Abstract-Anatomical models of pregnant women are used in several applications, such as numerical dosimetry, to assess the potential effects of electromagnetic fields on biological tissues, or medical simulation. Recent advances in medical imaging have enabled the generation of realistic and detailed models of human beings. The construction of pregnant woman models remains a complex task, since it is not possible to acquire whole-body images. Only few models have been developed up to now, and they all present some limitations regarding the representation of anatomical variability of the fetus shape and position over the entire gestation. This paper describes a complete methodology that intends to automate each step of the construction of pregnant women models. The proposed approach relies on the segmentation of 3-D ultrasonic and 3-D magnetic resonance imaging (MRI) data, and on dedicated computer graphics tools. The lack of complete anatomical information for the mother in image data is compensated, in an original way, by merging the available information with a synthetic woman model, deformed to match the image-based information. A set of models anatomically validated by clinical experts is presented. They include detailed information on uterofetal units and cover different gestational stages with various fetal positions.
I. INTRODUCTION
N UMERICAL dosimetry focuses on the computation of absorbed dose by body tissues from exposure to ionizing and nonionizing radiation. Such studies require realistic models of the human body, for example, to monitor the absorption of electromagnetic energy in biological tissues emitted by mobile phones. With the advent of fast whole-body acquisition imaging protocols, voxel-based models can, nowadays, be built using segmented medical data acquired from volunteers. Numerous adult and children voxel-based models are now available [1] , [2] , which have enabled extensive dosimetry studies. In 2006, the World Health Organization 1 designated studies aiming at assessing fetal exposure during pregnancy as a new priority.
Since whole-body medical imaging data cannot be acquired from pregnant women for ethical reasons (related to the fetus exposure) and technical limitations (related to the scanning time), hybrid models can only be built by merging stylized models (with organs represented by surface equations), voxel-based models and/or synthetic models from the computer graphics community. In addition, only few works have proposed models of pregnant women at different stages of pregnancy.
In this paper, we describe a complete methodology to build whole-body pregnant woman models, embedding detailed and realistic uterofetal unit (UFU) models at various stages of gestation and in different positions. This paper intends to complement the set of existing models by providing more automated computational tools.
Regarding the UFU modeling part, realism is ensured by the exploitation of medical images, obtained with two modalities used in pregnancy follow up: 3-D ultrasound (3-DUS) during the first trimester and magnetic resonance imaging (MRI) during the second and third trimesters.
Detailed UFU segmentations, validated by expert clinicians, are exploited by several digital geometry tools. Organ contours are extracted from medical images and represented as smooth meshed surfaces to enable fine rasterization, i.e., discretization of the shapes on a Cartesian grid. Surface smoothing prevents "staircase" effects that can be observed when a voxel model is sampled at a low resolution with a naive method (e.g., nearest neighbor interpolation). These singularities are undesirable as they induce some bias in the dosimetry simulations.
We propose an automated framework for the insertion and placement of the UFU into a whole-body woman model, which is usually done manually. Automating this task enables the generation of multiple models, while limiting manual and subjective interactions. We have selected an homogeneous graphical whole-body woman model called Victoria provided by Daz Studio (www.daz3d.com), which presents the advantages of being easily deformable and can be positioned in different postures. After reviewing the state-of-the-art in terms of pregnant woman modeling, we describe the medical image database used in this paper. Then, we present the computational framework exploited to generate realistic models with detailed UFU, which are automatically inserted into a synthetic woman body that is enlarged to host the whole uterus. Finally, to guarantee the representation of the major variations in anatomical configurations and morphologies, we have designed a tool to control the fat distribution on the pregnant woman body envelope and to modify the UFU position between standing and laying positions of the woman. We focused on this tissue because of its importance in numerical dosimetry. Visual illustrations of some models generated in this study are provided and discussed. Fig. 1 illustrates the proposed scheme for whole-body pregnant woman modeling. From a 3-DUS database for the first trimester and a 3-D MRI database for the second and third trimesters, a segmentation of different visible tissues is performed using automated or interactive tools (see Section III). Next, 3-D surface meshes of the UFUs are generated (see Section IV), and an articulation of the fetal envelope is proposed to enable arbitrary positioning of the fetus inside the uterus (see Section VI). Final insertion of the UFU inside a generic nonpregnant woman body envelope is performed automatically (see Section V).
II. OVERVIEW OF EXISTING PREGNANT WOMAN MODELS
Existing pregnant woman models used for dosimetry can be categorized into four classes, depending on the type of representation: 1) mathematical models, where anatomical structures are described using surface equations; 2) voxelized models based on medical images; 3) graphical models synthesized by the computer graphics community; and 4) hybrid models combining mathematical, voxelized, or synthetic models. The mathematical (stylized) models were considered in pioneer works for their ease of implementation, but are inherently limited in terms of anatomical realism. Voxelized models, built with segmented medical images, are now preferred as they represent accurately the human anatomy. However, medical image data is not always available and its segmentation requires an important amount of manual interaction. This has motivated the introduction of graphical (synthetic) models, built with computer graphics softwares, such as in [10] . Most satisfying models were generated under supervision of experienced anatomists, to ensure their realism.
The first published pregnant woman models were mathematical models used in [3] , which were obtained by inserting a mathematical shape representing the fetus into a nonpregnant mathematical woman model [11] . The shape and the position of the female organs were modified to insert the fetus, which was rotated by 33.1
• from the horizontal plane for a model of the first trimester of gestation and by 40
• for models of the last two trimesters. Three pregnant women at 3, 6, and 9 months of gestation were represented. The use of mathematical shapes enabled fast computation and easy manipulation of the models, but severely affected their realism and usability.
In [12] , a voxelized model was built from a computerized tomography (CT) dataset acquired from the torso of corpulent pregnant woman. The fetus model was rather coarse due to the large image slice thickness (7 mm), and only fetal soft tissues and skeleton were distinguished. The segmentation of these structures was manually performed by the authors with the help of anatomical atlases. In [13] , segmentations of the maternal trunk, the uterus and the gestational sac (when visible) from CT data were used to generate UFUs between the 12th and the 36th week of gestation (WG), distinguishing soft tissues from bones. However, whole-body models, i.e., representing the body from head to toe, are desirable to study the influence of plane waves emitted by, for example, phone masts. The few works dedicated to model the entire pregnant woman at different stages of pregnancy were based on hybrid modeling, which relies on the combination of mathematical, voxelized, and/or synthetic models.
The hybrid model SILVY, presented in [4] , combined a malformed fetus segmented from a MRI dataset, the voxelized pregnant woman trunk described in [12] and the homogeneous whole-body envelope of a woman generated by laser scan imaging. Nonlinear scaling was used to adapt the whole-body envelope to the trunk model after removing the superficial fat and skin layers. The brain and spinal cord of the model NORMAN [14] were also inserted and fitted into SILVY.
In [5] , a set of mathematical models of the uterus and fetus at 8, 13, 26, and 38 WG [15] were voxelized and embedded in the nonpregnant voxel model NAOMI [16] . Voxel editing was required to translate and deform NAOMI organs away from the uterus.
In [6] , nine pregnant female models at each month of gestation were generated, embedding a UFU (which included the placenta), a bladder, and bones (based on segmented MRI data), into a computer graphics woman model. The abdomen of the woman was only scaled for models at stages beyond 4 months and the UFUs were scaled to simulate the different gestational ages.
In [7] , hybrid models using the UFU and maternal organs models from [12] , the VIP-MAN model from [17] , and computer graphics models were used together to construct 3-D surface models of a pregnant woman with detailed organs. Three models were built at 3, 6, and 9 months of pregnancy. To insert the fetus, the maternal organs were manually translated and deformed to avoid overlaps using free-form deformation (FFD) lattices. An angle of 50
• was applied between the caudocephalic axis of the female body and the fetus for the 6 and 9 months models, and 60
• for the 3 months model. Fetal soft tissues, brain, and skeleton were distinguished.
In [8] , a voxelized model of the UFU at 26 WG was extracted from MRI data (with the fetal brain, fetal eyes, amniotic fluid, placenta, and uterine wall). By scaling down this UFU model, two other models were generated corresponding to 13 and 18 WG. Using FFDs, the models were embedded inside a detailed voxelized nonpregnant woman model [18] , exploiting information from the MRI of the pregnant woman abdomen. The position fetus model was in left occiput anterior position with respect to the mother's pelvis, i.e., the fetal occiput was oriented toward the mother's left anterior side.
Katja, proposed in [9] , is a pregnant woman model combining a detailed UFU modeled from MRI data and the voxelized female model International Committee of Radiological Protection (ICPR)-AF. The insertion of the UFU into the voxelized nonpregnant model required voxel editing, performed with a dedicated software [19] . Table I compares the most sophisticated existing pregnant woman models according to the type of models, the number of represented tissues, the coverage of pregnancy stages, and the variability of the fetal position.
In this paper, we propose to contribute to the field of whole pregnant woman modeling by presenting a complete methodology to create several hybrid models with a better coverage of the whole period of gestation, and higher levels of anatomical details on the UFU. Our models include detailed UFUs, based on segmentation results from 3-DUS and MRI data, with various fetal development stages and positions. We decided to represent part of the anatomical variability of fetal development and fetus positioning within the uterus by using a large database of fetal images (i.e., a large set of observations), which were segmented to extract the useful information for modeling purpose, i.e., the UFU organs. We, therefore, chose not to build on existing pregnant women models, but rather construct a novel methodology exploiting state-of-the-art medical imaging data from two routine screening modalities. This approach has enabled us to collaborate with a large team of clinical experts, to control the anatomical accuracy of our fetal models. We believe that this is a radically different approach from what was performed in the existing works reviewed. Some original features of our modeling framework include the automation of some segmentation tasks and the automation of the UFU insertion process.
III. UFU SEGMENTATION
To create realistic models of the UFU, we used medical images acquired with 3-DUS and MRI. These two types of medical imaging modalities allow us to cover the three trimesters of pregnancy. Indeed, during the first trimester, only US examinations are allowed and the field of view of the US probes can include the whole UFU until around the 16th WG. While MRI screening is not performed during the first trimester to limit the fetus exposure to electromagnetic fields, high-quality 3-D volumes can be acquired during the second and third trimesters, and used to generate realistic UFU models from segmentation results.
A. Segmentation of 3-DUS Data

1) 3-DUS Database:
With the collaboration of obstetricians from Port-Royal (Paris, France) and Beaujon hospitals (Clichy, France), we obtained 18 3-DUS sequences between 6 and 11 WG with high-image quality, acquired on a VOLUSON 730 machine (General Electric, Milwauke, WI). These images have submillimetric isotropic resolution (typically 0.6 × 0.6 × 0.6 mm 3 ). The whole embryo and all the important maternal uterine tissues are visible on these images. While the 3-DUS images used in this paper have a high-spatial resolution, the overall image quality is limited. Nevertheless, this is the imaging modality of choice, worldwide, for monitoring fetal development over the entire pregnancy. Obstetricians perform measurements on these images and a large list of clinical papers have confirmed the accuracy of these measures to correctly assess fetal development and even fetal body weight.
2) Segmentation: To segment the 3-DUS images, we first classify the voxels into two classes: the amniotic fluid on the one hand, and the embryofetal and maternal tissues, on the other hand. This is performed using the method described in [20] , where statistical distributions of intensities within each class are integrated in a deformable model. The classification results are postprocessed manually to disconnect the embryofetal body from the uterine wall and from the umbilical cord using the opensource softwares MIPAV (http://mipav.cit.nih.gov/) and Slicer (http://www.slicer.org/). Finally, additional tissues are manually identified. The following uterofetal structures are systematically segmented on the US images: the fetus, the amniotic fluid, the umbilical cord, and the placenta. Depending on the fetus gestational age and on the width of the field of view exploited during the acquisition, we can also identify: the yolk sac, the endometrium, and the myometrium. The volumes of interest of the different structures were validated by an expert obstetrician and converted into labeled masks. Fig. 2 shows one slice of a 3-DUS volume of a fetus aged of 11 WG and its corresponding segmentation result.
Given the recent introduction of 3-DUS systems for obstetric screening and the constant improvement in US imaging quality, our methodological work on the segmentation of this type of data should contribute to the development of more precise anatomical modeling and quantification from 3-DUS data. All the segmentations performed on 3-DUS data were considered precise enough by the medical experts to be used in our models.
B. Segmentation of MRI Data
1) MRI Database:
In collaboration with pediatric radiologists from the Cochin-Saint Vincent de Paul hospital (Paris, France), a study [21] was performed to select the best-suited MRI imaging protocols for the segmentation of the fetus and the maternal body envelope. Images were acquired using the generic sequence steady-state free precession (SSFP). This sequence enables to acquire image volumes encompassing the UFU in less than 30 s. Thus, images free from fetal-motionrelated artifacts can be obtained, guaranteeing 3-D consistency of the UFU anatomical structures. Moreover, intensities in fluids are strikingly higher than in fetal soft tissues and high contrasts enable easy delineation of the fetus and its anatomy. Image quality criteria include the following: large field of view to image the whole uterus, good global contrast, good spatial resolution (typically 1 × 1 × 4 mm 3 ), fast acquisition (less than 30 s), and low sensitivity to fetal movements artifacts. The SSFP sequence was chosen as the one best satisfying these criteria. The database gathered for this paper includes 43 cases between 24 and 33 WG. During the second trimester, the gestational sac volume, containing the amniotic fluid, is large compared to the fetus size. Hence, fetal motion artifacts are frequently observed in MRI images, preventing accurate segmentation of the fetus. Few data were therefore gathered during this period, while most data were acquired during the third trimester, when fetal motion is limited.
2) Segmentation: On MRI data, we segmented the maternal tissues, uterine wall/placenta, amniotic fluid, umbilical cord, and the fetus body envelope using semiautomated segmentation tools. Inside the fetus body, the fetal anatomy was detailed by segmenting the brain, cerebrospinal fluid, spine, eyes, lungs, heart, stomach, and urinary bladder. The overall segmentation process is time consuming and automated approaches were developed for certain organs. In particular, a novel automated segmentation method based on morphological information and deformable models [22] provided very accurate results for the eyes, brain, and cerebrospinal fluid. A graph-cut approach was also proposed to automatically segment the fetal body envelope initialized with a generic articulated fetus model described in Section VI [23] . A MRI slice from a 3-D volume of a fetus at 33 WG is displayed in Fig. 3 , along with the corresponding segmentation results, validated by an obstetrician.
IV. 3-D SURFACE MESH MODELING
For nonionizing dosimetry studies, the finite-difference timedomain method [24] is frequently used for numerical simulations on a spatial grid, with labeled anthropomorphic models, which need to be smooth to avoid simulation bias on singularities. Naive direct meshing approaches generate "staircase" effects (see Fig. 4 ) on the surface models, especially when MRI images with anisotropic resolution are considered. In this section, we describe a method for generating a high-quality triangle mesh from a presegmented volume of interest [25] . We adopt a generic approach by first extracting an unorganized set of points from the volume data, and then, generating a mesh by sampling a smooth surface, which approximates this point set. The entire process is performed in a few seconds.
The mesh reconstruction algorithm is composed of three main steps, detailed as following and illustrated in Fig. 5 . With this algorithm, a mesh of arbitrary resolution can be extracted from an arbitrary sparse point set. Consequently, the system allows producing dense enough surface sampling to enable both accurate subsequent deformations of the objects and robust rasterization within the original volume domain.
A. Point-Normal Sampling
In addition to the positions p i of point samples, the algorithm requires surface normal estimates n i at these points, in order to generate a mesh M from the point-normal sampling
We compute an approximate normal vector at each point by using a principal component analysis [26] in 3-D space. More precisely, the normal is given as u i , the eigenvector associated with the smallest eigenvalue of the covariance matrix of the k-nearest neighborhood of p i . In practice, the anisotropic nature of the original sampling induces a rather large value for k, usually k ∈ [50, 120] (the exact value can be tuned according to the image resolution and to the desired level of smoothness), and we use a kD-tree data structure [27] to efficiently compute the k-neighborhood queries.
In our case, the sign of the normal can be resolved using additional information available from the volume data: the vector a i , from the surface point p i to the corresponding point on a dilated volume boundary, always points from the surface to the outside of the object. Thus, we get
Note that n i is only an estimate, with a smoothness controlled by k. To increase the quality of this estimate for later stages of the reconstruction pipeline, the normals are recomputed after each major processing step in this algorithm.
B. Moving Least-Square Projection Operator
The moving least-square (or MLS) projection operator [28] , [29] is a scattered data approximation method intensively used in geometry processing. We make use of it for both filtering and meshing steps, as it provides a simple and powerful tool for the sparse sampling P N extracted from volume data. We consider a variation of a recent simplification of the MLS operator [30] . Let consider q ∈ R 3 . The MLS operator is defined as follows:
It is based on the orthogonal projection Π(q) of q onto a weighted least-square plane 
where h controls the size of the support (i.e., smoothness). By applying iteratively this projection procedure, we define Π j +1 (q) = Π(Π j (q)) and generate a sequence of points {q, Π(q), . . . , Π j (q), . . .} which-considering q in the vicinity of P N [32] -converges toward a stationary point Π ∞ (q). The set of points in R 3 , which are stationary by this MLS projection of P N is called the point set surface (PSS) [33] of P N . This procedure converges very quickly in the vicinity of P N . In practice, we bound the number of iterations to five and the precision to a user-defined value, i.e., Π j +1 (q) − Π j (q) < . Note that ω(t) has a compact support, which allows us to consider only a small and local set of neighbors in P N . Again, a kD-tree is used to query them in logarithmic time.
Finally, although the size of the weighting kernel allows us to control the low-pass filtering effect, this operator may notably "shrink" the shape. In such cases, we switch to an alternative evaluation procedure, designed for Hermite PSS [34] . This operator is very similar to the standard one, but better approximates Hermite data, which naturally leads to better volume preservation. In practice, the only difference resides in the way we compute the weighted center of H q at each step
) where the projection of q onto the tangent space of p i is interpolated instead of p i itself
As mentioned by Alexa and Adamson [34] , it is straightforward to interpolate between standard and Hermite evaluation, offering an additional intuitive control parameter.
C. Filtering of Point Set P
N
Manual segmentation may often lead to inaccurate volume boundary and unwanted samples in P N . Consequently, we need to filter P N prior to the mesh generation stage. In practice, this filtering boils down to smooth P N and remove its outliers, which are samples located far away from the estimated surface. The former can be addressed by applying the MLS projection on every sample of P N , using h to control the low-pass filtering effect (i.e., P N is projected onto the PSS it defines). We address the later problem using an iterative classification inspired from the method of Bradley et al. [35] : we compute the plane fit criterion proposed by Weyrich et al. [36] , remove the detected outliers and restart with a quadratically decreasing bound until a user-defined threshold. Our experiments show that the number of iterations can be fixed to three and the same value was used for all processed cases.
D. Mesh Generation
We finally generate the mesh M from P N using two distinct approaches.
1) In most cases, we use the implicit form of the PSS
to define a scalar field with zero set-f P N (q) = 0-corresponding to a smooth surface approximating P N . We contour it by feeding the extended marching cube algorithm [37] [38] . We use their code, publicly available. As a result, we obtain a triangle mesh M sampling at arbitrary precision (controlled by the marching cube grid size), a smooth surface defined from the input boundary samples extracted from volume data. Surface meshes for all segmented objects in Fig. 3 have been generated with our method. These mesh models can then be used for further interactive articulation, deformation, and visualization.
V. WHOLE-BODY PREGNANT WOMAN MODELS
The field of view of the medical images used to extract the UFU include only a part of the maternal body and we chose to use the virtual woman body called Victoria distributed by the software DAZ 3-D Studio (www.daz3d.com) to generate whole-body pregnant woman models.
The Victoria model is easily deformable and can be placed in arbitrary posture, but only represents a body envelope. Recognizing the difficulty to represent the displacement of organs within the maternal body during pregnancy, we do not include them yet. Thus, we simply represent the maternal internal anatomy as a single homogeneous tissue, around the UFU.
A. UFU Insertion 1) Manual UFU Insertion:
In 3-DUS data, the field of view does not include any detailed maternal structures, outside the uterus. The UFU, therefore, needs to be arbitrarily positioned inside Victoria's body. This positioning was performed interactively, using the software Blender (www.blender.org), under the guidance of obstetricians, who could guarantee that the remaining uncertainty in the positioning process was negligible compared to the variability between pregnant women [39] . According to medical experts, the pregnancy starts to be physically visible, around the 13th WG. We, therefore, considered that we did not have to apply any deformation on the model built from 3-DUS images acquired during the first trimester. In the red frame, the landmark points identification process is performed only once, whereas in the blue frame the process is performed for each new UFU to insert, generating individual models.
When using the UFU models built from MRI segmentation, we need to reshape the nonpregnant body envelope. In the context of a manual insertion, we deform the nonpregnant model Victoria to enlarge her abdominal region and insert the whole UFU inside. All the information and anatomical landmarks available from the limited field of view of the medical images are used. Using Blender, lattice-based FFDs can be defined to fit the maternal envelope visible on the MRI data.
2) Automatic UFU Insertion: Although manual insertion provides satisfactory results, it is time consuming and can vary from one case to another. We, therefore, propose an automated insertion method [40] , which creates generic pregnant woman models, not specific to an individual patient. To do so, we needed to add some landmark points inside Victoria's body. We chose to use the pelvic bone, the femoral heads and the lower lumbar vertebrae of a woman, presegmented on a CT dataset of a subject having the same height (167 cm) as Victoria. These bones and articulation components were meshed and inserted into Victoria's body and three landmarks points were identified: the two femoral head centers and the center of the vertebral disk between the L3 and L4 lumbar vertebrae, as illustrated in Fig. 6 . a) UFU positioning: To automate the UFU positioning inside Victoria, the three landmark points are identified on the MRI images used to segment the UFU, and a rigid registration is computed to match these points and the corresponding ones inside Victoria. The rigid transformation (translation and rotation) is computed so as to minimize the distance between the three landmark points selected on the MRI images and the corresponding points in Victoria's partial skeleton, in order to match these points. This transformation is then applied to the whole UFU, in order to register it inside Victoria's body. The registration process proceeds as follows: we first apply a translation to match the center of the segment linking the two femoral heads of the MRI images h i and h i with the ones from Victoria h v and h v . We then apply two rotations to align the four landmark points h v , h v , h i , and h i , and then, make all the landmark points coplanar.
b) Abdomen enlargement: We have chosen the opensource medical simulation framework SOFA [41] to deform the abdomen via physics-based simulations. The SOFA architecture relies on several innovative concepts, in particular, the notion of multimodel representations. The simulation components consist of the woman body envelope, the skeleton, and the UFU, which are defined with three types of representations (visual, behavior, and collision) to optimize rendering, deformation, and collision-detection tasks.
We use the original surface models of the three components for the visual representation and create new models for the behavior and collision representations.
1) For the skeleton, we do not generate behavior nor collision representations, since we only use it as a visual landmark for positioning the UFU. 2) Victoria's body envelope behavior representation is generated from a sparse FFD of the bounding box of the model's trunk. We focus on the deformations of the abdominal wall, considering that the head, arms, and legs do not deform during the simulations. Only the FFD cells containing some matter are considered to generate an hexahedral finite-element model (FEM) of a force field, while the mass is uniformly distributed.
3) The UFU is considered as a rigid object with six degrees of freedom (3-D translation and 3-D rotation). After being registered on the landmarks points, the UFU is scaled down inside Victoria, and then, progressively scaled up back to its original size. For the collision representation between the UFU and Victoria's body, the original models were simplified, via decimation, which strongly improves contact-detection computation. Finally, all representations are connected to each other using standard mappings. In the following, the segmented uterus will be considered as a rigid structure. Although this is obviously not the case, this assumption allows us to build models, where the position and shape of the uterus match the ones viewed in the acquired images, thus guaranteeing the realism and the fidelity between the images and the proposed models.
c) Contact-detection and collision-response computation: Once the UFU has been rigidly registered inside Victoria's body, the insertion is finalized by simulating the expansion of Victoria's abdomen under the UFU pressure effect. A physicsbased simulation is performed using the image-based collision detection and response method described in [42] , which is explained briefly in this section. Before running the simulation, a colliding axis-aligned bounding box (AABB) of each model (i.e., UFU and Victoria) is computed. Then, during the simulations, when the bounding boxes intersect, the intersection surfaces are rendered by the GPU into layered depth images (LDIs), one for each spatial direction. The volume of each object is represented by depth intervals at each pixel, which define an axis-aligned box in 3-D space. They are used to deduce the intersection volume and its gradient. Finally, penalty forces (which try to minimize the intersection volume) are applied to the mesh vertices. These forces are computed as follows:
where λ is an arbitrary positive constraint, Υ is the intersection volume, and ∂Υ/∂x is the gradient vector. The forces are oriented along the normal of the surface triangles and proportional to their area.
B. Pregnant Woman Morphology
Since we cannot easily generate patient-based whole-body pregnant women models, we designed a physics-based simulation tool to generate different women morphologies, independent of the UFU content.
1) Fat-Layer Addition:
In dosimetry studies, the fat layer plays an important role [43] , while its thickness and surface repartition is very variable between women. To add a fat layer to the homogeneous Victoria's body, we have designed an interactive body sculpting tool. The idea is to consider that the body envelope of the generic 3-D woman model is composed of two distinct layers of muscle and fat. The fat layer is initialized from the muscle layer using the morphing tool included in DAZ Studio. Then, its volume can be interactively modified using a mouse pointer. The points of the surface under the pointer are pushed up toward the normal direction by applying a constant force weighted with a Wendland kernel, as in (1) . The force applied on the whole surface is propagated with radial basis functions, centered on the 3-D projection of the mouse cursor onto the surface and vanishing within a prescribed Euclidean distance, as expressed in (3) .
The surface S is sampled by the mesh M = {V, F} where V is the set of the vertices and F is the set of the faces. In our case, the following displacement field is applied on M:
where q is the point of the surface S under the mouse cursor, p v i is the 3-D position of v i , ω is the Wendland kernel, n v i is the normal of the surface S at vertex p v i and α is a user-defined weight.
Once the fat layer has been modified, the volume encapsulated between the muscle and fat layers (considered as two independent closed surfaces) is filled with tetrahedra using the isosurface stuffing algorithm [44] . Then, a corotational FEM force field is defined to determine its behavior under gravitational effect. In order to preserve the original fat-layer morphology, points where there is no fat accumulation can also be defined using the mouse. At these point locations, the applied force is always set to zero so that skin and fat layers remain attached, creating a barrier to fat expansion and accumulation. This procedure is necessary to delimit fat "pockets" and prevent unphysiological fat diffusion under gravitational effects. Fig. 7 illustrates a woman model with an added fat layer.
2) Standing Position Simulation:
For dosimetry studies and other applications, we need to generate models in standing positions, while most medical images are acquired with patients in a reclined position, which affects the UFU orientation. To generate a correct standing model, we propose to apply a pendulous movement on the UFU, after insertion inside Victoria's body. This movement is applied via a rotation around the axis defined by the two femoral heads, which enables the UFU to rotate, while pushing the abdominal walls. To simulate the standing position, we tested several rotations of the UFU from 0
• to 50
• between supine and standing positions, and a 20
• rotation was favorably evaluated by obstetricians. However, this parameter can be easily changed in our models, which offer full flexibility and variability (see Fig. 8 ).
The coarse model created for the collision detection is used to displace the abdominal walls away from the rotating UFU. At the same time, the added fat deforms under the gravitational force field effect, deforming the overall envelope model.
Validation of the whole-body models was performed by clinical collaborators, who could, in particular, estimate the accuracy of the positioning of landmark points and the realism of the reconstruction.
VI. ARTICULATION OF THE FETUS
Articulating the fetus is desirable to change its position inside the maternal uterus and study the impact of the fetal position in dosimetry studies. In order to simulate various fetal positions, we propose to build an armature for the fetus mesh. Similarly to a skeleton, it is composed of pseudobones placed inside the mesh, and associated to each vertex. The articulated fetus was created using the free software Blender.
A. Fetal Bone Armature
The fetal bone armature is a simplification of the real-fetal skeleton. It is composed of 21 pseudobones, one for each of the following anatomical body parts: head, neck, thorax, abdomen, pelvis, shoulders, arms, forearms, hands, thighs, legs, and feet. To generate individual fetal armatures, we choose to position and scale a generic pseudobone armature, based on the segmentation of the following landmarks on the MRI images: center of the cortex, first cervical vertebra, seventh cervical vertebra, tenth thoracic vertebra, sacrum, urinary bladder, humeral heads, elbows, wrists, metacarpus, femoral heads, knees, ankles, and metatarsus. We exploit 22 landmarks to position and orient the fetal armature inside a segmented fetus mesh. Table II illustrates the different landmarks and their identifier used to create the armature. Table III lists the pseudobones identifiers of the armature used to represent specific anatomical regions, or body parts, and the landmarks associated with them. The B i pseudobones are actually segments with two landmarks L i as extremities. In order to manually change the fetus position, we define a hierarchical ordering of the pseudobones, as illustrated in Fig. 9 . For example, the pseudobone representing the pelvis is defined as the parent of the abdominal pseudobone and hip pseudobones; the hip pseudobones are defined as the parents of the thigh pseudobones, etc. This hierarchical ordering defines a pseudobone chain so that when a transformation is applied on a pseudobone (translation, rotation, or scaling), all its children also undergo the same transformation, in a recursive manner. 
B. Skinning
Skinning refers to the association of mesh vertices (in our case, the fetus body envelope) to pseudobones, affecting how vertices follow pseudobones displacements. In practice, each vertex v j is attributed a weight w i j in [0 1] for each pseudobone i, encoding its sensitivity to pseudobone displacements. The standard linear blend skinning method returns the position v j of the transformed vertex as follows:
where v j is the position of vertex j, T i is the transformation of the ith pseudobone, and w i j is its weight for the vertex j. Skinning was performed with the bone heat-weighted method proposed in [45] , where vertex weights are automatically generated based on their proximity to the embedded bones and a spatial smoothing via diffusion over the mesh surface. The diffusion over the surface for the bone i is given by
where ∆ is the discrete surface Laplacian, calculated with the cotangent formula [46] , p i is a vector with p i j = 1 if the nearest bone to vertex j is i and p i j = 0 otherwise, and H is the diagonal matrix with H j j being the heat contribution weight of the nearest bone to vertex j. Fig. 10 illustrates the vertex weights for the right forearm pseudobone of the fetus model. This skinning method often generates better results than envelope-based methods (where a radius has to be set for each pseudobone to compute the weights), but still suffers from problems caused by linear blend skinning, such as shrinking at flexed joints. Large amplitude transformations of the fetus model can, therefore, induce nonnatural deformations of the envelope. To avoid such problems, we could use the quaternion deformation interpolation method [47] , but still without guarantee of correct final results.
C. Forward and Inverse Kinematics of the Fetus Model
To interactively reposition the fetus, we can use a forward kinematics (FK) or inverse kinematics (IK) procedure. With the FK method, only the first bone of the chain (in our case, the pelvis) can be grabbed and moved, since the other bones are attached to their parents. The subsequent bones in the chain can only be rotated or scaled and all the children bones will be rotated or scaled as well. This method is easy to follow, but makes difficult the precise location of the last bones of the chain (in our case hands and feet). With the IK method, the positions of the last bones in the chain are defined, and the other bones reach a position automatically computed by Blender, to preserve the chain without gaps. Precise positioning of hands and feet is therefore much easier with the IK method. Moreover, it allows us to automatically limit the rotation of the limbs. With this method, we are able to interactively and easily define a new position of the fetus that is anatomically correct with the control of our medical experts and test the influence of the fetus position in dosimetry. Fig. 11 shows a fetus placed in the Vitruvian position 2 using the IK method.
VII. RESULTS, VALIDATION, AND DISCUSSION
Sixteen pregnant woman models have been generated at various stages of gestation and in supine/standing positions of the 2 Position of the Vitruvian man drawn by Leonardo da Vinci (1487).
mother, using the proposed method. Four were built from 3-DUS images (6, 7, 8 , and 11 WG) and 12 from MRI images (from 24 to 33 WG). The 3-DUS image datasets enabled us to create the first published pregnant woman models with embryo/fetus models built from medical images, acquired during the first trimester of pregnancy. Models in cephalic, breech, and transverse presentations were built from MRI images, thus covering the main configurations among the large variability of fetal positions [48] . Besides, different implantations of the placenta were also represented, since its location within the uterus varies [49] . Finally, the first pregnant woman model embedding a UFU with twins was built. These different factors of variability are of particular interest, since they have an influence on the distance separating the fetus from the maternal body outer envelop, and hence, on nonionizing dosimetry. Sixteen models are described in details on the web page of the project: http://www.tsi.enst.fr/femonum. All models are made available to the scientific community and can be freely downloaded on this web page for research purpose. Six models are illustrated in Fig. 12 .
The models were anatomically validated by our clinical collaborators, who provided routine image data used to precisely measure fetal growth of individual organs. Regarding the segmentation, validation was performed by visual inspection on a number of representative images (for both US and MRI imaging modalities), showing a satisfying accuracy. This type of validation was considered sufficient for the targeted applications, such as nonionizing dosimetry studies, where the main goal is to achieve a good realism of the derived models.
The proposed modeling methodology has enabled us to generate a large set of pregnant women models, but still presents some limitations: segmentation methods are not fully automated, they do not include all fetal organs that are visible on MRI, and they require some manual supervision of the meshing procedure. However, the manual interactions needed to overcome these limitations remain reasonable and acceptable for the purpose of this paper. Moreover, the modeling methodology was defined in collaboration with a team of clinician experts, who was able to validate each step.
We have chosen to embed the UFU into a woman body model limited to a body envelope, to propose an automated insertion process, which was approved by the collaborating clinicians. This approach avoids to deform generic models of internal organs, since performing such deformations in a realistic way is a very complex task and still an open issue. We are aware of the limitations of the choice of proposing a homogeneous maternal body model for the accuracy of the dosimetry studies, but this was not the focus of this paper. Our collaborators are currently studying the effect of the homogeneity/heterogeneity of the maternal body on the dosimetry simulations results [50] , [51] , and this study will probably define the future trend of our work.
Current limitations of the proposed models include: statistical variability of the fetal organs from a set of examples for similar gestational ages need to be studied and encoded in the models, additional organs could be included, especially the fetal skeleton, the major blood vessels, and the placenta in case of MRI data. Discussions with dosimetry experts suggest to work on a more detailed anatomy of the maternal body, especially for the subcutaneous fat layer. Our ongoing work on fat modeling aims at going one step further in the representation of variability of the maternal body morphology.
The set of models, we propose is not representative of the whole population, but each one represents a different fetus in various positions constructed from different pregnant women 3-DUS and MRI scans, which cover different types of configurations, whereas previous works have only focused on single fetus models, eventually scaled to represent several gestational ages. We, therefore, believe that proposing a methodology to generate individual fetus models based on individual imaging data brings some significant value to the field.
VIII. CONCLUSION
In this paper, we have presented a complete methodology to construct hybrid whole-body pregnant woman models with detailed fetal anatomy extracted from 3-DUS and MRI image data. Our approach focuses on the computation of detailed and realistic UFU models, based on imaging data acquired in clinical screening and in the automatization of the modeling process. In this respect, they appear to well complement other existing models.
Methodological developments as well as manual and automated segmentation have enabled us to incorporate in these models several fetal structures, including the brain, the eyes, the heart, the lungs, the urinary bladder, and other tissues, such as the uterus, the amniotic fluid, the umbilical cord, the trophoblast, the myometrium, the endometrium, and the yolk sac depending on the fetus gestational age and the imaging modality.
The proposed modeling method, based on computer graphics tools, allowed us to generate dense and smooth meshes of UFU structures. The placement of the fetus in the synthetic woman and the deformation of the woman abdomen were performed automatically. Segmentation and placement were validated by experienced clinicians.
Preliminary dosimetry studies on models derived from MRI data have been performed and results have shown that fetal position and morphology have a direct influence on fetal exposure [52] , demonstrating the importance of considering multiple models with similar gestational ages.
We plan to study in the near future, the influence of the fat thickness for dosimetry simulations. We also plan to refine the woman body model by distinguishing different tissue types, since homogeneous models can lead to an underestimation of the dosimetry.
Our models are not limited to dosimetry studies. They can also be used for medical simulations (such as delivery simulation) or to obtain a good estimation of the fetus weight from the fetal envelope segmentation. 
