Abstract. In this paper we seek an answer to the following question: Is it possible and rewarding to self-adapt parameters regarding selection and population size in an evolutionary algorithm? The motivation comes from the observation that the majority of the existing EC literature is concerned with (self-)adaptation of variation operators, while there are indications that (self-)adapting selection operators or the population size can be equally or even more rewarding. We approach the question in an empirical manner. We design and execute experiments for comparing the performance increase of a benchmark EA when augmented with selfadaptive control of parameters concerning selection and population size in isolation and in combination. With the necessary caveats regarding the test suite and the particular mechanisms used we observe that selfadapting selection yields the highest benefit (up to 30-40%) in terms of speed.
Introduction
Calibrating parameters of evolutionary algorithms (EAs) is a long-standing grand challenge in evolutionary computing (EC). In the early years of the field it was often claimed that Genetic Algorithms (GAs) are not very sensitive to the actual choice of their parameters. Later on this view has changed and the EC community now acknowledges that the right choice of parameter values is essential for good EA performance [8] . This emphasizes the importance of parameter tuning, where much experimental work is devoted to finding good values for the parameters before the "real" runs and then running the algorithm using these values, which remain fixed during the run. This approach is widely practiced, but it suffers from two very important deficiencies. First, the parameter-performance landscape of any given EA on any given problem instance is highly non-linear with complex interactions among the dimensions (parameters). Therefore, finding high altitude points, i.e., well performing combinations of parameters, is hard. Systematic, exhaustive search is infeasible and there are no proven optimization algorithms for such problems. Second, things are even more complex, because the parameter-performance landscape is not static. It changes over time, since the best value of a parameter depends on the given stage of the search process. In other words, finding (near-)optimal parameter settings is a dynamic optimization problem. This implies that the practice of using constant parameters that do not change during a run is inevitably suboptimal.
Such considerations have directed the attention to mechanisms that would modify the parameter values of an EA on-the-fly. Efforts in this direction are mainly driven by two purposes: the promise of a parameter-free EA and performance improvement. Over the last two decades there have been numerous studies on this subject [8, 10] . The related methods -commonly captured by the umbrella term parameter control as opposed to parameter tuning -can further be divided into one of the following three categories. Deterministic parameter control takes place when the value of a strategy parameter is altered by some deterministic rule modifying the strategy parameter in a fixed, predetermined (i.e., user-specified) way without using any feedback from the search. Usually, a time-dependent schedule is used. Adaptive parameter control works by some form of feedback from the search that serves as input to a heuristic mechanism used to determine the change to the strategy parameter. The important point to note is that the heuristic updating mechanism is externally supplied, rather than being part of the "standard" evolutionary cycle. In the case of self-adaptive parameter control the parameters are encoded into the chromosomes and undergo variation with the rest of the chomosome. The better values of these encoded parameters lead to better individuals, which in turn are more likely to survive and produce offspring and hence propagate these better parameter values.
To keep our present investigation feasible we do not want to study on-the-fly adjustment of all parameters with all parameter control mechanisms. The choice about which combinations to consider is made by the following observations. Of the three options self-adaptation is of particular interest for two reasons. First, it fits the evolutionary framework very smoothly in the sense that the changes to the parameters are evolutionary changes, rather than heuristic ones (deterministic or adaptive control). Second, self-adaptation has a very strong reputation, i.e., overwhelming evidence of being capable of adequate parameter control as shown within Evolution Strategies [3, 17] . This makes us choose for a self-adaptive approach. As for the parameters to be controlled it can be noted that the traditional mainstream of research concentrated on the control of the variation operators, mutation and recombination.
However, there is recent evidence, or at least strong indication, that "tweaking" other EA components can be more rewarding; see for instance [4] showing the relative advantage of controlling the population size, instead of other parameters. This makes us disregard variation parameters and concentrate on parameters for selection and population sizing. The literature on varying population size is rather diverse concerning technical solutions as well as the conclusions regarding how to manage population sizes successfully [2, 9, 12, 14, 6, 13, 16, 18] . The picture regarding the control of selection pressure during a run is more coherent; most researchers agree that the selection pressure should be increasing as the evolutionary process goes on, perhaps a legacy of Boltzmann selection, [1, 20, 7, 15, 11] . In the present investigation we will introduce as little as possible bias towards increasing or decreasing the parameter values.
Note that our choice for investigating self-adaptive selection and population sizing implies an interesting challenge. Namely, the parameters regarding selection and population issues (e.g., tournament size or population size) are of global nature. They concern the whole population and cannot be naturally interpreted on local level, i.e., they cannot be defined at the level of individuals like mutation step size in evolution strategies. Self-adaptive population and selection parameters seem to be a contradictory idea. The way we address this challenge is based on making global parameters being derived from local (individual level) parameters via an aggregation mechanism. In this way, the value of a global parameter is determined collectively by the individuals in the population. Technically, our solution is threefold:
1. We assign an extra parameter p ∈ [p min , p max ] to each individual representing the individuals "vote" in the collective decision regarding the given global parameter P . 2. We specify an aggregation mechanism calculating the value of P from the p values in the population. 3 . We postulate that the extra parameter p is part of the individual's chromosomes, i.e., an extra gene, and specify mechanisms to mutate these genes.
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The aggregation mechanism is rather straightforward. Roughly speaking, the global parameter P will be the sum of the local votes of all individuals p i calculated as follows:
where
denotes the ceiling function, and N is the (actual) population size.
Finding an appropriate way to mutate such parameters needs some care. A straightforward option would be the standard self-adaptation mechanism of σ values from Evolution Strategies. However, those σ values are not bounded, while in our case p ∈ [p min , p max ] must hold. We found a solution in the self-adaptive mechanism for mutation rates in GAs as described by Bäck and Schütz [5] . This mechanism is introduced for p ∈ (0, 1) and it works as follows:
where p is the parameter in question and γ is the learning rate which allows for control of the adaptation speed. This mechanism has some desirable properties:
2. Small changes are more likely than large ones. 3. The expected change of p by repeatedly changing it equals zero (which is desirable, because natural selection should be the only force bringing a direction in the evolution process). 4. Modifying by a factor c occurs with the same probability as a modification by 1/c.
Experimental setup
The test suite 2 for testing GAs is obtained through the Multi-modal Problem Generator of Spears [19] . We generate landscapes of 1, 2, 5, 10, 25, 50, 100, 250, 500 and 1000 binary peaks whose heights are linearly distributed and where the lowest peak is 0.5. The chromosome of each individual consists of 100 binary genes, i.e., x 1 , . . . , x 100 and 1 or 2 self-adaptive parameters p (representing the self-adaptation of selection and/or population size).
We use a simple GA, SGA, as benchmark and define 4 self-adaptive GA variants. GASAM is a GA with self-adaptive mutation used as a second benchmark; GASAP and GASAT are the GAs where only one parameter is self-adapted; in GASAPT two parameters are self-adapted simultaneously.
The setup of the SGA is as follows. The model we use is a steady-state GA. Every individual is a 100-bitstring. The recombination operator is uniform crossover; the recombination probability is 0.5. The mutation operator is bitflip; the mutation probability is 0.01. The parent selection is 2-tournament and survival selection is delete-worst-two. The population size is 100. Initialization is random. The termination criterion is f (x) = 1 or 10,000 evaluations.
GASAM works on individuals with chromosome x 1 , . . . , x 100 , p , where p is the self-adaptive mutation parameter. The algorithm works the same as SGA on the bit-part of the chromosome (bitflip), but uses equation 2 for mutation of p. GASAP works on individuals with chromosome x 1 , . . . , x 100 , p 1 , where p 1 is the self-adaptive population size parameter. GASAP is different from SGA in that it uses the self-adaptive mechanism from equations 1 and 2 to determine the population size. In this particular case, p is scaled to (0,2) enabling the population to grow as well as shrink. For maintaining enough diversity a lower bound for the population size is enforced. GASAT works on individuals with chromosome x 1 , . . . , x 100 , p 2 , where p 2 is the self-adaptive tournament size parameter. GASAT is different from SGA in that it uses the self-adaptive mechanism from equations 1 and 2 to determine the tournament size. For maintaining enough diversity a lower bound for the tournament size is enforced. GASAPT works on individuals with chromosome x 1 , . . . , x 100 , p 1 , p 2 , where p 1 is the self-adaptive population size parameter and p 2 is the self-adaptive tournament size parameter. GASAPT is a combination of GASAP and GASAT as described above.
In all self-adaptive GAs we use γ = 0.22 according to the recommendation in [5] . The code of the problem instance generator, the particular instances, and all algorithm variants can be obtained from the authors' web-sites.
After 100 runs of each GA, the Success Rate (SR), the Average number of Evaluations to a Solution (AES) and its standard deviation (SDAES), and the Mean Best Fitness (MBF) and its standard deviation (SDMBF) are calculated 3 
Experimental results and analysis

Experiments with the self-adaptive scheme
The results of the experiments with the benchmarks GAs and the self-adaptive variants are summarized in Tables 1 and 2 (right hand side, Max=10000 evaluations). Table 1 exhibits the results of the two benchmark EAs, the simple GA (SGA) and the GA with the original self-adaptive mutation GA (GASAM) from [5] . Further to these detailed Tables we offer a graphical representation of the outcomes in Figure 1 (left) . Comparing the algorithms it occurs that the differences in terms of SR and MBF are not very big. The curves are crossing and lay rather close to each other. (Note the scale on the y-axis of the MBF graphs in Figure 1 .) The AES results are much more discriminating between the GAs. With one exception, the curves are not crossing, implying a consistent ranking based on speed. Also the differences are significant: depending on the problem instance, the best GA outruns the worst one by a factor 1.5 to 3.
Based on the available data we can conclude that the GA with self-adaptive tournament size (GASAT) is the fastest, but the SGA is a close second. Somewhat surprisingly, the GA with self-adaptive mutation rate (GASAM) becoms very slow for the more rugged landscapes and diplays the worst performance in terms of AES. We have performed t-tests with 5% significance level to validate the differences. These tests confirmed that the differences were statistically significant.
Additional experiments with an alternative scheme
In addition to the above tests with the self-adaptive GAs we have performed experiments with a modified scheme as well. The reason is that we do have some intuition about the direction of change regarding the parameters. In case of tournament size, if a new individual is better than its parents then it should try to increase selection pressure, assuming that stronger selection will be advantageous for him, giving a reproductive advantage over less fit individuals. In the opposite case, if it is less fit than its parents, then it should try to lower the selection pressure. In case of the population size, this logic might not be applicable, but we do try the idea for both cases. Formally, we keep the aggregation mechanism from equation 1 and use the following rule. If x, p is an individual, where x is the bitstring and p is the parameter value, to be mutated (either obtained by crossover or just to be reproduced solely by mutation), then first we create x from x by the regular bitflips, then apply
with γ = 0.22. This mechanism differs from "pure" self-adaptation because of the heuristic rule specifying the direction of the change. However, it could be argued that this mechanism is not a clean adaptive scheme (because the initial p values are inherited), nor a clean self-adaptive scheme (because the final p values are influenced by a user defined heuristic), but some hybrid form. In any case, the parameter values represented in a given population undergo regular evolutionary selection because good/bad values survive/disappear depending on the fitness of the hosting individual. For this reason we perceive and name this mechanism hybrid self-adaptive (HSA).
We perform extra experiments to see how this alternative usage of the Bäck and Schütz formula effects the performance of the algorithms. Implementing this idea for both the tournament size and the population size yields three new variants GAHSAT, GAHSAP and GAHSAPT with the obvious naming convention. Their results are given in Table 3 (right hand side, Max=10000 evaluations) and Figure 1 (right). They show that the hybrid self-adaptive scheme yields a better control of the tournament size than the pure self-adaptive one, in the sense that the new algorithm GAHSAT outruns GASAT, the winner of the first series of experiments, regarding AES. (Here again we confirmed with a t-test that the differences are significant.) For controlling the population size the effects are exactly the opposite (GASAP beats GAHSAP) and the same holds for the combined algorithm (GASAPT beats GAHSAPT).
At the moment we do not have an explanation for these differences. Nevertheless it is interesting to look at the development of tournament size during a successful run of GASAT or GAHSAT (not shown here because of the lack of space). Such curves show that the selection pressure is growing for quite some time and starts dropping after a while. Intuitively, this is sound, for in the beginning many offspring outperform their parents leading to an increase in their "votes" for the global K. Later on, it becomes increasingly more seldom to produce children better than their parents, which in turn leads to decreasing K. This is also in line with the common view in EC that advocates increasing selection pressure, like in Boltzmann mechanisms. From this perspective we can interpret our results as a confirmation of this common view: the pure self-adaptive variant of the formula from [5] is unbiased w.r.t. the direction of the change and yet it results in increasing increasing tournament size. Last by not least, the overall winner of this contest among 8 GAs is GAHSAT.
The experiments with Max=10000 fitness evaluations give us one comparison. However, as our deliberation about the performance measures indicates such outcomes depend on the used maximum. To obtain a second assessment of our GAs we have repeated all experiments with Max=1500. These results are given in the left-hand sides of the tables. They show that the hybrid self-adaptive mechanism is disastrous for GAs where the population size is being modified, while the pure self-adaptive is not. Apparently, the logic that applies to tournament size does not apply to population size. Furthermore, we can see that the margin by which GAHSAT wins from the other becomes bigger than it was for Max=10000. This gives extra support to prefer this algorithm.
Conclusions
This investigation provided an answer to our original research question: Is selfadaptation of selection pressure and population size possible and rewarding in an evolutionary algorithm? The answer is double positive. First, we illustrated that it is possible to regulate global parameters (here: tournament size and population size) via aggregating locally specified values. Second, we showed that this can be very rewarding in terms of algorithm performance: the hybrid variant of self-adapting tournament size resulted in a superior GA and the regular selfadaptation variant became second best. Currently we are running additional experiments with constant selection pressure at various levels (tournament size = 2,4,8,16) and with increasing selection pressure (Boltzmann selection) for a broader comparison and more insights in the workings of GA(H)SAT.
Our work also "unearthes" the formula of Bäck and Schütz from [5] . This formula is interesting for its general applicability to mutate bounded parameters and the desirable properties as given in Section 2. The present investigation can also be considered as an assessment of the usefulness of this formula. Without much application specific adjustment we applied it to two parameters and observed that it can greatly improve algorithm performance (e.g., for tournament size). Meanwhile, we also established that it can be harmful (e.g., for population size). Future work is devoted to analyzing why the observed effects occur.
Considering the present investigation from the perspective of the challenge of freeing EAs from (some of) their parameters, our results constitute new evidence that self-adaptation of other than variation operators deserves more attention. We certainly hope that the results and the newly generated questions in this paper will inspire more work in this direction. Table 2 . Experimental results of self-adaptive algorithms in terms of SR, AES and MBF with Max=1500 and Max=10000 fitness evaluations. Table 3 . Experimental results of hybrid self-adaptive algorithms in terms of SR, AES and MBF with Max=1500 and Max=10000 fitness evaluations.
