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Abstract 
 During product development changes in the initial design are ubiquitous. The ability to predict such 
changes, along with the expected costs, is a challenge on its own. This challenge increases 
exponentially when a single design change on one element of the system propagates to other 
components. As change propagates, so does the cost associated with it; where cost is more than just 
financial. A number of knowledge-based methods have been developed in the past that assist in the 
prediction of how change propagates through a system, and the impact that it can have on other 
components. None of the methods developed, however, considers how cost propagates due to design 
changes. This paper presents a novel methodology for predicting, visualizing, and assessing the 
propagation of change and the cost associated with it. As part of the methodology, a new method, 
CP2, has been developed to calculate the propagated costs. The methodology has been applied to a 
conceptual example of a simple system to demonstrate the procedure and the use of the methods. The 
visualization of the results arising from this methodology is also demonstrated as a mechanism for 
design decision-making.  
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1 INTRODUCTION 
In the current age, where product development is driven by rapidly changing market requirements, 
design changes can occur at any point during the development of any system or product.  As the 
development process moves on, the costs associated with any design change increase, sometimes, by a 
factor of 10 (Clark and Fujimoto, 1991; Anderson, 1997). This calls for an effective engineering 
design change management, defined as the process where design changes are managed and controlled 
(Kidd and Thompson, 2000).  
Such design changes do not only affect the element of the system that needs to be redesigned but 
might also lead to changes to the whole system.  This phenomenon, known as change propagation, has 
been a topic of interest, especially in engineering design, and substantial research has been undertaken 
to develop methods that can predict and manage change propagations. Clarkson and Eckert (2004) 
presented an overview of the methods. Further, Keller (2007), Hamraz, Caldwell and Clarkson (2013) 
compare and contrast many of these methods. 
Change propagation becomes even more important when dealing with more complex systems 
especially in cases where elements, subsystems or components, are heterogeneously (tightly or 
loosely) coupled. 
The ability to predict the propagation of design changes, and quantify their impacts, can assist in a 
better evaluation and sensitivity analysis of the system that is being designed. A number of methods 
and approaches have been developed in the past; an overview of which is presented in the next 
chapter. The limitation with the methods developed so far is that none of them considers the cost that 
is associated with change propagation. In their paper, Koh, Caldwell, and Clarkson (2013), do include 
cost in their methodology, but they only consider the cost of the final affected component. It does not 
consider how the cost is accumulated by the intermediate changes between the initiating and receiving 
components.  
The novel methodology presented in this paper aims to introduce a new method, 𝐶𝑃ଶ (Cost Prediction 
for Change Propagation), for change propagation by taking cost into consideration, and employ 
appropriate visualization methods to further assist the decision making process. By building on 
existing change prediction methods, the proposed method assigns a cost weight to the elements of the 
system. When a design change is triggered, the change propagates but so do the costs.  
A more thorough evaluation of the system’s sensitivity to changes and the associated costs can be 
assessed by predicting the propagation of cost due to design changes. This will allow the 
identification, and possible isolation, of elements in a system that can cause significant rise in costs, if 
design changes were to occur. Even in cases where changes are unavoidable, 𝐶𝑃ଶ can provide 
decision-making information in order to manage change propagation, and make necessary provisions. 
The terms element and component are used interchangeably in this paper; as are the terms probability 
and likelihood. 
2 BACKGROUND ON CHANGE PROPAGATION AND PREDICTION  
A number of different approaches have been developed in order to model change propagation, with C-
FAR being one of the major ones (Cohen, Navathe and Fulton, 2000). It uses vectors to define the 
components and their attributes, with their characteristics as the vector elements, and then uses a 
matrix to capture dependencies amongst these characteristics. It starts by defining the propagation 
paths, then multiplies the change vector with the respective matrix, and then aggregates all possible 
paths. Since it is based on a large number of matrix and vector multiplications to calculate all possible 
propagation paths, especially in a large and complex system, makes this method slow and 
computationally expensive.  
The other major approach for predicting design changes is CPM (Change Propagation Method), which 
makes use of Design Structure Matrices (DSM) (Clarkson, Simons and Eckert, 2004).  A DSM 
succinctly represents the dependencies amongst the components of a system.  It is essentially a square 
(NxN) matrix, where rows and columns represent the components of the system, and the cells inside 
the matrix are used to identify dependencies and connections between the components. It is widely 
used in engineering management for system decomposition (Browning, 2001) and for network 
modelling purposes (Eppinger and Browning, 2012). 
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In the case of CPM, a way to interpret the DSM is that for any connection in the matrix, the 
corresponding column is the component that triggers the change (transmitter), and the corresponding 
row is the component that receives the change (receiver). 
CPM makes use of 3 main values: Likelihood, Impact and Risk (where Risk is the product of 
likelihood and impact). In order to calculate the change propagation, initially two quantified instances 
of the DSM are generated. One includes the value of how likely the change will propagate directly 
from one component to the other; the other DSM measures the impact of that design change on the 
receiving component.  
All values of Likelihood, Impact and Risk are measured between 0 and 1 (sometimes expressed as a 
percentage). The values of direct Likelihood and Impact are obtained through experts' opinions and the 
risk is the product of the two values. 
 
Figure 1. Quantifying the initial DSM with direct Likelihoods and direct Impacts, and 
calculating direct Risks 
The first two quantified DSMs indicate direct Likelihoods and direct Impacts, and consequently the 
product is the direct Risks. Direct (or 1st order) indicates that there are no intermediate components 
and one component directly connects to the other. A 2nd (and higher) order of change propagation 
takes into consideration indirect connections as well, due to change propagating through intermediate 
components, therefore adding other paths of propagation.    
 
Figure 2. Different paths of change propagating from A to C, depending on order of 
propagation (1st, 2nd and 3rd) 
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To illustrate this using critical path networks, Figure 2 demonstrates the direct, 2nd order and 3rd 
order propagation of a change between components A and C; as defined in the DSM presented in 
Figure 1. It is important to notice however that the algorithm avoids cyclic routes, meaning that a 
component cannot be affected twice in the same path.  
A number of algorithms have been developed to calculate the combined Likelihoods, Impacts and 
Risks, depending on the order of propagation that is of interest. The most prominent one is the 
forward-CPM algorithm (Clarkson, Simons and Eckert, 2004). It uses a brute-force search method and 
it analyses all possible paths one by one. Other algorithms for calculating the combined values have 
been developed and compared, for example, the trail counting algorithm (Keller, 2007) and matrix 
multiplication-based (Hamraz, Caldwell and Clarkson, 2013). 
Suh, Weck and Chang(2007), also introduced a Change Propagation Index (CPI), that identifies 
whether a component is a multiplier, carrier, absorber, or constant; terms that have been defined by 
Keller (2007). 
As mentioned in the introduction, Koh et al. (2013), include cost in their methodology but only for the 
receiving component. The way the cost is implemented is by multiplying the combined impact 
between two components with the cost of the receiving component, in order to produce the revised 
combined impact. This has two limitations though. First, it does not consider the cost of the 
intermediate components that the change is propagating through, and second, it combines the cost with 
another value which leads to loss of important decision-making information associated with cost.  
3 PROPOSED METHODOLOGY 
The proposed change prediction method, 𝐶𝑃ଶ, shares some characteristics with the CPM method 
described in the previous section. 𝐶𝑃ଶ uses a DSM to quantify the probability of propagation (i.e. the 
Likelihood) but the impact measurement is removed at this stage. A new measurement, cost weight, is 
introduced, which is knowledge based (experts opinions), as is the case with probability of 
propagation. The obvious difference between impact and cost is that the former measures the design 
impact on the other component; the latter measures how costly a design change of the affected 
component will be. This means that while impact is defined at the connection between two 
components, using a DSM (same way as the probability), the cost is a property of each component 
independently. It is important to notice however that cost does not necessarily mean directly a 
financial one and it only represents a relative cost weight, hence the use of values between 0 and 1.   
3.1 Probability of propagation 
Calculation of probability of propagation between two components (considering direct and indirect 
change) is straightforward; simply by using probability rules for independent events. Again, as with 
most methods previously mentioned, independence between direct probabilities is assumed. For each 
critical path between components, the path probability (𝑝𝑝௡) is the product of all the direct 
probabilities (𝑑𝑝௜௝) between components. In the formulation, 𝑖 and 𝑗 represent the components with 𝑛 
being the path number 
𝑝𝑝௡ = ∏(𝑑𝑝௜௝) (1) 
To get the combined probability 𝐶𝑝௜௝ of all paths from the initiating component to the receiving:  
𝐶𝑝௜௝ = 1 − ∏(1 − 𝑝𝑝௡) (2) 
3.2 Cost Weights & Aggregated Cost 
As mentioned in the introduction, each component is assigned a cost weight. The cost weight is a 
value between 0 and 1 and represents how costly a design change of that component will be. For each 
critical path, assuming that the design change reaches the receiving component, the path cost (𝑝𝑐௡) is 
the sum of all cost weights (𝑐𝑤௜), including the weights of the initiating and receiving component. 
𝑝𝑐௡ = ∑ 𝑐𝑤௜ (3) 
To aggregate the costs of all paths between two components, each path probability is multiplied by the 
respective path cost and then all paths are summed. The sum of all paths is then divided by the 
combined probability to get the aggregate cost (𝐴𝑐௜௝): 
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𝐴𝑐௜௝ =
∑(௣௣೙×௣௖೙)
஼௣೔ೕ
 (4)  
As expected the aggregate cost of connection with only one path is the same as the total cost of the 
path since the path probability is equal to the combined probability. 
We can create DSMs for combined probabilities between all components, and aggregate costs using 
(2) and (4). As opposed to the traditional CPM approach though, where a combined impact is 
calculated along with risk, an aggregated cost is not as useful on its own for decision making in the 
method presented here.  This is due to each path having a different cost and different probability of it 
occurring, and combining those values leads to loss of important information. It is therefore a lot more 
useful to be able to see all possible path costs with their respective probability values. This will lead to 
a more detailed and thorough assessment of the system. 
3.3 Visualization 
So far a number of different approaches and methods have been used to visualize and assess the 
available data. DSMs can be useful in identifying connections between components and, consequently, 
the probability of propagation between them. To analyse connections between two specific 
components and visualize the corresponding propagation paths between them, a critical path analysis 
as the one shown in Figure 2 can be used. 
When all the data have been calculated and obtained though, in order to be able to visualize all 
possible propagation paths between components, a multidimensional data visualization tool is 
mandatory. For this reason, using a DSM in this case is not possible. Therefore, parallel coordinates 
are employed to help visualize and analyse the paths. Parallel coordinates enables us to visualize all 
paths by using polylines representing the connections and the paths. The parallel axis provide the 
initiating and receiving components, the combined probability between components, the aggregated 
costs, as well as the individual path probabilities, and the path costs. Additional axis can be added to 
show the intermediate components in each path. This is a very powerful tool to identify patterns and 
for visual data mining (Inselberg, 1997)(Inselberg, 2009) and has also been used in engineering design 
(Kipouros et al. 2013). 
The 2 quantified DSMs with combined likelihoods and aggregated costs can still be used if necessary. 
Further DSMs can be produced depending on the needs and data that are required to be visualized 
such as the worst-case scenario (highest path cost), and the most probable scenario (highest path 
probability). 
4 CONCEPTUAL EXAMPLE 
4.1 Problem Definition 
To demonstrate the procedure for the proposed methodology a generic system comprising of 6 
components A, B, C, D, E, and F will be considered where the components have different costs and 
different probabilities of propagation between them. Table 1 presents the cost weight of each 
component. 
Table 1. Cost Weights of Components 
A B C D E F
Cost Weight 0.6 0.7 0.2 0.1 0.5 0.9  
For the direct probabilities between components, a DSM is used the same way as in CPM. Figure 3 
displays the direct probabilities between components. It is worth remembering that for any given cell 
in the DSM, the respective column is the initiating component while the respective row is the 
receiving component. An example in this case would be that component A has a probability of 0.4 of 
directly affecting component E, but component E does not affect A, at least not directly. 
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Figure 3. Direct Probability DSM 
To calculate all propagation paths between components, the Cambridge Advanced Modeller (CAM) is 
used (Wynn et al., 2010).  CAM uses the forward CPM algorithm to calculate combined Likelihoods 
depending on the order of propagation of interest, and identify all propagation paths between 
components. All DSM models and critical path networks are also produced using CAM while for the 
parallel coordinates the free software XDAT (X-Dimensional Data Analysis Tool) is used (XDAT, 
2016). 
The full calculation steps for 𝐶𝑃ଶ will be presented and explained for the propagation between 2 
components (in this case A and B), and then the same procedure is applied to the whole system. 
4.2 Results 
In order to calculate the respective costs and probabilities between two components, each path needs 
to be identified and calculated individually, i.e. a brute-force search. For this example the maximum 
number of propagation order is considered, in this case 5th order, so that every possible path can be 
captured.  
One useful method to visualize all the propagation paths between two components is to use critical 
path networks that show how change moves from the initiating component through intermediate ones, 
to reach the receiving component. Figure 4 shows an example of a critical path network that outlines 
all possible propagation paths from component A to component B. The respective direct probabilities 
between components and the cost weights of each one are also shown. 
 
Figure 4. Different paths of change propagation from A to B. Values above components 
represent cost weight while values above lines represent probability 
It is evident from Figure 4 that, by increasing the order of propagation, more paths are occurring. The 
1st path (top one in Figure 4) would occur even with a 3rd order propagation since there only 2 
intermediate components. Similarly the 2nd path would occur with a 4th order propagation but the 3rd 
one would require the maximum order possible since it has all the systems' components (other than the 
initiating and receiving ones) as intermediates. 
 
Applying (1) for the path probabilities:  
𝑝𝑝ଵ = 𝛱൫𝑑𝑝௜௝൯ = 𝑑𝑝஺஼ × 𝑑𝑝஼஽ × 𝑑𝑝஽஻ = 0.3 × 0.7 × 0.1 = 0.021 Path 1 
𝑝𝑝2 = 0.4 × 0.5 × 0.7 × 0.1 = 0.014 Path 2 
𝑝𝑝3 = 0.4 × 0.7 × 0.1 × 0.7 × 0.1 = 0.00196 Path 3 
A B C D E F
A 0.2
B 0.1
C 0.3 0.5 0.1
D 0.7
E 0.4
F 0.9 0.7
A B
C D
E
C D
F C D
0.6
0.2 0.1
0.5
0.2 0.1 0.7
0.9 0.2 0.1
0.3
0.4
0.7
0.5
0.7
0.1
0.1
0.7
0.7
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For the combined probability between A and B, which will be used to populate the combined 
probability DSM and calculate the aggregate costs, we apply (2): 
𝐶𝑝஺஻ = 1 − Π(1 − 𝑝𝑝௡) = 1 − (1 − 𝑝𝑝ଵ) × (1 − 𝑝𝑝ଶ) × (1 − 𝑝𝑝ଷ)  
= 1 − (1 − 0.021) × (1 − 0.014) × (1 − 0.00196)   
= 1 − (0.979 × 0.986 × 0.99804)  
= 0.0366 Combined Probability 
The cost of each path is the sum of the individual cost weights for all components: 
𝑝𝑐ଵ = ∑𝑐𝑤௡ = 𝑐𝑤஺ + 𝑐𝑤஼ + 𝑐𝑤஽ + 𝑐𝑤஻ = 0.6 + 0.2 + 0.1 + 0.7 = 1.6 Path 1 
𝑝𝑐ଶ = 0.6 + 0.5 + 0.2 + 0.1 + 0.7 = 2.1 Path 2 
𝑝𝑐ଷ = 0.6 + 0.5 + 0.9 + 0.2 + 0.1 + 0.7 = 3.0 Path 3 
To aggregate the costs for all paths between components A and B: 
𝐴𝑐஺஻ =
∑(௣௣೙×௣௖೙)
஼௣೔ೕ
= (௣௣భ×௣௖భ)ା(௣௣మ×௣௖మ)ା(௣௣య×௣௖య)
஼௣ಲಳ
  
= (଴.଴ଶଵ×ଵ.଺)ା(଴.଴ଵସ×ଶ.ଵ)ା(଴.଴଴ଵଽ଺×ଷ)
଴.଴ଷ଺଺
= ଴.଴଺଼଼଼
଴.଴ଷ଺଺
  
= 1.8841 Aggregated Cost 
Following the steps above, all the calculations are repeated for every combination of components and 
for every path between them. This will yield all values for combined probabilities, aggregated costs, 
path probabilities and path costs.  
Even for a simple initial system as the one being considered in this example, with a small number of 
components and few connections, the amount of data generated can be overwhelming. This further 
proves the case for needing appropriate tools to visualize and assess the data.  
4.3 Visualization of Results 
As soon as some initial data have been obtained with regards to the propagation between components, 
the parallel coordinates graph can start to be constructed. Figure 5 shows a clear view of the axes that 
make up the parallel coordinates graph for this example along with the above calculated paths between 
A and B.  
 
Figure 5. Parallel Coordinates outlining possible propagation paths between components A 
and B 
Following the polyline, in Figure 5, it starts as a single line outlining the connection between the 
initiating and receiving component (in this case A and B), the combined probability of the connection 
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and the aggregated cost of it. After that, the line branches out to a number of polylines, depending on 
the number of paths, that show the associated path probabilities and cost for each one. In this case, 
there are 3 paths between A and B, with each having different probability and cost. Using parallel 
coordinates, it immediately becomes apparent the negative relationship between path probability and 
path cost, i.e. the most probable path has the least cost and vice versa.  
After all the data have been generated by following the aforementioned process in Section 3, two 
quantified DSM instances can be produced, one presenting the combined probabilities between 
components and the other one the aggregated costs. Figure 6 shows the 2 DSMs mentioned.  
 
Figure 6. Combined Probabilities (left) and Aggregated Costs (right) for 5th order of change 
propagation  
It becomes apparent from Figure 6 that even when considering an initial system with loosely coupled 
components, after a number of propagation steps, all of them become connected even with a low 
probability of propagation between them. While the two DSMs presented in the above figure might be 
beneficial for an initial view and assessment of the system as to which components can cause the 
highest costs, they don't capture the full picture with details since a lot of information is lost when 
aggregating values. 
Visualizing everything using critical path networks, as shown in Figure 4, might be beneficial when 
examining specific components and paths, but in the case where a more detailed view of all the 
propagations is required, parallel coordinates are more suitable to represent all paths and their effects. 
 
Figure 7. Parallel Coordinates outlining all possible propagation paths and associated costs 
for all components 
A B C D E F A B C D E F
A 0.018 0.2 0.0018 0.1126 0.02 A 2.4 0.8 2.5 1.4281 1.7
B 0.0366 0.07 0.1 0.0397 0.007 B 1.8841 1 0.8 1.6175 1.9
C 0.4498 0.09 0.009 0.535 0.1 C 1.2486 1.8 1.9 0.8636 1.1
D 0.3307 0.063 0.7 0.3819 0.07 D 1.3007 1.9 0.3 0.9514 1.2
E 0.4 0.0072 0.08 0.0007 0.008 E 1.1 2.9 1.3 3 2.2
F 0.2973 0.9 0.1155 0.09 0.7095 F 2.1738 1.6 2.1035 1.7 1.3966
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Figure 7 presents the parallel coordinates visualization for the whole system being examined in this 
example. It captures all possible paths between components (direct or indirect), with probabilities and 
cost. Besides the negative relationship between path cost and path probability, a new negative 
relationship between aggregated cost and combined probability arises. Both observations make sense; 
the more intermediate components are in a path, the less probability there is of that path occurring 
since the probabilities are multiplied between them. At the same time the cost of the path rises as the 
cost of each component is added. 
Parallel coordinates are very useful in visualising and interrogating multidimensional data. Static 
figures though of multiple polylines, such as Figure 7, might get confusing, which is the reason why 
most parallel coordinates tools are interactive. This allows the user to highlight specific lines or isolate 
lines that fall in a specific region, such as high costs or high probabilities in this case.  
Additional axis can be introduced to show, not only which are the components that are affected (i.e. 
the intermediate ones), but any kind of measurement that can be beneficial and meaningful to the user.   
5 CONCLUSION AND FUTURE DEVELOPMENTS 
In this paper a novel methodology has been presented for predicting and visualizing how cost 
propagates in the case of engineering design changes. As part of the methodology, a novel method, 
𝐶𝑃ଶ,  for calculating the costs associated with change propagation was developed and presented.  
By utilizing existing change prediction algorithms, 𝐶𝑃ଶ introduces a cost weight for each component. 
This provides the ability to have a more meaningful and beneficial measurement which will assist in 
the decision making process when assessing and evaluating a system. The changes are propagated for 
all components in the system, in a similar way with the forward-CPM, and each path was then 
visualized with its probability and costs. Having the respective costs and probabilities of propagation 
for each path, the combined probabilities and aggregated costs can then be calculated for all direct and 
indirect connections between components. 
Using various DSMs, critical path networks and parallel coordinates, all the data produced by 𝐶𝑃ଶ can 
be visualized in a meaningful and informative way. The detailed visualization allows a more 
comprehensive and detailed examination of all the possible outcomes and their respective costs in the 
case where a component has to go through a design change. Parallel coordinates enable the user to 
identify high risk areas such as paths with high costs and probabilities. By using interactive parallel 
coordinates, it enables the user to isolate areas and identify regions of interest to make the graph more 
easily understandable and interpretable.   
There are a number of further improvements and modifications that will be implemented in the future. 
The next step is to reintroduce the impact measurement, as it is used in CPM, and integrate it in 𝐶𝑃ଶ. 
Having the probability of propagation and impact measurement between components, along with the 
assigned cost weights for each one, will yield a redefined, more informative and useful, risk value.  
This will further utilize the capabilities of parallel coordinates. 
Since the values used for probability, impact and cost are based on experts’ opinions, and previous 
knowledge, a method for managing the uncertainty will also be introduced, i.e. by using probability 
distributions or fuzzy variables instead of specific crisp values. Sensitivity analysis and design of 
experiments of the initial state of the system is also of interest.  
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