Using the results of the linear sub-state estimation and of the linear matrix inequality (LMI), we develop a Luenberger low -order unknown input observer/controller, which gives full unbiased state estimation and H∞ disturbance attenuation. This method is designed in a nonstandard case: an output-disturbance free system, it's based on the bounded real lemma, and the resultant design algorithms are two Riccati inequalities.
Introduction
The problem of control in linear dynamic systems is always a growing topic of investigation in the specialized literature. The H ∞ -control theory has attracted much attention from researchers in the control field for about a decade, and many significant results are now available, for example, [4] . Most of these results are restricted to the standard assumptions. Some papers are concerned with nonstandard problems in which the order of the compensators presented is the same as that of the generalized plants (e.g. [7] ). However, the full-order compensators are of limited use in applications when the order of generalized plants is higher than that permitted in actual controller implementation. So it is preferable to loworder compensators if possible. In this paper, H ∞ optimization is investigated in order to produce a robust controller/observer for lateral control of a vehicle. We present a design method to use low-order unknown input H ∞ observer/controller for a nonstandard case : an output-disturbance free system. The organization of the paper is as follows. The section 2 gives the vehicle modeling. In section 3 the design method is exposed. The simulations and main results are presented in section 4.
Vehicle modelling
The single-track model by Riekert and Schunk [1] is used for deriving a mathematical description of the vehicle dynamics: Front and rear wheels are lumped into one wheel each on the centerline of the vehicle. Thereby, the vehicle model is reduced to that of Figure 1 , and the coupling with roll, pitch, and heave motions is not modeled. The angle δ is the steering angle. The distance between the center of gravity (CG) and the front axle (resp. rear axle) is l f (resp. lr ). The angle β between the vehicle center line and the velocity vector is called "vehicle sideslip angle". In the horizontal plane of the Figure 1 an inertially fixed coordinate system (x o , y o ) is shown together with a vehicle fixed coordinate system (x v , y v ) that is rotated by a "yaw angle" ψ. In the dynamic equation the yaw rate ψ = : r will appear as a state variable. The forces transmitted from the road surface via the wheels to the vehicle chassis are represented in Figure 1 by the side forces f f and f r . We do not model braking and the acceleration by the engine.
The non-linear dynamic lateral model for the vehicle is obtained using the Euler-Lagrange method. The non-linear dynamic equations are obtained by the following EulerLagrange equations: 
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The expressions of the forces and torque are :
The equations of motions for three degrees of freedom in the horizontal plane obtained are [3] The linear model of the lateral motion of the vehicle can be derived from a linearization of the non-linear model, assuming small steering angles and constant velocity. Moreover, based on the tire model [1] , we explained the side forces in linear function of the sideslip angles α f and α r at the front and rear tires.
The accuracy of such model is generally sufficient for controller synthesis. System parameter variations, unmodeled dynamics or disturbance inputs are considered as plant uncertainties. The linear model obtained is: In the last step a linear model for the rate of change of the lateral displacement at the sensor location is added to the linear vehicle model. The expression of this model is:
where l s is the distance from the vehicle center of gravity (CG) to the sensor (Figure 1 , the control input is the steering angle δ, the unknown input d corresponds to the trajectory to be followed which is described by the road curvature ρ ref , the regulated outputs are chosen to be δ the control input and y r the lateral displacement at CG, finally Δψ and y s are the measured output which are given by a video camera.
In addition, the control synthesis and simulations will be conducted for a medium class vehicle as described in [8] .
Two kinds of plant uncertainties have to be considered. As at the considered speeds, the road curvature doesn't exceeds 1/400 [m
], the road curvature input is scaled by a factor 0.004. By the same way according the maximum allowed values, the lateral displacement is scaled by a factor 0.1 and the steering angle by a factor 0.01. The simulations will be conducted for transition from manual to automatic steering and lane keeping maneuvers.
Design method

Problem statement
This section deals with state estimation feedback synthesis for linear time invariant (LTI) system. We consider a nonstandard case: an output-disturbance free system. Thus, (6) can be written in the following form:
where x, z, y, u, and d are the state, the controlled output, the measured output, the control input, and the disturbance input, respectively. The dimensions of x, z, y, u, and d are n, n z , m , n u , and p respectively. We assume P(s) is stabilizable and detectable.
We assume that rank(E) = rank(C y E) = p. We are interested in determining a reduced order unknown input observerbased controller of order n-p 
Disturbance decoupling
For an output-disturbance free system, it has been shown in [5] and [6] that if an unknown-input decoupled observer (resp. filter) exists, then a sub-system description in the absence of unknown inputs also exist. The searched sub-system, is obtained through two regular basic change of the original system equation. Thereby the estimation problem is reduced as the sub-state estimation of an unknown inputs-free reduced system, which can be easily dealt with the well-known Luenberger observer theory, (resp. Kalman filter theory for a stochastic system). The following lemma summarizes the result in [6] for a deterministic system.
Lemma 1:
In following equation, sub-state 2 x (11) and measurement 2 y (14) are involved by the unknown input d. So, the sub-system for designing decoupled observer is constituted by only equations (10) and (13) ( ) 
where the two basic changes are and the matrices computation are given by 
such that x converges asymptotically to x and the H ∞ norm of the transfer function from the unknown input to the controlled output,
, is less than a positive number γ.
Technical Background
Define the augmented state vector
then, the closed loop system is given by 
We uses now the well-known bounded real lemma for continuous-time systems in order to bound Proof: see [9] . Bearing in mind that any positive definite matrix can be block diagonalized, and expecting that two matrices satisfying Riccati are needed (one for full state feedback and one for observation), we assume the following matrix P is block diagonal: 
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Technical difficulty would arise if necessary conditions were used, namely the block matrix (33) is negative definite if and only if we verify the sufficient condition for S to be negative definite (i.e. S 11 < 0, S 12 = 0 and S 22 < 0).
In fact, after some algebraic manipulations on S 11 and S 12 : 
= Q P and according to lemma 2 (31), we obtain ( ) 
Therefore the problem of designing the reduced order unknown input observer-based H ∞ compensator (17), (18) and (19) for an output disturbance free system (7) is reduced to find their positive-definite matrices P 1 and Q 2 satisfying the following Riccati inequalities 
Then, the unknown matrices K 1 , K 2 , K 3 , F, G, J, M and N such that the estimate x converges asymptotically to the state x and 
The matrix pencil decompositions T and T 3 given before play a key role in developing both causal detectability test conditions and observer design. These decompositions are obtainable via orthogonal transformations and thus the numerically effective computation of these is ensured. Moreover by (40) if Q 2 > 0 exist, the matrix F is stable since ( ) ( )
The following theorem, give the existence conditions of observer (17)- (18) with notation of system (7). 
Proof: see appendix.
Simulations
In the simulations, the solid lines correspond to the nominal system (v = 20ms -1 , μ = 1) and the dashed line to the worst case system (v = 30ms -1 , μ = 0.5).
Gains determinations
Used lemma1 the two basic changes are: The problem of designing the observer-based H∞ compensator (17), (18) and (19) for plant (6) are simply reduced in minimizing γ and finding their positive-definite matrices P 1 and Q 2 which satisfying the Riccati inequalities (41) Finally, the computation of matrices K 1 and K 2 is straightforward from the previous equations and the real time computational effort is small
Transition from manual to automatic steering
In this first maneuver, the vehicle is assumed to be on straight road at a lateral distance of 0.5 [m] from the centerline when the automatic steering is setup. 
State estimation
The controller is tested in previous transition from manual to automatic steering maneuver. It is assumed that the initial state estimation error is not zero. Results are shown on Figure 4 and illustrate unbiased state estimation. 
Conclusion
In this paper we have developed an algorithm to estimate the state and give H∞ disturbance attenuation for a nonstandard state space system. The procedure has been applied to robust automatic steering of a vehicle. The obtained controller/observer is tested on several typical maneuvers. These maneuvers are accomplished within system constraints, and imposed limits of safety and comfort. The controller exhibits good robustness property face to parameters variations and input disturbance.
Appendix
Proof of theorem 2. 
