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ABSTRACT 
The objective of this thesis is to monitor the C 0 2  flood at Weyburn Field, 
Saskatchewan using time-lapse seismic impedance volumes. The Reservoir 
Characterization Project of the Colorado School of Mines acquired a baseline survey in 
October 2000 prior to C 0 2  injection and a monitor survey in October 2001. Two seismic 
inversion methods: model-based and sparse-spike, were used to obtain acoustic 
impedance volumes for each survey. Of the two methods, the constrained sparse-spike 
inversion gives the best result. Results show that the P-impedance inversion can be used 
to monitor the C 0 2  flood in the Midale carbonate reservoir and assists in a qualitative 
interpretation of time-lapse seismic monitoring. The use of impedance inversion also 
improves the vertical resolution by separating the impedance change response between 
the two main reservoir units, the Marly and Vuggy. 
P-impedance change between the two surveys shows anomalies corresponded to 
the C 0 2  injection pattern and C 0 2  fingering along off-trend permeability zones. 
Distribution of impedance change agrees very well with the response in the nearby 
producer wells and C02 breakthrough information. The impedance change also shows 
local vertical movement of C 0 2  into the Vuggy that potentially decreases the sweep 
efficiency in the desirable zone, the Marly. This information can be used to modify the 
injection program in this study area. 
The P-impedance changes can be directly compared with the calculated P- 
impedance changes from reservoir simulation integrated with a petrophysical algorithm. 
The discrepancy between the predicted changes with the actual impedance from seismic 
data will help characterize the reservoir and identify potential bypassed zones. This 
process leads to improved oil recovery. 
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1 .I Introduction 
The research presented here is a part of Phases VIII and IX of the Reservoir 
Characterization Project (RCP) at the Colorado School of Mines. The objective of RCP's 
Phases VIII and IX research is to improve tertiary recovery by dynamic reservoir 
characterization of Weyburn Field, Saskatchewan, Canada. At the Weyburn Field, RCP 
acquired two 3D time-lapse multicomponent seismic surveys during September and 
October 2000 and 2001. In October 2000, C02  injection began in the thin carbonate 
reservoir of the Midale Formation. 
RCP researchers have conducted numerous projects in order to understand the 
static and dynamic characterization of the Weyburn reservoir. Table 1.1 lists studies 
performed by RCP students in Phases VIII and IX. 
As a part of this research group, this thesis contributes to the understanding of 
dynamic characterization by monitoring the C02  injection at Weyburn Field using 
seismic data. Specifically, this study focuses on the application of the impedance 
inversion method to the time-lapse P-wave data. Earlier works suggested that time-lapse 
impedance inversion has been successfully applied to study reservoir changes due to fluid 
injection and depletion (Johnston et al., 1998; Lorenzen, 2000). 
This chapter provides an overview of Weyburn Field including the reservoirs. 
Research objectives of this study are discussed in this chapter in Section 1.3. The well 
data and the seismic data used in this study are discussed in Section 1.4. 
Table 1.1. Research conducted by RCP student in Phases Vm and IX. 
Micah Reasnor (2001) 
simulation for interpretation of time-lapse 
from neural networks 
1.2 Geoloqic Overview 
Weyburn Field is located in the southeastern part of Saskatchewan, Canada 
(Figure 1. I). The field was discovered in 1954 with 1.4 billion barrels OOIP. The water - 
flood program began in 1964 and increased the production to more than 44x10~ 
barrelslday in 1965. To increase the production, a horizontal drilling program began in 
1991. After 46 years of production, only 25% of OOIP has been recovered. In 2000 
PanCanadian, as operator in the field, began a C02  injection program to enhance oil 
production with a 19-pattern injection program in the northwest of the field. Figure 1.2 
shows the location of the RCP survey area, which includes four injection patterns. 
Production in Weyburn Field occurs from the Midale beds of the Mississippian 
Charles Formation with oil gravity ranging from 22 to 35 API. The Midale beds were 
formed on a shallow carbonate shelf in the Williston Basin. This reservoir is divided into 
a lower vuggy zone (herein termed the "Vuggy") and an upper marly zone (herein termed 
the "Marly"). During the water-flood program, more water preferentially went to the 
Vuggy reservoir due to the relatively higher permeability in this zone. C02  is injected 
into the Marly reservoir using the horizontal well technology to sweep the bypassed oil 
(Figure 1.3). 
The reservoir horizons in the Marly zone are composed of one to four units of 
chalky, microcrystalline dolostones and dolomitic limestone. Tighter limestone beds 
often separate these horizons. Total net pay in the Marly ranges from O.lm to 9.8m, with 
an average of 4.3m. Net porosity ranges from 16-38% (average 24%), and matrix air 
permeability ranges from lmd to greater than 100md, with the average of about 11.5md 
(Churcher and Edmunds, 1994). 
Figure 1.1: Location of Weyburn Field in the southeastern part of Saskatchewan, Canada 
(Churcher and Edmunds, 1994). 
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Figure 1.2: Weyburn location map. The purple line is the 19 patterns CO2 flood 






Figure 1.3: A simple diagram of C02 injection in the Weyburn Field 
The reservoir horizons of the Vuggy zone consist of predominantly grainstones 
and packestones. These porous limestone beds are separated by tighter non-reservoir 
mudstones and wackestones. Porosity in these horizons is comprised of intergranular, 
moldic, and intercrystalline pore types. In some areas, anhydrite cementation modified 
the porosity distribution to lower porosity. Vuggy zone net pay ranges from 0. l m  to 
18.6m, with an average of 6m. Net porosity values range from 8% to 20% (average 
1 1.2%) and matrix air permeability ranged from 0.3 to over 500md. 
The Marly reservoir is overlain by a tight, interbedded anhydrite, dolomite and 
shale sequence that forms the top seal on the reservoir. Figure 1.4 shows the stratigraphic 
column of the Williston Basin. As shown in this figure, the Marly is capped by the 
Midale Evaporite. Above the Midale Evaporite lies the Ratcliffe and Poplar beds. The 
Ratcliffe and Poplar are a series of relatively thin shallowing-upward sequences that 
alternate between marly-type deposition and evaporitic carbonate deposition. These beds 
are progressively eroded off to the north by the Top of Mississippian unconformity. In 
the northern part of the Weyburn Unit these beds are absent. 
Underlying the Vuggy are the Frobisher beds, which are comprised of marly, 
vuggy, and evaporitic zones lithologically and depositionally similar to the overlying 
Midale beds and are present only in the northern half of the field. The original oil-water 
contact for this unit was in the upper part of the Frobisher vuggy zone approximately 
4700 feet in depth. 
1.2.1 Lithofacies Description 
Midale Evaporite 
The Midale Evaporite is composed of massive and bedded anhydrite. The 
thickness of this zone ranges from 4 to 7 meters and does not contain productive 
reservoir. This zone is laterally continuous throughout Weyburn field and forms the top 
seal of the reservoir (Churcher and Edmunds, 1994). 
Figure 1.4: Stratigraphc column for Weyburn Field. Left side is after Dietrich and 
Magnusson (1998). Right side is after Wegelin (1984). 
Midale Marlv 
The Midale Marly is divided into an upper non-reservoir zone and lower porous 
reservoir zone. The upper Marly consists of thinly interbedded anhydrite, shale and 
cryptocrystalline, evaporitic dolomite. Good reservoir quality is rarely observed in this 
zone although occasional lightly oil stained dolomite interbeds are present. This upper 
zone is informally called the "Three Fingers" zone after its characteristic gamma ray 
signature. These beds range from 1.5m to 3 m in thickness (Churcher and Edmunds, 
1994). 
The lower zone is commonly referred to as the Marly porosity zone and consists 
of primarily microcrystalline dolostone with a mudstone to wackestone texture. This zone 
forms one of the major reservoir horizons in the unit with thickness ranges from 1 m to 
1 lm. Visible porosity development is limited to pinpoint vugs. The Marly porous zone is 
typically moderately to heavily oil stained, depending on the permeability and porosity. 
The microcrystalline dolostones are often separated by less permeable interbeds 
of dolomitic limestones and limestone. These beds are usually less than one meter thick 
and are often very similar to the limestones found within the underlying Vuggy zone. 
Textures within these beds range from mudstones to wackestones, with occasional 
anhydrite cemented grainstones. Oil staining is typically light to absent depending on the 
degree of dolomitization and anhydrite cementation. 
In areas where marly tidal channels are found, the normally continuous Marly 
beds are partially replaced by a heterogeneous channel-fill sequence consisting of marly 
mudstones, occasional grainstones, and dark, argillaceous dolomitic muds. This channel- 
fill sequence occasionally contains some reservoir quality rock. The latter usually 
represents the top of the channel fill. In other areas of the field, the channel fill consists of 
mainly reservoir quality marly dolostone. 
Midale Vuggv zone 
The Vuggy zone is composed almost entirely of limestone. This zone consists of a 
series of interbeds varying in texture from mudstone to grainstone. Total thickness for 
this zone varies from less than 10m to 22m. The rocks, which make up the magor portion 
of the reservoir consists of grainstones and packstones. The "Vuggy" name is derived 
from the open vuggy porosity found in the coarser grained rock, however, the dominant 
porosity type is intercrystalline. 
Marly-like dolomudstones occur locally in the lower part of the Vuggy section. 
These beds are generally thin (less than 1 m), have poorly developed chalky porosity, 
poor oil staining, and are often anhydrite cemented. They often appear mottled or poorly 
laminated and contribute to overall Vuggy net pay where they are oil stained. 
1.2.2 Distribution of Porositv and Permeabilitv 
The distribution of reservoir porosity and permeability is controlled by a 
combination of primary (depositional) and secondary (diagenetic) events. The time 
sequence from the initial deposition of the sediment and the emplacement of hydrocarbon 
charge to the diagenetic events is very important in predicting the reservoir quality 
(Churcher and Edmunds, 1994). 
The different depositional environments have resulted in the development of three 
distinct porosity types-the marly dolostones, the vuggy shoal and the vuggy intershoal. 
Table 1.2 summarizes the porosity and permeability ranges, averages, and types of each 
of these rock units. 
Table 1.2. The porosity and permeability ranges, averages and types for each rock unit 
(Churcher and Edmunds, 1994). 
- intercrystalline 
1.3 Research Obiectives 
The Reservoir Characterization Project (RCP) acquired a 3D multicomponent 
seismic survey in October 2000 at Weyburn Field, Saskatchewan, Canada, just before the 
C02  injection process began in the field. One year later, October 200 1, a repeated survey 
was acquired while the C02  injection was in process. To achieve the objective of Phases 
VIII and IX RCP, the time-lapse multicomponent seismic data will be interpreted to 
understand the fracture characterization and improve the reservoir model. Knowing the 
fracture system and the unswept area will lead to the efficiency of future enhanced oil 
recovery programs. 
Ln this thesis, the time-lapse P-wave seismic data will be used to study and 
monitor C02  movement in the reservoirs: the Marly and Vuggy. Due to the C 0 2  
injection, the fluid saturation and pressure in the reservoir will change from one survey to 
the other. These changes may contribute to a change in the elastic moduli and bulk 
density of the reservoir rock. This research will examine to what extent the reservoir 
changes can be seismically detectable. 
Interpretation of the time-lapse seismic data consists of taking the difference in 
the amplitude response between surveys. However, the changes in the amplitude are not 
unique for changes in the fluid saturation of the individual reservoir zones (Brown, 
2002). The fluid changes in the Marly, Vuggy, or Marly and Vuggy zones cause changes 
in the reflection in the seismic data corresponding to both the Marly and Vuggy zones. 
In this thesis, the wavelet effect on the P-wave seismic data will be removed to 
obtain the P-impedance (pv, velocity x density) volume for each survey independently 
using two inversion methods. Previous work by Johnston et al. (1998) shows that P-wave 
impedance inversion has been successfully applied to study saturation changes in time- 
lapse data in Fulmar Field. The inversion method has advantages in effectively reducing 
tuning in the data and increasing the bandwidth (Lorenzen, 2000; Latimer, 2000). 
The P-impedance is a layer property, so the changes in impedance will relate to 
the property changes within a reservoir. The use of impedance inversion is expected to 
differentiate the changes between the Marly and Vuggy. Finally, in this study the P- 
impedance changes between the two surveys will be investigated and interpreted as 
related to the injection and production data. 
The specific objectives of my research are as follows: (1) analyze available well 
data to understand the reservoir properties to predict theoretical changes in P-impedance 
between the two surveys; (2) apply the cross-equalization process to increase the 
repeatability of time-lapse P-wave seismic data; (3) invert P-wave seismic data for both 
surveys to determine acoustic impedance; (4) interpret the changes in P-impedance, if 
any, as a result of C 0 2  injection. 
The remainder of this study is divided into seven additional chapters. In Chapter 
2, a study of the well log data is presented. This analysis is important since the seismic 
inversion links the seismic data with the well data. By using the well data, the 
relationship between the rock properties related to P-impedance is calibrated. 
The theory of two inversion methods used in this study is discussed in Chapter 3. 
The two methods are the model-based inversion and the sparse-spike inversion methods. 
Understanding differences between those methods will be discussed during the P-wave 
inversion and interpretation. The wavelet estimation and low-frequency model are 
discussed in this chapter as well. 
In Chapter 4, I discuss the cross-equalization of the P-wave seismic data. The 
cross-equalization process is applied to improve the repeatability of the time-lapse 
seismic data. The seismic data also can be inverted without cross-equalization of seismic 
data first because the seismic inversion can be used as a tool for cross-equalization 
(Lorenzen, 2000). In seismic inversion, much of the wavelet effects are removed, which 
incorporate the amplitude and phase changes. In this study, the cross-equalization is 
applied before the inversion. 
The forward and inverse modeling using simple models are presented in Chapter 
5. A concern about reservoir thickness is discussed, because the thickness of the 
reservoirs is below the seismic resolution. The modeling also is intended to discuss 
whether these thin reservoirs allow enough impedance contrast between the different 
fluids: C02, water, and oil, to be seismically detectable in the inversion process. The 
result shows that inverted impedance difference between several data sets agree with the 
changes in layer properties within some ranges of error. 
Chapter 6 addresses the impedance result of both inversion methods. Firstly, the 
wavelet estimation is discussed by comparing the wavelet estimated from each available 
well log for both surveys. The impedance results of both methods show that there is no 
large impedance contrast between the Marly and Vuggy as shown in well logs or initial 
model due to the reservoir thickness. However, the impedance variances within each 
reservoir unit give different responses that may lead to the difference in impedance 
changes as well. 
In Chapter 7, the changes in P-impedance between the two surveys are presented 
and compared with the production and injection data. Comparison between the results of 
two inversion methods shows that the sparse-spike method gives more robust results in 
the presence of noise in the data. P-impedance differences between the two surveys show 
that the changes correlate very well with the injection data. Responses in the producer 
wells due to the injection are presented as well. The impedance changes mostly spread 
out in the southeastern half of the survey and are confirmed by the increasing of oil and 
gas production in the producer wells in that area. 
Finally, the conclusion and recommendations are discussed in Chapter 8. The 
impedance changes maps from both reservoirs show that inversion method improves the 
vertical resolution of time-lapse interpretation by differentiating the changes in the Marly 
and Vuggy. Further research in time-lapse shear-wave impedance and pre-stack 
impedance inversion is expected to improve the interpretation. 
I .4 Data Sets 
The data used in this study consist of well data a d  3 0  seismic &ta. There are 
around 50 wells that were drilled in the sttidy area. However, only three of them have 
sonic and density logs that are useful in the well data analysis and the inversion process. 
The RCP seismic surveys covered a nine square hlometer area as s h o r n  in 
Figure 1.5. Converted wave data were also acquired in addition to the P-wave and S- 
w7ave data. However, t& study is only fctcusd on the interpretation grid inversio~ ofthe 
P-wave seismic data. A 3D multi~omponent VSP was acquired along with the surface 
szismic a indicated i~ Figxc 1.5. 
Figire 1.5: Map of RCP 3-C survq (oraiige). Thc PanCaadian sunTey arc5 'licensed by 
RCP is sut!ined ;n gecn line, The well Incztios af &G& the RCP urd PCP Ty7SP'~ a e  
iadicated. The bhe is indicated S-w2ve survey with minimum 80 fold and minimum 100 
fold in pwple (RCP, 2QQQ). 
1.4.1 Well data 
There are only three wells that have both bulk density and P-wave sonic logs used 
in the well-data analysis and inversion process. In the inversion process, the sonic and 
density logs are used to estimate a wavelet and to build the low-frequency model. In the 
well analysis I investigate the relationships between the rock properties such as porosity, 
velocity, density, Vp/Vs, and acoustic impedance. To understand the effect of C 0 2  
injection on the changes in impedance, fluid substitution using the log data is calculated 
as explained in Chapter 2. One well, PCP-01021364, has a dipole-sonic log (P and S- 
wave velocity). There are no check-shot data available through the reservoir in the survey 
area. The RCP-VSP was acquired in well PCP-01021364 and that was used to tie the 
seismic data with the log data, but the VSP did not include setting a tool within the 
reservoir interval due to operational access restrictions. 
In interpreting the time-lapse seismic data, the reservoir engineering data are used 
to link the seismic response with the C02  movement in the reservoir interval. Therefore, 
the C 0 2  injection data from four horizontal injector wells and the production data from 
the vertical and horizontal producer wells were compiled to understand the response of 
the near producers to C 0 2  injection. The source of the injection and production data is 
from PanCanadian Petroleum. 
Figure 1.6 shows the Weyburn Field basemap including the vertical and 
horizontal producer wells, injector wells, VSP well, and the three wells that will be used 
in this study (RCP, 2000). 
Figure 1.6: Data location map. The thee wells with sonic log are indicated, as well as the 
vertical wells. The horizontal injector and producer wells are plotted and have NE-SW 
trend. 
1.4.2 Seismic Data 
The 3-D P-wme seismic surveys were compjeted in Octc~ber 2001 and October 
2002 respectively and were conducted by Solid State Geophysical. The first survey was 
acquired before the COz injection program began. Meanwhile, the repeat survey was shot 
one year later during the COz injection process. The survey parameters dbr the P-wave 
seismic survey are listed in Table 1.3. 
The P-wave seismic data were processed by Veritas DGC. The basic processing 
flow for the baseline and repeat surveys is outlined in Tabie 1.4. 
Table 1.3: Acquisition parameters for P-wave seismic survey (RCP, 2000). 
Table 1.4: P-wave processing flow for baseline and monitor surveys (RCP, 2002) 
anual trace edits 
mplitude recovery - TA2 
urface consistent amplitude equalization - Shot & Receiver 
- 80ms operator 
- ,01% white noise 
- Design gates 400-1700 ms at 0 m, 1200-1800 ms at 2000 m 
Refraction statics 
- 1000m/s weathering velocity 
- 600m datum 
- 2000m/s replacement velocity 
- Processing datum: surface 
CDP gathers - Nominal fold 12600% 
Velocity analysis (preliminary) 
Surface consistent statics (preliminary) 
- 400-1600 ms window 
- 1011.5-70190 hz filter 
- Max static +I- 30 ms 
Velocity analysis (final) - Horizon based 
Surface consistent statics (final) 
First break mutes 
- Distance (m) 0 279 1158 1955 2500 
1312 1504 
- Window700-1400ms 
- Max static +I- 16 ms 
- 9x9 model 
( Amplitude Equalization - Mean scaling, two windows (600- 1 100, 1250- 1800ms) 
Spike attenuation 
Stack 
Migration - Phase shift, 100% stacking velocities 
CHAPTER 2 
WELL DATA ANALYSIS 
2.1 Introduction 
This study is focused on determining an optimal interpretation from P-impedance 
inversion in order to monitor the C 0 2  injection process. The acoustic impedance, the 
product of velocity and density, is obtained by inverting the P-wave seismic data. The 
impedance inversion integrates the seismic and the well log data. Therefore, the 
understanding of the reservoir properties related to the impedance by using the well log 
data is needed. 
Studies in rock physics and well logs at the Weyburn Field have been conducted 
by some students of RCP. Micah Reasnor studied the influence of reservoir parameters 
such as thickness, mineralogy, anhydrite fill, porosity, fracture density, fluid, and 
pressure on seismic amplitude for P-wave, S1-wave, and &-wave seismic data (Reasnor, 
2001). Reynaldo Cardona studied the relationship between the reservoir properties using 
well logs (RCP, 2000). Leo Brown studied the fluids and core sample of the Weyburn 
Field. He generated the isotropic and anisotropic rock physics modeling, and predicted 
the seismic attribute changes of time-lapse data by incorporating the output from 
reservoir simulation (Brown, 2002). Their studies have given some inputs for the analysis 
of well data in this thesis. 
This chapter studies the reservoir properties such as: velocity, density, porosity, 
and VpNs  ratio derived from well log data. Relationships between those properties and 
P-impedance are investigated as well. In the second section, the P-impedance changes 
between two surveys due to C02 injection for each reservoir interval will be estimated by 
performing fluid substitution to well data. 
2.2 Analvsis of Well Data 
Analysis of the well data is derived from the three wells in the survey that have 
sonic and density logs. The location of those three wells: PCP-0 1021 364, PCP-1107 1364, 
and PCP-2113 1863, is shown in Figure 2.1. Figure 2.2 shows the example of the log data 
for well PCP-0 1021 364. The depth of the Marly reservoir is approximately at 14 12 m, 
and the Vuggy reservoir is about 1421 m. 
Figure 2.1 : Base map of the survey with three wells that have the sonic and density logs. 
Well 01021 364 has a dipole sonic log. 
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Figure 2.2: Well log data for PCP-01021364: Vp, density, and neutron porosity data. 
2.2.1 Densitv - Porosity 
Density-neutron porosity values fiom the well PCP-0 102 1364 for Midale, Marly 
and Vuggy intervals are plotted in Figure 2.3. The plot shows that the Marly and Vuggy 
have different trends, which could be a result of different lithology or lfferent diagenetic 
hlstory. Lithology can be determined for each interval based on the neutron porosity and 
bulk density crossplot (Schlurnberger, 1989). The trends are consistent with Vuggy 
lithology as limestone, Marly as dolomite, and Midale as anhydrite dolomite. 
The core data are also plotted in this figure. The lfference between the log and 
core data could be related to the heterogeneities and fractures and their influence on the 
well log. In addition, the core data also can be taken fiom particular pore type that is not 
representative of the dominant pore type on the well log interval. 
I 
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Figure 2.3: Neutron porosity vs Density plot indicating different trends for different 
lithologies. 
The raw density and porosity data indicate that the matrix density used for 
calculating density porosity is a limestone density of 2.7 1 g/cc. The analysis also yields 
the need to calculate true porosity by taking into account the lithology. The true porosity 
can be calculated using a Schlumberger chart or by using the root mean square formula: 
where QN-Dis neutron-density porosity, O D  is neutron porosity (limestone units), and 
Q N  is density porosity in limestone units (Asquith and Gibson, 1982). 
The shear velocity log is only present in one well (PCP-01021364) within the 
survey, and it has missing data at some intervals. Another dipole sonic is present outside 
the survey area with complete data (PCP-02042364). Pickett (1963) shows that the VpNs 
ratio is a good indicator of lithology, and by assuming that the VpNs ratio does not vary 
much between those two wells for the same lithology, then the VpNs ratio from PCP- 
02042364 can be used to calculate shear velocity (Vs) for PCP-01021364. In order to 
obtain an easier and more reliable way to calculate shear velocity for the other wells, the 
Greenberg-Castagna empirical relation is also used to estimate Vs using Vp (Greenberg 
and Castagna, 1992). 
The Greenberg-Castagna relation calculates Vs from measured Vp for 100% brine 
saturated rocks. Therefore, in order to estimate Vs from Vp with different fluid 
saturation, the fluid substitution is needed in an iterative way because the Vs value is also 
used to calculate elastic moduli (Mavko et al., 1998). The method starts with an initial 
guess of Vp for 100% brine saturated, then Vs for 100% brine is calculated using an 
empirical relationship. The fluid substitution is used to estimate the Vs for new fluid 
saturation, and then the new estimation of Vp with 10070 brine is obtained using the 
calculated Vs saturated and the measured Vp from the log based on the Gassmann 
equation. The result of new Vp 100% brine is compared with the previous value to check 
the convergence. The process is stopped if the difference between Vp with 100% brine 
from the consecutive iteration is less than 0.0001. If the convergence criterion is not met, 
then reiterate to calculate Vs with 100% brine and the process is continued. 
The Gassmann equation is commonly used for fluid substitution. This equation 
assumes a homogenous mineral modulus and isotropic rock (Gassmann, 1951). The 
equation is defined as follows: 
where 
Kdry = effective bulk modulus of dry rock 
KSat = effective bulk modulus of the rock with pore fluid 
KO = bulk modulus of mineral material making up rock 
K f z  = effective bulk modulus of pore fluid 
0 = porosity 
The equation requires the information of the lithology, saturation, porosity, elastic 
moduli, density of the rock and fluid. The porosity data have been calculated using 
density and neutron porosity log data. The water saturation (S,) is estimated from the 
porosity and resistivity logs using the Archie's equation: 
where R, is resistivity of formation water at formation temperature, Rt is true resistivity 
of formation (corrected for invasion), @ is porosity, a is tortuosity factor, m is 
cementation exponent, and n is saturation exponent (Archie, 1942). Table 2.1 shows the 
value of parameter used in the Archie's equation. 
Table 2.1. Archie's parameters 
Sw is used to calculate bulk modulus of fluidlfluids (Kfl) that is needed to obtain 
bulk modulus of dry rock (Kdry) as defined in equation 2.2. In this case, the reservoir 
fluids when the well log data are acquired consist of oil and water. Therefore, Kfl is 
defined as: 
Kfl= (1 - Sw) K(oi1) + Sw &water) (2.4) 
Archie's equation calculates a minimum Sw, since the cementation exponent (m) can be 
greater than the above value in Vuggy reservoir. However, this Sw calculation will not 
significantly change the velocity calculation. For example, an increase in Sw of 12% will 
change Vp brine saturated less than f 0.5%. 
The bulk modulus for saturated rock is calculated using the Vp and Vs measured 
from the log as defined by the equation below: 
where p = effective shear modulus 
Xray diffraction analysis provides the mineral composition information where the 
Marly is modeled as 85% dolomite with bulk modulus of K = 76.4 Gpa and 15% quartz 
(K= 37 Gpa) while the Vuggy interval is modeled as 95% calcite (K= 68.3 Gpa) and 5% 
quartz (RCP, 2000). The mineral density of Marly is 2.84 glcc and Vuggy mineral 
density is 2.7 1 glcc. An effective elastic modulus is calculated with simple average of 
Voight and Reuss (Mavko et al., 1998). Brown (2002) studied the acoustic properties of 
Weyburn reservoir fluids, which consist of water, oil, and C02. Table 2.2 shows the bulk 
modulus and density of each fluid with the pore pressure assumed to be 14 Mpa. The 
average reservoir temperature is 63°C (PanCanadian, 1997). 
Table 2.2. Bulk modulus and density for the Weyburn fluids (Brown, 2002). 
Figure 2.4 compares Vs calculated using VpIVs ratio from PCP-02042364 and Vs 
calculated using the Greenberg-Castagna relation. For most intervals, both values are 
close to each other, but there are differences in the upper part of the Vuggy reservoir 
(1421 - 1428 m) that relate to distribution of the Vuggy Intershoal and Shoal (Geoff 
Burrowes, EnCana, personal communication). In the location of PCP-01021364, the 
Vuggy Intershoal does not exist; meanwhile PCP-02042364 has the Vuggy Intershoal 
interval. Based on this, the Greenberg-Castagna equation can be used to predict the Vs 
value for the Marly and Vuggy Shoal interval. Two other wells within the survey, PCP- 












investigation about the VpNs ratio for the Vuggy Intershoal is needed. The plot of Vp 
and calculated Vs for PCP-01021364 in Figure 2.5 shows that the Marly has a VpNs  
ratio of approximately 1.77, and the Vuggy limestone has a VpNs ratio of approximately 
Figure 2.4: Vs using VpIVs ratio from PCP-02042364 and Vs calculated using the 
Greenberg-Castagna relation. 
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Figure 2.5: Calculated Vp-Vs using the Greenberg-Castagna relation for PCP-01021364 
for 100% brine saturated. 
2.2.3 Velocitv - Porositv 
Velocity is strongly dependent on rock porosity (Rafavich et al., 1984). An 
increase in porosity decreases velocity and vice versa. However, the velocity and porosity 
relationship is complicated by geometric pore type and mineral content (Wang, 1997b). 
To reduce the effect of the fluid type and saturation, the relation of velocity and porosity 
is analyzed by saturating the reservoirs with 100% brine. Figure 2.6 shows the plot of P- 
velocity and porosity from PCP-01021364. The plot shows linear trend between these 
properties suggesting that the velocity is strongly dependent on rock porosity. The 
scattered point in this plot may be due to an influence of pore shape and type. 
The velocity-porosity plot is compared with the Raymer-Hunt -Gardner relation 
(1980), which takes into account the porosity range. Since the porosities for Marly and 
Vuggy are less than 37%, the sonic porosity is calculated using the relation as follows: 
2 V=( l -4 )  V,+$Vfl (2.6) 
where V, Vo, and Vf are the velocity of the rock, mineral and the pore fluid, respectively 
(Raymer et al., 1980). As shown in Figure 2.6, the velocity-porosity trends fit the Raymer 
et al. relation well. 
Marly core I 
x Vuggy core 
Raymer et al. fit vl
Porosity (fraction) 
Figure 2.6: P-wave velocity 100% brine saturated vs porosity for PCP-0102 1364. 
P-impedance is a product of density and velocity. To obtain the velocity values 
from the P-impedance, which will be inverted from seismic data, the relationship between 
velocity and density must be known. Figures 2.7 and 2.8 show the velocity and density 
plots for 100% brine saturation for the Marly and Vuggy intervals. Because density is 
closely related to porosity, velocity shows a good correlation with density. The velocity- 
density relation is more reliable under high effective pressure and fluid saturation because 
crack and grain boundaries can substantially decrease Vp (Mavko et al., 1998). 
Castagna et al. (1993) suggested slight improvements to Gardner's relations by 
using a lithology-specific form in both polynomial and power-law forms of Gardner et al. 
(1974) as shown in Table 2.3. Velocity unit is km/s and density unit is &m3. 
Table 2.3: The polynomial and power-law of Gardner et al. (1974) 
Coefficients for the equation pb = a ~ ;  + bVp + c 
Coefficients for the equation ph = d vpf 
Notice in Figure 2.7 both forms of Gardner's relation fit very well with the 
velocity data for the Marly interval. For Vuggy, the published power-law form does not 
fit as well as the polynomial to the well data. It suggests another relation in power law 
form, which is defined by Castagna et al. (1993). Both forms agree very well with the 
well data as shown in Figure 2.8. 
2.2 2.3 2.4 
Density (g/cm3) 
Figure 2.7: Velocity-density for the Marly. The lines show the form of Gardner's relation. 
Figure 2.8: Velocity-density for the Vuggy. The lines show the form of Gardner's 
relation. 
2.2.5 P-impedance vs Porositv and P-impedance vs VpNs Ratio 
The relationships between P-impedance and porosity are examined to establish 
how the seismic inversion relates to rock properties. The plot between P-impedance and 
neutron-density porosity shows that different lithologies have a different impedance - 
porosity relationship (Figure 2.9). Therefore, P-impedance is a good indicator to 
differentiate the Marly from the Vuggy. 
Figure 2.10 shows a plot between Vp/Vs ratio and P-impedance. From the plot, 
the Vp/Vs ratio for Marly is 1.76 - 1.8, which is usual for dolomite, and the Vp/Vs for 
Vuggy is higher at 1.84 - 1.9, which is typical of limestone. 
P-impedance and porosity data from three wells in the survey are plotted to 
examine the distribution of P-impedance within the survey in Figure 2.11. The plot shows 
that the range of P-impedance for Marly is relatively constant in the survey area 
approximately from 7x10~ to lo7 kg/ m3 d s .  P-impedance value for Vuggy is higher than 
that of Marly, which is about 1 .2x107 - 1 .7x107 kgIm3 d s .  
Marly 
O 'Juggy 
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Figure 2.9: ?-impedance vs Porosity for PCP-01021364 for 100% brine saturated. 
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Figure 2.10: P-impedance vs \rp15rs ratio for PCP4 102 1364 for 100% brine saturated. 
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Figure 2.1 1 : P-impedance vs Porosity for three wels in the survey. 
2.32 I niection 
As a result of changes in the reservoir related to C02 injection, the elastic moduli 
and bulk density of the reservoir will change between the two surveys. These changes are 
calculated and analyzed using well data. The well log data link the rock and fluid 
properties to the seismic data. Therefore, they can be used to predict and model the 
seismic response, especially P-impedance of the reservoir due to the injection and 
production processes. To quantify the effect of C02  injection with respect to P- 
impedance, the fluid substitution on the well data is performed using the Gassmann 
calculation as defined in equation 2.1. 
The impedance changes calculation is important to determine whether the 
impedance contrast between the two surveys is detectable in seismic response. This 
ability also depends on the seismic resolution and repeatability of time-lapse seismic 
data. One important factor in the feasibility of seismic monitoring in a carbonate reservoir 
is the pore fluid compressibility contrast between the original reservoir fluid and current 
reservoir fluid (Wang, 1997a). In the Weyburn Field, the C02 is injected to mix with the 
reservoir oil and this causes pore fluid compressibility to increase because the C02  is 
much more compressible and less dense than oil and water. In addition to fluid 
displacement, the reservoir pressure will change due to injection or production, which 
leads to the changes in seismic response as well. 
The well data analysis also incorporates the rock physics study and reservoir 
modeling, which was conducted by Brown (2002). Brown (2002) analyzed the fluid and 
core from the Weyburn Field and studied the changes in fluid density and elastic moduli 
as a function of pressure. As reservoir simulation predicted, there was little pressure 
change due to C02 injection, ranging from -2 to 2 Mpa (Brown, 2002). Leo Brown 
studied the variation of P-velocity with pore pressure for different fluid composition. His 
results show the changes in the fluid composition have a larger effect on P-impedance 
than the changes in pressure (Section 7.3). Therefore, the calculation of P-impedance in 
this study only takes into account the fluid composition. Nevertheless, the interpretation 
of P-impedance changes also incorporates the pressure changes predicted from the 
reservoir simulation. 
The calculation of P-impedance changes involves three different fluids in the 
Weyburn Field: oil, water, and C02. In the calculation, the pore pressure is assumed to 
be 14 MPa and the average reservoir temperature is 63°C. Table 2.1 shows the bulk 
modulus and density for each fluid. The bulk modulus for C02  is much less than that of 
waterloil, because the C02  is more compressible than waterloil. Therefore, the velocity 
for C02  is less than that for waterloil. 
Figure 2.12 shows the P-velocities for different fluid saturation for the Marly and 
Vuggy reservoirs using well PCP-0 102 1364. The Marly interval ranges from 14 15 m to 
1421 m and the Vuggy interval ranges from 1421 m to 1432 m. The fluid saturation for 
the baseline survey is 50% water, 50% oil for the Marly and 60% water, 40% oil for the 
Vuggy. Those compositions are average saturation data from the reservoir simulation 
(Brown, 2002). The P-velocity for mixed saturation, oil and C02, is calculated as 50% oil 
and 50% C02. 
For saturated C02, the P-velocity changes are calculated by percentage, which are 
compared with the P-velocity for the baseline survey. The percent change in P-velocity 
from the baseline survey is displayed in Figure 2.13. The velocity decreases from 4 to 8% 
for the Marly interval. For the Vuggy interval, due to the increased stiffness of the 
reservoir, it decreases in velocity by 1 to 3%. 
Figure 2.14 shows densities for different fluid substitutions. The percent change 
in density for oil and C02  saturation from baseline survey condition is displayed in 
Figure 2.15. 
The P-impedance for the Marly and Vuggy interval with fluid saturation is 
presented in Figure 2.16. Figure 2.17 shows the P-impedance changes from baseline- 
survey impedance. The P-impedance in the Marly decreases from 8 to 12%. For the 
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Figure 2.12: P-velocity as function of fluid saturation for PCP-01021364. 
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Figure 2.13: P-velocity changes in percent from baseline-survey condition for PCP- 
01021364. 
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Figure 2.15: Density changes in percent from baseline survey condition for PCP- 
01021364. 
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Figure 2.16: P-impedance as function of fluid saturation for PCP-01021364. 
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Figure 2.17: P-impedance changes in percent from baseline-survey condition for PCP- 
01021364. 
The analysis of the well data shows that the velocity and porosity can be used to 
differentiate the Marly and Vuggy zones. Therefore, the P-impedance inversion method 
can be applied to see the reservoir changes in the Marly and Vuggy separately. The 
relationships between P-impedance and other properties, such as porosity and a VpNs 
ratio reveal that P-impedance can provide the lateral information about the reservoir 
properties through the entire seismic survey. However, due to the thickness of the 
reservoir, it is important to examine the reliability of inverted P-impedance for static 
characterization. 
The fluid substitution on the well data proves that P-impedance changes can occur 
both in the Marly and Vuggy due to C02  injection. The P-impedance changes in the 
Marly are larger than in the Vuggy due to high Marly porosity. The expected changes for 
the Marly is -8% to -12%, and -1 to -5% for the Vuggy. The pressure changes are not 
large in the field, and the pressure effect to the P-impedance changes is less than that of 




The basic goal of an inversion method is to obtain a model or range of models that 
fit the observed data within some error. In this thesis, the seismic data are inverted to 
recover the acoustic impedance profile for each seismic trace. The impedance profile 
relates to the layer properties of the reservoir, density and velocity. Moreover, velocity 
and density data can be obtained from well logs. Therefore, the impedance inversion 
integrates the seismic and the well log data. In practice, P-impedance inversion has been 
widely used to obtain the lateral information of reservoir properties through the seismic 
survey such as the porosity prediction (Dolberg et al., 2000; Helgesen et al., 2000; 
Marion and Jizba, 1997). 
In this thesis, seismic inversion is applied to the time-lapse seismic survey. The 
reservoir properties change between two surveys due to the fluid injection or production. 
Consequently, seismic response changes and so acoustic impedance does. The inversion 
methods used to invert seismic data in this study are model-based inversion using the 
Hampson-Russell inversion package (STRATA) and sparse-spike inversion developed by 
Jason Geosystems (Jason Geoscience Workbench). This chapter introduces the theory of 
both inversion methods. 
As mentioned earlier, the inversion method has advantages in effectively reducing 
tuning in the data and increasing the bandwidth (Lorenzen, 2000; Latimer, 2000). Tuning 
is reduced by removing the wavelet, and the bandwidth is increased by including low 
frequency information. The discussions on wavelet estimation and low frequency models 
are examined here. 
3.2 Inversion Method 
3.2.1 Convolutional Model 
The seismic trace can be characterized by the convolution of the 1-D earth's 
reflectivity with a seismic wavelet and the addition of a random noise component as 
shown in equation 3.1. 
s(t) = w(t) O r(t) + noise (3.1) 
where s(t) is the recorded seismic trace 
w(t) is the wavelet 
r(t) is the reflectivity series 
The reflectivity series is computed for a given seismic trace by assuming a 
seismic wavelet. The seismic wavelet can vary for each trace and is critical to the 
processing steps applied to the data. 
Seismic reflectivity changes are caused by changes in acoustic impedance (Z) due 
to geologic lithofacies boundaries, where acoustic impedance (Z )  is defined as the 
product of density ( p )  and velocity (v). Converting P-wave acoustic impedance to 
reflectivity involves dividing the difference in the acoustic impedance by the summation 
of the acoustic impedance. For normal incidence case, the reflectivity at the boundary 
between two homogeneous layers is given by 
where the subscript i refer to layer number. The obtained seismic trace will be converted 
to the acoustic impedance by eliminating the wavelet effect. 
In general, r(t) is broad-band, but the wavelet is band-limited with typical 
frequency 10-60 Hz. Therefore, the seismic data does not contain the information outside 
this band, and consequently the low- and high-frequency information about the acoustic 
impedance is missing (Oldenburg et al. 1983); The incomplete spectrum causes the 
underdetermined problem, and therefore the result has no unique solution. Any 
impedance inversion method can result in one or more solutions of the reflectivity series 
that produce more than one impedance profile that matches the recorded traces. 
3.2.2 Assumptions used in the Inversion Method 
Several assumptions are made in the inversion methods as follows: 
- 1-D earth 
- No AVO effect 
- No scattering effect 
- No attenuation 
The earth is assumed 1-D which consists of a series of homogeneous layers. The 
inversion is based on the convolutional model as shown in equation (3.1). Therefore, a 
result is a 1-D impedance profile, one for each seismic trace. 
The effect of amplitude versus offset (AVO) and anisotropy are not considered 
even though a previous study by Jenner (2001) shows the presence of azimuthal AVO in 
the Weyburn Field. Azimuthal AVO near reservoirs is possibly related to salt dissolution 
and basement faulting. A weak anisotropy trend at the reservoir level correlated with the 
Vuggy shoal/intershoal facies boundaries as well as with the fault system (Jenner, 2001). 
In this study, the scattering effect is not explicitly accounted for. However, 
fractures in the reservoir can have a substantial effect on wave scattering. Shen and 
Toksoz (2000) studied the scattering characteristic on the reflected wave amplitude using 
the offset-dependent seismic model. Their results show that at the base of the fracture 
unit, high-frequency signals are generated and the reflected waves become less coherent. 
The scattering field is weak at the top of the reservoir (Shen and Toksoz, 2000). 
Spherical spreading correction and multiple removal have been implemented in 
the processing. Intrinsic attenuation in carbonate rocks, especially as it applies to our 
time-lapse seismic monitoring, could be related to more than one possible mechanism 
due to pore fluid and pore fluid motion. Assefa et al. (1999) studied the attenuation in 
limestones using ultrasonic measurements. Their results show that in fully fluid-saturated 
(water and oil) limestones, the quality factor decreases (attenuation increases) with 
increasing porosity and permeability. 
3.3 Low-Frequencv Model 
The lack of unambiguous low spatial frequency trends is an important issue in the 
seismic inversion approach. As mentioned previously, the seismic trace resulting from 
the convolution does not have the low-frequency information (below 10 Hz). The error in 
the low-frequency trend is related to the non-uniqueness problem in seismic inversion 
that could produce many possible solutions (Oldenburg et al. 1983). In order to restrict 
possible solutions, a priori low-frequency information is added. Including low-frequency 
information gives a more realistic geological model (Oldenburg et al. 1983). Lorenzen 
(2000) shows the significance of low-frequency information on the P-wave VSP 
inversion result in the Vacuum Field. For P-wave stacked seismic data, Russell and 
Lindseth (1982) showed examples of the loss of geological information in inverted 
seismic sections that was present in the low-frequency component of the sonic log. 
Low frequency information is added to the process and can be derived from the 
velocity data, for example by using stacking velocities, or well log information 
(Oldenburg et al. 1983). In this study, the low-frequency model is built by using the sonic 
and density logs. The impedance logs are interpolated and extrapolated through the area 
of the survey guided by interpreted horizons and they also provide the trend information 
(Francis, 1987). The impedance result is constrained to the upper and lower limit based 
on the low-frequency model. The horizons that are utilized in interpolating the well 
information correspond to the tops of the formation identified in the well log. The 
horizons that are interpreted for the low-frequency model are the Lower Vanguard, Upper 
Watrous, Mississippian Uncorformity, Marly, Vuggy, and Frobisher. 
There are three different interpolation methods available in the Jason Geoscience 
Workbench and STRATA inversion packages. They are the inverse distance weighted, 
triangulation, and kriging methods. The choice of the interpolation method is based 
primarily on the well distribution. The same interpolation method is used in both 
packages to ensure the consistency of the process. The description of those interpolation 
methods is explained below: 
- Inverse distance weighted: The weights are maximum at its well position, then 
decrease with distance, and are exactly zero at the other well positions. 
- Triangulation (Renka-Cline method): Only well logs for connected triangles 
contribute to the interpolation (Lancaster and Salkauskas, 1986). 
- Kriging: Use a simple Pinear variogram to calculate the weight of interpolated points 
on the unknown location. 
From the well locations in the survey, two of the three wells that will be used in 
the inversion process are close to each other (300 m) and the distance of those wells to 
the third well is 1200 m which is about half of the width of the survey. Because the wells 
are not regularly distributed, the result using a triangulation method is poor and may 
show discontinuities. In addition, this distribution is collinear. Therefore, the kriging 
method produces a poor result as well. 
Because of the well distribution, I used the inverse distance weighted method for 
data interpolation between the well locations. The values from a particular well are 
distributed throughout the area with some weighted value. The inverse distance weighted 
produces the smooth interpolation. Considering that the Weyburn Field does not have 
complex a structure and there is not much impedance variation then this method is 
appropriate to be used in this study area. 
3.4 Model-Based Inversion 
The model-based inversion method in the STRATA program (Hampson-Russell 
Inc) is based on a generalized linear inversion method (GLI), described by Cooke, 1981; 
Cooke and Schneider, 1983. The objective of this technique is to obtain the impedance 
profile that produces the seismic data within some error. The synthetic trace is generated 
using the convolutional model as described in Section 3.2. This technique is also known 
as model perturbation since it updates the model parameters, in this case the impedance 
profile, until it generates output with the least error in the least-squares sense. The 
workflow for the model-based inversion method is outlined in Figure 3.1. 
Assumptions used in this method are: 
- l-D earth, consists of a series of number layer. 
- An earth model is characterized by a "blocky" impedance profile. The 
average size of a block is generally larger than the sample rate of the input 
data. 
- The wavelet is assumed to be known. 
The generalized linear inversion algorithm is based on utilizing Taylor series 
expansion: 
where Mo = initial model 
M = "true" model 
AM = change in model parameters 
F(M) = observed seismic 
F(Mo) = synthetic seismic from initial model 
To solve AM , the series is truncated to first order, 
The error between the real and synthetic seismic data is defined as: 
AF' = F ( M )  - F(M0) = W M o )  ,, = A, 
aM 
where A = matrix of derivatives 
The solution to the above equation can be written: 
T -1 T A M = ( A  A) A AF' 
Equation 3.6 assumes a stable inverse but it may not always be the case because of the 
noise and the non-unique model parameters problem. To stabilize the solution, the 
damping parameter (1) or pre-whitening factor is introduced (Cooke, 198 1; Hampson- 
Russell Ltd.,1999). The equation 3.6 can be written as: 
-1 T AM = ( A ~ A + A I )  A AF (3.7) 
where I is the identity matrix. 
In the GLI method each block is assigned a starting impedance value, impedance 
changes within the block, and thickness in time (Cooke and Schneider, 1983). The initial 
guess for the impedance profile in the GLI process is the impedance log that has been 
interpolated for the entire survey guided by the horizon interpretation. Therefore, in this 
method the low-frequency model has been incorporated in the process. 
The function that relates the model to the observation is the convolutional model 
as shown in equation 3.1. Recalling equation 3.3, the model is characterized by the 
reflection coefficients and the observation is the recorded seismic trace. The impedance 
within the layer is computed using the definition of reflection coefficient in equation 3.2. 
By knowing the reflection coefficient between two layers, and the acoustic impedance of 
the upper layer, the acoustic impedance of the deeper layer can be determined. The first 
layer has to be estimated and usually is estimated to be the impedance from the initial 
model. The general equation of the impedance for i layer is defined by: 
l + r ( j >  
I (i) = I(1) 
j=2 [I - r ( j ) ]  
To reduce the non-uniqueness problem, a constraint is incorporated in the 
algorithm. The constraint sets the absolute boundaries on how far the resulted impedance 
may deviate from the initial guess (Hampson-Russell Ltd., 1999). 
A conjugate gradient algorithm is used as an iterative method for solving linear 
systems as defined in equation 3.7. Carrion (1991) describes the extension of the 
conjugate-gradient to incorporate constraints. Further explanation in the low-frequency 
model is described in Section 3.3. 
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Solution = Estimation 
Figure 3.1: A workflow for the model-based inversion (modified from Russell, 1988) 
3.5 Constrained Sparse-Spi ke Inversion 
As in model-based inversion, the objective of the sparse spike method is to find 
the impedance profile, which results in the synthetic traces that match the recorded 
seismic traces. In model-based inversion, the impedance profile is estimated by 
iteratively perturbing the initial model. In sparse-spike inversion, the optimum impedance 
profile is obtained by adding the reflectivity spikes iteratively. 
Some assumptions used in this method are: 
- Earth is adequately represented by a series of parallel layers. 
- Reflectivity function is characterized by the sparse and isolated spikes. 
- Noise has a Gaussian distribution with zero mean. 
- The wavelet is known. 
As mentioned before the deconvolved reflectivity is band-limited and it results in 
a non-unique solution. To overcome this problem, the additional information is 
introduced by assuming that earth is 1-D and adequately represent by homogenous 
parallel layers (Levy and Fullagar, 1981; Oldenburg et al. 1983). With that assumption, 
the reflectivity function must have the mathematical form: 
N 
r(t) = x r j 6 ( t - . r j ) ,  where 6 = 0 if t + .rj, 6 = 1 if t = .rj (3.9) 
j=1 
and ~j ==At, for some time increment At. 
The coefficients {a,: n=l ,N) are the spike amplitudes; thus a, = 0 when there is 
no spike at time t,. Now, the earth model is represented by spike reflectivity function. 
The spikes represent lithologic boundaries, and to provide a more geological solution, the 
number of reflectivity spike is minimized. So it only determines the "major" structural 
impedance boundaries. 
Taylor et al. (1979), Levy and Fullagar (198 I), and Oldenburg et al. (1 983) have 
described the use of a linear programming method (Lp) to construct a reflectivity 
function, which is accurate and well resolved. Meanwhile, the minimization of spike or 
sparsity of reflectivity can be found by minimizing a norm. A minimization of Lp-norm 
handled inexact data easily, so it suppresses the problems arising from additive noise and 
poor wavelet estimation (Oldenburg et a4. 1983). 
If the sparse and spike solution is required, a minimization of L1 -norm is the 
most appropriate algorithm (Levy and Fullagar, 1981). L1-norm of reflectivity series is 
defined as: 
The minimization of ilr!llyield to the fewest number of nonzero reflection coefficients. 
Levi and Fullagar (1981) conclude that the use of L1 norm give a superior result in the 
presence of random noise compared with the least square technique. 
To required a match between the synthetic and seismic trace or taken into account 
the noise, Fullegar (1985) generalized L1-deconvolution to Lp-deconvo4ution by 
minimizing the weighted sum of the absolute reflectivity (r) and some norm of the noise 
(n) : 
Min. F = %(r)+ hL,(n) (3.1 1) 
where parameter h defines the trade-off between sparse reflectivity and noise power. 
The noise is assumed to have a Gaussian distribution with a zero mean, which is common 
practice in seismic, and it is minimized by the L2-norm (Debeye and Van Riel, 1990). 
Therefore, the Lp-norm deconvolution problem as shown in equation 3.11 is solved best 
by minimizing the L1-norm of the reflectivity and the Lz of the noise: 
Min. F =  x l r i IP  + h q x n i l q  
The Jason Geoscience Workbench inversion package uses the approach based on 
above formulation with an addition of constraining the impedance result. Lp method also 
allows the incorporation of impedance constraints from geologic information. Oldenburg 
et al. ( 1 9 8 3 )  show that the inclusion of constraint can greatly improve the quality of the 
result. In this method, the constraint is incorporated by limited the impedance result 
within some interval and follow the trends defined by the impedance logs. The 
impedance logs are also used to obtained the low-frequency model as described 
previously. 
In summary, the objective function, which may be minimized to yield the 
optimum reflectivity and wavelet, is defined as: 
Objective function = xlr;.IP + hqxldi  - siIq + a 2 x ( t i  - z ~ ) ~  
i 1 i - - - 
reflectivity seismic misfit trend misfit 
The sample of seismic trace is defined as i. In the first term, rj is the reflectivity. The 
factor p is set to 0.9, so the first term is approximately the absolute length of the 
reflectivity factor, and hence represent the optimization of L1 norm. In the second term, 
factor q is set to 2, so this term represent the L2 norm optimization of data misfit, where 
d is the recorded seismic data, and s is the synthetic seismic obtained from the 
convolutional model. The third term shows the misfit between the impedance trend ( t i )  
and the impedance solution factor (zi) .  The impedance trend is obtained from impedance 
logs. The solution of impedance, zi, is defined by the constraint from the impedance log 
to fall within the interval ~~~i~~ < Zi < zmm. 
The reflectivity series is updated in an iterative way but not like the maximum 
likelihood algorithm where the reflection coefficient is added one by one. In the L1 
deconvolution, the "major" spikes are produced first. If the residual data between the 
recorded seismic and synthetic data is still larger, then the less "major" spikes are added 
to lessen the differences. However, the sparsity and the optimum match are not controlled 
by the iteration number but with the parameter h as shown in equation 3.11. 
The parameter A defines the trade-off between sparsity and noise. A h controls 
the spikiness of the reflectivity series. A low A value means the solution has few 
reflectors and results in a high residual for the difference between the synthetic trace and 
the recorded seismic data. If we use a high 1 value then we use many reflectors but gain 
a good match between the synthetic and the recorded seismic data. The choice of value 
is important for impedance calculation as many reflectors can cause a non-uniqueness 
problem and a less stable solution. By using many reflectors, it is possible that we add 
excessive noise in the solution. The optimum parameter h is chosen such that even if 
more reflectors are added there is not much improvement in data misfit (Debeye and Van 
Riel, 1990). 
A workflow in obtaining the reflectivity series in this method is shown in Figure 
3.2. Notice that the parameter h is added into the workflow to make sure the sparsity of 
the reflectivity and not to excessively match the noise in seismic data. A general 
workflow in the constrained sparse spike inversion in Jason Geoscience Workbench as 
explained in korenzen (2000) is outlined in Figure 3.3. 
I Solution = Estimation I c




Figure 3.3: A general workflow of the constrained sparse-spike algorithm (Lorenzen, 
2000). 
3.6 Wavelet Estimation 
Estimating the wavelet that will be used to invert seismic data is an important step 
in seismic inversion. In our inversion schemes' seismic traces can be viewed as the 
convolution of an unknown wavelet with an unknown earth impulse response. Therefore, 
wavelet estimation itself is an inversion problem, which yields non-unique solutions. The 
presence of noise makes this problem even more complicated. The wavelet is a function 
of the source signature, filtering and scattering in the earth, and the processing that was 
applied to the data. The wavelet can vary from trace to trace and vary in time within a 
single trace, so the wavelet extraction process can yield a large set of wavelets. In 
practice, a single wavelet is used for an entire survey to reduce the variability of the 
wavelet. The wavelet is usually estimated from a band-limited seismic window that 
includes the zone of interest and a continuous reflector with high amplitude, in order to 
achieve a higher signal to noise ratio. 
The wavelet estimation methods depend critically on the availability of data. If 
the impedance log is not available, a wavelet is estimated using a statistical technique. In 
this method, the earth reflectivity spectrum is assumed to be white, random, and 
stationery (Brown et al., 1996). The wavelet amplitude spectrum can be computed from 
the amplitude spectrum of recorded seismic data. The basic assumption of this method is 
that the auto-correlation and the amplitude spectrum of the seismic trace are similar to 
those of the seismic wavelet (Yilmaz, 2001). The phase spectrum is usually assumed as 
zero or constant phase. Zero phased seismic data has been used for a practical seismic 
interpretation purposes. The minimum phase wavelet can be described by a linear 
differential equation (Lindsey, 1996). However, real seismic wavelets can differ 
substantially from the assumed theoretical zero or minimum phase wavelets (Nyman et 
al., 1987, Brown et al., 1996). In reality the seismic data can contain mixed phase 
(Ziolkowski et al., 1998). 
If sonic and density logs exist, then they can be used to reduce the non-uniqueness 
in the wavelet estimation. A representative reflectivity sequence is assumed to be easily 
predicted from the well log, and the noise in the seismic data is assumed to be low- 
amplitude random, and uncorrelated with the other components (Hampson and Galbraith, 
1981). In this approach, no assumption has to be made about the phase. The wavelet is 
estimated using the least-squares method (Lines and Treitel, 1996; Hampson and 
Galbraith, 1981). The problem with this approach is that the result is very sensitive to the 
tie between the well log and the seismic data. The adjustment between the synthetic trace 
and the real seismic data will change the phase and amplitude spectrum of the wavelet. 
The quality of well log also will affect the accuracy of wavelet estimation. 
CHAPTER 4 
TIME-LAPSE P-WAVE ANALYSIS 
4.1 Introduction 
In time-lapse seismic surveys, the presence of non-repeatable (non-stationary) 
noise because of differences in acquisition and processing is real, even in the best 
scenario. The causes include differences in survey acquisition, such as different 
geometries, changes in site survey condition, and different equipment. Errors also can 
come from differences in processing flow or in the seismic parameters used in data 
processing (Rickett and Lumley, 2001; Ross et al., 1996). Non- repeatability of time- 
lapse surveys can result in seismic differences in the static portion of the data that are not 
related to the reservoir change. To remove these effects, a cross-equalization process is 
needed to match the seismic responses in the static portion of both surveys. 
In Weyburn Field, differences in acquisition are largely caused by the near 
surface variations in time. In the baseline survey, the ground was wetter than in the 
second survey. There may also be some slight differences in the position of the source at 
various shot-points as well. In addition, three different sources were used: Mertz 18 on 
the baseline survey and NI-Triax and I/O sidewinder on the second one. Both volumes 
were processed simultaneously to ensure the repeatability in the seismic processing. The 
cross-equalization process in this study is performed using Pro4D program (Hampson- 
Russell Ltd.). Each cross-equalization process on P-wave time-lapse data of Weyburn 
field is shown here. At the end, the amplitude difference maps for both Marly and Vuggy 
reservofrs are generated. 
4.2 Siqnal Cross-equalization 
Cross-equalization (Ross et al., 1996) is a term used for processing two seismic 
volumes with an ob~ective to remove the differences in data that are not related to 
reservoir changes. In time lapse seismic monitoring, the seismic differences are expected 
to be seen only in the reservoir zone. Therefore, if we see the changes outside the 
reservoir, where we assume there is no fluid movement, then the interpretation of time- 
lapse seismic difference will be questionable. 
In cross-equalization, we need to estimate a wavelet operator or operators that 
match the reflection data of both surveys (Ross et al., 1996). Usually the baseline survey 
is used as a reference volume and the monitor survey will be equalized to match the 
baseline volume. After cross-equalization is applied, in theory, the differences between 
the two surveys will be zero in the static portion or outside the reservoir, and the changes 
in the reservoir will only relate to fluid changes. Ross et al. (1996) proposed four 
elements to cross-equalize time-lapse stacked seismic data: time corrections, energy 
balancing, bandwidth balancing, and phase corrections. The result of cross-equalized 
traces (tEXO) is calculated as: 
where t is the input trace, * connotes convolution, and s,,,, rms,,,, m,,,, p,,, are cross- 
equalization elements (in impulse response8 corresponding to time, amplitude, 
magnitude, and phase, respectively (Ross et al., 1996) 
The assumption made in this process is that the portion of the data was not 
affected by any time dependent changes. Therefore, the filters to equalize the time-lapse 
are estimated in the static portion of data and then applied to the dynamic portion 
(Duranti, 200 1). 
Ross et al. (1996) and Luca Duranti (2001) used a simple model to show the 
effect of each component on the amplitude difference. By using the field data, Ricket and 
Lumley (2001) applied the match filtering that simultaneously estimates the correction 
for time shift, phase, and spectral differences, and then applies the amplitude balancing. 
Meanwhile, Duranti (2001) applied the amplitude balancing, phase matching, time 
correction, and spectral balancing respectively. Therefore, there is no rule in which order 
these fourth elements should be applied as these are linear processes. 
In addition to those elements, it is often necessary to apply additional processes; 
for example, Rickett and Lumley (2001) perform residual migration to correct for the 
misposition of reflectors in time- lapse data in the Gulf of Mexico. 
4.3 Cross-equalization of Wevburn P-wave Data 
For the time-lapse seismic data, a measure of the repeatability of both surveys is 
needed. To evaluate the repeatability of P-wave seismic data in the Weyburn Field, the 
seismic difference volume is generated by subtracting the seismic amplitude of the 
monitor survey from that of the baseline survey. Xline 100 is used for displaying an 
example of seismic section in this chapter (Figure 4.1). Figures 4.2 show three sections 
for Xline 100; which are the seismic data for baseline and monitor survey, and the 
seismic differences between the two (monitor-baseline). The horizontal injector wells in 
this cross-line are located at Line 32-36 for the southern well and at Line 88-94 for the 
northern well. 
Figure 4.1: Location of Xline 100 used for displaying an example of seismic section. 
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Figure 4.2: The seismic section for baseline survey (a), monitor survey (b), and seismic 
difference (monitor-baseline) before cross-equalization process (c). Note the presence of 
residual energy above the reservoir. 
Notice the presence of residual energy in the static portion above the reservoir, 
which has more energy compared with the residual energy in the reservoir, especially in 
the NW area. The seismic difference between those surveys is expected only to 
correspond to the reservoir changes due to fluid injection or pressure changes. Therefore, 
cross-equalization is required to remove the energy differences in the static portion, and 
this process will affect the energy in the reservoir. 
The phase correction is calculated by taking a cross-correlation between traces of 
the baseline and monitor surveys. The optimum phase shift for a particular trace is 
determined as the phase at the maximum amplitude of cross correlation. Figure 4.3 
displays the cross-correlation between baseline and monitor survey for Xline 100 
showing there is a time shift, which varies between traces from -2 to 2 ms. A phase 
difference is difficult to see. Ross et al. (1996) note that the human eye cannot detect the 
phase mismatches lower than 20". 
Figure 4.3: Cross-correlation between traces of the baseline and monitor surveys. Note 
the presence of time shift, and possible the phase shift. 
The phase shift can be determined using several windows starting from 500ms. 
Multiple windows are used with nine 250 ms time windows with a 200 ms overlap. To 
investigate the variation of phase shift, another layer stripping form is attempted: eight 
300 ms time windows, 250 ms overlapping. In general, the average phase shift between 
the two stripping forms is similar. 
The average phase shift that is calculated using multiple-time windows above the 
reservoir varies between -10 degrees to 20 degrees in the survey area as displayed in 
Figure 4.4. To generate the cross-equalized volume, the monitor survey traces are phase- 
shifted in trace-by-trace basis for the entire interval window. Figure 4.5 shows the 
seismic difference after phase correction. Visually, there is not much improvement in 
removing the residual energy in the static portion. If the seismic difference before and 
after phase correction is subtracted, then there is a residual energy that has been removed 
after the process. 
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Figure 4.4: The phase shift in trace-by-trace basis, which is applied to monitor survey. 
Xline 100 
Figure 4.5: Seismic difference between the baseline and monitor surveys after phase 
correction. Visually, there is not much difference with Figure 4 . 2 ~ .  
4.3.2 Spectral Balancing 
Because of the different acquisition and processing, the two surveys contain two 
different wavelets (Rickett and Lumley, 2001). Figure 4.6 shows the amplitude spectrum 
for baseline and monitor surveys. Notice the difference in amplitude spectrum for interval 
frequency 30-80 Hz. To correct for the differences, the filter that matches two surveys is 
estimated (Rickett and Lumley, 2001; Duranti, 2001). Duranti (2001) used spectral 
decomposition, which is based on the minimum phase, to estimate the deconvolution 
operator applied for two seismic data sets. In this program, the filter is estimated using a 
Wiener-Eevinson least squares approach. The program assumes the reflectivity is 
constant between two surveys. Since this may not be true since the acoustic impedance is 
changed due to production or injection effect, the calculation is usually performed with 
the global method and a correlation threshold. The threshold prevents traces with low 
correlation from being used in filter design. From the assumption of constant reflectivity, 
the a~~tocorrelation f the baseline survey is assumed to include the wavelet and the 
reflectivity. The cross-correlation between baseline and monitor provides the reflectivity 
and the product of the two wavelets. The matching filter then matches the cross- 
correlation to the autocorrelation (Hampson-Russell Ltd, personal communication, 2002). 
The global filter is shown in Figure 4.7.The amplitude spectrum for the monitor survey 
after cross-equalization is close to the baseline survey spectrum, as shown in Figure 4.8. 
Figure 4.9 shows the seismic difference after spectral balancing. There is not much 
difference after this process is applied. 
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Figure 4.6: The amplitude spectrum for Xline 100 in interval window for baseline and 
monitor surveys before cross-equalization. It shows the difference in the amplitude 
spectrum for frequency 30 - 80 Hz. 
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Figure 4.7: The shaping filter used to equalize the monitor survey to the baseline survey. 
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Figure 4.8: The amplitude spectrum for the baseline and monitor survey after spectral 
balancing. The spectrum shows similar amplitude for both surveys for frequency less 
than 80 Hz. 
Figure 4.9: The seismic difference between the baseline and monitor surveys after 
spectral balancing. 
4.3.3 Time Shift 
From the cross-correlation between the baseline and monitor traces (Figure 4.3), 
there is a time shift between the baseline and monitor surveys. The phase shift also 
improves the cross-correlation between traces. However, the phase shift is small and may 
not correct the presence of time shift. Therefore, the time shift correction is applied 
separately. Multiple windows are used to take into account the variation of time shift in 
time. The windows are the same as with those used in the phase correction. The time shift 
is similar for each sliding window, so the time shift does not vary much in time. The 
result of the time shift on a trace-by-trace basis is shown in Figure 4.10, which is around 
-2.5 ms to 2 ms. Figure 4.11 shows the seismic difference after the time shift. Notice that 
the residual energy above the reservoir is reduced significantly, and that strong energy 
appears within the reservoir interval. 
Figure 4.10: The time shlft on trace-by-trace basis from a window above the reservoir 
varies between -3 ms to 2 ms. 
Figure 4.1 1 : Seismic difference after residual time shift. Note that the residual energy 
above the reservoir is significantly removed 
4.3.4 Am~litude Balancing 
The amplitude of the monitor survey is equalized by multiplying its amplitude 
with the RMS amplitude ratio between baseline and monitor traces. Sliding windows are 
also used in this process. However, there is not much amplitude ratio variation in the time 
window. The amplitude ratio is approximately 0.92 to 1.16 as shown in Figure 4.12. 
There is no significant improvement on the result after this process was applied Figures 
4.13 and 4.14 show the final monitor survey and the final seismic difference volume 
between the surveys. 
Amplilude Ratio 
Figure 4.12: Amplitude ratio between the baseline and monitor sweys  before the 
amplitude balancing process. 

4.4 P-wave Amplitude Time-lapse Analvsis 
Huang et al. (2001) discuss the variation of effective tuning thickness, i.e., time 
(isochron) between two surveys in time-lapse analysis. A reservoir isochron is varied 
between two surveys, which is caused by the change in seismic velocity due to the fluid 
substitution or production or the difference in frequency content between two data sets. 
The changes in isochron will affect the amplitude response and therefore the impedance 
response. 
After the cross-equalization process, the frequency as well as phase and time has 
been equalized. Therefore, the only factor that changes an isochron is velocity. In the 
Vacuum Field, the velocity changes for reservoir interval can be calculated from the 
difference in reflection time and amplitude changes (Duranti, 2001). However, in this 
study the estimation of isochron is not attempted due to the reservoir thickness occurring 
below the tuning thickness. 
For a reservoir with thickness less than '/4 of the wavelength such as the Marly 
and Vuggy, it is the amplitude that is proportional to bed thickness (Widess, 1973; 
Hardage, 1986). The effect of thickness on the amplitude for a thin bed is shown in 
Figure 4.15. The normalized maximum amplitude is plotted as a function At and 
frequency tuning (Castagna et al., 1993 from Ostrander, unpublished course notes, 1983). 
The Marly and Vuggy isochron is plotted as well. As a result, the changes in time-lapse 
surveys will correspond to the amplitude changes of the reservoir reflector. 
Huang et al. (2001) show that the amplitude change is not only because the 
velocity changes but also depends on the isochron variation within a reservoir unit. The 
Marly thickness through the survey varies between 4-7 m, and Vuggy is around 17-20 m. 
Huang et al. (2001) pointed out that although the velocity changes are the same within the 
reservoir, the amplitude will show different results for different isochrons. Therefore, the 
amplitude changes for each reservoir are not only related to the changes in velocity due to 
C02  injection but also related to reservoir isochron. 
Figure 4.15: Normalized maximum amplitude versus frequency-time thickness product 
showing effect of thin bed tuning (Castagna et al. 1993 from Ostrander, unpublished 
course notes, 1983). 
However, it is difficult to differentiate whether the amplitude differences in the 
reservoir are related solely to changes in the Marly, Vuggy, or both due to the thickness 
of the reservoir (Brown, 2002). The amplitude difference maps for each reservoir unit are 
generated by carefully tying the horizons with the well data. Figure 4.16 shows the well 
data and the 1-D synthetic seismic trace for well PCP-01021364. The top of Marly 
reservoir corresponds to a trough event, and the base of the Vuggy interval is close to the 
peak event. 
Due to the C02  injection, the impedance decreases in both intervals. It produces a 
larger trough at the Marly horizon and a larger peak at the base of Vuggy. However, the 
amplitude difference result depends on the choice of time window. In this study, the 
amplitude change for the Marly is calculated from the difference amplitude at the trough 
event within a 4 ms window. Meanwhile, the change in the Vuggy is calculated from the 
amplitude at the peak event (base of Vuggy) within a 12 ms window. 
Figure 4.16: The well log and the synthetic seismic trace for Well PCP-01021364. 
Figures 4.17 and 4.18 show the difference in amplitude from both surveys for the 
Marly and Vuggy reservoirs. The color bar shows the percentage of amplitude changes 
from the baseline survey, which is about -30% to 30%. In general, both maps show 
similar results indicating that the amplitude difference cannot differentiate the response in 
the Marly and Vuggy separately. 
In both maps, the amplitude changes correspond to the location of the C02 
injection pattern. There is no amplitude change in the northern quadrant well as not much 
C02 has been injected in this well due to operational difficulties or due to the stiffness of 
the rock in this quadrant. 
change 
Figure 4.17: The amplitude difference between the baseline and monitor surveys for the 
Marly reservoir from the minimum amplitude event. 
Figure 4.18: The amplitude difference between the baseline and monitor surveys for the 
Vuggy reservoir from the maximum amplitude event. 
4.5 Summary 
This chapter has discussed the cross-equalization process of the P-wave seismic 
data of the Weyburn Field. Compared to the other elements, the time shift has the most 
effect on the differences between the two surveys in this field. Which element is a major 
component of the total cross equalization process is dependent on the data. Ross et al. 
(1996) note that time-shift and amplitude balancing made insignificant contribution in 
their field study. Meanwhile, Duranti (2001) notes that time shift and spectral balancing 
did not improve the result. Therefore, the choice in which order the four elements are 
applied is data dependent. 
The amplitude of the monitor survey changes between -30% to 30% from the 
amplitude of the baseline survey. The pattern of the amplitude changes relate to the 
location of CQ2 injection wells, suggesting that seismic data can be used as a tool for 
monitoring fluid movement in this thin carbonate reservoir. However, the amplitude 
change does not only relate to the velocity change but also to the isochron variation 
within a reservoir unit. 
Because the amplitude is a boundary property, the changes in the Marly only, 
Vuggy only, or both will affect both Marly and Vuggy reflections. Therefore, it is 
difficult to unambiguously relate amplitude changes to reservoir properties for each 
reservoir interval. To improve the time-lapse interpretation, P-impedance is used to 
separate the Marly and Vuggy responses. For each interval, the P-impedance differences 
between two surveys are related to the properties changes within a reservoir unit as 




This chapter discusses forward and inverse modeling that is conducted to 
understand the reliability and error estimation of impedance inversion. Two models using 
parameters from the available well logs are generated for the modeling. The first model is 
a wedge model generated to understand the sensitivity of P-impedance to thickness 
variation considering that Weyburn reservoir units are thin beds. 
Russell (1988) notes that it is difficult to break the low-resolution limit of % of the 
dominant seismic wavelength. However, this study is aimed to obtain the P-impedance 
changes from time-lapse seismic data. Therefore, the error caused by thin bed thickness is 
present in both surveys. By taking the difference in P-impedance between two surveys, 
the error is assumed to cancel out. 
To support the argument above, a layer model is generated with the Weyburn 
parameters. Several seismic data sets are generated for different impedance values at the 
reservoir interval. The data sets are inverted, and the changes in P-impedance are 
compared with the original impedance value. 
5.2 IVlodels 
Two models are generated to understand a sensitivity of inversion result to 
variation of model parameters. The parameters for the model, such as velocity, density, 
and thickness, are obtained from well log data. The first model is a wedge model that is 
intended to examine the inverted impedance and calculate the error related to the 
thickness variation. 
Figure 5.1 displays the wedge model with the low impedance layer (8740 rnls 
glcc) bounded by high impedance layers (13750 rnls glcc) as the Marly interval bounded 
by the high Vuggy impedance. The zero offset seismic data is generated with a 35 Hz 
Ricker wavelet and shown in Figure 5.2. 
The second model is a layer model with the parameterization from the well log as 
shown in Figure 5.3. This model is generated to observe how well the inversion predicts 
the impedance changes between different seismic data sets. The 35 Hz Ricker wavelet is 
also used to generate the seismic data as shown in Figure 5.4. 
Figure 5.1: The wedge model with the low impedance layer bounded by high impedance 
layers 
Figure 5.2: The seismic data generated from the wedge model using Ricker wavelet (35 
Hz). 
Figure 5.3: A layer model with parameters similar to those of the Weyburn Field. 
Figure 5.4: The zero offset seismic data generated from the layer model using the Ricker 
wavelet (35 Hz) 
5.3 Reservoir Thickness 
The thickness issue is important because the reservoir units in the Weyburn Field 
are categorized as thin beds. Widess (1973) proposed that a thin bed is defined as a bed 
whose thickness is ?A or less of the dominant wavelength (tuning thickness). The Marly 
thickness through the entire RCP survey is around 4-7 m, and the Vuggy thickness is 
around 17-20 m. With dominant frequency is around 30 Hz, the Marly thickness is 
approximately A116 and the Vuggy thickness is around h/8 where h is the dominant 
wavelength of seismic wavelet. 
Russell (1988) compares sparse-spike and recursive inversion using a wedge 
model. His result shows that the sparse-spike inversion does a better job in obtaining 
impedance for thin layer than the recursive inversion due to the broad-band nature of 
sparse-spike inversion. However, the result still differs from the model showing that it is 
difficult to resolve the bed thickness below ?A dominant wavelength. 
To show an error related to the thickness of the reservoir, the wedge model 
(Figure 5.2) is inverted using the model-based inversion. Figure 5.5 shows the impedance 
differences between the inverted and model impedance in percentage. In case the wedge 
has lower impedance than the upper and lower layers, then the inverted impedance tends 
to produce higher impedance than the model (positive error) and vice versa. 
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Figure 5.5: The P-impedance error (inverted -model) relative to impedance model. An 
error is larger as the thinner reservoir thickness. 
It shows that below a tuning thickness, an error between the inverted impedance 
and "true" impedance is larger as the reservoir becomes thinner, as illustrated in Figure 
5.6. Therefore, for the Marly and Vuggy where the time thickness is 1/16 and 118 
respectively, the inverted impedance result may have been deviated from its "true" 
impedance. 
However, this study is primarily to obtain P-impedance changes from time-lapse 
seismic data. Related to time-lapse data, the thickness of reservoirs is constant between 
two surveys. Therefore, the error related to the fact that reservoir thickness is less than 
the tuning thickness is present in both surveys. By taking the differences between two 
surveys, the error is assumed to cancel out. 
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Figure 5.6: The error between the inverted impedance and expected impedance as 
function of reservoir thickness. h is a dominant wavelength. 
5.4 Chanqes in P-impedance 
Layer modeling was conducted to examine the feasibility of inversion to obtain 
the impedance changes in thin bed reservoirs. The method used was the model-based 
inversion. Four models were built with the same parameters as .the layer model shown in 
Figure 5.3, but then the velocity of the fourth layer (similar to the Marly) was changed by 
-lo%, -7.5%, -5% and -2.5% of the original velocity. Four zero offset seismic data sets 
were generated using the 35 Hz Ricker Wavelet. 
Figure 5.7 shows the result of how the inverted impedance changes compare with 
the expected impedance changes from the model. The standard deviation for the 
impedance changes is shown as well. Notice that the inverted impedance estimated 
changes less than the model, with differences around 0 - 1.7%. The error becomes larger 
in relation to the changes in impedance contrast. Meanwhile, the changes in the upper and 
lower layers of the fourth layer are less than 12%. 
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Figure 5.7: The result of inverted impedance changes compared with the input model 
impedance from the layer model. The velocity is changed only for the fourth layer. 
A second modeling scenario is conducted by changing the velocity of two layers, 
similar to the Marly and Vuggy changes. There is no noise added to the signal. The fourth 
layer velocity is changed for -lo%, -7.5%, -5%, and -2.5% as above. Meanwhile, since 
the expected velocity change in the Vuggy is smaller, the fifth layer velocity is changed 
by -I%, -IS%, -2.5%, and -3.5% of the original fifth layer velocity. The seismic data 
sets for each model are also generated using the 35 Hz Ricker Wavelet. 
This modeling is performed as a test of whether the changes in the fourth layer are 
affected by the changes in fifth layer or vice-versa. The impedance changes for the fourth 
layer is shown in Figure 5.8, and for the fifth layer is shown in Figure 5.9. Figure 5.8 
shows that the deviation is larger, and the difference between the expected changes and 
the inverted is also larger than the first model. The inverted impedance predicts the 
changes lower than the model around 0.5 to 2.5%. This indicates that the impedance 
changes in the fifth layer affect this result. The errors are larger as impedance changes 
increase. 
Meanwhile, for the fifth layer (Figure 5.9), there are large differences between the 
inverted changes with the expected changes. The inverted changes are around -5% to - 
9%, where the model is -1 to -3.5%. The reason for this difference is because the 
reflection coefficient for the fifth reflector depends on the impedance of the fourth and 
fifth units. Therefore, the change in both intervals will affect the fifth impedance. 
Meanwhile, the reflection coefficient at the fourth layer depends on the impedance of the 
third and fourth. Since the third impedance change is zero then the changes of reflection 
coefficient is only related to the fourth layer change in impedance. In addition, the 
amplitude on the fourth horizon is stronger (trough) than the amplitude in the fifth layer 
(weak peak), and the inversion gives more weight to the fourth layer and causes the 
changes is the fifth layer to be shifted to larger changes. Notice that the shift is almost 
equal for different impedance changes, around -4% to -5%, and the inverted changes still 
show the level of changes (-1 to -4%), which are different with the changes in the fourth 
layer. 
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Figure 5.8: The inverted impedance changes compared with the expected changes for the 
fourth layer where the fourth and fifth layer velocities are changed. 
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Figure 5.9: The inverted impedance changes compared with the expected changes for 
fifth layer where the fourth and fifth layer velocities are changed. Notice that the changes 
are shifted for around -4% to -5%. 
The reservoir units at Weyburn Field are categorized as thin beds. The impedance 
values of a thin bed are influenced by the impedance above and below the thin bed. 
However, the objective of this study is to obtain the impedance differences in time-lapse 
data, so the error related to the thickness is assumed to cancel out. Therefore, the 
impedance changes still reflect the fluid movement in the reservoir during a particular 
time interval. 
From the modeling result, there are the differences between the expected 
impedance and inverted impedance changes. For the fourth layer (corresponding to the 
Marly) the error ranges from 0 to 2.5%. Meanwhile, the inverted changes for the fifth 
layer (corresponding to the Vuggy) is shifted 4% to 5% larger than the expected changes. 
This error should be considered when the impedance changes are estimated from the 
time-lapse seismic data for each interval. The fifth layer after correction shows different 
changes with the changes in fourth layer, and close to the modeled changes. This 
indicates the possibility to differentiate the impedance changes in the Marly and Vuggy 
units. 
CHAPTER 6 
INVERSION OF P-WAVE SEISMIC DATA 
6.1 Introduction 
This chapter presents the inversion of P-wave seismic data using both model- 
based and sparse-spike inversion methods. The important aspect in seismic inversion, 
wavelet estimation is discussed here as well. The wavelets are estimated from three wells 
with sonic and density logs using both the baseline and monitor surveys. The same 
wavelets are used in both inversion methods. 
The correlation between synthetic data generated from the impedance logs and 
seismic data is discussed here as well. This correlation is done carefully, since the tying 
process affects the amplitude and phase of the wavelet. In addition to wavelet estimation, 
the well log is used to build the low frequency model that is added to the inversion 
process as shown in Figure 6.10. 
The impedance result from the model-based and sparse-spike inversion is 
discussed in this chapter. The inverted impedance is compared with the impedance 
model. However, the impedance model generated from the well logs contains high 
frequency data that is not present in the seismic data. Therefore, the inverted impedance 
did not show the impedance contrast between the Marly and Vuggy as shown in 
impedance model. The distinction between the Marly and Vuggy impedance is more 
apparent in the impedance slice maps as shown in Figures 6.14 and 6.15. Finally, general 
assumptions and factors that influence the inversion result are discussed. 
6.2 Wavelet Estimation 
Wavelets were estimated from three wells with sonic and density logs: PCP- 
0 102 1364, PCP- 1 107 1364, and PCP-2 1 13 1863. During the wavelet estimation, the logs 
are stretched or squeezed to obtain a good tie between the well data and the recorded 
seismic trace. The least-squares method is used to estimate the wavelet that gives the 
optimum match between the seismic data and the impedance log. The theory in wavelet 
estimation is discussed in Chapter 3. 
Wavelets are estimated from both the baseline and monitor surveys with the same 
time windows. The time window depends on the availability of the well data. Log data 
from the three wells are present for the interval 1150 m to 1450 m or around 1010 ms to 
1180 ms in two-way time. Figure 6.1 shows the seismic lines that include the three wells, 
with ten traces for each well. The well log intervals include the strong and continuous 
peak reflectors: Lower Vanguard, Upper Watrous, and top of Mississippian. The 
estimation window for the wavelets is generally from the Lower Vanguard to the top of 
Marly reservoir, which is defined as a strong trough event because the least-squares 
wavelet estimation requires significant reflectors to obtain a stable wavelet. Meanwhile, 
the top and bottom Vuggy reservoir is a non-distinct and weak reflector. A wavelet is 
considered to be stable if its amplitude and phase spectrum do not significantly change 
even if the small shift is applied to the estimation window. 
The thick lines in Figure 6.1 display the time window for each well used for the 
wavelet estimation. The length of window is approximately 130 ms to 170 ms, which is 
around 2-3 times the wavelength. Ideally, a window length is chosen between 300 - 400 
ms for frequency of 30 - 40 Hz. However, due to the availability of well data, the short 
window is used which may produce taper and edge effects on a wavelet. 
Figure 6.1 : P-wave seismic data (baseline survey) around the three wells used to estimate 
the wavelets with the thickness show the time windows used for the wavelet estimation. 
Figure 6.2 displays the seismic data for the baseline survey around well PCP- 
01021364 and the synthetic data generated using an individual wavelet, which is shown 
in Figure 6.3. At the Lower Vanguard interval, the synthetic data cannot match the 
seismic data. The reflector at this interval has broader central lobe that cannot be modeled 
by synthetic. It is also difficult to match the seismic data at the Vuggy interval due to the 
lack of well information below that interval. Note that the same trace scaling is used for 
the seismic data and synthetic traces in Figure 6.2. 
In Figure 6.3, the wavelets for well PCP-01021364 estimated using the baseline 
and monitor data are displayed. The amplitude, phase, and frequency of the monitor 
survey wavelet are close to those of the baseline survey's wavelet. This is not surprising 
since this well is not located near the injection wells. Wavelets for this well have a wide 
central lobe with maximum energy at zero time. The dominant frequency is around 30 
Hz. The phase is varied between 35" to -20" with an average -15" for the baseline survey 
and around -10" for the monitor survey. 
The correlation between the seismic and synthetic data for well PCP-1 1071364 is 
shown in Figure 6.4. The strong reflectors at the synthetic align very well with those at 
the seismic data. The synthetic data at 1175 ms and reflectors near the Marly horizon 
produce stronger reflectors than in the seismic, which may cause the residual data in 
those intervals. 
Well PCP-1 1071364 is not located near the C02  injection pattern. Therefore, 
there are slight differences between wavelets from the baseline and monitor seismic data 
as displayed in Figure 6.5. The wavelet shape is similar to the PCP-01021364's wavelet 
because the location of two wells is close to each other. The frequency and phase 
spectrum of two wavelets are also similar. The phase is around 35" to -20" with the 
average -10" for both surveys. 
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Figure 6.3: Wavelets for well PCP-01021364 estimated from the baseline and monitor 
seismic data using time window as shown in Figure 6.1. 
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Figure 6.5: Wavelets for well PCP-1 1071364 estimated from the baseline and monitor 
seismic data using time window as shown in Figure 6.1. 
The seismic traces around well PCP-2113 1863 and the synthetic traces, generated 
using an individual wavelet are shown in Figure 6.6. The correlation above the Lower 
Vanguard in this well is better than its correlation in previous wells. The wavelet for this 
well has stronger side lobes than other wavelets (Figure 6.7). The frequency spectrum is 
broader than that of previous wavelets, and the phase is more variable with ranges from - 
45" to 40°. As well as in the other wells, there are not many differences between the 
baseline and monitor survey wavelets. 
From these three wells, well PCP-11071364 has the best correlation. The strong 
reflectors align and produce the least residual data. Nevertheless, two other wells also 
match with seismic data. For three wells, it is quite difficult to match the Vuggy interval 
due to the availability of well log and seismic resolution. This problem will affect the 
inverted impedance in reservoir intervals. 
For better comparison between three wavelets, Figure 6.8 shows amplitude, 
frequency, and phase spectrum for each wavelet from the baseline survey. Notice that the 
wavelet shapes for well PCP-01021364 and PCP- 1 107 1364 are similar. Meanwhile, the 
wavelet for PCP-2 1 13 1863 has different shape and phase spectrum. Considering the 
survey is not large, the wavelets for these wells is expected to have similar amplitude and 
phase character. This is also important since only one wavelet is used to invert the entire 
seismic data since it is not simple to decide the weight on the lateral varied wavelet. For 
this inversion investigation, a wavelet is also assumed to be time-invariant. However, the 
constant wavelet can introduce errors in the result if the wavelet is significant varies 
within the survey. 
The PCP-2 1 13 1863's wavelet is likely unstable compared to the other wavelets 
since it has more side lobes. Meanwhile, the phase is 50" out of phase with respect to the 
others. These differences can be caused by the quality of well PCP-2113 1863 log data. 
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Figure 6.7: Wavelets for well PCP-21 131863 estimated from the baseline and monitor 
seismic data using time window as shown in Figure 6.1. 
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Figure 6.8: Wavelets from three wells estimated from the baseline seismic data using 
time window as shown in Figure 6.1. 
Because of the quality of PCP-21 13 1863's wavelet, the PCP-01021364's or PCP- 
11071364's wavelet is chosen for use in the inversion. Both wavelets also have a wide 
central lobe and minimal side lobes, which are better in detecting thin beds (Hardage, 
1986). 
The multi-well wavelet is generated from well PCP-0 102 1364 and PCP- 1 107 1364 
because the wavelets from these wells have the same character and contribute in the same 
way. The multi-well wavelet is also used to reduce the likelihood that noise in the seismic 
data will be incorporated and reduce the wavelet variation between traces. Figure 6.9 
shows the multi-well wavelet for both surveys, which is the average of each wavelet 
since there are only two wells used. The wavelet has a similar amplitude, frequency and 
phase spectrum as an individual wavelet from well PCP-01021364 and PCP-1 107 136, 
with an average phase around 15". Notice also that the multi-well wavelet is the most 
stable wavelet between the two surveys. 
Another consideration in choosing the wavelet used in inversion is the cross- 
correlation between the synthetic and seismic data. Table 6.1 shows the correlation value 
between the seismic data and synthetic data generated using each wavelet for the three 
wells within the well interval. It shows that the multi-well wavelet gives the best 
correlation in generating synthetic data for the three wells. 
Table 6.1: Cross-correlation value for the three wells using individual wavelets and the 
multi-well wavelet. 
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Figure 6.9: The multi-wells wavelets estimated from the baseline and monitor 
data using well PCP-01021364 and PCP-1 1071364. 
seismic 
6.3 Model-Based Inversion Results 
The first inversion method used in this thesis is the model-based inversion using 
the Hampson-Russell software package. The theory of this method is discussed in 
Chapter 3. Model-based inversion is based on pertubation of the initial model. An initial 
model is generated from the P-impedance well logs that are interpolated and extrapolated 
guided by the horizon interpretation. The model is also used as low-frequency 
information that is added to the inversion process in both inversion methods. Discussion 
on the low-frequency model is found in Section 3.3. Figure 6.10 shows the example of 
the impedance section used as an initial model with the available impedance logs. Notice 
that the Marly has lower impedance compared with the upper and lower layers. 
Meanwhile, the Vuggy interval has higher impedance than the Marly and Frobisher 
intervals. 
The parameters defined in this method are the iteration number and the impedance 
block. Each block is assigned an initial impedance, thickness in time, and impedance 
gradient. On average, the minimum of thickness for the block is three times the sample 
rate, 6 ms (Cooke, 1981). The model is iterated using an conjugate-gradient algorithm 
until the good match between the synthetic and seismic data is achieved. The impedance 
result is constrained to the lower bound (log impedance - 30% of log impedance) and 
upper bound (log impedance + 30% of log impedance). 
The inverted impedance section through the impedance logs for the baseline 
survey is shown in Figure 6.11. In this figure, the impedance logs are high-cut filtered to 
match the frequency of seismic data. The inverted impedances boundaries match with the 
filtered impedance logs boundaries and the inverted impedance values are close to the 
impedance logs. However, there is no obvious separation between the Marly and Vuggy 
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In general, the Marly inverted impedance is higher than the model impedance because it 
is bounded by the Vuggy and Top of Mississippian high impedances. Meanwhile, the 
Vuggy inverted impedance is lower than its model. However, as explained previously, 
the aim of this study is to obtain the P-impedance change between the two surveys. 
Therefore, the error related to the thickness is assumed to cancel out or be minimized, 
and the impedance change analysis is still valid. 
Figure 6.12 displays the seismic and residual data, which is the difference 
between the recorded and inverted seismic data, for the baseline survey along Xline 100. 
Note that the same trace scaling is applied in the seismic and residual data. Meanwhile, 
Figure 6.13 shows the seismic and residual data for the monitor survey. For both surveys, 
most of the energy has been accounted for with the model. The residual data can be 
regarded as a noise that cannot be modeled during the inversion process. 
Figures 6.14 and 6.15 show the Marly and Vuggy impedance maps for the 
baseline survey. Notice that there are differences between the Marly and Vuggy 
impedances especially in the western, southern, and eastern of the survey. The Marly 
impedance is around 1. le'07 to 1 .35e*07 kg/m' d s  where as the initial model is around 
9.5eto6 to 1 .2e+07 kg/m3 d s .  For most areas, the Marly has higher impedance than the 
Vuggy. The Marly impedance is affected by both the Mississippian and Vuggy 
impedances. The impedance range for Vuggy interval is around 1. le*07 to 1 .4e+07 kg/m3 
d s .  
The separation between the Marly and Vuggy impedance is not obvious as the 
initial model but'distinction between the Marly and Vuggy impedance is more apparent 
in these maps. This gives an indication that the Marly and Vuggy will result in different 
responses in impedance changes, even though the value is probably biased due to the 
reservoir thickness and seismic resolution. 


Figure 6.14: The Marly inverted impedance using the model-based inversion for the 
baseline survey. 
Figure 6.15: The Vuggy inverted impedance using the model-based inversion for the 
baseline survey. 
6.4 Sparse-spi ke Inversion Results 
The second method used is a constrained sparse-spike inversion. The particular 
software package employed here was developed by Jason Geosystems. The wavelets used 
in this method are the same wavelets used in the model-based inversion. The theory of 
this method is explained in Section 3.5. The low-frequency model is added to the process 
from the available well logs. An example of the impedance model section has been 
shown in Figure 6.10. 
Figure 6.16 shows the inverted P-impedance for the baseline survey using sparse- 
spike inversion for the same seismic line in Figure 6.1 1. The figure also displays the 
impedance logs that have been filtered to match the seismic data resolution. As in the 
model-based inversion, the Marly inverted impedance is higher than its model, and the 
Vuggy has lower impedance than its model. This demonstrates that it is difficult to match 
the impedance value as in the initial model due to the thickness of the reservoir. The 
inversion process cannot realistically reconstruct the full range of high frequency beyond 
the seismic data as represented in the impedance logs. Notice that only well-separated 
events such as the Mississippian interval above the reservoir can be well-resolved. The 
resolution is limited roughly from wavelet peak to trough distance (Debeye and Van Riel, 
1 990). 
Notice that there are significant differences between the impedance sections 
derived from the two methods (Figures 6.1 1 and 6.16) even for well-separated events 
such as the Mississippian interval and the layers at the upper and lower Upper Watrous 
horizon. In the model-based inversion, the result is biased towards the well data as the 
initial model. The algorithm finds the nearest minimum of the objective function, which 
may not be the global minimum or the true impedance. Therefore, normally the model- 
based result is close to the initial model (Lorenzen, 2000; Ma, 2001). Meanwhile, in 
sparse-spike inversion, the result is driven by the seismic data and the method used here 
is based on the linear and quadratic algorithm, which generally converges to the global 

minimum (Debeye and Riel, 1990; Ma, 2001). Therefore, we must balance our desire to 
minimize the difference between the calculated and measured traces versus our 
knowledge in the reservoir characterization. The number of boundaries is minimized to 
provide a more geological solution and the lithology intervals are characterized by blocky 
profile rather than transitional zone. 
The sparse-spike results show that in this case global minimum impedance is 
closer to the initial model than the model-based inversion result for well-separated 
events. This indicates that the initial model is well defined and close to the true 
impedance. Therefore, the model-based inversion could also converge to the global 
minimum and the results are supposed to be similar with the sparse-spike inversion and 
closer to the initial model. However, there are slight differences between the two 
methods. Notice that the location of the impedance boundary is well defined and the 
impedance contrast is approximately correct. 
Cooke (198 1) notes that in the presence of noise, the inverted impedance for GLI 
method has differences with the true impedance as well as if the source wavelet is not 
solved for. The error related to the wavelet is also present in the sparse-spike inversion. 
Both methods used the same wavelet and wavelet is assumed to be known. However, it is 
difficult to obtain the true wavelet at each location. Therefore, there will be a noise 
component in the inversion result that corresponds to the residual wavelet. 
Regarding to the noise in the seismic data, Eevi and Fullagar (1 98 1) and 
Oldenburg et al. (1983) explained that the linear programming algorithm gives a result 
that is robust in the presence of noise compared with the least squares technique. 
Therefore, the difference between the results of the two methods is because of noise in 
seismic data. 
Figures 6.17 and 6.18 show the seismic and residual data for the baseline and 
monitor surveys. Note the presence of the residual data along the section. It is not simple 
to compare the residual data from the model-based and sparse-spike inversion visually. 
Due to the minimization algorithm, the model-based inversion tends to have more 
residual data. However, as explained above, the initial model is close to the true 
impedance and the presence of noise has been confirmed, then the residual data is noise 
that is present in the recorded seismic data. 
Meanwhile, in the sparse-spike inversion, the accuracy in matching the seismic 
data is defined by the lambda value. The lambda is the trade off parameter between the 
sparsity of estimated reflectivity and the data matching. In the process, the lambda is 
chosen to be as a small value as possible that can give a good fit to the data. A better 
match can be obtained with more reflectors. The choice of excessive lambda value is 
avoided because it can result in matching noise. Therefore, in the sparse-spike inversion, 
the residual signal can be in part noise that is not modeled during the inversion. 
Figures 6.19 and 6.20 display the impedance maps for the Marly and Vuggy 
intervals. As in the model-based inversion, the Marly has higher impedance than the 
Vuggy impedance except in the northern quadrant of the survey. The impedance ranges 
from 1. le+07 to 1 .4e+07 kg/m3 m/s for both reservoirs. 
In general, the Marly impedance maps for both methods shows a similar pattern. 
However, the impedances from sparse-spike inversion are generally higher than the 
model-based inverted impedances. There are differences at the southern part and at the 
northern edge of the survey. For the Vuggy interval, the significant difference is located 




Figure 6.19: The Marly inverted impedance using the sparse-spike inversion for the 
baseline survey. 
Figure 6.20: The Vuggy inverted impedance using the sparse-spike inversion for the 
baseline survey. 
6.5 Factors that Influenced Inversion Results 
Table 6.2 lists general assumptions used in the inversion method employed here 
and the effect of each assumption. Some additional factors that influence the inversion 
results are listed in Table 6.3. 
Table 6.2. General assumptions used in the inversion method. 
I - Normal incidence / - Refracted or converted mode energy I 
Assumption 
- 1-Dimensional earth 
- Isotropic, homogeneous layers 
Effect or significance 
- Lateral interference is ignored 
- Internal variation is ignored 
- Constant wavelet 
I - Non constant wavelet / False inverted impedance variations I 
modeled as A impedance 
Table 6.3. Some factors influencing inversion results 
I 
- Lateral and vertical variation is ignored 
Factor 
I - Band-limited data I Low and high frequency impedance value I 
Effect 
- Noise (random) 
(see Table 6.4) 
False inverted impedance variations 
- Number of iterations 
I - Multiple I False inverted impedance I 
missing (see Table 6.5) 
Limits residual error 
- Bounds on impedance variations 
I 
- Layer thickness (thin-ness) ( Variation in thickness attributed to 
Balances impedance versus residual 
I I variations in im~edance I 
1 - Failure to recover true trace amplitude I False inverted impedance 
- Statics 1 False inverted impedance or structure 
I I 
I - Processing error (velocity analysis error, 
1 residual static) 
False inverted impedance i 
Such factors as multiples and statics are assumed to have been corrected during 
the processing. The difficult job in processing is to reconstruct the true trace amplitude. 
The distortion of seismic amplitude normally is caused by four main factors: spherical 
divergence, scattering, absorption, and transmission loss. The deterministic amplitude 
correction and trace mean scaling can account for the overall gross changes in amplitude 
(Russell, 1988). However, there may still be subtle (or even not so subtle) amplitude 
problems associated with near surface conditions or other factors (Russell, 1988). For 
land data, it is advisable to apply surface consistent amplitude corrections, surface 
consistent deconvolution, and surface consistent statics correction to account for the near 
surface effects on amplitude (Yilmaz, 2001). The processing steps for P-wave seismic 
data at Weyburn Field are listed in Table 1.4. To compensate for geometric spreading, the 
t2 scaling is favored for data to be used in amplitude inversion (Yilmaz, 2001). Velocity- 
dependent scaling function should be avoided, because this will overcorrect the 
amplitudes of multiples. 
To quantify the effect of some factors described above, several inversion 
processes are performed using different parameters. The first factor investigated is 
wavelet variation. In this thesis, the wavelet used in the inversion is from PCP- 01021364 
and 11071364. Two inversion processes using the two methods described were conducted 
using another wavelet from PCP- 21 13 1863 (Figure 6.5). The difference of impedance 
result between two wavelets for the Marly (baseline survey) is listed in Table 6.4. In 
addition, the impedance for the monitor survey is obtained using a second wavelet. The 
difference of impedance changes between the two surveys due to wavelet variation for 
each method is also shown in Table 6.4. 
Table 6.4. The comparison of inversion result due to wavelet variation for Marly interval 
The second factor examined here is the band-limited nature of seismic data. 
However, in this study, a low frequency model is incorporated into the solution using 
well log information. To investigate the band-limited effect on the solution, a comparison 
of the impedance result between band-limited and full-bandwidth inversion is calculated 
using sparse-spike inversion. The difference of Marly impedance due to band-limited 
data for baseline survey is listed in the second column. The third column shows the 
difference of the impedance changes between band-limited and full-bandwidth inversion. 
Table 6.5.The comparison of result between band-limited and full bandwidth inversion 
for the Marly 
The thickness of impedance profile is one of the factors that influences the result. 
In model-based inversion the average thickness used is the 6 ms (Cooke, 198 1). To 
examine the thickness effect, another inversion process is done using 4ms. For the sparse- 
spike inversion, the finer thickness corresponds to higher h value, which adds more 
reflection coefficient spikes. However, a higher h value could result in matching noise. 
The inversion result for average thicknesses used in this study compared with finer layer 
thickness is shown in Table 6.6. The difference of the result between the two surveys is 
shown in the third column. 
Impedance difference (%) 
fo
Sparse-spike inversion 10% to -10% 
Table 6.6. The comparison inversion result for different thickness impedance profile for 
the Marly 
A difference of impedance 
changes between two surveys 
-0.20% to 0.15% 
From these three factors, the band-limited factor has the largest effect on the 
inversion result. Therefore, it is important to incorporate low frequency information. 
The second factor influencing inversion is wavelet variation. A good wavelet is 
crucial for both methods. The result shows that model-based is more sensitive to the 
wavelet in comparison with sparse-spike. Oldenburg et al. (1983) also notes that sparse- 
spike inversion is more robust to the wavelet effect. 
In this study, the thickness of impedance profile is the smallest factor influencing 
the result. However, thick impedance profiles introduce more vertical impedance 
variation compared with the finer thicknesses. 
The variation of impedance changes because of these factors ranges from -0.20% 
to 0.15%, which is small in comparison with the expected impedance changes, -8% to - 
12%. Fortunately, in this 4-D study, the inversion is used to obtain the impedance 
changes. Therefore, the effect of each factor is assumed to largely cancel or be minimized 
if the repeatability of seismic data is good between the two surveys. 
6.6 Summary 
Only two wells were used in the multi-wells wavelet estimation. The wavelet 
from PCP-2 1 13 1863 gives a significantly different wavelet character that may be caused 
by the quality of log data. For both methods, residual data are present that may be noise 
or other variations in the data and not modeled during the inversion. Residual energy can 
be the result of average wavelet variation, because it is impossible to obtain the exact 
wavelet at each location. 
The inversion result from both methods shows that two reservoir units did not 
produce impedance contrast as pronounced as in the model due to their thickness and the 
band-limited seismic data. The inverted impedance for the reservoir interval is strongly 
affected by the impedance in the upper and lower layers. Therefore, it is not feasible to 
use the relationship between the inverted P-impedance with other reservoir properties, 
such as porosity from the well logs directly, to obtain a porosity map for the reservoir 
interval. The distinction between the Marly and Vuggy units is more clear in the 
impedance variance within each unit. 
In general, both methods show similar results as shown in the impedance maps for 
the Marly and Vuggy. Both methods are strongly influenced by noise. However, the 
result of sparse-spike is more robust in the presence of noise. Model-based inversion will 
generally converge to a local minimum. Meanwhile, the sparse-spike converges to a 




This chapter is focused on the interpretation of time-lapse impedance results. The 
reservoir engineering data such as the injection, production, and pressure data, is 
described here to support the interpretation. The P-impedance volume for each survey is 
generated using the model-based and sparse-spike inversion methods as explained in 
Chapter 6. The results show the separation of the Marly and Vuggy impedance as shown 
in each impedance map. 
The production data shows the responses of individual production wells to C 0 2  
injection. Most of the wells that experienced oil and gas rate increases are located in the 
southeastern half of the field, generally 7-8 months after the injection. The pressure 
changes from reservoir simulation predict little variation. The changes in impedance are 
mostly caused by the fluid composition changes (Brown, 2002). 
In this chapter, P-impedance change maps between the two surveys are presented 
for both methods. The results show a good correlation between the P-impedance changes 
with the C02  injection and production data, especially using the sparse-spike inversion 
method. 
7.2 - Injection Data 
The C02  injection program began at Weyburn Field in October 2000. From 
nineteen injection patterns in the field, four of them are located in the RCP survey area. 
Four horizontal injector wells were drilled parallel to the dominant fracture orientation 
(SW - NE direction) to optimize sweep in the reservoir (Figure 7.1). 
Figure 7.1 also displays the amount of C02  injected in each well cumulatively 
until October 2001, when the monitor survey was acquired (Sandy Graham, personal 
communication, 2002). To ease the description, the survey area is divided into four 
quadrants according to the injector well location: northern, southern, eastern, and western 
quadrants. The injector in the southern quadrant took the most C02  in the amount of 2.4 
BCF. A western quadrant well was injected by 1.8 BCF followed by a well in the eastern 
quadrant with 1.4 BCF. A well in the northern quadrant took the least C02, 0.5 BCF, 
since this well had a problem during that period. 
Figure 7.1: Four horizontal injector wells in the RCP survey with the amount of C02  
injected from October 2000 until October 2001 (Sandy Graham, 2002). 
7.3 Reservoir Simulation and Production Data 
Reservoir simulations were run by Sandy Graham of Pan Canadian and Hiro 
Yamamoto in the RCP group. The simulation data presented here is focused on the 
pressure changes between two surveys. The pressure is another parameter that varies in 
time-lapse seismic monitoring besides fluid composition. The discussion about the effect 
of fluid composition changes in P-impedance is discussed in Chapter 2. 
The reservoir simulation is historically matched with production data and an 
actual amount of C02  injection. However, the reservoir pressure was not history- 
matched. The reservoir model consists of 12 layers: 1 to 7 for the Marly and 8 -12 for the 
Vuggy zone. Leo Brown in his thesis presents the averaged reservoir models for each 
zone, which are weighted by pore volume. Figure 7.2 shows the pressure changes 
between the baseline and monitor surveys for the Marly and Vuggy (Brown, 2002). 
In the Marly zone, the average pore pressure decreases by approximately 2 NIPa 
in the northern quadrant and also in the western and southern quadrant, while there is an 
increase of pore pressure in the eastern quadrant. For the Vuggy zone, the pore pressure 
drops around 2 MPa near the C02  injector wells. 
Leo Brown (2002) studied the variation of P-wave velocity with fluid 
composition and pressure for the Marly sample, calculated using Brown and Korringa's 
generalization of Gassmq~'s equation, as shown in Figure 7.3. It illustrates that for P- 
velocity, a decrease in pore pressure would cause velocity/impedance increases. 
Meanwhile, pore pressure increases would result in a decrease in velocity/impedance. It 
also shows that pressure changes have less effect than fluid composition changes on the 
P-wave properties. Therefore, the changes in P-wave velocity can be interpreted mostly 
because of the changes in fluid composition (Brown, 2002). The abrupt increases in 
velocity seen for the oil + 40% C02 and oil + 66% C02 are due to fluid phase changes. 
Marly: Repeat - Baseline Pore Pressure MPa 
Vuaav: Reaeat - Baseline Pore Pressure 
Figure 7.2: The pressure changes between the baseline and monitor surveys for Marly 
and Vuggy (Brown, 2002) 
MPa 
Marly Sample PCP 12-1 3 4626, = 0.29, PC = 22 MPa 
3800 
Pore Pressure, MPa 
Figure 7.3: P-wave velocity variation with fluid composition and pressure for Marly 
sample, calculated using Gassman's equation (Brown, 2002). 
The reservoir simulation also shows the small changes in fluid density due to 
either fluid composition or pressure changes. The maximum bulk density change is 1.5 % 
in the Marly and 0.6% in the Vuggy zone (Brown, 2002). Because the predicted density 
changes are small, the changes in P-velocity are almost equal to the changes in P- 
impedance. 
The production data is obtained from the Pan Canadian's production database 
(Sandy Graham, personal communication, 2002). The responses on the production wells 
show that the C02  injection increased the oil rate in some wells within 7 to 9 months after 
the injection. Figure 7.4 shows the wells with the good responses to the C02  injection 
with data collected until January 2002. Most of these wells are located in the southeast 
part of the survey. Meanwhile, the production wells in the northwest half of the survey 
were not showing significant increase in oil rate after the injection, such as wells PCP- 
91 1 1 1364, PCP-9 1022464, PCP-91071364 and PCP-92121863. 
Good re.s,pona~s 
Figure 7.4: The map showing the production well with the good responses on the C02 
injection. The red line shows Xline 100 used in next figures (Sandy Graham, 2002). 
Well PCP-92091264 in the southern part experienced a C02 response with an 
increase in gas production around May 200 1. The oil rate increased from 20 m3/d in April 
200 1 to 100 m3/d in August 200 1. In June 200 1, Well PCP-9 10 1 1364 experienced an 
increase in gas production as well as oil rate increases from 6 m3/d to 80 m3/d in August 
2001. In the eastern part of the area, the oil production in well PCP-91081863 showed a 
slow rate increase from 15 m3/d in June to 50 m3/d in January 2002. Well PCP-91 15 1863 
experienced an increase in oil rate in March 2001 from about 10 m3/d to 50 m3/d in 
November 2001. A C02 breakthrough occurred in this well in June 2001. 
7.4 Interpretation of Time-Lapse P-impedance 
P-impedance change maps for each reservoir are generated by taking differences 
between the inverted P-impedance of the baseline and monitor surveys. P-impedance is 
expected to decrease between surveys due to C02 injection. 
There are some significant differences in the impedance result between the 
model-based and sparse-spike inversion methods. The inverted impedance changes agree 
well with the injection and production data. The engineering data is better matched by 
sparse-spike inversion. 
7.4.1 Model-based Inversion 
Figures 7.5 and 7.6 show the model-based inverted impedance sections from the 
baseline and monitor surveys for trace 100. The location of Xline 100 is displayed in 
Figure 7.4. Note that the injector wells in this trace are located near Line 33 to 37 and 
Line 90 to 95. For the Marly, there are P-impedance decreases around Line 34, but not as 
much as the changes near Line 90. For the Vuggy, the P-impedance changes are more 
noticeable near Line 34 and near Line 90. 
Figure 7.7 displays the Marly P-impedance difference map (impedance monitor - 
impedance baseline) using the model-based inversion. The change is approximately -5 to 
-8%. As described in Chapter 5, the inverted impedance decrease may smaller than the 
"true" changes around 0 to 2%. If we included this correction, the Marly impedance 
change could be larger which is from -5 to -10%. Predicted change from fluid 
substitution of well data ranges -8 to -12%. The map shows the inverted change in P- 
impedance in the southern part of the survey associated with an injector pattern. Near the 
northern quadrant, P-impedance differences are small corresponding to the small amount 
of C02  injected in this quadrant. However, there are no impedance changes observed near 




There are impedance increases at the northwest that can be caused by the 
increases in water saturation, pore pressure decreases, or the lack of repeatability of time- 
lapse data. The reservoir simulation shows the pore pressure decrease was approximately 
2 MPa in the northwestern half of the area. 
According to the petrophysical study conducted by Brown (2002), the expected 
pressure changes have less effect on the impedance changes. Nevertheless, due to 
fractures or other heterogeneities the actual effect of pressure changes can be larger than 
the reservoir simulation predicted and result in the impedance increases. 
The P-impedance changes for the Vuggy interval are shown in Figure 7.8. Notice 
that the background variability level is more dominant in this interval ranging from -3% 
to 3%. Significant observed changes are around -3 to -6% and still concentrated near the 
injector wells. These changes in this interval are lower than the observed changes in the 
Marly interval, probably due to the lower porosity of the Vuggy unit. 
P-impedance changes around the western quadrant well shows more response in 
the Vuggy than in the Marly, supporting the idea that this well has greater vertical 
permeability that allows the C 0 2  to llow downward into the Vuggy. 
Figure 7.7: P-impedance difference map using the model-based inversion for the Marly 





Figure 7.8: P-impedance difference map using the model-based inversion for the Vuggy 
interval. The significant changes are concentrated near the injector wells. 
7.4.2 Sparse-spi ke Inversion 
The inverted impedance sections for the baseline and monitor surveys across the 
injector well are shown in Figures 7.9 and 7.10. As we noticed in the model-based result, 
there is no clear separation between the Marly and Vuggy. From these impedance 
sections, impedance changes between the two surveys can be noticed. Near Line 30, the 
impedances in both reservoirs decrease around 8%. For Line 90 the changes are more 
noticeable in the Vuggy interval. Note that this line is near the location of an injector well 
with high vertical permeability in the Vuggy. 
The expected P-impedance changes between time-lapse seismic surveys for the 
static portion of data are zero. To show the repeatability of impedance inversion, the 
impedance change map for the static portion is generated using the time window from 
Lower Vanguard +10 ms to Lower Vanguard + 30 ms (20 ms) as shown in Figure 7.11. 
The changes are distributed evenly through the survey from -3 % to 3%. The small and 
even distribution of impedance changes is expected in this portion because the cross- 
equalization process has forced the amplitude of the layer above reservoir to be the same 
between two surveys. However, this static portion may not be static if water is being 
taken from the Blairmore for water injection within the RCP area (Thomas Davis, 
personal communication, 2002). The Blairmore interval is located above the Lower 
Vanguard, so the velocity changes in Blairmore will mitigate to the Lower Vanguard and 
layers below it. However, the unit above the reservoir is assumed to be static. 
Furthermore, these changes establish the uncertainty in the interpretation of impedance 
within the reservoirs. 


F i m  7. I 1: The P-imgmim~ chmgm using time Pvindow Barn LwVmm + 16 ms to 
31) ms @Om3. 
The changes above the reservoir due to the escape of COz out of zone are 
considered by PanCanadian (Thomas Davis, personal communication, 2002) especially 
on the southern quadrant of the RCP survey. However, the P-impedance change above 
the reservoir (between the top of Mississippian and the Marly) shows an increasing 
change that is not expected if the C02 travels upward. Furthermore, the impedance 
increase is likely due to operation on the injector well at this quadrant. When the monitor 
survey was acquired, the borehole above the reservoir has been cemented and may have 
caused the increase in velocity. 
Figures 7.12 displays the impedance changes map for the Marly. The large 
impedance changes in the Marly near the southern injection wells are around -6 to -10%. 
The changes could be larger locally as the modeling shows (Chapter 5), which is from -6 
to -12%, as tested in Chapter 5. For the Marly, in this method the changes are more 
spread out than those in the model-based results. The southern quadrant shows large 
changes that correspond to the highest amount of C02  injected. Notice also the presence 
of C02  fingering with NW-SE direction. The production well cut by this fingering, PCP- 
9101 1364, responded to C02  injection flow by the increases in oil and gas production. In 
August 2001, 10 month after the injection, oil production increased with a rate ten times 
of pre-injection rate. The response time to the C02 flow injection in this well was not as 
quick as would be expected for an open path for C02 flow. The C02  flow may be caused 
by a permeability trend with NW-SE direction (Sandy Graham, personal communication, 
2002). 
The changes in the southern and eastern area tended to spread further to the south 
and caused the gas and oil rate increases in the near production wells such as at wells 
PCP-9209 1264 and 91081863 (Section 7.3). There are no impedance changes in the 
northern quadrant, consistent with the little COz injected. The rock may also be tighter 
and less suitable to C02  injection in this quadrant. In contrast, the western quadrant has 
not shown a lot of impedance changes, although there was a significant amount of COz 
injected. The impedance increases present in the northwestern half of the survey may 
correlate to a pressure drop due to the oil and gas production (Section 7.4.1). 
Figure 7.1 3 shows the impedance change map for the Vuggy . The reservoir 
simulation result shows that COz may be flowing into the Vuggy zone with a 
corresponding decrease in the sweep efficiency in the target zone, the Marly zone (Davis 
and Fanchi, 2001). The changes whlch are associated with the injection pattern are 
around -5 to -lo%, which is larger than the well log calculation. However, as explained 
in Chapter 5 the Vuggy impedance change is affected by the changes in the Marly, and 
may cause the changes to be larger by around 4 to -5%. If we included this correction, 
the changes for the Vuggy range from 0 to -5%, in agreement with the prediction. 
However, the well log prediction and modeling did not include the fixture influence. 
Therefore, the impedance change value could be larger with the presence of fractures 
within the reservoir interval. In this reservoir interval, the background inverted variability 
is -2% to +2%, which is less than that of the model-based inversion result. Meanwhile, 
most of the changes near the injection wells in this method are larger than those in model- 
based inversion. 
Figure 7.13: P-impedance differences map for the Vuggy interval. Note the changes agree 
well with the injector well location. The C02 movement in the eastern area was 
confirmed by the C02 breakthrough at PCP-9 1 15 1 863. 
There is an observed impedance change in the western area, which is not shown 
in the Marly map. This indicates that much of the C02 most likely goes into the Vuggy 
unit due to vertical permeability as predicted by the reservoir simulation (Hiro 
Yamamoto, personal communication, 2002). However, the changes are concentrated only 
at the region between the injector wells and did not approach the nearby producer wells. 
These producer wells do not show any production responses after the injection. 
There are significant impedance changes in the eastern area associated with C02 
fingering. C02  breakthrough occurred at PCP-9 1 15 1863 in June 200 1. As in the southern 
part of the survey. the C02 flow in this quadrant may be relate to fractures increasing the 
permeability. The southern quadrant also shows large impedance changes as the C02 
moved to the south. 
In general, the results from two methods show similar features that fit very well 
with the C02  injection and production data. The impedance changes in the southeastern 
half of the survey are more spread out than those in the northwestern half, especially in 
the western injector well, because of the difference in reservoir properties. 
Brown (2802) integrated the reservoir simulation output with rock physics 
modeling to predict seismic difference anomalies. The predicted P-impedance change 
over the whole reservoir zone is shown in Figure 7.14. The predicted change due to C02 
injection ranges from -1 to -4%, which is almost equal to the average of the Marly and 
Vuggy observed impedance changes. The large changes in the southern, eastern, and 
western quadrants around the injector wells are in agreement with the observed 
impedance changes (Figures 7.12 and 7.13). 
There are differences between the reservoir-simulation based predictions and the 
observed impedance changes. The change in the observed impedance is more spread out 
than in the model especially in the southeastern part of the surveys. The observed 
impedance change also has more background variability. The difference is probably due 
to reservoir heterogeneities, such as fractures, that might not included in the reservoir 
simulation. 
Weyburn Reservoir: Repeat - Baseline P-Impedance 
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Figure 7.14: Weyburn reservoir percent changes in P-impedance from baseline to repeat 
surveys based on reservoir simulation and rock physics modeling (Brown, 2002). 
7.5 Summarv 
Based on the reservoir simulation, there is little bulk density variation between the 
surveys. Therefore, the changes in P-impedance are mostly due to P-velocity changes. 
Reservoir simulation indicates there is not much pressure change between the surveys. 
The pressure changes appear to have less of an effect on the impedance changes than the 
fluid composition changes. 
The impedance changes show good correlation with the C02  injection and 
production data. Most of the wells with good response to C02  injection are located in the 
southeastern half of the survey, which is related to the differences in reservoir properties. 
In the northwestern half of the survey, the observed impedance increase is small and 
maybe caused by the pressure drop due to production, or a lack of repeatability in time- 
lapse seismic data. 
There are no observed impedance changes in the northern quadrant, and this 
correlates to the low amount of C02  injected. In the southern and eastern parts, the maps 
show large changes associated with the C02 injection pattern. In these areas, the C02  
fingering with NW-SE direction may indicate the COz movement along permeability 
trends or perhaps fracture zones. The western quadrant shows a contrasting result in the 
Marly impedance change map. In this quadrant, there is no impedance change in the 
Marly although a significant amount of C02 has been injected, and also there is no 
response at the near producer wells. However, the Vuggy interval shows strong changes 
concentrated near injector wells. It is likely that C02  moved downward into the Vuggy 
but is restricted by low horizontal permeability in this quadrant. As a result, higher 
pressure could occur or have occurred near the injector. A vertical water injector 
experienced abnormally high pressure immediately prior to the monitoring survey 
(Thomas Davis, personal communication, 2002). 
CHAPTER 8 
SUNIMARY, CONCLUSIONS AND RECOMMENDATIONS 
The objective of RCP Phases VIII and IX is to use the time-lapse multicomponent 
seismic data in order to improve dynamic reservoir modeling and simulation at Weyburn 
Field. Multicomponent time-lapse seismic data have been acquired in October 2000 and 
October 2001 to monitor C02 injection at the Weyburn Field. As a part of this research, 
this thesis applies impedance inversion to the time-lapse P-wave seismic data for 
dynamic reservoir characterization. The time-lapse seismic data is inverted to obtain the 
impedance volume for each survey, and the changes are interpreted in conjunction with 
the C02  flood performance in the field. Summaries, conclusions and recommendations 
are made as follows: 
From well data analysis, the P-impedance is distinct between the Marly and 
Vuggy intervals. A correlation between the P-impedance and porosity shows that 
P-impedance can be used to obtain a porosity map for each reservoir. However, as 
shown in Chapter 6, the impedance result using the model-based and sparse-spike 
inversion shows that the inverted Marly and Vuggy impedance do not have 
independent impedance contrast as shown in the impedance logs due to the 
thickness of the reservoir, which is below seismic resolution. Seismic inversion 
alone cannot reconstruct the frequency beyond the seismic bandwidth. As a result 
the absolute impedance of each layer is highly affected by the lower and upper 
layers. Therefore, it is difficult to generate directly reservoir properties map such 
as a porosity map by applying a linear relationship between the impedance and 
porosity from the well logs. 
Although the resolution and impedance values are different between the log or 
impedance model with the inverted result, the relative impedance contrast 
between the Marly and Vuggy can be derived from seismic data and the internal 
impedance variance within each unit may be mapped. The impedance maps for 
each reservoir show different responses that are probably due to their individual 
impedance changes as well. Therefore, an interpretation of impedance changes 
can be made for each reservoir interval. 
Chapter 4 discusses the cross-equalization process. For the Weyburn data sets, 
time shifts contribute most of the difference between the two surveys. The 
amplitude changes between the two surveys confirm that P-wave seismic data can 
be used as a tool for monitoring C02  injection in the thin Midale carbonate 
reservoir. However, it is difficult to separate the response for each reservoir based 
on amplitude changes. 
Two methods are used to invert seismic data sets: model-based and sparse-spike 
inversion. Model-based inversion depends on the initial model generated using 
the impedance logs and geological model, which is not structurally complex in 
this area. Therefore, the log quality and well control is important to constrain the 
model. Given the few sonic logs available in the RCP survey area, the model can 
be poorly defined laterally. On the other hand, the sparse-spike result is driven by 
the seismic data and the impedance log is only used as a low frequency model. 
Therefore, it is more appropriate here to use sparse-spike inversion. 
The model-based result shows a higher background variability level than the 
sparse-spike inversion especially in the Vuggy interval. This suggests that the 
sparse-spike gives a more stable result than the model-based inversion. The result 
shows that the model-based result is more affected by the presence of the noise 
than the sparse-spike result. 
a The Marly impedance changes range from -6 to -10% in agreement with fluid 
substitution calculations with uncertainty 0 to 2%. The observed Vuggy changes 
are higher than the calculated, which vary from -5 to -10%. The modeling 
indicates that possible impedance changes for this interval may range from -1 to - 
5%. The impedance changes are almost equal to the velocity changes because the 
predicted density changes from the reservoir modeling are small (Brown, 2002). 
a The impedance changes between the two surveys agree very well with the 
injection data and production data. C 0 2  flow into some areas is caused by the 
directional permeability. There are impedance increases in the northern area that 
might be caused by pore pressure drops, or the lack of repeatability in time-lapse 
survey. The impedance changes are more spread out in the southeastern half of 
the survey, and confirmed by the response in near by producer wells. 
8.2 Conclusions 
At the Weyburn Field, the sparse-spike inversion method gives a better result than 
model-based inversion. 
In this study, impedance inversion gives qualitative interpretation of time-lapse 
seismic data at the Weyburn Field. 
Time-lapse impedance appears to allow monitoring of the Marly and Vuggy units 
of the Midale Carbonate reservoir. 
8.3 Recommendations for Further Research 
a Shear-wave impedance inversion. 
P-impedance changes are affected by fluid composition changes more than by 
pressure changes. To obtain more reliable pressure information between the time- 
lapse data, the application of impedance inversion can be extended to the shear 
wave impedance inversion because the shear wave properties are more sensitive 
to the changes in pressure (Brown, 2002). Lorenzen (2000) applied the shear- 
wave impedance inversion to time-lapse data over a carbonate reservoir in 
Vacuum Field. His results suggest that shear-waves are sensitive to fluid changes 
in a fractured medium. To isolate the change in fluid saturation, the Vp/Vs may 
give the best correlation, because the pressure effect is largely eliminated in this 
attribute (Brown, 2002). 
a Pre-stack inversion and pre-stack P-impedance inversion should improve the 
time-lapse interpretation especially since the azimuthal AVO presence has been 
recognized in the Weyburn Field (Jenner, 2001). Connolly (1999) provides a 
framework for working with the elastic impedance. 
Well log data. 
As mentioned previously, the sparsity of well data may cause the initial model to 
be poorly defined. However, the low frequency model can be built using the 
move-out velocity data. The sparsity of the well data can be reduced by 
generating pseudo density and velocity logs on other wells by using the 
relationship between the rock properties and a neural network technique. Most of 
the wells in the RCP area have log data such as gamma ray, and density or 
neutron porosity for a short interval at and below the reservoir. It is recommended 
log data be obtained above and below the reservoir for the wavelet estimation. 
Further petrophysical analysis on well logs may be required especially for well 
21 13 1863. The quality of log data in this well may be the cause of wavelet 
difference. 
Quantitative Interpretation. 
Further work is recommended to obtain a quantitative interpretation of time-lapse 
seismic data. The fluid saturation changes of the two surveys can be calculated 
based on the impedance changes resulting from this study. 
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