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Let {(&, nk), kz 1) be a sequence of independent random vectors with values in {-l,O, }x 
(-1, 0, }. Assume the component variables have zero means, bounded second moments, and 
that 01 = E[&nr] is the same for all k. Let Z,, denote (i,,, j(,)+C;’ (6, vr), where i,,,jO are positive 
integers, and let r denote the first time Z,, hits a coordinate axis. We show E(r) is finite if and 
only if (Y < 0, and in that case E(r) equals i,,j,/(-a). The analogous result holds for continuous- 
time martingales. Part of the theory carries over to higher dimensions, and we develop a class of 
processes which illustrate the limitations of the theory in that context. 
AMS Subject Classi$cation.s: 60515, 60G40, 60642. 
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1. Introduction 
This note is motivated by the following result due to Klein Haneveld (1989b). 
Suppose 2, is a random walk on the integer lattice in R2. Thus 2, is (i,,,jJ, a point 
in the lattice, and 
2, = (i”J”)+ i (5/C, %), 
k=l 
(1.1) 
where the (&, qk) are independent, identically distributed, lattice valued random 
vectors. We assume finite second moments, zero means, and set 
(1.2) 
Theorem 1.1 (Klein Haneveld, 1989b). Suppose that (iO, j,) is a point in the Jirst 
quadrant and thatfor k B 1,1&l s 1 and 1~~1 s 1 almost surely. Let r denote the escape 
time from the positive quadrant, i.e. the time of the first hit of the coordinate axes by 
2,. Then E[r] is jinite if and only if CY < 0 and in that case 
E[T] = iOj,/(-a). (1.3) 
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This is a striking result, since there is an explicit expression for the expected time, 
one that depends only on the initial point and the covariance. Moreover, the first 
author conjectured that (1.3) should be valid in greater generality, without the 
nearest neighbor motion that is assumed. 
Our main purpose here is to confirm that conjecture using martingale techniques. 
We summarize the requisite theory in Section 2 and apply it in Section 3, noting 
that (1.3) is not only valid for sums of independent random variables under much 
weaker hypotheses, but carries over to continuous time martingales as well. 
It is natural to examine the analogous problem in higher dimensions. In Section 
4 we set forth that part of the theory which extends to dimension d Z= 3, showing 
in particular that the analogue to (1.3) involves an inequality. We illustrate the 
hypotheses in that section with a d-dimensional random walk which is used in 
Section 5 to show the limits of the theory. In particular, cy can be positive with 
E[T] finite if d Z= 4, and the inequality analogous to (1.3) can be strict for some 
negative a! if d 2 3. 
2. Notation and martingale theory 
In dimension d = 2 the problem fits nicely into martingale theory, and we summarize 
some basic results, most of which can be found in Neveu (1975, Chapter VII), for 
example. Let {F,,, n 2 0) denote a filtration on the probability space (0, F, P) and 
let {X,,, F,,, n 30) be a square integrable martingale in that space. Then there exists 
an increasing, predictable process {A,, n 2 0} and a martingale { A4,, n a 0) such that 
X;=A,+M,. (2.1) 
By definition A0 equals zero and A,, is the conditional variance defined by 
A,, -A,_, = E[(X,, - X,_,)*IFn_,]. 
When other martingales are involved, we will use A,,(X) and M,,(X) for the processes 
based on X. 
If { Y,,, F,, n >O} is another square integrable martingale, then A,(X, Y) denotes 
the conditional covariance, 
A,(X, Y)-A-,(X, Y) = E[(X, -X,-,)( Y, - Yn-,)I&-11, 
with A,(X, Y) = 0. Equivalently 
A,(X, Y) =$[A,(X+ Y)-A,(X)-A,( Y)]. 
It is routine to show {X, + Y,, F,,, n 3 0) is also a square integrable martingale and 
that A,(X + Y) is bounded above by 2(A,(X)+A,( Y)). 
Theorem 2.1. Let (X,,, F,, n 2 0} and {Y,,, F,,, n 3 0} be square integrable martingales 
and suppose 7 is an F-optional time such that both E[A,(X)] and E[A,( Y)] arejinite. 
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7lhn XT,, converges as. and in L,-norm to X,, and 
HX:I = WL(X)I+E[X~I, 
with an analogous equality for Y. In addition 
E[XY,I = E[A(X Y)I+E[&Yol. 
(2.2) 
(2.3) 
Proof. The assertions down to (2.3) are standard results, and we omit the details. 
Easy manipulations give 
X,Y, =A,(X, Y)+M,(X, Y) (2.4) 
where M,(X, Y) denotes the martingale i[M,(X+ Y)-M,,(X)-M,,( Y)]. Note that 
&,(X, Y) equals X,Y,. The L2-convergence of X,,, and YTAn gives L’-convergence 
of XT,, Y,,n, and (2.4) is a consequence of that. 0 
3. Escape from a quadrant 
The approach used in Klein Haneveld (1989b) involved generating functions and 
analytic results of J. Groeneveld. (Some background on this problem also appears 
in Klein Haneveld, 1989b.) By using martingale theory, we obtain (1.3) under much 
weaker hypotheses. 
We begin by restricting the martingales of Section 2. 
Theorem 3.1. Let {X,,, F,,, n ==O} and {Y,,, F,,, n 2 0} be square-integrable, integer- 
valued martingales. Assume X0 2 1 and Y0 2 1 and also 
x, -x,_, 3 -1 3 Y, - Y,_, Z= -1, 
for n 2 1. Assume further that 
A,(X, Y) = an, 
for some constant CY, and that both A,,(X) and A,,( Y) are bounded above by nc, for 
a fixed constant c and almost all w. If T is the escape time from the positive quadrant, 
7 = inf{n: min(X,, Y,) G 0}, (3.1) 
then E[r] <CO tf and only if a < 0, and in that case 
EL71 = E[XoYolI(-~). (3.2) 
Proof. If E[T] is finite, Theorem (2.2) is applicable. Since neither X,, nor Y, can 
‘jump’ over zero, X,Y, = 0 so that (2.4) becomes 
0= (YE[T]+E[X~Y,], 
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forcing a (0 and giving the asserted equality. For the converse observe that under 
the hypotheses X,Y,, -(in is a martingale as in (2.5) and, since X,,, and Y,,,, are 
nonnegative, 
0~ E[X,,, YrAn] = ~E[TA n]+E[X,,Y,]. 
Hence if LY =C 0, E[T] is finite. 0 
Example 3.1. Let ((6, Q), 1 s k < ~0) be a sequence of independent random vectors 
taking values in (-1, 0, . . . } x (-1, 0, . . . }. Assume that & and nk have zero means, 
uniformly bounded VarianCes and constant covariance (Y = E[&r]k]. Let ( iO,jO) be 
a lattice point in the first quadrant and set 
with 7 defined by (3.2). Then Theorem 3.1 applies so that (Y <O is necessary and 
sufficient for E[T] to be finite, and in that case 
E[71= ioh/( (3.3) 
i.e. we have extended the validity of (1.3) to a much wider class of processes. 
We have used the theory of square-integrable martingales to produce (3.3), and 
the analogous reasoning will work in continuous time. Assume {Xr, F,, t 2 0) and 
{Y,, F,, t 2 0} are continuous, square-integrable martingales with (X,,, YO) in the 
first quadrant. The same assertions are valid, provided A,(X) and A,( Y) are bounded 
above by tc (for some fixed constant c and almost all w) and A,(X, Y) equals cut. 
An obvious example is a two-dimensional Brownian motion 2, =(X,, Y,) with 
E[X,Y,] equal to E[X,,Y,J+at. (For the relevant theory, see, for example, Metivier, 
1982.) 
4. Escape from an orthant, dimension d ,)3 
As one might expect, the situation in higher dimensions is more complicated and 
the L2 methods of Section 3 do not apply. Here is the context. We let X(O), 
5(L), 5(2), . . ., denote a sequence of independent random vectors taking values in 
Rd. We use X,,(O), resp. c,,(k), to denote the pth coordinate of X(O), resp. t(k), 
and assume the following. 
(i) For 1 G p d d X,,(O) is a non-negative integer. 
(ii) For each nonempty subset I of (1,. . . , d} the function nptr X,(O) is 
integrable. 
(iii) For 1 sp s d and k> 1, l+&(k) is a non-negative integer. 
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(iv) For each non-empty subset Z of (1,. . . , d} and each ka 1, the function 
npi, l,(k) is integrable and 
Finally we let X,(n) denote X,,(O)+CI=, t,,(k), the sum ofthepth coordinate values. 
To illustrate a process satisfying these hypotheses, we pause to give an example 
developed for higher dimensions in (Klein Haneveld, 1989a) and motivated by an 
example in Greenwood and Shaked (1977). Choose -1 s LY s 1 and define a sequence 
of independent identically distributed random vectors t’“‘(k), 1 s k, satisfying for 
each x in (-1, l}d, 
Thus half of the x’s have weight 2? (1-t a) and half have weight 2-” (1 - (Y). 
If I denotes a proper subset of (1,. . , d} and x” denotes a fixed d-vector of *l’s, 
then it is easy to check that 
; 1j, 
5, xi = xp for all i in Z 
I 
= 0. (4.2) 
This observation is key to the next result which confirms that the 5’“’ of the example 
satisfy (i)-(iv). 
Proposition 4.1. Assume d 2 2 and let 5 = (5, . . . , &) denote l’“‘(k) for ajixed (Y and 
ajixed ka 1. 
(a) The variables 5,) . . . , & are exchangeable. 
(b) P[&, = *l] =ifor each p. 
(c) If Z is a proper subset of (1,. . . , d}, then the set of variables {&,,p~ I} is 
independent while the set {&, 1 s p G d} is independent if and only if (Y = 0. 
(d) WI,“=, &I = a. 
Proof. The first assertion is obvious from (4.2). If Z is a proper subset of { 1, . . . , d}, 
it follows from (4.2) that for a given x” in { -1, l}“, 
assuming Z contains r elements. Assertions (b) and (c) are then immediate, while 
(d) follows from an easy computation. 0 
Having established that (i)-( ) iv are not vacuous, we return to the general case 
and show how part of Theorem 3.1 extends to higher dimensions. 
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Theorem 4.1. Let d 2 1 and let 
X(n) =x(o)+ i 5(k) = ((X,(n), . . ., X,(n)) 
k=l 
be the random vector in Rd defined using independent X(0) and t(l), t(2), . . . , satisfy- 
ing (i)-(iv). Set 
M, = [j, X,(n)]-an, na0, (4.3) 
and let F, denote CT(X(O), . . . ,X(n)). Then {M,, F,,, n>O} is a martingale. Let T 
denote the escape time from rhe positive orthant: 
T=min{T,,: lspsd} (4.4a) 
where 
r,=inf{n: X,(n)SO}. (4.4b) 
(a) Ifa ~0, then E[T]G E[n,“=, X,(O)]/(-a). 
(b) Suppose fl,“=, X,,(O) > 0 a.s. Then E[T] = 1 i’and only ifa + E[n,“=, X,(O)] = 
0. Equality holds in (a) in this case. 
Proof. Given (i)-(iv) the verification of the martingale property is routine. From 
(i)-(iii) it follows that fl,“=, X,,(TA n) is non-negative and assertion (a) follows from 
the optional sampling theorem applies to T A n, as in the second part of the proof 
of Theorem 3.1. Finally, under the hypothesis of (b), ~2 1 almost surely. Hence 
E(T) = 1 if and only if T = 1 as. and that is equivalent to fl,“_, X,,( 1) = 0 a.s. Assertion 
(b) then follows using the martingale M,,. 0 
Example 4.1. As an illustration of (b), let (Y = -1 in (4.1) and set t(k) = @“l(k). If 
the initial position is (1,. . . , l), T will be 1 almost surely and (b) is in force. 
5. cu-Processes and d 2 3 
The results for d = 2 can be embedded as d 2 3 examples, so we need to show which 
parts of the two-dimensional ‘esults do not extend in general to higher dimensions. 
In particular, we will use the a-variables to show there can be strict inequality in 
Theorem 4.1(a) and also that E[ T] can be finite even when LY is positive. 
To develop these examples we use stochastic dominance. 
Definition 5.1. Let x and y be points of Rd and say x s y if xP s yP for all components 
1 sp G d and with analogous definitions for x < y, x 2 y, x > y. If X and Y are 
random vectors in I&!“, we say X < Y if for all t in lRd, P[X 2 t]S P[ YS t] or, 
equivalently, P[X > t]GP[ Y > t]. 
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The example developed in Section 4 illustrates this. If -1 G (Y s 1, it is easy to 
check for x in (-1, l}d, 
P[P’(k) 2 xl = 
2P(l+t), x=(1 )..., l), 
2-8”’ 
2 otherwise, 
where S(x) denotes the number of +1’s in x. It follows that 
.$‘*‘(k)<~‘P’(k) if cusp. (5.1) 
The dominance carries over to the random walks generated by t’*‘(k) and [‘“‘(k). 
To ease the typography we modify the notation in both statement and proof of the 
following results. 
Proposition 5.1. (Klein Haneveld, 1989b). Suppose {&, 1 G k} as well as {Q, 1 s k} 
are sequences of Rd-valued, independent random vectors. Assume X0 2 Y, is indepen- 
dent of &, Q, ka 1, and let X, and Y,, denote X,,+cE=, & and YO+CI_, vk respec- 
tively. Then if & < vk, 1 G k, for each n, 
(XO,X,,...,X,)<(Y”, Y,,..., Y,). 
Proof. The assertion is obviously true for the n = 0 case, so assume it is valid for 
k = n. We may and do assume that the two sequences (X,) and ( Yk) are independent. 
By the assumption of independence and dominance, we have 
P[X + 5n+, 2 t I x0, . . . , X,](w) = Wo’: ‘$+I(4 5 t -X(w))1 
s P[{w’: Vn+,(W’) 2 t-X,(o)}] 
=PIX,+~n+,ztIXO ,..., X,](w) a.s. 
Hence, if to,. . . , t,+l are points in Rd, 
P[X,2 to,. . . ) x, 2 t,, XI+, 2 L-t,1 
s P[X,2 to, . . . ) x, 2 t,, x, + vn+, 2 t,,,]. 
In a similar vein, 
P[XoZ to,. . . , xn 2 L, x + 77n+12 &+I I %+,1(W) 
= P[{w’: X,(w’) 2 to,. . . ) X(w’)~max(b, t,+] - 77n+I(w)))1 
c P[{w’: Y,(o’) 2 t,, . . . , Yn(w’) 2 max(t,, t,,, - 77,+1(~)))1 
= P[ Y02 to,. . . , Y, 2 t,, Y,+, 2 L+, I 77n+ll(w) a.s. 
Combining these two results gives the necessary inequality 
P[X”S to,. . . , xl+, 2 L+, 1 c pr Yo’ to,. . . , Y,+, a L+,l, 
completing the induction step and the proof. q 
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Now assume -1 G (Y G 1 and define X’“‘(n) in the usual way, using independent 
vectors X(O), @“‘(l), c’“‘(2), . . . , and letting r (a1 denote the escape time of the 
X’“’ process from the positive orthant, as defined in (4.4). Using the fact that 
E[p’]= f P[T’e)>n]= f P[Xb”‘>O,...,X’“‘(n)>O] 
n =o n=O 
we can deduce the following consequence of (5.1) and Proposition 5.1. 
Corollary 5.1. If -1 G (Y G /3 s 1, then for arbitrary X(O), 
E[7@‘]< E[T]. 0 
We now have the machinery in hand to construct our examples. For simplicity, 
we shall assume throughout that X(0) is a fixed point (i, , iz, . . . , id) in the positive 
orthant. 
Lemma 5.1. Suppose d 2 4. Then E[7(U)] <co for all a in [-1, 11. 
Proof. Since { rCa) 2 t} = 0, {lip’ 2 t}, we can invoke Proposition 4.1(c) to assert 
{r:), 1 <p d d - l} will be a set of independent random variables; i.e., 
A standard result (for example Feller, 1968, 111.3) shows that for each p, P[rr’a n] 
will be on the order of F”‘. (Note that if i, = i, = . . . = id, the Q-F’ will even be 
identically distributed.) It follows that 
E[T’“‘] S constant. : n+d-‘)‘2 < 00, 
n=, 
completing the proof. 0 
In the next lemma we show there can be strict inequality in assertion (a) of 
Theorem 4.1 when LY is negative and d ~3. The inference one can make is that in 
contrast to the two-dimensional case, we do not have the uniform integrability of 
nz_i X,(T A n) required to invoke the optional sampling theorem. 
Lemma 5.2. Suppose d 2 3. Then there exists an interval (a(d), 0) for which 
EL+)]< E [ ji, Xp+-4 
when a(d) < a ~0. 
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Proof. Since the coordinate processes are independent when (Y = 0, E [ ~(“‘1 will be 
finite by the same reasoning as above. Define a(d) by 
-a(d)=min(l,(,;l, iP)/E[riO’]). 
Then by stochastic dominance 
E[P)]=2 E[P’] < (,i_l, #-Q, 
provided a(d) < LY < 0, completing the proof. 0 
We will not pursue 
left open the question 
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