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ON THE NUMBER OF POINTS OF GIVEN ORDER ON
ODD-DEGREE HYPERELLIPTIC CURVES
JOHN BOXALL
Abstract. For integers N ≥ 3 and g ≥ 1, we study bounds on the cardinality
of the set of points of order dividing N lying on a hyperelliptic curve of genus
g embedded in its jacobian using a Weierstrass point as base point. This leads
us to revisit division polynomials introduced by Cantor in 1995 and strengthen
a divisibility result proved by him. Several examples are discussed.
1. Introduction
Let X be an irreducible smooth proper curve of genus g ≥ 2 over an algebraically
closed field k and let J be the jacobian variety of k. Fix a closed point∞ ∈ X and
embed X in J using∞ as base point. Thus ξ ∈ X is mapped to the divisor class of
[ξ]−[∞]. IfN is a positive integer, we denote by J [N ] the subgroup of J(k) of points
of order dividing N , by J [N ]∗ the subset of points of exact order N and by J˜ [N ] the
set J [N ]−J [2]. Throughout the paper, we reserve the letter p for the characteristic
of k. We say that p is purely inseparable for X if the multiplication-by-p isogeny of
J is purely inseparable. One has the following bound on ♯ (X ∩ J [N ]).
Proposition 1.1. Keep the notation just introduced.
(a) X ∩ J [2]∗ is empty unless X is hyperelliptic and ∞ is a Weierstrass point,
in which case ♯ (X ∩ J [2]∗) = 2g + 1 if p 6= 2 and ♯ (X ∩ J [2]∗) ≤ g if p = 2.
(b) Suppose that N ≥ 3. We have
♯ (X ∩ J [N ]) ≤ g(N − 1)2,
unless p is purely inseparable for X and N − 1 is a power of p, in which case
♯ (X ∩ J [N ]) ≤
{
25g if N = 3 and p = 2,
g(N + 1)2 otherwise.
Although this is an easy consequence of the Riemann-Roch theorem and well-
known properties of the jacobian, we have been unable to find this or a similar
statement in the literature. The proof is a simple adaptation to arbitrary charac-
teristic of an idea of Coleman-Kaskel-Ribet [CoKaRi99]. Since it uses methods of
a somewhat different nature to those of the rest of the paper, we relegate it to the
Appendix (see § 6).
One can ask whether these bounds are sharp. The main purpose of this paper
is to show that, at least in the case of hyperelliptic curves and ∞ is a Weierstrass
point, very often they are not.
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So suppose from now on that X be a hyperelliptic curve and that ∞ is a Weier-
strass point. Then X−{∞} is affine and has a model of the form y2+Q(x) = P (x)
where P (x) is a monic polynomial of degree 2g + 1 and Q(x) has degree at most
g. (When p 6= 2, such a model exists with Q(x) = 0.) We denote by XP,Q the
curve corresponding to the polynomials P and Q and by JP,Q its jacobian. When
there is no risk of confusion we usually abbreviate these to X and J and similarly
for the notations T˜N,P,Q, U˜N,P,Q(x), . . . introduced below. However we shall always
keep the index N (which denotes an integer at least 2). We always think of X as
embedded in J using ∞ as base point.
The case N = 2 is covered by Proposition 1.1. When 3 ≤ N ≤ 2g (and p 6=
2), Zarhin [Za19] has proved that X ∩ J˜ [N ] is empty. Here we give bounds for
♯(X ∩ J˜ [N ]) when N ≥ 2g + 1.
The hyperelliptic involution ι of X fixes ∞ and sends the point (x0, y0) to
(x0,−Q(x0) − y0). The (x0, y0) has order N if and only if ι(x0, y0) has order
N so, since N ≥ 3, points of order N come in pairs with the same x-coordinate x0.
Define
T˜N = T˜N,P,Q = {x0 ∈ k | (x0, y0) and (x0,−Q(x0)− y0) ∈ J˜ [N ]}
and
U˜N (x) = U˜N,P,Q(x) =
∏
x0∈T˜N
(x− x0).
Theorem 1.2. Suppose that N ≥ 2g + 1, and that X = XP,Q is a hyperelliptic
curve of genus g.
(a) Define
δN,g =
{
g(N + 2)(N − 2g)/2 if N ≥ 2g + 2 is even,
g(N + 1)(N − 2g + 1)/2 if N ≥ 2g + 1 is odd.
Then there is a polynomial ∆N (x) = ∆N,P,Q(x) ∈ k[x] of degree at most δN,g such
that U˜N (x)
g divides ∆N (x).
(b) In particular, if ∆N (x) 6= 0, then the ♯ (X ∩ J˜ [N ]) ≤ 2deg (∆N (x))g .
(c) Suppose that p = 0 or p ≥ N . Then ∆N (x) has degree equal to δN,g. In
particular, ∆N (x) 6= 0 and so
♯ (X ∩ J˜ [N ]) ≤
{
(N + 2)(N − 2g) if N ≥ 2g + 2 is even,
(N + 1)(N − 2g + 1) if N ≥ 2g + 1 is odd.
When 2 ≤ p ≤ N − 1, the degree of ∆N (x) can be strictly less than δN,g. Thus,
if ∆N (x) 6= 0, the bound on ♯ (X ∩ J˜ [N ]) ≤ 2deg (∆N (x))g in (b) may well be better
than the one given in (c). Hence in all cases where ∆N (x) 6= 0, Theorem 1.2 is a
considerable improvement on Proposition 1.1, since it replaces the O(gN2) bound
there by a O(N2) bound.
However it is important to stress that the condition ∆N (x) 6= 0 is essential. For
example, let X be the curve with a affine model y2 + y = x5, and take p = 2 and
N = 5. We shall see in § 5 that ∆5(x) = 0 and that ♯ (X ∩ J˜ [5]) = 32, whereas
Theorem 1.2 would give if it applied ♯ (X ∩ J˜ [5]) ≤ 12. Similarly when p = 5 and
X is the curve y2 = x5 − x, then ∆6(x) vanishes and ♯ (X ∩ J˜ [6]) = 40 whereas
Theorem 1.2 would give ♯ (X ∩ J˜ [6]) ≤ 16. Indeed, in general we do not know how
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to improve on Proposition 1.1 when 2 ≤ p ≤ N − 1. Nevertheless, we can do this
when N is not much bigger than 2g + 1. For example, we have:
Proposition 1.3. For all hyperelliptic curves X of genus g in any characteristic,
we have
♯ (X ∩ J˜ [2g + 1]) ≤ 8g2 and ♯ (X ∩ J˜ [2g + 2]) ≤ 8g2 + 4g.
This is better than Proposition 1.1, which gives a bound that is cubic in g. But it
is weaker than Theorem 1.2 when it applies, which gives bounds that are linear in g.
The examples mentioned above show that the bound for ♯ (X∩J˜ [2g+1]) is attained
by the curve y2 + y = x5 when p = 2 and N = 5 and that for ♯ (X ∩ J˜ [2g + 2]) is
attained by the curve y2 = x5 − x when p = 5 and N = 6. See Proposition 3.10
for the general result when 2g + 1 and 2g + 2 are replaced by an arbitrary integer
N ≥ 2g + 1.
Remarks 1.4. (a) The example of y2 + y = x5 when p = 2 and N = 5 also shows
that the general bound g(N − 1)2 of Proposition 1.1 (b) can fail, since it predicts
♯ (X ∩ J [5]) ≤ 32. But since J [5] = J˜ [5] ∪ {∞}, ♯ (X ∩ J [5]) = 33. This shows that
it is necessary to take some account of inseparability in Proposition 1.1.
(b) When g = 2, Q(x) = 0 and p 6= 2, ∆5(x) is equal to the polynomial appearing
in Proposition 1.2 of [BoGrLe01] (with P (x) equal to the polynomial written f(x)
there). That proposition asserted that if f(x0) 6= 0, then x0 ∈ T˜5 if and only if
(x−x0)2 divides ∆5(x). In fact, Theorem 1.2 may be viewed as a generalization of
the “only if” part of that proposition. The examples above with vanishing ∆N (x)
show that we cannot generalize the “if” part in such a simple way. To do this, and to
give a method of determining sets the T˜N in general, we shall need to construct other
polynomials, U˜N (x) will then be (up to taking the radical and removing possible
factors corresponding to points of order 2) equal to the gcd of these polynomials.
(c) Our proof of Theorem 1.2 also works when g = 1, in which case X = J is an
elliptic curve with origin ∞. Thus X ∩ J˜ [N ] = J˜ [N ] and our bound is actually an
equality when N is prime to p. When P (x) = x3 + ax + b and Q(x) = 0, ∆N (x)
is equal, up to sign, to the classical N th division polynomial attached to an elliptic
curve (see for example [Lang78], Chapter 2).
Here is a brief sketch of the strategy of proof of Theorem 1.2 and Proposition 1.3.
We refer to § 3 for details. Write µ = ⌊N−2g−12 ⌋. To the hyperelliptic curve
X = XP,Q as above, we associate the polynomial F (x) = FP,Q(x) = 4P (x)+Q(x)
2.
The hypothesis that X is smooth implies that F (x) 6= 0. Applying the Riemann-
Roch theorem to X , we construct a polynomial matrix MN (x) = MP,Q,N (x) with
µ + 1 rows and µ + g columns and prove that it has maximal rank, and that if
x0 ∈ k satisfies F (x0) 6= 0, then a necessary and sufficient condition for x0 to
belong to T˜N is that the rank of MN (x0) is not maximal. Thus U˜P,Q,N(x) is equal
(possibly after removing factors common with F (x) and taking the radical) to the
gcd of the (µ + 1) × (µ + 1) subdeterminants of MN (x). In fact we shall see that
all these subdeterminants are divisible by F (x)µ(µ+1)/2 (see Proposition 2.6). We
prove Proposition 1.3, and generalizations to all N ≥ 2g + 1 (see Theorem 3.8 and
the results following it) by bounding the degrees of these subdeterminants. We use
Hasse-Schmidt derivatives in order to obtain results in arbitrary characteristic.
In fact, the matrix MN(x) and many of the other objects that we define are
“universal” , in the sense that they are defined for a universal hyperelliptic curve
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y2 + Q(x)y = P(x) of genus g, where the coefficients of Q(x) and P(x) are indeter-
minates. Thus § 2 is devoted to the study of these universal objects.
Of particular importance is the “leftmost” subdeterminant of MP,Q,N (x) (see
just after Lemma 2.4 and the beginning of § 3). We denote this subdeterminant
by ΓP,Q,N(x) or simply ΓN (x). Then ∆P,Q,N (x) is defined to be the quotient of
ΓN (x) by F (x)
µ(µ+1)/2. We prove (see Theorem 3.8 that all the subdeterminants
of MN(x) are divisible by certain powers of U˜N (x) and in particular that U˜N (x)
g
divides ∆N (x) (see 3.3.)
Although this is independent of the results of the present paper, we shall prove
(see 2.5) that∆N is equal, up to sign, to the polynomial denoted PN−g+1 in Cantor’s
paper [Ca94]. (See also the work of Oˆnishi [On05] when k = C.) Cantor proved that,
if x0 ∈ T˜N , then PN−g+1+r(x0) = 0 for all r ∈ {0, 1, . . . , 2g−2}. We improve on this
by proving that certain powers of U˜N(x) divide these PN−g+1+r(x)’s. Returning
to our notation, the precise result is as follows.
Proposition 1.5. Let N ≥ 2g + 1 and let r ∈ {0, 1, . . . , 2g − 2}. Define
εr,g =
(
g −
⌊
r + 1
2
⌋)(⌊r
2
⌋
+ 1
)
.
Then U˜N (x)
εr,g divides ∆N+r(x).
Note the symmetry ε2g−2−r,g = εr,g. It is easy to see that ε0,g = g, ε1,g = g − 1
and εr,g ≥ g − 1 for all g and r. When g ∈ {1, 2, 3, 4} the values of εr,g are as
follows:
g r 0 1 2 3 4 5 6
1 1
2 2 1 2
3 3 2 4 2 3
4 4 3 6 4 6 3 4
.
The proof will be given in § 4. Note that, by the result of Zarhin mentioned
above, whenever ℓ runs through a sequence of consecutive integers of length at
most 2g− 1, the polynomials U˜ℓ(x) are pairwise coprime. Thus, if N ≥ 2g+ 1, the
Proposition implies that ∆N (x) is divisible by a product of positive powers of U˜ℓ(x)
as ℓ runs over the integers between N − 2g + 2 and N such that ℓ ≥ 2g + 1. When
∆N (x) does not vanish, we can interpret this as a obtain a bound on a weighted
sum of the cardinalities of the sets X ∩ J˜ [ℓ].
We shall prove that, when p = 0 or p ≥ N , then ∆N (x) has degree δN,g. In
particular, it does not vanish. As already noted, ∆N (x) can vanish when p < N .
It is easy to compute U˜N(x) in simple cases and we provide several examples
illustrating this in § 5. In that section, we also describe a family of curves X for
which there are infinitely many integers N such that ♯ (X∩J [N ]) ≥ N2. Note that,
by the Manin-Mumford conjecture (first proved by Raynaud [Ra83]), this cannot
happen in characteristic zero. Results analogous to the Manin-Mumford conjecture
have been proved in positive characteristic when X does not come from a curve over
a finite field by extension of scalars (see for example [PiRo04]). In our examples, k
is an algebraic closure of a finite field and the curve y2+ y = x5 already mentioned
is a member of this family when p = 2, or indeed whenever p ≡ 2 or 3 (mod 5).
Remark 1.6. In [BeZa19], Bekker and Zarhin have made a detailed study of the
case N = 2g+1 for any g. As an example of their results, they prove that if 2g+1
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is a power of the characteristic of p, then X ∩ J [2g + 1]∗ contains at most two
points. This result is outside the scope of Theorem 1.2. More generally, their point
of view is more arithmetic than ours. In this paper we concentrate on bounds over
algebraically closed fields.
1.1. Some notation and terminology. In order to avoid as much as possible
having to repeatedly separate proofs according as to whether N is even or odd, we
introduce the following notation. If N is an integer and N ≥ 2g + 1, we write
µ = µN =
⌊N − 2g − 1
2
⌋
, ν = νN =
⌊N
2
⌋
+ 1.
The significance of the quantities will become clearer after (a) of Lemma 3.2. The
following trivial properties will be used repeatedly.
Lemma 1.7. We have ν + µ = N − g and
ν − µ =
{
g + 1 if N is odd
g + 2 if N is even
In §§ 2, 3 and the beginning of § 4 we shall mostly be concerned with matrices
such asMN (x) which have g−1 more columns than rows where g ≥ 1 is the genus of
the curve. By a submatrix of a such a matrix, we shall always understand a square
submatrix of the largest possible size, in other words obtained by the suppression
of g − 1 columns. A subdeterminant is the determinant of a submatrix as above.
The leftmost submatrix is that obtained by suppressing the g − 1 columns on the
right and the leftmost subdeterminant is the determinant of the leftmost submatrix.
Similarly for the rightmost submatrix and subdeterminant.
2. Hasse-Schmidt derivatives and universal polynomials
2.1. Hasse-Schmidt derivatives. Let Λ be a commutative domain and let D1 be
the usual derivation on the Laurent polynomial ring Λ(x), so that D1(x
n) = nxn−1
and D1 vanishes on Λ. Recall that the Hasse-Schmidt derivatives associated to D1
are the members of the unique sequence D = (Dn)n≥0 of Λ-linear operators on Λ[x]
such that D0 is the identity, D1 is as above and Dn(x
m) =
(
n
m
)
xn−m for all n ≥ 1
and for all m. They satisfy the Leibniz rule Dn(uv) =
∑n
ℓ=0Dℓ(u)Dn−ℓ(v) for all
u, v ∈ Λ[x] and Dm+n =
(
m+n
n
)
DmDn. We have D
n
1 = n!Dn for all n.
2.2. Universal polynomials. Fix an integer g ≥ 1. Let {pi}0≤i≤2g and {qi}0≤i≤g
be two sets of variables and let Λ = Z[p0, . . . , p2g, q0, . . . qg] be the polynomial ring.
Define Λ2 = Λ ⊗ Z[ 12 ] and ΛQ = Λ ⊗ Q, so we have inclusions Λ ⊆ Λ2 ⊆ ΛQ.
For every n ≥ 0, we denote by Dn the derivation Dn associated to these rings.
Set P(x) = p0 + p1x + · · · + p2gx2g + x2g+1, Q(x) = q0 + q1x + · · · + qgxg and put
f(x) = P(x)+ 14Q(x)
2, so that P, Q ∈ Λ and f ∈ Λ2. Consider the ring Λ[x, y] where
y satisfies y2 +Q(x)y = P(x) and write z = y+ 12Q(x), an element of Λ2[x, y]. Then
z2 = f(x). Since Λ has characteristic zero, D1 extends uniquely to a derivation on
Λ[x, y]. The same is true for D, and in fact Dn =
Dn1
n! for all n. Similarly, D1 and D
extend uniquely to Λ2[x, y] and ΛQ[x, y]. To simplify notation, write yn = Dny and
zn = Dnz for all n.
Lemma 2.1. Let i ∈ Z+.
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(a) For all n ∈ Z+ there exist unique polynomials si,n(x), ti,n(x) and ui,n(x) ∈
Λ2[x] such that
Dn(x
iy) =
si,n(x) + ti,n(x)y
(2z)2n−1
and Dn(x
iz) =
ui,n(x)
(2z)2n−1
.
Furthermore, si,n(x), ti,n(x) ∈ Λ[x] for all n ≥ 1.
(b) If n > i+g, then Dn(x
iy) = Dn(x
iz) and hence si,n(x) = ui,n(x) and ti,n(x) =
0. In particular, ui,n(x) ∈ Λ whenever n > i+ g.
Proof. (a) The uniqueness of si,n(x), ti,n(x) and ui,n(x) is clear. We prove the
existence of si,n(x) and ti,n(x) and leave the case of ui,n(x) to the reader. We have
si,0(x) =
1
2x
i and ti,0(x) = 0 for all i, so the result is true when n = 0.
Suppose n = 1. From y2+Q(x)y = P(x), we find that (2y+Q(x))y1+(D1Q(x))y =
D1P(x), so y1 =
D1P(x)−(D1Q(x))y
2y+Q(x) =
D1P(x)−(D1Q(x))y
2z , so s0,1(x) = D1P(x) and t0,1(x) =
−D1Q(x). These both lie in Λ[x], so the result is true for i = 0. If i > 0, we have
D1(x
iy) = xiD1y + ix
i−1y =
xi(D1P(x) − D1Q(x)y) + ixi−12zy
2z
=
xi(D1P(x)− D1Q(x)y) + ixi−1(P(x) − 2Q(x)y)
2z
,
so si,1(x) = x
iD1P(x) + ix
i−1P(x) and ti,1(x) = −xiD1Q(x) − 2ixi−1Q(x) both lie in
Λ[x].
Next note that if m ≥ 2 and the result is known for (i, n) for i and for all n < m,
then we can deduce it for i = 0 and n = m as follows. From y2 + Q(x)y = P(x) we
deduce that DmP(x) = Dm((y+Q(x))y) =
∑m
k=0 Dk(y+Q(x))ym−k . The sum of the
terms where k = 0 and k = m is (2y+ Q(x))ym = 2zym and if 1 ≤ k ≤ m− 1 then
by hypothesis Dk(y+Q(x))ym−k can be written as a product
α
(2z)2k−1
β
(2z)2(m−k)−1
=
αβ
(2z)2m−2 for some α, β ∈ Λ. Adding all these terms and rearranging proves the
assertion.
Finally, if the result is known for all (i, n) with n < m and for (0,m), it follows
easily for all i when n = m using the identity Dm(x
iy) =
∑m
k=0
(
i
k
)
xi−kym−k.
(b) Since Q has degree g, xiQ(x) has degree g + i, so Dn(x
iQ(x)) = 0 whenever
n > g + i. Since xiz = xiy + 12x
iQ(x), the result follows. 
Let {bi}i≥0 be further variables and let B = Λ[b0, b1, . . . ] be the polynomial ring.
Then again, D1 and D extend uniquely to B[x, y]. Let Ψ(x) = b0+b1x+· · ·+bmxm ∈
B[x]. It follows from Lemma 2.1 that for each n ≥ 0 there is a unique polynomial
rΨ,n(x) such that Dn(Ψ(x)z) =
rΨ,n(x)
(2z)2n−1 . Here rΨ,0(x) =
1
2Ψ(x) lies in B[
1
2 , x] and
rΨ,n)(x) ∈ B[x] if n ≥ 1. We want to compute the degree of rΨ,n(x) as well as its
leading coefficient. Since we are working in characteristic zero, we can use induction
on the degree n of the higher ordinary derivative Dn1 = n!Dn. Write r˜Ψ,n = n!rΨ,n,
so by what has just been said, Dn1 (Ψ(x)z) =
r˜Ψ,n(x)
(2z)2n−1 .
For integers m, n with n ≥ 0 define Cm,n =
∏n−1
r=0 (m− 2r), so Cm,0 = 1 for all
m. In our applications, m will always be odd, so Cm,n 6= 0.
Lemma 2.2. (a) For all n ≥ 0 we have
r˜Ψ,n+1(x) = 2(2D1r˜Ψ,n(x)f(x) + (1− 2n)r˜Ψ,n(x)D1f(x)).
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(b) If Ψ(x) = b0 + b1x+ · · ·+ bmxm as above then r˜Ψ,n has degree 2gn+m and
leading coefficient 2n−1bmC2g+2m+1,n.
Proof. (a) Use the fact that Dn+11 (Ψ(x)z) = D1(D
n
1 (Ψ(x)z)) together with D1z =
D1f(x)
2f(x) z. One proves (b) by an easy induction using (a) and observing that the
terms of degree at most 2g in f and of degree at most m − 1 in Ψ do not impact
the coefficient of degree 2gn+m in r˜Ψ,n. 
2.3. The universal matrix Mf,N(x). Fix an integer N ≥ 2g + 1 and write ν =
νN = ⌊N2 ⌋+ 1, µ = µN = ⌊N−2g−12 ⌋. We define the universal matrix
MN (x) =


s0,ν s0,ν+1 · · · s0,N−1
s1,ν s1,ν+1 · · · s1,N−1
...
...
. . .
...
sµ,ν sµ,ν+1 · · · sµ,N−1

 .
ThusMN(x) has µ+1 rows and µ+g columns and, by Lemma 2.1, it has coefficients
in Λ[x].
Denote by S0 the set {j = (j1, j2, . . . , jµ+1) ∈ Zµ+1 | ν ≤ j1 < j2 < · · · <
jµ+1 ≤ N − 1}. For each j ∈ S0 denote by Σj(x) the submatrix of MN(x) formed
by columns jr − ν + 1, r ∈ {1, . . . , µ+ 1}. In other words
Σj(x) =


s0,j1 s0,j2 · · · s0,jµ+1
s1,j1 s1,j2 · · · s1,jµ+1
...
...
. . .
...
sµ,j1 sµ,j2 · · · sµ,jµ+1

 .
Lemma 2.3. detΣj(x) is a polynomial of degree at most 2g
∑µ+1
ℓ=1 jℓ +
µ(µ+1)
2 .
Proof. The entry of Σj(x) at the intersection of line i and column ℓ is si,jr (x), which
is a polynomial of degree at most 2gjℓ+i. Thus if π is a permutation of {0, 1, . . . , µ},
then the product ±∏µi=0 si,jπ(i)+1 (x) appearing in the development of detΣj(x) has
degree at most
∑µ
i=0 (2gjπ(i)+1 + i) = 2g
∑µ+1
i=1 ji +
µ(µ+1)
2 , as required. 
LetM be a matrix whose entriesMi,j are polynomials in one variable x of degree
at most di,j . We define the leading coefficient matrix associated to M to be the
matrix whose (i, j)th entry is the coefficient of xdi,j in Mi,j. This depends of course
on the choice of di,j ; here we apply it to the matrix MN(x) defined above with
di,j equal to 2g(ν + j − 1) + i. Indeed, this is the bound on the degree of si,ν+j−1
obtained by applying Lemma 2.1. Since rΨ,n =
1
n! r˜Ψ,n, we deduce the following
from (b) of Lemma 2.2.
Lemma 2.4. The (i, j)th entry of the leading coefficient matrix associated to MN(x)
is
2ν+j−2
C2(g+i)−1,ν+j−1
(ν + j − 1)! .
Let ΓN(x) be the determinant of the leftmost (µ + 1) × (µ + 1) submatrix of
MN(x) (see 1.1), in other words ΓN (x) = detΣj(x) where j = (ν, ν + 1, . . . , ν + µ).
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Proposition 2.5. The degree of ΓN (x) is g((N−g)(N−g+1)−ν(ν−1))+ µ(µ+1)2
and its leading coefficient is equal to
2(ν+µ−1)(µ+1)
(∏µ+1
i=1 C2g+2i−1,ν
)(∏µ+1
j=1 (j − 1)!
)
∏µ+1
j=1 (ν + j − 1)!
Proof. The fact that the degree is at most g((N−g)(N−g+1)−ν(ν−1))+ µ(µ+1)2
follows from Lemma 2.3, so we to compute the coefficient of that degree and check
that it is non-zero. The corresponding leading coefficient submatrix (which we
denote by Mcf,N ) can be read off from Lemma 2.4 and the desired coefficient is
equal to its determinant. To compute it, recall that if c ∈ Q and if
Tn =


1
(
c
1
) (
c
2
) · · · ( cn−1)
1
(
c+1
1
) (
c+1
2
) · · · (c+1n−1)
...
...
...
. . .
...
1
(
c+n−1
1
) (
c+n−1
2
) · · · (c+n−1n−1 )

 ,
then detTn = 1. This is clear for n = 1. If n > 1 subtract row n− i − 1 from row
n− i for i = 0, 1, . . . , n− 2 and use the identity (um)− (u−1m ) = (u−1m−1) to show that
detTn = detTn−1. Using the identity Cm,ℓ+ℓ′ = Cm,ℓCm−2ℓ,ℓ′ , we see that
2ν+j−2
C2g+2i−1,ν+j−1
(ν + j − 1)! = 2
ν+j−2 C2g+2i−1,ν
(ν + j − 1)!C2g+2i−2ν−1,j−1
= 2ν+j−2
C2g+2i−1,ν
(ν + j − 1)!2
j−1(j − 1)!
(
c+ i
j − 1
)
,
where c = g − ν − 12 is independent of i and j. We deduce that Mcf,N is obtained
from Tµ+1 by multiplying row i by C2g+2i−1,ν for all i and multiplying column
j by 2
ν+2(j−1)(j−1))!
(ν+j−1)! for all j. Finally the exponent of 2 is
∑µ+1
j=1 (ν + 2j − 3) =
(ν + µ− 1)(µ+ 1) and the result follows. 
2.4. Powers of F(x) dividing detΣj(x). Write F(x) = 4f(x), so that F(x) ∈ Λ[x].
The main result of this subsection is the following Proposition.
Proposition 2.6. For all j ∈ S0, F(x)µ(µ+1)/2 divides detΣj(x).
Define Πj,N (x) = det (Σj(x))/F(x)
µ(µ+1)/2 and ∆N (x) = ΓN (x)/F(x)
µ(µ+1)/2.
Since F(x) has degree 2g+1, F(x)µ(µ+1)/2 has degree (2g+1)µ(µ+1)/2. Also, the
leading coefficient of F(x) is 4, so that of F(x)µ(µ+1)/2 is 2µ(µ+1). Recalling that
ν = ⌊N2 ⌋ + 1 and µ = ⌊N−2g−12 ⌋, we see that the following corollaries follow from
Propositions 2.5 and 2.6 together with Lemma 2.3.
Corollary 2.7. Suppose N ≥ 2g + 1 and let δN,g be as in the statement of Theo-
rem 1.2. Then deg (∆N (x)) = δN,g and its leading coefficient is equal to
2(ν−1)(µ+1)
(∏µ+1
i=1 C2g+2i−1,ν
)(∏µ+1
j=1 (j − 1)!
)
∏µ+1
j=1 (ν + j − 1)!
Corollary 2.8. For all j ∈ S0, the degree of Πj,N (x) is at most equal to 2g
∑µ+1
r=1 jr−
gµ(µ+ 1).
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Proof of Proposition 2.6. In what follows, i is an integer between 0 and µ. Fur-
thermore, all the indices m that appear satisfy m ≥ ν, and henc m > i + g, since
i ≤ µ < ν ≤ m and ν − µ ∈ {g + 1, g + 2}. Now from
Dm(x
iy) =
m∑
k=0
Dm−kx
iDky =
m∑
k=m−i
(
i
m− k
)
xi−k+myk
we deduce
si,m(x) =
m∑
k=m−i+1
(
i
m− k
)
xi−k+m(F(x))m−ksk(x) + (F(x))
ism−i(x)
=
i∑
ℓ=1
(
i
ℓ
)
xℓ(F(x))i−ℓsm−i+ℓ(x) + (F(x))
ism−i(x),
where we abbreviate s0,k to sk. Note that the coefficients
(
i
ℓ
)
xℓ(F(x))i−ℓ of sm−i+ℓ(x)
and F(x)i of sm−i(x) are independent of m. Applying suitable row operations, this
implies that detΣj(x) is equal to the determinant of the matrix

sj1(x) sj2(x) · · · sjµ+1(x)
F(x)sj1−1(x) F(x)sj2−1(x) · · · F(x)sjµ+1−1(x)
...
...
. . .
...
F(x)µsj1−µ(x) F(x)
µsj2−µ(x) · · · F(x)µsjµ+1−µ(x)

 .
Since sm(x) ∈ Λ[x], F(x) ∈ Λ[x], and the rows are divisible successively by 1, F(x),
F(x)2, . . . , F(x)µ, we deduce that this determinant is divisible by F(x)1+2+···+µ =
F(x)µ(µ+1)/2 as required. 
The proof gives the following explicit formula for Πj,N (x).
Corollary 2.9. Let j ∈ S0 and write
Sj(x) =


sj1(x) sj2(x) · · · sjµ+1(x)
sj1−1(x) sj2−1(x) · · · sjµ+1−1(x)
...
...
. . .
...
sj1−µ(x) sj2−µ(x) · · · sjµ+1−µ(x)


Then Πj,N (x) = detSj(x).
2.5. Relation between ∆N and Cantor’s PN−g+1. We first recall Cantor’s def-
inition of the polynomials he denotes by Pr when r ≥ g. We use notation close
to that of [Ca94], indicating the modifications made to avoid confusion with the
notation of the present paper. Write f(x) = f0 + f1x + · · ·+ f2gx2g + x2g+1 where
we think of the coefficients fi as independent variables. Let ζ be another variable
(which Cantor denotes by z) and write E(ζ) = f(x− ζ), so E(ζ) =∑2g+1i=0 eiζi with
ei ∈ Q[f0, f1, · · · f2g][x]. Note that e0 = f(x) and e2g+1 = −1. Let z2 = f(x) (this is
our z that corresponds Cantor’s y) and E1(ζ) = (E(ζ) − z2)/ζ ∈ Λ[x, ζ] and define
a square root S(ζ) of E(ζ) by
S(ζ) = (−1)g+1z
√
1 + ζ
E1(ζ)
z2
.
Here
√
1 + Z = 1+ 12Z+ · · ·+
(
1/2
n
)
Zn+ · · · is the usual binomial expansion. Let σn
be the coefficient of ζn in S(ζ) (Cantor writes it as sn). Writing sn for our s0,n as
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before, we see that σn = (−1)nDnS(0) = (−1)n+g+1 sn(2z)2n−1 . Alternatively, writing
zn = Dnz, we have σn = (−1)n+g+1zn.
For r ≥ g (we only need r ≥ g+2), Cantor writesmr = ⌊ r+g2 ⌋ and nr = ⌊ r−g−12 ⌋.
We take r = N − g + 1. Then mr+1 = ν and nr+1 = µ+ 1, and Cantor defines the
Hankel matrix (see his equation (3.1))
Hν,µ+1 =


σν−µ σν−µ+1 · · · σν
σν−µ+1 σν−µ+2 · · · σν+1
...
...
. . .
...
σν σν+1 · · · σν+µ


and then defines (see his equation (8.7))
ψr = ψN−g+1 = (2z)
(r2−r−g2+g)/2 detHν,µ+1 = (2z)
N(N−2g+1)/2 detHν,µ+1
and finally Pr(x) = ψr if N is odd and Pr(x) = ψr/(2z)
g if N is even (see (8.16) on
page 134 of [Ca94]). Cantor proves that Pr(x) is actually a polynomial in x, and
this will also follow from our calculations. In any case,
ψN−g+1 =(−1)(g+1+ν−µ)(µ+1)(2z)N(N−2g+1)/2
× det


zν−µ −zν−µ+1 · · · (−1)µzν
−zν−µ+1 zν−µ+1 · · · (−1)µ+1zν+1
...
...
. . .
...
(−1)µzν (−1)µ+1zν+1 · · · zν+µ

,
where the sign is constant on each antidiagonal and alternates +, −, +, . . . from
one antidiagonal to the next. Removing the signs does not change the determinant,
so the total sign is (−1)(g+1+ν−µ)(µ+1) and Cantor’s definition boils down to
Definition 2.10. Let N ≥ 2g + 1, r = N − g + 1. Define ψr = ψN−g+1 to be
(−1)(g+1+ν−µ)(µ+1)(2z)N(N−2g+1)/2 detV , where
V =


zν−µ zν−µ+1 · · · zν
zν−µ+1 zν−µ+2 · · · zν+1
...
...
. . .
...
zν zν+1 · · · zN−g


Then define Pr by Pr = ψr if N is odd and Pr = ψr/(2z)
g if N is even.
Proposition 2.11. Let N ≥ 2g + 1. Then PN−g+1(x) is a polynomial in x and in
fact
PN−g+1(x) = (−1)(g+1+ν−µ)(µ+1)+⌊(µ+1)/2⌋∆N (x).
Proof. Let V ′ be the matrix obtained from V by interchanging rows placed sym-
metrically around the middle, so that
V ′ =


zν zν+1 · · · zN−g
zν−1 zν · · · zN−g−1
...
...
. . .
...
zν−µ zν−µ+1 · · · zν

 .
Then detV ′ = (−1)⌊(µ+1)/2⌋ detV since V ′ is obtained from V by a permutation
of rows that is a product of ⌊(µ+ 1)/2⌋ transpositions.
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Since zm =
sm(x)
(2z)2m−1 = sm(x)
2z
F(x)m , we have
detV ′ = det


sν(x)
2z
F(x)ν sν+1(x)
2z
F(x)ν+1 · · · sν+µ(x) 2zF(x)ν+µ
sν−1(x)
2z
F(x)ν−1 sν(x)
2z
F(x)ν · · · sν+µ−1(x) 2zF(x)ν+µ−1
...
...
. . .
...
sν−µ(x)
2z
F(x)ν−µ sν(x)
2z
F(x)ν−µ+1 · · · sν(x) 2zF(x)ν

.
If i, ℓ ∈ {1, 2, . . . , µ+1}, the power of F(x) in the denominator of the entry at the in-
tersection of the ith row and the ℓth column is F(x)ν+i−ℓ. Hence in the devolopment
of the determinant, the power of F(x) in the denominator of the product correspond-
ing to the permutation π of {1, 2, . . . , µ+1} is F(x)
∑µ+1
i=1 ν+i−π(i) = F(x)ν(µ+1). Since
F(x) = (2z)2, it follows that
detV ′ = (2z)−(2ν−1)(µ+1) det


sν sν+1 · · · sν+µ
sν−1 sν · · · sν+µ−1
...
...
. . .
...
sν−µ sν−µ+1 · · · sν


and this is equal to (2z)−(2ν−1)(µ+1)∆N (x) by Corollary 2.9. (The matrix on the
right is just the matrix Sj(x) with j = (ν, ν + 1, . . . , ν + µ).) Finally
(2ν − 1)(µ+ 1) =
{
N(N − 2g + 1)/2 if N is odd
N(N − 2g + 1)/2− g if N is even
so that from Definition 2.10,
PN−g+1(x) = (−1)(g+1+ν−µ)(µ+1)(2z)(2ν−1)(µ+1) detV
= (−1)(g+1+ν−µ)(µ+1)+⌊(µ+1)/2⌋(2z)(2ν−1)(µ+1) detV ′
= (−1)(g+1+ν−µ)(µ+1)+⌊(µ+1)/2⌋∆N (x)
as claimed. 
3. Hyperelliptic curves of odd degree
In this section, we apply the results of § 2 to prove several bounds on the torsion
of odd degree hyperelliptic curves, of which Theorem 1.2 and Proposition 1.3 are
special cases.
3.1. Preliminaries. The field k is always supposed to be algebraically closed. We
work with an affine model y2 + Q(x)y = P (x) of the hyperelliptic curve XP,Q of
genus g ≥ 1. Here P (x) is monic of degree 2g + 1 and Q(x) has degree at most g.
Write F (x) = Q(x)2 + 4P (x). Then (2y +Q(x))2 = F (x) and the hypothesis that
X is smooth implies that F 6= 0. Let JP,Q be the jacobian of X . We always think
of X as embedded in J using ∞ as base point.
Write K for the rational function field k(x) and L = k(X), so that L is a
separable quadratic extension K. It is ramified only at places corresponding to
Weierstrass points, that is to say the points of X ∩ J [2]. Another way to say
this is that L/K is unramified at the places corresponding to points (x0, y0) with
F (x0) 6= 0 (see (e) of Lemma 3.1 below).
There is a unique ring homomorphism Λ → k that sends pi to the coefficient
of xi in P for all i ∈ {0, 1, . . . , 2g} and qi to the coefficient of xi in Q for all
12 JOHN BOXALL
i ∈ {0, 1, . . . , g}. It extends to a homomorphism σ : Λ(x) → K by sending x
to x. In particular, σ(Λ[x]) ⊆ k[x], and σ(P(x)) = P (x), σ(Q(x)) = Q(x) and
σ(F(x)) = F (x). Since y(y + Q(x)) = P (x) and P (x) 6= 0, σ then extends to
a homomorphism Λ(x, y) → L with σ(y) = y. We use σ to transfer concepts
discussed in § 2 to L. So from now on, D1 denotes the extension to L of the standard
derivation on K (so D1x = 1 and D1λ = 0 for all λ ∈ k) and D = (Dn)n≥0 the
associated Hasse-Schmidt derivative. Then clearly σ ◦Dn = Dn ◦ σ for all n. From
now on, we denote by an italicized letter si,n, M , Σ, Ψ , . . . the object obtained by
applying σ to the object denoted in § 2 by the corresponding sans serif or upright
greek letter si,n, M, Σ, Ψ, . . . .
A few remarks are in order. The definitions of f and z involve division by 2,
so to avoid possible confusion in characteristic 2 we shall not use f and z in this
way. Note that 2z = 2y + Q(x) which belongs to Λ[x, y], so σ(2z) = 2y + Q(x) is
well-defined in every characteristic (and equal to Q(x) in characteristic 2). Thus
again to avoid confusion, we shall always denote σ(2z) by 2y+Q(x). Similarly, we
shall use only notations such as si,n for values of i and n for which si,n belongs to
Λ[x].
As another example, the leading coefficient of ΓN(x) that we computed in Propo-
sition 2.5 may now be 0. Thus we can only conclude that the degree of ΓN (x)
(= σ(ΓN (x)) is bounded by g((N − g)(N − g+1)− ν(ν− 1))+ µ(µ+1)2 . Similarly, by
Corollary 2.7, the degree of ∆N (x) is bounded by δN,g and not necessarily equal to
it. This accounts for the way the conclusions of Theorem 1.2 have been presented.
The following lemma is easy and left to the reader.
Lemma 3.1. (a) Let λ ∈ k. Then for all m, n ≥ 0 we have Dn(x − λ)m =(
m
n
)
(x− λ)m−n.
(b) Let λ ∈ k, let n ≥ 0 and let (a0, a1, . . . , an) ∈ kn+1. Then there is a unique
Φ(x) ∈ k[x] of degree at most n such that DrΦ(λ) = ar for all r ∈ {0, 1, . . . , n}.
(c) Let λ ∈ k. Then D has a unique extension to k((x − λ)) that is continuous
in the x− λ-adic topology. Denote this extension also by D.
(d) Let λ ∈ k, let n ≥ 0 and let ψ ∈ k[[x − λ]]. Then Drψ(λ) = 0 for all
r ∈ {0, . . . , n− 1} if and only ψ ∈ (x− λ)nk[[x− λ]].
3.2. Application to hyperelliptic curves. Denote by ι the hyperelliptic involu-
tion of X . The following lemma is well-known.
Lemma 3.2. Suppose that N ≥ 2. Interpret all polynomials of degree < 0 as the
zero polynomial.
(a) Every element of L(N [∞]) can be written in a unique manner in the form
Φ(x) + Ψ(x)y, where Φ, Ψ ∈ k[x] and
degΦ ≤ ν − 1, deg Ψ ≤ µ.
(b) One has x ∈ L(2[∞]) and y ∈ L((2g + 1)[∞]), the orders of the poles at ∞
being respectively 2 and 2g + 1.
(c) The action of ι on L fixes L(N [∞]) and sends Φ(x)+Ψ(x)y to Φ(x)−Ψ(x)(y+
Q(x)).
(d) Let ξ ∈ X. Then ι(ξ) = ξ if and only if ξ ∈ J [2]. If N ≥ 2, then ξ ∈ J [N ]∗
if and only if ι(ξ) ∈ J [N ]∗.
(e) Let (x0, y0) ∈ X − {∞}. Then (x0, y0) ∈ J [2]∗ if and only if F (x0) = 0.
(f ) If 3 ≤ N ≤ 2g, then X ∩ J [N ]∗ is empty.
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Here (f ) was proved by Zarhin [Za19] (when p 6= 2), but it also follows easily
from the other assertions.
Set O = k[x, y][ 1F (x) ], so that if (x0, y0) ∈ X and F (x0) 6= 0, O embeds in
k[[x− x0]] and D operates on O via this embedding.
Proposition 3.3. Let α ∈ L×, let N ≥ 2g + 1 and let ξ = (x0, y0) ∈ X − {∞}.
Then the following are equivalent.
(a) α has divisor N([ξ]− [∞]).
(b) There exist non-zero Ψ , Φ ∈ k[x] with degrees at most µ and ν − 1 such that
α = Ψ(x)y + Φ(x) and Drα(ξ) = 0 for all r ∈ {0, 1, . . . , N − 1}.
Proof. (a) ⇒ (b) Since α has a pole of order N at ∞ and is finite elsewhere, there
exist Ψ , Φ whose degree satisfy the required inequalities. The hypothesis N ≥ 2g+1
implies that neither Ψ nor Φ can vanish, and also that F (x0) 6= 0. Hence α ∈ O
embeds in k[[x − x0]]. Since α has a zero of order N at ξ, Drα(ξ) = 0 for all
r ∈ {0, 1, . . . , N − 1}.
(b) ⇒ (a) Suppose α has the given properties. Then α has a zero of order at
least N at ξ. On the other hand, the bounds of the degrees of Ψ and Φ implies it
has a pole of order at most N at ∞, and is finite elsewhere. Since the degree of a
principal divisor is zero, the divisor of α is necessarily N([ξ]− [∞]). 
Theorem 3.4. Let ξ = (x0, y0) ∈ X−{∞}, and let N ≥ 2g+1. Then the following
conditions are equivalent.
(a) ξ ∈ J˜ [N ],
(b) There exists non-zero Ψ(x) ∈ k[x] of degree at most µ such that Dr(Ψ(x)y)(ξ) =
0 for all r ∈ {µ+ 1, . . . , N − 1}.
Proof. (a)⇒(b). There exist α, Ψ and Φ, as in Proposition 3.3. Since the
degree of Φ is at most ν − 1, we have Dr(Ψ(x)y)(ξ) = Dr(α)(ξ) = 0 for all r ∈
{ν, . . . , N − 1}.
(b)⇒(a). By (b) of Lemma 3.1, there exists a unique polynomial Φ of degree
at most ν − 1 such that DrΦ(ξ) = −Dr(Ψy)(ξ) for all r ∈ {0, 1, . . . , ν − 1}. Set
α = Ψ(x)y + Φ(x). Then, by Proposition 3.3, the divisor of α equals N([ξ]− [∞]).
Hence α ∈ J [N ]. Also, ξ /∈ J [2], since if ξ ∈ J [2], α would be a constant multiple
of (x − x0)N/2. But since Ψ(x) 6= 0, α is not invariant under the hyperelliptic
involution, whereas x− x0 is.
Let MN (x) = σ(MN (x)), where σ acts on each entry of MN (x), so the entries of
MN(x) are elements of k[x]. Since MN (x) has µ + 1 rows and µ + g columns and
since g ≥ 1, its rank is at most µ+ 1 and we shall see in a moment that this is the
actual rank.
Theorem 3.5. Let x0 ∈ k, let ξ ∈ X −{∞}, ξ = (x0, y0) and let N ≥ 2g+1. The
following are equivalent.
(a) ξ ∈ J˜ [N ],
(b) The matrix MN (x0) does not have maximal rank µ+ 1.
Proof. (a)⇒(b). Let Ψ be above, and write Ψ(x) =∑µi=0 bixi, where (b0, b1, . . . , bµ) ∈
kµ+1 is not (0, 0, . . . , 0). Then since Dn(Ψ(x)y)(ξ) = 0 for all n ∈ {µ, . . . , N − 1},
we have rΨ,n(x0) = 0 for these n, which implies that(
b0 b1 · · · bµ
)
MN(x0) = 0,
and so MN(x0) is not of maximal rank.
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(b)⇒(a). If MN(x0) is not of maximal rank, there exists a non-zero solution
(b0, b1, . . . , bµ) ∈ kµ+1 of
(
b0 b1 · · · bµ
)
MN(x0) = 0. Set Ψ(x) =
∑µ
i=0 bix
i.
Then rΨ,n(x0) = 0 for all n ∈ {µ, . . . , N − 1} and using the previous theorem, we
see that ξ ∈ J˜ [N ]. 
Corollary 3.6. The matrix MN(x) with polynomial coefficients has maximal rank
µ+ 1.
Proof. If not, MN (x0) would not have maximal rank for all x0 ∈ k. Since k is
infinite and J [N ] is a finite set, this contradicts the Theorem. 
Let U˜0N (x) denote the gcd of the polynomials Πj,N (x) as j runs over S0.
Corollary 3.7. If N ≥ 2g + 1, then U˜N(x) is equal to the radical of the prime-to-
F (x) part of U˜0N(x).
Proof. By Corollary 3.6, detΣj(x) 6= 0 for at least one j ∈ S0. The result therefore
follows from Theorem 3.5 and the fact that Πj,N (x) = detΣj(x)/F (x)
µ(µ+1)/2. 
Theorem 3.8. Let j ∈ S0.
(a) Let x0 ∈ k with F (x0) 6= 0. If (x0, y0) ∈ J˜ [N ], then Πj,N has a zero of order
at least N − jµ+1 at x0.
(b) Suppose Πj,N (x) 6= 0. Then (N− jµ+1)♯ (X ∩ J˜ [N ]]) ≤ 4g
∑µ+1
ℓ=1 jℓ−2gµ(µ+
1).
Proof. (a) Let α, Ψ(x) be as in the proof of Theorem 3.4. Recall that Ψ 6= 0, so
denote its degree by δ and write Ψ(x) = b0+ b1x+ · · ·+ bδxδ, bδ 6= 0. Let Li denote
the ith line of Σj(x) and Σ
′
j(x) denote the matrix obtained from Σj(x) by replacing
line δ + 1 by L′δ := b0L0 + b1L1 + · · ·+ bδLδ. Then detΣj(x) = bδ detΣ′j(x). But
the entry of L′δ in the ℓ
th column is
b0s0,jℓ+b1s1,jℓ+· · ·+bδsδ,jℓ = (DjℓΨ(x)y)(2y+Q(x))2jℓ−1 = (Djℓα)(2y+Q(x))2jℓ−1
since jℓ ≥ ν. This has a zero of order at least N−jℓ at x0. Expanding detΣ′j(x) by
line δ+1 then shows that detΣ′j(x) has a zero of order at least min1≤ℓ≤µ+1 {N − jℓ} =
N − jµ+1 at x0. Hence the same is true of detΣj(x).
(b) This follows from (a) and Corollary 2.8, on recalling that each x0 ∈ T˜N
corresponds to two points (x0, y0), (x0,−y0 −Q(x0)) ∈ J˜ [N ]. 
Corollary 3.6 and Theorem 3.8 should be viewed as the central results of this
paper, since they imply a general bound for ♯ (X ∩ J˜ [N ]). We summarize this in
the following Corollary.
Corollary 3.9. With notation as in Theorem 3.8 define S := {j ∈ S0 | Πj,N (x) 6=
0}. Then S is non empty, and
♯ (X ∩ J˜ [N ]) ≤ min
(j1,...,jµ+1)∈S
4g
∑µ+1
ℓ=1 jℓ − 2gµ(µ+ 1)
N − jµ+1 .
Proof. The fact that S is non-empty follows from Corollary 3.6 and the bound then
follows from (b) of Theorem 3.8. 
NUMBER OF POINTS OF GIVEN ORDER 15
3.3. Best and worst cases, proofs of Theorem 1.2 and Proposition 1.3.
The optimal situation occurs when j = (ν, ν+1, . . . , ν+µ) ∈ S, which leads to the
leftmost subdeterminant of MN (x). Recall that by definition ∆N (x) = ΠN (x) for
this choice of j.
Proof of Theorem 1.2. When j = (ν, ν + 1, . . . , ν + µ), we have jµ+1 = N − g, so
N−jµ+1 = g. By Theorem 3.8, U˜N(x)g divides ∆N (x) so (a) of Theorem 1.2 follows
from Corollary 2.7. (b) follows at once from (a). To prove (c), one notes that when
p = 0 or p ≥ N , it follows from Proposition 2.5 that the leading coefficient of ΓN (x),
and hence that of ∆N (x) is non-zero. 
The worst possible bound comes from the rightmost subdeterminant, which cor-
responds to the choice j = (N − µ − 1, N − µ, . . . , N − 1). Indeed, this choice of
j maximizes the numerator of the bound in Corollary 3.9 and the denominator is
N − jµ+1 = 1. Thus it applies in full generality and we therefore resume the result
in the following Proposition.
Proposition 3.10. For all g, N ≥ 2g + 1 and for all hyperelliptic X of genus g
embedded in their jacobian using a Weierstrass point as base point, we have
♯ (X ∩ J˜N ]) ≤
{
g(N2 − (2g)2) if N is even
g(N2 − (2g − 1)2) if N is odd.
The two bounds of Proposition 1.3 are the cases N = 2g + 1 and N = 2g + 2 of
Proposition 3.10. Note that, for fixed g this is weaker than Proposition 1.1 except
when N is close to 2g + 1 or when p is purely inseparable for X and N − 1 is a
sufficiently large power of p.
4. Proof of Proposition 1.5
We recall the statement for the reader’s convenience.
Proposition 1.5. Let N ≥ 2g + 1 and let r ∈ {0, 1, . . . , 2g − 2}. Define
εr,g =
(
g −
⌊
r + 1
2
⌋)(⌊r
2
⌋
+ 1
)
.
Then U˜N (x)
εr,g divides ∆N+r(x).
The case r = 0 of this Proposition is simply (a) of Theorem 3.8 applied with
j = (ν, ν + 1, . . . , ν + µ). Our proof of Proposition 1.5 is a generalization of the
proof of this. Indeed, we could also generalize Theorem 3.8 to subdeterminants
of MN+r(x) other than ΓN (x). Note however that when r ≥ 1, then in view of
Theorem 3.5, U˜N (x) cannot divide all the subdeterminants of MN+r(x).
We exploit the following simple Lemma.
Lemma 4.1. Let N ≥ 2g + 1 be an integer.
(a) If N is odd, the matrix MN+1(x) is obtained from MN (x) by suppressing the
leftmost column and adding the column which is the transpose of
(
s0,N s1,N . . . sµ,N
)
on the right.
(b) If N is even, then MN+1(x) is obtained from MN(x) by adding the line(
sµ+1,ν sµ+1,ν+1 · · · sµ+1,N
)
at the bottom and the column defined as the trans-
pose of
(
s0,N s1,N · · · sµ+1,N
)
, on the right.
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(c) In both cases, MN+2(x) is obtained from MN(x) by suppressing the leftmost
column and adding a the line
(
sµ+1,ν sµ+1,ν+1 · · · sµ+1,N+1
)
at the bottom and
two columns, the transpose of
(
s0,N s1,N · · · sµ+1,N
)
followed the transpose of(
s0,N+1 s1,N+1 · · · sµ+1,N+1
)
, on the right.
Proof. Note that, if N is increased to N+1, µ is unchanged if N is odd and increases
by 1 if N is even, while ν is unchanged if N is even and increases by one if N is
odd. (a) and (b) are then obvious from the definition of MN(x). (c) follows from
(a) and (b). 
Proof of Proposition 1.5. It suffices to show that U˜N(x)
εr,g divides ΓN+r(x). Let
x0 ∈ T˜N and let α = Φ(x) + Ψ(x)y have divisor N [(x0, y0)] − N [∞]. We consider
several cases according to the parity of N and r.
(a) Suppose N odd and r even, r = 2q with 0 ≤ q ≤ g − 1. Then νN+r = ν + q
and µN+r = µ+ q so by Lemma 1.7 µN+r + νN+r = N − g + r. Thus Γf,N+r(x) is
the determinant of the matrix
M0f,N+r(x) =


s0,ν+q s0,ν+q+1 · · · s0,N−g+r
s1,ν+q s1,ν+q+1 · · · s1,N−g+r
...
...
. . .
...
sµ+q,ν+q sµ+q,ν+q+1 · · · sµ+q,N−g+r

 .
Let 0 ≤ ℓ ≤ q. Since N is odd, Ψ has degree µ and can be assumed monic. Then
(x−x0)ℓΨ(x) has degree µ+ ℓ and, since (x−x0)ℓΦ(x) has degree at most ν+ ℓ−1
and (x−x0)ℓα has a zero of order N+ℓ at x0, Dn((x−x0)ℓα) = Dn((x−x0)ℓΨ(x)y)
whenever n ≥ ν + ℓ and, if ν + ℓ ≤ n ≤ N + q, Dn((x − x0)ℓΨ(x)y) has a zero of
order at least N + ℓ− n at x0. Writing
(x− x0)ℓΨ(x) = c(ℓ)0 + c(ℓ)1 x+ · · ·+ c(µ+ℓ)µ+ℓ xµ+ℓ, c(µ+ℓ)µ+ℓ = 1,
we find
Dn(((x−x0)ℓΨ(x)y)
=
(
c
(ℓ)
0 s0,n + c
(ℓ)
1 s1,n + · · ·+ c(µ+ℓ−1)µ+q−1 sµ+ℓ−1,n + sµ+ℓ,n
)
(2y +Q(x))1−2n
for all n such that ν + ℓ ≤ n ≤ N + ℓ. Let L0, L1, . . . , Lµ+q be the lines of
M0N+r(x) from the top down. By the above, replacing Lµ+ℓ by c
(ℓ)
0 L0+c
(ℓ)
1 L1+· · ·+
c
(ℓ)
µ+ℓ−1Lµ+ℓ−1+Lµ+ℓ does not change the determinant. Furthermore, starting from
the left, the polynomials in this line have zeros of order at least (N + ℓ)− (ν+ q) =
g + µ + (ℓ − q)), (N + ℓ) − (ν + q + 1) = g + µ + (ℓ − q − 1)), . . . , the lower
bound decreasing by one each time until either the rightmost column is attained
or the line ends in a sequence of polynomials that in general do not vanish at x0.
Denoting by Pd a polynomial with a zero of order at least d at x0 and by a star a
polynomial which in general does not vanish at x0 we find that ΓN+r(x) is equal
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to the determinant of a matrix of the form


s0,ν+q s0,ν+q+1 · · · s0,N−g+r−1 s0,N−g+r
s1,ν+q s1,ν+q+1 · · · s1,N−g+r−1 s1,N−g+r
...
...
. . .
...
...
sµ−1,ν+q sµ−1,ν+q+1 · · · sµ−1,N−g+r−1 sµ−1,N−g+r
Pg+µ−q Pg+µ−q−1 · · · Pg−2q+1 Pg−2q
Pg+µ−q+1 Pg+µ−q · · · Pg−2q+2 Pg−2q+1
...
...
. . .
...
...
Pg+µ−1 Pg+µ−2 · · · Pg−q Pg−q−1
Pg+µ Pg+µ−1 · · · Pg−q+1 Pg−q


when q < g2 and of the form
(∗)

s0,ν+q s0,ν+q+1 · · · s0,ν+r s0,ν+r+1 · · · s0,N−g+r−1 s0,N−g+r
s1,ν+q s1,ν+q+1 · · · s1,ν+r s1,ν+r+1 · · · s1,N−g+r−1 s1,N−g+r
...
...
. . .
...
...
. . .
...
...
sµ−1,ν+q sµ−1,ν+q+1 · · · sµ−1,ν+r sµ−1,ν+r+1 · · · sµ−1,N−g+r−1 sµ−1,N−g+r
Pg+µ−q Pg+µ−q−1 · · · P1 ∗ · · · ∗ ∗
Pg+µ−q+1 Pg+µ−q · · · P2 P1 · · · ∗ ∗
...
...
. . .
...
...
. . .
...
...
Pg+µ−(g−q) Pg+µ−(g−q+1) · · · Pµ Pµ−1 · · · P1 ∗
Pg+µ−(g−q−1) Pg+µ−(g−q) · · · Pµ+1 Pµ · · · P2 P1
...
...
. . .
...
...
. . .
...
...
Pg+µ−1 Pg+µ−2 · · · Pg+µ−q−1 Pg+µ−q−2 · · · Pg−q Pg−q−1
Pg+µ Pg+µ−1 · · · Pg+µ−q Pg+µ−q−1 · · · Pg−q+1 Pg−q


.
when q ≥ g2 . In both cases there are q + 1 rows of polynomials Pd.
In the expansion of the determinant, the products that contribute the zeros of
smallest order are those that contain subproducts that appear in the expansion of
the determinant of the (q + 1)× (q + 1) block at the bottom right of the matrices,
namely 

Pg−q Pg−q−1 · · · Pg−2q
Pg−q+1 Pg−q · · · Pg−2q+1
...
...
. . .
...
Pg Pg−1 · · · Pg−q

 ,
where some of the Pi’s in the upper right part of the matrix have to be replaced
by stars when the large matrix has the form (∗). These subproducts all have
zeros of order at least (g − q)(q + 1). Since r = 2g, ⌊ r2⌋ = ⌊ r+12 ⌋ = q, we have
(g − q)(q + 1) = εr,g and the result is proved in this case.
(b) Suppose that N is odd and r is odd. Write r = 2q+1, so that 0 ≤ q ≤ g− 2.
Then the matrix M0N+r(x) is obtained from M
0
N+2q(x) by suppressing the column
on the left and adding a column on the right. Arguing as before, this means that
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M0N+r(x) has the same determinant as a matrix of the form

s0,ν+q+1 s0,ν+q+2 · · · s0,N−g+r−1 s0,N−g+r
s1,ν+q+1 s1,ν+q+2 · · · s1,N−g+r−1 s1,N−g+r
...
...
. . .
...
...
sµ−1,ν+q+1 sµ−1,ν+q+2 · · · sµ−1,N−g+r−1 sµ−1,N−g+r
Pg+µ−q−1 Pg+µ−q−2 · · · Pg−2q Pg−2q−1
Pg+µ−q Pg+µ−q−1 · · · Pg−2q+1 Pg−2q
...
...
. . .
...
...
Pg+µ−2 Pg+µ−3 · · · Pg−q−1 Pg−q−2
Pg+µ−1 Pg+µ−2 · · · Pg−q Pg−q−1


when q < (g−1)/2 and a matrix of a similar form to (∗) when q ≥ (g−1)/2. Again
there are q+1 rows of Pd’s and arguing as in case (a) we find that all terms in the
expansion of the determinant have a zero of order at least (g − q− 1)(q+1). Since
r = 2q+1, q+1 = ⌊ r+12 ⌋ = ⌊ r2⌋+1 so (g− q− 1)(q+1) = εr,g and we again obtain
the desired result.
(c) Suppose that N is even and r is even and again write r = 2q with 0 ≤ q ≤
g − 1. Then Φ has degree ν − 1 . Let ℓ ∈ {0, 1, . . . , q}. Then (x− x0)ℓα has a zero
of order N + ℓ at x0, so again Dn(x− x0)ℓα has a zero of order at least N + ℓ− n
provided n ≤ N − ℓ. If n ≥ ν + ℓ, then Dn((x − x0)ℓα) = Dn((x − x0)ℓΨ(x)y).
Also, Ψ has degree at most µ but by Lemma 4.1 it is non-zero so we may assume
it is monic. Denote its degree by δ, so 0 ≤ δ ≤ µ. Then
(x− x0)ℓΨ(x) = c(ℓ)0 + c(ℓ)1 x+ · · ·+ c(δ+ℓ)δ+ℓ xδ+ℓ, c(δ+ℓ)δ+ℓ = 1
so that
Dn((x−x0)ℓΨ(x)y)
=
(
c
(ℓ)
0 s0,n + c
(ℓ)
1 s1,n + · · ·+ c(δ+ℓ−1)δ+ℓ−1 sδ+ℓ−1,n + sδ+ℓ,n
)
(2y +Q(x))1−2n
for all n such that ν + ℓ ≤ n ≤ N + ℓ. We can thus apply a similar argument to
that in case (a). This gives rise to a matrix of the form

s0,ν+q s0,ν+q+1 · · · s0,N−g+r−1 s0,N−g+r
s1,ν+q s1,ν+q+1 · · · s1,N−g+r−1 s1,N−g+r
...
...
. . .
...
...
sδ−1,ν+q sδ−1,ν+q+1 · · · sδ−1,N−g+r−1 sδ−1,N−g+r
Pg+µ−q Pg+µ−q−1 · · · Pg−2q+1 Pg−2q
Pg+µ−q+1 Pg+µ−q · · · Pg−2q+2 Pg−2q+1
...
...
. . .
...
...
Pg+µ−1 Pg+µ−2 · · · Pg−q Pg−q−1
Pg+µ Pg+µ−1 · · · Pg−q+1 Pg−q
sδ+1+q,ν+q sδ+1+q,ν+q+1 · · · sδ+1+q,N−g+r−1 sδ+1+q,N−g+r
...
...
. . .
...
...
sµ+q,ν+q sµ+q,ν+q+1 · · · sµ+q,N−g+r−1 sµ+q,N−g+r


when q ≤ g/2 and a matrix of a form similar to (∗) when q > g/2. (Here the top
block of si,n’s is empty if δ = 0 and the bottom block of si,n’s is empty if δ = µ.)
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Arguing with the block of Pd’s as in (a) we find again there is a zero of order at
least (g − q)(q + 1) = εr,g.
(d) Suppose that N is even and r is odd, r = 2q + 1 where 0 ≤ q ≤ g − 2. This
time M0f,N+r(x) is obtained from M
0
f,N+2q(x) by adding a row at the bottom and
a column on the right. Because of the extra row, we have to let ℓ vary from 0 to
q + 1. Arguing as in case (c), we see that ΓN+r is equal to the determinant of a
matrix of the form

s0,ν+q s0,ν+q+1 · · · s0,N−g+r−1 s0,N−g+r
s1,ν+q s1,ν+q+1 · · · s1,N−g+r−1 s1,N−g+r
...
...
. . .
...
...
sδ−1,ν+q sδ−1,ν+q+1 · · · sδ−1,N−g+r−1 sδ−1,N−g+r
Pg+µ−q Pg+µ−q−1 · · · Pg−2q Pg−2q−1
Pg+µ−q+1 Pg+µ−q · · · Pg−2q+1 Pg−2q
...
...
. . .
...
...
Pg+µ Pg+µ−1 · · · Pg−q Pg−q−1
∗ Pg+µ · · · Pg−q+1 Pg−q
sδ+1+q,ν+q sδ+1+q,ν+q+1 · · · sδ+1+q,N−g+r−1 sδ+1+q,N−g+r
...
...
. . .
...
...
sµ+q,ν+q sµ+q,ν+q+1 · · · sµ+q,N−g+r−1 sµ+q,N−g+r


when q < g+12 and a matrix resembling (∗) when q ≥ g+12 . Note the star in the
bottom left corner of the block of Pd’s, which occurs because (x− x0)q+1Φ(x) has
degree ν + q, so Dν+q((x− x0)q+1Φ(x)) 6= 0. There are q + 2 lines of Pd’s and one
checks that when the determinant is expanded, the products that contribute the
zeros of smallest order are those that contain subproducts occuring in the expansion
of the (q+1)×(q+1) block whose entries on the principal diagonal are all Pg−q−1’s.
This again leads to an order of vanishing of at least (g − q − 1)(q + 1) = εr,g. 
5. Examples
It is easy to programme the preceding results on a computer, using Lemma 2.2 to
compute the si,n’s and the matrix MN (x), or Corollary 2.9 to compute the Πj,N ’s.
One can then deduce U˜N(x) from Corollary 3.7. In this section we give a number
of examples illustrating this.
Example 5.1. We consider the curve y2 + y = x5, so that g = 2, P (x) = x5,
Q(x) = 1 and F (x) = 4x5 + 1. We suppose p 6= 5 in order that XP,Q be smooth.
Choose N = 5. Then ν = 3 and µ = 0, so ∆5(x) = s3(x) and
M5(x) =
(
s3(x) s4(x)
)
=
(
10x2(x5 − 1)2 −5x(x5 − 1)(x10 − 27x5 + 1)) .
Theorem 3.5 implies that x0 ∈ T˜5 if and only if M5(x0) is the zero matrix. If
p 6= 2, this happens if and only if x0(x50 − 1) = 0. Therefore U˜5(x) = x(x5 − 1) and
♯ (X ∩ J˜ [5]) = 12, as was already observed in [BoGrLe01].
If p = 2, then ∆5(x) = 0 and s4(x) simplifies to x
16 − x. This polynomial has
simple roots and is coprime to F (x). We deduce from Theorem 3.5 that U˜5(x) =
x16 − x. Hence ♯ (X ∩ J˜ [5]) = 32, as was already observed in [BoGrLe01].
Observe that U˜5(x)
2 divides ∆5(x) as predicted by Proposition 1.5.
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Example 5.2. Next consider the curve X = XP,0 where P (x) = x
5 − x. Then
X is smooth if p = 0 or p ≥ 5. Again, g = 2. We have ν = 4 and µ =
0, so M6(x) =
(
s4(x) s5(x)
)
and ∆6(x) = Γ6(x) = s4(x). Writing θ(x) =(
x4 − 2x3 + 2x2 + 2x+ 1) (x4 + 2x3 + 2x2 − 2x+ 1), we find
s4(x) = −5θ(x)2, s5(x) = 2θ(x)(3x12 + 291x8 + 161x4 − 7).
Suppose that p 6= 5. Then Theorem 3.5 says that (x0, y0) ∈ X ∩ J˜ [6] if and only
if θ(x0) = 0. Therefore, U˜6(x) = θ(x). Again, θ(x)
2 divides the s4(x) as predicted
by Proposition 1.5. We have ♯ (X ∩ J˜ [6]) = 16.
Suppose that p = 5. Then s4(x) vanishes, so Theorem 3.5 says that (x0, y0) ∈
X∩ J˜ [6] if and only if x0 is a root of s5(x) but not of x5−x. Hence U˜6(x) is equal to
the radical of the prime-to-(x5− x) part of s5(x). One can check that s5(x) has no
repeated roots and is coprime to x5−x, since s5(x) has degree 20, ♯ (X∩ J˜ [6]) = 40.
Example 5.3. The above example suggests that, when g = 2, we look at points
of order 6 in characteristic 5 in more detail. Let P (x) be monic of degree 5 and
without repeated roots and write P (x) = x5 + ax4 + bx3 + cx2 + dx+ e with a, b,
c, d, e ∈ k. For the curve XP (x),0, we find
∆6(x) = Γ6(x) = s4(x) = −2a(x15 + ax14 + bx13 + cx12 + dx11)+
(−ae+ (b− 2a2)d− 2c2 + abc+ b3)x10 + λ9(x),
where λ9(x) has degree at most 9. It follows that if a 6= 0, then Γ6(x) has degree 15;
by Theorem 3.8 (a), ∆6(x) has a multiple root at any x0 with (x0, y0) ∈ X ∩ J˜ [6].
It follows that ♯ (X ∩ J˜ [6]) ≤ 2⌊ 152 ⌋ = 14. On the other hand, when a = 0, we see
that ∆6(x) has degree at most 10, so if ∆6(x) does not vanish, ♯ (X ∩ J˜ [6]) ≤ 10.
When ∆6(x) vanishes (as happens in Example 5.2), we have to use the right
hand entry s5(x) of M6(x) to bound ♯ (X ∩ J˜ [6]). A short computation shows that
this happens if and only if X is isomorphic to Xx5−x,0, so we find ♯ (X ∩ J˜ [6]) = 40.
This example shows that, for fixed g, N and p, we can sometimes obtain bounds
that depend on P and Q.
Example 5.4. We return to the curve X : y2 + y = x5 and we want to determine
whether there are any characteristics p 6= 5 for which X ∩ J [7]∗ is non-empty. We
have
M7(x) =
(
s04(x) s05(x) s06(x)
s14(x) s15(x) s16(x)
)
,
(where si,n is as in paragraph 2.3) and the three polynomials detΣj(x) arem12(x) =
s04(x)s15(x) − s05(x)s14(x), m13(x) = s04(x)s16(x) − s06(x)s14(x) and m23(x) =
s05(x)s16(x) − s15(x)s06(x). In particular, Γ7 = m12 and ∆7 = Γ7/f .
Recall that F (x) = Q(x)+4P (x) = 4x5+1. We findm12(x) = −5U˜5(x)2F (x)(7x20−
1218x15−463x10−198x5−3), m13(x) = 5U˜5(x)F (x)(14x30−6594x25+16110x20+
2970x15+3285x10−159x5−1) andm23(x) = −F (x)(14x40−11172x35+28112x30−
295344x25+1330x20− 111384x15− 1598x10− 582x5− 1). The fact that U˜25 divides
m12 illustrates Proposition 1.5. By Theorem 3.5, (x0, y0) belongs to X ∩ J [7]∗ if
and only if x0 is a common root of the factors of degree 20, 30 and 40 of m12(x),
m13(x) and m23(x). A computation involving resultants shows that they have a
common root if and only if p = 911, in which case X ∩ J [7]∗ consists of the points
(x0, y0) such that x
5
0 = 433.
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Example 5.5. We consider the curve X with affine model y2 + y = x7, so X has
genus 3 when p 6= 7. We find M7(x) =
(
s4(x) s5(x) s6(x)
)
, where s4(x) =
7x3
(
5x21 + 58x14 − 73x7 + 5), s5(x) = −7x2 (2x28 + 324x21 − 1044x14 + 232x7 − 3)
and s6(x) = x
(
2x35 + 1826x28 − 12030x21 + 6264x14 − 407x7 + 1). Here x is a
common factor of s4(x), s5(x) and s6(x), so (0, 0) and (0,−1) are points of order
7. A computation using resultants shows that X ∩J [7]∗ = {(0, 0), (0,−1)} in every
characteristic p 6= 7.
We end the section with a family of examples of curves X such that ♯ (X ∩
Jf [N ]) ≥ N2 for infinitely many N .
Proposition 5.6. Let ℓ be an odd prime such that p is a generator of the group
(Z/ℓZ)× and let X be the hyperelliptic curve with model y2 + y = xℓ. Then there
are infinitely many integers N for which ♯ (X ∩ J [N ]) ≥ N2.
Proof. We think of X as defined over the field Fp with p elements, and we use some
well-known properties of curves and their jacobians over finite fields that go back
to Weil. The genus of X is g = ℓ−12 . For every integer r ≥ 1, let χr denote the
characteristic polynomial of the Frobenius endomorphism πr of J over the extension
Fpr of degree r of Fp. Then χ1(t) = t
2g + pg. This is probably well-known, but for
the convenience of the reader we sketch the proof. We first compute the number
of points of X over Fpr for r ∈ {1, 2, . . . , g}. Fix such an r. By the hypotheses on
p and ℓ, Fpr contains no ℓ
th root of unity other than 1. It follows that the map
x 7→ xℓ is a permutation of Fpr . When xℓ = − 14 , there is a unique y such that
y2+ y = xℓ. Together with ∞, this contributes 2 points to X(Fpr). There are p
r−1
2
values of x such that y2+y = xℓ has two solutions in Fpr and a further
pr−1
2 values
of x such that y2+ y = xℓ has no solutions in Fpr . The first possibility contributes
a further pr − 1 points. We conclude that ♯X(Fpr ) = pr + 1.
It is well-known that, for a general curve of genus g, one has ♯X(Fpr) = p
r+1−
trπr, where tr is the trace map of the action on the q-adic Tate module for any prime
q 6= p. Our calculation therefore shows that trπr = 0 for all r ∈ {1, 2, . . . , g}. An
argument involving symmetric functions of the roots now shows that the coefficient
of degree i vanishes for all i ∈ {g, g + 1, . . . , 2g − 1}. The functional equation
t2gχ1(
p
t ) = p
gχ1(t) then implies that the coefficients of degree i ∈ {1, 2, . . . , g − 1}
also vanish and that χ1(t) = t
2g + pg as claimed. By factoring χ1(t) as a complex
polynomial, we find that its roots are ζ
√
p where ζ runs over the set of complex
numbers with ζ2g = −1.
From now on suppose that r ≡ 2g (mod 4g). Since ζr = −1 for all ζ as above
and the roots of χr(t) are the r
th powers of those of χ1(t), we deduce that χr(t) =
(t + pr/2)2g. The semisimplicity of the action of πr on Tate modules now implies
that πr is multiplication by −pr/2. Let N = Nr = pr/2 + 1. It is well-known that
♯ J(Fpr ) = χr(1), so that ♯ J(Fpr ) = N
2g. Also, J(Fpr ) is killed by π
r/2 − 1 = −N
and hence it is killed by N ; since ♯ J [N ] = N2g elementary abelian group theory
implies that J(Fpr) = J [N ]. It follows that X∩J [N ] = X(Fpr). On the other hand,
♯X(Fpr) = p
r+1−trπr, which gives ♯X(Fpr) = pr+1+2gpr/2. Since N = pr/2+1,
we conclude that ♯ (X ∩J [N ]) = (pr/2+1)2+2(g− 1)pr/2 = N2+2(g− 1)(N − 1).
Hence ♯ (X ∩ J [N ]) ≥ N2 and the result follows. 
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6. Appendix: proof of Proposition 1.1
Let k, p, X , J , g be as in the Introduction. We suppose g ≥ 2. We apply the
arguments of § 4 of [CoKaRi99]; however these authors work in characteristic zero so
we briefly review the proof. For any integer d ≥ 1, write X(d) for the dth symmetric
power of X , in other words the quotient of Xd by the group of permutation of
the coordinates. Thus X(d) parametrizes effective divisors of degree d on X . The
embedding X → J induces morphisms ud : X(d) → J for all d and it is known that
ug is birational and surjective. Write Wd = ud(X
(d)); in particular Wg−1 is a theta
divisor also denoted Θ. Since u1 is an embedding, we identify X with W1.
We use some facts and terminology from [ACGH85] (see in particular pages 7–
13)1. Let D be an effective divisor of degree d, where 1 ≤ d ≤ g. Write L(D) for
the vector subspace of k(X) consisting of rational functions whose polar divisor is
≤ D. Let ϕ : X → Pg−1 be the canonical morphism. Then ϕ(X) does not lie in
any proper projective subspace of Pg−1, and a special case of a geometric form of
the Riemann-Roch theorem asserts that
dimk L(D) = d− dim (ϕ(D)),
where ϕ(D) is the intersection of all hyperplanes H ⊆ Pg−1 such that D ≤ ϕ∗(H)
and dim is the projective dimension. Recall thatD is special if dimk(L(K−D)) > 1,
where K is a canonical divisor. There is a notion of exceptional special divisor ; if
d ≥ g then D is exceptional special if and only if dim (ϕ(D)) < d−1. An exceptional
special divisor is special, and the converse is true if d ≥ g.
The following two lemmas are classical, but most modern texts mention et best
generic versions, with points belonging to some unspecified dense open subsets.
This would be insufficient for our purposes.
Lemma 6.1. Suppose 1 ≤ d ≤ g and D is not exceptional special. The there exists
a divisor E of degree g − d such that D + E is not special. Furthermore, if S ⊆ X
is finite, we can choose E in such a way that its support is disjoint from S.
Proof. Since D is not exceptional special, dim (ϕ(D)) = d − 1 and we can choose
E =
∑g−d
j=1 [zj ], where the zj ’s are such that ϕ(D) and ϕ(zj) span P
g−1. Then D+E
is not exceptional special hence not special (since it has degree g). Since the set of
special divisors is closed, the points zj can be chosen outside any finite set S. 
If P ∈ J , denote by tP : J → J the translation-by-P morphism tP (Q) = P +Q.
Lemma 6.2. Let Q ∈ J with Q /∈W1. Then there exists P ∈ J such thatW1 ⊆ tPΘ
but Q /∈ tPΘ.
Proof. The conclusion is equivalent to t−PW1 ⊆ Θ but t−PQ /∈ Θ and this is what
we shall prove, replacing P by −P .
So let d be such that Q ∈ Wd − Wd−1. By hypothesis d ≥ 2. Choose yi
(1 ≤ i ≤ d) such that Q = ud(D), where D =
∑d
i=1[yi]. By hypothesis, no yi is ∞.
Also, D is not exceptional special, since if it were, it would be special and therefore
linearly equivalent to an effective divisor whose support includes∞, contrary to the
minimality of h. By Lemma 6.1, we can find E of degree g−d such that D+E is not
special. Furthermore, we can suppose that the support of E does not contain ∞.
1These authors use complex analytic methods, but the results we need are of a purely algebraic
nature.
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This implies that D + E /∈ X(g−1). Put P = ug−d(E). Then P +Q /∈ Wg−1 = Θ.
Also, since d ≥ 2, d− g ≤ g − 2, so P ∈Wg−2 and tPW1 ⊆Wg−1. 
If m ∈ Z and m 6= 0, write mX for the push-forward m∗X of X under the
multiplication-by-m isogeny m : J → J .
Lemma 6.3. Let m be an integer such that |m| ≥ 2. If either p is not purely
inseparable for X or m is not a power of p, then X ∩mX is finite of cardinality at
most gm2.
Proof. We first show that X ∩mX is finite. Since X is irreducible and reduced of
dimension one, the same is true for mX . Hence it suffices to show that mX 6= X .
We show that in fact mX is not isomorphic to X . This is clear if mX is not
smooth, so suppose that mX smooth. Factor the finite map m : X → mX as
X
σ−→ σ∗X ι−→ mX , where σ is separable and ι is purely inseparable. Then σ∗X
is smooth, and mX is isomorphic to some Frobenius twist (σ∗X)
(pr) of σ∗X (see
for example [Liu02], Proposition 7.4.21). Suppose mX is isomorphic to X . Then
X is isomorphic to (σ∗X)
(pr), and since σ∗X has the same genus as (σ∗X)
(pr), it
follows from the Hurwitz genus formula that σ has degree 1, and is therefore an
isomorphism. We deduce that σ induces an automorphism of J , and therefore that
m : J → J is the composition of an automorphism and the purely inseparable
isogeny induced by ι. But the hypotheses on m implies that the separable part of
m : J → J is not an automorphism, which is a contradiction.
To bound the cardinality we apply Lemma 6.2 and an intersection theory argu-
ment. It is known that Θ is symmetric and ample, so that m∗Θ is algebraically
equivalent to m2Θ. Also, (X.Θ) = g. There exists Q ∈ mX such that Q /∈ X .
Hence there exists P ∈ J such that X ⊆ tPΘ, but Q /∈ X . Since mX is irreducible,
this implies that mX ∩ tPΘ is finite and
♯ (mX∩X) ≤ ♯ (mX∩tPΘ) ≤ (mX.tPΘ) = (mX.Θ) = (X.m∗Θ) = m2(X.Θ) = gm2
as required. 
Proof of Proposition 1.1. (a) Suppose X∩J [2]∗ non-empty and let ξ be an element.
Then 2[ξ]−2[∞] is a principal divisor, so L(2[∞]) contains a non-constant function
and so 2[∞] is a special divisor, which implies that X is hyperelliptic and ∞ is
a Weierstrass point. The converse follows from Lemma 3.2 since F (x) has degree
2g + 1 when p = 0 or p ≥ 2 and degree at most g when p = 2.
(b) Ifm ≡ 1 (mod N), then multiplication bym acts trivially on J [N ]. It follows
that X∩J [N ] is contained in X∩mX . We apply Lemma 6.3 with m chosen so that
mX 6= X and |m| is as small as possible. If p is not purely inseparable for X or
N − 1 is not a power of p, this gives m = 1−N ; otherwise we find that m = 1+N
except when N = 3 and p = 2, in which case m = −5. 
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