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Abstract
In this paper we discuss the properties of generalized trace functions of a matrix,
symmetrizers on a Cartesian product space of vectors and induced operators on a
Cartesian symmetry class. Ó 1999 Elsevier Science Inc. All rights reserved.
1. Introduction
Let Sm be the symmetric group of degree m and G a subgroup of Sm. Denote
by CG the set of all functions from G to the complex number field C. For
f ; g 2 CG, define f , fg 2 CG, such that f r  f rÿ1 and fgr P
psr f pgs where r, p, s 2 G. Then f   f , fg  gf .
Denote by Cmn the set of all m n complex matrices. For f 2 CG, the








where A  aij 2 Cmm. Let i 2 CG satisfy ir  dr;id for r 2 G. Then tri is the
trace.
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Let V be an n-dimensional unitary space and fe1; . . . ; eng an orthonormal






where u  u1; . . . ; um and v  v1; . . . ; vm 2 mV . For r 2 Sm, there is a
unique linear operator Pr : mV ! mV satisfying
P rÿ1u  ur ;





If f ; g 2 CG and u, v 2 mV , then
Tf u; Tgv  trgf A; 
where A  aij 2 Cmm and aij  ui; vj, i, j  1; . . . ;m [3]. We call the range
Tf mV  a Cartesian symmetry class and denote it by Vf .
Denote by LV ; V  the set of all linear operators V ! V . For T 2 LV ; V ,
define the linear operator mT : mV ! mV such that
mT u  Tu1; . . . ; Tum;
where u 2 mV . Let f 2 CG. Then mT Tf  Tf mT  and consequently, Vf
is an invariant subspace of mT . We call mT  j Vf , the restriction of mT to
Vf , an induced operator and denote it by Kf T .
The notation of generalized trace function was first introduced by Merris in
[5]. He gave some properties of generalized trace function trv for irreducible
character v of G in [5] and gave a unified generalization of generalized trace
functions and generalized matrix functions in [6,7]. In [3] we introduced the
Cartesian symmetry class and discussed generalized trace function trf for a
general f 2 CG by employing the formula (). The purpose of this article is to
give some properties of generalized trace function trf , symmetrizer Tf and
induced operator Kf T .
2. Preliminaries





where Gij  fr 2 G j rj  ig, i, j  1; . . . ;m.
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Proposition 2.1. Let f ; g 2 CG. Then Mf   Mf , Mfg  Mf Mg.






























 Mf Mgij: 
Let f 2 CG. f is said to be normal if f f  ff . f is said to be unitary if
f f  ff   i. f is said to be hermitian if f   f . f is said to be positive semi-
definite (p.s.d.) if f  gg for some g 2 CG. Clearly, f is hermitian if f is p.s.d.
Also, the irreducible characters of G are p.s.d. (see, e.g., [1]).
Corollary 2.2. Let f 2 CG. If f is (a) normal, (b) unitary, (c) hermitian, or (d)
p.s.d., then Mf  has the corresponding property.
Proof. The results are direct consequences of Proposition 2.1. 
3. Cartesian symmetry classes
Theorem 3.1. Let f 2 CG. Then dim Vf  dim V  rank Mf .
Proof. Denote eij  d1jei; . . . ; dmjei 2 mV , i  1; . . . ; n, j  1; . . . ;m. Then
feij j i  1; . . . ; n; j  1; . . . ;mg is an orthonormal basis of mV . For






























where i  1; . . . ; n and j  1; . . . ;m. Denote V i  spanfeij j j  1; . . . ;mg,
i  1; . . . ; n. Then V i is an invariant subspace of Tf and the matrix represen-
tation of the restriction Tf j V i under the basis fei1; . . . ; eimg is Mf . Denote
V if  SpanfTf eij j j  1; . . . ;mg, i  1; . . . ; n. Then dim V if  rank Mf . Not-




dim V if  dim V  rank Mf : 
Theorem 3.2. Let f 2 CG. Then Tf is (a) normal, (b) unitary, (c) hermitian, (d)
p.s.d., or (e) positive definite (p.d.) if and only if Mf  has the corresponding
property.
Proof. From the proof of Theorem 3.1, the matrix representation of Tf under
the orthonormal basis fe11; . . . ; e1m; . . . ; en1; . . . ; enmg is ni1Mf . The results
follow. 
Theorem 3.3. Let f 2 CG and T 2 LV ; V . Then rank Kf T   rank Mf 
rank T.
Proof. Denote eij  Tf eij, i  1; . . . ; n, j  1; . . . ;m. By Theorem 3.1 and its
proof, we may assume that feij j i  1; . . . ; n; j  l1; . . . ; lrg is a basis of Vf
where r  rank Mf  and 16 l1 <    < lr6m. Let A be the matrix repre-
sentation of T under the basis fe1; . . . ; eng. Then













where i  1; . . . ; n and j  l1; . . . ; lr. Therefore the matrix representation of
Kf T  under the basis fe1l1 ; . . . ; enl1 ; . . . ; e1lr ; . . . ; enlrg is rj1A. It follows that





 r  rank A  rank Mf   rank T : 
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Theorem 3.4. Let f 2 CG and T, S 2 LV ; V . Suppose Vf 6 f0g. Then:
(a) Kf T   Kf S if and only if T  S;
(b) Kf T  is invertible if and only if T is invertible.
Proof. Since Vf 6 f0g, by Theorem 3.1, we have r  rank Mf  > 0. Let A and
B be the matrix representations of T and S under the basis fe1; . . . ; eng, re-
spectively. It follows from the proof of Theorem 3.3 that the matrix repre-
sentations of Kf T  and Kf S under the basis fe1l1 ; . . . ; enl1 ; . . . ; e1lr ; . . . ; enlrg
are rj1A and rj1B. Therefore, Kf T   Kf S if and only if rj1A  rj1B, if
and only if A  B, if and only if T  S. Also, Tf T  is invertible if and only if
rj1A is invertible, if and only if A is invertible, if and only if T is inv-
ertible. 
We need the following results which are mentioned in many books on linear
algebra (see, e.g., [2, p. 399]).
Lemma 3.5. Let T 2 LV ; V . Suppose that W is an invariant subspace of both T
and T . Then:
(i) T jW   T jW .
(ii) If T is (a) normal, (b) unitary, (c) hermitian, (d) p.s.d., or (e) p.d., then the
restriction T j W has the corresponding property.
Theorem 3.6. Let f 2 CG and T 2 LV ; V . Suppose Vf 6 f0g. Then Kf T  is (a)
normal, (b) unitary, (c) hermitian, (d) p.s.d., or (e) p.d. if and only if T has the
corresponding property.
Proof. Notice that Vf is an invariant subspace of both mT and
mT   mT . Then, by Lemma 3.5.
Kf T   mT  j Vf   mT  j Vf  Kf T :
If T is (a) normal, (b) unitary, (c) hermitian, (d) p.s.d., or (e) p.d., then mT has
the corresponding property and so, by Lemma 3.5, Kf T   mT  j Vf has also
the corresponding property.
Conversely, if Kf T  is normal, then
Kf T T   Kf T Kf T   Kf T Kf T   Kf T Kf T   Kf TT :
By Theorem 3.4, TT   T T , i.e., T is normal. Similarly, if Kf T  is unitary
or hermitian, then so does T.
From Theorem 3.1, Vf 6 f0g implies Mf  6 0. Let i, j 2 f1; . . . ;mg such
that Mf ij 6 0. ThenXm
k1
Mf kjMf kj > 0:
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For any u 2 V , denote uj  d1ju; . . . ; dmju 2 mV . As in the proof of Theorem
3.1, a direct computation can give
Tf uj  Mf 1ju; . . . ;Mf mju:
It follows that
Kf T Tf uj  Tf mT uj  Tf Tuj  Mf 1jTu; . . . ;Mf mjTu:
If Kf T  is p.s.d., then for any u 2 V ,






Consequently, Tu; uP 0 for all u 2 V , i.e., T is p.s.d. Similarly, if Kf T  is
p.d., noting Tf uj 6 0 for any nonzero u 2 V , then we can conclude that T is
p.d. 
4. Generalized trace functions

























Mf Akk  tr Mf A: 
Theorem 4.1 enables us to discuss easily the properties of generalized trace
functions. Several applications are listed as follows.
Corollary 4.2. Let f 2 CG. Then trf AP 0 for all p.s.d. A 2 Cmm if and only if
Mf  is p.s.d.
Proof. The result is obvious by Theorem 4.1. 
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Corollary 4.3. Let f 2 CG. For any A;B 2 Cmm, let A;B  trf BA. Then
;  is an inner product on Cmm if and only if Mf  is p.d.
Proof. The result follows from the fact that trf A > 0 for all nonzero p.s.d. A 2
Cmm if and only if Mf  is p.d. 
Let f 2 CG such that Mf  is p.d. For A 2 Cmm, define kAkf 
trf AA1=2. By Corollary 4.3, k  kf is a norm on Cmm. When Mf   I , kAkf
reduces to kAk  tr AA1=2, the Frobenius norm of A.
Theorem 4.4. Let f 2 CG such that Mf  is p.d. Then k  kf is a matrix norm on
Cmm, i.e., kABkf 6 kAkfkBkf for all A;B 2 Cmm, if and only if Mf  ÿ I is p.s.d.
Proof. Let U be the m m unitary matrix such that Mf   UD2U , where D is
a diagonal matrix with positive diagonal elements d1; . . . ; dm. Then, for any
A 2Cmm,
kAkf  tr UD2U AA1=2  tr DU AAUD1=2  kAUDk:
If k  kf is a matrix norm on Cmm, we then take A  B  UEiiU ,
i  1; . . . ;m, where Eii is the m m matrix with the i; i-entry 1 and 0 else-
where. Then
kABUDk  kABkf 6 kAkf kBkf  kAUDkkBUDk;
which implies di6 d2i and so di P 1. Therefore Mf  ÿ I  UD2 ÿ IU  is
p.s.d.
Conversely, if Mf  ÿ I is p.s.d., then D2 ÿ I is p.s.d. Consequently, for any
A;B 2 Cmm,
kAk  tr AA1=26 tr D2AA1=2  kADk;
and so,
kABUDk6 kAkkBUDk  kAUkkBUDk6 kAUDkkBUDk:
Therefore k  kf is a matrix norm on Cmm. 
Theorem 4.5. Let f, g 2 CG and u, v 2 mV . Assume A;B 2 Cmm such that
ui 
Pn
j1 aijej, vi 
Pn
j1 bijej, i  1; . . . ;m. Then Tf u  Tgv if and only if
Mf A  MgB.
Proof. Tf u  Tgv if and only if Tf u;w  Tgv;w for all w 2 mV , if
and only if trf AX   trgBX  for all X 2Cmm (by formula ()), if and only if
tr Mf AX  tr MgBX for all X 2 Cmm, if and only if Mf A  MgB. 
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