Abstract. The purpose of this article is to investigate the holomorphic vector fields tangent to a real hypersurface in C 2 vanishing at an infinite type point.
Introduction
A holomorphic vector field in C n takes the form
for some functions h 1 , . . . , h n holomorphic in z = (z 1 , . . . , z n ). A smooth real hypersurface germ M (of real codimension 1) at p in C n takes a defining function, say ρ, such that M is represented by the equation ρ(z) = 0. The holomorphic vector field H is said to be tangent to M if its real part Re H is tangent to M , i.e., H satisfies the equation Re Hρ = 0.
In several complex variables, such tangential holomorphic vector fields arise naturally from the action by the automorphism group of a domain. Analysis of such vector fields has turned out to be quite crucial: cf., e.g., [1, 2, 3] in which the existence of parabolic vector fields plays an important role. Moreover, the study of tangential holomorphic vector fields pertains to the Greene-Krantz's conjecture, that is, for a smoothly bounded pseudoconvex domain admitting a non-compact automorphism group, orbits can accumulate only at a point of D'Angelo finite type [7] . For this conjecture, we refer the reader to the recent papers [8, 9] and the references therein.
This paper continues the work that started in [9] motivated by the following question.
Problem. Assume that (M, p) is a non-Leviflat CR hypersurface germ in C n such that p is a point of D'Angelo infinite type. Characterize all holomorphic vector fields tangent to M vanishing at p.
More precisely, we present a characterization of holomorphic vector fields which are tangent to a C ∞ -smooth hypersurface germ (M, 0) of D'Angelo infinite type at the origin 0 = (0, 0) in C 2 and vanish at 0. Let M be such a C ∞ -smooth real hypersurface germ (M, 0). Then it admits the following expression. M = (z 1 , z 2 ) ∈ C 2 : ρ(z 1 , z 2 ) = Re z 1 + P (z 2 ) + (Im z 1 )Q(z 2 , Im z 1 ) = 0 ,
where P and Q are C ∞ -smooth functions with P (0) = 0, dP (0) = 0, and Q(0, 0) = 0. We note that if P contains no harmonic terms, then M is of D'Angelo infinite type if and only if P vanishes to infinite order at 0 (see [9, Theorem 2] ).
In the case that P (z 2 ) is positive on a punctured disk, K.-T. Kim and the author [9] showed that there is no non-trivial holomorphic vector field vanishing at the origin tangent to any C ∞ -smooth real hypersurface germ (M, 0), except the two following cases:
(i) The vanishing order of Q(z 2 , 0) at z 2 = 0 is finite and Q(z 2 , 0) contains a monomial term z k 2 for some positive integer k. (ii) The real hypersurface M is rotationally symmetric, i.e. ρ(z 1 , z 2 ) = ρ(z 1 , |z 2 |), and in this case the holomorphic vector field is of the form iβz 2 ∂ ∂z2 for some non-zero real number β (see also [4] ). In addition, an example for the exceptional case (i) was also given.
The first aim of this paper is to prove the following theorem, which gives a classification of pairs (H, M ) of holomorphic vertor fields H tangent to real hypersurfaces M .
Theorem 1.
If a non-trivial holomorphic vector field germ (H, 0) vanishing at the origin is tangent to a real non-rotationally symmetric hypersurface germ (M, 0) defined by the equation ρ(z) := ρ(z 1 , z 2 ) = Re z 1 +P (z 2 )+f (z 2 , Im z 1 ) = 0 satisfying the conditions:
(1) f (z 2 , t) is real analytic in a neighborhood of 0 ∈ C × R satisfying f (z 2 , 0) ≡ 0, (2) P (z 2 ) > 0 for any z 2 = 0, and (3) P vanishes to infinite order at z 2 = 0, then, after a change of variable in z 2 , there exist α, β, ǫ 0 , δ 0 ∈ R with β = 0, ǫ 0 > 0, δ 0 > 0 such that
where a 1 (z 2 ) = β ∞ n=1 a n z n 2 (a n ∈ C, n ≥ 1) is holomorphic in ∆ ǫ0 := {z 2 ∈ C : |z 2 | < ǫ 0 } and L(z 1 ) = an n z n 2 for all z 2 ∈ ∆ ǫ0 , and P (z 2 ) = 1 α log 1 + αP 1 (z 2 ) if α = 0
for all z 2 ∈ ∆ * ǫ0 and P 1 (0) = 0, and q, p are reasonable functions defined on [0, ǫ 0 ) and (0, ǫ 0 ) respectively with q(0) = 0, e.g. q(t) = 0 and p(t) = − 1 t α (α > 0) for all t > 0, so that P is C ∞ -smooth on ∆ ǫ0 and vanishes to infinite order at z 2 = 0 and R is real analytic in ∆ ǫ0 .
Here and in what follows, and denote inequalities up to a positive constant. In addition, we use ≈ for the combination of and .
Remark 1. As to the hypothesis of the theorem, the condition (3) simply says that 0 is a point of D'Angelo infinite type.
We note that the holomorphic vector field and the real hypersurface given in Theorem 1 are tangent. Moreover, general examples are given (cf. Theorem 3 in Sec. 3).
We would like to emphasize here that the assumption on the positiveness of a function P is essential in the proofs of Theorem 1 and the main theorem in [9] . The following result, in which the positivity of a function P is not necessary, is our second main result of this article.
(1) P ≡ 0, P (0) = 0; (2) P satisfies the condition (I) (cf. Definition 1 in Sec. 2); (3) P vanishes to infinite order at z 2 = 0, then any holomorphic vector field vanishing at the origin tangent to (M, 0) is identically zero.
Remark 2 (Notations). Taking the risk of confusion we employ the notations
throughout the paper. Of course for a function of single real variable f (t), we shall continue using f ′ (t) for its derivative, as well. Following [5] , we consider a smooth real-valued function f defined in a neighborhood of 0 in C. Let ν 0 (f ) denote the order of vanishing of f at 0, by the first nonvanishing degree term in its Taylor expansion at 0. In case f is a mapping into R k (k > 1), we consider the order of vanishing of all the components and take the smallest one among them for the vanishing order of f . Denote it by ν 0 (f ). Also denote by ∆ r = {z ∈ C : |z| < r} for r > 0 and by ∆ := ∆ 1 . Then the origin is called a point of D'Angelo infinite type if, for every integer ℓ > 0, there exists a holomorphic map h : ∆ → C 2 with h(0) = (0, 0) such that
This paper is organized as follows. In Section 2, we introduce the condition (I) and give several examples of functions satisfying the condition (I). In Section 3, we prove Theorem 3. Section 4 is devoted to the proof of Theorem 1. The proof of Theorem 2 is given in Section 5. Finally, several technical lemmas are pointed out in Appendix A.
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Functions vanishing to infinite order
In this section, we will introduce the condition (I) and give several examples of functions defined on the open unit disc in the complex plane with infinite order of vanishing at the origin. Definition 1. We say that a real smooth function f defined on a neighborhood U of the origin in C satisfies the condition (I) if
f (z) | = +∞ for all k = 1, 2, . . . and for all b ∈ C * , whereŨ := {z ∈ U : f (z) = 0}.
Example 1. The function P (z) = e −C/|Re(z)| α if Re(z) = 0 and P (z) = 0 if otherwise, where C, α > 0, satisfies the condition (I). Indeed, a direct computation shows that
for all z ∈ C with Re(z) = 0. Therefore, it is easy to see that |P ′ (z)/P (z)| → +∞ as z → 0 with Re(z) = 0. We shall prove that the conditions (I.1) and (I.2) hold. Let k be an arbitrary positive integer. Let z l := 1/l + i/l β , where 0 < β < min{1, α/(k − 1)} if k > 1 and β = 1/2 if k = 1, for all l ∈ N * . Then z l → 0 as l → ∞ and Re(z l ) = 1/l = 0 for all l ∈ N * . Moreover, for each b ∈ C * we have that
This implies that
Hence, the function P satisfies the condition (I).
Remark 3. i) Any rotational function P does not satisfy the condition (I.1) because Re(izP ′ (z)) = 0 (see [9] or [4] ). ii) It follows from [9, Lemma 2] that if P is a non-zero function defined on a neighborhood U of the origin in C andŨ := {z ∈ U : P (z) = 0} contains a C 1 -smooth curve γ : (0, 1] →Ũ such that γ ′ stays bounded on (0, 1] and lim t→0 − γ(t) = 0, then P satisfies the condition (I.2). Lemma 1. Suppose that g : (0, 1] → R is a C 1 -smooth unbounded function. Then we have lim sup t→0 + t α |g ′ (t)| = +∞ for any real number α < 1.
Proof. Fix an arbitrary α < 1. Suppose that, on the contrary, lim sup t→0 + t α |g ′ (t)| < +∞. Then there is a constant C > 0 such that
We now have the following estimate
However, this is impossible since g is unbounded on (0, 1], and thus the lemma is proved.
In general, the above lemma does not hold for α ≥ 1. This follows from that |t 
Then this function is a C ∞ -smooth function on the open unit disc ∆ that vanishes to infinite order at the origin. Moreover, we see that P ′ ( 2n+1 2n(n+1) ) = 0 for any n ≥ 4, and hence lim inf z→0 |P ′ (z)|/P (z) = 0. Lemma 2 was stated in [9] without proof. A detailed proof of this lemma is given in Appendix A.1.
, where a n = 1/2 4 n , a 0 = 1/2, b n = (a n + a n−1 )/2 for every n ∈ N * . Then the function f : (0, 1) → R given by
Proof. We have f ′ (a n ) = h(a n ) = 2
√ an , which proves (i). Since b n = (a n + a n−1 )/2 ∼ a n−1 /2 as n → ∞, we have f
as n → ∞. So, the assertion (ii) follows. Now we shall show (iii). For an abitrary real number t ∈ (0, 1/16), denote by N the positive integer such that
Then it is easy to show that
Remark 5. i) We note that f is C 1 -smooth, increasing, and concave on the interval (0, 1). By taking a suitable regularization of the function f as in the proof of Lemma 2, we may assume that it is C ∞ -smooth and still satisfies the above properties (i), (ii), and (iii). In addition, for each k ∈ N there exist C(k) > 0 and d(k) > 0, depending only on k, such that |f
is C ∞ -smooth and vanishes to infinite order at the origin. Moreover, we have lim inf z→0 |R ′ (z)/R(z)| < +∞ and lim sup z→0 |R ′ (z)/R(z)| = +∞. ii) Since the functions P, R are rotational, they do not satisfy the condition (I) (cf. Remark 3). On the other hand, the functionsP (z) := P (Re(z)) andR(z) := R(Re(z)) satisfy the condition (I). Indeed, a simple calculation shows
for any z ∈ C with |Re(z)| < 1. By the above property (ii), it follows that lim sup z→0 |R ′ (z)|/R(z) = +∞. Moreover, for each k ∈ N * and each b ∈ C * if we choose a sequence {z n } with z n :
as n → ∞. Hence,R satisfies the condition (I). Now it follows from the construction of the function g in the proof of Lemma 2 (cf. Appendix A.1) that
as n → ∞. Therefore, using the same argument as above we conclude thatP also satisfies the condition (I).
It is not hard to show that the above functions such as P, R,P ,R are not subharmonic. Up to now it is unknown that there exists a C ∞ -smooth subharmonic function P defined on the unit disc such that ν 0 (P ) = +∞ and lim inf z→0 |P ′ (z)/P (z)| < +∞.
Existence of holomorphic vector fields tangent to real hypersurfaces
Let b(z) = iβz + · · · (β ∈ R * ) be a holomorphic function on a neighborhood U of the origin. It was proved in [6] that there exists a conformal function Φ : V → U , where U and V are two open neighborhoods of the origin, such that Φ(0) = 0 and z(t) = Φ(w 0 e iβt ), −∞ < t < +∞, is the solution of the differential equation
The following lemma that will be of use later is a change of variables.
Lemma 4. Let a, b be two holomorphic functions defined on neighborhoods ∆ r × U and U of the origins in C 2 and in C, respectively, with b(0) = 0 and b ′ (0) = iβ, where β ∈ R * and r > 0. Then, after the change of variables
we obtain that
for all w 2 ∈ V . Therefore, we obtain that
for every (w 1 , w 2 ) ∈ ∆ r × V , which proves the assertion.
The following theorem gives examples of holomorphic vector fields and real hypersufaces which are tangent. Theorem 3. Let α ∈ R and let a 1 (z) = β ∞ n=1 a n z n be a non-zero holomorphic function defined on a neighborhood of 0 ∈ C, where β ∈ R * and a n ∈ C for all n ≥ 1. Then there exist positive numbers ǫ 0 , δ 0 > 0 such that the holomorphic vector field
where
is tangent to the C 1 -smooth hypersurface M given by
where f and P are respectively defined on ∆ ǫ0 × (−δ 0 , δ 0 ) and ∆ ǫ0 by
, and
for all z 2 ∈ ∆ * ǫ0 and P 1 (0) = 0, and q, p are reasonable functions defined on [0, ǫ 0 ) and (0, ǫ 0 ) respectively with q(0) = 0, e.g. q(t) = 0 and
Proof. First of all, it is easy to show that there is ǫ 0 > 0 such that we can choose a function q so that the function R defined as in the theorem is C 1 -smooth and
Next, let P 1 , P, R be functions defined as in the theorem and let Q 0 (z 2 ) := tan(R(z 2 )) for all z 2 ∈ ∆ ǫ0 . Then by Lemma 7, Lemma 8, and Corollary 9 we have the following equations.
We now prove that the holomorphic vector field H is tangent to the hypersurface M . Indeed, by a calculation we get ρ z1 (z 1 , z 2 ) = and ρ z2 (z 1 , z 2 ) = P z2 (z 2 ) + f z2 (z 2 , Im z 1 ).
We devide the proof into two cases. a) α = 0. In this case, f (z 2 , t) = Q 0 (z 2 )t for all (z 2 , t) ∈ ∆ ǫ0 × (−δ 0 , δ 0 ). Therefore, by (i) and (ii) one obtains that
for every (z 1 , z 2 ) ∈ M , which proves the theorem for α = 0. b) α = 0. It follows from (iii), (iv), and (v) that
for every (z 1 , z 2 ) ∈ M , which ends the proof.
Remark 6. By working out the above differential equations (i), . . . , and (v) (cf. Lemma 7 in Appendix A.2), it follows that the functions f and P are defined uniquely up to choices of functions q and p, respectively.
Proof of Theorem 1
This section is devoted to proving Theorem 1. To do this, we divide the proof into six following claims from Claim 1 to Claim 6.
As a first step we shall establish several equations that will be of use later.
and M be a non-trivial holomorphic vector field and a real non-rotationally symmetric hypersurface, respectively, as in Theorem 1. Then we have the identity
Expand h 1 and h 2 into the Taylor series at the origin so that
where a jk , b jk ∈ C and a j , b j are holomorphic in a neighborhood of 0 ∈ C for all j, k ∈ N. We note that a 00 = b 00 = 0 since h 1 (0, 0) = h 2 (0, 0) = 0. Moreover, the function f (z 2 , t) can be written as
where Q j (j = 1, 2, . . .) are real analytic in a neighborhood of 0 ∈ C and Q(z 2 , t) :=
. By a simple computation, we have
and the equation (2) can thus be re-written as
Since it − P (z 2 ) − tQ(z 2 , t), z 2 ∈ M for any t ∈ R with t small enough, the above equation again admits a new form
for all z 2 ∈ C and for all t ∈ R with |z 0 | < ǫ 0 and |t| < δ 0 , where ǫ 0 > 0 and δ 0 > 0 are small enough.
The next step is to demonstrate the following claims. Firt of all, the following is the first claim, in which its proof only requires the properties (2) and (3) of the function P .
Proof of the claim. Indeed, it follows from (3) with t = 0 that
Since ν 0 (P ) = ν 0 (P ′ ) = +∞, it folows from the equation (5) that
Notice that h 1 (0, 0) = 0 and Q(0, 0) = 0. So, it is easy to show that the above equation implies that h 1 (0, z 2 ) ≡ 0. Notice that we may choose t = αP (z 2 ) in (3) (with α ∈ R to be chosen later on). Then one gets
for all z 2 ∈ ∆ ǫ0 . We note that if h 2 ≡ 0, then (3) shows that h 1 ≡ 0. So we may assume that h 1 ≡ 0 and h 2 ≡ 0. Let j 0 be the smallest integer such that a j0k = 0 for some integer k. Then let k 0 be the smallest integer such that a j0k0 = 0. Similarly, let m 0 be the smallest integer such that b m0n = 0 for some integer n. Then let n 0 be the smallest integer such that a m0n0 = 0. Note that j 0 ≥ 1 since h 1 (0, z 2 ) ≡ 0.
Since P (z 2 ) = o(|z 2 | n0 ), it follows from (6) that
for all |z 2 | < ǫ 0 and for all α ∈ R. We note that in the case k 0 = 0 and Re(a j00 ) = 0, α can be chosen in such a way that Re (iα−1) j0 a j00 = 0. Then the above equation yields that j 0 > m 0 . We conclude from [9, Lemma 3] that m 0 = 0, n 0 = 1, and b 0,1 = iβz 2 for some β ∈ R * . Therefore, the claim is proved.
Now by a change of variables as in Lemma 4, without loss of generality we may assume that b 0 (z 2 ) = iβz 2 . Moreover, we have the following claim.
Claim 2. We have that a 1 (z 2 ) = β ∞ n=1 a n z n 2 ≡ 0 and Q 0 (z 2 ) = tan(R(z 2 ));
for all z 2 ∈ ∆ * ǫ0 , v is a C ∞ -smooth function on ∆ ǫ0 with ν 0 (v) = +∞, and q, p are C ∞ -smooth functions on (0, ǫ 0 ) and are chosen so that R is real analytic in ∆ ǫ0 and that P is C ∞ -smooth in ∆ ǫ0 with ν 0 (P ) = +∞.
Proof of the claim. First of all, taking ∂ ∂t of both sides of the equation (4) at t = 0, we obtain that
for all z 2 ∈ ∆ ǫ0 . Since Q 0 is real-analytic and ν 0 (P ) = ν 0 (P ′ ) = 0, one gets
or equivalently
on ∆ ǫ0 . We note that the equation (10) shows that Re(ia 1 (0)) = 0. Therefore, the solution Q 0 of Eq. (10) has the form as in the claim (see Lemma 7 in Appendix A.2). In addition, since the real hypersuface M is not rotationally symmetric, by [9, Theorem 3] mentioned as in the introduction Q 0 must contain a monomial term z k 2 for some positive integer k. Consequently, we have in fact that a 1 ≡ 0.
Next, it follows from (4) with t = 0 that
for every z 2 ∈ ∆ ǫ0 . By [9, Lemma 1], it follows from Eq. (12) that Re(a 1 (0)) = 0, which, together with the above-mentioned fact that Re(ia 1 (0)) = 0, shows that a 1 (0) = 0. Now the solution P of Eq. (12) has the form as claimed (see Lemma 7 in Appendix A.2). Hence, the proof is complete.
We now observe that lim sup r→0 + |rp ′ (r)| = +∞, for otherwise one gets |p(r)| | log(r)| for every 0 < r < ǫ 0 , and thus P does not vanish to infinite order at 0. Furthermore, a direct calculation shows that
for all z 2 ∈ ∆ ǫ0 , where g ∈ C ∞ (∆ ǫ0 ).
Proof of the claim. To obtain a contradiction, we suppose that b 1 ≡ 0, it follows from (8) and (9) that
on ∆ ǫ0 . We will show that b 1 (z 2 ) =βz 2 + · · · for someβ ∈ R * . To prove this, we consider the following cases.
) for all |t| < 1 and γ(0) = 0. It follows from (14) that Re i − Q 0 (z 2 ) b 1 (z 2 )P z2 (z 2 )/P (z 2 ) is bounded on ∆ * ǫ0 , and thus
is also bounded on (−1, 1). This implies that log P (γ(t)) = O(t), which contradicts the fact that P (γ(t)) → 0 as t → 0. Therefore, we conclude that b 1 (0) = 0.
It follows from (13) and (14) that
Since lim sup r→0 + r|p ′ (r)| = +∞, it follows that the functiong(z 2 ) ≡ 0 and vanishes to finite order at z 2 = 0. It can therefore be written asg(z 2 ) = 0≤j≤l g j z l−j 2z j 2 + o(|z 2 | l ) with g j ∈ C and g j = g l−j , where l = ν 0 (g). Because lim sup r→0 + |rp ′ (r)| = +∞, we have m := ν 0 (b 1 ) > l, and thus by taking lim sup r→0 + 1 r l F (re iθ ) for each θ ∈ R we obtain that cos mθ + ϕ) = 0≤j≤l g j e i(l−2j)θ for all θ ∈ R, where ϕ is a real number. This implies that the functions 1, cos(θ), sin(θ), . . . , cos(mθ), sin(mθ) are linearly dependent, which leads to a contradiction.
Altogether, we conclude that b 1 (z 2 ) =βz 2 + · · · =βz 2 (1 + O(z 2 )) for somẽ β ∈ R * . Furthermore, from (12) and (14) we have that
on ∆ * ǫ0 . Let us denote by c(z 2 ) the real analytic function on ∆ ǫ0 defined by
for all z 2 ∈ ∆ * ǫ0 . Since Q 0 contains non-harmonic terms, Re(c(z 2 )) ≡ 0. Moreover, by (13) and (15) for any m ∈ N * , which is a contradiction. Thus, the assertion is proved. We note that Eq. (4) with t = 0 implies that
for all z 2 ∈ ∆ * ǫ0 . By Claim 2, we have that
where v ∈ C ∞ (∆ ǫ0 ). Moreover, a simple computation shows that
for every z 2 ∈ ∆ * ǫ0 and that
for every z 2 ∈ ∆ * ǫ0 . Therefore, it follows from (16), (17), and (18) that
for every z 2 ∈ ∆ * ǫ0 , whereγ : ∆ ǫ0 → R is C ∞ -smooth andγ(z 2 ) → 0 as z 2 → 0. Choose r ∈ (0, ǫ 0 ) such that max |z2|=r |γ(z 2 )| ≤ r n for all 0 ≤ t ≤ 2π. Let u(t) := v(re it ) for all t ∈ R. Then by (19), one gets
for all t ∈ R. Thus, we obtain that
r n r n > 0, which is impossible, and hence our claim is proved.
Proof of the claim. Since b 1 ≡ 0 (cf. Claim 3), by (14) and note that Q 0 , Q 1 are real analytic, and P (z 2 ), P ′ (z 2 ) vanish to infinite order at 0, one has
On the other hand, taking
∂t 2 of both sides of Eq. (4) at t = 0, we have that
Since Q 0 , Q 1 are real analytic, ν 0 (P ) = ν 0 (P ′ ) = +∞, and b 1 ≡ 0, we deduce that Proof of the claim. We shall prove the claim by induction on m. For m = 2, it follows from Claim 4 and Claim 3 that a 2 (z 2 ) ≡ Q 1 (0)a 1 (z 2 ) and
Indeed, by (8) we have
Repeating the argument as in the proof of Claim 3, we deduce that b m (z 2 ) ≡ 0. Thus we obtain that
∆ ǫ0 . Consequently, one has Re(ia m+1 (0)) = 0. On the other hand, since Q 0 , Q 1 , Q 2 are real analytic, ν 0 (P ) = ν 0 (P ′ ) = +∞, and
on ∆ ǫ0 . This implies that Re(a m+1 (0)) = 0, which, together with Re(ia m+1 (0)) = 0 as above, indicates that a m+1 (0) = 0.
as claimed.
Claim 6. We have that
, where R is given in Claim 5.
if Q 1 (0) = 0 for all z 2 ∈ ∆ ǫ0 , where
for all z 2 ∈ ∆ * ǫ0 and P 1 (0) = 0, where p, q are the functions given in Claim 2.
Proof of the claim . By Claim 5, it is easy to check that h 1 (z 1 , z 2 ) = z 1 a 1 (z 2 ) if Q 1 (0) = 0 and
if Q 1 (0) = 0 and h 2 (z 1 , z 2 ) = iβz 2 . Now we divide the proof into the two following cases. Case A. Q 1 (0) = 0. From Eq. (4) we have that
for all z 2 ∈ C and for all t ∈ R with |z 0 | < ǫ 0 and |t| < δ 0 . Then Eq. (26) with t = 0 implies easily that
on ∆ ǫ0 . Therefore, by Lemma 7 in Appendix A.2 the function P (z 2 ) ≡ P 1 (z 2 ), as desired. Now by Claim 4, it follows that Q 1 ≡ 0, and thus taking ∂ 2 ∂t 2 of both sides of (26) at t = 0, we obtain that
∂t m of both sides of (26) at t = 0 for m = 3, . . ., we obtain, by induction on m, that Q m ≡ 0 for all m ≥ 1. Therefore, from Eq. (26) and Eq. (27) we have
Hence, the solution Q 0 (z 2 ) = tan(R(z 2 )) for all z 2 ∈ ∆ ǫ0 , where R is given in the claim (see Lemma 7 in Appendix A.2), and hence f (z 2 , t) = Q 0 (z 2 )t = tan(R(z 2 ))t for all (z 2 , t) ∈ ∆ ǫ0 × (−δ 0 , δ 0 ), as claimed. Case B. Q 1 (0) = 0. In this case, it follows from (3) that
for all z 2 ∈ C and for all t ∈ R with |z 0 | < ǫ 0 and |t| < δ 0 . Since the function f (z 2 , t) = ∞ n=1 Q n−1 (z 2 )t n is real analytic in a neighborhood of 0 ∈ C × R, by (28) we obtain the following.
for all (z 2 , t) ∈ ∆ ǫ0 × (−δ 0 , δ 0 ). Now by (i), it follows from Lemma 9 in Appendix A.2 with α = 2Q 1 (0) that
for all z 2 ∈ ∆ ǫ0 . Hence, by Corollary 1 in Appendix A.2 we conclude that Eq.
(ii) automatically holds. Finally, by Eq. (iii) and Lemma 7 in Appendix A.2 with α = 2Q 1 (0), we conclude that the function P (z 2 ) has the form as in the claim. Altogether, the claim is proved.
In conclusion, Claim 1, Claim 2,. . . , and Claim 6 complete the proof of Theorem 1 (modulo Lemma 7, Lemma 8, Lemma 9, and Corollary 1 which we prove in Appendix A.2).
Proof of Theorem 2
This section is entirely devoted to the proof of Theorem 2. Let M = {(z 1 .z 2 ) ∈ C 2 : Re z 1 + P (z 2 ) + (Im z 1 ) Q(z 2 , Im z 1 ) = 0} be the real hypersurface germ at 0 described in the hypothesis of Theorem 2. Our present goal is to show that there is no non-trivial holomorphic vector field vanishing at the origin and tangent to M .
For the sake of smooth exposition, we shall present the proof in two subsections. In Subsection 5.1, several technical lemmas are introduced. Then the proof of Theorem 2 is presented in Subsection 5.2. Throughout what follows, for r > 0 denote by∆ r := {z 2 ∈ ∆ r : P (z 2 ) = 0}. 5.1. Technical lemmas. Since P satisfies the condition (I), it is not hard to show the following two lemmas.
Lemma 5. If a, b are complex numbers and if g 1 , g 2 are smooth functions defined on the disc ∆ ǫ0 with sufficiently small radius ǫ 0 > 0 satisfying
P (z) + g 1 (z) = g 2 (z) for every z ∈∆ ǫ0 and for any non-negative integers ℓ, m, then a = b = 0.
Proof. The proof follows easily from the condition (I.1).
Lemma 6. Let P be a function defined on ∆ ǫ0 (ǫ 0 > 0) satisfying the condition (I). Let B ∈ C * and m ∈ N * . Then there exists α ∈ R such that lim sup
Proof. Since P satisfies the condition (I.2), there exists a sequence {z k } ⊂∆ ǫ0 converging to 0 such that lim k→∞ P ′ (z k )/P (z k ) = ∞. We can write
We note that |a k | + |b k | → +∞ as k → ∞. Therefore, passing to a subsequence if necessary, we only consider two following cases. Case 1. lim k→∞ a k = ∞ and | bk ak 
Hence, the proof is complete.
5.2.
Tangential holomorphic vector fields: Proof of Theorem 2. The CR hypersurface germ (M, 0) at the origin in C 2 under consideration is defined by the equation ρ(z 1 , z 2 ) = 0, where
where P, Q are C ∞ -smooth functions satisfying the three conditions specified in the hypothesis of Theorem 2, stated in Section 1. Recall that P vanishes to infinite order at z 2 = 0 in particular.
Then we consider a holomorphic vector field
defined on a neighborhood of the origin. We only consider H that is tangent to M , which means that they satisfy the identity
The goal is to show that H ≡ 0. Indeed, striving for a contradiction, suppose that H ≡ 0. We notice that if h 2 ≡ 0 then (29) shows that h 1 ≡ 0. So, without loss of generality we may assume that h 1 ≡ 0 and h 2 ≡ 0.
where a jk , b jk ∈ C. We note that a 00 = b 00 = 0 since h 1 (0, 0) = h 2 (0, 0) = 0.
Next, let us denote by j 0 the smallest integer such that a j0k = 0 for some integer k. Then let k 0 be the smallest integer such that a j0k0 = 0. Similarly, let m 0 be the smallest integer such that b m0n = 0 for some integer n. Then denote by n 0 the smallest integer such that a m0n0 = 0. We note that j 0 ≥ 1 if k 0 = 0 and m 0 ≥ 1 if n 0 = 0.
Following the arguments in the proof of Theorem 1, we obtain that
for all |z 2 | < ǫ 0 and for any α ∈ R. We note that in the case k 0 = 0 and Re(a j00 ) = 0, α can be chosen in such a way that Re (iα−1) j0 a j00 = 0. Then the above equation yields that j 0 > m 0 .
We now divide the argument into two cases as follows.
Case 1. n 0 ≥ 1. In this case (30) contradicts Lemma 5.
Case 2. n 0 = 0. Since P satisfies the condition (I) and m 0 ≥ 1, by Lemma 6 we can choose a real number α such that lim sup
where∆ ǫ0 with ǫ 0 > 0 small enough. Therefore, (30) is a contradiction, and thus h 1 ≡ 0 on a neighborhood of (0, 0) in C 2 . Since h 1 ≡ 0, it follows from (3) with t = 0 that
for every z 2 satisfying |z 2 | < ǫ 0 , for some ǫ 0 > 0 sufficiently small. Since P satisfies the condition (I.1), we conclude that b mn = 0 for every m ≥ 0, n ≥ 1. We now show that b m0 = 0 for every m ∈ N * . Indeed, suppose otherwise. Then let m be the smallest positive integer such that b m0 = 0. It follows from (6) in the proof of Theorem 1 that
is bounded on∆ ǫ0 with ǫ 0 > 0 small enough for any α ∈ R. By Lemma 6, this is again impossible. Altogether, the proof of Theorem 2 is complete.
Appendix A
A.1. Proof of Lemma 2. Let G : (0, +∞) → R be the piecewise linear function such that G(a n − ǫ n ) = G(b n + ǫ n ) = −2n and
, where a n = . For n ≥ 4, let g n be the C ∞ -smooth on R defined by the following convolution
Now we show the following.
Indeed, for a n+1 ≤ x ≤ b n we have
where we use a change of variable t = y − x ǫ n+1 .
If a n ≤ x ≤ b n , then a n − ǫ n < a n − ǫ n+1 ≤ x + tǫ n+1 ≤ b n + ǫ n+1 < b n + ǫ n for all −1 ≤ t ≤ 1. Therefore,
which finishes (b). Moreover, we have the following estimate
|G(x + tǫ n+1 )||ψ (k) (t)|dt g n (x) if a n+1 ≤ x ≤ b n , n = 4, 5, . . . , is well-defined. From the property (c), it is easy to show that |g (k) (x)| 1 x 3k+1 for k = 0, 1, . . . and for every x ∈ (0, 1), where the constant depends only on k. Thus this proves (iii), and the assertions (i) and (ii) are obvious. Hence, the proof is complete.
A.2. Several differential equations. In this subsection, we are going to prove several lemmas and a corollary used in the proofs of Theorem 1 and Theorem 3.
Lemma 7. Let a 1 (z 2 ) = β ∞ n=1 a n z n 2 be non-zero holomorphic in ∆ ǫ0 (β ∈ R * , ǫ 0 > 0, a n ∈ C for all n ∈ N * ). Let Q 0 , P 1 , P be C 1 -smooth in ∆ ǫ0 with P 1 , P are positive on ∆ * ǫ0 satisfying the following differential equations: (i) Re 2iβz 2 Q 0z 2 (z 2 ) + ia 1 (z 2 ) 1 + Q for all z 2 ∈ ∆ * ǫ0 , where q, p are C 1 -smooth in (0, ǫ 0 ) and are chosen so that Q 0 , P 1 , P are C 1 -smooth on ∆ ǫ0 .
Proof. We first find solutions of the differential equation (i). Indeed, it follows from (i) that 2Re iβz 2 Q 0 z2 (z 2 ) 1 + Q 2 0 (z 2 ) = −Re ia 1 (z 2 ) = −β Re i ∞ n=1 a n z n 2 for all z 2 ∈ ∆ ǫ0 . For a fixed positive number 0 < r < ǫ 0 , set u(t) := Q 0 (re it ) for every t ∈ R. Then one has u ′ (t) = 2Re(ire it Q 0z 2 (re it )), and hence u ′ (t) 1 + u 2 (t) = −Re i ∞ n=1 a n r n e int for every t ∈ R.
For any t ∈ R, by taking the integral t 0 of both sides of the above equation we obtain arctan u(t) − arctan u(0) = −Re i ∞ n=1 a n r n e int − 1 in = −Re ∞ n=1 a n r n e int − 1 n ,
and therefore u(t) = tan arctan u(0) − Re ∞ n=1 a n r n e int − 1 n = tan arctan Q 0 (r) − Re ∞ n=1 a n r n e int − 1 n .
Thus any solution of the differential equation (i) has a form as
where q is a C 1 -smooth real-valued function [0, ǫ 0 ), as desired. Next, we shall solve the differential equation (ii). Indeed, from Eq. (ii) we have 2Re iβz 2 P 1z 2 (z 2 ) P 1 (z 2 ) = Re a 1 (z 2 ) + Q 0 (z 2 )Re a 1 (z 2 ) i for every z 2 ∈ ∆ * ǫ0 . In order to find a solution of the above equation, for a fixed positive number 0 < r < ǫ 0 , again let u(t) = log |P (re it )| for all t ∈ R. Then one obtains that u ′ (t) = Re ∞ n=1 a n r n e int + Q 0 (re it )Re ∞ n=1 a n i r n e int = Re ∞ n=1 a n r n e int + Re ∞ n=1 a n i r n e int × tan q(r) − Re ∞ n=1 a n n (r n e int − r n ) for all t ∈ R. Therefore, by taking the integral t 0 of both sides of the above equation, any solution of Eq. (ii) has a form as P 1 (z 2 ) = exp p(|z 2 |) + Re ∞ n=1 a n in z n 2 − log cos q(|z 2 |) − Re ∞ n=1 a n n z n 2 for all z 2 ∈ ∆ * ǫ0 , where p is a C 1 -smooth function on (0, ǫ 0 ) and is chosen so that P 1 (z) is C 1 -smooth on ∆ ǫ0 , as desired. Finally, using the same argument as the above we conclude from Eq. (iii) that P (z 2 ) = 1 α log 1 + P 1 (z 2 ) for all z 2 ∈ ∆ * ǫ0 . Hence, the proof is complete.
