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SHARP ENDPOINT ESTIMATES FOR SCHRO¨DINGER GROUPS
ON HARDY SPACES
PENG CHEN, XUAN THINH DUONG, JI LI AND LIXIN YAN
Abstract. Let L be a non-negative self-adjoint operator acting on L2(X) where X is a space of ho-
mogeneous type with a dimension n. Suppose that the heat kernel of L satisfies a Gaussian upper
bound. In this paper we show sharp endpoint estimate for the Schro¨dinger group eitL on the Hardy
space H1
L
(X) associated with L such that∥∥∥(I + L)−n/2eitL f ∥∥∥
L1(X)
≤ C(1 + |t|)n/2‖ f ‖H1
L
(X), t ∈ R
for some constant C = C(n) > 0 independent of t. This, together with interpolation, gives a new
proof of a recent result of [8] for sharp endpoint Lp-Sobolev bound for eitL:∥∥∥(I + L)−seitL f ∥∥∥
p
≤ C(1 + |t|)s‖ f ‖p, t ∈ R, s ≥ n
∣∣∣1
2
− 1
p
∣∣∣
for every 1 < p < ∞. This extends classical results due to Miyachi ([32, 33]) for the Laplacian on
the Euclidean space Rn.
1. Introduction
Consider the Laplace operator ∆ = −∑ni=1 ∂2xi on the Euclidean space Rn and the Schro¨dinger
equation {
i∂tu + ∆u = 0,
u|t=0 = f
with initial data f . Its solution can be written as
u(x, t) = eit∆ f (x) =
1
(2π)n
∫
Rn
f̂ (ξ)ei(〈x, ξ〉+t|ξ|
2)dξ,
where f̂ denotes the Fourier transform of f . It is well-known that the operator eit∆ acts boundedly
on Lp(Rn) if and only if p = 2; see Ho¨rmander [24]. For p , 2, it was shown (see for example,
[5, 28, 37])) that for s > n|1/2− 1/p|, the operator eit∆ maps the Sobolev space Lp
2s
(Rn) into Lp(Rn),
in other words, (I+∆)−seit∆ is bounded on Lp(Rn). For s < n|1/2−1/p|, it is known that the operator
(I +∆)−seit∆ is unbounded on Lp(Rn). In [32], Miyachi obtained the sharp endpoint estimate for eit∆
on Hardy and Lebesgue spaces, and showed that for every 0 < p < ∞,∥∥∥(1 + ∆)−seit∆ f ∥∥∥
Hp(Rn)
≤ C(1 + |t|)s‖ f ‖Hp(Rn), t ∈ R, s ≥ n
∣∣∣1
2
− 1
p
∣∣∣,(1.1)
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where Hp(Rn) is the classical Hardy space ([21]) on Rn and Hp(Rn) = Lp(Rn) if 1 < p < ∞. See
also Fefferman-Stein’s work [21, Section 6].
The Schro¨dinger semigroup {eit∆}t>0 can be defined in terms of the spectral resolution of the self-
adjoint Laplace operator ∆. A natural question is to determine a sufficient condition so that (1.1)
holds when the Laplace ∆ is replaced by a non-negative self-adjoint operator L. For this purpose
we suppose that (X, d, µ) is a metric measure space with a distance d and a measure µ, and L is a
non-negative self-adjoint operator on L2(X). Such an operator L admits a spectral resolution
L =
∫ ∞
0
λdEL(λ),
where EL(λ) is the projection-valued measure supported on the spectrum of L. The operator e
itL, t ∈
R, is defined by
(1.2) eitL f =
∫ ∞
0
eitλdEL(λ) f
for f ∈ L2(X), and forms the Schro¨dinger group. By the spectral theorem ([31]), the operator eitL is
continuous on L2(X). Our main interest will be in the mapping properties of families of operators
derived from the Schro¨dinger group on Hardy and Lebesgue spaces.
Depending on the nature of the assumptions regarding the assumption of e−tL, there are various
nuances of the mapping properties of the Schro¨dinger group e−tL on Lp spaces presently available
in the literature. For example, on Lie groups with polynomial growth and manifolds with non-
negative Ricci curvature, similar results as in (1.1) for s > n |1/2 − 1/p| and 1 < p < ∞ have been
first announced by Lohoue´ in [30], then Alexopoulos obtained them in [1]. In the abstract setting
of operators on metric measure spaces, Carron, Coulhon and Ouhabaz [7] showed that for every
1 < p < ∞, ∥∥∥(I + L)−seitL f ∥∥∥
p
≤ C(1 + |t|)s‖ f ‖p, t ∈ R, s > n
∣∣∣1
2
− 1
p
∣∣∣,(1.3)
provided the semigroup e−tL, generated by −L on L2(X), has the kernel pt(x, y) which satisfies the
Gaussian upper bound, i.e.
(GEm) |pt(x, y)| ≤
C
V(x, t1/m)
exp
−c
(
d(x, y)m
t
) 1
m−1

for every t > 0, x, y ∈ X, where c,C are positive constants and m ≥ 2. Such estimate (GEm) is
typical for elliptic or sub-elliptic differential operators of order m (see for example, [1, 7, 13, 16,
17, 25, 26, 34, 36, 37] and the references therein). See also related results in [6, 12, 21, 25, 26].
The question whether estimate (1.3) holds with s = n|1/2 − 1/p| was recently solved in [8].
More specifically, if L satisfies the Gaussian estimate (GEm), then for every p ∈ (1,∞) there exists
a constant C = C(n,m, p) > 0 independent of t such that∥∥∥(I + L)−seitL f ∥∥∥
p
≤ C(1 + |t|)s‖ f ‖p, t ∈ R, s = n
∣∣∣1
2
− 1
p
∣∣∣.(1.4)
However, this result does not give any end-point estimate on the Hardy space H1L(X) when p = 1.
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This paper continues a line of study in [8] to show that under the assumption that L satisfies a
Gaussian upper bound (GEm), the operator (I + L)
−n/2eitL is bounded from Hardy spaces H1
L
(X) into
L1(X), where H1L(X) is a class of Hardy spaces associated with L ([2, 18, 27], see Section 2 below).
We then apply the duality argument and the complex interpolation theorem ([18, Theorem 5.7]) to
obtain a new proof of estimate (1.4) in [8] in the case that when L satisfies a Gaussian upper bound
(GEm). Our result can be stated as follows.
Theorem 1.1. Suppose that (X, d, µ) is a space of homogeneous type with a dimension n. Suppose
that L satisfies the property (GEm). Then there exists a constant C = C(n,m) > 0 independent of t
such that ∥∥∥(I + L)−n/2eitL f ∥∥∥
L1(X)
≤ C(1 + |t|)n/2‖ f ‖H1
L
(X), t ∈ R.(1.5)
By a duality and interpolation argument, estimate (1.4) holds for all 1 < p < ∞.
We now apply the result of Theorem 1.1 to study the property of the solution to the Schro¨dinger
equation {
i∂tu + Lu = 0,
u(x, 0) = f (x).
Similarly to the work [37] of Sjo¨strand in the case that L is the Laplacian on the Euclidean space
R
n, a possible substitute for this operator on Lp is its Riesz means, defined by
Is(t)(L) := st
−s
∫ t
0
(t − λ)s−1e−iλLdλ(1.6)
for t > 0, and Is(t)(L) = I s(−t)(L) for t < 0. Then we have the following result.
Theorem 1.2. Suppose that (X, d, µ) is a space of homogeneous type with a dimension n. Suppose
that L satisfies the property (GEm). Then there exists a constant C = C(n,m) > 0 independent of t
such that ∥∥∥In/2(t)(L) f ∥∥∥L1(X) ≤ C‖ f ‖H1L(X), t ∈ R\{0}.(1.7)
By a duality and interpolation argument, for every 1 < p < ∞ there exists a constant C =
C(n,m, p) > 0 independent of t such that
‖Is(t)(L) f ‖p ≤ C‖ f ‖p, t ∈ R\{0}, s ≥ n
∣∣∣1
2
− 1
p
∣∣∣.(1.8)
We would like to remark that our main result, Theorem 1.1, gives the sharp endpoint estimate
(1.5) for the Schro¨dinger group eitL on the Hardy space, namely with the optimal number of deriva-
tives and the optimal time growth for the factor (1 + |t|)s in (1.5). Our endpoint estimate is using
the Hardy space H1
L
(X) associated to the operator L instead of the classical Hardy space but we
do not assume certain standard conditions on the operator L such as the Ho¨lder continuity on heat
kernel and the conservation property e−t∆1 = 1. We also remark that the results in [21, 32, 33]
relies on Fourier analysis (e.g., Plancherel’s Theorem), which is not available in the setting of
space of homogeneous type in this paper. In the proof of Theorem 1.1, the main tool is to use
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the Phragme´n-Lindelo¨f theorem to show that the Gaussian bounds (GEm) implies the following
off-diagonal estimate of the operator ezL with z = (iτ − 1)R−1, τ,R > 0:
‖PBe(iτ−1)R−1LP2 jB\2 j−1B‖2→2 ≤ C exp
−c
 m
√
R2 jr√
1 + τ2

m
m−1
 , j = 2, 3, . . .(1.9)
for all balls B ⊆ X (see Lemma 3.3 below). This new estimate (1.9) is crucial in the proof of
Theorem 1.1.
The paper is organized as follows. In Section 2 we provide some preliminary results on Hardy
and BMO spaces and spectral multipliers. In Section 3 we apply the Phragme´n-Lindelo¨f theorem
to give off-diagonal bounds for (1.9) and the operator F(L) for some compactly supported function
F, which play a crucial role in the proof of Theorem 1.1. The proof of Theorem 1.1 will be given
in Section 4. In Section 5 we apply Theorem 1.1 to obtain Lp-boundedness of the Riesz means of
the solution to the Schro¨dinger equation. In Section 6 we discuss some extensions of Theorem 1.1
for operators satisfying weaker assumption than the Gaussian bound (GEm).
2. Notations and preliminaries on Hardy spaces
We start by introducing some notation and assumptions. Throughout this paper, unless we men-
tion the contrary, (X, d, µ) is a metric measure space where µ is a Borel measure with respect to the
topology defined by the metric d. Next, let B(x, r) = {y ∈ X, d(x, y) < r} be the open ball with
centre x ∈ X and radius r > 0. To simplify notation we often just use B instead of B(x, r) and given
λ > 0, we write λB for the λ-dilated ball which is the ball with the same centre as B and radius λr.
Let Bc be the set X\B. We set V(x, r) = µ(B(x, r)) the volume of B(x, r) and we say that (X, d, µ)
satisfies the doubling property (see Chapter 3, [10]) if there exists a constant C > 0 such that
V(x, 2r) ≤ CV(x, r) ∀ r > 0, x ∈ X.(2.1)
If this is the case, there exist C, n such that for all λ ≥ 1 and x ∈ X
(2.2) V(x, λr) ≤ CλnV(x, r).
In the Euclidean space with Lebesgue measure, n corresponds to the dimension of the space.
For 1 ≤ p ≤ +∞, we denote the norm of a function f ∈ Lp(X, dµ) by ‖ f ‖p, by 〈·, ·〉 the scalar
product of L2(X, dµ), and if T is a bounded linear operator from Lp(X, dµ) to Lq(X, dµ), 1 ≤ p, q ≤
+∞, we write ‖T‖p→q for the operator norm of T . Given a subset E ⊆ X, we denote by χE the
characteristic function of E and by PE the projection PE f (x) := χE(x) f (x). We denote the dilation
of a function F by δrF(·) := F(r·) and f̂ denotes the Fourier transform, i.e. of f ,
f̂ (ξ) =
1
(2π)n/2
∫
Rn
f (x)e−ixξdx, ξ ∈ Rn.
Sometimes we also use f̂ for F f .
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2.1. Hardy and BMO spaces associated with operators. A theory of Hardy spaces associated
with certain operators was introduced and developed in [2, 15, 19, 20, 22, 27] and the references
therein, similar to the way that classical Hardy spaces are adapted to the Laplacian. We present
some main features of this theory in this section for reader’s convenience.
Suppose that L is a non-negative self-adjoint operator on L2(X) which satisfies the Gaussian
upper bounds (GEm) with m ≥ 2. We consider the following quadratic operators associated to L
S L f (x) =
(∫ ∞
0
∫
d(x,y)<t
|(tmL)e−tmL f (y)|2 dµ(y)
V(x, t)
dt
t
)1/2
, x ∈ X(2.3)
where f ∈ L2(X). Under the assumption of the Gaussian upper bounds (GEm) of an operator L, it
is known that the null space N(L) = {0} (see [22, Section 2.6]) and the function S L is bounded on
Lp(X), 1 < p < ∞ and
‖S L f ‖Lp(X) ≃ ‖ f ‖Lp(X).
The Hardy space H1
L
(X) associated with L is the completion of the space
{ f ∈ L2(X) : S L f ∈ L1(X)}
in the norm
‖ f ‖H1
L
(X) = ‖S L f ‖L1(X).
Let us describe the notion of a (1, 2,M, ε)-molecule associated to an operator L on spaces (X, d, µ).
Denote byD(T ) the domain of an operator T . For every ball B, we set
(2.4) U0(B) = B, and U j(B) = 2
jB\2 j−1B for j = 1, 2, . . . .
Definition 2.1. Let ε > 0 and M ∈ N. A function m(x) ∈ L2(X) is called a (1, 2,M, ε)-molecule
associated with L if there exist a function b ∈ D(LM) and a ball B such that
(i) m = LMb;
(ii) For every k = 0, 1, 2, . . . ,M and j = 0, 1, 2, . . . , there holds
‖(rmBL)kb‖L2(U j(B)) ≤ 2− jεrmMB V(2 jB)−1/2,
where the annuli U j(B) are defined in (2.4).
Next we give the definition of the molecular Hardy spaces associated with L.
Definition 2.2. We fix ε > 0 and M ∈ N. The Hardy space H1
L,mol,M,ǫ
(X) is defined as follows. We
say that f =
∑
λ jm j is a molecular (1, 2,M, ε)-representation (of f ) if {λ j}∞j=0 ∈ ℓ1, each m j is a
(1, 2,M, ε)-molecule, and the sum converges in L2(X). Set
H
1
L,mol,M,ǫ(X) =
{
f : f has a molecular (1, 2,M, ε)-representation
}
,
with the norm given by
|| f ||H1
L,mol,M,ǫ
(X) = inf
{ ∞∑
j=0
|λ j| : f =
∞∑
j=0
λ jm j is a molecular (1, 2,M, ε)-representation
}
.
The space H1
L,mol,M,ǫ
(X) is then defined as the completion of H1
L,mol,M,ǫ
(X) with respect to this norm.
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As a direct consequence of the definition, we note that H1
L,mol,M2,ε
(X) ⊂ H1
L,mol,M1 ,ε
(X) for ε > 0
and M1,M2 ∈ N with M1 ≤ M2. We have the following characterization. For its proof, see Section
3, [15].
Lemma 2.3. Suppose M ≥ 1. Then we have H1
L,mol,M,ǫ
(X) = H1L(X). Moreover,
‖ f ‖H1
L,mol,M,ǫ
(X) ≈ ‖ f ‖H1
L
(X),
where the implicit constants depend only on M,m and n in (2.2) only.
Next we turn to the space BMOL(X) associated with operators. Following [18], we say that f is
in BMOL(X), the space of functions of bounded mean oscillation associated with {e−tL}t>0, if there
exists a positive constant C such that
‖ f ‖BMOL(X) := sup
B
1
V(B)
∫
B
| f (x) − e−rmB L f (x)|dµ(x) ≤ C < ∞,(2.5)
where the supremum is taken over all balls B in X.
Lemma 2.4. Assume that the operator L satisfies the Gaussian upper bounds (GEm). Then, we
have
(H1L(X))
∗
= BMOL(X).
Proof. This result can be proved in a similar, but slightly simpler, fashion to the duality results in
[22, Section 6]. We omit the proof. 
Similar to the classical Hardy spaces, Hardy spaces associated with operators form a complex
interpolation scale. Let [·, ·]θ stand for the complex interpolation bracket. Then we have the fol-
lowing result.
Lemma 2.5. Assume that the operator L satisfies the property (GEm). Then for every 0 < θ < 1
and 1 < p0 < ∞, we have
[H1L, L
p0]θ = L
p,
1
p
= (1 − θ) + θ
p0
,
and
[Lp0 ,BMOL]θ = L
p,
1
p
=
1 − θ
p0
.
Proof. The proof can be verified that by viewing these spaces via the framework of tent spaces and
by using the interpolation properties of tent spaces (see for example, Lemma 4.20, [27]). 
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2.2. Spectral multipliers on the Hardy space. The following result is a standard known result in
the theory of spectral multipliers of non-negative self-adjoint operators.
Proposition 2.6. Let m ≥ 2. Suppose that (X, d, µ) is a space of homogeneous type with a dimension
n. Assume that the operator L satisfies the property (GEm). Assume in addition that F is an even
bounded Borel function such that supR>0 ‖ηδRF‖Cα < ∞ for some integer α > n/2 and some non-
trivial function η ∈ C∞c (0,∞). Then the operator F(L) is bounded on H1L(X),
‖F(L)‖H1
L
(X)→H1
L
(X) ≤ C
(
sup
R>0
‖ηδRF‖Cα + F(0)
)
.(2.6)
Proof. For the proof, see for example, [27, Theorem 1.4]) and [20, Theorem 1.1]. 
3. Off-diagonal bounds for compactly supported spectral multipliers
Let us start with stating the Phragme´n-Lindelo¨f Theorem for sectors in the complex plane C. For
its proof, we refer to [38, Lemma 4.2].
Theorem 3.1. Let S be the open region in C bounded by two rays meeting at an angle π/a for some
a > 1/2. Suppose that F is analytic on S , continuous on S¯ and satisfies |F(z)| ≤ C exp(c|z|b) for
some b ∈ [0, a) and for all z ∈ S . Then the condition |F(z)| ≤ B on the two bounding rays implies
that |F(z)| ≤ B for all z ∈ S .
The following result is a consequence of Theorem 3.1.
Lemma 3.2. Suppose that F is an analytic function on C+ = {z ∈ C : Rez > 0}, the open right
half-plane. Assume that, for given numbers M1,M2, γ > 0, 0 < α ≤ 1,
(3.1) |F(z)| ≤ M1, ∀ z ∈ C+
and
(3.2) |F(t)| ≤ M2 exp
(
− γ
tα
)
, ∀ t ∈ R+.
Then for every z ∈ C+,
(3.3) |F(z)| ≤ max {M1,M2} exp
(
−αγ Rez|z|α+1
)
.
Proof. Lemma 3.2 was proved in [14, Lemma 9]. See also [11, Proposition 2.2] and [34, Lemma
6.18]. We give a brief argument of this proof for completeness and convenience for the reader.
Consider the function
(3.4) u+(ζ) := F
(
1
ζ
)
exp
(
γei(π/2−πα/2)ζα
)
,
which is also defined on C+. By (3.1),
|u+(ζ)| ≤ M1 exp (γ|ζ |α) , ∀ ζ ∈ C+.
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Again by (3.1) we have, for any ε > 0 and ζ = ε + iy =: Cεe
iθε ,
|u+(ζ)| =
∣∣∣∣∣∣F
(
1
ζ
)
exp
(
γei(π/2−πα/2)ζα
)∣∣∣∣∣∣ ≤ M1 exp
(
Cαεγ sin
(πα
2
− αθε
))
.
For y ≥ 0, it follows from 0 < α ≤ 1 that
|u+(ζ)| ≤ M1 exp
(
Cαεγ sin
(πα
2
− αθε
))
≤ M1 exp (γεα) ,
which implies that
(3.5) sup
Reζ=ε,Imζ≥0
|u+(ζ)| ≤ M1eγεα .
By (3.2),
(3.6) sup
ζ∈[ε,∞)
|u+(ζ)| ≤ M2.
Hence, by Phragme´n-Lindelo¨f theorem 3.1 with angle π/2 and b = α, applied to
S +ε = {z ∈ C : Rez > ε and Imz > 0},
we obtain
sup
Reζ≥ε,Imζ≥0
|u+(ζ)| ≤ max{M2,M1eγεa}, ∀ ε > 0.
Next we consider the function
(3.7) u−(ζ) := F
(
1
ζ
)
exp
(
γei(−π/2+πα/2)ζα
)
.
A similar argument shows that
sup
Reζ≥ε, Imζ≤0
|u−(ζ)| ≤ max{M2,M1eγεa}, ∀ ε > 0.
Letting ε → 0 we obtain
sup
Reζ>0, Imζ≥0
|u+(ζ)| ≤ max{M1,M2}
and
sup
Reζ>0, Imζ≤0
|u−(ζ)| ≤ max{M1,M2}.
Putting ζ = 1
z
, we obtain for all Re z > 0
|F(z)| ≤ max{M1,M2} exp
(
−α sin (π/2 + |θz|)
γ
|z|α
)
,
where θz = arg z. From this, (3.3) follows readily. 
Lemma 3.3. Suppose that L satisfies the Gaussian upper bounds (GEm). There exist two positive
constants C and c such that for every j = 2, 3, . . .
‖PBe(iτ−1)R−1LPU j(B)‖2→2 ≤ C exp
−c
 m
√
R2 jr√
1 + τ2

m
m−1

for all balls B ⊆ X.
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Proof. For any open sets U and V , and Rez > 0, we define a function
F(z) := 〈e−zL f1, f2〉,
where supp f1 ⊂ U and supp f2 ⊂ V . Then F(z) is an analytic function on the complex half plain
Re z > 0. It is seen that
|F(z)| ≤ ‖e−zL f1‖2‖ f2‖2 ≤ ‖e−zλ‖L∞‖ f1‖2‖ f2‖2 ≤ ‖ f1‖2‖ f2‖2, ∀ z ∈ C+
and it follows from the Gaussian upper bounds (GEm) that
|F(t)| ≤ C exp
(
−cd(U,V)
m
m−1
t
1
m−1
)
‖ f1‖2‖ f2‖2, ∀ t ∈ R+.
Let M1 = ‖ f1‖2‖ f2‖2, M2 = C‖ f1‖2‖ f2‖2, γ = cd(U,V)m/(m−1) and α = 1/(m − 1). We apply
Lemma 3.2 to get
|〈e−zL f1, f2〉| ≤ C exp
(
−cRez d(U,V)
m
m−1
|z| 1m−1+1
)
‖ f1‖2‖ f2‖2.
From it, we have that
‖PBe(iτ−1)R−1LPU j(B)‖2→2 ≤ C exp
−c
 m
√
R2 jrB√
1 + τ2

m
m−1
 .
This ends the proof of Lemma 3.3. 
Next we define a Besov type norm of F by
‖F‖Bs :=
∫ ∞
−∞
|F̂(τ)|(1 + |τ|)sdτ,
where f̂ denotes the Fourier transform of f . Since for every functions F and G, it can be checked
that
‖FG‖Bs =
∫ ∞
−∞
|(̂FG)(τ)|(1 + |τ|)sdτ
≤
∫ ∞
−∞
∫ ∞
−∞
∣∣∣(F̂(τ − η)Ĝ(η)∣∣∣|(1 + |τ − η|)s|(1 + |η|)sdηdτ
and so by the Fubini theorem,
‖FG‖Bs ≤ ‖F‖Bs‖G‖Bs .
Finally, we can show the following result.
Proposition 3.4. Suppose that L satisfies the Gaussian upper bounds (GEm). Then for every s ≥ 0,
there exists a constant C > 0 such that for every j = 2, 3, . . .∥∥∥PBF(L)PU j(B)∥∥∥2→2 ≤ C( m√R2 jr)−s‖F(R·)‖Bs(3.8)
for all balls B ⊆ X, and all Borel functions F such that supp F ⊆ [−R,R].
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Proof. Let G(λ) = F(Rλ)eλ. In virtue of the Fourier inversion formula
F(L) = G(L/R)e−L/R =
1
2π
∫
R
e(iτ−1)R
−1LGˆ(τ)dτ
we have that
‖PBF(L)PU j(B)‖2→2 ≤
1
2π
∫
R
|Gˆ(τ)| ‖PBe(iτ−1)R−1LPU j(B)‖2→2dτ.
Then it follows from Lemma 3.3 for every s ≥ 0,
‖PBe(iτ−1)R−1LPU j(B)‖2→2 ≤ C exp
−c
 m
√
R2 jr√
1 + τ2

m
m−1

≤ Cs
 m
√
R2 jr√
1 + τ2
−s .
Therefore (compare [17, (4.4)])
‖PBF(L)PU j(B)‖2→2 ≤ C
( m√
R2 jr)−s
∫
R
|Gˆ(τ)|(1 + |τ|)sdτ
≤ C( m√R2 jr)−s‖G‖Bs .
Note that supp F ⊆ [−R,R] and so supp F(R·) ⊆ [−1, 1]. Thus taking a function ψ ∈ C∞c such that
supp ψ ⊂ [−2, 2] and ψ(λ) = 1 for λ ∈ [−1, 1], we have
G(λ) = F(Rλ)eλ = F(Rλ)ψ(λ)eλ
and so
‖G‖Bs ≤ C‖F(R·)‖Bs‖ψ(λ)eλ‖Bs ≤ C‖F(R·)‖Bs .
This ends the proof of Proposition 3.4. 
Remark 3.5. In [7, Proposition 4.1], Carron, Coulhon and Ouhabaz used some techniques intro-
duced by Davies ([14]) to show that the upper Gaussian estimate (GEm) on e
−tL, t > 0, extends to a
similar estimate on e−zL where z belongs to the whole complex right half-plane and all x, y ∈ X,
|pz(x, y)| ≤
C(
V(x, ( |z|
(cos θ)m−1 )
1/m)V(y, ( |z|
(cos θ)m−1 )
1/m)
)1/2 exp
−c
(
d(x, y)m
|z|
) 1
m−1
cos θ
 1(cos θ)n
where θ = Arg z. It follows that for every j = 2, 3, . . .
‖PBe(iτ−1)R−1LPU j(B)‖2→2 ≤ C2 jn exp
−c
 m
√
R2 jr√
1 + τ2

m
m−1
(3.9)
for all balls B ⊆ X. In our Lemma 3.3, we made an important improvement in obtaining the
upper bound on the right hand side of (3.9) without the factor “2 jn”. This plays an essential role in
estimate (3.8) of Proposition 3.4 and in the proof of Theorem 1.1 in Section 4.
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4. Proof of main Theorem
To prove (1.5), it follows by Lemma 2.3 and a standard argument (see for example, [20, 22, 23,
27]) that it suffices to show that for every (1, 2,M, ε)-molecule a associated to a ball B,
‖(1 + L)−n/2eitLa‖L1 ≤ C(1 + |t|)n/2, t ∈ R(4.1)
where M ∈ N is large enough so that M > n/2.
Suppose that a is a (1, 2,M, ε)-molecule supported in a ball B = B(xB, r) and a = L
Mb such that
for every k = 0, 1, 2, . . . ,M and j = 0, 1, 2, . . . , there holds
‖(rmL)kb‖L2(U j(B)) ≤ 2− jεrmMV(2 jB)−1/2,(4.2)
where the annuli U j(B) were defined in (2.4). Following [23], we write
I = m
(
r−m
∫ m√2r
r
sm−1ds
)
· I
= mr−m
∫ m√2r
r
sm−1(I − e−smL)Mds +
M∑
ν=1
Cν,Mr
−m
∫ m√2r
r
sm−1e−νs
mLds,(4.3)
where Cν,M are some constants depending on ν and M only. However, ∂se
−νsmL
= −mνsm−1Le−νsmL
and therefore,
mνL
∫ m√2r
r
sm−1e−νs
mLds = e−νr
mL − e−2νrmL = e−νrmL(I − e−νrmL)
= e−νr
mL(I − e−rmL)
ν−1∑
µ=0
e−ir
mL.(4.4)
In the following, we set F(λ) := (1 + λ)−n/2eitλ, t > 0. Applying the procedure outline in (4.3)-
(4.4) M times, we have for every x ∈ X,
F(L)a(x) = (1 + L)−n/2eitLa(x)
= mM
r−m
∫ m√2r
r
sm−1(1 − e−smL)Mds

M
F(L)a(x)
+
M∑
k=1
(1 − e−rmL)k
r−m
∫ m√2r
r
sm−1(1 − e−smL)Mds

M−k
×
×
(2M−1)k∑
ν=1
C(ν, k,M)e−νr
mLF(L)(r−mkLM−kb)(x)
=
M−1∑
k=0
r−m
∫ m√2r
r
sm−1(1 − e−smL)MGk,r,M(L)F(L)(r−mkLM−kb)ds
+
(2M−1)M∑
ν=1
C(ν, k,M)e−νr
mLF(L)(1 − e−rmL)M(r−mMb)(x)
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=:
M−1∑
k=0
Ek(x) + EM(x),
where for k = 1, 2, · · · ,M − 1
Gk,r,M(λ) := (1 − e−rmλ)k
r−m
∫ m√2r
r
sm−1(1 − e−smλ)Mds

M−k−1 (2M−1)k∑
ν=1
C(ν, k,M)e−νr
mλ
and for k = 0
G0,r,M(λ) := m
M
r−m
∫ m√2r
r
sm−1(1 − e−smλ)Mds

M−1
.
We will establish an adequate bound on each Ek, k = 0, 1, · · · ,M, by considering two cases k =
0, 1, · · · ,M − 1 and k = M.
Case 1. k = 0, 1, · · · ,M − 1. In this case, we see that
‖Ek‖L1(X) ≤ C sup
s∈[r, m
√
2r]
∥∥∥(1 − e−smL)MGk,r,M(L)F(L)(r−mkLM−kb)∥∥∥L1(X)
≤ C
∑
j≥0
sup
s∈[r, m
√
2r]
‖(1 − e−smL)MGk,r,M(L)F(L)PU j (B)(r−mkLM−kb)‖L1(X)
=: C
∑
j≥0
sup
s∈[r, m
√
2r]
‖E(k, j, s)‖L1(X),(4.5)
where
E(k, j, s) = (1 − e−smL)MGk,r,M(L)F(L)PU j (B)(r−mkLM−kb).
Let us estimate the term ‖E(k, j, s)‖L1(X). Note that ‖Gk,r,M‖L∞ + ‖F‖L∞ ≤ C. We apply estimate
(4.2) and the doubling condition (2.2),(
µ((1 + t)2 jB)
µ(2 jB)
)
≤ C(1 + t)n, j ≥ 0,
to get
‖E(k, j, s)‖L1(4(1+t)2 jB) =
∥∥∥(1 − e−smL)MGk,r,M(L)F(L)PU j (B)(r−mkLM−kb)∥∥∥L1(4(1+t)2 jB)
≤
∥∥∥(1 − e−smL)MGk,r,M(L)F(L)PU j (B)(r−mkLM−kb)∥∥∥L2(4(1+t)2 jB) µ(4(1 + t)2 jB)1/2
≤ Cr−mk
∥∥∥PU j(B)LM−kb∥∥∥2 µ((1 + t)2 jB)1/2
≤ C2− jεµ(2 jB)−1/2µ((1 + t)2 jB)1/2
≤ C2− jε(1 + t)n/2.(4.6)
Next we show that for some ε′ > 0,
‖E(k, j, s)‖L1((4(1+t)2 jB)c) ≤ C2− jε
′
(1 + t)n/2,(4.7)
and this is the major one.
Let φ be a non-negativeC∞c function on R such that supp φ ⊆ (1/4, 1) and∑
ℓ∈Z
φ(2−ℓλ) = 1, ∀λ > 0,
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and let φℓ(λ) denote the function φ(2
−ℓλ). Then
(1 − e−smL)MGk,r,M(L)F(L) =
∑
ℓ∈Z
Fℓ,s(L),(4.8)
where
Fℓ,s(λ) := φℓ(λ)(1 − e−smλ)MGk,r,M(λ)F(λ).(4.9)
Let ν0 ∈ Z+ be a positive integer such that
1 ≤ 2ν0+ j−ℓ(m−1)/mr ≤ 2 if 2 j−ℓ(m−1)/mr < 1;
ν0 = 0 if 2
j−ℓ(m−1)/mr < 1.(4.10)
Then by (4.8),
‖E(k, j, s)‖L1((4(1+t)2 jB)c) = ‖(1 − e−smL)MGk,r,M(L)F(L)PU j (B)(r−mkLM−kb)‖L1((4(1+t)2 jB)c)
≤
∑
ℓ∈Z
∑
ν≥ν0
‖Fℓ,s(L)PU j(B)(r−mkLM−kb)‖L1(PUν+ j((1+t)B))
+
∑
ℓ∈Z
‖Fℓ,s(L)PU j(B)(r−mkLM−kb)‖L1(B(xB,(1+t)2ℓ(m−1)/m))
=: I(k, j, s) + II(k, j, s).
Note that there is no term II(k, j, s) if 2 j−ℓ(m−1)/mr ≥ 1. So if 2 j−ℓ(m−1)/mr ≤ 1, then for the term
II(k, j, s), we use estimate (4.2) to get
II(k, j, s) ≤
∑
ℓ∈Z
‖Fℓ,s(L)PU j(B)(r−mkLM−kb)‖L2(B(xB,(1+t)2ℓ(m−1)/m))V
(
xB, (1 + t)2
ℓ(m−1)/m)1/2
≤
∑
ℓ∈Z
‖Fℓ,s‖L∞‖r−mkLM−kb‖L2(U j(B))V
(
xB, (1 + t)2
ℓ(m−1)/m)1/2
≤
∑
ℓ∈Z
Cmin{1, (2ℓ/mr)M}2−nℓ/22− jεV(xB, 2 jr)−1/2V(xB, (1 + t)2ℓ(m−1)/m)1/2
≤ C2− jε
∑
ℓ∈Z
min{1, (2ℓ/mr)M}(2ℓ/mr)−n/2(1 + t)n/2
≤ C2− jε(1 + t)n/2.
To estimate term I(k, j, s), we apply (4.2) and the doubling condition (2.2) to get
I(k, j, s) ≤
∑
ℓ∈Z
∑
ν≥ν0
‖PUν+ j((1+t)B)Fℓ,s(L)PU j(B)‖2→2‖r−mkLM−kb‖L2(U j(B))V(xB, 2ν+ j(1 + t)r)1/2
≤
∑
ℓ∈Z
∑
ν≥ν0
‖PUν+ j((1+t)B)Fℓ,s(L)PU j(B)‖2→22− jε
(
V(xB, 2
ν+ j(1 + t)r)
V(xB, 2 jr)
)1/2
≤ C2− jε(1 + t)n/2
∑
ℓ∈Z
∑
ν≥ν0
2nν/2‖PUν+ j((1+t)B)Fℓ,s(L)PU j(B)‖2→2.(4.11)
By Proposition 3.4,
‖PUν+ j((1+t)B)Fℓ,s(L)PU j(B)‖2→2 ≤ C
(
2ν2ℓ/m(1 + t)r
)−α ‖δ2ℓFℓ,s‖Bα(4.12)
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for every α > 0. To go on, we claim that
‖δ2ℓFℓ,s‖Bα =
∫ ∞
−∞
|δ̂2ℓFℓ,s(τ)|(1 + |τ|)αdτ
≤ Cmax{1, 2(α−n/2)ℓ}(1 + t)α min{1, (2ℓ/mr)M}.(4.13)
Let us show the claim (4.13). In the sequel we let ψ ∈ C∞c supported in ψ ⊂ [1/8, 2] and ψ(λ) = 1
for λ ∈ [1/4, 1]. We have that for ℓ ∈ Z,
‖δ2ℓFℓ,s‖Bα = ‖φ(λ)(1 − e−s
m2ℓλ)MGk,r,M(2
ℓλ)F(2ℓλ)‖Bα
≤ ‖ψ(λ)(1 − e−sm2ℓλ)M‖Bα‖ψ(λ)Gk,r,M(2ℓλ)‖Bα‖φ(λ)F(2ℓλ)‖Bα
≤ C‖ψ(λ)(1 − e−sm2ℓλ)M‖Cα+2‖ψ(λ)Gk,r,M(2ℓλ)‖Cα+2‖φ(λ)F(2ℓλ)‖Bα .
Note that for every s ∈ [r, m
√
2r],
‖ψ(λ)(1 − e−sm2ℓλ)M‖Cα+2 ≤ Cmin{1, (2ℓ/mr)M}
and
‖ψ(λ)Gk,r,M(2ℓλ)‖Cα+2 ≤ C
with C independent of k, ℓ and r. Let us estimate ‖φ(λ)F(2ℓλ)‖Bα . It follows from the Fourier
transform F (φF(2ℓ·)) of φF(2ℓ·) that
F (φF(2ℓ·))(τ) = ∫
R
φ(λ)
ei(2
ℓ t−τ)λ
(1 + 2ℓλ)n/2
dλ.
Integration by parts gives for every N ∈ N,∣∣∣F (φF(2ℓ·))(τ)∣∣∣ ≤ CN min{1, 2−ℓn/2}(1 + |2ℓt − τ|)−N ,
which yields
‖φ(λ)F(2ℓλ)‖Bα ≤ Cmin{1, 2−ℓn/2}
∫
R
(1 + |2ℓt − τ|)−N(1 + |τ|)αdτ
≤ Cmax{1, 2(α−n/2)ℓ} (1 + t)α .
Hence, for ℓ ∈ Z,
‖δ2ℓFℓ,s‖Bα ≤ Cmax{1, 2(α−n/2)ℓ}(1 + t)α min{1, (2ℓ/mr)M}.
This proves our claim (4.13).
Now, letting α be a fixed number such that 0 < α− n/2 < ε, we substitute (4.13) and (4.12) back
into (4.11) to see that the term I(k, j, s) is controlled by
C2− jε(1 + t)n/2
∑
ℓ∈Z
∑
ν≥ν0
2(−α+n/2)ν(2ℓ/mr)−α max{1, 2(α−n/2)ℓ}min{1, (2ℓ/mr)M}.
From the definition of ν0 ≥ 0 in (4.10), we get
I(k, j, s) ≤ C2− jε(1 + t)n/2
∑
ℓ>0
(2 j−ℓ(m−1)/mr)(α−n/2)(2ℓ/mr)−α2(α−n/2)ℓ min{1, (2ℓ/mr)M}
+ C2− jε(1 + t)n/2
∑
ℓ≤0
(2ℓ/mr)−α min{1, (2ℓ/mr)M}
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≤ C2− j(ε−α+n/2)(1 + t)n/2
∑
ℓ>0
(2ℓ/mr)−n/2 min{1, (2ℓ/mr)M}
+ C2− jε(1 + t)n/2
∑
ℓ≤0
(2ℓ/mr)−α min{1, (2ℓ/mr)M}
≤ C2− jε′(1 + t)n/2
with ǫ′ = ǫ − α + n/2.
Combining two estimates of I(k, j, s) and II(k, j, s), we obtain (4.7). This, in combination with
(4.6) and (4.5), shows that
M−1∑
k=0
‖Ek‖L1(X) ≤ C
M−1∑
k=0
∑
j≥0
sup
s∈[r, m
√
2r]
‖E(k, j, s)‖L1(X) ≤ C
∑
j≥0
2− jε
′
(1 + t)n/2 ≤ C(1 + t)n/2.
Case 2. k = M.
In this case, we write
‖EM‖L1(X) ≤ C
(2M−1)M∑
j=1
∥∥∥(1 − e−rmL)Me− jrmLF(L)(r−mMb)∥∥∥
L1(X)
.(4.14)
Similar to the proof of Ek as inCase 1 , we have that ‖EM‖L1(X) ≤ C
∑
j≥0 2
− jε′(1+ t)n/2 ≤ C(1+ t)n/2.
Hence, we have proved estimate (4.1), and then concluded the proof of (1.5).
For the proof of (1.4) in Theorem 1.1, as mentioned in Introduction, it was proved in [8, Theorem
1.1] in the case that when L satisfies a Gaussian upper bound. We now apply Theorem 5.7 in [18]
to give a different proof by using the complex interpolation method.
Proposition 4.1. Suppose that (X, d, µ) is a space of homogeneous type with a dimension n. Sup-
pose that L satisfies the property (GEm). Then there exists a constant C = C(n,m) > 0 independent
of t such that ∥∥∥(I + L)−n/2eitL f ∥∥∥
BMOL(X)
≤ C(1 + |t|)n/2‖ f ‖L∞(X), t ∈ R.(4.15)
As a consequence, estimate (1.4) holds for all 1 < p < ∞.
Proof. From Lemma 2.4, estimate (4.15) follows by the dual argument. Let us show (1.4). Consider
the analytic family of operators
Tz := e
z2(1 + |t|)−zn/2(1 + L)−zn/2eitL, 0 ≤ Re z ≤ 1.
Note that Tz is a holomorphic function of z in the sense that
z →
∫
X
Tz f (x)g(x)dµ(x)
for f , g ∈ L2(X). If y ∈ R, then
Tiy(L) = e
−y2(1 + |t|)−iyn/2(1 + L)−iny/2eitL.
The operators Tiy(L) are bounded on L
2(X) and
‖Tiy( f )‖2 = ‖e−y2(1 + |t|)−iyn/2(1 + L)−iny/2eitL‖2 ≤ C‖(1 + λ)−iny/2eitλ‖L∞‖ f ‖2 ≤ C‖ f ‖2
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with C independent of t and y.
On the other hand, it follows from Proposition 2.6 that
‖(1 + L)−iny/2‖H1
L
(X)→H1
L
(X) ≤ C(1 + |y|)n/2+1.
This, together with Theorem 1.1, shows that (1 + L)−n/2eitL is bounded from H1L(X) to L
1(X) and
‖T1+iy( f )‖L1(X) ≤ Ce1−y
2
(1 + |t|)−n/2‖(1 + L)−n/2eitL‖H1
L
(X)→L1(X)‖(1 + L)−iny/2 f ‖H1
L
(X) ≤ C‖ f ‖H1
L
(X)
with C independent of t and y, and so
‖T1+iy( f )‖BMOL(X) ≤ C‖ f ‖L∞(X)
by duality.
Then by the complex interpolation theorem [18, Theorem 5.7], we have for θ = 1 − 2/p and
s = n(1/2 − 1/p)
‖(1 + L)−seitL f ‖p = ‖e−θ2(1 + |t|)θn/2Tθ f ‖p ≤ C(1 + |t|)s‖ f ‖p
as desired for 2 < p < ∞. By duality, estimate (1.4) holds for 1 < p < 2. This completes the proof
of Proposition 4.1. 
Finally, we achieve the proof of Theorem 1.1.
Proof of Theorem 1.1. From the proof of (1.5) and Proposition 4.1, Theorem 1.1 follows readily.

Remark 4.2. When L is the Laplace operator ∆ on the Euclidean spaces Rn, it is well known ([21])
that the Hardy space H1(Rn) has a characterization in terms of Riesz transforms, that is, f ∈ H1(Rn)
if and only if R j f ∈ L1(Rn) for all j = 1, 2, · · · , n, where R j is the j-th Riesz transform given by
R̂ j f (ξ) = −i
ξ j
|ξ| f̂ (ξ), ξ ∈ R
n, j = 1, 2, · · · , n.
Applying our Theorem 1.1, we obtain for all t ∈ R
∥∥∥(1 + ∆)−n/2eit∆ f ∥∥∥
H1(Rn)
≤ C
n∑
j=1
∥∥∥R j(1 + ∆)−n/2eit∆ f ∥∥∥L1(Rn)
= C
n∑
j=1
∥∥∥(1 + ∆)−n/2eit∆R j f ∥∥∥L1(Rn)
≤ C(1 + |t|)n/2
n∑
j=1
‖R j f ‖H1(Rn)
≤ C(1 + |t|)n/2‖ f ‖H1(Rn),
where in the last inequality we used the fact that Riesz transforms R j is bounded on the space
H1(Rn). Hence, our Theorem 1.1 gives a new proof of the result of Miyachi ([32, 33]) for the
Schro¨dinger group eit∆ on the Euclidean spaces Rn.
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It would be interesting to know that under the assumption (GEm) of the operator L in Theo-
rem 1.1, whether the operator (I + L)−n/2eitL is bounded on the Hardy space H1
L
(X), that is,∥∥∥(I + L)−n/2eitL f ∥∥∥
H1
L
(X)
≤ C(1 + |t|)n/2‖ f ‖H1
L
(X), t ∈ R
for some constant C = C(n,m) > 0 independent of t.
5. An application to Riesz means of the solutions of the Schro¨dinger equations
The aim of this section is to prove Theorem 1.2. To show it, we need following result.
Theorem 5.1. Suppose that (X, d, µ) is a space of homogeneous type with a dimension n. Suppose
that L satisfies (GEm). Then there exists a constant C = C(n) > 0 such that for all t ∈ R\{0},∥∥∥(I + |t|L)−n/2eitL f ∥∥∥
L1(X)
≤ C‖ f ‖H1
L
(X).(5.1)
Proof. We prove this theorem by following the approach as in the proof of Theorem 1.1. For the
details, we leave to the reader. 
Proof of Theorem 1.2 . The proof is inspired by the idea of [37]. Take a function Φ ∈ C∞(R) such
that Φ(t) = 0 if t < 1/2 and Φ(t) = 1 if t > 1. Fix s = n/2. Define function F by
F(u) = Is(1)(u) −CsΦ(u)u−se−iu,
where Cs is defined by
s
∫ 1
−∞
(1 − λ)s−1eiλudλ = Csu−seiu, u > 0.
It is seen that for 0 < u ≤ 1 and k ∈ N,
dk
duk
F(u) ≤ C,
and for u > 1 and k ∈ N,
dk
duk
F(u) ≤ Cu−k,
see [37, Lemma 2.1]. Hence, for every β > (n + 1)/2 we have that supR>0 ‖ηδRF‖Cβ ≤ C, and so
supR>0 ‖ηδRF(t·)‖Cβ ≤ C with a constantC > 0 independent of t > 0. Then we apply Proposition 2.6
to know that F(tL) is bounded on H1
L
(X). Notice that for every t > 0,
F(tL) = Is(t)(L) − CsΦ(tL)(tL)−se−itL.(5.2)
This yields that for every t > 0,
‖Is(t)(L)‖H1
L
→L1 ≤ ‖F(tL)‖H1
L
→L1 + C‖Φ(tL)(tL)−se−itL‖H1
L
→L1
≤ C + C‖Φ(tL)(tL)−s(1 + tL)s‖H1
L
→H1
L
‖(1 + tL)−se−itL‖H1
L
→L1 .(5.3)
Applying Proposition 2.6 again, we have that ‖Φ(tL)(tL)−s(1+tL)s‖H1
L
→H1
L
≤ C. This, in combination
with (5.1) in Theorem 5.1, implies ‖Is(t)(L)‖H1
L
→L1 ≤ C for t > 0. Since Is(t)(L) = I s(−t)(L) for
t < 0, we have that ‖Is(t)(L)‖H1
L
→L1 ≤ C for t < 0. This proves (1.7).
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The proof of (1.8) is similar to that of Proposition 4.1 by using the complex interpolation theo-
rem, and we leave the detail to the reader. Hence, the proof of Theorem 1.2 is complete. 
6. Extensions
In Section 4, we proved estimate (1.5) of Theorem 1.1 under assumption that L satisfies the
Gaussian estimate (GEm) with m ≥ 2. However, the assumption (GEm) of the operator L does not
play a fundamental role in the estimates.
Consider a non-negative self-adjoint operator L on L2(X) and number m ≥ 2. We say that L
satisfies m-th order Davies-Gaffney estimates, that is, there exist constants C, c > 0 such that for all
t > 0, and all x, y ∈ X,
(DGm)
∥∥∥PB(x,t1/m)e−tLPB(y,t1/m)∥∥∥2→2 ≤ C exp
−c
(
d(x, y)
t1/m
) m
m−1
 .
There are numbers of operators which satisfy Davies-Gaffney estimates (DGm) and, among them,
there exist many for which classical Gaussian estimates (GEm) fail. This happens, e.g., for Schro¨dinger
operators with rough potentials [35], second order elliptic operators with rough lower order terms
[29], or higher order elliptic operators with bounded measurable coefficients [14].
The Hardy spaces H
p
L
(X), 1 ≤ p < ∞ and BMOL(X) for operators satisfying the Davies-Gaffney
estimate (DGm) were introduced and studied in [15, 20, 22, 27] and the references therein, and they
are known to possess nice properties, for example, they form a complex interpolation scale, and the
Hardy space H1
L
(X) has a molecular characterization.
To extend Theorem 1.1, we need to introduce a slightly different form of the Davies-Gaffney
estimate: there exist constants C, c > 0 such that for any open subsets U1, U2 ⊂ X,
|〈e−tL f1, f2〉| ≤ C exp
−c
(
dist(U1,U2)
c t1/m
) m
m−1
 ‖ f1‖L2(X)‖ f2‖L2(X), ∀ t > 0,(6.1)
for every fi ∈ L2(X) with supp fi ⊂ Ui, i = 1, 2, where dist(U1,U2) := infx∈U1,y∈U2 d(x, y).
It is seen that the Gaussian estimate (GEm) implies estimate (6.1). Note that if L satisfies the
condition (6.1), then the Davies-Gaffney estimate (DGm) holds. For the second order like operators
(i.e., m = 2), it is shown in [11, Section 3]) that both estimates (DG)2 and (6.1) are equivalent.
Our result can be stated as follows.
Theorem 6.1. Suppose that (X, d, µ) is a space of homogeneous type with a dimension n. Suppose
that L satisfies the estimate (6.1). Then there exists a constant C = C(m, n) > 0 independent of t
such that ∥∥∥(I + L)−n/2eitL f ∥∥∥
L1(X)
≤ C(1 + |t|)n/2‖ f ‖H1
L
(X), t ∈ R(6.2)
and by duality,
‖(1 + L)−n/2eitL f ‖BMOL(X) ≤ C(1 + |t|)n/2‖ f ‖L∞(X), t ∈ R.(6.3)
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Proof. Since L has the property (6.1), Lemma 3.3 and Proposition 3.4 hold. Then we follow an
argument in the proof of Theorem 1.1 to show that for every (1, 2,M)-molecular a associated to an
operator L,
‖(1 + L)−n/2eitLa‖L1(X) ≤ C(1 + |t|)n/2,(6.4)
to obtain the proof of (6.2). For the detail, we leave to the reader. This proves Theorem 6.1. 
Remark 6.2. For the second order like operators (e.g. m = 2), assume that L satisfies the general-
ized Gaussian estimate (GGEp0,p′0,2) for some 1 ≤ p0 ≤ 2, that is, there exist constants C, c > 0 such
that the semigroup e−tL generated by L, satisfies
(GGEp0,p′0,2)
∥∥∥PB(x,t1/2)e−tLPB(y,t1/2)∥∥∥p0→p′0 ≤ CV(x, t1/2)−(
1
p0
− 1
p′
0
)
exp
(
−cd(x, y)
2
t
)
for every t > 0 and x, y ∈ X. Note that condition (GGEp0,p′0,2) for the special case p0 = 1 is
equivalent to the Gaussian upper bounds (GE)2 (see for example, [4]).
It is known (see for example, [18]) that H
p
L
(X) = Lp(X) for p0 < p ≤ 2. From Theorem 6.1
(i.e. m = 2), it would be interesting whether or not we establish a complex interpolation theorem
to obtain ∥∥∥(I + L)−seitL f ∥∥∥
Lp(X)
≤ C(1 + |t|)s‖ f ‖Hp(X), t ∈ R, s ≥ n
∣∣∣1
2
− 1
p
∣∣∣
for every 1 < p ≤ 2, which gives a new proof of the result (1.4) for p ∈ (p0, p′0) obtained in [8,
Theorem 1.1] in the case that when L satisfies the property (GGEp0,p′0,2) for some 1 ≤ p0 < 2.
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