The Weierstrass nowhere di erentiable function, and functions constructed from similar in nite series, have been studied often as examples of functions whose graph is a fractal. Though there is a simple formula for the Hausdor dimension of the graph which is widely accepted, it has not been rigorously proved to hold. We prove that if arbitrary phases are included in each term of the summation for the Weierstrass function, the Hausdor dimension of the graph of the function has the conjectured value for almost every sequence of phases. The argument extends to a much wider class of Weierstrass-like functions.
Introduction
Perhaps the most famous example of a continuous but nowhere di erentiable function is that of Weierstrass, w(x) = where 0 < a < 1 < b, with ab 1 (see 8] ). Weierstrass proved that this function is nowhere di erentiable for some of these values of a and b, while Hardy 8] gave the rst proof for all such a and b. The graph of this and related functions have often been studied as examples of fractal curves, rst in 4] and more recently in 14] , 3] , and many of the other papers referred to here. The graph of w(x) is roughly self-a ne, in the sense that aw(bx) di ers from w(x) by the smooth function cos(2 x), and this suggests the graph has dimension D = 2 + log a log b : (Notice that 1 < D < 2 provided ab > 1.) Figure 1 shows the graph of w(x) with a = 0:5 and b = 3; in this case D = 2 ? log 2= log 3 1:37. The box-counting (capacity, entropic, fractal, Minkowski) dimension of the graph of w was proved to be D by Kaplan, Mallet-Paret, and Yorke 11] , but it remains open whether the Hausdor dimension of the graph of w has the same value.
In this paper we consider the Weierstrass function with a random phase added to each term:
w (x) = 1 X n=0 a n cos(2 (b n x + n )); where = f 0 ; 1 ; : : :g. We prove the following theorem. Theorem 1 If each n is chosen independently with respect to the uniform probability measure in 0; 1], then with probability one the Hausdor dimension of the graph of w is D.
The proof is based on the potential-theoretic \energy" approach to Hausdor dimension, which is reviewed in Section 2; this approach is also used in the heuristic argument given by The graph of w can be characterized as a fractal basin boundary for a random dynamical system. Let T (x; y) = bx(mod 1); 1 a (y ? cos(2 (x + ))) ; and consider the repeated application of T with a new value of 2 0; 1] chosen randomly at each iteration. Then if the sequence of random phases chosen is , the graph of w consists of the initial conditions whose trajectories remain bounded for all time, and forms the boundary between the initial points that are attracted to y = ?1 and those attracted to y = +1. Thus Theorem 1 says that this fractal basin boundary almost surely has Hausdor dimension equal to its box-counting dimension D. This result supports the conjecture that Hausdor and box-counting dimension typically coincide for attractors 6] and more generally for sets of dynamical interest. and it is expected that the Hausdor dimension of the graph of f is typically equal to D. In 11] , it is proved that if n = 0 and g is C 1 and periodic (or almost periodic), then either f is C 1 or the graph of f has box-counting dimension D. Notice that if n = 0 then f is C 1 if and only if
for some C 1 periodic function h(x); in this case f(x) = h(x). Bedford 1] proves a formula for the box-counting dimension of more general graphs that arise in dynamical systems. Rezakhanlou 19] shows for n = 0 and g(x) = cos x that the packing dimension of the graph of f is D. However There are a number of papers 12, 2, 23, 24] that give general support to the conjecture 1] that for a function that is (in some sense) self-a ne, the box-counting and Hausdor dimensions of its graph coincide if and only if its \occupation measure" is absolutely continuous with respect to Lebesgue measure. (Given a function h, the occupation measure h of a set S is de ned to be the Lebesgue measure of fx : h(x) 2 S.) Most of the results in this direction require a notion of self-a nity that excludes the Weierstrass function, but a result of Kôno 12] implies that for n = 0, integer b, and ab enough larger than 1, if the occupation measure f has a bounded density function, then the Hausdor dimension of the graph of f is D. Pitt 17] is able to show that if the terms in the sum de ning w(x) are each multiplied by suitable independent, identically distributed random coe cients, then almost surely the occupation measure w has an L 2 density function (and thus in particular is absolutely continuous); this o ers another approach to randomizing w(x) so that the Hausdor dimension of its graph should almost surely be D.
In 18] it is also shown that if n = 0, b = 2, and g is a Rademacher function (g(x) = ?1 if j x < j + 1=2 and g(x) = 1 if j ?1=2 x < j for integer j), then the Hausdor dimension of the graph of f is equal to D if the occupation measure f is absolutely continuous with respect to Lebesgue measure (this was also proved with an additional hypothesis in 20] and 9]), but is strictly less than D for certain values of D for which f is singular. Ledrappier 13] proves that the Hausdor dimension of the graph of f is D when n = 0 and g is a sawtooth function (de ned above), provided D avoids certain values. In both of these cases, the exceptional values of D are related to the set S of numbers 2 (1=2; 1) for which the probability distribution of the random series P n , where the signs are chosen independently with probability 1=2 for each sign, fails to be absolutely continuous with respect to Lebesgue measure. The set S is known to be nonempty, and it is a long-standing problem of Erd os to further describe S and its complement. It was recently proved by Solomyak 21 ] that S has Lebesgue measure zero. Thus it is now known that when g is a sawtooth function and n = 0, the Hausdor dimension of the graph of f is equal to D for almost every D 2 (1; 2).
Brief discussions of the problem of the Hausdor dimension of the graph of the Weierstrass function, along with additional references, can be found in the books of Falconer 5] and Mattila 15] .
Most of results obtained after 4] depend on the precise exponential nature of the frequencies b n . In contrast, Theorem 1 can be extended to apply to functions of the form
where the frequencies b n and amplitudes a n need only exhibit an approximate exponential dependence on n. The precise hypotheses are given in Theorem 2 of Section 4, which concludes that the Hausdor dimension of the graph of f is D for almost every sequence = f 0 ; 1 ; : : :g; this holds even if D takes on one of the values that is exceptional in the results described above. The function g need only be Lipschitz and periodic, and satisfy an additional technical condition which holds, for instance, if g is real analytic. This extra condition on g rules out the sawtooth function; on the other hand, it does not rule out the example described above which produces a smooth f when n = 0 for each n. Thus it is not possible to improve Theorem 2 to a result about every sequence without some additional restriction on g.
De nitions and Notation
The usual de nition of the Hausdor dimension of a Borel set A 2 R n is as follows. The above de nition is useful in bounding above the Hausdor dimension of a set A. An upper bound on H s (A) can be obtained by examining speci c covers of A by sets U i of small diameter, and if H s (A) is shown to be nite for some s, then dim(A) s. However, lower bounds are more di cult to obtain directly because all possible covers fU i g must be considered.
Another de nition of Hausdor dimension can be given in terms of the t-energy I t ( ) of a Borel measure supported on A, de ned by
jx ? yj t : It can be proved (see 5] or 15], for instance) that if t > dim(A), then I t ( ) = 1 for all measures supported on A, whereas if t < dim(A), there exists a measure supported on A such that I t ( ) < 1. Thus we can also write dim(A) = supft : I t ( ) < 1 for some measure supported on Ag:
A lower bound t on dim(A) can be obtained by constructing a measure supported on A for which I t ( ) is nite. We mention in passing that for xed , the quantity supft : I t ( ) < 1g
is often called the correlation dimension of , and the above relation states that the Hausdor dimension of A is the supremum over all measures supported on A of the correlation dimension of .
Proof of Main Result
In this section we prove Theorem 1, keeping in mind that the argument can be generalized considerably. In the next section we state the more general result as Theorem 2 and discuss its proof.
Proof of Theorem 1. Let H = 0; 1] 1 , endowed with the uniform probability measure, and let = f 0 ; 1 ; : : :g denote a point in H. Recall that D = 2 + log a= log b, or in other words a = b D?2 , so we can write
The goal is to prove that for almost every 2 H, the Hausdor dimension of the graph of w is D. The fact that the Hausdor dimension of the graph of w is at most D for all 2 H is well known, but for completeness we prove it here.
We consider the graph of w over a nite interval J. We where q n and r n do not depend on for all n. Let z n = q n sin(r n + 2 n ); then z 0 ; z 1 ; : : : are independent random variables (since 0 ; 1 ; : : : are independent) with density functions h n (z n ) = 8 > > < > > : 12 n ? z 2 n jz n j < jq n j 0 jz n j jq n j (since r n + 2 n is uniformly distributed on an interval of length 2 ). It follows that the density function h(z) for z = z 0 + z 1 + : : : is the in nite convolution h 0 h 1 . Since the maximum value of a probability density cannot increase under convolution with another probability density, any upper bound we obtain on a nite convolution h j h k is an upper bound on h(z) as well.
Next, recall that q n = 2b (D?2)n sin (2 b The same bound then applies to h(z), and the proof is complete. Notice that if g is C 1 , condition (iii) holds as long as g(x+ )?g(x) does not have critical points of arbitrarily high (or in nite) order. Singularities in the density for the values of this function occur only when the function has derivative zero; a quadratic critical point requires only that p > 2, a cubic critical point requires p > 3, and so on. If g is real analytic, then g(x + ) ? g(x) meets this condition as long as is restricted to a closed interval that does not contain a multiple of the period of g. Even if less smoothness is assumed for g, it should be possible to show that condition (iii) holds for \generic" g.
Proof of Theorem 2 (sketch). The proof is very similar to that of Theorem 1, and we will just point out the di erences here. For the upper bound on the dimension, we require only that g is Lipschitz, b n+1 b n , and that for all " > 0, by condition (ii), a n b D?2+" n for n su ciently large. Then by the same argument as in the proof of Theorem 1, the Hausdor dimension of the graph of f is at most D + ", and letting " ! 0 we have the desired upper bound D.
Likewise for all " > 0, we have for n su ciently large that a n b D?2?" n . For a given t 2 (1; D) we choose " so that t < D ? ", and proof is just like that of Theorem 1 once we show that for jx ? yj su ciently small, z = f (x) ? f (y) has a density function h(z) C 0 jx ? yj D?2?" . Now z = z 0 + z 1 + where z n = a n (g(b n x + n ) ? g(b n y + n )), and condition (iii) ensures that z n has a density function h n 2 L p=(p?1) for`= p b n jx ? yj `.
Condition (i) ensures that at least p values of n meet this condition, and Young's and H older's inequalities imply that h(z) is bounded above by the product of the L p=(p?1) norms of p of these h n . A simple scaling argument shows that for such n the L p=(p?1) norm of h n is bounded by a constant (independent of x and y) times a ?1=p n , and the proof is complete since a n b D?2?" n (`=jx ? yj) D?2?" for every such n.
In the case b n = b n for integer b, the graph of f can be thought of as a fractal basin boundary for the iteration of random maps that are a generalization of the maps T discussed in Section 1. In this case the cosine is replaced by g, and the vertical stretching factor 1=a can, like the phase , be chosen randomly with respect to some prescribed probability distribution.
This distribution need only satisfy the condition that j log(1=a)j has a nite mean value and that log(1=a) has mean M 2 (0; log b), whence by a formulation of the strong law of large 
