We empirically characterize the sectoral distribution of firm size for a set of European countries, finding substantial differences in the size distribution within sectors. We then study the relationship between productivity growth at the sectoral level and size structure. We find a positive and robust association between average firm size and growth. We tackle the question of why size should matter for growth, considering the role of innovative activity, to construct a test based on the differential effect of size structure on growth according to different indicators of R&D intensity. Our results indicate that larger average size fosters productivity growth because it makes possible to take advantage of all the increasing returns associated with R&D. We finally argue that our test can be interpreted as a test of reverse causality, which lends support to the view of firm size having a causal impact on growth.
Introduction
The process of European integration has spurred a great deal of attention on the question of differences in the economies of the countries participating in the European Union (EU). A substantial amount of work has been done on the national peculiarities in terms of sectorial specialization (Amiti, 1997; Bugamelli, 1999) . Less is known on the differences in the industrial structure within sectors, at least on a solid quantitative ground. This paper takes a particular aspect of the industrial structure -that is firm size distribution -and, merging statistical information from different sources, studies the differences in size across European countries at the sectoral level and their effects on growth.
The study of the determinant of the steady-state distribution of firms has a long tradition in economics. Classical theories of size structure concentrated on technical factors, stressing the role of returns to scale and of the efficient scale of operation as the fundamental determinant of size (Viner, 1932) . Overwhelming empirical evidence in terms of both a persistent dispersion in the cross-sectional distribution of firm size in an industry and of a certain stability in the stochastic pattern of evolution of size over time at the firm level (Gibrat's law of independent increments) has challenged this view and prompted the formulation of theories that could account for such regularities. Modern theories of firm size distribution assume that firms are heterogeneous along some dimension, typically efficiency, which has a direct impact on their equilibrium size. In such theories, the shape of the production function at the firm level is only one of the factors determining the industry equilibrium structure, which will depend on a multiplicity of factors, such as regulation, level of economic development, size of the market and so on. 1 This implies that national differences in terms of institutions, 1 In Lucas (1978) , the size of a firm is detemined by the ability of the entrepreneur, with more able entrepreneurs optimally choosing a larger scale of operation and with entrepreneurial ability distributed randomly in the population. He shows that, if the elasticity of substitution between capital and labor is smaller than one, average size is positively correlated with the level of developement (i.e. capital per-capita) of the economy. Jovanovic (1982) builds a model in which the optimal size of the firm is determined by a productivity parameter drawn upon entering and unknown to the firm, which learns about it during its life cycle. The model delivers a series of predictions in line with empirical evidence both on the evolution of firm size at the individual level and on the size distribution. Hopenhayn (1992) considers a similar model in which the productivity parameter is known, but evolves as a random process over time. He relates the exogenous characteristics of the industry, such as the entry cost, the overall size of demand and the stochastic process for the productivity parameter to the steady state distribution of firms and to the process of entry and exit in the market. Ericson and Pakes (1995) , Pakes and such as regulation in the product and the labor markets, taxation and development of the financial sector can lead to substantial differences in the size distribution of firms, even in the presence of similar production technologies.
We do not directly tackle the problem of the determinants of size structure at the national level, but rather take it as given in our analysis. Our primary goal is to investigate the effects of the predetermined firm size structure on growth. Using a data set of Eurostat on firm size, we document the existence of relevant differences in size structures among European countries. A relevant part of such differences might be due to national characteristics, especially in terms of regulation and of tax treatments, which might induce a bias towards a certain size structures over others. 2 We find that countries with a given overall size structure tend to be characterized both by a larger share of employment in sectors that are "naturally" close to such structure and by a distortion toward such structure within sectors. This makes us confident that the comparison of size measures across countries is not invalidated by potential differences in measurement methods. Furthermore, we decompose the overall differences in mean size into a share attributable to sectoral specialization and another one due to size differences within sectors, finding a relevant role for the latter.
Once we have shown that there is a large degree of variability across countries in the size distribution within industries, we move on to considering whether differences in the size structure influence growth at the sectoral level. Theories of growth, based on the constant returns to scale assumption, have traditionally neglected the role of size structure. However, size might have relevant effects on dynamic efficiency and therefore on growth. For example, as recognized already by Schumpeter (1934) , innovative activity could grow more than proportionally with size. 3 Moreover, large firms might McGuire (1994) endogenize the productivity parameter, assuming that its evolution is (stochastically) determined by the investment choices of the firms, and study the interaction of firms in determining the stochastic distribution of firms' size, the evolution of the industry and of the firm at the induvidual level. 2 For example, Davis and Henrekson (1999) show that the Swedish tax system and regulatory framework have induced a firm population biased toward large firms. It is often argued that in Italy the regulatory framework has induce the opposite bias, both because some regulations apply only to firms above a certain employment threshold and because it is easier for small firms to elude regulation and to avoid taxation. Kumar, Rajan and Zingales (1999), using a previous release of the dataset used in this paper, explain differences in firm size mainly with country specific characteristics, stressing the role of the institutions that regulate the economic environment, such as the judicial system and the level of development of the financial system. 3 The surge of a literature focusing on knowledge spillovers (see for example Audtresch, 1998) has challanged the assertion that the firm is the relevant entity to study R&D. This be better at exploiting the possibilities offered by a given innovation. Recent theories of endogenous growth have tried to incorporate these considerations in models that determine simultaneously size distribution, R&D and growth (Peretto, 1999a) . 4 To our knowledge, there is very little empirical work studying the role of size structure on growth 5 . We try to fill this gap. We consider how productivity growth in the nineties at the sectoral level for a set of European countries has been influenced by the size distribution of firms in the sector. Our results show that there is a positive correlation between average size and productivity growth. Moreover, we also find some evidence of a negative contribution of size dispersion on growth; if dispersion is taken as a proxy of market concentration, this finding can be interpreted as an indication of a positive effects of competition on investment and therefore growth.
We finally directly address the question of why firm size should matter for growth, considering its effect on R&D activities, which, as stressed by many papers in the endogenous growth literature, is the main engine of productivity growth. To this end, we construct a test in the spirit of Rajan and Zingales (1998) and conclude that size structure influences growth through R&D activities and .that this result is robust with respect to the problem of reverse causality that plagues most of the empirical literature on growth.
The rest of the paper is organized as follow. In Section 2 we document differences in size structure for seven large European countries. The following section contains the growth regressions analysis, while Section 4 illustrate the test to discriminate the relevant channel trough which size literature argues that the proximity of firms induces substantial technological spillovers, which are not taken into account when considering firms in isolation. For example, in Italy the industrial districts, characterized by a large number of small, geographically close, similar firms among which relevant information flows occcur (Guiso and Schivardi, 1999) , might constitute an alternative model of organization based on small interacting firms with external economies with respect to one based on large firms that internalize the economies of scale in R&D. We neglect this aspect in this paper, leaving the consideration of its implications to future work. 4 For this two channel, the correct unit of analysis is the firm rather than the plant, because R&D activity can be coordinated at the firm level. 5 The only study we came across is a paper by Carree and Thurik (1998) . For a sample of european manufacturing sectors, they regress the growth in overall production on the employment share of large firms in 1990 and find a negative correlation only after giving greater weight to industries with a large number of employee. Our study considers a different time span and expecially concentrates on growth in labor productivity and not in total output or overall employment, which is the relevant variable for the evolution of per capita income. As a consequence, our results should not be interpreted in terms of employment creation or overall growth, particularly over the short run. influences growth. Section 5 concludes.
Size differential decomposition
In this section we perform a descriptive analysis of size structure at the sectoral level for a set of European countries. Comparing firm size across countries is a tricky task, because it involves defining the boundaries of a firm in a consistent way. This problem is at the basis of the relatively little rigorous work that has been done on the subject. In recent years, the lack of comparable data has been partially filled for Europe by a periodic report of Eurostat, Enterprises in Europe. The most recent report, issued in 1998, contains data on the size structure in 1994-1995 for eighteen European countries, with breakdown by sector of activity according to the two digit Nace Rev.1 classification. The information on size structure is organized in five size classes in terms of number of employees (0,1-9, 10-49, 50-249, 250+), for which a series of variables, among which the total employment and the number of firms, is supplied. 6 The unit of analysis is the enterprise, defined as "the smallest group of legal units producing goods or services and constituting an autonomous economic entity" (European Commission, 1998). The first size class contains firms with no employees, whose inclusion in the definition of firm might be questioned. However, all our results are robust with respect to the exclusion of such class, also due to the fact that our measure of size, as explained later, weights observations according to their contribution to total employment. Following the classification scheme of the dataset, our measure of size is employment, which seems preferable to other indicators, such as turnover or sales, that critically depend on the intensity of usage of intermediate inputs.
Our aim in this section is to investigate how different size structures are among European countries. To this aim, we select the eight countries that, because of data availability, will be used in the econometric analysis of the next section (Germany, France, the UK, Italy, Spain, Finland, Denmark and Sweden). They account for approximately 85% of EU15 GDP. We consider the size structure in 1994, replacing with data from 1995 or 1993 when those for 1994 are not available.
As noted before, one problem that emerges in comparing the firm size across countries is that the definition of firm might differ, thus leading to a potential bias in the size comparison. This problem is partially accounted for by the fact that our data come from a unique data set, so that the accounting procedures have been harmonized as much as possible. To further tackle this problem, together with the size analysis we perform a sectoral specialization analysis. As noted by Davis and Henrekson (1999) , if a country is characterized by a set of policies that tend to favor a particular size structure, one should find both a distortion toward such structure for each sector and a higher employment is sectors that are "naturally" characterized by such structure. Measures of sectoral specialization, based on the share of workers in each sector, are less problematic in terms of differences in definitions across countries. Given that we expect that countries distortions go in the same direction for both indicators, if we find that the results from the size analysis are in line with those of the sectoral specialization, we will be confident that measured size differences correspond to actual differences rather than to differences in measurement methods.
We set out our statistical workhorses. As a summary statistic of size we use "coworker mean" (Davis and Henrekson, 1999) , that is average size within a class weighted by employment share of the class. The coworker mean represents the number of workers at the average place of employment of a randomly chosen worker. With respect to a simple arithmetic mean, it weights each firm's contribution to the average in relation to its own size, therefore smoothing out the contribution of very small firms. 7 This statistic is particularly well suited to our goals, because in our econometric specification the dependent variable will be the growth rate of labor productivity, which is calculated using the same weighting scheme as the coworker mean.
For sector i in country j, define emp c ij as employment in class size c, units The employment share in size class c in terms of sectoral employment is
7 As an exaple, consider three sectors, one with 2 firms with 50 employees each, one with 1 firm with 99 and another with 1 employee, the third with 1 firm with 100 employee. The arithmetic means are 50, 50 and 100, while the coworker mean are 50, 98.02 and 100, making sectors 2 and 3 much closer than 1 and 2.
while the employment share of sector i in terms of total employment in country j is
We define the average firm size in sector i in country j as
and the average firm size in country j as
Before applying these definitions to the data, we need to take into account differences both in the sectoral specialization pattern and in the size distribution of firms that arise directly from some exogenous specificity of each country and not from the interaction of country characteristics with market forces. For example, the share of people employed in mining and extraction is clearly dependent on the presence of natural resources in the country in question. Moreover, extraction activity is often subject to ad hoc regulations at the national level. Similarly, some countries have legal monopolies in some sectors, often publicly owned. This feature tends to distort both the average size and the share of people employed in such sectors, because public monopolies have often been used as sources of employment, with little connection to the optimal employment level. We would like our measures to be as independent as possible from such factors, and restrict our attentions to sectors were both employment and size structure are determined by the response of the markets to the institutional environment. We therefore exclude the following sectors form the analysis: mining, public utilities (electricity, water, land transport, water transport, air transport, post and telecommunication) and health. For the remaining sectors, we aggregate the two digit industries at the classification level reported in Table  1 and 2, with the aggregation procedure described in Appendix 1. Table 1 compares the size distribution for the eight European countries selected. The first column reports the average size for the EU15 aggregate, with sectors ordered increasingly. This average value partially nets out national peculiarities and is used as a benchmark. The other columns report the size for each nation as a ratio to the EU15 averages, so that a value above one for country i in sector j indicates that such sector in that country is characterized by an average size larger than the EU15 average.
The ranking of sectors is as expected, with light manufacturing, services and construction characterized by a small average size, chemical, petroleum, finance and transportation equipment at the other extreme and food and trade around the average value. Between the smallest (Real Estate) and the largest (Transportation Equipment) there is a difference of a factor of almost 20. The table shows that there are sizeable differences among countries as well. Germany and the UK have the largest overall mean size, which is approximately 60% above the EU15 value, Sweden is 17% above, Finland 10%, France and Denmark have approximately the same average size as the reference, while Spain and Italy are well below the EU15 value, with their average firm size equal, respectively, to 63% and 57% of the EU15 value.
The table also gives a preliminary answer to the question of the role of sectoral specialization vs. idiosyncratic country aspects in determining the overall average firm size. If the average size within sector tends to be similar across countries, then the overall size differences should be explained by the fact that some countries are more specialized in sectors characterized by a small average size and vice versa. If this were the case, we would expect the values in Table 1 to be concentrated around one. If, on the contrary, the size differences were explained mainly by national factors which induce a consistent bias in size within sectors, then we would expect the countries with an overall value above (below) the EU15 average to be characterized by values generally above (below) one. The table shows that within sector differences are important: indeed, the rows display large variations, indicating that the same sector can be characterized by very different size structures in different countries. By computing the standard deviation by row, we find that the sectors that have a most disperse size structure across our set of countries are Hotels & Restaurants, Wood, Construction and Trade. Quite interestingly, all these sectors are non-manufacturing, which suggests that in manufacturing technological factors have a stronger role in determining optimal scale, reducing the effects of national peculiarities.
In terms of within countries differences, results are less clear-cut. The four large economies of the monetary union show quite a consistent pattern: for Italy and Spain almost all sectors are characterized by average size below the reference, 8 while the opposite is true for Germany. This would indicate that national characteristics are a fundamental determinant of the size structure even controlling for sectoral specialization. For Finland, Sweden and the UK, instead, the higher overall size is accompanied by a more disperse pattern at the sectoral level, which suggests that in these cases the national specificities do not have a symmetric effect on all sectors. Indeed, these are also the countries with the highest standard deviation by column.
To check for the robustness of our results with respect to differences in measurement methods, we move on to considering sectoral specialization. As argued before, if a country's environment tend to privilege (say) small size, then this should also induce a proportionally higher employment share in sectors where technological factors favor the small size. Therefore, we should expect that countries with a smaller size within sectors should also be characterized by a higher employment share in sectors with a small average size in the reference EU15 (i.e. sectors in the top rows of Table 1 ). Table  2 summarizes the sectoral specialization of each country in relation to the EU15 average; to allow an easy comparison with the previous table, sectors are ranked in the same order as before, that is in ascending order in terms of average size at the EU15 level. In accordance with the previous table, the first column reports the actual values for the EU15 aggregate, that is the percentage of employment in each sector. For each country, an entry above one indicates that the country is more specialized in that sector than the EU15 average. The table indicates that there are important differences in the national specialization. For example, the share of employment in Leather for Italy is more than three times as large as the EU15 average, that for Textile more than two times; these two sectors are instead well below the reference value in Germany, Denmark and Sweden.
To control for the existence of a consistent pattern of specialization within country towards sector with "naturally" larger mean size, we regress the values in Table 2 on the log of the average sectoral size in for the EU15 for each country separately. A positive value of the coefficient indicates that the country tends to be more specialized in sectors characterized by naturally larger firms. Results of the regressions, reported in Table 3 , show that, in accordance with what seen before, out of six countries with an average size significantly different from the reference, the relationship is significant for the three large monetary union economies, with Germany characterized by a specialization in sectors with a higher average size and Italy and Spain with lower. For the other three countries, the coefficient is instead not statistically significant.
Up to now we have shown that both the sectoral specialization patterns and the national peculiarities within sectors have a role in explaining overall size differences across Europe. Now we want to obtain a quantitative measure of the role of each of them. Using the values in Tables 1 and 2 , we can decompose the size differential from the benchmark into the following components:
where, as before, s ij is the average size in sector i in country j, ω ij is the share of employment in sector i in country j, and barred variables are the corresponding values for the benchmark. The first term, ∆ ω , represents the difference due to differences in the sectoral composition of employment and the second, ∆ s , the differences due to the size differences within sectors and ∆ ωs an iteraction term. If the latter is positive, size and sectoral composition deviate from the benchmark in the same direction. Results from the decomposition are reported in Table 4 . For all countries, the interaction term is positive, indicating that size and sectoral deviations tend to go togheter, confirming our previous result. Denmark and France are very close to the reference, Germany and the UK well above, and Spain and Italy below it. In terms of relative weights, the differences in size within sectors tend to be higher than those coming from sectoral specialization. Note: (s j−s ) /s is the deviation of overall mean size from the reference, ∆ ω /s the deviation due to sectoral specialization, ∆ s /s the deviation due to smaller size within sector and ∆ ωs /s the deviation due to the interaction term Summing up, from this analysis we draw two conclusions that form the basis for our econometric work:
1. there are sizeable differences in size distribution for the same sector across countries, which gives enough variability in the covariates for the econometric analysis of the next section; 2. at the country level, average size within sector and sectoral specialization pattern move in the same direction, an indication that acrosscountries size comparisons can safely be made.
Size Structure and Growth
In this section we examine the relationship between growth and firm size structure. Growth theories have long attributed to technological advances the role of engine of the process. In the literature spurred in the nineties by the contributions of Romer (1990) and Grossman and Helpman (1991) , technological progress has been endogenized and the incentives to undertake research and development have become the crucial factors in determining growth. Yet, the role of the structure of the market has been neglected. Given that returns to scale in the final good sector are constant, there is no role for firm size. In reality, part of the R&D is done within the same firms producing the final goods, which use the advances within the firm rather than renting out intermediate goods produced with such advances to other firms. In this case, the size of a firm will generally have an influence on the incentives to undertake R&D. Consider for example a cost-reducing innovation. For given firm's output and prices, the benefits of a given reduction in costs are larger the larger the scale of production. If the R&D expenditure has a fixed-cost character, then a larger firm will benefit more from investing in it.
In a series of papers Peretto (1998 Peretto ( , 1999a Peretto ( , 1999b ) recognizes the simultaneity between R&D decisions -and thus economic growth -and market structure, pointing out the twofold aspect of this relationship: from one hand market structure determines the behavior of profit-seeking firms by affecting the returns to investment (and thus growth), from the other hand market structure changes in response to growth, insofar as the number and the size of existing firms changes in response to demand and technological conditions. Peretto identifies two effects of market structure on growth: from one hand increasing returns in R&D, internal to the firms, imply that the more concentrated are resources the higher growth (dispersion effect ). Yet from the other hand, the full effect of market structure on growth depends also the increase of competition on aggregate R&D (rivalry effect). In sum, in these papers, an increase in the number of firms has a twofold outcome for growth: (i) holding constant aggregate R&D, it reduces average R&D and, therefore, reduces growth (dispersion effect); (ii) it raises aggregate R&D and, thus, raises growth (rivalry effect). 9 To investigate the relationship between size structure and growth, we integrate the data of the previous section with data on value added at the sectoral level. Because of data availability, we restrict the analysis to the manufacturing sector. Where possible, we use the most disaggregated sectoral classification, that is the two digits Nace rev. 1. For most countries, we are also constrained to use data referring to enterprises employing 20 persons or more, yet we think that it is not a fundamental limitation since we will argue that all our results carry through when we use alternative measures of firm size that neglect the left tail of the distribution. Other details of the data construction are given in Appendix 2.
The framework that we use is standard in the literature on growth (Barro and Sala-i-Martin, 1995). It relates the real per capita growth rate to two kinds of variables, a set of control variables -initial level of real per capita GDP and proxies for the level of physical and human capital -and a set of variable of interests, in our case measures of firm size distribution.
As mentioned above, this type of regressions might suffer from endogeneity problems. In fact, it could be argued that the correlation between growth and firm size masks a causality running also (or exclusively) from the former to the latter. 10 We address this issue in the following way. First, in our regressions we take the average growth rate for the period after the year in which the size distribution refers to. Given that the size structure data refer to 1994, we consider growth as the compounded percentage change in real value added per worker between 1994 and 1998. The fact that we consider a relatively short time span could induce some bias in terms of the 9 Note that in these papers the number of firms summarize two dimensions of the notion of market structure -concentration and firm size relative to the size of the market. In our empirical investigation we will study the relationship between size structure and growth, neglecting issues related to market power. Clearly, firm size and market power are correlated. Still, given that other issues that we cannot address with our data are important for market power, we confine ourselves to size structure. 10 For instance, in Lucas (1978) as capital per capita grows, the "marginal" entrepeneur finds profitable to become an employee, thereby causing an increase in the average firm size.
relative cyclical position of the various countries. This problem is mitigated by the fact that we only consider countries of the European Union, whose business cycles have been fairly synchronized, with the notable exception of the UK. We will show that our results are not driven by any particular country and that they hold true also when we use a growth rate calculated over the between 1989-1998 period. Still, this restriction on the data could not be enough to avoid endogeneity problems, particularly when the variables involved are characterized by a high level of persistence.
11 Therefore, in addition, and more decisively, in the next section we will run a direct test of reverse causation.
The basic regression we run is the following:
where g is the average growth rate of real value added per worker in country j in sector i; X is a vector of control variables; S is log of 1 plus the average firm size (co-worker mean) in country j in sector i in 1994; λ ' i s are sectoral dummies and ε is an error term.
The dependent variable is the average annual growth rate of value added per worker, whose descriptive statistics are given in tables 12 and 13. All our regressions include sectoral dummies, so that we net out the average growth rate at the sectoral level: our estimates will relate each sector's own growth in deviation from the average sectoral growth rate across countries to size, again in deviation from the cross-countries mean. This ensures that our results are not driven by the particular growth performance of any sector over the sample period. Moreover, given that, as shown in the previous section, the countries in our sample are characterized by systematic size differences, we run our basic specification without country dummies, which might pick up a large part of the size effect we are trying to capture. We always report heteroskedasticity corrected standard errors.
The results of the basic regressions are reported in Table 5 . The first column anticipates a result that will hold through all our analyses: the average firm size is positively correlated with growth in value added per worker . The coefficient of the average size is in fact positive, with a value of .018, and significant, with a t-statistic of 2.9. To give a crude appreciation of this result, this number implies that, ceteris paribus, if average firm size rises by 10%, the growth rate of value added per capita would increase roughly 11 A study based on the comparison of the major industrialized economies from the mid sixties to the mid nineties show that the size structures display a high level of persistence, and that the structures across countries show little evidence of convergence (Traù, 1999 Notes: OLS estimates, heteroskedasticity robust standard error in parentheses; dependent variable is the compounded percentage change in real value added per worker between 1994 and 1998 ; y 0 is the logarithm of real value added per worker at the beginning of the period; i is the logarithm of average investment rate in the period; h 0 is the logarithm of an index of human capital and s is the logarithm of average firm size and v the logarithm of the variance, both in 1994. Firm size is defined as the co-worker mean (see text) in all columns but in [5] where it is the arithmetic mean and in [6] where it is proxied by the share of employment in large firms. All regressions include a full set of sectoral dummies, column [7] includes also a full set of country dummies.
by .18 percentage point per year. This result might seem in contrast with the conventional wisdom that small firms are the most dynamic component of an industry and grow faster than large firms. Yet, this is not the case for two reasons. First, it has been shown that small (young) firms grow fast conditional on surviving, and that exit rates are much higher among them (Dunne et al., 1989) . Once this is taken into account, results change drastically. For example, Davis et al. (1996) find a marginal role of small firms in term of job creation and destruction for the US economy. Second, we are not interested in individual growth rates for different size classes, but in the effect of a given steady-state size distribution on productivity growth at the sectoral level. In this respect, we find that a larger average firm size is associated with higher productivity growth.
The other columns of Table 5 expand the basic specification and perform robustness checks. Labor productivity depends on the capital/labor ratio and therefore one needs to control for changes in investment rates when explaining changes in productivity. The positive correlation between average firm size and productivity growth might be due to our definition of firm size spuriously capturing the effect of capital intensity on growth. Yet the result of column 1 holds true even when we further control for country/sector differences in investment rates -a proxy for the capital intensity -(column [2] ) and also for country differences in human capital (column [3] ), indicating that the effect of average firm size on growth goes "above and beyond its effects on the incentives to invest" (Sala-i-Martin, 1997) 12 . The coefficient on initial real value added per worker is always negative and significant, indicating that on average there is evidence of convergence across countries (within sectors) 13 .
Eeckhout and Jovanovic (1998) study the relationship between the characteristics of the technological process, the size distribution of firms and the steady-state investment and growth. They consider firms ranking in terms of capital, and show that the dispersion in size can have positive or negative effects on growth according to the "free-riding" or the "rent-grabbing" nature of technological progress. When returns from investments are appropriable, a firm has a high incentive to invest in order to improve its ranking in the size distribution; if the distribution is very disperse, however, the cost of improving one's rank are higher than if the distribution is concentrated, so inequality has a negative impact on growth.
14 In the free-riding case, each firm can benefit from the spillovers from firms that are higher in the ranking. Given that an increase in one's ranking position decreases access to usable knowledge of others, the prospect of increasing the ranking is a deterrent to investment. In this case, the more disperse the distribution the lower the increase in the ranking coming from investment. Therefore, dispersion reduces the negative component of return to investment coming from external economies, so that it is good for investment incentives and for 12 We have also experimented with the measures of human capital recently constructed by De la Fuente and Domenech (2000), with similar results. 13 Bernard and Jones (1996) find that value added per worker in manufacturing does not exhibit convergence in a sample of OECD countries after 1975. This finding is not directly comparable with our result since we do not weight sectors with their own share in manufacturing and therefore the coefficient of y0 cannot be used to recover the speed of convergence of value added per worker in total manufacturing across countries.
14 A similar result is obtained in a class of models that study the incentives to develop a multi-stage patent: when competitors are close to each other, the rate of investment in R&D is higher (Budd, Harris and Vickers, 1993).
growth.
To investigate this issue, we need a measure of size dispersion. Unfortunately, our dataset only allows to compute dispersion across classes, while we have no inofrmation on that between classes, which is likely to be the most relevant component of overall dispersion. As a measure of dispersion, we use the (negative of the) standard deviation of sectoral employment across classes. When employment is concentrated in one class, size dispersion is minimum (and standard deviation maximum), and the reverse is true when it is equally distributed across classes. Column (4) reports the results for the basic regression with the addition of the dispersion measure. We find suggestive evidence of a negative effect of dispersion on growth: the coefficient on the variance is negative but imprecisely estimated (the p-value is .15). Similar indications emerge when we use alternative measures of dispersion. We conclude that this aspect deserves further investigation, based on a more precise measure of variability than the one available in our dataset.
The last three columns of Table 5 control for the robustness of our measure of size. The first column uses a simple arithmetic mean, defined as total employment divided by the total number of firms in the sector. This measure gives a higher weight to small firms than the co-worker mean. The coefficient is still positive but statistically not significant. In column 6, to deal with the problem of potential measurement error coming from the fact that different countries define the firm in different ways mentioned in the preceding section, we proxied average firm size with the share of employment in large firms (i.e. that in the last size class). This measure delivers a positive and highly significant coefficient. Finally, in column 7 we also include country dummies using the basic measure of size as in column 1. The coefficient of average size becomes smaller and it is statistically not significant, a further confirmation of the fact that large parte of the size variability comes from country-level differences.
As a further robustness check, in order to prove that our results are not driven by any particular country of the sample selected, we have reestimated our basic specification given in column 1 in Table 5 for each possible subsample by deleting one country at time. Figures 1 displays the estimated coefficient of average firm size and the 95 per cent confidence interval around it. To facilitate comparison with the baseline, the dotted line represent the coefficients estimates with the full sample. As is evident from the figures, sample composition does not affect significantly estimated coefficients.
We finally investigate the possibility that our results are distorted by the relatively short time span over which we calculate growth rates. replicates exactly the same regressions as the previous one, using as dependent variable the growth rate of labor productivity over the entire decade. Indeed, our estimates, particularly those of the size coefficient, are very stable with respect to this modification. The main differences between the two tables are that here the coefficients tend to be more precisely estimated. The dispersion measure is now significant at 10%. Moreover, we obtain a significant correlation between size and productivity growth also when we use the arithmetic mean as an indicator of sectoral size, a further element supporting the robustness of the positive correlation between average firm size and productivity growth.
A causality test through R&D intensity
Our regressions are not immune from the criticism that plagues most of the empirical growth literature, related to establishing the direction of causality (the so-called post hoc, ergo propter hoc problem). This problem originates from the fact that (i) both the dependent and the explanatory variables Notes: OLS estimates, heteroskedasticity robust standard error in parentheses; dependent variable is the compounded percentage change in real value added per worker between 1989 and 1998; y 0 is the logarithm of real value added per worker at the beginning of the period; i is the logarithm of average investment rate in the period; h 0 is the logarithm of an index of human capital and s is the logarithm of average firm size and v the logarithm of the variance, both in 1994. Firm size is defined as the co-worker mean (see text) in all columns but in [5] where it is the arithmetic mean and in [6] where it is proxied by the share of employment in large firms. All regressions include a full set of sectoral dummies, column [7] includes also a full set of country dummies.
could be driven by a common omitted variable and/or (ii) the explanatory variable may simply be a leading indicator -and not a causal factorof economic growth. 15 We tackle the problem of reverse causality following an idea of Rajan and Zingales (1998) . The basic insight consists in defining some sectoral characteristics that allow us to rank the sectors in terms of the relative importance of size for growth. This characteristic should have two features: first, it should potentially constitute a channel trough which size influences growth, and second, it should display a certain degree of sectoral variability. If we find that size has a differential effect on growth in accordance with such characteristic, we can conclude that our results cannot be generated by some general form of spurious correlation, like the one induced by reverse causality, which should deliver an homogeneous relation between size and growth. Moreover, this also means that the effect of size on growth does take place through this channel.
Following a suggestion coming from the endogenous growth literature, we select R&D intensity as the candidate channel to explain the relationship between firm size and growth. Sector with larger firms could engage in more R&D and therefore experience a higher growth of productivity. The possibility that large firms might undertake more R&D was recognized already by Schumpeter (1934) . The fixed cost character of many R&D projects implies that they are profitable only if their results can be applied to sufficiently large productions, generating higher incentives to invest in R&D. In addition, R&D activity might itself be characterized by economies of scale and scope: once an innovation has been developed, large and diversified firms might have better opportunities to exploit it. Finally, large firms should have a better capacity to finance R&D expenditure, both through a larger internal cash flow and through a better access to external sources of funding. In terms of sectoral variability, not all sectors are characterized by the same patterns of technological change and, as a consequence, of equilibrium R&D intensity, as noted, among others, by Pavitt (1984) ..
If we think that, ceteris paribus, the propensity to undertake investment in R&D increases more than proportionally with size 16 or that an innovation might be better exploited by large firms, then one should expect that size differences are more relevant for growth in R&D intensive sectors. For example, if the Textile sector undertakes relatively little investment in R&D, then we should expect that size differences are not a major source of differences in growth rates. By the same token, an industry structure with a predominance of small size in Chemicals, typically R&D intensive, should have a much stronger negative influence on growth.
To implement this intuition, we need a classification of R&D intensity 16 There exist an extensive empirical literature studing the relationship between size and propensity to invest in innovative activities at the firm level (see Symeonidis (1996) for a survey). Results from this literature are not conclusive, also due to the problems related to the measurement of innovative activity, the endogeneity of the firm size and industry effects. A fairly robust finding is that small firms generally do not engage in R&D, lending some indirect support to the view that a smaller average size would lead to a lower aggregate R&D. external to our data set. We will use different indicators of R&D intensity at the sectoral level for the US economy. The US constitute a natural benchmark to determine the R&D propensity of sectors in an unconstrained environment, given the relatively low level of regulation and the high development of the financial sector, which should minimize the problems of R&D financing. Given the well known problems associated with defining and measuring R&D activity, we will use three different indicators to assess the robustness of our findings: share of people employed in R&D activity, R&D expenditure over investment and R&D expenditure over value added.
The values are reported in Table 7 , and details of the construction of our variables and of data sources are in Appendix 2. For all indicators, the sectoral rankings in Table 7 are as expected: the least R&D intensive sectors are the traditional ones, such as Textile, Leather and Wood, while at the top of the ranking we find the "high tech" sectors, such as Communication Equipments and Precision Instruments. Indeed, even if we cannot match directly the classification of Pavitt (1984) because of differences in the sectorial subdivision, a clear pattern emerge from the table, which places at the bottom of intensity the "supplier dominated sectors", in the medium range the "production intensive sectors" and at the top the "science-based sectors". The range of variation is higher for the indicator based on the share of personal in R&D activity, characterized by a ratio of the least intensive (Wood) to the most intensive (Precision Instruments) of 132, compared to 25 for R&D/Investment (Wearing Apparel vs. Other Transportation Equipment) and 42 for the R&D/Value Added (Textile vs. Communication Equipments). The rankings are very similar across the three indicators, the main exceptions being Wearing Apparel which has a higher ranking according the R&D/Value Added indicator and Chemicals, placed higher in the ranking by the share of personal indicator. The coefficient of correlation is always high and , as should be expected, maximum for the last two indicators (.95), while is minimum for the first two (.83).
The first test we design to tackle the issue of reverse causality is based on a split of sectors according to the ranking of the US sectors by the three indicators of R&D intensity just selected. For each indicator, we construct a dummy variable that takes on the value 1 for those sectors that are above a certain value (usually the median) in the distribution of US sectors by R&D intensity and 0 for those sectors that are below. We then split the sectors of our sample according to this dummy with the idea that the group of sectors characterized by a relatively higher R&D intensity should display a relatively higher impact of size on growth. We also do the same splitting the distribution of US sectors by R&D intensity in three sub-samples 17 . Table 8 present the results for a regression similar to (7) in which the size coefficient is allowed to vary between groups. All the regressions give the same result, namely the higher ranked are sectors according to the various R&D intensity indicators in the US, the higher is the effect of average firm size on growth. Moreover, for the very low R&D intensive sectors (columns 2, 4 and 6) we can never reject the hypothesis that the correlation between firm size and growth is nil.
A more "formal" test of reverse causality is based on the estimation of equation (7) augmented as follows:
D is the variable that captures the differential sectoral effect of firm size on growth, that is R&D intensity. If our sectoral classification is correct, and if [2] , the ratio of total expenditure in research and development and total fixed capital formation in columns [3] - [4] , and the ratio of total expenditure in research and development and value added in columns [5] - [6] , all in the US. For further details see Appendix 2. All regressions include a full set of sectoral dummies.
the direction of causality goes from size to growth, the coefficient θ 3 should be positive and significant. Notice that if the assumption that the effect of size on growth takes place through D is confirmed, we should observe a decline in the estimate of the overall correlation of the effect between firm size and growth, captured by θ 2 . If D is the only channel, only the interaction term should matter and the estimate of θ 2 should become close to zero. Table 9 reports the results of the regressions. For any indicatory of R&D intensity used, the point estimate of the coefficient of firm size (s) is lower than the corresponding estimate without the interaction term -given in column 1 of table 5 -and, more importantly, it is always statistically not significant at conventional levels. The coefficient on the interaction term s × R&D U S is always positive, and significant at 10 per cent when the indicator is the share of R&D personnel in total employment. When we drop the measure of average firm size (not interacted), the interaction is [2] , the ratio of total expenditure in research and development and total fixed capital formation in columns [3] - [4] , and the ratio of total expenditure in research and development and value added in columns [5] - [6] , all in the US. All regressions include a full set of sectoral dummies. always significant. Our interpretation of the positive relationship between growth and this interaction term is that the influence of average firm size on growth is larger for sectors with an "intrinsically" high expenditure in R&D. In other words, the fact that the relationship between firm size and growth varies with an external sectoral ranking -namely R&D intensity in the US -leads us to conclude that the positive correlation we find is not generated by reverse causality. The regressions of table 9 control for sectoral effects but not for country effects. A possible objection to our findings is that the positive value of the coefficient on the interaction term might be due to omitted variables, varying across countries. Indeed the interaction term introduces a new source of within country variability that should not by wiped out by country dummies. Therefore, to limit the bias coming from the omission of potential explanatory variables at country level, we inserted in equation (8) also a full set of country dummies. This amounts to restrict ourselves to a within [2] , the ratio of total expenditure in research and development and total fixed capital formation in columns [3] - [4] , and the ratio of total expenditure in research and development and value added in columns [5] - [6] , all in the US. All regressions include a full set of sectoral and country dummies.
country prediction: that is the coefficient on the interaction term will now tell us whether in each country industries that are more R&D intensive grow more the higher firm size 18 . The results, presented in table 10, are striking. The coefficient on firm size alone is always literally nil, as expected from the result in column 7 in table 5. On the contrary, the interaction term is positive and significant. In our opinion, this delivers quite a strong result: once we control for idiosyncratic sectoral and country effects we find that the effect of higher firm size on productivity growth is magnified in R&D intensive sectors. Therefore, we interpret this result as supporting the claim that average firm size matters for growth through its effects on R&D intensity. This same test leads us also to conclude that there is evidence of causality actually going from firm size to growth.
Concluding remarks
European economies display large variations both in terms of sectoral specialization and of size distribution of firms within sectors. Using a data-set of Eurostat, we construct a measure of average firm size and find that differences in the size distribution within sectors play an important role in explaining cross-country differences in average firm size. We study the relationship between firm size distribution and economic growth. We find a positive association between average firm size and productivity growth. We also find evidence that size matters for growth through its influence on innovation activity.
Our results have important bearings on policy. First, policies and institutional settings that, by reducing firms' incentive to grow, induce a steady-state distribution of firms tilted toward the small size, might have a detrimental effect on growth. Among such policies, particularly common are those supporting small firms in terms of tax breaks, subsidies and thresholds below which some regulations, such as employment protection legislation, do not apply.
Second, our results shed light on some stylized pattern of R&D expenditures at country level. For example, Italy and Spain are the countries with the lower overall average size and are characterize by rates of business sector expenditure in R&D in relation to GDP approximately half of that of the European Union as a whole. Indeed, according to our findings, a system based on the small scale production might be hill-prepared to fully appropriate the benefits of the current economic phase, characterized by a wave of intense technological changes.
Appendix 1: Sector Classification for size differential decomposition The data on value added and investment rates are from Eurostat's NewCronos, theme 4, sbs, Annual enterprise statistics available from http://europa.eu.int/new_cronos. The long time series are limited to enterprises with 20 persons employed or more and to the Nace Rev.1 C to F sectors. Growth was calculated as the compound percentage change of real value added per worker between 1998 and 1994 (1989) Descriptive statistics are given in table 12 (by country) and 13 (by sector). Investment rates are simple time average in the period between 1994 and the latest observation in each sector, usually 1996. With respect to Table 1 , we use the most disaggregated sectoral classification, that is the two digits level for the Nace rev. 1. The only exception is sector 30 (Computers and Office Machinery), which is lumped together with sector 29 (Machinery and Equipment not otherwise classified), because it employs a very small fraction of the labor force (0.2 per cent for the Eu15 aggregate) and is characterized by a rather erratic path for productivity.
The sectors used in the growth regressions are in table 14.
The data on human capital, measured as the average year of schooling in the population over age 25 in 1985, are from the Barro and Lee (1993) database.
The data on R&D in US sectors -to construct the reverse causality test -are:
1) Share of personnel in R&D on total employment, in 1994, constructed as the percentage ratio between "Total R&D personnel and research scientist and engineers in the business enterprise sector, in full time equivalent" (from OECD's Basic Science and Technology Statistics) and "number of employees" (from Eurostat's NewCronos);
2) R&D investment ratio, average between 1990 and 1994, is " R&D expenditures as a percentage of total physical investment" (from OECD's Main Industrial Indicators);
3) R&D intensity, average between 1990 and 1996, is " R&D expenditures as a percentage of value added" (from OECD's Main Industrial Indicators).
In Table 8 for the ratio between R&D and total employment in column 1 we label high sectors above the median (1 per cent); in column 2 we label high sectors above 3 per cent and low sectors below 0.6 per cent. For the ratio between R&D expenditure and investment in column 3 we label high sectors above the median (20 per cent); in column 4 we label high sectors above 60 per cent and low sectors below 10 per cent. For the ratio between R&D expenditures and value added in column 5 we label high sectors above 7 per cent; in column 6 we label high sectors above the 9 per cent (75th percentile) and low sectors below 1.2 per cent. In this appendix we show that the coefficient on the interaction term in equation (8) , when also country dummies are included, tell us whether in each country industries that are more R&D intensive grow more the higher firm size.
To this end we use the analogy with the within estimator with a two-way error component (Baltagi, 1995) . Let us assume that in each country/sector, the average firm size is the sum of the average firm size in the country (across sectors) and the average firm size in the sector (across countries)
Abstracting from the other regressors, the augmented version of equation (8) where µ 0 s are country dummies. The average across sectors is given bȳ
that across countries is 5) whereg i,j = g i,j −ḡ ·j −ḡ i· +ḡ ·· andũ i,j = u i,j −ū ·j −ū i· +ū ·· . According to equation (A.4), β 1 tells whether R&D intensive sector display higher productivity growth in countries with relatively higher average firm size, or also whether, for given country average firm size, the higher R&D intensity the strongest the impact of the given firm size on industry growth.
