A Hankel partial contraction is a Hankel matrix such that not all of its entries are determined, but in which every well-defined submatrix is a contraction. We address the problem of whether a Hankel partial contraction in which the upper left triangle is known can be completed to a contraction. It is known that the 2 = 2 and 3 = 3 cases can be solved, and that 4 = 4 Hankel partial contractions cannot always be completed. We introduce a technique that allows us to exhibit concrete examples of such 4 = 4 matrices, and to analyze in detail the dependence of the solution set on the given data. At the same time, we obtain necessary and sufficient conditions on the given cross-diagonals in order for the matrix to be completed. We also study the problem of extending a contractive Hankel block of size n to one of size n q 1. ᮊ
contraction if all completely determined submatrices of H are contractions Ž . in the sense that their operator norms are at most 1 . In this article, we first study the following problem. There is a formulation of Problem 1.1 for Toeplitz matrices, which has w x been studied by C. R. Johnson and L. Rodman JR and by H. J. w x w x Woerdeman Woe . Reference JR, Theorem 1 implies that the 3 = 3 case is always soluble, and that there exist real numbers a, b, c, d such that Ž . H a, b, c, d; x, y, z is partially contractive but not contractive for all w x choices of x, y, z. Reference Woe, Theorem 7.4 implies that for Hankel Ž . matrices of the form H 0, . . . , 0, a ; x , . . . , x , Problem 1.1 is soluble if n 1 ny1
< < a -1. Woerdeman also exhibits a concrete set of 5 = 5 data for which n Problem 1.1 is well-posed but not soluble, namely a s a s a s 0, a s 1 3 5 2 a s7 r 10. As we shall see below, our techniques allow us to describe 4 general collections of 4 = 4 matrices with such a property, while contribut-ing to a more quantitative understanding of the geometric conditions on a , . . . , a required for the existence of a solution. In particular, we easily 1 n Ž recover Woerdeman's example. A related result, where control of the w x w x. norm of a Hankel extension is desired, appears in HW ; see also Ove .
The main goal of this paper is to introduce a new method, and to illustrate its usefulness by applying it to the 3 = 3 and 4 = 4 cases, for which we can obtain detailed information. To analyze Problem 1.1, the 2 = 2 operator matrix case has qualitative significance, in that one can guarantee that certain partial contractions admit contractive completions.
Ž . However, a detailed quantitative description of the solutions, in addition to the analysis of the Hankel condition, requires that we be much more explicit. For this reason, we are somewhat forced to reconsider the case of Ž . Ž . a kq1 = lq1 matrix over R of the form
where Q is a k = l matrix, r and s are column vectors of length k and l, and x is a real number to be determined. To determine for which values of Ž 2 . x T is a contraction, we let P [ I y TT * s D and study the condition We shall give the proofs of all these preliminary results in Section 2, Ž . where we shall also indicate how to deal with the situation in which A r is not invertible. As a consequence, simple proofs of the well-known cases Ž . k s 1 and k s 2 can be given, and the previously unknown case k s 3 can be discussed in detail. If we recall that
a straightforward application of Corollary 1.5 and of its generalization to Ž . Ž . the case of noninvertible A r Theorem 5.5 shows that in order to find Ž . Ž . x, y, z making H contractive, i it suffices to find x, and ii the search for x leads to the study of two parabolas, according to the following situations:
As a result, the 4 = 4 case consists of analyzing the relative position of the two associated parabolas, and H is contractive if and only if there is a common positivity interval. We can then provide a direct proof of the w x relevant portion of JR, Theorem 1 . The techniques employed in our work on Problem 1.1 allow us to study Problem 1.7 as well. In Section 4, after giving a detailed discussion of the case n s 2, we proceed with the analysis of the case n s 3, with particular emphasis in the situations arising when one of the given numbers equals zero. We also establish a link between Problem 1.1 and 1.7, which allows Ž . us to claim that H a , . . . , a , x is partially contractive whenever
is partially contractive for some
For both Problem 1.1 and Problem 1.7, we also study the extremal cases, Ž . corresponding to the equation det I y QQ* y rr* s 0. As we explain in Section 5, the extremal cases can be derived from the non-extremal ones by using a limit argument; we present in Section 3, nevertheless, a concrete analysis of some extremal cases. As a matter of fact, we can subsume the study of the extremal cases in the study of Problem 1.1 and Problem 1.7 Ž . Ž . Ž for A r invertible, via an explicit algorithm Theorem 5.8 . A detailed routine in Mathematica to determine whether Problem 1.1 for H a, b, c; x, y , H a, b, c, d; x, y, z , and H a, b, c, d, e; x, y, z, w is well-. posed and, if so, soluble, is available from the authors by electronic mail.
The present work was motivated by a question of C. Foiaş on Hankel completions. We wish to thank Professor Foiaş for helpful discussions related to the topics presented here, and for his encouragement. We are also indebted to T. Constantinescu, J. W. Helton, L. Rodman, and H. Woerdeman for correspondence and insightful comments on the material herein, and to the referee for many valuable suggestions which improved the presentation. Much of the research was done while the second and third named authors spent a sabbatical leave at The University of Iowa. Most of the calculations in this paper, and some of the ideas, were first obtained through computer experiments using the software tool Mathew x matica Wol .
SOME BASIC RESULTS
We begin by recalling that an n = n-matrix T is a contraction if and only if the matrix
is positive, where I is the identity matrix and T * is the adjoint of T. In order to test if P is positive, we use the following version of Cholesky's Algorithm.
LEMMA 2.1. Assume that
where P is an n y 1 = n y 1 matrix, t is a column¨ector, and u is a 0 real number.
ii-a If P is in¨ertible and positi¨e, then P G 0 m u y t*P t G 0 0 0
for all j s 1, . . . , n.
As a consequence, we can now give the proofs of Lemma 1.2, Theorem 1.3, Corollary 1.4, and Corollary 1.5.
Proof of Lemma 1.2. Observe that I y QQ* y rr* yQs y xr A r ) Ž .
ys*Q*yxr* 1ys*syx Ž . Since A r is positive and invertible by hypothesis, it follows that P G 0 if and only if det P G 0. det P s det A r 1 y s*s y x y ys*Q* y xr* A r yQs y xr ,
Ž .
2.3
from which it follows that the coefficient of
Another application of Lemma 2.1 reveals that Ž .
which completes the proof.
Proof of Corollary 1.4. We wish to prove that
Ž . Observe first that since A r is positive and invertible, the same is true of Ž . Ž . Ž .
Ž .
Therefore, it suffices to prove that
det A r r*A r Qs q det A 0 1 y s*s y s*Q*A r Qs s det B s . Ž .
Ž . Thus, to establish 2.5 it is enough to prove the identity Ž .
equivalently,
Ž . To prove 2.7 , it suffices to see that
A r rdet A r r*A r
which in turn reduces to showing that
Ž . Ž . If we apply Lemma 2.2 and Lemma 2.1 i to the matrix , we see that
Ž . A r rr*A r yA r r r*A 0 r r*A r sA r rr*A 0 .
2.10
Ž . An inspection of 2.10 reveals that it is sufficient to establish that
Ž . Ž . which obviously follows from the identity A 0 y rr* s A r . The proof of Corollary 1.4 is now complete.
2
Proof of Corollary 1.5. Since ␣ s ydet I y QQ* -0 and ␤ y Ž . Ž . 4␣␥ s 4 det A r det B s G 0, it is clear that the graph of det P as a function of x is a downward parabola with non-negative discriminant, assuring the existence of real x-intercepts x F x . Any value of x between l r
x and x makes det P G 0, which in turn guarantees that T is a contracl r tion.
In connection with the study of the 4 = 4 case, we shall present a bit later the Derivative Method, which will allow us to decide on the relative position of the two parabolas mentioned in Section 1 right after Corollary 1.5. We would like to end this section, however, with a description of the 2 = 2 and 3 = 3 cases, to exhibit their simplicity in light of Theorem 1.3 and Corollaries 1.4 and 1.5.
2.1. The 2 = 2 Case. Two cases arise.
Ž . Ž .
2 2 i Ar s1ya yb )0. The solution set is the closed interval determined by the roots of det P s 0, namely,
. This is identical to the solution set found l r w x . following the recipe in ArG, DKW, FoF .
Ž .
2 2 Ž . Ž . Ž . ii 1 y a y b s 0 extremal case . Lemma 2.1 iii applied to 2.10 shows that we must necessarily have yab y bx s 0. If b / 0, then x s ya, < < and if b s 0, then a s 1, and we may therefore take any x such that < < x F 1. In either case, the resulting P is positive, so H is a contraction.
As an illustration of what we do in Section 5, let us show here another Ž approach to the extremal case. In order to reduce this case to the . Ž. non-extremal case i , we multiply by 0 -t -1 each of the given known entries of H, so that P has now the form 1 y a t 1 y a t
Ž . If a s 1 then b s 0, and x t y x t s 2, forcing x t s y1 and
Ž . x t s 1; that is, any x with x F 1 works. If a -1, then x t y x t ª r r l 0 as t ª 1 y , and x s ya is the only solution.
Before we discuss the 3 = 3 case, we need some notation. Given
, we let H denote the upper-left submatrix of
H of size i = j and we let
Ž . , 23 states that we can always find x making P G 0. For, det P s In order to analyze the sign of p , we solve p s 0 and obtain
the four factors correspond to four ellipses which determine the regions where the sign of p is constant, and we can evaluate p at one point in the Remark 2.3. It is worth mentioning that the roles of a and c in the previous discussion are interchangeable; this will be helpful in Section 4.
THE 4 = 4 CASE

Ž
. Let H a, b, c, d; x, y , z be a partial contraction. We must find x such that H remains a partial contraction, so we need the maximal completely Ž determined submatrices H and H to be contractions. As with the 24 33 3 = 3 case, once x has been found, it is straightforward to obtain y, and a Each of the two previous problems can be solved separately using the results in Section 2. Thus, the first one requires the analysis of the positivity of P solving each problem must be compatible, i.e., the intersection of the two intervals associated with each problem must be non-empty. Our next task is to obtain a useful criterion to determine when two given parabolas are simultaneously non-negative. The following result is quite elementary, but extremely useful.
Ž .
Ž . 
i The graphs of f and g are identical.
Ž . Ž ii The graphs of f and g intersect in a unique double point and as a
. result, one of the parabolas is ''inside'' the other .
Ž .
iii The graphs of f and g intersect in a unique simple point x , and two 0 subcases arise: 
Ž . Ž iv The graphs of f and g do not intersect and therefore one of the
. parabolas is properly ''inside'' the other .
Ž . v The graphs of f and g intersect in two simple points x and x , and
1 2 two subcases arise: Ž . Ž . Ž . iii-a , iv , and v-a , the positivity interval for one of f or g is a subset of the positivity interval for the other, and thus values of x making both f and g non-negative exist.
It follows from Theorem 3.2 that the study of Problem 1.1 for H 44 Ž . Ž . consists of the analysis of cases iii-b and v-b in Proposition 3.1. This is what we proceed to do now for a number of important instances. But first let us summarize conceptually our algorithm for solving Problem 1.1 for H . Ž . Without loss of generality, we can assume that b / "1, and these parabolas intersect at points whose x coordinates are given by
x s and x s . Ž . which H does not admit a contractive completion, we study the zeros of
Ž . and the zeros of det P x , given by a similar equation. Ž . Drawing the solutions for c, we find that each of the regions in Fig. 6 b is bisected by one of these curves: on one side of them a solution exists, on Ž Ž. the other side no solution exists. See Fig. 6 c , the region in the second Ž . . quadrant is bisected by the curve given by det P x . 24 1
HANKEL EXTENSIONS
In this section we deal with Problem 1.7. We begin with the case n s 2.
be a partial contraction; we wish to find x such that
is a partial contraction. Even in this simple case, Problem 1.7 cannot always be solved. . b s 1 must be dealt with separately, and we leave this to the reader. On Ž . the other hand, the row matrix a b x is a contraction if and only if 2 2 ' < < Ž x F 1 y a y b . It follows that Problem 1.7 which is well-posed for Ž .
. a,b in the closed unit circle admits a solution precisely when the
have non-empty intersection with the closed l r unit ball in R 3 . A moment's reflection shows that this is equivalent to
requiring that x F 1 y a y b and that x G y 1 y a y b . By l r Ž . projecting onto the a, b -plane, we see at once that Problem 1.7 admits no Ž . The shaded region in Figure 7 shows the places where Problem 1.7 admits Ž no solution. Observe that the fact that Problem 1.7 with data ' ' Ž . Ž . 1 r 2 , 1r 2 admits no solution, or for that matter, any pair a, b on . the unit circle with a, b / 0, is now rather trivial. To determine if the two associated parabolas intersect, we examine the discriminant of det P y det P , which equals In terms of determining whether a solution to Problem 1.7 exists, the discussion of Cases 1 and 2 was unnecessary, since we know by the Derivative Method that double points always give rise to a solution. However, to obtain quantitati¨e information, the additional analysis is required. Ž When the discriminant of det P y det P ) 0 which of course leads 14 23 . to two simple roots x / x , the analysis using the Derivative Method is ' '
14 23
x s G 0 Ž . Ž .
and that
r , s s s y 2 rs and r , s s y1 q 2 rs y r .
Ž . Ž .
Ѩr Ѩs
It follows easily that ٌh / 0 in the region 0 F r F 1, 0 -s F 1, so g G 0 m h G 0 in the boundary of the region. But
We summarize our findings as follows. 2 2 lem 1.7. We say that a , . . . , a is extremal if a q иии qa s 1. Equiva-1 n 1 n lently, using the notation in Section 2, if 1 y QQ* y rr* s 0, where Ž . Qs a иии a and r s a . ' det s 7a y 3a q 2 y 4 a 1 y 2 a ,
