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RESUMO 
 Nesse trabalho, uma metodologia prática de sintonia para controladores preditivos 
(MPC) é introduzida, sendo que nessa os parâmetros de sintonia são obtidos com o uso de 
funções de sensibilidade. A metodologia atua na função custo do controlador preditivo, 
sintonizando os parâmetros de priorização relacionados às ações de minimização do erro e de 
redução do esforço de controle. Embora a metodologia apresente aplicação universal, o 
controlador utilizado nesse projeto foi do tipo de predição generalizada (GPC), que possui uma 
presença considerável na indústria em relação a outros. Uma vez que as funções de 
sensibilidade representam relações chaves na malha de controle, propõem-se sua utilização na 
forma de índices, capazes de mensurar individualmente a capacidade da metodologia em 
minimizar o erro, reduzir o esforço ou rejeitar os distúrbios, para a determinação dos parâmetros 
do sistema. O problema de otimização da sintonia promove a comparação dos índices com 
valores de referência adequadas para cada ação promovida pelo controlador. Cada ação é 
acompanhada por uma variável de penalização definida pelo usuário, sendo que a metodologia 
é balanceada de forma a permitir uma interação intuitiva. O método é aplicado em sistemas de 
uma entrada e uma saída (SISO) e de múltiplas entradas e múltiplas saídas (MIMO), sendo que, 
nesse segundo caso, o conceito de decomposição em valores singulares (SVD) é aplicado para 
determinar as energias do sistema e promover a sintonia de acordo com o cenário. O método é 
testado em simulações de problemas típicos da engenharia química, como no controle de um 
tanque e de um reator CSTR encamisado. Foi observado que a metodologia atuou da maneira 
esperada, promovendo a minimização do erro, esforço e impacto do distúrbio no sistema de 
maneira facilmente determinada pelo usuário. Os resultados comprovaram o potencial da 
metodologia em obter valores adequados para os parâmetros de sintonia ao mesmo tempo que 
é capaz de ser aplicado de maneira intuitiva e customizada, garantindo a eficiência, praticidade 
e versatilidade comumente desejada para este tipo de ferramenta matemática. 
Palavras-chave: Controlador preditivo; Análise de sensibilidade; Decomposição em valores 
singulares; Sintonia; Funções de custo.  
   
ABSTRACT 
In this work, a practical tuning methodology for model predictive controllers (MPC) is 
introduced, in which the control parameters are determined using sensitivity functions. The 
methodology is focused on the predictive controller’s cost function, tuning its weighting 
coefficients related to both error minimization and effort reduction actions. Although the 
methodology can be applied universally, the controller applied in this project was the 
generalized predictive controller (GPC), which possesses a considerable presence in the 
industry, relative to other types. The sensitivity functions represent key relations of the control 
system. Therefore, we propose their application in the form of indexes capable of individually 
measuring the methodology capability in minimizing the error, reducing the control effort and 
rejecting the disturbance, in describing the optimal control parameters. The tuning problem 
promotes the indexes comparison with reference values adequate for each action promoted by 
the controller. Each action comes with a numerical weight defined by the user, and the system 
is balanced, focusing on making the controller’s usage intuitive. The method is applied both in 
single-input and single-output (SISO) as well as multiple-inputs multiple-outputs (MIMO) 
systems, being that, in this second occasion, the concept of singular value decomposition (SVD) 
is applied to acquire the system energies and promote the tuning according to the scenario. The 
method is tested through simulations in typical chemical engineering problems, such as the 
water level in a tank and a jacketed CSTR reactor control. It was observed that the methodology 
acted as expected, promoting the minimization of error, effort, and disturbance’s impact in the 
system in a manner that can be easily determined by the user. The results verified the 
methodology’s potential in obtaining desired values for the tuning parameters at the same time 
it was able to be applied in an intuitive and customizable manner, ensuring the efficiency, 
practicality and versatility commonly desired for this type of mathematical tool. 
Keywords: Predictive Control; Sensitivity analysis; Singular Value Decomposition; Tuning; 
Cost functions.  
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Dentro do campo de engenharia industrial, é possível dizer que o tópico de controle de 
processos encontra-se em uma posição de destaque, uma vez que esse atua com diversos 
objetivos que são essenciais para o aprimoramento mecânico e estratégico nesse cenário. Wilkie 
et al. (2017) descreve a função dos engenheiros dessa área em realizar a otimização de 
atividades, promovendo uma produção da melhor qualidade pelo menor custo, focando no 
benefício econômico da profissão. Blondin et al. (2019), por outro lado, compara a evolução 
que a área apresentou com o aumento da complexidade dos procedimentos industriais utilizados 
atualmente, demonstrando a relevância dessa na adaptabilidade de sistemas de produção. 
Albalawi et al. (2016) se dedica em ressaltar a responsabilidade em garantir a execução segura 
da planta, destacando a necessidade de interligar engenharia de controle com a segurança de 
sistemas de processo. 
Diante de tantas qualidades essenciais no gerenciamento de processos complexos, é 
essencial que essa área seja cada vez mais explorada em busca da aprimoração de seus 
fundamentos, incentivando o incremento em eficiência e a aplicação ampla. Duffy et al. (2017) 
sugeriu uma metodologia de análise das variáveis de entrada e saída de um processo que permite 
o pareamento ideal entre essas em um sistema de controle de forma a incrementar a eficiência. 
Saif; On (2017) concebeu uma metodologia híbrida, mesclando a atuação de um sistema 
utilizando redes de dados com a resposta rápida de um modulador utilizando lógica fuzzy para 
garantir um sistema de ampla capacidade e resposta rápida e estável. Bahita; Belarbi (2016) 
aplicaram redes neurais para promover o controle adaptativo de uma planta, favorecendo a 
versatilidade desse diante de incertezas induzidas por não linearidades e complexidades. 
Os exemplos mostram o impacto positivo na aplicação de controladores avançados na 
melhoria de execução de processos, sendo que, dentro deste grupo, vale mencionar os 
controladores preditivos (MPC). A capacidade desse em trabalhar com problemas de múltiplas 
variáveis e de atuar em estados próximos às restrições são apenas alguns do pontos que o torna 
tão apreciado nessa área (MACIEJOWSKI, 2002). Essas características atribuem aos 
controladores MPC uma robustez e versatilidade apreciável, incentivando sua utilização tanto 
em sistemas químicos complexos (Wang et al., 2017), quanto também em sistemas eletrônicos 
(Vazquez et al., 2017) e em diversas aplicações tecnológicas, como em sistemas anticolisões 
em carros (Ji et al., 2017). 
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 Tendo dito isso, uma das dificuldades apresentadas por esses está relacionada com o 
processo de sintonia, pois esses controladores apresentam diversas metodologias que podem 
ser aplicadas em seu desenvolvimento, sendo que cada uma apresenta sua própria base extensa 
de parâmetros a serem sintonizados, e afetam o raciocínio por trás da função custo de maneiras 
diferentes (Alhajeri; Soroush, 2020). 
 Diversos métodos de sintonia foram e ainda são propostos visando a universalização da 
aplicação e a possibilidade de lidar com diversas variáveis e cenários. Luzi et al. (2019) 
incentivou a parametrização de um sistema focando majoritariamente nos aspectos econômicos 
desse e nos horizontes do controlador. Shadmand et al. (2018) realizou a concepção de uma 
metodologia automática, na qual os valores dos parâmetros da função custo se adaptam às 
condições operacionais, garantindo a atuação do problema em uma região desejada. Santos et 
al. (2019) promoveu o aumento da robustez da sintonia de um processo ao sugerir o uso de 
múltiplos modelos relacionados com os pontos de operação do projeto. Esses estudos foram 
apresentados nos últimos anos, mostrando a relevância desse tema atualmente. 
 O problema em questão torna-se ainda mais complexo uma vez considerados sistemas 
de múltiplas entradas e saídas (MIMO). Em comparação a outros métodos (como os 
controladores PID), há diversas variáveis que devem ser sintonizados nos controladores MPC. 
Horizontes de controle e predição, valores de penalização do esforço de controle e do erro do 
sistema, e parâmetros de filtração de dados são alguns dos exemplos a serem considerados. 
Estes pontos, somado ao fato de que a sintonia muitas vezes é promovida manualmente, acabam 
inviabilizando a ampla utilização (BOEIRA et al., 2018). 
 A complexidade somada a quantidade de informação que deve ser considerada resultou 
na concepção de diversos métodos heurísticos para a realização da sintonia dos controladores 
MPC (Gonzales et al., 2018), apresentando métodos que priorizam praticidade no lugar de 
acurácia. Infelizmente, este tipo de prática acaba utilizando nenhum conhecimento acerca da 
dinâmica e comportamento do processo, e prejudica a análise e garantia de tanto a robustez 
quanto a estabilidade (Abrashov et al., 2017).  
 Uma forma de obter informações relevantes para o controle de um sistema está na 
utilização de funções de sensibilidade, permitindo o cálculo de dados que podem ser utilizados 
para garantir a estabilização e compreensão de um processo através do estudo do 
comportamento em frequência dessas (Patiño et al., 2018). Com a utilização desses termos, é 
possível a obtenção de apontadores que permitem a relação entre diferentes variáveis dos 
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processos para a avaliação de como um desses influencia a magnitude do outro, podendo ser 
utilizados para assessorar o desenvolvimento e sintonia de controladores específicos (Madiouni 
et al., 2019). 
 Nesse cenário, há uma necessidade de utilizar métodos que permitem a extração de 
dados e valores relevantes para o sistema, como aqueles apresentados pelas funções de 
sensibilidade, de forma prática e que permita o entendimento do sistema como um todo. A 
decomposição em valores singulares (SVD) tem se mostrado uma ferramenta matemática 
precisa e confiável para acessar a informação de sistemas multivariáveis e mensurar os estados 
de energias dos parâmetros do sistema. Isso garantiu a aplicação desse método em diversos 
cenários além do industrial, como no caso de machine learning (Gu; Wang, 2019), no 
processamento de imagens e sinais (Shen; On, 2018) sendo aplicado inclusive na área da 
neurociência, para compreender a dinâmica entre os neurônios no cérebro (Narayanan et al., 
2019). 
Sendo assim, o seguinte trabalho propõe uma metodologia de sintonia original 
utilizando funções de sensibilidade, que serão utilizadas na forma de índices em uma equação 
global que servirá como problema de otimização da proposta. Dentre os diversos controladores 
MPC que poderiam ser utilizados nesse projeto, optou-se pela utilização do controlador do tipo 
Modelo Preditivo Generalizado (GPC), uma vez que esse apresenta uma presença considerável 
tanto nos meio industrial e prático quanto no científico e teórico graças à sua fácil aplicação e 
capacidade de adequação inerente (Li et al., 2017). O raciocínio cultivado tenta interligar três 
tipos de objetivos em uma função: a minimização do erro, a redução do esforço de controle e a 
rejeição de distúrbios. O método foi aplicado em simulações de um sistema de única entrada e 
saída (SISO) e foi estendido para o cenário com múltiplas entradas e saídas (MIMO) 
posteriormente.  
 O projeto apresenta um caráter preliminar, focando na validação da metodologia e de 
sua aplicabilidade na sintonia de sistemas utilizando controladores preditivos. Tendo isso em 
mente, sugere-se que os resultados obtidos sejam utilizados na aplicação de sistemas de média 
complexidade e que a estrutura do método obtido seja investigada e adaptada para englobar 
processos específicos presentes no cenário industrial moderno. 
2.  OBJETIVOS   
O projeto em questão tem como objetivo geral promover o desenvolvimento de uma 
metodologia de sintonia dos parâmetros de penalização da função custo do controlador MPC. 
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Sendo que esse método deve apresentar uma eficiência desejável em relação aos objetivos 
propostos para a sintonia, uma capacidade de customização adequada para atender as 
especificações propostas pelo usuário, além de possuir aplicação prática e intuitiva, facilitando 
sua transferência para um ambiente industrial, onde sua aplicação será relevante. Nesse caso, 
os seguintes objetivos específicos são determinados: 
• Determinar a arquitetura matemática relacionada à metodologia de sintonia a ser 
proposta. 
• Aplicar a metodologia em um tipo de controlador MPC de presença significativa na 
indústria. 
• Avaliar em simulação a capacidade do método em ser tanto efetivo na sintonia quanto 
intuitivo em sua utilização. 
• Promover a sintonia desejada de sistemas de controle MPC tanto para o caso SISO 
quanto para o MIMO.  
 
3. FUNDAMENTAÇÃO TEÓRICA 
Nesta seção, será feita uma revisão bibliográfica referente a conteúdos relevantes no 
desenvolvimento do projeto em questão. O material é dividido em quatro subseções: 
Controladores de modelo preditivo (MPC), controladores preditivos generalizados (GPC), com 
uma sucinta explicação acerca do funcionamento matemático desses. Funções de sensibilidade, 
revelando o conceito e importância desses para a metodologia. Finalizando com Decomposição 
de Valores Singulares (SVD) e a sua utilização em processos MIMO. 
3.1.  Controladores de modelo preditivo (MPC) e a sintonia da função custo 
A classe MPC refere-se à um conjunto de controladores que atuam no modo feedback e 
é baseado em otimizações realizadas a cada tempo de amostragem de um sistema discreto. A 
cada instante, é realizado o cálculo da variável de entrada que mais se adeque ao design desejado 
de atuação do sistema, sendo que esse resultado é obtido utilizando um modelo matemático que 
represente o processo em questão e seu comportamento e de uma equação denominada como 
“função custo”, que será responsável em determinar as prioridades do controlador na realização 
da otimização (Grüne; Pannek, 2017).  
A figura 3.1 representa uma visualização gráfica de como o controlador MPC utiliza o 
modelo do sistema para obter os valores otimizados nos momentos futuros. Nesse, os valores 
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apresentados no processo em momentos passados são utilizados para compreender o impacto 
que as variáveis de entrada vão promover no comportamento da saída. Nesse caso, para cada 
tempo de amostragem, o controlador MPC resolverá um problema de otimização que obterá a 
sequência de controle ótima do sistema, garantindo a trajetória futura desejada para o sistema. 
Os cálculos de otimização são realizados para todo o horizonte de controle, porém apenas o 
primeiro resultado é repassado para o sistema e essas operações são repetidas inteiramente na 
próxima amostragem, o que geralmente ocasiona na necessidade de uma alta carga 
computacional (Fesharaki et al., 2020; Vijayagopal; Zanchetta, 2017). 
 
Figura 3.1 – Exemplificação da predição realizada pelo controlador MPC (adaptado de 
Grüne; Pannek (2017)). 
O modelo matemático é utilizado para prever o comportamento do sistema, enquanto a 
função custo é utilizada no otimizador para obter as respostas ótimas. A Figura 3.2 mostra a 
forma de atuação genérica dos controladores MPC, destacando a relação entre processo e 
controle. Nesse, o controlador obtém os dados de entrada e saída anteriores, utilizando-os em 
conjunto com a ação de controle para prever o resultado dessa combinação de fatores no valor 
futuro da variável controlada, permitindo compará-la com a trajetória de referência, obtendo o 
erro futuro. Utilizando um otimizador que promove a minimização de uma função custo, além 
da obediência do sistema em relações às suas restrições, é possível obter os valores ótimos de 
entrada, que serão utilizados pelo processo físico para a sua devida alteração, e pelo modelo do 




Figura 3.2 - Esquematização da atuação do controle MPC (adaptado de Camacho; 
Bordons (2007)). 
 O problema de otimização, equivalente à minimização da função custo dependente dos 
valores de entradas e saídas futuros, pode ser descrita pela equação 3.1. A função custo, nesse 
caso, se apresenta como uma forma de balancear a precisão de rastreamento dos valores de 






                                                                                                 (𝐸𝑞𝑢𝑎çã𝑜 3.1)  
Os parâmetros de penalização Q e R servirão como a forma de determinar o impacto 
que cada uma dessas ações, respectivamente, apresentará na realização da otimização, 
impactando a performance do controlador no processo. A metodologia de sintonia que será 
avaliada nesse trabalho atuará nesses parâmetros específicos e, uma vez que esses fazem parte 
da função custo padrão utilizada no MPC, ela é válida para todos os tipos de controladores 
preditivos dessa classe, embora nesse projeto será utilizado um tipo de controlador específico 
(o controlador GPC). 
Na literatura, é possível notar o interesse da academia em aprimorar os métodos de 



















ainda é comumente promovida através de métodos heurísticos, como a da tentativa e erro. 
Seguindo um raciocínio similarmente empírico, diversas metodologias utilizam resultados 
obtidos através de dados relacionados à satisfação do usuário. Mohammadi et al. (2019) aplicou 
um algoritmo genético iterativo, que reconhece a opinião de uma população relacionada à 
performance de um certo resultado para compreender as necessidades que devem ser atendidas 
pelo método e adequar a respostas devidamente. Ira et al. (2020), por outro lado, aplicou o 
conceito de machine learning de forma a aplicar resultados estocados em uma base de dados, 
representando configurações de parâmetros utilizados por diversos operadores como 
indicadores dos melhores valores de parâmetros.  
Esses métodos, porém, apresentam algumas limitações. Uma delas é a necessidade de 
um banco de dados extenso, tornando extremamente custoso sua aplicação eficiente. Um 
segundo problema está relacionado ao fato de que os valores utilizados acabam apresentando 
uma natureza extremamente subjetiva, não necessariamente indicando o melhor 
comportamento que o sistema pode apresentar, mas sim aquele que o colaborador acabou 
adotando através de sua experiência. Finalmente, vale notar que os resultados obtidos 
apresentam uma resolução única. 
A sintonia dos parâmetros de penalização da função custo, assim como todos os 
problemas de otimização, não é bem-posto, e é representado, nesse caso, pelo fato de que é 
impossível que ambos os índices de custo representados por cada parâmetro sejam anulados 
simultaneamente. Além disso, os resultados obtidos pela metodologia de sintonia não 
necessariamente representam a melhor performance que o sistema pode obter, mas sim a 
minimização de um índice de performance que tende a refletir a dinâmica do sistema (Bartsch 
et al., 2017). Nesse contexto, métodos que promovem uma resolução única muitas vezes são 
incapazes de englobar o melhor comportamento para diversos cenários relacionado ao sistema. 
Uma forma de contornar esse problema que tem sido explorado em diversos trabalhos 
são métodos de sintonia automáticas, que alteram os valores dos parâmetros online de forma a 
atribuir um dinamismo no comportamento do sistema. Chen et al. (2019) desenvolveu uma 
função custo dinâmica utilizando lógica Fuzzy, que promovia alteração nos parâmetros de 
penalização de acordo com o estado do problema servo do sistema. Chin; Rowe (2019) 
apresentou um algoritmo de parametrização dinâmica, no qual os parâmetros de penalização 
eram reformulados de acordo com a configuração que promoveu a melhor redução da função 
custo. Um dos problemas desses métodos, porém, é o incremento da carga de cálculos do 
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sistema de controle, o que se mostra inadequado, uma vez que os controladores MPC já 
apresentam um custo computacional significativo. 
Vale ainda mencionar algumas metodologias de sintonia que buscam soluções 
algébricas para o problema estudado. Giraldo et al. (2019) apresentou uma metodologia híbrida 
que aplica dois métodos em conjunto (alcance de metas e procura de variável vizinha) de forma 
a obter uma resolução que garantisse a restrição do erro presente no sistema. Mei et al. (2018), 
por outro lado, concebeu uma função custo única que dispensava a utilização de parâmetros de 
penalização, descartando completamente o problema de sintonia em troca da aplicação de uma 
metodologia que a cada instante focava na ação de controle que apresentava o maior 
comprometimento. 
Ainda assim, as metodologias de sintonia para os parâmetros de penalização muitas 
vezes acabam focando mais em um parâmetro específico (geralmente o erro do sistema) em 
detrimento do segundo, dependente de restrições do sistema. Nesse cenário, o método 
desenvolvido nesse trabalho visa contornar grande parte das limitações apresentadas 
anteriormente. Como por exemplo o fato de que ambas ações de controles de cada parâmetro 
possam ser igualmente consideradas ou não dependendo do objetivo do usuário. Além disso, a 
obtenção de uma resposta única garante contornar a necessidade por maior carga computacional 
apresentada pelos modelos automáticos, mas a possível customização do método garante que o 
resultado obtido seja adequado para os objetivos do usuário, possibilitando o englobamento de 
diversos cenários relacionados ao sistema (diferente de outros métodos de resposta única), além 
de serem determinados unicamente pelo operador, evitando conflito com resultados específicos 
contidos em bancos de dados usados em outros trabalhos. 
3.2. Controlador GPC 
O controlador preditivo do tipo GPC foi primeiramente introduzido por Clarke et al. 
(1987), visando a concepção de uma metodologia de controle de aplicação generalizada no 
meio industrial, necessitando apresentar um nível de robustez adequado. Pouco tempo após sua 
proposta, o método já começava a ser aplicado em situações práticas (CLARKE, 1988), devido 
à versatilidade e grau de precisão apreciáveis. Trabalhos ainda comprovam que a capacidade 
desse em minimizar o erro era maior que de métodos de controle usualmente optados na 
indústria, como os controladores PI e PID (Reynoso Meza et al., 2017). 
Atualmente, diversos artigos focam na continuação da aplicação do controlador GPC 
em processos modernos, de forma que esse possa acompanhar o crescente aumento no grau de 
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complexidade de sistemas de produção atuais. Um dos grandes focos desses trabalhos é garantir 
que o controlador possa atuar com sistemas não lineares a variáveis, garantindo uma robustez 
adequada para processos contemporâneos (Boulkaibet et al., 2017; Xie et al., 2018). Além do 
cenário industrial, porém, o mecanismo GPC também tem encontrado aplicações em diversos 
cenários, que visam explorar a capacidade do controlador em garantir o funcionamento de um 
sistema de maneira eficiente sem extrapolar restrições presentes (Liu et al., 2017). 
Apresentando características tanto únicas quanto comuns em controladores do tipo 
MPC, o GPC é uma opção adequada de controle para sistemas com grandes incertezas, tempo 
morto, instabilidade em malha aberta e sem a presença de fase mínima, tornando uma opção 
extremamente apropriada em diversos sistemas industriais complexos. Tendo dito isso, uma das 
complicações que pode surgir no uso desse método é o fato de que esses controladores 
apresentam uma sensibilidade demasiadamente significativa em relação aos parâmetros do 
modelo utilizado em sua arquitetura Yang et al. (2020). 
A metodologia GPC é explicada detalhadamente em Camacho; Bordons (2007) e Clarke 
et al. (1987), e sua abordagem prática é resumida por Kwong (2012), sendo que essas 
referências serão utilizadas para sua explicação teórica. Uma vez que a estratégia do controlador 
GPC nos casos SISO e MIMO divergem minimamente uma da outra, será feito uma única 
contextualização global, sendo que os detalhes mais relevantes são destacados durante o texto. 
A representação do sistema é feita através de um modelo CARMA (do inglês, Controller 
Auto-Regressive Moving-Average), que pode ser explicitada pela Equação 3.2, na qual u(t) e 
y(t) são os valores de entrada e da saída em função da progressão temporal, e(t) representa o 
ruído presente, td o tempo morto, e os parâmetros A, B e C são matrizes de polinômios expressas 
em relação ao inverso da variável z. Essa equação, porém, não é adequada para processos com 
distúrbios inconstantes, frequentemente presentes no ambiente industrial. Por isso, é atualizada 
para Equação 3.3, do tipo CARIMA (do inglês, Controller Auto-Regressive Integrated Moving-
Average), no qual se tem que ∆=1-z-1 e que t* representa um momento de tempo específico do 
sistema. A arquitetura do controlador GPC é moldada em torno do modelo CARIMA, e é um 
dos princípios considerados na sua concepção (Călugăru; Carpathian, 2016). 
𝐴(𝑧−1) ∗ 𝑦(𝑡∗) = 𝑧−𝑡𝑑 ∗ 𝐵(𝑧−1) ∗ 𝑢(𝑡∗ − 1) + 𝐶(𝑧−1) ∗ 𝑒(𝑡∗)                            (𝐸𝑞𝑢𝑎çã𝑜 3.2) 
𝐴(𝑧−1) ∗ 𝑦(𝑡∗) = 𝑧−𝑡𝑑 ∗ 𝐵(𝑧−1) ∗ 𝑢(𝑡∗ − 1) + 𝐶
(𝑧−1) ∗ 𝑒(𝑡∗) 
∆
⁄                       (𝐸𝑞𝑢𝑎çã𝑜 3.3) 
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O termo A(z-1) pode ser definido como uma matriz diagonal, no qual os membros não-
nulos são equivalentes à multiplicação entre os divisores dos elementos da mesma linha desses 
na matriz de funções de transferência do processo (T(z-1)), como mostrado pela Equação 3.4 e 
3.5 para um sistema de n entradas e m saídas. Por outro lado, B(z-1), é obtida pela Equação 3.6. 
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                                                                                               (𝐸𝑞𝑢𝑎çã𝑜 3.5)
𝐵(𝑧−1) = 𝑧 ∗ 𝐴(𝑧−1) ∗ 𝑇(𝑧−1)                                                                                    (𝐸𝑞𝑢𝑎çã𝑜 3.6)
 
O método GPC utiliza a Equação 3.7 como modelo de predição para determinar os 
resultados de saída do sistema, sendo que cada termo pode ser interpretado separadamente. O 
primeiro representa a resposta forçada do processo, ou seja, o efeito promovido pelos valores 
de esforço de controle (representados pelo vetor ∆u) futuros. Enquanto o segundo refere-se à 
resposta livre, ou seja, a implicação que os dados de entrada e saída anteriores possuem no 
comportamento da variável controlada. 
𝑦(𝑡∗ + 1|𝑡∗) = 𝐺(𝑧−1) ∗ ∆𝑢(𝑡∗|𝑡∗) + 𝑓(𝑡∗|𝑡∗)                                                         (𝐸𝑞𝑢𝑎çã𝑜 3.7) 
A resposta livre (representada pelo segundo termo da Equação 3.7) pode ser 
parcialmente obtida através das matrizes Ej e Fj, destacadas na Equação 3.8. Vale ressaltar que 
a matriz Ã equivale ao resultado da operação ∆A. Ej e Fj podem, então, ser extraídas da divisão 
longa de 1/Ã. Fj representa a resposta livre da saída enquanto Ej seria a influência do ruído 
futuro, que será considerado como igual à 0. 
𝐼𝑚×𝑚 = 𝐸𝑗(𝑧
−1)?̃?(𝑧−1) + 𝑧−𝑗𝐹𝑗(𝑧
−1)                                                                        (𝐸𝑞𝑢𝑎çã𝑜 3.8) 
Porém, os resultados não contêm a resposta livre do esforço de controle, que é obtida 
junto com a resposta forçada do sistema usando a matriz derivada da Equação 3.9. Após obter 
ambas, é possível completar o modelo de predição (Equação 3.7), obtendo a Equação 3.10. 
𝐺𝑗(𝑧
−1) = 𝐵(𝑧−1)𝐸(𝑧−1)                                                                                               (𝐸𝑞𝑢𝑎çã𝑜 3.9) 
𝑦(𝑡∗ + 𝑗|𝑡) = 𝐺𝑗(𝑧
−1) ∗ ∆𝑢(𝑡∗ + 𝑗 − 1|𝑡) + 𝐹𝑗(𝑧
−1)𝑦(𝑡∗)                                (𝐸𝑞𝑢𝑎çã𝑜 3.10)  
Com o modelo definido, desenvolve-se a função custo objetivo, que se apresenta na 
Equação 3.11, na qual w refere-se à referência do processo. Percebe-se nessa que dois critérios 
são utilizados no problema de otimização: o erro apresentado pelo sistema e o esforço de 
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controle. Cada um desses apresentam um parâmetro de penalização, que determina a relevância 
dessa ação quando for feito o tratamento matemático, sendo que a matriz Q relaciona-se com o 
erro e R com o esforço. 
𝐽 =∑(𝑦(𝑡∗ + 𝑖|𝑡∗) − 𝑤(𝑡∗ + 𝑖|𝑡∗))
𝑇
𝑄 (𝑦((𝑡∗ + 𝑖|𝑡∗) − 𝑤(𝑡∗ + 𝑖|𝑡∗))
𝐻𝑝
𝑖=1
+ ∆𝑢(𝑡∗ + 𝑖|𝑡∗)𝑇𝑅∆𝑢(𝑡∗ + 𝑖|𝑡∗)                                                    (𝐸𝑞𝑢𝑎çã𝑜 3.11) 
O problema de otimização, então, promoverá a minimização dessa função para obtenção 
da ação de controle ótima. Sendo que é possível descrever uma resposta analítica, expressa pela 
Equação 3.12, para situações nas quais não se considera restrições. Vale ressaltar que os valores 
dos parâmetros de ambas as matrizes de pesos Q e R devem ser, necessariamente, positivos 
não-nulos. 
∆𝑢(𝑡∗ + 1|𝑡∗) = (𝐺(𝑧−1)𝑇𝑄𝐺(𝑧−1) + 𝑅)−1𝐺(𝑧−1)𝑇𝑄(𝑤(𝑡∗|𝑡∗) − 𝑓(𝑡∗|𝑡∗))          (𝐸𝑞. 3.12) 
A sintonia dos controladores GPC, assim como de outros do tipo MPC, é um problema 
complexo, uma vez que engloba diversos parâmetros que afetam a sua dinâmica. Ainda existe 
uma falta de trabalhos acadêmicos relacionados com esses tópicos, e aqueles que exploram 
sugestões e metodologias frequentemente ignoram a influência de cada parâmetro na 
performance e na robustez do sistema (De Oliveira Júnior et al., 2018). Nesse sentido, o trabalho 
apresentado também apresenta uma contribuição nessa área específica para o GPC, uma vez 
que o método considera tanto a otimização do erro quanto do esforço, além da capacidade do 
sistema em rejeitar distúrbios. 
Com o problema descrito, é possível analisar os parâmetros que devem ser sintonizados 
nesse sistema. A Tabela 3.1 detalha-os de maneira sucinta, além de descrever suas funções no 
controlador GPC. Nesse trabalho, alguns desses serão pré-definidos antes da simulação, pois 




Tabela 3.1 – Parâmetros de sintonia do controlador GPC. 




Determina o espaçamento do tempo discreto que representa o 
sistema. Valor não deve ser excessivamente alto (acúmulo do 




Determina o horizonte no qual a ação de controle é calculada na 





Determina o horizonte no qual o erro da saída é calculado na 
função custo objetivo, favorecendo sua redução, embora promova 














Determina o comportamento esperado da saída. Pode ser definida 
como uma função de primeira ordem, ao invés de uma constante, 
assim como é determinada geralmente. 
  
3.3. Funções de Sensibilidade. 
No campo de sintonia de controladores MPC, o conceito de funções de sensibilidade 
encontra-se bem definido, com diversos trabalhos aplicando-o na obtenção de métodos 
adequados (HOSSEINNIA; LUNDH, 2016; Rafieishishavan, 2020; FRANCISCO ET AL., 
2011), além de outros que as utilizaram de forma a compreender a dinâmica de um processo 
específico na forma de expressões matemáticas de fácil obtenção e análise (Patiño et al., 2019). 
Essas podem ser descritas como equações que relacionam dados de entrada do controlador 
(como distúrbio, referência, ruídos) com os parâmetros de interesse no sistema (variáveis 
manipulada e controlada). Sendo que é bem frequente a aplicação da razão entre variável de 
saída e distúrbio como apontador de performance, uma vez que quanto menor for esse, menor 
será a influência do distúrbio na resposta do processo (MACIEJOWSKI, 2002). 
Isso permite a aplicação dessa ferramenta na determinação de valores adequados em 
parâmetros do controlador. Vale ressaltar, nesse caso, que como as funções de sensibilidade 
serão utilizadas em um processo paralelo àquela da simulação, sendo aplicadas na sintonia do 
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processo, o tratamento matemático adotado para essas abrange o campo contínuo, diferindo 
daquele visto anteriormente no controlador GPC, no qual todos os cálculos foram apresentados 
no estado discreto. 
Pode-se considerar a Equação 3.13, detalhando o valor da saída de uma malha fechada 
em relação à referência e ao distúrbio do sistema. Nessa, observa-se que é possível isolar o 















                                                                                                                (𝐸𝑞𝑢𝑎çã𝑜 3.15)
 
Uma vez que essas relações são definidas, deve-se analisar o significado físico e 
estipular regras acerca do que é esperado da sua conduta. Por exemplo, a Equação 3.15 
representa a relação entre a resposta do sistema e a curva de referência, sendo que o objetivo 
do controlador é manter o primeiro mais próximo possível do seguinte. Nesse contexto, é 
possível ditar que o valor desejado dessa equação é igual à 1. No caso da Equação 3.14, esse 
pode ser interpretado como a influência do distúrbio no comportamento da saída. É comum 
estimar que esse deve apresentar a menor dimensão para que o segundo rejeite ao máximo sua 
interferência. 
Pode-se então expandir esta teoria para um procedimento em malha fechada com 
controlador, processo e sensor. Considerando o diagrama da Figura 3.1, apresentamos a 
possibilidade de obter as funções de sensibilidade que relacionam as variáveis controladas com 
as entradas do sistema. Obtendo as relações apresentadas na Tabela 3.2, sendo importante 





Figura 3.3– Diagrama de blocos de um sistema em malha fechada. 
Tabela 3.2 – Funções de sensibilidade típicas de um sistema em malha fechada. 







Relação entre variável controlada e distúrbio. Representa o 
quanto o distúrbio impacta o comportamento da saída. Deseja-







Relação entre variável controlada e referência. Representa a 
proximidade da referência e a saída. Deseja-se que esses sejam 







Relação entre variável manipulada e distúrbio. Refere-se ao 
impacto do distúrbio na entrada. Deseja-se que o valor seja 







Relação entre esforço de controle e a referência. Refere-se ao 
empenho aplicado para controlar o sistema. Deseja-se que o 
valor seja o menor possível. 
 
A informação relevante que está presente nessa análise para o trabalho é o fato de que 
podemos notar que essas funções de sensibilidade são dependentes dos elementos da malha de 
controle, em específico, do controlador GPC presente no processo. Uma vez que a relação entre 
erro e esforço de controle é determinada pela função custo (como visto nas equações 3.11 e 
3.12), podemos nesse caso relacionar os parâmetros de penalização Q e R (presente na função 
custo) com as funções de sensibilidade. 
Gc(s) Gp(s)
Gs(s)












Independentemente do tipo de distúrbio utilizado, sabe-se que a magnitude dos fatores 
de sensibilidades são afetados majoritariamente pelos mesmos parâmetros (Paszek et al., 2020). 
Nesse caso, com a relação obtida, podemos configurar uma sintonia dos parâmetros de 
penalização ao utilizá-los para alterar as magnitudes das funções de sensibilidade de formar a 
garantir que o sistema atue da forma desejada. 
A relação entre as variáveis da função de sensibilidade é possível de ser analisada 
utilizando suas respostas em frequência. Por exemplo, a função que relaciona distúrbio com a 
variável controlada pode ser analisada através de um diagrama de Bode, no qual a magnitude 
dessa irá determinar, por exemplo, se a amplitude do distúrbio está sendo atenuada (para valores 
abaixo de 0dB) ou ampliada (acima de 0dB) (Landau et al., 2017). 
3.4. Decomposição em Valores Singulares (SVD) 
Uma ferramenta matemática adequadamente conveniente na identificação de sistemas é 
a decomposição em valores singulares (SVD). Essa pode ser definida como uma operação 
algébrica que permite a obtenção da matriz de valores singulares do processo (S), além de 
definir os vetores singulares desse através de duas matrizes (U e V), assim como demonstrado 
pela Equação 3.16. Essa metodologia é bastante útil na determinação de normas e na 
compreensão da atuação do controlador (ZHOU; DOYLE, 1998). 
𝑀 = 𝑈 ∗ 𝑆 ∗ 𝑉𝑇                                                                                                               (𝐸𝑞𝑢𝑎çã𝑜 3.16) 
Devido a relevância dos valores singulares no sistema, o mecanismo pode ser aplicado 
de diversas maneiras, apresentando uma versatilidade apreciável.  Gómez-Pérez; Espinosa 
(2017) utilizou a ferramenta na análise de design de um projeto de biorreatores, na qual o 
método permitiu a obtenção do estado estacionário desse, a partir da avaliação do valor singular 
nulo que era obtido. Gerkšič et al. (2018) promoveu o controle de um reator Tohamak, que 
apresenta um grau de complexidade elevada e lida com múltiplas variáveis de entrada e de 
saída. Para isso, a SVD reduziu a dimensão do problema e favoreceu a identificação das 
propriedades mais relevantes para o processo. Shahid et al. (2018) propôs a utilização desse 
método para analisar elementos importantes em um controlador preditivo, como a magnitude e 
a fase do sistema em malha aberta, além de relacioná-los com parâmetros de sintonia, como os 
horizontes de controle e de predição. 
Parte dessa aplicabilidade apresentada é relacionada ao fato de que o método permite a 
compreensão da física por trás de um problema ao separar os dados relacionados a cada função 
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e parâmetro presentes. Essa característica tem sido estudada em diversas áreas, de forma que o 
método SVD apresenta similaridade significativa com metodologias equivalentes presentes em 
outros campos de estudo, como a análise de componentes principais (PCA) em estatística e 
decomposição ortogonal própria em mecânica de fluídos (Azaïez et al., 2019). 
Na metodologia proposta, espera-se determinar a energia de controle de cada variável 
de saída e de entrada. Nesse caso, é possível descrever o comportamento do processo 
multivariável de n entradas e n saídas através da Equação 3.17, na qual as matrizes U, S e VT 
representam o resultado do método SVD aplicado na matriz do sistema estudado. A partir dessa, 
é possível manipular a equação para que apenas um parâmetro de saída ou uma de entrada seja 






































]         (𝐸𝑞. 3.17) 




















































] 𝑢1                                            (𝐸𝑞. 3.19) 
Percebe-se então que as matrizes de vetores singulares (U e V) apresentam uma relação 
especial com as entradas e saídas. Elas podem ser interpretadas como vetores direcionais de um 
eixo de coordenadas que representam as variáveis manipuladas e controladas, sendo que os 
valores singulares atuam como parâmetros de escalonamentos entre cada par de vetores, uma 
da matriz U e a outra de V (Wang et al., 2020). Por isso, uma vez que as matrizes U e V são 
multiplicados com a matriz de valores singulares, obtêm-se um resultado que relaciona o 
impacto que uma variável de entrada promove em uma saída específica, e vice-versa. Utilizando 
esse conceito, desenvolvem-se as Equações 3.20 e 3.21, na qual o parâmetro E pode ser descrita 
como o estado de energia de cada elemento do sistema. 
𝐸𝑦𝑥 = ‖[𝑈𝑥1𝜎1 𝑈𝑥2𝜎2 ⋯ 𝑈𝑥𝑛𝜎𝑛]‖1                                                                   (𝐸𝑞𝑢𝑎ç𝑎õ 3.20) 






                                                                                                               (𝐸𝑞𝑢𝑎çã𝑜 3.22) 
Os valores de energia obtidos podem ser úteis na sintonia, pois nos permite inferir quais 
variáveis manipuladas afetam o sistema com maior veemência e quais variáveis controladas são 
mais sensíveis às perturbações (ALVAREZ; ESPINOSA, 2012; Xu et al., 2016).  
4. PROBLEMA DE SINTONIA COM FUNÇÕES DE SENSIBILIDADE 
4.1. Desenvolvimento e sistema SISO 
A sintonia é aplicada visando o ajuste dos parâmetros de penalização da função custo 
objetivo, ou seja, das matrizes R e Q, que afetam diretamente a dinâmica e eficiência da resposta 
do controlador. Nesse caso, o problema de otimização, que será solucionada para obter a 
configuração ótima (CO), pode ser descrito como a minimização de uma função FT descrita 
pela Equação 4.1, na qual I é o conjunto de índices obtidos pelo método proposto, os quais são 
dependentes das variáveis de interesse (R, Q) e calculados através da resposta em frequência 
do conjunto de funções de sensibilidade (FI) que são associados com cada um dos índices 
individualmente. 
𝐹𝑇(𝐼(𝐶𝑂)) =  min
𝑅,𝑄
𝐹𝑇(𝐈(𝑅, 𝑄, 𝐹𝐼)) ∀ 𝑅, 𝑄 ∈ ℝ 𝑅,𝑄                                                 (𝐸𝑞𝑢𝑎çã𝑜 4.1) 
 Nessa equação, foram aplicados três tipos de índices diferentes, que visavam promover 
ações distintas no problema de sintonia: 
• Índice do erro (ISt): Esse índice representa a aproximação da saída do sistema com a 
trajetória de referência, focando apenas na relação entre essas duas e atuando 
majoritariamente no parâmetro Q. 
• Índice do esforço (IdMt): Representa a redução do empenho do controlador, ou seja, da 
variação da variável manipulada. Nesse caso, ele atua, primariamente, no parâmetro R. 
• Índice de rejeição do(s) distúrbio(s) (IS0): O último índice representa a redução do 
efeito promovido pelo distúrbio no desempenho do sistema. 
Nesse cenário, define-se para cada índice um valor final desejado e um parâmetro de 
penalização, sendo que esse último é adicionado possibilitando a customização do problema de 
otimização, incentivando o usuário a determinar os objetivos de maior relevância. 
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Nesse caso, descreve-se a função FT do problema de sintonia de acordo com a Equação 
4.2, na qual os parâmetros w e I* são os pesos e os valores desejados de cada índice, 
respectivamente: 
𝐹𝑇 = 𝑤𝑆𝑇 ∗ (𝐈𝐒𝐭 − 𝐈𝐒𝐭
∗ )2 + 𝑤𝑑𝑀𝑇 ∗ (𝐈𝐝𝐌𝐭 − 𝐈𝐝𝐌𝐭
∗ )2  + 𝑤𝑆0 ∗ (𝐈𝐒𝟎 − 𝐈𝐒𝟎
∗ )2           (𝐸𝑞𝑢𝑎çã𝑜 4.2) 
 Embora a ideia de substituir a sintonia dos termos do controlador pelo ajuste dos 
parâmetros de penalização de cada índice possa parecer contraditório, o problema acaba sendo 
mais intuitivo, uma vez que cada um desses se relaciona com uma ação específica. Além disso, 
as funções de sensibilidade, antes de serem calculadas, são devidamente escalonadas, visando 
facilitar a interatividade na decisão dos valores. 
 Nesse caso, cada índice e a função de sensibilidade que os define podem ser descritos, 
além dos seus valores esperados. Vale ressaltar que, para obtenção das funções de sensibilidade 
do controlador e do sensor, é considerado a solução analítica explícita pela Equação 3.11 e, por 
isso, uma das considerações na metodologia é a de não haver imposição de restrições. A Tabela 
4.1 representa cada ação, em conjunto com as metas atribuídas às essas: 
Tabela 4.1– Funções de sensibilidade utilizadas na metodologia. 
 
 As minimizações do erro e do esforço seguem o mesmo raciocínio que aquele 
desenvolvido na revisão. O índice ISt serve como uma medida de comparação entre a saída e a 
referência do sistema e, nesse caso, deseja-se que seus valores sejam iguais e sua relação, 
consequentemente, igual à um. Já no caso do esforço de controle, é esperado que esse seja o 
menor possível, justificando o valor desejado de zero. 
 Em relação ao índice de rejeição de distúrbios, é comum ditar que a minimização desse 
deve ser o foco do problema de sintonia (FRANCISCO ET AL., 2011;MACIEJOWSKI, 2002), 
Tipo Índice Função (FI) Meta da função (I*) 


































sendo que esse princípio é aplicado como base para sua determinação. Vale ressaltar, porém, 
que esse parâmetro atua visando a minimização do efeito do distúrbio tanto no erro quanto no 
esforço apresentado pelo sistema, e por isso deve ser calculado considerando ambos, sendo 
esses descritos na tabela 4.1. Nesse caso, o valor final atribuído ao índice IS0 encontra-se 
descrito na equação 4.3 e considera a soma das ações descritas. 
𝐈𝑺𝟎 = 𝐈𝑺𝟎
𝐴 + 𝐈𝑺𝟎
𝐵                                                                                                             (𝐸𝑞𝑢𝑎çã𝑜 4.3) 
Uma vez definidas, as funções de sensibilidade se apresentam como mecanismos 
adequados para representação da dinâmica do processo. Para a realização desse objetivo, 
porém, pode-se obter a resposta em frequência desses sistemas, o que permite avaliar como as 
funções se comportam diante das variações dos parâmetros do controlador.  
 As frequências submetidas estarão no intervalo entre 0 e ωcrit, sendo que o último se 
refere à frequência máxima que o sistema pode apresentar. Esse valor é facilmente encontrado 
pela Equação 4.4, na qual, se a frequência introduzida fosse maior que o resultado apresentado, 
o fenômeno de aliasing, na qual não é possível distinguir o sinal oscilatório devido à limitação 




                                                                                                                           (𝐸𝑞𝑢𝑎çã𝑜 4.4) 
 O comportamento do índice ISt é calculado então no intervalo de operação referido na 
Equação 4.5, que demonstra a integração da resposta em frequência. Porém, o índice IdMt deverá 
ser calculado através da equação 4.6, que insere na fórmula o valor do ganho da função GP 
(representado pela variável T/E). O objetivo dessa mudança é de garantir a simetria de 
magnitude entre os parâmetros ISt e IdMt, uma vez que a relação entre as variáveis de saída e de 
entrada (relacionadas com estes índices, respectivamente) é determinada pelo ganho da função 
























             (𝐸𝑞𝑢𝑎çã𝑜 4.6) 
Além disso, como o sistema descrito irá trabalhar com distúrbios conhecidos, uma 
variação da forma de cálculo de ambos os termos IS0 é proposto através da Equação 4.7, que 
recomenda o cálculo do índice feito em um ponto específico do espectro de frequências (ωdist), 
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correspondente àquela do distúrbio. Vale ressaltar que, semelhante ao feito no cálculo de IdMt, 
iremos inserir na fórmula o parâmetro T/D, que visa também a simetria entre os índices que 
representam o distúrbio e o erro do sistema. O cálculo aplicado encontra-se detalhado na 
equação 4.8, no qual os valores máximos de ISt e IS0 são comparados para definir o valor de 
relação. 
𝐈𝐒𝟎 =  𝑇/𝐷 ∗ |𝐹𝐼𝑆0(𝑗𝜔𝑑𝑖𝑠𝑡)|                                                                                            (𝐸𝑞𝑢𝑎çã𝑜 4.7) 











                                                     (𝐸𝑞𝑢𝑎çã𝑜 4.8) 
 As funções descritas podem ser aplicadas para o cenário SISO, no caso de distúrbio 
conhecido. Os índices são calculados exatamente como descritos, sendo que o valor obtido são 
escalares. Nesse caso, é simples relacioná-los com as metas, restando apenas a resolução do 
problema de otimização. Antes de promover as simulações na qual a metodologia será testada, 
será feito primeiramente alguns estudos que visam compreender o comportamento dos índices 
diante dos parâmetros R e Q e da resposta em frequência. Espera-se que os resultados permitam 
a compreensão de como a sintonia é promovida pelo método e possam ser utilizados para 
validá-lo. 
 Uma vez que o problema SISO apresenta poucos parâmetros e um design relativamente 
simples, a minimização do parâmetro FT e, consequentemente, a obtenção dos parâmetros de 
penalização pode ser feita utilizando o algoritmo de minimização “fmincon” do software 
MATLAB®, que se apresenta como uma forma confiável de aplicar a otimização do sistema, 
sendo utilizado em outros projetos de sintonia de controladores MPC (Yamashita; Zanin et al., 
2016). Para esse trabalho, foi utilizado o software MATLAB® versão R2018a. 
4.2. Sistema MIMO 
Nesse novo problema, a presença de várias variáveis de entrada e de saída proporcionam 
um aumento na complexidade do problema. No caso MIMO, deve-se considerar a forma como 
as variáveis de entrada são acopladas ao sistema e como as variáveis controladas são afetadas 
por essas, o que costuma se tornar consideravelmente difícil devido à não-linearidade e 
incerteza comumente presentes (ABDUL-ADHEEM; IBRAHEEM, 2019; Roy et al., 2019). 
Considerando essas características do sistema MIMO, sugere-se que sejam feitas 
algumas alterações em relação ao problema SISO para acomodar as diferenças descritas.  
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4.2.1. Problema de sintonia para sistema MIMO 
O cenário MIMO, devido ao fato de lidar com propriedades matriciais, não pode ser 
tratado igualmente como no contexto SISO. Por isso, para promover a conversão dos índices 
em formato escalar, é proposto a utilização da ferramenta SVD para mensurar a energia contida 
nas variáveis do processo. A Equação 4.9 exemplifica o cálculo do problema de sintonia para 
sistemas MIMO com n entradas e saídas, sendo σ os valores singulares da matriz obtida. 








                                                              (𝐸𝑞𝑢𝑎çã𝑜 4.9) 
É comum que a quantificação da energia seja feita pela norma H∞, que é equivalente ao 
valor singular do processo de maior medida (Lam et al., 2015; Ahamad et al., 2017). Entretanto, 
esse método foi descartado uma vez que essa consideração pode resultar no desprezo de valores 
singulares de módulo absoluto próximo ao máximo, não representando uma medição adequada 
do conjunto de elementos do sistema. 
4.2.2. Índice de estabilização (Iest) 
Um dos maiores problemas do sistema MIMO é a dificuldade em sintonizar o 
controlador de forma que nenhuma variável seja priorizada em relação à outra. Ou seja, se o 
sistema tiver n variáveis controladas, a sintonia deveria garantir que cada uma delas sejam 
alteradas em intensidades e direção similares pelo controlador, sem favorecer a minimização 
de um erro específico de maneira diferente de outra. 
Portanto, para atingir esse objetivo, foi proposta uma alteração na equação 4.2 através 
da inserção de um quarto índice de peso único igual, nomeado índice de estabilidade (Iest). O 
novo cálculo da função FT que deverá ser minimizado pelo problema de sintonia é apresentado 
na equação 4.10.  









2                                                (𝐸𝑞𝑢𝑎çã𝑜 4.10) 
 Esse novo parâmetro deverá ser utilizado para comparar os estados de energia das 
variáveis de entrada e de saída tanto do controlador quanto do processo, calculadas pelas 
equações 3.19 e 3.20, para definir os valores adequados que garantem um comportamento 
padronizado do sistema. Os cálculos descritos pelas equações são realizados através dos vetores 
39 
 
singulares obtidos pela SVD das matrizes que representam a atuação do controlador e do 
processo. 
Uma vez que o novo parâmetro objetiva o equilíbrio de potenciais entre as variáveis de 
saída e de entrada, cada um desses conjuntos deve ser analisado separadamente. No primeiro 
caso, tem-se que os valores dos erros das variáveis controladas deveriam impactar o 
comportamento do sistema em intensidades semelhantes entre si. Para garantir que esse objetivo 
seja atingido, pode-se utilizar a função de sensibilidade descrita na equação 4.11, que relaciona 
o erro com a saída do problema. Nessa, os termos UCP, VCP e SCP representam as matrizes de 




= 𝐺𝐶𝐺𝑃 = 𝑈𝐶𝑃𝑆𝐶𝑃𝑉𝐶𝑃                                                                                                     (𝐸𝑞. 4.11) 
Aplicando a equação 3.20, pode-se obter os estados de energia dos erros na função de 
sensibilidade descrita (EUCP), obtendo uma quantificação dos impactos de cada uma no sistema. 
O objetivo, nesse caso, seria garantir que os valores desses fossem idênticas entre si, proibindo 
que o sistema priorize uma variável controlada acima de outra. O índice de estabilidade é, então, 
concebido de forma a forçar esta igualdade, e o parâmetro IestA é calculado pela equação 4.12, 






𝐴 = 10 ∗ (
max(𝐸𝑢𝐶𝑃)
min(𝐸𝑢𝐶𝑃) 









           (𝐸𝑞. 4.12) 
 As variáveis manipuladas do processo também são avaliadas de forma a padronizar seu 
comportamento para atender o balanço do sistema. Porém, diferente das variáveis controladas, 
o impacto que cada entrada promove já é determinada pelo processo, sendo necessário alterar 
esse para balancear os estados de energia. 
 Para essa situação, é sugerido uma estratégia diferente: ao invés de forçar um esforço 
de controle similar entre as variáveis de entrada, deseja-se que a relação dos estados de energia 
das variáveis de entrada determinadas pelo controlador seja inversamente proporcional àquela 
do impacto de cada entrada. Em outras palavras, se EyC define os estados de energia da saída 
do controlador (calculados aplicando a equação 3.19 na função de transferência do controlador), 
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e que EuP define o mesmo, porém para a entrada do processo (calculados aplicando a equação 






                                                                                                                     (𝐸𝑞𝑢𝑎çã𝑜 4.13)  
O índice Iest é utilizado, então, para forçar que a equação 4.13 seja pelo menos 

























− 1|| ≥ 0,02 
𝐈𝐞𝐬𝐭







− 1|| < 0,02
          (𝐸𝑞. 4.14) 
 O valor final do índice de estabilidade é calculado pela soma de ambos os valores 
obtidos através das equações 4.12 e 4.14, sendo então inserido no problema geral de forma a 
garantir que sua minimização incentivará a estabilização das variáveis múltiplas presentes no 
sistema. Equação 4.15 descreve o cálculo final do índice em questão. 
𝐈𝐞𝐬𝐭 = 𝐈𝐞𝐬𝐭
𝐴 + 𝐈𝐞𝐬𝐭
𝐵                                                                                                              (𝐸𝑞𝑢𝑎çã𝑜 4.15) 
4.2.3. Minimização utilizando a otimização por enxame de partículas. 
Por causa da complexidade do problema MIMO, a aplicação da minimização do sistema 
aplicando o comando “fmincon”, assim como promovido no caso SISO torna-se pouco 
confiável. Nesse caso, o problema é solucionado utilizando a técnica da otimização por enxame 
de partículas, que ao invés de analisar a minimização de um único ponto, analisa o 
comportamento de uma população de dados, o que permite-o  a superar obstáculos geralmente 
presenciados em métodos mais simples, como mínimos locais. 
O método tem encontrado aplicações na sintonia de controladores MPC, atuando não 
apenas em parâmetros de penalização (Derouiche et al., 2016), mas também no problema de 




5. SIMULAÇÃO DO PROCESSO (METODOLOGIA) 
5.1. Caso SISO 
Antes de promover a sintonia do caso SISO descrito nessa seção, é importante notar que 
esse será utilizado anteriormente para a realização de uma análise de magnitude e estabilidade 
dos índices da metodologia proposta em função da frequência. O objetivo desse procedimento 
é facilitar a compreensão do comportamento destes parâmetros em relação ao estado do sistema, 
especialmente no caso do índice IS0, cujo resultado dependerá do valor da frequência de 
oscilação do distúrbio presente. 
Cada modelo aplicado no projeto foi obtido a partir da simulação de um problema 
característico no campo da engenharia química. No caso SISO, será imaginado o controle do 
nível de um tanque CSTR, sendo que a variável manipulada será a válvula de abertura da 
tubulação de saída. A relação entre parâmetros de entrada e saída do processo pode ser 
exemplificado pela Equação 5.1, na qual L é a altura do conteúdo, Fo a vazão de entrada, A é a 











2                                                                                                       (𝐸𝑞𝑢𝑎çã𝑜 5.1) 
 O modelo obtido pode ser simulado para obter uma função de transferência que 
represente o sistema, sendo que, nesse caso, a Equação 5.2 é obtida para um processo no qual 
o valor de Cv varia entre 0 e 100%, e o nível do tanque L está necessariamente contido no 
intervalo de 0 a 1,4 metros. É possível notar que as dimensões da variável controlada e 
manipulada não são as mesmas. Como é desejado que a metodologia trabalhe com proporções 
similares, principalmente na realização da sintonia, será feito o escalonamento de todas as 
variáveis, de forma que elas possam ser descritas em porcentagem. Nesse caso, o sistema será 




 [𝑚 %⁄ ]                                                                                            (𝐸𝑞𝑢𝑎çã𝑜 5.2) 









 [% %⁄ ]                                       (𝐸𝑞𝑢𝑎çã𝑜 5.3) 
 Na determinação do desenvolvimento da curva de referência, optou-se por uma 
tendência exponencial, seguindo algo similar à uma função de primeira ordem. Esse conceito 
tem sido empregado em trabalhos anteriores e tem mostrado um aumento em eficiência e 
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desempenho de processos (YAMASHITA ET AL., 2016). O distúrbio aplicado no sistema é 
descrito pela Equação 5.4 e seu comportamento, oscilatório, apresentado na Equação 5.5. 




 [% %⁄ ]                                                                                               (𝐸𝑞𝑢𝑎çã𝑜 5.4) 
𝑑(𝑡) = 50 ∗ sin(𝜔𝑡)                                                                                                       (𝐸𝑞𝑢𝑎çã𝑜 5.5) 
 A Tabela 5.1, nesse caso, descreve o cenário físico aplicado para o processo descrito, 
sendo que test é o tempo de estabilização da curva de referência (tempo aproximado para atingir 
95% da alteração desejada) e tsim é o tempo total da simulação. 
Tabela 5.1 – Cenário de simulação do sistema SISO. 
Alteração dos parâmetros de referência com o tempo 
Tempo (min) 0 24 136 200 400 
Referência (m) 1,1 0,9 1,0 1,25 1,0 
Parâmetros de referência e distúrbio 
ω=0,05 (min-1); test = 24 min; tsim=504 min; 
Parâmetros do controlador 
HC=15; HP=10; TS=8 min; 
  
As simulações são repetidas utilizando quantidades diferentes para os parâmetros de 
penalização da metodologia de sintonia do controlador, visando identificar as divergências nos 
comportamentos apresentados. Porém, os valores da Tabela 5.1 são mantidos constantes em 
todos os cenários. 
5.2. Caso MIMO 
Para o caso MIMO, o problema a ser solucionado foi inspirado em um sistema contendo 
um reator CSTR encamisado na qual ocorre uma reação irreversível de primeira ordem, descrito 
na referência (BAHITA; BELARBI, 2016). Os dados encontram-se detalhados na Tabela 5.2:  
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Tabela 5.2 – Cenário de operação do reator CSTR encamisado. 
Parâmetros Descrição Valor nominal 
V Volume do Reator 100 m³ 
CinA Concentração inicial do reagente 1 mol/L 
EA/R Energia de Ativação 8*103 K 
ko Velocidade da reação 7,2*1010 min-1 
TinA Temperatura de entrada do reagente 350 K 
Tjo Temperatura de entrada do refrigerante 250 K 
ΔH Calor de reação -2*105 cal / mol 
Cp, CpC Capacidades caloríficas 1 cal/(g*K) 
ρ, ρC Densidades 103 g/L 
hA Coeficiente de transferência de calor 7*105 cal/(min*K) 
 
 No caso descrito, os objetos de controle são a concentração do reagente A (CA) e a 
temperatura no reator (T), sendo que as variáveis manipuladas são as vazões de entrada no 
tanque (FinA) e na camisa (Fjo). O modelo matemático do sistema envolve os balanços de massa 
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𝐹𝑗𝑜(𝑡) [1 − 𝑒𝑥𝑝 (
−ℎ𝐴
𝐹𝑗(𝑡)𝜌𝐶𝐶𝑝𝐶
)] [𝑇𝑗𝑜(𝑡) − 𝑇(𝑡)]             (𝐸𝑞𝑢𝑎çã𝑜 5.7) 
O cenário descrito é simulado na extensão Simulink® do software MATLAB® para 
obtenção das funções de transferência a partir da linearização do sistema utilizando variações 
degrau, e o modelo do sistema não escalonado é exemplificado pela matriz descrita na Equação 
5.8, na qual a ordem das variáveis é concentração e temperatura do reator no caso das 
controladas, e vazão do tanque e da camisa para as manipuladas. Já o distúrbio do processo 
apresenta a função de transferência representada na Equação 5.9 e o comportamento 













 𝐺𝑃(𝑠) = [
𝐺11 𝐺12
𝐺21 𝐺22
]        
𝐺11 = 0,514 ∗
8,58 ∗ 10−3𝑠2 + 0,284𝑠 + 1
1,18 ∗ 10−2𝑠3 + 0,223𝑠2 + 1,022𝑠 + 1
𝐺12 = 4,38 ∗ 10
−3 ∗
0,865𝑠2 − 0,135𝑠 + 1
1,18 ∗ 10−2𝑠3 + 0,223𝑠2 + 1,022𝑠 + 1
𝐺21 = 0,467 ∗
6,18 ∗ 10−2𝑠2 + 0,88𝑠 + 1
1,18 ∗ 10−2𝑠3 + 0,223𝑠2 + 1,022𝑠 + 1
𝐺22 = −0,506 ∗
5,70 ∗ 10−2𝑠2 + 0,818𝑠 + 1
1,18 ∗ 10−2𝑠3 + 0,223𝑠2 + 1,022𝑠 + 1






]                                                                                                           (𝐸𝑞𝑢𝑎çã𝑜 5.9) 
𝑑(𝑡) = 3 ∗ sin(𝜔𝑡)                                                                                                        (𝐸𝑞𝑢𝑎çã𝑜 5.10) 
 Pode-se então descrever o cenário de simulação do sistema através da Tabela 5.3, 
utilizando o mesmo conceito aplicado na formulação da tabela anterior.  
Tabela 5.3 – Cenário de simulação do sistema MIMO. 
Alteração dos parâmetros de referência com o tempo (1=Concentração; 2=Temperatura) 
Tempo (min) 0 300 330 500 550 750 900 1100 1200 1350 1450 
Referência 1 
(mol/L) 
0,88 0,88 0,92 0,92 0,83 0,83 0,96 0,96 0,96 0,85 0,89 
Referência 2 (K) 290 305 305 275 275 300 300 265 310 275 275 
Parâmetros de referência e distúrbio 
ω=0,05 (min-1); test1 = test2=60 min; tsim=1500 min; 
Parâmetros do controlador 
HC=3; HP=2; TS=5 min; 
 
Mais uma vez, as simulações são repetidas variando apenas os valores dos parâmetros 
de penalização da função FT, visando mensurar o impacto de cada uma no sistema. Essa etapa 




6. RESULTADOS E DISCUSSÕES 
6.1.  Caso SISO 
O cenário SISO será utilizado para verificar se a aplicação dos índices na metodologia 
proposta promove os resultados esperado. A partir da confirmação desses dados, é possível 
iniciar o processo de sintonia de um controlador mais complexo, como será utilizado no caso 
MIMO.  
6.1.1. Análise dos índices e diagramas de Bode: 
Antes de promover a simulação do caso SISO, esse será utilizado de forma a validar e 
compreender o comportamento da metodologia de sintonia diante de alterações nos parâmetros 
Q e R. Nesse caso, primeiramente será estudado a magnitude e a resposta em frequência dos 
índices que representam as funções de sensibilidade utilizadas pelo método 
No caso da magnitude, pode-se obter uma visualização gráfica de como os índices atuam 
na sintonia do sistema através de um gráfico destacando a relação entre esses e os parâmetros 
de penalização R e Q. O sistema SISO com um distúrbio definido descrito em seguida pode ser 









   
 Primeiramente, é possível comparar o efeito das matrizes de penalização no valor final 
de cada índice. Nas figuras 6.1 até 6.4, foram feitos cálculos da diferença entre cada um dos 





Figura 6.1 – Valor do índice ISt em relação aos parâmetros de penalização R e Q. 
 Na figura 6.1, percebe-se que o índice ISt é diminuído com o aumento do parâmetro Q 
e a redução do R, sendo que seu objetivo é quantificar o erro natural apresentado pelo sistema. 
Nesse caso, quando o índice Ist é minimizado, ele prioriza a penalização do erro, através do 
incremento do parâmetro Q, e menospreza aquele relacionado ao esforço de controle, 
decrementando o parâmetro R. 
 
Figura 6.2 – Valor do índice Idmt em relação aos parâmetros de penalização R e Q. 
Por outro lado, na figura 6.2 o contrário é observado, pois o índice Idmt, que em contraste 
ao ISt, prioriza o esforço de controle, é minimizado com o aumento do parâmetro R e a 
47 
 
diminuição de Q, forçando o sistema a apresentar uma consideração maior para a variação das 
variáveis de entrada. 
 
Figura 6.3 – Valor do índice IS0 em relação aos parâmetros R e Q (ω=0,1 rad/s). 
 
Figura 6.4 – Valor do índice IS0 em relação aos parâmetros R e Q (ω=0,37 rad/s). 
Embora os outros índices tenham mantido uma relação trivial com os parâmetros de 
penalização, IS0 apresenta uma relação única. Uma vez que esse considera o impacto do 
distúrbio tanto no erro quanto no esforço do controlador, sua relação com as variáveis R e Q 
dependerá exclusivamente da forma como essa atua no sistema. 
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Na figura 6.3, percebe-se que o índice ISo atua em favor da minimização do erro, 
aumentando o parâmetro Q para minimizar o valor da função FT. Porém, na figura 6.4, o 
contrário é observado, e a minimização do esforço se torna a nova prioridade do índice. A única 
diferença entre as duas simulações foi o valor da frequência do distúrbio, mostrando como esse 
desempenhará um papel fundamental na forma como a metodologia deverá desempenhar a 
sintonia do problema. 
Uma vez compreendido a forma como a magnitude é alterada durante a sintonia, foram 
obtidos os diagramas de Bode de cada um dos índices relacionados com a metodologia. Essa 
análise é feita para detalhar o comportamento dos índices com os diversos valores de 
frequência, além de providenciar a informação necessária para que a tendência promovida pela 
minimização desses indicadores seja esclarecida. As figuras 6.5 até 6.8 resumem os resultados 
obtidos. Nesses gráficos, foram traçadas quatro curvas de resposta em frequência, sendo que 
cada uma representa uma configuração dos parâmetros de penalização na qual Q foi mantido 
em um valor constante e R foi alterado: 
 
Figura 6.5 – Diagrama de Bode para o índice ISt. 
 A figura 6.5 detalha a forma como o índice de minimização do erro se comporta com a 
frequência. Como visto antes, o valor desejado para esse é de um (ou zero decibéis), o que o 
sistema apresenta para frequências baixas. Para valores maiores, porém, o índice se afasta do 
set-point, indicando um afastamento entre os valores de saída e de referência. Percebe-se, 
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também, que a curva se mantém mais próxima do valor desejado quanto maior for Q em relação 
a R, assim como era esperado, uma vez que o primeiro prioriza a penalização do erro no sistema. 
 
Figura 6.6 – Diagrama de Bode para o índice IdMt. 
 Na figura 6.6, percebe-se que um comportamento semelhante ao do índice de 
minimização do erro é apresentado. Porém, diferente desse, o parâmetro IdMt, cujo objetivo é 
ser o menor possível, aumenta em magnitude com o aumento da frequência, e apresenta 
resultados melhores quando o parâmetro R é maior que Q, assim como é percebível analisando 
o diagrama para valores de frequência maiores. 
Os diagramas de Bode para o parâmetro IS0, diferente daqueles apresentados pelos 
outros índices, mostraram que o comportamento desse não segue uma lógica contínua. Tanto 
na figura 6.7, relacionada ao afastamento do set-point, quanto a seguinte, que quantifica o 
esforço adicionado pelo distúrbio, aumentam com a frequência até um determinado ponto, a 




Figura 6.7 – Diagrama de Bode para o índice IS0A (relacionado ao erro). 
 
Figura 6.8 – Diagrama de Bode para o índice IS0B (relacionado ao esforço). 
 Análises adicionais mostram que esse comportamento condiz com a realidade do 
sistema, como é possível ver na figura 6.9, que resume simulações feitas mantendo-se a 
referência constante e aplicando a mesma configuração, alterando-se apenas a frequência do 
distúrbio presente. A tabela 6.1 resume os resultados mostrados na imagem mostrando os 
valores da integral do quadrado do erro (ISE), da ISV (Integral Square Variation), cujo cálculo 
encontra-se descrito na equação 6.1, além dos parâmetros R e Q aplicados. 
51 
 
𝐼𝑆𝑉 = ∫ ∆𝑢2𝑑𝑡
𝑡𝑠𝑖𝑚
0




                                                                         (𝐸𝑞𝑢𝑎çã𝑜 6.1) 
 Tabela 6.1 – Resultados das simulações com distúrbios de frequências diferentes. 
Parâmetros Simulação 1 Simulação 2 Simulação 3 Simulação 4 
R 9998,89 
Q 516,84 
Frequência 0,01 0,1 0,25 0,37 
ISE 0,61 15,75 7,89 5,99 
ISV 0,06 1,96 2,01 1,81 
 
 
Figura 6.9 – Comportamento da variável controlada diante de distúrbios com 
frequências diferentes. 
Os resultados mostram como o erro do sistema apresenta-se mais significativo em um 
ponto específico (frequência = 0,1) ao invés de apresentar um acréscimo ou decréscimo 
característico, o que condiz com o comportamento ressaltado pelo diagrama de Bode do 
parâmetro IS0. Isso prova que o índice apresenta uma representação adequada do efeito que o 
distúrbio aplica no sistema, e pode servir de base para determinar valores de sintonia desejados 
para os parâmetros de penalização do controlador. 
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6.1.2. Índice do erro (ISt):  
Nessa seção, será analisado se o índice atinge a meta de promover a minimização do 
erro. Nesse caso, após realizar a simulação utilizando o valor de wST=1 e os valores wSO=wdMt=0,  
será comparado o resultado obtido com aquela de uma simulação padrão (R=Q=1). Vale 
ressaltar que para as simulações dessa seção, a sintonia foi obtida utilizando o comando 
“fmincon” atuando com uma restrição para obtenção de valores entre 10-3 e 104. 
Os resultados detalhados nas figuras 6.10 e 6.11 demonstram que, com a ativação do 
índice de minimização do erro, o sistema foi capaz de operar de acordo com a referência, 
apresentando o comportamento esperado. Para avaliar o método mais detalhadamente, a Tabela 
6.2 mostra os valores da integral do quadrado do erro (ISE), além dos parâmetros Q e R. 
 




Figura 6.11 – Resposta do sistema sintonizado para wSt=1. 
Tabela 6.2 – Resultados comparativos da simulação antes e após minimização do erro. 
Parâmetros Simulação Padrão Sintonia para wSt=1 
R 1 0,991 
Q 1 9999,01 
ISE 24,729 2*10-6 
  
Ao ativar o parâmetro wSt na sintonia, o sistema promove a redução do erro ao priorizar 
a sua penalização, assim como demonstrado com o aumento do parâmetro Q e da minimização 
do ISE, provando a atuação esperada do método sob as condições descritas. 
6.1.3. Índice do esforço (Idmt): 
 Serão comparadas as respostas da simulação obtidas para valores de wdMt de 0, 0,25, 0,5, 
1 e 3, sendo que o valor de wST será 1 e de wS0 é 0 em todos os casos, exceto no último, onde 
apenas o índice do esforço será considerado na sintonia. Os resultados dessa comparação estão 
presentes na Tabela 6.3.  
54 
 
Tabela 6.3 – Resultados comparativos da simulação com diferentes valores de wdMt. 
Simulação R Q ISE ISV 
[wST; wS0; wdMt] = [1; 0; 0] 0,991 9999,010 2*10
-6 147,466 
[wST; wS0; wdMt] = [1; 0; 0,25] 9995,398 1758,290 96,223 28,952 
[wST; wS0; wdMt] = [1; 0; 0,5] 9986,574 738,236 172,840 20,270 
[wST; wS0; wdMt] = [1; 0; 1] 9998,375 299,706 309,124 13,915 
[wST; wS0; wdMt] = [1; 0; 3] 9996,884 66,865 789,356 7,125 
[wST; wS0; wdMt] = [0; 0; 1] 9998,533 0,008 5948,759 4*10
-6 
  
Os resultados nos permitem afirmar que a inclinação do índice em minimizar o esforço 
promovido pelo sistema foi satisfeita com o incremento do parâmetro wdMt, através de uma 
redução consistente do módulo de ISV. Porém, deve-se também analisar se a relação entre os 
parâmetros ISt e IdMt estão devidamente padronizados, garantindo a praticidade do uso da 
metodologia. Nesse caso, pode-se comparar os valores de ISE e ISV em cada simulação com os 
valores obtidos para esses nos casos onde a minimização do erro e do esforço, respectivamente, 
foram completamente desprezados (ou seja, no caso do erro, na simulação onde wSt=0, e no 
caso do esforço, wdMt=0). A tabela 6.3 mostra os valores obtidos para essa comparação: 
Tabela 6.4 – análise relativa da simulação com diferentes valores de wdMt. 
Valores máximos de ISE e ISV 
ISE 5948,759 
ISV 147,466 
Simulação ISE (% valor máximo) ISV (% valor máximo) 
[wST; wS0; wdMt] = [1; 0; 0,25] 1,62 19,63 
[wST; wS0; wdMt] = [1; 0; 0,5] 2,91 13,75 
[wST; wS0; wdMt] = [1; 0; 1] 5,20 9,44 
[wST; wS0; wdMt] = [1; 0; 3] 13,27 4,83 
 
O resultado mostra que para a sintonia com importância iguais para a minimização do 
erro e do esforço resultou em valores relativos de ISE e ISV próximos um do outro, 
simbolizando que ambas as ações estão sendo consideradas pelo método de forma similar. Isso 
indica que o objetivo de manter uma padronização nos parâmetros de penalização no problema 
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de sintonia, facilitando a interação com o usuário, aparenta estar sendo respeitada pela 
metodologia. 
 Para possibilitar o paralelo visual, a Figura 6.12 relata a resposta obtida pelo sistema 
após a sintonia no cenário com maior penalização do esforço (wdMt=3), sendo que na Figura 
6.13 é mostrado uma comparação entre este e o comportamento resultado da utilização única 
do índice do erro. Nesse, é possível notar a redução na intensidade de variação com o aumento 
do peso wdMt, facilmente visualizada ao atentar-se para a amplitudes dos picos gerados. 
 




Figura 6.13 – Variação do valor e da variação da entrada do sistema em função do 
tempo para os cenários [wST, wS0, wdMt] = [1; 0; 0] e [wST, wS0, wdMt] = [1; 0; 3]. 
6.1.4. Índice de rejeição de distúrbio 
Por último, será verificado o índice de rejeição de distúrbios. O conceito desse é de 
promover a melhoria do sistema sob a influência do problema servo e regulatório 
simultaneamente, favorecendo a minimização do erro ou do esforço, dependendo de qual 
promover a melhor minimização. Nesse sentido, será aplicado ao sistema diferentes valores de 
frequência no qual o distúrbio atuará e será verificado o seu impacto nos parâmetros ISE e ISV. 
Espera-se que aquele que for relativamente mais afetado seja a prioridade da minimização do 
índice IS0. 
Todas as simulações serão feitas com os parâmetros wSt e wdMt iguais à um. Para cada 
frequência descrita na seção 6.1.1 (frequências de 0,01/ 0,1/ 0,25/ 0,37), serão feitas duas 
sintonias, uma considerando o peso wS0=1, e outra considerando-o nulo. Espera-se que a 
introdução do índice IS0 promova uma melhoria relativa em um dos parâmetros (erro ou esforço) 
melhor que o comprometimento relativo causado no segundo. Em outras palavras, espera-se 
que o decréscimo relativo de um desses seja maior que o acréscimo relativo causado no outro. 
A Tabela 6.4 demonstra detalhadamente os resultados obtidos nas simulações. É 
possível verificar que o índice foi capaz de promover uma melhoria em todos os casos 
aplicados, sendo capaz de auxiliar o parâmetro mais comprometido pelo distúrbio sem 
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promover uma alteração de intensidade similar ou maior no outro. Isso é confirmado uma vez 
que em todos os casos, o decréscimo de uma das variáveis (ISE e ISV) superou o acréscimo 
causado no segundo. 
Tabela 6.5 – Resultados comparativos da simulação com diferentes valores e estratégias 
de wS0. 
Frequência 
ISE (antes / após 
inserção de IS0) 
ISV (antes / após 





0,01 760,539 / 672,276 36,633 / 37,796 -11,61 +3,17 
0,1 6264,687 / 6524,353 375,223 / 343,758 +4,14 -8,39 
0,25 2873,464 / 3324,097 379,372 / 226,869 +15,68 -40,20 
0,37 2167,522 / 2602,853 342,338 / 187,832 +20,08 -45,13 
 
6.2. Caso MIMO 
No caso do cenário MIMO, serão avaliados a capacidade do método ao ser aplicado em 
sistemas multivariáveis e como esse se comporta diante de problemas mais complexos, focando 
na determinação da eficiência e capacidade em atuar de maneira semelhante em todas as 
variáveis do processo. 
A presença de distúrbio no sistema será considerada apenas nas simulações envolvendo 
o estudo do índice IS0, sendo que nas demais, o sistema atua sem presença de perturbações 
externas, visando destacar o comportamento demais. Uma vez que a capacidade da metodologia 
em trabalhar com os limites do método de otimização foi observada no caso SISO, nesse cenário 
o algoritmo de minimização por enxame de partículas trabalhará com um limite mais restrito, 
sendo que os valores dos parâmetros são limitados para valores entre 1 e 500. 
6.2.1. Atuação individual dos índices (desconsiderando distúrbio) 
 Primeiramente, foram aplicados a metodologia de sintonia para o caso MIMO aplicando 
os índices de minimização do erro (ISt) e do esforço (IdMt) isoladamente. Esperava-se que tal 
sintonia forçasse os parâmetros R e Q aos seus valores máximos ou mínimos dependendo do 




Figura 6.14 – Resposta do sistema MIMO para o cenário [wST, wS0, wdMt] = [1; 0; 0]. 
 
Figura 6.15 – Resposta do sistema MIMO para o cenário [wST, wS0, wdMt] = [0; 0; 1]. 
A partir das figuras, é possível confirmar que cada índice promoveu seu objetivo. No 
caso da sintonia com o índice ISt, nota-se que ambas as variáveis controladas se comportaram 
de maneira praticamente igual à curva de referência, exemplificando a minimização do erro, 
enquanto no segundo caso, o esforço foi reduzido de forma que a variação das manipuladas se 
encontrava em uma ordem desprezível em comparação ao primeiro cenário, demonstrando 
como o parâmetro IdMt atuou da forma esperada.  
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Na tabela 6.5 encontram-se detalhados os resultados obtidos na simulação de ambos os 
casos, destacando como a sintonia resultou nos valores extremos determinados para as variáveis 
R e Q, assim como esperava-se que fosse feito, na minimização do erro. Para o caso de redução 
do esforço, porém, os valores de R não atingiram o valor de 500. Mesmo assim, a razão para 
tal evento encontra-se no fato de que o parâmetro FT atingiu valores menores que a precisão do 
simulador, explicando o resultado encontrado. 
Tabela 6.6 – Resultados das simulações aplicando os índices individualmente. 
Simulação R Q ISE ISV FT 





















6.2.2. Sintonia híbrida (ISt e IdMt) utilizando índice de estabilidade (Iest). 
 A seguinte seção tem como objetivo avaliar a capacidade da metodologia em 
proporcionar uma sintonia que abrange tanto a minimização do erro quanto a do esforço, de 
maneira equilibrada em relação às múltiplas variáveis do sistema e intuitiva em relação à 
aplicação dos parâmetros de penalização. A tabela 6.6 resume os resultados obtidos nas 
simulações realizadas: 
Tabela 6.7 – Resultados das simulações sem distúrbio. 
Simulação R Q ISE ISV FT 




















































 Os resultados mostram que o comportamento da metodologia atingiu vários pontos 
desejados. Em relação à performance, nota-se o aumento da relação entre minimização do erro 
em relação ao esforço promove aumento nos parâmetros Q e redução de R, ocasionando em 
uma diminuição do ISE e incremento do ISV. 
Em relação ao índice de estabilização (Iest), tem-se que seu trabalho foi notável em 
relação às variáveis controladas, podendo ser percebido uma similaridade profunda entre os 
valores de ISE obtidos tanto para y1 quanto para y2 em todas as simulações feitas. Em relação 
às manipuladas, é possível perceber que a influência de u1 sobre o sistema é maior que de u2. 
Isso é explicado quando se leva em conta que as entradas impactam o sistema com intensidades 
distintas, e que o índice leva esse fato em consideração na hora de promover a sintonia. 
Para melhor visualização, observa-se os valores dos estados de energia para as variáveis 
de entrada da função de transferência do processo. Nesse caso, observamos os seguintes 
valores: 
𝐸𝑢1 = 0,5405 
𝐸𝑢2 = 0,1751 
 O resultado revela que a primeira entrada possui um impacto maior no sistema em 
relação à segunda, indicando que, caso essas sofressem uma variação idêntica nos seus valores, 
a primeira apresentaria um impacto maior nas variáveis de saída do processo. Isso significa que 
a segunda variável teria que, logicamente, apresentar um esforço de controle maior para 
apresentar a mesma performance, o que foi observado nos resultados obtidos na sintonia através 
do parâmetro ISV2.  
 As figuras 6.16 a 6.20 demonstram os resultados gráficos das simulações descritas na 
tabela 6.6, sendo perceptível no conjunto dessas como a relação dos parâmetros de penalização 




Figura 6.16 – Resposta do sistema MIMO para o cenário [wST, wS0, wdMt] = [0,25; 0; 1]. 
 




Figura 6.18 – Resposta do sistema MIMO para o cenário [wST, wS0, wdMt] = [1; 0; 1]. 
 




Figura 6.20 – Resposta do sistema MIMO para o cenário [wST, wS0, wdMt] = [1; 0; 0,25]. 
6.2.3. Sintonia completa com distúrbio presente: 
Por último, é realizado a sintonia do sistema com a introdução do problema servo. Nesse 
caso, o funcionamento do índice IS0 será avaliado para o caso MIMO, sendo que se espera que 
esse promova a suavização na variação dos parâmetros mais afetados pelo distúrbio. Assim 
como no caso anterior, a sintonia será realizada para quatro valores de frequências diferentes, e 
os resultados são exemplificados nessa seção. 
Primeiramente, a configuração obtida na seção anterior para os pesos de [wST, wS0, wdMt] 
= [1; 0; 1] foi reaplicada para os cenários com distúrbio em todas as frequências estudadas. Os 
resultados são simplificados na tabela 6.7, na qual são comparados os valores de ISE e ISV 
obtidos com aqueles resumidos no caso sem problema regulatório. 
Tabela 6.8 – Comparação entre a performance dos sistemas com e sem distúrbio. 
Frequência (ω) ISE ISV 
Incremento [ISE1/ ISE2; 
ISV1/ ISV2] 
Sem distúrbio [394,72; 310,56] [223,74; 993,74] [0/0; 0/0] 
ω = 0,01 [485,22; 382,52] [232,86; 1204,36] [90,50/71,96; 9,12/210,62] 
ω = 0,1 [478,76; 382,96] [585,58; 1211,03] [84,04/72,40; 361,84/217,29] 
ω = 0,25 [432,41; 347,87] [1023,52; 1175,19] [37,69/37,31; 799,78/ 181,45] 




 A partir desses resultados, pode-se fazer alguns paralelos em relação ao observado no 
caso SISO. Por exemplo, pode-se notar que os valores de ISE sofrem um aumento significativo 
com a adição do distúrbio, mas acabam diminuindo com o aumento de ωdist. Por outro lado, os 
valores de ISV variam para as duas variáveis de entrada. No caso da primeira, apenas aumenta, 
e para a segunda, apresenta um pico para a frequência de ω=0,1. 
 Com isso em mente, foram realizados a sintonia do sistema considerando todos os pesos 
em intensidades iguais (i.e. [wST, wS0, wdMt] = [1; 1; 1]) para definir a performance do índice de 
distúrbio. Os resultados são detalhados nas figuras 6.21 até 6.24, descrevendo o comportamento 
das sintonias realizadas para cada frequência de distúrbio. Em conjunto com os gráficos, as 
tabelas 6.8 e 6.9 demonstram uma descrição dos principais resultados adquiridos: 
 




Figura 6.22 – Resposta da sintonia do sistema para ω = 0,1. 
 




Figura 6.24 – Resposta da sintonia do sistema para ω = 0,37. 
Tabela 6.9 – Valores de sintonia para os casos simulados. 
Frequência (ω) R Q Variação em % [R1/ R2; Q1/ Q2] 
Sem distúrbio [6,98; 133,44] [116,66; 500,00] [0/0; 0/0] 
ω = 0,01 [5,43; 123,34] [115,04; 496,22] [-22,21%/-7,57%; -1,38%/-0,76%] 
ω = 0,1 [9,53; 147,84] [117,00; 496,66] [36,53%/10,79%; 0,29%/-0,67%] 
ω = 0,25 [10,21; 152,33] [118,00; 499,89] [46,28%/14,16%; 1,15%/ -0,02%] 
ω = 0,37 [4,45; 77,74] [65,34; 278,97] [-36,25%/-41,74%; -43,99%/-44,21%] 
 















































A tabela 6.8 detalha a tendência no comportamento do índice IS0 quando esse é 
adicionado no sistema. É possível notar que para as menores frequências, o valor de R acaba 
sendo reduzido, visando favorecer a minimização do erro. Porém, com o aumento da 
frequência, a tendência se inverte e o esforço se torna o foco da minimização. Esse padrão é 
compatível com aquele observado na tabela 6.7, no qual os valores de ISE diminuem com a 
frequência, diferente de ISV. 
Os resultados da tabela 6.9, em boa parte, sustentam o comportamento observado nos 
dados anteriores, mostrando variações semelhantes entre esses. Porém, um detalhe importante 
a se notar foi a incapacidade do sistema em promover a redução do parâmetro ISV1 de forma 
proporcional ao aumento apresentado por esse, mesmo com o valor de R1 sendo favorecido em 
relação aos outros parâmetros para frequências a partir de ω = 0,1. Isso possivelmente ocorre 
devido ao efeito dos outros índices, sendo possível obter uma resposta mais aprimorada com o 
aumento do parâmetro wS0. De qualquer forma, o parâmetro IS0 alterou o sistema na direção 




Neste projeto, foi proposto uma estratégia de sintonia de controladores MPC, na qual 
funções de sensibilidade do sistema foram utilizadas para este fim. O método obtém três índices 
de ação diferenciadas: Minimização do erro, do esforço e rejeição dos distúrbios, cujas 
influências na metodologia são determinadas através dos parâmetros de penalização sendo 
sintonizados. Os apontadores refletem a integral da resposta em frequência das funções de 
sensibilidade, e são comparadas com um valor de meta.  
O método é aplicado em um cenário SISO, apresentando resultados que satisfazem os 
objetivos determinados. O índice de minimização de erro promoveu uma aproximação efetiva 
entre a variável controlada e a referência. A penalização do esforço não só realizou a redução 
da variação da variável controlada, mas também mostrou uma relação de proporção adequada 
com o primeiro apontador, uma vez que sua atuação se tornou visível conforme os valores 
desses se aproximaram um do outro. Finalmente, a rejeição do distúrbio foi incentivada com a 
aplicação do devido índice, garantindo a focalização da ação de controle na variável mais 
prejudicada pelo distúrbio. 
No cenário MIMO, os conceitos de valores singulares foram utilizados visando facilitar 
a obtenção de resultados que englobassem múltiplas variáveis, obtendo os estados de energia 
de todo o sistema. Além disso, foi introduzido um índice extra que visava garantir que esses 
estados se relacionassem de forma a garantir um comportamento equilibrado entre as entradas 
e saídas do processo. Os resultados obtidos para essa etapa destacaram a capacidade da 
metodologia em compreender as variáveis mais afetadas pelo processo e promover a sintonia 
de formar a considerar o balanceamento no controle do processo. 
A metodologia apresentou características que a destacam em relação a métodos 
semelhantes presentes na literatura. A customização e a praticidade presenciadas garantem que 
essa obtenha resultados eficientes sem prejudicar o custo computacional ou necessitar de um 
banco de dados extenso do sistema e de forma a englobar diversos cenários possíveis. Além 
disso, o método abrange uma consideração universal para as ações de controles descritas, 
garantindo a obtenção de resultados adequados aos objetivos do usuário. 
Embora a capacidade da metodologia foi comprovada, percebe-se que essa ainda pode 
ser aprimorada. Temos que no caso MIMO, observou-se que uma das variáveis manipuladas 
foi significativamente alterada pela introdução do distúrbio, mas que a aplicação do índice IS0, 
embora tenha promovido a diminuição do esforço da variável em questão, não promoveu uma 
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diminuição tão acentuada quanto esperada. Incentiva-se nesse caso que o estudo da relação 
entre os problemas servos e regulatórios seja realizado no contexto da aplicação da 
metodologia, de forma a otimizar a sua aplicação. 
Nesse contexto, concluiu-se que a metodologia apresenta potencial adequado para ser 
aplicada eficientemente na sintonia de sistemas de MPC complexos de forma prática e objetiva. 
Percebe-se que os conceitos de funções de sensibilidade e valores singulares podem ser 
utilizados de forma a descrever a atuação do sistema e identificar o desvio do comportamento 
das entradas e saídas do ideal, permitindo ditar a forma como o controlador deve ser aplicado 
para balanceá-los. O foco a partir desse instante deveria ser o aprimoramento da metodologia, 
visando aplicação e alteração dessa de forma a conseguir englobar problemas mais complexos 
e que apresentem dinâmicas abstrusa.    
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8. SUGESTÕES PARA TRABALHOS FUTUROS  
O trabalho realizado nesse projeto objetivou a formulação e comprovação de uma 
metodologia de sintonia para controladores do tipo MPC e, por isso, não pode abranger todo o 
potencial e utilidades dessa, que devem ser explorados em atividades futuras. 
Um desses exemplos seria a aplicação e alteração dessa metodologia para abranger 
projetos com distúrbios e ruídos de natureza estocásticos ao invés de conhecidos, assim como 
aqueles utilizados nas simulações realizadas nesse trabalho. Esse tipo de interferência aleatória 
pode inviabilizar a aplicação de controladores MPC, além de prejudicar sua performance 
consideravelmente caso não seja considerado. Nesse caso, a mesclagem dos resultados obtidos 
com a aplicação de métodos estatísticos para solucionar o problema descrito é encorajado 
(BRADFORD; IMSLAND, 2018). 
Deve ser notado também que os processos sintonizados nesse trabalho foram casos 
típico presentes na engenharia química e possam não representar a complexidade encontrada 
em alguns sistemas contemporâneos. O intuito do projeto foi conceber uma metodologia que 
possuísse aplicabilidade na arquitetura típica de controladores preditivos. Sugere-se que para 
trabalhos futuros sejam estudadas formas de traduzir a metodologia de sintonia para sistemas 
que adaptem a aplicação de controladores preditivos para sistemas complexos, como aqueles 
relacionados à variação de ganho (Grimble; Majecki, 2018) ou a sistemas instáveis (Santana et 
al., 2020). 
Outro ponto de interesse que poderia ser expandido seria a aplicação da metodologia na 
sintonia de outros parâmetros essenciais para a aplicação adequada do controlador MPC, como 
os horizontes de controle e de predição. Embora o foco da metodologia seja a performance do 
controlador em relação à priorização dos parâmetros de pesagem, a ideia de utilizá-la em 
conjunto com outras formas de sintonia não deveria ser descartada. 
Finalmente, a metodologia foi aplicada para um sistema com números de entradas e 
saídas idênticas, além de apresentar distúrbio de frequência conhecida. A expansão do método 
para englobar distúrbios desconhecidos de comportamento variável, além de sistemas diversos 
com números de entradas e saídas diferentes, poderiam ser estudados, uma vez que a 
metodologia apresenta uma praticidade apreciável, incentivando a adaptação dessa para 
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