Consider a batch-sizing problem, where all jobs are identical or similar, and a unit processing time ( 1  p ) is specified for each job. To minimize the total completion time of jobs, partitioning jobs into batches may be necessary. Learning effect from setup repetition makes small-sized batches; on the contrary, job's learning effect results in large-sized batches. With their collaborative influence, we develop a forward dynamic programming (DP) algorithm to determine the optimal number of batches and their optimal integer sizes. The computation effort required by this DP algorithm is a polynomial function of job size.
Introduction
In practices, many companies are engaged in manufacturing a large amount of identical or similar items. Since no major difference exists among these items, machine operators can learn their skills while productively operating their machines.
As they become more proficient, their per-unit output increase. This phenomenon is known as the learning effect. Learning effect may arise from repetitions of loading and unloading items, controlling and operating machines, reading data, and so on. With the consideration of learning effects from setups and jobs, scheduling jobs on a single machine to minimize their total completion time is our concern.
Consider a series of identical jobs 1, 2, …, N that are available for processing on a single machine at time zero where preemption is prohibited. Whereas the jobs are identical or similar, their processing times are, without loss of generality, assumed to be unit processing time ( 1  p ). Jobs are partitioned into batches that are initiated with a job-and sequence-independent setup time. A job in a batch cannot be transferred until all jobs in this batch are completed, which is called batch-availability (Santos and Magazine, 1985) or batch-flow (Dobson et al., 1987) . Considering the minimization of total completion time of jobs, large-sized batches can reduce setup times, while small-sized batches can lower the completion times of batches. This kind of tradeoff is a critical concern in batch scheduling.
In relaxing the integrality constraint on batch sizes, Santos and Magazine (1985) and Dobson et al. (1987) formulated two functions to decide the optimal number of batches and their optimal batch sizes. To cope with the crucial restriction that batch sizes must be integers, Naddef and Santos (1988) and Coffman et al.(1989) respectively. However, Shallcross (1992) noted that the above two algorithms were not actually polynomial-time in terms of the input size that was the sum of the logarithms of the input parameters, including the number of jobs, the common processing time and the setup time. So, Shallcross presented a solution method with a running time polynomial in the logarithms of the number of jobs, the common processing time and the setup time. Recently, Mosheiov et al. (2005) derived another algorithm that was simpler and more intuitive than Shallcross's.
Over the past ten years, many researchers have sought to incorporate the learning effect into scheduling problems. Biskup (1999) , Cheng and Wang (2000) , Mosheiov (2001a, b) , Mosheiov and Sidney (2003) , Yang and Chand (2007) considered the learning effect of jobs under the scenario that job processing times are unnecessary to be unit and no setup is required before processing jobs. The recent research on the topic of learning effect includes Wang and Xia (2005) , Wang (2006 Wang ( , 2007 , Wang and Cheng (2007) , and Yang (2006a, 2006b) . Comparatively, Mosheiov and Oron (2006) addressed a single machine batch scheduling problem, where jobs of unit processing times are initiated with batch-dependent setup times. To the best of our knowledge, none of the above studies examines learning effects of setups and jobs
simultaneously, yet it should be justifiable for batch scheduling that the learning effect could arise from setups and jobs at the same time due to their repetitions. As a result, we intend to investigate the aggregative influence of learning effects relating to setups and jobs on single machine. In the next section, we first build some rules, useful for searching the optimal number and integer sizes of batches under the learning effects of setups and jobs simultaneously. Next, the formal steps of our searching algorithm are depicted in Section 3. Finally, this paper ends with some concluding remarks.
Preliminary
To minimize the total completion time of jobs, let m denote the optimal number of batches for the N jobs, and let i n denote the optimal number of jobs assigned to
. A constant setup time that is not necessarily an integer, denoted by S , is incurred for initiating a batch. Without imposing an integer constraint on batch sizes, Santos and Magazine (1985) and Dobson et al. (1987) have proved that
First, it is noted in (2.2) that the batch sizes are decreasing with batch index i . This result keeps hold when integer batch sizes or/and batch-dependent setup times are considered (Mosheiov et al., 2005; Mosheiov and Oron, 2006) . Furthermore, Mosheiov et al. (2005) also have shown that the optimal number of batches obtained for the case of non-integer batch sizes remains optimal for that of integer batch sizes.
With accumulated learning experience from the repetitions of setup operations and job processing, setup times and job processing times decrease as a function of the number of their repetitions. As in Yang and Chand (2007), we assume that the setup time of the i -th batch and the processing time of the j -th completed job (job j for short) are formulated by
Our task is to find the optimal number of batches and the optimal integer size of each batch so that the total completion time of jobs is minimized. This means that our problem can be described as follows:
On account of l is used as a slack variable to convert the inequality to equality constraints.
The Lagrangian of problem (P2) is as follows: 
Taking first derivatives with respect to
The fact that function 
, the minimum contribution of the first w jobs when they are batched into  batches is referred to as 
The Forward DP Algorithm
Before developing our DP algorithm based on (2.4) and (2.5), we first establish the following rules to cut back the required computational effort. The proof for Rule 1 is provided in Appendix A. As for Rule 2 and 3, they are quite intuitive, so their proofs are trivial and omitted.  batches cannot be a sub-batching for an optimal batching solution. In consequence, we can denote
According to Rule1, the possible range of u taken into consideration for (2.4)
can be further confined to
that Rule 2 is transitive. With these rules, a forward DP algorithm is designed as below.
Step 0. 1
Step
and then record its corresponding ) ,
, and let
(by Rule 2).
END FOR
Step 2. 1   w w .
IF:
ELSE: Return to Step 1.
, we can say the complexity of our dynamic
The following example illustrates the algorithm in detail.
. With these data, the above algorithm is executed as below.
As 
Conclusion
We code our dynamic programming in C+ language to derive some insights into the impacts of setup time, setup learning effect and job learning effect on batch sizes.
Fixing job size at 100  N , we vary the ranges of experimental factors as shown below to make some comparisons: , 0.152, 0.323, 0.515, 0 .737}, which correspond to setup learning rates 1 (i.e., no learning), 0.9, 0.8, 0.7, 0.6 (very quick learning), respectively.
 b ={0, 0.152, 0.323, 0.515, 0.737}, which correspond to job learning rates 1, 0.9, 0.8, 0.7, 0.6, respectively.
[Insert Table 2] As Table 2 demonstrates, the batch size decreases with increasing factor a ; in particular, longer setup time amplifies the gap of batch sizes between 0  a and 0.737. This outcome consists with the practical concept that short setup times result in small batches. At a first glance, Table 2 average batch sizes (7.14, 10.00, 14.29, 20.00, 33.33), we can acquire their average batch processing times as 7.14, 5.81, 4.66, 3.55, and 3.18, respectively. In consequence, we can make a conclusion that the learning effect from jobs can reduce batch processing times, which is the same as the learning effect of setups.
This study investigates a single machine batching problem with learning effects of setups and jobs simultaneously. For this problem, we build a forward DP algorithm, proved to find an optimal batching solution in a polynomial time of N . Extended from this study, parallel machines may be another manufacturing environment to explore the learning effects of setups or/and jobs.
Appendix A. Proof of Rule 1
From (2.5), we derive for 
