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DENSITY OF SMOOTH FUNCTIONS IN VARIABLE
EXPONENT SOBOLEV SPACES
THANASIS KOSTOPOULOS AND NIKOS YANNAKAKIS
Abstract. We show that if p− ≥ 2, then a sufficient condition for the density
of smooth functions with compact support, in the variable exponent Sobolev
space W 1,p(·)(Rn), is that the Riesz potentials of compactly supported func-
tions of Lp(·)(Rn), are also elements of Lp(·)(Rn). Using this result we then
prove that the above density holds if (i) p− ≥ n or if (ii) 2 ≤ p− < n and
p+ <
np−
n−p−
. Moreover our result allows us to give an alternative proof, for
the case p− ≥ 2, that the local boundedness of the maximal operator and
hence local log-Ho¨lder continuity imply the density of smooth functions with
compact support, in the variable exponent Sobolev space W 1,p(·)(Rn).
1. Introduction
Let Ω be an open subset of Rn. In what follows p : Ω → (1,∞) is a measurable
function, such that
1 < p− = ess inf
x∈Ω
p(x) ≤ p+ = ess sup
x∈Ω
p(x) < +∞ .
The variable exponent Lebesgue space Lp(·)(Ω) is defined as the function space
containing all measurable functions f on Ω, such that
̺p(·)(f) =
∫
Ω
|f(x)|p(x) dx <∞ .
Equipped with the norm
‖f‖p(·) = inf
{
λ > 0 : ̺p(·)(f/λ) ≤ 1
}
,
the space Lp(·)(Ω) becomes a separable and reflexive Banach space.
The variable exponent Sobolev space W 1,p(·)(Ω) is defined as
W 1,p(·)(Ω) =
{
f ∈ Lp(·)(Ω) : Dif ∈ L
p(·)(Ω) , 1 ≤ i ≤ n
}
,
where by Dif we denote the i-th distributional partial derivative of f .
The space W 1,p(·)(Ω) equipped with the norm
‖f‖1,p(·) = ‖f‖p(·) +
n∑
i=1
‖Dif‖p(·)
is also a separable and reflexive Banach space.
Recently variable exponent Lebesgue and Sobolev spaces have attracted a lot
of attention, mainly due to their use in PDE’s and variational problems with non-
standard growth (two celebrated applications being the modelling of electrorheo-
logical fluid and image processing).
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An important difference between classical and variable exponent Sobolev spaces
was pointed out quite early by V. Zhikov. In particular in [13] he showed that
non-regularity of the Lagrangian involved in a certain variational problem has a
striking implication: smooth functions are not dense in the corresponding variable
exponent Sobolev space. Note that variable exponent Lebesgue spaces are not
translation invariant and hence convolution, being the main tool in the classical
case, cannot be taken for granted.
Since then many researchers have tried to overcome this problem. First D.
Edmunds and J. Rakosnik in [5] used a local monotonicity condition that allowed
smoothing by convolution with an appropriately chosen anisotropic kernel.
A decisive step towards the understanding of the problem was made by the
introduction of the so-called log-Ho¨lder continuity. Recall, see [2, Definition 2.2],
that a function p : Ω → R is called locally log-Ho¨lder continuous on Ω, if there
exists c0 > 0, such that
|p(x)− p(y)| ≤
c0
− log(
∣∣x− y|) ,
for all x, y ∈ Ω, with |x− y| < 1/2.
S. Samko in [11], L. Diening in [4] and D. Cruz-Uribe with A. Fiorenza in [1]
proved independently that local log-Ho¨lder continuity is sufficient for the density
of smooth functions, their success depending on that under this assumption some
of the useful properties of convolution “survive”. Note that a deeper reason why
local log-Ho¨lder continuity is sufficient is that it implies the local boundedness of
the maximal operator, which in its turn guarantees density see [2, Theorems 6.14
and 6.17].
V. Zhikov returned to the problem in [14] and proved that a weaker, than log-
Ho¨lder, modulus of continuity will suffice. We should mention here that V. Zhikov
avoided the problematic convolution by using the fact that approximation by Lip-
schitz functions in the corresponding variable exponent Sobolev space is sufficient
for the density of smooth ones.
Finally, P. Hasto in [8] and X. Fan et al. in [6] proved independently that a
combination of the monotonicity condition of D. Edmunds and J. Rakosnik in [5]
with local log-Ho¨lder continuity implies the required density.
Our main result in this paper is that if p− ≥ 2, then a sufficient condition for
the density of C∞0 (R
n) in W 1,p(·)(Rn) is
(1) I1(f) ∈ L
p(·)(Rn) ,
for any compactly supported function f ∈ Lp(·)(Rn), where I1(f) is the Riesz
potential of f . Recall that the Riesz potential I1(f) of a function f is defined by
I1(f)(x) = c
∫
Rn
f(x− y)
|x− y|n−1
dy ,
with c being a positive constant, depending on n, which will be defined in the
sequel.
Note that if p(·) is constant, then the boundedness of the maximal operator in
Lp(Rn), implies that (1) is always true for compactly supported functions, see [2,
Proposition 6.22 and Remark 6.23].
Applying the above we are able to present two density results: the first one
guarantees that the following conditions
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(i) p− ≥ n or
(ii) 2 ≤ p− < n and p+ ≤
np−
n−p−
are sufficient for density. We should mention here that (i) and (ii) are frequently
used in the context of variable exponent Sobolev spaces, see for example [3, Lemma
8.2.14].
The second one states that if p− ≥ 2, then the local boundedness of the maximal
operator implies density and consequently, as we mentioned above, so does local
log-Ho¨lder continuity. Hence, under the restriction p− ≥ 2, we have an alternative
proof of this important result.
Concluding, it seems interesting that two apparently unrelated types of results,
the first concerning the relation of the exponent to the dimension of the space and
the second concerning its regularity, are both justified by the same source: the
“nice” behavior of the Riesz potential of functions with compact support. It is
our hope that this fact may shed some additional light to the understanding of the
subtle problem of density of smooth functions in variable exponent Sobolev spaces.
2. Preliminaries
In this section we present some results that we will need in the sequel. For more
details concerning variable exponent function spaces, we refer the interested reader
to the books [2] and [3].
We begin by a result that can be found in [3, Theorem 3.3.11]. In what follows
the notation X →֒ Y means that X is continuously embedded into Y , i.e. X ⊆ Y
and there exists c > 0 such that
‖x‖Y ≤ c‖x‖X , for all x ∈ X .
Theorem 2.1. Let p, q, r be measurable functions on Ω, with p ≤ q ≤ r ≤ ∞ a.e.
in Ω. Then
Lp(·)(Ω) ∩ Lr(·)(Ω) →֒ Lq(·)(Ω) .
The next result is useful, since it allows us to work with bounded and compactly
supported functions.
Theorem 2.2. [3, Corollary 9.1.4] Bounded Sobolev functions with compact support
are dense in
W 1,p(·)(Rn) .
We will also use the following integral representation of W 1,1(Rn) functions. In
what follows by ωn we denote the volume of the unit ball of R
n.
Lemma 2.3. [7, Lemma 7.14] Let f ∈ W 1,1(Rn). Then
f(x) =
1
nωn
∫
Rn
n∑
i=1
(xi − yi)Dif(y)
|x− y|n
dy , a.e. in Rn .
Finally, if 0 < α < n, the Riesz potential of a locally integrable function f is
defined by
Iα(f)(x) =
1
γ(α)
1
|x|n−α
∗ f =
1
γ(α)
∫
Rn
f(x− y)
|x− y|n−α
dy ,
where
γ(α) = πn/22α
Γ(α2 )
Γ(n−α2 )
.
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It is known, see for example [12, Theorem 1, p. 119], that if f ∈ Lp(Rn), then
(2) Iα(f) ∈ L
np
n−αp (Rn) .
It is important to notice, as we have already mentioned in the Introduction, that
variable exponent functions spaces are not translation invariant. In fact, transla-
tions are bounded on Lp(·)(Ω), see [3, Proposition 3.6.1], if and only if the variable
exponent p(·) is constant. An immediate consequence of this, is the “failure of
convolution”, meaning that Young’s inequality does not in general hold.
3. Main result
It is well-known, see for example [10, p.23], that if f is a rapidly decreasing
continuous function then
lim
α→0+
Iα(f)(x) = f(x) , for all x ∈ R
n .
In the next lemma we show that a similar thing holds also for Lp(Rn) functions,
with compact support, as long as p ≥ 2.
Lemma 3.1. Let p ≥ 2. If f ∈ Lp(Rn) and has compact support, then
lim
α→0+
Iα(f) = f, in L
2(Rn).
Proof. Since p ≥ 2 and f has compact support we have that
f ∈ L
2n
n+2α (Rn) ,
for all 0 < α < n. Let
cα = π
−α/2Γ(
α
2
)
and
gα = cn−α
1
|x|n−α
∗ f .
By (2) the functions gα belong to L
2(Rn). Thus if we additionally assume that
α < n/2, then using [9, Corollary 5.10] we have that
(3) cα|k|
−αf̂(k) = ĝα(k),
where f̂ , ĝα are the Fourier transforms of f and gα respectively.
Since ‖ĝα‖2 = ‖gα‖2 we get that,∫
Rn
|cα|k|
−αf̂(k)|2dk =
∫
Rn
|gα(k)|
2dk .
Hence
(4) (2π)−2α
∫
Rn
|f̂(k)|2
|k|2α
dk =
∫
Rn
|(Iαf)(k)|
2dk .
If α < 1/2 and taking in mind that f is also in L1(Rn) (so its Fourier transform is
in L∞(Rn)), we have that
|f̂(k)|2
|k|2α
≤ χB(0,1)(k)
‖f̂‖2∞
|k|
+ χB(0,1)c(k)|f̂ (k)|
2 .
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Since the right-hand side of the above inequality is an L1-function, taking limits
in (4) and using the dominated convergence theorem we have that
(5) lim
α→0+
∫
Rn
|(Iαf)(k)|
2dk =
∫
Rn
|f̂(k)|2dk =
∫
Rn
|f(k)|2dk .
On the other hand from (3) we get that
Îα(f)(k) =
2−α
πα
f̂(k)
|k|α
.
Multiplying both sides by
¯̂
f and integrating, we have∫
Rn
̂Iα(f)(k)f̂(k) dk =
2−α
πα
∫
Rn
|f̂(k)|2
|k|α
dk .
Then using Parseval’s formula we get that∫
Rn
Iα(f)(k)f(k) dk =
2−α
πα
∫
Rn
|f̂(k)|2
|k|α
dk.
As before, it is easy to see that |f̂(k)|
2
|k|α is bounded by an L
1-function and thus taking
limits and using the dominated convergence theorem again we have that
(6) lim
α→0+
∫
Rn
Iα(f)(k)f(k)dk =
∫
Rn
|f̂(k)|2dk =
∫
Rn
|f(k)|2dk.
Hence by (5) and (6) we have that ‖Iα(f)‖L2 → ‖f‖L2, 〈Iα(f), f〉 → ‖f‖L2, where
by 〈·, ·〉 we denote the inner product of L2(Rn). So Iα(f) → f in L
2(Rn), as
α→ 0+. 
The next lemma provides us with a useful tool in order to approximate a Sobolev
function with compactly supported smooth ones.
Lemma 3.2. There exists a sequence (gλ), λ > 1, of functions in C
∞
0 (R
n), which
are 0 in the ball B(0, 1λ), 1 in B(0, λ)\B(0,
2
λ) and 0 in R
n\B(0, 2λ), such that their
first derivatives are bounded by the function c1|x| , where c1 is a positive constant.
Proof. We consider the functions
f(x) =
{
e−
1
x−1 , if x > 1
0 , if x ≤ 1
and
ψ(x) =
f(x)
f(x) + f(3− x)
.
The denominator is always different from zero, the first derivative of f is continuous
and bounded, so the first derivative of ψ is continuous and bounded. Then defining
ψλ on R
n, with
ψλ(x) = ψ(λ|x|)
we have that
0 < ψλ(x) < 1 , if
1
λ
< |x| <
2
λ
ψλ(x) = 0 , if |x| ≤
1
λ
ψλ(x) = 1 , if |x| ≥
2
λ
.
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It is easy to see that ψλ ∈ C
∞(Rn) and its first derivatives are bounded by the
function c1|x| , for some positive constant c1. Analogously, we construct the functions
ψ′λ(x) ∈ C
∞(Rn), with
ψ′λ(x) = ψ(
|x|
λ
)
and
0 < ψ′λ(x) < 1 , if λ < |x| < 2λ
ψ′λ(x) = 0 , if |x| ≤ λ
ψ′λ(x) = 1 , if |x| ≥ 2λ,
which have their derivatives bounded by a constant c.
It can be easily seen that the functions
gλ = ψλ(1− ψ
′
λ)
have the desired properties and hence the proof is completed. 
Our main result is the following.
Theorem 3.3. Let p− ≥ 2 and assume that
I1(f) ∈ L
p(·)(Rn) ,
for any f ∈ Lp(·)(Rn), with compact support. Then C∞0 (R
n) is dense in W 1,p(·)(Rn).
Proof. Let f be a function in W 1,p(·)(Rn). By Theorem 2.2, without loss of gener-
ality, we may assume that f is bounded and has compact support. Fix 1 ≤ i ≤ n
and consider the sequence of functions
ωiλ(x) =
∫
Rn
gλ(y)
yi
|y|n−
1
λ2
Dif(x− y)dy,
where gλ are as in Lemma 3.2 and λ ∈ N. The functions gλ(y)yi|y|
−n+ 1
λ2 are in
C∞0 (R
n) and Dif ∈ L
1 has compact support. Thus ωiλ ∈ C
∞
0 (R
n). We will show
that the |ωiλ|’s are bounded above by an L
p(·)-function. We have that
|ωiλ(x)| =
∣∣ ∫
Rn
gλ(y)
yi
|y|n−
1
λ2
Dif(x− y)dy
∣∣
≤
∫
Rn
gλ(y)|y|
1
λ2
|y|n−1
∣∣Dif(x− y)dy∣∣
≤
∫
B(0,2λ)
|y|
1
λ2
|y|n−1
∣∣Dif(x− y)dy∣∣.
where we have used Lemma 3.2 in the last step. Using the fact that (2λ)
1
λ2 < 2,
for every λ > 1, we have that
|ωiλ(x)| ≤ cI1(|Di(f)|) .
But Di(f) has compact support and hence by hypothesis I1(|Di(f)|) belongs to
Lp(·)(Rn).
Next we will prove that a subsequence of {ωiλ}, converges to the function
fi(x) =
∫
Rn
yi
|y|n
Dif(x− y)dy , a.e in R
n .
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We have that ∣∣ωiλ(x)− fi(x)∣∣ =∣∣ ∫
Rn
(
gλ(y)|y|
1
λ2 − 1
) yi
|y|n
Dif(x− y)dy
∣∣
≤
∫
Rn
∣∣gλ(y)|y| 1λ2 − 1∣∣
|y|n−1
∣∣Dif(x− y)∣∣dy
≤
∫
Rn
∣∣gλ(y)|y| 1λ2 − gλ(y)∣∣
|y|n−1
∣∣Dif(x− y)∣∣dy + ∫
Rn
∣∣gλ(y)− 1∣∣
|y|n−1
∣∣Dif(x− y)∣∣dy
Since the support of gλ is in the ring ∆(
1
λ , 2λ), taking the L
2-norm for the first
term and using the convolution theorem, we have
( ∫
Rn
∣∣ ∫
Rn
∣∣gλ(y)(|y| 1λ2 − 1)∣∣
|y|n−1
|Dif(x− y)|dy
∣∣2dx) 12 ≤
≤
( ∫
Rn
∣∣ ∫
∆( 1
λ
,2λ)
||y|
1
λ2 − 1|
|y|n−1
|Dif(x− y)|dy
∣∣2dx) 12
≤ ‖Dif‖L2
∫
∆( 1
λ
,2λ)
||x|
1
λ2 − 1|
|x|n−1
dx .
Using polar coordinates we may see that the last integral converges to 0, as λ→∞.
Also, for the second term, we have∫
Rn
|gλ(y)− 1|
|y|n−1
|Dif(x− y)|dy
≤
∫
B(0, 2
λ
)
|Dif(x− y)|
|y|n−1
dy +
∫
Rn\B(0,λ)
|Dif(x− y)|
|y|n−1
dy
But, by the convolution Theorem,∫
Rn
∣∣ ∫
Rn
χB(0, 2
λ
)(y)
|y|n−1
∣∣Dif(x− y)∣∣dy∣∣dx ≤ ‖Dif‖L1 ∫
B(0, 2
λ
)
dx
|x|n−1
.
Also ∫
Rn\B(0,λ)
|Dif(x− y)|
|y|n−1
dy ≤ λ1−n‖Dif‖L1 .
So, using a subsequence if necessary, the second term tends to zero a.e as well.
Hence
|ωiλ(x)− fi(x)| → 0 ,
a.e., as λ→∞.
Using this, the fact that |ωiλ| is bounded by an L
p(·)-function and the dominated
convergence theorem for Lp(·)-spaces, we have that
(7)
∥∥ωiλ − fi∥∥Lp(·) → 0 , as λ→∞ ,
for all 1 ≤ i ≤ n.
As we have said in the Preliminaries, f can be written as
1
nωn
n∑
i=1
fi .
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From this and (7), we get that
∥∥ n∑
i=1
1
nωn
ωiλ − f
∥∥
Lp(·)
→ 0 , as λ→∞ .
Now, if we were able to prove that Dj
(∑n
i=1
1
nωn
ωiλ
)
, for 1 ≤ i, j ≤ n, is bounded
above by an Lp(·)-function, then from the above convergence, it would follow that
∥∥Dj( n∑
i=1
1
nωn
ωiλ
)
−Djf
∥∥
Lp(·)
→ 0 , as λ→∞ .
To this end using Lemma 3.1, we have that
(8)
∫
Rn
|Dif(x− y)|
|y|n−
1
λ2
dy → |Dif(x)| , a.e in R
n .
Lemma 3.2 then gives
|Djω
i
λ(x)| =∣∣ ∫
Rn
Dj
(
gλ(y)
) yi
|y|n−
1
λ2
Dif(x− y)dy +
∫
Rn
(
gλ(y)
)
Dj
( yi
|y|n−
1
λ2
)
Dif(x− y)dy
∣∣
≤ (n+ 3)
∫
Rn
|Dif(x− y)|
|y|n−
1
λ2
dy
≤ (n+ 3)
∫
B(0,1)
|Dif(x− y)|
|y|n−
1
λ2
dy + (n+ 3)
∫
Rn\B(0,1)
|Dif(x− y)|
|y|n−1
dy .
The second term is bounded by the Riesz potential of an Lp(·)(Rn) function and
hence by hypothesis it is in Lp(·)(Rn). The sequence∫
B(0,1)
|Dif(x− y)|
|y|n−
1
λ2
dy
is increasing in λ and bounded by the convolution
1
|x|n−
1
λ2
∗Dif .
Thus by (8) it is bounded by |Dif(x)|, which is a function in L
p(·)(Rn). Hence
|Djω
i
λ| is bounded by an L
p(·)(Rn)-function. So
Dj
( n∑
i=1
1
nωn
ωiλ
)
is bounded by an Lp(·)(Rn)-function too.
Concluding, we have shown that
∥∥ n∑
i=1
1
nωn
ωλ − f
∥∥
Lp(·)
→ 0 , as λ→∞
and ∥∥Dj( n∑
i=1
1
nωn
ωiλ
)
−Djf
∥∥
Lp(·)
→ 0 , as λ→∞
and these two facts lead us to the desired result.

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4. Density results involving the dimension of the space
Our first application of Theorem 3.3 shows that if the exponent dominates the
dimension of the space, then we have density. Note that this also answers affirma-
tively a question posed by P. Hasto in [8], for Ω = Rn.
Theorem 4.1. If p− ≥ n, then C
∞
0 (R
n) is dense in W 1,p(·)(Rn).
Proof. Let f ∈ Lp(·)(Rn) be a function with compact support. Since p− ≥ 2 we
have that
f ∈ L
2n
n+2 (Rn)
and hence by what we have said in the Preliminaries I1(f) ∈ L
2(Rn).
On the other hand since p− ≥ n and f has compact support, we have that
f ∈ Lq(Rn), for any q ≤ n. Choosing q < n such that nqn−q ≥ p+ we have that
I1(f) ∈ L
nq
n−q (Rn).
Combining the above we get that
I1(f) ∈ L
2(Rn) ∩ L
nq
n−q (Rn) ,
which by Theorem 2.1 implies that I1(f) ∈ L
p(·)(Rn). Using Theorem 3.3 we have
that C∞0 (R
n) is dense in W 1,p(·)(Rn). 
If p− < n one has to impose some restriction on p+ as well. In particular we
have the following.
Theorem 4.2. If 2 ≤ p− < n and p+ ≤
np−
n−p−
, then C∞0 (R
n) is dense in
W 1,p(·)(Rn).
Proof. Let f ∈ Lp(·)(Rn) be a function with compact support. As before by the
fact that p− ≥ 2 we have that I1(f) ∈ L
2(Rn).
Also, by (2)
I1(f) ∈ L
np
−
n−p
− (Rn) .
So
I1(f) ∈ L
2(Rn) ∩ L
np
−
n−p
− (Rn)
and thus by Theorem 2.1 we have that I1(f) ∈ L
p(·)(Rn). The result follows again
by Theorem 3.3. 
5. Density results involving the maximal operator
Given f ∈ L1loc(R
n), then Mf , the Hardy-Littlewood maximal function of f , is
defined for any x ∈ Rn, by
Mf(x) = sup
Q∈x
1
|Q|
∫
Q
|f(y)| dy ,
where the supremum is taken over all Q ⊂ Rn that contain x and whose sides are
parallel to the coordinate axes, see [2, Definition 3.1].
Unlike the classical case the maximal operator is not necessarily bounded in
Lp(·)(Rn). For our purpose local boundedness is enough: in particular we say that
the maximal operator is locally bounded in Lp(·)(Rn) if for every bounded open
subset Ω of Rn, the maximal operator is bounded in Lp(·)(Ω), see [2, Definition
6.13]. We have the following
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Theorem 5.1. If p− ≥ 2 and the maximal operator is locally bounded in L
p(·)(Rn),
then C∞0 (R
n) is dense in W 1,p(·)(Rn).
Proof. Let f ∈ Lp(·)(Rn) with compact support. Using an argument similar to that
of [2, Proposition 6.22], we have that
‖I1(f)‖p(·) ≤ c‖f‖p(·) ,
where the constant c > 0 depends on the bound of the maximal operator on the
support of f and also on its diameter. Hence using Theorem 3.3 we get the required
result. 
Remark 5.2. Note that as in [2, Proposition 6.22] we could have assumed that the
maximal operator is locally bounded in Lp
′(·)(Rn), where as in the classical case
1
p(x) +
1
p′(x) = 1, for all x ∈ R
n.
A sufficient condition for the local boundedness of the maximal operator is local
log-Ho¨lder continuity, see [2, p. 246]. Hence by Theorem 5.1 we have the following
Theorem 5.3. If p− ≥ 2 and p is locally log-Ho¨lder continuous, then C
∞
0 (R
n) is
dense in W 1,p(·)(Rn).
Remark 5.4. As we have already mentioned in the introduction our approach in
order to assure the validity of Theorem 5.3 provides us with an alternative proof of
this important result, when p− ≥ 2.
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