






















A Note on the Interpretation of Distributed Delay
Equations
Philip Doldo
Center for Applied Mathematics
Cornell University
657 Rhodes Hall, Ithaca, NY 14853
pmd93@cornell.edu
Jamol Pender
School of Operations Research and Information Engineering
Center for Applied Mathematics
Cornell University




Distributed delay equations have been used to model situations in which there
is some sort of delay whose duration is uncertain. However, the interpretation of a
distributed delay equation is actually very different from that of a delay differential
equation with a random delay. This work explicitly highlights this distinction as it is
an important consideration to make when modeling delayed systems in which the delay
can take on several values.
1 Introduction
Delay differential equations (DDEs) are often used to model systems in which some sort of
time delay is present. While much of the literature on DDEs is concerned with models that
have constant delays, a significant portion of the literature considers models in which the
delay can vary randomly as it is realistic in many applications that the delay present in a
system may not always be the same. One way in which this randomness has been modeled in
the literature is through distributed delay equations, which can roughly be viewed as DDEs
where the delayed terms in the model form an expectation. For example, the DDE that we
1
may genuinely be interested in understanding could be
•
u(t) = α · u(t−∆) (1.1)
where ∆ is some nonnegative random variable and the corresponding distributed delay equa-
tion which would be analyzed is
•
u(t) = α · E[u(t−∆)] (1.2)
where the expectation is over the distribution of the random variable ∆ and we note that this
reduces to a multi-delay differential equation when ∆ has a discrete probability distribution.
Examples of work that has analyzed distributed delay equations include [4, 14, 13, 11, 2, 9, 6,
7, 10, 8, 12, 1, 3, 5]. However, many of these works use distributed delay equations in a way
that is misleading. Consider the following quote from [8] which references a distributed delay
equation model: ”But many biological and physical events, such as regeneration, recovery
period from a disease, or signal conduction, may not take exactly the same time in each
instance. Hence model (2) can be further improved by including a distribution of delays”.
This quotation from [8] makes it seem that the delay that they want to model, such as a
regeneration or recovery period, is not a constant event and is in some sense random. Thus,
they propose to use distributed delay models to capture the impact of this randomness.
We will show below that ignoring how we capture this randomness can lead to incorrect
dynamical systems models.
When analyzing some random process such as the u(t) in Equation 1.1, it is often useful
to try to understand the mean dynamics of the system which can experimentally be approx-
imated by sampling many realizations of the random process and averaging. We believe that
it is important to make it clear that the information obtained from sampling is not the same
as the information obtained by analyzing a distributed delay equation as an explicit mention
of this distinction is absent from the literature and should be considered when justifying
which models to use to describe systems with random delays. In this brief paper we focus
on clarifying this distinction and discussing the interpretations of sampling and distributed
delay equations. We hope to elucidate when it is appropriate to use a distributed delay in
equation in modeling random phenomena.
1.1 Sampling DDEs with a Random Delay
In this section, we briefly discuss what it means to sample a DDE that has a delay which
is a random variable. That is, we will discuss what it means to sample solutions v(t) to the
DDE
•
v(t) = α · v(t−∆) (1.3)
where ∆ is a nonnegative random variable. We can view the solution v(t) as a random
variable for which a given realization of depends on a realization of ∆. Thus, to sample
realizations of v(t), we will sample realizations of ∆ and solve DDEs corresponding to each
sample value of ∆.
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Suppose we sample M realizations of the random variable ∆ and for the ith sample it




(t) = α · v(i)(t−∆(i)) (1.4)
which can be solved to obtain v(i)(t), for i = 1, ...,M . We denote the sample mean of these












By the strong law of large numbers (of course, noting that our samples are i.i.d.), we know
that
vRM (t) → E[v(t)] a.s. as M → ∞
where v(t) is the solution to
•
v(t) = α · v(t−∆)
and the expected value is over the distribution of the random variable ∆. We thus note that
vR(t) = E[v(t)] almost surely. If we define vδ(t) to be the solution to
•
vδ(t) = α · vδ(t− δ)
for some constant δ ≥ 0, then we see that (almost surely)





where we are assuming that f∆ is the probability density function (which, for simplicity, we
are assuming exists) corresponding to the nonnegative random variable ∆.
Ultimately, it is clear that understanding the sample mean of solutions is a valid approach
to understanding the mean dynamics of the solution to Equation 1.3.
1.2 Discrete Random Delay and Distributed Delay Equations
In this section we will explicitly showcase the distinction between sampling DDEs and dis-
tributed delay equations in a discrete setting. Let ∆ be a discrete random variable so that
∆ = ∆i with probability pi for i = 1, ..., m. Consider the following (deterministic) delay
differential equations.
•
v1(t) = α · v1(t−∆1) (1.7)
•
v2(t) = α · v2(t−∆2) (1.8)
...
•
vm(t) = α · vm(t−∆m) (1.9)
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(t) = α · v(i)(t−∆(i)), i = 1, ...,M.
Each of the M samples will correspond to one of the m DDEs listed in Equations 1.7-1.9. Let
Mi be the number of samples corresponding to vi(t) for i = 1, ..., m so that M1+ · · ·+Mm =











and we can deduce from the strong law of large numbers that
Mi
M
→ pi a.s. as M → ∞
and that
vR(t) = p1v1(t) + p2v2(t) + · · ·+ pmvm(t)






v2(t) + · · ·+ pm
•
vm(t) (1.10)
= α · [p1v1(t−∆1) + p2v2(t−∆2) + · · ·+ pmvm(t−∆m)] . (1.11)
We therefore see that this is the DDE whose solution, vR(t), corresponds to sampling solu-
tions to
•
v(t) = α · v(t−∆)
for specific realizations of the random variable ∆ and then averaging together the samples
where we know that a proportion pi of the samples will correspond to the solution to
•
vi(t) = α · vi(t−∆i)
for i = 1, ..., m (almost surely in the limit as the number of samples goes to infininty).
Alternatively, consider the distributed delay differential equation
•
vD(t) = α · E[vD(t−∆)] (1.12)
= α · [p1vD(t−∆1) + p2vD(t−∆2) + · · ·+ pmvD(t−∆m)]. (1.13)
Compare the following two delay differential equations
•
vR(t) = α · [p1v1(t−∆1) + p2v2(t−∆2) + · · ·+ pmvm(t−∆m)] (1.14)
•
vD(t) = α · [p1vD(t−∆1) + p2vD(t−∆2) + · · ·+ pmvD(t−∆m)] (1.15)
and take care to note the difference between the right-hand sides (i.e., v1 6= v2 6= · · · 6= vR in
general, so the equations are in different forms). In some sense, we can view the distributed
delay differential equation as being obtained by averaging together the ”models” or ”right-
hand-side operators” of the equations
•
vi(t) = α · vi(t−∆i)
4
for i = 1, ..., m. That is, if we define the operator Li by




for i = 1, ..., m, then we can rewrite the distributed delay differential equation as
•









Thus, the distributed delay differential equation is essentially obtained by sampling over
the operators Li (where a proportion pi of the samples will almost surely correspond to the
operator Li in the limit as the number of samples goes to infinity) and averaging them to-
gether to get the ”model” or ”right-hand-side operator” for the distributed delay differential
equation.
This highlights the important distinction between sampling solutions of DDEs (which
corresponds to vR(t)) and sampling models of DDEs (which corresponds to vD(t)). In par-
ticular, sampling solutions makes sense when there is uncertainty in the delay and sampling
models makes sense when there is uncertainty in the model.
2 Conclusion
Many systems which have delays that have some uncertainty can be modeled by DDEs with
random delays. In this paper we explicitly pointed out the distinction between analyzing the
average behavior of a DDE with a random delay and analyzing a distributed delay equation.
In particular, the former can be viewed as averaging DDE solutions whereas the latter can
be viewed as averaging DDE operators. It is important to be aware of this distinction
when deciding upon how to model randomness in delayed systems. Thus, with the rise in
research in uncertainty quantification, distributed delay equations should be thought of in
that context as they are uncertainty with respect to the dynamical system model. We hope
that this note clarifies how people interpret distributed delay equations in the future and
helps the reader understand that they should not viewed as a way of randomizing the delay.
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