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Abstract
Recently O’Connell introduced an interacting diffusive particle system in order to
study a directed polymer model in 1+1 dimensions. The infinitesimal generator of
the process is a harmonic transform of the quantum Toda-lattice Hamiltonian by the
Whittaker function. As a physical interpretation of this construction, we show that the
O’Connell process without drift is realized as a system of mutually killing Brownian
motions conditioned that all particles survive forever. When the characteristic length of
interaction killing other particles goes to zero, the process is reduced to the noncolliding
Brownian motion (the Dyson model).
Keywords Mutually killing Brownian motions · Survival probability · Quantum Toda
lattice · Whittaker functions · The Dyson model
1 Introduction
In this paper we introduce a system of finite number of one-dimensional Brownian motions
which kill each other, and evaluate long-term asymptotics of the probability that all particles
survive. Then we define a process of mutually killing Brownian motions conditioned that all
particles survive forever. We show that this conditional process is equivalent to a special
case of the process recently introduced by O’Connell in order to analyze a directed polymer
model in 1+1 dimensions [28].
As an introduction of our study of many-particle systems, here we consider a family of
one-particle systems with a parameter ξ > 0. Let B(t), t ≥ 0 be such a one-dimensional
Brownian motion that its survival probability P (t) decays following the equation
dP (t)
dt
= −V (B(t))P (t), t ≥ 0, (1.1)
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with a decay rate function
V (x) =
1
2ξ2
e−2x/ξ, x ∈ R. (1.2)
The function (1.2) implies that, if the Brownian particle moves in the positive region far
from the origin x ≫ ξ, decay of survival probability is negligible, while as it approaches
the origin the decay becomes large. Note that the Brownian particle is able to penetrate a
negative region x < 0, but there the decay rate of survival probability grows exponentially
as a function of |x|. The parameter ξ is the characteristic length of the interaction to kill
a particle acting from the origin and it is also the penetration length of a particle into the
negative region. See Fig.1(a). For 0 < t <∞, if a path of the Brownian motion up to time
t is given as {B(s) : 0 ≤ s ≤ t}, the survival probability of the particle at the time t is given
by an integration of (1.1),
P (t|{B(s) : 0 ≤ s ≤ t}) = exp
{
−
∫ t
0
V (B(s))ds
}
= exp
{
− 1
2ξ2
∫ t
0
e−2B(s)/ξds
}
. (1.3)
Provided that B(0) > 0, in the limit ξ → 0, the process becomes an absorbing Brownian
motion in the positive region with an absorbing wall at the origin, in which the survival
probability (1.3) is zero if the particle hits the origin at any time s ≤ t, and it is one if it
stays in the positive region in the time period [0, t]. See Fig.1(b).
Let Q(t, y|x) be the transition probability density of this killing Brownian motion from a
position x ∈ R to a position y ∈ R during time t > 0. It will be obtained by taking an average
of (1.3) over all realizations of Brownian path under the conditions B(0) = y, B(t) = x.
(Note that the time ordering is reversed, since the equation of Q given by (1.5) below is the
backward Kolmogorov equation.) That is,
Q(t, y|x) = E
[
exp
{
−
∫ t
0
V (B(s))ds
}
1(B(0) = y, B(t) = x)
]
, (1.4)
where E[ · ] denotes an expectation with respect to Brownian motion, and 1(ω) is the
indicator function of a condition ω; 1(ω) = 1 if ω is satisfied, and 1(ω) = 0 otherwise. It is
the Feynman-Kac formula (see, e.g., [15]) for the unique solution of the diffusion equation
∂
∂t
Q(t, y|x) =
(
1
2
∂2
∂x2
− V (x)
)
Q(t, y|x) (1.5)
under the initial condition Q(0, y|x) = δ(x− y).
Let Iν(z), z, ν ∈ C be the modified Bessel function of the first kind
Iν(z) =
∞∑
k=0
(z/2)ν+2k
Γ(k + 1)Γ(k + ν + 1)
, |z| <∞, |arg z| < pi, (1.6)
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Figure 1: (a) An illustration of a path of surviving Brownian particle in one-dimension with
a killing term −V (x) given by (1.2). The parameter ξ is the characteristic length of the
interaction to kill a particle acting from the origin. It also indicates the penetration length
of a particle into the negative region. (b) An illustration of a path of surviving Brownian
particle in the absorbing Brownian motion with an absorbing wall at the origin. It is regarded
as the limit ξ → 0 of the system shown in (a).
and Kν(z), z ∈ C be Macdonald’s function [37, 25] defined by
Kν(z) =
pi
2
I−ν(z)− Iν(z)
sin(νpi)
, |arg z| < pi, for ν 6= 0,±1,±2, . . . , (1.7)
and for integers ν = n,
Kn(z) = lim
ν→n
Kν(z), n = 0,±1,±2, . . . , (1.8)
which are both analytic functions of z for all z in the complex plane C cut along the negative
real axis, and entire functions of ν. We see that Iν(z) and Kν(z) are linearly independent
solutions of the differential equation
d2w
dz2
+
1
z
dw
dz
−
(
1 +
ν2
z2
)
w = 0.
For x > 0 and ν ≥ 0, Iν(x) is a positive function which increases monotonically as x→∞,
while Kν(x) is a positive function which decreases monotonically as x → ∞. Then an
integral representation of Q(t, y|x) is given by [26, 27, 28, 17]
Q(t, y|x) = 1
pi
∫ ∞
−∞
e−k
2t/2Kiξk(e
−x/ξ)K−iξk(e−y/ξ)|Γ(iξk)|−2dk, (1.9)
where i =
√−1 and Γ(z) is the gamma function.
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For each initial position x ∈ R, the survival probability of this killing Brownian motion
at time T ≥ 0 is obtained by integrating Q(T, y|x) over y ∈ R,
N (T, x) =
∫ ∞
−∞
Q(T, y|x)dy, x ∈ R, T ≥ 0. (1.10)
If we condition the process to survive up to time T > 0, the transition probability density
from the state (s, x) to (t, y) of the killing Brownian motion is given by
P T (s, x; t, y) =
N (T − t, y)
N (T − s, x)Q(t− s, y|x), x, y ∈ R, 0 ≤ s ≤ t ≤ T. (1.11)
If we use the integral representations of Kν(z) [37, 25],
Kν(z) =
2νΓ(ν + 1/2)
zν
√
pi
∫ ∞
0
cos(zu)
(1 + u2)ν+1/2
du, (1.12)
and
Kν(z) =
1
2
∫ ∞
0
sν−1 exp
{
−z
2
(
s+
1
s
)}
ds, (1.13)
we can evaluate the long-term asymptotics of the survival probability for |x| <∞,
N (T, x) = CT−1/2K0(e−x/ξ)×
{
1 +O
(
x√
T
)}
in
x√
T
→ 0 (1.14)
with C = 3ξ
√
2/pi as shown in Appendix A. Then we can take the limit T →∞ of (1.11) as
P (t, y|x) ≡ lim
T→∞
P T (0, x; t, y)
=
K0(e
−y/ξ)
K0(e−x/ξ)
Q(t, y|x), x, y ∈ R, 0 ≤ t <∞. (1.15)
This is the transition probability density of the killing Brownian motion conditioned to
survive forever. We should note that this conditional Brownian motion is the diffusion
process with infinitesimal generator
LMY = 1
2
d2
dx2
+
d
dx
{
logK0(e
−x/ξ)
} d
dx
. (1.16)
Matsumoto and Yor [26, 27] have studied the exponential functionals of Brownian motion
ZMY(t) = ξ log
{
1
ξ2
∫ t
0
e2B(s)/ξds
}
−B(t), t ≥ 0, (1.17)
which is the diffusion process whose infinitesimal generator is (1.16). We can say that the
Matsumoto-Yor process (1.17) is realized as the present killing Brownian motion conditioned
to survive forever [17].
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Now we consider the limit ξ → 0 of the formulas obtained above. Since Iν(z) is defined
as the series expansion (1.6), we can see Iiξk(e
−x/ξ) ≃ (e−x/ξ/2)iξk/Γ(iξk + 1) ≃ e−ikx in
ξ → 0 for x > 0. Then (1.7) gives Kiξk(e−x/ξ) ≃ sin(kx)/(ξk)1(x > 0) in ξ → 0. Therefore
the integral of (1.9) can be performed in the limit and we have
q(t, y|x) ≡ lim
ξ→0
Q(t, y|x)
=
1√
2pit
{
e−(x−y)
2/2t − e−(x+y)2/2t
}
1(x > 0, y ≥ 0). (1.18)
It is the transition probability density of the absorbing Brownian motion with an absorbing
wall at the origin, which is easily obtained by applying the reflection principle of Brownian
motion [15]. Applying the result (A.2) shown in Appendix A, we see that
lim
ξ→0
ξK0(e
−x/ξ) = x1(x > 0), (1.19)
and then (1.15) gives in this limit
p(t, y|x) ≡ lim
ξ→0
P (t, y|x)
=
y
x
q(t, y|x), x > 0, y ≥ 0, t ≥ 0, (1.20)
which is a harmonic transform (h-transform) of (1.18) and is identified with the transition
probability density of the three-dimensional Bessel process, BES(3) (see, for instance, [20]).
As a matter of fact [26, 27], (1.17) gives limξ→0 ZMY(t) = 2 sup0≤s≤tB(s)−B(t), t ≥ 0, which
is indeed distributed as BES(3) (Pitman’s 2M −X theorem [30]).
In the present paper, we consider an N -particle system of one-dimensional Brownian
motions with N ≥ 2, B(t) = (B1(t), . . . , BN(t)), t ≥ 0, with a positive parameter ξ > 0,
such that the probability that all N particles survive up to time t, PN(t), decays following
the equation
dPN(t)
dt
= −VN (B(t))PN(t), t ≥ 0 (1.21)
with a decay rate function
VN(x) =
1
ξ2
N−1∑
j=1
e−(xj+1−xj)/ξ, x ∈ RN . (1.22)
We study an integral representation of the transition probability density QN(t,y|x),x,y ∈
RN , t ≥ 0, which is a multivariate extension of (1.9). The extensions of the formulas (1.14)
and (1.15) are shown. We prove that the N -particle system of the mutually killing Brow-
nian motions following (1.21) and (1.22) conditioned that all N particles survive forever is
equivalent to a special case (without drift, ν = 0) of the O’Connell process [28, 17].
In the context of quantum mechanics, the decay rate functions of survival probability
(1.2) and (1.22) in the killing Brownian motions are considered to giving potential energy
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of the systems. They are called the Yukawa potential and the Toda-lattice potential [36],
respectively. The multivariate extensions of Macdonald’s function (1.7) with (1.8) are the
Whittaker functions (see [1, 28, 4, 2, 29] and references therein), which have been extensively
studied in mathematical physics as eigenfunctions of the quantum Toda lattice [24, 32, 31,
9, 21, 22, 23, 14, 7, 8]. See also [10].
In Sect.2, as preliminaries, useful integral representations of the Whittaker functions are
given for the GL(N,R)-quantum Toda lattice. The transition probability density of the
system of mutually killing Brownian motions is given, in the case that killing of particles
does not occur during an observing time period, as an integral of a product of the Whittaker
functions over the Sklyanin measure. Then the main results are given. We also demonstrate
that when the characteristic length ξ of the interaction killing other particles goes to zero,
the O’Connell process is reduced to the noncolliding Brownian motion, which is known to be
equivalent to the Dyson model [11, 20] for the eigenvalue process of Hermitian matrix-valued
diffusion process (i.e. Dyson’s Brownian motion model with the parameter β = 2 [5]). The
proofs of Lemmas and Proposition are given in Sect.3. Appendix is given for proving (1.14)
and (1.19) used above.
2 Preliminaries and Main Results
2.1 Quantum Toda lattice and Whittaker functions
In this subsection we set ξ = 1 in Eq.(1.22) and consider VN(x) as a potential energy of
a quantum N -particle system in one dimension. Then we have the Hamiltonian of the
GL(N,R)-quantum Toda lattice
HN = −1
2
N∑
j=1
∂2
∂x2j
+
N−1∑
j=1
e−(xj+1−xj) (2.1)
for N ∈ {2, 3, . . . }. (In this paper, we set the mass of particle m = 1 and ~ = 1 for simplicity
of notation.) The generalized eigenvalue problem
HNΨλ(x) = λΨλ(x), x ∈ RN , (2.2)
is solved by setting
λ = −1
2
N∑
j=1
ν2j = −
1
2
|ν|2, ν = (ν1, . . . , νN) ∈ CN (2.3)
with the eigenfunction Ψλ(x) = ψ
(N)
ν (x), where ψ
(N)
ν (x) is the GL(N,R)-Whittaker function
[24, 32, 31, 21] (the class-one glN -Whittaker function [8, 1, 28, 4, 2]). When N = 2, it is
expressed by using Macdonald’s function (1.7) as
ψ
(2)
(ν1,ν2)
(x1, x2) = 2e
(ν1+ν2)(x1+x2)/2Kν2−ν1(2e
−(x2−x1)/2).
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In this sense, the Whittaker functions {ψ(N)ν (x)}N≥2 are regarded as multivariate extensions
of Macdonald’s function.
Corresponding to the two kinds of integral representations (1.12) and (1.13) for Kν(z),
two integral representations are known for the Whittaker function ψ
(N)
ν (x),ν ∈ CN . The
integral expression corresponding to (1.12) is the classical one originally given by Jacquet [13]
and was rewritten as the following form by Stade [33]. (Here we use the notation given by
[21].) Let Z denote an upper triangular N×N matrix with unit diagonal; Z = (Zj,k)1≤j,k≤N ,
Zj,k =

zj,k, 1 ≤ j < k ≤ N,
1, 1 ≤ j = k ≤ N,
0, 1 ≤ k < j ≤ N.
(2.4)
We write the integral of a function f of Z over all real Z as∫
RN(N−1)/2
f(Z)dZ ≡
N∏
k=1
k−1∏
j=1
∫ ∞
−∞
dzj,kf(Z).
The transpose of Z is denoted by tZ and the principal minor of size j of matrix Z tZ is
written as ∆j(Z
tZ), 1 ≤ j ≤ N . For x = (x1, . . . , xN) ∈ RN ,ν = (ν1, . . . , νN) ∈ CN ,
ψ
(N)
ν (x) = exp(ν · x)
∏
1≤j<k≤N
Γ(νk − νj + 1/2)√
pi
×
∫
RN(N−1)/2
N−1∏
j=1
[
∆j(Z
tZ)νj−νj+1−1/2 exp
{
2izj,j+1e
−(xj+1−xj)/2
}]
dZ. (2.5)
Another integral representation, which corresponds to (1.13), was given by Givental [9]. See
also [23, 7]. Let T denote a lower triangular array with size N , T = (Tj,k, 1 ≤ k ≤ j ≤ N).
For a given x ∈ RN , let ΓN(x) be the space of all real triangular arrays T with size N
conditioned
TN,k = xk, 1 ≤ k ≤ N. (2.6)
We write the integral of a function f of T over ΓN(x) as∫
ΓN (x)
f(T )dT ≡
N∏
j=1
j∏
k=1
∫ ∞
−∞
dTj,k f(T )
N∏
ℓ=1
δ(TN,ℓ − xℓ).
Then
ψ
(N)
ν (x) =
∫
ΓN (x)
exp
[
N∑
j=1
νj
(
j∑
k=1
Tj,k −
j−1∑
k=1
Tj−1,k
)
−
N−1∑
j=1
j∑
k=1
{
e−(Tj,k−Tj+1,k) + e−(Tj+1,k+1−Tj,k)
}]
dT . (2.7)
7
Remark 1. There is the ‘third’ kind of integral representation of the Whittaker function,
ψ
(N)
ν (x) =
∫
S
N−1∏
j=1
∏j
k=1
∏j+1
ℓ=1 Γ(γj+1,ℓ − γj,k)
(2pi)jj!
∏
1≤k<ℓ≤j |Γ(γj,ℓ − γj,k)|2
× exp
{
i
N∑
j=1
j∑
k=1
(γj,k − γj−1,k)xj
}
N−1∏
j=1
j∏
k=1
dγj,k, (2.8)
where (γN,1, . . . , γN,N) ≡ (ν1, . . . , νN), γj,k = 0 for k > j, and the domain of integration S is
defined by the conditions mink{Imγj,k} > maxk{Imγj+1,k} for all j = 1, 2, . . . , N −1. This is
called the Mellin-Barnes integral representation, since it can be regarded as the multivariate
extension of the Mellin-Barnes representation of Macdonald’s function [37]
Kν(z) =
1
8pii
∫
C
Γ
(
s+ ν
2
)
Γ
(
s− ν
2
)(z
2
)−2
ds,
where the path of integration C being a vertical line to the right of any poles of the integrand.
The derivation of the Mellin-Barnes integral representation (2.8) from the classical one (2.5)
is shown in [34, 12] (see also [22, 23]). The equivalence between the Givental integral rep-
resentation (2.7) and the Mellin-Barnes integral representation (2.8) is fully discussed in
[8].
2.2 Transition probability density of the mutually killing Brown-
ian motions
For N ∈ {2, 3, . . . }, we consider the N -particle system of mutually killing Brownian motions,
in which the probability that all N particles survive decays in time following (1.21) with
(1.22) depending on realization of paths. For x,y ∈ RN , t ≥ 0, the transition probability
density from the state x to y during time interval t is then given by
QN (t,y|x) = E
[
exp
{
−
∫ t
0
VN (B(s))ds
}
1(B(0) = y,B(t) = x)
]
= E
[
exp
{
− 1
ξ2
N−1∑
j=1
∫ t
0
e−(Bj+1(s)−Bj(s))/ξds
}
1(B(0) = y,B(t) = x)
]
. (2.9)
It is the Feynman-Kac formula for the solution of the diffusion equation (the backward
Kolmogorov equation)
∂u(t,x)
∂t
=
1
2
∆u(t,x)− VN(x)u(t,x) (2.10)
with ∆ =
∑N
j=1 ∂
2/∂x2j under the initial condition
u(0,x) = δ(x− y) ≡
N∏
j=1
δ(xj − yj). (2.11)
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Figure 2: (1) An illustration of three paths of surviving Brownian particles in the mutually
killing Brownian motions. The effect of killing is not negligible when the distance between the
nearest neighbor pair of particles is less than ξ; Bj+1(t)−Bj(t) < ξ. The ordering of particle
positions can be changed, but the risk of pair annihilation becomes large exponentially, when
Bj(t) − Bj+1(t) > ξ. (b) In the limit ξ → 0, the present system converges to the vicious
Brownian motion, in which the process survives if and only if paths are not intersecting.
Remark 2. If we regard (2.10) as a diffusion equation describing an N -dimensional Brow-
nian motion in RN with a killing term −VN (x), (2.9) gives a transition probability density
for a particle assumed to be at a position x ∈ RN such that it survives during time t and
it arrives at a position y ∈ RN after the time duration t (the Feynman-Kac formula, see,
for instance, [15]). In the present paper, on the other hand, we would like to consider an
N -particle system of one-dimensional Brownian motions, such that the j-th and (j + 1)-th
particles will be pair annihilated with high probability if Bj+1(t)−Bj(t) < ξ, 1 ≤ j ≤ N −1,
and then the probability that all N particles survive avoiding from any mutual killing de-
cays in time following (1.21) with (1.22). In order to discuss processes, in which mutual
killing of particles actually occurs and total number of particles decreases in time, we have
to specify the stochastic rule to determine which pair of particles is annihilated, when the
survival probability conditional on a path, exp{− ∫ t
0
VN(B(s))ds}, becomes small. Here we
are interested in, however, the situation that mutual killing of particles does not occur at
all and all N particles survive, following the notion of vicious walker models [6, 18, 3, 17].
The Feynman-Kac formula (2.9) gives the transition probability density between N -particle
configurations x,y ∈ RN . Figure 2(a) illustrates three paths of surviving particles, in which
change of ordering of particle positions occurs within the spatial scale ≃ ξ.
By the fact that the Whittaker function ψ
(N)
k
(x) solves (2.2) with (2.3), we can see that
exp
(
− t
2
|k|2
)
ψ
(N)
iξk
(x/ξ), |k|2 ≡
N∑
j=1
k2j , k ∈ RN , (2.12)
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solves the diffusion equation (2.10).
The density function of the Sklyanin measure [32] is defined by
sN(k) =
1
(2pi)NN !
∏
1≤j<ℓ≤N
|Γ(i(kℓ − kj))|−2 (2.13)
for k ∈ CN . By Euler’s reflection formula Γ(z)Γ(1 − z) = pi/ sin(piz), if k ∈ RN ,∏
1≤j<ℓ≤N
|Γ(i(kℓ − kj))|−2 =
∏
1≤j<ℓ≤N
{
(kℓ − kj)sinh pi(kℓ − kj)
pi
}
.
Since the Whittaker functions satisfy the completeness relation with respect to the Sklyanin
measure sN(k)dk ≡ sN(k)
∏N
j=1 dkj [31, 21, 23, 8],∫
RN
ψ
(N)
ik
(x)ψ
(N)
−ik(y)sN(k)dk = δ(x− y), x,y ∈ R
N , (2.14)
the integral of the solution (2.12) multiplied by ψ
(N)
−iξk(y/ξ) on this measure,
QN(t,y|x) =
∫
RN
e−t|k|
2/2ψ
(N)
iξk
(x/ξ)ψ
(N)
−iξk(y/ξ)sN(ξk)dk (2.15)
satisfies the initial condition (2.11). That is, (2.15) is an integral representation of the
transition probability density (2.9). It should be noted that the orthogonality relation [21, 8]∫
RN
ψ
(N)
−ik(x)ψ
(N)
ik
′ (x)dx =
1
sN (k)N !
∑
σ∈SN
δ(k − σ(k′)), k,k′ ∈ RN , (2.16)
is established, where SN is a set of all permutation ofN indices and σ(k′) ≡ (k′σ(1), . . . , k′σ(N)).
It guarantees the Chapman-Kolmogorov equation for the transition probability density∫
RN
QN (t2, z|y)QN(t1,y|x)dy = QN(t1 + t2, z|x), x, z ∈ RN (2.17)
for 0 ≤ t1, t2 <∞, which should hold, since the present process is Markovian.
Remark 3. The completeness relation (2.14) of the Whittaker functions is a multivariate
extension of the relation for Macdonald’s functions,
1
pi2
∫
R
Kik(e
−x)K−ik(e−y)k sinh(pik)dk = δ(x− y), x, y ∈ R, (2.18)
which will define the Kontorovich-Lebedev transform [25]. We can use (2.18) to confirm that
(1.9) satisfies the initial condition Q(0, y|x) = δ(x− y).
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2.3 Asymptotics of transition probability density and survival prob-
ability
By using the integral representation (2.5), we can prove the following asymptotics of the
transition probability density.
Lemma 2.1 For x,y ∈ RN , |x| <∞, t > 0, as |x|/√t→ 0,
QN (t,y|x) = ξN(N−1) 1
(2pi)NN !
(
2
t
)N2/2
ψ
(N)
0 (x/ξ)ψ
(N)
0 (y/ξ)e
−|y|2/2t
×
∫
RN
e−|µ|
2
∏
1≤j<k≤N
[
(µk − µj)2 + 1
2t
(yk − yj)2
]
dµ×
{
1 +O
( |x|√
t
)}
. (2.19)
On the other hand, by using Givental’s integral representation (2.7), we have the following
[28]. Let WN be the Weyl chamber of type AN−1,
WN = {x = (x1, x2, . . . , xN) ∈ RN : x1 < x2 < · · · < xN}
and set
hN(x) =
∏
1≤j<k≤N
(xk − xj). (2.20)
Lemma 2.2 For x ∈ RN ,
lim
β→∞
β−N(N−1)/2ψ(N)0 (βx) =
hN (x)∏N−1
j=1 j!
1(x ∈WN). (2.21)
The probability that all N particles survive up to time t in this system of the mutually
killing Brownian motions is given by
NN(t,x) =
∫
RN
QN (t,y|x)dy (2.22)
for each initial state x ∈ RN . We call it simply the survival probability in this paper. The
following long-term asymptotics of the survival probability is obtained.
Proposition 2.3 Let
CN = ξ
N(N−1)/2 2
3N(N−1)/4
piN
∏N−1
j=1 j!
AN (2.23)
with
AN =
∫
WN
dη
∫
WN
dµ e−(|η|
2+|µ|2) ∏
1≤j<k≤N
[
(ηk − ηj){(µk − µj)2 + (ηk − ηj)2}
]
. (2.24)
Then for x ∈ RN ,
lim
t→∞
tN(N−1)/4NN(t,x) = CNψ(N)0 (x/ξ). (2.25)
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2.4 O’Connell process as a system of mutually killing Brownian
motions conditioned that all particles survive forever
Let 0 ≤ T < ∞ and we consider the N -particle system of the mutually killing Brownian
motions conditioned that all particles survive up to time T . For 0 ≤ s ≤ t ≤ T , the transition
probability density from the state (s,x) to (t,y),x,y ∈ RN of this conditional process is
given by
P TN (s,x; t,y) =
NN(T − t,y)
NN(T − s,x)QN (t− s,y|x), 0 ≤ s ≤ t ≤ T. (2.26)
The fact that (2.26) depends not only t − s but also T − t and T − t implies that this
conditional process is inhomogeneous in time.
Proposition 2.3 enables us to take the limit T →∞ of (2.26). As a result we obtain the
temporally homogeneous process with the transition probability density
PN(t,y|x) ≡ lim
T→∞
P TN (0,x; t,y)
=
ψ
(N)
0 (y/ξ)
ψ
(N)
0 (x/ξ)
QN (t,y|x), x,y ∈ RN , t ≥ 0. (2.27)
It is easy to confirm the following [17].
Proposition 2.4 The transition probability density (2.27) of the N-particle system of the
mutually killing Brownian motions conditioned that all particles survive forever solves the
following diffusion equation,
∂
∂t
u(t,x) =
1
2
∆u(t,x) +∇ logψ(N)0 (x/ξ) · ∇u(t,x)
=
1
2
N∑
j=1
∂2
∂x2j
u(t,x) +
∑
1≤j≤N
∂ logψ
(N)
0 (x/ξ)
∂xj
∂
∂xj
u(t,x), x ∈ RN , t ≥ 0, (2.28)
under the initial condition u(0,x) = δ(x− y),y ∈ RN .
Recently O’Connell [28] introduced a diffusion process in RN with the infinitesimal gen-
erator of the process
LνN = −(ψ(N)ν )−1
(
HN + |ν|2
)
ψ
(N)
ν
=
1
2
∆ +∇ logψ(N)ν (x) · ∇ (2.29)
with drift ν ∈ RN . Then we can state the following.
Theorem 2.5 The O’Connell process without drift, ν = 0, is realized as the system of
mutually killing Brownian motions conditioned that all particles survive forever.
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In an earlier paper [17], we considered the system of mutually killing Brownian motions with
drifts ν = (ν1, . . . , νN) ∈ RN conditioned that all particles survive forever and took the limit
ν → 0 to realize the O’Connell process without drift ν = 0. In the present paper we have
shown that an introduction of drift ν is not necessary to deriving (2.27) and concluding
Theorem 2.5.
2.5 The ξ → 0 limit
It is known that the functions {m(N)(x,k)}k∈RN called the fundamental Whittaker functions
are defined so that the (class-one) Whittaker functions discussed so far are expressed by the
following alternating sum of them [21, 1],
ψ
(N)
ik
(x) =
∏
1≤j<ℓ≤N
pi
i sinh pi(kℓ − kj)
∑
σ∈SN
sgn(σ)m(N)(x, σ(k)), (2.30)
where σ(k) = (kσ(1), . . . , kσ(N)) for each permutation σ ∈ SN . The functions {m(N)(x,k)}k∈RN
are normalized as
lim
ξ→0
m(N)(x/ξ, ξk) = eik·x for x ∈WN . (2.31)
Note that (2.30) is a multivariate extension of the definition (1.7) of Kν(z), which is given
by an alternating sum of Iν(z) and I−ν(z). Therefore, when x,y ∈ WN , we can see that
(2.15) with (2.13) gives
qN(t,y|x) ≡ lim
ξ→0
QN(t,y|x)
=
1
(2pi)NN !
∑
σ∈SN
∑
σ′∈SN
sgn(σ)sgn(σ′)
∫
RN
e−t|k|
2/2+i(σ(k)·x−σ′(k)·y)dk
=
1
(2pi)N
∑
ρ∈SN
sgn(ρ)
∫
RN
e−t|k|
2/2+ik·(x−ρ(y))dk
=
1
(2pi)N
∑
ρ∈SN
sgn(ρ)
(
2pi
t
)N/2
e−|x−ρ(y)|
2/2t
= det
1≤j,k≤N
[
1√
2pit
e−(xj−yk)
2/2t
]
. (2.32)
This is the Karlin-McGregor determinant giving a total mass of nonintersecting paths of
Brownian motions from x ∈ WN to y ∈ WN during time t [16, 20]. As a matter of fact,
when x,y ∈ WN , the limit ξ → 0 of (2.9) should give the transition probability density
of the N -dimensional absorbing Brownian motion in the Weyl chamber WN (the vicious
Brownian motion [17]). See Fig.2(b). Lemma 2.2 implies that, if x,y ∈WN ,
pN(t,y|x) ≡ lim
ξ→0
PN(t,y|x)
=
hN (y)
hN(x)
qN (t,y|x), t ≥ 0, (2.33)
13
which is an h-transform of qN by the Vandermonde determinant (2.20). It shows that
the limit ξ → 0 of the O’Connell process is identified with the Dyson model (Dyson’s
Brownian motion model with β = 2 [5]), which is the N -particle system of Brownian motions
conditioned never to collide with each other (the noncolliding Brownian motion) [18, 19, 20].
Remark 4. The survival probability up to time T <∞ of the one-dimensional absorbing
Brownian motion with an absorbing wall at the origin is given by
N 0(T, x) =
∫ ∞
−∞
q(T, y|x)dy, (2.34)
where the transition probability density q is given by (1.18). The long-term behavior is
readily obtained as
N 0(T, x) ≃ c0xT−φ, x > 0, T →∞ (2.35)
with c0 =
√
2/pi, φ = 1/2. Therefore, the exponent φ is the same with that found in the
asymptotics (1.14) of the survival probability of the killing Brownian motion discussed in
Sect.1;
N (T, x) ≃ 3
√
2
pi
ξK0(e
−x/ξ)T−φ, x ∈ R, T →∞. (2.36)
If we take the limit ξ → 0, (1.19) gives
lim
ξ→0
N (T, x) ≃ cxT−φ, x > 0, T →∞ (2.37)
with c = 3
√
2/pi = 3c0. For N ≥ 2, Proposition 2.3 implies
NN(T,x) ≃ CNψ(N)0 (x/ξ)T−φN , x ∈ RN , T →∞ (2.38)
with CN given by (2.23) and with the survival probability exponent
φN =
1
4
N(N − 1) (2.39)
for the present N -particle system of mutually killing Brownian motion. This exponent is
the same as that for the vicious Brownian motion (the absorbing Brownian motion in WN)
[6, 18];
N 0N(T,x) ≡
∫
WN
qN(T,y|x)dy
≃ c0NhN(x)T−φN , x ∈WN , T →∞ (2.40)
with
c0N =
2N/2
∏N
j=1 Γ(j/2)
piN/2
∏N−1
j=1 j!
. (2.41)
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Lemma 2.2 gives then
lim
ξ→0
NN(T,x) ≃ cNhN(x)T−φN , x ∈WN , T →∞, (2.42)
where
cN =
23N(N−1)/4
piN
∏N−1
j=1 (j!)
2
AN (2.43)
with (2.24). The above results c 6= c0 and cN 6= c0N , N ≥ 2 are consequences of the facts that
for the transition probability densities Q(t, y|x) and QN (t,y|x), N ≥ 2, the long-term limit
T →∞ and the limit ξ → 0 are noncommutable.
3 Proofs of Lemmas and Proposition
3.1 Proof of Lemma 2.1
By the integral representation (2.5), we put ψ
(N)
iξk
(x/ξ) = exp(ik · x)ψ̂(N)
iξk
(x/ξ). Then by
changing the integral variables as µj =
√
t/2kj − i(xj − yj)/
√
2t, 1 ≤ j ≤ N , (2.15) with
(2.13) is written as
QN(t,y|x) = 1
(2pi)NN !
(
2
t
)N/2
e−|x−y|
2/2t
×
∫
RN
e−|µ|
2
ψ̂
(N)
iα(µ)(x/ξ)ψ̂
(N)
−iα(µ)(y/ξ)
∏
1≤j<k≤N
∣∣∣Γ(i(αk(µk)− αj(µj)))∣∣∣−2dµ,
where
αj(µj) = ξ
√
2
t
{
µj +
i√
2t
(xj − yj)
}
, 1 ≤ j ≤ N,
and α(µ) = (α1(µ1), . . . , αN(µN)). For |x| < ∞, in the limit |x|/
√
t → 0, αj(µj) ≃
ξ
√
2/t{µj − iyj/
√
2t} → 0, 1 ≤ j ≤ N , and thus ψ̂(N)iα(µ)(x/ξ) → ψ̂(N)0 (x/ξ) ≡ ψ(N)0 (x/ξ).
Since zΓ(z)→ 1 as z → 0,∣∣∣Γ(i(αk(µk)− αj(µj)))∣∣∣−2 ≃ ξ22
t
{
(µk − µj)2 + 1
2t
(yk − yj)2
}
in this limit. Then (2.19) is obtained.
3.2 Proof of Lemma 2.2
The following argument is found in Section 6 of O’Connell [28]. For N ≥ 2, the Gelfand-
Tsetlin pattern (complete branching) is defined as [35]
GTN =
{
(x1,x2, . . . ,xN) ∈W1 ×W2 × · · · ×WN :
xj+1k ≤ xjk ≤ xj+1k+1, 1 ≤ k ≤ j ≤ N − 1
}
, (3.1)
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where Wj = {x = (x1, . . . , xj) ∈ Rj : x1 ≤ · · · ≤ xj}, 1 ≤ j ≤ N . By the Givental integral
representation (2.7),
ψ
(N)
0 (βx) =
∫
ΓN (βx)
exp
[
−
N−1∑
j=1
j∑
k=1
{
e−(Tj,k−Tj+1,k) + e−(Tj+1,k+1−Tj,k)
}]
dT
= βN(N−1)/2
∫
ΓN (x)
exp
[
−
N−1∑
j=1
j∑
k=1
{
e−β(T
′
j,k−T ′j+1,k) + e−β(T
′
j+1,k+1−T ′j,k)
}]
dT ′,
where we set T = βT ′ = (βT ′j,k : 1 ≤ k ≤ j ≤ N). Let tj = (T ′j,1, . . . , T ′j,j), 1 ≤ j ≤ N . As
β →∞, if
(t1, t2, . . . , tN) ∈ GTN and tN = x ∈WN , (3.2)
then the integrand converges to 1, and otherwise it becomes zero. Then the integral is the
volume of GTN under the condition x
N = x ∈ WN (the GT-polytope), which is given by
hN (x)/
∏N−1
j=1 j!. Then the proof is completed.
3.3 Proof of Proposition 2.3
By definition (2.22), Lemma 2.1 gives
NN(t,x) = ξN(N−1) 1
(2pi)NN !
(
2
t
)N2/2
ψ
(N)
0 (x/ξ)
∫
RN
dy e−|y|
2/2tψ
(N)
0 (y/ξ)
×
∫
RN
dµ e−|µ|
2
∏
1≤j<k≤N
[
(µk − µk)2 + 1
2t
(yk − yj)2
]
×
{
1 +O
( |x|√
t
)}
in |x|/√t→ 0. If we put yj/
√
2t = ηj , 1 ≤ j ≤ N , it is written as
NN(t,x) = ξN(N−1) 1
piNN !
(
2
t
)N(N−1)/2
ψ
(N)
0 (x/ξ)
×
∫
RN
dη
∫
RN
dµ e−(|η|
2+|µ|2)ψ(N)0
(√
2t
ξ
η
)
×
∏
1≤j<k≤N
[
(µk − µj)2 + (ηk − ηj)2
]
×
{
1 +O
( |x|√
t
)}
,
in |x|/√t→ 0. By Lemma 2.2,
ψ
(N)
0
(√
2t
ξ
η
)
≃
(√
2t
ξ
)N(N−1)/2
hN(η)∏N−1
j=1 j!
1(η ∈WN),
in t→∞, and then the proposition is proved.
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Appendix
A One-dimensional killing Brownian motion
By (1.12), we can put Kiξk(e
−x/ξ) = eikxK̂iξk(e−x/ξ) with K̂ν(z) = (2νΓ(ν + 1/2)/
√
pi)∫∞
0
du cos(zu)/(1 + u2)ν+1/2. Changing the integral variable in (1.9) by k
√
t/2 − i(x −
y)/
√
2t = µ, the transition probability density can be written as
Q(t, y|x) = 1
pi
√
2
t
e−(x−y)
2/2t
×
∫ ∞
−∞
e−µ
2
K̂iα(µ)(e
−x/ξ)K̂−iα(µ)(e
−y/ξ)|Γ(iα(µ))|−2dµ
with α(µ) = ξ
√
2/t{µ + i(x − y)/√2t}. For |x| < ∞, as x/√t → 0, α(µ) ≃ ξ√2/t(µ −
iy/
√
2t)→ 0, and Γ(iα(µ)) ≃ {iξ√2/t(µ− iy/√2t)}−1. Then
Q(t, y|x) = ξ
2
pi
(
2
t
)3/2
e−y
2/2tK0(e
−x/ξ)K0(e−y/ξ)
×
∫ ∞
−∞
e−µ
2
(
µ2 +
y2
2t
)
dµ×
{
1 +O
(
x√
t
)}
= ξ2
√
2
pi
t−3/2e−y
2/2t
(
1 +
y2
t
)
K0(e
−x/ξ)K0(e−y/ξ)×
{
1 +O
(
x√
t
)}
in x/
√
t→ 0, since K̂0 = K0 by definition. It gives through (1.10)
N (t, x) = ξ2
√
2
pi
t−3/2K0(e−x/ξ)It ×
{
1 +O
(
x√
t
)}
(A.1)
with
It =
∫ ∞
−∞
e−y
2/2t
(
1 +
y2
t
)
K0(e
−y/ξ)dy
=
√
2t
∫ ∞
−∞
e−u
2
(1 + 2u2)K0(e
−√2tu/ξ)du.
By (1.13), for β > 0, K0(e
−βx) is written as
K0(e
−βx) =
1
2
∫ ∞
0
s−1 exp
{
−1
2
e−βx
(
s+
1
s
)}
ds
=
β
2
∫ ∞
−∞
exp
{
−1
2
(
e−β(x−v) + e−β(x+v)
)}
dv,
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where we have set s = eβv. In the limit β →∞, e−β(x−v)+e−β(x+v) = 0, if v < x and v > −x,
and e−β(x−v) + e−β(x+v) =∞, otherwise. Therefore
lim
β→∞
β−1K0(e−βx) =
1
2
∫ x
−x
dv1(x > 0) = x1(x > 0). (A.2)
Then K0(e
−√2tu/ξ) ≃ √2tu/ξ1(u > 0) in t→∞, and
It =
2t
ξ
∫ ∞
0
e−u
2
(1 + 2u2)u du× {1 + o(1)} = 3t
ξ
× {1 + o(1)} in t→∞.
Put this result into (A.1), then we obtain the asymptotics (1.14).
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