Many environmental processes are complex space-time dynamical systems and the predictability of the system is an important feature of its dynamics. The extension of local Lyapunov exponents, the quantity that measures the shortterm growth of a perturbation in time to include implicit spatial dependence is developed in this paper. A nonlinear modeling approach using flexible neural network models is used to describe the space-time dynamics and quantify the predictability of data from nonlinear stochastic systems. This allows for estimation of dynamical system quantities from data, along with measures of uncertainty for these estimates. The evolution of cloud cover over time and its space-time relationship to other climate variables is an interesting dynamical system that is very important in climate modeling. In the spirit of a cloud parameterization, a nonlinear nearest-neighbor model to describe grid cell relationships is fit to data. The estimation of the spacetime local Lyapunov exponents are used to quantifying the stability and predictability of the space-time cloud process.
INTRODUCTION
Many environmental processes evolve over space and time creating a complex dynamical system. Typically there is interest in the time evolution of important variables over specific spatial domains. Such dynamical processes involve complicated temporal and spatial structure.
Statistical modeling of dynamical systems makes the estimation and construction of confidence intervals for interesting quantities from data possible. When the noise or stochastic component is an integral part of the system's dynamics, a nonlinear space-time modeling approach can be used to quantify the dynamics and predictability of the system. This involves fitting nonlinear models, estimating dynamical systems quantities of interest such as global and local Lyapunov exponents, along with measures of uncertainty for these estimates.
The characteristic feature of a chaotic system is that initially nearby trajectories diverge in time [9] . The exponential growth of initially small perturbations indicates "sensitive dependence on initial conditions" and is responsible for the unpredictability of a chaotic system. This unpredictable time evolution of nonlinear systems occurs in a variety of fields such as physics and meteorology [e.g., 2, 13, 18, 23] .
The Lyapunov exponent measures the asymptotic average exponential divergence (or convergence) of nearby trajectories in phase space and has proven to be a useful diagnostic to detect and quantify chaos [9] . A positive Lyapunov exponent or exponential divergence implies that the system is unpredictable. Similarly, a negative Lyapunov exponent or exponential convergence implies that the system is predictable. The predictability of a system is an important feature of its dynamics. Predictability, not only quantified by the Lyapunov exponent, which by definition is a "global" quantity, but by the identification times in the series or regions "locally" in the phase space that have different short term sensitivity to small perturbations in time. The examination of the fluctuations of these finite-time local Lyapunov exponents, both positive and negative, are useful in describing the dynamics and heterogeneity of a system.
The goal of this paper is to extend the definition of local Lyapunov exponents to include implicit spatial dependence, called space-time local Lyapunov exponents. A nonlinear time series and space-time modeling approach is used to estimate these important dynamical system quantities from data. The estimation and examination of space-time local Lyapunov exponents provides a natural framework to describe and quantify space-time dynamical systems. Local Lyapunov exponents will be the focus of this paper since they describe the short-term behavior which will be most useful in applications. For example, the evolution of cloud cover is an important atmospheric process and dynamical system. The space-time modeling of cloud cover is an important step in developing a sub-grid scale parameterization for the amount of cloud cover (or cloud fraction) in a grid box of a numerical model that predicts the time evolution of atmospheric variables. This is relevant since clouds represent a significant source of potential error in climate simulations [29] . Space-time Lyapunov exponents can be used to quantify the space-time stability properties and give important information about the modeled noisy dynamical system. The spatial map or image plot of the exponents is innovative and useful in visualizing the information. In practice, interest lies in both the fit of the space-time model as well as the space-time stability properties of the system. This paper is organized as follows. First, the nonlinear modeling and computational aspects of the nonlinear stochastic problem will be discussed in Section 2. Section 3 is a series of three progressive examples. Section 3.2 is an example of the use of a nonlinear time series approach involving data generated from three first-order differential equations with additive dynamic noise. Section 3.3 will extend the analysis to a neighborhood dependence. Finally, Section 3.4 will demonstrate the use of space-time Lyapunov exponents with a space-time model for cloud cover data. Section 4 will contain some concluding remarks.
NOISY DYNAMICAL SYSTEMS AND NEURAL NETWORK MODELING

Background
This section will provide an introduction to noisy dynamical systems and define global and local Lyapunov exponents. We consider a discrete dynamical system perturbed by noise. Assume that X t , e t ∈ d and that the time evolution of the {X t } stochastic process follows the following dynamics,
where {e t }, each component of the vector e t , is a sequence of i.i.d. random variables. It is important to note that the error in (1) is not measurement error, but dynamic noise, an inherent part of the dynamics of the system. The stochastic process of (1), called a nonlinear autoregressive process is a natural nonlinear statistical model for estimating dynamical system quantities from data. This is a nonlinear version of an autoregressive processes commonly used in the analysis of time series data. The local Lyapunov exponent (LLE) is defined by making an infinitesimal perturbation of X t at time t and following forward the perturbed and unperturbed trajectories or sample paths. The LLE measures the log-difference in the norms of the two trajectories after n time steps. For small perturbations, the linear approximation will be defined by the derivatives of the map F then
where J t is the Jacobian matrix of F evaluated at X t . The matrix norm · used in this paper is the largest singular value of the matrix. Since λ n (t) is a function of time, the LLE depends on the trajectory and can be thought of as an "n-step ahead" local Lyapunov exponent process. The global Lyapunov exponent for (1) is
The global Lyapunov exponent, often referred to as the Lyapunov exponent, measures sensitive dependence on initial conditions, that is, if λ is positive then initially close trajectories will diverge exponentially over time. Comparing (2) and (3), the LLE is a finite-time version of the global Lyapunov exponent. The Lyapunov exponent is a single number and LLEs are a distribution of numbers. The analysis using LLEs involves examining the short-term predictability of the system and identifying the parts of the time series or regions in state space where they occur [e.g., 1, 4, 36] .
Lyapunov exponents for the nonlinear system are defined to be the Lyapunov exponents of the tangent map system described by (6) , below. To see that the time evolution of a small perturbation to the state of the nonlinear system of (1) is approximated by a linear system let X t − X (2) t ) can be approximated by the linearization
It is important to note that the iteration of the model (1) assumes the same random shock e t . Now, let T t = J t−1 J t−2 · · · J 0 , then the Lyapunov exponent in (3) can also be written as
where T t Y 0 are solutions to the linear system
Therefore a small perturbation of the state of the nonlinear system (1) is approximated by the linear system (6). The approximation becomes exact in the formal limit of infinitesimally small Y 0 . See McCaffrey et al. [20] and Nychka et al. [21] for a more detailed description of Lyapunov exponents for nonlinear stochastic systems.
Estimating Lyapunov exponents from data
There are two classes of methods for estimating Lyapunov exponents (and LLEs) from data: direct methods and Jacobian methods. In direct methods, the growth rate of an infinitesimal perturbation is estimated by tracking the evolution of differences between initially close observed data points [15, 35] . This procedure is sensitive to noise. In noisy systems, the trajectories being compared will not have the same sequence of random shocks and therefore the divergence might simply be due to the random component [21] .
Jacobian methods use the data to estimate the Jacobian matrices. When a random component is present as in (1), nonlinear regression can be used to estimate the Jacobian matrices. The approach in which Jacobian estimates are derived from nonlinear estimation of F have been shown to be successful [e.g., 4, 12, 20, 21, 28, 37] . McCaffrey et al. [20] considered nonparametric estimators such as thin-plate splines, radial basis functions, neural networks, and projection pursuit methods. A simulation study of nonlinear maps (e.g., Hénon map [26] ) both with and without added noise, indicates that neural networks are feasible and therefore will be used in this paper.
The calculation of LLEs in (2) and global Lyapunov exponents in (3) requires an estimation of the Jacobian matrix J t . The map F is approximated by a flexible nonlinear model, a feedforward single hidden layer network with a single output. For each time t, the form of the map is
where ϕ(u) = e u /(1 + e u ) and the parameter vectors β, γ and μ are unknown. The parameters β k are known as connection weights and μ k are the biases [24] . If X is a d dimensional vector, β has length k + 1, μ has length k and the γ i are k vectors each of length d. The total number of parameters in the model is equal to 1
Model selection will consist of choosing the number of hidden units k in (7) and will be based on generalized cross validation (GCV). Cross validation is a standard approach for selecting smoothing parameters in nonparametric regression [34] . The GCV function is defined (8) GCV
where n is the number of data points used to fit the model, p is number of parameters in the model, and RSS p is the residual sum of squares for the best fitting p-parameter model. The cost parameter, c, is an ad hoc adjustment to increase GCV (p) for larger values of p. The standard GCV function is with c = 1, but to guard against over fitting, a cost parameter value of c = 2 is preferred. The model fitting strategy is to fit models with a range of hidden units k. The model order p is chosen to be the p that minimizes the GCV (p) function and
The parameter vectors β; γ i , i = 1, . . . , k; and μ are unknown and will be estimated by nonlinear least squares. From a very large collection (250,000) of starting parameter sets, the parameter sets with the lowest root mean squared error (RMSE) are used as initial points in a iterative procedure for minimization of the RMSE with a moderate convergence tolerance. A specified number (20) of these parameter sets are then used as starting points in the minimization procedure, but with a smaller convergence tolerance. The parameter set with the smallest RMSE is taken to be the least-squares estimate. The above procedure is repeated for each value of k in the range of interest. For more details of the minimization procedure and software utilized see Nychka et al. [22] .
The following is a description of the construction of confidence intervals for parameter estimates of the nonlinear autoregressive process of (1) , where the nonlinear map is estimated by a neural network model of (7) . It is necessary to have a model with stochastic components in order to make a confidence statement about parameter estimates. For the purpose of asymptotic properties of neural network model parameters and the construction of confidence intervals it will be necessary to make assumptions about the noise and the map F of (1). Following the conditions in Bailey, Ellner and Nychka [4] , the noise {e t } is assumed to be a sequence of independent Gaussian random variables with mean zero and variance σ 2 . For the map F , the first, second and third partial derivatives of F are assumed to be continuous and uniformly bounded for parameter sets in a compact set. The neural network model of (7) satisfies these conditions on F . The confidence interval is based on the identification of a joint confidence region for the model parameters θ, using the likelihood ratio statistic. The approximate confidence set A θ will be all the values of θ such that
where RSS (θ) is the residual sum of squares and θ is the least-squares estimate of θ [27] . For the F distribution, p is the number of parameters in the model, n is the sample size and α is the confidence level. The computation of the confidence interval is a two step process. First, a neural net is fit to the data to obtain the least-squares estimate for θ. Then parameter sets (500) are sampled from the confidence set A θ . For all θ's in the confidence set, an appropriate functional of the parameters can be evaluated (e.g., LEs and LLEs). The minimum and maximum value of the functional is the confidence interval (CI). Simulations showed that the coverage probabilities of the confidence intervals generated with this procedure were close to the corresponding significance level [4] . For a more detailed description of constructing confidence intervals for estimated global and local Lyapunov exponents see Bailey, Ellner and Nychka [4] .
EXAMPLES TOWARDS SPACE-TIME LOCAL LYAPUNOV EXPONENTS
This section defines and presents a series of three examples to illustrate the important information that can be obtained from estimating space-time local Lyapunov exponents from data. These examples are a progression from a time series model and estimating LLEs to a space-time model and estimating space-time LLEs. In the first example data is generated from the Lorenz three-variable system with additive noise. The second example includes spatial dependence by the use of the Lorenz forty-variable system with additive noise. In the first two examples, additive noise will generate data with a stochastic component so that the data is described by (1) . The second example is the extension of time series data to time series data with a spatial nearest-neighbor component. The third example is a spacetime model of cloud cover developed as a parameterization and the estimated space-time LLEs. The data for this example are satellite and assimilated observational data.
Space-time local Lyapunov exponents
The nonlinear autoregressive process described in (1) is a state space vector system and can include the typical univariate time series model as a special case. For example, consider the univariate time series (10)
where x t ∈ 1 and {ε t } is a sequence of i.i.d random variables. To express the system as (1), let X t = (x t , x t−1 , . . . , x t−d+1 ) and the error vector e t = (ε t , 0, . . . , 0) . However, in the example using the Lorenz three-variable system we have access to all the state variables in the system and not just a single time series. So, we will use the three variables to construct a state space vector system.
In dynamical systems theory for the system in (10) with no noise, Takens' embedding Theorem states that for sufficiently large d there exists the map f and we can extract important characteristics of the dynamical system, such as Lyapunov exponents [31] . We will assume our data follows the process in (1) and that the noise is an integral part of the system, so Takens' Theorem is not directly applicable. Intuitively, in Takens' Theorem the time lags of a single variable act as surrogates for the unobserved variables of the system. It is possible to use only time lags of a single variable in the estimation of the map of F in (1), but if other predictor variables are used, it can result in a simpler model. For example, in the case of modeling the dynamics of measles epidemics, incorporating an estimate of the susceptibles in the population resulted in simpler model with better forecast accuracy [10] . A simpler model is one with a smaller number of neural network parameters. In this spirit, we are willing to include other predictor or state variables and use the model selection criteria to determine the best model to estimate F and the matrix of partial derivatives of the map F . The first example using the Lorenz threevariable system with additive noise demonstrates the use of all three variables in the state space system and the ability to use these state variables successfully in LLE estimation. The second example extends to the case of implicit spatial dependence. In the cloud model example, the other predictor variables are very important and in fact, are necessary for the parameterization.
To define space-time LLEs it will be necessary to extend the general class of nonlinear time series models of (1) to space-time processes. A more detailed description is given in the example of Section 3.4. Let X s,t denotes the value of the process of interest at location s at time t, where (s, t) ∈ D and D is a lattice or grid in space-time. The space-time dynamics are described by
where e s,t are random errors assumed to be mutually independent Gaussian random variables with mean zero and common (unknown) variance σ 2 , across both space and time. The θ is some collection of model parameters. The vector X can contain values of X t , along with other predictor variables. In general, N (s) represents a neighborhood or a collection of sites defined to be neighbors of the site s. The space-time LLE at site s will be defined as (12) λ
where J t is the Jacobian matrix of F in (11) evaluated at X s,t . This exponent is an extension of the LLE to a process with implicit spatial dependence. This exponent can be visualized with a spatial map of the LLEs on the grid D.
The Lorenz system
In the first example, noisy data is generated from a "wellknown" system. Noise is added to the system to generate data from the nonlinear autoregressive process of (1) and demonstrate the methods described in Section 2. As described in Section 2, a nonlinear time series approach is used to estimate the nonlinear map and estimate Lyapunov exponents along with confidence intervals for the estimates. This demonstrates statistical model fitting to data and gives results that are consistent with what is known about the Lorenz system. For other examples of adding noise to systems and estimating quantities from data see Bailey, Ellner and Nychka [4] and Bailey, Doney and Lima [3] .
The Lorenz system is a coupled, nonlinear system of three first-order differential equations:
where s, r and b are constants that determine the behavior of the system [17] . To this day, the system models cellular convection. To obtain the famous "butterfly" attractor and for this example we let s = 10, r = 28 and b = 8/3. Data is generated from the Lorenz system by numerically integrating with a fixed time step and sampling at every time step. A fourth-order Runge-Kutta scheme with step size of 0.1 is used to generate the data. Dynamic noise is added to each of the variables of the system at each sampling 1, . . . , 3) , where {e i,t } are mutually independent Gaussian random variables with mean zero and common variance σ 2 . The magnitude of noise is chosen so that the attractor or attracting set is not destroyed which can be verified by visual inspection (see Figure 2) .
To be consistent with the example in the next Section 3.3 by following Berliner, Lu and Snyder [6] , the first 6,000 time steps are discarded as transients and the next 500 time steps are saved as the dataset. The transients are discarded to ensure the system has evolved toward the attractor or attracting set as seen in Figure 2 . The Lorenz time series of {X t }, {Y t }, and {Z t } gives state-space dynamics of the form:
The time series plots for the Lorenz system with noise described by (14) can be seen in Figure 1(a)-(c) . The solid dots represent the actual data points. For the choice of parameters and amount of noise, the familiar "butterfly" can be seen in the phase space plot of Figure 2 .
The estimation of each of the maps F i and corresponding model parameters θ i of (14) will be necessary in order to estimate the quantities of interest. The estimated maps F i will be used to estimate the Jacobian matrices in (2) and (3). A neural network with k = 4, 5, and 5 hidden units is chosen based on the minimum GCV (p) for F 1 , F 2 , and F 3 , respectively. An examination and diagnostics of the fits and residuals indicates that the neural network is fitting the data well. The RMSE of the residuals is 0.368, 0.356, and 0.348, all very close to σ = . 35 . For example, Figure 1(d) is a time series plot of the residuals to the fit to Y t indicating no systematic pattern.
Following the methods described in Section 2, Figure 3 (a) shows the distribution of estimated local Lyapunov exponents as products of Jacobians increase from 5, 10, 20, 40, to 80. As n increases, the mean of the local Lyapunov exponents appears to converge to the global Lyapunov exponent (solid line). The estimated global Lyapunov exponent isλ = 0.075, with a 95% CI (0.05, 0.08).
In this example, the 5-step ahead local Lyapunov exponents (LLE5s) are chosen for further analysis. There are 496 products of five Jacobians possible. The range of the LLE5s is divided into ten equally spaced groups or deciles. The smallest 10% of the LLE5s are labeled 1 and the largest 10% or tenth decile are labeled 10. Figure 3(b) is the time series plot of the LLE5s coded by their size. The largest local exponents are of interest because they represent the times when the series is most unpredictable. The 10's often appear at the bottom of the butterfly, just before the trajectories separate to one of the two "wings". The Lorenz attractor has been extensively studied and this is consistent with previous results [14, 30] . The largest 10% of the LLE5s are indicated by a solid dot on the 3-d plot of Figure 4 (b). There is also almost no correlation (0.005) between the residuals in Figure 1(d) and the LLE5s in Figure 3(b) .
It is important to note that if there is interest in the times when the series is most predictable, a corresponding analysis of the smallest LLE5s is possible. The LLE5s labeled with 1 in Figure 3 (b) are negative and represent the places in the time series (and regions in the phase space) were there is short-term trajectory convergence.
In this example, the 5-step ahead local Lyapunov exponents (LLE5s) are used to demonstrate the usefulness of LLEs. Examining the distribution of LLEs for different values of n is also useful in describing the changes in predictability of a system. Figure 3 (a) demonstrates a Central Limit Theorem and that an n = 5 and n = 10 describe the heterogeneity of the system, but for an n = 80, the distribution of the LLE80's have a small variance. Some applications have a natural time step that is important. For example, when quantifying the predictability of quarterly log transformed measles cases, the interest may be in a 4-step ahead or one-year ahead predictability since there is seasonality in incidence of measles cases [4] .
Figure 3. (a) Distribution of LLEs for the Lorenz system. (b) Time series of the 5-step ahead local Lyapunov exponents (LLE5s) for the Lorenz system coded by size.
This example is encouraging and demonstrates that a nonlinear time series approach to estimate local Lyapunov exponents is useful in detecting unpredictable behavior in data generated from a noisy or stochastic nonlinear system.
The Lorenz forty-variable system
The Lorenz system described in this section is a low-order model that resembles some aspects of the atmosphere. The model consists of variables defined at J points and evolving according to the governing equations:
for j = 1, . . . , J and where f is a forcing. The variable x j is periodic:
The periodic condition of (16) means that the variables form a cyclic chain and may represent the values of some unspecified scalar meteorological quantity, for example, vorticity or temperature [18] . The J equally spaced sites can be thought of as extending around a latitude circle. It is a simple system that treats all variables alike and shares certain properties with many atmospheric models. The physics of the atmosphere is present to the extent that the constant terms represent external forcing, the linear terms represent internal dissipation, and the quadratic terms simulate advection. A more complete description of the system can be found in Lorenz [18] and Lorenz and Emanuel [19] . Following Lorenz and Emanuel [19] , for this example, J = 40 and f = 8. The complexity of the system is controlled by the value of f . Lorenz and Emanuel [19] deduced that for values of f tending up towards 8, the system undergoes a bifurcation from periodic to chaotic behavior. Lorenz and Emanuel [19] assumed the time unit is the dissipative
Figure 4. 3-d phase space for the Lorenz system coded to identify the times at which the LLE5 is in the top 10% of the distribution of LLE5s, indicated by solid dots.
decay time equal to 5 days. The system was found to be computationally stable using a fourth-order Runge-Kutta scheme with a time-step of 0.05 units (or 6 hours) and the global Lyapunov exponent corresponded to a doubling time of 0.42 units, or 2.1 days. These findings are used to generate the following data and to compare the results. Data is generated from the Lorenz forty-variable system by numerically integrating with a fixed time step and sampling at every time step. A fourth-order Runge-Kutta scheme with step size of 0.05 is used to generate the data. Dynamic noise with a σ 2 = 0.3 2 is chosen for the variance of {e j,t } (j = j, . . . , 40) and is added to each variable of the system at each sampling time. As in the previous example, the noise {e j,t } are mutually independent Gaussian random variables with mean zero and common variance σ 2 . The first 6,000 time steps are discarded as transients and the next 1,000 time steps are saved as the dataset. Berliner, Lu and Snyder [6] used this model to generate data for a Bayesian experimental design study. Observational noise with a σ 2 = 0.3 2 , which is assumed to be Gaussian noise was added to the data after a certain number of interactions or integration steps of the model. Here we choose this magnitude of noise for dynamic noise and the residuals and analysis of the fits described later indicates that it is not too large.
Since all variables are treated alike, X 10 is chosen arbitrarily as the site to model. The discrete time dynamical system corresponding to X 10 using the the governing equation of (16) is (17) X 10,t = F (X 8,t−1 , X 9,t−1 , X 10,t−1 , X 11,t−1 , θ 10 ) + e t .
To construct the corresponding state-space system, it will be necessary to model the dynamics of {X 8,t }, {X 9,t }, {X 10,t }, and {X 11,t } giving state-space dynamics of the form:
(18) X 9,t = F 9 (X 7,t−1 , X 8,t−1 , X 9,t−1 , X 10,t−1 , θ 9 ) + e 9,t X 10,t = F 10 (X 8,t−1 , X 9,t−1 , X 10,t−1 , X 11,t−1 , θ 10 ) + e 10,t X 11,t = F 11 (X 9,t−1 , X 10,t−1 , X 11,t−1 , X 12,t−1 , θ 11 ) + e 11,t .
The system can be thought of to represent equally spaced points on a latitude circle, therefore there is a "neighborhood" structure defined and therefore implicit spatial dependence in the model. Since the dependence is known from the equations of (15), we choose to model this spatial dependence with (18) . Alternatively one could model all fortyvariables, but this would increase the dimension of the Jacobian matrix making numerical computations more difficult.
As in the Lorenz three-variable example of Section 3.2 it will be necessary to estimate each of the maps F j of (18) . A neural network with k = 6, 5, 5, and 4 hidden units is chosen based on the minimum GCV (p) for F 8 , F 9 , F 10 , and F 11 , respectively. Again, an examination and diagnostics of the fits and residuals indicates that the neural network is fitting the data well. For example, Figure 5 [19] , for a system without noise. There is a difference due to the fact that noise is added to the system. In this example, the 8-step ahead space-time local Lyapunov exponents (LLE8s) are chosen for further analysis. These exponents correspond to predictability two-days ahead. Figure 5(b) a shows the range of these exponents divided into ten equally spaced groups or deciles. The smallest 10% of the LLE8s have been labeled 1 and the largest 10% have been labeled 10. Figure 5(b) is the time series plot of the LLE8s coded by their size. The top 10% of the distribution of LLE8s indicated by a 10 are overlaid on the time series in Figure 5(c) . There are regions where there are clusters of 10's. For this system, those are the times where X 10,t are most unpredictable two-days ahead. A close examination of Figure 5(b) indicates there are times when the 1's will be clustered and since the 1's are close to 0, these are the times when the system is most predictable two-days ahead. This example is encouraging and demonstrates that if there is known implicit spatial dependence of a neighborhood structure in the nonlinear stochastic system, a flexible neural network can be used to estimate space-time LLEs from data.
The cloud model
The examples in Sections 3.2 and 3.3 of the three-variable Lorenz system and the forty-variable Lorenz system with implicit spatial dependence demonstrated the usefulness of estimated local Lyapunov exponents in describing the predictability of a system. In these two examples, since the data was generated from known systems, we had the luxury of using the other known state variables in the neural network model and use the model selection criteria to determine the complexity in the neural network model. For the cloud model, we will build a model that predicts clouds based on our knowledge and understanding of the cloud process, which will include other state or predictor variables. We are interested in quantifying the short term predictability of the model, whether that be short term convergence or divergence of the system and use a spatial map to quantify and visualize the local Lyapunov exponents from a space-time process.
Clouds are visible, condensed water vapor and they play a fundamental and complex role in determining the amounts of solar and infrared radiation available to the climate system. Clouds reflect solar radiation and absorb infrared radiation emitted from the surface of the earth. Clouds transfer heat from the oceans to the atmosphere through evaporation and precipitation. Also, they are important in a variety of chemical processes in the atmosphere. See Trenberth [32] , Emanuel [11] , and Salby [25] for further discussion. This example will involve fitting nonlinear models to satellite and assimilated observational data. The estimates of space-time local Lyapunov exponents from a nonlinear regression model that describes the space-time evolution of cloud cover are used to characterize the stability of the nonlinear model. The use of nonlinear regression models as parameterizations has been developed and studied in Bailey et al. [5] . A cloud parameterization is needed for atmospheric general circulation models when cloud processes vary over spatial scales that are smaller than the spatial grid that is used for computing the solutions of the numerical model of the atmosphere. Cloud parameterizations are important because clouds and their interactions with radiation represent the greatest uncertainty in climate projections [29] . Here is a brief description of nonlinear regression models in the spirit of a parameterization. For example, let C t+1 be the variable of interest to construct a parameterization:
where F is a map and θ is some collection of parameters. Let x t be the collection of physical variables that are resolved by the atmospheric general circulation model. The relationship in (19) is an approximation and the development of this approximation will be viewed as a statistical regression problem by considering the stochastic model
An alternative parameterization in the spirit of time series analysis is to build a time series regression model
For a more detailed description of the development of a parameterization from dynamical systems for selected atmospheric variables see Berliner et al. [7] and Bailey et al. [5] . A first-order time-lagged, spatial nearest-neighbor model is used. "First-order time-lagged" means that only information at time t is used to predict cloud cover amount at time (t+1). "Spatial nearest-neighbor" means that predictions of cloud cover in a particular grid box (or site) at time (t + 1) are based on information available at time t at that site as well as nearby sites.
Consider a regular (equal area boxes), gridded region in two dimensions, with r rows and c columns. Define S = r ×c and let X t = (x 1t , . . . , x St ) and C t = (C 1t , . . . , C St ) be Svectors of values at time t. (Each of the x values may be vectors themselves but this is not reflected in the notation.) In general, N (s) represents a neighborhood or collection of sites defined to be neighbors of site s. For example, if we chose N (s) to be the site s itself and its four nearest neighbors, then the nearest-neighborhood for site s, with row-column index (i, j), is the set
Note that there is a problem near the boundaries of the region in that some sites do not have modeled neighbors. For the purposes of this article, we take the most expedient solution and only fit the model for sites with complete neighbor information. For example, if the neighborhood is described as in (22), we only fit the model at S * = (r − 2) × (c − 2) sites.
A first-order lagged near-neighbor prediction model for each grid site s is
where θ is a collection of model parameters and e s,t+1 is a random model error. We assume that each e s,t+1 has mean zero, and, for simplicity, that they are mutually uncorrelated random variables with common (unknown) variance σ 2 across both space and time.
The primary dataset used here consists of three months of hourly infrared radiation (IR) temperature satellite data collected during the TOGA COARE (Tropical Ocean Global Atmosphere Coupled Ocean-Atmosphere Response Experiment) [33] . From the IR temperature data, individual clouds have been identified by a numerical algorithm that starts from the coldest pixel center of each cloud in the image and then searches outward from the center. It stops at a specified threshold temperature and the pixels for that individual cloud are identified. Every pixel in the satellite image is identified as being a cloud or no cloud. Our cloud cover variable is the 0-1 (no cloud/cloud) pixel count of the image. The resolution of the cloud count data is a 0.045
• or a 5km square grid. At a specified grid resolution for site s at time t, we define C s,t to be the cloud cover count.
We consider development of a first-order lagged nearneighbor neural network model. First, we consider three large-scale variables (described below) as predictors. In addition, we also consider inclusion of C s,t 's in predicting C s,t+1 's. This provides a time series or dynamical systems interpretation of the model.
To a significant extent cloud formation and evolution are controlled by (i) water vapor available for cloud formation and growth and (ii) the potential energy available in the atmosphere to enable convection (rising moisture). The variables are as follows:
• column mean relative humidity (RHM).
• time rate of change of generalized convective available potential energy (DCAPE).
• Richardson number (RICHN).
Relative humidity is defined as the ratio between actual and saturation vapor pressure. Saturation refers to the critical combination of temperature and pressure at which water vapor changes to liquid. Generalized convective available potential energy (CAPE) is a measure of the available (i.e., potential) energy which can be converted into kinetic energy, leading to convection. The derived variable, DCAPE, used here is actually a coarse measure (averaged over sixhour time steps) of the time rate of change of CAPE. The Richardson number also provides information relevant to the presence of convection, but involves physical reasoning (i.e., aspects of turbulence) beyond our scope here. Detailed descriptions and discussion of these variables can be found in Emanuel [11] .
Information regarding these three predictor variables coinciding with our three-month cloud dataset are available as model output from Florida State University (FSU) [16] . The FSU data are available on a six-hourly time scale: four times/day at 0Z, 6Z, 12Z, and 18Z, on a 0.7
• grid. These data can be used to calculate our three predictors variables RHM, DCAPE, and RICHN on the same space-time grid.
To assess the potential value of neural network statistical models for capturing the space-time evolution of cloud cover, we used the FSU grid (0.7
• ) in defining sites (as opposed to a coarser resolution corresponding to a typical AGCM). Cloud cover amount is defined based on the IR data, as described above. Recall that the cloud cover data is on a 0.045
• (5km square) grid, so aggregating to the FSU grid yields approximately 15 2 cloud count pixels in each grid site.
Let C s,t be the cloud cover at FSU-grid site s at time t. Let DCAPE s,t , RICHN s,t , and RHM s,t be the values of the three explanatory variables, also at grid site s at time t. For each site s, a first-order time-lagged spatial near-neighbor model for C s,t+1 is
The errors are all assumed to be mutually uncorrelated random variables, with common mean zero and unknown variance σ 2 . If we chose N (s) to be the site s itself and its four nearest neighbors, the set X N (s),t in (23) is a fifteen dimensional vector.
Though the sampling time-step for the FSU data is six hours, the time step of the cloud data and our prediction model is one hour. We hold RHM s,t , DCAPE s,t , and RICHN s,t constant in the six-hour period. (Alternatively, one might consider interpolation schemes to create the explanatory variables at an hourly rate; for brevity, we do not do so here.) Hence, the model results are presented in sixhour increments.
Next, we consider models that incorporate C s,t 's in predicting C s,t+1 's. Specifically, the models for C s,t+1 are of the form
with the same assumptions regarding the errors as in (24) . We considered the case where C N (s),t = C s,t . That is, only clouds at the site will be included in the model which is the form of (21) .
In the previous examples of the Lorenz three-variable and forty-variable systems, the systems are numerically integrated and it is possible to discard the first 6,000 time steps to assure that the system has converged to the attracting set or stationary distribution. If observational data is used, visual inspection of time series plots are useful in checking whether assumptions of stationarity are reasonable. Based on the average values of outgoing longwave radiation (OLR) over the region, the convective period 12/21/92-12/24/92 is chosen for the analysis [8] . Recall the sampling time for the FSU data is 6-hourly, but the time step for the prediction (cloud cover data) is one hour. Therefore it is important to note for the following model results that the time is in 6-hourly increments and the time period of 16 6-hour increments spans four days. Examination of time series plots indicates that the convective period (or heavy clouding) is reasonably stationary. Figure 6 (a) is a time series plot of is an image plot of RMSE for all sites averaged over time. Two sites with contrasting RMSE have been chosen for comparison. The location of the sites have been circled on image plot of Figure 6 (e). Sites 248 is in the upper left corner and Site 1121 is in the lower right corner. The white areas on the image plot correspond to land where no analyses were performed. Figure 6 (b) and (c) are the time series plots of the data and fitted (or predicted) values for the two individual sites. Figure 7 (a) is a boxplot of the 1,4,8, and 12-step ahead space-time LLEs for the cloud system for the 16 hour con-vective time period. These LLEs are computed from the estimated map of (24) . They are all < 0 indicating the the system is stable for the selected ahead time step. This weak stability is acceptable for the cloud cover model.
As a summary plot, Figure 7 (b) is an image plot of the mean over time for the one-step ahead LLEs for the cloud model. This can be interpreted as making a perturbation at a grid cell and quantifying the convergence of the perturbation for each time t, and then averaging these values over the time period. The image plot indicates there are some regions of greater stability than others, indicated by the darker areas. Overall, the range is small, −2 to −1.2, indicating there are not large spatial differences in the local stability. Notably, there is practical value in comparing Figure 6 (e) and Figure 7 (b), which indicate both the model fit and model stability.
CONCLUSION
A nonlinear autoregressive process and a nonlinear nearest-neighbor space-time process are useful models for data. The nonlinear space-time modeling approach can be used to estimate important dynamical system quantities from data, along with measures of uncertainty. The extension of a finite-time local Lyapunov exponent to include implicit spatial dependence, as a space-time local Lyapunov exponent, is useful in describing the space-time dynamics and predictability of data from atmospheric processes.
In the first example, a flexible neural network model fit to data generated from a nonlinear stochastic system produced results consistent with what is known about the Lorenz system. The estimated Lyapunov exponent and LLEs describe the unpredictable behavior of the system and identified the most unpredictable (short-term trajectory divergence) places in the time series and regions in phase.
In the second example, the data is generated from a stochastic nonlinear system with known spatial dependence. The neural network model residuals showed no systematic pattern and the estimated LLEs identified the most predictable and unpredictable places in the time series. This example shows the useful information obtained by extending the LLE to a setting with implicit spatial dependence.
The evolution of cloud cover over time and its space-time relationship to other climate variables is another interesting dynamical system and very important in the development of a cloud parameterization and climate modeling. The use of a spatial nearest-neighbor neural network to model cloud cover gives acceptable stability properties quantified by space-time local Lyapunov exponents.
The space-time dynamical system described in (11) is general and applicable to many nonlinear processes. The extension of the LLE to a spatial setting is an important step in understanding space-time stability. If there is a map with implicit spatial dependence on a lattice or grid over time, the interpretation of perturbing a grid cell and quantifying the error growth in space and time is important in quantifying the stability properties of space-time processes. Summarizing and interpreting the space-time local Lyapunov process is an area of exciting future research.
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