An in nite system of stochastic di erential equations for the locations and weights of a collection of particles is considered. The particles interact through their weighted empirical measure, V , and V is shown to be the unique solution of a nonlinear stochastic partial di erential equation (SPDE). Conditions are given under which the weighted empirical measure has an L 2 -density with respect to Lebesgue measure.
Introduction
We consider a class of nonlinear stochastic partial di erential equations of the form dv(t; x) = A i (t) X i (t) (1.2) where x is the Dirac measure at x and the limit exists in the weak* topology on M(R d ), the collection of all nite signed Borel measures on R d . We think of fX i (t) : t 0; i 2 Ng as a system of particles with locations in R d and time-varying weights fA i (t) : t 0; i 2 Ng. Suppose fX i ; A i ; V g is governed by the following equations: 
t)W(B; t)] = (A \ B)t:
For simplicity assume that is a Borel measure on a complete, separable metric space U.
Assume that f(A i (0); X i (0))g is exchangeable (for example, iid) and independent of fB i g and W. Applying Itô's formula to (1.3) and (1. Averaging both sides of (1.5), we will show that V given by (1. Morien 20] ) since the pioneering work by McKean 18] . Typically, the driving processes in the models are assumed to be independent. The limit is then a deterministic, measure-valued function.
Florchinger and Le Gland 8] consider particle approximations for stochastic partial di erential equations in a setting that, in the notation above, corresponds to taking = = 0 and the other coe cients independent of V . Florchinger and Le Gland were motivated by approximations to the Zakai equation of nonlinear ltering. Del Moral 6] speci cally studies this example. Kotelenez 15] introduces a model of n-particles with the same driving process for each particle and studies the empirical process as the solution of a SPDE. His model corresponds to taking = = d = = 0, but the other coe cients are allowed to depend on V . In particular, the weights A i are constants. Dawson and Vaillancourt 5] consider a model given as a solution of a martingale problem that corresponds to taking A i (t) 1 in the current model. Bernard, Talay, and Tubaro 1] consider a system with time-varying weights and a deterministic limit.
The paper is organized as follows: In Section 2, we prove that the system (1.2)-(1.4) has a unique solution. Since the system does not satisfy a global Lipschitz condition, we cannot directly apply the results developed by Kurtz and Protter 17] (cf. Theorem 9.1). Instead, a truncation technique is employed. In Section 3, we prove existence and uniqueness for (1.6). We achieve this goal by considering a corresponding linear equation rst. As a by-product from this linear equation, the existence of the density v(t; x) is obtained. Uniqueness for the system (1.2)-(1.4) and for the linear equation implies uniqueness for the SPDE (1.1). In Section 4, we brie y discuss the relationship of (1.6) to the equations of nonlinear ltering theory. Note that the metric determines the topology of weak convergence on M + (R d ). We assume that : By (2.1), making use of the fact that je x ? e y j (e x _ e y )jx ? yj, we have
Hence, for t m b) If X n ) X in D E 1 0; 1), then (X n ; Z n ) ) (X; Z) in D E 1 P(E) 0; 1). If X n ! X in probability in D E 1 0; 1), then (X n ; Z n ) ! (X; Z) in D E 1 P(E) 0; 1) in probability. Then by Lemma 2.1, Z n ) Z, or more precisely, (X n ; A n ; Z n ) ) (X; A; Z). Since the right side of (2.10) goes to zero as ! 1, it follows that (X n ; A n ; V n ) is relatively compact, and as in Kurtz and Protter 17] Proposition 7.4, any limit point will be a distributional solution of (1. where, as we will see below, V (t) is the random measure determined by h ; V (t)i = E (A(t) (X(t))jW ): (2.14)
h ; V (t)i = E (A(t) (X(t))jF
As a characterization of V , this system is essentially equivalent to the particle system. Proof. Since we are not assuming uniqueness, (X; A) may not be uniquely determined by (X(0); A(0); B; W); however, if we let (X; A; V; B; W) be a particular solution of (2.11)-(2.13), then (X; A) will have a regular conditional distribution given (X(0); A(0); B; W). Note that f(X i ; A i )g is exchangeable so that
exists. The second equality holds by the ergodic theorem, and I is the invariantalgebra for the stationary sequence f(X i (0); A i (0); B i ; U i ; W)g. But the independence of f(X i (0); A i (0); B i ; U i )g implies I is contained in the completion of the -algebra generated by W. Consequently, D ;Ṽ (t) E = E(A 1 (t) (X 1 (t))jW ) = E(A 1 (t) (X 1 (t))jF W t ); where the second equality follows by (2.14), and hence V (t) =Ṽ (t).
To obtain the converse, note that pathwise uniqueness implies that the invariantalgebra for f(X i ; A i ; B i ; W)g is contained in the completion of (W ). Pathwise uniqueness also implies that the solution f(X i ; A i )g is compatible with the fB i g and W, so we have h ; V (t)i = E(A 1 (t) (X 1 (t))jW ) = E(A 1 (t) (X 1 (t))jF W t ):
3 A nonlinear SPDE
In this section, we establish the existence and uniqueness for the solution to the SPDE (1.6). Our approach is motivated by the second author's uniqueness proof of a nonlinear PDE for the empirical measure (on a conuclear space) of a system of interacting neurons (cf. Xiong 22] ).
We summarize the techniques used in this section. First, by applying Itô's formula, it is shown that V is a solution to (1.6). To prove uniqueness for the solution to (1.6), we assume the existence of another solution V 1 and freeze the nonlinear arguments in (1.6) by V 1 (cf. (3.13) and (3.1)) to obtain a linear SPDE. Similar to the argument in 22], the uniqueness for the solution to (1.6) is implied by that of the linear SPDE (3.13) and that of the system (1.2-1.4) proved in the previous section (cf. the proof of Theorem 3.5 for this argument).
We actually only prove uniqueness among solutions U such that for each t 0, U(t) is absolutely continuous with respect to Lebesgue measure and has a density in L 2 (R d ).
(We also prove existence of such a solution for all U(0) with this property.) The necessary estimates are obtained by rst smoothing the solutions with a Gaussian kernal. As a by product, the estimates (cf. Theorem 3.2) give the existence of a density v(t; x) for the solution to (1.6) under the assumption that V (0) has a density in L 2 (R d ).
Theorem 3.1 Let V be the weighted empirical measure for the particle system given by Theorems 2.1 and 2.2. Then V is a solution of (1.6).
Proof. It is easy to see that where K 6 is a constant.
Proof. The second and last terms of (3. 2 ) are H 0 -valued. In particular, V 2 is an H 0 -valued solution of (3.13). Since V 1 is also an H 0 -valued solution of (3.13), it follows from Theorem 3.4 that V 2 = V 1 . Hence, V 1 corresponds to a solution of the system (1.2)-(1.4). By the uniqueness of the solution of this system we see that V (t) = V 1 (t). 4 Relationship to ltering equations. Following the standard reference measure approach to ltering, we can think of Y as being Gaussian white noise de ned on the Girsanov-transformed probability space, and with that interpretation, both equations are of the form (1.6). (1?P (s))hh( ; u); (s)iY (duds);
so it follows that if P(0) = 1, then P(t) = 1, t 0, and (t) must be a probability measure. Note that the representation for the Zakai equation is just Monte Carlo integration of the Kallianpur-Striebel formula which was studied in 6]. These representations are also closely related to the branching particle methods considered in 3, 4].
