reproduced here) breaks free of the dogma: without letting the TSP polytope obscure their exposition, the authors just go ahead and solve the 49-city instance. (Regarding this change, Fulkerson writes in a September 2, 1954, letter to Operations Research editor George Shortly "In an effort to keep the version submitted for publication elementary, we avoid going into these matters in any detail.") This case study ushered in the cutting-plane method. To solve a problem minimize f (x) subject to x ∈ S (1.1)
where f : R n → R is a linear function and S is a finite subset of R n , choose a system Ax ≤ b of linear inequalities satisfied by all points of S and use the simplex method to find an optimal solution x * of the linear programming problem [2, 3] -is a slight variation on this theme: rather than introducing cutting planes only when an optimal solution x * of (1.2) lies outside S , they introduce them after each simplex pivot leading to a basic feasible solution x * of (1.2) that lies outside S .) The role played by the convex hull of S in this new paradigm is only implicit: we have to be able to find a cutting plane whenever one exists, which is the case if and only if x * lies outside the convex hull of S . In particular, the number of linear constraints in a description of the convex hull of S is irrelevant here. Another important difference between the two paradigms is that the cutting-plane method is an engineering rather than mathematical method: unlike the simplex method, it carries no guarantee that the sequence of its iterations will terminate. (But then again, a guarantee of termination after finitely many iterations is a far cry from a guarantee of termination before the end of our solar system.) Our three authors write ". . . what we shall do is outline a way of approaching the problem that sometimes, at least, enables one to find an optimal path and prove it so." Until 1954, no one had an inkling of a way to solve large instances of the TSP. The lament about the number of tours through n cities being too large to allow their listing one by one marked the vanguard of scientific progress on this front. Then Dantzig, Fulkerson, and Johnson let the light in and inaugurated a new era. All successful TSP solvers echo their breakthrough. This was the Big Bang.
This Big Bang reverberates far beyond the narrow confines of the TSP. It provides a tempting template for coping with any NP-complete problem of minimizing a linear function over a finite set S . For each problem of this kind, the challenge lies in finding cutting planes quickly. In the special case of integer linear programming, where S consists all integer solutions of a prescribed set of linear constraints, this challenge was met with remarkable elegance (and termination after finitely many iterations guaranteed) by Gomory in a series of papers beginning with [5] .
Great new ideas may transform the discipline they came from so profoundly that they become hard to discern against the changed background. When terms such as "defense mechanism" and "libido" are in the common vocabulary, it is easy to forget that they came from Sigmund Freud. The cutting-plane method of George Dantzig, Ray Fulkerson, and Selmer Johnson had the same kind of impact on the discipline of mathematical programming.
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