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Abstract
Entropy and cross-entropy are two very fundamental concepts in information theory and
statistical physics and are also widely used for statistical inference across disciplines. The re-
lated optimization problems, in particular the maximization of entropy and the minimization
of the cross-entropy, are essential for general logical inference in our physical world. In this
paper, we will discuss a two parameter generalization of the popular Renyi entropy and asso-
ciated optimization problems. We will derive the desired entropic characteristics of the new
generalized entropy measure including its positivity, expandability, extensivity and generalized
(sub-)additivity. More importantly, when considered over the class of sub-probabilities, our
new family turns out to be scale invariant; this property does not hold for most of the exist-
ing generalized entropy measures. We also propose the corresponding cross-entropy measures,
a new two-parameter family that is scale invariant in its first arguments (to be viewed as a
variable). The maximization of the new entropy measure and the minimization of the corre-
sponding cross-entropy measure are carried out explicitly under the non-extensive framework
and the corresponding properties are derived. In particular, we consider the constraints given
by the Tsallis normalized q-expectations that lead to the so-called ’third-choice’ non-extensive
thermodynamics. In this context, we have come up with, for the first time, a class of entropy
measures – a subfamily of our two-parameter generalization – that leads to the classical (ex-
tensive) Maxwell-Boltzmann theory of exponential-type (Gaussian) MaxEnt distributions under
the non-extensive constraints; this discovery has been illustrated through the useful concept of
escort distributions and can potentially be important for future research in information theory
as well as statistical mechanics. Other members of the new entropy family, however, lead to
the power-law type generalized q-exponential MaxEnt distributions which is in conformity with
Tsallis nonextensive theory. Therefore, our new family indeed provides a wide range of entropy
and cross-entropy measures combining both the extensive and nonextensive MaxEnt theories
under one umbrella.
Keywords: Entropy; Maximum entropy (MaxEnt) distribution; Cross-entropy minimization;
Renyi entropy; Non-extensive statistical physics; Logarithmic norm entropy; Escort distribution.
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1 Introduction
The concept of entropy is a fundamental tool in information science, statistical physics, thermo-
dynamics and related statistical applications. Its development started at least one hundred years
back in the context of thermodynamics and, interestingly, this thermodynamic entropy increases
over the ‘arrow of time’ unlike all other physical variables making it an useful yet somewhat mys-
terious concept. Its wider applications beyond thermodynamics, however, started much later, after
Shannon’s groundbreaking works leading to the development of mathematical information theory
in 1948 [46] and Jaynes’ presentation of the universal maximum entropy (MaxEnt) principle for
logical scientific inference in 1957 [17, 18]. Shannon primarily defined the concept of information-
theoretic entropy with the aim of developing an appropriate (uncertainty) measure of the amount of
information lost in a noisy communication channel; but a direct and highly interesting connection
with the classical thermodynamic entropy can be made through Jaynes’ MaxEnt principle (see [25]
for details). Jaynes’ work suggests that one should use all available information but be maximally
uncommitted to the missing information leading to the (possibly constrained) maximization of
Shannon’s uncertainty measure; this initially provided a natural correspondence between statisti-
cal mechanics and general logical inference in information theory. During the same period, Kullback
[28–31, 33] provided the link between information theory and Fisher’s likelihood theory of general
statistical inference along with the correspondence between a generalization of Jaynes’ MaxEnt
principle (minimum cross-entropy principle) and Fisher’s maximum likelihood principle; see also
the monograph [32] and references therein. These connections further enhanced the popularity of
the entropy concept in a wide variety of fields of natural sciences [24].
Mathematically, consider the space of finite probability distributions given by
Ωn =
{
P = (p1, . . . , pn) : pi ≥ 0, for all i = 1, . . . , n,W (P ) :=
∑
i
pi = 1
}
. (1)
Under certain desirable properties of the postulated uncertainty measures [46], Shannon obtained
its unique form (upto a positive multiplier) which he termed as the entropy. For any P ∈ Ωn, it is
defined as
ES(P ) := −
n∑
i=1
pi ln pi = 〈ln(1/pi)〉 , (2)
where 〈fi〉 :=
∑
i pifi denotes the ordinary (linear) expectation of a function f = (f1, . . . , fn)
T
defined on the state-spaces. The quantity Ii := ln(1/pi) is referred to as the elementary informa-
tion gain associated with an event of probability pi, or the code length in information theory, or
the surprise (less probable events are considered more “surprising” than the more probable ones).
Jaynes’ MaxEnt principle suggests the prediction of the unknown natural distribution by maximiz-
ing ES(P ) over P ∈ Ωn subject to the constraints of the given information. In particular, given the
mean (linear constraint), the MaxEnt distribution of a real valued random variable is the Maxwell-
Boltzmann-Gibbsian distribution which forms the basis of classical statistical physics including
thermodynamics and is used to model a wide range of situations/systems across disciplines.
However, with the progress of science, several advanced, complicated systems have been ob-
served and studied where the classical Maxwell-Boltzmann-Gibbs (MBG) statistics fail to provide
fully accurate predictions; these include, but are not limited to, multifractals, high-energy collision
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experiments, situations involving complex outliers in the experimental datasets, etc. All these have
to be explained through some appropriate generalizations of the Shannon entropy. The two most
famous generalizations are the families of the Renyi entropy [44] and the Tsallis entropy [48]; al-
though the functional forms of these entropies were proposed much earlier, their possible utility in
explaining the behavior of natural systems was widely accepted only after more recent experimental
verifications. In order to define these entropies in a more general context, let us consider the set of
finite sub-probability distributions given by
Ω∗n =
{
P = (p1, . . . , pn) : pi ≥ 0, for all i = 1, . . . , n,W (P ) :=
∑
i
pi ≤ 1
}
⊃ Ωn. (3)
For any P ∈ Ω∗n, the corresponding (generalized) Shannon entropy should be given by
ES(P ) := − 1
W (P )
∑
i
pi ln pi, (4)
which coincides with definition (2) for any P ∈ Ωn (as W (P ) = 1); see the derivation in [44]. The
Renyi entropy of a general P ∈ Ω∗n is defined, in terms of a tuning parameter α > 0, as
ERα (P ) :=
1
1− α ln
[∑
i p
α
i∑
i pi
]
, α > 0. (5)
For a probability distribution P ∈ Ωn, it further simplifies to
ERα (P ) :=
1
1− α ln
∑
i
pαi =
α
1− α ln ||P ||α, α > 0, (6)
where ||P ||α denotes the α-norm of the function P = (p1, . . . , pn) defined as ||P ||α =
(
n∑
i=1
pαi
) 1
α
.
In both (5) and (6), the case α = 1 is defined through the limit α → 1, which coincide with the
Shannon entropy in (4) and (2), respectively. Interestingly, all members of this Renyi entropy
family are still extensive for the probability distributions, i.e., they satisfy
ERα (P ∗Q) = ERα (P ) + ERα (Q), for all P ∈ Ωn, Q ∈ Ωm,
where P ∗ Q = ((piqj))i=1,...,n;j=1,...,m denotes the probability of the independent combination of
two systems having probabilities P and Q.
The most popular non-extensive generalization of the Shannon entropy is the Tsallis entropy,
which has the form
ETq (P ) :=
1−∑i pqi
q − 1 = −
∑
i
pqi lnq pi, q ∈ R, P ∈ Ωn, (7)
where lnq denotes the deformed logarithm function as defined in Appendix A. The Tsallis entropy
with index q can be written as the q-deformed Shannon entropy and coincides with the classical
Shannon entropy (2) as q → 1. The quantity q is also referred to as the nonextensivity index of
the system, since we have the relation
ETq (P ∗Q) = ETq (P ) + ETq (Q) + (1− q)ETq (P )ETq (Q), for all P ∈ Ωn, Q ∈ Ωm.
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The theoretical prediction from this nonextensive entropy has later been seen to be extremely accu-
rate for several advanced physical phenomena which leads to a whole new domain of nonextensive
statistical framework. See, among many others, [6, 37, 42, 50–53] for some interesting and useful
theoretical applications, and [4, 13, 14, 26, 36, 41] for a few highly important experimental ver-
ifications. One important component of the nonextensive framework is to generalize the (linear)
expectation constraints by the q-expectation or normalized q-expectation constraints, which we will
come back to in Section 3.
Since the continuous advancement of science requires experimentation with more and more
complex physical systems of nature and the analyses of complex data structures arising from them,
there has always been a quest for new, more general measures of uncertainty that could possibly
explain such complex phenomena more accurately. With this view, several other one and two-
parameter generalizations of the entropy functional have been proposed in the literature, although
not all of them have significant applications with experimental validity. We would like to mention
two such recent generalizations of the Renyi and Tsallis entropy, respectively, known as Kapur’s
generalized entropy of order α and type β [22, 23] and the (α, β)-norm entropy [21]. For any
P ∈ Ω∗n, these families are, respectively, defined in terms of two positive (unequal) reals α, β as
EKα,β(P ) :=
1
α− β ln
(∑
i p
β
i∑
i p
α
i
)
, (8)
ENα,β(P ) :=
αβ
α− β
(∑
i
pβi
) 1
β
−
(∑
i
pαi
) 1
α
 = αβ
α− β [||P ||β − ||P ||α] . (9)
Note that, for P ∈ Ωn, the first one reduces to the Renyi entropy at β = 1, whereas the second one
reduces to the Tsallis entropy for either of its two tuning parameters being unity. Only the second
one is symmetric with respect to (α, β), but both of them are related in the limiting sense as
lim
α→β
EKα,β(P ) =
1
β2
lim
α→β
ENα,β(P ) = −
∑
i p
β
i ln pi∑
i p
β
i
, P ∈ Ωn. (10)
The limiting functional in (10) is another a one-parameter family of generalized entropy which had
been previously studied independently by Aczel and Daroczy [3] and will be referred to as the
Aczel-Daroczy entropy EADβ (P ); note that EAD1 (P ) is the Shannon entropy in (2).
We would like to emphasize the fact that neither the Renyi nor the Tsallis entropy are scale
invariant over P ∈ Ω∗n; the same holds for their generalizations in (8)–(10). They are not even
scale-equivariant except for the norm-entropy with α 6= β. This lack of invariance sometime makes
the derivation of MaxEnt distribution and related statistics rather complicated while considering
the general class of sub-probability distributions; the MaxEnt distribution then exists only if W (P )
is pre-fixed (given). Also, if we focus on measuring the pattern of the distribution only through the
measure of uncertainty, an appropriate entropy should be scale invariant so that P and cP have
the same entropy measure for any c > 0 (they have the same patterns over the state-space). In this
paper, we will develop a new two-parameter family of entropy functionals, generalizing the Renyi
entropy, that closely resembles the above two generalized families but, in addition, provides the
much desired scale-invariance property.
Although this new two-parameter family considered in this paper has previously been intro-
duced very briefly in our earlier work [16] while describing a family of generalized relative entropy
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measures (and their applications), its entropic characteristics and scope of applications are prac-
tically unknown. They will be developed here to justify its use as a general entropy functional.
Also, we will derive the MaxEnt theory corresponding to these generalized entropies for nonexten-
sive applications; the resulting MaxEnt distribution under the q-normalized expectation leads to a
family of generalized exponential distributions of the form of power law having heavier tails. Our
new MaxEnt theory resembles Tsallis’ MaxEnt theory yet generalizes it allowing a two-parameter
structure with scale-invariance.
Another very important optimization problem related to entropy is the minimization of the
associated cross-entropy or relative-entropy measures. In information theory, we often have a
prior guess of the distribution, say Q, and the target distribution is then estimated through the
minimization of a suitable cross-entropy or relative entropy measures from the prior Q. This is in
line with the MaxEnt principle, since the minimum cross-entropy distribution, given the uniform
prior (no additional information), coincides with the MaxEnt distribution for the associated entropy
measure. In statistics, the relative entropies are often referred to as divergence measures and the
minimization of appropriate divergences between the postulated model and the observed data leads
to robust inference in the presence of outliers or contamination in the data [7]. So, it is important
to develop cross-entropy and relative entropy measures along with their minimizer distributions
given the prior Q (and additional restrictions) which we are also going to develop in the present
paper for our new entropy and an extended definition of new cross-entropy measures.
In brief, we summarize the main contributions of this manuscript as follows:
• We propose and study the detailed properties of a new class of entropy measure which is scale
invariant over the space of (finite) sub-probability distribution and contains the popular Renyi
entropy (and hence also the Shannon entropy) for the space of (finite-support) probability
distributions. We refer to this new two-parameter generalized entropy as the logarithmic
(α, β)-norm entropy, or simply the logarithmic norm-entropy (LNE); see Section 2.
• The LNE family can also be interpreted as a suitable Renyi entropy of the escort distribution
associated with any given sub-probability distribution. Due to the importance of escort
distributions in information theory, this interpretation can be potentially helpful to develop
useful extensions of the Renyi information concept based on the LNE with the additional
feature of scale-invariance.
• We will prove that the new LNE family satisfies all the entropic characteristic axioms of
Renyi entropy except possibly the generalized additivity property. Other than the Renyi
subfamily, only one parameter subfamily of LNE at α = β satisfy the generalized additivity
property, but all other members satisfy a corresponding sub-additivity property with suitably
chosen weight-functions. However, like other non-Shanon entropies, LNE does not satisfy the
branching or the recursivity property.
• We derive the MaxEnt distribution corresponding to the new LNE family under the Tsallis
non-extensive constraint (of third kind) given in terms of the normalized q-expectation. When
the two parameters of the LNE families differ, the resulting MaxEnt distribution forms the
generalized exponential family of power-law type having heavier tails. This resembles and
potentially can extend the Tsallis MaxEnt theory and the Renyi thermodynamics.
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• More interestingly, the new LNE subfamily at α = β provides the Gaussian (MBG) MaxEnt
distribution even under the non-extensive constraint. Also this is the first family of scale-
invariant generalized entropies we have obtained, which provide the usual Maxwell-Boltzmann
MaxEnt theory of Shannon under Tsallis non-extensive framework. So, this particular sub-
family will be extremely important to study in more detail in future.
• The LNE family can be linked with (and can also be motivated from) the generalized relative
(α, β)-entropy measure studied in [16]. In the present paper, we further define the corre-
sponding cross-entropy measure connecting them and completing the full circle of important
measure in information theory. Some basic properties of the new family of cross-entropy
measures are noted. In a particular case β = 1, this new cross-entropy between two probabil-
ity measures coincides with the Renyi’s directed-divergence (or cross-entropy) measure [44];
hence the new family indeed provide a generalization of the Renyi cross-entropy as well, in
line of the development of the underlying LNE family as a generalization of Renyi entropy.
• Finally, we derive the minimum cross-entropy distribution associated with the new cross-
entropy measures when a prior distributional guess (Q) is known for the given information
problem. We have derived the optimum distribution again under the Tsallis non-extensive
constraints of the third kind, which extends the corresponding results for the minimum
Kullback-Leibler cross-entropy distribution [15] obtained under non-extensive or extensive
frameworks, respectively, for the cases with α 6= β or α = β. Again, we get an interesting
subfamily of cross-entropy measures at α = β which leads to the extensive results under the
non-extensive frameworks and provides a potentially new direction of research combining the
two concepts.
2 A Two-parameter Generalization of the Renyi Entropy
We consider first the set Ω∗n of all sub-probability distributions over the finite state-space as defined
in (3). Given two positive reals α, β, we define a generalized entropy measure of any P ∈ Ω∗n as
ELNα,β (P ) :=
αβ
α− β ln

(∑
i p
β
i
) 1
β
(
∑
i p
α
i )
1
α
 = αβ
α− β [ln ||P ||β − ln ||P ||α] , α 6= β. (11)
We can extend its definition at α = β through the limiting functional as α→ β, which is given by
ELNβ,β (P ) := −β
∑
i p
β
i ln pi∑
i p
β
i
+ ln
(∑
i
pβi
)
= β
[EADβ (P ) + ln ||P ||β] , β > 0. (12)
Note that ELN1,1 (P ) does not necessarily coincide with the corresponding (generalized) Shannon
entropy (4) for a sub-probability P ∈ Ω∗n, but does so for the probability distributions having unit
sum (P ∈ Ωn). Similarly, restricting to the probability distributions P ∈ Ωn, if we take any one
of the two tuning parameters α, β to be one, then the generalized entropy in (11) coincides with
the Renyi entropy in (6). The functional forms of these generalized entropies are initially found
in [16] originating from the generalized (α, β)-relative entropy of a probability distribution P with
6
respect to a uniform distribution; the authors had referred to them as the possible generalized Renyi
entropy just by examining their maximum and minimum values over P ∈ Ωn. However, since there
are several generalized version of Renyi entropy available in the literature, by noting their similarity
with the (α, β)-Norm entropy, we will denote the generalized family of entropies given by (11) and
(12) as the Logarithmic (α, β)-Norm entropy, or simply the Logarithmic Norm-Entropy (LNE) of
P ∈ Ω∗n. Note that, interestingly, ELNα,β (P ) is symmetric in the tuning parameters α, β.
The major advantage of the functional forms of the LNE given in (11) and (12) is its scale
invariance property: ELNα,β (cP ) = ELNα,β (P ) for any P ∈ Ω∗n, c, α, β > 0. This striking property is
satisfied neither by the Shannon entropy nor its existing generalizations like Renyi, Tsallis entropies
or those given in (8)–(9). Therefore, it appears that the LNE is the first two-parameter general-
ization of the Shannon and Renyi entropy over P ∈ Ωn that is scale invariant over the larger set
of sub-probability distributions Ω∗n. We will see further usefulness of this property in deriving the
maximum entropy distributions in Section 3.
Another interesting interpretation of the new LNE family can be observed through the so-called
escort distribution [1, 9] defined as Pβ = (p1,β, . . . , pn,β) with pi,β = p
β
i /||P ||ββ for all i = 1, . . . , n and
β > 0. Note that, Pβ ∈ Ωn for any P ∈ Ω∗n and β > 0; this escort distribution is extremely useful
in nonextensive physics [1, 2, 8, 20] as well as generalized information theory [11, 12, 34, 45, 47].
It is easy to see that, the LNE given in (11) and (12) can alternatively be expressed as
ELNα,β (P ) =
1
1− αβ
ln
∑
i
p
α
β
i,β = ERα/β(Pβ), ELNβ,β (P ) = ES(Pβ). (13)
Therefore, the newly proposed LNE is nothing but the Renyi entropy of order (α/β) for the corre-
sponding β-escort distribution. This clearly justifies the use of the LNE functionals as a generalized
class of entropy functionals. Some further desired entropic properties are described in the following.
Proposition 2.1 ([16]) The LNE functionals defined in (11)–(12) are always non-negative for all
P ∈ Ω∗n. They equal zero for the degenerate distributions and take the maximum value ln(n), over
Ω∗n, if and only if all pis are equal (i.e., P is uniform).
Interestingly, unlike other generalizations of Renyi entropy, the maximum value of an LNE
which is attained at the uniform distribution is independent of the tuning parameters (α, β) and
is the same as that of the classical Shannon entropy. Hence the LNE family provides a universal
framework of comparison with a fixed bounded range of entropy values, namely [0, ln(n)], providing,
at the same time, different structures to explain different types of physical systems through two
tuning parameters α, β > 0. Further, the maximum value of the entropy increases further as the
number of (microscopic) states (n) increases, as desired.
Note that, in view of (13), the LNE family satisfies all properties of the Renyi entropy family
but over the transformed space of escort distributions. The next theorem verifies if the members
of this LNE family satisfy some such desired, characteristic axioms of the usual Renyi or other
generalized entropies also over its domain Ω∗n or Ωn.
Theorem 2.2 For any P ∈ Ω∗n and α, β > 0, the LNE ELNα,β (P ) satisfies the following properties:
a) ELNα,β (P ) is continuous in pis for all i with pi ≥ 0 (unless all pi = 0).
b) ELNα,β (P ) is a symmetric function of (p1, . . . , pn).
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c) ELNα,β ({1, 0}) = ELNα,β ({0, 1}) = 0. [Decisivity]
d) If P = {p} ∈ Ω∗1 for any p ∈ (0, 1], then ELNα,β ({p}) = 0.
e) For any P = (p1, . . . , pn) ∈ Ω∗n, we have ELNα,β (P ) = ELNα,β ({p1, . . . , pn, 0}). [Expandability]
f) For P = (p1, . . . , pn) ∈ Ω∗n and Q = (q1, . . . , qm) ∈ Ω∗m, let us define their independent
combination as P ∗Q = (piqj)i=1,...,n;j=1,...,m. Then,
ELNα,β (P ∗Q) = ELNα,β (P ) + ELNα,β (Q). [Shannon additivity/Extensivity]
g) ELNα,β (P ), at any n ≥ 2, does not satisfy the branching or the recursivity properties (unlike the
Shannon entropy).
Proof:
(a) The proof for the case α 6= β follows directly from the continuity of the norm functionals ||P ||α,
||P ||β and the logarithmic function, whereas the proof of the α = β case follows from the continuity
of the Aczel-Daroczy entropy [3] and the norm functional ||P ||β.
(b–c) These two properties follow directly from the definition of LNE.
(d) Note that, by the definition of the norm, ||{p}||γ = p for all γ > 0 and p ∈ (0, 1]. Hence, for
α 6= β, we get
ELNα,β ({p}) =
αβ
α− β [ln(p)− ln(p)] = 0.
Also, for α = β, we have
ELNβ,β ({p}) = β[−
pβ ln(p)
pβ
+ ln(p)] = 0.
(e) It follows trivially from definitions, since ||{p1, . . . , pn, 0}||γ = ||P ||γ for all γ > 0 and the Aczel-
Daroczy entropy is extendable [3].
(f) First note that, for any γ > 0, we have
||P ∗Q||γ =
 n∑
i=1
m∑
j=1
(piqj)
γ
1/γ =
 n∑
i=1
pγi
m∑
j=1
qγj
1/γ = ||P ||γ · ||Q||γ .
Therefore, for α 6= β (α, β > 0), we get
ELNα,β (P ∗Q) =
αβ
α− β [ln ||P ∗Q||β − ln ||P ∗Q||α]
=
αβ
α− β [ln ||P ||β + ln ||Q||β − ln ||P ||α − ln ||Q||α] = E
LN
α,β (P ) + ELNα,β (Q).
For α = β, on the other hand, we can use the Shannon additivity of the Aczel-Daroczy entropy [3]
to get
ELNβ,β (P ∗Q) = β[EADβ (P ∗Q) + ln ||P ∗Q||α]
=
αβ
α− β [E
AD
β (P ) + EADβ (Q) + ln ||P ||α + ln ||Q||α] = ELNβ,β (P ) + ELNβ,β (Q).
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(g) Finally, to show that the LNE does not satisfy the branching or the recursivity properties, let
us consider the simple probabilities P = {1−p, p} and Q = {q, 1− q} for some p, q ∈ [0, 1]. Clearly,
at α 6= β, we have
ELNβ,β ({1− p, pq, p(1− q)})
=
αβ
α− β [
1
β
ln
(
(1− p)β + pβ(qβ + (1− q)β)
)
− 1
α
ln
(
(1− p)α + pβ(qα + (1− q)α)
)
]
6= αβ
α− β [ln ||P ||β + p
a||Q||β − ln ||P ||α + pa||Q||α] = ELNβ,β (P ) + paELNβ,β (Q), (14)
for any a > 0. Similarly, the case α = β can be proved which is skipped for brevity. 
Next, in order to study the functional structure of our proposed entropies, let us start with
the example of Bernoulli trial, the simplest finite state-space distribution frequently encountered
in information theory as well as in statistical physics.
(a) α = 0.1 (b) α = 0.5 (c) α = 1
(d) α = 2 (e) α = 10 (f) α = 100
Figure 1: Values of the LNE of P = {p, 1− p} plotted against p ∈ [0, 1] for different values of α, β.
[β = 0: black dotted; β = 0.1: magenta dotted; β = 0.5: black dash-dotted; β = 1: red dotted; β = 2: green solid;
β = 100: blue dashed lines]
Example 1. [LNE of Bernoulli Distribution]
Consider the Bernoulli distribution which has two states (n = 2) and is characterized by the success
rate p of any one state. In Figure 1, we have plotted the LNE ELNα,β ({p, 1 − p}) over the success
probability p ∈ [0, 1] for different values of α, β. Clearly, as expected from Proposition 2.1, all
members of the LNE family attain their minimum (zero) and maximum (ln(2) = 0.693) at p = 0, 1
(degenerate distributions) and p = 1/2 (uniform distribution), respectively. They are all continuous
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in p ∈ [0, 1] in line with Theorem 2.2. Additionally, we observe that the LNE values decrease as
any one of α or β increases from zero while the other is kept fixed. The limiting cases are proved
for more general distributions in the following theorem. 
Theorem 2.3 Take any P ∈ Ω∗n and β > 0.
a) As α→ 0, ELNα,β (P )→ ln(n), the maximum entropy value, independently of β and P .
b) As α→∞, ELNα,β (P )→ β [− ln(pmax) + ln ||P ||β], which can be thought of as a scale-invariant
generalization of the Min-entropy given by − ln(pmax). Here pmax = maxi pi.
Proof: For a given P ∈ Ω∗n and β > 0, we can rewrite the LNE at α 6= β as
ELNα,β (P ) :=
α
α− β ln
(∑
i
pβi
)
+
β
β − α ln
(∑
i
pαi
)
. (15)
(a) Taking limit as α → 0, the first term in (15) converges to zero, whereas the second term
converges to ln(n).
(b) Taking limit as α→∞, the first term 11−(β/α) ln
(∑
i p
β
i
)
in (15) tends to ln
(∑
i p
β
i
)
. But, the
second term in (15) is of the form (−∞−∞) as α → ∞, and hence we need to use L’Hospital rule to
get
lim
α→∞
β
β − α ln
(∑
i
pαi
)
= lim
α→∞
β
−1
∑
i p
α
i ln pi∑
i p
α
i
= −β ln(pmax). (16)
Combining the limits of both the terms, we get the desired result. 
The above theorem indicates the nature of the LNE over its tuning parameters when one of
them is fixed finitely. Note that the scale invariant generalization obtained at α→∞ represents the
Min-entropy of the escort measure of P . We conjecture that, based on our empirical examinations,
the value of ELNα,β (P ) monotonically decreases as α increases from 0 to∞, at least for most common
probability distributions P if not for all of Ω∗n. Next, to get an idea about their behaviors when
both α, β vary simultaneously, let us study the LNE of the binomial distribution.
Example 2. [LNE of Binomial Distribution]
Consider n states having the binomial probability structure with success rate p; this situation arises
quite frequently in information theory while communicating an n-bit information over a noisy chan-
nel. We have computed and plotted, in Figure 2, the LNE values of this binomial distribution over
(α, β) for different n and p. We can see that, for any binomial distribution, the entropy is max-
imized at (α, β) → (0, 0) and decreases further as (α, β) moves away from zero (towards positive
infinity). Also, for a fixed α, β and a fixed number of the state-space (n), the LNE is maximized
over the family of binomial distributions at p = 1/2 and symmetrically decreases in either side
leading to the minimum value of zero at p = 0 and p = 1. 
As the Renyi entropy is characterized by the generalized-mean [27, 38] additivity property, it is
important to check the same for our proposed extension as well. However, the only subclasses of
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(a) n = 10, p = 0.1 (b) n = 10, p = 0.3 (c) n = 10, p = .5
(d) n = 100, p = 0.1 (e) n = 100, p = 0.5 (f) n = 100, p = 0.9
Figure 2: Vales of the LNE of different Bin(n, p) distribution plotted against (α, β).
the LNE family satisfying this property are the Renyi entropy class and the family in (12), although
with different weight functions. Other members of the LNE family are sub-additive in the same
generalized mean with an appropriately chosen weight function, as shown in the following theorem.
Theorem 2.4 (Generalized-Mean Sub-additivity) For any two sub-probability distributions
P = (p1, . . . , pn) ∈ Ω∗n and Q = (q1, . . . , qm) ∈ Ω∗m with W (P ) + W (Q) ≤ 1, let us define the
combined system (sub)-probability P ∪ Q = (p1, . . . , pn, q1, . . . , qm) and take g(x) = 2
(
1−α
β
)
x
c with
α 6= β and c = ln 2. Then, denoting Wβ(P ) = ||P ||ββ =
∑
i p
β
i for a given β > 0, we have
ELNα,β (P ∪Q) ≤ g−1
 ||P ||αβg
(
ELNα,β (P )
)
+ ||Q||αβg
(
ELNα,β (Q)
)
||P ||αβ + ||Q||αβ
 , if 0 < α < β. (17)
For α > β > 0, the inequality in (17) is reversed.
Finally, for the case α = β (Generalized Shanon entropy in (12)), equality hold in (17) with ordinary
weighted mean having g(x) = ax+ b defined in the limiting sense.
Proof: Fix P ∈ Ω∗n, Q ∈ Ω∗m and β > 0 as described in the statement of the theorem and take
any α > 0. By definition of the LNE family for α 6= β, one can deduce
g(ELNα,β (P )) =
||P ||αα
||P ||αβ
=
∑
i p
α
i(∑
i p
β
i
)α
β
,
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and similarly for Q. Therefore, we get
g(ELNα,β (P ∪Q)) =
||P ||αα
||P ||αβ
=
∑
i p
α
i +
∑
i q
α
i(∑
i p
β
i +
∑
i q
β
i
)α
β
=
||P ||αβg(ELNα,β (P )) + ||Q||αβg(ELNα,β (Q))(
||P ||ββ + ||Q||ββ
)α
β
.
Further, by the order property of Lp-norm of the vector (||P ||β, ||Q||β), we get(
||P ||ββ + ||Q||ββ
) 1
β ≥ (||P ||αβ + ||Q||αβ) 1α , if 0 < α < β,
where the inequality is reversed for 0 < β < α and becomes equality at α = β. Combining the
above two relations, we get the sub-additivity result (17) at α 6= β.
The equality for the cases α = 1, β = 1, or α = β can be easily obtained in a similar manner. 
Note that the right-hand side of Equation (17) represents a generalized-mean of the LNE values
of P and Q defined through the link function g and weights (||P ||αβ , ||Q||αβ). By the symmetry of
the LNE family with respect to the two tuning parameters α, β, we can always obtain the general
sub-additivity (17) of any member of the LNE family (additivity for α = β or α = 1 or β = 1)
with a suitable choice of weights; the respective weights will be (||P ||αβ , ||Q||αβ) or (||P ||βα, ||Q||βα),
according to α > β or α < β. Also, if we define the LNE in terms of logarithm base 2, as in the
case of Renyi entropy, we can take c = 1 in the link function g in the generalized mean.
Finally, in order to study the maximum entropy theory, it is important to verify the concavity
of the corresponding entropy. It is fortunate for usual entropies like Shannon, Renyi and Tsallis
that they turn out to be concave which allows us to restrict ourselves only to the search of a local
maximum (under any constraint as well); any local maxima will be a global one by their concavity.
The following theorem examines this important property of our proposed LNE family for suitably
chosen values of the tuning parameters (α, β).
Theorem 2.5 Suppose that either of the following two conditions on (α, β) holds.
a) 0 < β ≤ 1 and α ≥ β is such that ln ||P ||α is convex in P .
b) 0 < α ≤ 1 and β ≥ α is such that ln ||P ||β is convex in P .
Then, the LNE ELNα,β (P ) is concave in P ∈ Ω∗n.
Proof: We will prove the theorem under Condition (a). Then, it also holds under Condition (b)
by symmetry of LNE in (α, β).
So, let us assume the Condition (a) holds and take P,Q ∈ Ω∗n, λ ∈ [0, 1]. Since β ≤ 1, by Minkowski
inequality, we have
||λP + (1− λ)Q||β ≥ λ||P ||β + (1− λ)||Q||β.
Combining it with the monotonicity and concavity of logarithmic function, we get
ln ||λP + (1− λ)Q||β ≥ ln [λ||P ||β + (1− λ)||Q||β] ≥ λ ln ||P ||β + (1− λ) ln ||Q||β.
On the other hand, by convexity of ln ||P ||α, we get
ln ||λP + (1− λ)Q||α ≤ λ ln ||P ||α + (1− λ) ln ||Q||α.
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Thus, along with α > β, we finally get
ELNα,β (λP + (1− λ)Q) =
αβ
α− β [ln ||λP + (1− λ)Q||β − ln ||λP + (1− λ)Q||α]
≥ αβ
α− β [λ ln ||P ||β + (1− λ) ln ||Q||β − λ ln ||P ||α − (1− λ) ln ||Q||α]
=
αβ
α− β [λ {ln ||P ||β − ln ||P ||α}+ (1− λ) {ln ||Q||β − ln ||Q||α}]
= λELNα,β (P ) + (1− λ)ELNα,β (Q). (18)
This proves the concavity of LNE under Condition (a). 
Although the concavity of the LNEs requires additional condition on the values of the tuning
parameters (α, β), their Schur concavity over the set of escort distributions can easily be observed
from (13) for all α, β > 0. This result, presented in the following theorem, will often suffice to
study the MaxEnt distributions for LNEs as in the cases of Shannon or Renyi entropy.
Theorem 2.6 Given Ω∗n, let us define the set of corresponding β-escort distributions (Pβ) as
Ωen,β = {Pβ : P ∈ Ω∗n}. Then, for any α, β > 0, the LNE ELNα,β (P ) is Schur concave over Ωen,β.
3 The MaxEnt Distribution under Tsallis’ Nonextensive Constraint
The maximum entropy principle is a fundamental concept in inferential science, statistics and sta-
tistical physics. We will now derive the maximum entropy (MaxEnt) distribution corresponding
to the new LNE family under appropriate sets of constraints. The classical statistical mechanics
and related literature associated with the Shannon entropy and its MaxEnt distribution utilizes
the linear averaging constraints where the expectation of some utility functions are assumed to
be known. The resulting MaxEnt distribution has an exponential structure, which is known as
the Maxwell-Boltzmann distribution in statistical mechanics and as the exponential family of dis-
tributions in statistics and information sciences. However, more recently, it has been observed
that the non-extensive entropies like the Tsallis’ entropy provide more accurate predictions under
the constraints given in terms of the normalized q-expectation instead of the linear expectation
[53]. The generalization of classical statistics using Renyi entropy also considered the same non-
extensive constraints for multifractal systems. Such non-extensive constraints given in terms of the
q-expectations produce a power-law MaxEnt distribution having relatively heavier tail, which fur-
ther simplifies to the exponential family of distributions when the non-extensivity factor vanishes
and hence is also known as the family of generalized exponential distributions. Here, in order to
obtain the MaxEnt distribution, we will also consider a set of m non-extensive constraints given by∑
i gr(i)p
q
i∑
i p
q
i
= Gr, r = 1, . . . ,m. (19)
Note that, if P = (p1, . . . , pn) ∈ Ωn and q = 1, the above constraints simplify to the (extensive)
linear expectation; otherwise they are known as the normalized q-expectation of gr (denoted as
〈〈gr〉〉q). For the maximization of the LNE having parameters α, β, by symmetry, we can consider
q to be either of these two parameters. For concreteness, in this paper, we will consider q = β and
(α, β) satisfies the conditions of Theorem 2.5 so that the corresponding LNE is concave.
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Now, by the concavity of the LNE, any local maximizer of it will also be a global maximizer.
And, by the scale-invariance property, it is enough to maximize the entropy functional over the
larger set Ω∗n and then the required MaxEnt distribution over Ωn can be obtained simply by nor-
malizing the maximizer functional over Ω∗n. This makes the maximization process easier practically
and avoids the controversies regarding the existence of a multiplicative partition function associated
with the MaxEnt distribution [40, 43]; we can either consider the arguments of standard calculus
or those of functional analysis and variational calculus [42]. To further simplify the optimization
problem, let us define P˜ = P/||P ||β for any P ∈ Ω∗n, so that we have∑
i
p˜βi = 1,
∑
i
gr(i)p˜
β
i = Gr, r = 1, . . . ,m. (20)
Since ELNα,β (P ) = ELNα,β (P˜ ) by scale-invariance, it is enough to maximize ELNα,β (P˜ ) subject to the
restriction given by (20). Using the methods of Lagrange multiplier, our objective function is now
given by
F (P˜ ) = ELNα,β (P˜ ) + λ0
(∑
i
p˜βi − 1
)
+
m∑
r=1
λr
(∑
i
gr(i)p˜
β
i −Gr
)
, (21)
where λrs are Lagrange multipliers for r = 0, 1, . . . ,m. Let us first assume α 6= β. Then, the first
order condition for optimization of F (P˜ ) is given by
αβ
α− β
[
p˜β−1i∑
i p˜
β
i
− p˜
α−1
i∑
i p˜
α
i
]
+ λ0βp˜
β−1
i + β
m∑
r=1
λrgr(i)p˜
β−1
i = 0, i = 1, . . . , n. (22)
Multiplying (22) by p˜i and summing over all i, we get
λ0β + β
m∑
r=1
λrGr = 0, ⇒ λ0 = −
m∑
r=1
λrGr,
where we have used the conditions given in (20). Substituting the value of λ0 in (22), we get
αβ
α− β
[
p˜β−1i∑
i p˜
β
i
− p˜
α−1
i∑
i p˜
α
i
]
+ β
m∑
r=1
λr(gr(i)−Gr)p˜β−1i = 0, i = 1, . . . , n. (23)
Dividing by p˜β−1i , using (20) and using the transformation λr 7→ αλr, we get
p˜α−βi∑
i p˜
α
i
= 1 + (α− β)
m∑
r=1
λr(gr(i)−Gr), i = 1, . . . , n. (24)
Hence,
p˜i ∝
[
1 + (α− β)
m∑
r=1
λr(gr(i)−Gr)
] 1
α−β
, i = 1, . . . , n. (25)
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Therefore, the maximizer of the LNE over P ∈ Ω∗n (with a fixed n) subject to the normalized
q-expectation constraints is also given by
pi ∝
[
1 + (α− β)
m∑
r=1
λr(gr(i)−Gr)
] 1
α−β
, i = 1, . . . , n. (26)
By normalization, the required MaxEnt distribution over P ∈ Ωn is given by
pi =
1
Z
[
1 + (α− β)
m∑
r=1
λr(gr(i)−Gr)
] 1
α−β
, i = 1, . . . , n, (27)
Z =
n∑
i=1
[
1 + (α− β)
m∑
r=1
λr(gr(i)−Gr)
] 1
α−β
. (28)
Note that this MaxEnt distribution in (27) is again the power law distribution having heavy tail
just like the Renyi distribution. It can also be expressed in terms of the q-deformed exponential
function, defined in Appendix A, as
pi =
1
Z
eβ/α
[
α2
m∑
r=1
λr(gr(i)−Gr)
]
, i = 1, . . . , n, (29)
which produces a generalization of the exponential family of distribution for α 6= β. This is clearly of
the form of the Tsallis or Renyi MaxEnt distributions obtained under the non-extensive constraint
and has previously been applied successfully in several complex systems in information theory and
statistical physics [13, 19, 35, 50, 53].
Next, let us consider the particular subclass of LNE family at α = β. We can proceed as above
to obtain the corresponding first order conditions from the objective function (21) with α = β
which simplifies to the form
−β ln p˜i∑
i p˜
β
i
+ β
∑
i p˜
β
i ln p˜i(∑
i p˜
β
i
)2 + λ0 + m∑
r=1
λrgr(i) = 0, i = 1, . . . , n. (30)
Multiplying this Equation (30) by p˜i
β and summing over all i, and using (20), we again get
λ0 +
m∑
r=1
λrGr = 0, ⇒ λ0 = −
m∑
r=1
λrGr.
Hence, along with the constraints in (20), we finally get
ln p˜i −
∑
i
p˜βi ln p˜i =
m∑
r=1
λr(gr(i)−Gr), i = 1, . . . , n. (31)
⇒ p˜i ∝ exp
[
m∑
r=1
λr(gr(i)−Gr)
]
, i = 1, . . . , n. (32)
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Therefore, after proper normalization, the final MaxEnt distribution corresponding to the LNE
subclass with α = β turns out to be
pi =
exp [
∑m
r=1 λr(gr(i)−Gr)]∑
i exp [
∑m
r=1 λr(gr(i)−Gr)]
, i = 1, . . . , n. (33)
Note that, by taking limit α→ β in the MaxEnt distribution (27), we can also get the above MaxEnt
distribution (33) for the case α = β. Further, the MaxEnt distribution for the α = β subfamily
of LNE is the classical MBG distribution, which forms the usual exponential family of statistical
distributions. This is an extremely interesting result in that, this is the first instance observed
where one gets the classical exponential-type MaxEnt distribution under non-extensive constraints
from a generalized entropy. This interesting phenomenon can indeed be justified through the scale-
invariance of the LNE family and the concept of escort distributions in information theory; the
reason behind it is that the LNE of a (general) distribution at α = β has the form of the Shannon
entropy of its escort distribution and the non-extensive normalized constraint can also be viewed
as a linear expectation constraint in the escort distributions. Therefore, the proposed LNE family,
apart from containing the first scale-invariant entropies, is also the first class of entropies producing
both the classical exponential type (MBG) as well as non-extensive power-law type (generalized
deformed exponential family) MaxEnt distributions under the nonextensive framework, along with
an additional tuning parameter in both the cases for modeling more complex structures of the
physical or information systems.
4 The Associated Cross-Entropy Minimization Problem
The cross-entropy is another important component of information theory when a prior guess is
available for the distribution under study. In order to define the cross-entropy associated with the
LNE family in (11)–(12), let us consider any two (sub-)probability distributions P = (p1, . . . , pn)
T
and Q = (q1, . . . , qn)
T both belonging to Ω∗n with fixed W (P ) = W (Q) = W , say; for probability
distributions W = 1. From the relations between existing entropy measures and associated cross-
entropy measures, a natural definition for the corresponding (asymmetric) cross-entropy measure
between P,Q can be given by
CELNα,β (P,Q) :=
αβ
α− β
[
1
α
ln
(∑
i
pαi q
β−α
i
)
− ln ||P ||β
]
, α, β > 0, α 6= β. (34)
CELNβ,β (P,Q) := β
∑
i p
β
i ln(pi/qi)∑
i p
β
i
− β ln ||P ||β, β > 0. (35)
Note that, for the uniform prior Q = U = (Wn , . . . ,
W
n ), we have
CELNα,β (P,U) = β ln (n/W )− ELNα,β (P ), for all α, β > 0.
Hence a minimizer of the above cross-entropies in (34)–(35) with respect to P , given a uniform prior
(and any additional constraints), coincides exactly with the corresponding MaxEnt distribution of
the LNE family (under the same set of constraints); they are clearly the dual optimization problems
to each other. We will refer to these cross-entropy measures (34)–(35) as the logarithmic (α, β)-
norm cross-entropy or the LNCE in short. Further, for the particular case of β = 1 and P ∈ Ωn
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(probability distribution), the LNCE coincides with the Renyi measure of directed-divergence [44]
having parameter α > 0, just as the LNE coincide with the Renyi entropy for probabilities at β = 1.
An immediate interesting property of the above cross-entropy family over the general space Ω∗n
of sub-probabilities is the scale invariance with respect to the first argument P , i.e., CELNα,β (cP,Q) =
CELNα,β (P,Q) for any c, α, β > 0 and P ∈ Ω∗n. This comes from the scale-invariance of the underlying
LNE measures and could potentially be important for further study involving its minimization.
Note also that, the LNCEs are related to the relative (α, β)-entropy measures REα,β(P,Q)
defined in [16], through the relations
CELNα,β (P,Q) = αREβ,α(P,Q) + β ln ||Q||β. (36)
In view of the above relation and the positiveness of α, the geometric properties (continuity, con-
vexity etc.) of the new LNCE measures as a function of P are exactly the same as those of
REβ,α(P,Q), which has been extensively studied in [16]. Further, for any α, β > 0 and a given
prior Q, the minimization of the LNCE CELNα,β (P,Q) with respect to P is indeed the same as the
minimization of the relative entropy RELNβ,α(P,Q). The unrestricted minimization of these relative
(α, β)-entropies in both the argument distributions has been discussed in [16]; the latter work has
also illustrated the benefits of the resulting minimizer in leading to robust statistical inference,
which makes this relative entropy family practically useful and justifies the need for studying its
minimizer (equivalently the minimizer of the corresponding LNCE).
In the following, we will discuss the constrained minimizer of the LNCEs under the β-normalized
expectation constraints for non-extensive applications. This is clearly a dual problem to the con-
strained MaxEnt problem discussed in Section 3. Using the scale invariance of the LNCE in the
first argument, as in (21), the objective function for the cross-entropy minimization problem here
can be written in terms of Lagrange multipliers λr, r = 0, 1, . . . ,m, as
F (P˜ ) = CELNα,β (P˜ , Q) + λ0
(∑
i
p˜βi − 1
)
+
m∑
r=1
λr
(∑
i
gr(i)p˜
β
i −Gr
)
. (37)
Then, one can proceed as in the derivation of MaxEnt distribution in Section 3 to derive the
extremum of the above objective function (37) for α 6= β, which turns out to be
pi =
1
Z
[
qα−βi + (α− β)
m∑
r=1
λr(gr(i)−Gr)
] 1
α−β
, i = 1, . . . , n, (38)
Z =
n∑
i=1
[
qα−βi + (α− β)
m∑
r=1
λr(gr(i)−Gr)
] 1
α−β
. (39)
That the above extremum in (38) is indeed the required minimum cross-entropy distribution given
Q, based on the LNCE, follows from the convexity of the LNCE family in P . The above minimum
LNCE distribution can also be expressed in terms of the generalized exponential family through
the deformed functions as
pi =
qi
Z
eβ/α
[
α2
m∑
r=1
λr(gr(i)−Gr)
]
, i = 1, . . . , n. (40)
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Note that, this of the same form as the solution of the minimum Kullback-Leibler cross-entropy
distribution or the minimum Tsallis or Renyi cross-entropy distributions under nonextensive con-
straints [15, 19, 35, 50, 53].
For the particular subclass of LNCE with α = β, the corresponding minimizer distribution
under non-extensive constraints in (19) can be shown to have the form
pi =
qi exp [
∑m
r=1 λr(gr(i)−Gr)]∑
i qi exp [
∑m
r=1 λr(gr(i)−Gr)]
, i = 1, . . . , n, (41)
which can also be obtained from the general result (38) taking α→ β. Interestingly again, the min-
imum cross-entropy distribution of the LNCE subclass at α = β leads to the classical results under
the non-extensive constraint, which is the same as the Kullback-Leibler cross-entropy minimizer
under usual linear (expectation) constraint.
5 Conclusions
We believe that this paper has made several important contributions. We have proposed a new class
of entropy measures and studied their properties in detail. This family has several distinguishing
features, the most remarkable of which is the scale invariance property. This two parameter family
of entropies contains the Renyi entropy as a special case; the family can, in fact, be viewed as an
appropriate Renyi entropy of the escort distribution associated with a given sub-probability distri-
bution. We have derived the MaxEnt distribution corresponding to our family of entropies under
the Tsallis non-extensive constraints. This is in fact the first scale invariant family of generalized
entropies which provides the usual Maxwell-Boltzmann MaxEnt theorem of Shannon under nonex-
tensive conditions. The relation and link between this research and our previous work in [16] have
also been carefully explained. And finally, we have developed the corresponding cross-entropies
and studied some of their important properties including those of their minimizers. We have also
provided a sub-family of the cross entropy measures which leads to extensive results under the
non-extensive framework, providing an instance of a case where the two concepts are combined.
The present paper further opens up several interesting future research problems. The first
one would be the application of our new entropy and cross entropy measures in generalizing the
concept of code-length or related information measures and the inference under source uncertainty
or noisy channels. It will also be interesting to generalize and study the statistical physics and
thermodynamic concepts through the use of new LNE family and its MaxEnt distributions; this
will generalize the Renyi thermodynamics and its applications. Since it is already known that the
minimizer of the associated relative entropy measure leads to robust statistical inference [16], it will
also be interesting to study the applications of the LNE, its MaxEnt and the LNCE measures in
different statistical and general inferential problems which are expected to provide robust solutions
under data contaminations or outliers. We hope to pursue some of these extensions in our future
works.
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A q-deformed calculus
The q-deformed functions and associated algebra, calculus were initially discussed in [49] and latter
explored in detail in [10, 39]. For any q ∈ R, we define the q-logarithm and q-exponential of x ∈ R,
respectively, as
lnq x =
x1−q − 1
1− q , x > 0, . (42)
exq =
{
[1 + (1− q)x] 11−q , if [1 + (1− q)x] ≥ 0,
0 otherwise
. (43)
They coincides with the usual definitions of (natural) logarithm and exponential functions at q → 1.
For general q ∈ R, they satisfy the following properties
• elnq xq = x, ddxexq = (exq )q, and ddx lnq x = x−q.
• exqeyq = ex+y+(1−q)xyq , and lnq(xy) = lnq x+ lnq y + (1− q)(lnq x)(lnq y).
References
[1] Abe, S. (2003). Geometry of escort distributions. Physical Review E, 68(3), 031101.
[2] Abe, S., and Okamoto, Y. (2001). Nonextensive statistical mechanics and its applications. Springer Science and
Business Media.
[3] Aczel, J., and Daroczy Z. (1963). Characterisierung der entropien positiver ordnung und der Shannonschen
entropie. Act. Math. Acad. Sci. Hunger., 14, 95–121.
[4] Adare, A., Afanasiev, S., Aidala, C., Ajitanand, N., Akiba, Y., et al. (2011). Measurement of neutral mesons in
p+ p collisions at
√
s = 200GeV and scaling properties of hadron production. Physical Review D, 83(5).
[5] Andrade, J., Da Silva, G., Moreira, A., Nobre, F., and Curado, E. (2010). Thermostatistics of Overdamped
Motion of Interacting Particles. Physical Review Letters. 105(26).
[6] Baldovin, F., and Robledo, A. (2004). Nonextensive Pesin identity: Exact renormalization group analytical results
for the dynamics at the edge of chaos of the logistic map. Physical Review E. 69(4).
[7] Basu, A., Shioya, H. and Park, C. (2011). Statistical Inference: The Minimum Distance Approach. Chapman &
Hall/CRC. Boca Raton, Florida.
[8] Beck, C. (2004). Superstatistics, escort distributions, and applications. Physica A, 342(1-2), 139–144.
[9] Beck, C., and Schogl, F. (1995). Thermodynamics of chaotic systems: an introduction (No. 4). Cambridge
University Press.
[10] Borges, E. P. (2004). A possible deformed algebra and calculus inspired in nonextensive thermostatistics. Physica
A, 340, 95–101.
[11] Bercher, J. F. (2009). Source coding with escort distributions and Rnyi entropy bounds. Physics Letters A,
373(36), 3235–3238.
[12] Chapeau-Blondeau, F., Delahaies, A., and Rousseau, D. (2011). Source coding with Tsallis entropy. Electronics
Letters, 47(3), 187–188.
19
[13] Devoe, R. (2009). Power-Law Distributions for a Trapped Ion Interacting with a Classical Buffer Gas. Physical
Review Letters. 102(6), 063001.
[14] Douglas, P., Bergamini, S., and Renzoni, F. (2006). Tunable Tsallis Distributions in Dissipative Optical Lattices.
Physical Review Letters. 96(11), 110601.
[15] Dukkipati, A., Musti, N. M., and Bhatnagar, S. (2005). Properties of Kullback-Leibler cross-entropy minimiza-
tion in nonextensive framework. In: Information Theory, ISIT 2005. Proceedings. International Symposium on
(pp. 2374-2378). IEEE.
[16] Ghosh, A., and Basu, A. (2018). A Generalized Relative (α, β)-Entropy: Geometric Properties and Applications
to Robust Statistical Inference. Entropy, 20(5), 347.
[17] Jaynes, E. T. (1957a). Information Theory and Statistical Mechanics. Physical Review, Ser. II, 106 (4), 620–630.
[18] Jaynes, E. T. (1957b). Information Theory and Statistical Mechanics II. Physical Review, Ser. II, 108 (2),
171–190.
[19] Jizba, P., and Arimitsu, T. (2004). The world according to Renyi: thermodynamics of multifractal systems.
Annals of Physics, 312(1), 17–59.
[20] Johal, R. S., and Rai, R. (2000). Nonextensive thermodynamic formalism for chaotic dynamical systems. Physica
A, 282(3-4), 525–535.
[21] Joshi, R., and Kumar, S. (2016). (R,S)-Norm Information Measure and A Relation Between Coding and Ques-
tionnaire Theory. Open Systems and Information Dynamics, 23(03), 1650015.
[22] Kapur, J.N. (1967). Generalized entropy of order α and type β. The Math. Seminar, 4, 78–82.
[23] Kapur, J. N. (1969). Some properties of entropy of order α and type β. In: Proceedings of the Indian Academy
of Sciences, Sec. A, 69(4), 201–211. Springer India.
[24] Kapur, J. N. (1990). Maximum-Entropy Models in Science and Engineering. John Wiley, New York.
[25] Kapur, J. N., and Kesavan, H. K. (1992). Entropy optimization principles and their applications. In: Entropy
and energy dissipation in water resources, 3–20. Springer, Dordrecht.
[26] Khachatryan, V., Sirunyan, A., Tumasyan, A., Adam, W., Bergauer, T., et al. (2010). Transverse-Momentum
and Pseudorapidity Distributions of Charged Hadrons in pp Collisions at
√
s = 7 TeV. Physical Review Letters.
105(2).
[27] Kolmogorov, A. N. (1930). Sur la notion de la moyenne, Atti Accad. Naz. Lincei Mem. Cl. Sci. Fis. Mat. Natur.
12, 388–391.
[28] Kullback, S. (1952). An application of information theory to multivariate analysis. Annals of Mathematical
Statistics, 23(1), 88–102.
[29] Kullback, S. (1953). A note on information theory. Journal of Applied Physics, 24(1), 106–107.
[30] Kullback, S. (1954). Certain inequalities in information theory and the Cramer-Rao inequality. Annals of Math-
ematical Statistics, 25(4), 745–751.
[31] Kullback, S. (1956). An application of information theory to multivariate analysis II. Annals of Mathematical
Statistics, 27(1), 122–146. Correction p. 860.
[32] Kullback, S. (1997). Information theory and statistics. Courier Corporation.
[33] Kullback, S., and Leibler, R. A. (1951). On information and sufficiency. Annals of Mathematical Statistics, 22(1),
79–86.
20
[34] Kumar, M. A., and Sundaresan, R. (2015a). Minimization Problems Based on Relative α-Entropy I: Forward
Projection. IEEE Transactions on Information Theory, 61(9), 5063–5080.
[35] Lenzi, E. K., Mendes, R. S., and Da Silva, L. R. (2000). Statistical mechanics based on Renyi entropy. Physica
A, 280(3-4), 337–345.
[36] Liu, B., and Goree, J. (2008). Superdiffusion and Non-Gaussian Statistics in a Driven-Dissipative 2D Dusty
Plasma. Physical Review Letters, 100(5), 055003.
[37] Majhi, A. (2017). Non-extensive statistical mechanics and black hole entropy from quantum geometry. Physics
Letters B, 775, 3236.
[38] Nagumo, M. (1930). Uber eine Klasse der Mittelwerte. Japan. J. Math., 7, 71–79.
[39] Nivanen, L., Le Mehaute, A., and Wang, Q. A. (2003). Generalized algebra within a nonextensive statistics.
Rep. Math. Phys., 52, 437–434.
[40] Oikonomou, T., and Bagci, G. B. (2017). Misusing the entropy maximization in the jungle of generalized en-
tropies. Physics Letters A, 381(4), 207–211.
[41] Pickup, R., Cywinski, R., Pappas, C., Farago, B., and Fouquet, P. (2009). Generalized Spin-Glass Relaxation.
Physical Review Letters. 102(9), 097202.
[42] Plastino, A., and Rocca, M. C. (2015). MaxEnt, second variation, and generalized statistics. Physica A, 436,
572–581.
[43] Plastino, A., and Rocca, M. C. (2018). Rescuing the MaxEnt treatment for q-generalized entropies. Physica A,
491, 1023–1027.
[44] Renyi, A. (1961). On Measures of Entropy and Information. In: Proceedings of the Fourth Berkeley Symposium
on Mathematical Statistics and Probability, Vol. 1. The Regents of the University of California.
[45] Rosso, O. A., Martin, M. T., and Plastino, A. (2002). Brain electrical activity analysis using wavelet-based
informational tools. Physica A, 313(3-4), 587–608.
[46] Shannon, C. E. (1948). A mathematical theory of communication. Bell System Tech. J., 27(3), 379–423.
[47] Sundaresan, R. (2007). Guessing under source uncertainty. In Proc. IEEE Transactions on Information Theory,
53(1), 269–287.
[48] Tsallis, C. (1988). Possible generalization of Boltzmann-Gibbs statistics. Journal of statistical physics, 52(1-2),
479–487.
[49] Tsallis, C. (1994). What are the numbers that experiments provide? Quimica Nova, 17, 468.
[50] Tsallis, C. (2009). Introduction to nonextensive statistical mechanics : approaching a complex world. Springer,
New York.
[51] Tsallis, C., and Bukman, D. (1996). Anomalous diffusion in the presence of external forces: Exact time-dependent
solutions and their thermostatistical basis. Physical Review E, 54(3), R2197.
[52] Tsallis, C., Gell-Mann, M., and Sato, Y. (2005). Asymptotically scale-invariant occupancy of phase space makes
the entropy Sq extensive. Proceedings of the National Academy of Sciences. 102(43).
[53] Tsallis, C., Mendes, R., and Plastino, A. R. (1998). The role of constraints within generalized nonextensive
statistics. Physica A, 261(3-4), 534–554.
21
