In this paper, two sampling methods which are Latin hypercube sampling (LHS) and simple random sampling were compared to improve the modeling speed of neural network model. Sampling method was used to generate initial weights and bias set. Electrical characteristic data for Hf02 thin film was used as modeling data. 10 initial parameter sets which are initial weights and bias sets were generated using LHS and simple random sampling, respectively. Modeling was performed with generated initial parameters and measured epoch number. The other network parameters were fixed. The iterative 20 minimum epoch numbers for LHS and simple random sampling were analyzed by nonparametric method because of their nonnormality.
1. INTRODUCTION testing data are reached at desired value. Epoch number was used as modeling speed. Epoch is defined as a single Since powerful learning algorithms such as error pass through a fixed training set that is going to be used back-propagation(BP) learning were proposed, neural repeatedly. Measured epoch numbers were analyzed by network has been applied and successfully implemented nonparametric method. MATLAB was used as modeling into many fields such as semiconductor manufacturing, tool. control, image processing, and so on [l] . KO et al. used neural network for modeling of PL intensity in PLDgrown ZnO thin films [2] . Hong et al. applied neural 2. TEST STRUCTURE FABRICATION network modeling to reactive ion etching using optical emission spectroscopy data [3] . 2 .1 Fabrication However neural network has two major drawbacks in Hf02 thin film was grown on a p-type Si (100) its learning such as 'low learning speed and substrate and the native oxide was chemically eliminated convergence to local minima141. Many researches have by (50:1) H20:m solution prior to growh by Metllinvestigated and presented in how to increase the neural organic molecular beam epitaxy. Halium-tetra-butoxide network's modeling speed without convergence to local [Hf (0.tC4Ho)rl was chosen as the MO precursor minima. Abbass studied improving modeling speed using multi-objective evolutionary algorithms [5] . Yu et because it has an appropriate vapor pressure and al. considered efficient BP learning using learning rate relatively low decomposition temperature. ~i g h -purity and momentum factorr61.
(99.999 %) oxygen gas was used as the oxidant. Hf-tIn this paper, iniiid weights and bias generating butoxide was introduced into the main chamber using Ar method was studied to improve modeling speed. TWO as a carrier gas through a bubbling cylinder. The bubbler methods, LHS and simple random sampling, were was maintained at a constant temperature to supply the compared. Modeling speed is defined as the time that constant vapor pressure of Hf-source. The apparatus of root mean square error (RMSE) for training data and the system is schematically shown in Fig. 1 . 
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High-purity Ar carrier gas passed through the bubbler containing the Hf-source. The gas line from the bubbler to the nozzle was heated to the same temperature. The mixture of Ar and metal-organic gases heated at the tip of the nozzle flows into the main chamber. The introduced Hf-source decomposed into Hf and ligand parts when it reached a substrate maintained at high temperature and the Hf ion was combined with O2 gas supplied from another nozzle. The base pressure and working pressure were -loe9 and Torr, respectively. The Hf02 films grown by MOMBE were annealed at 700 "C for 2 min. in N2 ambient. The process variables and conditions are listed in Table 1 .
Au dots were deposited to evaluate the electrical properties of grown HfD2 sample. The stainless shadow mask was used to make regular Au dots and the hole diameter in the mask was 0.2 mm. The determination of the electrode metal and accurate definition of electrode area has influence on the analysis of the hysteresis index of HED2. 
Design of experiments
Three input factors (the substrate temperature, Ar gas flow and 0 2 gas flow) were explored via two level full factorial design that consists of the combinations of the high level (+) and the low level (-) with one center point to estimate the effect of process conditions. The design requires 9 runs and all experimental runs were made in random order. The experimental design matrix of input factors used in each run is summarized in Table 2 . Without designed samples, two more samples were made to use test data. The hysteresis index is used as output factor. The hysteresis index is defined as the width of the hysteresis loop generated by the bi-directional voltage sweep.
MODELING SCHEME
Neural network based modeling of the hysteresis index was performed with 10 initial weights and bias set.
Initial parameter sets were generated using Latin Hypercube Sampling (LHS) and simple random sampling, respectively.
Modeling was performed until RMSE for training data is reached 0.03 or epoch number is 100000 for each initial weights and bias set.
Without initial weights and bias, network parameters are fixed to compare effect of LHS with simple random sampling. Fixed neural network parameters are summarized in Table 3 . Modeling was repeated 20 times and measured minimum epoch number.
Latin Hypercube sampling
The Latin Hypercube sampling (LHS) is used in this study to select randomized values for the weights and the biases, which are parameters of neural networks. The LHS method is a stratified sampling technique where the random variable distributions are divided into equal probability intervals. The LHS method generates a sample size N from the n variables. A 1/N probability is randomly selected from within each interval that is partitioned into N nonoverlapping ranges for each basic event [7] .
Neural networks
Neural networks are utilized to model the nonlinear relationship between inputs and outputs in many fields. The networks consist of the three layers that are the input layer, the hidden layer and the output layer. That is comprised of simple processing units called neurons, interconnection, and weights that are assigned to the interconnection between neurons [8] . Each neuron contains the weighted sum of its inputs filtered by a nonlinear sigrnoid transfer function. The schematic of general feed-forward neural networks are shown in Fig. 2 .
The neural networks in this work carried out with the error BP algorithm. The error BP neural networks consist of several layers of neurons which receive, process and transmit critical information regarding the relationships between theinput parameters and corresponding responses.
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Inputs Fig. 2 . Typical feed-forward neural networks.
Generally, the weight mechanism of the BP algorithm is defined by the following [9] :
where wqk is the connection strength between the j th neuron in the layer (k -1) and the i th neuron in layer k , Awok is the calculated change in that weight which reduces the error function of the networks, and v is the learning rate.
This algorithm has been shown to be very effective in learning arbitrary nonlinear mappings between noisy sets of input and output factors.
In this study, neural network was trained on 9 experimental runs. The two trials were used for testing data in order to verify the fitness of the neural network outputs for the results of the training data. If RMSE for testing data is more than 0.03, the model was considered as over fitting model and the epoch number was not counted.
RESULTS
Modeling experiment was performed 20 times and each time minimum value of 10 epoch number which are result of modeling using 10 initial weights and bias was measured.
The minimum epoch number for LHS and simple random sampling are illustrated in Fig. 3 where the rounds represent minimum epoch number of LHS and the squares represent minimum epoch number of simple random sampling. 
P-values of Kolmogorov-Smirnov test which is one of
The 10 samples were generated in the range of 0 to 1. normality test for LHS data and simple random sampling It is presented that the sampling values of the LHS were 0.06 and 0.00, respectively. It indicates that the method are uniformly distributed comparing to that of data are not sampled fiom a normal distribution. Because the random sampling. Therefore, the unbiased random of their non-normality, minimum epoch number was values of the weights and biases for the neural networks analyzed by nonparametric method to compare LHS were selected via the LHS method. effect with simple random sampling effect in neural network.
Nonparametric method is a statistical method that 5. CONCLUSION allows the functional form of a fit to data to be obtained in the absence of any guidance or constraints fiom
Comparison of LHS and simple random sampling theory. Analyzed result is shown in Table 4 .
methods with respect to the modeling speed and For one side test, null hypothesis is ML 2 MS and accuracy for neural networks with generating initial alternative hypothesis is ML < MS, where ML is Median weights and bias was investigated. As an application of minimum epoch number for LHS method and Ms is example, the electrical characteristic for HfOz thin film Median of minimum epoch number for simple random was modeled by two suggested methods and compared sampling method. One side P-value indicates that null the results for the modeling speed and accuracy. hypothesis is strongly rejected and minimum epoch Minimum epoch number was used as modeling speed number for LHS is smaller than simple random sampling. and the number was analyzed by nonparametric method. Because of property of LHS, Minimum modeling Using LHS method was faster than using simple random speed for LHS method is faster than simple random sampling since the sampling values have a uniform sampling. Unlike the simple random sampling, the LHS distribution for LHS. method can describe a full coverage of the sampling range by maximally satisfying each marginal distribution. The distributions of sampling with respect to the selecting method are illustrated in Fig. 4 .
