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The Laplace operators for metabelian solvmanifolds are used to describe 
certain spaces of Cm functions on metabelian solvmanifolds of interest in 
harmonic analysis. 
1. INTRODUCTION 
Let S be a connected, simply connected solvable Lie group. S is 
called metabelian when it contains a normal abelian subgroup N with 
abelian quotient S/N. By a metabelian solvmanifold, we mean the 
quotient of a metabelian, connected, simply connected solvable Lie 
group by an arbitrary closed subgroup. Let M be a compact metabelian 
solvmanifold, and let S be a metabelian solvable Lie group of which 
M is the quotient. There is then a unique probability measure p 
defined on the Bore1 sets in M and invariant under the action of S 
on M (by translations). One of the main interests in metabelian solv- 
manifolds has been the study of flows on these manifolds that preserve 
the measure p. The basic work along these lines was done by L. Aus- 
lander, L. Green, and F. Hahn in [2,4, and 51. One of the difficulties 
blocking further refinement of their work has been the lack of a 
usable theory of Fourier analysis for the function space LP(M, p). 
Auslander and Hahn proposed the problem of exhibiting explicitly a 
complete orthonormal system for LT2(M, p) consisting of functions 
continuous on M. Their feeling was that solving this problem was a 
basic, if not essential, step toward a successful theory of Fourier 
analysis; however, they were unable to solve the problem, even for the 
compact three-dimensional nilmanifolds. The upshot of their work 
was a general theory of “distal” functions that has since been refined 
and much exploited in abstract topological dynamics. (See [6].) 
* The author was partially supported by funds from the National Science Founda- 
tion during the period of this research. 
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In this paper, we shall give a method for writing explicitly complete 
orthonormal systems for g2(M, p) for a broad class of metabelian 
solvmanifolds, and we shall carry out the construction completely for 
one example. The complete orthonormal system we construct will 
consist of eigenfunctions for an elliptic operator on M. This elliptic 
operator is, roughly speaking, the Laplacian for the Lie algebra of S, 
and for that reason one might argue that the complete orthonormal 
system we construct is “natural”. Natural or not, the construction is, 
to put it mildly, not easy to carry out, except in some relatively simple 
examples; this much will be perfectly clear from the examples we give. 
For this reason, we do not stop with the computation of complete 
orthonormal systems. Using the local theory of elliptic operators, we 
exhibit a vector space GP’ of %?* functions on M which is dense in 
9?(M) in the %?k topology and which is readily computable regardless 
of how complicated the group S is. Our own feeling is that the space 
P will prove more useful in the long run than the complete ortho- 
normal systems. 
Some words now on the organization of the paper: The main 
results of the paper are based on some classical estimates for elliptic 
partial differential operators. These results are assembled, in the form 
convenient for our purposes, in Section 2. (Thus there is nothing 
genuinely new in Section 2.) The main results are in Section 3. The 
proofs in Section 3 combine three ingredients: the elliptic results from 
Section 2, Mackey’s theory of induced representations, and a general- 
ization of a construction apparently first introduced by A. Weil (in a 
completely different context) in [15]. We shall assume the reader is 
familiar with Mackey’s results from the papers [lo] and [I I]. The 
generalization of Weil’s construction is carried out in Section 3, and 
Section 4 contains some examples. 
The usefulness of Weil’s idea in the present context was first noted 
in [7]. L. Richardson apparently arrived independently at Weil’s idea 
and has applied it to computing the irreducible direct summands of 
Y2(M, p) for the action of S in the case where S is nilpotent and not 
necessarily metabelian. See his thesis [14]. His arguments are very 
like those of Theorems 3.1 and 3.3 below. 
2. ELLIPTIC OPERATORS 
Throughout this section, S will denote a connected, simply con- 
nected, solvable Lie group, and it will be assumed that S contains a 
discrete subgroup r for which the space S/r of cosets of the form 
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l% (s E S) is compact. We shall be concerned with some facts about 
elliptic operators on S/r. The basic references are Agmon [l] and 
the Palais seminar notes on the Atiyah-Singer theorem [12]. See 
especially Agmon [I, Section 41, for the essential terminology regard- 
ing ellipticity. 
Let 6 denote the Lie algebra of S, and let U denote the universal 
enveloping algebra of 6. The elements of U will be regarded, in the 
usual way, as being left translation-invariant differential operators on 
S. We choose left invariance because whenever f is in C”(S) and is 
constant on right F cosets (that is, cosets of the form rs), and when- 
ever D is a left-invariant differential operator on S, then &)f is again 
constant on right r cosets. 
PROPOSITION 2.1. Let & ,..., & be a basis for the real vector space 
6; then the element Y&l” + zz2 + --- + &” of U is a strongly elliptic 
operator on S. Furthermore, Xl2 + gz2 + .*. + gm2, viewed as oper- 
ating on Cm(S/r), d j e nes a uniformly elliptic operator on sjr. 
Proof. It is enough to prove the proposition for one particular 
basis, and the easiest basis to work with is one concocted in [3]. To 
be precise: 
Recall that, as a differentiable manifold, S is simply R”. It is proved 
in [3, Lemma 2.11 that one can choose global coordinates (x1 ,..., xn) 
in S in such a way that the following two conditions hold: 
(1) The map t tt (0 ,..., 0, t, 0 ,..., 0) from R onto the j-th coor- 
dinate is a one-parameter subgroup of S for each j, and 
(2) letting -Ti denote the infinitesimal generator in 6 of the one- 
parameter subgroup of S determined by the j-th coordinate, we have 
that -Ti , written in terms of the ordinary partial derivatives ai = a/ax, , 
takes the form 
each Zij being a V” function vanishing at x3 = xj+l = *me = X, = 0. 
(Note that we are working with left-invariant operators; this explains 
the difference between what we have just written and Lemma 2.1 in 
PI*) 
Let Pj denote the polynomial 
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in the ,n indeterminates rr ,..., -Y, with coefficients in V’(S). Then 
(2.1.1) 
where DO is a first-order differential operator on S. The proposition 
follows easily from (2.1.1). Q.E.D. 
As we remarked in the introduction, there is a unique probability 
measure v on S/r invariant under translation by elements of S. The 
measure v defines an inner product (*, -) on %?“(S/r) in the usual way: 
(f, g) = Jfgdv. The d ff i erential operators on S/F defined by the 
elements of 6 are skew-symmetric with respect to (a, a). Hence, 
whenever X E G, the operator -x2 is symmetric and nonnegative 
semidefinite on GP(S/r). It follows that if & ,..., & is a basis for 6, 
the operator 0” = -(xi2 + z22 + **a + &“) is symmetric and 
nonnegative semidefinite. The operator 0” has a self-adjoint extension, 
denoted d2, in -Ep2(S/r, v). (See Dunford and Schwartz [g, p. 12401.) 
Let D2k denote the K-th power of the operator 0” (k being a positive 
integer), and let d 2k denote a self-adjoint extension of D2k in 
ZY2(S/r, v). We will use 9k to denote the domain of A2k. As k grows 
larger, the elements of gk become smoother. The precise state of 
affairs is described in Theorem 2, the notation for which we shall 
establish next: 
Let Sz be an open set in R”, and let %‘*k(G?) denote the family of all 
complex-valued, 59 functions f on 52 for which the norm 
is finite, CY being an integer multi-index ((or ,..., a,), and 8~ being the 
operator a;@? .a* a>. The completion of V*k(SZ) with respect to the 
norm 11 * 112.k,D is denoted by Xk(sZ). 
Let {B, ,..., B,.} be a collection of open balls in S such that the natu- 
ral map p : S + S/r carries each B, homeomorphically into S/r, and 
such that S/r = (Jj p(BJ. Also, let {vl , v2 ,..., yT} be a Vm partition of 
unity subordinate to the covering {p(B,), p(B,),..., p(&)} of S/r. 
Then, the space sk(S/r) is defined to be the space of a complex- 
valued function f on S/I’ such that for each i < Y, the function 
(vif) 0 p on Bi is in Zk(&). (It should be noted that Haar measure 
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on S is Lebesgue measure with respect to the global coordinates men- 
tioned in Proposition 1.) We define the norm I( * 1]2,k on tik(S/r) by 
Ilfll2.?c = (II OP IL1 + -.* + IKkr) OP llLd1’2* 
(For a complete discussion of the spaces Zk, see the chapters on 
Sobolev spaces in the Palais seminar notes [12].) 
THEOREM 2.2 Let {zl ,..., &} be a basis for 6, and let o* denote 
the operator (-l)k(&2 + a*. + &2)k on ??(S/r). If u E $P2(S/F, v) 
and u satisfies 
I(% D”“f)l G c Ilfll2,Ll 
for all f E P(S/r), th e constant C not depending on f, then u is in 
Z’2k(S/lJ, and, furthermore, there is a constant c (not depending on u) 
satisfying 
II u 1/2,2k < 4c + II 11 ll2.d 
This theorem is a special case of Theorem 6.3 of Agmon [l]. 
(There is a slight misprint in the statement of the result as it appears 
in [l]: the hypothesis u E H, there should read u E Ha .) As a corollary 
of Theorem 2, we get that the domain gk of the self-adjoint extension 
A2k of p2k lies in JP”~(S/I’). N ow Sobolev’s lemma says that if 2k > n, 
then Za(S/r) c Vk”(S/r). (S ee Theorem 3.9 in [l].) Hence, if 
k > n/2, the space gk consists of continuous functions. 
From Theorem 14 of Chapter XI of [12], we have that there is a 
complete orthonormal system _e, _e, _e, . . . in s2(S/r, V) consisting 
of eigenfunctions for A 2. Since the constant function 1 satisfies 
A2( 1) = 0, we may assume that the _e’s were chosen so that g,, = 1. 
Let X, be the eigenvalue corresponding to the eigenfunction -ei . 
Since A2 is nonnegative semidefinite, each hi is nonnegative, and 
according to the maximum principle, & must be positive for j > 1. 
(See [13, p. 611.) On the other hand, the hi’s die off as j gets large; 
in fact, as a special case of Theorem 13.9 of [l], we get 
THEOREM 2.3. If r is any integer greater than n, then the series 
CL r is convergent. 
Putting together Theorems 2 and 3 with Theorem 3.9 of [I], we 
get the following basic theorem: 
THEOREM 2.4. Let c, , _e, ,... be a complete orthonormal system in 
,Lp2(S/r, v) consisting of eigenfunctions for A2, let u E &‘4n+2+2k(S/r), 
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and set aj = (u, ej) for j = 0, 1, 2... . Then, given any integer multi- 
index 01 with 1 01 1 < k, we have 
11 ( 
.J 




p being the operator m *se g$, and the &ls being any basis for 6. 
3. AN APPROXIMATION THEOREM 
The problem with Theorem 2.4 above is that the functions Q are 
difficult to compute and hence may be hard to work with. The aim of 
this section is to prove, for a large class of metabelian groups S, an 
improved version of Theorem 2.4 in which the functions Q are replaced 
by more easily computable functions. The approach we use will also 
show how one might go about computing the functions q themselves 
and will make clear the difficulties involved in doing so. 
We shall continue to use the notation adopted in Section 2, except 
that we are going to put some restrictions on the group S. These 
restrictions, which we will describe in a moment, arise from consider- 
ations of representation theory. Our starting point is that .P2(S/F, V) 
decomposes into a direct sum Z &,, PU in which each Hm is invariant 
and irreducible under the action of S by translations [9, p. 34 et seq.]. 
Now Mackey’s theory of induced representations gives one a system- 
atic method for computing all of the irreducible unitary representa- 
tions of S, at least for those S satisfying a mild regularity condition 
(“type I-ness”). We are going to impose conditions on S that will 
enable us to use Mackey’s approach to give a simple and explicit 
description of the spaces ZU . 
The situation we have in mind is this: S is going to be assumed to 
satisfy four conditions, three of which are purely group-theoretic, and 
the fourth of which is aimed explicitly at simplifying the representa- 
tion theory of S. The three group-theoretic conditions are that S 
should contain two connected abelian subgroups A and N satisfying: 
(i) A/I’ n A and N/r r\ N are both compact. 
(ii) N is normal in S. 
(iii) A is complementary to N in S. 
Condition (iii) says that S is the semidirect product N . A of N by A. 
Now for the final condition, which is a bit more involved: 
Let x be a character of N, i.e., a continuous homomorphism from N 
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into the circle group T. For each a E A, denote by xa the character 
n h ~(ana-1) of N, and denote by A(x) the subgroup {a E A : xa = x> 
of A. Our final condition on S is: 
(iv) Whenever x is a character of N that annihilates r n N, the 
subgroup A(x) of A is connected and furthermore A(x)/I’ n A(x) is 
compact. 
From this point on, S will be assumed to satisfy the conditions 
(i)-(iv), and we shall maintain the notation just established. 
Let us fix a character x of N trivial on N n I’. The character x then 
extends (nonuniquely, in general) to a character 7 of the semidirect 
product N * A(x). If A(x) = A, then 7 will be a character of S and 
hence an irreducible representation of S. We assume henceforth that 
A(x) # A, the only interesting case. 
The character 7 of N * A(x) induces a unitary representation 
I(7 : .) of S = N * A. By Mackey’s theorem on systems of imprimiti- 
vity, 1(~ : *) is irreducible. We are now going to write out the repre- 
sentation I(7 : *) explicitly. 
Let B(x) = A/A(x). S ince A(x) is a direct factor of A, we can (and 
will) identify B(x) with a complement for A(x) in A. Furthermore, 
we may choose B(x) SO that P n A = (F n A(x)) x (T n B(x)), 
because, A(x) being a divisible abelian group, the quotient 
(r n A)/(T n A(x)) will be torsion free and hence free. With B(x) 
chosen in this way, we will have that 
(1) B(x)/r n B(x) is compact, and 
(2) S splits into a semidirect product S = (N . A(x)) - B(x). 
We will use M(x) to denote the normal subgroup N * A(x) of S. 
Letting p denote a Haar measure on B(x), we can realize the repre- 
sentation I(r) : *) on ~‘“(B(x), II) as follows: 
l(7) : ma)f(b) = 7j(bmb-l)f(ab) (3.0.1) 
for all f E Li?“(B(x), p), where m E M(x), a E B(x), and b E B(x). 
What we really want is to exhibit I(7 : *) as a direct summand of the 
regular representation of S on 6p2(S/r, v). To that end, we define the 
q-th homogenizing map T(q) : LF2(B(x), p) -+ LY2(S/I’, V) by 
PY71f)(ma) = C 47 : m4.W) 
hshB(x) 
(3.0.2) 
= C 7(~m3fW, 
AdWBk) 
WherefE %“(B(x)), m E M(x), and a E B(x). 
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THEOREM 3.1. If Haar measure t.~ on B(x) is normalized so that a 
fundamental domain in B(x) for I’ A B(x) has measure 1, then T(q) 
is an isometric monomorphism from LP2(B(x), p) into 2Z2(S/I’, v) and 
furthermore is an intertwining operator for I(7 : *) and the regular repre- 
sentation of S on 92(S/r, v). 
Proof. Let y E F n M(x), and let /3 E r n B(x). Then, 
( WMWm4 = ( WM WWWW 
= C 7GWmP9 fW4 
A~rnBlx) 
= c 7w-ly~~-1)f(~) 
AMnB(x) 
= c 7(h~-1)f(a 
hernB(x) 
because q(hjFyj3F) = 1. We have thus shown that if f E Vam(B(x)), 
then T(q) f is constant on right r cosets. Since T(q) f is evidently V”, 
we have shown that T(r) maps %To”(B(x)) into V’(S/r). 
We will now estimate 11 T(T) f II22 . Assume for the moment that f 
is supported in a ball of diameter l/10. (We are thinking now of 
B(x) as being Rk with r n B(x) being Zk.) Let D, and D, be funda- 
mental domains for r n M(x) in M(x) and I’ n B(x) in B(x). Normal- 
ize the Haar measures o that both D, and D, have measure 1 in their 
respective groups. Then 
II Wdfll~a = I,,1, / c rl(Am3.W) 1’ dz dm. (3.1.1) 
A 
Assume that we have taken for D, the unit cube in B(x). Since the 
support off is very small, there are at most 2k nonzero summands in 
(3.1. l), & being the dimension of B(x). Hence from (3.1 .l) it follows 
that II T(rl)f 11~~ G 2” Ilf lb, and therefore T(T) defines a bounded 
operator from Z2(B(x), CL) to Z2(S/I’, v). Notice also that if the sup- 
port of f lies in D, , then (3.1.1) shows that 11 T(q) f lIzpa = 11 f llpa . 
In particular, T(v) # 0. 
Next we shall prove that T(q) intertwines I(r] : *) and the regular 
representation of S on P(S/r, v). Let m and n belong to M(x), and 
let a and b belong to B(x). On the one hand, we have 
( wl)f)(~fw = ( w?l.f)(~~-w 
= C +bzama-lA-l)f(abA). 
A 
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On the other hand, 
P(7) I(7 : 4flW = c 7(~~-W(7 : Wf W) 
= c 7(hnA-1) 7(ahmX-‘a-l)f(abh) 
A 
= c 7(hnam-1X-l)f(ubh). 
A 
(Note that ah = hu because both a and h lie in B(x).) 
That T(7) intertwines is thus proved. In view of the irreducibility 
of I(7 : s), Schur’s lemma implies that T(7) is a scalar multiple of an 
isometry. Since I] T(7)fll.9 = jjfllg;pr for at least one nonzero f, T(q) 
itself must be an isometry. Q.E.D. 
Let us agree on some terminology. We shall call a character x of N 
integral if r fi N is in the kernel of x. Let x be an integral character 
of N for which A(X) # A. By a maximal integral subcharacter of S 
over x, we shall mean a character 7 of N * A(x) whose restriction to N 
ix x and whose kernel contains I’ n A(x). When speaking of maximal 
integral subcharacters, we shall omit the phrase “over x” if it is 
irrelevant to specify which x is involved. 
LEMMA 3.2. Let q be a maximal integral subcharacter of S, and let 
s(q) be the range of the homogenizing map T(q). If 5 is any other 
maximal integral subcharacter of S, then either S’(7) = A?(C) or 
S(7) I wo 
Proof. If I(7 : *) and I(< : -) are inequivalent representations of S, 
then automatically X(7) I Z(c). Hence we may assume that 
I(7 : *) and 1(1: : .) are equivalent. Let x be the restriction of 7 to N. 
Then 
I(7 : *) 1 N = I(r; : -) [ N = j @ xa da, (3.2.1) 
B(x) 
where by J @ we mean the direct integral. (3.2.1) is Mackey’s sub- 
group theorem, applied to I(7 : e). (See [lo, particularly Section 61.) 
From (3.2.1), we conclude that the restriction 5 I N of 1 to N is ~a 
for some a E B(x). 
Because A(x”) = A(x) f or all a E A, we see that both 7 and 5 are 
characters of M(x). Because I(7 : a) and I(c : *) are equivalent, it 
follows that t(m) = qU(rn) = T( uma-l) for some a E B(x). There are 
now two cases to consider: 
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(1) Assume that a E r n B(x). Then 
GYSlf)(W = c S@mW f w 
= c 7&zXmh-W)f(bh) 
= c 7@mh-1) f(u-VA). 
Let g(b) = f(a-9). Wh a we have shown then is that T(c)f = T(T) g. t 
Hence, if a E r n B(X), we have S(T) = Z(c). 
(2) Assume now that a # r n B(x). We will prove that 
Z(T) J- X(l) in this case. Letfandg be in VO”(B(x)). Then, denoting 
as before by D, and Da fundamental domains for r n M(x) in M(x) 
and for r n B(x) in B(X), we get 
V(rl)f, TMg) =cc j j 7 ( ymy-l) ~(~Xm-~X-~u-~)f(by) g(M)- db dm, 
Y A 4 Dz 
the sums both being taken over r n B(x). Now because a is in 
B(x) but not in r, the two characters 
m f--+ dm+) and m tt ~(uhmh-lu-l) 
are distinct for any y and h in B(x) n r. Hence 
s T(ymy-l) ~(uAm-lh-lu-l) dm = 0 Dl 
for all y and h in B(x) n r. It follows that (T(v)f, T(c)g) = 0, and 
the lemma is proved. Q.E.D. 
THEOREM 3.3. Let X0 denote the closed subspuce of 9(S/I’, v) 
spanned by the characters of S vanishing on r. Then there exists a 
sequence rll , q2 ,... of maximal integral subcharacters of S such that 
Z2(S/r, v) is the Hilbert space direct sum X0 @ (Z Ok X(r,J), where 
S(Q) is the image of T(Q,) in =!Z2(S/r, v). 
Proof. Let x be an integral character of N, and let Xx denote the 
subspace of Z2(S/r, V) consisting of those functions f satisfying 
f (4 = x(4 f (4 f or almost all x in S/r, for every n EN. Then 
zqs/r, v) = z 0, Y, . 
Let x now be a nonconstant integral character. Define M(x), A(x), 
and B(x) as usual, and assume that A(x) # A. In addition, let K(x) 
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denote the identity component of the kernel of x. The quotient group 
M(x)/K(x) operates then on XX , and XX decomposes under M(x)/K(x) 
into an orthogonal direct sum z 0, X(y), where the 7 traces the 
maximal integral subcharacters of S over x, and Y(v) is the space of 
those functions f satisfying f(xm) = v(m)f(x) for almost all x E S/r 
and all m E M(x). 
Let f E .X(q), and define a function g on B(x) by g(b) = f (Tb). 
Thinking of B(x) as Rk, with r n B(x) being Zk, we set e, equal to 
the characteristic function of the cube of side 1 - (K-l) with center 
at 0, and we set g,(b) = e,(b)g(b). I n words, g, is the truncation of g 
to a certain cube. Let D, be the unit cube in M(x) centered at 0, and 
let D, be the unit cube in B(x) centered at 0. Then, for m E D, and 
bED,, weget 
It is easy to see that T(rl)g, converges in gp2 to f as K grows large. 
Hence f E s??(q). 
The theorem now follows immediately from Lemma 3.2. Q.E.D. 
As a corollary to Theorem 3.3, we see that in order to compute a com- 
plete orthonormal system of eigenfunctions for the operator A2 on %‘*(S/r) 
deJned in Section 2, one need only compute a complete orthonormal system 
of eigenfunctions for the operators I(Q : D2) = T(QJ-~ D2T(qk) on 
GP’(B(r], 1 N)). Surprisingly perhaps, I(qk : D2) is much easier to work 
with than A2 itself. In Section 4 we shall work out one example in 
detail. 
We are now ready for our main result. Choose a sequence qi, r/2 ,... 
of maximal integral subcharacters of S satisfying 5P(S/r, V) = 
=%I 0 z Ok w?kh as in Theorem 3. We shall use P’(rk) to denote 
the image in .?‘8(qk) of %,,m(B(qk [ N)) under T(qJ. Let co, & ,... be 
the characters of S vanishing on I’, and let P’ denote the vector 
space (over C) spanned by P(~i), P(qJ ,... and <,, i& ,... . 
THEOREM 3.4. 9’ C %m(S/r), and furthermore, if k is any non- 
negative integer, and if E > 0 is given, then for any f E +Tk(S/l’), we can 
find a g E 9” satisfying 
IEW - g11Wl -c E (3.4.1) 
for every x E S/r and every integer multi-index 01 with 1 01 1 < k, p 
being the operator ar2e .I* .X2, where &, ,..., & is any basis for G. 
Before beginning the proof of Theorem 4 in earnest, let us recall 
some facts about the representation of 6 associated with a unitary 
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representation of S. Let rr denote a unitary representation of S, and 
let A?‘(T) denote the Hilbert space of 7r. Given any element 3 from G, 
we have defined a one-parameter group z(t) of unitary operators on 
A?(r) via the rule 
_x(t)w = 7r(exp(tX))u 
for all z, E s(n) and all real numbers t. It is one of the standard results 
of representation theory that there is a dense subspace *a(r) of &Y(r) 
such that for all v E SO(~), the limit 
‘j% [NW - WI/t (3.4.2) 
exists in P(n) and lies in x0(,). (The space SO(,) consists of those 
vectors v for which t c-t 7r(exp(ts)) v is a P’ function for every & in 
6.) The limit in (3.4.2) is denoted r(X) v. The operator r(g) is 
skew-symmetric on x0( ?r and, in general, is unbounded. The map )
& tt ?r(z) defines a representation of 6 on s-(r). Using the universal 
mapping property of the universal enveloping algebra U of 6, we 
can extend this representation to a representation, also denoted by Z-, 
of U on y%(r). 
Let us now compute what happens in the special case where rr is 
I(r) : a), and 77 is a maximal integral subcharacter of S. Setting x equal 
to the restriction of 157 to N, we recall that S decomposes into a semi- 
direct product M(x) * B(x) and that 7) is a character of M(x) which 
induces the representation I(7 : .) of S. Further, the representation 
1(~ : .) is given on -Ep”(B(x), p), where TV is Haar measure on B(x), by 
ml : mW(4 = s(a--l)fw (3.4.3) 
for all f E g2, m E M(X), and a, g E B(x). Now B(x) is just Euclidean 
space of some dimension, and letting & be any element of the Lie 
algebra a(x) of B(x), we see from (3.4.3) that 1(~ : g) is just the 
directional derivative along the vector &. Consider next what happens 
for _U E m(x), the Lie algebra of M(x). From (3.4.3), we see that 
Hence, for each _Y in m(x), there is a %P function Qy on B(x) satis- 
fying 
We are now ready to begin the proof of Theorem 3.4. The proof 
rests on two lemmas: 
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LEMMA 3.5. Let 7 be a maximal integral subcharacter of S over x, 
and let f be a V* function on B(x) which has the further property that 
for all L E U, the function I(7 : L) f is in P(B(x), p). Then, given any 
integer k > 0 and any E > 0, there is a function g E %?,,“(B(x)) satis- 
fying 
II X”ww - g)llp < E (3.5.1) 
for all integer multiindices 01 with 1 01 1 < k, where p = zIl *** Em*, 
and & ,..., rl, is a basis for 6 given in advance. 
Proof. It follows from Sobolev’s inequality that in order to prove 
(3.5.1), it is sufficient to prove that 
II Pvw- l?ll@ < E (3.5.2) 
for all integer multiindices ~11 with 1 CII 1 < k + n. Now it follows from 
Theorem 3.1 above that (3.5.2) is equivalent to 
II WI) 47, : z-w - &%&?a -=L E> 
and since T(y) is an isometry, (3.5.3) is equivalent to 
II WI : m.f - k911,2 < E* (3.5.4) 
Hence, in order to prove the lemma, we need only produce a 
g E qo”(B(x)) satisfying (3.5.4). 
To that end, think of B(x) as being Euclidean space; let q be a 
Vm real-valued function on B(x) satisfying 
(1) v is identically 1 on the unit ball; 
(2) v vanishes outside the ball of radius 2; and 
(3) 0 < p)(a) < 1 for all a E B(x); 
and set gt(a) = F(t-‘a) f (a) for all t > 0 and a E B(x). (Perhaps we 
should note here that (i) the balls in (1) and (2) are assumed centered 
at the origin, and (ii) by t-la, we mean the usual scalar multiplication 
in Rh, to which B(x) is equal (as a Lie group).) We will show that 
ljz II 47 : Xau - gt>llp = 0. (3.5.5) 
We now must do some explicit computations, and for that reason, 
it is convenient to choose the g, ,..., & in a special way. (This does 
no harm, as the lemma is true for any basis if it is true for one basis.) 
We shall assume that & ,..., Sk form a basis for 23(x) and that 
&r&+1 ,***> & form a basis for 9X(x). 
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Let g denote one of the operators & ,..., & ; then (as we observed 
just before stating the lemma) 1(q : X) is the directional derivative in 
the & direction. Hence, using Leibniz’s rule, we get that 
where kc{ is k!/(i!(K - i)!). Now, if i > 0, 
llP(7 : B)“%lM~ : x>k-Ylllg2 
where q,(a) = ~(t-‘a). It follows that 
$% II I(7 : Xlk (f - &)I@ 
G F-2 Ml - v-4 47 : -vYIIp2 
+ $+% i &Ki ]]I(7 : X)ip, 1 jam ]/I(7 : &)*-ifllpa = 0. (3.5.6) 
l.=l 
We have thus taken care of (3.5.5) for powers of & , 1 < j < h. 
Similar arguments show that (3.5.5) holds for arbitrary monomials 
in &r ,..., & . 
Now let ,Y denote one of the operators &+l ,..., & . Then 
I(7 : yk)g,(a) = @_y(u)k y(t-%)f(g). Hence 
II 47 : _y”)(f - &)llpa = IIU - ?%I @~*fllp2 * 
Now by assumption, I(7 : rk)f = arkf is in ,LP2(B(x), CL). Hence 
= 0. (3.5.7) 
Because the Lie algebra 6 of S is the semidirect product of m(x) 
and d(x), the lemma follows easily from (3.5.4), (3.5.6), and (3.5.7). 
Q.E.D. 
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LEMMA 3.6. Let & ,..., & be any basis for the Lie algebra 6 of 
S, and set I>2 = z12 + +.* + zm2. Then, whenever 7 is a maximal 
integral subcharacter of S over x, we have 
(a) The operator I(7 : Q2) on =!Z2(B(x), p) has a complete ortho- 
normal system of eigenvectors. 
(b) If g is any eigenfunction for I(7 : 0”) in LZ2(B(x), II), then 
I(? : L) g is in LZ2(B(x), p) for all L E U. 
Proof. View U as consisting of unbounded skew-symmetric oper- 
ators on Z2(S/r, ) v in the usual way. Then, by Theorem 3.1, if 
L E U, we have 
I(7j : L) = T(?p 0 L 0 T(T). (5.6.1) 
Now the operator o2 on g2(S/r, v) has a complete orthonormal 
system of eigenvectors. From (5.6.1) it follows that I(7 : 0”) has the 
same property. This proves (a). As for (b), it follows immediately 
from Theorem 2.2 (above) and (5.6.1). Q.E.D. 
Lemmas 3.5 and 3.6 contain the bulk of the proof of Theorem 4. 
Here is the rest: 
Proof of Theorem 4. Let yhl , vh2 ,... be a complete orthonormal 
system in Z(qh) consisting of eigenfunctions for 0”. According to 
Theorem 2.4 above, the function f E GP’(S/r) can be approximated by 
a finite linear combination f. of the yhi’s, together with the characters 
1, 51 , 52 >'** so that 11 p(f - fo)lIBa < E for all 01 with 1 (y. 1 < K. It 
follows that it is enough to prove that the theorem is true for each 
vhj and each 5,. . Lemmas 3.5 and 3.6 show that the theorem is true 
for each vhi . Since the I$ all lie in P, the theorem is trivially satisfied 
by them. Thus the theorem is proved. Q.E.D. 
4. EXAMPLES 
We are going to begin by applying the analysis of Section 3 to the 
three-dimensional nilpotent Lie group, Na . Na is three-dimensional 
Euclidean space with the group operation 
(GY, 4(x’, Y’, 4 = (x + X’,Y tr’, z + z’ + XY’). 
We will take for the discrete subgroup r the subgroup of N, consisting 
of all points with integer coordinates. Let M denote the subgroup 
((0, y, z) : y, z E R), and let B denote the subgroup {(x, 0,O) : x E R}. 
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For each ordered pair (j, R) of integers with k # 0, we define the 
character 7i.k of M by 
rli.dy, 4 = exp 27-4~ + kx). 
The representation I(77i.k : .) of N, induced by r]l,k is given on 
g2(B, p)-p = Lebesgue measure-by 
4rli.k :(x,35 X>)f(t) = exp@++ +rt> +jyl)f(x + t). 
Since K # 0, the representation I(7f.k : *) is irreducible, (Also, 
+?j,k : ‘1 and %n.n : ‘) are equivalent if and only if K = n.) Now 
let & ,Y, and z be the basis for the Lie algebra ‘%a consisting of the 
infinitesimal generators of the one-parameter subgroups (x, 0, 0), 
(0, y, 0), and (0, 0, z) of N, . We then have 
I(7)j.k : X) = djdt, 
I(qj,K : y) = 2ri(j + kt), 
I(7]j,k : Z) = 27rik. 
Hence for the “Laplacian” 0” = &“ + _U2 + z2, we get 
I(T$,~ : Q2) = (d/dt)2 - h2(j + kt)2 - 4~2k2. 
Making the change of variables u = t + j/K, we see that I(Tj,k : ZJ2) 
is similar to the operator 
(d/du)2 - 4n2k2u2 - 4m2k2 (4.0.1) 
on the Hilbert space S2(R, du). Because of its interest in quantum 
mechanics, the operator (4.0.1) has been thoroughly investigated-the 
discussion in H. Weyl’s “Group Theory and Quantum Mechanics”, 
p. 57, et seq., is especially nice. In particular, the eigenfunctions for 
(4.0.1) are known to be gotten as follows: 
Set fk.&) = (- 1)” exp(2r 1 k I u2)[(d/du)” ex$-2r ! Ff I u2)], and 
~te$~(;J t;apf’,J~) exp( -r [ K 1 u2), where c, is a positive constant 
s 
m 
I e~,(412 du = 1. --m 
The functions e$,, (n = 0, 1, 2,...) form a complete orthonormal 
system of eigenfunctions for (4.0.1), and the eigenvalue corresponding 
to e,,, is 
-4,~ I k I (n + r I k I + l/2). (4.0.2) 
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Changing back to the variable t, we see that the functions 
ek,n,s(t) = e&(t + j/k), where n = 0, 1, 2,... form a complete ortho- 
normal system of eigenfunctions for 1(~~ : 02). Notice that, as one 
would expect, the eigenvalues of 1(~~ : Q2) which are given by 
(4.0.2) do not depend on j. 
It remains now to transport our results to P(N,/r, v), Y being the 
invariant probability measure on Na/r. The qj,k-th homogenizing map 
is given by 
Pkk)f(~, y, 4 = exp(24kz +iN> ff f(x + 4 exp(2~kfv). 
n&=-cc 
Let .%(j, k) denote the image of T(Q~) in .Y2(N,/r, v), and let 2s 
denote the closed subspace of g2(Ns/r, V) spanned by the characters 
of N3 trivial on r. One can easily verify that 
Hence, the characters of N3 trivial on r, together with the functions 
(n = 0, 1, 2,...; K E Z\{O}; and 0 < j < 1 K I) form a complete ortho- 
normal system in -Ep”(Na/r, v). 
One can see from this example why it is easier to compute eigen- 
functions for I(7 : 02) than for 0” itself. First, 1(q : 02) is operating 
on Y”(R”) for some h strictly smaller than the dimension n of S 
(to return to the notation of Section 3). Second, if you choose the 
basis for the Lie algebra 6 correctly, 1(q : 02) will be an operator of 
the form 
ordinary Laplacian - @p(x)“, (4.0.3) 
where @ is a positive, real-valued function on Rh-if you are lucky 
and h = 1 (as was the case for N3), (4.0.3) becomes simply 
(d/d~)~ - @(cc)“. Th is sort of operator has been carefully studied, and 
a wealth of information is available in special cases. Just as an example 
of what happens in the nonnilpotent case, consider the following 
three-dimensional solvable Lie group. 
Let N denote R2, and let 
A = (; ;). 
Since the matrix A is self-adjoint and positive definite, we can form 
580/10/r-4 
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the t-th power A’ of A for all t E R. Set A = R, and define S to be 
the semidirect product N * A in which the group operation is 
(n, a>@, b) = (n + Aam, a + b), 
for all m, n E N and a, b E A. The discrete subgroup r is the set of 
points in S with integer coordinates. (Notice that det(A) = 1, and 
hence A maps the integer lattice in N = R2 onto itself isomorphically.) 
Letting h and X-l denote the eigenvalues of A, we see that, choosing 
appropriate coordinates in N, we can write the group operation in S as 
(24, 0, t)(u’, v’, t’) = (24 + X%4’, v + x-w, t + t’), 
for all U, u’, V, v’, t, and t’ in R. Let 7 be a character on N which, in 
the u - v coordinates, takes the form 
q(u, v) = exp 2?ri(azl + @I), 
where neither cy. nor p is 0. (This condition is always satisfied if 7 is 
trivial on N f~ I’.) The representation I(17 : .) of S induced by 7 is 
given on g2(A, da) by 
I(7 : 24, v, t)f(a) = ?#I%, Wv)f(u + t). 
Letting _U, _V and _T be the infinitesimal generators of the one-param- 
eter subgroups of S corresponding to U, v and t, we see that 
I(7j : !J) = 27&P, 
I(7 : _V) = 27$&P, 
Hence the “Laplacian” I(7 : D2), where o2 = _T2 + _U2 + _V2, is 
(d/da)2 - 47r2(dP + /m-2”). (4.0.4) 
Clearly, the eigenfunctions for this operator (they are “ellipsoidal 
harmonics of a complex argument”) are far more complicated than the 
eigenfunctions for the corresponding operator for Ns . Already in the 
case of (4.0.4), it seems likely that Theorem 3.4 is more useful than 
explicit eigenfunction computations. 
The example (4.0.4) and Lemma 3.6 raise an interesting question 
in operator theory: 
Let S be a solvable Lie group, let & ,..., &, be a basis for the Lie 
algebra of S, and let I be a CCR irreducible unitary representation of 
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S. Does the operator I(gc + .a. + &“) always have discrete spec- 
trum? Notice that, had we allowed either LX = 0 or /I = 0 (not both) 
in defining 7, we would have gotten a nor&CR representation for 
I(7 : s), and the operator (4.0.4) would not have had a discrete spec- 
trum. 
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