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SOMMAIRE
Ce travail a pour objet la mise en oeuvre d’une méthode de suivi de front impli
cite, eulérienne, d’ordre deux, pour un système diphasique à bas nombre de Mach
en une dimension spatiale. Nous élaborons un schéma en variables eulériennes
où le suivi d’interface entre les deux fluides est réalisé grâce à un algorithme de
suivi de front. On explique soigneusement cet algorithme de suivi de front en y
décrivant différentes façons de gérer le front suivant sa position dans les mailles.
La mise en oeuvre de cette méthode est faite pour des problèmes sous forme
conservative. La méthode est globalement conservative.
La stratégie est illustrée et validée pour le problème d’advection à vitesse constante
d’un scalaire avec une condition initiale discontinue. Elle est ensuite validée pour
le problème de Stefan unidimensionnel avec une vitesse de propagation de l’inter
face définie par une fonction du saut des flux de chaleur à l’interface. On propose
ainsi une méthode de suivi de front implicite, eulérienne, pour le système dipha
sique à faible nombre de Mach.
Mots-clés t écoulement diphasique, système bas Mach, suivi d’interface, mé
thode de suivi de front, méthode implicite.
iv
SUMMARY
This work aims at the implementation of an Eulerian, second-order accurate,
implicit front-tracking method for a low Mach number dipha.sic system in one
space dimension. We design a numerical scheme in Eulerian variables where the
interface between the two fluids is captured with a front tracking technique. We
explain carefully this front-tracking algorithm. We describe different ways to ma
nage the front according to its mesh position. We implement this method for some
conservative problems. This method is globally conservative.
The strategy is illustrated and validated for an advection problem with a constant
speed of a scalar with discontinuous initial conditions. It is next validated for the
one-dimensional Stefan problem with an interface propagation velocity defined by
a function of the jump of the heat fluxes at the interface. We propose flnally an
Eulerian implicit front-tracking method for a low Mach number diphasic system.
Key-words diphasic fiow, low Mach number system, interface-capturing, front
tracking technique, implicit method.
VREMERCIEMENTS
Je suis tout particulièrement reconnaissante envers mou directeur de recherche,
le professeur Anne Bourlioux, d’avoir été plus que disponible, toujours disposée
à m’orienter ou à corriger mon travail, tout en me laissant la liberté de travailler
à ma façon et d’explorer les terrains qui m’attiraient le plus. Les encouragements
constants qu’elle m’a adressés ont également compté pour beaucoup et je suis
reconnaissante pour ce qu’elle m’a appris et tout ce qu’elle a fait pour moi. Je la
remercie, en plus, de m’avoir partiellement financé durant la période de ce travail.
Merci à Stephane Dellacherie pour sa disponibilité.
Je remercie le président du jury, Paul Arminjon, et les autres membres du jury,
Robert G. Owens, Anne Bourlioux, d’avoir accepté d’évaluer ce travail.
Merci évidemment à mes parents pour avoir su m’encourager à leur façon de
puis le tout début de mon parcours académique, mais aussi pour avoir été d’un
support incomparable dans tous ces moments où ne fille a besoin de ses parents.
Merci à mon époux Taulant pour toutes ses petites attentions qui m’ont rendu
la tâche plus facile en periocle de pression, et pour la patience dont il a dû faire
preuve en m’aidant avec notre fils nouveau-né Énes.
vi
TABLE DES MATIÈRES
Sommaire iii
Summary iv
Remerciements y
Liste des figures ix
Liste des tableaux xii
Chapitre 1. Introduction 1
1.1. Le système de Navier-$tokes dipha.sique compressible 2
1.2. Obtention du système diphasique bas Mach 5
1.3. Le système diphasique bas Mach pour cieux gaz parfaits $
1.4. Un schéma totalement conservatif 9
1.5. À propos des simulations numériques 10
Chapitre 2. Méthode de suivi de front pour l’advection 14
2.1. Le problème d’advection 14
2.2. L’algorithme de suivi de front 15
2.2.1. Formulation 1 1$
2.2.2. Formulation 2 21
2.2.3. Formulation combinée 23
2.3. Résultats numériques et conclusions 26
vii
Chapitre 3. Méthode de suivi de front implicite pour le problème
de Stefan 33
3.1. Le problème de Stefan 33
3.2. Méthode de résolution du problème de Stefan 34
3.2.1. Discrétisation temporelle et spatiale 34
3.2.2. Algorithme de suivi de front 35
3.2.2.1. Bilans conservatifs pour les mailles proches du front 35
3.2.2.2. Une approximation d’ordre deux pour le flux de chaleur 38
3.2.2.3. Discrétisation de l’équation de la température 41
3.2.3. Système discret du problème de Stefan 48
3.2.4. Algorithme itératif 50
3.2.5. Résultats numériques et conclusions 52
Chapitre 4. Méthode de suivi de front implicite eulérienne pour
le système diphasique bas Mach 60
4.1. Développement de la méthode de résolution du système diphasique
bas Mach en une dimension 60
4.1.1. Schéma de discrétisation du système diphasique bas Mach 63
4.1.2. Algorithme de suivi de front pour l’équation de la conservation
de la masse totale 64
4.1.2.1. Flux de masse pour le schéma amont (ordre 1) - mailles
régulières 64
4.1.2.2. Flux de masse pour le schéma amont TVD (ordre 2) - mailles
régulières 64
4.1.3. Approche numérique pour l’équation de la pression 70
4.1.4. Approche numérique pour l’équation de la vitesse 71
4.1.4.1. Une approximation d’ordre deux pour le flllx de chalellr.... 71
4.1.5. Approche numérique pour l’équation de la température 77
viii
4.2. Algorithmeitératif. 7$
4.3. Résultats numériques et conclusions $0
4.3.1. Estimation d’erreur et ordre de convergence de la méthode avec
suivi de front et de la méthode eulérienne de [1] pour le
système diphasique bas Mach $5
4.3.2. Comparaison de la méthode de suivi de front et de la méthode
eulérienne de [1] 91
Chapitre 5. Conclusion 96
Bibliographie 9$
ix
LISTE DES FIGURES
Domaine.
Suivi de l’interface dans le plan (x, t)
Maillage
CAS A le front ne change pas de maille
Bilans conservatifs gauche et droite
Bilans conservatifs équivalents
1.1.1
1.5.1
2.2.1
2.2.2
2.2.3
2.2.4
2
12
15
17
20
21
24
27
27
28
28
29
29
2.2.5 CAS B : le front change de maille à droite
2.3.1 Solution sans suivi de front, ordre de précision 1,
à gauche CFL = 0.3, figure à droite CFL = 0.8,
2.3.2 Solution sans suivi de front, ordre de précision
figure à gauche CFL = 0.3, figure à droite CFL
2.3.3 Solution sans suivi de front, ordre de précision 2,
à gauche CFL = 0.3, figure à droite CfL 0.8,
2.3.4 Solution sans suivi de front, ordre de précision
figure à gauche CfL = 0.3, figure à droite CFL
2.3.5 Solution avec suivi de front, ordre de précision 1,
à gauche CfL = 0.3, figure à droite CfL = 0.8,
2.3.6 Solution avec suivi de front, ordre de précision
figure à gauche CfL = 0.3, figure à droite CfL
N 25, a = 1, figure
TFinat = 0.4
Ï, N = 100, a 1,
0.8, TFinat = 0.4...
N = 25, a = Ï, figure
TFinal = 0.4
2, N = 100, a = 1,
= 0.8, TFinal = 0.4...
N = 25, a = 1, figure
TFinal = 0.4
1, N = 100, a = 1,
= 0.8, TFjnal 0.4...
2.3.7 Solution avec suivi de front, ordre de précision 2, N = 25, a = 1, figure
à gauche CfL = 0.3, figure à droite CfL = 0.8, TFjnal = 0.4 30
X2.3.8 Solution avec suivi de front, ordre de précision 2, N = 100, a = 1,
figure à gauche CFL = 0.3, figure à droite CFL = 0.8, TFjnat = 0.4 30
2.3.9 Erreur, CFL = 0.3, a = 1 et TEiflal = 0.4 32
2.3.10 Erreur, CFL = 0.8, a = 1 et TFjal 0.4 32
3.2.1 CAS A : le front ne change pas de maille 35
3.2.2 CAS B : le front change de maille à droite 37
3.2.3 Algorithme itératif 51
3.2.4 Température, solution formulation 2, figure à gauche N = 15, figure à
droite N = 100, dx = 1/N, Ut dx/4, Tfjnal = 0.2 55
3.2.5 Température, solution formulation combinée, figure à gauche N = 15,
figure à droite N = 100, dx = 1/N, Ut = dx/4, Tfjnal = 0.2 55
3.2.6 Choix des points pour la formulation 2 56
3.2.7 Choix des points pour la formulation combinée 57
3.2.8 Erreur en fonction de x 59
4.1.1 Domaine Q unidimensionnel 60
4.1.2 CAS A: le front ne change pas de maille 66
4.1.3 CAS B : le front change de maille à droite 69
4.2.1 Algorithme itératif 79
4.3.1 Figure à gauche, densité, formulation combinée, N = 64, Tfjnal 1,
Ut = dx/4, figure à droite, erreur sur la densité en fonction de x 81
4.3.2 Figure à gauche, densité, formulation combinée, N = 128, Tfjnal 1,
Ut = Ux/4, figure à droite, erreur sur la densité en fonction de x 81
4.3.3 Figure à gauche, température, formulation combinée, N = 64, Tfjnal =
1, Ut = Ux/4, figure à droite, erreur sur la température en fonction de
x 82
xi
4.3.4 Figure à gauche, température, formulation combinée, N = 128, Tfjnat =
1, dt = dx/4, figure à droite, erreur sur la température en fonction de
x $2
4.3.5 Figure à gauche, vitesse, formulation combinée, N 64, Tjjnat = 1,
dt dx/4, figure à droite, erreur sur la vitesse en fonction de x 83
4.3.6 Figure à gauche, vitesse, formulation combinée, N = 128, Tfjnat 1,
dt = ux/4, figure à droite, erreur sur la vitesse en fonction de x 83
4.3.7 Densité, formulation combinée, N=12$, Tjnai 30, ut ux/4 84
4.3.8 Température, formulation combinée, Nrr128, Tfinat = 30, ut = ux/4, $4
4.3.9 Relation géométrique entre les maillages raffiné ou grossier $5
4.3.10 Température, erreur en fonction de ux, T!mat 0.6, ut ux/4 86
4.3.11 Vitesse, erreur en fonction de ux, Tinai 0.6, dt = dx/4 87
4.3.12 Densité, erreur en fonction de ux, Tfinat = 0.6, ut dx/4 $8
4.3.13 Position du front, erreur en fonction de ux, Tinat 0.6, dt = ux/4... 89
4.3.14 Figure à gauche, position de l’interface , méthode [11 et méthode
avec suivi de front, figure à droite, position de l’interface Zb, méthode
[11 et méthode avec suivi de front, Tjnai 1, N = 128 93
4.3.15 Figure à gauche, température solution de [11, figure à droite, température
solution avec suivi de front, Tfjnat = 0.6 95
xii
LISTE DES TABLEAUX
2.3.1 Norme L1 de l’erreur, schéma avec suivi de front. 31
3.2.1 Comparaison de la vitesse numérique V entre les formulation 1, 2 et 3
(vitesse exacte Vex 1), N = 100, dx = 1/N, dt dx/4 53
3.2.2 Dépendance du saut de la vitesse en fonction de dx 56
3.2.3 Norme L1 de l’erreur pour des choix différents de dx, tableau à gauche:
formulation 2, tableau à droite: formulation 3, dt = dx/4, Tfjnal = 0.2 58
4.3.1 Température T, tableau de la norme L1 de l’erreur en fonction de dx. $6
4.3.2 Vitesse U, tableau de la norme L1 de l’erreur en fonction du dx $7
4.3.3 Densité p, tableau de la norme L1 de l’erreur en fonction du dx 88
4.3.4 Position du front Xf, tableau de la norme L1 de l’erreur en fonction
dudx $9
4.3.5 Température T dans [‘1 tableau de la norme L1 de l’erreur en fonction
dudx 90
4.3.6 Vitesse U dans [lj, tableau de la norme L1 de l’erreur en fonction du
dx 90
4.3.7 Densité p dans [1], tableau de la norme L1 de l’erreur en fonction du
dx 91
4.3.8 Pas de temps pour les deux méthodes 92
4.3.9 Nombre d’itérations pour les deux méthodes 92
4.3.10 Température T, norme L1 de l’erreur entre la solution raffinée et la
solution grossière 93
xiii
4.3.11 Vitesse U, norme L1 de l’erreur entre la solution raffinée et la solution
grossière 94
4.3.12 Densité p, norme L1 de l’erreur entre la solution raffinée et la solution
grossière 94
Chapitre 1
INTRODUCTION
Le modèle principal utilisé dans ce travail est celui présenté par Stéphane Del
lacherie [1]. Il sert à la simulation numérique directe (SND) pour les écoulements
diphasiques. Ceci est un sujet très important dans le contexte de la simulation
numérique de coeurs de réacteurs nucléaires. Plusieurs approches ont déjà été
utilisées dans ce domaine et il existe déjà des études effectuées en SND. Dans le
coeur d’un réacteur nucléaire, le nombre de Mach est très faible. Plusieurs au
teurs considèrent que les deux fluides correspondant à chacune des phases sont des
fluides incompressibles et le modèle utilisé est donc le système de Navier-Stokes
diphasique incompressible.
Dans le coeur d’un réacteur nucléaire, il existe cependant des phénomènes de
changement de phase liquide-vapeur. Tout changement de phase induit locale
ment un transfert d’énérgie thermique. Il est donc plus raisonable de considérer
qu’au moins une des phases, la phase vapeur est compressible, tandis que la phase
liquide peut être considérée comme incompressible.
Ces remarques présentées par Dellacherie dans [1] l’ont conduit à considérer plutôt
le système diphasique compressible bien que le nombre de lVIach soit très faible.
Dans cette limite, les écoulements considérés sont des écoulements subsoniques.
Il n’y a pas d’ondes de choc et par conséquent il n’y a pas de discontinuités dans
les champs de vitesse et de pression.
21.1. LE SYSTÈME DE NAvIER-ST0KEs DIPHASIQUE COMPRESSIBLE
Soit Q un domaine ouvert borné inclus dans Rd, d =1, 2, ou 3. Dans ce do
maine, l’écoulement est supposé diphasique, ce qui entraîne que Q est l’union de
deux sous-domaines ouverts Q1(t) et Q2(t) tels que les équations d’état et les co
efficients de transport du fluide dans Q1 (t) sont très différents de ceux dans Q2 (t).
On dira que le fluide est dans la phase 1 ou dans la phase 2 pour respectivement
les sous-domaines Q1(t) et Q2(t).
La surface (t) localise en tout temps t l’interface entre les fluides 1 et 2.
Nous reprenons ici la formulation de [lj. La formulation du système de Navier
Stokes diphasique compressible s’écrit sous forme conservative comme suit
3t(pYi)+V.(puYi)=O,
8p + V. (pu) = O,
3t(pu)+V(pu®u)= —VP+V(Y1)+pg,
(1.1.1)
Q2(t)
FIG. 1.1.1. Domaine Q
8t(pE)+V(puE)=—V(P’u)+Vq(Yi)+V.[(Yi).u]+pg.u
3où
(Y1) [vu + (Vu)t
- (V .
q(Yi) = À(Y1)VT.
Les équations (1.1.1) sont respectivement la conservation de la masse dans chaque
phase, la conservation de la masse totale, la conservation de la quantité de mou
vement et la conservation de l’énergie totale. Le vecteur constant g représente la
gravité. Les quantités physiques p, P, u, E u2/2 + E (6 est l’énergie interne),
et q sont respectivement la densité, la pression, la vitesse, l’énergie totale, le
tenseur de viscosité de Newton et le flux de chaleur de Fourier. Y1 (t, x) est une
fonction contillue par morceaux; elle est donnée initialement par
1 si xEQ1(t=O),
Y1(t = O,x) (1.1.2)
O si xeQ2(t=O),
k(t O) {Ø}, (k = 1, 2) définit la topologie initiale de l’écoulement. On définit
Q1(t> O) et 22(t> O) par
Q1(t) {x ê tel que Yi(t,x) 1}
et
Q2(t) = {x ê Q tel que Y1(t,x) = 0}.
Similairement les formules suivantes sont valides dans tout le domaine
Y1(t, x) ê {O, 1},
= Y1À1 + (1 — Y1).A2,
Y1j1 + (1
— Yt2, (1.1.3)
p(Yj, T, P) = Yipi(T, P) + (1 — Yi)p2(T, P),
E(Y1, T, P) YyEi(T, P) + (1— Y1)62(T, P)
4où et ?k, (k = 1, 2) sont respectivement la viscosité et la conductivité ther
mique, ce sont des constantes positives.
Les fonctions p(T, P) et ek(T, P) sont les équations d’état du fluide k, T est la
température thermodynamique. Les conditions aux limites sont données par
f Vx e (t) u1(t) =
j (Yl)1(t) = (Yl)2(t)
T1(t) =
I lVT1(L) = 2VT2(t)
et par
f VxE8Q: u(t,x)=O,
1 (1.1.5)VT(t, x) . n(x) = O.
La notation k(t) ( = (u, (Y1), T, )1VT)T) correspond à la valeur limite de
(t,x) sur la surface >(t), (Z1(t) = 2(t) (t)). Le vecteur n12 est le vecteur
normal unitaire à l’interface (t) et est orienté vers le fluide 2 (voir Figure 1.1.1).
Les conditions (1.1.4) imposent la continuité de la vitesse, du flux visqueux, de
la température et du flux de chaleur dans Q malgré l’existence de la surface de
discontinuité (t). Les conditions (1.1.5) imposent que le domaine borné Q est
thermiquement isolé.
Dellacherie a utilisé la forme non conservative pour dériver le système diphasique
bas Mach. En introduisant la variable non conservative h e + P/p (l’enthalpie
du fluide) et en notant que V• [(Y1) . u] — ‘u• V . (Y1) = (Y1) : Vu, lorsque
les champs de vitesse et de pression sont réguliers, le système (1.1.1) peut s’écrire
sous la forme non conservative
DY1=O,
8p+V (pu) = O,
(1.1.6)
pDtu = -VP + V . (Y1) + pg,
pDh= DP+V• q(Y1)+(Y1) : Vu
5où D 6t + u• V est l’opérateur de dérivée partidulaire. Les équations
pDh=DP+V.q(Yi)+(Yi) :Vu
et
pCDT = oOEDtP + V q(Y) + (Y1) Vu
sont équivalentes. En remplaçant dans (1.1.6), on obtient donc une formulation
non conservative en température pour le système de Navier-Stokes diphasique
compressible,
DY1=O,
81p+V• (pu) = O,
(1.1.7)
pDu=—VP+V.(Yi)+pg,
pCDtT = oTDP + V. [À(Y1)VT] + (Y1) : Vu
où
(Y1,T,P)
p(Y11TP) (Y1,T,P) (1.1.8)
est le coefficient de compressibilité à pression constante.
C(Y1,T,P) (Y1,T,P). (1.1.9)
est la capacité calorifique à pression constante. q = )LVT.
C’est à partir du système (1.1.7) que l’on va dériver le système diphasique bas
Mach.
1.2. OBTENTIoN DU SYSTÈME DIPHASIQUE BAS MACH.
La discrétisation numérique du système de Navier-Stokes diphasique compres
sible à ba.s nombre de Mach est très délicate du fait de la grande différence entre
la vitesse du son et la vitesse de l’écoulement.
Le nombre de Mach est un nombre sans dimension, qui exprime le rapport de la vi
tesse locale d’un fluide à la vitesse du son dans ce même fluide. Dellacherie [1] pro
pose de simplifier le système (1.1.1) à l’aide d’un développement asymptotique en
6puissances du nombre de Mach. En fait, la limite du nombre de Mach tendant vers
zéro correspond à la limite de la vitesse du son partout infiniment grande (écoule
ment incompressible). Dans le cas unidimensionnel, l’information se déplace à la
vitesse v(x, t) pour les ondes matérielles, n(x, t) + c(c, t) et u(x, t) — c(x, t) pour
les ondes acoustiques, ce qui entraine que l’information transportée par les ondes
acoustiques est transportée instantanément dans le domaine Q. Dans la limite du
nombre de Mach tendant vers zéro, le temps caractéristique du déplacement de
ces ondes dans chaque fluide est très petit. Ceci constitue donc un défi énorme
sur le plan de la discrétisation numérique : il faut que le pas de temps discret soit
au plus du même ordre de grandeur que ce temps caractéristique sinon le schéma
est instable dans la limite du faible nombre de Mach.
Le rôle principal du développement asymptotique est de filtrer ces ondes acous
tiques. On prend donc une échelle de temps de référence beaucoup plus grande
que l’échelle du temps caractéristique du déplacement de ces ondes dans chaque
fluide.
Dans [lj, Dellacherie établit formellement le système diphasique bas Mach. Le
résultat du développement asymptotique est le système diphasique bas Mach di
mensionné suivant, constitué des deux systèmes couplés
DY1=O,
(1.2.1)
pCDtT = oOEP’(t) + V• [À(Y1)VTj
et
V u = G(t, x),
(1.2.2)
= Vf1(t, x) + V (Y1) + pg
avec
G(t,x) = + [À(Y1)VT] (1.2.3)
7et de l’équation intégro-clifférentielle 11011 linéaire
L(t) P)](t)À(Yl)VT n12dZ
— f (Y1,T, P)(Yi)(VT)2dx
f f(Y1,T,P) f
(1.2.4)
avec [/3]
-
La pression fl(t, x) est appelée pression dynamique. Elle est introduite dans le
développement asymptotique du système diphasique bas Mach (voir [11).
Les fonctions p, ?.., , c, G, /3, c et F caractérisent les propriétés thermodyna
miques des fluides 1 et 2. Elles sont respectivement définies par (1.1.3), (1.1.8),
(1.1.9),
o(Y1, T, P)P/3(Y17T,P)
= p(Y1, T, P)C(Y1, T, P)
qui est une fonction thermodynamique sans dimension,
c(Yi,T,P)= 1
/
V 0P C
qui est la vitesse du son dans les fluides 1 et 2, et
F(Y1,T,P) p(Yi,T,P)c(Y;,T,P)2
Les conditions aux limites sont données par (1.1.4) et (1.1.5). Un changement
dans ces conditions aux limites induira un changement dans l’équation (1.2.4).
La pression P(t) est reliée aux champs de température thermodynamique T(t, x)
et de densité p(t, x) via les équations d’état. La fonction G(t, x) vérifie la condition
de compatibilité de Neumann
f G(t, )dx = 0 (1.2.5)
(Voir [1] pour une démonstration complète)
81.3. LE SYSTÈME DIPHASIQUE BAS MACH POUR DEUX GAZ PAR
FAITS.
Les équations d’états pour deux gaz parfaits sont données par
P
pk(T,P) =
k(T,P) 6k(T) = RkT
7k 1
où Rk > O et 7k e]1, 3] (7k 1, 4 pour l’air). La constante Rk est définie par
= IC/mk où )C = 1, 38062 10_23 J.K’ est la constante de Boltzmann, mk
étant la masse atomique (ou moléculaire) du gaz k. On obtient alors que
C,k(T, P) = Gp,k = 7kRk
k(T,P)ktT)
k(T,P) =/3k
= 7k—1,
7k
Ck(T, P) Ck(T) = \/7kRkT,
fk(T, P) = Fk = 7k•
En posant
C(Y1) = Y1C,1 + (1 — Y1)C,2,
Y171 + (1— Y1)72,
R(Y1)=Y1R1+(1-Y1)R2,
le système diphasique bas IVIach est donné par les deux systèmes couplés
DY1=0,
(1.3.1)
C(Y1)DT R(Y1)T + [(Y1)vT]
9et
V n — G(t, x),
(1.3.2)
pDtn = —Vfl(t, x) + V (Y1) + pg
G(t,x)
+ (Y)P(t) V[(Y1)VT], (1.3.3)
la pression P(t) étant solution de l’équation différentielle ordinaire.
f
(Y)VT.
P’(t) (1.3.4)
J07(Y1)
avec
i r — 71—1 72—1
2=tPJE=12= —
___
71 72
La fonction G(t, x) définie avec (1.3.3) vérifie la condition de compatibilité
de Neumann
f G(t, x)dx 0. (1.3.5)
Le système est fermé par les conditions aux limites
Vx E (t) : =
nl2 = (Y1)2 (1.3.6)
T1(t) T2(t),
lVT1(t) fl12 = À2VT
et
f VxE8Q: u(t,x)=0, (1.3.7)
I VT(t, x) n(x) = 0.
1.4. UN SCHÉMA TOTALEMENT CONSERVATIF.
On peut construire un schéma conservatif en masse et en énergie en remplaçant
l’équation
= R(Y1)T +
par l’équation
3tp + 8() = O
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sachant que le système conservatif redupéré est bien équivalent au système di
phasique bas Mach (Pour la démonstration, voir [lj). On néglige par ailleurs la
viscosité et la gravité.
Donc, le système diphasique bas Mach est constitué des systèmes
8(pYi) + V (puYi) 0,
(1.4.1)
8p+V (pu) = 0,
et
V u G(t, ),
(1.4.2)
(pu) + V (pu au) = —Vfl(t, x),
où toutes les fonctions ont été définies plus haut.
1.5. A PROPOS DES SIMULATIONS NUMÉRIQUES.
Dans [11, deux schémas de discrétisation numérique du modèle sont proposés,
un schéma en variables lagrangiennes, et un schéma en variables eulériennes.
Le système diphasique bas Mach est écrit dans l’espace usuel (t, x), nommé espace
eulérien. En utilisant le changement de variables
dm = pdx,
on introduit une nouvelle variable rn, appellée variable de masse. Ainsi, on définit
l’espace des variables lagrangiennes qui est l’espace (t, m).
Le domaine Q est un intervalle ouvert du type ]A, B[ (A < B) et l’interface (t)
est un ensemble de points {i, Z2.
. .} ne dépendant pas du temps.
Pour le système diphasique bas Mach, l’opérateur de la dérivée lagrangienne
D est remplacé par l’opérateur classique
.
En introduisant ce changement de variable dans les équations (1.3.1) à (1.3.4),
on trouve que le système unidimensionnel cliphasique bas Mach pour deux gaz
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parfaits écrit en variables lagrangiennes est défini par les systèmes
8Y1 = o, (a)
I (1.5.1)
C(Y1)aT = R(Y1)T + 8m[(Yi)0mT1 (b)
et
(t, m), (a)
(1.5.2)
= 8mll. (b)
L’avantage de cette formulation est qu’au niveau discret, elle ne demande aucun
traitement particulier pour le suivi de l’interface (t). L’espace lagrangien est
très particulier puisque l’interface entre les deux fluides y est fixe. La capture
de l’interface ne pose aucun problème.
Cependant, ce changement de variable n’est faisable que dans le cas unidi
mensionnel. Afin de pouvoir généraliser les simulations numérique à deux et trois
dimensions dans l’avenir, Dellacherie propose un schéma numérique dans l’espace
eulérien usuel (t, x). Le domaine l est de nouveau ]A, B[ (A < B), la topolo
gie initiale des bulles est identique à celle dans l’espace lagrangien. La différence
principale est que, en eulérien, l’interface (t) = {1(t), Z2(t)} n’est pas fixe,
contrairement à l’interface lagrangienne.
Le suivi d’interface proposé dans [11 est basé sur une approximation assez gros
siere. L’interface (t) coincide toujours avec les interfaces du maillage eulérien
(voir Figure- 1.5.1-(a)). Ceci conduit à un manque de précision dans la résolution
numérique du système.
Nous proposons dans ce mémoire une méthode eulérienne plus précise où l’in
terface (t) sera approximée par une fonction linéaire par morceaux. Dans cette
approche, l’interface en tout temps n’est pas contrainte à coincider avec les inter
faces du maillage.
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FIG. 1.5.1. Suivi de linterface dans le plan (x,t)
Le reste de ce mémoire est organisé comme suit. L’objectif est de développer un
schéma implicite d’ordre deux de suivi de front, pour obtenir une précision beau
coup plus grande.
Dans le deuxième chapitre, on explique l’idée principale de cet algorithme de suivi
de front. Nous y décrivons différentes façons de gérer le front suivant sa position
dans les mailles et la mise en oeuvre d’une méthode d’ordre 2, implicite, pour
des problèmes sous forme conservative. La stratégie est illustrée et validée pour le
problème d’advection à vitesse constante d’ur scalaire avec une condition initiale
discontinue.
Ce problème est particulièrement simple puisque la vitesse d’advection (et donc
de déplacement de l’interface) est une constante donnée, indépendante de la so
lution pour le scalaire. En vue de l’application au modèle bas Mach diphasique,
on teste l’approche pour un cas plus complexe, celui du problème de Stefan uni
dimensionnel. Ceci est fait dans le troisième chapitre. La vitesse de propagation
est maintenant une fonction du saut des flux à l’interface. La précision du schéma
est validée systématiquement.
Finalement, dans le quatrième chapitre, on combine tous les éléments testés dans
les deux problèmes précédents pour proposer une méthode de suivi de front im
plicite, eulérienne, pour le système diphasique à faible nombre de Mach. La pré-
-
-
L -
L -
L -
t
o
X
Figure (a) Figure (b)
cision de la méthode est validée systématiquement. La mét.hode est globalement
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conservative, eulérienne et sa précision équivaut à celle du schéma lagrangien mi
tialernent proposé dans [11. On conclut en discutant de la possibilité de généraliser
l’algorithme en plusieurs dimensions spatiales.
Chapitre 2
MÉTHODE DE SUIVI DE FRONT POUR
L’ADVECTION
2.1. LE PROBLÈME D’ADVECTION
On considère le problème modèle{ au
xR,t>O, (2.1.1)
u(x,O)=uo(x) xR
L’inconnue est la fonction u qui dépend de la coordonnée spatiale x et du temps
t. Les données du problème sont la condition initiale uo(x) et la vitesse d’advec
tion a. Pour observer la propagation d’un front, on choisit la condition initiale
discontinue suivante { 7r(1—X)
cos( 2 ) 51O<X<XF,
uo(x) = (2.1.2)
—cos() Si XF <x < L,
On vérifie aisément que la solution de (2.1.1) est
u(x,t) =uo(x—at). (2.1.3)
Une interprétation physique de l’équation (2.1.1) est la suivante on considère
un fleuve rectiligne représenté par la droite réelle et qui s’écoule à la vitesse a.
La quantité u(x, t) représeiite la concentration au point x et à l’instant t d’un
produit polluant qui a été déversé accidentellement dans le fleuve à t = O selon
le profil u0. Le polluant est transporté par l’écoulement et à un temps t fixé, la
fonction x f—* u(x, t) modélise la répartition de polluant le long du fleuve.
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Pour simplifier, nous allons supposer que la donnée initiale u0 est périodique
(en espace) de période L si bien que nous pouvons nous restreindre à l’intervalle
x E [O, LI et chercher la solution u satisfaisant
(x,t) +a—(x,t) = O, e [0,L],t O,
u(x,O) =uo(x) x E [O,L] (2.1.4)
u(L,t)=u(O,t) tO
La dernière équation est la condition limite de périodicité.
2.2. L’ALGoRITHME DE SUIVI DE FRONT
Dans la suite de ce travail on utilise les notations définies par ce qui suit
Afin d’approcher numériquement la solution de chaque problème considéré, on se
donne
* un entier N permettant de définir un pas d’espace dx = et un maillage
uniforme de l’intervalle [O, LI constitué des N points x = (i — )dx, 1 < i < N;
* un pas de temps di permettant de construire la suite d’instants discrets t’ n di
pour n> O.
Les indices d’espace au centre des mailles et aux interfaces du maillage sont
respectivement notées i et i + , i e {1 . . . N}.
0L XfCR
I I )< I
Zf—l Zf Zf+l
FIG. 2.2.1. Maillage.
Tout au long du schéma de discrétisation on notera 4 la position du front au
temps i et i le numéro de la cellule contenant le front. Le front ne se trouve pas
forcement au milieu de la maille respective Zf.
Notons cvL la partie gauche de la maille ij et c la partie droite, avec dL+dR dx.
Les mailles du maillage loin du front, sont appelées les mailtes régulières, alors que
celles qui se trouvent à gauche et à droite du front, sont appelées respectivement
maille gauche et maille droite.
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Étant donné U, notre objectif est d’évaluer des quantités Ut’, 1 < i < N et
n > O, telles que
U’ ‘u(x, t1) (2.2.1)
L’idée est d’approcher les dérivées partielles clans (2.1.4) pour les mailles loin de
la discontinuité à l’aide de développement de Taylor et d’utiliser un algorithme
conservatif de suivi de front pour les mailles proches et là où se trouve la discon
tinuité.
Pour la discrétisation temporelle on utilisera le schéma de Crank-Nicolson.
Ce schéma est implicite. Il est d’une précision d’ordre 2 en temps.
La discrétisation en espace se divise en deux parties
I) Pour les mailles régulières on utilise le schéma de différences finies amont à
variation totale décroissante (Upwind TVD) écrite sous forme conservative (voir
[41 et [51)
—
— (DU)_1 — (DU)112
2 2 2
dt — dx
où (DU)_l/2 est le flux à l’interface j — , (DU)_,2 = aU112.
Les approximations numériques de ces flux sont donnés par
dx
= a Ui_1 + --i_112
\ (2.2.3)dx
= a U +
avec
Ui_i/2 = TfliflTflod
(2.2.4)
= minrnod
où la fonction minmod de deux arguments est définie par
a if a<b et ab>O
minmod(a, b) = b if b < a et ab> 0 (2.2.5)
o if ab<0
Pour toutes les mailles régulières, on obtient alors le schèma ci-dessous
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= +
[(Du)l2_(Du)l2] + [u_h/2_u)+l/2]
(2.2.6)
Le schéma ci-dessus est un schéma précis d’ordre 2 en dehors des discontinuités.
Si les sont égaux à zéros, alors le schéma devient d’ordre 1. En fait, pour
approximer les flux (DU)±., on se sert de la solution U aux interfaces i+. Cette
solution est approximée en utilisant un fonction linéaire par morceaux. Les oi
sont les pentes de chaque morceau linéaire. Si ces pentes sont nulles, la fonction
qui approxime devient une fonction constante par morceaux et donc l’ordre de
précision baisse à l’ordre 1.
II) La tâche devient délicate pour les mailles proches du front et surtout pour les
mailles gauche et droite.
On veux éviter le problème de l’écrasement des mailles, décrit comme suit.
Suivant la position du front par rapport aux interfaces du maillage eulérien, les
parties aL et ai peuvent devenir très petites et même zéro. Les flux F = aU sont
calculés aux interfaces et le schéma de discrétisation demande une différence de
flux à travers ces interfaces. Cette différence peut donc devenir vraiment petite,
voir nulle, ce qui entraîne d’importants effets de cancellation, résultant eu une
grande imprécision numérique.
Sans perdre de généralité, supposons que la vitesse de propagation a est positive
a > O. Suivant la position du front par rapport aux interfaces du maillage, on
considère les deux cas possibles
CAS A : Entre le temps t’ et le temps t’’, le front ne change pas de maille.
a’ an+ltn+1
f_1 f+1
FIG. 2.2.2. CAS A : le front ne change pas de maille.
18
On va combiner deux formulations numériques différentes dans ces mailles, pour
des raisons expliquées plus tard.
2.2.1. Formulation 1
Dans la formulation 1 on effectue des bilans conservatifs de type volume finis
dans chacune des mailles
— 1, L’ mailte gauche, = maille droite, i’ + 1.
On reprend ici l’équation d’advection (2.1.1) écrit sous sa forme conservative
U, + F(U) = 0 (2.2.7)
avec F(U) = aU.
On écrit les bilans coriservatifs uniquement dans les mailles — 1 et L’’. On
nomme aussi ces mailles et CL,+1. Les bilans conservatifs dans les mailles
et + 1 sont symétriques avec les bilans dans les mailles i’ — 1 et Ln+i.
1) Bilan conservatif dans la maille C+1
On écrit ce bilan à partir de l’intégration de (2.2.7) dans la maille rectangulaire
C.+_1. Alors,
ffc.n+1
—;
‘f
D’où, en utilisant le théorème de Green,
—f
+
‘f
c’est à dire
rf—1/2
—] U(x, t’)dx + J F(U(jf_l/2, t))dtXf_3/2 tfl
CXif_I/2 Ctr,+1
+ J U(x, t’)dx — J F(U(xjf_3/2, t))dt = OXjj
—3/2 t”
cl ‘où
tXfh/2
J U(xt’)dx=J U(x,t”)dxXif_3/2 tf_3/2
tn+1 t,,+1
+ f F(U(xjf_3/2, t))dt — f F(U(x_l/2, t))dt
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et donc
Ûn+1 d _Ti, _1u,x
— in_1 X
f f
t,+; tn+1
+ f F(U(xjf_3/2, t))dt
— f F(U(Xjf_l/2, t))dt
où U1 et U1 sont les valeurs intégrales moyennes.
f f
On note U1 Ùf1, U_1 Ù les approximations numériques des
f f f f
valeurs intégrales moyennes et (DU)jf_3/2 j’ F(U(x_2, t))dt l’approxi
mation numérique de l’intégrale de flux. Alors, le bilan conservatif dans la maille
0j’1 s’écrit de la façon suivante
= U1 + [(DU)jf_3/2 — (DU)jf_l/2]
2) Bilan conservatif dans la maille CLn+1
De la même façon, on effectue l’intégration de (2.2.7) dans la maille CL+1. Alors,
f f (Ut+F(U))dxdt= OCLfl+ Y
D’où, en utilisant le théorème de Green,
—f
c’est à dire
r’ Ct,+1
—] U(xt)dx+J F(U(xf,t))dtXif_Y/2
pXf
+ J U(x, t’)dx — J F(U(Xjf_l/2, t))dt = OXif_I/2 t
Or, le flux à travers le front XF est zéro, d’où
txf
J U(X, t”’)dx =J U(X, t)dX + J F(U(Xjf_l/2, t))dt — OXif_1/2 Xf_Y/2
et donc
tn+ Y
= + f F(U(Xjf_l/2, t))dt
où Ù1 et sont les valeurs intégrales moyennes.
On note U’ Ù’, LIE ÛE les approximations numériques des valeurs
intégrales moyennes et (DU)jf_l/2 F(U(Xjf_l/2, t))dt l’approximation
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numérique de l’intégrale de flux. Alors, le bilan conservatif dans la maille CL+1
s’écrit de la façon suivante
— U + (DU) if_1/2L
— n+1
A partir de ces bilans et en utilisant le schéma de Crank-Nicolson pour les flux
numériques, on déduit la solution au temps pour les mailles suivantes
a) Pour la maille i2 — 1,
ut
r(DU’n+l
— (DU)’ iTTn+1 =U%_1 + )i’—3/2 fl+1_i/2)i-‘ n+1Zf
(2.2.8)
- (DU)1/2)]+ 2dx
b) Pour la maille L’,
ut
2’ L)_1/2 +
(DU)_l/2)] (2.2.9)L
— n+i L
tn+’
(DU)jf_l/2
tu________________________________________
FIG. 2.2.3. Bilans conservatifs gauche et droite.
c) Pour la maille R’,
rrn+1_
___
n
uR
— n+1 UR
— 2’
[(DU)++l/2 + (DU)+l/2)] (2.2.10)
d) Pour la maille i1 + 1,
U’ =U1 +
2d i’+1/2
— (DU)+3/2)]
(2.2.11)
dt
+ —[(DU)112 — (DU)312)]
Le problème de cette formulation Ï est dans la limite où QL ou c devient très
petit, voir nul, à cause des divisions dans les expressions pour U1 et Ut’.
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2.2.2. Formulation 2
Ici on introduit deux nouvelles valeurs de la solution U qu’on les appelle UEL
et UER qui sont respectivement les valeurs pour les mailles équivalente-gauche
(l’union de la maille gauche avec la maille Zf — 1) et équivalente-droite (l’union de
la maille droite avec la maille Zf + 1).
tn+1
(DU) if 3/2 (D U) if +3/2
XEL a Xf d XER
FIG. 2.2.4. Bilans conservatifs équivatents.
Dans la formulation 2 on effectue des bilans conservatifs de type volume finis
dans les mailles équivalente-gauche et équivalente-droite. On obtient les solutions
U’ et U’ au temps t’
+ dxU1 + ((DU)+ 3/2 + (DU)3/2)
(dx+’)
f
&]U + dxU1 — 4((DU)3/2 + (DU)312)
(dx+’)
On calcule alors la solution pour les mailles gauche et droite par intégration
numérique des polynômes PL(XEL, xif
—2) et PR(XER, Xif +2).
Les polynômes PL et P sont les polynômes d’interpolation par respectivement
les points à gauche et à droite du front.
PL(x) = P[(rEL, UEL) (xf_2, Uif_2)1
P(x) = P[(XER, UER) (Xjf +2, Uf +2)1
On effectue l’interpolation polynômiale
— (X
—
XML) (x — Xif_2)
PLX)
— Uif_2 + UEL
(rf_2 — XEL) (XEL — Xif_2)
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et
(x
— XER)
+ UER
(x
—
xif+2)
PR() = Uf +2
(Xi +2 — XER) (XER — Xjf +2)
et par la suite, on calcule
1 C°
U’
= J P1(x)dxL n+10L —c1
1 T P’(x)dxU RR — n+i0R O
On obtient donc, après calculs
U1 — — F1U’L EL L
U’ — — FUR — ER R f+2
avec EL, ER, FL et FE définis comme suit
E’
— (3dx + c’)/(2dx + c’)L —
F’
— dx/(2dx + c’)L —
E’
— (3dx + c’)/(2dx + c’)R —
F1 — dx/(2dx + c’)R
—
En connaissant U’ DTU+l U’ et Ut’, on obtientEL’ ER’
(dx + ‘)U’ —
—1
= dx
n+1 n+ln+l
U’ (+‘)UR R R
= dx
La formulation 2 est robuste. Elle est intéressante à considérer puisque elle n’a
pas la contrainte de division par un nombre (QL ou cR) très petit ou zéro. Par
contre, elle est moins précise que la formulation 1.
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2.2.3. Formulation combinée
On met en oeuvre une formulation combinée obtenue comme une moyenne
pondérée entre la formulation 1 et la formulation 2. L’idée est de profiter au
maximum de la formulation 1 qui est plus précise tant qu’aucune fraction de maille
aL ou aR n’est petite ou nulle. Si cette condition est satisfaite, la formulation
combinée donne plus de poids à la formulation 1, sinon, la formulation 2 est plus
importante.
Pour le côté gauche
n+1 n+1(a ) (Formulation 1) + [i — ( )] (Formulation 2)
Pour le côté droite
71+1( ) (Formulation 1) + [i — ( )] (Formulation 2)
011 obtient donc
77+1 dt
= ( ) (u, + [(Du) 3/2 - (DU)1/2]
+ [(DU)312 - (DU)l/2])
7 n+1\ (,j j fl+1’\ n+1 — n+1 n+1
1 ( aL (1XJVL J EL aL L+ dx) dx
aU + dxU1 + ((DU)3 + (DU)32)
U77+_ f -
EL (dx+a)
U’ =(U2 + [u+ 1/9 + (DU) 1/9])
+ [‘_ ( )] (E’U’ - F’U)
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u’ - [(Du)++l/2 + (Du)+1/2])
n+1
+
[i_ (2 )] (EU’ - F’U)
n+1
c4U + dxU1 — ((DU)3/2 + (DU)3/2)
UER
= (dx+a’)
71+1 dt
= ( ) (U1 + - (DU)372]
+ - (DU)3/2])
+ [ — (c)] ((dx + cW’)U’ — a7lUh1
CAS B : Entre le temps t71 et le temps le front change de maille à droite
n+1 n+1
R
FIG. 2.2.5. CAS B : le front change de maille à droite.
Dans le cas où le front change de maille à droite, il peut arriver que le front soit
très proche de l’interface Zf — . Par consequent le triangle OAB a une aire très
petite. Si on doit utiliser une formulation combinée analogue avec le CAS A, on
doit effectuer un bilan conservatif sur ce triangle. Ceci peut résulter en des im
precisions à cause de la petite taille du triangle.
Pour éviter ceci on utilise uniquement la formulation 2 dans les mailles à gauche
du front et la formulation combinée dans les mailles à droite du front. Ceci nous
conduit à considérer uniquement un bilan conservatif pour la maille équivalente
gauche (EL71+’) et à droite les bilans conservatifs sur les mailles R1, ER71+l
t
xZf_1 xF xf +2
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(équivatente-dToite) et i1 + 1. En utilisant le schéma de Crank-Nicolson, on ob
tient pour le côté gauche
Bilan pour la maille équivatente-gauche:
UE + ((DTT 3/2 + (DU)112)‘-, ) •+i
71+1 \EL
—
(dx+L )
On obtient et U’ par la formulation 2
L ‘ EL L L(dx + n+lrrn+l n+ln+l
ifl
— dx
=
— F71+lU71EL L y—2
Pour le côté droit, on utilise donc la formulation combinée.
Formulation 1, pour la maille
____
____
dt tu’ dx i+1 2a’ [(DU). )i+3/2)]+ (DU71R n-}-1 R n+1
Formulation 1, pour la maille i[ + 1,
U71+
i’+l =U2 + {(DU)1/9 — (DU)3/2)12dx
dt
+ ._[(DU)3/2
— (DU)+519)1
Pour la formulation 2, on obtient pour la maille ER71+,
dt+ dxUG+i + dxU2 — ï((DU)+3/2 + (DU)±5/2)
UER
(dx+cR J
R ) ER R U1Un — (dx+(J
n+1
if+l
— dx
—
—
ffl+lUfl+l
— R ER R if+2
On peut écrire donc la formulation combinée de la même façon que dans le CAS
A. Ceci complète la description de l’algorithme de suivi de front pour le problème
d’advection.
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2.3. RÉSULTATS NUMÉRIQUES ET CONCLUSIONS
On écrit un script Matlab qui comprend 4 parties
1. initialisation des paramètres physiques vitesse de propagation a = 1,
longueur du domaine de calcul L = 1, temps maximum de simulation Tfjnat = 1
et condition initiale. { 7r(1—x)
2 ) S1O<X<XF,
u0(x) = (2.3.1)
—cos() sixf<x<L,
2. initialisation des paramètres numériques on choisit N et on en déduit dx
dx L/N,
puis on choisit le nombre de Courant CFL et on en déduit le pas de temps dt.
dt=GfL*dx
3. boucle en temps : on initialise (U)o<j<N puis on évalue (U1)o<<N en fonc
tion de (U)o<<N tant que t <Tfinal.
4. visualisation graphique des résultats on affiche sur une même fenêtre la solu
tion exacte et la solution approchée. La discontinuité est en mouvement avec une
vitesse a.
On représente ici des solutions pour différentes condition de CFL. Ce nombre est
tel que O < CFL < 1. Le schéma de discrétisation numérique ne fonctionne que
si le front ne traverse pas plus qu’une maille à la fois.
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A) Solution ordre 1 sans suivi de front.
o
o
o
-J
TFinat = 0.4.
TFinat = 0.4.
En raffinant le maillage, on observe une amélioration de la précision de la so
lution numérique, mais elle reste très lisse autour de la discontinuité.
FIG. 2.3.1. Solution sans suivi de front, ordre de précision 1, N =
25, a = 1, figure à gauche CFL = 0.3, figure à droite GFL = 0.8,
FIG. 2.3.2. Solution sans suivi de front, ordre de précision 1, N =
100, a = 1, figure à gauche CFL 0.3, figure à droite GFL = 0.8,
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FIG. 2.3.4. Solution sans suivi de front, ordre de précision 2, N =
100, a = 1, figure à gauche CFL = 0.3, figure à droite CFL = 0.8,
TFinat 0.4.
En comparant le schéma d’ordre 1 avec le schéma d’ordre 2, on observe déjà une
amélioration de la précision. En utilisant le schéma d’ordre 2, la solution numé
rique est nettement plus précise. Remarquons ici que les deux schémas sans suivi
de front utilisés font disparaître la discontinuité en la lissant.
B) Solution ordre 2 sans suivi de front.
o
ra
— exact
— numenque
02
0
5 -0.2
o
ra
0 0.2 04 06 0.8
—08
o 0.2 0.4 0.6 08
FIG. 2.3.3. Solution sans suivi de front, ordre de précision 2, N =
25, a = 1, figure à gauche CFL = 0.3, figure à droite CFL = 0.8,
TFinal 0.4.
o
ra
02
o
-0.2
-0.4
—06
—0.8
riu/
0 0.2 0.4 0.6 08
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C) Solution ordre 1 avec suivi de front.
-J
FiG. 2.3.5. Solution avec suivi de front, ordre de précision 1, N
25, a = 1, figure à gauche CFL = 0.3, figure à droite CFL = 0.8,
TFinal = 0.4.
X
Fic. 2.3.6. Solution avec suivi de front, ordre de précision 1, N =
100, a = 1, figure à gauche CFL = 0.3, figure à droite GFL = 0.8,
TFinal = 0.4.
30
D) Solution ordre 2 avec suivi de front.
o
TFjnal = 0.4.
TFinat = 0.4.
De façon similaire en utilisant un schéma précise d’ordre 2, on observe une amé
lioration de la précision de la solution du problème (2.1.1)-(2.1.2). Contrairement
aux schémas sans suivi de front, les deux schémas avec suivi de front utilisés
conservent la discontinuité. La condition initiale étant discontinue, l’advection à
une vitesse a constante résulte en une solution discontinue pour t > 0. L’approche
FIG. 2.3.7. Solution avec suivi de front, ordre de précision 2, N =
25, a = 1, figure à gauche CFL = 0.3, figure à droite GFL = 0.8,
-0.2
-04
FIG. 2.3.8. Solution avec suivi de front, ordre de précision 2, N =
100, a = 1, figure à gauche CFL = 0.3, figure à droite CFL = 0.8,
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numérique avec suivi de front est donc très proche de la solution exacte.
On observe maintenant l’ordre de la convergence des schémas avec suivi de front.
Étant donné qu’on connaît la solution exacte du problème (2.1.l)-(2.1.2), on fait
une étude de l’erreur en comparant la solution numérique avec la solution exacte.
A) Tableau de la norme L1 de l’erreur en fonction du cLE.
dx Norme L1 de l’erreur, ordre 1, CFL=O.3 Norme L1 de l’erreur, ordre 2, CFL=O.3
1/50 1.0982e-002 8.7011e-005
1/100 5.7057e-003 2.1825e-005
1/200 2.9343e-003 5.3976e-006
1/400 1.4970e-003 1.3552e-006
1/800 7.5914e-004 3.4121e-007
dx Norme L1 de l’erreur, ordre 1, CFL=O.8 Norme L1 de l’erreur, ordre 2, CFL=D.8
1/50 1.1315e-002 4.9955e-005
1/100 5.8339e-003 1.2127e-005
1/200 2.9830e-003 2.9729e-006
1/400 1.5149e-003 7.0461e-007
1/800 7.6574e-004 1.6682e-007
TAR. 2.3.1. Norme L1 de l’erreur, schéma avec suivi de front
On observe pour le schéma d’ordre 1 que l’erreur diminue proportionnellement à
dx, par contre pour le schéma d’ordre 2, l’erreur diminue plus vite, comme dx2.
B) Graphique de l’erreur.
Dans les deux choix de la condition du CfL, au schéma d’ordre 1 correspond
une pente presque égale à 1 (pour CFL 0.3, P1 = 0.9802 et pour CfL = 0.8,
P1 = 0.9987) et au schéma d’ordre 2 correspond une pente presque égale à 2 (pour
CfL = 0.3, P2 = 1.9982 et pour CfL = 0.8, P2 = 2.0118). Ceci confirme l’ordre
théorique des méthodes considérées.
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FIG. 2.3.9. Erreur, CFL = 0.3, a = 1 et Tfjnat = 0.4.
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FIG. 2.3.10. Erreur, CFL = 0.8, a = 1 et Tf0t = 0.4.
Dans ce chapitre, on a donc expliqué l’idée principale de l’algorithme de suivi
de front. Nous y avons décrit différentes façons de gérer le front suivant sa po
sition dans les mailles et la mise en oeuvre d’une méthode d’ordre 2, implicite,
pour des problèmes sous forme conservative.
La stratégie illustrée dans ce chapitre constitue l’idée de base pour des algorithmes
de suivi de front pour des problèmes plus complexes que celui de l’advection. En
vue de l’application au modèle bas Mach diphasique, on va tester ensuite l’ap
proche pour un cas plus complexe, celui du problème de Stefan unidimensionnel.
Chapitre 3
MÉTHODE DE SUIVI DE FRONT IMPLICITE
POUR LE PROBLÈME DE STEFAN
3.1. LE PROBLÈME DE $TEFAN
Le problème de Stefan décrit l’évolution en temps d’une interface liquide-solide
dans des problèmes avec changement de phase. Le problème consiste à trouver
la température et la position de l’interface entre deux phases d’un matériel pur.
La simulation numérique de ce problème est plus difficile que celle du problème
d’advection à cause du couplage non-trivial entre la vitesse de propagation de
l’interface et la solution.
Soit Q le domaine du matériel, pour lequel en chaque point le matériel est soit
liquide soit solide. La région où le matériel est liquide est notée Q et la région
où le matériel est solide est notée Q2. Soit V la vitesse à laquelle l’interface se
déplace.
Les équations qui modélisent ce problème sont les suivantes
dT U UT
UT cl UT (3.1.1)
C2(k2T) si xeQ2
Au front, la vitesse V satisfait la condition suivante
LV
= — k0h] (3.1.2)
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L est la chaleur latente de solidification, C1, C2 sont les capacités volumiques
de la chaleur, k1 et k2 sont les coefficients de diffusion thermique respectivement
dans les phases 1. et 2.
La température au front est donnée. On la note TF. Elle est constante et corres
pond à la température de changement de phase du matériel.
La position du front est régie par l’équation
dxF
= y (3.1.3)
3.2. MÉTHoDE DE RÉSOLUTION DU PROBLÈME DE $TEFAN.
La mise en oeuvre de cette méthode inclut les étapes suivantes
1. Discrétisation temporelle et spatiale.
2. Algorithme de suivi du front.
3. Algorithme itératif.
4. Résultats numériques et conclusion.
3.2.1. Discrétisation temporelle et spatiale
On utilise le maillage spatio - temporel défini dans le chapitre 2.
x=(i—)dx,1<i<Nett=ndtpourn>O.
011 considère le cas où C = 1, C2 = 1, k1 = 1, k2 = 1 et L = 1.
Discrétisation temporelle
Pour la discrétisation temporelle on utilise le schéma de Crank-Nicolson.
Ce schéma est implicite. Il est d’une précision d’ordre 2 en temps.
= + dt [(Ftux)1+l/2_(Ftux)hl/2]
où (Ftux)_l/2
= (i_1/2).
Discrétisation en espace
Pour les mailles régulières (ne contenant pas le front), on utilise le schéma de
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différences finies à trois points. Les flux (Ftux)_i72 sont approxirnés par
dT(Ftux)_i12 =
dx
est le flux à l’interface i — 1/2. Pour toutes les mailles régulières, on
obtient clone le schéma ci-dessous
T’
— dt — 277’ + 111
— T +
— 2I + (3 2 12 \ dx2 ) — 2 k\ dx2 )
La discrétisation spatiale est plus délicate pour les mailles proches du front et
surtout pour les mailles gauche et droite.
Comme dans le cas d’advection, on veut éviter “le problème des écrasements des
mailles”, tel qu’observé au chapitre précédent. On doit gérer les cas où les parties
L et 0R deviennent très petites ou zéro.
3.2.2. Algorithme de suivi de front
Dans tout ce chapitre, on écrit les équations pour le cas où la vitesse de propa
gation de l’interface est positive. Si la vitesse est négative, on utilise des équations
symétriques à celles utilisés dans le cas où V > O.
3.2.2.1. Bitans conservatifs pour tes maittes proches du front
CAS A: Le front ne change pas de maille
n+1 n+1
FIG. 3.2.1. CAS A : le front ne change pas de maille.
On effectue des bilans conservatifs pour chacune des mailles suivantes
t
w
xif + 1
•n+ 1
— 1, L’ = mai ite gauche, R’ = maille droite, + 1.
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Similairernent au chapitre 2, on effectue l’intégration numérique dans les mailles
ci-haut et on utilise le schéma de Crank-Nicolson pour approcher les flux. On a
a) Pour la maille — 1,
- dx1 =
«9 - (DT)319)]
f
+ Ç[(DT),,2
- (DT)312)]
(3.2.2)
où (DT)_12 est la discrétisation spatiale du flux au point i — 1/2 du
maillage.
b) Pour la maille L’,
Ici, contrairement au problème d’acÏvection, le flux au front n’est pas zéro. En plus
il y a une discontinuité du flux à l’interface. On note (DT)F,L le flux au front à
gauche, et (DT)f,R le flux au front à droite. La vitesse de propagation est mainte
nant une fonction du saut des flux à l’interface F. On a alors pour la maille
- cT = [(DT) - (DT)119]
f (3.2.3)
+ - (DT)1I2]
c) Pour la maille R’,
- = Ç [DT+++112 - (DT)]
f (3.2.4)
+ [+1/2 - (DT)R]
d) Pour la maille + 1,
-
[(DT)312
-
(3.2.5)
+ Ç[(DT+312
- (DT)12)]
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CAS B : Le front change de maille à droite
FIG. 3.2.2. CAS B : le front change de maille à droite.
Comme dans le problème d’advection, dans le cas où le front change de maille à
droite, on utilise la formulation 2 pour mettre à jour la solution dans les mailles à
gauche du front et la formulation combinée pour les mailles à droite du front. La
formulation 2 demande uniquement le bilan conservatif pour la maille équivalente.
Dans le CAS B on écrit donc les bilans conservatifs pour les mailles suivantes
Pour le côté gauche, la maille EL1 (équivalente-gauche) et pour le côté droit,
les mailles R’, i’ + 1. En utilisant le schéma de Crank-Nicolson on écrit
a) Bilan pour la maille EL’,
(‘ + dx)T’ - = [(DT)’ - (DT)3/2] +
- (DT)112]
d) Bilan pour la maille R1,
-
(3+idx + T) [(DT)
-
+ [x - (DT)+3/2]
e) Bilan pour la maille i1 + 1
- dxT2 = [(DT)
1/2 - (DT)+312)]
+ [+3/2 - (DT)+512)]
Xf Xif+1 1if+2
38
(X
— XL)(X — XF)
PL1 (x) T(if — 1) (Xjf_1
— XL)(Xif_1 — XF)
t X — Xf)(X — Xif_1)
+TL
(XL — XF)(XL — Xif_1)
(X
— XL)(X
— Xjf_1)
+TF
(Xf
— XL)(XF — Xjf_1)
(X
— XR)(X — XF)
PR1(X) = T(if + 1)
xR)(Xif+1 — Xf)(Xjf +1 —
(X
—
X)(X
— X1+i)
+TR
XF)(XR—Xjf+1)(XR —
(X
— XR)tX
— Xif+1)
+TF
XR)(XF—Xjf+1)(XF
+
+
+
-+
3.2.2.2. Une approximation d’ordre deux pour le flux de chaleur
Pour les mailles régulières (ne contenant pas le front), l’approximation centrée
de ces flux assure une précision d’ordre 2.
La technique utilisée pour les autres mailles est d’approcher les flux à proxi
mité du front par des polynômes de degré 2 construits par interpolation polynô
miale de trois points spécialement choisis.
On explique maintenant en détail la procédure de construction de ces polynômes.
On utilise deux choix de points pour ces polynômes et on l’appelle formulation
chacun de ces choix. Les indices 1 et 2 reflètent la formulation utilisée.
Formulation 1
a) Les polynômes PL et PR sont les polynômes d’interpolation par respectivement
les points à gauche et à droite du front.
Pour la formulation 1 on a
PL1(X) P[(XF,TF) (XL,TL) (Xjf_1,If_j)]
Pn1(X) = P[(XF,TF) (XR,TR) (Xif+1,Tjf+1)]
TL et T désignent respectivement la température à gauche et à droite du front.
On effectue l’interpolation polynômiale
et
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b) En calculant t P(xif_l/2), P(xF), P(xf_l/2) et on écrit les flux de
chaleur de la façon suivante
_______________
2(dx—2cL)DT) if_1/2,1 = — T(zf — 1) (dx + L)(dx + 2L) — TL (dx + L)L
2(dx
— L)
+Tf (dx + 2ŒL)cL
_ ___
2(dx—2QR)(DT)jf+l/21 T(Zf + 1) (dx + R)(dx + 2R) + TR (dx + R»R
2(dx — a + dx)
— Tf (dx + 2oR)cR
_
2(2cL+dx)
(DT)f,L,1 T(Zf — 1) (dx + L)(dx + 2L) — TL (dx + L)L
2(3cL + dx)
+TF (dx + 2cL)cL
__
2(2oR+dx)(DT)F,R,1 = — T(zf + Ï) (dx + R)(dx + 2R) + TR (dx + R»R
2(3cR + dx)
—Tf (dx + 2cR)QR
Pour la suite on utilise les notations suivantes
(DT)jf_l/2,l = k1If_1 + i1TL + gYTF
(DT)jf+l/2,l = wlTif+1 + m1TR + t1TF
(DT)F,L,l alTf_l + b1TL + c1Tf
(DT)F,R,1 = d;If+1 + e1TR + J1TF
Formulation 2
On définit TE,L et TE,R, appelées respectivement température é4uivaÏente gauche
et température équivatente droite, de la façon suivante $
cLTL + dxTf_l
TE,L — (3.2.6)dx + L
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et
oRTR + dxTjf+Ï
TE,R=
dx+ÙR
(3.2.7)
a) On définit les polynômes PL9 et PR9
PL2(x) = P[(xf,Tf) (XEL,TEL) (Xif_2,Tif_2)l
PR2(x) = P[(xf,TF) (XE,R,TE,R) (xjf±2,1f +2)]
b) On effectue l’interpolation polynômiale. On obtient les approximations sui
vantes
2(3cL — dx) I 2(2ci — 3dx) 1(DT)f_;/2,2 =
— T(if 2)
[x + 2L)(2dx + L)]
+ T
L(dx + L)(2dX + L)]E,LI
_TFt 2(cL—4dx) 1
[(3dx + 2L)(cLx + L)]
t 2(cL+dx) i r 2(2oL+3dx) 1(DT)f,L,2 =T(if — 2) [(3dx + 2L)(2dx + L)] — TE,L [(dx + L)(2dx + L)]
+TF[
2(3ciL+4dx) 1
(3dx + 2L)(dx + L)]
2(cR+dx) 1 F 2(2QR+3dx) 1(DT)F,R,2 = — T(if +2) [(3dx + 2R)(2dx + R)] t(dx + R)(2dx ++ TE,R
2(3cR + 4dx) 1
—
Tf
[(3d + 2R)(dx +
2(3cvR—dx) 1 TERt 2(2cR—3dx) 1+2)t I(DT)Zf+l/22 =T(if [(3dx + 2R)(2dx + R)] [(dx + R)(2dx +
+TF
2(QR—4dx) 1
[(3dx + 2R)(dx +
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Pour la suite on utilise les notations suivantes
(DT)jf_l/2,2 = k2Tjf_2 + j2TEL + 92TF
(DT)jf+l/2,2 = W2Tif +2 + 7fl2TER + Ï2TF
(DT)F,L,2 = a2If_2 + b2TEL + C2TF
(DT)iR,2 = d2If +2 + e2TER + f2Tf
3.2.2.3. Discrétisation de l’équation de la température.
On se limite à écrire les équations de la température seulement pour le côté
droit du front. Les équations pour le côté gauche s’écrivent de façon similaire,
elles sont symétriques par rapport aux équations du côté droit.
Formulation 1
Pour la formulation 1, on déduit ces équations selon les bilans conservatifs décrits
pins haut.
CASA:
Équation pour T’
T’
- (DT))1
R R (3.2.8)
+ ((DT)112
— (DT)R)l
Équation pour Ttt1
= 3+1+((DT)312
-
(DT)1/2)l
(3.2.9)
+ ((DT)3/2 — (DT)112)1
CASB:
Dans le cas où le front change de maille à droite, on n’écrit pas les équations
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formulation 1 pour les mailles à gauche du front, car dans ce cas on utilise uni
quement la formulation 2. Pour les mailles à droite du front on écrit
Équation pour
T+dxï1
T)’ — (DT)’)+2fl+1 ((D i’+1/2 F,R 1ii+1
(3.2.10)
dt
+
2c’
((DT)312
— (DT),R)1
Equation pour
dt (‘DT’’T’ = i’+3/2 — (DT)112)1 (3.2.11)
+ ((DT)512 — (DT)312)1
Formulation 2
Pour la formulation 2 on utilise une autre stratégie.
On écrit le bilan conservatif pour la maille équivalente-droite d’où on déduit
On calcule
n+1
T”
— 1 fR
R
— n+1
aR O
où P’ (x) est le polynôme construit par interpolation polynômiale des points
(XF, TF), (XE,R, TE,R), (Xif+2, Tf+2)
CASA:
a) Bilan conservatif pour la maille ER4
f n+1
R + dx)T — ( + dx)T =( )i+’+3/2
— (3.2.12)
dt
— 1Dm )2‘ )F,R
d’où on déduit T
T’ —
(c + d) dt
E,R
—
(fl+1 + dx) +2(+1 + dx) ((DT)312 — (3.2.13)
ut
+3/2 \1Z1 )F,R2(’ + dx) ((DT). — t )2
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b’) On construit le polynôme (x) par interpolation polynômiale des points
(rF, TF), (‘E,R, TER), (‘if+2, Tif +2)
b”) On calcule T1 ffl+l P’(x)
PR(x)f+2
(X—XER)(X—XF)
+
(Xjf +2 — XER)(Xif +2 — XF)
t X — XF)(X — Xjf +2)
+TE,R +
(‘ER — XF)(XER — Xif +2)
(X
—
XER)(X
—
Xjf +2)
+Tf
(Xf
— XER)(XF — Xjf +2)
On note
k (‘F — ‘ER)(’F — Xif +2) = (3dx + 2R)(dx + fi)
= (XER
— ‘f)(’ER — Xf+2) = —(2dx + R)(dX + R)
k3
= (Xf +2 XER)(Xif +2
— ‘F) = (2dx + R)(3dX + 2R)
avec
—
— (3dx+2cR)
—
— (dx+aR)
—Xf
— u, Xjf+2
— 2 — i, E,R
— 2 —
Alors
T2
PR(x) = (x2
— XXER
—
+ XFXER)+
TER 2
—
— if+2 + XFXif+2)+
Tf2
— XXER
— tf+2 + Xjf+2XER)
On calcule
+ 2R)(dx +
a =0;
a =0;
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En remplaçant et en intégrant on obtient
T’ bx2
I
P’(x)dx=
‘R 2
if+2 X
O
mn+1
x3 bjx2‘E,R
_____
k 2
mn+l (X — bx2 — b?x2 R‘F
_____
‘ 2 2tb1
Et enfin,
1
IR
,‘
Tl+1 2 ‘R fl+1)
— pn+l(x)dx — 7f +2 (R — 2 R
R
—
R
— kR 2R 0 ‘-j
E,R t V ) 01 CR‘R 72+1)
— 2
‘R’ n+1T’ /(fl+1)2 (b+o2)cR R’
kf — 2 +a1}
Pour la suite on utilise la notation suivante
T”’ — T’ KR + TK + mn+1KR
‘F 1R
— if+2 3
e) L’équation pour T’t s’écrit à partir de l’expression (3.2.7)
T’
— (%+l + dx)T — n+1mn+1R ‘R
if+l
— dx
De façon similaire on écrit les équations de la température pour le CAS B
a) Bilan conservatif pour la maille ER±
(+1 + dx)T
— (( + dx)T + dx3+2) =((DT)+1312 F,R+1 —
dt
2T5/2
- (DT)R)2
d’où on déduit T
mn+1_ (cv+dx) dx TTR+ fl+‘E,R
— (fl+1 + dx) @R + dx) i+2
dt ((DT
2(’ + dx) i’+3/2 —
dt ((DT)512
— (DT)R)22(c’ + dx)
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b-c) Le calcul de T’ et de est le même que dans le CAS A.
Formulation combinée
Pour des raisons qu’on va expliquer plus loin, on n’utilise pas la formulation Ï ni
la formulation 2 comme algorithme de résolution pour le problème de Stefan.
On met en oeuvre une formulation combinée obtenue comme une moyenne entre
la formulation 1 et la formulation 2 avec la pondération suivante
Pour le côté gauche du front
n+i 2 n+i 2) (Formulation 1) + [1 — ( ) ] (Formulation 2)
Pour le côté droit du front
n-i-1 2 n+i 2) (Formutation 1) + [ — ( ) ] (Formulation 2)
On remarque que la pondération est différente de celle utilisée dans le chapitre
‘ n+i’ 2fa2 (probleme d advection). Ici, on multiplie la formulation 1 avec . On
rappelle que dans le chapitre 2 on utilise (t’). Ici on veut simplifier les deux
facteur de 4 (cV’] pour les équations de côté gauche du front) qui apparaissent
dans l’expression pour la température et dans l’expressions du flux. Par exemple,
on reprend ici ces deux expressions pour la maille Rn+i de la formulation 1.
T = +((DT)++112 - (DT))1
+ 2a
((DT)112
—
avec par exemple
DTi
—T’
2(dx—24) Tn+i 2(dx—c’+dx)( )i2+’+1/2,1 R n+i(dt+n+i) F n+i(dx+2fl+i)
6 n+i
(J + fl+i)(dx + 2c4)
La division par % de ces deux expressions rend la formulation 1 problématique
si est très petit ou zéro. On utilise donc la pondération ci-dessus pour cor
riger ce défaut de la formulation Ï.
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Finalement, on écrit les équations de mise à jour de la température pour chaque
maille proche du front.
CasA:
Équation pour la maille R’
t dt n+11 72+1
[2dx2 (1 f1) (1—
(R )2)IRI T’+
dx ]
t1 dt[ — 2dx (mi — ei)] T’+ (3.2.14)
n+1 7 tdt[ti_ 21Rl T’1 2] E,R
— [2dx2 (wi — Ui)] 3+i+
n+i 7
[(l_R )2IRITfl+l _bA
‘ dx ‘ 3] i2’+2 R
avec
dt
bA_ R
___
R
— 2 T + 2d2cR ((DT)112 — (DT),R)1
Équation pour la maille ER
( n+i n+1 2 \
(R )2f((R )f2\]T1+
[2(’+dx) dx dx ) )
dt n+1 7I
___________
R 2 II
2(’ + dx) ) e1 I T+[ dx J
_ _ ___ __N
dt (1
n+i 2 ]
)e2 T+ (3.2.15)[i +
2(’ + dx)
— ( dx I j
n+1 \1dt (±+ )2dlTfl±i
[2(’+dx) dx dx )] +1+
dt 1 /fl±2
_ ___
n-l-1
[2(’ + dx) + (1-)
)d2)] 2’+2 — E,R
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avec
bER—
(c+dx) dt (DT
_____________________
“n
— (+‘ + dx)
TER + 2(’ + dx) )z+3/2
dt f’ n+1 n+1 2
2(’ + dx) )2(DT),R,l + (1 — )(DT),R2)dx \dxj
Équation pour la maille i1 + 1:
1]
T+l +
[
n+1 dt n+1 2 n+11C n+1(R 2l ( )2 rn+(l( ‘ ) Tn+[ dx 2dx dx 2dx dx ) dx j R
/ n+1\ 2 dx+c+hl t n+1 dt 1[ti
— 2x ) dx J E,R dx 2dx dx +1+1
_
R I T + Ii + (R )2( — w1)]
3+1
t n+1 dt —(R )2 n+1[ dx 2dx2] i’+2
(3.2.16)
avec
n+ 1
n
+1 dx
(Ti+i + ((DT)312 — (DT)+i/2)i)= (R )2
CasB:
L’écriture de la partie gauche de ces équations est identique à celle des équations
relatives au CAS A. Par contre les parties droites de ces équations changent.
b, et changent pour les b, bR, et b+i+1 comme suit
n+1 +1
B
____ ____
+ dx +
dt+1((DT)n
— (DT),R)1dx2
c + dx dx dt
E,R n+1 + dx
+
+ dx+2
+
2(’ + dx) (DT)512—
dt tr n+1 2 n+1 2R Ï (DT)Rl + (i - tR 1 )(DT)R2)2(+dx) dx] [dx]
48
n+1 2 Ut
= [ ] (+ + — (DT)fl+3/9)l)
On récupère ainsi un système d’équations pour la température T. Ce système est
composé de (N + 3) équations de la température poux N + 3 inconnues
mfl+l pn+1 q’n+l mn+’ ‘pn+l pn+1 mn+l Tn+lj_l E,L ‘ L ‘ R ‘ E,R if+l N
La température au front est connue.
3.2.3. Système discret du problème de Stefan.
On rappelle que le problème de Stefan consiste à trouver la température et
l’interface entre différentes phases d’un matériel. Ce problème se modélise par le
système suivant
UT U UT
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UT U UT . (3.2.17)
si xéQ2
Au front la vitesse V satisfait
LV = —[k1 — k2UTs0t] (3.2.18)
dx dx
L est la chaleur latente de solidification, 01,2 est la capacité volumique de la
chaleur, k1,2 est le coefficient de diffusion thermique.
La température au front est Tf = Tm. La position du front est donnée par
= V (3.2.19)
Les formules (3.2.17) constituent le système des équations pour la température
T, et (3.2.18)-(3.2.19) constituent le système des équations pour la géométrie.
Ces deux systèmes sont couplés. La température dépend de la géométrie et la
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géométrie dépend de la température.
Par conséquent, le système (3.2.17)-(3.2.18)-(3.2.19) est fortement non linéaire à
cause de la dépendance non triviale de la température par rapport à la frontière
interne.
Cette propriété est vraiment évidente dans la version discrète du système (3.2.17)
-(3.2.18)-(3.2.19) présentée maintenant.
Le système discret (E) se compose de
1. (T) - Les équations de la température obtenues via la formulation combinée
(3.2.14)-(3.2.15)-(3.2.16)...etc.
2. (EG) - Les équations relatives à la géométrie
n+1iVn’ = —[(DT)y’
— (DT)FRj
n+1_ n
— L + (V’ + V)dt et = dx
—
n+1 nXf — Xf + (V’ + VT)dt.
On réécrit par exemple l’une des équations pour la température.
Équation pour la maille Tj’
C dt n+1
[_2dx21(h1 — f’) — (1 — ( )2)KR] T’+dx
[1
— 22W’tm, — ei)] T’+
(1— (R )2)IRl T’
— r dt[ n+1
dx 2] E,R [2dx2’tW1 — d1)] 3+,+
(1
—
(R )2)KR1 T’
[ n+1
dx 3] i21+2 =
avec
n+1 n
= + 2dx2 ‘((DT),/2 — (DT)R)1dx2
Le système discret (E) est donc clairement non linéaire. Toutes les équations
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pour la température dépendent de la géométrie (des parties oL, R et donc de la
position du front xf) et la géométrie dépend de la vitesse V, qui est donnée par:
V’ — DT4 DT’
— —R )f,L — ‘ )F,R
où (DT)’ est le flux numérique au front F. Ceci indique que V dépend de la
température, par consequent la géométrie dépend de la température.
Ce couplage non trivial entre la température T et la géométrie rend le système
non linéaire (E) difficile à résoudre. Dans la section suivante on explique comment
on parvient à la résolution du système non linéaire (E).
3.2.4. Algorithme itératif.
On propose ici une manière de résoudre le système non linéaire (E) en le frac
tionnant en deux parties linéaires, tel que décrit ci dessous. En effet, on remarque
que
— Si la vitesse V, la position du front XF, les parties dL, cR sont données alors
le système des équations de la température (ET) devient u système linéaire
pour T.
— Si la température T est donnée, on peut facilement résoudre les équations
du système en ce qui concerne la géométrie (E0) pour V, dL, c et donc
pour XF.
Ces remarques nous ont conduits à considérer un algorithme itératif de résolu
tion du système non linéaire (E). Cet algorithme est présenté dans le diagramme
suivant
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L Algorithme itératif
Initialisation de la température T, de la vitesse V,
de la_géométrie.
Début de la boucle en temps pour t = 1 jusqu’au T11 J
Q
s—
cL)
>
oQ
o
o
o
o
s-.
cli
V au temps (n + 1) est initialisé
avec V au temps n
Débttt de la boucle itérative
Solution au temps (n + 1)
Température T
Vitesse V
Géométrie XF, L, dÏR
C fin J
t
t Etant donné V,
calcul de la position du front xF, , c (EG)
t Étant donné XF, L, c, résoudre
le système linéaire pour la température T (ST)
Étant donné XF, L, R et T,
recalcul de la vitesse dc la propagation V
t Ï
FIG. 3.2.3. Algorithme itératif
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3.2.5. Résultats numériques et conclusions.
Cas test.
On considère le cas test suivant t C1 = 1, C2 = 1, k1 = 1, k2 = 1 et L
Les équations (3.1.1) s’écrivent,
dT ddT
si xeQdt dxcix
dT ci dT (3.2.20)
Si xQ2dt dxcix
La condition initiale est donnée par
—1 + e si x > xF(0)
To(x) = (3.2.21)
0 si x<xf(0)
Les conditions aux bords sont
T(0,t) = O (3.2.22)
T(1, t) = —1 +
avec V=1 et xF(t) xF(0) + Vt.
La solution exacte est donnée par
—1 + e_t si x > Xf(t)
T(x,t) = (3.2.23)
O si x<xF(t)
avec xF(t) xF(0) + Vt, et V = 1.
La solution est donc translatée vers la droite avec la vitesse V = 1.
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Comparaisons entre les trois formulations.
On résout le problème numériquement à l’aide des trois formulations : formula
tion 1, formulation 2, formulation combinée (formulation 3).
Voici les conclusions principales basées sur les expériences numériques.
a) Comparativement aux deux autres formulations, la formulation 1 est la plus
précise mais la moins robuste (voir Tableau (3.2.1)).
Dans ce tableau, n est le compteur des pas de temps effectué, - est la fraction
n Formulation 1 Formulation 2 Formulation 3dx
2 0.2000 1.0000 0.9993 0.9999
3 0.4000 1.0000 0.9996 1.0001
4 0.6000 1.0000 1.0002 0.9999
0.8000 1.0000 1.0000 1.0001
0.0000 1.0000 1.0001 1.0000
7 0.2000 1.0000 0.9994 0.9999
8 0.4000 1.0000 0.9996 1.0001
9 0.6000 1.0000 1.0000 1.0000
10 0.8000 1.0000 1.0002 1.0001
11 1.0000 Matrix singular or badly scaled 0.9995 1.0000
‘l’An. 3.2.1. Comparaison de la vitesse numérique V entre les for
mulation 1, 2 et 3 (vitesse exacte Vex = 1), N = 100, dX 1/N,
Ut dx/4
qui nous indique la position du front par rapport à l’interface du maillage. Pour
n = 6, = 0.0000, ce qui veut dire que la fraction 0L est quasiment nulle, le
front vient de traverser une maille.
Pour n = 11, = 1.0000. Dans ce ca.s cL est très proche de dx. Le front est sur
le point de changer de maille. Pour la formulation 1, les valeurs numériques de la
vitesse sont presque égale à sa valeur exacte 1, à l’exception de n = 11.
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Cependant cette formulation n’est pas robuste. Quand la partie droite 4’
devient très petite, cette formulation ne permet pas de calculer la solution. Pre
mièrement elle ne permet pas de calculer précisément les flux car les coefficients
a1, b1,...m1, t1...etc sont divisés par le facteur or’. Par exemple
(DT)t1121 = w1T + m1T’ + t1T’
avec
ri+1
UQR
W1
— (dx+’)(dx+2W’)
1 2(dx—24’)
n+1
,j i n+1dR uXrdUR
1 2(dx—o’)
— ii+1 (d I O n+1
0R X-rIQJ?
En plus,
= 1T+ - (DT))1
+ 2+1
((DT)1/2
— (DT)R)1
Numériquement ceci se manifeste avec une matrice très mal conditionée.
(COND(A) = 4.413802e — 020)
ou bien avec l’affiche d’un message de MATLAB, “Matrice singulière”.
La solution manque de précision ou bien le code ne retourne pas de solution.
On abandonne l’idée de résoudre le problème de Stefan avec uniquement la for
mulation 1. La solution du problème (3.2.Ï7)-(3.2.18)-(3.2.19) est obtenue donc
de la formulation 2 et de la formulation 3.
Voici les représentations graphiques. On affiche sur une même fenêtre la solution
exacte et la solution approchée.
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0.05
_______________ _______________
—005
-0.1
I015
-02
-0.25
—03
-035
_04o 0.2 04 06 08 1 02 0,4 0.6 08 1
X X
FIG. 3.2.4. Température, solution formulation 2, figure à gauche
N = 15, figure à droite N 100, dx = 1/N, dt = dx/4, Tfjnat 0.2
0.2 0.4 0.6 0.8 1
FIG. 3.2.5. Température, solution formulation combinée, figure à
gauche N = 15, figure à droite N = 100, dx 1/N, dt = dx/4,
Tfinat 0.2
b) La formulation 2 est la moins précise entre les trois formulations, mais elle
est robuste.
Quand le front change de maille, cette formulation améliore nettement le calcul
des flux . Elle ne tient pas compte des parties nulles c’ ou
Par contre cette formulation a l’inconvénient que le passage du front dans la nou
velle maille ne se fait pas de façon continue. Il y a un SAUT. Ce saut se produit
dans le cas où le front se prépare à changer de maille. Dans ce cas c est vraiment
petite. Au cours des itérations dans un pas de temps le front semble à avoir la
exact
numehque
N
Q..
— exact
005 —— numengue
005
—0.05
0 —0.1
cx
I::
—0.25
—03
exact
nume4gue
X
—0 35
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difficulté à passer claris la maille voisine. Au cours de ce phénomène il se produit
ce saut de la vitesse de la propagation du front. Pour le mesurer on raffine énor
mément le maillage au voisinage du front et on mesure la différence de la vitesse
à gauche et à droite du front. Considerons le choix des points impliqués dans
cette formulation. Pour les deux cas A et B, les points utilisés pour les bilans
conservatifs de cette formulation sont
F’, ER”’, i’ + 2
(la vitesse est positive et regardons par exemple les points à droite du front).
Dans la figure (3.2.6) on remarque que le passage du front à la maille suivante ne
se fait pas de façon continue. On remarque tout de suite qu’il y a un décalage en
espace. Ce saut dépend de choix de dx et dt (puisque Ut dépend elle même de dx -
FIG. 3.2.6. Choix des points pour la formulation 2
on ne veut pas que le front traverse plus qu’une maille à la fois.) Le saut diminue
dx Saut
1/100 1.8472e-003
1/200 8.7255e-004
1/400 4.0513e-004
1/800 1.8961e-004
TAB. 3.2.2. Dépendance du saut de la vitesse en fonction de dx
tn+1
tn
+2
XF
z ï e
Xf
tn+i
tn
r
XER
w
I
xf +‘
Xf
w
de la même façon que dx, ce qui fait que la formulation 2 est de precision d’ordre
57
un.
c) La formulation 3 (formulation combinée) est une moyenne entre les deux for
mulations précédentes. Elle a les propriétés suivante
i) La précision de cette formulation est entre les précisions des formulations 1
et 2. Elle est moins précise que la formulation 1 et plus précise que la formulation
2. (voir tableau (3.2.1)).
ii) Elle est robuste quand le front change de maille.
Si par exemple 4 est grande, la pondération donne plus de poids à la for
mulation 1 qui est très précise dans un tel cas. Si c1 est petite ou même zéro,
la pondération utilise plus la formulation 2 et le facteur dans la formulation
n+1 2
1 disparaît lors de la multiplication avec la pondération (—)
iii) Le passage du front à la maille suivante se fait de façon continue. Il n’y a
plus de SAUT!
Le choix des points qui entrent en jeux pour construire l’algorithme, pour les
mailles proche du front, nous explique que le passage du front à la maille suivante
se fait de façon continue. (voir Figure 3.2.7)
Ici, quand le front au temps t’1 se trouve dans la même maille qu’au temps t71
XF XER Xif+2
t71
XF
Xf XR
r
I
Xif +1
FIG. 3.2.7. Choix des points pour la formulation combinée
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et la partie est proche de zéro, les points utilisés pour les bilans conservatifs
sont
F’, ER’, i’+2
(la vitesse est positive et regardons par exemple les points à droite du front).
Quand le front vient de changer de maille, i.e a’ et proche de zéro, les points
utilisés pour les bilans conservatifs sont
RTi i2+l + 1
Dans la figure (3.2.7) on remarque que le passage du front à la maille suivante se
fait donc de façon continue.
iv) La formulation 3 est d’ordre 2.
Le tableau suivante donne la norme L1 de l’erreur pour des choix différents de cLr.
dx Norme L1 de l’erreur dx Norme L1 de l’erreur
1/40 1.5327e-005 1/40 2.3893e-006
1/80 4.2040e-006 1/80 4.7643e-007
1/160 1.1794e-006 1/160 8.0292e-008
1/320 2.7602e-007 1/320 1.0529e-008
1/640 5.7229e-008 1/640 1.4845e-009
TAB. 3.2.3. Norme L1 de l’erreur pour des choix différents de dx,
tableau à gauche formulation 2, tableau à droite : formulation 3,
dt = dx/4, Tjinat = 0.2.
Comparativement à la formulation 2, dans la formulation 3 on gagne presque
un facteur 10 de précision. Dans le tableau à droite, on remarque que si dx dimi
nue d’un facteur de 2 alors la norme L1 de l’erreur diminue d’au moins un facteur
de 4. Le schéma de discrétisation de la formulation 3 est donc d’ordre de précision
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2.
On peut confirmer l’ordre de précision en calculant la pente de la variation de
l’erreur en fonction de dx.
-o- formulation 3
—-t- formulation 2
-j’
io
G-
10_6
io
N.
iO
FIG. 3.2.8. Erreur en fonction de x
Pour la formulation 3, la pente de la variation de l’erreur en fonction de dx est
2.6805 ce qui confirme l’ordre de précision de cette formulation.
Dans la suite on va appliquer la méthode de suivi de front implicite, eulé
rienne, au système diphasique à faible nombre de Mach.
Chapitre 4
MÉTHODE DE SUIVI DE FRONT IMPLICITE
EULÉRIENNE POUR LE SYSTÈME
DIPHASIQUE BAS MACH
Dans ce chapitre, on applique la méthode de suivi de front implicite, eulé
rienne, au problème du système diphasique à faible nombre de Mach. On combine
ici tous les éléments testés clans les deux problèmes précédents. On considère le
système diphasique bas Mach pour deux gaz parfaits sous sa forme conservative,
tel que presenté dans le chapitre 1.
4.1. DÉvELoPPEMENT DE LA MÉTHODE DE RÉSOLUTION DU SYS
TÈME DIPHASIQUE BAS MACH EN UNE DIMENSION
La configuration unidimensionnelle du problème à résoudre est illustrée dans
la figure suivante
2a 2b
A B
FIG. 4.1.1. Domaine Ç unidimensionnel
Il s’agit donc d’une bulle dans la phase 1 qui occupe Q entourée à gauche et à
droite par la phase 2, respectivement dans 2a, 2b• Le problème est constitué
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des équations pour le système diphasique bas Mach
8Y1+u3Y1 =0
(4.1.1)
8tP + 8x(p) = O
et
= G(t, x)
(4.1.2)
p(3u + ‘u3u) —fl(t, x)
où
G(t,x)
-
+ (4.1.3)
la pression P(t) étant la solution de l’équation différentielle ordinaire
P’(t) = ,3 [À(Yl)8XT]Eb —P(Yi)0T] (4.1.4)
L
avec
1 ri — 7i’ Y2’
___
—
___
71 72
Les fonctions positives )(Y1), C(Y1), 7(Y1) et R(Y1) sont données par
C(Y1) = + (1— y1)72R2
(4.1.5)
= Y + (1— Y1),
R(Y1) = Y1R1 + (1- Y1)R2.
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Les conditions aux limites sont définies avec
T — T,
=
Tb = Tb,
À18T = (4.1.6)
= 0,
= 0.
Les lois d’état des deux gaz parfaits sont des constantes données. Nous utiliserons
les valeurs suivantes
= 1,2,
R1 = 0,2
R2 = 0, 7.
= 1,
= 2
On rappelle que les conditions (4.1.6) sont les conditions de la continuité de la
température, du flux de chaleur et de la vitesse dans .
Note : Dans cette configuration, il est possible de prédire entièrement et de façon
unique la topologie finale Q° et Q° à l’état d’équilibre. Cet état d’équilibre est
caractérisé par la température T°° et la pression thermodynamique P°°, p et
p. (Voir la propriété 5, §2.2.3 dans [1] ).
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4.1.1. Schéma de discrétisatiori du système diphasique bas Mach
On utilise le maillage spatio - temporel défini clans le chapitre 2
x = (j — 1/2)dx, 1 <i <Net t = ndt pour n>O.
Tout d’abord, on présente le schéma de discrétisation du système (4.1.1), (4.1.2),
(4.1.3)
pl+l
=
p1 + [Ftuxj11/2
— Ftux11121 + [Ftux1/2 — Ftux+l/21
pn+1
=
11n+1 — ri+1
-‘-dxG4i+1/2 — i—1/2 I
(4.1.7)
avec
p’7pn+l T n+1’ n+1 — 1
G’ — ‘ ‘ + [DDT]’. (4.1.8)n+lpn+1 ),n+’pn+1
Les flux discrets Fiux seront définis dans la section 4.1.2.
Afin de conserver l’énergie, la pression pn+l est obtenue à partir du schèma
conservatif en énergie
f dx
pfl+l pfl. j — 1 (4.1.9)
f dx
Jj 7i
La discrétisation des intégrales spatiales dans cette formule sera décrite dans la
section (4.1.3).
Connaissant Jfl+l, le champ de température T est alors calculé selon
pn+1
TT’’ (4 1 10)j .
Ce faisant, on obtient un schéma globalement conservatif en masse et en énergie.
Tenant compte du schéma (4.1.7)-(4.1.Ï0), on développe maintenant l’algorithme
complet de résolution pour les mailles régulières et pour les mailles à proximité
du front.
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4.1.2. Algorithme de suivi de front pour l’équation de la conserva
tion de la masse totale
Comme dans le chapitre 2 (problème d’advection), on divise la discrétisation
de cette équation en deux parties
1. discrétisation spatiale et temporelle pour les mailles régulières,
2. discrétisation spatiale et temporelle pour les mailles à proximité du front.
On utilise le schéma de Crank-Nicolson pour la discrétisation temporelle et le
schéma amont pour la discrétisation en espace.
Pour les mailles régulières on écrit
=
p + [Ft2 - + [Ft1I2 1/2] (4.1.11)
4.1.2.1. Flux de masse pour le schéma amont (ordTe 1) - mailles régulières
Tenant compte des conditions aux limites, on définit
F’(1) = O et F1(N + 1) = O et pour toute mailte régulière i:
‘L1i_1/2Pi_1
— u_pj
=
si u_J] > O
si Uj_1/ < O
si u+1/2 > O
si Ui+1/2 < O
4.1.2.2. Flux de masse pour le schéma amont TVD (ordre ) - mailles régu
lières
F’(1) = O et F(N + 1) = O et pour toute maille régulière i:
p Pi—i Pi—2 Pi Pi—i
J. = mznmod
dx ‘ dx
n Pi — Pi—i Pi+1 Pi
i—i/2 mznmod dx dx
(4.1.12)
{ Fi_1/2 = Ui_1/2(Pi_i + —112) ‘ Ui_i/2 O
dx nUj4/2(pj
—
ï0i_i/2) si Uii/2 < O
+1/2 = Uj+i/2(Pi + +112) si Ui+i/2 O
dx n
ui+l/2(pj
— +i/2) si Ui+i/2 < O
avec
(4.1.13)
(4.1.14)
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où la fonction minmocl de deux arguments est clefinie par
a if a<jb et ab>O
minmod(a,b)
= b if b < a et ab>0 (4.1.15)
O if ab<O
En utilisant ces flux dans le schéma (4.1.11) on obtient le schéma de discrétisa
tion de l’équation de la conservation de la masse totale pour les maittes régntières.
Pour les mailles à proximité du front on utilise la stratégie testée dans le cha
pitre 2.
Contrairement au chapitre 2, dans le problème présent la vitesse de la propaga
tion n’est plus une constante donnée, elle varie en fonction de la position du front
et du temps. On considère trois cas possibles
CAS A Au temps t’ le front ne change pas de maille.
CAS B : Au temps t1 le front change de maille à droite.
CAS C : Au temps t’1’ le front change de maille à gauche.
On présente ici les équations pour le CAS A et B. On peut toujours obtenir
les équations pour le CAS C en écrivant les équations symétriques par rapport à
celles du CAS B.
Dans le problème présent il y a deux fronts. On écrit ici les équations pour un
front. Elles sont identiques pour le deuxième front. On note 4 la position du
front au temps t et i2 le numéro de la cellule contenant le front. Le front ne se
trouve pas forcement au milieu de la maille respective
‘ii.
CAS A Au temps t’ le front ne change pas de maille.
On va combiner deux formulations numériques différentes dans ces mailles.
Formulation 1
Dans la formulation 1 on effectue des bilans conservatifs de type volume finis
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n+1 n+1
L R
I
FIG. 4.1.2. CAS A : le front ne change pas de maille.
dans chacune des mailles — 1, Ln+l, Rn+l, et + 1 de la même façon qu’au
chapitre 2 et 3. On note que le flux de la masse au front est zéro. D’autre part,
à partir de ces bilans et on utilisant le schéma de Crank-Nicolson on obtient la
solution au temps pour les mailles suivantes
n+1 — n dt Fffl+l Fn+lP.+i_1
—P—i i’—3/2 — i’—1/2
+
— ‘—1/2Ï
—
+ dt(Ft1 1/2 +
Pi.
n+1
—
— dt(F+1 /2 + +1/2)
— n-I-1
n+1 — n
_
Fffl+l
P+1+i _Pi+’ I 2dxt i2’+1/2 — i2’+3/2
+ —[F,3+1I2 — E3I2]
Encore une fois on remarque que le problème de cette formulation 1 est dans
la limite où cL ou c1 devient très petit, voir nul, à cause des divisions dans les
expressions pour p1 et
if_1
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Formulation 2
On rappelle brièvement la formulation 2 décrite au chapitre 2.
Premièrement, on effectue des bilans conservatifs de type volume finis dans les
mailles équivalente-gauche et équivatente-droite. On obtient la solution pj’ et
au temps n + 1.
Deuxièmement, on calcule alors la solution pour les mailles gauche et droite par
intégration numérique des polynômes PL(xEL, xif_2) et PR(xER, Xjf +2).
La formulation 2 est robuste. Elle n’a pas la contrainte de division par un nombre
(ûL, dj) très petit ou zéro.
n+1 n+1
n+1 — ‘ L n+1
____
— dx PEL
— dx PL
+ dxp_1 + dt(Ft 3/2 + _3/2)
PEL (dx+’)
n+1
— ‘
jn+1 ii+1 jin+1 n
PL
— V-IL PEL — L L
n+1
— f jn+1 n+1 — jn+1 nPR
— ‘R PER ‘R Pj+2
+ dxp1
— dt(Ft3/2 + +3/2)
PER (dx+’)
j n+1 n+1
n+1 — x R n+1 R n+1
dx PER
— dx PR
avec EL, ER, FL et FR définis par
E%’ = (3dx + c’)/(2dx + c’)
ffl+l
= dx/(2dx + c’)
E’ = (3dx + c’)/(2dx + a[’)
F’ = dx/(2dx + c[’)
6$
Formulation combinée
Pour les mêmes raisons discutées dans le chapitre 3, on met en oeuvre la formu
lation combinée obtenue par la moyenne pondérée entre la formulation 1 et la
formulation 2. On obtient alors
/ n+1
n+1 (L
dx ) tP_i + — F’2dx if —3/2
2dx
i—3/2 F3_i/21)
f L )PEL L PL )+ [1
/ fl+1\ ((dx+ 72+1 n+1 n+1
dx)] dx
cp + dxp_ + dt + 1L3/2)
— 1 2
PEL
— (dx+’)
n+1 tcp + dt(Ft 1/2 +n+1_L
____________________
dx n+1 IPL— [ IJ
n+1
+ (1 — ) E+1 n+1 — Fn+l n 1L PEL L Pi—2Idx L
n+1 — R 2 i’+1/2
+n+1
[p
—
‘dt(F
PR
— U n+1 j
n+1
+ (1
— ) rEfl+1 n+1 — F72+l 1R PER R Pi+2Idx t -i
cp + dxp — dt(Fn+l
n+1
— +1 i’+3/2 + +3/2)
PER
— (dx+’)
n+1 (R
/ n+1
+
dl
rFn+l
— FP+i+1 dx ) [ i’+1/2
+ [3+1/2
- 3+3/2])2dx
t R I R )PER R PR )+ [1
/ T7+1\ ((dx+ n+1 n+1 n+1
dx)] dx
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CAS B t Le front change de maille à droite
Comme dans le problème d’advection, dans le cas où le front change de maille à
droite, pour mettre à jour la solution dans les mailles à gauche du front on utilise
la formulation 2 et pour les mailles à droite du front, la formulation combinée. La
formulation 2 demande uniquement le bilan conservatif pour la maille équivatente.
Dans le CAS B on écrit donc les bilans conservatifs pour les mailles suivantes
Pour côté gauche, la maille EL’ et pour côté droit, les mailles R’’, i’ + 1.
En utilisant le schéma de Crank-Nicolson on écrit
n+1 n+1
n+1 — dx + L n+1 L n+1
— d PEL — PLx dx
F’+ dxp + dt( i1-3/2 + -1/2)
n+1 —
n+ 1’
— (dx+L
n+1
— (pfl+1 n+1 n+1 n
PL
— -L PEL — ‘L
n+1 t%p + dxp1 — dt(F’
____
I i+1/2
+
n+1
j
n+1
+ (1 — aR ) EEn+1 n+1 — Fp+2]dx [ R PER
FIG. 4.1.3. CAS B t le front change de maille à droite.
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—
+ dxp1 + dPi+2
— 2(+’+3/2 + +5/2)
PER
— (dx+’)
7 n+1\
n+1
— f R t fl FFR+l
P+1+i — d ) Pi+2 i’+1/2 — i’+3/2
+ — 1+5/21)
+ [ (c1)] ((dx + fl+l)pfl±l —
avec EL, ER, FL et FR déjà définis
4.1.3. Approche numérique pour l’équation de la pression
pn+l est obtenue par le schéma conservatif en énergie (4.1.9).
Dans la version eulérienne de [1], la formule pour la pression était discrétisée selon
x
pn+l = j
. (4.1.16)
x
Pour tenir compte du suivi de front, on modifie l’intégration numérique comme
suit.
On utilise des notations similaires auparavant, 7, est la valeur de 7 pour la maille
à gauche du front et est la valeur de 7 pour la maille à droite du front.
On remarque que
Pour la première interface Za, 71 = -y1 et ‘y = ‘y” et pour la deuxième interface
71
=
et ; donc
ifll
i
(dx ) = dx 1 + 1 + 1+
7- 1
+
- 1
+ b 1 +
iifl+l t T
7id_.1.
f2+l
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4.1.4. Approche numérique pour l’équation de la vitesse
Similairement, on reprend l’équation discrète de la vitesse.
u1 _fl+li+1/2 — i—1/2 I
où
v’7pn+l T’’ n+1’ n+1 -G — —, ‘ ‘ + [DÀDT]’ (4 117)t
—
2+lpn+i 7%+lpn+1
La quantité P’(P, T, ) intervenant dans (4.1.17) est définie comme
—
1• [DT] —[DT] (4.1.18)
Comme dans l’équation de la pression on effectue une intégration numérique plus
précise, tenant compte de la position de chaque front.
La somme devient
Zfl—l a if2l b >Zb Nit=+++
\ 7i j ‘¾ 7t 7T ttfl+l 7t 7r iif2+l
Pour approcher les flux de chaleur au front [)DT] et [)DT]b on utilise les
stratégies testées dans le chapitre 3 (problème de $tefan).
4.1.4.1. Une approximation d’ordre deux pour te flux de chateur
Afin d’améliorer la convergence, on construit des approximations d’ordre 2
pour les flux de chaleur à proximité du front. Pour les points régulièrs on utilise
une approximation centrée d’ordre 2 de ces flux.
Formulation 1
Comme dans le chapitre 3, on défini les polynômes PL et PR comme étant respec
tivement le polynôme défini à partir des points à gauche du front et le polynôme
défini à partir des points à droite du front.
Pour la formulation 1 on a
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PL1(x) P[(xF,Tf) (xL,TL) (xjf1,If1)]
PR1(x) — P[(xF,TF) (xR,TR) (xif+1,TZf+)l
On effectue l’interpolation polynômiale, on calcule P(xjf_l/2), Pjxf), P(xf_l/2)
et P(xF) et on écrit les flux de chaleur
1)
t 6ûj. t2(dx—2nL)l(DT)jfl/21
- 7f
I I
- T
[(dx+L)(dx+2L)] L [(dx+L»L]
2(dx—aL) 1
+TF
Ldx+2L»L]
2)
1 t2(dx—2QR)l(DT)jf+l/21 =Tjf+1 [(dx + R)(dX + 2R)] + TR [(dx + R»R]
—TF
t2(dx—cn+dx)1
L (dx+2R»R j
3)
2L 1 t2(2cL+dx)l(DT)F,L,1 =Tf1
Lctx + L)(dx + 2L)]
— TL [(dx + aL)L]
2(3nL+dx) 1
+TF
4)
2oR t2(2cR+dx)1.(DT)F,R,1 = — Tf +1 [ (dx+R)(dx+2R)] +TR
—TF f 2(3R+dx) 1[(dx + 2R)R]
Pour la suite on utilise les notations suivantes
(ÀDT)jf_l/2,l if_1/2 + e1TL + d1TF]
(DT)jf+l/2,l = À1+1I2 [wlTif +1 + mlTR + tlTf]
= F,L [clTjf_1 + b1TL + a1TF]
F,R [klf+l + j1TR + g1TF]
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Formulation 2
Comme dans le chapitre 3, on défini TE,L et TER, les polynômes PL et IFE
PL2(x) P[(xF,TF) (xE,L,TE,L) (xf_2, Tif_2)]
PR2(x) = P[(xf, TF) (xE,R, TE,R) (Xjf+2, Tjf +2)],
On effectue l’interpolation polynômiale et on obtient les approximations sui
vantes
1)
t 2(3L1L — dx) ] + T 2(2oL — 3dx) 1(DT)jf_l/22 = — f_2 [(3dx + 2L)(2dx + L) E,L [(dx + L)(2dx + L)]
TF [ 2(QL — 4dx) 1— (3dx+2L)(dx+L)]
2)
t 2(3c
— dx) 1 t 2(2cR — 3dx) 1(DT)jf+l/22 f+2 [(3dx + 2R)(2dx + R)] — TE,R [(d + R)(2dx +
t 2(ciR—4dx) 1
+TF
[(3dx+2R)(dx+R)]
3)
2(oL+dx) i r 2(2nL+3dx) 1(DT)f,L,2 =Tf_2
[(3dx + 2L)(2dx + L)]
— TEL [(dx + L)(2dx + L)]
+TF[
2(3c1L+4dx) 1
(3dx + 2L)(dx + L)]
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4)
2(cR + dx) 2(2cÏR + 3dx)(DT)F,R,2 — T2f +2 (3d + 2R)(2dx + ) + (dx + R)(2dx + R)
2(3ciR + 4dx)
-Tf (3dx + 2oR)(dx + R)
Pour la suite on utilise les notations suivantes
(DT)if_l/2,2
= if-1/2 tTif_2 + e2TEL + d2TF]
(DT)jf+l/2,2 = if+1/2 [w2T +2 + m2TER + 12TF]
(DT)f,L,2 F,L [c2Tjf2 + b2TEL + a2TF]
(DT)F,R,2 ÀF,R [k2Tjf+2 + i2TER + g2TF]
La formulation combinée
On met en oeuvre une formulation combinée crée par une moyenne entre la for
mulation 1 et la formulation 2.
Pour le flux de chaleur au front on obtient les formules suivailtes.
Pour le côté gauche du front
n+1 n+1
[DT1F,L ( ) (Formulation 1) + [i — ( )] (Formulation 2)
et donc
[DT]F,L = [ai + a2(1 — 1)] Tf + [b1] TL + [b2(1
— -)] TEL
+ [ci] 7f-_1 + [C2(1
— )] f2
Pour le côté droit on a
n+1 n+1
= (2 ) (Formutation Ï) + [i — (2x )] (Formutation 2)
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et donc
EDTIF,R
= [- + 92(1 — TF + TR + [i2(1 — TER
+ [k1] Tf+l + [k2(i
-
-)] Tjf+2
Le flux de chaleur est continu à travers le front, on peut donc écrire
[?DT]a = {\DTjf = [)s.DT]F,L = [DTÏF,R
On peut maintenant approcher numériquement P’(P, T, ) par
P’(P,T,) ;. [DT] —[DT]a (4.1.19)
Ii t
avec [DT]b, [ÀDT]a et I () définies plus hauL
On rappelle l’équation de la vitesse
n+1
— n+l dxG’
— i—1/2 I
avec
v!(pn+l Tn+l n+1’ n+1
—G’ — —, ‘ ‘ + [DDT]’ (4 1 20)
— 7fl+lpn+1 7n+lpn+1
On effectue ici l’intégration spatiale en t” et pour toutes les mailles régulières
on obtient
n+1 n+1
— ,j n+1
—
u1/2 —
p!(pn+l T Z1’ 72+1 — 1
dx+),n+lpn+1 7n+lpn+1 2
I)!(pfl+l n+1) n+1
— 1
=
7n1pn+ dx + . ([1\DT]12 — [ÀDT]12).
avec
r i
______
tDTji+l/2 i+1/2 dx
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[)WT]_l/2 xi-1/2 d
L’intégration change légérement dans les mailles proches du front et surtout dans
la maille où se trouve le front.
Pour la maille
‘i — 1
n+1 n+1Ui1!2
— U3I = dxG_1
ri+1
[DDT]’1dx.dx+)fl±lpn+1 pn+l
avec
{,\DT] i’i_1/2 — [\DT]jf_3/2[DÀDT]j_1
= dx
Pour la maille L
n+1 n+1
UF
— Ui1!2 =
7)I(.p71+l Tnl Zfl+l) n+1
+1 + [DDT]’ +‘L7+lpn+1 72+lpn+1
avec
[\DT]f — [)DT]1_l/2[DÀDT]L =
De façon similaire, pour la maille R
n+1 n+1 — n+1rn+1Uf
— 0R —‘R
pI(pn+l T n+1) n+1
— ‘ ‘ + [DDT]’ +1R+lpn+1 7+lpn+1
avec
—
[\DTjf
[D)DT1R
Et finalement pour la maille Zf + 1 on obtient
n+1 n+1 +1
+3/2 — Uif+l/2 = dxG+1
n+1
— pI(pn+l Tn+l, n+1) f+1dx+ [DT]’1
avec
[\DTj1±3/2
— [ÀDT]+l/2[D)\DT]jf+l
= dx
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4.1.5. Approche numérique pour l’équation de la température
Connaissant pTL+ le champ de la température T’’ est alors calculé via
Pfl+’
rpn+1
— (4
pn+ln+1
1&i P
pour les mail tes régutières et via
Pn+’
mn+ —
__________
— Dfl+l n+1
ILL PL
et
pn+l
T’— 4123R DTI+lfl+l
ILR PR
respectivement pour les mailles L et R.
En utilisant la propriété de la continuité du flux de chaleur à travers le front
[\DT]’ = [)DT]’ = [ÀDT]
on peut obtenir la température au front Tv’.
pn+1
T’F
— Rn+l
avec
= F,R ([i1] TR + [J2(1
—
TER + [k1] Tf+l + [k2(1
— )] Tif+2)
— ‘F,L ([b1] TL + [b2(1
—
TEL + [ci] i_ + [c2(1
—
Tif_2)
t C L L7 t RR
= ‘\F,L [ai— + a2(1
— — ‘F,R [i + 92(1 —
On complète ainsi la discrétisation numérique du système diphasique bas Mach.
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4.2. ALGORITHME ITÉRATIF
Rappelons le schèma de discrétisation pour le système diphasique bas Mach.
=
p +
-
+ - 1/2Ï
i(
i)pn+l=pn.
( dx
— 1
pI(pn+1 T’ Z7+l) n+1 —
ui1/2 + [— l±lpn+i + 7n+lpn+1 [DT11]
pn+1
TT’=
(4.2.1)
et la géométrie
n+1 = + + u)dt
= dx — (4.2.2)
= x + (u’ + u)dt
Le système discret (4.2.1)-(4.2.2) est donc clairement non linéaire. Comme dans
le problème de Stefan, on propose une manière de résoudre le système non linéaire
(4.2.1)-(4.2.2) en le fractionnant en deux parties linéaires, tel que décrit ci dessous.
En effet, on remarque que
— Si la vitesse F, la position du front XF, les parties €L, ÛR sont données
alors le système (4.2.1) devient un système linéaire pour p, T et la vitesse
‘u.
— Si la p, T et u sont donnés, on peut facilement résoudre les équations du
système en ce qui concerne la géométrie (4.2.2) pour ‘UF, cL, cR et donc
pour XF.
On considère donc l’algorithme itératif suivant
[ Algorithme itératif
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QQ
Q
ce
Q
oQ
n
n
o,
u,
Q
nF au temps (n+ 1) est initialisée
avec 71F ati temps (n)
[ Début de la boucle itérative
Solution au temps (n + 1)
Température T, densité p
Vitesse n
Géométrie XF, nL, €t
C Z
Initialisation de la température T, de la vitesse n, de la densité
de la géométrie.
Début de la boucle en temps : potir t = 1 jusqu’au Tf,,,,i
t Étant donné F,
L calcul de la position du front XF, nL, aR
t Étant donné F, L, aR, résoudre
t le système linéaire pour p, T
C Étant donné Xf, L, etc p et T,Recalcul de la vitesse u. et de la vitesse de la propagation UF Ï
FIG. 4.2.1. Algorithme itératif
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4.3. RÉSULTATS NUMÉRIQUES ET CONCLUSIONS
On se propose dans ce paragraphe de test.er le schéma numérique présenté
dans ce chapitre. Le cas test étudié est similaire au cas test étudié par Dellacherie
dans [1].
Les conditions initales sont comme suit.
Q =]o, Ï[, Z(t = O) = {(t 0), Zb(t 0)} = {0.23, O.7Z} et la masse initiale
dans Q(t = 0) est identique à la masse initiale dans Q(t = 0). Ou impose ainsi
à la bulle Q1(t) de se déplacer vers le milieu de Q lorsque le temps t tend vers
l’infini.
La pression thermodynamique initiale P(t = 0) = 200 et le nombre de mailles est
égal à N. Donc, on a dx 1/N.
Le schéma de discrétisation numérique ne fonctionne que si le front ne traverse
pas plus qu’une maille à la fois. Ceci est garanti si le pas de temps dt est tel que
dt=CFL*dxoù0<CFL=<1.
On considère comme cas test le cas d’une compression de la bulle Q1 avec
xeQg(t=0): T(t=0,x)=1,8,
x E Q1(t = 0): T(t = 0, x) = 2.5,
xQ(t=0): T(t=0,x)=1.8
Connaissant les conditions initiales, on trouve que l’équilibre final est tel que (voir
[‘1)
= 2.4259,
= 228.7934,
pœ,l
= 471.5556,
pœ2
= 134.7302,
p’2’ = 134.7302,
= 0.2710,
= 0.7290.
450
400
350
300
-J
250
200
150
10%
02 04 0.6 0.8
450
400
350
300
‘t
250
200
150
FIG. 4.3.1. Figure à gauche, densité, formulation combinée, N =
64, Tjinat = 1, dt = dx/4, figure à droite, erreur sur la densité en
fonction de x
0.2 0.4 0.6 0.8 1
N
FIG. 4.3.2. Figure à gauche, densité, formulation combinée, N =
128, Tfinat = 1, dt = dx/4, figure à droite, erreur sur la densité en
fonction de x
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Voici les graphiques de la solution, au temps T = 1 et au temps T 30. Ce
dernier temps est suffisamment grand que la solution asymptotique est observée
tandis qu’au temps T = 1, on est dans phase transitoire. Nous présentons les
figures de la solution et aussi de l’erreur correspondante. Nous expliquerons dans
la section suivante comment cette erreur a été estimée.
—
— Equilibre
Numerique
____________
Initiale
____________
w
N
—
— Équilibre
Numerique
Initiale w
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w
C,
‘C
E
C,
Fic. 4.3.3. Figure à gauche, température, formulation combinée,
N 64, Tfinat = 1, dt = cLr/4, figure à droite, erreur sur la tempé
rature en fonction de x
N
FIG. 4.3.4. Figure à gauche, température, formulation combinée,
N 128, Tfi.nal = 1, dt = dx/4, figure à droite, erreur sur la
température en fonction de x
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FIG. 4.3.5. Figure à gauche, vitesse, formulation combinée, N =
64, Tfinai = 1, dt = dx/4, figure à droite, erreur sur la vitesse en
fonction de x
w
2.5
2
‘.5
05
X iû-
0 0.2 0.4 0.6 0.8 1
FIG. 4.3.6. Figure à gauche, vitesse, formulation combinée, N =
128, Tfinat = 1, dt = dx/4, figure à droite, erreur sur la vitesse en
fonction de x
Dans les graphiques de l’erreur en fonction du x on remarque que en norme L°°
l’erreur est d’ordre 2 pour la température et la densité. Pour la vitesse l’erreur en
norme L semble d’être d’ordre moins que 2.
N
ii
N
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On remarque un bon accord entre la solution stationnaire et sa prédiction théo
rique.
50G
450
400 —
________________________
—
350
Q)
C),
CQ) 300
0
Q)
-J
250
____
—
— Equilibre
— Numerique
200 Initiale
150
10G
0 0.2 0.4 0.6 0.8
N
FIG. 4.3.7. Densité, formulation combinée, N=Ï28, Tjjnat = 30,
dt = dx/4,
2.4
2.3
Q)
D
Q)
Q)
0.
E
2.1
Q)
-J
2
—
— Equilibre
—o— Numerique
Initiale
1.9
te
0 0.2 0.4 0.6 0.8
N
FIG. 4.3.8. Température, formulation combinée, N128, Tfjnai =
30, dt dx/4,
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4.3.1. Estimation d’erreur et ordre de convergence de la méthode
avec suivi de front et de la méthode eulérienne de [1] pour le
système diphasique bas Mach
On décrit ici la façon dont on a mesuré l’ordre de convergence de chaque mé
thode.
Dans la discrétisation numérique dans les deux méthodes la température et la
densité sont évaluées dans les centres des mailles et la vitesse est évaluée dans les
interfaces.
Pour mesurer l’ordre de la méthode, on effectue les tests de convergence sur cha
cune de ces quantités. On calcule l’erreur des différentes solutions grossières par
rapport à une solution de référence. On prend comme solution de référence la
solution calculée avec une maillage de N = 2048 points. On choisit les solutions
plus grossières avec les maillages de 64, 128, 256, 512, 1024 points.
Les tests sur la température et sur la densité sont particuliers car ils demandent
un soin spécial dans l’alignement des points choisis pour comparer la solution
grossière avec la solution raffinée.
Dans la figure suivante on comprend que pour calculer l’erreur on ne peut pas
choisir ni le point à gauche ni le point à droite. On prend alors une moyenne entre
ces deux points. La nouvelle valeur moyennée sert pour comparer la solution gros
sière avec celle raffinée.
T1T2
\/ Maillage raffiné \ /
• • I • • • • Il
T1 Maillage grosière
FIG. 4.3.9. Relation géométrique entre les maillages raffiné ou grossier
Pour la méthode avec suivi de front presentée dans ce mémoire on effectue les
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tests suivant
Test sur la température T
fonction de dx
Le rapport affiché dans ce tableau présente le rapport des normes L1 de l’erreur
pour différents dx. On remarque que ce rapport est environ 4, c’est à dire que
quand dx diminue d’un facteur de 2, la norme L1 de l’erreur diminue d’un facteur
de 4. Ceci permet d’évaluer l’ordre de la convergence de la méthode. On conclut
donc que la méthode est d’ordre de précision 2. On note que les dernières valeurs
G)
G)
G)
Q
E
G)
G)
G)
G)
w
FIG. 4.3.10. Température, erreur en fonction de dx, Tf1 0.6,
pour dx = 1/1024 sont sans doute peu fiables parce que le. maillage n’est pas très
grossier comparativement à la solution de référence.
dx Norme L1 de l’erreur Le rapport
1/64 3.6960e-003
1/128 9.6428e-004 3.8329
1/256 2.2518e-004 4.2823
1/512 5.4803e-005 4.1089
1/1024 1.0693e-005 5.1251
TAB. 4.3.1. Température T, tableau de la norme L1 de l’erreur en
dt = dx/4
10_1
Test sur la vitesse U
G)
G)
C,)
G)
>
G)
D
G)
D
G)
w
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dx Norme L1 de l’erreur Le rapport
1/64 1.2176e-004
1/128 2.8154e-005 4.3248
1/256 9.7236e-006 2.8954
1/512 2.1284e-006 4.5685
1 / 1024 4.3428e-007 4.9010
tableau de la norme L1 de l’erreur en foncTAB. 4.3.2. Vitesse U,
tion du dx
1o —
1
1 o
io —
10 dx 10_2 10_1
FIG. 4.3.11. Vitesse, erreur en fonction de dx, Tfjal = 0.6, dt = dx/4
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Test sur la deusité p
dx Norme L1 de l’erreur Le rapport
1/64 7.4599e-001
1/128 1.9206e-001 3.8842
1/256 4.6736e-002 4.1095
1/512 1.1243e-002 4.1569
1/1024 2.0988e-003 5.3569
TAB. 4.3.3. Densité p, tableau de la norme L1 de l’erreur en fonc
tion du dx
100
10rn’
C,’
0)
10
D
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D
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dx 10_1
FIG. 4.3.12. Densité, erreur en fonction de dx, Tfjnaj 0.6, dt dx/4
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Test sur Xf
t
o
D
t
o
u’
o
Q.
D
0
D
G)
w
dx Norme L1 de Perreur Le rapport
1/64 3.9462e-004
1/128 1.0245e-004 3.8518
1/256 2.4899e-005 4.1146
1/512 5.9809e-006 4.1631
1/1024 1.1075e-006 5.4004
TAB. 4.3.4. Positiou du frollt Xf, tableau de la norme L1 de l’er
reur en fonction du dx
1 1 o dx 1 02
FIG. 4.3.13. Position du front, erreur en fonction de dx, Tfjnal =
0.6, cil = dx/4
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Pour la méthode eulérienne de [1], on a les tableaux suivants.
Test sur la température T
dx Norme L1 de l’erreur Le rapport
1/64 1.0131e-02
1/128 4.8890e-03 2.0722
1/256 2.5689e-03 1.9031
1/512 1.0391e-03 2.4722
1/1024 3.3869e-04_- 3.0680
TAB. 4.3.5. Température T dans [1J, tableau de la norme L1 de
l’erreur en fonction du dx
Test sur la vitesse U
dx Norme L1 de l’erreur Le rapport
1/64 3.4320e-04
1/128 2.1982e-04 1.5614
1/256 1.5790e-04 1.3920
1/512 1.2585e-04 1.2552
1/1024 7.3543e-05 1.7116
TAB. 4.3.6. Vitesse U dans [1J, tableau de ia norme Ld l’erreur
en fonction du dx
Test sur la densité p
De iouveau, les dernières valeurs pour dx = 1/1024 sont peu fiables parce que le
maillage n’est pas très grossier comparativement à la solution de référence.
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dx Norme L1 de l’erreur Le rapport
1/64 5.9398e+00
1/128 3.9259e+00 1.5130
1/256 2.3919e+00 1.6413
1/512 Ï.5992e+00 1.4957
1/1024 5.3543e-01 2.9868
TAB. 4.3.7. Densité p dans [1J, tableau de ia norme L1 de l’erreur
en fonction du dx
Test sur Xf
On ne effectue pas un test sur XF car dans [11 le Xf coïncide toujours avec l’in
terface du maillage.
On remarque que le rapport pour la méthode de [1] est environ 2. On interprète
alors que la norme L1 de l’erreur diminue avec le même facteur de 2 que dx. Par
contre pour la méthode de suivi de front le rapport est environ 4 donc la norme
L1 de l’erreur diminue deux fois plus vite (avec un facteur 4) que dx (dx diminue
avec un facteur 2).
On conclut alors que la méthode présentée dans [lj est d’une ordre de précision
Ï, par contre la méthode de suivi de front présentée dans ce mémoire est d’ordre
2.
4.3.2. Comparaison de la méthode de suivi de front et de la méthode
eulérienne de [11
Pas de temps
Premièrement, on mentionne que la méthode eulérienne présentée dans [11 est une
méthode explicite. Comme toute autre méthode explicite, elle a une contrainte
dans le choix du pas de temps. Dans [1], le pas de temps choisi est proportionnel
à dx2, il est tel que
mini (pC”.)
dt<Cxdx2x
maxi ?
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où e { 722 } est la capacité calorifique à pression constante claris
la maille i et au temps t, C=constant.
Comparativement à la méthode eulérienne dans [‘1 la méthode de suivi de front
demande moins d’itérations en temps.
Considérons l’exemple suivant
Prenons N = 512, Tfjnat = 0.6 et on fixe les conditions initiales. On calcule la
solution avec la méthode eulérienne de [1] et avec la méthode avec suivi de front
présentée dans ce mémoire. On remarque que les pas de temps sont
dt, Méthode [11 dt, Méthode avec suivi de front
9.5367e-005 3.2552e-004
TAB. 4.3.8. Pas de temps pour les deux méthodes
et le nombre d’itérations dans le temps sont Clairement, la méthode de suivi de
Nombre d’itérations en temps, Méthode [1J Nombre d’itérations en temps, Méthode avec suivi de front
10486 3072
TAB. 4.3.9. Nombre d’itérations pour les deux méthodes
front demande moins d’itérations dans le temps.
Représentation de l’interface
Deuxièmement, dans [11 le suivi d’interface est basé sur une approximation assez
grossière où l’interface >Z(t) coïncide toujours avec les interfaces du maillage eu
lérien. Ceci conduit à un manque de précision dans la résolution numérique du
système.
Nous avons proposé une méthode eulérienne, plus précise où l’interface (t) est
approximée par une fonction linéaire par morceaux. L’interface en tout temps
n’est plus contrainte à coïncider avec les interfaces du maillage (voir figure 4.3.14).
Précision
Numériquement on peut observer l’erreur entre une solution de référence calculer
avec un maillage assez raffiné et une solution grossière pour chacune des mé
thodes.
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FIG. 4.3.14. Figure à gauche, position de l’interface , méthode
[1] et méthode avec suivi de front, figure à droite, position de l’in
terface , méthode [11 et méthode avec suivi de front, Tfjnal 1,
N=128
Contrairement aux expériences précédentes, on utilise ici le même pas de temps
pour les deux méthodes. On choisit pour ce test le temps de calcul Tfjnal = 0.6.
La méthode explicite demande un pas de temps plus petit que celle implicite, on
choisit le pas de temps utilisé par la méthode eulérienne dans [1]. On choisit une
solution de référence avec un maillage de N = 2048 points.
On mesure la norme L1 de l’erreur entre la solution raffinée et la solution gros
sière. On effectue ce test sur la température T, la vitesse U et la densité p.
Test sur la température T
dx Norme L1, Méthode [1] Norme L1, Méthode de suivi de front
1/64 1.0131e-02 3.7555e-003
1/128 4.8890e-03 9.7890e-004
1/256 2.5689e-03 2.3080e-004
TAB. 4.3.10. Température T, norme L1 de l’erreur entre la solution
raffinée et la solution grossière
020
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Test sur la vitesse U
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dx Norme L1, Méthode [il Norme L1, Méthode de suivi de front
1/64 3.4320e-04 1.2367e-004
1/128 2.1982e-04 2.8813e-005
1/256 1.5790e-04 1.0087e-005
TAB. 4.3.11. Vitesse U, norme L1 de l’erreur entre la solution raf
finée et la solution grossière
Test sur la densité p
dx Norme L1, Méthode [‘1 Norme L, Méthode de suivi de front
1/64 5.9398e+00 7.5873e-001
1/128 3.9259e+00 1.9525e-001
1/256 2.3919e±00 4.7978e-002
TAB. 4.3.12. Densité p, norme L1 de l’erreur entre la solution raf
finée et la solution grossière
On observe dans les tableau ci-haut une amélioration de la précision avec la mé
thode de suivi de front.
On peut observer l’amélioration de la précision graphiquement aussi. On présente
sur le même graphique premièrement la solution grossière (N 64) eulérienne
de [11 et la solution raffinée (N = 204$), deuxièmement la solution grossière
(N = 64) avec suivi de front et la solution raffinée (N = 2048). En grandissant la
figure autour d’un des fronts on peut voir que la solution avec suivi de front est
plus précise que la solution eulerienne de [11.
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FIG. 4.3.15. Figure à gauche, température solutioll de [‘1 figure à
droite, température solutioll avec suivi de frollt, Tfjnal = 0.6.
Chapitre 5
CONCLUSION
Dans ce mémoire, on a proposé une méthode de suivi de front implicite, eu
lérienne, pour le système diphasique à faible nombre de Mach. La méthode est
globalement conservative, et l’interface est approximée par une fonction linéaire
par morceaux. La gestion de cette interface se fait par un algorithme de suivi de
front. Cet algorithme nous a permis de gagner une grande précision autour de
l’interface. Comparativement à la méthode eulérienne de [1], la mise au points de
cette méthode de suivi de front a apporté des améliorations importantes.
1) Amélioration de la précision autour du front. Ceci sera très important dans
des problèmes avec changement de phase.
2) Amélioration de la précision partout dans le domaine. La méthode de suivi
de front est globalement plus précise que la méthode eulérieune de [1].
3) Convergence d’ordre 2. La méthode de [11 est convergente d’ordre 1.
Donc il y a des améliorations accomplies par rapport à la méthode de [‘1 mais
on se pose la question par rapport au problème diphasique à faible nombre de
IVIach, est ce qu’il y a des progrès? Est ce que la méthode qu’on a mis en oeuvre
est efficace pour ce problème?
Comparativement à la méthode eulérienne de [1], le pas de temps de la méthode
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de suivi de front est plus grand. La méthode effectue moins d’itérations clans le
temps. Tenant compte du travail que le solveur implicite doit effectuer à chaque
pas de temps pour calculer la solution du problème, on se pose la question : est
ce que le pas de temps est suffisamment grand pour justifier cet énorme travail?
Il y a des améliorations comparativement à la méthode eulériellile de [lj, mais
par rapport au problème diphasique à faible nombre de Mach, on dirait NON. On
n’a pas réussi à travailler avec des pas de temps très grands. On rappelle ici la
grandeur de la vitesse et la condition CFL. La vitesse est à peu près d’ordre iO -
io et le pas de temps doit être tel que = CfL < 1 et donc dt < CFL*dx/u.
Par exemple, pour N=100, dt < 100 dx. Numériquement, un tel dt devrait être
acceptable. Il reste du travail à faire pour comprendre pourquoi on n’a pas réussi
à effectuer des simulations numériques avec des pas de temps si grands. Une ques
tion jointe à cela est est ce que le problème physique tel que posé nous permet
de travailler avec des pas de temps si grands?
Un autre objectif de ce mémoire était d’obtenir un schéma eulérien afin d’ou
vrir le chemin à des simulations en deux dimensions spatiales. L’interface est
maintenant une courbe et le suivi de l’interface peut se faire par des méthodes
de levet set. En deux dimeilsions, on pourrait séparer le problème diphasique e
deux sous-problèmes e une dimension spatiale e faisant appel à des méthodes
à pas fractiollilaires. L’idée est de combiner la résolution unidimensionnelle de
chaque sous-problème pour donner un algorithme de résolution du problème bidi
mensionnel. Le couplage des idées traitées dans ce mémoire avec les méthodes de
type level set est une proposition très intéressante à considérer dans des travaux
à suivre dans l’avenir.
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