Texture is an important characteristic for many types of images. In recent years very discriminative and computationally efficient local texture descriptors based on local binary patterns (LBP) have been developed, which has led to significant progress in applying texture methods to different problems and applications. Due to this progress, the division between texture descriptors and more generic image or video descriptors has been disappearing. A large number of different variants of LBP have been developed to improve its robustness, and to increase its discriminative power and applicability to different types of problems. In this chapter, the most recent and important variants of LBP in 2D, spatiotemporal, 3D, and 4D domains are Texture is an important characteristic of many types of images. It can be seen in images ranging from multi-spectral remotely sensed data to microscopic images. Texture can play a key role in a wide variety of applications of computer vision and image analysis.
11/10/2016 www.ee.oulu.fi/research/imag/lbp/LBP_surveyReport.htm such as industrial inspection. The theoretical foundations of LBP became much more clear after our research on multidimensional distributions of signed gray-level differences, carried out jointly with Prof. Erkki Oja and Dr. Kimmo Valkealahti (Ojala et al., 2001 ).
To the large extent the scientific community accepted LBP after its generalized version was published in IEEE PAMI journal (Ojala et al., 2002) , and even more after it was shown to be highly successful in face recognition, published first at ECCV 2004 and then in IEEE PAMI (Ahonen et al., 2006) . In 2014, the ECCV paper was awarded with the prestigious Koenderink Prize for Fundamental Contributions in Computer Vision. Different types of applications of LBP to motion analysis have been proposed after the spatiotemporal LBP was introduced, also in IEEE PAMI (Zhao & Pietikäinen, 2007) . All these papers are highly cited, reflecting the increasing popularity of LBP. Due to this success of LBP, a book describing the basic methods and surveying different variants and applications was published . Another survey on LBP and its applications in face analysis appeared in (Huang et al., 2011 ). An edited book on some local binary pattern variants and applications was published in 2013 (Brahnam et al., 2013 ).
After these surveys, which covered the progress until 2010, the interest on LBP has been further growing. LBP is no longer just as a simple texture operator, but it forms the foundation for a new direction of research dealing with local binary image and video descriptors. Many different variants of LBP have been proposed to improve its robustness, and to increase its discriminative power and applicability to different types of problems. A large number of new papers have been published in leading journals and conferences.
Due to its discriminative power and computational simplicity, the LBP operator has become highly popular in various applications, including, for example, facial image analysis, biometrics, medical image analysis, motion and activity analysis, and content based retrieval from image and video databases.. Based on all this the publication of this survey is very timely, covering the progress until early 2014. It complements and extends of our preliminary survey presented in Secs. 2.9 and 3.5 of , by focusing on the most important recent developments, new types of variants, and future challenges.
An overview of basic LBP operators
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The local binary pattern is based on the assumption that texture has locally two complementary aspects, a pattern and its strength. The pixels of an image are labeled by thresholding the neighborhood of each pixel and the result is considered as a binary number. The distribution of the LBP labels computed over a region is then used for texture description.
The original LBP operator shown in Fig. 12 .2 works in a 3 x 3 neighborhood, using the center value as a threshold (Ojala et al., 1996) .
The thresholded values are multiplied with weights of the corresponding pixels, and summing up the result an LBP code is obtained.
The contrast measure C is obtained by subtracting the average gray level of the pixels below the threshold from that of those above (or equal to) the center pixel. If all neighbors of the center pixel have the same value (1 or 0), the value of C is set to 0. Ojala et al. (2002) found that some of the LBP patterns occur more frequently than others, representing e.g. edges, curves, line-ends, flat areas, and spots. Based on this observation so called uniform patterns were defined to reduce the number of patterns. Uniform patterns have been widely used, and were necessary, e.g. to reduce the length of the feature vector in face description.
In their recent paper, Guo et al. (2010) proposed a completed modeling of the LBP operator and developed an associated completed LBP (CLBP) scheme for texture classification. The local differences are decomposed into two complementary components: the signs (like LBP) and the magnitudes ( Fig. 12. 3). The magnitude component provides an effective alternative for the complementary contrast measure of LBP. In addition to this texture-related information, they also include information about image intensity in their representation.
http://www.ee.oulu.fi/research/imag/lbp/LBP_surveyReport.htm 3/34 11/10/2016 www.ee.oulu.fi/research/imag/lbp/LBP_surveyReport.htm The first application problems to which spatiotemporal LBP was adopted were facial expression recognition, face and gender recognition, lipreading, and action recognition . Facial images are composed local texture patterns, and based of this observation Ahonen et al. (2006) introduced a method for combining local and global information for face (object) description. The face image is divided into several regions from which the LBP feature distributions are extracted and concatenated into an enhanced feature vector to be used as a face descriptor. This approach has emerged as one of the key paradigms for facial image analysis, and has also been adopted to other application domains. The length of the feature vector is an important design parameter in this description. Ahonen et al. used uniform patterns to reduce the dimensionality. Fig. 12 .5 illustrates the use of LBP for face description (Ahonen et al., 2006 ).
LBP variants in spatial domain

Different types of variants
Due to its flexibility the LBP method can be easily modified to make it suitable for the needs of different types of problems. Several extensions and modifications of LBP have been proposed with an aim to increase its robustness and discriminative power. In this section different variants are divided into such categories that describe their roles in feature extraction. Some of the variants could belong to more than one category, but only the most obvious categories are here considered. The choice of a proper method for a given application depends on many factors, such as the discriminative power, computational efficiency, robustness to lighting and other variations, and the imaging system used.
Preprocessing
In many applications, it is useful to preprocess the input image prior to LBP feature extraction. Especially multi-scale Gabor filtering and edge detection have been used for this purpose. Gabor filtering has been widely used before LBP computation in face recognition.
A motivation for this is that methods based on Gabor filtering and LBP provide complementary information: LBP captures small and fine details, while Gabor filters encode appearance information over a broader range of scales. Tan and Triggs (2010) developed a very effective preprocessing chain for compensating illumination variations in face images. It is composed of gamma correction, difference of Gaussian (DoG) filtering, masking (optional) and equalization of variation. This approach has been very successful in LBP-based face recognition under varying illumination conditions. When using it for the basic LBP, the last step can be omitted due to LBP's invariance to monotonic gray scale changes.
In many recent studies edge detection has been used prior to LBP computation to enhance the gradient information. Gradient images are more insensitive to lighting variations than the original images. Perhaps the first one was Yao and Chen (2003) proposing local edge patterns (LeP) to be used with color features for color texture retrieval. In LeP, the Sobel edge detection and thresholding are used to find strong edges, and then LBP-like computation is used to derive the LeP patterns.
Li et al. (2010) presented an approach based on capturing the intrinsic structural information of face appearances with multi-scale heat kernel matrices. Heat kernels perform well in characterizing the topological structural information of face appearance. Histograms of local binary patterns computed for non-overlapping blocks are then used for face description.
Also other types of preprocessing have been applied with LBP, including wavelets and momentograms, as described in sections
Multiscale analysis and Combining local and global information.
Neighborhood topology and sampling
One important factor which makes the LBP approach so flexible to different types of problems is that the topology of the neighborhood from which the LBP features are computed can be different, depending on the needs of the given application.
The extraction of LBP features is usually done in a circular or square neighborhood. A circular neighborhood is important especially for rotation-invariant operators. However, in some applications, such as face recognition, rotation invariance is not required, but www.ee.oulu.fi/research/imag/lbp/LBP_surveyReport.htm of the two patches is more similar to the central patch. The code produced will have S bits per pixel. In FPLBP, two rings centered on the pixel were used instead of one ring in TPLBP. Thresholding and encoding A drawback of the LBP method, as well as of all local descriptors that apply vector quantization, is that they are not robust in the sense that a small change in the input image would always cause a small change in the output. LBP may not work properly for noisy images or on flat image areas of constant gray level. This is due to the thresholding scheme of the operator Instead of using the value of the center pixel for thresholding in the local neighborhood, other techniques have also been considered. depicts an example of splitting a ternary code into positive and negative codes. according to two thresholds (T1 and T2). A quinary code can be split into four binary LBP codes.
A downside of the methods using one or two thresholds is that the methods are not strictly invariant to local monotonic gray level changes as the original LBP. The feature vector lengths of these operators are also longer.
A soft three-valued LBP using fuzzy membership functions was proposed by Ahonen and Pietikäinen (2007) to improve the robustness. In soft LBP, one pixel typically contributes to more than one bin in the histogram. An extensive study on generalized fuzzy LBPs was carried out by Katsigiannis et al. (2013) . A disadvantage of the fuzzy methods is their increased computational cost. estimation technique to effectively model the probability distribution of local patterns in the pixel process. Ylioinas et al. (2013b) adopted a related method for image appearance description. Compared to the standard LBP histogram statistics where one labeled pixel always contributes to one bin of the histogram, the proposed method exploits a kernel-like similarity function to determine weighted votes contributing several possible pattern types in the statistic. As a result, the method yields a more reliable estimate of the underlying LBP distribution of the given image, providing improved performance especially for small-sized samples.
Trefny and Matas (2010) proposed two encoding schemes, which are complementary to the standard LBPs and also invariant to monotonic intensity transformations. The binary value transition coded LBP (tLBP) is composed of neighbor pixel comparisons in clockwise direction for all pixels except the central, encoding relation between neighboring pixels. Direction coded LBP (dLBP) is related to CS-LBP operator, but uses also center pixel information for encoding. Intensity variation along each of the four basic directions is coded into two bits. The first bit encodes whether the center pixel is an extreme point and the second bit encodes whether difference of border pixels compared to the center pixel grows or falls. The optimal scale of each pixel is adaptively selected based on the scale space derived by the Laplacian of Gaussian, and used to determine the radius of the scale-adaptive texton. Different pixels have different optimal scales, resulting in scale invariance. The subuniform patterns of each uniform pattern are defined to improve the discrimination, and the circular shift LBP histogram is computed to obtain rotation invariance.
Considering co-occurrences
Recent studies show that encoding co-occurrences of local binary patterns can significantly improve the performance. Co-occurrences can be considered in different ways, within the same LBP operator, between adjacent operators, or at region level. Handling color LBP has also been widely applied to color images. To describe color and texture jointly, opponent color LBP (OCLBP) was defined in (Mäenpää & Pietikäinen, 2004) . In opponent color LBP, the operator is used on each color channel independently, and then for pairs of color channels so that the center pixel is taken from one channel and the neighboring pixels from the other. Opposing pairs, such as R-G and G-R are highly redundant, so either of them can be used in the analysis. In total, six histograms (out of nine) are utilized (R, that the approach has a competitive performance and higher speed than existing detectors. 
Feature selection and learning
It has been shown by many studies that the dimensionality of the LBP distribution can be effectively decreased by reducing the number of neighboring pixels or by selecting a subset of bins available. In many cases a properly chosen subset of LBP patterns can perform better than the whole set of patterns.
Rule-based selection
Already the early studies on LBP indicated that in some problems considering only four neighbors of the center pixel (i.e. 16 bins) can provide almost as good results as eight neighbors (256 bins). Mäenpää et al. (2000) showed that a major part of the discriminative power lies in a small properly selected subset of patterns. In addition to the uniform patterns they also considered a method based on beam search in which, starting from one, the size of the pattern set is iteratively increased up to a specified dimension D, and the best B pattern sets produced so far are always considered.
Smith and Windeatt (2010) used the fast correlation-based filtering (FCBF) algorithm to select the most discriminative LBP patterns.
FCBF operates by repeatedly choosing the feature that is most correlated with a given class (e.g. person identity in case of face recognition), excluding those features already chosen or rejected, and rejecting any features that are more correlated with it than with the class. As a measure of correlation, the information-theoretic concept of symmetric uncertainty is used. When applied to the LBP features, FCBF reduced their number from 107,000 down to 120. Other methods Ren et al. (2013b) found that most existing approaches rely on a pre-defined LBP structure to extract features and that those structures can be generalized as the patterns constructed from the binarized pixel differences in a local neighborhood. Instead of using a predefined structure, they learn binarized pixel-difference patterns (BPP), casting the BPP structure discovery as a feature selection problem, which is solved via incremental minimal-redundancy-maximal-relevance (mRMR) algorithm. The method outperformed existing methods (e.g., CENTRIST (Wu & Rehg, 2011) ) in two scene recognition problems. From the observation that LBP is equivalent to the application of a fixed binary decision tree, Maturana et al. (2010) proposed a new method for learning discriminative LBP-like patterns from training data using decision tree induction algorithms. For each local image region, a binary decision tree is constructed from training data, thus obtaining an adaptive tree whose main branches are specially tuned to encode discriminative patterns in each region.. Among the drawbacks of the proposed decision tree LBP (DT-LBP) is the high cost of constructing and storage of the decision trees especially when large pixel neighborhoods are used.
Other methods inspired by LBP
LBP has also inspired the development of new effective local image descriptors related to LBP. In (He at al., 2013) , texture images are first decomposed by the shearlet transform, followed by construction of local energy features.
These are then quantized and encoded to be rotation invariant. The energy histograms accumulated over all decomposition levels 
Spatiotemporal and other domains
Variants of spatiotemporal LBP
High success of spatiotemporal LBP methods in various computer vision problems and applications has led to many other teams investigating the approach and several extensions and modifications of Spatiotemporal LBP have been proposed to increase its robustness and discriminative power. Instead of computing the ordinal contrast with respect to any fixed value such as that at the center pixel or the average intensity value, it computes the pairwise ordinal contrasts for the chain of pixels representing the circular neighborhoods starting from the center pixel.
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Then it was extended for dynamic texture analysis by extracting the LOCP in three orthonormal planes to generate LOCP-TOP.
Together with LDA, it's performance of mouth-region biometrics in the XM2VTS database received good results. A local spatiotemporal directional descriptor was proposed for speaker identification by analyzing mouth movements . The movements of mouth regions are described using LBPs and intensity contrast from six directions in three orthogonal planes. In addition, besides sign features, magnitude information encoded as weight for the bins with the same sign value was developed to improve the discriminative ability. Moreover, decorrelation is exploited to remove the redundancy of features.
Experimental results on the challenging XM2VTS database showed the effectiveness.
LBP in other domains
Analysis of depth and 4D images
Research on LBP variants for depth (range) images has focused on applications in face analysis. In most of the early papers, the depth values were first interpolated onto a regular grid, and then a more or less ordinary 2D LBP approach was applied to the intensity The use of LBP for analyzing 1D signals has not been much studied, but has potential for a large number of novel applications, as the recent examples presented above demonstrate. In these works quite primitive LBP-based analysis was used both for 1D signal analysis and for 2D analysis of spectrograms derived from 1D signals. Borrowing ideas from the recent developments in spatial domain LBP variants could lead to much more powerful methods. The results on analyzing 2D spectrograms also suggests that LBP variants could be very useful in a wide variety of applications of exploratory data analysis, in which relations between neighboring data elements should be considered.
With the introduction of Kinect and emerging more accurate sensors for depth sensing, the interest on processing depth images (3D) and depth image sequences (4D) has been growing, with applications, e.g. in action and gesture recognition, face recognition, and recognition of facial action units. Some LBP variants for depth images have been developed especially for face analysis, but research on 4D data is largely unexplored. There is also much space for new developments in 3D volume image analysis widely used in medicine. Simple 3D variants of ordinary LBP have provided very promising improvement, but much more could be possible with more sophistigated solutions.
The databases used for comparing texture descriptors should be reconsidered. A good practice in some recent papers is to use both texture and face databases, as well as datasets from other application domains. www.ee.oulu.fi/research/imag/lbp/LBP_surveyReport.htm problem with most of the used texture databases is that the best methods currently obtain over 95% accuracy. KTH-TIPS-2 represents a more difficult problem in this respect. It would be valuable to have extensive benchmarks with challenging databases for the most promising variants, as was done for texture retrieval in (Doshi & Schaefer, 2012 ).
Conclusions
Due to its advantages, i.e., flexibility, invariance to monotonic gray-level changes, and computational simplicity, LBP is a very powerful descriptor to represent local structures in images. A large number of variants have been designed aiming to obtain improved performance and/or robustness in one or more aspects of the original LBP. We have divided the extensions and modifications into ten categories and introduced some representative variants in each of them.
A number of new effective local image descriptors, including Local Phase Quantization (LPQ), Patterns of Oriented Edge Magnitudes (POEM) and Local Energy Patterns (LEP), have also been inspired by LBP. They provide the ability, e.g. to deal with blur or noise, and can be jointly used with LBP to complement each other.
Even though it is commonly agreed that multi-scale analysis and joint use of complementary descriptors can improve the performance, a downside is the large dimensionality of the produced feature vector. To obtain a small set of the most discriminative LBP-based features, different feature selection and learning strategies were also discussed. Extensions of LBP to spatiotemporal domain extend the applicability of LBP from static images to dynamic video sequences. Different variants of the original spatiotemporal LBP were introduced.
Moreover, the future challenges of LBP were discussed. Among these are an improved robustness to view, scale and lighting variations, optimization of different stages of feature computation, and combinations of different descriptors. There is also need for further research on problems such as spatiotemporal LBPs and analysis of 1D signals, depth and 3D volume images, and 4D depth image sequences.
