Abstract-Unmanned Aerial Vehicle "UAV" networks are rapidly evolving towards real world effective applications. Major research arenas are being motivated by industry activities in this domain, which demand for rapid exploitation of tremendous advantages of UAV networks. Routing is one of the most important functionalities in such networks. Based on channel characteristics, several factors play important roles in defining the best route for each node with its neighbors, which shall be set dynamically in real time. In this paper, we propose a computation of the required cost function for building the routing table; this cost function is strongly related to the transmission quality factor of the channel. We show the simplicity of our proposed method compared to Bit Error Rate "BER" calculation, together with an evaluation and assessment using simulation. 
I. INTRODUCTION
Remarkable progresses and increased improvements in the Unmanned Aerial Vehicles (UAV) technology paves the way for UAV networks to play an important role in a lot of applications. This involves any application that needs to perform complex mission in areas humans cannot reach, either because of safety issues (like working within a radioactive cloud), or other issues related to human beings (like working over enemy places) [1] - [3] . Besides, a lot of recent researches give a great interest to the communication channel between network nodes as it has a great effect on the whole network throughput [4] , [5] .
One of the most important challenges in UAV networks is to maintain proper communication between the network nodes in order to perform the desired missions. Data to be transferred includes two types. The first type is sensor data which should be transferred to the base station (control center). Communication requirements here depend on data type, for instance, live video requires high data rates, minimal delay, with some fault tolerance [6] , [7] . The second type of data consists of C2 messages which include telemetry and control data. This data have low bandwidth requirements, but must be transferred with minimal delay and minimal error in order Manuscript received July 15, 2015; revised March 23, 2016. to maintain the required reliable operation of the network. We can see that the most important metric to judge the link, and so the total behavior of the network, is the Bit Error Rate (BER), this is used with most communication systems as the best way to compare between them [8] . As the transferred signals travel between radio modules over wireless channel, then the quality of the channel, and so the BER, is fundamentally related to the strength of the signal at the receiver compared to noise and interference in the environment, or Signal to Noise Ratio (SNR) [8] .
In UAV networks and at each node we need to determine the best neighbor in order to forward current data. This information should be routed along links with sufficient capacities in order to ensure the arrival of the information to its destination with acceptable BER, as it is a fundamental requirement for the proper operation of the whole network. In order to ensure that we usually use a routing protocol that is consistent with distributed multi-UAV architecture. Current UAV networks use two kinds of algorithms, the shortest path routing mechanisms, such as the Ad hoc On-Demand Distance Vector (AODV) [9] and the Reactive-Greedy-Reactive Routing (RGR) which is the newest and depends in its work on AODV [10] . Both kinds and their related protocols need a cost metric in order to build the routing tables, this metric should be well defined in order to distinguish between different routes (which are radio links) and select the best at each node or relay. Because of that a lot of researches had been conducted in order to find a general formula for the cost function in UAV networks [11] . A contribution of this paper is that it presents a general closed form for the transmission quality factor of the cost function where it could be used in any routing algorithm as a metric for building the routing tables.
In Section II we present the best communication channel model for UAV networks taking into consideration all the parameters that could affect the communication between the network nodes. Section III shows the complexity of calculating the BER directly from the channel parameters, and the problems of BER estimation algorithms, so it is better to find another way to qualify the routes between network nodes. In Section IV we present the proposed transmission quality factor. In Section V we give a simulation (using MATLAB) that simulates the communication channel between any two nodes within the network, this simulation is required in order to find the weights of the proposed transmission quality factors depending on the system parameters such as the path loss exponent, noise floor, modulation type, modulation order and others. Finally in Section VI we present the ongoing work and future aspects.
II. CHANNEL MODEL
UAV network needs an appropriate cost function to be used by the routing algorithm and other computation components to find the best link between each node and its neighbors. The cost function may contain several factors according to the environment, the topology, and the size of the network. Among those factors, we are concerned by the transmission quality factor because it gives an indication about which link is the best according to the BER at the receiving node. Other factors may concern load of the destination node, capabilities of the destination node, importance of the payload, and others. Since the BER increases when the SNR decreases, we have to relate the transmission quality factor directly to the SNR. However, this factor cannot be determined without a channel model. In this section we propose a channel model of a general UAV network that involves both the large-scale fading model and the small scale one.
A. Simplified Path Loss Model
This model incorporates several factors which take into consideration the main issues that should be included when researching the path loss in a system, such as the path loss exponent, the noise density, the distance and others [8] . By combining this model with a model which considers obstacles and their effects, and calculating the parameters of the model depending on the communication conditions in UAV networks, we can produce a suitable combined model to be used for UAV networks.
The following formula gives the relation between the power of the received signal and the distance according to the simplified path loss model [8] :
where k is a dimensionless constant that depends on antenna characteristics and the average channel attenuation, d is the distance between the two communicating nodes, P t is the transmitter power,  is the path loss exponent, and d 0 is a reference distance for the far field of the used antenna. In outdoor environments d 0 could be between 10 and 100m. In case we have to calculate the cost between two nodes, each of them is with different communication system, we have to use the lowest transmission power (P t ), in that case we take the worst SNR value, this is actually needed in the positioning phase where the communication cost between two nodes is calculated in order to find the best place for one of them, so each of them could be in transmitting mode or in receiving mode [12] . During the routing phase and task allocation mode we only consider the power of the transmitting node as we need to calculate the SNR value at the receiving node [11] .
Usually k is the path loss gain at the distance d 0 when we use omnidirectional antennas (this is the case of UAV nodes), so we can write the following formula for k [8] :
where  is the operating wavelength. This assumption is supported by the empirical data of the free space path loss at distance 100m presented in [13] .
The value of  ranges from 2 to 6 for outdoor environments [8] , where it equals 2 in free space (assuming there is a line of sight between the communicating nodes). It depends on several factors [8] , [13] : the heights of the two communicating nodes, the situation of the ground (flat or not), quantity of particles in the air, atmospheric conditions, the volume of obstacles within the communication channel environment and others.
Usually it is assumed to be equal to 4 if we cannot estimate its value, where it is better to use empirical methods to estimate its value as these methods take into consideration the used frequency and antenna heights [13] .
B. Shadowing
Shadowing model is used to describe the shadowing phenomenon that is resulted from scatters which may exist within the communication channel between network nodes. This model can be combined with the path loss model in order to get a suitable model for the channel. It has been proved that this model is accurate in modeling the received power variations that occur in outdoor radio propagation [13] . According to this model the received signal power (P r ) relative to a reference power (P reff ) is a random variable (z=P r /P ref ) whose probability density function could be written as:
where ≥ 0,  ln( ) is the mean value of ln(z), and ln( ) is the variance value of ln(z). Using (3), the ratio () of the transmitted power (P t ) to the received power (P r ) "=P t /P r " is a random variable whose distribution is log-normal and can be expressed as [8] :
where  > 0, =10/ln10, and  dB =10log,   is the mean value of  dB , and  is the standard deviation of  dB .
The shadowing phenomenon of the channel can be described by the determination of the mean and the variance of  dB . Using empirical measurements, the mean is the path loss which is calculated empirically, this is because the average of the attenuation caused by shadowing was encountered within the measurements, while using the analytical models the average should contain both the path loss and the mean of the attenuation caused by obstacles that may block the signal within channel. Most empirical studies show that the standard deviation  will be between 4dB and 13dB [8] , [13] - [16] . Using a change of variable we obtain:
which is the PDF "Probability Distribution Function" of a normal random variable with an average   and variance  2 . ( > 0).
C. Rician Fading
It is one of the statistical models which is used when the number of paths is very large or when the geometry and the characteristics of the channel is not well known but there is always a line-of-sight path between the communicating nodes [8] . Rician fading is used to model the small scale fading which occurs to the received signal. This model is used in UAV systems in order to model the small-scale fading in the channel [4] , [5] , [17] - [20] . This is because we assume that the line of sight component exists almost always (the system should be designed to guarantee this feature). However, the values of the factors of this model change in different situations depending on the strength of the line of site component compared to other paths [17] , [19] . A term describing this fading phenomenon should be added to the channel model. The probability distribution function of the envelope of the received signal in rician fading channels is given by the formula [21] :
where r0, A is the amplitude of the dominant component,  is the standard deviation of the component I or the component Q of the received signal (assuming equal standard deviation for both of them), I 0 (.) is the modified Bessel function of type 1 and order 0. Rice factor is given by the formula:
where it is the ratio between the power of the line of sight path and the average power of the other paths. In UAV systems this factor is usually between 5dB and 15dB, and it changes with the flight phase of the UAV [4] , [19] . The average power of the received signal in Rician channels can be calculated using the following formula:
The amplitude A of the dominant component and the variance 2 of the I and Q components can be written as a function of the rice factor and the average received power as follows:
Then the probability distribution function of the received signal amplitude in rician fading channels can be expressed as:
where r0. The probability density function of the instantaneous signal to noise ratio per symbol 0 is distributed according to a non-central chi-square distribution given by [22] :
where ̅ 0 is the average signal to noise ratio per symbol.
Knowing the ratio of the energy per symbol (E s ) to the one-sided noise power spectral density (N 0 ), the instantaneous and average received signal to noise ratio can be calculated as follows [22] :
where  is the fading amplitude.
D. Combined Channel Model
According to the models above, the received signal in UAV networks will suffer from three phenomena: The first one is the attenuation caused by the loss of the path between the transmitting node and the receiving nodes. This is determined by the simplified path loss model. The second phenomenon is the large scale fading caused by shadowing which is a random process with a log-normal distribution. The small scale fading caused by the multipath components which is a random process whose distribution is Rician. Fig. 1 shows the variation of the received signal strength as a function of distance between the transmitting node and the receiving node. This figure was plotted using a MATLAB simulation for the communication channel of the UAV network and using the parameters in Table I . In this simulation we used a BPSK un-coded modulator at the transmitting side (most simple one), and we assumed that the used bitrate is 20Mbps (this is the value in most compressed video systems used in UAVs). Besides, we considered that the maximum speed of the node is 200Km/hour (the case of medium size UAV). So, the mean value of the shadowing random process can be formulated by the path loss value, but the received power should be expressed in dBm, which means that it is sufficient to add a random variable with zero mean value to the path loss in order to include the shadowing effect. Also, another random variable should be added in order to consider the effect of Rician fading. Thus, the ratio of the received power to the transmitted power can be formulated as follows:
where k is considered in (2),  dB is a zero mean random variable with a normal distribution and whose variance is  2 , and  is the contribution of rician fading whose factor is K r (from (7)) in the power formula.
III. BIT ERROR RATE

A. BER Calculation
Bit Error Rate (BER) is the performance criterion that is most revealing about the nature of the system behavior and the one most often illustrated in documents containing system performance evaluations; thus, it is of primary interest to have a method for its evaluation that reduces the degree of difficulty as much as possible [8] .
In order to find the BER formula, we have to determine the probability density function "PDF" of the composite Multipath/Shadowing fading that occurs within the channel between nodes. In our case the distribution is shadowed Rice as we have a Rician small scale fading. The shadowed Rice model was originally proposed by Loo [23] , and then it has been validated over various frequency bands such as the ultra-high frequency "UHF" band [24] , L-band [24] , [25] , S-band [26] , and Ka-band [24] . According to Loo's model, the total probability density function of the amplitude r is given as below:
where r 0, ( | ) is the probability density function of the envelope (rice distribution) for constant dominant component amplitude, and ℎ ( ) is the log normal probability density function. Using (3) and (6), the previous equation could be written as follows: The complexity of Loo's model probability density function makes it so hard to be analyzed. Another shadowed Rice model has been proposed in [27] , where the amplitude of the LOS is characterized by the Nakagami distribution and the amplitude of the multipath components is characterized by Rayleigh distribution. It has been shown in [27] that this model provides a similar fit to the experimental data as the Loo's model but with less calculation complexity. According to this model the probability density function of the fading amplitude is given by [22] : ) (18) where r 0, m is a parameter ranging from 0 to infinite and related with the shadowing variance and mean,  is the average power of the line of sight (specular) component, and 1 1 (. ) is a confluent hyper-geometric function [28] . The fading power associated with this model had been shown in [22] to be as follows: The relation between the shadowing parameters (mean and variance) and the factor m has been given in [27] as follows:
where (. ) and ′(. ) are the psi function and its first derivative respectively [29] ,  and 0 are the mean and standard deviation of the lognormal distribution respectively. The relation between the shadowing variance ( 0 2 ) and  2 can be found as follows:
It is clear that this model is simpler than the Loo's model, but it is still complex to be analyzed, especially when we try to find the BER relation for the used modulation type. In order to find the BER first we have to find the probability density function of the instantaneous signal to noise ratio per symbol. Denoting the ratio of the energy per symbol (E s ) to the one-sided noise power spectral density (N 0 ) as ̅ , then using (13) we have:
And so we can find the SNR PDF using (19) as follows: 
where 0.
The Moment Generation Function "MGF" could be expressed as follows [30] :
where (.) is the mathematical expectation.
The average symbol error probability "SEP" is related to the used modulation and the previous MGF [22] . For the M-ary phase-shift keying "MPSK" modulation we can find the SEP using the following equation [30] : = 
where: 
and M is the modulation order.
Other modulation types will have more complex equations. It is clear that the previous equations are too complex to be implemented on boards; also the required computational duration will add a non-acceptable delay that may affect the performance of the whole system.
B. BER Estimation
Instead of calculating the exact BER at the board of a node, which is very difficult and produces non acceptable delay, most researches tend to estimate the BER values depending on some parameters. There are several methods in literature to estimate the BER. The most straightforward one is which is called the brute-force method [32] . By this method we have to decode and reencode the received symbol stream. In order to have a correct decoded stream at the output of the decoder, the decoder should be powerful enough and the bit stream shouldn't be totally corrupted. By re-encoding the same decoded stream we get a reference symbol stream. Comparing the received symbols with the reference symbols we could obtain a measure for the BER. It is clear that this method is time and resource consuming and is not suitable for efficient implementation especially in UAV networks where both the time and size are critical resources.
Other estimation methods in the literature are characterized either posteriori methods or priori methods according to the position of the estimation relative to the demodulation, where the posteriori methods estimates the bit error rate before the demodulation stage, and the priori methods do the estimation after the demodulation process. Priori methods consider the knowledge of the channel which is done using channel estimation methods. Posteriori methods estimate the BER without this need and this is the reason behind preferring them in most systems. Most of the posteriori methods depend on the estimation of the probability density function of the received signal [33] , [34] , which is also so complicated to be adapted on boards. Other methods use indirect BER estimation using other radio link metrics, such as the Signal to Interference Ratio "SINR" [35] , they are considered as less resource consuming but the accuracy of the estimation is low in some cases. Some BER estimators depend on the design of the decoder where estimation metrics are collected during the decoding process [36] , [37] , this kind of estimators suffer from both complexity and delay.
The transmission quality factor, discussed in the next chapter, is a simple formula that is proportional to the BER criterion and could be easily evaluated on the board of network nodes.
IV. TRANSMISSION QUALITY FACTOR
A. Introduction
In order to build a factor that describes the transmission quality at each node, we need to consider all the factors that may affect the propagation of the signal between nodes. According to the channel model in (15), the main factors are: the path loss exponent and the distance between the two communicating nodes, the rice factor, and the shadowing standard deviation. According to these factors, a closed form equation that describes the transmission quality for different values of the channel parameters is presented in this section.
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In [38] a study of the positioning problem is made. Within, the transmission quality factor depends on the simplified path loss model only. However it considers the fading by adding other factors related to the geometry of the obstacles. The author added a factor which is related to the ratio between the volumes occupied by the obstacles to the total volume of the communication where they define this volume as the volume of the sphere where you can receive the signal of the transmitter with the minimum accepted BER. In this case three problems exist. The first one corresponds to the mathematical calculation of these volumes which needs a great amount of processing gain on the boards. The second problem concern the prior known of the positions of obstacles within the coverage area. The third problem relates to the reality that we can find more than one distribution for the obstacles with the same volume but with different effects on the transmission quality. Another term the author has used to consider the effects of obstacles is related to the minimum angle between obstacles, which is also has the same problems as the previous factor.
In [11] a study for the dynamic task allocation had been made, it considers only the shadowing factor together with the path loss effect, without taking into consideration the effect of the Rician factor. Table II shows that we can find more than one case with the same path loss and shadowing standard deviation but the BER is different as the Rician factor is different, which means that the quality of the received signal will be different. On the other hand we can find cases where the BER is the same for equal distances but different shadowing standard deviations, this is because of different Rician fading situations, see Table III , which means that these cases are identical and should not be considered different because of the difference in shadowing standard deviation, we have to find other factors to distinguish between them. The same thing with different path loss (different distances) and the same shadowing standard deviation, where we may have the same quality because of different Rician fading situations, see Table IV . So, as the previous results show, we cannot neglect any of the channel parameters within the quality factor formula, especially that most UAV networks topology require close distances between nodes and so we have to decide about the best route depending on the other two parameters.
From that point of view we tried to propose a factor that takes into consideration all the three effects and give the best route whatever the situations were. This could be done by adding the term calculated for each channel parameter especially that in UAV networks the differences that could exist between the communication channels between each node and its neighbors are within a small range of variation. For example, the distance between a node and each of its neighbors will be tens of kilometers not more, it depends on the application. In order to add the terms together, they should be of the same range, thus normalizing should be done first and then a weight for each term should be included in order to consider the effect percentage of each term relative to the other two terms.
B. Path Loss Term
As we have mentioned before, the transmission quality depends on the Signal to Noise Ratio (SNR) which is the factor that determines the BER at the receiving side, so we will consider the path loss effect on the BER by taking the ratio between the mean power of the received signal (P m ) which is the transmitted power after being multiplied by the path loss and the noise power at the receiver side. From (1) and (2) this term could be written as:
where 0 2 is the power spectral density of the environment noise and W is the signal bandwidth.
This term is deterministic and it is inversely proportional to the transmission quality, thus we can write the first term of the transmission quality factor as follows:
where A 1 is a constant that is used to normalize this term to be at the same range of the other two terms within the transmission quality factor, a 1 is a constant that is used to make this term values start from the same start point of the other two terms. Considering the minimum value of each term to be null, which is the most logical value for such factors, and so
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©2016 Int. J. Electron. Electr. Eng. the minimum value of the total transmission quality factor is 0, then a 1 will be the inverse of the maximum value of (38) . This could be reached when d=d min where d min is the distance from the transmitting UAV where the received signal could be considered without errors (which means that the BER is so small and negligible and the communication could be considered totally reliable). We could be written as follows:
And we can rewrite (39) to be as follows:
Suppose that we want to normalize each term to be within the range [0, M] where M is the maximum value for each term in the transmission quality factor equation, then A 1 should be equal to M divided by the maximum value of (41). The maximum value could be reached when d=d max where d max is the maximum communication distance (beyond d max we consider the communication is impossible because the received signal strength will be below the receiver sensitivity). We will calculate d max in Section (IV.F). Then A 1 can be expressed as:
Then, equation (39) can be written as:
If the distance between the two nodes is less than d min then the path loss term should not be included within the transmission quality factor, where if the distance is more than d max then the value of the transmission quality factor should be considered as infinite because the communication is impossible.
C. Shadowing Term
The second phenomenon that will affect the BER value is shadowing. This effect is random and we can describe it using the shadowing standard deviation  . As increasing this value will make the communication worse, and so the communication cost should be higher, then the transmission quality factor term should be directly proportional to the shadowing standard deviation.
According to Section (II-B), we have seen that the shadowing standard deviation will have its values within the interval [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] dB. Using the same discussion as in the previous part we could write the second term as follows:
D. Rician Term
The third phenomenon that will affect the BER value is the Rician small scale fading, this effect is random and its effect can be described using the rice factor . As increasing this value will make the communication better, and so the communication cost should be smaller, then the transmission quality factor term should be inversely proportional to the Rice factor.
According to Section (II-C), we have seen that the Rician factor will have its values within the interval [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] dB. Using the same discussion as in the previous part we could easily write the second term as follows:
E. General Form of the Transmission Quality Factor
In order to formulate the general form of the transmission quality factor we can add the previous three terms together. However, some terms could affect the quality of the transmission more than others and so we have to weigh the terms in order to consider such situations. On the other hand we have to take into consideration the cases where the path loss is negligible and the cases where the communication should be considered as impossible even if there are terms with good values, as in the case where shadowing is near 4dB but the distance is more than d max . According to this discussion we can write the transmission quality factor as follows:
where W 1 , W 2 , and W 3 are the weights of the three terms and they could be determined practically or by simulation as they may depend on the system parameters such as the modulation used, the modulation degree, the path loss exponent value, the noise spectral density, the used frequency and bandwidth, in addition to the range of distances between the nodes.
F. Calculating d min and d max
The value of d max corresponds to the maximum communication distance. This means that we cannot make any communication beyond this distance even if there is no fading or shadowing. When we reach this distance the received power will be equal to the receiver sensitivity, and so:
Then, d max can be found as:
In order to find d min we need to determine the distance between the communicating nodes that causes negligible BER. This means that the received power is sufficient to consider the BER as negligible. We will call this power A simulation is done using the SIMULINK utility provided by MATLAB. Within, we consider the Rician fading channel model and a random Gaussian is used to add the shadowing effect to the received signal power. In addition, the value of N 0 is modeled by an AWGN channel component. The simulation parameters are given in Table V .
We studied a special case where the distances between different nodes are about 10Km. As we have mentioned before, the line-of-sight between each node and its neighbors is ensured during the positioning phase. The volume and distribution of obstacles between nodes may vary, and so both the shadowing standard deviation and the Rician factor may vary. We need to find the weights of each term so that a node can decide about the best route each time it needs forwarding data. Fig. 2 "straight line" shows how the Transmission Quality factor changes with the BER for some combinations of the channel parameters; this is before calculating the weights W 1 , W 2 and W 3 , the dashed line shows the graph that we should have in order to get a correct relation between the transmission quality factor and the BER.
The transmission quality factor should be changed in the same manner as the BER; there are several points that destroy this relation (indicated by circles at the figure). It is clear that we have to find the weights that make the transmission quality factor follows the BER with its changes, where this means that the relation between the transmission quality factor and the BER should be close to the dashed line in Fig. 2 ; and so it really describes the quality of the channel as BER does. In order to do that we have to find the parameter that should affect more in the transmission quality equation in order to make it behaves linearly with the BER. So, we have to look at parameters values of those points and their neighbors. For example, the point just before point (P) has the parameters (d=10Km, K=10dB,  = 6.5dB) while the parameters of point (P) are (d=10Km, K=15dB,  = 6.9dB ). Actually, upon moving from the first point to the second one, the BER is increased, while the value of the unweighted transmission quality factor is decreased, in order to change the behavior of the transmission quality factor and make it increases as the BER increases, we have to increase the weight of the parameter that increases its value. Looking at the previous values we find that the shadowing effect became worse, which makes the transmission quality factor increases, while the Rician effect became better, which decreases the value of the transmission quality factor, the distance will not affect here as it has the same value for both points, so we have to give more weight to the shadowing factor in order to make the final effect of the two parameters worse and so the transmission quality factor increases as the BER does. The other points give the same result, which means that we have to give the shadowing factor more weight than the rician factor. With the aid of a computer program we find the best weight that leads us to the wanted relation between the TQ and the BER. Figure 2 . Relation between the transmission quality factor and BER with unity weights. Figure 3 . Relation between the transmission quality factor and BER after finding the weights. Fig. 3 shows the relation between the transmission quality factor and BER after finding the weights for our International Journal of Electronics and Electrical Engineering Vol. 4, No. 6, December 2016 special case. It is clear now that we can depend on our function to evaluate the quality of the channel and so choosing the best route each time a node needs to forward its data to another node.
By specifying the weights, the transmission quality factor is directly proportional to the BER, and this is what we need to differentiate between different routes.
VI. CONCLUSION AND FUTURE WORK
This paper presents a function that is needed in routing algorithms used in UAV networks in order to find the best route to forward the data from one node to another. It is also needed in positioning algorithms in order to find the best positions of the UAVs in a certain area according to the reliability of communication between them. The proposed function includes all channel parameters that may affect the transmission quality (distance between communicating nodes, path loss exponent, noise density, Rician factor, and shadowing standard deviation). Thus, any two different channels situations will have different transmission quality values which represent the real situations and give the best route effectively. Weights could be determined by simulation for each individual case in order to give the exact function model for such a case, where their values may vary between cases of the same network and same environment, thus they could be functions to other parameters to be found. The proposed function could be easily implemented on nodes boards; this makes it easier and more efficient that calculating the BER directly or estimating it using one of the BER estimation methods.
Further work is underway to enable each node to estimate unknown or changing communication environment parameters such as the path loss exponent, the shadowing standard deviation, the Rician factor, and the noise density using online network measurements. These values can be then updated in the transmission quality equation to calculate the communication cost dynamically.
Future work will include finding a general form of the weight of each parameter that takes all the channel parameters into consideration. Then the transmission quality function can be used directly with any situation without the need for simulation to determine the weights. Also a study of the enhancement of dynamic task allocation and positioning algorithms after implementing the new cost function model is needed.
