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In this work, we study the dynamics of an atomic harmonically trapped large-spin Fermi gas
in one dimension (1D). We investigate the interplay of different collision processes. Coherent spin
oscillations, driven by spin-changing forward scattering are captured by a mean-field description
and scale linearly with density regardless of the dimension of the system. Conversely, “incoherent“
collision processes which e.g. lead to the damping of spin oscillations, behave differently. In the usual
three-dimensional (3D) case, the rate of incoherent processes increases faster with density than mean-
field effects, but in 1D it increases slower. This means, that in the 1D case, incoherent collisions
become more important at lower densities. We study these effects by deriving and integrating a
quantum Boltzmann equation. We demonstrate that the well known fact that in one dimension,
interaction-induced correlations become more dominant at low densities can be observed in far-from-
equilibrium spin dynamics.
I. INTRODUCTION
Ultracold atomic gases have distinguished themselves
by offering physicists access to clean, isolated quantum
many-body systems with a large degree of control. This
makes them ideal systems to study coherent many-body
dynamics and to address the question, whether and how
an isolated quantum many-body system thermalizes. An-
other feature of trapped quantum gases is the ability to
reduce the dimension of the gas by applying a strong
confinement along one or two axes such that arrays of
2D “disks“ or 1D “tubes“ [1, 2] can be created, which
are decoupled and can be described individually. This
makes it possible to study lower-dimensional systems,
which are expected to show different behavior from regu-
lar 1D systems, especially regarding interactions and cor-
relations [3, 4], with prominent examples the appearance
of a confinement-induced resonance [5] or the realization
of a Tonks-Girardeau gas [6, 7]. In addition, precise ex-
perimental control over magnetic fields and preparation
of complex spin configurations has promoted theoretical
and experimental studies of spinor dynamics and related
properties of large-spin fermions [8–16] and spin diffusion
effects in ultracold spinor gases [17–29].
In this paper we investigate spinor dynamics in a di-
mensionally reduced system, an ultracold 1D Fermi gas
with large spin. We focus on multicomponent systems
where interactions are not SU(N)-symmetric because of
differences in s-wave scattering lengths for different total
spin scattering channels [13], which leads to the pres-
ence of spin-changing collisions. Further, we consider a
weakly-interacting gas in an intermediate regime between
the hydrodynamic and collisionless cases. In such a sys-
tem, the leading interaction effect is two-body forward
scattering, where not only total kinetic energy is con-
served, but also the individual momenta of each atom
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involved in a scattering event. Such interactions can be
treated on a mean-field level, as they appear as coherent
processes on the single-particle level and therefore, the
effect of forward scattering is a phase shift. Also present
in our considerations are collisions induced by backward
scattering, where the individual momenta of particles are
changed so that these collisions appear as dissipative pro-
cesses on the single-particle level.
Dynamics induced by forward scattering can take the
form of spin rotations or oscillating population dynam-
ics in homogeneous magnetic fields [14, 30] or spin waves
and transport in the presence of inhomogeneous mag-
netic fields [17, 23, 25, 29] and can be described with a
mean field approach that results in a collisionless Boltz-
mann equation [22–24]. For such effects, dimensionality
only plays a role by rescaling the scattering lengths with
a factor depending on the ratio of trapping frequencies,
without a qualitative change in behavior under parame-
ter change. What we denote by collisions are scattering
events in which individual momenta of particles change.
In contrast to the forward scattering mentioned above,
such collisions appear as incoherent on the single particle
level and can be taken into account by adding a collision
integral to the Boltzmann equation. For spin dynam-
ics, collisions lead to damping of spin waves, damping of
coherent mean-field oscillations as well as long-time re-
distribution among spin states [15]. These effects are ex-
pected to behave differently for different dimension of the
system. It is a well-known fact that in 1D systems, cor-
relations are enhanced at low densities [31]. Similarly, in
this paper, we observe a relative increase of coherent pro-
cesses compared to incoherent ones when the density is
increased. Here, the collision rate has a sub-linear growth
with density and therefore grows slower with increasing
density than mean-field interactions. This behavior con-
trasts the one observed in 3D, where the growth of the
collision rate grows faster with the density than mean-
field interactions, up to the point that for very large den-
sities, collisions entirely block mean-field dynamics and
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FIG. 1. Spin oscillations of a spin 3/2 Fermi gas for weak and
strong magnetic fields. Top: B = 0.1G, the dynamics is dom-
inated by the non-linear mean-field term in Eq. (9). Bottom:
B = 1 G, the dynamics is dominated by the quadratic Zee-
man effect and features damped harmonic oscillations with a
single frequency and damping rate. In the remainder of this
paper, we consider this regime when extracting frequencies
and damping rates.
stabilize the system in an originally unstable spin config-
uration [14].
In this paper, we investigate the interplay between
mean-field dynamics and “collisions“ for a range of ex-
perimentally realizable parameters. As shown in Fig. 1,
we investigate coherent spin oscillations in a 1D gas, in a
regime where the amplitude is relatively small and hence
the oscillations are approximately harmonic with expo-
nential damping. The oscillation frequency provides us
with a measure for the strength of coherent mean-field in-
teractions, while the damping rate gives us a measure of
the collision rate. Our theoretical description is in terms
of a quantum Boltzmann equation for the single-particle
Wigner function of a multicomponent 1D Fermi gas in a
harmonic trap and homogenous magnetic field.
II. SYSTEM
In experiments, 1D quantum gases are created by ap-
plying a 2D optical lattice to a sample of atoms trapped
e.g. in an optical dipole trap. This optical lattice can be
tuned to be so strong that it splits the atom cloud into 1D
tubes that are not coupled, and the transversal confine-
ment can be considered harmonic with a frequency ω⊥.
If the condition ω⊥ > Nωx is satisfied, for a sufficiently
cold gas with temperature kBT  ~ω⊥ we can assume
all particles to occupy the transversal ground state, so
that we can treat the system as a Fermi gas in a one-
dimensional harmonic trap of frequency ω ≡ ωx. For an
arbitrary spin F and quadratic Zeeman splitting Q, we
describe such a system with the Hamiltonian
Hˆ =
∫
dx
∑
m
ψˆ†m(x)
[
~2∇2
2M
+
1
2
Mω2x2 +Qm2
]
ψˆm(x)
+
1
2
∫
dx
∑
klmn
Uklmnψˆ
†
k(x)ψˆ
†
m(x)ψˆn(x)ψˆl(x). (1)
The coupling constants Uklmn in the interaction part of
the Hamiltonian are given by
Uklmn =
∑
S,M
gS〈km|SM〉〈SM |ln〉, (2)
where 〈km|SM〉 denote the Clebsch Gordan coefficients
for a pair of spins with individual magnetic quantum
numbers k and m to form total spin {S,M}, and gS =
2~ω⊥aS is proportional to the s-wave scattering length
for this total spin S channel. The pre-factor 2~ω⊥ ap-
pears due to the transversal confinement [5].
III. KINETIC THEORY
We describe the time evolution of the system in terms
of the single-particle Wigner function
Wmn(x, p) =
∫
dy〈ψˆ†m(x+ y2 )ψˆn(x− y2 )〉, (3)
the phase-space representation of the single-particle den-
sity matrix. The Boltzmann equation for the time-
evolution of Wmn(x, p) is given by
d
dt
W (x, p) + ∂0W (x, p) +
i
~
[
QS2z + V
mf(x),W (x, p)
]
−1
2
{
∂xV
mf(x), ∂pW (x, p)
}
= C[W (x, p)].
(4)
It consists of a term ∂0 = p∂x/M − Mω2x∂p that de-
scribes the free motion in the trap, a commutator [, ] gov-
erning coherent spin dynamics induced by the quadratic
Zeeman effect and the mean-field potential Vmf, an anti-
commutator {, } describing spin-dependent forces, as well
as a collision integral C.
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FIG. 2. Dependence of the imaginary part of the on-shell T-
matrix Eq. (6) on the outgoing wave vector k′ in units given
by the trapping frequency ω (red line) over a range typical
for the systems we consider in this paper. For low s-wave
scattering length a, b→ 0 in 3D (green) and b→∞ (blue) in
1D, the asymptotic behavior differs. Consequently, the non-
forward scattering rate determined by the imaginary part of
the T-matrix has a different density behavior depending on
the dimension of the system.
As we present in more detail in the appendix, the in-
teraction terms in Eq. (4) are obtained by truncating the
Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hier-
archy for the many-body problem at the two-body level
and closing it by finding a suitable approximation for the
two-body density matrix in terms of single-body density
matrices, as well as performing a semi-classical gradient
expansion. The mean-field terms are originally the lead-
ing term of the collision integral, however it is convenient
to separate them and add them to the free motion side
of the equation. The mean-field potential
V mfmn(x) =
∫
dp
∑
kl
UklnmWkl(x, p) (5)
acts as a density-dependent correction to the trapping
potential and the magnetic field. The mean-field terms
arise from the real part of the T-matrix for low energy
two-body scattering, while the origins of the remaining
collision integral are the imaginary part of the T-matrix
and its square [32].
The T-matrix for a two-body collision at low energies,
T (~k′,~k) = 〈~k′|T |~k〉, is defined as the amplitude for two
scattering particles to transition from a state with wave
vectors {~k1,~k2} into one with {~k3,~k4} and in our case
only depends on the relative wave vectors ~k = ~k1 − ~k2
and ~k′ = k3 − k4. It has a different dependence on the
scattering length for different dimensionalities. If for the
moment we assume spin-independent scattering with a
single s-wave scattering length a, the on-shell T-matrix
has the form
T (~k,~k′) = A
b
1− i|~k′|b
. (6)
for both the 1D and the 3D case. It has the same depen-
dence on the length of the outgoing relative wave vector
~k′, related to the incoming wave vector by conservation of
total kinetic and quadratic Zeeman energy (on-shell con-
dition), but the other parameters A and B differ between
the 1D and 3D case. In 3D, A = (2pi)−34pi~2/M, b = a
and in 1D, A = (2pi)−12~2M, b = ω⊥a/~M . The
1D scattering length is inversely proportional to the
3D scattering length of the atoms confined in the one-
dimensional tube: a1D = ~(Mω⊥a)−1. The different de-
pendence on the scattering length for both expressions
means that in the weakly-interacting limit, the asymp-
totic behavior is
T (~k,~k′) =
1
(2pi)3
4pi~2a
M
(1 + ik′a+ . . .) (7)
in 3D and
T (k, k′) =
1
2pi
2~ω⊥a
(
1 + i~ak′Mω⊥ + . . .
)
(8)
in 1D, as depicted in Fig. 2. As a consequence, the colli-
sion rate will have a a different dependence on the den-
sity. In this paper we show, that different from the 3D
case [15], the growth of the collision rate with increas-
ing density is slower than the linear growth of mean-field
effects in accordance with the well known lore that in
1D, interaction-induced correlations become stronger for
lower densities.
The collision integral is given by
4Cij(r, p) =−
∫
dq
∫
dq′
∑
m2...m8
{[
T †im2m3m4(q, q
′)− T †m2im3m4(−q, q′)
]
[Tm5m6m7m8(q
′, q)− Tm5m6m8m7(q′,−q)]
×1
2
(
δ(Em7m8q − Em3m5q′ ) + δ(Eim2q − Em5m6q′ )
)
×Sm3m5m4m6(r, p− 12 (q − q′), p− 12 (q + q′))Wm7j(r, p)Wm8m2(r, p− q)
− [Tim2m3m5(q, q′)− Tm2im3m4(−q, q′)]
[
T †m5m6m7m8(q
′, q)− T †m5m6m8m7(q′,−q)
]
×δ(Em5m6q′ − Ejm2q )Sjm7m2m8(r, p, p− q)Wm3m5(r, p− 12 (q − q′))Wm4m6(r, p− 12 (q + q′)) + h.c.
}
, (9)
with its derivation detailed in the appendix. The colli-
sion integral is derived from the BBGKY hierarchy, which
we reduce first to a two-particle level but take into ac-
count three-body quantum degeneracy effects, where a
third Fermion can occupy and block an outgoing scat-
tering state [33]. Then, in order to obtain a closed ki-
netic equation for the single-particle Wigner function,
we approximate the two-particle density matrix as a
function of the single particle density-matrix and per-
form a semi-classical gradient expansion in phase-space
[15, 19, 32, 34–37].
In the collision integral, Eq. 9, we modify the T-matrix
to be explicitly spin-dependent,
Tm1m2m3m4(q, q
′) =
~
2piM
i|q′|
1− i|q′|2~2Mω⊥aS
×
∑
SM
〈m1m2|SM〉〈SM |m3m4〉.
(10)
The quantum degeneracy effects that arise from taking
into account two-body scattering in the presence of a
third particle appear in Eq. 9 as the shielding factor
Sijkl(x, p, q) = (δij −Wij(x, p)) (δkl −Wkl(x, q))
−Wij(x, p)Wkl(x, q). (11)
For spin-changing collisions, the Zeeman energy of a
pair of atoms changes which is taken into account by
the explicit spin dependence of single-particle energies
Eijq =
q2
2M +Q(i
2 + j2).
IV. SPIN DYNAMICS
We can solve equation (4) with the full collision integral
Eq. (9) numerically for various parameters and initial
spin configurations. The initial Wigner function at t = 0
we consider is given as
Wij(x, p) =
Mij
2pi~
1
exp
[
1
kBT
{
p2
2M +
Mω2x2
2 − µ
}]
+ 1
,
(12)
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FIG. 3. Magnetic field dependence of the damping rate of a
large-spin 1D Fermi gas. It shows that as expected, damping
rates are largely unaffected by the magnetic field, but due
to the general non-linear nature of the kinetic equation (9),
there is a slight dependence of damping rate on frequency and
amplitude.
where the phase space distribution is approximated by
that of a two-component non-interacting Fermi gas, and
the matrix with elements Mij is a spin rotation of a two
component mixture of hyperfine states states m = ±1/2
about the x-axis with an angle θ, which corresponds to
the application of an rf-pulse. The total particle num-
ber is given by N =
∑
i
∫
dx
∫
dpWii(x, p). In this pa-
per, we restrict ourselves to spin-nematic initial states,
which are easy to prepare experimentally by e.g. trap-
ping a gas of 40K atoms in a balanced mixture of hy-
perfine states |F = 9/2,m = ±1/2〉 and applying a spin
rotation via an rf-pulse [14]. The typical time-evolution
of such a state is shown in Fig. 1 for a model 4-component
(F = 3/2) system, where we use the scattering lengths
a0 = 119.9 aB a2 = 147.8 aB , Zeeman splitting and mass
of 40K [13]. The processes seen, coherent spin oscilla-
tions, damping and a long-term redistribution among the
spin states have been discussed, as well as their origins,
in Ref. [15], with a focus on the redistribution. Oscil-
lations are caused by spin-changing forward scattering,
a mean-field effect, whereas damping and redistribution
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FIG. 4. Density dependence of the damping rate of coherent
spin oscillations between spin populations of the m = ±1/2
and m = ±3/2 components in a 1D geometry. Different from
the 3D case, the damping rate shows a sub-linear growth with
density, related to the dominating large-k′ tail of the imagi-
nary part of the T-matrix shown in Fig. 2 and the different
density of states for a 1D harmonic trap. The inset shows the
bare mean-field oscillation frequency ωmf.
are collisional effects, captured by spin-conserving and
spin-changing terms of the collision integral Eq. 9, re-
spectively. Our trapping parameters are ω = 2pi×100Hz
and ω⊥ = 2pi × 20 kHz, such that for low temperatures,
we can assume transverse modes to be unpopulated.
We first investigate the dependence of coherent spin
oscillations and damping on the applied external mag-
netic field. Since we assume the damping to be driven
by spin-conserving collisions, it should not be affected
by the magnetic field. However, since the kinetic equa-
tion (4) is non-linear, oscillation frequency, amplitude
and damping may depend on one another. In Fig. 1, we
compare a relatively weak magnetic field with a strong
one. As expected, the frequency increases with B, while
the amplitude decreases, easily understood by viewing
the system as a two-level system, where m = ±1/2 and
m = ±3/2 correspond to ground and excited state, with
energy difference ∆ = 4Q determined by the QZE and
the coupling by the spin-changing scattering length. An-
other difference is that for high B, the oscillations are
perfectly harmonic, but not for low B. This is due to the
appearance of spatial dephasing at low B, where the os-
cillation frequency is dominated by interactions ∼ n(x)g,
as well as the fact that the interaction term in the kinetic
equation Eq. (4) is non-linear, while the Zeeman effect
is linear. We have obtained the damping rate depicted
in Fig. 3, by fitting an exponentially damped harmonic
oscillation to the numerical results for the population of
components m = ±1/2, such as depicted in Fig. 1, for dif-
ferent values of B. Below 0.6 Gauss, the time evolution
is no longer described by such a simple expression: Oscil-
lations are no longer harmonic and the damping not ex-
ponential, which we attribute the the reasons mentioned
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FIG. 5. Dependence of the damping rate on temperature in
units of the Fermi temperature. The red line is obtained using
the quantum Boltzmann equation with collision term Eq. (9),
while for the blue line, the shielding factors (11) that arise
from three-body correction are omitted. This shows, that for
low temperatures, such degeneracy effects should not be ne-
glected for spin-conserving collisions between Fermi seas with
large populations. The inset shows the difference between
both cases.
above. Therefore, in the remainder of this paper, we set
the magnetic field to B = 0.8 G in order to avoid com-
plex unharmonic dynamics, but keeping the oscillation
amplitude and damping rate large.
V. COHERENT VERSUS INCOHERENT
PROCESSES
After this preparatory study, we investigate the depen-
dence of the damping rate of coherent spin oscillations on
density, at the same time keeping the temperature con-
stant at T = 0.1Tf , where Tf denotes the Fermi tempera-
ture of the two-component Fermi gas prepared before the
initial rf-pulse. In Fig. 4, we depict the damping rate of
coherent spin oscillations as a function of the (peak) den-
sity, which is varied by changing only the particle number
from 40 to 400 to ensure the validity of the 1D approxi-
mation. We extract it by fitting a damped harmonic os-
cillation f(t) = a + b cos(ωt + φ) exp(−γt) into the time
evolution of the spin populations as seen in Fig. 4. We see
the expected sub-linear growth of the damping rate for
higher densities. Compared to the linear growth of the
mean-field oscillation frequency ~ωmf =
√
∆2 − (n(x)g)2
(inset), it means that in 1D for higher densities, mean-
field effects such as the spin oscillations become more
dominant than dissipative dynamics, opposite to the 1D
case.
As a next step, we vary the temperature with respect
to the Fermi temperature and keep the density constant,
again by changing the particle number, in order to pre-
vent the effect of having increasingly low densities at high
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FIG. 6. Damping rates for spin oscillations in a 3D system
of 40K, obtained from a 3D Boltzmann equation with a lin-
earized collision term analogous to Eq. (9). Trap frequencies
are ~ω = 2pi×(33, 33, 137) Hz, particle numbers in the range of
57000 ≤ N ≤ 473000 are changed in order to keep the peak
density constant, like in the 1D case Fig. 5. While the differ-
ence at low temperatures between the cases with and with-
out the shielding factors is also present and very pronounced,
there is no sudden drop in the damping rate because of the
different low energy asymptotic behavior of the T-matrix as
depicted in Fig. 2.
temperatures from playing a role, which would make it
hard to distinguish density from temperature effects. As
depicted in Fig. 5, the damping rate shows a maximum
and decreases both for low and high densities. The drop
of the collision rate for high temperatures can be ex-
plained by looking again at the momentum dependence
of the T-Matrix in Fig. 2. At high temperatures, the ex-
pansion of the gas means, that the large-k′ tail of the T-
matrix becomes more dominant, although the peak den-
sity at x = 0 does not decrease. This leads to an effective
reduction of the collision rate for high temperatures.
At low temperatures, three-body (shielding) effects
will become important when when investigating effects
driven by spin-conserving collisions. When for low T , the
number of holes in the Fermi sea decreases, less states are
available for particles coming out of collisions, leading to
a reduced collision rate. The blue line in Fig. 6 shows the
damping rate in case the shielding factor (11) is neglected
in Eq. (9) and diverges considerably at low temperatures.
VI. CONCLUSION
We investigated the interplay of mean-field and colli-
sion driven dynamics of an ultracold spinor Fermi gas
in a 1D geometry. We derived a multicomponent quan-
tum Boltzmann equation that takes into account dif-
ferent two-body collision processes as well as degener-
acy effects arising from the presence of a third particle
not directly involved in the collision, but possibly oc-
cupying a final collision state at very low temperatures.
With this method, we studied the interplay of a dynam-
ical mean-field effect, coherent spin oscillations, and the
damping of these oscillations, caused by spin-conserving
collisions which appear as dissipative dynamics on the
single-particle level. We looked at these effects for differ-
ent densities, temperatures and magnetic fields to note
behavior for which the behavior is different in a 1D sys-
tem compared to the usual 3D case. The collision rate
features a sub-linear increase with density, different from
the 3D case and consistent with the density of states
for a 1D harmonic trap. This means, that in 1D gases,
dissipative effects such as collision induced damping are
expected to become more important compared to mean-
field effects when the density is low. Thus, the enhance-
ment of two-particle correlations in 1D for low densities
can be studied experimentally by observing the spin dy-
namics of a large-spin Fermi gas. Our results emphasize
that the behavior of dissipative processes, such as relax-
ation or thermalization, depends on the dimensionality
of the system, and conversely that preparing a quantum
system with a certain dimensionality can be used to tune
such processes.
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Appendix A: Derivation of the quantum Boltzmann
equation
We derive the quantum Boltzmann equation according
to the method described by Jeon and Mullin [32, 36, 37],
which itself is a generalization of the Snider kinetic equa-
tion [38] for degenerate gases, obtained by including a
“shielding factor” to the operator describing two-body
collision, such that three-body effects – the occupation
of final states by a third particle in a two-body colli-
sion – are taken into account. This shielding factor was
derived by Boercker and Dufty very generally for degen-
erate quantum gases [33] and later applied to systems of
liquid Helium by Jeon and Mullin, and here we shortly
reiterate the main ideas of these works. Later, we extend
this approach to include multicomponent systems with
both spin-conserving and spin-changing collisions.
We consider the a dilute gas of N particles, which we
for now treat as distinguishable. The free motion of the i-
th particle in an external potential is described by Hamil-
tonian H(i) (e.g. the first row of Eq. (1)), and since we
7consider a dilute system we take into account only two-
body interactions described by the operator V (ij), such
that the total N -body Hamiltonian is given by
HN =
∑
i
H(i) +
1
2
∑
i 6=j
V (ij). (A1)
The time evolution of that system can be described by
the BBGKY hierarchy [39], whose first equations are
i~
d
dt
ρ(1) = [H(1), ρ(1)] + Tr2 {[V (12), ρ(12)]} (A2)
i~
d
dt
ρ(12) = [H(12), ρ(12)]
+ Tr3 {[V (13) + V (23), ρ(123)]} (A3)
Here, ρ(1, 2, . . . , N) denotes the N -body density matrix
for distinguishable particles 1, 2, . . . , N and Tri the trace
over all degrees of freedom of the i-th particle. To ob-
tain a kinetic equation for just the single-particle density
matrix, the hierarchy must be closed by applying appro-
priate approximations, since the dynamics of the n-body
density matrix depends on the n + 1-body density ma-
trix. To take into account the presence of a third particle
during the interaction of two other particles, we neglect
correlations of the third particle with the other two and
approximate the three-body density matrix as
V (12)ρ(123) ≈ V (12)ρ(12)ρ(3), (A4)
with the argument that for short-range interactions, the
third particle is unlikely to be close enough to the other
two to be inside the range of the interaction potential.
This procedure closes the BBGKY-hierarchy for the two-
body density matrix. To switch from distinguishable
to indistinguishable particles and obtain proper (anti-
)symmetrization of the wavefunctions, an exchange op-
erator Pij is introduced, which exchanges all degrees of
freedom of particles i and j, e.g.
P12ρ(123)P12 = ρ(213). (A5)
With the approximation (A5) and the inclusion of parti-
cle indistinguishability, Eqs. (A2,A3) become
i~
d
dt
ρ(1) = [H(1), ρ(1)] + Tr2 {[V (12), ρ(12)]} (A6)
i~
d
dt
ρ(12) = [H(12), ρ(12)]
+ [S(12)V (12)ρ(12)− ρ(12)V (12)S(12)]
+
i~
2
d
dt
(1 + P)ρ(1)ρ(2)(1 + P)
− 1
2
[H(12), (1 + P)ρ(1)ρ(2)(1 + P)] ,
(A7)
where P ≡ P12, H(12) = H(1) + H(2). Most impor-
tantly, the effect of the third particle appears in the
shielding factor
S(12) = ρ˜(1)ρ˜(2)− ρ(1)ρ(2), (A8)
where
ρ˜(i) = 1 + ρ(i) (A9)
depends on whether our system is bosonic ( = 1) or
fermionic ( = −1). Note that for fermions ρ˜ corresponds
to the density of holes.
The further reduction of (A6) and (A7) to a kinetic
equation for just the single-particle density matrix is
shown rigorously and in full detail in [33], it involves
the formal solution of Eq. (A7) with ρ(12) treated as a
functional of the single-particle density matrix. It is then
shown that for dilute gases with short-range interactions,
this procedure is equivalent to making the Ansatz
ρ(1, 2) ≈ 1
2
(1+ P)Ω(12)ρ(1)ρ(2)Ω(12)†(1+ P), (A10)
for the two-body density matrix in the first equation
of the BBGKY hierarchy. Here, Ω(12) denotes the
Møller wave operator associated with the interaction po-
tential V (1, 2). This operator effectively connects the
two body density matrices before and after a collision:
ρ(12) = Ω(12)ρ(12)|initialΩ(12)† and the approximation
made here, dating back to work of Snider [40, 41], is to
assume particles before the collision to be uncorrelated:
ρ(12)|initial ≈ ρ(1)ρ(2).
With all these considerations, the first equation of the
BBGKY hierarchy becomes a closed equation of motion
for the single particle density matrix
i~
d
dt
ρ(1) = [H(1), ρ(1)]
+
1
2
Tr2
{
(1 + P) [V,Ωρ(1)ρ(2)Ω†] (1 + P)} ,
(A11)
where V ≡ V (12) and Ω ≡ Ω(12).
The Møller operator is related to the T-matrix via the
identity
T = V Ω, (A12)
such that the commutator in equation (A11) now be-
comes[
V,Ωρ(1)ρ(2)Ω†
]
= V Ωρ(1)ρ(2)Ω† − Ωρ(1)ρ(2)Ω†V
= Tρ(1)ρ(2)Ω† − Ωρ(1)ρ(2)T †.
(A13)
A comparison of the Ansatz (A10) with the method of
closing the BBGKY hierarchy developed by Boercker and
Dufty [33], yield that the T-matrix for two-body scatter-
ing fulfills the identity
T = V + V R(E)T, (A14)
where the resolvent is given as
R(E) =
1
E + i0+ −H(12)S(12) (A15)
8and takes into account the presence of a third particle
with the shielding factor (A8). This factor reduces or en-
hances the scattering amplitude, depending on particle
statistics, e.g. in the fermionic case a two-body collision
is forbidden if one of the outgoing states is already occu-
pied by a third body.
Combining equations (A12) and (A14), we obtain
Ω = 1 +R(E)T, (A16)
which we substitute into equation (A11) to arrive at the
expression[
V,Ωρ(1)ρ(2)Ω†
]
= Tρ(1)ρ(2)− ρ(1)ρ(2)T †
+Tρ(1)ρ(2)T †R† −RTρ(1)ρ(2)T †. (A17)
The resulting kinetic equation now takes the form of a
Boltzmann equation
d
dt
ρ(1) =
1
i~
[H(1), ρ(1)]
+
1
2i~
Tr2
{
(1 + P) (Tρ(1)ρ(2)− ρ(1)ρ(2)T †
+Tρ(1)ρ(2)T †R† −RTρ(1)ρ(2)T †) (1 + P)}
(A18)
and contains two terms linear and quadratic in the T-
matrix each. It has been shown, that for weak in-
teractions, the real part of the T-matrix is approxi-
mately linear in the scattering length, dominates and
describes forward-scattering so it can be treated on a
mean-field level, while the imaginary part is quadratic
in scattering lengths and corresponds to lateral collisions
[15, 19, 34, 35, 37]. Hence, at this stage we split up the
linear terms into real and imaginary contributions
T = 12 (T + T
†) + 12 (T − T †)
T † = 12 (T + T
†)− 12 (T − T †) (A19)
and make use of the optical theorem [33] to transform
the imaginary parts into quadratic terms
T − T † = T †(R−R†)T. (A20)
We now separate the mean-field terms in equation (A18)
and transform it into
d
dt
ρ(1)− 1
i~
[H(1), ρ(1)]− 1
i~
[Vmf, ρ(1)] = Icoll[ρ(1)].
(A21)
It consists of three contributions, from left to right: the
drift term of the atoms moving freely in the harmonic
trap and external magnetic field, a mean-field interaction
term which we derive from the real part of the T-matrix
[Vmf, ρ(1)] =
1
4
Tr2
{
(1 + P) ((T + T †)ρ(1)ρ(2)
−ρ(1)ρ(2)(T + T †)) (1 + P)} (A22)
and the collision integral
Icoll[ρ(1)] =
1
2i~
Tr2
{
(1 + P) ( 12T †(R−R†)Tρ(1)ρ(2)
+ 12ρ(1)ρ(2)T
†(R−R†)T + Tρ(1)ρ(2)T †R†
−RTρ(1)ρ(2)T †) (1 + P)} . (A23)
The mean-field term does not contain the shielding fac-
tors for the presence of a third body at the collision,
since they describe forward scattering, where the indi-
vidual momenta of incoming and outgoing particles are
unchanged, and consequently the final states cannot be
occupied by a third particle. This term has been derived
in earlier work [14, 15, 25] and is given by the mean-field
potential
V mfij (x) = 2
∑
kl
∫
dpUijlkWkl(x, p) (A24)
and coupling constants
Uklmn =
∑
SM
gS〈km|SM〉〈SM |ln〉. (A25)
The Wigner representation is the phase space repre-
sentation of the single-particle density matrix
ρmn(p, q) ≡ 〈p,m|ρ(1)|q, n〉, (A26)
related by the Wigner transform
Wmn(x, p) =
∫
dqe
iqx
~ ρmn(p+
q
2 , p− q2 ) (A27)
anf its inverse
ρmn(p, q) =
1
2pi~
∫
dxe
ix(p−q)
~ Wmn(x,
p+q
2 ). (A28)
Since in the expression above for the collision integral,
Eq. (A23), the second and fourth terms are the hermitian
conjugate of their preceding term, we explicitly derive
only the contributions arising from these terms. We start
with C1 = 12i~Tr2(T
†(R − R†)Tρ(1)ρ(2), which in its
Wigner representation reads
C1ij(r1, p1) =
1
4ipi~2
∫
dq1
∫
dq2
∫
dp2
∫
dr2
∑
m2
× e i~ q1r1e i~ q2r2〈p+1 i, p+2 m2|T †(R−R†)
× Tρ(1)ρ(2)|p−1 j, p−2 m2〉, (A29)
where p±i = pi±qi/2. We now insert three complete bases∫
dpi
∫
dpj
∑
mi,mj
|pimi, pjmj〉〈pimi, pjmj | such that
C1ij(r1, p1) =
1
4ipi~2
∫
dq1
∫
dq2
∫
· · ·
∫
dp2...8
∫
dr2
× e i~ q1r1e i~ q2r2
×
∑
m2...m8
〈p+1 i, p+2 m2|T †|p3m3, p4m4〉
× 〈p3m3, p4m4|R−R†|p5m5, p6m6〉
× 〈p5m5, p6m6|T |p7m7, p8m8〉
× 〈p7m7, p8m8|ρ(1)ρ(2)|p−1 j, p−2 m2〉. (A30)
9Because the T-matrix depends only on relative momenta,
we substitute
〈p1m1, p2m2|T |p3m3, p4m4〉 = δ(p1 + p2 − p3 − p4)
× Tm1m2m3m4(p12, p34),
(A31)
where pij =
1
2 (pi − pj). Energy conservation during a
collision is taken care of by the resolvent operator, and
we keep the on-shell terms derived in [33], which means
that the product T †R† in Eq. (A30) is given by
〈p1m1,p2m2|T †|p3m3, p4m4〉〈p3m3, p4m4|R†|p5m5, p6m6〉
= ipiδ(Em1m212 − Em5m656 )δ(p1 + p2 − p3 − p4)
× [δm3m5δm4m6 − δm3m5ρm4m6(p4, p6)
−δm4m6ρm3m5(p3, p5)]T †m1m2m3m4(p12, p34),
(A32)
with two-particle energies
Em1m2ij =
p2i + p
2
j
2µ
+Q(m21 +m
2
2). (A33)
With these substitutions, Eq. (A30) becomes
C1ij(r1, p1) =
1
4~2
∫
dq1
∫
dq2
∫
· · ·
∫
dp2...8
∫
dr2
× e i~ q1r1e i~ q2r2δ(p+1 + p+2 − p3 − p4)
∑
m2...m8
× δ(p5 + p6 − p7 − p8)δ(E121+2+ − Em5m656 )
× T †im2m3m4(p+12, p34)Tm5m6m7m8(p56, p78)
× [δm3m5δm4m6 − δm3m5ρm4m6(p4, p6)
−δm4m6ρm3m5(p3, p5)]
× ρm7j(p7, p−1 )ρm8m2(p8, p−2 ). (A34)
In semi-classical approximation, this expression sim-
plifies considerably. We assume the Wigner function (3)
to vary only slowly in space compared to the relevant
single-particle wavelengths in the system, such that we
approximate non-local contributions as
Wmn(r1 + y, p) = Wmn(r1, p) + . . . , (A35)
which leads to the occurrence of more delta-functions in
expression (A32), because
ρmn(p, q) =
1
2pi~
∫
dye
i(r1+y)(p−q)
~ Wmn(r1 + y,
p+q
2 )
= δ(p− q)Wmn(r1, p+q2 ). (A36)
After carrying out the respective integrations, we obtain
C1ij(r1, p1) = −
1
2i~
∫
dp2
∫
dp3
∫
dp4
∑
m2...m8
× T †im2m3m4(p12, p34)Tm3m4m5m6(p34, p12)
× δ(p1 + p2 − p3 − p4)Sm3m5m4m6(r1, p3, p4)
× [ipiδ(Em5m612 − Em3m434 )
+ipiδ(Eim212 − Em5m634 )
]
×Wm7j(r1, p1)Wm8m2(r1, p2). (A37)
with the Wigner representation of the shielding factor
that contains the effect of a third particle present during
a binary collision:
Sm3m5m4m6(r1, p3, p4) = W˜m3m5(r1, p3)W˜m4m6(r1, p4)
−Wm3m5(r1, p3)Wm4m6(r1, p4)
= δm3m5δm4m6
− δm3m5Wm4m6(r1, p4)
− δm4m6Wm3m5(r1, p3). (A38)
With an analogous calculation for the third term in
Eq. (A23),
C3ij(r1, p1) =
1
2ipi~2
∫
dq1
∫
dq2
∫
dp2
∫
dr2e
i
~ (q1r1+q2r2)
×
∑
m2
〈p+1 i, p+2 m2|Tρ(1)ρ(2)T †R†|p−1 j, p−2 m2〉,
(A39)
we find
C3ij(r1, p1) =
1
i~
∫
dp2
∫
dp3
∫
dp4
∑
m2...m8
× Tim2m3m4(p12, p34)T †m5m6m7m8(p34, p12)
× δ(p1 + p2 − p3 − p4)
× ipiδ(Em5m634 − Ejm212 )Sjm6m2m8(r1, p1, p2)
×Wm3m5(r1, p3)Wm4m6(r1, p4). (A40)
We then obtain the full collision integral by adding the
hermitian conjugate terms in (A23), as well as taking into
account the exchange terms we so far neglected, to the
results above. The final result is
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Cij(r, p) =− 1
2
∫
dp2
∫
dp3
∫
dp4
∑
m2...m8
δ(p+ p2 − p3 − p4)
{[
T †im2m3m4(p12, p34)− T †m2im3m4(−p12, p34)
]
× [Tm5m6m7m8(p34, p12)− Tm5m6m8m7(p34,−p12)]
1
2
[
δ(Em7m812 − Em3m434 ) + δ(Eim212 − Em5m634 )
]
×Sm3m5m4m6(r, p3, p4)Wm7j(r, p)Wm8m2(r, p2)− [Tim2m3m4(p12, p34)− Tm2im3m4(−p12, p34)]
× [T †m5m6m7m8(p34, p12)− T †m5m6m8m7(p34,−p12)] δ(Em5m634 − Ejm212 )
×Sjm7m2m8(r, p, p2)Wm3m5(r, p3)Wm4m6(r, p4) + h.c.} . (A41)
The delta functions of energy are of the form
δ(E − E′) = δ(p2−q2+∆2M )
=
M√
q2 + ∆
[
δ(p+
√
q2 + ∆) + δ(p−
√
q2 + ∆)
]
(A42)
such that momentum conservation in the presence of a quadratic Zeeman effect appears as e. g.
δ(Em3m434 − Em1m212 ) =
M√
p212 +Q(m
2
1 +m
2
2 −m23 −m24)
[
δ
(
p34 +
√
p212 +Q(m
2
1 +m
2
2 −m23 −m24)
)
+δ
(
p34 −
√
p212 +Q(m
2
1 +m
2
2 −m23 −m24)
)]
. (A43)
This allows us to eliminate further integrals, and together with a change of coordinates into relative momenta, we
obtain
Cij(r, p) =−
∫
dq
∫
dq′
∑
m2...m8
{[
T †im2m3m4(q, q
′)− T †m2im3m4(−q, q′)
]
[Tm5m6m7m8(q
′, q)− Tm5m6m7m8(q′,−q)]
×1
2
(
δ(Em7m8q − Em3m4q′ ) + δ(Eim2q − Em5m6q′ )
)
Sm3m5m4m6(r, p− 12 (q − q′), p− 12 (q + q′))
×Wm7j(r, p)Wm8m2(r, p− q)
− [Tim2m3m4(q, q′)− Tm2im3m4(−q, q′)]
[
T †m5m6m7m8(q
′, q)− T †m5m6m8m7(q′,−q)
]
δ(Em5m6q′ − Ejm2q )Sjm7m2m8(r, p, p− q)Wm3m5(r, p− 12 (q − q′))Wm4m6(r, p− 12 (q + q′)) + h.c.
}
(A44)
for the collision integral. Note that this expression is very similar to the collision integral in [15], however it additionally
contains corrections for the degenerate regime in the form of the shielding factor S. Indeed, the substitution of
Sijkl(x, p, q)→ δijδkl into Eq. (A44), provides the collision term derived in Ref. [15].
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