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Résumé
Résumé
Dans cette thèse, nous allons prouver des estimations de décorrelation des valeurs
propres pour plusieurs modèles d’opérateurs de Schrödinger aléatoires en dimension un,
dans le régime localisé, tant que nous avons des estimations de Wegner. Ceci permet l’étude
des statistiques spectrales.
Nous commencerons donc par présenter les hypothèses sur lesquelles nous nous ap-
puyons et les différents modèles considérés.
Nous étudierons ensuite les estimations de Minami, qui peuvent être vues comme des
estimations de décorrélation des valeurs propres proches. Nous montrerons qu’en dimension
un, elles sont conséquences des estimations de Wegner et de l’hypothèse de localisation.
Les estimations prouvées ici ont un domaine de validité plus restreint que les estimations
de Minami classiques, mais sont suffisantes pour notre étude.
Nous étudierons ensuite les estimations de décorrélation des valeurs propres éloignées
pour les différents modèles présentés. Nous montrerons qu’elles sont conséquences des
estimations de Minami, des estimations de Wegner et de l’hypothèse de localisation. Les
preuves données seront différentes selon les modèles étudiés.
Enfin, nous montrerons que ces résultats permettent d’étudier les statistiques spec-
trales, dans le régime localisé. Par exemple, les estimations de décorrélation permettent
de montrer que les statistiques locales des niveaux d’énergies, prises à deux énergies diffé-
rentes, convergent faiblement vers deux processus de Poisson indépendants sur R d’inten-
sité la mesure de Lebesgue.
Mots-clefs
Opérateurs de Schrödinger aléatoires, Estimations de Minami, Estimations de décor-
rélation, Statistiques spectrales
Spectral statistics for one-dimensional random Schrödinger
operators
8Abstract
In this thesis, we will prove decorrelation estimates of eigenvalues for several models
of random Schrödinger operators in dimension one, in the localized regime, provided we
have Wegner estimates. This will allow us to study spectral statistics.
We will begin with the presentation of the hypotheses needed in our proofs and the
models under consideration.
We will continue with the study of the Minami estimates, which can be seen as decor-
relation estimates of close eigenvalues. We will show that, in dimension one and in the
localized regime, they are the consequences of the Wegner estimates. The results proven
here have a area of validity smaller than the usual Minami estimates, but it will suffice
for our study.
Next, we will study the decorrelation estimates of distant eigenvalues for the models
under consideration. We will show that they are consequences of the Minami estimates
and the Wegner estimates, in the localized regime. The proofs will be different from one
model to another.
Eventually, we will show that these results allow us to study spectral statistics in the
localized regime. For instance, the decorrelation estimates will be used to prove that the
local energy level statistics, taken at two distincts energy levels, converge weakly to two
independent Poisson processes on R with intensity the Lebesgue measure.
Keywords
Random Schrödinger operators, Minami estimates, Decorrelation estimates, Spectral
statistics
Table des matières
Introduction 11
0.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
0.2 Restrictions des opérateurs à des cubes et statistiques spectrales . . . . . . 13
0.3 Hypothèses utilisées dans l’étude des statistiques spectrales . . . . . . . . . 14
0.4 Indépendance asymptotique des statistiques locales des niveaux, prises à
différentes énergies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
0.5 Principaux résultats et plan du manuscrit . . . . . . . . . . . . . . . . . . . 21
0.6 Problèmes non résolus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Notations 23
1 Modèles et hypothèses 25
1.1 Opérateurs aléatoires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.2 Différents modèles d’opérateurs de Schrödinger aléatoires . . . . . . . . . . 28
1.3 Hypothèses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2 Estimations de Minami 39
2.1 Estimations d’effet tunnel inverse dans le cas continu . . . . . . . . . . . . . 42
2.2 Estimations d’effet tunnel inverse dans le cas discret . . . . . . . . . . . . . 51
2.3 Preuve des estimations de Minami . . . . . . . . . . . . . . . . . . . . . . . 55
3 Estimations de décorrélation pour des valeurs propres éloignées 61
3.1 Estimations de décorrélation générales . . . . . . . . . . . . . . . . . . . . . 62
3.2 Estimations de décorrélation pour le modèle des sauts . . . . . . . . . . . . 71
3.3 Estimations de décorrélation pour les modèles discrets de type alliage . . . 76
3.4 Estimations de décorrélation pour les modèles continus . . . . . . . . . . . . 81
3.5 Estimations de décorrélation pour les modèles de type multimère . . . . . . 95
3.6 Décomposition de P∆bQ+Q∆bP . . . . . . . . . . . . . . . . . . . . . . . 101
3.7 Gradients et matrices Hessiennes des valeurs propres . . . . . . . . . . . . . 102
4 Statistiques spectrales 105
4.1 Théorème de décomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2 La distribution locale des valeurs propres . . . . . . . . . . . . . . . . . . . 108
4.3 Statistiques spectrales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
A Propriétés des solutions d’équations de Sturm-Liouville 121
A.1 Variables de Prüfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.2 Estimations d’effet tunnel inverse . . . . . . . . . . . . . . . . . . . . . . . . 122
A.3 Solutions jamais oscillantes . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
10 Table des matières
B Propriétés des solutions d’équations aux différences finies d’ordre deux127
B.1 Estimations d’effet tunnel inverse . . . . . . . . . . . . . . . . . . . . . . . . 127
B.2 Solutions jamais oscillantes . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
C Preuve du Théorème 4.4 131
D Fonctions analytiques de plusieurs variables réelles 135
Bibliographie 137
Introduction
0.1 Contexte
Le sujet principal de cette thèse est l’étude mathématique du transport électronique
dans les milieux désordonnés. Commençons par resituer le contexte. Plaçons-nous dans
Rd. En mécanique quantique, une particule plongée dans un champ électrostatique est
décrite par un état, c’est-à-dire une fonction ϕ0 de carré intégrable à valeur complexe de
norme égale à un. En particulier, pour tout borélien A de R, le nombre
(∫
A |ϕ0|2(x)dx
)1/2
correspond à la probabilité que la particule se trouve dans A. L’évolution de cet état dans
le temps est décrite par l’équation de Schrödinger :{
∂tϕ(t, x) = iHϕ(t, x)
ϕ(0, .) = ϕ0(.)
. (0.1.1)
avec H = −∆ + V où V est le potentiel électrostatique et ∆ est l’opérateur laplacien.
L’unique solution de l’équation (0.1.1) est la fonction ϕ(t, x) = eitHϕ0 où l’opérateur
eitH est défini par le calcul fonctionnel. Nous cherchons à décrire le comportement de
cette solution. Par exemple, si ϕ0 est à support compact, ϕ(t, .) concentre-t-elle l’essentiel
de sa masse dans un cube donné à tout temps ou, au contraire, l’essentiel de sa masse
se déplace-t-elle vers l’infini ? Nous parlerons alors d’état localisé ou d’état diffus. Pour
comprendre ce phénomène il est nécessaire de comprendre les caractéristiques spectrales du
Hamiltonien H. En effet, si par exemple ϕ0 est un vecteur propre associé à la valeur propre
E, alors ϕ(t, .) = eitEϕ0 de sorte que la masse mise dans tout borélien reste constante. Si
le vecteur propre décroit exponentiellement et que donc l’essentiel de sa masse est mise
dans un grand cube, cette propriété reste vrai à tout temps. Pour être plus précis, cette
différence de comportement est décrite par le fait que l’état initial soit associé au spectre
purement ponctuel ou associé au spectre continu. Nous verrons dans le premier chapitre
qu’il existe une notion plus forte de localisation, appelée localisation dynamique, qui nous
dit en particulier que, vu comme fonction du temps, la position moyenne de la particule
reste bornée dans l’espace.
Un exemple typique de ce phénomène est le cas des cristaux, c’est à dire quand le
potentiel est Zd-périodique. En effet, le potentiel V peut être défini par l’équation
V (x) =
∑
n∈Zd
q(x− n)
où q est le potentiel généré par un atome, les atomes étant supposés être situés aux points
de Zd, et suffisamment lourds par rapport à la particule pour rester fixes. Dans ce cas,
le spectre de l’opérateur est constitué de bandes de spectre absolument continu ([RS78]).
Un électron se propage donc dans le cristal. Évidemment, ce modèle est idéalisé et il est
nécessaire d’envisager d’autres modèles, plus fidèles à la réalité.
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C’est dans ce cadre que sont définis les opérateurs de Schrödinger aléatoires. L’idée
est, par exemple, de savoir pour l’essentiel des potentiels possibles d’un type donné, si
certaines parties (éventuellement la totalité) du spectre amènent à de la diffusion ou à de
la localisation (éventuellement dynamique). Pour cela nous faisons intervenir des variables
aléatoires, définies sur un espace probabilisé (Ω,F ,P), dans le potentiel et nous cherchons
à prouver, dans l’idéal, des résultats avec probabilité égale à un. Donnons un exemple uni-
dimensionnel. Choisissons la fonction q continue à support dans [−1/2, 1/2] et strictement
positive sur ]− 1/2, 1/2[. L’environnement que nous modélisons est constitué d’un alliage
de deux atomes possibles, de charges a et b, situés aux sommets du réseau Z. Il est prouvé
([DSS02]) que presque tous les alliages de ce type ont du spectre uniquement purement
ponctuel, propriété dite de localisation spectrale. Pour expliquer cette phrase, introdui-
sons des variables aléatoires de Bernoulli (Xi)i∈Zd de même paramètre 1/2 et à valeur dans
{a, b}. Définissons alors le potentiel aléatoire Vω(.) = ∑n∈Zd Xn(ω)q(. − n), où ω désigne
l’aléa, et définissons Hω = −∆ + Vω l’opérateur de Schrödinger aléatoire correspondant.
La probabilité que l’opérateur Hω vérifie la propriété de localisation spectrale est égale
à un. Il est clair sur cet exemple que nous ne pouvons avoir au mieux qu’un résultat du
type "avec probabilité égale à un" car l’évènement E := {∀i ∈ Zd, Xi = a} n’est pas vide
et l’opérateur correspondant vérifie la propriété de diffusion. En revanche, P(E) = 0 !
Il existe une grande variété de modèles d’opérateurs aléatoires, permettant de res-
treindre l’étude à certaines classes d’opérateurs. Le premier modèle fut imaginé par le
physicien P. W. Anderson dans l’article [And58] et est appelé de nos jour modèle d’Ander-
son discret. En effet, pour simplifier le problème, Anderson a commencé par étudier des
analogues discrets des opérateurs de Schrödinger présentés précédemment. L’opérateur
étudié est l’opérateur Hω : u ∈ `2(Zd) 7→ Hωu ∈ `2(Zd) défini par
∀n ∈ Zd, [Hωu](n) = [∆u](n) + ωnu(n) (0.1.2)
où les ωn sont des variables aléatoires indépendantes identiquement distribuées, ayant une
densité par rapport à la mesure de Lebesgue et ∆ est le laplacien discret défini par
[∆u](n) =
∑
|m−n|=1
u(m). (0.1.3)
Pour cet opérateur aléatoire, Anderson a suggéré qu’il y avait absence de diffusion. Ma-
thématiquement, avec probabilité égale à un, le spectre continu est vide et les vecteurs
propres associés à ses valeurs propres sont exponentiellement décroissants. Ce phénomène
est appelé dans la littérature localisation d’Anderson ou localisation exponentielle. Il est
à noter qu’il s’agit d’une forme faible de localisation car elle n’est, à priori, pas suffisante
pour prouver la localisation dynamique (nous rappelons que cela correspond à une absence
de transport électronique). Nous donnons plus de détails sur les différentes formes de loca-
lisation dans le premier chapitre. Depuis l’article [And58], de nombreux modèles, continus
ou discrets, ont été étudiés et pour beaucoup d’entre eux, la localisation dynamique est
prouvée presque sûrement dans une certaine zone du spectre.
Notons que nous étudierons dans cette thèse la propagation d’un électron dans des
milieux désordonnés, éventuellement bornés dans l’espace, et que cette étude est loin d’être
suffisante pour modéliser la réalité, où, en général, le nombre d’électron est proportionnel
à la taille du milieu. L’étude de la propagation de plusieurs électrons dans un milieu
désordonné est mathématiquement beaucoup plus complexe que la situation présente,
notamment à cause de l’interaction qui existe entre ces particules. Il y a néanmoins des
travaux récents sur le sujet. Par exemple, pour un nombre de particules fixe, les estimations
de Wegner sont étudiées dans [BdMCSS10] et la localisation est étudiée dans [AW09,
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CS09, CBdMS11]. L’étude de la propagation dans un milieu désordonné, d’un nombre
de particules qui croit avec la taille du milieu, n’en est qu’à ses débuts (voir par exemple
[Ven13]). Dans le cas mathématique où les particules n’interagissent pas entre elles, l’étude
peut se déduire de celle d’une particule. Les propriétés que nous allons étudier dans cette
thèse pourront à l’avenir être étudiées dans ces cadres, mais elles ne sont certainement pas
encore suffisamment comprises dans l’étude d’une simple particule.
0.2 Restrictions des opérateurs à des cubes et statistiques
spectrales
Dans le manuscrit, nous étudierons des modèles d’opérateurs de Schrödinger Hω me-
surables et ergodiques (nous donnons le sens de ces propriétés dans le premier chapitre).
Ces propriétés nous assurent l’existence d’un ensemble Σ tel que, avec probabilité un,
sp(Hω) = Σ.
Nous appelons donc Σ le spectre presque sur de Hω. Dans cette thèse nous allons étudier
les restrictions de ces opérateurs aléatoires à des cubes. En d’autres termes, si Λ ⊂ Rd
(Λ ⊂ Zd dans le cas discret) est un cube, nous définissons l’opérateur Hω(Λ), comme
étant la restriction de Hω à L2(Λ) avec conditions aux bords de Dirichlet. En outre, pour
tout L ∈ N, nous définissons ΛL = [−L,L]d ([−L,L] ∩ Zd dans le cas discret), et nous
étudierons les opérateursHω(ΛL) pour des valeurs de L tendant vers l’infini. L’étude de ces
opérateurs est physiquement pertinente car les matériaux que modélisent ces opérateurs
sont bornés dans l’espace mais sont néanmoins constitués d’un très grand nombre d’atomes.
Par ailleurs, ces restrictions jouent un rôle majeur dans l’étude des opérateurs définis sur
l’espace en entier, par exemple dans les preuves de la localisation.
Dans le cas continu, l’opérateur Hω(ΛL) est borné inférieurement et est à résolvante
compacte. Dans le cas discret, Hω(ΛL) peut être identifié à une matrice symétrique de
M2L+1(R). Dans les deux cas, les opérateurs n’ont que des valeurs propres de multiplicité
finie, constituant un ensemble sans point d’accumulation, et nous les ordonnons E1(ω) ≤
E2(ω) ≤ ..., écrivant autant de fois une valeur propre que sa multiplicité. Nous pouvons
donc définir pour tout E ∈ R le nombre
Nω(E,Λ) =
]{j ∈ N, Ej(ω) ≤ E}
|Λ| . (0.2.1)
Si Hω = −∆ +Vω est un opérateur (continu ou discret) Zd-ergodique, nous obtenons alors
la proposition suivante (voir [CL90])
Proposition 0.1. Il existe une fonction N : R→ R et un ensemble Ω0 de probabilité un,
tel que pour tout ω ∈ Ω0 et presque tout E ∈ R,
lim
L→∞
Nω(E,Λ) = N(E)
La fonction N ainsi obtenue est appelée densité d’état intégrée (abrégée DEI) et est
croissante et continue à gauche. La DEI est donc la fonction de distribution d’une mesure
de Borel ν, qu’on appelle densité d’état. Le support de ν est alors égal à Σ (voir [CL90]).
Ceci est un premier résultat sur le comportement des valeurs propres (Ej)j quand nous
faisons tendre le cube vers Zd.
D’autres résultats sur le comportement des valeurs propres sont étudiés, notamment
l’étude des statistiques spectrales. Donnons un exemple. Pour bien des modèles, nous
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pouvons prouver que la densité d’état est lipschitzienne (voir la section suivante), de sorte
que la densité d’état ν a une densité par rapport à la mesure de Lebesgue presque partout
égale à la dérivée de N (définie presque partout également). Prenons donc un opérateur
Hω = −∆ +Vω, Zd-ergodique, défini sur L2(R) ou `2(Z) et dont la DEI est lipschitzienne.
Définissons alors les statistiques locales des valeurs propres dépliées en E0 comme étant le
processus ponctuel suivant :
Ξ(ξ;E0, ω,Λ) =
∑
j≥1
δξj(E0,ω,Λ)(ξ) (0.2.2)
où
ξj(E0, ω,Λ) = |Λ|(N(Ej(ω,Λ)−N(E0)). (0.2.3)
Les nombres |Λ|N(Ej (ω,Λ)) sont appelés valeurs propres dépliées. Nous étudions ces
statistiques car, par définition de la DEI, le nombre de valeur propres de Hω(ΛL) dans
J est équivalent à N(J)|Λ| (voir également [Min11]). Les statistiques locales des valeurs
propres dépliées sont décrites par le théorème suivant qui correspond au [GK10a, Theorem
1.9] avec une hypothèse plus forte,
Théorème 0.2. Prenons E0 ∈ I tel que N(.) est dérivable en E0 et ν(E0) > 0. Alors,
quand L→∞, le processus ponctuel Ξ(ξ;E0, ω,ΛL) converge faiblement vers un processus
de Poisson d’intensité la mesure de Lebesgue. En d’autres termes, pour tout p ∈ N∗, pour
toute ensemble d’intervalles compacts et disjoints (Ii)i∈{1,...,p}
lim
|Λ|→∞
P

ω;
]{j; ξj(ω,ΛL) ∈ I1} = k1
...
...
]{j; ξj(ω,ΛL) ∈ Ip} = kp

 = |I1|k1k1! e−|I1| . . . |Ip|
kp
kp!
e|I1| (0.2.4)
Nous savons qu’il existe un spectre presque sur, Σ. Or le nombre de valeurs propres
considérées dans le processus est égal à la taille du cube Λ. Ces valeurs propres vont
avoir donc tendance à remplir l’espace contenu dans Σ. Le théorème décrit la façon dont
les valeurs propres remplissent le spectre presque sur en fonction de l’aléa. Un premier
résultat de ce genre a été prouvé par Molchanov dans [Mol81] pour un modèle particu-
lier d’opérateur de Schrödinger aléatoire sur la droite réelle, puis généralisé par Minami
dans [Min96] pour les modèles d’Anderson discrets, pour toutes les dimensions (voir aussi
[Wan01, KN07, Nak07, CGK10]). Germinet et Klopp ont donné dans [GK10a] (voir aussi
[Klo13]) une méthode pour prouver différents résultats sur les statistiques spectrales des
opérateurs de Schrödinger aléatoires. Suivant ce travail, il suffit de vérifier que l’opéra-
teur de Schrödinger étudié vérifie certaines hypothèses que nous donnerons dans la section
suivante. Par ailleurs, il est possible d’affaiblir l’hypothèse de dérivabilité faite dans le
Théorème 0.2 et de la remplacer par une hypothèse d’annulation pas trop rapide de la dif-
férence |N(E + h)−N(E)| quand h s’approche de zéro. En outre, il est également étudié
pour la première fois les statistiques des espacements de niveaux, c’est-à-dire des variables
aléatoires ξj+1 − ξj .
0.3 Hypothèses utilisées dans l’étude des statistiques spec-
trales
Pour obtenir des résultats similaires au Théorème 0.2, Germinet et Klopp utilisent
quatre hypothèses que nous allons présenter. Les trois premières seront expliquées avec
plus de détails dans le premier chapitre car ce seront les hypothèses de base de notre étude.
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Propriété d’indépendance à une distance
Il s’agit de l’hypothèse suivante.
(IAD) : Il existe S ∈ N tel que, pour tout n ∈ N et tout (Λk)k∈{1,...,n} ensemble de
cubes tel que pour tout k 6= k′ dist(Λk,Λ′k) ≥ S, les opérateurs (Hω(Λk))k∈{1,...,n} sont
indépendants.
Il s’agit d’une hypothèse couramment utilisée et vérifiée pour beaucoup d’opérateurs.
Celle-ci peut être affaiblie en un simple contrôle de la corrélation entre les opérateurs
restreints à des cubes éloignés mais cela complique en général l’écriture des preuves.
Hypothèse de localisation
Il s’agit de l’hypothèse suivante :
(Loc) : Pour tout ξ ∈ (0, 1), nous avons
sup
L>0
sup
supp f⊂K
|f |≤1
E
∑
γ∈Zd
e|γ|
ξ‖1Λ(0)f(Hω(ΛL))1Λ(γ)‖2
 <∞, (0.3.1)
où Λ(x) représente l’intervalle
[
x− 12 , x+ 12
]
dans le cas continu et représente le singleton
{x} dans le cas discret.
L’hypothèse de localisation est prouvée pour beaucoup de modèles, continus ou discrets
(voir par exemple [Kle08] et les références données dans le premier chapitre du présent ma-
nuscrit). Elle nous servira essentiellement à réduire l’étude des caractéristiques spectrales
des opérateurs Hω(ΛL) à l’étude d’une famille d’opérateur de type Hω(Λl) où l = (logL)η
avec η > 1. Notons que nous n’utiliserons pas d’estimations sur l’opérateur défini sur
l’espace en entier.
Estimations de Wegner
Il s’agit de l’hypothèse
(W) : Fixons I un intervalle compact. Il existe C > 0 tels que pour tout intervalle
J ⊂ I, et tout cube Λ
E
[
tr (1J(Hω(Λ)))
] ≤ C|J ||Λ|.
Notons que cette hypothèse est prouvée pour beaucoup de modèles, aussi bien discrets
que continus (voir par exemple [Ves08] et les références données dans le premier chapitre
du présent manuscrit). Cette hypothèse nous dit que les valeurs propres de l’opérateur
Hω(Λ) se déplacent en fonction de l’aléa. Nous pouvons minorer l’espérance dans (W) par
la probabilité d’avoir une valeurs propre dans J
Estimations de Minami
Il s’agit de l’hypothèse suivante.
(M) : Fixons I un intervalle compact. Il existe ρ > 0 et C > 0 tel que, pour tout
intervalle J ⊂ I, et tout cube Λ,
E
[
tr (1J(Hω(Λ))) . (tr (1J(Hω(Λ)))− 1)
] ≤ C (|J ||Λ|)1+ρ .
Cette hypothèse est de même nature que les estimations de Wegner. Nous pouvons
minorer l’espérance dans (M) par la probabilité d’avoir deux valeurs propres dans J . L’hy-
pothèse (M) nous dit approximativement que les valeurs propres proches se comportent
comme des variables aléatoires indépendantes. Notons que dans le cas optimal où nous
avons ρ = 1, le majorant est le carré du majorant dans les estimations de Wegner.
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Les estimations de Minami sont prouvées pour beaucoup moins de modèles. Dans
l’étude des statistiques spectrales ([Min96]), Minami a utilisé et prouvé ce résultat, pour
les modèles d’Anderson discrets, pour toutes les dimensions. Une preuve plus simple et des
généralisations pour ces mêmes modèles se trouvent dans [CGK09]. La preuve dans cet
article permet également de prendre de considérer d’autre hamiltonien libre (c’est-à-dire
sans le potentiel) plus généraux que le laplacien discret (voir également [BHS07, GV07]).
Par ailleurs, il a été prouvé dans [Klo14], pour les modèles définis sur la droite réelle, que
les estimations de Minami sont des conséquences des estimations de Wegner et l’hypothèse
de localisation. Les estimations de Minami obtenues sont plus faibles que celles présentées
ci-dessus mais sont suffisantes pour l’étude des statistiques spectrales. Par exemple, ces
estimations sont valables uniquement sur des tailles d’intervalles en énergie dépendant de
la taille du volume du cube. Le mécanisme derrière la preuve des estimations de Minami
faite dans [Klo14] est l’effet tunnel, ou plutôt, des estimations d’effet tunnel inverse. Enfin,
très récemment ([TV14]), les estimations de Minami, telles qu’énoncées dans (M), ont été
prouvées pour les modèles discrets de type alliage, pour toutes les dimensions, tant que
la transformée de Fourier du potentiel de simple-site n’est jamais nulle. Le potentiel peut,
quant à lui, changer de signe. La preuve suit celle donnée dans [Min96] et consiste à faire
une transformation sur l’espace de probabilité, technique déjà utilisée pour prouver les
estimations de Wegner ([Ves10a]).
L’effet tunnel utilisé dans [Klo14]. nous permettra de montrer que, si Hω(ΛL) a deux
valeurs propres proches dans un intervalle I assez petit, nous pouvons trouver deux cubes
Λ1 et Λ2, inclus dans ΛL, distants l’un de l’autre, de sorte que les deux opérateurs Hω(Λi),
indépendants l’un de l’autre, ont chacun une valeur propre dans I. Une fois ce dernier
résultat prouvé, il "suffit" alors de se restreindre à des cubes de taille logarithmique grâce
à l’hypothèse de localisation et d’appliquer les estimations de Wegner aux deux opérateurs.
Généralisation des résultats
Dans cette thèse nous nous posons quelques questions sur les statistiques spectrales des
opérateurs de Schrödinger aléatoires, par exemple décrites par le Théorème 0.2, et les
hypothèses pour y parvenir.
1. Est-il possible de prouver des résultats similaires au Théorème 0.2 avec des estima-
tions de Wegner non linéaires en |Λ| ?
2. Les estimations d’effet tunnel inverse et les estimations de Minami prouvées dans
[Klo14] peuvent-elles être généralisées à d’autres modèles d’opérateur, notamment
discrets ?
Commentons la première question. Il est fait mention dans [GK10a] que les raisonne-
ments tenus pour prouver les résultats sur les statistiques spectrales restent valables si
les estimations de Wegner ne sont plus linéaires en le volume du cube. Des estimations
de ce type ont été prouvées pour certains modèles, par exemple des modèles discrets de
type alliage avec potentiel de simple site qui changent de signe ([Ves10a]), ou pour des
modèles plus généraux ([Klo95]). En fait, si les estimations ne sont que polynomiales en
fonction du volume de cube et que les estimations de Minami restent valables (éventuel-
lement sous une forme plus faible, comme dans [Klo14]) sous une forme amoindri, les
preuves restent valables, à quelques changements près, si nous rajoutons une hypothèse
de régularité sur la densité d’état intégrée. En effet, les auteurs utilisent le caractère lip-
schitzien de la DEI. Or, si les estimations de Wegner ne sont plus linéaires en fonction
du volume du cube, nous ne déduisons aucune information sur la régularité de la DEI.
En revanche, nous montrerons que l’étude des statistiques des niveaux d’énergies reste
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valable si la DEI est log-höldérienne avec exposant suffisamment grand, ou höldérienne.
En dimension un, il est possible d’obtenir la régularité höldérienne par d’autres moyens
(voir [BL85] et l’exemple donné en annexe), notamment par l’étude des matrices de trans-
fert. En revanche, en dimension supérieure, ces méthodes ne se généralisent pas. Il reste
donc important d’optimiser les exposants dans les estimations de Wegner en dimension
quelconque.
Commentons maintenant la seconde question. La preuve des estimations d’effet tunnel
inverse était donnée dans [Klo14] pour l’opérateur différentiel
Hu := −u′′ + qu
où q est bornée. Nous modifions légèrement la preuve pour traiter le cas d’opérateurs
différentiels plus généraux. Ainsi, les estimations d’effet tunnel inverse seront prouvées
pour les opérateurs de Sturm-Liouville du type
Hu := −(pu)′ + qu,
où q est bornée, p est continue par morceaux, ne change pas de signe trop souvent et |p|
est minorée par une constante strictement positive et majorée. La fonction p peut changer
de signe, mais ne peut pas s’approcher de zéro. En revanche, pour pouvoir appliquer ce
résultat et prouver les estimations de Minami, nous supposerons en plus que p ne change
pas signe, que p est absolument continue par morceaux et que sa dérivée est bornée.
Nous montrerons que le fait que les estimations de Minami sont des conséquences des
estimations de Wegner, dans le régime localisé, est également valable pour des modèles dis-
crets assez généraux, toujours en dimension un, en prouvant les estimations d’effet tunnel.
Ces résultats seront appliqués aux différents modèles considérés dans le manuscrit. C’est
le cas par exemple des modèles discrets de type alliage unidimensionnel, avec potentiel de
simple-site exponentiellement décroissant. Nous ne nécessitons donc pas d’hypothèse sur
la transformée de Fourier du potentiel de simple-site. En revanche, les estimations ne sont
valables qu’en dimension un et sont plus faibles que celles données dans (M) et donc dans
[TV14] mais sont suffisantes dans l’étude des statistiques spectrales. La preuve permet éga-
lement de considérer des hamiltoniens libres plus généraux que le simple laplacien discret,
nous considérerons des opérateurs de Jacobi. La preuve que nous faisons suit celle donnée
dans [Klo14], grâce aux estimations d’effet tunnel inverse. Le principal avantage dans le
cas discret est que le réseau auquel nous devons restreindre l’appartenance des cubes Λ1
et Λ2, qui doit être construit dans le cas continu, nous est ici donné par le modèle. En
revanche, certaines preuves de résultats sur les équations aux différences finies nécessitent
plus de calculs que les preuves des résultats analogues sur les équations différentielles.
Par ailleurs, le fait que, pour les modèles continus, les vecteurs propres ne peuvent rester
proche de zéro que sur des petits intervalles, ne trouve pas vraiment d’équivalent pour
les modèles discrets. En revanche, nous exploiterons le fait que la seule suite récurrente
d’ordre deux qui s’annule deux fois consécutivement est la suite nulle.
0.4 Indépendance asymptotique des statistiques locales des
niveaux, prises à différentes énergies
Une fois les statistiques de niveaux d’énergies étudiées, par exemple par l’intermédiaire
du théorème 0.2, il est légitime de se poser la question suivante. Comment se comportent
les processus ponctuels Ξ(ξ;E1, ω,Λ) et Ξ(ξ;E2, ω,Λ) avec E1 6= E2, l’un par rapport à
l’autre, dans la limite |Λ→∞|. Il a été prouvé dans [Klo11] que, pour le modèle d’Anderson
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discret en dimension d > 1, l’indépendance asymptotique des processus est vérifiée dès que
les énergies |E1 −E2| > 4d. Par ailleurs, pour le modèle d’Anderson discret en dimension
un, l’indépendance asymptotique est vérifiée pour toute paire d’énergies distinctes. Pour
être plus précis, pour le modèle d’Anderson en dimension un, nous extrayons de [Klo11]
le théorème suivant.
Théorème 0.3. Prenons (E1, E2) ∈ I2 tels que E1 6= E2 et tels que N(.) est dérivable en
E0 et en E′0 avec ν(E1) > 0 et ν(E2) > 0.
Dans la limite |Λ| → ∞ les processus ponctuels Ξ(E1, ω,Λ) et Ξ(E2, ω,Λ), convergent
faiblement respectivement vers deux processus de Poisson sur R, indépendants et d’inten-
sité la mesure de Lebesgue. En d’autres termes, pour U+ ⊂ R et U− ⊂ R des intervalles
compacts et {k+, k−} ∈ N× N, nous avons
P
(
]{j; ξj(E1, ω,Λ) ∈ U+} = k+
]{j; ξj(E2, ω,Λ) ∈ U−} = k−
)
→
Λ→Z
(
|U+|k+
k+!
e−|U+|
)(
|U−|k−
k−!
e−|U−|
)
.
Ce type de résultat avait déjà été étudié pour certaines matrices aléatoires ([Meh04]),
mais était pour la première fois prouvé pour des opérateurs de Schrödinger aléatoires
dans [Klo11]. Il a ensuite été prouvé dans [Tri14] (voir également [Mia11]) que, toujours
en dimension un, ce résultat était valable pour un modèle de type liaison forte aléatoire.
Pour ce dernier modèle, le désordre diagonal est corrélé au désordre hors-diagonal. En
outre, l’article [Tri14] montre que le cheminement de la preuve de [Klo11] était suffi-
sant pour prouver l’indépendance asymptotique d’un nombre fini de processus ponctuels
(Ξ(ξ;Ej , ω,Λ))j∈J1,kK.
Pour être plus précis, pour prouver le Théorème 0.3, Klopp prouve d’abord les estima-
tions de décorrélation des énergies éloignées que nous allons présenter. Ainsi, en dimension
un, nous avons le lemme suivant, qui correspond au [Klo11, Lemma 1.1].
Lemme 0.4. Il existe γ > 0 tel que, pour β ∈ (1/2, 1), α ∈ (0, γ), (E,E′) ∈ R2 et c > 0,
il existe C > 0 tel que, pour L ≥ 3 et cLα ≤ l ≤ 1cLα, nous avons
P


sp(Hω(ΛL)) ∩
(
E − L−1, E + L−1
)
6= ∅,
sp(Hω(ΛL)) ∩
(
E′ − L−1, E′ + L−1
)
6= ∅

 ≤ C l2
L1+γ
e(logL)
β (0.4.1)
Ce résultat n’est pas exactement celui énoncé dans [Klo11]. En effet, celui-ci est énoncé
originellement avec γ = 1. Ceci est du à une légère erreur dans la preuve d’origine, qui se
corrige facilement mais modifie le résultat. Le résultat ci-dessus est donc celui qui devrait
figurer dans [Klo11] mais aussi dans [Tri14]. Le résultat est prouvé avec γ = 1/3, mais il est
possible d’améliorer l’exposant sans pour autant parvenir à γ = 1, pour l’instant. Le lemme
ci-dessus est un résultat complémentaire aux estimations de Minami. En effet, ces dernières
peuvent être vues comme estimations de décorrélation des énergies proches. Associé aux
hypothèses de la section précédente, ce résultat suffit à obtenir le Théorème 0.3. Ainsi, les
preuves du Théorème 0.3 pour d’autres modèles, y compris multi-dimensionnels, peuvent
se ramener à la preuve des estimations de décorrélation des énergies éloignées. C’est le cas
des modèles considérés dans ce manuscrit.
Généralisation des résultats
Dans cette thèse, nous nous poserons la question suivante.
– Les estimations de décorrélation des valeurs propres éloignées sont-elles valables pour
d’autres modèles que ceux étudiés dans [Klo11, Tri14] ?
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Nous montrons que ces estimations sont également valables pour d’autres modèles, tou-
jours en dimension un. Ainsi, nous prouvons ce résultat pour certains modèles discrets de
type alliage, pour le modèle des sauts, pour des modèles de type multimère, pour certains
modèles d’Anderson continus et enfin, pour les graphes quantiques unidimensionnels avec
constantes de couplage aléatoires. Ici également, pour les modèles discrets de type alliage
ou de type multimère, le hamiltonien libre sera un opérateur de Jacobi. Nous reviendrons
sur ces différents modèles dans le premier chapitre, en plus amples détails.
Expliquons maintenant les difficultés surmontées pour parvenir à ces résultats. Il est
montré dans [Klo11] que ces estimations de décorrélation sont, dans le régime localisé,
conséquences des estimations de Minami. La preuve de ces estimations de décorrélation
passe par l’étude des gradients des valeurs propres de Hω(ΛL), vues comme fonctions des
variables aléatoires. Les gradients de ces valeurs propres sont différents selon les modèles
et nous apportons donc des preuves différentes selon les modèles. Le résultat technique de
la preuve consiste à montrer que les gradients de deux valeurs propres simples ne peuvent
presque jamais être presque colinéaires. Ce résultat est difficile à obtenir (nous ne savons
toujours pas le prouver pour le modèle d’Anderson discret en dimension d > 1, pour des
valeurs propres pas assez éloignées). Illustrons rapidement cette difficulté sur un exemple,
en comparant les traductions de l’hypothèse de colinéarité pour le modèle d’Anderson
discret et un analogue continu.
Considérons d’abord le modèle d’Anderson discret en dimension un, c’est-à-dire l’opé-
rateur Hω : `2(Z)→ `2(R) défini par
∀u ∈ `2(Z), ∀n ∈ Z, [Hωu] (n) = [∆u](n) + ωnu(n). (0.4.2)
Un calcul simple montre que, si uω est vecteur propre normalisé pour la valeur propre
simple E(ω) de Hω(ΛL), alors
∂ωnE(ω) = (uω(n))2.
La condition de colinéarité entre les gradients de Ej(ω) et Ek(ω), valeurs propres associées
à u et v normalisés, s’écrit alors
∀n ∈ ΛL ∩ Z, u2(n) = v2(n),
que l’on traduit aisément par u(n) = ±v(n) pour tout n ∈ ΛL (il reste tout de même
encore à exploiter ce fait dans les équations, ce que nous ne savons pas faire en dimension
au moins égale à deux).
Maintenant, considérons l’opérateur Hω : L2(R)→ L2(R) défini par
∀φ ∈ H2(R),∀x ∈ R, Hω(φ)(x) = −φ′′(x) +
∑
n∈Z
ωn1[−1/2,1/2](x− n)
φ(x), (0.4.3)
où les (ωn)n∈Z sont des variables aléatoires i.i.d. Il s’agit du modèle d’Anderson continu
avec potentiel de simple site égal à la fonction caractéristique de [−1/2, 1/2], quand les
atomes sont disposés aux points du réseau Z. Un calcul simple montre que, si φω est une
fonction propre normalisée pour la valeur propre simple E(ω) de Hω(ΛL), alors
∂ωnE(ω) =
∫
[n−1/2,n+1/2]∩ΛL
(φω(x))2dx.
La condition de colinéarité entre les gradients de Ej(ω) et Ek(ω), associés aux fonctions
propres φ et ψ normalisées, s’écrit alors
∀n ∈ Z ∩ ΛL,
∫
[n−1/2,n+1/2]∩ΛL
(φ2ω(x)− ψ2ω(x))dx = 0
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qu’il n’est pas aisé de traduire. Nous montrerons dans le troisième chapitre, qu’en écrivant
ces équations dans des bases bien choisies de solutions des équations différentielles vérifiées
par les fonctions propres, sur [n−1/2, n+1/2] pour n ∈ Z, et en exploitant les raccords de
classe C1 aux bords des intervalles, nous obtenons des conditions plus simple à exploiter
sur les fonctions propres. Le choix des bases que nous ferons permettra d’avoir une certaine
symétrie dans les équations, permettant ainsi de simplifier le problème. Par ailleurs, l’hy-
pothèse de recouvrement nous permettra de montrer que, pour des valeurs très grandes
des variables aléatoires, les solutions des équations de Sturm-Liouville correspondantes
n’oscillent jamais, simplifiant ainsi la comparaison entre solutions.
Par ailleurs, les preuves de [Klo11], de [Tri14] ainsi que certaines preuves données dans
ce manuscrit reposent en partie sur la monotonie des modèles en fonction des variables
aléatoires. Ceci complique donc l’étude du modèle des sauts que nous présentons mainte-
nant. Il s’agit de l’opérateur Hω : `2(Z)→ `2(Z) défini par
∀u ∈ `2(Z), [Hωu](n) = ωn+1u(n+ 1) + ωnu(n− 1),
les variables aléatoires restant uniformément éloignées de zéro. Ainsi, si uω est un vecteur
propre normalisé associé à la valeur propre simple E(ω) de Hω(ΛL), nous calculons
∂ωnE(ω) = 2uω(n+ 1)uω(n),
qui peut donc changer de signe. La solution que nous donnons à ce problème consiste
à se rendre compte que, si nous regardons les valeurs propres comme fonctions de deux
variables aléatoires consécutives, nous obtenons une croissance radiale. La preuve des
estimations de décorrélation se base donc sur des changements de base en coordonnées
polaires des paires de variables aléatoires consécutives. Remarquons par ailleurs que cette
recherche d’une propriété de monotonie n’est pas suffisante en soi, nous devons avoir deux
propriétés de monotonie en fonction de variables indépendantes. Ainsi, quand la monotonie
fait intervenir toute les variables aléatoires, comme cela peut être le cas avec les modèles
de type alliage avec potentiel de simple-site changeant de signe ([Ves10a]), la preuve par
changement de variables que nous donnons ne permet pas de conclure.
Notons enfin que la démarche donnée dans [Klo11], et que nous reprenons ici, semble
pouvoir se généraliser au cas où les Vω(n) ne sont pas i.i.d mais que l’on a une certaine
régularité (au moins l’existence d’une densité) de la loi conditionnelle de toute paire de
variables aléatoires par rapport aux autres. Pour les modèles de type multimère et les
modèles discrets de type alliage, cette propriété de régularité ne peut pas être vraie. Nous
résolvons cette difficulté pour les modèles de type multimère de la même manière que
pour les modèles continus considérés. Nous ferons également de même pour le modèle de
type alliage discret avec potentiel à support compact. Nous donnons également une autre
preuve pour les potentiels de simple-site décroissant exponentiellement, tant que leurs
transformées de Fourier ne s’annulent pas. Ces derniers modèles peuvent être vus comme
des petites perturbations du modèle d’Anderson discret. Ainsi, nous exploiterons le fait
que le nombre de variables aléatoires intervenant dans la définition de Hω(ΛL) est plus
grand |ΛL|. Ainsi, nous montrerons que la condition de colinéarité se traduit globalement
de la même manière que pour le modèle d’Anderson discret, et que nous obtenons des
informations sur les variables aléatoires (Vω(n))n∈J (qui étaient indépendantes dans le cas
du modèle d’Anderson discret) où J est un sous-ensemble de Z bien choisi, de sorte que
la loi jointe de ces variables aléatoires soit régulière et ait un bon comportement quand L
grandit.
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0.5 Principaux résultats et plan du manuscrit
Dans le premier chapitre, nous donnerons quelques définitions et propriétés générales
sur les opérateurs de Schrödigner aléatoires, notamment sur la mesurabilité et l’ergodicité
d’un opérateur aléatoire, ainsi que l’existence de la densité d’état intégrée. Nous présente-
rons également les différents modèles considérés dans ce manuscrit. Nous terminerons ce
chapitre par une étude plus détaillée des hypothèses sur lesquels nous basons notre étude :
l’hypothèse de localisation et les estimations de Wegner.
Dans le deuxième chapitre, nous nous intéresserons aux estimations de Minami. Ainsi,
nous montrerons que dans le régime localisé, les estimations de Minami sont des consé-
quences des estimations de Wegner. Nous prouverons, entre autres, le théorème suivant,
valable dans le cas continu comme dans le cas discret.
Théorème 0.5. Fixons J un compact où sont vérifiées (W) et (Loc). Pour tous s′ ∈ (0, s),
p > 0 et η > 1, il existe Lη,s′ > 0 et C := Cη,s′ tels que pour E ∈ J , L ≥ Lη,s′ et
 ∈ (0, L−1/s′), nous avons∑
k≥2
P(tr[1[E−,E+](Hω(ΛL))] ≥ k) ≤ C(2s
′
L2 + L−p) (0.5.1)
La preuve se basera sur les estimations d’effet tunnel inverse décrites précédemment,
que nous prouverons donc séparément pour les modèles discrets et les modèles continus.
Dans le troisième chapitre nous prouverons les estimations de décorrélation des va-
leurs propres éloignées, pour les différents modèles présentés dans le premier chapitre. Les
théorèmes prouvés dans ce chapitre suivront tous, à quelques variations près, le modèle
suivant.
Lemme 0.6. Soit σ un ensemble où nous avons (Loc) et (M). Il existe γ > 0 tel que,
pour β ∈ (1/2, 1), α ∈ (0, γ), (E,E′) ∈ σ2 et c > 0, il existe C > 0 tel que, pour L ≥ 3 et
cLα ≤ l ≤ 1cLα, nous avons
P


sp(Hω(Λl)) ∩
(
E − L−1, E + L−1
)
6= ∅,
sp(Hω(Λl)) ∩
(
E′ − L−1, E′ + L−1
)
6= ∅

 ≤ C l2
L1+γ
e(logL)
β
. (0.5.2)
Dans le dernier chapitre, nous étudierons les statistiques spectrales. Nous prouverons
notamment des résultats sur les statistiques des niveaux d’énergie ainsi que sur l’indé-
pendance asymptotique des statistiques de niveaux d’énergie prises à différentes énergies,
en utilisant des estimations de Wegner polynomiale en volume, sous une hypothèse de
régularité de la DEI.
En annexe, nous prouverons des résultats que nous utiliserons dans ces chapitres,
notamment des propriétés des variables de Prüfer associées à des équations de Sturm-
Liouville ou à des équations aux différences finies d’ordre deux. Nous donnerons également
un exemple d’opérateur aléatoire où sont prouvées des estimations de Wegner polynomiales
en volume et ayant une densité d’état intégrée höldérienne.
0.6 Problèmes non résolus
Nous présentons dans cette dernière section les problèmes encore ouverts, classés par
ce que nous jugeons être l’ordre croissant de difficulté, et d’éventuelles pistes pour leurs
résolutions.
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1. Pour prouver les estimations de décorrélation pour le modèle d’Anderson continu,
nous utilisons une condition de recouvrement du potentiel de simple-site. Ceci permet
de simplifier le problème mais il serait bon de savoir prouver les estimations sans
cette restriction. Comme le problème passe par le choix de bonnes bases de l’espace
des solutions des équations différentielles, dépendant d’un paramètre multiplicatif
devant le potentiel, données par les problèmes aux valeurs propres pour deux énergies
distinctes, nous pensons que les bases de solutions données par la théorie de Floquet
seraient de bons choix. Il suffirait alors de montrer que, tant que le potentiel est
positif et strictement positif sur un ensemble de mesure non nulle, les traces des
matrices fondamentales ne peuvent pas être constamment égales ou opposées, comme
fonctions du paramètre devant le potentiel.
2. Dans ce manuscrit nous prouvons les estimations de décorrélation pour différents
modèles et les preuves dépendent des modèles. Nous pensons qu’il est possible, en
utilisant un raisonnement similaire à celui pour les modèles de type multimère, de
prouver ces estimations pour les modèles discrets sous les seules hypothèses de loca-
lisation, d’estimations de Wegner, d’indépendance à une distance (ou éventuellement
contrôle des corrélations entre des opérateurs définis sur des cubes éloignés) et de
monotonie des opérateurs.
3. Nous avons vu qu’il était possible de s’affranchir de la monotonie des modèles, même
si en un sens, nous nous ramenions à ce cas. Ceci semble compliqué pour les modèles
de type alliage avec potentiel de simple-site qui change de signe. Il faudrait donc
trouver un autre argument afin de s’affranchir de la monotonie.
4. Nous ne savons toujours pas prouver les estimations de décorrélation pour toute
paire d’énergies pour le modèle d’Anderson discret en dimension d > 1. Nous voyons
deux pistes pour résoudre ce problème.
La première consiste à utiliser une démonstration similaire à celle faite pour les
modèles de type multimère, mais il semble nécessaire de devoir améliorer le contrôle
que nous avons sur le nombre de site où un vecteur propre est suffisamment grand.
En effet, pour l’instant le seul résultat que nous ayons est le résultat déterministe qui
dit que si u est un vecteur propre de H(ΛL) alors u ne s’annule pas sur un nombre
proportionnel à L de sites, et il existe un opérateur de ce type où c’est exactement
le cas. Ceci semble insuffisant. Il suffirait alors de prouver un résultat probabiliste
du type : pour β ∈ (1/2, 1), la probabilité que u soit plus grand que e−Lβ sur plus
de L2β sites est au moins égale à 1− L−α avec α > 1.
La deuxième consiste à prouver les estimations de décorrélation à partir d’une hypo-
thèse plus faible que celle prouvée dans ce manuscrit, sur la non-colinéarité des gra-
dients. Nous pourrions, par exemple, étudier les dérivées des valeurs propres simples
par rapport à des blocs de variables aléatoires de côté Lα, plutôt que par rapport à
chacune de ces variables aléatoires.
5. Nous terminons enfin par le problème qui nous parait le plus difficile, à savoir prouver
qu’en dimension d > 1, dans le régime localisé, les estimations de Minami sont
également conséquences des estimations de Wegner. Ceci est un problème majeur
car nous ne savons pas prouver les estimations de Minami en dimension quelconque
pour des opérateurs continus. Ceci empêche en particulier l’étude des statistiques
spectrales pour d’autres modèles et de prouver les estimations de décorrélation des
énergies éloignées.
Notations
Dans ce document nous utiliserons les notations suivantes
1. Les symboles N, Z, R et C représentent respectivement les ensembles des entiers
naturels, des entiers relatifs, des réels et des complexes.
2. Si n et m sont deux entiers relatifs, nous noterons Jn,mK l’ensemble des entiers
compris entre n et m.
3. Si I est un ensemble mesurable de R, nous noterons |I| sa mesure. De même, si I
est un sous-ensemble de Z, nous noterons |I| son cardinal
4. Si I est un sous ensemble de Z, nous noterons `2(I), l’espace de Hilbert des suites de
carré sommable, définies sur I, muni de la norme usuelle. De la même manière si I
est un intervalle de R, L2(I) est l’espace de Hilbert des fonctions de carré intégrable,
muni de la norme usuelle.
5. Soit Λ un intervalle de R et p ∈ N∗. Nous noterons Hp(Λ) l’espace de Sobolev
Hp(Λ) := {f ∈ L2(Λ), f (m) ∈ L2(Λ),m ∈ J1, pK}
des fonctions L2(Λ) dont les dérivées successives jusqu’à p, au sens des distributions,
sont dans L2(Λ). Nous noterons également H10 (Λ) l’espace
H10 (Λ) := H1(Λ) ∩ {f ∈ L2(Λ), f(0) = f(1) = 0}.

Chapitre 1
Modèles et hypothèses
Dans ce chapitre nous présentons les différents modèles qui seront considérés par la
suite, ainsi que les différentes hypothèses dont nous aurons besoin. Nous rappelons que les
différents modèles sont unidimensionnels et sont donc définis sur L2(R) ou sur `2(Z).
Cette hypothèse nous permet d’utiliser des techniques telles que la théorie d’oscillation
de Sturm ou l’étude des suites récurrentes d’ordre 2. Nous étudierons une grande variété
d’opérateurs discrets, en revanche nous étudierons une classe plus restreinte d’opérateurs
définis sur la droite réelle. Nous étudierons également les graphes quantiques unidimen-
sionnels et le rapport qu’entretiennent ceux-ci avec les opérateurs discrets.
1.1 Opérateurs aléatoires
Dans cette section, nous donnons la définition d’un opérateur aléatoire mesurable,
éventuellement ergodique, ainsi que quelques propriétés vérifiées par cet opérateur. Don-
nons nous un espace probabilisé (Ω,F ,P), où F est une tribu sur Ω et P une probabilité
sur (Ω,F). Ce qu’est réellement Ω a peu d’importance, mais dépend du modèle. Pour
beaucoup de modèles, nous pouvons par exemple prendre Ω égal à RZ et définir F comme
la tribu engendrée par les cylindres de RZ.
1.1.1 Mesurabilité et ergodicité
Nous rappelons les définitions suivantes de mesurabilité et d’ergodicité, nous référons
à [CL90, Chapitre IV et V] et [Kir08] pour plus de détails et des définitions plus générales.
Définition 1.1. Un opérateur auto-adjoint borné sur un espace de Hilbert Hω est dit
mesurable si pour tout u, v dans H, la fonction 〈Hωu, v〉 est mesurable. Un opérateur auto-
adjoint non borné est dit mesurable si pour toute fonction mesurable bornée f , l’opérateur
f(Hω) est mesurable.
Remarque 1.2. Pour beaucoup de résultats, il est utile qu’il existe un cœur commun à
presque toutes les réalisations de l’opérateur aléatoire, c’est-à dire un ensemble D0 tel que,
presque sûrement,
1. D0 est dense dans D(Hω),
2. ∀φ ∈ D(Hω), ∃(φn)n∈N ∈ DN0 , Hω(φ) = limn→∞Hωφn.
L’hypothèse de cœur commun sera vérifiée par les opérateurs non bornés considérés. Pour
les opérateurs bornés, le cœur peut évidemment être pris égal à H.
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Tous les modèles étudiés par la suite seront mesurables. Les définitions suivantes
concernent la propriété d’ergodicité. Nous donnons ici une version indexée par Z des défi-
nitions, il existe bien évidemment une version indexée par R mais elle n’est pas nécessaire
dans l’application que nous en aurons.
Définition 1.3. Donnons nous une famille (Ti)i∈Z de transformations préservant la mesure
sur (Ω,F ,P), c’est-à-dire
∀i ∈ Z, ∀A ∈ F , P
(
T−1i A
)
= P(A).
Un ensemble A ∈ F est dit invariant (par rapport à (Ti)i∈Z) si T−1i A = A pour tout i ∈ Z.
Nous dirons que la famille (Ti)i∈Z est ergodique si tout invariant est de probabilité nulle
ou égale à un.
Un processus stochastique (discret) est la donnée d’une suite de variables aléatoires
(Xn)n∈Z définies sur (Ω,F).
Définition 1.4. Un processus stochastique est dit ergodique si il existe une famille ergo-
dique (Ti)i∈Z de transformations préservant la mesure telle que
∀ω ∈ Ω, Xi (Tj(ω)) = Xi(ω).
Un exemple simple de processus ergodique est la donnée d’une suite de variables aléa-
toires i.i.d (Xi)i∈Z réalisée par Xi(ω) = ωi. La mesure P est alors le produit infini de la
même mesure P0 définie sur R par P0(A) = P (X0 ∈ A). Il suffit donc de prendre pour
famille ergodique de transformations (Ti)i sur Ω (:= RZ), la famille des translations sur
les coordonnées : (Ti(ω))j = ωi−j où xj désigne la j-ème coordonnée de x ∈ RZ. Nous
référons à [Kir08, Section 4] pour la preuve de ce résultat. Nous rappelons deux résultats
d’importance dans l’étude des processus ergodiques.
Proposition 1.5. Soit (Ti)i∈Z une famille ergodique de transformations préservant la
mesure. Si une variable aléatoire X est invariante par rapport à la famille (Ti)i∈Z (c’est-
à-dire si pour tout i ∈ Z, X ◦ Ti = X) alors il existe c ∈ R tel que P(X = c) = 1.
Le second résultat est le théorème ergodique de Birkhoff.
Théorème 1.6. Si (Xi)i∈Z est un processus ergodique et si E (|X0|) < ∞ alors, avec
probabilité égale à un,
lim
L→∞
1
2L+ 1
L∑
i=−L
Xi → E (X0)
Ce théorème généralise donc la loi forte des grands nombres aux processus ergodiques.
Nous définissons enfin l’ergodicité d’un opérateur aléatoire.
Définition 1.7. Soit Hω : H 7→ H un opérateur aléatoire auto-adjoint de domaine D(Hω).
Supposons qu’il existe un cœur commun à presque toutes les réalisations de l’opérateur
aléatoire. Hω est dit ergodique si il existe une famille ergodique (Ti)i∈Z de transformations
préservant la mesure et une famille (Ui)i∈Z d’opérateurs unitaires sur H telles que
HTi(ω) = U
?
i HωUi.
Nous pouvons remplacer cette définition par l’hypothèse f(Hω) est ergodique pour
toute fonction f mesurable bornée. Un exemple d’opérateur ergodique est le suivant. Sur
`2(Z) définissons MVω l’opérateur de multiplication par Vω où Vω(n) = ωn. Les (ωn)n∈Z
étant i.i.d,MVω est ergodique (pour (Ti)i comme dans l’exemple au dessus, et Ui l’opérateur
de translation par i sur `2(Z)). Dans la suite du manuscrit, Vω pourra désigner la fonction
Vω ou l’opérateur de multiplicationMVω , le contexte permettra aisément d’identifier l’objet
en question.
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1.1.2 Spectre presque sûr et densité d’état intégrée
Dans cette sous-section nous rappelons deux résultats fondamentaux sur les opérateurs
ergodiques. Nous commençons par l’existence de spectres presque sûr.
Proposition 1.8. [Pas80, KS81, KM82] Si Hω est un opérateur aléatoire auto-adjoint et
ergodique, il existe alors un sous-ensemble fermé Σ de R tel que, presque sûrement,
sp (Hω) = Σ.
On l’appelle donc spectre presque sûr. De plus, il existe des ensembles Σac, Σsc, Σpp, Σdisc
et Σess tels que
∀x ∈ {ac, sc, pp, disc, ess},Σx = spx (Hω)
où les spx(H) sont les spectres respectivement absolument continu, singulier continu, pu-
rement ponctuel, discret et essentiel.
Nous construisons maintenant la densité d’état intégrée qui représente le nombre de
niveau d’énergie par unité de volume d’un opérateur de Schrödinger aléatoire. Pour cela,
nous commençons par étudier la restriction de ces opérateurs à des intervalles finis avec
conditions aux bords de Dirichlet. Nous aurions pu choisir également des conditions aux
bords périodiques, l’étude n’en est que peu changé. Prenons donc L ∈ R et définissons
le cube ΛL :=] − L,L[ pour les modèles continus et le cube ΛL := [−L,L] ∩ Z pour les
modèles discrets. Nous utiliserons la même notation, le contexte permettant aisément de
savoir à quelle définition ΛL fait référence. Nous parlerons de cube pour parler de ΛL et non
d’intervalle en référence à l’appellation standard dans le cas multidimensionnel. En outre,
cela permettra de plus facilement distinguer les cubes ΛL des intervalles d’énergies (souvent
notés I ou J) considérés par la suite. Ainsi, si Hω est défini sur L2(R) (respectivement
`2(Z)) nous définissons l’opérateur Hω (ΛL) défini sur L2 (ΛL) (respectivement sur `2 (ΛL))
par
∀φ ∈ H10 (ΛL) ∩H2 (ΛL) , Hω (ΛL)φ = Hωφ (1.1.1)
respectivement, Hω (ΛL) est identifié à 1 ΛLHω1 ΛL via la bijection canonique entre les
suites à support dans ΛL et `2 (ΛL). Nous utiliserons également la notation Hω(Λ) pour
la restriction de Hω à un cube Λ quelconque avec condition de Dirichlet.
Dans le cas continu, les opérateurs Hω(ΛL) étudiés sont bornés inférieurement et sont
à résolvante compacte. Dans le cas discret, Hω(ΛL) peut être identifié à une matrice
symétrique deM2L+1(R). Dans les deux cas, les opérateurs n’ont que des valeurs propres de
multiplicité finie, sans points d’accumulations, et nous les ordonnons E1(ω) ≤ E2(ω) ≤ ...,
répétant les valeurs propres selon leur multiplicité (notons que dans notre cas, c’est-à-dire
en dimension un avec conditions aux bords de Dirichlet, cette multiplicité est égale à 1).
Nous pouvons donc définir pour tout E ∈ R le nombre
Nω(E,Λ) =
]{j ∈ N, Ej(ω) < E}
|Λ| . (1.1.2)
Nous avons alors la proposition suivante, valable pour les opérateurs (continus ou discrets)
Z-ergodiques, Hω = −∆ + Vper + Vω, où Vper est un potentiel périodique.
Proposition 1.9. Il existe une fonction croissante N : R → R et un ensemble Ω0 de
probabilité un tels que, pour tout ω ∈ Ω0 et tout point de continuité E de N , nous avons
lim
L→∞
Nω(E,ΛL) = N(E)
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Nous avons alors
N(E) = E
(
tr
[
χ01]−∞,E[?(Hω)
])
où, dans le cas discret, χ0 est la suite égale à un en 0 et nulle ailleurs, et dans le cas
continu, χ0 = 1]0,1[.
La fonction N(E) est appelée densité d’état intégrée (voir [Ves08] pour de plus amples
détails), et sera notée DEI dans le reste du manuscrit. Il est clair que la fonction N est
croissante, continue à gauche, que nous avons limE→−∞N(E) = 0 et, dans le cas discret,
limE→∞N(E) = 1. Elle est donc fonction de répartition d’une mesure borélienne, notée
ν et appelée densité d’état. Il est notable que la densité d’état obtenue en prenant des
conditions périodiques aux bords du cube est égale à celle construite ci-dessus. Le support
de la mesure ν est égal au spectre presque sûr. Par ailleurs, la DEI a un nombre au plus
dénombrable de point de discontinuité, mais dans le cas discret la DEI est même continue,
la densité d’état n’ayant pas d’atome. Il a été prouvé récemment ([BK13]) que la DEI est
log-höldérienne dans le cas continu, en dimension inférieure ou égale à trois. La densité
d’état intégrée joue un rôle majeur dans l’étude des opérateurs de Schrödinger aléatoires,
notamment dans l’étude de la localisation. En ce qui nous concerne, elle sera à la base des
résultats sur les statistiques spectrales.
1.2 Différents modèles d’opérateurs de Schrödinger aléa-
toires
Dans cette section, nous présentons les modèles d’opérateurs de Schrödinger aléa-
toires traités par la suite. Les résultats sur les estimations de Minami seront prouvés pour
des opérateurs avec plus de généralité, mais les preuves des estimations de décorrélation
des valeurs propres éloignées, donnés dans le troisième chapitre, diffèrent selon le modèle
considéré. Nous étudierons des opérateurs agissants sur `2(Z) mais également sur L2(R).
Dans tout le manuscrit, (ωn)n∈Z désignera une suite de variables aléatoires réelles in-
dépendantes, identiquement distribuées. Nous supposerons qu’elles admettent une même
densité ρ par rapport à la mesure de Lebesgue, et que celle-ci est bornée à support com-
pact. Ces hypothèses sont pratiques, mais ne sont en général pas toutes nécessaires. Elle
permettent néanmoins de simplifier les conclusions des preuves et d’avoir des estimations
plus faciles à effectuer. Les modèles suivants ont également un sens quand les variables
aléatoires (ωn)n∈Z ont des distributions singulières, par exemple, quand elles sont des va-
riables aléatoires de Bernoulli. En revanche, les preuves que nous feront ne seront plus
valables pour ces modèles. Par exemple, nous utiliserons une certaine forme d’estimations
de Wegner et celles-ci ne peuvent pas être vrai pour des variables aléatoires de Bernoulli ;
il reste néanmoins possible de prouver une forme faible de celles-ci. Nous présentons les
opérateurs définis sur la droite réelle puis ceux définis sur le réseau, ces premiers étant en
moins grande variété que leurs homologues discrets. Enfin, nous présenterons les graphes
quantiques unidimensionnels ainsi que le rapport qu’ils entretiennent avec les modèles
discrets.
1.2.1 Modèles continus
Prenons q ∈ L∞ une fonction bornée, à support compact et définissons la fonction Vω
par
∀x ∈ R, Vω(x) =
∑
n∈Z
ωnq(x− n). (1.2.1)
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La fonction Vω est presque sûrement bornée par une constante uniforme. Nous pouvons
alors définir presque sûrement l’opérateur Hω sur L2(R) par :
∀φ ∈ H2(R), Hωφ = −∆φ+ Vωφ. (1.2.2)
Nous définissons ainsi un opérateur aléatoire mesurable et Z-ergodique. Presque sûrement,
l’opérateur Hω est auto-adjoint sur le domaine H2(R) et essentiellement auto-adjoint sur
C∞(R). Ce modèle est appelé modèle d’Anderson continu ou encore modèle de type alliage.
En effet, la forme du potentiel modélise le fait que les différents atomes, supposés être aux
points du réseau Z, sont différents les uns des autres, les variables aléatoires modélisant
alors les différentes charges possibles. Pour que la modélisation soit plus fidèle à la réalité, il
faudrait considérer des variables aléatoires à loi discrète, mais comme dit précédemment,
il faudra présenter d’autres preuves. Par ailleurs, l’hypothèse de compacité du support
de q est également pratique, elle permet de s’affranchir des interactions à longue portée,
mais pourrait être relâchée en une décroissance exponentielle (ce qui sera fait pour le
modèle discret), par exemple. Ces opérateurs sont certainement les modèles continus les
plus étudiés, et de nombreux résultats ont été prouvés pour ces modèles. L’étude de ces
modèles est plus simple quand le potentiel de simple site q est de signe fixe ([His08]),
mais certains résultats sont prouvés quand le potentiel q change de signe ([Klo95, HK02,
Ves02, Klo02, KV06, KN09]). Les estimations de Minami prouvées dans [Klo11], et que
nous reprenons ici, avec une légère généralisation, rentrent également dans ce cadre. En
revanche, pour prouver les estimations de décorrélation des valeurs propres éloignées nous
supposerons que le potentiel q est de signe fixe. De plus, nous utiliserons l’hypothèse
suivante, appelée hypothèse de recouvrement :
il existe η > 0 tel que q ≥ η1[−1/2,1/2] . (1.2.3)
1.2.2 Modèles discrets
Nous présentons maintenant les différents modèles discrets étudiés dans la suite du
manuscrit. Dans le cas continu, le hamiltonien libre considéré était le laplacien. Dans le
cas discret, nous prendrons pour hamiltonien libre un opérateurs de Jacobi, que nous
définissons maintenant.
Soit (bn)n∈Z une suite de variables aléatoires réelles, indépendantes de la suite (ωn)n∈Z.
Nous supposerons qu’il existe m > 0 tel que, presque sûrement,
1
m
> sup
n∈Z
|bn| ≥ inf
n∈Z
|bn| > m > 0. (1.2.4)
Nous définissons alors ∆b : u ∈ `2(Z) 7→ ∆bu ∈ `2(Z) défini par
∀n ∈ Z, [∆bu] (n) = bn+1u(n+ 1) + bnu(n− 1). (1.2.5)
L’opérateur ∆b est auto-adjoint. Il est possible d’ajouter un potentiel périodique à cet
opérateur, en revanche cela complique l’étude des estimations de décorrélation pour un des
modèles considérés. Nous gardons donc comme hamiltonien cet opérateur, sans potentiel
périodique. Nous présentons maintenant les différents modèles discrets étudiés par la suite.
Nous présentons d’abord les modèles de type alliage, puis les modèles de type multimère
et enfin le modèle des sauts.
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Modèles de type alliage
Les potentiels discrets de type alliage sont les équivalents discrets des potentiels conti-
nus présentés dans la sous-section précédente. Fixons une suite (an)n∈Z satisfaisant l’hy-
pothèse suivante :
∃c > 0, ∀n ∈ Z, |an| ≤ ce−cn (1.2.6)
et définissons le potentiel aléatoire sur Z :
Vω(n) =
∑
m∈Z
ωmam−n. (1.2.7)
Le potentiel est presque sûrement borné par une borne uniforme. Nous pouvons donc
définir, presque sûrement, l’opérateur auto-adjoint Hω : `2(Z)→ `2(Z) par
∀φ ∈ `2(Z), Hωφ = −∆bφ+ Vωφ. (1.2.8)
Quand la suite (bn) est ergodique ou déterministe et périodique, l’opérateur Hω est
mesurable et ergodique. Comme expliqué dans la sous-section précédente, nous envi-
sageons ici des potentiels à décroissance exponentielle. Cette hypothèse était celle uti-
lisée dans [Ves10a], pour prouver les estimations de Wegner. Cette hypothèse permet
notamment de considérer cet opérateur comme une petite perturbation de l’opérateur
avec potentiel tronqué suffisamment loin d’un maximum, technique qui sera reprise dans
ce manuscrit. Nous ne savons pas encore traiter le cas des potentiels qui ne vérifient
pas cette hypothèse et à notre connaissance, aucune des hypothèses sur lesquelles nous
nous appuyons n’est prouvée dans ce cas là. En revanche, il est possible de rajouter
un potentiel périodique au hamiltonien libre, cela ne change que très peu la preuve.
Ce modèle a été également beaucoup étudié, et les recherches sur ce modèle sont plus
avancées que sur le modèle de type alliage continu présenté dans la sous-section pré-
cédente, là également sans hypothèse de signe fixe sur le potentiel de simple site (voir
[ETV10, TV10, ETV11, Ves10a, Ves10b, Krü12, TV14]). En effet, certains résultats sont
prouvés sans hypothèse de signe fixe sur le potentiel de simple-site uniquement dans le
cas discret. C’est par exemple le cas pour les estimations de Wegner valables sur R, nous
y reviendrons dans la section suivante. En ce qui nous concerne, notre preuve des estima-
tions de Minami englobe le cas où le potentiel de simple-site n’est pas de signe fixe. Nous
prouverons les estimations de Minami sous l’hypothèse supplémentaire de décroissance
suivante
(Décroissance) : ∀λ > 0, ∃K > 0, ∀n ∈ Z, |d(n)| ≤ Ke−λ|n|. (1.2.9)
Nous prouverons les estimations de décorrélation des valeurs propres éloignées pour
des potentiels de simple-site (an)n de signe fixe et dont les transformées de Fourier ne
s’annulent pas, uniquement sous l’hypothèse (1.2.6) tant que nous avons des estimations
de Minami. Ces deux dernières hypothèses sont en particulier prouvées pour les potentiels
de simple site à support compact. Par ailleurs, la preuve des estimations de décorrélation
des valeurs propres éloignées pour les modèles continus est également valable, aux modi-
fications dues à la structure discrète près, pour les opérateurs Hω = −∆ + Vω sur `2(Z)
où Vω est un potentiel de type alliage dont le potentiel de simple-site est de signe fixe
et à support fini. Ainsi, les estimations de décorrélation sont prouvées pour les modèles
discrets de type alliage avec potentiel de simple-site à support fini sans hypothèse sur la
transformée de Fourier de celui-ci.
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Modèles de type multimère
Nous présentons ici des modèles qui sont des généralisations des modèles de type
multimère. Un opérateur aléatoire de type multimère modélise un solide constitué de
chaines d’atomes de même taille, chacune de ces chaines étant constitué d’un même atome.
Notons que le cas particulier du modèle des dimères, considéré ici, n’est pas tout à fait
le même que celui traité dans [DWP90] et dans [DBG00]. En effet, ces derniers articles
considèrent des variables aléatoire de Bernoulli, modélisant donc des alliages de deux
dimères différents. Nous ne savons pas traiter ce cas. En revanche, dans ce manuscrit, les
variables aléatoires sont à densité, modélisant donc des alliages d’une possible infinité de
dimères différents. Fixons donc k ∈ N∗ et définissons la suite uω par
∀m ∈ Jkn, k(n+ 1)− 1K, uω(m) = ωn.
La suite uω prend k fois consécutivement la même valeur ωn. Fixons maintenant (an)n∈Z
une suite k-périodique. Définissons alors le potentiel aléatoire sur Z
Vω(m) = amuω(m). (1.2.10)
Quand la suite a est constante, nous modélisons bien un modèle constitué de multimères,
mais il n’y a pas de grande difficulté supplémentaire à considérer le cas où a est uniquement
périodique. Le potentiel est presque sûrement borné par une borne uniforme. Nous pouvons
donc définir, presque sûrement, l’opérateur auto-adjoint Hω : `2(Z)→ `2(Z) par
∀φ ∈ `2(Z), Hωφ = −∆bφ+ Vωφ. (1.2.11)
Quand la suite (bn) est ergodique ou déterministe et périodique, l’opérateur Hω est mesu-
rable et ergodique. L’étude des estimations de décorrélation pour ce modèle se complique
si nous ajoutons un potentiel extérieur périodique au hamiltonien libre, mais semble toute-
fois possible en considérant une période multiple à la fois de la période dans la suite a et de
la période du potentiel extérieur. Pour ne pas compliquer la preuve, déjà technique, nous
travaillerons sans potentiel extérieur. L’ensemble des modèles pour lesquels nous prouvons
les estimations de Minami que nous prouvons englobe ce cas. En revanche, comme pour le
modèle de type alliage, nous supposerons que la suite (an)n est de signe fixe pour prouver
les estimations de décorrélation des valeurs propres éloignées.
Modèle des sauts
Pour ce modèle, nous supposerons que la suite (bn)n∈Z est constitué de variables aléa-
toires identiquement distribuées avec densité compacte et bornée. L’opérateur Hω est alors
défini comme étant égal à ∆b. Il n’y a pas de potentiel, mais uniquement du désordre hors-
diagonal (en référence à l’écriture matriciel de l’opérateur). Nous référerons à [KN03] pour
l’étude mathématique de ce modèle et de son analogue multidimensionnel. L’opérateur
ainsi défini vérifie la propriété suivante
Proposition 1.10. La fonction U : φ ∈ `2(Z) 7→ ψ définie par ψ(n) = (−1)nφ(n) est un
isomorphisme de `2(Z) dans lui-même et vérifie HωU = −UHω. En particulier, le spectre
de Hω est symétrique par rapport à l’origine. Ces propriétés restent vraies pour Hω(ΛL).
Les estimations de décorrélation des valeurs propres proches ou éloignées seront prou-
vées sous ces hypothèses.
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1.2.3 Graphes quantiques unidimensionels avec constantes de couplage
aléatoires
Nous présentons ici les graphes quantiques unidimensionnels avec constantes de cou-
plage aléatoires et le rapport qu’entretiennent ceux-ci avec les modèles discrets. Nous ne
présentons que le modèle unidimensionnel, car nos résultats sur les modèles discret sont
prouvés uniquement sous cette hypothèse. En revanche, il est fort probable qu’en suivant
une démarche similaire à celle qui suit, les résultats sur les graphes quantiques en di-
mension supérieure se déduiront de ceux prouvés pour les modèles discrets en dimension
supérieure. Même si ceux-ci sont définis sur des espaces de fonctions et non de suites,
leur étude peut se ramener à l’étude de familles d’opérateurs discrets dépendant d’un
paramètre, avec potentiels aléatoires. Pour ces modèles, si toutes les variables aléatoires
sont fixés à l’exception d’une seule, la perturbation est de rang 1. Nous utiliserons alors
les résultats de [KP08]. Nous nous référons à [AGHKH05] pour la construction de ces
opérateurs. Nous définissons Hω sur l’espace des fonctions⊕
n∈Z
H2([n, n+ 1])
avec conditions de raccords :
∀i ∈ Z, fi(1) = fi+1(0)
∀i ∈ Z, f ′i+1(0)− f ′i(1) = ωifi(1)
(1.2.12)
par
Hω = −∆ = − d
2
dx2
sur
⋃
n∈Z
]n, n+ 1[ .
D’après les résultats de [AGHKH05], l’opérateur Hω est presque sûrement auto-adjoint.
Ici, l’opérateur est "le même" mais l’espace sur lequel il est défini change en fonction de
l’aléa. Nous appliquons maintenant la réduction à une famille d’opérateurs discrets avec
potentiels aléatoires, utilisée dans [KP08].
Définissons l’opérateur H0 = −∆ sur l’espace ⊕n∈ZH2([n, n+ 1]) avec conditions de
Dirichlet à chaque point de Z. Cet opérateur est déterministe et peut être décomposé en
la somme directe des Laplaciens sur chaque intervalle (n, n + 1), n ∈ Z, avec conditions
aux bords de Dirichlet. Il est alors aisé de calculer le spectre de H0. En effet, chacun
des opérateurs composant la somme directe a le même spectre que les autres. Donc H0
a la même spectre que l’un d’eux, à savoir pi2N∗. Pour E /∈ pi2N∗ définissons M(E) =√
E
sin(
√
E)
(−∆ + cos(√E)Id) et Aω := diag(ωn). La réduction présentée précédemment est
la proposition suivante.
Proposition 1.11. Fixons E /∈ pi2N∗. Alors nous avons :
E ∈ sp(Hω)⇔ 0 ∈ sp(M(E)−Aω)⇔ 0 ∈ sp(−∆ + Vω(E)),
où Vω(E)(n) = cos(
√
E)− sin(
√
E)√
E
ωn.
Comme les (ωn)n sont bornés, nous avons ‖ Vω(E) − Vω(E′) ‖∞≤ C|E − E′|. Ainsi,
l’étude du spectre de Hω peut être ramenée à l’étude du spectre de −∆ + Vω(E) d’après
la propriété suivante.
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Proposition 1.12. Si I := [E0 − , E0 + ] ∩ pi2N∗ = ∅, alors
tr (1I(Hω)) ≤ tr
(
1[−,+](−∆ + Vω(E0))
)
.
Notons que cette réduction et ces propriétés sont également valables pour les restric-
tions de Hω à des cubes avec conditions aux bords de Dirichlet et des familles d’opérateurs
restreints à ces mêmes cubes.
1.3 Hypothèses
Nous allons utiliser principalement deux résultats, prouvés pour les opérateurs aléa-
toires de la section précédentes : les estimations de Wegner et l’hypothèse de localisa-
tion. Nous supposerons que ces résultats sont vérifiés pour l’opérateur aléatoire général
étudié dans le deuxième chapitre, dédié aux estimations de Minami. Dans ce deuxième
chapitre, nous supposerons aussi que l’opérateur vérifie l’hypothèse d’indépendance à
une distance. Nous verrons que cette hypothèse n’est pas nécessaire dans tous les cas,
mais qu’elle permet de simplifier les preuves. Nous détaillons dans cette section ces hypo-
thèses et notamment ce qui est prouvé pour les modèles présentés dans la section précé-
dente. Les estimations de Wegner et l’hypothèse de localisation sont également prouvées
pour d’autres modèles que ceux présentés dans la section précédente (voir par exemple
[GHK07, GK10b, KLNS12a, KLNS12b, RV12, Kle12, Roj13, EK13, GMR14]).
Nous commençons par détailler l’hypothèse d’indépendance à une distance, les esti-
mations de Wegner, puis l’hypothèse de localisation, les estimations de Wegner servant
éventuellement d’outils pour prouver la localisation.
1.3.1 Indépendance à une distance
Il s’agit de l’hypothèse suivante.
(IAD) : Il existe S ∈ N tel que pour tout n ∈ N et tout (Λk)k∈{1,...,n} ensemble
d’intervalles (discret ou continu) tel que pour tout k 6= k′, dist(Λk,Λ′k) ≥ S, les opérateurs
(Hω(Λk))k∈{1,...,n} sont indépendants.
Cette hypothèse est utilisée dans l’analyse multi-échelle faite dans [GK01] et est claire-
ment vérifiée pour le modèle continu considéré ainsi que le modèle des sauts et les modèles
de type multimère. C’est également le cas du modèle discret de type alliage si le potentiel
de simple-site est à support fini. Nous verrons qu’il également possible d’étudier le cas où
le potentiel de simple-site est à support infini, si nous ajoutons l’hypothèse de décroissance
exponentielle. Elle nous permettra de ramener l’étude des opérateurs à l’étude d’opéra-
teurs dont les potentiels seront tronqués, et donc vérifiant l’hypothèse (IAD), affaiblie car
la distance S dépendra de la longueur du cube ΛL sur lequel est définiHω(ΛL), de sorte que
l’erreur faite soit contrôlable. L’hypothèse (IAD) sera utilisée conjointement à (Loc) dans
les chapitres suivants. En effet, ces hypothèses permettront de décomposer un opérateur,
à une erreur contrôlable près, en plusieurs versions de cet opérateur restreint à des cubes
suffisamment éloignés, de sorte que ces versions soient stochastiquement indépendantes.
Ce phénomène est à la base des preuves des estimations de Minami et de décorrélation
des valeurs propres éloignées que nous ferons. Il jouera également un rôle très important
dans l’étude des statistiques spectrales.
1.3.2 Estimations de Wegner
Fixons I un intervalle ouvert relativement compact. Les estimations de Wegner sont
l’hypothèse suivante :
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(W) : Il existe s ∈ (0, 1], m ∈ [1,∞) et C > 0 tels que, pour tout J ⊂ I et tout L > 0
suffisamment large, nous avons
P
(
sp (Hω(ΛL) ∩ I)
) ≤ E(tr (1I(Hω(ΛL))) ) ≤ C|I|s|ΛL|m.
La première inégalité est simplement une application de l’inégalité de Markov et est donc
toujours valable. Une des conséquences de ces estimations est que tout réel est valeur propre
de Hω(Λ) avec une probabilité nulle. Ces estimations ont également un sens dans l’étude
plus générales des matrices aléatoires. L’hypothèse est optimale quand s = m = 1. Quand
m = 1 nous en déduisons que la DEI est Lipschitzienne et a donc une densité par rapport
à la mesure de Lebesgue. Nous comprenons donc l’importance de telles estimations dans le
cas continu, la DEI n’étant à priori même pas continue en dimension supérieure ou égale
à quatre (c’est en revanche le cas pour les autres dimensions, [BK13]). Nous imposons ici
uniquement que la constante C soit localement uniforme. Dans bien des cas l’hypothèse est
valable sur R avec constante uniforme. Cette hypothèse a été prouvée pour la première fois
par Wegner en 1981 ([Weg81]) puis généralisée à beaucoup de modèle, aussi bien discrets
que continus. Nous référons à [Ves08] pour plus d’information à ce sujet. Pour les modèles
ayant une propriété de monotonie en fonction des variables aléatoires, ces estimations,
souvent optimales, sont connus depuis un certain temps. Pour les modèles non monotones,
il a fallu trouver d’autres méthodes, n’amenant pas toujours à des exposants optimaux.
Comme annoncé précédemment, ces estimations ne peuvent pas être valables pour
les modèles précédents lorsque les variables aléatoires sont des variables de Bernoulli.
L’explication est la suivante. Supposons par exemple que les variables sont des variables
de Bernoulli de paramètre 12 . La probabilité de tout événement est alors soit nulle, soit
minoré par 2−L. Ainsi, à L fixé, les estimations de Wegner ne sont pas vérifiées dès que
I est trop petit. Il reste théoriquement possible de prouver ces estimations si, à L fixé,
nous nous restreignons à des intervalles de tailles supérieures à 2−L. Des résultats allant
en ce sens ont été prouvés en dimension un ([CKM87] pour le cas discret et [DSS02] pour
le cas continu). Un résultat analogue en dimension supérieure est également possible, est
prouvé dans le cas continu ([BK05]), mais n’a toujours pas été prouvé dans le cas discret.
Ceci est du à l’existence du principe de prolongement unique dans le cas continu mais pas
dans le cas discret. Il s’agit d’un des rares cas de résultats prouvés uniquement dans le cas
continu, où généralement les études sont plus compliquées que dans le cas discret. Nous
allons maintenant commenter cette hypothèse selon les modèles, celle-ci pouvant prendre
différentes formes.
Modèles continus
Pour les modèles définis en (1.2.2), pourvu que le potentiel soit minoré par une constante
strictement positive sur un intervalle ouvert non vide, les estimations de Wegner sont
valables sur R avec constante localement uniforme et m = s = 1 ([CHK07]). Le modèle est
monotone en fonction des variables aléatoires, et ce fait peut être utilisé dans la preuve de
ces estimations. La constante C peut être prise égale à max |ρ| où ρ est la densité commune
des (ωn)n∈Z.
Modèle discret de type alliage
Nous nous référons à [Ves10a] pour ce paragraphe. Quand le potentiel de simple-site
n’est pas de signe fixe, il n’y a pas monotonie en fonction des variables aléatoires. Pour ces
modèles, les estimations de Wegner peuvent être optimales ou non, selon les hypothèses
sur le potentiel de simple-site (am)m∈Z. Nous les énonçons maintenant et rappelons que
le potentiel de simple-site n’est pas nécessairement à support fini. Dans tout les cas, nous
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aurons ici s = 1 et l’inégalité sera valable sur R avec constante C uniforme. La différence
se fera sur l’exposant m. Nous supposerons que la densité ρ est à variation bornée en
plus d’être à support compact et bornée. Cette dernière condition permet d’avoir une
estimation de type intégration par partie sur la densité.
1. Si la suite (ai)i∈Z est de moyenne non nulle alors nous pouvons prendre m = 2 (car
nos modèles sont unidimensionnels). Si de plus son support est fini, nous pouvons
prendre m = 1 et les inégalités sont optimales.
2. Si la suite (ai)i∈Z est de moyenne nulle et à support inclus dans J−n, nK pour un
certain n, nous pouvons prendre m = n.
3. Si la suite (ai)i∈Z est de moyenne nulle et à décroissance exponentielle, il existe un
exposent m dépendant uniquement de la suite u.
Modèle des sauts
Pour le modèle des sauts, les estimations de Wegner ne sont pas prouvées sur R en entier,
mais sont prouvées, avec constante uniforme, sur tout intervalle éloigné de zéro. Ceci est
du à la singularité en zéro du modèle. En effet, supposons par exemple que Λ := J0, NK
avec N ∈ N et prenons la suite u définie par u(−1) = 0, u(0) = 1 et
∀n ∈ N, u(n+ 1) = − bn
bn+1
u(n− 1).
Rappelons que, presque sûrement, la suite (bn)n ne s’annule jamais et que u(1) = 0. Il
est clair que 0 est valeur propre de Hω(Λ) si et seulement si u(N) = 0. Par récurrence,
pour tout p ∈ N, nous avons u(2p + 1) = 0. Ainsi, si N est impair, 0 est valeur propre
de Hω(Λ) avec probabilité égale à 1. En revanche, la preuve pour des intervalles d’énergie
éloignés de l’origine conduit à des inégalités de Wegner avec constante localement uniforme
et exposants optimaux.
Modèle de type multimère
Pour ces modèles, nous utilisons les résultats de [Klo95], qui prouvent les estimations de
Wegner avec constantes s ∈ (0, 1] et m ∈ [1,∞) avec régularité sur la densité des variables
aléatoires très faible. Si la régularité est un peu plus forte, [HK02] donne des estimations
de Wegner optimales. Ces articles étudient principalement les modèles continus mais les
preuves sont exactement les mêmes pour les modèles discrets aux changements dus au
modèle près. En revanche, ces résultats ne sont valables que sur un certain intervalle ayant
comme borne inférieure la borne inférieure du spectre presque sûr. Si la suite périodique
(am)m∈Z est positive non nulle, nous avons de nouveau un phénomène de monotonie et
le [Ves10a, Lemme 7] entraine immédiatement les estimations de Wegner avec exposants
optimaux, valables sur R avec constante uniforme.
Graphe quantique unidimensionnel
Pour ce modèle, les estimations de Wegner ne peuvent pas être valables sur R. Ceci est
du au fait que l’ensemble sp(H0) = pi2N∗ est presque sûrement dans le spectre de Hω(ΛL)
pour tout L. En revanche, il est clair, à partir de la Proposition 1.12, que l’opérateur Hω
vérifie les estimations de Wegner, avec constante uniforme et exposants optimaux, sur tout
intervalle strictement inclus dans le complémentaire de pi2N∗.
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1.3.3 Hypothèse de localisation
Nous détaillons ici l’hypothèse de localisation, valable sur un intervalle K, essentielle
dans l’étude que nous ferons des opérateurs aléatoires. Il existe plusieurs notions de loca-
lisation, comme la localisation exponentielle ou la localisation dynamique, il existe même
plusieurs notions de localisation dynamique.
Nous disons que nous avons localisation exponentielle dans K si, avec probabilité un,
le spectre continu (union des spectre absolument continu et singulièrement continu) de Hω
intersecté avec K est vide et que les fonctions propres associées à des énergies dans K sont
exponentiellement décroissantes. Ceci n’empêche pas le transport électronique. En effet,
il peut exister des état initiaux, uniquement limite de combinaisons linéaires de vecteurs
propres, qui se propagent, si la décroissance exponentielle n’est pas uniforme([dRJLS96]).
Ceci amène alors à la localisation dynamique qu’est la définition suivante. Nous disons
que nous avons localisation dynamique dans K si, avec probabilité un, pour tout compact
K ∈ K, tout r ≥ 0 et toute fonction (ou suite dans le cas discret) φ à support compact
sup
t>0
E
(
‖〈x〉r1K(H)eitHωφ‖
)
<∞,
où 〈x〉 = √1 + x2. Notons que la localisation dynamique entraîne la localisation exponen-
tielle via le théorème de RAGE ([CFKS87]). L’hypothèse nous assure en particulier que
la position moyenne de la particule reste bornée dans l’espace.
Il existe principalement deux manières de prouver la localisation, l’analyse multi-échelle
et la méthode des moments fractionnaires. Il existe une troisième manière en étudiant les
matrices de transfert mais celle-ci n’est valable qu’en dimension un (voir [CL90]) et ne nous
sera donc pas utile si nous voulons généraliser nos résultats en dimension quelconque. La
méthode des moments fractionnaires ([AM93],[ASFH01],[AEN+06]), quand elle peut être
effectuée, entraine des résultats plus forts que ceux donnés par l’analyse multi-échelle. En
revanche, en l’état, l’analyse multi-échelle peut-être appliquée à plus de modèles et c’est
donc cette voie que nous présentons ici. Par ailleurs, le résultat plus faible donné par
l’analyse multi-échelle est néanmoins suffisant pour notre étude. L’analyse multi-échelle
a d’abord été introduite par [FS83], et amenait à la localisation exponentielle. Elle a
ensuite été améliorée au fil des années ([FMSS85],[vDK89]), amenant à la localisation
dynamique ([GDB98],[DS01]). Enfin, dans [GK01], les auteurs obtiennent des versions
de la localisation dynamique plus fortes que celle précédemment donné (voir également
[GK04, GK06]). Entre autres, il est prouvé que la norme de Hilbert-Schmidt du noyau
de l’opérateur décroit de manière sous-exponentielle. Nous supposerons dans ce manuscrit
que K est un intervalle où nous avons des estimations de Wegner et où nous pouvons
faire l’analyse multi-échelle de [GK01]. Nous en déduisons en particulier l’hypothèse de
localisation suivante.
(Loc) : Pour tout ξ ∈ (0, 1), nous avons
sup
L>0
sup
supp f⊂K
|f |≤1
E
∑
γ∈Zd
e|γ|
ξ‖1Λ(0)f(Hω(ΛL))1Λ(γ)‖2
 <∞, (1.3.1)
où Λ(x) représente l’intervalle
[
x− 12 , x+ 12
]
dans le cas continu et représente le singleton
{x} dans le cas discret. Remarquons que nous n’utiliserons donc pas d’estimation sur
l’opérateur défini sur tout l’espace. Il est prouvé dans [GK10a] que (Loc) est équivalent à
la conclusion de l’analyse multi-échelle faites dans [GK01].
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Cette analyse (voir par exemple [Kir08, Sto01, His08]) est valable pour les modèles
présentés précédemment mais nécessite deux ingrédients, les estimations de Wegner ainsi
qu’une estimation initiale sur la fonction de Green (Hω(ΛL0)−E)−1 pour L0 suffisamment
grand, qu’il faut d’abord prouver. Cette estimation initiale est souvent prouvée dans des
régimes extrémaux, comme dans le bas du spectre presque sûr ou à grand désordre, c’est-à
-dire quand ‖ρ‖∞ est petit, où ρ est la densité des variables aléatoires. Cette estimation
en bas du spectre passe par l’étude de la DEI à ce même endroit, notamment par le fait
qu’elle est suffisamment faible. Ce résultat est appelé asymptotiques de Lifshitz. Le lien
entre la norme de (H − E)−1 et la distance entre E et le spectre de l’opérateur permet
souvent d’obtenir cette estimation initiale à grand désordre à partir des estimations de
Wegner. En revanche, l’analyse de la DEI en bas du spectre presque se complique quand
les modèles n’ont pas de caractère monotone en fonction des variables aléatoires. Ainsi,
pour les modèles discrets de type alliage, avec potentiel de simple site changeant de signe
mais à support compact, cette estimation est valable à grand désordre. Pour le modèles
des sauts, (Loc) n’est prouvée qu’au bord du spectre presque-sur ([KN03]). De la même
manière, en utilisant la preuve de (Loc) faite dans [Klo95] pour les modèles continus,
l’hypothèse est également vérifiée pour les modèles de type multimère, en bas du spectre
presque sûr. Enfin, pour les modèles continus considérés, quand le potentiel est positif,
l’hypothèse (Loc) est valide sur tout compact K inclus dans R, ceci est prouvé dans [Klo14],
généralisant la preuve de [DS11].
Quand l’hypothèse (Loc) est vérifiée sur l’intervalle I où sont vérifiées les estimations
de Wegner (ce qui est le cas quand nous faisons l’analyse de [GK01]) nous obtenons les
deux lemmes suivants, que nous utiliserons intensivement dans nos preuves.
Lemme 1.13. (Loc)(I) : Pour tout p > 0 et tout ξ ∈ (0, 1), pour L suffisamment grand,
il existe un ensemble de configuration UΛl de probabilité au moins égale à 1 − L−p tel
que si φn(ω,L) est une fonction propre normalisée de Hω(ΛL) associée à la valeur propre
En(ω,L) ∈ I et si x0(ω) ∈ {−L, . . . , L} maximise |φn(ω,L)| (x0 est alors appelé centre
de localisation) alors
|φn(ω,L)(x)| ≤ Lp+de−|x−x0|ξ . (1.3.2)
Lemme 1.14. (Loc)(II) : Pour tout ξ ∈ (0, 1) et tout ν ∈ (0, ξ), pour L suffisamment
grand, il existe un ensemble de configuration VΛl de probabilité au moins égale à 1− e−L
ν
tel que si φn(ω,L) est une fonction propre normalisée de Hω(ΛL) associée à la valeur
propre En(ω,L) et si x0(ω) ∈ {−L, . . . , L} maximise |φn(ω,L)| (x0 est alors appelé centre
de localisation) alors
|φn(ω,L)(x)| ≤ e2Lνe−|x−x0|ξ . (1.3.3)
Nous nous référerons à ceux-ci en utilisant (Loc)(I) et (Loc)(II). Les preuves de ces
lemmes sont données dans [GK10a, Section 6]. Ces lemmes nous permettront, en particu-
lier, de ramener l’étude des opérateurs Hω(ΛL) à l’étude des opérateurs Hω(Λl) où l  Lα
avec α ∈ (0, 1) ou l  (logL)η avec η > 1.

Chapitre 2
Estimations de Minami
Dans ce chapitre nous allons énoncer et prouver les estimations de Minami pour des
modèles continus et des modèles discrets, en dimension un. Il semble difficile de générali-
ser la preuve en dimension supérieure. Les estimations de Minami sont les premiers outils
dont nous auront besoin en vue d’obtenir des résultats sur les statistiques spectrales. Elles
servent aussi d’outils pour prouver les estimations de décorrelation des valeurs propres éloi-
gnées. En un sens, elles montrent que les valeurs propres proches de Hω(ΛL) se comportent
comme des variables aléatoires décorrélées. Dans tout le chapitre nous ne supposerons que
peu de choses sur les opérateurs de Schrödinger aléatoires, définis sur L2(R) ou `2(Z).
Nous prouvons les estimations de Minami pour les opérateurs continus Hω du type
Hωu = −(pωu′)′ + qωu (2.0.1)
La fonction pω est absolument continue par morceaux, de signe fixe (par exemple positif),
bornée et éloignée de zéro uniformément en ω (il existe P > 0 tel que, presque sûrement,
P ≥ sup pω et inf pω ≥ 1P ) et à dérivée bornée uniformément en ω. La fonction qω est
bornée uniformément en ω. Si pω est négatif, on se ramène au cas positif en changeant
(p, q) en (−p,−q). La première partie de la preuve, traitant des estimations d’effet tunnel
inverse, fonctionne sans hypothèse de signe sur p tant que p reste éloigné de zéro et que p ne
change pas de signe trop souvent. En revanche, les estimations de Minami ne sont prouvées
qu’avec cette hypothèse de signe fixe. En effet, nous aurons besoin d’une estimation (en
l’occurrence une croissance linéaire) sur le nombre de valeur propre que met Hω(Λl) dans
un intervalle de taille fixe, quand la taille du cube Λl croit. La positivité de la fonction p et
le fait d’être éloignée de zéro permet d’obtenir cette estimation à partir de celle classique
sur le laplacien avec conditions aux bords de Dirichlet.
Nous prouvons les estimations de Minami pour les opérateurs discrets du type
Hω = −∆bω + Vω (2.0.2)
où ∆bω est l’opérateur de Jacobi associé à la suite aléatoire bω. Nous supposerons là
aussi que la suite est éloignée de zéro uniformément en ω mais nous n’avons pas besoin
d’hypothèse de signe sur celle-ci. En effet, dans le cas discret, le contrôle du nombre de
valeur propre de Hω(Λl) dans un intervalle est évident.
Ainsi, pour ces opérateurs, nous supposerons (IAD) et supposerons que les hypothèses
(W) et (Loc) sont vérifiées sur un intervalle compact J . Nous prouvons le
Théorème 2.1. Supposons (IAD) et supposons que (W) et (Loc) sont vérifiées dans un
intervalle compact J . Pour tous s′ ∈ (0, s), p > 0, il existe Lp,s′ > 0 et C = Cs′,p > 0 tels
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que pour E ∈ J , L ≥ Lp,s′ et  ∈ (0, L−1/s′), nous avons∑
k≥2
P(tr[1[E−,E+](Hω(ΛL))] ≥ k) ≤ C(2sL2 + L−p) (2.0.3)
Ce théorème n’est pas aussi fort que les estimations de Minami prouvées dans [CGK09]
pour le modèle d’Anderson discret en dimension quelconque. Tout d’abord, dans [CGK09],
les estimations sont prouvées avec les exposants s = ρ = 1. Par ailleurs, nos estimations
ne sont valables que pour des intervalles d’énergie variant avec la taille de l’intervalle ΛL.
La preuve du Théorème 2.1 n’est valable qu’en dimension un, et a tout d’abord été écrite
pour les modèles continus dans [Klo14], puis écrite pour les modèles discrets dans [Shi13].
Nous déduisons du Théorème 2.1 le corollaire suivant.
Corollaire 2.2. Supposons (IAD) et supposons que (W) et (Loc) sont vérifiées dans un
intervalle compact J . Pour tous s′ ∈ (0, s) (s est défini dans (W)), M > 1, ρ ∈ (0, 1),
il existe Ls′,M,ρ > 0 et C = Cs′,M,ρ > 0 tels que, pour tout E ∈ J , L ≥ Ls′,M,ρ et tout
 ∈ [L−1/s′/M,ML−1/s′ ] , nous avons∑
k≥2
P
(
tr[1[E−,E+](Hω(ΛL))] ≥ k
) ≤ C(sL)1+ρ.
Remarquons que le membre à droite de l’inégalité est exactement celui utilisé dans
[GK10a]. En revanche, cette inégalité n’est valable que pour des intervalle de taille poly-
nomialement petite par rapport à la taille des cubes. Le Théorème 2.2 est suffisant pour
obtenir les estimations de décorrélation des valeurs propres éloignées mais également pour
obtenir les statistiques spectrales. Ainsi, en toute dimension, le Corollaire 2.2 ainsi que les
hypothèses (W) linéaires en volume, (Loc) et (IAD) suffisent à prouver le Théorème 4.7,
dans lequel nous prouvons en particulier que les statistiques locales des niveaux d’énergie
dépliées convergent vers un processus de Poisson de mesure intensité égale à la mesure de
Lebesgue. Ceci n’est pas écrit dans [GK10a] mais il y a très peu de modifications à apporter
à la preuve donnée dans [GK10a] avec (M) au lieu du corollaire 2.2. En revanche, si (W)
est polynomial en volume au lieu d’être linéaire, la preuve donnée dans [GK10a] doit être
modifiée, comme nous le ferons dans la quatrième chapitre. En particulier, nous faisons
une hypothèse de régularité sur la DEI, qui ne se déduit pas des estimations de Wegner
non linéaire. La seule preuve que nous connaissons d’une telle régularité sans utiliser (W)
est uni-dimensionnel (voir Annexe C). En revanche, si une telle régularité venait à être
prouvée en dimension quelconque, alors la preuve du Chapitre 4 fonctionnerait également,
les calculs étant légèrement différent.
Nous prouverons également le théorème suivant, utile si nous avons besoin de considérer
des cubes de taille (logL)η avec η > 1 et des intervalles d’énergie de taille L−κ avec κ > s−1.
Corollaire 2.3. Supposons (IAD) et supposons que (W) et (Loc) sont vérifiées dans un
intervalle compact J . Pour tous s′ ∈ (0, s), M > 1, ξ′ ∈ (0, 1), α ∈ (ξ′, 1), ν ∈ (ξ′, α),
β > 1+4s+ρ, il existe Ls′,M,α,β,ξ′,ν > 0 et C = Cs′,M,α,β,ξ′,ν > 0 tels que, pour E ∈ J, L ≥
Lα,β,ξ′,ν et  ∈ [L−1/s′/M,ML−1/s′ ], nous avons, pour l = (logL)1/ξ′ et l′ = lα∑
k≥2
P
(
tr[1[E−,E+](Hω(Λl))] ≥ k
) ≤ C(sl l′β)2,
Remarque 2.4. Pour prouver le Théorème 2.1 et donc le Corollaire 2.3 nous utiliserons les
Théorèmes 2.6 et 2.15 , énoncés et prouvés dans les parties suivantes. Il sera alors possible
d’appliquer directement ces théorèmes, sans l’hypothèse (Loc) et d’obtenir l’inégalité :∑
k≥2
P
(
tr[1[E−L−κ,E+L−κ](Hω(Λl))] ≥ k
) ≤ (L−sκ l4s+1+ρ)2 (2.0.4)
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L’inégalité prouvée dans le Corollaire 2.3 est meilleure car nous avons α ∈ (ξ′, 1), mais
l’équation (2.0.4) pourrait suffire dans certains cas.
Enfin, nous prouverons le théorème suivant, qui peut être utile si nous souhaitons
garder la dépendance quadratique en la taille du cube, mais ceci ne peut se faire qu’au
prix d’une erreur logarithmique.
Théorème 2.5. Supposons (IAD) et supposons que (W) et (Loc) sont vérifiées dans
un intervalle compact J . Pour tous s′ ∈ (0, s), M > 1, η > 1, β > 1 + 4s + ρ, il
existe Ls′,M,η,β > 0 et C = Cs′,M,η,β > 0 tels que, pour E ∈ J , L ≥ Ls′,M,η,β et
 ∈ [L−1/s′/M,ML−1/s′ ] , nous avons∑
k≥2
P
(
tr[1[E−,E+](Hω(ΛL))] ≥ k
) ≤ C(sL)2(logL)2ηβ.
Nous allons diviser la preuve du Théorème 2.1 en trois parties. Tout d’abord nous
allons montrer un résultat intermédiaire, appelé dans [Klo14] "estimations d’effet tunnel
inverse". Les résultats se présentent de manière similaire dans le cas continu et dans le
cas discret mais nécessitent des preuves légèrement différentes. Nous les prouvons donc
séparément, selon les cas, dans les deux premières sections.
L’effet tunnel se caractérise de la manière suivante (voir également [HS84],[CDS83]).
Supposons, par exemple, que le potentiel est constitué de deux puits (voir [Har80]), l’un à
côté de l’autre et considérons les deux opérateurs de Schrödinger dont les potentiels n’ont
qu’un seul de ces deux puits. Si chacun de ces opérateurs possède une valeur propre, avec
un vecteur propre normalisé petit à l’endroit où se fait le raccord, alors l’opérateur dont le
potentiel est constitué des deux puits possède deux valeurs propres proches. Par ailleurs,
les vecteurs propres associés à ces deux valeurs propres sont proches des superpositions
(somme et différence) des vecteurs propres avec un seul puits. Ainsi, pour deux vecteurs
propres normalisés, associés à deux valeurs propres proches d’un même opérateur, nous
avons deux alternatives. Dans la première alternative, les vecteurs propres ont un lieu com-
mun où mettre de la masse, quel cas ces vecteurs propres sont construits par l’effet tunnel
expliqué précédemment. Il est donc possible de reconstruire les vecteurs propres, associés
à deux opérateurs définis sur deux cubes distants l’un de l’autre, à l’origine de cet effet
tunnel. Dans la deuxième alternative, les vecteurs propres ont les essentiels de leurs masses
éloignés l’un de l’autre. Dans ce cas, ils ne viennent pas de l’effet tunnel. En revanche,
dans ce cas, il est facile de "tronquer" une combinaison linéaire de ces vecteur propres et
d’obtenir des vecteurs propres associés à des valeurs propres proches d’opérateurs définis
sur des cubes distants.
Nous montrerons dans la dernière section que les estimations de Wegner, l’hypothèse
de localisation et ces estimations d’effet tunnel inverse entrainent le Théorème 2.2 grâce à
l’hypothèse d’indépendance à une distance. En effet, une fois les estimations d’effet tunnel
inverse obtenues, il "suffit" d’appliquer les estimations de Wegner à chacun des cubes
obtenus. Une démarche de ce genre pose toutefois quelques difficultés. Tout d’abord, les
cubes (Λi)i varient en fonction de l’aléa. Il est donc nécessaire de restreindre l’appartenance
des bords du cubes (qui sont des intervalles dans notre cas) à un réseau fixe du type ηZ,
il sera aisé de fixer le bord d’un des cubes égal à zéro et un des bords de l’autre cube
égal à L, grâce aux conditions aux bords de Dirichlet. De plus, la taille η de la maille
du réseau ne doit pas être trop petite, car il y a toujours L2
η2 possibilités pour les bords
non fixes des cubes. Et même si la taille de la maille ne dépend pas de L, ce nombre de
possibilité, associé aux estimations de Wegner, donnerait comme majoration à droite dans
les estimations de Minami le nombre C|I|2L4, car il y aurait alors un nombre proportionnel
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à L2 de possibilités pour les bords des intervalles. Pour obtenir le résultat C(|I|L)1+ρ avec
ρ > 1, il suffit alors d’utiliser l’hypothèse de localisation pour ramener l’étude sur notre
grand cube ΛL à l’étude de
(
L
(logL)eta
)2
cubes de taille (logL)η sur lesquels nous prouvons
les estimations de Minami.
2.1 Estimations d’effet tunnel inverse dans le cas continu
Soient L ∈ R, q : [0, L] → R une fonction bornée par une constante Q > 0 et p :
[0, L]→ R une fonction continue par morceaux telle qu’il existe P > 1 vérifiant
1
P
≤ inf |p| ≤ sup |p| ≤ P. (2.1.1)
Nous supposerons en plus qu’il existe δ > 0 et une subdivision 0 = x0 < x1 < x2 < · · · <
xn = L vérifiant pour tout i ∈ J0, n−1K, xi+1−xi > δ et p ]xi,x+1[ admet un prolongement
continu à [xi, x+1]. En particulier, p est de signe fixe sur ]xi, x+1[. Nous utiliserons dans
cette section les résultats de l’annexe A.
Considérons le problème de Sturm-Liouville aux valeurs propres sur [0, L], avec condi-
tions aux bords de Dirichlet (voir [Zet05] pour une étude plus générale de ce problème) ,
défini par :
(Hu)(x) := −(pu′)′(x) + q(x)u(x) = Eu(x), u(0) = 0 = u(L). (2.1.2)
Le but de cette partie est de montrer le théorème suivant :
Théorème 2.6. Soit S > 0 et J ⊂ R un intervalle compact. Il existe ε0 > 0 et L0 > 0
(dépendant uniquement de ‖q‖∞, ‖p‖∞, ‖p−1‖∞, J , δ et S) tel que, pour L ≥ L0 et
0 < εL4 ≤ ε0, pour E ∈ J , si l’opérateur H, défini dans l’équation (2.1.2), a deux
valeurs propres dans [E − ε, E + ε], il existe alors deux sites x+ et x− du réseau tronqué
ε0Z ∩ [0, L], satisfaisant S < x+ − x− < 2S, tels que, si H−, respectivement H+, est
l’opérateur défini comme la restriction de H à L2(0, x−) avec conditions aux bords de
Dirichlet, respectivement à L2(x+, L), alors H− et H+ ont tous les deux une valeur propre
dans l’intervalle [E − εL4/ε0, E + εL4/ε0].
La preuve de ce résultat est tirée de [Klo14]. Remarquons que nous pouvons supposer
que l’intervalle d’énergie considéré est l’intervalle [−ε, ε] (c’est-à-dire faire "E = 0"), quitte
à ajouter une constante au potentiel, et que les deux valeurs propres de l’hypothèse sont 0 et
une autre qu’on appellera E vérifiant alors E ≤ ε. Les constantes qui apparaitrons dans la
preuve que nous donnerons dépendrons uniquement de ‖q‖∞, ‖p−1‖∞ et ‖p‖∞. Ainsi, dans
le Théorème 2.6 les estimations dépendent de ‖q‖∞, ‖p−1‖∞, ‖p‖∞ et J . Nous divisons
la preuve de ce résultat en deux parties. Ainsi, le Théorème 2.6 sera une conséquence
de la Proposition 2.11 et de la Proposition 2.10 qui seront prouvées dans les sous-sections
correspondantes. Pour prouver ces propositions, nous utiliserons les définitions et résultats
suivants.
Prenons u une solution non nulle de (2.1.2). Définissons alors les variables de Prüfer
(voir par exemple [Zet05, Chapitre 4]) par :
ru(x)
(
sin(θu(x))
cos(θu(x))
)
:=
(
u(x)
p(x)u′(x)
)
, ru(x) > 0, θu(x) ∈ R
Comme u n’est pas identiquement nulle, ru ne s’annule jamais. Par ailleurs, nous pouvons
choisir la fonction θu de sorte qu’elle soit continue. Enfin, comme u(0) = 0 = u(L) nous
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pourrons supposer que θu(0) = 0 et θu(L) = kpi, où k ∈ Z. L’équation (2.1.2) se réécrit en
fonction des variables de Prüfer :
θ′u(x) =
1
p(x) −
( 1
p(x) + q(x)− E
)
sin2(θu(x)) (2.1.3)
r′u(x)
ru(x)
=
( 1
p(x) + q(x)− E
)
sin(θu(x)) cos(θu(x)). (2.1.4)
Prenons maintenant u et v deux fonctions propres normalisées du problème de Sturm
Liouville (2.1.2) associées à deux valeurs propres consécutives, par exemple 0 et E ; comme
nous l’avons écrit, quitte à ajouter une constante au potentiel q, nous pouvons nous rame-
ner à ce cas. Nous supposerons que 0 < E  1. Le théorème d’oscillation de Sturm nous
dit que, pour x ∈ (0, L), θu(x) < θv(x) et que θv(L) = θu(L) +pi (voir par exemple [Zet05,
Chapitre 4]). Définissons alors
δθ(x) = θv(x)− θu(x). (2.1.5)
Ainsi, comme u(0) = v(0) = 0, δθ(0) = 0. Par ailleurs, δθ(L) = pi et δθ(x) ∈ [0,∞) pour
x ∈ (0, L). La fonction δθ satisfait l’équation différentielle suivante :
(δθ)′(x) =
( 1
p(x) + q(x)
)
[sin2(θv(x))− sin2(θu(x))]− E sin2(θv(x))
=
( 1
p(x) + q(x)
)
sin(δθ(x)) sin(2θv(x)− δθ(x))− E sin2(θv(x)).
(2.1.6)
Nous utiliserons deux propriétés des variables de Prüfer. La première dit que, sur un
intervalle où sin(δϕ(x)) est proche de zéro, les fonctions ru et rv sont essentiellement
colinéaires.
Lemme 2.7. Soit ε > 0. Supposons que, pour x ∈ [x−, x+], nous ayons | sin(δθ(x))| ≤ ε.
Il existe alors λ > 0 tel que, pour x ∈ [x−, x+], nous avons
e−[(Q+P )ε+E]L ≤ rv(x)
ru(x)
1
λ
≤ e[(Q+P )ε+E]L. (2.1.7)
Démonstration. D’après les équations (2.1.4) écrites pour u et v, nous avons[
log
(
rv(x)
ru(x)
)]′
=
( 1
p(x) + q(x)
)
sin(δθ(x)) cos(2θv(x)− δθ(x))− E sin(2θv(x)) (2.1.8)
Or, par hypothèse, pour x ∈ [x−, x+] nous savons que | sin(δθ(x))| ≤ ε. Ainsi, l’équa-
tion (2.1.8) montre que pour x ∈ [x−, x+], nous avons∣∣∣∣∣
[
log
(
rv(x)
ru(x)
)]′∣∣∣∣∣ ≤ (Q+ P )ε+ E.
Intégrons maintenant cette équation entre x et y tels que (x, y) ∈ [x−, x+]2. Nous obtenons
alors
e−[(Q+P )ε+E](y−x)
rv(y)
ru(y)
≤ rv(x)
ru(x)
≤ e[(Q+P )ε+E](y−x) rv(y)
ru(y)
. (2.1.9)
Ceci termine la preuve du Lemme 2.7.
La deuxième propriété nous dit que, lorsque sin(δθ(x)) n’est pas trop petit, le Wrons-
kien de u et v, défini par w(u, v) := u(pv′)− (pu′)v, ne varie presque pas.
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Lemme 2.8. Soit ε > 0 tel que E < ε < 1. Supposons que
– pour x ∈ [x−, x+], nous avons sin(δθ(x)) ≥ ε ;
– sin(δθ(x±)) = ε.
Alors, pour x ∈ [x−, x+], nous avons w(v, u)(x) > 0 et
max
x∈[x−,x+]
1− w(v, u)(x)max
x∈[x−,x+]
w(v, u)(x)
 ≤ E
ε
(x+ − x−) ≤ EL
ε
.
Démonstration. En exploitant les équations aux valeurs propres vérifiées par les fonctions
u et v (pour les valeurs propres 0 et E), il est facile de calculer la dérivée du Wronskien.
Nous obtenons alors [w(v, u)]′ = Euv. Ainsi, pour (x, y) ∈ [0, L]2, nous obtenons
w(v, u)(x) = ru(x)rv(x) sin(δθ(x)), (2.1.10)
w(v, u)(x)− w(v, u)(y) = E
∫ x
y
ru(t)rv(t) sin(θu(t)) sin(θv(t))dt. (2.1.11)
La positivité de w(v, u) est alors immédiate d’après l’hypothèse. Par ailleurs, toujours par
hypothèse, nous pouvons réécrire l’équation (2.1.11) :
w(v, u)(y)− w(v, u)(x) = E
ε
∫ y
x
w(v, u)(t)g(t)dt où sup
t∈[x,y]
|g(t)| ≤ 1.
Ainsi, pour y tel que w(v, u)(y) = max
x∈[x−,x+]
w(v, u)(x), nous obtenons
0 ≤ 1− w(v, u)(x)max
x∈[x−,x+]
w(v, u)(x) =
E
ε
∫ y
x
w(v, u)(t)
max
x∈[x−,x+]
w(v, u)(x)g(t)dt ≤
E
ε
|y − x|
Ceci achève la preuve du Lemme 2.8.
Nous donnons un autre résultat, qui montre que le produit rurv varie peu sur les
intervalles où sin(δθ(x)) n’est pas très petit.
Lemme 2.9. Soit ε > 0 tel que E < ε < 1. Supposons que
– pour x ∈ [x−, x+], nous avons sin(δθ(x)) ≥ ε ;
– sin(δθ(x±)) = ε.
Alors, pour tout a > 1,
– soit ru(x+)rv(x+) + ru(x−)rv(x−) ≤ 2aL(E/ε)2,
– soit
1− 11 + a ≤
ru(x−)rv(x−)
ru(x+)rv(x+)
≤ 1 + 1
a
.
Démonstration. En tant que fonctions propres normalisées du problème (2.1.2) associées
à des valeurs propres distinctes, u et v sont orthogonales dans L2([0, L]). Ainsi, nous avons∫ L
0
r2u(x) sin2(θu(x))dx = 1 =
∫ L
0
r2v(x) sin2(θv(x))dx, (2.1.12)∫ L
0
ru(x)rv(x) sin(θu(x)) sin(θv(x))dx = 0. (2.1.13)
Comme w(v, u)(0) = w(v, u)(L) = 0, l’équation (2.1.11) et l’inégalité de Cauchy-Schwartz
impliquent donc que
0 < max
x∈[0,L]
ru(x)rv(x)| sin(δθ(x))| ≤ E. (2.1.14)
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Comme pour tout x ∈ [x−, x+] nous avons sin(δθ(x)) ≥ ε, nous obtenons donc
0 < max
x∈[x−,x+]
ru(x)rv(x) ≤ E/ε. (2.1.15)
Insérons cette équation dans l’équation (2.1.11), écrite pour (x, y) = (x−, x+). Comme
sin(δθ(x−)) = sin(δθ(x+)) = ε, nous obtenons enfin
|ru(x−)rv(x−)− ru(x+)rv(x+)| ≤ L(E/ε)2. (2.1.16)
Maintenant, prenons a > 1 et supposons que
max{ru(x−)rv(x−), ru(x+)rv(x+)} > aL(E/ε)2,
par exemple ru(x+)rv(x+) > aL(E/ε)2. Nous divisons alors l’équation (2.1.16) par
ru(x+)rv(x+) est obtenons la deuxième alternative. Si la supposition est fausse, la première
alternative est vérifiée. Ceci termine la preuve du Lemme 2.9.
Nous passons maintenant à la preuve du Théorème 2.6. La démarche de celle-ci consiste
à trouver deux combinaisons linéaires indépendantes de u et v, notées w− et w+, et deux
points x− et x+, tels que w− s’annule en x− et w+ s’annule en x+, et tels que w− (res-
pectivement w+) met suffisamment de masse dans [0, x−] (respectivement dans [x+, L]).
Nous trouverons ces combinaisons linéaires dans les deux cas suivants, que nous traiterons
dans l’ordre.
1. Si le produit ru rv reste petit sur tout l’intervalle [0, L], que nous nommerons "cas
sans effet tunnel".
2. Si le produit ru rv prend au moins une grande valeur sur l’intervalle [0, L], que nous
nommerons "cas avec effet tunnel”.
Sans effet tunnel
Ce premier cas est le plus simple. Les fonctions propres étant normalisées, le fait que
ru rv reste petit sur l’intégralité de l’intervalle [0, L] montre que ces fonctions propres ont
les essentiels de leurs masses respectives éloignés l’un de l’autre. Les combinaisons linéaires
recherchées seront alors faciles à exhiber car, à l’endroit où se trouve l’essentiel de la masse
de u, se trouve aussi une partie suffisamment grande de la masse de u + λv. Ainsi, nous
prouvons la
Proposition 2.10. Soit S > 0. Il existe η0 > 0 (dépendant uniquement de ‖q‖∞, ‖p−1‖∞
et ‖p‖∞) tel que, pour η ∈ (0, η0) et L suffisamment grand (dépendant uniquement de η,
S, ‖q‖∞, ‖p−1‖∞ et ‖p‖∞), si u et v sont des fonction propres de H associées aux valeurs
propres 0 et E avec EL ≤ η1/4 et si
∀x ∈ [0, L], ru(x) · rv(x) ≤ η
L
, (2.1.17)
alors, il existe deux points x+ et x− du réseau ηZ tels que
| log η|/C < x− < x+ < L− | log η|/C et S < x+ − x− < 2S, (2.1.18)
et tels que, si H−, respectivement H+, est l’opérateur défini comme la restriction de H à
L2(0, x−), respectivement à L2(x+, L), avec conditions aux bords de Dirichlet, alors H− et
H+ ont tous les deux une valeur propre dans l’intervalle [−ELη−1/4, ELη−1/4].
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Démonstration. Comme les fonctions propres u et v sont normalisées, d’après (2.1.12), il
existe xu et xv tels que ru(xu) ≥ L−1/2 et rv(xv) ≥ L−1/2. Ainsi, d’après l’équation (2.1.17),
nous avons ru(xv) ≤ ηL−1/2 et rv(xu) ≤ ηL−1/2. Sans perte de généralité, nous pouvons
supposer que xu < xv. D’après l’équation (2.1.4), satisfaite par ru, nous avons | log η|/C ≤
xv − xu (C dépendant uniquement de ‖q‖∞, ‖p−1‖∞ et ‖p‖∞). Ainsi, comme la fonction
x 7→ (ru/rv)(x) est continue, il existe xu < x0 < xv tel que ru(x0) = rv(x0). Définissons
alors x± comme les points du réseau ηZ les plus proches de x0±S/2. Il existe alors C > 0
(dépendant uniquement de S, ‖q‖∞, ‖p−1‖∞ et ‖p‖∞) tel que
1
C
≤ (ru/rv)(x±) ≤ C et | log η|/C ≤ inf(xv − x+, x− − xu). (2.1.19)
Traitons alors le cas de l’opérateur H− sur l’intervalle [0, x−]. Le cas de l’opérateur H+
sur [x+, L] se traite manière similaire. Supposons que | sin(θv(x−))| ≥ 4√η et définissons
λ = u(x−)v(x−) et w− = u− λv. Par construction, w s’annule en 0 et en x−. Par ailleurs, nous
calculons
‖H−w−‖L2([0,x−]) ≤ Eλ ≤
E
4
√
η
.
Maintenant, nous savons que ru(xu) ≥ L−1/2. Ainsi, d’après l’équation (A.2.1) du
Lemme A.1, pour η suffisamment petit nous avons
‖w‖2L2([0,x−]) =
∫ x−
0
(u(x)− λv(x))2dx
≥
∫ x−
0
u2(x)dx− 2λ
∫ x−
0
ru(x)rv(x)dx ≥ L−1/C − η3/4L−1 ≥ 12CL.
L’opérateur H− étant auto-adjoint, la preuve de la Proposition 2.10 est finie dans le cas
où | sin(ϕv(x−))| ≥ 4√η.
Supposons maintenant que | sin(ϕv(x−))| ≤ 4√η. Alors, pour η suffisamment petit, le
point (2) du Lemme A.3 appliqué à θv nous dit que, pour un certain x0 ∈ ηZ tel que
x− − 2 8√η ≤ x0 ≤ x− − 8√η, nous avons | sin(θv(x0))| ≥ 4√η. Nous pouvons maintenant
refaire les calculs précédents avec x0 au lieu de x−.
Pour H+ sur [x+, L], il suffit de prendre w+ = v− λ−1u où λ est choisi comme précédem-
ment et d’étudier ‖(H+ − E)w+‖L2([x+,L]).
Ceci conclut la preuve de la Proposition 2.10.
Avec effet tunnel
Le but de cette partie est de prouver un résultat similaire à la Proposition 2.10, mais
quand il y a effet tunnel. Ainsi, nous prouvons dans cette partie la
Proposition 2.11. Soit S > 0. Il existe η0 > 0 (dépendant uniquement de ‖q‖∞, ‖p−1‖∞
et ‖p‖∞) tel que, pour η ∈ (0, η0) et L suffisamment grand (dépendant uniquement de η,
S, ‖q‖∞, ‖p−1‖∞ et ‖p‖∞), si u et v sont des fonction propres de H associées aux valeurs
propres 0 et E avec EL ≤ η4 et si
∃x0 ∈ [0, L], ru(x0) · rv(x0) ≥ η
L
, (2.1.20)
alors, il existe deux points x+ et x− du réseau ηZ tels que
| log(EL2)|/C < x− < x+ < L− | log(EL2)|/C et S < x+ − x− < 2S, (2.1.21)
et tels que, si H−, respectivement H+, est l’opérateur défini comme la restriction de H à
L2(0, x−) avec conditions aux bords de Dirichlet , respectivement à L2(x+, L), alors H−
et H+ ont tous les deux une valeur propre dans l’intervalle [−EL4η−4, EL4η−4].
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Esquissons rapidement le cheminement de la preuve. Ainsi, en supposant que u et v
mettent de la masse à un même endroit, nous montrerons qu’il existe deux sites, où u et v
mettent de la masse, et tels que les angles φu et φv sont proches sur un des sites et presque
décalés de pi sur l’autre site (ce qui est conforme à la description de deux vecteurs propres
construits par superposition via l’effet tunnel). A partir de là, nous exhiberons un site où
les vecteurs (u, u′) et (v, v′) sont orthogonaux, et mettent tous les deux de la masse. Les
points x− et x+ seront alors choisis proches de ce site, de manière à vérifier la conclusion.
Démonstration. D’après les équations (A.2.2) appliquées à u et v, l’équation (2.1.20) donne
l’existence d’une constante C > 0 (dépendant uniquement de ‖q‖∞, ‖p−1‖∞ et ‖p‖∞) telle
que
∀x ∈ [x0 − 1, x0 + 1] ∩ [0, L] ru(x) rv(x) ≥ η
CL
, (2.1.22)
D’après les équations (2.1.20) et (2.1.14), nous avons
∀x ∈ [x0 − 1, x0 + 1] ∩ [0, L], | sin(δθ(x))| . EL/η. (2.1.23)
Nous pouvons supposer, par exemple, que
∀x ∈ [x0 − 1, x0 + 1] ∩ [0, L], δθ(x) ∈ 2piZ+ [−CEL/η,+CEL/η] (2.1.24)
le cas où δθ(x) ∈ pi(2Z+ 1) + [−CEL/η,+CEL/η] se traitant de la même manière.
Comme les fonctions u et v sont de normes égales à un et orthogonales, nous prouvons le
Lemme 2.12. Il existe C > 0 (dépendant uniquement de ‖q‖∞) et x2 ∈ [0, L] tel que,
pour x ∈ [x2 − 1, x2 + 1] ∩ [0, L], nous avons
ru(x) rv(x) ≥ η
CL3
et δθ(x) ∈ pi(2Z+ 1) + [−CEL3/η,+CEL3/η]. (2.1.25)
Remarque 2.13. Si δθ(x) ∈ pi(2Z + 1) + [−CEL/η,+CEL/η] sur [x0 − 1, x0 + 1] ∩
[0, L], dans l’équation (2.1.24), l’assertion δθ(x) ∈ pi(2Z+ 1) + [−CEL3/η,+CEL3/η] est
remplacée par δθ(x) ∈ 2piZ+ +[−CEL3/η,+CEL3/η].
Démonstration. D’après les équations (2.1.22) et (2.1.24), nous avons∣∣∣∣∣
∫
[x0−1,x0+1]∩[0,L]
ru(x)rv(x) sin2(θu(x))dx
+
∫
[0,L]\[x0−1,x0+1]
ru(x)rv(x) sin(θu(x)) sin(θv(x))dx
∣∣∣∣∣ . ELη . (2.1.26)
Ainsi, d’après les équations (A.2.3) et (2.1.22), comme EL4 ≤ η0, il existe C > 0 (dépen-
dant uniquement de ‖q‖∞, ‖p−1‖∞ et ‖p‖∞), tel que∫
[0,L]\[x0−1,x0+1]
ru(x)rv(x) sin(θu(x)) sin(θv(x))dx ≤ − η
CL
(
1− Cη
2
L2
)
≤ − η2CL
(2.1.27)
pour L suffisamment grand.
Or, nous calculons∣∣∣∣∣∣
∫
x∈[0,L]\[x0−1,x0+1]
ru(x)rv(x)≤η/L3
ru(x)rv(x) sin(θu(x)) sin(θv(x))dx
∣∣∣∣∣∣ ≤ ηL2 . (2.1.28)
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Ainsi∫
x∈[0,L]\[x0−1,x0+1]
ru(x)rv(x)>η/L3
ru(x)rv(x) sin(ϕu(x)) sin(ϕv(x))dx ≤ − η2CL
(
1− C
L
)
≤ − η3CL.
(2.1.29)
D’après l’équation (2.1.14), quand x ∈ [0, L] est tel que ru(x)rv(x) > η/L3, alors
| sin(δθ(x))| ≤ EL3/η. Ainsi, comme EL4 ≤ η, en utilisant la formule
sin(φv) = sin(φu + δφ) = sin(φu) cos(δφ) + cos(φu) sin(δφ)
et l’équation (2.1.29), nous obtenons finalement :∫
x∈[0,L]\[x0−1,x0+1]
ru(x)rv(x)>η/L3
sin(δθ(x))≤EL2/η
ru(x)rv(x) sin2(ϕu(x)) cos(δθ(x))dx ≤ − η3L
(
1− Cη
2
L3
)
≤ − η4L.
(2.1.30)
L’équation (A.2.2) permet maintenant de conclure. Ceci prouve le Lemme 2.12.
D’après les équations (2.1.24) et (2.1.25), nous avons [x0−1, x0 + 1]∩ [x2−1, x2 + 1] =
∅. Sans perte de généralité, nous pouvons supposer que x0 + 1 < x2 − 1. D’après les
équations (2.1.24) et (2.1.27), comme la fonction x 7→ δθ(x) ∈ [0,∞) est continue, il existe
x1 ∈ R tel que x0 + 1 < x1 < x2− 1 et tel que | sin(δθ(x1))| = 1. Pour fixer les idées, nous
supposerons que sin(δθ(x1)) = 1.
Définissons maintenant ε = η/(CL3). Les équations (2.1.23) et (2.1.25) montrent qu’il
existe deux intervalles [x−0 , x+0 ] et [x−2 , x+2 ] tels que,
1. [x0 − 1, x0 + 1] ∩ [0, L] ⊂ [x−0 , x+0 ] ⊂ [0, L] ;
2. [x2 − 1, x2 + 1] ∩ [0, L] ⊂ [x−2 , x+2 ] ⊂ [0, L] ;
3. pour tout x ∈ [x−0 , x+0 ] ∪ [x−2 , x+2 ], nous avons | sin(δθ(x))| ≤ ε ;
4. | sin(δθ(x±0 ))| = | sin(δθ(x±2 ))| = ε.
Comme x0 + 1 < x2 − 1, nous avons 0 < x−0 < x+0 < x−2 < x+2 < L. En outre, nous avons
également [x0, x0 + 1]∪ [x2− 1, x2] ⊂ [0, L]. De plus, il existe un intervalle [x−1 , x+1 ] tel que
– x1 ∈ [x−1 , x+1 ] ⊂ [x+0 , x−2 ] ⊂ [0, L] ,
– pour tout x ∈ [x−1 , x+1 ], nous avons sin(δθ(x)) ≥ ε et sin(δθ(x±1 )) = ε.
Comme sin(δθ(x1)) = 1, nous déduisons du Lemme A.2 l’existence d’une constante C > 0
(dépendant uniquement de S et ‖q‖∞, ‖p−1‖∞ et ‖p‖∞), telle que
min
x∈[x1−2S,x1+2S]
sin(δθ(x)) ≥ 1
C
. (2.1.31)
Comme ε < 1/C, pour L suffisamment grand, nous obtenons [x1−2S, x1 +2S] ∈ [x−1 , x+1 ].
Le Lemme A.2 nous dit maintenant que
C−1| log(EL2)| ≤ x+0 − x−0 et C−1| log(EL3)| ≤ x+2 − x−2 . (2.1.32)
Appliquons maintenant le Lemme 2.7 à [x−0 , x+0 ] et à [x−2 , x+2 ]. Pour L suffisamment grand,
l’équation (2.1.7) nous donne alors l’existence de λ0 > 0 et de λ2 > 0 tels que, pour
i ∈ {0, 2}, nous avons
λi
1 + Cη0/L
≤ min
x∈[x−i ,x+i ]
(
ru(x)
rv(x)
)
≤ max
x∈[x−i ,x+i ]
(
ru(x)
rv(x)
)
≤ [1 + Cη0/L]λi. (2.1.33)
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Nous savons que les fonctions ru et rv sont bornées uniformément par une constante
(dépendant uniquement de ‖q‖∞, ‖p−1‖∞ et ‖p‖∞). Ainsi, les équations (2.1.32), (2.1.25)
et (2.1.22) nous montrent que
η
CL3
≤ λ0, λ2 ≤ CL
3
η
.
D’après le Lemme 2.8 appliqué à [x−1 , x+1 ], nous avons
w(u, v)(x) = M
(
1 +O
(
EL
ε
))
où M := max
x∈[x−1 ,x+1 ]
w(u, v)(x). (2.1.34)
Nous prouvons maintenant le
Lemme 2.14. Il existe η0 > 0 (dépendant uniquement de ‖q‖∞, ‖p−1‖∞ et ‖p‖∞) tel que,
pour η ∈ (0, η0), il existe (k−, k+) ∈ N2 tel que
1. 2S3 < x1 − k−η < 3S4 and 2S3 < k+η − x1 < 3S4 ;
2. il existe λ± ∈ R tel que, pour • ∈ {+,−}, nous avons
– soit u(k•η) = λ•v(k•η) et
– |λ− − λ0| ≥ η0η,
– |λ+ + λ2| ≥ η0η.
– soit v(k•η) = λ•u(k•η) et
– |λ− − 1/λ0| ≥ η0η,
– |λ+ + 1/λ2| ≥ η0η.
Démonstration. Nous détaillons la preuve uniquement pour k−, celle pour k+ étant la
même, à quelques modifications près. Le Lemme A.3 nous assure l’existence de η0 > 0
(dépendant uniquement de ‖q‖∞, ‖p−1‖∞ et ‖p‖∞) tel que, pour η ∈ (0, η0), les fonctions
| sin(θu(.))| et | sin(θv(.))| ne peuvent rester inférieures à η que sur des intervalles de lon-
gueurs inférieures à η/η0. Il existe donc η0 > 0 tel que, pour η ∈ (0, η0), il existe un entier
k tel que
2S
3 < x1 − kη <
3S
4 et, ∀x ∈ [(k − 1)η, (k + 1)η],
{ | sin(θu(x))| ≥ η
| sin(θv(x))| ≥ η
. (2.1.35)
Notons que pour tout x ∈ [(k − 1)η, (k + 1)η] nous avons alors u(x)v(x) 6= 0 et que,
d’après les équations (2.1.32) et (2.1.35), pour L suffisamment grand, nous avons kη ∈
[x1 − 2S, x1 + 2S] ⊂ [x−1 , x+1 ].
Quitte à échanger les rôles de u et v et à échanger λ0 et 1/λ0 nous pouvons supposer
que ru(kη) ≥ rv(kη). Ceci nous donne en particulier l’existence d’une constante C > 0
(dépendant uniquement de ‖q‖∞, ‖p−1‖∞ et ‖p‖∞), telle que
∀x ∈ [(k − 1)η, (k + 1)η], ru(x) ≥ rv(x)e−Cη. (2.1.36)
Si le premier point de l’assertion (2) du Lemme 2.14 est vérifié pour k, il suffit de prendre
k− = k. Supposons maintenant que ce premier point n’est pas vérifié. Par définition, nous
supposons donc que
∃λ ∈ [λ0 − η0η, λ0 + η0η] , u(kη) = λv(kη). (2.1.37)
Remarquons que le Wronskien w(u, v) vérifie l’équation w(u, v)/p = v2 · (u/v)′. Comme
p est continue par morceaux, quitte à réduire η0, nous pouvons supposer que p est de
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signe fixe sur [kη, kη − η] ou de signe fixe sur [kη, kη + η]. Sans perte de généralité, nous
supposons que p est positif sur [kη, kη + η] et nous calculons donc (rappelons que w est
positif sur [x−1 , x+1 ])
u(kη + η)
v(kη + η) =
u(kη)
v(kη) + η
∫ 1
0
w(u, v)(kη + ηt)
p(kη + ηt)v2(kη + ηt)dt
= λ+ η
∫ 1
0
w(u, v)(kη + ηt)
p(kη + ηt)v2(kη + ηt)dt.
Maintenant, nous calculons∫ 1
0
w(u, v)(kη + ηt)
p(kη + ηt)v2(kη + ηt)dt ≥
1
‖p‖∞Cr2v(kη)
∫ 1
0
w(u, v)(kη + ηt)dt ≥ M‖p‖∞Cr2v(kη)
≥ M‖p‖∞Crv(kη)ru(kη) ≥
1
‖p‖∞C
M
w(u, v)(kη)
≥ 1
C‖p‖∞ ≥ 2η0,
où nous avons utilisé successivement
– Le Lemme A.1,
– l’équation (2.1.34) sur le wronskien w(u, v),
– notre hypothèse ru(kη) ≤ rv(kη),
– l’équation (2.1.31),
– éventuellement une réduction de la valeur η0,
Nous obtenons ainsi
u(kη + η) = (λ+ δλ)v(kη + η) avec λ+ δλ− λ0 ≥ δλ− |λ− λ0| ≥ ηη0.
Il suffit maintenant de choisir k− = k + 1. Ceci termine la preuve du Lemme 2.14.
Nous pouvons maintenant terminer la preuve de la Proposition 2.10. Nous donnons
les détails pour l’opérateur H−, la preuve pour H+ restant la même, si ce n’est le fait de
remplacer L par L3. Cette différence est due au résultat du Lemme 2.12.
La preuve de la Proposition 2.10 se base sur les résultats du Lemme 2.14, ce dernier
proposant deux alternatives. Commençons par supposer que le Lemme 2.14 nous dit que
la fonction u− λ−v s’annule en x− = k−η. La fonction w− := u− λ−v s’annule aux bords
de l’intervalle [0, x−]. Par ailleurs, nous calculons :
‖(H− − E)w−‖L2([0,x−]) = E‖u‖L2([0,x−]) ≤ E.
Nous savons, par construction de [x−0 , x+0 ], que δθ ∈ 2piZ + [−Eη/L,Eη/L] sur [x−0 , x+0 ].
Ainsi, d’après le Lemme 2.7, comme |λ−−λ0| ≥ η0η, l’équation (2.1.33) nous montre que,
pour tout x ∈ [x−0 , x+0 ], nous avons
w−(x) = ru(x) sin(θu(x))− λ−rv(x) sin(θv(x))
= [ru(x)− λ−rv(x)] sin(θv(x)) +O(EL/η)
= [λ0 − λ−]v(x) +O(|v(x)|η0/L) +O(η3/L3).
Nous calculons maintenant
‖u− λ−v‖L2([0,x−]) ≥ η0(η − 1/L)‖v‖L2([x0−1,x0+1]) − C ′η3/L3 ≥ Cη0ηrv(x0)− C ′η3/L3
≥ Cη0η2L−1 − C ′η3L−3 ≥ Cη0η2L−1/2
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quitte à réduire encore η0, pour L assez grand. Nous avons donc montré que H− a une
valeur propre à une distance au plus égale à 2EL/(Cη0η2) de E.
La deuxième alternative du Lemme 2.14 nous dit que la fonction v − λ−u s’annule en
x− = k−η. Dans ce cas, la preuve est la même, en calculant ‖H−(v− λ−u)‖L2([0,x−]). Ceci
conclut la preuve de la Proposition 2.11.
Preuve du Théorème 2.6
Nous pouvons maintenant terminer la preuve du Théorème 2.6. Prenons η0 suffisam-
ment petit de sorte que la Propositions 2.11 et la Proposition 2.10 soient toutes les deux
vérifiées. Les deux alternatives se complètent pour prouver le Théorème 2.6.
2.2 Estimations d’effet tunnel inverse dans le cas discret
Dans cette section nous étudierons l’équation
Hu := bn+1u(n+ 1) + bnu(n− 1) + anu(n) = Eu(n)
u(0) = 0, u(L+ 1) = 0
(2.2.1)
Rappelons que la suite bn vérifie l’hypothèse :
∀n ∈ N, 1
M
≤ |bn| ≤M. (2.2.2)
Comme dans la section précédente, les estimations d’effet tunnel inverse sont données par
le théorème
Théorème 2.15. Soit S > 0. Il existe 0 tel que pour tout  <
0
L4
, si tr
(
1[E−,E+](H)
)
≥
2, alors il existe x− et x+ dans J1, LK tel que x+ − x− ≥ S et tel que
tr
(
1[
E−L4
0
,E+L4
0
](H(ΛJ1,x−K)
)
≥ 1 et tr
(
1[
E−L4
0
,E+L4
0
](H(ΛJx+,LK)
)
≥ 1.
Nous reprenons ici la preuve donnée dans [Shi13], dont le cheminement suit celui de
la preuve donnée dans la section précédente. Prenons E ∈ sp(H) et u un vecteur propre
normalisé. Pour tout n ∈ J1, LK définissons U(n) := ( u(n)
u(n− 1)
)
et les variables de Prüfer
ru and φu par :
U(n) = ru(n)
(
sin(φu(n))
cos(φu(n))
)
. (2.2.3)
Dans cette partie également nous utiliserons des résultats sur les variables de Prüfer,
ils sont pour l’essentiel prouvés dans l’Annexe B. Nous suivons la preuve de la section
précédente et divisons la preuve en deux parties. Nous traiterons en premier le cas sans
effet tunnel, qui est plus facile.
2.2.1 Sans effet tunnel
Comme annoncé, nous prouvons d’abord le :
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Proposition 2.16. Soit S > 0. Il existe η0 > 0 tel que pour tout η ∈ (0, η0) et tout
E <
η4
L4
, si tr
(
1[−E,E](sp(H(ΛL))
)
≥ 2 et si pour tout n ∈ ΛL, ru(n)rv(n) ≤ η
L
où u et
v sont des vecteurs propres normalisés associés à deux énergies consécutives, il existe x−
et x+ dans ΛL tels que x+ − x− ≥ S et tels que
tr
(
1[−EL4/η4,EL4/η4](H(J1, x−K))) ≥ 1,
tr
(
1[−EL4/η4,EL4/η4](H(Jx+, LK))) ≥ 1.
Démonstration. Comme u et v sont normalisés, il existe xu et xv tels que ru(xu) ≥ 1√
L
et rv(xv) ≥ 1√
L
. Ainsi, rv(xu) ≤ η√
L
et ru(xv) ≤ η√
L
. Sans perte de généralité, nous
pouvons supposer que xu < xv. Soit f la suite f =
ru
rv
. Alors f(xu) ≥ 1
η
et f(xv) ≤ η.
D’après le Lemme B.1 il existe C > 0 (dépendant uniquement de ‖a‖∞) tel que
1
C
≤ f(n+ 1)
f(n) ≤ C.
De ce fait, pour η ≤ 1
CS+2
<
1
C2
nous savons qu’il existe n ∈ Jxu, xvK tel que 1√
C
<
f(n) <
√
C, de sorte que min{n− xu, xv − n} ≥
⌊
S
2
⌋
+ 2, où b.c dénote la partie entière.
Prenons alors x− = n −
(⌊
S
2
⌋
+ 2
)
et x− = n +
(⌊
S
2
⌋
+ 2
)
. Nous vérifions bien que
x+ − x− ≥ S + 2 et que
{f(x−), f(x+)} ⊂
[ 1
C
S
2 +2
, C
S
2 +2
]
.
D’après le Lemme B.2 nous pouvons supposer que | sin(φv(x−))| ≥ η1/4, sinon nous
changeons x− en x− − 1. Soit λ = u(x−)
v(x−)
et w = u − λv. Nous vérifions λ ≤ K
η1/4
,
w(0) = w(x−) = 0 et ‖ (Hω(J1, x−K)− E)w‖`2(J1,x−K) ≤ E. Par ailleurs, nous calculons
‖w‖2`2(J1,x−K) ≥ ‖u‖2`2(J1,x−K) − 2λ ηL ≥ ru(xu)2 −Kη
3/4
L
≥ 12L,
pour η suffisamment petit. Ainsi, H(J0, x−K)−E a une valeur propre dans E√2L(−1, 1),
ce qui termine la preuve pour x−. La preuve pour x+ est similaire : il suffit d’estimer
‖Hω(Jx+, LK)w‖ au lieu de ‖ (Hω(J1, x−K)− E)w‖. Ceci termine la preuve de la Proposi-
tion 2.16.
2.2.2 Avec effet tunnel
Nous prouvons maintenant un lemme qui sera utilisé dans la seconde partie de la preuve
du Théorème 2.15. Il s’agit de l’analogue discret de l’équation (2.1.14).
Lemme 2.17. Pour tout n ∈ {0, . . . , L},
|ru(n)rv(n) sin(δφ(n))| ≤ME, (2.2.4)
où M est défini dans l’équation (2.2.2).
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Démonstration. Soit W (n) = b(n)
[
u(n)v(n − 1) − u(n − 1)v(n)] le "wronskien" de u and
v. Nous calculons,
W (n+ 1) =b(n)ru(n)rv(n) sin(δφ(n))
=b(n+ 1)
[
u(n+ 1)v(n)− u(n)v(n+ 1)]
=v(n)
(− ωnu(n)− b(n)u(n− 1))
− u(n)(− ωnv(n) + Ev(n)− b(n)v(n− 1))
=W (n)− Ev(n)u(n)
Par définition, nous savons que W (1) = 0 et que u et v ont leurs normes égales à un, donc
pour tout n ∈ J0, LK
|W (n)| = E
∣∣∣∣∣
n∑
i=0
u(n)v(n)
∣∣∣∣∣ ≤ E
√√√√ n∑
i=0
u2(n)
√√√√ n∑
i=0
v2(n) ≤ E.
Comme |bn| ≥ 1
M
, la preuve du Lemme 2.17 est complète.
La deuxième partie de la preuve du Théorème 2.15 est le résultat suivant :
Proposition 2.18. Soit S > 0. Il existe η0 > 0 tel que pour tout η ∈ (0, η0) et tout
E <
η4
L4
, si tr
(
1[−E,E](H)
)
≥ 2 et si il existe x0 ∈ J0, LK tel que ru(x0)rv(x0) ≥ η
L
où
u et v sont des vecteurs propres normalisés associé à deux énergies consécutives, il existe
x− et x+ dans ΛL tels que x+ − x− ≥ S et tels que
tr
(
1[−EL4/η4,EL4/η4](H(J1, x−K))) ≥ 1,
tr
(
1[−EL4/η4,EL4/η4](H(Jx+, LK))) ≥ 1.
Démonstration. D’après les Lemme B.1 et B.2 nous pouvons supposer que
| sin(φu(x0))| ≥ 1
C
. Du Lemme 2.17 nous déduisons que | sin(δφ(x0))| ≤ EL
η
. Maintenant
traitons le cas où δφ(x0) ∈
[
0, EL2η
]
, le cas δφ(x0) ∈
[
pi − EL2η , pi
]
se traitant de la même
manière. Pour prouver la Proposition 2.18 nous utilisons le lemme suivant.
Lemme 2.19. Il existe x2 ∈ {1, . . . , L} tel que δφ(x2) ∈
[
pi − EL
3
2η , pi
]
.
Démonstration. Comme les vecteurs u et v sont orthogonaux, nous avons∑
n
ru(n)rv(n) sin(φu(n)) sin(φv(n)) = 0.
Comme | sin(φu(x0))− sin(φv(x0))| ≤ δφ(x0), nous obtenons donc∣∣∣∣∣∣ru(x0)rv(x0) sin2(φu(x0)) +
∑
n 6=x0
ru(n)rv(n) sin(φu(n)) sin(φv(n))
∣∣∣∣∣∣ ≤ CELη .
Ainsi comme EL4 ≤ η4, pour L suffisamment grand nous obtenons
∑
n 6=x0
ru(n)rv(n) sin(φu(n)) sin(φv(n)) ≤ − η
CL
(
1− Cη
2
L2
)
≤ − η2CL.
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Maintenant, nous avons∣∣∣∣∣∣
∑
n 6=x0,ru(n)rv(n)≤η/L3
ru(n)rv(n) sin(φu(n)) sin(φv(n))
∣∣∣∣∣∣ ≤ C ηL2 .
Donc ∑
n6=x0,ru(n)rv(n)≥η/L3
ru(n)rv(n) sin(φu(n)) sin(φv(n)) ≤ − η2CL
(
1− 1
L
)
≤ − η3CL.
Par ailleurs sin(φv) = sin(φu + δφ) = sin(φu) cos(δφ) + cos(φu) sin(δφ) donc comme
|rurv sin(δφ)| ≤ME ≤ Mη
4
L4
, pour L suffisamment grand nous avons∑
n6=x1,ru(n)rv(n)≥η/L3
ru(n)rv(n) sin2(φu(n)) cos(δφv(n)) ≤ − η4CL. (2.2.5)
Ainsi, il existe x2 6= x0 tel que ru(x2)rv(x2) ≥ η
L3
et cos(δφ(x2)) < 0. Donc | sin(δφ(x2))| ≤
ME
L3
η
et δφ(x2) ∈
[
pi −MEL
3
η
, pi
]
. Ceci termine la preuve du Lemme 2.19.
Reprenons la preuve de la Proposition 2.18. Il existe donc x0 et x2 tels que δφ(x0) ∈[
0, EL
η
]
et δφ(x2) ∈
[
pi − EL
3
η
, pi
]
. Ainsi, d’après le Lemme B.4 et le Lemme B.3, il
existe 0 > 0 tel que, pour L suffisamment grand, il existe x1 ∈ {1, . . . , L} satisfaisant
δφ(x1) ∈ [0, pi − 0]. Aussi, si nous choisissons x− = x1 −
⌊
S
2
⌋
− 1 et x+ = x1 +
⌊
S
2
⌋
+ 1,
alors il existe C > 0 (dépendant uniquement de S) tel que
∀n ∈ Jx−, . . . , x+K, δφ(n) ∈ [0
C
, pi − 0
C
]
. (2.2.6)
Nous allons maintenant montrer que H−ω := Hω({0, . . . , x−}) a une valeur propre dans
l’intervalle [−EL4/η4, EL4/η4]. L’opérateur H+ω correspondant se traite de la même ma-
nière.
Tout d’abord, supposons qu’il existe n ∈ {x−, x−+1} tel que u(n) = 0 ou v(n) = 0. Par
exemple, supposons que u(x−) = 0. Comme x0 < x− et comme u2(x0) + u2(x0 − 1) 6= 0,
u est un vecteur propre de H−ω . Si v(x−) = 0, alors v est vecteur propre de H−ω .
Maintenant supposons qu’aucun des éléments {u(x−), u(x−+1), v(x−), v(x−+1)} n’est
égal à zéro. Nous pouvons sans perte de généralité supposer que ru(x−) > rv(x−), quitte
à permuter u et v. Nous calculons alors∣∣∣∣u(x− + 1)v(x− + 1) − u(x−)v(x−)
∣∣∣∣ = |W (x− + 1)||a(x− + 1)v(x− + 1)v(x−)|
≥ |W (x− + 1)||a(x− + 1)|rv(x− + 1)rv(x−)
≥ |W (x− + 1)||a(x− + 1)|rv(x− + 1)ru(x−)
≥ |W (x− + 1)||a(x− + 1)|Crv(x− + 1)ru(x− + 1)
≥ | sin(δφ(x− + 1))|
C
≥ 1
K
≥ 2η0
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pour η0 suffisamment petit. Nous pouvons donc supposer que
∣∣∣∣u(x−)v(x−) − ru(x0)rv(x0)
∣∣∣∣ ≥ η0,
quitte à remplacer x− par x− + 1.
Soit λ− =
u(x−)
v(x−)
et w = u− λ−v, alors w(0) = w(x−) = 0 et
‖(H−ω − E)(w)‖`2(J1,x−K) = ‖Ew‖`2(J1,x−K) ≤ E (2.2.7)
Par ailleurs, nous savons que rv(x0) >
η
L
donc nous pouvons supposer que v(x0)2 ≥ η
2
2L2 .
Encore une fois, si ce n’est pas le cas, nous remplaçons x0 par x0 − 1. Nous calculons
w(x0) = ru(x0) sin(φu(x0))− λ−rv(x0) sin(φv(x0))
= [ru(x0)− λ−rv(x0)] sin(φv(x0)) + ru(x0)[sin(φu(x0))− sin(φv(x0))]
=
[
ru(x0)
rv(x0)
− λ−
]
v(x0) + ru(x0)[sin(φu(x0))− sin(φv(x0))]
Or, comme u est de norme égale à un, nous avons
1. ru(x0) ≤
√
2
2. | sin(φu(x0))− sin(φv(x0))| ≤ δφ(x0) ≤ EL
Cη
≤ η
3
L3
donc ‖w‖`2(J1,x−K) ≥ |w(x0)| ≥ η0η√2L −
η3
L3
≥ η0η2L pour
η
L2
suffisamment petit. Ainsi,
comme H−ω est auto-adjoint, celui-ci a bien une valeur propre à une distance de E au plus
égale à EL
η0η
. Ceci termine la preuve de la Proposition 2.18.
Comme dans la section précédente, le Théorème 2.15 est maintenant une conséquence
des Propositions 2.16 et 2.18, en prenant 0 suffisamment petit.
2.3 Preuve des estimations de Minami
Nous suivons dans cette section la preuve donnée dans [Klo14, Section 3], qui consiste
à utiliser le Théorème 2.15 pour montrer les estimations de Minami. Plus précisément,
nous allons prouver les théorèmes suivants, le Théorème 2.2 en découlant immédiatement.
Théorème 2.20. Soit J un compact de I la région de localisation. Alors, pour tout p > 0,
η > 1, β > max(1 + 4s, ρ) et m′ > m (m et s sont définis dans (W)), il existe Lη,β,ρ′,ρ > 0
et C = Cη,β,ρ′ > 0 tel que, pour tout E ∈ J , L ≥ Lη,β,ρ′,ρ et  ∈ (0, 1), nous avons∑
k≥2
P
(
tr[1[E−,E+](Hω(ΛL))] ≥ k
) ≤ C[(sLlβ + e−sl/8)2eCsLlm′ + L−p],
où l := (logL)η.
Théorème 2.21. Soit J un compact de I la région de localisation. Alors, pour tout α ∈
(0, 1), ν ∈ (0, α), β > 1 + 4s + ρ et m′ > m (m et s sont définis dans (W)), il existe
Lα,β,ρ′,ρ > 0 et C = Cα,β,ρ′ > 0 tel que, pour tout E ∈ J , L ≥ Lα,β,ρ′,ρ et  ∈ (0, 1), nous
avons ∑
k≥2
P
(
tr[1[E−,E+](Hω(ΛL))] ≥ k
) ≤ C[(sLlβ + e−sl/8)2eCsLlm′ + e−Lν],
où l := Lα.
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Les Théorèmes 2.1, 2.5 et 2.3 sont des conséquences des Théorèmes 2.20 et 2.21. Par
exemple, le Théorème 2.3 est une conséquence du Théorème 2.21, en prenant ν ∈ (ξ′, α).
En effet, ce choix implique que  & L−k ≥ e−lν et que  ≥ e−lα .
Le reste de la section sera dédié à la preuve du Théorème 2.20, nous expliquerons
très rapidement les outils à utiliser pour prouver le Théorème 2.21. Nous faisons cette
preuve dans le cas continu, la preuve pour le cas discret étant la même, aux modifications
évidentes dus au modèle près. Nous utiliserons le lemme suivant
Lemme 2.22. Soient J un intervalle compact et E ∈ J . Il existe C > 0 (dépendant
uniquement de J , inf p et ‖q‖∞ dans le cas continu, C = 3 convient dans le cas discret),
tel que, pour tout  ∈ (0, 1), nous avons
tr[1[E−,E+](Hω(ΛL))] ≤ CL. (2.3.1)
Démonstration. Le résultat est évident dans le cas discret car la matrice Hω(ΛL) est de
taille 2L+ 1. Montrons le maintenant dans le cas continu.
Comme Hω(ΛL)u = −(pωu′)′+qωu et que qω est bornée, il suffit de vérifier l’estimation
pour l’opérateur H0ω(ΛL)u = −(pωu′)′. Or, comme pω ≥ inf p > 0, nous avons, au sens des
formes quadratiques, l’inégalité
H0ω(ΛL) ≥ − inf p ·∆ ΛL .
L’équation (2.3.1) est clairement vérifiée pour −∆ ΛL , c’est donc également le cas de
H0ω(ΛL) et donc de Hω(ΛL).
Nous prouvons maintenant le Théorème 2.20. Tout d’abord, l’hypothèse de localisation
implique que les valeurs propres de Hω(Λ) sont proches des valeurs propres de ce même
opérateur, restreint à des intervalles de plus petite taille. Nous rappelons que UΛL est
l’ensemble des ω tel que la conclusion de (Loc)(I) est satisfaite.
Lemme 2.23. Pour tout 0 < p < 0 et ξ′ < ξ < 1, il existe Lp,ξ,ξ′ > 0 tel que pour
l = (logL)
1
ξ′ , L ≥ Lp,ξ,ξ′, ω ∈ UΛL et γ ∈ ΛL, si Hω(ΛL) possède k valeur propre dans
[E− , E+ ] avec centres de localisation dans Λ 4l
3
(γ), alors Hω(Λ 3l
2
(γ)) possède k valeurs
propres dans [E − − e−lξ/8, E + + e−lξ/8].
Démonstration. Commençons par prendre φ un vecteur propre associé à une valeur propre
F dans [E− , E+ ] et supposons que son centre de localisation soit dans Λ 4l
3
(γ). Choisis-
sons χ une fonction infiniment dérivable, à dérivées première et seconde bornées par un,
et vérifiant l’inégalité
1Λ 10l
9
(γ) ≤ χ ≤ 1Λ 3l
2
(γ).
D’après la définition du centre de localisation, nous avons
Hω
(
Λ 3l
2
(γ)
)
χφ− Eχφ = (p(χφ)′)′ − Eχφ = (pχ′φ+ pχφ′)′ − Eχφ
= χ′′(pφ) + χ′(pφ)′ + χ′(pφ′) + χ(pφ′)′ − Eχφ
= χ′′(pφ) + χ′[pφ′ + (pφ)′]
Or, χ′ et donc χ′′ ont leurs supports dans Γ(γ) := Λ 3l
2
(γ) − Λ 10l
9
(γ). Ainsi, d’après la
première inégalité du Lemme A.1, comme p et p′ sont bornées, nous avons pour L suffi-
samment grand,∥∥∥Hω (Λ 3l
2
(γ)
)
χφ− Eχφ
∥∥∥ ≤ C|φ|L2(Γ(γ)) ≤ Ce2lξ′′e−(l/6)ξ ≤ e−lξ/8 (2.3.2)
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Par ailleurs, si (φj)j∈J1,kK désignent les k valeurs propres de Hω(ΛL) de l’énoncé, il est aisé
d’estimer la matrice de Gram[〈χφj , χφj′〉](j,j′)∈J1,kK2 = [〈φj , φj′〉](j,j′)∈J1,kK2 +O (k2e−lξ/8)
= Idk +O
(
L2e−l
ξ/8
)
car k ≤ CL d’après le Lemme 2.22. Ceci termine la preuve du Lemme 2.23.
Définissons alors les ensembles Ωb et Ωg := UΛL Ωb par
Ωb :=
ω ∈ UΛL ;
il existe deux centres de localisation de vecteurs propres
associés à des valeurs propres dans [E − , E + ]
qui sont à distance au plus égale à 4l l’un de l’autre
 .
Quand ω ∈ Ωg, le Lemme 2.23 donne l’existence d’opérateurs (Hω(Λ 3l
2
(γ)))γ , définis sur
des cubes plus petits, indépendants les uns des autres , dont les valeurs propres sont
exponentiellement proches des valeurs propres de l’opérateur défini sur le grand cube.
Aussi, nous obtenons le lemme suivant :
Lemme 2.24. Soient 0 < p et 0 < ξ′ < ξ < 1. Il existe Lp,ξ,ξ′ > 0 tel que, pour
l = (logL)
1
ξ′ , L ≥ Lp,ξ,ξ′ et k ≥ 2, nous avons
P
({
ω ∈ Ωb; tr[1[E−,E+](Hω(ΛL))] ≥ k
}) ≤ L
l
P2,9l,l() + e−sl
ξ/9
et pour k ≤ [L/(4l)] + 1,
P
({
ω ∈ Ωg; tr[1[E−,E+](Hω(ΛL))] ≥ k
}) ≤ ([L/m]
k
)
(P1,3l/2,4l/3() + e−sl
ξ/8)k (2.3.3)
où nous avons défini
Pk,l,l′() = sup
γ∈l′Z∩[O,L]
P
(
tr[1[E−,E+](Hω(Λl(γ)))] ≥ k
)
.
Démonstration. Prenons k un entier au moins égal à deux. Nous commençons par analyser
P
({
ω ∈ Ωbξ′,ξ′′ ; tr[1[E−,E+ε](Hω(ΛL))] ≥ k
})
. Comme,
P
({
ω ∈ Ωbξ′,ξ′′ ; tr[1[E−,E+](Hω(ΛL))] ≥ k
})
≤ P
({
ω ∈ Ωbξ′,ξ′′ ; tr[1[E−,E+](Hω(ΛL))] ≥ 2
})
.
il suffit d’étudier le cas k = 2.
Par définition de Ωb et d’après le Lemme 2.23, nous avons
P
({
ω ∈ Ωb; tr[1[E−,E+](Hω(ΛL))] ≥ 2
})
≤ P
({
∃γ ∈ lZ ∩ [0, L]; tr[1[E−−e−`ξ/8,E+ε+e−lξ/8](Hω(Λ9l(γ)))] ≥ 2
})
≤
∑
γ∈lZ∩[0,L]
P
({
tr[1[E−−e−lξ/8,E++e−lξ/8](Hω(Λ9l(γ)))] ≥ 2
})
≤ L
l
P2,9l,l
(
+ e−lξ/8
)
≤ L
l
P2,9l,l () + e−sl
ξ/9,
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pour L suffisamment grand, car l = (logL)1/ξ′ et ξ > ξ′. La dernière inégalité est prouvée
en utilisant les estimations de Wegner (W). Ceci prouve la première inégalité du lemme.
Passons maintenant à l’analyse de P
({
ω ∈ Ωgξ′,ξ′′ ; tr[1[E−ε,E+ε](Hω(ΛL))] ≥ k
})
. Pour
cela, nous prenons un recouvrement du cube ΛL par des cubes (Λ4`/3(γ))γ∈Γ. Plus préci-
sément, ΛL = ∪γ∈ΓΛ4l/3(γ) de sorte que [3L/(4l)] ≤ #Γ ≤ [L/l]. Supposons maintenant
que ω ∈ Ωg vérifie tr[1[E−ε,E+ε](Hω(ΛL))] ≥ k. Les centres de localisation de n’importe
quelle paire de vecteurs propres sont éloignés d’au moins 4l. Ainsi, d’après le Lemme 2.23,
il existe k points (γj)1≤j≤k dans Γ tels que
– pour tout 1 ≤ j ≤ k, Hω(Λ3`/2(γj)) possède une valeur propre et une seule dans[
E − − e−`ξ/8, E + + e−`ξ/8
]
;
– pour tout 1 ≤ j < j′ ≤ k, dist(Λ3`/2(γj),Λ3`/2(γj′)) > l/2.
Ainsi, d’après (IAD), pour l suffisamment grand, les opérateurs (Hω(Λ3`/2(γj)))1≤j≤k sont
indépendants. Nous obtenons donc l’estimation suivante :
P
({
ω ∈ Ωgξ′,ξ′′ ; tr[1[E−,E+](Hω(ΛL))] ≥ k
})
≤
(
#Γ
k
)(
P1,3`/2,4`/3() + e−sl
ξ/8
)k
,
en utilisant de nouveau (W) dans la dernière inégalité. Comme [3L/(4l)] ≤ #Γ ≤ [L/`] et
comme k ≤ [L/(4l)], nous avons terminé la preuve de la deuxième inégalité et donc celle
du Lemme 2.24.
Ce résultat implique le lemme suivant
Lemme 2.25. Soit J un compact de I, la région de localisation. Alors, pour tout p > 0,
ξ ∈ (0, 1) et ξ′ ∈ (0, ξ), il existe C = Cξ,ξ′ > 0 et Lξ,ξ′ > 0 tels que, pour E ∈ J, L ≥ Lξ,ξ′
et  ∈ (0, 1), nous avons
∑
k≥2
P
(
tr[1[E−,E+](Hω(ΛL))] ≥ k
) ≤ L−p + L2
l
P2,9l,l()
+
(
L
l
)2 (
P1,3l/2,4l/3() + e−sl
ξ/8
)2
eLP1,3l/2,4l/3()/l (2.3.4)
où l = (logL)1/ξ′.
Démonstration. D’après le Lemme 2.22, notamment l’équation (2.3.1), si UqΛL est l’en-
semble des configurations donné par (Loc)(I) avec q := p + 1, nous obtenons pour L
suffisamment grand,
∑
k≥2
P
({
ω 6∈ UqΛL ; tr[1[E−ε,E+ε](Hω(ΛL))] ≥ k
})
≤ CLL−q ≤ L−p. (2.3.5)
Analysons maintenant P(
{
ω ∈ UqΛL ; tr[1[E−,E+](Hω(ΛL))] ≥ k
}
). Sommons les équations
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données par le Lemme 2.24 pour k ≥ 2. Nous obtenons alors, pour un certain C > 0,
1
C
∑
k≥2
P
(
ω ∈ UqΛL ; tr[1[E−,E+](Hω(ΛL))] ≥ k
)
≤
(
L
l
)2 (
P1,3l/2,4l/3() + e−sl
ξ/8
)2 (
1 + P1,3`/2,4`/3() + e−sl
ξ/8
)L/`
+ e−s`ξ/9 + L
2
`
P2,9`,` ()
≤ C
((
L
`
)2 (
P1,3`/2,4`/3() + e−sl
ξ/8
)2
eLP1,3`/2,4`/3()/`
+e−s`ξ/9 + L
2
`
P2,9`,` ()
)
.
Nous avons utilisé l’inégalité suivante : pour tout (x, y) ∈ (R+)2 et m ≤ n des entiers
naturels,
n∑
k=m
(
n
k
)
xkyn−k ≤
(
n
m
)
xm(x+ y)n−m. (2.3.6)
Nous appliquons maintenant le Théorème 2.6 pour évaluer le terme P2,9l,l() et les
estimations de Wegner pour évaluer le terme P1,3l/2,4l/3(). Le Théorème 2.20 est alors
une conséquence du Théorème 2.25. Quant au Théorème 2.21, il est conséquence du même
raisonnement qu’au dessus et du lemme suivant, qui se prouve comme le Lemme 2.23, en
utilisant (Loc)(II) au lieu de (Loc)(I) :
Lemme 2.26. Soit J un compact de I, la région de localisation. Pour tout α ∈ (0, 1),
ξ ∈ (0, 1) et ν ∈ (0, αξ), il existe Lν,ξ,α > 0 tel que pour l = Lα, L ≥ Lα,ξ,ξ′, ω ∈ VΛL et γ ∈
ΛL, si Hω(ΛL) possède k valeurs propres dans [E−, E+] ⊂ J avec centres de localisation
dans Λ 4l
3
(γ), alors Hω(Λ 3l
2
(γ)) possède k valeurs propres dans [E−−e−lξ/8, E++e−lξ/8].

Chapitre 3
Estimations de décorrélation pour
des valeurs propres éloignées
Dans ce chapitre, nous allons établir les estimations de décorrélation pour des valeurs
propres éloignées d’opérateurs de Schrödinger aléatoires. Rappelons que le chapitre pré-
cédent, dédié aux estimations de Minami, traitait le cas de valeurs propres proches. La
preuve consiste à montrer que pour tout couple de valeurs propres, il existe un couple de
variables aléatoires tel que, conditionné aux autres variables aléatoires, le couple de valeurs
propres est l’image d’un difféomorphisme local (dont le Jacobien est contrôlé) du couple
de variables aléatoires. Dans cette optique, nous étudierons les gradients de ces valeurs
propres et nous serons amené à étudier la condition de colinéarité de ces gradients. En
particulier, nous montrerons que la probabilité que deux gradients soit presque colinéaires
est faible. Ainsi, avec grande probabilité, les paires de valeurs propres se déplaceront en
fonction de deux variables aléatoires indépendantes. Les estimations de Minami permet-
tront d’estimer la taille de cylindre, dans l’espace des variables, sur lesquels ces valeurs
propres s’éloignent des valeurs prises aux points proches du centre du cylindre. Les gra-
dients des valeurs propres dépendent évidemment du modèle considéré ; la preuve sera
donc faite séparément pour chacun des modèles présentés dans le premier chapitre.
Nous découpons ce chapitre en six sections. Nous montrerons d’abord des estimations
de décorrélation générales dont les estimations pour chaque modèle découleront, à l’ex-
ception du modèle des sauts, qui nécessite une adaptation. En particulier, les estimations
de décorrélation pour les graphes quantiques unidimensionnels seront des applications di-
rectes des résultats de cette première partie. Dans la seconde section, nous établirons
les estimations de décorrélation pour le modèles des sauts. Les trois sections suivantes
seront respectivement dédiées aux preuves des estimations de décorrélation pour les mo-
dèles discrets de type alliage avec potentiel de simple-site exponentiellement décroissant,
les modèles continus et les modèles de type multimère. La preuve de ces estimations pour
les modèles discrets de type alliage avec potentiel de simple à support compact ne sera pas
donnée car elle est la même que celle donnée pour les modèles continus, aux détails près
dus à la structure discrète et en utilisant les résultats de l’Annexe B au lieu des résultats de
l’Annexe A. Enfin, dans une dernière section, nous faisons un calcul des dérivées premières
et secondes des valeurs propres, valable pour tous les modèles considérés et utilisé dans
chacune des preuves. Les preuves de ces résultats sont extraites de [Klo11, Shi13, Shi14].
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3.1 Estimations de décorrélation générales
Dans cette section, nous allons établir des estimations de décorrélation des valeurs
propres éloignées dont découleront les estimations de décorrélation pour les opérateurs de
Schrödinger discrets, à l’exception du modèle des sauts, mais également pour les graphes
quantiques unidimensionnels. Nous construisons donc un cadre général, qui englobe ces
différents cas. Notons toutefois que ce cheminement de la preuve sera aussi largement
utilisé pour les modèles continus. Tous ces modèles peuvent être vus comme des fonctions
des variables aléatoires (ωn)n ou des variables aléatoires (bn)n pour le modèle des sauts.
L’étude que nous faisons se base sur la dépendance des modèles en ces variables aléatoires.
Nous utiliserons les définitions et notations suivantes, permettant de couvrir plusieurs cas.
Prenons deux fonctions λ : R→ R et µ : R→ R. Pour tout E ∈ R, notons λE = λ(E)
et µE = µ(E), puis définissons σ := {E ∈ R, λE 6= 0}. Pour tout E 6= E′, définissons
d := λE + λE′ , e := λE − λE′ et c := µE − µE′ . Enfin, pour E ∈ σ, définissons le potentiel
dépendant de l’énergie Vω(E) :=
1
λE
(Vω − µE). Le potentiel Vω peut être de type alliage
ou prendre des valeurs indépendantes identiquement distribuées. Dans les estimations de
Wegner (W) nous supposerons que nous avons s = 1, pour simplifier la démonstration. Les
résultats de cette section nécessiteront l’hypothèse suivante : (E,E′) ∈ σ2 doivent vérifier
qu’au moins deux nombres parmi d, e et c sont non nuls. Remarquons que si λE = 1
et µE = E nous avons σ = R et Vω(E) = Vω − E. Dans ce cas, nous avons toujours
d = 2, e = 0 et c 6= 0.
Dans la preuve, la suite b(n) := (bω(n)) est supposée déterministe de sorte que l’opé-
rateur ∆b l’est également. Le résultat quand la suite (bω(n))n est indépendante de la suite
(ωn)n en découle immédiatement. Le cheminement de la preuve des estimations de décor-
rélation est tiré de [Klo11]. Nous utiliserons les estimations de Minami prouvées dans le
chapitre précédent, notamment le Théorème 2.5. Dans le cas où les variables aléatoires
(Vω(n))n sont indépendantes (c’est le cas du modèle d’Anderson étudié dans [Klo11]) nous
pouvons à la place utiliser les estimations de Minami suivantes ([CGK09]) qui sont plus
précises que celles prouvées dans le chapitre précédant.
Théorème 3.1 (M). Soit K un compact de R. Pour tout E ∈ σ, il existe C > 0 tel que
pour tous I ⊂ J ⊂ K, nous avons
E
(
tr1I(−∆b + Vω(E))Λl(tr1J(−∆b + Vω(E))ΛL − 1)
) ≤ C|I||J ||Λ|2. (3.1.1)
La constante C := CE dépend de λE et µE et est uniforme sur tout intervalle compact
tel que |λE | est éloigné de zéro et µE est borné.
Le but de cette section est de prouver le théorème suivant.
Théorème 3.2 (D). Soit β ∈ (1/2, 1). Pour tout α ∈ (0, 1) et tout (E,E′) ∈ σ2 tels que
au moins deux nombres parmi d, e et c sont non nuls, pour tout k > 0 il existe C > 0 tel
que pour L suffisamment grand et tout l vérifiant kLα ≤ l ≤ Lα/k, nous avons
P
(
tr1[−L−1,+L−1](−∆b + Vω(E)) Λl 6= 0,
tr1[−L−1,+L−1](−∆b + Vω(E′)) Λl 6= 0
)
≤ C
(
l2
L4/3
)
e(logL)
β
.
En particulier, le Théorème 3.2 prouve les estimations de décorrélation pour le modèle
de type alliage. Il suffit de choisir λE = 1 et µE = E de sorte que −∆b + Vω(E) =
−∆b+Vω−E. Nous supposerons à un moment dans cette preuve que les variables aléatoires
sont i.i.d, il s’agit juste de montrer que dans ce cas, la preuve se conclut rapidement. Tous
les autres résultats seront, soit valables dans tous les cas, soit prouvés dans une partie
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dédiée. Ainsi, dans la présente partie, le Théorème 3.2 ne sera prouvé entièrement que
pour des variables i.i.d. Nous montrerons, par exemple, dans la troisième section, comment
modifier la preuve pour obtenir les estimations pour le modèle de type alliage.
D’après les estimations de Minami données dans le Corollaire 2.5 (ou bien (M) ci
dessus dans la cas de variables i.i.d), comme (logL)C < e(logL)β , le Théorème 3.2 est une
conséquence immédiate du théorème suivant, qu’il reste à prouver.
Théorème 3.3. Soit β ∈ (1/2, 1). Pour tout α ∈ (0, 1) et tout (E,E′) ∈ σ2 tels que au
moins deux nombres parmi d, e et c sont non nuls, pour tout k > 0 il existe C > 0 tel que
pour L suffisamment grand et tout l vérifiant kLα ≤ l ≤ Lα/k, nous avons
P0 := P
(
tr1[−L−1,+L−1](−∆b + Vω(E)) Λl = 1,
tr1[−L−1,+L−1](−∆b + Vω(E′)) Λl = 1
)
≤ C
(
l2
L4/3
)
e(logL)
β
.
Maintenant, nous allons utiliser (Loc)(I) et montrer que le Théorème 3.3 se déduit du
Théorème 3.4. Soit β ∈ (1/2, 1). Pour tout α ∈ (0, 1) et tout (E,E′) ∈ σ2 tels que au
moins deux nombres parmi d, e et c sont non nuls, pour tout k > 0 il existe C > 0 tel que
pour tout ξ′ ∈ (0, ξ) (ξ est défini dans (Loc)(I)), L suffisamment grand et l˜ = (logL)1/ξ′,
nous avons
P1 := P
 tr1[−2L−1,+2L−1](−∆b + Vω(E)) Λl˜ = 1,
tr1[−2L−1,+2L−1](−∆b + Vω(E′)) Λl˜ = 1
 ≤ C ( l˜2
L4/3
)
el˜
β′
.
Preuve du Théorème 3.3 en utilisant le Théorème 3.4.
DéfinissonsHEω (Λl) := (∆b+Vω(E))Λl ,HE
′
ω (Λl) := (∆b+Vω(E′))Λl et J˜L = [−2L−1, 2L−1].
Supposons que les deux opérateurs ont une valeur propre dans [−L−1, L−1]. Pour ω dans
UΛL (cf (Loc)(I)), nous associons à chaque valeur propre un centre de localisation. D’après
le Lemme 2.23 avec p = 2, selon que ces centres de localisation sont éloignés d’au moins
ou d’au plus 3l˜, soit il existe γ 6= γ′ tel que dist(γ + Λl˜; γ′ + Λl˜) ≥ l˜ avec
1. HEω (γ + Λl˜) a exactement une valeur propre dans J˜L,
2. HE′ω (γ′ + Λl˜) a exactement une valeur propre dans J˜L,
soit il existe γ0 tel que HEω (γ0 + Λ5l˜) et HE
′
ω (γ0 + Λ5l˜) ont exactement une valeur propre
dans J˜l. La preuve de ce fait est analogue à celle donnée dans le Lemme 2.23. D’après
(IAD) et (W), nous calculons alors
P0 ≤ L−2 + C(l/l˜)P
({
σ(HEω (Λ5l˜(γ0) ∩ J˜L 6= ∅
σ(HE′ω (Λ5l˜(γ0) ∩ J˜L 6= ∅
})
+ C(l/l˜)2P(σ(HEω (Λl˜(γ) ∩ J˜L 6= ∅)P(σ(HE
′
ω (Λl˜(γ
′) ∩ J˜L 6= ∅)
≤ L−2 + C(l/l˜)2(l˜ρ/L)2 + C(l/l˜)P1 ≤ c(l/L)2 l˜2(ρ−1) + C(l/l˜)P1.
Maintenant, prenons ξ et ξ′ suffisamment proche de 1 et nous obtenons le Théorème 3.3
avec β = β
′
ξ
∈
(1
2 , 1
)
.
Le reste de la section est dédié à la preuve du Théorème 3.4. Fixons donc (E,E′)
vérifiant les hypothèses du Théorème 3.4. Nous écrirons à présent Hω(Λl, E) := (−∆b +
Vω(E)) Λl˜ et JL = [−L
−1, L−1]. Pour  ∈ (2L−1, 1), pour un certain κ > 2, d’après le
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Théorème 2.21 quand un des deux opérateurs Hω(Λl, E) et Hω(Λl, E′) a deux valeurs
propres dans [−,+], nous avons
P1 ≤ C2lκ + P ≤ C2l2elβ + P (3.1.2)
où nous avons défini
P = P(Ω0()) (3.1.3)
et
Ω0() =
ω;
σ(Hω(Λl, E)) ∩ JL = {E(ω)}
σ(Hω(Λl, E)) ∩ (−,+ ) = {E(ω)}
σ(Hω(Λl, E′)) ∩ JL = {E′(ω)}
σ(Hω(Λl, E′)) ∩ (−,+ ) = {E′(ω)}
 .
Pour analyser P nous utiliserons les propriétés et définitions suivantes. D’après les estima-
tions de Minami (ou les simples conditions aux bords de Dirichlet comme nous travaillons
en dimension un) les valeurs propres de Hω(ΛL) sont presque surement simples. Nous
nous restreignons donc aux valeurs de ω vérifiant cette propriété. Or, quand la valeur
propre est simple, nous savons, d’après la théorie des perturbations, que celle-ci est loca-
lement analytique réelle. Ceci permet la définition suivante. Pour tout (γ, γ′) ∈ Λ2L, soit
Jγ,γ′(E(ω), E′(ω)) le Jacobien de l’application (ωγ , ωγ′) 7→ (E(ω), E′(ω)) :
Jγ,γ′(E(ω), E′(ω)) =
∣∣∣∣∣
(
∂ωγE(ω) ∂ωγ′E(ω)
∂ωγE
′(ω) ∂ωγ′E
′(ω)
)∣∣∣∣∣ (3.1.4)
et définissons
Ωγ,γ
′
0,β () = Ω0() ∩
{
ω; |Jγ,γ′(E(ω), E′(ω))| ≥ λ
}
.
Quand un de ces jacobiens est suffisamment grand, les valeurs propres bougent quand nous
faisons varier les deux variables aléatoires indépendantes (ωγ , ωγ′). Ainsi, la probabilité
que le couple de valeur propre reste dans un petit carré est faible. Nous divisons donc la
preuve en deux parties, selon la taille des jacobiens. Le lemme suivant montre que si tous
les jacobiens sont petits, les gradients des valeurs propres doivent être presque colinéaires.
Ce lemme devra être généralisé dans la partie traitant des estimations de décorrélation
pour le modèle des sauts, mais est suffisant dans le cas présent.
Lemme 3.5. Soit (u, v) ∈ (R+)2n tel que ‖u‖1 = ‖v‖1 = 1. Alors
max
j 6=k
∣∣∣∣∣
(
uj uk
vj vk
)∣∣∣∣∣
2
≥ 14n5 ‖u− v‖
2
1.
Démonstration. Soient (u, v) ∈ (R+)2n tels que ‖u‖1 = ‖v‖1 = 1. Le problème étant
symétrique en u et v, quitte à les échanger, nous pouvons supposer que ‖v‖2 ≥ ‖u‖2.
Écrivons alors u = αv + v⊥ où 〈v, v⊥〉 = 0. Les coefficients de u et v sont tous positifs,
donc l’assertion v⊥ = 0 est équivalente à l’assertion u = v. Supposons que u 6= v, ce qui
est équivalent à supposer que v⊥ 6= 0. Nous calculons alors
‖u‖22 = α2‖v‖22 + ‖v⊥‖22 et ‖u− v‖22 = (α− 1)2‖v‖22 + ‖v⊥‖22. (3.1.5)
Comme tous les coefficients de u et de v sont positifs, le nombre α =
〈
u, v‖v‖22
〉
est stric-
tement positif. La première équation dans (3.1.5) et l’hypothèse ‖v‖2 ≥ ‖u‖2 nous disent
maintenant que α ∈ (0, 1). Ainsi, comme u = αv + v⊥ et ‖u‖1 = ‖v‖1 = 1, nous obtenons
0 < 1− α ≤ ‖u− αv‖1 = ‖v⊥‖1.
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Ainsi, d’après la deuxième équation dans (3.1.5) et d’après l’inégalité de Cauchy-Schwartz,
nous obtenons
1√
n
‖u− v‖1 ≤ ‖u− v‖2 ≤ ‖v‖2‖v⊥‖1 + ‖v⊥‖2 ≤ 2
√
n‖v⊥‖2. (3.1.6)
Maintenant, pour tout couple (j, k), nous avons∣∣∣∣∣uj ukvj vk
∣∣∣∣∣ =
∣∣∣∣∣v⊥j v⊥kvj vk
∣∣∣∣∣ .
Nous calculons donc∑
j,k
∣∣∣∣∣uj ukvj vk
∣∣∣∣∣
2
=
∑
j,k
(
(vjv⊥k )2 + (vkv⊥j )2 − 2vjv⊥k vkv⊥j
)
= 2
∑
j
v2j
(∑
k
(v⊥k )2
)
− 2
∑
j
vjv
⊥
j
(∑
k
vkv
⊥
k
)
= 2‖v‖22‖v⊥‖22 ≥
1
2n3 ‖u− v‖
2
1.
Finalement, nous obtenons
max
j 6=k
∣∣∣∣∣uj ukvj vk
∣∣∣∣∣
2
≥ 14n5 ‖u− v‖
2
1
ce qui achève la preuve du Lemme 3.5.
Ainsi, soit l’un des jacobiens n’est pas petit, soit les gradients de E et E′ sont presque
colinéaires. Nous allons montrer que la probabilité que le deuxième cas arrive est faible,
mais tout d’abord nous montrons qu’un vecteur propre normalisé a un grand nombre de
sites où ses composantes ne sont pas petites.
Lemme 3.6. Il existe c > 0 tel que, si u est un vecteur propre normalisé de
(−∆a + Vω(E)) Λl, il existe n0 ∈ Λl tel que pour tout m ∈ I := [n0− clβ, n0 + clβ]∩Z soit
|u(m)| ≥ e−lβ soit |u(m+ 1)| ≥ e−lβ .
Démonstration. Le potentiel Vω est presque surement borné. Ainsi, le Lemme 3.6 est
une conséquence immédiate de la croissance exponentielle donnée par le Lemme B.1, en
choisissant n0 de sorte que |u(n0)|2 ≥ 1
l
.
Notons que n0 est aléatoire, et les points dans I vérifiant |u(·)| ≥ e−lβ sont également
aléatoires, mais que le nombre de choix possibles est inférieure à 2l (cardinal de l’ensemble
des sous-parties de J1, lK). La condition de non colinéarité énoncée précédemment est le
résultat suivant.
Lemme 3.7. Soient E,E′ ∈ σ2 tels que au moins deux nombres parmi d, e et c sont non
nuls et β > 1/2. Soit P la probabilité que (−∆b + Vω(E))Λl et (−∆b + Vω(E′))Λl aient
chacun au moins une valeur propre, notées Ej(ω) et Ek(ω), dans [−e−lβ , e−lβ ] et qu’en
plus ∥∥∥∥∥ ∇ω
(
Ej(ω))
‖∇ω
(
Ej(ω))‖1
± ∇ω
(
Ek(ω))
‖∇ω
(
Ek(ω))‖1
∥∥∥∥∥
1
≤ e−lβ . (3.1.7)
Il existe c > 0 tel que
P ≤ e−cl2β (3.1.8)
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Démonstration. La preuve suit celle du [Klo11, Lemme 2.4], en tenant compte de la dépen-
dance en énergie du potentiel. Rappelons que nous ne faisons la preuve que dans le cas où
Vω(n) = ωn, les modifications pour les potentiels de type alliage étant faites dans la troi-
sième partie. Soit φj un vecteur propre normalisé associé à Ej . D’après la Proposition 3.44,
nous avons
∂ωnEj(ω) = 〈(∂ωnHω)φj , φj〉
= 〈λEφj(n)en, φj〉 = λEφ2j (n)
Ainsi, ∇ω(Ej(ω))‖∇ω(Ej(ω))‖1 (n) =
λE
|λE |φj(n)
2 = ±φj(n)2. Nous déduisons alors l’existence de
P,Q avec P ∩Q = ∅ et P ∪Q = J1, lK tel que
∀n ∈ P, |φj(n)− φk(n)| ≤ e−lβ/2 ,
∀n ∈ Q, |φj(n) + φk(n)| ≤ e−lβ/2 .
Soit P (respectivement Q) le projecteur orthogonal sur `2(P) (respectivement sur `2(Q))
dans `2(J1, lK). Ainsi, les équations aux valeurs propres se réécrivent
(λE∆b + µE + Vω)(Pu+Qu) = hE ,
(λE′∆b + µE′ + Vω)(Pu−Qu) = hE′ .
où |hE | + |hE′ | ≤ Ce−lβ et nous écrivons u au lieu de φj . Nous multiplions alors les
équations par P et Q, les sommons et les soustrayons pour obtenir
(λE + λE′)∆bPu+ (λE − λE′)∆bQu
+ (µE + µ′E)Pu+ (µE − µ′E)Qu+ 2VωPu = hE + hE′ , (3.1.9)
puis
(λE − λE′)∆bPu+ (λE + λE′)∆bQu+
(µE − µ′E)Pu+ (µE + µ′E)Qu+ 2VωQu = hE − hE′ . (3.1.10)
Comme PVωQ = QVωP = 0, nous avons
(λE + λE′)(Q∆bP + P∆bQ)u
+ (λE − λE′)(Q∆bQ+ P∆bP )u+ (µE − µ′E)u = hE,E′ . (3.1.11)
Nous rappelons que si l’un des trois réels e := (λE − λE′), c := µE − µ′E , d := (λE + λE′)
est nul, les deux autres ne le sont pas. Nous utiliserons le lemme suivant, dont la preuve
sera donnée dans l’avant-dernière section du chapitre.
Lemme 3.8. Il existe (Ck)k des sous-intervalles disjoints de J1, NK, tels que, si Ck désigne
le projecteur orthogonal sur `2 (Ck), alors nous avons
P∆Nb Q+Q∆Nb P =
∑
k
Ck∆Nb Ck. (3.1.12)
Comme nous avons également
P∆bP +Q∆bQ+ P∆bQ+Q∆bP = ∆b,
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Figure 3.1 – Exemple de décomposition C, D
si C = ∪Ck, alors P∆aP + Q∆aQ =
∑
kDk∆bDk où D = ∪kDk = J1, . . . , lK − ∪kC˚k et
où Dk est le projecteur orthogonal sur `2(Dk). Ainsi C et D ont des rôles symétriques
dans l’équation. Nous illustrons cette construction sur la Figure 3.1. L’équation (3.1.11)
est équivalente à l’équation suivante :
(e∆b + 2λ′E
∑
k
Ck∆aCk + c)u = h. (3.1.13)
Si n /∈ C, alors
e
(
b(n+ 1)u(n+ 1) + b(n)u(n− 1)
)
+ cu(n) = h(n), (3.1.14)
donc si e = 0, alors c 6= 0 et |u(n)| . e−lβ . Supposons que e = 0. Nous déduisons alors
du Lemme 3.6 que Cc ne peut pas avoir deux points consécutifs dans I (celui-ci est défini
dans le Lemme 3.6) et de même pour Dc si d = 0. Ainsi, sans perte de généralité, nous
pouvons supposer
d 6= 0 et ](C ∩ I) ≥ ]I/2 .
Si n ∈ C˚l, alors
d
(
b(n+ 1)u(n+ 1) + b(n)u(n− 1)
)
+ cu(n) = h(n). (3.1.15)
Si Cl = {n−, . . . , n+}, alors
eb(n+ + 1)u(n+ + 1) + db(n+)u(n+ − 1) + cu(n) = h(n), (3.1.16)
db(n− + 1)u(n− + 1) + eb(n−)u(n− − 1) + cu(n) = h(n). (3.1.17)
Maintenant, nous montrons que cela impose des restrictions sur les variables aléatoires
(ωn)n. En effet, nous savons que l’équation vérifiée par u est
λE
(
b(n+ 1)u(n+ 1) + b(n)u(n− 1)
)
+ (µE + ωn)u(n) = hE(n). (3.1.18)
Nous combinons alors cette équation avec (3.1.15) et obtenons
∀n ∈ C˚k,
∣∣∣∣µE + ωn − λE cd
∣∣∣∣ |u(n)| ≤ e−lβ . (3.1.19)
Donc si |u(n)| ≥ e−lβ/2 nous obtenons∣∣∣∣µE + ωn + λE cd
∣∣∣∣ ≤ e−lβ/2. (3.1.20)
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Supposons que Ck ⊂ I. Si |Ck| = nk il existe alors au moins
⌊
nk
2 − 1
⌋
sites dans C˚k où
les composantes de u ne sont pas petites. Il nous reste donc à étudier les cas nk = 2 et
nk = 3. Supposons que b 6= 0. Nous combinons (3.1.16) et (3.1.18) pour obtenir∣∣∣∣λE (1− de
)
b(n+)u(n+ − 1) +
(
µE + ωn+ − λE
c
e
)
u(n+)
∣∣∣∣ ≤ Ce−lβ , (3.1.21)
∣∣∣∣λE (1− de
)
b(n− + 1)u(n− + 1) +
(
µE + ωn− − λE
c
e
)
u(n−)
∣∣∣∣ ≤ Ce−lβ . (3.1.22)
Quand nk = 2, nous avons∥∥∥∥∥∥∥∥
 µE + ωn+ − λE
c
e
λE
(
1− d
e
)
b(n+)
λE
(
1− d
b
)
b(n+) µE + ωn− − λE
c
e

(
u(n+)
u(n−)
)∥∥∥∥∥∥∥∥ ≤ Ce
−lβ .
Comme
∥∥∥∥∥
(
u(n−)
u(n+)
)∥∥∥∥∥ ≥ Ce−lβ/2, nous avons∣∣∣∣∣
(
µE + ωn+ − λE
c
e
)(
µE + ωn− − λE
c
b
)
− λ2E
(
1− d
b
)2
a(n+)2
∣∣∣∣∣ ≤ e−lβ/2. (3.1.23)
Si nk = 3, nous avons Ck := {n−, n, n+} et∥∥∥∥∥∥∥∥∥∥∥

µE + ωn+ − λE
c
b
λE
(
1− d
e
)
b(n+) 0
0 µE + ωn − λE c
d
0
0 λE
(
1− a
b
)
b(n) µE + ωn− − λE
c
e

u(n+)u(n)
u(n−)

∥∥∥∥∥∥∥∥∥∥∥
≤ Ce−lβ .
Si |u(n)| ≥ e−lβ/2, alors ∣∣∣∣µE + ωn − λE cd
∣∣∣∣ ≤ e−lβ/2. (3.1.24)
Si |u(n)| ≤ e−lβ/2 alors |u(n+)| ≥ e−lβ/2 et
|µE + ωn+ − λE
c
e
| ≤ Ce−lβ/2. (3.1.25)
Maintenant, supposons que e = 0. Si il y a un espace entre Ck et les deux intervalles
{Ck+1, Ck−1}, nous savons que |u(n++1)| ≤ e−lβ et |u(n−−1)| ≤ Ce−lβ . Donc les conditions
quand nk ∈ {2, 3} sont∥∥∥∥∥
(
µE + ωn+ λEb(n+)
λEb(n+) µE + ωn−
)(
u(n+)
u(n−)
)∥∥∥∥∥ ≤ e−lβ si nk = 2
et ∥∥∥∥∥∥∥∥

µE + ωn+ λEb(n+) 0
0 µE + ωn − λE c
a
0
0 λEb(n) µE + ωn−

u(n+)u(n)
u(n−)

∥∥∥∥∥∥∥∥ ≤ Ce
−lβ si nk = 3.
Dans les deux cas nous obtenons une condition sur les (ωn)n similaire à (3.1.20) et (3.1.23).
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Si Ck est adjacent à Ck+1, il existe un intervalle Dk0 dans D de longueur deux (celui
qui fait la jonction entre Ck et Ck+1) et nous avons de nouveau une condition sur les (ωn)n
similaire à (3.1.23), mais où d et e sont échangés (rappelons que nous avons supposé d 6= 0).
Pour résumer, si Cl ⊂ I, quand nk ≥ 4 nous avons au moins b(nk − 2)/2c conditions du
type (3.1.20) et si nk = 2 ou nk = 3 nous avons une condition du type (3.1.23) ou du type
(3.1.24), éventuellement partagé avec un de ses voisins.
Il y au plus deux intervalles du type Cl qui ne sont pas entièrement inclus dans I, et
pour ces deux intervalles il y au moins
⌊
(](Cl ∩ I) − 1)/2
⌋
sites où les composantes de
u ne sont pas petites. Donc si ](Cl ∩ I) ∈ {1, 2} il n’y a pas forcément de point n où
|u(n)| ≥ e−β/2. Soit n˜k = ](Ck ∩ I). Nous avons supposé que
∑
k n˜k ≥ clβ/2 = ]I/2. Ainsi,
le nombre de conditions obtenues sur les (ωn)n est au moins égal à∑
k,n˜k≥3,n˜k<nk
b(n˜k − 1)/2c+
∑
k,n˜k≥4,n˜k=nk
b(nk − 2)/2c+ 12
∑
k,nk∈{2,3},n˜k=nk
1
≥
∑
k,n˜k≥3,n˜k<nk
n˜k/5 +
∑
k,n˜k≥3,n˜k<nk
n˜k/3
+
∑
k,n˜k≥4,n˜k=nk
nk/5 +
1
2
∑
k,nk∈{2,3},n˜k=nk
nk/5− 2
≥ clβ/10− 2 ≥ c′lβ/10
Il y a au plus 2l choix pour P, l choix pour n0, 2l choix pour les points où u satisfait
|u(n)| ≥ e−β/2. Pour chacun de ces choix, nous obtenons une probabilité au plus égale à
e−cl2β , car les variables aléatoires sont indépendantes. Ainsi, comme β > 1/2, pour un c
plus petit et L suffisamment grand
P ≤ e−cl2β ≤ L−2. (3.1.26)
Ceci achève la preuve du Lemme 3.7 dans le cas où Vω(n) = ωn.
Reprenons la preuve du Théorème 3.4. Soit λ = e−lβλEλE′ . D’après le Lemme 3.7,
la probabilité que l’un des jacobiens est grand est au moins égale à 1 − e−cl2β . Il reste
donc à évaluer P(Ωγ,γ
′
0,β ()). Pour cela nous étudions les variations du jacobien, en utilisant
les matrices hessiennes. Ceci nous permettra d’évaluer la taille des carrés en (ωγ , ωγ′)
sur lesquelles la matrice jacobienne reste globalement fixe. Les matrices hessiennes sont
différentes selon le modèle considéré, nous prouverons donc ce résultat dans la dernière
partie de ce chapitre.
Soit α ∈ (1/2, 1). D’après la Proposition 3.46 et le Théorème 2.5, quand Hω(Λl) a deux
valeurs propres dans [E −L−α, E +L−α], pour L suffisamment grand, avec probabilité au
moins égale à 1− L−2αλ, nous avons
‖Hessω(E(ω))‖`∞→`1 + ‖Hessω(E′(ω))‖`∞→`1 ≤ CLα. (3.1.27)
Dans le lemme suivant nous écrirons ω = (ωγ , ωγ′ , ωγ,γ′).
Lemme 3.9. Soit  = L−α. Pour tout ωγ,γ′, si il existe (ω0γ , ω0γ′) ∈ R2 tel que
(ω0γ , ω0γ′ , ωγ,γ′) ∈ Ωγ,γ
′
0,β (), alors pour (ωγ , ωγ′) ∈ R2 tel que |(ωγ , ωγ′) − (ω0γ , ω0γ′)|∞ ≤ λ2
nous avons
(Ej(ω), Ek(ω)) ∈ JL × J ′L =⇒ |(ωγ , ωγ′)− (ω0γ , ω0γ′)|∞ ≤ L−1λ−1.
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Démonstration. Soit Sβ le carré Sβ = {|(ωγ , ωγ′) − (ω0γ , ω0γ′)|∞ ≤ λ2}. Choisissons ωγ,γ′
tel qu’il existe (ω0γ , ω0γ′) ∈ R2 pour lesquels nous avons (ω0γ , ω0γ′ , ωγ,γ′) ∈ Ωγ,γ
′
0,β (). Dans le
reste de la preuve ωγ,γ′ sera fixé, aussi, nous omettrons la dépendance en ces variables.
Nous écrirons donc f(ωγ , ωγ′) au lieu de f(ωγ , ωγ′ , ωγ,γ′).
Considérons l’application (ωγ , ωγ′)→ ϕ(ωγ , ωγ′) := (E(ω), E′(ω)). Nous allons montrer
que ϕ est un difféomorphisme de Sβ dans son image. D’après les définitions de Ωγ,γ
′
0,β () et
de Ω0(), nous savons que
σ(H(ω0γ ,ω0γ′ )(Λl)) ∩ (E − C,E + C) = {E(ω)} ⊂ (E − CL
−1, E + CL−1),
σ(H(ω0γ ,ω0γ′ )(Λl)) ∩ [(E − C,E − C/2) ∪ (E + C/2, E + C)] = ∅,
σ(H(ω0γ ,ω0γ′ )(Λl)) ∩ (E
′ − C,E′ + C) = {E′(ω)} ⊂ (E′ − CL−1, E′ + CL−1),
σ(H(ω0γ ,ω0γ′ )(Λl)) ∩ [(E
′ − C,E′ − C/2) ∪ (E′ + C/2, E′ + C)] = ∅.
(3.1.28)
Or les gradients des valeurs propres sont bornés (le calcul général des gradients sera donné
dans la dernière partie), donc pour (ωγ , ωγ′) ∈ Sβ nous avons
σ(Hω(Λl)) ∩ (E − C/2, E + C/2) = {E(ω)} ⊂ (E − C/4, E + C/4),
σ(Hω(Λl)) ∩ [(E − C/2, E − C/4) ∪ (E + C/4, E + C/2)] = ∅,
σ(Hω(Λl)) ∩ (E′ − C/2, E′ + C/2) = {E(ω)} ⊂ (E′ − C/4, E′ + C/4),
σ(Hω(Λl)) ∩ [(E′ − C/2, E′ − C/4) ∪ (E′ + C/4, E′ + C/2)] = ∅.
D’après le théorème fondamental de l’analyse et l’équation (3.1.27), pour (ωγ , ωγ′) ∈ Sβ,
nous avons
‖∇ϕ(ωγ , ωγ′)−∇ϕ(ω0γ , ω0γ′)‖
≤ (‖Hessω(E(ω))‖`∞→`1 + ‖Hessω(E′(ω))‖`∞→`1) λ2 ≤ Cλ2. (3.1.29)
Montrons maintenant que ϕ est injective sur le carré Sβ. D’après (3.1.29), nous calculons∣∣∣∣∣ϕ(ω′γ , ω′γ′)− ϕ(ωγ , ωγ′)−∇ϕ(ω0γ , ω0γ′) ·
(
ω′γ − ωγ
ω′γ′ − ωγ′
)∣∣∣∣∣ ≤ λ2
∥∥∥∥∥
(
ω′γ − ωγ
ω′γ′ − ωγ′
)∥∥∥∥∥
Comme (ω0γ , ω0γ′ , ωγ,γ′) ∈ Ωγ,γ
′
0,β (ε), nous avons∣∣∣Jacϕ(ω0γ , ω0γ′)∣∣∣ ≥ λ.
Ainsi, pour L suffisamment grand, nous avons
∣∣∣ϕ(ω′γ , ω′γ′)− ϕ(ωγ , ωγ′)∣∣∣ ≥ 12λ
∥∥∥∥∥
(
ω′γ − ωγ
ω′γ′ − ωγ′
)∥∥∥∥∥
donc ϕ est bien injective. L’inégalité (3.1.29) montre également que
|Jacϕ(ωγ , ωγ′)− Jacϕ(ω0γ , ω0γ′)| ≤ Cλ2
Aussi, pour L suffisamment grand, nous avons
∀(ωγ , ωγ′) ∈ Sβ, |Jγ,γ′(E(ω), E′(ω))| ≥ 12λ. (3.1.30)
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Figure 3.2 – Exemple de disposition des carrés
Le théorème d’inversion global nous dit donc que ϕ est un difféomorphisme de Sβ dans son
image. D’après l’équation (3.1.30), l’inverse de la matrice jacobienne est borné par Clβ pour
un certain C > 0 indépendant de L. Donc, pour (ωγ , ωγ′) tel que |(ωγ , ωγ′)− (ω0γ , ω0γ′)|∞ ≤
λ2, si (E(ω), E′(ω)) ∈ J˜L × J˜ ′L alors
|(ωγ , ωγ′)− (ω0γ , ω0γ′)|∞ = |ϕ−1(E(ω), E′(ω))− ϕ−1(E,E′)|∞ ≤ CL−1λ−1
Ceci termine la preuve du Lemme 3.9.
Terminons maintenant la preuve du Théorème 3.4, en finissant l’estimation de P défini
dans (3.1.3). Comme dans le Lemme 3.9, prenons (ω0γ , ω0γ′) tel que (ω0γ , ω0γ′ , ωγ,γ′) ∈ Ωγ,γ
′
0,β ()
et définissons A := (ω0γ , ω0γ′) + {(ωγ , ωγ′) ∈ R2+ ∪ R2−, |ωγ | ≥ λ2 ou
∣∣ωγ′ ∣∣ ≥ λ2}. Pour
les modèles considérés, nous savons que pour tout i ∈ Z, les fonctions ωi → Ej(ω) et
ωi → Ek(ω) sont croissantes. Ainsi, si (ωγ , ωγ′) ∈ A alors (Ej(ω), Ek(ω)) /∈ JL × J ′L. Nous
déduisons de cela que tous les carrés de côté λ2 qui contiennent un point dans Ωγ,γ
′
0,β ()
sont placés le long d’une ligne brisée décroissante qui part du coin supérieur gauche et qui
arrive au coin inférieur droit. Nous l’illustrons sur la figure 3.2.
Comme les variables aléatoires sont presque sûrement uniformément bornées par C >
0, il y a au plus CLαλ−2 carrés de ce type. Maintenant, comme les (ωn)n sont i.i.d, le
Lemme 3.9 appliqué à chacun de ces cubes montre que
P(Ωγ,γ
′
0,β ()) ≤ CLα−2λ−4 (3.1.31)
et donc, en sommant ces équations pour (γ, γ′) ∈ Λ2l ,
P ≤ CLα−2λ−3 (3.1.32)
où nous rappelons que λ = e−lβλEλE′ . Ainsi, nous optimisons en α dans (3.1.2) pour
aboutir à α = 2/3. Ceci termine la démonstration du Théorème 3.4.
3.2 Estimations de décorrélation pour le modèle des sauts
Rappelons que le modèle des sauts Hω : `2(Z)→ `2(Z) est défini par
Hωu = −∆bu, (3.2.1)
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où les variables (bn)n∈Z sont aléatoires, i.i.d, avec une densité ρ bornée à support compact.
Le but de cette partie est de montrer le
Théorème 3.10. Pour tout |E| > |E′| 6= 0, il existe C > 0, tel que pour ξ′ ∈ (0, ξ), pour
L suffisamment grand et l = (logL)1/ξ′ nous avons
P1 := P
(
tr1[E−L−1,E+L−1](Hω(Λl)) 6= 0,
tr1[E′−L−1,E′+L−1](Hω(Λl)) 6= 0
)
≤ C
(
l2
L4/3
)
el
β
.
Au vu de la symétrie du spectre de Hω(Λl) par rapport à l’origine (voir le Chapitre
1), nous ne prouverons les estimations de décorrélation qu’à des énergies E et E′ vérifiant
|E| 6= |E′|. Comme dans la partie précédente, en utilisant les estimations de Minami
prouvées dans le deuxième chapitre et l’hypothèse de localisation, le Théorème 3.10 est
une conséquence du théorème suivant, dont la preuve sera donnée par la suite.
Théorème 3.11. Pour tout |E| > |E′| > 0, il existe C > 0, tel que pour ξ′ ∈ (0, ξ), pour
L suffisamment grand et l = (logL)1/ξ′ nous avons
P1 := P
(
tr1[E−L−1,E+L−1](Hω(Λl)) = 1,
tr1[E′−L−1,E′+L−1](Hω(Λl)) = 1
)
≤ C
(
l2
L4/3
)
el
β
.
Le reste de la section sera dédié à la preuve du Théorème 3.11. Fixons donc |E| > |E′| >
0 et l := (logL)1/ξ′ . Définissons JL := [E − L−1, E + L−1], J ′L := [E′ − L−1, E′ + L−1] et
 := L−α avec α ∈ (1/2, 1). D’après le Théorème 2.1, l’évènement
Ω0() =
ω;
σ(Hω(Λl)) ∩ JL = {E(ω)}
σ(Hω(Λl)) ∩ (E − ,E + ) = {E(ω)}
σ(Hω(Λl)) ∩ J ′L = {E′(ω)}
σ(Hω(Λl)) ∩ (E′ − ,E′ + ) = {E′(ω)}

satisfait
P1 ≤ P (Ω0()) + L−2α(logL)C , (3.2.2)
pour un certain C > 2. Comme dans la section précédente il reste à évaluer P (Ω0()).
Nous étudions donc les gradients de valeurs propres. Soient Ej(bω), Ek(bω) deux valeurs
propres simples et positives de Hω(Λl) et φ, ψ des vecteurs propres normalisés qui leur
sont associés. D’après la Proposition 3.44, nous avons
∂bω(k)Ej = 〈∂bω(k)Hω(Λl)φ, φ〉 = 2φ(k)φ(k − 1). (3.2.3)
La principale différence avec les modèles considérés dans la section précédente est que
les dérivées des valeurs propres peuvent ici changer de signe, alors que le fait de garder
un signe fixe était essentiel dans l’application du Lemme 3.9. Nous allons voir que nous
pouvons retrouver cette positivité ailleurs. Multiplions par φ(k) l’équation satisfaite par
le vecteur propre, au point k. Nous obtenons alors
bω(k + 1)∂bω(k+1)Ej + bω(k)∂bω(k)Ej = Ejφ2(k). (3.2.4)
L’équation (3.2.4) montre que si nous prenons les coordonnées polaires du couple de va-
riable (bω(k), bω(k + 1)), les valeurs propres croissent radialement. Comme dans l’appli-
cation du Lemme 3.9, nous aurons besoin de deux propriétés de croissance en fonction
de variables indépendantes. Ainsi, nous allons montrer que la probabilité que tous les
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déterminants Ji,j :=
∣∣∣∣∣φ2(i) ψ2(i)φ2(j) ψ2(j)
∣∣∣∣∣ avec |i − j| ≥ 2 (au lieu de i 6= j, comme dans le
Lemme 3.5) sont petits est exponentiellement faible. Dans cette optique, nous prouvons
les deux lemmes suivants qui sont des généralisations du Lemme 3.5.
Lemme 3.12. Soient (u, v) ∈ (R+)n tel que ‖u‖1 = ‖v‖1 = 1. Fixons j0 ∈ {1, . . . n} tel
que max
j
|u(j)| = |u(j0)| ≥ 1
n
. Définissons J := {j0 − 1, j0, j0 + 1}, K := {1, . . . n} − J et
λ := v(j0)
u(j0)
. Supposons qu’il existe C > 1 tel que {‖u K‖1, ‖v K‖1} ∈
( 1
C
, 1
)
et supposons
qu’il existe  ∈
(
0, 12n2C
)
tel que
max
k∈K
∣∣∣∣∣
(
uj0 uk
vj0 vk
)∣∣∣∣∣ ≤ . (3.2.5)
Alors λ ∈
[ 1
2C , 2C
]
et ‖v K − λu K‖1 ≤ n2.
Démonstration. Soit λ := v (j0)
u (j0)
> 0. Pour k ∈ K définissons δk := vk − λuk. L’équation
(3.2.5) et la définition de j0 montrent que |δk| ≤ n. Ainsi,
‖v K − λu K‖1 ≤
∑
k∈K
|δk| ≤ n2.
Par ailleurs, l’hypothèse de positivité nous dit que ∑
k∈K
δk = ‖v K‖1 − λ‖u K‖1. Ainsi,
λ =
‖v K‖1 − ∑
k∈K
δk
‖u K‖1 et nous obtenons
λ ≤ 1 + n
2
1/C ≤ 2C et λ ≥
1
C
− n2 ≥ 12C .
Ceci achève la preuve du Lemme 3.12.
Lemme 3.13. Il existe C > 1 tel que pour Ej(ω) valeur propre de Hω(Λl) et φ un vecteur
propre normalisé qui lui est associé, si nous définissons u ∈ Rl par u(i) = φ2(i) et si K et
J sont définis comme dans le Lemme 3.12, nous avons ‖u K‖1 ∈
( 1
C
, 1
)
.
Démonstration. Comme pour tout n ∈ N, on a |bω(n)| ∈
[ 1
M
,M
]
, la croissance au plus
exponentielle donnée par le Lemme B.1 nous dit qu’il existe C > 1 (dépendant uniquement
de M) tel que, pour l suffisamment grand, on a S1 :=
∑
k∈K
u(k) ≥ u(j0)
C
. Par définition,∑
k∈{1,...,l}
u(k) = 1. Ainsi, soit S1 ≥ 12 soit u(j0− 1) +u(j0) +u(j0 + 1) ≥
1
2 . Dans ce dernier
cas, comme u(j0) = max
j
u(j), nous avons u(j0) ≥ 16 et donc S1 ≥
1
6C . Ceci termine la
preuve du Lemmr 3.13.
Reprenons les notations j0, J et K du Lemme 3.12. Nous prouvons le
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Lemme 3.14. Soit E,E′ ∈ R∗ avec |E| 6= |E′| et β > 1/2. Notons P la probabilité
qu’il existe En(ω) et Em(ω), des valeurs propres simples de Hω(Λl), l’une dans [E −
e−lβ , E + e−lβ ] l’autre dans [E′ − e−lβ , E′ + e−lβ ], telles que si φ, ψ sont des vecteurs
propres normalisés associés à En et Em nous avons∥∥∥λφ2 K − ψ2 K∥∥∥ ≤ e−lβ . (3.2.6)
Alors il existe c > 0 tel que
P ≤ e−cl2β . (3.2.7)
Démonstration. La preuve de ce résultat suit celle du Lemme 3.7. Il existe P,Q vérifiant
P ∩Q = ∅ et P ∪Q = K tels que
∀n ∈ P, |
√
λφj(n)− φk(n)| ≤ e−lβ/2 ,
∀n ∈ Q, |
√
λφj(n) + φk(n)| ≤ e−lβ/2 .
Soit P (respectivement Q and J) le projecteur orthogonal sur `2(P) (respectivement sur
`2(Q) et sur `2(J )). Définissons alors P˜ := P + J . Les équations aux valeurs propres se
réécrivent alors
(∆b − E)(P˜ φ+Qφ) = hE ,
(∆b − E′)(P˜ φ−Qφ) +Hω(E′)
(
Jψ√
λ
− Jφ
)
= hE
′√
λ
.
où |hE |+ |hE
′ |√
λ
≤ Ce−lβ/2. Nous combinons alors ces équations comme dans la preuve du
Lemme 3.7, et obtenons l’existence de deux ensembles d’intervalles (Ck)k et (Dk)k tels que
si nous définissons C := ∪kCk et D := ∪kDk, alors D = {1, . . . , l} −
◦
C et[∑
k
Ck∆bCk + (E′ − E)
]
φ = h1 −Hω(E′)
(
Jψ√
λ
− Jφ
)
, (3.2.8)[∑
k
Dk∆bDk + (E′ + E)
]
φ = h2 +Hω(E′)
(
Jψ√
λ
− Jφ
)
. (3.2.9)
Le Lemme 3.6 reste valide pour le modèle des sauts. Définissons alors I comme dans
le Lemme 3.6 et définissons J˜ := J ∪ {j0 − 2, j0 + 2}, K˜ := K − {j0 − 2, j0 + 2} et
I˜ = K˜ ∩ I. Le vecteur Hω(E′)
(
Jψ√
λ
− Jφ
)
a son support inclus dans J˜ . Il existe au plus
quatre intervalles Ck non inclus I˜.
Fixons maintenant n ∈ I˜. Si n /∈ C, l’équation (3.2.8) montre que |φ(n)| ≤ e
−lβ/2
|E − E′| .
Ainsi, d’après le Lemme 3.6, pour L suffisamment grand, Cc ne peut pas avoir deux points
consécutifs dans I˜. Comme Cc = D˚ , si Dk est inclus dans I˜, nous avons |Dk| ∈ {2, 3}.
Supposons que |Dk| = 3, Dk := {n−, n, n+}. L’équation (3.2.9) au point n+ donne∣∣∣∣φ(n+)− aω(n+)E + E′φ(n)
∣∣∣∣ ≤ e−lβ/2E + E′ . (3.2.10)
Comme E + E′ 6= 0 et |φ(n)| < |E − E′|−1e−lβ/2 car n ∈ Cc, pour L suffisamment grand,
nous obtenons |φ(n+)| < Ce−lβ/2, ce qui entre en contradiction avec la définition de I.
Donc |Dk| = 2.
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Écrivons maintenant Dk := {n−, n+}. Les équations (3.2.9) aux points n+ et n− en-
trainent l’équation suivante∥∥∥∥∥
(
E + E′ −aω(n+)
−bω(n+) E + E′
)(
φ(n−)
φ(n+)
)∥∥∥∥∥ ≤ e−lβ . (3.2.11)
Comme Dk ⊂ I, on a
∥∥∥∥∥
(
φ(n−)
φ(n+)
)∥∥∥∥∥ ≥ e−lβ/2. Nous obtenons donc la condition suivante
sur ωn+ : ∣∣∣bω(n+)2 − (E + E′)2∣∣∣ ≤ e−lβ/2. (3.2.12)
Un raisonnement similaire montre que si Ck est inclus dans I˜, |Ck| = 2 et si Ck := {m−,m+}
nous obtenons la condition suivante sur ωm+ :∣∣∣aω(m+)2 − (E − E′)2∣∣∣ ≤ e−lβ/2. (3.2.13)
Maintenant supposons que Ck (respectivement Dk) est l’un des quatre intervalles par-
tiellement inclus dans I˜. Une équation similaire à (3.2.10), mais prise au bord inclus dans
in I˜, montre que |Ck ∩ I˜| = 1 (respectivement |Dk ∩ I˜| = 1). Maintenant, comme un
point m+ d’un intervalle Ck inclus dans I˜ est égal à un point n− d’un intervalle Dk′ , nous
obtenons |I˜ − 4| conditions sur (bω(n))n du type (3.2.12) ou du type (3.2.13). Il existe
maintenant l choix de j0, 2l choix de partitions P et Q. Comme |I˜| ≥ clβ, ceci achève la
démonstration du Lemme 3.14.
Ainsi, d’après le Lemme 3.12, quand les vecteurs φ2 et ψ2 sont presque colinéaires, il
existe j ∈ {1, . . . , l} avec |j − j0(ω)| ≥ 2 tel que∣∣∣∣∣φ2(j0) ψ2(j0)φ2(j) ψ2(j)
∣∣∣∣∣ ≥ e−lβ/2. (3.2.14)
Il y a au plus l2 choix pour (j0, j).
Maintenant, supposons que (j0, j) satisfont (3.2.14) et fixons (bω(n))n/∈{j,j+1,j0,j0+1}.
A partir de maintenant, nous omettrons la dépendance de En and Em en
(bω(n))n/∈{j,j+1,j0,j0+1} et écrirons donc
Ep(ω) = Ep (bω(j), bω(j + 1), bω(j0), bω(j0 + 1))
pour p ∈ {n,m}. Pour tout (r1, θ1, r2, θ2) ∈
(
R∗+ × [0, 2pi)
)2 définissons
Fn (r1, θ1, r2, θ2) := En (r1 cos θ1, r1 sin θ1, r2 cos θ2, r2 sin θ2) . (3.2.15)
Comme M ≥ |bω(n)| ≥ 1
M
, nous nous restreignons à l’étude de (r1, r2) ∈
[ 1√
2M
,
√
2M
]2
.
Nous calculons,
∂r1Fn := cos θ1∂bω(j)En (r1 cos θ1, r1 sin θ1, r2 cos θ2, r2 sin θ2)
+ sin θ1∂bω(j+1)En (r1 cos θ1, r1 sin θ1, r2 cos θ2, r2 sin θ2) .
Ainsi,
r1∂r1Fn = 2Enφ2(j) and r2∂r2Fn = 2Enφ2(j0). (3.2.16)
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Par ailleurs,
max
(p,q)∈{1,2}2
|∂rp∂rqFn| ≤ 4 max
k,k′
∣∣∣∂bω(k)∂bω(k′)En(ω)∣∣∣ ≤ 4‖HessbωEn(ω)‖. (3.2.17)
Fixons maintenant (θ1, θ2). Soit J(r1, r2) le jacobien de l’application
(r1, r2)→ (Fn(r1, r2), Fm(r1, r2)) :
Jj,j0(r1, r2) =
∣∣∣∣∣
(
∂r1Fn ∂r2Fn
∂r1Fm ∂r2Fm
)∣∣∣∣∣ . (3.2.18)
Soit λ := E′Ee−lβ/2 et soit
Ωj,j00,β () = Ω0() ∩ {aω; |Jj,j0(r1, r2)| ≥ λ} .
D’après le Lemme 3.14, nous avons
P (Ω0()) ≤ e−l2β + l
∑
j
P
(
Ωj,j00,β ()
)
. (3.2.19)
Il reste donc à évaluer P
(
Ωj,j00,β ()
)
. D’après la Proposition 3.46, quand (r1, r2) ∈ Ωj,j00,β (),
‖HessrFn‖+ ‖HessrFm‖ ≤ C

. Nous obtenons donc le lemme suivant qui correspond au
Lemme 3.9 et est prouvé de la même manière.
Lemme 3.15. Soit  = L−α. Pour tout (bω(n))n/∈{j,j+1,j0,j0+1}, pour tout (θ1, θ2), si il
existe (r01, r02) ∈ R2+ tel que bω ∈ Ωγ,γ
′
0,β () alors pour (r1, r2) ∈ R2+ tel que |(r1, r2) −
(r01, r02)|∞ ≤ λ2 nous avons (Fn(bω), Fm(bω)) ∈ JL × J ′L ⇐⇒ |(r1, r2) − (r01, r02)|∞ ≤
L−1λ−1.
Ainsi, en revenant aux variables aléatoires et en utilisant l’indépendance de celles-
ci, nous obtenons l’équation suivante, qui se prouve de la même manière que l’équation
(3.1.31).
P(Ωγ,γ
′
0,β ()) ≤ CLα−2λ−4. (3.2.20)
L’optimisation en α donne α = 23 . Ceci achève la preuve du Théorème 3.11 et donc celle
du Théorème 3.10.
3.3 Estimations de décorrélation pour les modèles discrets
de type alliage
Dans la première section nous avons prouvé les estimations de décorrélation sous l’hy-
pothèse que le potentiel aléatoire prenait des valeurs i.i.d. Dans cette section nous allons
prouver les estimations de décorrélation pour les modèles discrets de type alliage, de sorte
que les valeurs prises par le potentiel sont corrélés. Nous rappelons ici le modèle. Soit
L ∈ N et soient (ωn)n des variables aléatoire indépendantes identiquement distribuées
selon une densité bornée à support compact ρ. Soit a : Z → R une suite réelle non nulle
et soit Hω(ΛL) = ∆b + Vω sur `2({1, . . . , L}) avec conditions aux bords de Dirichlet et où
Vω(m) =
∑
n∈Z
a(n)ωn+m
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La suite b sera supposée éloignée de zéro et déterministe (elle peut être également choisie
aléatoire, indépendante de la suite ω). Nous supposerons qu’il existe K > 0 et λ > 0 tel
que |a(n)| ≤ Ke−λ|n|. Quitte à faire une translation sur les indices des variables aléatoires,
nous pouvons supposer que |a(0)| est le maximum le plus à droite dans Z, c’est-à-dire :
|a(0)| = max{|a(n)|, n ∈ Z},
∀n ≥ 1, |a(n)| < |a(0)|. (3.3.1)
Le but de cette section est de prouver les estimations de décorrélation pour ce modèle.
La première difficulté est le fait que l’opérateur ne vérifie pas nécessairement l’hypothèse
(IAD), condition utilisée pour prouver les estimations de Minami dans le deuxième cha-
pitre. Pour remédier à cela, nous allons tronquer la suite (an)n suffisamment loin de l’ori-
gine afin d’approcher l’opérateur Hω par un opérateur vérifiant l’hypothèse (IAD), mais
où la distance dans (IAD) dépendra de la longueur du cube. Posons S := R logL et
définissons les variables aléatoires
zm := V˜ω(m) :=
∑
|n|≤S
a(n)ωn+m (3.3.2)
et l’opérateur aléatoire H˜ω := ∆+ V˜ω. Soit κ > 1. Il existe λR,K,κ tel que, pour λ > λR,K,κ,
nous avons pour L suffisamment grand,
‖H˜ω −Hω‖ = ‖V˜ω − Vω‖∞ ≤ Ke−λS . L−κ. (3.3.3)
Ainsi, nous obtenons la relation suivante, valable pour λ > λR,K,κ et L suffisamment
grand :
tr
(
1[E−L−κ,E+L−κ](Hω(ΛL))
) ≤ tr(1[E−2L−κ,E+2L−κ](H˜ω(ΛL)))
≤ tr(1[E−3L−κ,E+3L−κ](Hω(ΛL))). (3.3.4)
Ainsi, pour une troncature S = R logL donnée et une taille d’erreur L−κ, si le taux de
décroissance λ est assez grand, nous approchons l’opérateur Hω par H˜ω et l’erreur obtenue
est inférieure à L−κ. Nous savons que si (Λj)j est un ensemble d’intervalles distants les uns
des autres d’au moins 2S, alors les opérateurs (H˜ω(Λj))j sont indépendants. Nous avons
vu dans le premier chapitre que, dans [Ves10a], les estimations de Wegner étaient prouvées
pour l’opérateurHω sous l’hypothèse que les (ωn)n avaient une densité à variations bornées.
Nous rappelons le résultat.
Théorème 3.16 ([Ves10a]). Il existe D ∈ N, D 6= 0, dépendant uniquement des (a(n))n
tel que pour tout β > D/λ il existe K > 0 tel que pour tout L ∈ N, E ∈ R et  > 0
E
[
tr
(
1[E−,E+](Hω(ΛL))
)] ≤ CL(L+ β logL+K)D+1. (3.3.5)
Ce théorème entraine en particulier les estimations de Wegner suivantes, valables pour
L suffisamment grand.
E
[
tr
(
1[E−,E+](Hω)(ΛL))
)] ≤ CLD+2. (3.3.6)
Nous appliquons maintenant les résultats du deuxième chapitre à H˜ω et obtenons le théo-
rème suivant.
78 Chapitre 3. Estimations de décorrélation
Théorème 3.17. Soit J un intervalle compact tel que (W) et (Loc) sont vérifiées. Pour
tout ρ ∈ (0, 1), κ > 1, il existe C := Cρ,κ et λρ,κ > 0 tel que, pour tout taux de décroissance
λ > λρ,κ, L assez grand, E ∈ J , et  = L−κ, les estimations suivantes soient vérifiées :
P
(
tr
(
1[E−,E+](Hω(ΛL))
)
≥ 2
)
≤ P
(
tr
(
1[E−2,E+2](H˜ω(ΛL))
)
≥ 2
)
≤ C(L)1+ρ.
(3.3.7)
Démonstration. Fixons η > 0. D’après la preuve du Théorème 2.15 dans le deuxième
chapitre que la constante 0, dépendant de S, est de taille au plus CS pour un certain
C > 1 (voir Annexe B). Prenons alors R > 0 de sorte que CS ≤ Lη, puis λR,η de sorte
que pour λ > λR,η et L assez grand, nous avons (3.3.4). Il reste alors à conclure la preuve
en utilisant (W) et (Loc) comme dans le deuxième chapitre.
Ce théorème n’est pas aussi fort que ceux du deuxième chapitre car nous nécessitons un
taux de décroissance qui dépend des paramètres du problèmes. En revanche, si le potentiel
de simple-site vérifie l’hypothèse suivante
(Décroissance) : ∀λ > 0, ∃K > 0, ∀n ∈ Z, |d(n)| ≤ Ke−λ|n|, (3.3.8)
nous obtenons alors les estimations de Minami suivantes.
Théorème 3.18 (M). Soit J un intervalle compact tel que (W) et (Loc) sont vérifiées.
Pour tout ρ ∈ (0, 1), κ > 1, il existe C := Cρ,κ > 0 tel que, pour L assez grand, E ∈ J et
 = L−κ, les estimations suivantes soient vérifiées :
P
(
tr
(
1[E−,E+](Hω(ΛL))
)
≥ 2
)
≤ P
(
tr
(
1[E−2,E+2](H˜ω(ΛL))
)
≥ 2
)
≤ C(L)1+ρ.
(3.3.9)
Ces estimations sont prouvées sous les seules hypothèses de décroissance exponentielle
(Décroissance) sur le potentiel de simple-site, de localisation et des estimations de Wegner.
Le potentiel de simple-site peut par exemple changer de signe. En revanche, nous utiliserons
les hypothèses supplémentaires suivantes sur le potentiel pour prouver les estimations de
décorrélation.
(H1) : (a(n))n ⊂ RZ+ ou (a(n))n ⊂ RZ−.
(H2) : pour tout θ ∈ [0, 2pi),∑n a(n)einθ 6= 0.
Nous supposerons en outre que le potentiel de simple-site est exponentiellement décrois-
sant et que nous avons des estimations de Minami. Nous avons uniquement prouvé les
estimations de Minami sous l’hypothèse supplémentaire (Décroissance) mais la preuve qui
suit ne nécessite pas cette hypothèse tant que nous avons des estimations de Minami. Nous
supposons donc que |a(n)| ≤ Ke−λ|n|. Sous ces hypothèses nous prouverons donc le
Théorème 3.19. Soit β ∈ (1/2, 1). Pour α ∈ (0, 1) et E 6= E′, pour tout k > 1, il existe
C > 0 tel que, pour L suffisamment grand et kLα ≤ l ≤ Lα/k, nous avons
P
(
tr1[E−L−1,E+L−1](Hω(Λl)) 6= 0,
tr1[E′−L−1,E′+L−1](Hω(Λl)) 6= 0
)
≤ C
(
l2
L4/3
)
e(logL)
β
.
L’hypothèse (H1) montre que les valeurs propres sont des fonctions monotones des
variables aléatoires. Nous supposerons à partir de maintenant que (H1) est vérifiée et
nous supposerons, sans perte de généralité que (an)n ⊂ RZ+. Les hypothèses (H2) et (H2’)
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seront quant à elles utilisées pour montrer que si les gradients de deux valeurs propres
sont presque colinéaires, nous avons les mêmes conditions sur les vecteurs propres que
dans la preuve du Théorème 3.7. Nous obtiendrons donc les mêmes conditions qu’à la fin
de la preuve du Théorème 3.7 mais sur les (zn)n (voir (3.3.2)) et non sur les (ωn)n. Nous
commençons donc par prouver une propriété des variables aléatoires (zn)n. Nous aurons
besoin du lemme suivant, dans lequel nous utilisons (3.3.1).
Lemme 3.20. Soit γ := a(0)2 − a(−1)a(1) > 0. Il existe N ∈ N tel que pour tout n ∈ Z,
si |n| ≥ N alors a(n) ≤ a(0)e−λ|n|/2 et e
−λN/2
1− e−λN/2 <
1
8γd(0)2 .
Démonstration. Le résultat est immédiat à partir de la décroissance exponentielle de
(a(n))n.
Nous rappelons le théorème de Gershgorin [Bel65], que nous utiliserons dans la propo-
sition suivante :
Théorème 3.21. Soit M = [mi,j ](i,j) ∈Mn(R) une matrice à diagonale dominante, c’est-
à-dire vérifiant
∀i ∈ {1, . . . , n}, |mi,i| >
∑
j 6=i
|mi,j | =: Ri.
Alors sp(M) ⊂ ⋃iD(mi,i, Ri).
Proposition 3.22. Il existe C > 0 (indépendant de L) tel que, pour tout J sous-ensemble
fini de Z tel que pour (i, j) ∈ J2 avec i 6= j nous avons |i− j| ≥ N , où N est défini dans
le Lemme 3.20, le vecteur (zj)j∈J∪J+1 a une densité bornée par (C‖ρ‖∞)2]J .
Démonstration. Définissons la suite t := a1{−S,...,S}. Nous avons alors zi =
∑
n∈Z t(n)ωn+i.
Maintenant, considérons l’application
(ωi)i∈J∪J+1 → (zi)i∈J∪J+1.
Le jacobien de cet application est le déterminant de la matrice A = [aij ](i,j)∈(J∪J+1)2
où aij = t(i − j). Comme le suggère la définition de la matrice A, celle-ci peut être
réécrite par blocs de taille deux, et les blocs diagonaux sont tous égaux à la matrice
T :=
(
t(0) t(1)
t(−1) t(0)
)
. Écrivons alors A = D + R cette décomposition par blocs, où D est
diagonal par blocs de taille deux, ces blocs étant égaux à T , et R n’est constitué que de
termes t(x) où |x| ≥ N . Nous avons alors A = D(I +D−1R). Le coefficient le plus grand
de T est égal à a(0) de sorte que le plus grand coefficient de son inverse est égal à a(0)
γ
où γ est défini dans le Lemme 3.20.
Rappelons que la suite (an)n est supposée positive et que donc les coefficients de A le
sont également. Nous remarquons alors que pour i ∈ J , d’après le Lemme 3.20, nous avons∑
j∈J,j /∈{i,i+1}
aij ≤ t(0)
∑
j∈J,j /∈{i,i+1}
e−λ
′|i−j|
≤ 2a(0)
b ]J2 c+1∑
k=1
e−kλ
′N
≤ 2a(0)e−λ′N 1− e
−(b ]J2 c+1)λ′N
1− e−λ′N
≤ 2a(0) e
−λ′N
1− e−λ′N ≤
γ
4a(0)
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par hypothèse. D’après le Théorème 3.21, si µ est une valeur propre de I + D−1R, alors
µ ≥ 12 . Le déterminant de A est donc au moins égal à
(
γ
2
)]J
. Maintenant, nous savons que
les (ωn)n sont des variables aléatoires indépendantes avec une densité commune bornée et
à support compact ρ. Ceci achève la preuve du Lemme 3.22.
Remarque 3.23. Il est facile de modifier la preuve et d’obtenir le lemme suivant
Pour prouver les estimations de décorrélation, nous suivons la preuve donnée dans la
première section. Soit E˜j(ω) une valeur propre simple de H˜ω(Λl) et u un vecteur propre
normalisé. Comme dans le lemme précédent, prenons la suite t := a1J−S,SK. Comme zn =∑
i t(i)ωi+n, d’après (H1) et la Proposition 3.44, nous obtenons :
∂ωmE˜j =
∑
i
t(i)u2(m− i) =
l∑
i=1
t(m− i)u2(i) ≥ 0. (3.3.10)
où nous posons u(m) = 0 pourm /∈ J1, lK. Ainsi, pour l assez grand, en notantAl := ∑i t(i),
nous avons Al = ‖∇ωEj‖ ∈ [‖a‖1/2, ‖a‖1]. Nous prouvons le lemme suivant, où u et v sont
des vecteurs propres normalisés associés à E˜j 6= E˜k valeurs propres de H˜ω(ΛL). Notons
que nous avons ‖∇ωE˜j‖ = ‖∇ωE˜k‖ = Al.
Lemme 3.24. Supposons que ∥∥∥∇ωE˜j −∇ωE˜k∥∥∥1 ≤ e−lβ . (3.3.11)
Alors,
∀i ∈ {1, . . . , L}, |u2(i)− v2(i)| ≤ e−lβ . (3.3.12)
Démonstration. Pour i ∈ J1, lK définissons X(i) := u2(i)− v2(i) et définissons
B := [bij ](i,j)∈J1−S,l+SK×J1,lK par bij = t(i−j) où t := a1J−S,SK. Alors, (3.3.11) est équivalent
à ‖BX‖ ≤ e−lβ . Prenons n0 := max{n ∈ N, bnb−n 6= 0}. Alors n0 ≤ S et, sans perte de
généralité, nous pouvons supposer que b(n0) 6= 0. Comme la suite (a(n))n est exponentiel-
lement décroissante, pour L suffisamment grand, la suite (t(n))n satisfait également (H2).
Définissons alors B˜ := [bij ](i,j)∈J1−S,l+SK2 , où nous rappelons que bij = t(i− j). La matrice
B est une sous matrice de B˜ et B˜ est une matrice circulante. Définissons alors X˜ ∈ Rl+2S
par X˜(i) = X(i) si i ∈ {1, . . . , l} et zéro ailleurs. Ainsi, (3.3.11) est prouvée si nous prou-
vons ‖B˜X˜‖ ≤ e−lβ . D’après (H2) et [Ves10b, Proposition 5], il existe C > 0 (dépendant
uniquement de (a(n))n) tel que ‖B˜−1‖ ≤ C. Ceci termine la preuve du Lemme 3.24.
Nous sommes maintenant en mesure de prouver lemme suivant, dans lequel nous rap-
pelons que t := a1J−S,SK.
Lemme 3.25. Soit E,E′ ∈ R2 et β > 1/2. Soit P la probabilité qu’il existe E˜j(ω) et
E˜k(ω), valeurs propres simples de (−∆t +Vω)Λl et (−∆t +Vω)Λl dans [E− e−l
β
, E+ e−lβ ]
et [E − e−lβ , E + e−lβ ] tels que∥∥∥∥∥ ∇ω
(
E˜j(ω))
‖∇ω
(
E˜j(ω))‖1
± ∇ω
(
E˜k(ω))
‖∇ω
(
E˜k(ω))‖1
∥∥∥∥∥
1
≤ e−lβ . (3.3.13)
Alors il existe c > 0 tel que
P ≤ e−cl2β (3.3.14)
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Démonstration. La preuve est la même que celle du Lemme 3.7 sauf que nous obtenons les
conditions (3.1.20), (3.1.23) et (3.1.24) sur les variables (zn)n au lieu des variables (ωn)n.
Plus précisément nous obtenons clβ conditions d’un des deux types suivants :∣∣∣∣∣
(
µE + zn+ − λE
c
b
)(
µE + zn− − λE
c
b
)
− λ2E
(
1− a
b
)2∣∣∣∣∣ ≤ e−lβ/2 (3.3.15)
avec n+ − n− = 1
ou
∣∣∣∣µE + zn − λE ca
∣∣∣∣ ≤ e−lβ/2. (3.3.16)
Afin d’appliquer le Lemme 3.22, nous remplaçons cette condition par la condition plus
faible ∣∣∣∣µE + zn − λE ca
∣∣∣∣ |zn+1| ≤ Ce−lβ/2 (3.3.17)
car les variables aléatoires |zn| sont uniformément bornées.
Prenons alors c′lβ conditions parmi elles de manière à ce que les indices des variables
aléatoires forment un ensemble J ∪J+1 satisfaisant les hypothèses du Lemme 3.22. Alors,
pour L suffisamment grand, comme les variables aléatoires (zn)n∈J∪J+1 ont une densité
bornée par (Cρ)2]J avec 2]J  c′lβ et β ∈ (0, 1), la probabilité que ces conditions soient
simultanément vérifiées est plus petite que
2lC l‖ρ‖l∞e−cl
2β ≤ e−c′l2
β
≤ L−2. (3.3.18)
Ainsi ,
P ≤ L−2. (3.3.19)
Ceci termine la preuve du Lemme 3.25
Maintenant, la croissance des valeurs propres donnée par l’équation (3.3.10) nous
permet de nouveau d’appliquer le Lemme 3.9, qui reste valide, et ainsi obtenir l’équa-
tion(3.1.31) puis le Théorème 3.2 pour H˜ω(ΛL). Autrement dit nous avons prouvé le
Théorème 3.26. Soit β ∈ (1/2, 1). Pour α ∈ (0, 1) et E 6= E′, pour tout k > 1, il existe
C > 0 tel que, pour L suffisamment grand et kLα ≤ l ≤ Lα/k, nous avons
P
(
tr1[E−L−1,E+L−1](H˜ω(Λl)) 6= 0,
tr1[E′−L−1,E′+L−1](H˜ω(Λl)) 6= 0
)
≤ C
(
l2
L4/3
)
e(logL)
β
Maintenant, l’équation (3.3.4) nous permet enfin d’obtenir le Théorème 3.19.
Il ne parait pas évident de s’affranchir de l’hypothèse (H1). En effet, dans l’application
du Lemme 3.9, nous avons utilisé la monotonie des valeurs propres en fonction des variables
aléatoires. Ceci empêche qu’une paire de valeurs propres tourne autour d’un point de
R2 quand nous faisons croitre une des variables aléatoires. Il existe peut-être d’autres
hypothèses empêchant ce comportement.
3.4 Estimations de décorrélation pour les modèles continus
Dans cette section nous prouvons les estimations de décorrélation pour les modèles
continus. La preuve est également la même pour les modèles discrets de type alliage Hω =
−∆ + Vω sur `2(Z) avec potentiel de simple-site positif et à support compact, aux détails
dus à la structure discrète près, en utilisant les résultats de l’Annexe B.
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Nous prenons donc η > 0, N ∈ N et q une fonction continue par morceaux sur R telle
que
1
η
1[−N,N ] ≥ q ≥ η1[0,1] (3.4.1)
L’opérateur aléatoire étudié dans cette section est l’opérateur Hω : H2(R) ⊂ L2(R) →
L2(R) défini par Hω = −∆ + Vω où
Vω(x) =
∑
n∈Z
ωn q(x− n) =
∑
n∈[x−N,x+N ]∩Z
ωn q(x− n) (3.4.2)
Le but de cette section est alors de montrer le
Théorème 3.27. Soit β ∈ (1/2, 1). Pour α ∈ (0, 1) et F 6= G, pour tout k > 1, il existe
C > 0 tel que, pour L suffisamment grand et kLα ≤ l ≤ Lα/k, nous avons
P
(
tr1[F−L−1,F+L−1](Hω(Λl)) 6= 0,
tr1[G−L−1,G+L−1](Hω(Λl)) 6= 0
)
≤ C
(
l2
L4/3
)
e(logL)
β
.
La preuve suit exactement celle des estimations de décorrélation générales, donnée dans
la première section de ce chapitre, à l’exception du Lemme 3.7 dont la preuve est différente,
car le gradient ne s’exprime pas de la même manière. Notons enfin que la preuve fonctionne
également, si la fonction q a des zéros isolés dans [0, 1], en utilisant la Remarque A.6. Nous
utiliserons dans nos preuves des propriétés des fonctions analytiques de plusieurs variables
réelles ; celles-ci sont énoncées et prouvés dans l’annexe D.
Nous dédions donc le reste de la section à la preuve du
Lemme 3.28. Soient F,G ∈ R2 avec F 6= G et β > 1/2. Notons P la probabilité que
Hω(Λl) a deux valeurs propres, notées Ej(ω) et Ek(ω), l’une dans l’intervalle [F−e−lβ , F+
e−lβ ] l’autre dans l’intervalle [G− e−lβ , G+ e−lβ ] et qu’en plus∥∥∥∥∥ ∇ω
(
Ej(ω))
‖∇ω
(
Ej(ω))‖1
± ∇ω
(
Ek(ω))
‖∇ω
(
Ek(ω))‖1
∥∥∥∥∥
1
≤ e−lβ . (3.4.3)
Il existe alors c > 0 tel que
P ≤ e−cl2β (3.4.4)
Nous divisons la preuve en deux parties mais introduisons d’abord quelques définitions.
Sur L2(−N,N) définissons la forme bilinéaire symétrique positive :
〈f, g〉q =
∫ N
−N
f(t)g(t)q(t)dt. (3.4.5)
Nous noterons ‖.‖q la semi-norme correspondante. Nous dirons que deux fonctions f et g
sont q-orthogonales si 〈f, g〉q = 0. La notion de 1-orthogonalité est l’orthogonalité usuel
sur L2(−l, l).
Fixons (F,G) ∈ R et prenons u et v des fonctions propres 1-normalisées de Hω(Λl)
associées aux valeurs propres Ej(ω) ∈ [F − e−lβ , F + e−lβ ] et Ek(ω) ∈ [G − e−lβ , G +
e−lβ]. Ces valeurs propres sont presque sûrement simples et nous calculons, d’après la
Proposition 3.44,
∂ωnEj(ω) = 〈(∂ωnHω)u, u〉1 = ‖u|(n−N,n+N)‖2q ≥ 0, (3.4.6)
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où u(x) = 0 si x /∈ Λl. Ainsi, comme u est 1-normalisée, d’après (3.4.1), nous avons
η ≤ ‖∇ωEj(ω)‖1 ∈≤ 2Nη−1.
Dans le reste de cette section, M sera fixé de sorte que les variables aléatoires (ωi)i sont
presque sûrement bornées par M .
Pour • ∈ {F,G}, définissons l’équation différentielle
(En• ) : ∀x ∈ (−N,N), y′′(x) + Vω(n+ x)y(x) = •y(x) (3.4.7)
Comme la forme définie par (3.4.5) est un produit scalaire sur l’espace des solutions de
(En• ), nous pouvons prendre (en1,•, en2,•) une base q-orthonormale de solutions de (En• ). Nous
utiliserons la proposition suivante.
Proposition 3.29. Soit • ∈ {F,G}. Nous pouvons choisir en1,• et en2,• de manière à ce
qu’elles soient analytiques réelles en les (ωj)j∈Jn−2N,n+2NK.
Démonstration. Nous omettrons la dépendance en n et • et écrirons uniquement ω au lieu
de (ωj)j∈Jn−N,n+NK. Prenons Ψ et Φ les solutions de (Enj ) satisfaisant Ψ′(0) = Φ(0) = 0
et Ψ(0) = Φ′(0) = 1. Nous savons que Ψ et Φ sont des séries entières de ω et que
‖Ψ‖q · ‖Φ‖q 6= 0. Ainsi, e1 := Ψ‖Ψ‖q est analytique et est solution de (E
n
j ). Maintenant,
définissons Φ˜ := Φ−〈Φ, e1〉e1. Ainsi, Φ˜ est une fonction analytique non nulle et orthogonale
à e1, également solution de (Enj ). Il suffit alors de prendre e1 and e2 :=
Φ
‖Φ‖q pour conclure
la preuve de la Proposition 3.29.
Maintenant, comme u est solution de l’équation différentielle
y′′ + Vω(n+ x)y(x) = Fy(x) + (Ej(ω)− F )y(x) (3.4.8)
avec |Ej(ω)− F | ≤ e−lβ et v est solution de l’équation différentielle avec k au lieu de j et
G au lieu de F , il existe deux uniques couples (An, Bn) ∈ R2 et (A˜n, B˜n) ∈ R2 tels que,
pour tout x ∈ (n−N,n+N), nous avons{
u(x) := Anen1,F (x− n) +Bnen2,F (x− n) + nu(x− n)
v(x) = A˜nen1,G(x− n) + B˜nen2,G(x− n) + nv (x− n)
. (3.4.9)
et tels que pour • ∈ {u, v} nous avons n• (0) = (n• )′ (0) = 0. Nous avons alors
‖nu‖∞ + ‖nv‖∞ + ‖ (nu)′ ‖∞ + ‖ (nv )′ ‖∞ ≤ Ce−l
β
pour un certain C > 0 (dépendant uniquement de ‖q‖∞, M et N). Ainsi,
‖u|(n−N,n+N)‖2q = A2n +B2n + εun et ‖v|(n−N,n+N)‖2q = A˜2n + B˜2n + εvn avec |εun|+ |εvn| ≤ Ce−l
β .
Nous avons donc 
N := ‖∇Ej‖1 =
l∑
n=−l
(A2n +B2n) + ξu
N˜ := ‖∇Ek‖1 =
l∑
n=−l
(A˜2n + B˜2n) + ξv
(3.4.10)
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avec |ξu|+ |ξv| ≤ Ce−lβ/2. Maintenant, définissons :

Cn :=
An√N , C˜n :=
A˜n√
N˜
Dn :=
Bn√N , D˜n :=
B˜n√
N˜
. Ainsi,
l∑
n=−l
C2n +D2n =
l∑
n=−l
C˜2n + D˜2n +O(e−l
β/2) = 1 +O(e−lβ/2). (3.4.11)
Enfin, définissons U(n) =
(
Cn
Dn
)
et V (n) =
(
C˜n
D˜n
)
, prenons (ru, θu) ∈ R∗+ × [0, 2pi) tel
que U(n) = ru
(
sin θu
cos θu
)
et définissons tu := sgn(tan θu) inf (| tan θu|, | cot θu|) et de même
pour tv. La fonction tu est égale à tan θu ou cot θu selon que | tan θu| ≤ 1 ou | tan θu| ≥ 1.
Avec ces notations, l’équation (3.4.3) se réécrit
‖ru − rv‖1 ≤ Ce−lβ/2. (3.4.12)
La première partie de la preuve du Lemme 3.28 consiste en le
Lemme 3.30. Il existe neuf fonctions analytiques réelles (fi)i∈J0,8K (dépendant uniquement
de q et N) définies sur R16N+1, l’une d’entre elle au moins n’étant pas constamment nulle,
telles que, si u (respectivement v) est une fonction propre 1-normalisée de Hω associée à
Ej(ω) ∈
[
F − e−lβ , F + e−lβ
]
(respectivement associée à Ek(ω) ∈ [G− e−lβ , G+ e−lβ ]), si
pour un certain n0 ∈ Z ∩ (−l + 8N, l − 8N) nous avons ru(n0) ≥ e−lβ/4 et
∀m ∈ Jn0 − 7N,n0 + 7NK, |ru(m)− rv(m)| ≤ e−lβ/2
et si nous définissons les polynômes de degré 8
Rωˆ(X) :=
8∑
i=0
fi(ωˆ)Xi and Qωˆ(X) :=
8∑
i=0
f8−i(ωˆ)Xi
où nous avons posé ωˆ := (ωn0−8N , . . . , ωn0+8N ), nous avons alors :
si ∃g ∈ {tan, cot},
{
tv(n0) = g(θv(n0))
tu(n0) = g(θu(n0))
, alors |Rωˆ (tv (n0))| ≤ e−lβ/4,
sinon, nous avons |Qωˆ (tv (n0))| ≤ e−lβ/4.
Démonstration. Nous prouverons ce résultat sous les hypothèses tu(n0) = tan θu(n0) et
tv(n0) = tan θv(n0), c’est-à-dire quand
max (| tan θu(n0)|, | tan θv(n0)|) ≤ 1. (3.4.13)
Les modifications à faire dans les autres cas sont mineures. Comme les variables aléatoires
sont i.i.d, il suffit de prouver le résultats pour n0 = 0, ce qui sera supposé dans le reste de
la preuve. Nous considérerons donc l’équation différentielle
∀x ∈ (−7N, 7N), y′′(x) + Vω(x)y(x) = Fy(x), (3.4.14)
qui ne dépend que de (ω−8N , . . . , ω8N ). Supposons que |ru(m) − rv(m)| ≤ e−lβ/2 pour
m ∈ J−7N, 7NK et supposons que ru(0) ≥ e−lβ/4. Nous montrons que tv(0) est presque
une racine d’un polynôme dépendant uniquement de (ω−8N , . . . , ω8N ).
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Dans les lignes suivantes ε dénotera un vecteur tel que ‖ε‖ ≤ Ce−lβ/2, sa valeur
changeant d’une ligne à l’autre. Comme u et v ont des dérivées premières continues, nous
avons
MFU(2N) = NFU(0) + ε (3.4.15)
où MF :=
(
e01,F (−N) e02,F (−N)
(e01,F )′(−N) (e02,F )′(−N)
)
et NF :=
(
e01,F (N) e02,F (N)
(e01,F )′(N) (e02,F )′(N)
)
. Ainsi, si
nous posons T+F := (MF )−1NF , nous avons
U(2N) = T+F U(0) + ε et V (2N) = T
+
F V (0) + ε. (3.4.16)
En effet, la matrice (MF )−1 dépend uniquement de (ω−N , . . . , ωN ) ∈ [−M,M ]2N+1 et est
donc bornée uniformément par une constante C > 0 (dépendant uniquement de ‖q‖∞, M
et N).
Comme tu(0) = tan θu(0), nous calculons(
ru(2N)
ru(0)
)2
=
∥∥∥∥∥T+F
(
sin θu(n)
cos θu(n)
)∥∥∥∥∥
2
+ 
= 11 + tu(n)2
∥∥∥∥∥T+F
(
tu(n)
1
)∥∥∥∥∥
2
+ ,
pour un certain || ≤ Ce−lβ/4. Dans le cas tu(0) = cot θu(0), nous calculons(
ru(2N)
ru(0)
)2
=
∥∥∥∥∥T+F
(
sin θu(n)
cos θu(n)
)∥∥∥∥∥
2
+ 
= 11 + tu(n)2
∥∥∥∥∥T+F
(
1
tu(n)
)∥∥∥∥∥
2
+ .
La fonction propre v vérifie la même équation, avec G au lieu de F . Ainsi, l’équation∣∣∣∣∣
(
ru(2N)
ru(0)
)2
−
(
rv(2N)
rv(0)
)2∣∣∣∣∣ ≤ Ce−lβ/4
peut être réécrite∣∣∣∣∣∣ 11 + tu(0)2
∥∥∥∥∥T+F
(
tu(n)
1
)∥∥∥∥∥
2
− 11 + tv(0)2
∥∥∥∥∥T+G
(
tv(n)
1
)∥∥∥∥∥
2
∣∣∣∣∣∣ ≤ Ce−lβ/4. (3.4.17)
Ainsi, il existe 1 avec |1| ≤ Celβ/4 tel que
1
1 + tu(0)2
∥∥∥∥∥T+F
(
tu(n)
1
)∥∥∥∥∥
2
= 11 + tv(0)2
∥∥∥∥∥T+G
(
tv(n)
1
)∥∥∥∥∥
2
+ 1. (3.4.18)
Maintenant, considérons l’équation U(−2N) = T−F U(n) + ε pour la matrice T−F construite
de la même manière que T+F . Des calculs similaires à ceux amenant à (3.4.18) nous donnent
l’existence d’un η1 avec |η1| ≤ Celβ/4 tel que
1
1 + tu(0)2
∥∥∥∥∥T−F
(
tu(0)
1
)∥∥∥∥∥
2
= 11 + tv(0)2
∥∥∥∥∥T−G
(
tv(0)
1
)∥∥∥∥∥
2
+ η1. (3.4.19)
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Définissons alors les polynômes de degré 2
PG(t) :=
∥∥∥∥∥T+G
(
t
1
)∥∥∥∥∥
2
and QnG :=
∥∥∥∥∥T−G
(
t
1
)∥∥∥∥∥
2
.
D’après (3.4.13), les équations (3.4.18) et (3.4.19) peuvent être réécrites
R1(tu(0), tv(0)) := t2u(0)
(1 + t2v(0))
∥∥∥∥∥T+F
(
1
0
)∥∥∥∥∥
2
− PG(tv(0))

+ 2tu(0)
〈
T+F
(
1
0
)
, T+F
(
0
1
)〉
(1 + t2v(0))
+
(1 + t2v(0))
∥∥∥∥∥T+F
(
0
1
)∥∥∥∥∥
2
− PG(tv(0))
 = 2 (3.4.20)
et
R2(tu(0), tv(0)) := t2u(n)
(1 + t2v(0))
∥∥∥∥∥T−F
(
1
0
)∥∥∥∥∥
2
− PG(tv(0))

+ 2tu(0)
〈
T−F
(
1
0
)
, T−F
(
0
1
)〉
(1 + t2v(0))
+
(1 + t2v(0))
∥∥∥∥∥T−F
(
0
1
)∥∥∥∥∥
2
− PG(tv(0))
 = η2. (3.4.21)
Ainsi, tu(0) est racine des deux polynômes t → R1(t, tv(0)) − 2 et t → R2(t, tv(0)) − η2.
Le résultant de ces deux polynômes doit donc être nul. Tous les coefficients de R1 et R2
sont uniformément bornés par rapport à (ωm)m∈J−N,NK. Ainsi, le résultant R(tv(0)) de
R1( · , tv(0)) et R2( · , tv(0)) est inférieur à e−lβ/4.
Si nous avons tu(0) = tan θu(0) mais tv(0) = cot θv(0) au lieu de tv(0) = tan θv(0),
le résultant Q(t) obtenu est égal à t8R(1/t). Si nous avons tu(0) = cot θu(0) et tu(0) =
cot θu(0) au lieu de tu(0) = tan θu(0) et tv(0) = tan θv(0), le résultant obtenu est également
R.
Maintenant, nous pouvons étudier les paires de fractions ru(2iN)
ru(0)
et ru(−2iN)
ru(0)
pour
i ∈ N (la construction précédante est alors le cas n = 1) et nous construisons Ri de
la même manière que R mais où les opérateurs T±j sont remplacés par (T±j,i), en utili-
sant la continuité des dérivées premières de u et v aux points {(2i + 1)N, i ∈ Z}. Les
coefficients des résultants ainsi obtenus (Ri)i∈{1,2,3} sont des fonctions analytiques des
(ω−8N , ω−8N+1, · · · , ω8N ). Nous allons maintenant prouver que, par rapport aux variables
(ω−8N , ω−8N+1, · · · , ω8N ), l’un de ces résultants n’est pas constamment le polynôme nul.
Nous le ferons sous l’hypothèse supplémentaire ω−8N = ω−8N+1 = · · · = ω8N . Sous cette
hypothèse nous avons
∀x ∈ (−7N, 7N), Vω(x) =
∑
n∈Z
ωnq(x− n) = ω0
∑
n∈(x−N,X+N)∩Z
q(x− n).
Nous nous ramenons donc à l’étude des équations différentielles
∀x ∈ (−7N, 7N), y′′(x) = (ω0q˜(x)− •) y(x) (3.4.22)
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où q˜(x+ 1) = q˜(x), q˜ > 0 sur (−1/2, 1/2) et • ∈ {F,G}. Ces équations montrent que dans
ce cas, pour i ∈ {1, 2, 3} et • ∈ {F,G}, nous avons les relations (voir (3.4.16))
T±•,i = (T±• )i et T−• = (T+• )−1.
Nous prouvons maintenant le
Lemme 3.31. Il existe i0 ∈ {1, 2, 3} tel que, pour ω0 vérifiant ω0η > F > G (η est défini
dans (3.4.1)), Ri0 n’est pas le polynôme nul.
Démonstration. Prenons ω0 tel que ω0η > F > G. Le fait que Ri0 est le polynôme nul est
équivalent au fait que, pour tout t′ ∈ R, les polynômes R1( · , t′) et R2( · , t′) ont une racine
commune. Ceci est également équivalent au fait que pour toute solution non nulle w de
(3.4.22) pour • = G, il existe une fonction z := z(v) 6= 0 de (3.4.22) pour • = F telle que∣∣∣∣∣
(
rz(2N)
rz(0)
)2
−
(
rw(2N)
rw(0)
)2∣∣∣∣∣+
∣∣∣∣∣
(
rz(−2N)
rz(0)
)2
−
(
rw(−2N)
rw(0)
)2∣∣∣∣∣ = 0.
Maintenant, nous remarquons que rz et rw ne changent pas si nous changeons les bases
q-orthonormales (en1,x, en2,x) pour x ∈ {F,G} par d’autres bases q-orthonormales de l’es-
pace des solutions de (Enx ). Ainsi, si pour x ∈ {F,G}, (fn1,x, fn2,x) sont d’autres bases
q-orthonormales de l’espace des solutions de (Enx ) et si (Pi)i sont les résultants construits
de la même manière que (Ri)i mais dans les bases (fn1,x, fn2,x)x, le fait que le résultant Ri
n’est pas le polynôme nul est équivalent au fait que Pi n’est pas le polynôme nul.
Prenons maintenant des bases q-orthonormales (f1,F , f2,F ) et (f1,G, f2,G) telles que,
pour x ∈ {F,G} et q˜s(t) := q˜(t) + q˜(1− t), nous avons∫ N
−N
f ′1,x(t)f ′2,x(−t)− f1,x(t)f2,x(−t)(ω0q˜s(t)− Ex) = 0. (3.4.23)
Nous prenons alors les variables (ru, θˆu), (rv, θˆv), les opérateurs Tˆ±F , Tˆ
±
G et les résultants
(Rˆi)i dans les bases (f1,F , f2,F ) et (f1,G, f2,G). D’après (3.4.20) et (3.4.18) (avec Tˆ±x au
lieu de T±x ), le résultant Rˆ1 est un polynôme de degré au plus égal à 8 et le coefficient du
monôme de degré 8 est égal au déterminant de la matrice
A1 :=

∆1 0 ∆3 0
Π+ ∆1 Π− ∆3
∆2 Π+ ∆3 Π−
0 ∆2 0 ∆4
 (3.4.24)
où nous avons posé 
∆1 := ‖Tˆ+F (1, 0)‖2 − ‖Tˆ+G (1, 0)‖2,
Π+ :=
〈
Tˆ+F (1, 0), Tˆ
+
F (0, 1)
〉
,
∆2 := ‖Tˆ+F (0, 1)‖2 − ‖Tˆ+G (1, 0)‖2,
∆3 := ‖Tˆ−F (1, 0)‖2 − ‖Tˆ−G (1, 0)‖2
Π− :=
〈
Tˆ−F (1, 0), Tˆ
−
F (0, 1)
〉
,
∆4 := ‖Tˆ−F (0, 1)‖2 − ‖Tˆ−G (1, 0)‖2.
De la même manière, posons Ai la matrice dont les coefficients (∆m,i)m∈J1,4K et Π±,i
sont les mêmes que ceux de A1 mais avec (Tˆ±x )i au lieu de Tˆ±x . Le coefficient du monôme
de degré 8 de Rˆi est alors le déterminant de la matrice Ai. Nous montrons maintenant
que, d’après (3.4.23), les coefficients des matrices (Ai)i satisfont une relation de symétrie.
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Lemme 3.32. Prenons x ∈ {F,G}. Pour i ∈ N, écrivons
(
aix b
i
x
cix d
i
x
)
:= (Tˆ+x )i. Nous avons
alors (Tˆ−x )i = (Tˆ+x )−i =
(
aix −bix
−cix dix
)
. Ainsi, ∆1,i = ∆3,i, ∆2,i = ∆4,i et Π+,i = −Π−,i.
Démonstration. Commençons par le cas i = 1. Nous calculons alors
a1x = f ′2,x(−N)f1,x(N)− f2,x(−N)f ′1,x(N)
b1x = f ′2,x(−N)f2,x(N)− f2,x(−N)f ′2,x(N)
c1x = f ′1,x(N)f1,x(−N)− f1,x(1)f ′1,x(−N)
d1x = f ′2,x(N)f1,x(−N)− f2,x(1)f ′1,x(−N)
. (3.4.25)
La matrice Tˆ−x = (Tˆ+x )−1 a les mêmes coefficients mais où les arguments N et −N sont
échangés. Il reste donc à prouver
f ′2,x(−N)f1,x(N)− f2,x(N)f ′1,x(N) = f ′2,x(N)f1,x(−N)− f2,x(N)f ′1,x(−N).
Pour cela, posons W (t) =
∣∣∣∣∣f1,x(t) f2,x(−t)f ′1,x(t) f ′2,x(−t)
∣∣∣∣∣. Nous calculons alors
W ′(t) = 2f ′1,x(t)f ′2,x(−t)− f1,x(t)f2,x(−t)(q˜(t) + q˜(−t)− 2x).
Le cas i = 1 est donc une conséquence de (3.4.23). Nous terminons la preuve du Lemme 3.32
par récurrence.
Reprenons la preuve du Lemme 3.31. D’après le Lemme 3.32, pour i ∈ J1, 3K, nous
obtenons
detAi = 4Π2+,i∆1,i∆2,i. (3.4.26)
Nous utiliserons les Lemmes A.4 et A.5. Les solutions de (3.4.22) sont étendues à R de
manière à satisfaire (A.3.1). Pour (x, y) ∈ {F,G}×{1, 2}, notons Fy,x l’extension de fy,x à
R, solution de (A.3.1). Les composantes du vecteur (Tˆ+x )i(1, 0) sont les coordonnées dans
la base (f1,x, f2,x) de la restriction de F1,x à [(2i−1)N, (2i+1)N ]. Le Lemme A.4 nous dit
que F1,x et F2,x ont au plus un zéro. Comme elles sont q-orthogonales sur (−N,N), nous
pouvons supposer que F2,x s’annule dans (−N,N) et que F2,x est strictement positive sur
(N,∞) et strictement négative sur (−∞,−N).
Maintenant, si Π+ = 0 (= −Π−), alors F1,x doit avoir un zéro dans (N, 3N) et un autre
dans (−3N, 0). Ceci entre en contradiction avec le Lemme A.4. Ainsi, Π+ 6= 0. Supposons
maintenant que F1,x s’annule en un point, par exemple dans [(2m − 1)N, (2m + 1)N ].
Alors, quitte à changer F1,x en −F1,x, F1,x est strictement positive sur ((2m+ 1)N,∞) et
strictement négative sur (−∞, (2m − 1)N). D’après le Lemme 3.32, ceci contredit le fait
que 〈
(Tˆ+F )
m(1, 0), (Tˆ+F )
m(0, 1)
〉
= −
〈
(T−F )
m(1, 0), (T−F )
m(0, 1)
〉
.
Ainsi, F1,x ne s’annule pas et nous pouvons supposer que F1,x est strictement positive.
Maintenant, pour f : R → R définissons Pi(f) comme la restriction de f à [(2i −
1)N, (2i + 1)N ]. Alors, comme ‖Tˆ±x,i(1, 0)‖ = ‖P±i(F1,x)‖q (une équation similaire est
vérifiée pour (0, 1) au lieu de (1, 0)), pour i ∈ {1, 2, 3} nous avons∆1,i = 0⇐⇒ 〈Pi(F1,F + F1,G), Pi(F1,F −F1,G)〉q = 0∆2,i = 0⇐⇒ 〈Pi(F2,F + F1,G), Pi(F2,F −F1,G)〉q = 0 . (3.4.27)
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Pour (x, y) ∈ {1, 2}2, nous savons d’après le Lemme A.5 que la fonction Fy,F − Fx,G
change de signe au plus trois fois. Nous savons que Fx,F + Fy,G est positive sur [N,+∞)
et négative sur (−∞,−N ]. Supposons que pour i ∈ {1, 2, 3}, soit
〈Pi(F1,F + F1,G), Pi(F1,F −F1,G)〉q = 0
soit
〈Pi(F2,F + F1,G), Pi(F2,F −F1,G)〉q = 0.
Alors, l’une des deux fonctions F1,F − F1,G et F2,F − F1,G doit s’annuler deux fois dans
(N, 7N). Par ailleurs, pour x ∈ {F,G}, ‖Tˆ+x,iX‖ = ‖Tˆ−x,iX‖. Ainsi, cette même fonction
doit également s’annuler deux fois dans (−7N,−N). Ceci entre en contradiction avec le
Lemme A.5. Ceci termine la preuve du Lemme 3.31.
Nous pouvons maintenant terminer la preuve du Lemme 3.30. Il existe (ω−8N , . . . , ω8N )
tel que l’un des coefficients de Ri0 n’est pas nul. Écrivons alors
Ri0(X) =
8∑
i=0
fi(ω−8N , . . . , ω8N )Xi ,
où les (fi)i sont analytiques réelles. L’une des fonctions (fi)i n’est donc pas constamment
nulle. Par ailleurs, par construction, |Ri0(tv(0))| ≤ e−l
β/4. Ceci termine la preuve du
Lemme 3.30.
Nous continuons maintenant la preuve du Lemme 3.7. Prenons u (respectivement v)
une fonction propre 1-normalisée de Hω associée à Ej(ω) ∈
[
F − e−lβ , F + e−lβ
]
(respec-
tivement associée à Ek(ω) ∈ [G− e−lβ , G+ e−lβ ]) et supposons que ‖ru − rv‖1 ≤ e−lβ/2.
Soit Rωˆ(X) := ∑8i=0 fi (ω−8N , · · · , ω8N )Xi le polynôme donné par le Lemme 3.31 et
i1 ∈ J0, 8K le plus grand indice tel que fi n’est pas constamment nul. D’après la Proposi-
tion D.2 et le fait que les variables aléatoires sont presque sûrement bornées par M , nous
obtenons la proposition suivante.
Proposition 3.33. Soit xˆ := (x−8N , . . . , x8N ) et
A :=
{
xˆ ∈ [−M,M ]16N+1, |fi1(xˆ)| ≤ e−l
β/8
}
.
Il existe c ∈ (0, 1) (dépendant uniquement de M , ‖q‖∞, et N) tel que, pour l suffisamment
grand, nous avons
P ((ω−8N , · · · , ω8N ) ∈ A) ≤ e−clβ .
Sur Ac, posons (Zi(xˆ))i∈J1,i1K ∈ Ci1 les racines de Rxˆ, répétées selon leurs multiplicités,
et Zi =∞ pour i ∈ Ji1, 8K. Les racines de Qx, défini dans dans le Lemme 3.31, sont alors
les inverses des racines (Zi)i non nulles, avec la convention ∞−1 = 0. Nous prouvons
maintenant la
Proposition 3.34. Fixons xˆ ∈ Ac et supposons que |Rxˆ(t)| ≤ e−lβ/4 pour un certain
t ∈ [−1, 1]. Il existe alors i ∈ J1, i1K tel que
|t− Zi(xˆ)| ≤ e−lβ/64.
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Démonstration. Fixons xˆ ∈ Ac et écrivons
|R(t)| = |fi1(xˆ)|
i1∏
i=1
∣∣t− Zi(xˆ)∣∣ ≤ e−lβ/4.
Comme |fi(xˆ)| ≥ e−lβ/8 et i1 ≤ 8, un des termes du produit doit satisfaire
|t− Zi(xˆ)| ≤ e−lβ/64.
Ceci termine la preuve de la Proposition 3.34
Notons que, pour tout t ∈ R et z ∈ C nous avons |t − <(z)| ≤ |t − z|. Maintenant,
supposons par exemple que rv(0), rv(−8N −1) et rv(8N +1) sont tous supérieur ou égal à
e−lβ/4 et supposons que Ω− := (ω−16N−1, · · · , ω−1) ∈ Ac et Ω+ := (ω1, · · · , ω16N+1) ∈ Ac.
Le Lemme 3.30 nous dit que∣∣•Ω−(tv(−8N − 1))∣∣+ ∣∣♦Ω+(tv(8N + 1))∣∣ ≤ e−lβ/4
pour certains (•,♦) ∈ {R,Q}2, selon que t = tan(θ) ou t = cot(θ) pour  ∈ {u, v}.
Comme Ω− et Ω+ appartiennent à Ac, il existe (i−, i+) ∈ J1, 8K2 tel que∣∣∣tv(−8N − 1)−< (Z∗i−(Ω−))∣∣∣+ ∣∣∣tv(8N + 1)−< (Z]i+(Ω+))∣∣∣ ≤ e−lβ/64,
pour certains (∗, ]) ∈ {1,−1}2, selon que t = tan(θ) ou t = cot(θ) pour  ∈ {u, v}.
Dans le reste de la preuve, nous utiliserons la même notation θ pour la classe de θ dans
R/piZ. Nous munissons T := R/piZ de la distance usuelle, que nous noterons d, obtenue à
partir de la valeur absolue sur R.
En définissant Θi,1(Ω±) := arctan (< [Zi(Ω±)]), et Θi,−1(Ω±) := cot−1
(
<
[
Z−1i (Ω±)
])
,
nous obtenons
d
(
θv(−8N − 1),Θi−,?(Ω−)
)
+ d
(
θv(8N + 1),Θi+,](Ω+)
) ≤ Ce−lβ/64. (3.4.28)
Maintenant, comme θv(−8N−1) représente la direction d’une solution de (E−8N−1G ) proche
de v, nous déduirons de (3.4.28) que la direction du vecteur (v(−8N −1), v′(−8N −1)) est
presque fixe. Dans ce contexte, nous prenons les variables de Prüfer (Rv(.), ψv(.)) ∈ R+×R)
telles que (
v(t)
v′(t)
)
= Ru(t)
(
sin(ψv(t))
cos(ψv(t))
)
et définissons les matrices An :=
(
en1,G(0) en2,G(0)
(en1,G)′(0) (en2,G)′(0)
)
. Nous utiliserons également l’ho-
méomorphisme bi-lipschitzien Υ : θ ∈ T→ S1/{1,−1} (S1 est le cercle unité de R2), défini
à partir de la fonction θ 7→ (sin θ, cos θ), où nous avons munis le quotient S1/{1,−1} de la
distance obtenue à partir de la distance euclidienne sur R2. Nous prouvons maintenant le
Proposition 3.35. Supposons que rv(n) ≥ e−lβ/2 et supposons qu’il existe Θ ∈ T tel
que d
(
θv(n); Θ
) ≤ e−lβ/64. Il existe alors C > 1 (dépendant uniquement de ‖q‖∞, N et
M) tel que Ru(n) ≥ 1
C
rv(n) et il existe Ψ ∈ T (dépendant uniquement de Θ) tel que
d(ψv(n); Ψ) ≤ Ce−lβ/32.
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Démonstration. Sans perte de généralité, nous pouvons supposer que n = 0. Par définition
(voir (3.4.9)), nous avons pour x ∈ (−N,N)
v(x) = A˜0 e01,G(x) + B˜0 e02,G(x) + 0v(x)
avec 0v(0) = (0v)′(0) = 0. Ainsi, nous obtenons(
v(0)
v′(0)
)
= rv(0)N˜A0
(
sin(θv(0))
cos(θv(0))
)
Nous savons que la matrice A0 dépend uniquement de (ω−N , · · · , ωN ) et que det(A0) 6= 0.
Il existe donc C > 0 (dépendant uniquement de ‖q‖∞, N and M), tel que
∀(ω−N , · · · , ωN ) ∈ [−M,M ]2N+1, | det(A0)| ≥ 1
C
.
Ainsi, en posantX :=
(
sin(θv(0))
cos(θv(0))
)
, nous avons 1
C
≤ ‖A0X‖ ≤ C. Comme rv(0) ≥ e−lβ/2,
pour l assez grand, nous obtenons Rv(0) ≥ N˜
C
rv(0).
Maintenant, nous savons que(
sin(ψv(0))
cos(ψv(0))
)
= rv(0)
Rv(0)
A0X.
Ainsi, en posant Y := rv(0)N˜
Rv(0)
A0X, nous avons ‖Y ‖ = 1 et
ψv(0) = Υ−1 (Y ) = Υ−1
(
A0X
‖A0X‖
)
. (3.4.29)
Par définition, X ∈ S1 est un représentant de Υ(θv(0)) et nous pouvons choisir
un représentant X˜ ∈ S1 de Υ(Θ) satisfaisant ‖X − X˜‖ ≤ e−lβ/64. Nous avons alors
‖A0(X − X˜)‖ ≤ Ce−lβ/64 puis
∥∥∥∥∥ A0X‖A0X‖ − A0X˜‖A0X˜‖
∥∥∥∥∥ ≤ Ce−lβ/64. Nous définissons alors
Ψ := Υ−1
(
A0X˜
‖A0X˜‖
)
et obtenons
d (ψv(0),Ψ) ≤ Ce−lβ/64.
Ceci termine la preuve de la Proposition 3.35.
D’après la Proposition 3.35 et l’équation (3.4.28), il existe Ψi−,?(Ω−) et Ψi+,](Ω+) tels
que
d
(
ψv(−8N − 1),Ψi−,?(Ω−)
)
+ d
(
ψv(8N + 1),Ψi+,](Ω+)
) ≤ Ce−lβ/64. (3.4.30)
Nous utiliserons la
Proposition 3.36. Soit W une fonction bornée sur un intervalle (x1, x2) ⊂ R. Soient
(h1, h2) les solutions de l’équation différentielle
∀x ∈ (x1, x2), −y′′(x) +W (x)y(x) = 0 , (3.4.31)
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satisfaisant h1(x1) = h′2(x1) = 1 et h′1(x1) = h2(x1) = 0. Pour tout θ ∈ R, définissons
yθ := sin(θ)h1 + cos(θ)h2. L’opérateur
Tx1,x2,W : T→ T
Θ 7→ Υ−1
[
1
[yΘ(x2)]2 + [y′Θ(x2)]
2
(
yΘ(x2)
y′Θ(x2)
)]
est alors bien défini et lipschitzien avec constante de Lipschitz dépendant uniquement de
‖W‖∞ et |x1−x2|. De plus, il existe C > 0 (dépendant uniquement de ‖W‖∞ et |x1−x2|)
tel que, pour tout 0 <  < 1 et W˜ vérifiant ‖W˜ −W‖∞ ≤ , nous avons
sup
Θ∈T
d
(Tx1,x2,W (Θ), Tx1,x2,W˜ (Θ)) ≤ C.
Remarque 3.37. Nous repoussons la preuve de la Proposition 3.36 à la fin de la section et
terminons la preuve du Lemme 3.28, mais en premier lieu, nous faisons une remarque. La
classe Tx1,x2,W (Θ) est la direction du vecteur (y(x2), y′(x2)) où y peut être toute solution
non nulle de l’équation différentielle
∀x ∈ (x1, x2), −y′′(x) +W (x)y(x) = 0 ,
telle que la direction de (y(x1), y′(x1)) est égale à la classe Θ.
Maintenant, comme le potentiel Vω dépend uniquement de (ω−9N−1, · · · , ω−1) (qui
sont fixes car Ω− est fixe) sur l’intervalle (−8N − 1,−N), en prenant Φi−,?(Ω−) :=
T−8N−1,−N,Vω−G
(
Ψi−,?(Ω−)
)
, nous avons
d
(
ψv(−N),Φi−,?(Ω−)
) ≤ Ce−lβ/64. (3.4.32)
De la même manière, il existe Φi+,](Ω+) tel que
d
(
ψv(N),Φi+,](Ω+)
) ≤ Ce−lβ/64. (3.4.33)
Par définition, nous avons ψv(N) = T−N,N,Vω−Ek(ω) (ψv(−N)). Ainsi, comme |G−Ek(ω)| ≤
e−lβ , nous déduisons de la Proposition 3.36 que
d
(
ψv(N), T−N,N,Vω−G (ψv(−N))
) ≤ Ce−lβ/64
et finalement
d
(
Φi+,](Ω+), T−N,N,Vω−G
(
Φi−,?(Ω−)
) ) ≤ Ce−lβ/64. (3.4.34)
Maintenant, comme Ω− et Ω+ sont fixes, nous pouvons réécrire le potentiel aléatoire
Vω sur (−N,N) :
∀x ∈ (−N,N), Vω(x) := V (x) + ω0q(x)
où V est une fonction déterministe. Ainsi, l’équation (3.4.34) dit approximativement que
l’image par la fonction aléatoire Tω0 := T−N,N,W+ω0q de la direction fixe Φi−,?(Ω−) est
presque fixe. Ceci est une condition sur les 32N + 3 variables aléatoires consécutives
(Ω−, ω0,Ω+) et le lemme suivant montre que cette condition arrive avec probabilité expo-
nentiellement faible.
Lemme 3.38. Il existe 0 > 0 et m > 1 tels que, pour tous 0 <  < 0, (Θ1,Θ2) ∈ T2 et
(Ω−,Ω+) ∈ [−M,M ]32+2, si Pˆ,Θ1,Θ2,Ω−,Ω+ dénote la probabilité que d
(Tω0(Θ1),Θ2) ≤ ,
nous avons
Pˆ,Θ1,Θ2,Ω−,Ω+ ≤
(

0
)1/m
.
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Nous repoussons la preuve de ce lemme à la fin de la section et terminons la preuve du
Lemme 3.7. Comme u est normalisée et comme ru est au plus exponentiellement croissante,
il existe n0 ∈ Z tel que
∀n ∈ Jn0 − lβ, n0 + lβK ∩ Λl, ru(n) ≥ e−lβ/4. (3.4.35)
Notons que n0 est aléatoire et qu’il existe au plus l choix pour n0. Ainsi, nous avons
P
(
∀n ∈ (−l, l) ∩ Z, |ru(n)− rv(n)| ≤ e−lβ
)
≤ l · sup
n0∈(−l,l)∩Z
P
∀n ∈ (n0 − lβ, n0 + lβ) ∩ Z, |ru(n)− rv(n)| ≤ e−lβ/2
et ru(n) ≥ e−lβ/42
 .
Prenons maintenant n0 ∈ (−l, l) ∩ Z. Pour simplifier les notations, supposons que n0 = 0.
Définissons K :=
⌊
lβ/(32N + 3)
⌋
puis
I :=
K⊔
j=−K
J(2j − 1)(16N + 1), (2j + 1)(16N + 1)K =: K⊔
j=−K
Jj ⊂ (−lβ, lβ).
Ainsi, si mj := 2j(16N + 1) nous avons Jj = Jmj − 16N − 1,mj + 16N + 1K. Définissons
alors l’évènement Bj :=
ω; ∀n ∈ Jj , |ru(n)− rv(n)| ≤ e
−lβ/2
et ru(n) ≥ e−lβ/4
 et définissons
Ω−j :=
(
ωmj−16N−1, · · · , ωmj−1
)
,
Ω+j :=
(
ωmj+1, · · · , ωmj+16N+1
)
.
Le Lemme 3.31 nous donne alors l’inclusion
Bj ⊂
ω;∃(•,♦) ∈ {R,Q}2,
∣∣∣∣•Ω−j [tv(mj − 8N − 1)]
∣∣∣∣ ≤ e−lβ/4∣∣∣∣♦Ω+j [tv(mj + 8N + 1)]
∣∣∣∣ ≤ e−lβ/4
 .
Maintenant, d’après les équations (3.33) et (3.4.28), nous obtenons que Bj est inclu dans
ω;
Ω−j ∈ A ou
[
Ω−j ∈ Ac et
∃(i, ∗) ∈ J1, 8K× {−1, 1}, d(θv(mj − 8N − 1),Θi,?(Ω−j )) ≤ Ce−lβ/64 ],
Ω+j ∈ A ou
[
Ω+j ∈ Ac et
∃(i′, ]) ∈ J1, 8K× {−1, 1}, d(θv(mj + 8N + 1),Θi,](Ω+j )) ≤ e−lβ/64 ]

.
Finalement, en utilisant les notations de (3.4.34), nous avons Bj ⊂ Cj où
Cj :=
ω;
Ω−j ∈ A ou Ω+j ∈ A ou
[
(Ω−j ,Ω+j ) ∈ (Ac)2 et ∃(i, i′) ∈ J1, 8K2,
∃(∗, ]) ∈ {−1, 1}2, d(Tωmj (Φi,?(Ω−j )),Φi,](Ω+j )) ≤ Ce−lβ/64
 .
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Pour résumer, nous avons prouvé que
P
(
∀n ∈ J−16N + 1, 16N + 1K, ∣∣∣∣ru(n)ru(0) − rv(n)rv(0)
∣∣∣∣ ≤ e−lβ/4)
≤ P
 K⋂
j=−K
Bj
 ≤ P
 K⋂
j=−K
Cj
 ≤ K∏
j=−K
P (Cj) , (3.4.36)
car les évènements (Cj)j sont indépendants. Maintenant, d’après la Proposition 3.33 et le
Lemme 3.38, il existe c˜ ∈ (0, 1) et C > 1 tels que, pour tout j, nous avons
P(Cj) ≤ Ce−c˜lβ . (3.4.37)
Ainsi, comme K  lβ, nous avons pour l assez grand
P
(
∀n ∈ J−16N − 2, 16N + 2K, ∣∣∣∣ru(n)ru(0) − rv(n)rv(0)
∣∣∣∣ ≤ e−lβ/2)
≤
(
Ce−c˜l
β
)2K+1 ≤ e−cˆl2β , (3.4.38)
pour un certain 0 < cˆ < c˜. Il reste donc à prouver la Proposition 3.36 et le Lemme 3.38
pour terminer la preuve du Lemme 3.28.
Preuve de la Proposition 3.36. Fixons θ ∈ R et prenons yθ comme dans l’énoncé. Nous
avons alors
Yθ :=
(
yθ(x2)
y′θ(x2)
)
=
(
h1(x2) h2(x2)
h′1(x2) h′2(x2)
)(
sin(θ)
cos(θ)
)
= H
(
sin(θ)
cos(θ)
)
avec detH = 1. Comme h1 et h2 sont solutions de (3.4.31), il existe C > 0 (dépendant
uniquement de ‖W‖ et |x2 − x1|) tel que max{‖H‖, ‖H−1‖} ≤ C. Ainsi, pour tout θ ∈ R
nous avons ‖Yθ‖ ≥ 1
C
, d’où Ξθ :=
Yθ
‖Yθ‖ ∈ S
1. De plus, yθ = −yθ+pi donc Ξθ = −Ξθ+pi et
Tx1,x2,W est bien défini.
Maintenant, la fonction θ ∈ R 7→ Yθ ∈ R2 est lipschitzienne et C ≥ ‖Yθ‖ ≥ 1
C
pour
tout θ. La fonction θ ∈ R 7→ Ξθ ∈ S1 est donc lipschitzienne. Ainsi, le fait que Tx1,x2,W est
lipschitzien vient du fait que Υ−1 l’est également.
Enfin, prenons W˜ tel que ‖W˜ − W‖∞ ≤  < 1 et fixons θ ∈ R. Nous utiliserons
les mêmes notations que précédemment pour W˜ , mais avec le symbole ·˜. Par exemple,
(h1, h2) sont les solutions fondamentales de (3.4.31) pour W , (h˜1, h˜2) sont les solutions
fondamentales pour W˜ et nous avons
H =
(
h1(x2) h2(x2)
h′1(x2) h′2(x2)
)
et H˜ =
(
h˜1(x2) h˜2(x2)
h˜′1(x2) h˜′2(x2)
)
.
Ainsi, nous savons que ‖H − H˜‖ ≤ C pour un certain C dépendant uniquement de ‖W‖
et |x2 − x1|. Il existe donc C > 0 tel que, pour tout θ ∈ R, nous avons
‖Yθ − Y˜θ‖ ≤ C et 1
C
≤ min{‖Yθ‖, ‖Y˜θ‖} ≤ max{‖Yθ‖, ‖Y˜θ‖} ≤ C
Ainsi, pour tout θ ∈ R, nous obtenons ‖Ξθ− Ξ˜θ‖ ≤ C. Nous concluons en utilisant le fait
que Υ−1 est lipschitzien. Ceci termine la preuve de la Proposition 3.36.
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Preuve du Lemme 3.38. Pour tout (Θ1,Ω−,Ω+), prenons yθ1 comme dans la Proposi-
tion 3.36 (avec x1 = −N et x2 = N et W = V + ω0q), où θ1 est un représentant de
Θ1. Notons alors DΘ1,Ω−,Ω+(ω0) la classe dans S1/{−1, 1} du point
Dθ1,Ω−,Ω+(ω0) :=
1
‖(yθ1(N), y′θ1(N))‖
(
yθ1(N)
y′θ1(N))
)
,
représentant la direction du vecteur non nul (yθ1(N), y′θ1(N)) et notons DΘ2 := Υ(Θ2), la
classe du point Dθ2 = (sin θ2, cos θ2) où θ2 est un représentant de Θ2. Nous avons alors
Pˆ,Θ1,Θ2,Ω−,Ω+ ≤ P
(‖Dθ1,Ω−,Ω+(ω0)−Dθ2‖ ≤ )+ P (‖Dθ1,Ω−,Ω+(ω0) +Dθ2‖ ≤ ) .
Commençons par montrer que le vecteur non nul (yθ1(N), y′θ1(N)), analytique en
(θ1,Ω−,Ω+, ω0), et 2pi-périodique en θ1 n’est localement pas de direction constante se-
lon la dernière coordonnée. Comme q ≥ 0 et q est minorée par une constante strictement
positive sur un intervalle de longueur strictement positive, ceci est prouvé par la théorie
de Sturm-Liouville (voir [Zet05, Section 4.5]). En effet, il existe des variables de Prüfer
(R(t), φ(t)) telles que
(
yθ1(t)
y′θ1(t)
)
= R(t)
(
sin(φ(t))
cos(φ(t))
)
, telles que φ(−N) = θ1 et telles que
φ(N) est une fonction strictement croissante de ω0.
Maintenant, les applications
(φ1, φ2,Γ−,Γ+, ω0) 7→
∥∥Dφ1,Γ−,Γ+(ω0)−Dφ2∥∥22 ,
et
(φ1, φ2,Γ−,Γ+, ω0) 7→
∥∥Dφ1,Γ−,Γ+(ω0) +Dφ2∥∥22 ,
sont analytiques, 2pi-périodiques en φ1 et φ2, et ne sont pas constamment nulles. De plus,
pour tout (φ1, φ2,Γ−,Γ+, ω0), ces applications ne sont localement pas constamment nulles
dans la direction de la dernière coordonnée. La Proposition D.3 nous donne alors l’existence
de C > 1 et m > 1, tels que
Pˆ,Θ1,Θ2,Ω−,Ω+ ≤
1
C
1/m. (3.4.39)
Ceci termine la preuve du Lemme 3.38
3.5 Estimations de décorrélation pour les modèles de type
multimère
Rappelons le modèle considéré dans cette section. Fixons k ∈ N∗ et définissons sur Z
la suite
∀m ∈ Jkn, k(n+ 1)− 1K, uω(m) = ωn.
La suite uω prend k fois consécutivement la même valeur ωn. Fixons maintenant (an)n∈Z
une suite k-périodique de nombres réels strictement positifs . Définissons alors le potentiel
aléatoire sur Z
Vω(m) = amuω(m). (3.5.1)
Le potentiel est presque surement borné par une borne uniforme. Nous considérons donc
l’opérateur auto-adjoint Hω : `2(Z)→ `2(Z), défini presque surement par
∀φ ∈ `2(Z), Hωφ = −∆bφ+ Vωφ. (3.5.2)
Dans cette section, nous prouvons les estimations de décorrélation pour les modèles de
type multimère. Nous prouvons donc
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Théorème 3.39. Soit β ∈ (1/2, 1). Pour α ∈ (0, 1) et F 6= G, pour tout k > 1, il existe
C > 0 tel que, pour L suffisamment grand et kLα ≤ l ≤ Lα/k, nous avons
P
(
tr1[F−L−1,F+L−1](Hω(Λl)) 6= 0,
tr1[G−L−1,G+L−1](Hω(Λl)) 6= 0
)
≤ C
(
l2
L4/3
)
e(logL)
β
.
Cette preuve suit celle donnée dans la première section, seule la preuve du Lemme 3.7
change. Ainsi, nous prouvons dans cette section le
Lemme 3.40. Soient F,G ∈ R2 avec F 6= G et β > 1/2. Notons P la probabilité que
Hω(Λl) a deux valeurs propres, notées Ej(ω) et Ek(ω), l’une dans l’intervalle [F−e−lβ , F+
e−lβ ] l’autre dans l’intervalle [G− e−lβ , G+ e−lβ ] et qu’en plus∥∥∥∥∥ ∇ω
(
Ej(ω))
‖∇ω
(
Ej(ω))‖1
± ∇ω
(
Ek(ω))
‖∇ω
(
Ek(ω))‖1
∥∥∥∥∥
1
≤ e−lβ . (3.5.3)
Il existe alors c > 0 tel que
P ≤ e−cl2β (3.5.4)
Dans le cas où ∆b = ∆ il est possible de reprendre la preuve faite dans la Section 3.4,
aux modifications dues au modèles près, en utilisant les résultats de l’annexe B. La preuve
dans le cas général suit tout de même celle donnée pour le modèle continu dans la section
précédente. Nous ne prouvons ici que les parties qui nécessitent des modifications.
Nous commençons ici également par des notations, équivalentes discrètes de celles
données dans la section précédente. Sur `2 (J0, N − 1K) nous définissons le produit scalaire :
〈f, g〉a =
N−1∑
m=0
amf(m)g(m) (3.5.5)
Nous noterons ‖.‖a la norme correspondante. Nous dirons que deux vecteurs f et g sont
a-orthogonaux si 〈f, g〉a = 0. La notion de 1-orthogonalité est la notion d’orthogonalité
usuelle sur `2 (J1, l − 1K). Dans cette section également, M > 0 sera fixé de sorte à ce que
les variables aléatoires (ωi)i soient presque sûrement bornées par M .
Soit u et v deux vecteurs propres 1-normalisés de Hω(Λl) associés aux valeurs propres
Ej(ω) et Ek(ω). Ces valeurs propres sont, presque surement, simples et nous calculons,
d’après la Proposition 3.44 :
∂ωnEj(ωn) = 〈(∂ωnHω)u, u〉1 =
N−1∑
m=0
anu
2(m+Nn). (3.5.6)
L’équation (3.5.6) se réécrit donc :
∂nEj(ω) = ‖u|JNn,Nn+k−1K‖2a. (3.5.7)
La suite (an)n est périodique et ses termes sont tous strictement positifs. Il existe donc
C > 0, dépendant uniquement de la suite (an)nN, tel que
‖∇ωEj(ω)‖ ∈
[ 1
C
,C
]
.
Sur RN nous définissons le plan PnF défini par ∀m ∈ J1, N − 2K,
bm+1y(m+ 1) + bmy(m− 1) + (amωn − F )y(m) = 0. (3.5.8)
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La suite u vérifie pour tout m ∈ JNn,Nn+N − 1K l’équation suivante :
bm+1u(m+ 1) + bmu(m− 1) + (anωn − F )y(m) = (Ej(ω)− F )y(m) (3.5.9)
avec |Ej(ω) − F | ≤ e−lβ et v vérifie la même équation avec (Ek, G) au lieu de (Ej , F ).
Ainsi, il existe deux couples uniques (An, Bn) ∈ R2 et (A˜n, B˜n) ∈ R2 tels que, pour tout
m ∈ JNn,Nn+N − 1K, nous avons{
u(m) := Anen1,F (m−Nn) +Bnen2,F (m−Nn) + nu(m−Nn)
v(m) = A˜nen1,G(m−Nn) + B˜nen2,G(m−Nn) + nv (m−Nn)
, (3.5.10)
avec n• (0) = n• (1) = 0. Notons que ‖nu‖∞+‖nv‖∞ ≤ Ce−l
β pour un certain C dépendant
uniquement de ‖a‖∞, M et N . Nous avons donc ‖u|JNn,Nn+N−1K‖2a = A2n + B2n + εnu et
‖v|Jkn,kn+k−1K‖2a = A˜2n + B˜2n + εnv avec |εnu|+ |εnv | ≤ Ce−lβ . Ainsi,
N := ‖∇Ej‖1 =
l∑
n=1
(A2n +B2n) + ξu
N˜ := ‖∇Ek‖1 =
l∑
n=1
(A˜2n + B˜2n) + ξv
. (3.5.11)
Définissons maintenant :

Cn :=
An√N , C˜n :=
A˜n√
N˜
Dn :=
Bn√N , D˜n :=
B˜n√
N˜
. Nous avons alors
l∑
n=1
C2n +D2n =
l∑
n=1
C˜2n + D˜2n +O(e−l
β/2) = 1 +O(e−lβ/2). (3.5.12)
Posons U(n) =
(
Cn
Dn
)
et V (n) =
(
C˜n
D˜n
)
, définissons les suites (ru(n), θu(n)) ∈ R∗+× [0, 2pi)
telles que U(n) = ru(n)
(
sin θu(n)
cos θu(n)
)
puis définissons comme dans la section précédente
tu := sgn(tan θu) inf
(
| tan θu|, 1| tan θu|
)
et de même pour tv. Avec ces notations, l’équation
(3.5.3) se réécrit
‖ru − rv‖1 ≤ e−lβ/2. (3.5.13)
Pour n ∈ N et m ∈ J0, N − 1K prenons
Pn,F,m :=
1
bNn+m+1
(
F − amωn −bNn+m
bNn+m+1 0
)
(3.5.14)
la matrice de transfert à un pas pour (3.5.2) allant de {Nn + m,Nn + m − 1} à {Nn +
m+ 1, Nn+m}.
Comme dans la Section 3.4, dans les lignes suivantes, ε dénotera un vecteur vérifiant
‖ε‖ ≤ Ce−lβ/2, sa valeur changeant d’une ligne à l’autre. Pour tout n ∈ J1, . . . , lK, nous
avons
MFn+1U(n+ 1) = AFnNFn U(n) + ε
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où MFn :=
(
en1,F (1) en2,F (1)
en1,F (0) en2,F (0)
)
, N jn :=
(
en1,F (N − 1) en2,F (N − 1)
en1,F (N − 2) en2,F (N − 2)
)
et
AFn := Pn+1,F,0Pn,F,N−1.
Ainsi, si nous définissons T+n,F := (MFn+1)−1AFnNFn , nous avons
U(n+ 1) = T+n,F U(n) + ε et V (n+ 1) = T
+
n,G V (n) + ε.
Maintenant, comme dans la Section 3.4, nous prouvons le
Lemme 3.41. Il existe neuf fonctions analytiques réelles (fi)i∈J0,8K (dépendant unique-
ment de q et N) définies sur R3, l’une d’entre elle n’étant pas constamment nulle, telles
que, si u (respectivement v) est un vecteur propre 1-normalisé de Hω associé à Ej(ω) ∈[
F − e−lβ , F + e−lβ
]
(respectivement associé à Ek(ω) ∈ [G − e−lβ , G + e−lβ ]), si pour un
certain n0 ∈ Z ∩ (−l + 8N, l − 8N) nous avons ru(n0) ≥ e−lβ/4 et
∀m ∈ {n0 − 1, n0, n0 + 1}, |ru(m)− rv(m)| ≤ e−lβ/2
et si nous définissons les polynômes
Rω(X) :=
8∑
i=0
fi (ωn0−1, ωn0 , ωn0+1)Xi
Qω(X) :=
8∑
i=0
f8−i (ωn0−1, ωn0 , ωn0+1)Xi
de degré au plus égal à 8, alors nous avons
si ∃g ∈ {tan, cot},
{
tv(n0) = g(θv(n0))
tu(n0) = g(θu(n0))
, alors |Rω (tv (n0))| ≤ e−lβ/4,
sinon, nous avons alors |Qω (tv (n0))| ≤ e−lβ/4.
Démonstration. La preuve suit celle du Lemme 3.30 et nous utiliserons ses notations.
Comme dans la preuve du Lemme 3.30, il suffit de montrer qu’il existe (ωn−1, ωn, ωn+1)
tel que la matrice
A :=

∆1 0 ∆3 0
Π+ ∆1 Π− ∆3
∆2 Π+ ∆4 Π−
0 ∆2 0 ∆4
 (3.5.15)
où nous avons défini 
∆1 := ‖T+n,F (1, 0)‖2a − ‖T+n,G(1, 0)‖2a,
Π+ :=
〈
T+n,F (1, 0), T
+
n,F (0, 1)
〉
a
,
∆2 := ‖T+n,F (0, 1)‖2a − ‖T+n,G(1, 0)‖2q ,
∆3 := ‖T−n,F (1, 0)‖2a − ‖T−n,G(1, 0)‖2q
Π− :=
〈
T−n,F (1, 0), T
−
n,F (0, 1)
〉
a
,
∆4 := ‖T−n,F (0, 1)‖2a − ‖T−n,G(1, 0)‖2q .
est de déterminant non nul. Ceci sera prouvé sous l’hypothèse supplémentaire
ωn+1 = ωn = ωn−1, (3.5.16)
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que nous supposons donc vérifiée. Nous calculons un équivalent du déterminant quand ωn
tend vers l’infini.
Si N ≥ 3, nous avons
(
en1,F (N − 1) en2,F (N − 1)
en1,F (N − 2) en2,F (N − 2)
)
=
( 1√
aN−1 0
0 0
)
+ o(1) et(
en1,F (1) en2,F (1)
en1,F (0) en2,F (0)
)
=
(
0 0
0 1√a0
)
+ o(1). Si N = 2, nous avons
(
en1,F (N − 1) en2,F (N − 1)
en1,F (N − 2) en2,F (N − 2)
)
=
(
en1,F (1) en2,F (1)
en1,F (0) en2,F (0)
)
=
( 1√
a1
0
0 1√a0
)
.
Maintenant, ‖T+n,F (1, 0)‖a est la a-norme du vecteur y(·) vérifiant (3.5.8) et tel que(
y(1)
y(0)
)
= AFn
(
en1,F (N − 1)
en1,F (N − 2)
)
.
Dans les lignes suivantes, nous gardons la différence (ωn+1, ωn, ωn−1) dans les notations,
bien que ces variables soient égales, pour une meilleur compréhension de chacun des termes.
Quand ωn →∞, nous avons
(
y(1)
y(0)
)
= 1
bN(n+1)+1bN(n+1)

(F − aN−1ωn)(F − a0ωn+1)√
aN−1
bN(n+1)+1(F − aN−1ωn)√
aN−1
+ o(ωn).
Ainsi, pour tout m ∈ J1, N − 2K, nous avons(
y(m+ 1)
y(m)
)
=
(
√
aN−1
m+1∏
i=0
bN(n+1)+i
)−1
Y + o(ωmn )
où
Y =

(F − aN−1ωn)
m∏
i=0
(F − aiωn+1)
bN(n+1)+m+1(F − aN−1ωn)
m−1∏
i=0
(F − aiωn+1)
 .
Nous obtenons donc
∥∥∥T+n,F (1, 0)∥∥∥2a = o(ω2N−3n )
+ (F − aN−1ωn)2
N−3∏
i=0
(F − aiωn+1)2
(F − aN−2ωn+1)2 + b2N(n+2)−1
B2+∥∥∥T−n,F (0, 1)∥∥∥2a = o(ω2N−3n )
+ (F − a0ωn)2
N−1∏
i=2
(F − aiωn−1)2
(F − a1ωn+1)2 + b2N(n−1)
B2−
où B+ :=
N−1∏
i=0
bN(n+1)+i et B− :=
N−1∏
i=0
bN(n−1)+i. De la même manière, nous obtenons∥∥∥T−n,F (1, 0)∥∥∥2a = o(ω2N−1n ).
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Maintenant, définissons A :=
N−1∏
i=0
ai > 0 et A0 :=
N−1∑
i=0
∏
m6=i
am > 0. Quand ωn → ∞,
nous calculons 
∆1 =
1
B2+
AA0(F −G)ω2N−1n + o(ω2N−1n )
Π+ = O
(
ω2N−1n
)
∆2 = O
(
ω2Nn
)
∆3 = o
(
ω2N−1n
)
Π− = O
(
ω2N−1n
)
∆4 =
( A
B−
)2
ω2Nn + o(ω2N−1n )
. (3.5.17)
Maintenant, un calcul simple montre que
detA = (Π+∆3 −Π−∆1)(Π+∆4 −Π−∆2) + (∆1∆4 −∆2∆3)2 . (3.5.18)
Quand ωn →∞, nous obtenons donc
detA ∼ (∆1∆4)2 ∼ (F −G)2A20A3
( 1
B+B−
)4
ω8N−2n .
Le déterminant de A n’est donc pas constamment nul. Nous terminons la preuve du
Lemme 3.41 de la même manière que dans la preuve du Lemme 3.30, en utilisant la
Proposition D.2.
Nous continuons maintenant la preuve du Lemme 3.40. Soit T 0n,G :=
N−1∏
m=0
Pn,G,m la
matrice de transfert à N pas pour l’équation (3.5.2), allant de {Nn−1, Nn} à {Nn+N −
1, Nn+N}. La matrice T 0n,G est le produit de toute les matrices Pn,J,m dépendant de ωn.
Comme dans la Section 3.4, définissons l’opérateur
T 0n,G : T→ T
θ → Υ−1

T 0n,G
(
sin(θ)
cos(θ)
)
∥∥∥∥∥T 0n,G
(
sin(θ)
cos(θ)
)∥∥∥∥∥

où nous rappelons que T := R/piZ est muni de la distance d et l’homéomorphisme Υ :
T → S1/−1, 1 est bi-lipschitzien. La classe T 0n,G(Θ) est la direction du vecteur T 0n,GX où
X ∈ R2 peut être tout vecteur de direction Θ. Nous prouvons maintenant le
Lemme 3.42. Il existe 0 > 0 et m > 1 tels que, pour tout 0 <  < 0 et tout (Θ1,Θ2) ∈
T2, si nous notons Pˆ la probabilité que d
(T 0n,G(Θ1),Θ2) ≤ , alors nous avons
Pˆ ≤
(

0
)1/m
.
Démonstration. D’après la Proposition D.3, comme dans la preuve du Lemme 3.38, il suffit
de montrer que, pour tout θ1, le vecteur non nul Z := T 0n,G
(
sin(θ1)
cos(θ1)
)
, analytique en ωn,
n’est pas de direction constante.
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D’après (3.5.14) nous savons que
T 0n,G =
(
P1(ωn) P2(ωn)
P3(ωn) P4(ωn)
)
où les (Pi)i sont des polynômes en ωn. Quand ωn →∞, nous calculons
P1(ωn) ∼ ωNn
N−1∏
m=0
(−am)
bnN+m+1
P3(ωn) = O(ωN−1n )
(3.5.19)
D’après (3.5.14), nous avons Pn,G,1
(
0
1
)
= −bNn+1
(
1
0
)
. Nous calculons alors, de manière
similaire à (3.5.19), dans la limite ωn →∞,
P2(ωn) ∼ −ωN−1n bNn+1
N−1∏
m=1
(−am)
bnN+m+1
P4(ωn) = O(ωN−2n )
(3.5.20)
Par ailleurs, comme detPn,G,m = − bnN+m
bnN+m+1
, il existe Kn ∈ R∗ tel que, pour tout ωn,
nous avons detT 0n,G = Kn. Nous obtenons donc l’équation
P1 · P4 − P2 · P3 = Kn.
où deg(P1) = N = deg(P2) + 1 ≥ 2, deg(P3) ≤ N − 1 et deg(P4) ≤ N − 2. Ceci montre
en particulier que deg(P3) > deg(P4) et donc P3 n’est pas le polynôme nul. Ainsi, P4 ne
peut pas non plus être le polynôme nul, car nous aurions alors P2 · P3 = Kn.
Prenons maintenant θ1 ∈ T. Par définition, nous avons
Z =
(
sin(θ1)P1(ω) + cos(θ1)P2(ωn)
sin(θ1)P3(ω) + cos(θ1)P4(ωn)
)
.
D’après l’équation (3.5.19) quand θ1 6= piZ et l’équation (3.5.20) quand θ = piZ, la direction
de Z se rapproche de l’axe dirigé par (1, 0). Il suffit alors de montrer que Z n’est pas
constamment colinéaire à (1, 0) pour conclure. Comme deg(P3) > deg(P4) ≤ 0, la deuxième
composante du vecteur Z ne peut être constamment nulle pour aucune valeur de θ. Ceci
termine la preuve du Lemme 3.42.
Maintenant, le Lemme 3.40 est prouvé de la même manière que le Lemme 3.28, en
utilisant le Lemmes 3.41 et 3.42 au lieu des Lemmes 3.30 et 3.38.
3.6 Décomposition de P∆bQ+Q∆bP
Le but de cette section est de prouver un résultat utilisé dans la première section.
Soit N ≥ 3 un entier et P, Q deux sous ensembles de J1, NK formant une partition de ce
dernier. On note P (respectivement Q) le projecteur orthogonal sur `2(P) (respectivement
sur `2(Q)). Dans le lemme suivant uniquement, pour simplifier les notations, ∆Nb représente
la restriction de l’opérateur ∆b au cube J1, NK avec conditions aux bords de Dirichlet. Nous
prouvons alors le
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Lemme 3.43. Il existe (Ck)k des sous-intervalles disjoints de J1, NK, tels que, si Ck dé-
signe le projecteur orthogonal sur `2 (Ck), alors nous avons
P∆Nb Q+Q∆Nb P =
∑
k
Ck∆Nb Ck. (3.6.1)
Démonstration. Pour prouver ce lemme, il suffit de trouver ces intervalles de sorte que
les opérateurs sont égaux sur la base (δn)n où δn est le vecteur valant 1 au point n et
zéro ailleurs. Nous construisons les intervalles (Ck)k point par point selon les alternatives
disjointes suivantes. Fixons n ∈ J1, NK et supposons que n ∈ Q. Comme nous avons[
P∆Nb Q+Q∆Nb P
]
δn =
[
P∆Nb
]
δn = P (an+1δn+1 + anδn−1) ,
nous construisons les intervalles selon les alternatives suivantes, incluant le cas particulier
où n est l’un des bords de J1, NK :
– Si {n− 1, n+ 1} ⊂ Q ∪ {0, N + 1}, alors n n’appartient à aucun des (Ck)k
– Si {n − 1, n + 1} ⊂ P, alors n est à l’intérieur d’un intervalle Ck (c’est-à-dire que
n+ 1 et n− 1 seront également dans Ck)
– Si n− 1 ∈ Q ∪ {0} et n+ 1 ∈ P, alors n est l’extrémité gauche d’un intervalle Ck.
– Si n−1 ∈ P et n+ 1 ∈ Q∪{N + 1}, alors n est l’extrémité droite d’un intervalle Ck.
Si n ∈ P nous prenons les mêmes alternatives mais où P et Q sont échangés. Il est aisé de
vérifier l’égalité des opérateurs sur chacun des vecteurs de base.
3.7 Gradients et matrices Hessiennes des valeurs propres
Dans cet partie, nous calculons les dérivées premières et secondes des valeurs propres
d’opérateurs Hω(ΛL), quand elles sont simples, en fonction des variables aléatoires. Nous
référons à [RS78], et notamment à la théorie de la perturbation pour la régularité des
valeurs propres quand elles sont simples. Nous donnerons également une estimation d’une
norme de la matrice Hessienne. Nous commençons par donner un cadre général, englobant
tous les modèles considérés, afin de donner une seule preuve.
Soit N ∈ N∗ et soit (Ai)i∈J1,NK des opérateurs définis sur L2(0, N) ou `2(J1, NK), bornés
et autoadjoints . Nous supposerons qu’il existe C > 0 (indépendant de N) tel que
∀(xi)i∈J1,NK ∈ RN ,
∥∥∥∥∥
N∑
i=1
xiAi
∥∥∥∥∥
2
≤ C‖X‖∞, (3.7.1)
où ‖A‖2 désigne la norme d’opérateur subordonnée à la norme hilbertienne et ‖X‖ la
norme infinie sur RN du vecteur (xi)i∈J1,NK ∈ RN . Pour tout x := (xi)i∈N∗ ∈ RN∗ , définis-
sons l’opérateur
HL(x) = H0L +
N∑
i=1
xiAi, (3.7.2)
où H0L désigne, dans le cas continu, le laplacien sur L2(0, N) avec conditions aux bords de
Dirichlet et, dans le cas discret un opérateur de Jacobi sur `2(J1, NK) avec condition aux
bords nulles. Notons (Ei(x))i∈J1,NK ses valeurs propres, ordonnées de manière croissante,
écrites autant de fois que leurs multiplicités. Tous les opérateurs aléatoires Hω considérés
dans ce chapitre sont construits de cette manière et vérifient l’hypothèse (3.7.1). Pour le
modèle des sauts, les matrices Aj sont définis par Aj(n,m) = 1 si m = n + 1 = j + 1 et
zéro ailleurs. Pour les autres modèles (dans le cas discret les matrices Ai sont diagonales,
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dans le cas continu les opérateurs Ai sont des opérateurs de multiplication) nous avons∑N
i=1 xiAi = Vx où Vx est le potentiel quand les configurations (ωi)i sont égales aux
(xi)i. L’hypothèse (3.7.1) est donc simplement vérifiée car les potentiels Vω considérés
sont uniformément bornés.
Proposition 3.44. Soient x0 ∈ RN∗ et n ∈ J1, NK tels que En(x0) est simple. La fonction
x 7→ En(x) est localement analytique de plusieurs variables en x0 et nous calculons
∂iEn(x) = 〈Aiφn(x), φn(x)〉 (3.7.3)
où φn est un vecteur propre normalisé associé à En et localement analytique en x0.
Démonstration. Nous omettons dans cette preuve les indices n et N et ne gardons que la
dépendance en x. Par définition, nous avons
H(x)φ(x) = E(x)φ(x) (3.7.4)
Nous calculons alors
〈H(x)φ(x), ∂iφ(x)〉 = E(x)〈φ(x), ∂iφ(x)〉 = 0
car φ est de norme égale à un. Dérivons maintenant l’équation (3.7.4) par rapport à xi.
Nous obtenons alors
[∂iH(x)]φ(x) +H(x)∂iφ(x) = ∂iE(x)φ(x) + E(x)∂iφ(x). (3.7.5)
Nous prenons maintenant le produit scalaire de cet équation par φ(x), exploitons le fait
que H(x) est auto-adjoint et que φ(x) est de norme un pour obtenir :
∂iE(x) = 〈[∂iH(x)]φ(x), φ(x)〉. (3.7.6)
Nous terminons la preuve de la Proposition 3.44 en constatant que, par définition, ∂iH =
Ai.
Nous calculons maintenant la matrice Hessienne de En(x) au voisinage de x0 où cette
valeur propre est simple.
Proposition 3.45. Soient x0 ∈ RN∗ et i ∈ J1, NK tels que En,L(x0) est simple. La fonction
x 7→ En(x) est localement analytique de plusieurs variables en x0 et nous calculons
∂ijEn(x) = −2〈ψn,i(x), [H(x)− En(x)]−1 ψn,j(x)〉 (3.7.7)
avec ψn,k(x) := Π(x)Ajφn(x) où φn est un vecteur propre normalisé, associé à En(x),
localement analytique en x0 et Π(x) est le projecteur orthogonal sur φn(x)⊥.
Démonstration. Dans cette preuve également, nous omettrons la dépendance en n et N .
D’après la Proposition 3.44, nous avons
∂iE(x) = 〈Aiφ(x), φ(x)〉
Ainsi, en utilisant le fait que Ai est auto-adjoint, nous obtenons
∂ijE(x) = 2〈Aiφ(x), (∂jφ)(x)〉
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Par ailleurs, l’équation 3.7.5 nous montre que
[H(x)− E(x)] ∂jφ(x) = [∂jE(x)−Aj ]φ(x).
Or, comme E(x) est simple, H(x) − E(x) est un isomorphisme de φ(x)⊥. Ainsi, comme
∂jφ(x) ∈ φ(x)⊥, c’est aussi le cas de ψj(x) := [Aj − ∂jE(x)]φ(x) et
∂jφ(x) = − [H(x)− E(x)]−1 ψj(x). (3.7.8)
Nous calculons maintenant :
ψj(x) = [Aj − ∂jE(x)]φ(x) = Ajφ(x)− 〈Ajφ(x), φ(x)〉φ = Π(x)Ajφ(x)
où Π(x) est le projecteur orthogonal sur φ(x)⊥. Par ailleurs, par orthogonalité, nous savons
que
〈Aiφ(x), ∂jφ(x)〉 = 〈[Ai − ∂iE(x)]φ(x), ∂jφ(x)〉 = 〈ψi(x), ∂jφ(x)〉.
Ceci termine la preuve de la Proposition 3.45.
Proposition 3.46. Soit Hess(x) la matrice Hessienne de En(·), définie dans un voisinage
de x0 tel que En(x0) est simple. Il existe C > 0 (indépendant de N) tel que
‖Hess(x)‖`∞→`1 ≤
C
dist {En(x), sp(H(x))− En(x)} (3.7.9)
Démonstration. Soit Y ∈ RN un vecteur tel que ‖Y ‖∞ = 1 et tel que
‖Hess(x)‖`∞→`1 = ‖Hess(x)Y ‖1. Nous savons qu’il existe Z ∈ RN tel que ‖Z‖∞ = 1 et
tel que ‖Hess(x)Y ‖1 = 〈Z,Hess(x)Y 〉.
Notons Y = (Y1, . . . , YN ) et Z = (Z1, . . . , ZN ). Prenons maintenant i ∈ J1, NK, nous
calculons alors le i-ème coefficient du vecteur Hess(x)Y :
(Hess(x)Y )i =
N∑
j=1
∂ijE(x)Yj = −2〈ψi(x), [H(x)− E(x)]−1 ΨY (x)
où ΨY (x) := ∑Nj=1 Yjψj(x). Nous obtenons donc
〈Z,Hess(x)Y 〉 = −2〈ΨZ(x), [H(x)− E(x)]−1 ΨY (x) ≤ ‖Ψ
Z‖2‖ΨY ‖2
dist {En(x), sp(H(x))− En(x)} .
(3.7.10)
Il reste donc à évaluer la norme ‖ΨY ‖2 (et donc celle de ΨZ). Nous savons que
ΨY (x) = Π(x)
 N∑
j=1
yjAj
φ(x).
Notons BY := ∑Nj=1 yjAj . Ainsi, comme φ(x) est normalisé, d’après l’hypothèse (3.7.1),
‖ΨY ‖2 ≤ ‖BY φ(x)‖2 ≤ ‖BY ‖2 ≤ C.
Ceci termine la preuve de la Proposition 3.46.
Chapitre 4
Statistiques spectrales
Dans ce chapitrons nous énonçons des résultats sur les statistiques spectrales des opéra-
teurs de Schrödinger aléatoires. Les preuves utilisent les résultats des chapitres précédents
et suit la stratégie mise en place dans [GK10a]. Ceux-ci sont valables pour tous les modèles
d’opérateurs de Schrödinger aléatoires pourvu qu’il satisfassent les hypothèses que nous
rappelons maintenant.
Les opérateurs considérés dans ce chapitre sont soit le modèle des sauts, soit des
opérateurs NZ-ergodiques, discrets ou continus, du type Hω(Λ) = H0 + Vω, où H0 est un
opérateur de Jacobi symétrique avec coefficients périodiques, vérifiant (IAD) et, pour un
même intervalle I, (Loc) et les estimations de Wegner suivantes.
(W) : Il existe C > 0, m ≥ 1, tel que pour J ⊂ I et Λ ⊂ N
P
[
tr (1J(Hω(Λ))) ≥ 1
]
≤ C|J ||Λ|m. (4.0.1)
Nous avons alors les estimations de Minami suivantes, découlant immédiatement du
Théorème 2.1.
Théorème 4.1 (M). Prenons un intervalle compact J de I. Pour tous κ > 1, p > 0 et
ρ ∈ (0, 1), il existe Lκ,p,ρ > 0 tel que pour E ∈ J , L ≥ Lκ,p,ρ et  ∈ (0, L−κ), nous avons∑
k≥2
P(tr[1[E−,E+](Hω(ΛL))] ≥ k) ≤ C
[
(L)1+ρ + L−p
]
(4.0.2)
Comme expliqué dans le second chapitre, ces estimations de Minami sont plus faibles
que celle utilisées dans [GK10a] mais seront suffisantes, comme les preuves le montreront.
Remarquons que pour  = L−κ avec κ > 1, le terme à droite dans (4.0.2) peut être majoré
par C(L)1+ρ en prenant p assez grand et si pour tout p > 0  = O(L−p), alors le terme à
droite est aussi O(L−p) pour tout p > 0.
Les estimations de Wegner (W) nous permettront donc d’utiliser les caractérisations
(Loc)(I) et (Loc)(II). Les estimations de décorrélation des valeurs propres éloignées, prou-
vées dans le troisième chapitre, ne sont pas nécessaires à l’essentiel des résultats prouvés
dans [GK10a]. Elles ne seront utilisées que dans la preuve du Théorème 4.9.
La différence entre l’hypothèse (W) dans ce document et l’hypothèse (W) dans l’article
[GK10a] est l’exposant m dans (W). Les résultats prouvés dans [GK10a] l’ont été avec
des estimations de Wegner linéaires en volume, c’est-à-dire quand m = 1. L’étude des
statistiques spectrales dans le régime localisé se base sur le lemme suivant, qui correspond
au [GK10a, Lemme 3.1], a une preuve analogue au Lemme 2.23 et est utilisé pour décrire
les valeurs propres de Hω(Λ) en termes des valeurs propres de Hω restreint à des cubes plus
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petits. Nous utilisons (Loc)(I) si ces cubes sont polynomialement grands en |Λ| et (Loc)(II)
si ils sont logarithmiquement grands en |Λ|, de sorte que la probabilité du complémentaire
de l’ensemble des configurations donné dans l’hypothèse est polynomialement petite en
|Λ|.
Lemme 4.2. Supposons (IAD), (W), (M) et (Loc). Soient `′ et ` tels que (RLog|ΛL|)1/ξ ≤
`′  `  L pour R suffisamment grand, et, pour un certain γ ∈ ΛL, considérons le cube
Λ`(γ) tel que Λ`−`′(γ) ⊂ ΛL. Soit WΛL l’ensemble UΛL ou VΛL, selon que nous avons
(Loc)(I) ou (Loc)(II). Pour L suffisamment grand nous avons
1. Pour tout ω ∈ WΛL, si E(ω) est une valeur propre de Hω(ΛL) avec centre de lo-
calisation dans Λ`−`′(γ), alors Hω(ΛL ∩ Λ`(γ)) a une valeur propre dans [E(ω) −
e−(`′)ξ/2, E(ω) + e−(`′)ξ/2] ; de plus, si ω ∈ WΛ`(γ), la fonction propre correspondante
est localisée au sens de (1.2.6).
2. Supposons de plus que Λ`(γ) ⊂ ΛL. Alors, réciproquement, pour tout ω ∈ WΛ`(γ), si
E′(ω) est une valeur propre de Hω(Λ`(γ)) avec centre de localisation dans Λ`−`′(γ),
alors Hω(ΛL) a une valeur propre dans [E′(ω)− e−(`′)ξ/2, E′(ω) + e−(`′)ξ/2] ; de plus,
si ω ∈ WΛL, la fonction propre correspondante est localisée au sens de (1.2.6).
Prenons maintenant ρ˜ ∈
[
0, ρ1 + ρ
[
où ρ est défini dans (M) et prenons E0 ∈ I tel que
∀a > b, ∃C > 0,∃0,∀0 <  < 0, |N(E0 + a)−N(E0 − b)| ≥ C1+ρ˜. (4.0.3)
Définissons également
αρ,ρ′ := (1 + ρ˜)
( 1 + ρ
1 + 2ρ
)
< 1. (4.0.4)
Nous utiliserons le théorème de décomposition suivant. Ce théorème nous permet de
contrôler toutes les valeurs propres de Hω(Λ) dans des intervalles d’énergie de taille 1|Λ|α ,
pour α ∈ (αρ,ρ′ , 1).
4.1 Théorème de décomposition
Le théorème suivant correspond au [GK10a, Theorem 1.1]. Celui-ci traduit mathémati-
quement ce que nous disions en introduction : la localisation permet de réduire l’étude du
spectre de l’opérateur Hω(ΛL) à l’étude des spectres d’opérateurs Hω(Λ`(γ)) avec ` L,
où les cubes Λ`(γ) sont suffisamment éloignés, de sorte que ces opérateurs sont des copies
indépendantes d’un même opérateur Hω (Λ`(γ0)).
Théorème 4.3. Supposons que E0 vérifie (4.0.3) et prenons α ∈ (αρ,ρ′ , 1) Soit IΛ un
intervalle centré en E0 tel que N(IΛ)  |ΛL|−α. Il existe β > 0 et β′ ∈ (0, β) petit tels que
1 + βρ < α1 + ρ1 + ρ˜ et, pour `  L
β et `′  Lβ′, il existe une décomposition Λ = ΛL en cubes
disjoints de la forme Λ`(γj) := γj + [0, l] satisfaisant :
1. ∪jΛ`(γj) ⊂ Λ,
2. si j 6= k, dist(Λ`(γj),Λ`(γk)) ≥ `′
3. dist(Λ`(γj), ∂Λ) ≥ `′
4. |Λ\ ∪j Λ`(γj)| . |Λ|`′/`,
et telle que, pour L suffisamment grand, il existe un ensemble de configurations ZΛ tel que
1. P(ZΛ) ≥ 1− |Λ|−(α−αρ,ρ˜)
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2. pour ω ∈ ZΛ, chaque centre de localisation associé à Hω(Λ) appartient à un cube
Λ`(γj) et chaque cube Λ`(γj) satisfait
(a) le Hamiltonien Hω(Λ`(γj)) a au plus une valeur propre dans IΛ,
par exemple Ej(ω,Λ(γj)) ;
(b) Λ`(γj) contient au plus un centre de localisation, qu’on appelle xkj (ω,Λ), d’une
valeur propre de Hω(Λ) dans IΛ, qu’on appele Ekj (ω,Λ) ;
(c) Λ`(γj) contient un centre de localisation xkj (ω,Λ) si et seulement si
σ(Hω(Λ`(γj)) ∩ IΛ 6= ∅ ; quel cas nous avons
|Ekj (ω,Λ)− Ej(ω,Λ`(γj))| ≤ e−(`
′)ξ et dist(xkj (ω,Λ),Λ\Λ`(γj)) ≥ `′. (4.1.1)
En particulier si ω ∈ ZΛ, toutes les valeurs propres de Hω(Λ) sont décrites par (4.1.1).
Démonstration. Nous suivons la preuve du [GK10a, Theorem 1.1], en prenant en compte
les estimations de Wegner avec un exposant sur le volume et les estimations de Minami
plus faibles. Prenons β′ = 0+ et β > β′ que l’on choisira ultérieurement, définissons
`′ = Lβ′ et ` de sorte que (`+ `′)k+ `′ = L, où k = bL1−βc. Prenons maintenant des cubes
de taille ` dans ΛL satisfaisant les conditions du Theorem 4.3. Nous utiliserons (Loc)(I)
dans cette preuve. La probabilité qu’un des cubes Λ`(γj) ne satisfait pas (Loc)(I) est plus
petite que |ΛL|1−β−pβ. La probabilité que ΛL ne satisfait pas (Loc)(I) est au plus égale à
|ΛL|−p. Ainsi, pour p suffisamment grand, à l’exception d’un ensemble de configurations
de probabilité négligeable devant |ΛL|−(α−αρ,ρ˜), tous ces cubes satisfont (Loc)(I), ce qui
sera supposé par la suite.
Soit S`,L l’ensemble des cubes Λ`−`′(γj) ⊂ ΛL contenant deux centres de localisa-
tion Hω(ΛL). L’ensemble S`,L est de cardinal au plus égal à |ΛL|1−β. Par ailleurs, le
Lemme 4.2 nous dit que si Λ`−`′(γj) est un cube de S`,L alors l’opérateur Hω(Λ`(γj))
possède deux valeurs propres à une distance au plus égale à e−(l′)ξ de celles de Hω(Λ)
associées aux centres de localisation dans Λ`−`′(γj). D’après l’équation 4.0.3, nous avons
|IΛ| ≤ N(IΛ)
1
1+ρ˜  |Λ|− α1+ρ˜ . Il suit donc du Théorème 4.1 (en prenant p assez grand)
l’estimation
P(]S`,L ≥ 1) . |Λ|1−β(|Λ|β|Λ|−
α
1+ρ˜ )1+ρ . |Λ|1+βρ−α γ
−1
1+ρ˜ (4.1.2)
où γ := 11 + ρ ∈ (0, 1).
Définissons Υ = ΛL\ ∪j Λ`−`′(γj) et considérons une partition Υ = ∪Mk=1Λ`′(xk) en cube
de taille `′, avec M  L`−1. Nous pouvons élargir chaque cube de 110`′ à l’exception des
côtés qui coïncident avec la frontière de ΛL, de sorte que si un centre de localisation se
trouve dans Υ nous pouvons appliquer le Lemma 4.2. Ainsi, d’après (W) :
P(Hω(ΛL) a un centre de localisation dans Υ)
.
M∑
k
P(Hω(ΛL) a un centre de localisation dans Λ`′(xk))
.M |Λ 11
10 `
′ |m|IΛ| . L`′m`−1N(IΛ)
1
1+ρ˜ . |ΛL|1−β+mβ
′− α1+ρ˜ .
Prenons maintenant
α > (1 + ρ˜) max
(
(1 + βρ)γ, 1− β +mβ′)) . (4.1.3)
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Si nous optimisons en β nous obtenons :
β = 1− γ + β
′m
ργ + 1 et α > (1 + ρ˜)
(
1− 1− γ − ργmβ
′
ργ + 1
)
(4.1.4)
Ainsi, choisir αρ,ρ˜ := (1+ ρ˜)
(
1− 1− γ
ργ + 1
)
= (1+ ρ˜)
( 1 + ρ
1 + 2ρ
)
< 1 donne le résultat voulu.
Ceci achève la preuve du Théorème 4.3.
4.2 La distribution locale des valeurs propres
Comme dans [GK10a, Section 2], nous calculons la distribution des valeurs propres dé-
pliées, c’est-à-dire les nombres
(
|ΛL|N
(
Ej(ω)
))
j
. L’inégalité (W) n’est pas nécessairement
linéaire en la longueur du cube. Cela n’implique donc pas que la DEI est Lipschitzienne,
contrairement au cas linéaire, ni même höldérienne. Nous faisons donc une hypothèse de
régularité sur la DEI. Définissons Rη(`) := sup
|I|≤e−`η
N(I). Comme nous sommes en dimen-
sion un, nous pouvons prouver l’hypothèse de régularité suivante en utilisant les techniques
introduites dans [BL85] :
(R) : ∀η ∈ (0, 1), lim
L→∞
LRη(`′) = 0, (4.2.1)
où `′ est défini dans Théorème 4.3. Ainsi, comme `′ = Lβ′ , (R) est vérifiée pourvu que
la DEI est Log-höldérienne avec un exposant suffisamment grand ou höldérienne. L’hypo-
thèse (R) signifie que la DEI d’un intervalle de taille exponentiellement petite doit être
négligeable devant les quantités polynomialement petites.
Nous prouvons dans l’annexe C que (R) est vérifiée pour le modèle suivant :
Théorème 4.4. Soient (ωn)n∈N des variables aléatoires i.i.d avec densité dont le support
est égal à [0, 1]. Définissons sur `2(Z) l’opérateur aléatoire Hω := −∆ + Vω où Vω(2i) =
−Vω(2i+ 1) = ωi. La DEI est bien définie et est höldérienne sur [−3, 3].
Pour ce modèle, si la densité est suffisamment régulière, les estimations de Wegner
sont prouvées dans le bas du spectre presque sur, ces estimations étant polynomiales en
volume ([Klo95]).
Pour calculer la distribution des valeurs propres dépliées nous utiliserons le lemme
suivant :
Lemme 4.5. Supposons que (W) et (Loc) soient vérifiées dans un compact I. Pour tous
ν ∈ (0, 1) et R(logL)1/ξ  `′  `  L, définissons N(J, `, `′) comme étant le nombre de
valeurs propres de Hω(Λ`) dans J avec centre de localisation dans Λ`−`′. Il existe alors
C > 0 et 1 > ξ′′ > ν tels que, pour J ⊂ I un intervalle satisfaisant |J | ≥ e−(`′)ν , nous
avons ∣∣E(N(J, `, `′))−N(J)|Λl|∣∣ ≤ C|J |(`′)m + CRξ′′(`′)`. (4.2.2)
Démonstration. Soit UΛ` l’ensemble des configurations donné par (Loc)(I) pour certains
p ∈ N∗ et ξ ∈ (ν, 1), de sorte que P
(
UcΛ`
)
≤ L−p. D’après le Lemme 4.2 puis (W), nous
avons ∣∣∣E(N(J, `, `′)− tr[1J(Hω(Λ`))])∣∣∣ ≤ P (Yc`,`′) . |J |(`′)m. (4.2.3)
Prenons une fonction infiniment dérivable χr telle que 0 ≤ χr ≤ 1, χr = 1 sur J et
χr = 0 en dehors de J + [−r, r] avec r := e−(`′)ξ
′′
et ξ′′ que nous choisirons ultérieurement.
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Définissons alors Y`,`′ le sous-ensemble de UΛ` où Hω(Λ`) a tous ses centres de localisation
dans Λ`−`′ . Maintenant, définissons K := (J + [−r, r]) \ J . Nous avons alors |K| = 2r et
0 ≤ r(x)− 1J(x) ≤ 1K(x).
Ainsi, en utilisant (W), nous obtenons∣∣∣E[tr[1J(Hω(Λ`))− χr(Hω(Λ`))]]∣∣∣ . r|Λ`|m. (4.2.4)
Par ailleurs, Hω étant NZ-ergodique, nous avons
E (tr [δ01J(Hω)]) = N ·N(J)
où nous avons défini δ0 := 1]0,N [ dans le cas continu (dans le cas discret nous prenons
δ0 := 1{0,...,N−1} ). Ainsi, par covariance de Hω, pour tout ` ∈ NN, nous avons
E
[
tr[1Λ`1J(Hω)]
]
= |Λ`| |N(J)|.
Ainsi, pour ` > 1 nous avons
E
[
tr[1Λ`1J(Hω)]
]
= |Λ`| |N(J)|+O (N(J)) .
De la même manière, par définition de K et de Rξ′′(`′) nous obtenons∣∣∣E[tr[1Λ`1J(Hω)− 1Λ`χr(Hω)]]∣∣∣ ≤ Rξ′′(`′)|Λ`|+ Cr + CRξ′′(`′). (4.2.5)
Étudions maintenant 1Λ`(Hω(Λ`) − z)−11Λ` − 1Λ`(Hω − z)−11Λ` . Quand ω ∈ Y`,`′ ,
tous les centres de localisation de Hω(Λ`) sont dans Λ`−`′ et nous avons, en utilisant la
décroissance exponentielle des résolvantes et les calculs faits dans [GK13, (8.10)] (dans le
cas discret les calculs sont similaires)
∣∣∣tr [1Λ` (Hω − z)−1 1Λ` − 1Λ` (Hω(Λ`)− z)−1 1Λ`]∣∣∣ ≤ |Λ`|e−(`′)ξ|Imz|2 . (4.2.6)
Maintenant, d’après la formule de Helffer-Sjöstrand (voir par exemple[HS00, Appendix
B]), représentant χr(Hω(Λ`)) et χr(Hω) en utilisant leurs résolvantes, il existe C > 0 tel
que ∣∣∣E[1Y`,`′ tr[χr(Hω(Λ`))− 1Λ`χr(Hω)]]∣∣∣ ≤ |Λ`|r−Ce−(`′)ξ . |Λ`|e−(l′)ξ (4.2.7)
si nous choisissons ξ′′ ∈ (ν, ξ). Nous combinons maintenant les équations 4.2.3, 4.2.4,
4.2.5, 4.2.7 et remarquons que les deux termes d’erreur les plus grands sont Rξ′′(`′)|Λ`| et
|J |(`′)m. Ceci termine la preuve du Lemme 4.5.
Sur UΛ` , définissons la variable aléatoire de Bernoulli X = X(J, `, `′) telle que X = 1
si et seulement si Hω(Λ`) a une seule valeur propre dans J avec centre de localisation dans
Λ`−`′ . Quand X = 1, notons Ej cette valeur propre. Comme dans [GK10a, Lemma 2.1],
le Théorème 4.1 permet d’obtenir le résultat suivant :
Théorème 4.6. Supposons que (W) et (Loc) soient vérifiées dans un compact I. Pour
tous ν ∈ (0, 1), p > 0 et R(logL)1/ξ  `′  ` L avec R suffisamment grand, pour tout
intervalle J ⊂ I tel que |J | ≥ e−(`′)ν , nous avons
|P(X = 1)−N(J)`| . (|J |`)1+ρ + L−p + |J |(`′)m +Rη(`′)` (4.2.8)
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Démonstration. D’après le Lemme 4.5, pour prouver ce théorème, il suffit de prouver
l’inégalité ∣∣P(X = 1)− E(N(J, `, `′))∣∣ . (|J |l)1+ρ + L−p.
Pour cela, il suffit de remarquer que P(X = 1) = P(N(J, `, `′) = 1). Ainsi, nous calculons
E(N(J, `, `′))− P(X = 1) =
∞∑
k=2
P(N(J, `, `′) ≥ k) (4.2.9)
Nous appliquons maintenant le Théorème 4.1. Ceci termine la preuve du Théorème 4.6.
Nous utiliserons ces résultats sous les hypothèses N(J)  |ΛL|−α, |J | ≤ N(J)1/1+ρ˜ et
(R), avec ` = Lβ et `′ = Lβ′ donnés par le Théorème 4.3. Dans ce cas, les termes à droite
dans l’équation (4.2.8) sont des termes d’erreur et les plus grands termes d’erreur sont les
termes (|J |`)1+ρ et |J |(`′)m. En effet, nous avons alors(
N(J)
1
1+ρ˜ `
)1+ρ  N(J)`⇔ N(J) 1+ρ1+ρ˜ `ρ  N(J)⇔ α1 + ρ1 + ρ˜ − βρ > α
N(J)
1
1+ρ˜ (`′)m  N(J)`⇔ α1 + ρ˜ −mβ
′ > α− β ⇔ α > (1 + ρ˜)(α+mβ′ − β)
Ces deux dernières conditions sont vérifiées d’après l’équation (4.1.3) et le fait que α ∈
(0, 1).
4.3 Statistiques spectrales
Dans cette section nous énonçons quelques résultats sur les statistiques spectrales
d’opérateurs de Schrödinger aléatoires. Nous donnons ici deux résultats typiques : l’étude
des statistiques locales des niveaux d’énergies, qui utilise (W),(M) et (Loc), et l’indépen-
dance asymptotique des statistiques locales de niveaux à différentes énergies, qui utilise
en plus les estimations de décorrélation prouvées dans le troisième chapitre. Les preuves
reposent pour l’essentiel sur les Théorèmes 4.3 et 4.5 ainsi que (W) et (M), c’est pourquoi
nous supposons que la DEI vérifie l’hypothèse (R).
Les résultats et leurs preuves sont tirés de [GK10a] ; nous y apportons néanmoins
quelques modifications pour tenir compte des estimations de Wegner et de Minami que
nous utilisons. Nous noterons dans la suite de cette section
E1(ω,Λ) ≤ . . . Ej(ω,Λ) . . .
les valeurs propres de Hω(Λ), répétées autant de fois que leurs multiplicités.
Statistiques locales des niveaux d’énergies dépliés
Par définition de αρ,ρ˜ ∈ (0, 1), nous avons
αρ,ρ˜
1 + ρ
1 + ρ˜ − 1−
dρ2
2ρ+ 1 = 0.
Il existe donc α˜ρ,ρ˜ > αρ,ρ˜ tel que, pour tout α ∈ (α˜ρ,ρ˜, 1), nous avons
α
1 + ρ
1 + ρ˜ − 1−
dρ2
2ρ+ 1 > 1− α. (4.3.1)
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Les statistiques locales des niveaux d’énergie dépliées proches de E0 sont le processus
ponctuel défini par
Ξ(ξ;E0, ω,Λ) =
∑
j≥1
δξj(E0,ω,Λ)(ξ) (4.3.2)
où
ξj(E0, ω,Λ) = |Λ|(N(Ej(ω,Λ)−N(E0)) (4.3.3)
Ces statistiques sont décrites par le théorème suivant qui correspond au [GK10a, Theo-
rem 1.10].
Théorème 4.7. Prenons ρ˜ ∈
[
0, ρ1 + ρ
[
où ρ est défini dans (M). Prenons E0 ∈ I tel que
∀δ ∈ (0, 1),∃C(δ) > 0, ∃0,∀0 <  < 0,∀a ∈ [−1, 1],
|N(E0 + (a+ δ))−N(E0 + a)| ≥ C(δ)1+ρ˜. (4.3.4)
Soit α ∈ (α˜ρ,ρ˜, 1). Il existe alors δ > 0 tel que, pour toute suite d’intervalles I1 =
IΛ1 , . . . , Ip = IΛp dans |Λ|1−α.[−1, 1], où p peut dépendre de Λ, satisfaisant
inf
j 6=k
dist(Ij , Ik) ≥ e−|Λ|δ , (4.3.5)
nous avons, pour toute suite d’entiers naturels k1 = kΛ1 , . . . , k1 = kΛp
lim
|Λ|→∞
∣∣∣∣∣∣∣∣∣P

ω;
]{j; ξj(ω,Λ) ∈ I1} = k1
...
...
]{j; ξj(ω,Λ) ∈ Ip} = kp

− |I1|k1k1! . . . |Ip|
kp
kp!
∣∣∣∣∣∣∣∣∣ = 0 (4.3.6)
En particulier, Ξ(ξ;E0, ω,Λ) converge faiblement vers un processus de Poisson d’intensité
la mesure de Lebesgue.
Démonstration. Rappelons que Λ = ΛL. Nous allons diviser la preuve en deux parties.
Tout d’abord, nous montrerons le théorème dans les cas dégénérés, c’est-à-dire quand la
taille d’un intervalle tend vers zéro, ou quand le nombre d’intervalles, la somme des tailles
des intervalles ou la somme de (ki)i, tend vers l’infini. Dans ces trois cas, nous montrerons
que les deux termes dans l’équation 4.3.6 tendent séparément vers zéro. Nous prouverons
ensuite le théorème dans le cas restant. D’après les hypothèses du Théorème 4.7, nous
pouvons appliquer le Théorème 4.3 à l’intervalle IΛ = N−1(N(E0) + |Λ|−α[−1, 1]), avec
β et β′ reliés par l’équation (4.1.4), de sorte que les exposants donnés par les estimations
de Wegner et de Minami dans la preuve du Théorème 4.3 sont égaux. Soit ZΛ l’ensemble
des configurations donné par le Théorème 4.3 pour cet intervalle et définissons N˜ comme
étant le nombre de cubes construits par ce théorème. Nous noterons (Λ`(γj))1≤j≤N˜ ces
cubes. Ainsi, nous avons N˜ = |Λ|1−β(1−O(|Λ|−(1−β)/d)).
Considérons l’évènement
ΩΛI1,k1;I2,k2;···;Ip,kp :=
p⋂
l=1
{ω; #{j; ξj(ω,Λ) ∈ Il} = kl} .
Prenons δ < p := β′ξ où β′ nous est donné par le Théorème 4.3 et δ par l’équation (4.3.5).
Comme la probabilité de ZΛ tend vers 1 quand |Λ| tend vers l’infini, pour prouver le
Théorème 4.7, il suffit de prouver la convergence suivante
P
(
ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ
)
− e−|I1| |I1|
k1
k1!
· · · e−|Ip| |Ip|
kp
kp!
→|Λ|→+∞ 0. (4.3.7)
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Rappelons que N est continue et croissante. Ainsi, l’image réciproque d’un intervalle est
un intervalle. Pour tout cube Λ et tout intervalle I, définissons les variables aléatoires de
Bernoulli XΛ`,I par l’équation
XΛ`,I = 1Hω(Λ`) a une valeur propre dans N−1[N(E0)+|Λ|−1I] avec centre de localisation dans Λ`−`′ .
Nous rappelons que les longueurs ` et `′ sont prises comme dans le Theorem 4.3, c’est-à-
dire `  Lβ et `′  Lβ′ . Nous pouvons réécrire ces variables aléatoires en fonction de celles
définies dans la section 4.2. Ainsi, XΛ`,I = X(Λ`, N−1[N(E0) + |Λ|−1I], `′).
Commençons par éliminer un des cas dégénérés : quand la longueur d’un des intervalles
(Ij)j tend vers zéro. Supposons donc que, pour un certain ε petit, |I1| ≤ ε . Suppo-
sons d’abord que k1 6= 0. Nous savons que pour L assez grand, l’intervalle N(E0) +
|Λ|−1
(
I1 + e−L
η [−1, 1]
)
est de taille inférieure à 2 |Λ| . Ainsi, nous avons
∣∣∣N−1 [N(E0) + |Λ|−1 (I1 + e−Lη [−1, 1])]∣∣∣ . ( |Λ|
) 1
1+ρ˜
. (4.3.8)
D’après la décomposition donnée par le Théorème 4.3, pour un certain η > 0, pour
L suffisamment grand, en utilisant le Lemme 4.6 avec p assez grand et l’hypothèse (R),
nous obtenons
P
(
ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ
)
≤ P
(
ΩΛI1,k1 ∩ ZΛ
)
. N˜ P
(
XΛ`(γ),I1+e−Lη [−1,1] = 1
)
. N˜ ·N
(
N−1
[
N(E0) + |Λ|−1
(
I1 + e−L
η [−1, 1]
)])
|Λ`|
+ N˜
(
|Λ`|
(

|Λ|
) 1
1+ρ˜
)1+ρ
+ N˜
(

|Λ|
) 1
1+ρ˜
(`′)m
. ε+ |Λ|1−β|Λ|β(1+ρ)
(

|Λ|
) 1+ρ
1+ρ˜
+ |Λ|1−β
(

|Λ|
) 1
1+ρ˜ |Λ|mβ′
. ε+ ε
1+ρ
1+ρ˜ |Λ|1+βρ− 1+ρ1+ρ˜ + ε 11+ρ˜ |Λ|1−β+mβ′− 11+ρ˜
. ε.
d’après (4.1.3), la troisième inégalité étant en utilisant l’hypothèse (4.0.3).
Par ailleurs, quand k1 6= 0, nous avons e−|I1| |I1|
k1
k1! . ε. De plus, nous avons toujours
e−|I| |I|
k
k! ≤ 1. Ainsi, e−|I1|
|I1|k1
k1!
· · · e−|Ip| |Ip|
kp
kp!
. ε. Si k1 = 0, les calculs précédents
montrent que
0 ≤ P(ΩΛI2,k2;···;Ip,kp ∩ ZΛ)− P(ΩΛI1,0;I2,k2;···;Ip,kp ∩ ZΛ) . ε
et
0 ≤ e−|I2| |I1|
k2
k2!
· · · e−|Ip| |Ip|
kp
kp!
− e−|I1|e−|I2| |I1|
k2
k2!
· · · e−|Ip| |Ip|
kp
kp!
. 1− e−|I1| . ε.
Il reste ensuite à estimer la différence P
(
ΩΛI2,k2;···;Ip,kp
)
− e−|I2| |I2|
k2
k2!
· · · e−|Ip| |Ip|
kp
kp!
.
Ainsi, nous nous ramenons au cas où les intervalles (Ij)j sont tous de longueur au moins
égale à ε, ce qui sera supposé dans la suite de la preuve. Définissons maintenant I+j = Ij ∪
[−e−Lη , e−Lη ] et I−j = Ij ∩ (cIj + [−e−L
η
, e−Lη ]). Par définition, nous avons I−j ⊂ Ij ⊂ I+j .
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De plus, d’après (4.3.5), pour L suffisamment grand, nous avons I+j ∩ I+k = I−j ∩ I−k = ∅
pour j < k et nous avons |I+j | = |Ij |(1+O(e−L
η)) et |I−j | = |Ij |(1+O(e−L
η)). Par ailleurs,
pour L assez grand, pour j ∈ J1, pK, nous avons |I+j | ≥ |I−j | ≥ ε/2 .
D’après l’équation (4.1.1) donnée dans le Théorème 4.3, nous savons que
p⋂
l=1
{
ω; #{j; XΛ`(γj),I−l = 1} = kl
}⋂
ZΛ ⊂ ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ,
ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ ⊂
p⋂
l=1
{
ω; #{j; XΛ`(γj),I+l = 1} = kl
}⋂
ZΛ.
(4.3.9)
Commençons par majorer P(ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ) et par montrer que nous pouvons
supposer que p est fini (dépendant de ε). Par définition de ZΛ (voir le Théorème 4.3), nous
savons que si l 6= l′ alors P({XΛ`(γj),I+l = 1, XΛ`(γj),I+l′ = 1} ∩ ZΛ) = 0. Nous calculons
donc
P(ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ) ≤ P
( p⋂
l=1
{
ω; #{j; XΛ`(γj),I+l = 1} = kl
}
∩ ZΛ
)
≤
∑
Kl⊂{1,··· ,N˜}
#Kl=kl, 1≤l≤p
Kl∩Kl′=∅ si l 6=l′
P
 p⋂
l=1
ω; ∀j ∈ Kl, XΛ`(γj),I+l = 1,∀j 6∈ Kl, XΛ`(γj),I+l = 0
 ∩ ZΛ

Comme pour l 6= l′ nous avons Kl∩Kl′ = ∅, les vecteurs aléatoires ((XΛ`(γj),I+l )j∈Kl)1≤l≤p
sont indépendants. En effet, les cubes (Λ`(γj))j sont à une distance au moins égale à R les
uns des autres (voir (IAD)), les évènements
({
ω; #{j; XΛ`(γj),I−l = 1} = kl
})
1≤l≤p
sont
donc indépendants. Nous obtenons donc les inégalités suivantes :
P(ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ) ≤
∑
Kl⊂J1,N˜K
#Kl=kl, 1≤l≤p
Kl∩Kl′=∅ si l 6=l′
p∏
l=1
P
({
ω; ∀j ∈ Kl, XΛ`(γj),I+l = 1
})
× P
({
ω; ∀j 6∈
p⋃
l=1
Kl,
p∑
l=1
XΛ`(γj),I+l
= 0
})
≤
∑
Kl⊂J1,N˜K
#Kl=kl, 1≤l≤p
p∏
l=1
P
({
ω; ∀j ∈ Kl, XΛ`(γj),I+l = 1
})
× P
({
ω; ∀j 6∈
p⋃
l=1
Kl,
p∑
l=1
XΛ`(γj),I+l
= 0
})
et donc
P(ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ) ≤
(
N˜
k1 + · · ·+ kp
) p∏
l=1
(
p+l
)kl
× P
({
ω;
p∑
l=1
XΛ`(γ1),I+l
= 0
})N˜−(k1+···+kp) (4.3.10)
où nous avons défini p±l = P(XΛ`(γ1),I±l = 1) for 1 ≤ l ≤ p.
Estimons maintenant le dernier terme dans l’équation (4.3.10). Nous utiliserons le
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Lemme 4.8. Définissons
δ := α1 + ρ1 + ρ˜ − 1− βρ (4.3.11)
Pour le choix des (I+l )1≤l≤p fait ci-dessus, sous les hypothèses du Théorème 4.7, pour ce
choix de ` et `′, pour L suffisamment grand, nous avons
P
( p∑
l=1
XΛ`(γ1),I+l
= 0
)
= 1−
1−O
(
|Λ|−δ
)
N˜
p∑
l=1
|Il|.
Démonstration. En utilisant les estimations de Minami (M) de la même manière que dans
la preuve du Lemme 4.6, nous savons que
E
N
 p⋃
j=1
N−1(N(E0) + |Λ|−1I+l ), `, `′
− P( p∑
l=1
XΛ`(γj),I+l
≥ 1
)
≤ C|Λ`|1+ρ|IΛ|1+ρ + L−p
.
Ainsi, d’après le Lemme 4.5 et l’hypothèse (4.0.3), comme les termes donnés par les esti-
mations de Minami et de Wegner sont de même taille (car β et β′ sont reliés par (4.1.4)),
nous obtenons pour p assez grand
P
( p∑
l=1
XΛ`(γj),I+l
≥ 1
)
= N
 p⋃
j=1
N−1(N(E0) + |Λ|−1I+l )
+O(|Λ`|1+ρ|N(IΛ)| 1+ρ1+ρ˜)
= |Λ|β−1
p∑
j=1
|I+l |+O
(
|Λ|β(1+ρ)−α 1+ρ1+ρ˜
)
,
où nous rappelons que IΛ = N−1(N(E0) + |Λ|−α[−1, 1]). Nous avons supposé que
|I+l | ≥ ε/2 et que 1 + βρ < α1+ρ1+ρ˜ (donc β − 1 > β(1 + ρ) − α1+ρ1+ρ˜). De plus, nous avons
également β − 1 > β′m− α1+ρ˜ d’après l’équation (4.1.3) (rappelons que α > α˜ρ,ρ′ > αρ,ρ′).
Ceci et la définition de I+l par rapport à Il font du terme |Λ|β−1
∑p
j=1 |Il| le terme principal.
Ceci achève la preuve du Lemme 4.8.
Reprenons l’estimation du dernier terme de l’équation (4.3.10). D’après le Lemme 4.5,
l’hypothèse (4.3.4) et la définition de (I±l )l, nous avons
p±l = |Il||Λ|β−1(1 +O(|Λ|−δ)) = |Il|N˜−1(1 +O(|Λ|−δ)). (4.3.12)
Définissons alors k = k1 + · · ·+kp et I+ = |I+1 |+ · · ·+ |I+p |. D’après le Théorème 4.3, pour
ω ∈ ZΛ, nous avons k . N(IΛ)|Λ| . |Λ|1−α. Par ailleurs, les hypothèses du Théorème 4.7
nous disent que I+ ≤ 2|Λ|1−α. Ainsi, pour L assez grand, nous avons
k + I+ = o(|Λ|1−β) = o(N˜). (4.3.13)
D’après les équations (4.3.10) et (4.3.12) ainsi que le Lemme 4.8, en réduisant éventuel-
lement la valeur de β, nous obtenons donc la majoration suivante
P(ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ) ≤
(
N˜
k
)(
I+
N˜
)k1− 1−O
(
|Λ|−δ
)
N˜
I+
N˜−k
≤ (I
+)k
k! e
−I+eO(|Λ|
−δI+) . (I
+)k
k! e
−I+
(4.3.14)
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où nous avons utilisé l’équation (4.3.13) pour l’estimation
|Λ|−δI+ ≤ |Λ|−δ+1−α = o(1). (4.3.15)
En effet, d’après la définition de δ donnée dans l’équation (4.3.11) et le fait que α˜ρ,ρ˜ < α
(voir (4.3.1)), nous avons
−δ + 1− α = −α1 + ρ1 + ρ˜ + 1 + βρ+ 1− α˜ρ,ρ˜
<
[
−α1 + ρ1 + ρ˜ + 1 +
dρ2
2ρ+ 1 + 1− α
]
+
[
βρ− dρ
2
2ρ+ 1
]
.
(4.3.16)
Le premier terme dans la dernière inégalité est strictement négatif d’après (4.3.1). Main-
tenant, comme β et β′ sont reliés par (4.1.4) et α > α˜ρ,ρ˜ > αρ,ρ˜, nous pouvons prendre β′
suffisamment proche de 0 et donc β suffisamment proche de dρ2ρ+ 1 de sorte que le deuxième
terme dans la dernière inégalité soit plus petit que l’opposé du premier terme. Nous avons
donc −δ + 1− α < 0, ce qui prouve l’équation (4.3.15) et donc l’équation (4.3.14).
L’inégalité (4.3.14) nous dit en particulier que si k+ I+ → +∞ (dans la limite L→ +∞)
alors P(ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ) → 0. Or, nous avons supposé que, pour 1 ≤ l ≤ p, nous
avons |I+l | ≥ ε/2. Ainsi, si p → ∞ quand L → ∞, c’est également le cas de I+ → ∞.
Ainsi, si k + I+ + p→ +∞ quand L→ +∞, nous avons
P(ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ)→ 0.
Par ailleurs, c’est également le cas du produit
|I1|k1
k1!
e−|I1| · · · |Ip|
kp
kp!
e−|Ip|,
toujours dans l’hypothèse où |I+l |  |Il| ≥ ε/2. Nous avons donc prouvé le théorème sous
l’hypothèse k + I+ + p→ +∞ quand L→ +∞.
Il reste donc à traiter le cas où k, I+ et p restent bornés, ce qui sera supposé dans le reste
de la preuve. D’après l’équation (4.3.9), en utilisant les mêmes calculs que précédemment,
nous avons
∑
Kl⊂J1,N˜K
#Kl=kl, 1≤l≤p
Kl∩Kl′=∅ si l 6=l′
P
 p⋂
l=1
ω;
∀j ∈ Kl, XΛ`(γj),I−l = 1,
∀j 6∈
⋃
l′ 6=l
Kl′ , XΛ`(γj),I−l
= 0
 ∩ ZΛ

≤ P(ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ)
≤
∑
Kl⊂J1,N˜K
#Kl=kl, 1≤l≤p
Kl∩Kl′=∅ si l 6=l′
P
 p⋂
l=1
ω;
∀j ∈ Kl, XΛ`(γj),I+l = 1,
∀j 6∈
⋃
l′ 6=l
Kl′ , XΛ`(γj),I+l
= 0
 ∩ ZΛ
 .
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Or P(ZΛ) tend vers un et p est borné. Nous avons donc
∑
Kl⊂J1,N˜K
#Kl=kl, 1≤l≤p
Kl∩Kl′=∅ si l 6=l′
P
 p⋂
l=1
ω; ∀j ∈ Kl, XΛ`(γj),I−l = 1,∀j 6∈ Kl, XΛ`(γj),I−l = 0

+ o(1)
≤ P(ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ)
≤
∑
Kl⊂J1,N˜K
#Kl=kl, 1≤l≤p
Kl∩Kl′=∅ si l 6=l′
P
 p⋂
l=1
ω; ∀j ∈ Kl, XΛ`(γj),I+l = 1,∀j 6∈ Kl, XΛ`(γj),I+l = 0

+ o(1).
Prenons maintenant, pour 1 ≤ l ≤ p, des ensembles Kl ⊂ J1, N˜K tels que (#Kl)1≤l≤p =
(kl)1≤l≤p et Kl ∩Kl′ = ∅ quand l 6= l′. Nous calculons alors
P
 p⋂
l=1
ω;
∀j ∈ Kl, XΛ`(γj),I+l = 1,
∀j 6∈
⋃
l′ 6=l
Kl′ , XΛ`(γj),I+l
= 0


≤
∏
j 6∈∪p
l=1Kl
P
( p∑
l=1
XΛ`(γj),I+l
= 0
) p∏
l=1
∏
j∈Kl
P
(
XΛ`(γj),I+l
= 1
)
≤ P
( p∑
l=1
XΛ`(γ1),I+l
= 0
)N˜−(k1+···+kp) p∏
l=1
P(XΛ`(γ1),I+l = 1)
kl
≤
(
1−
p∑
l=1
p+l
)N˜−(k1+···+kp) p∏
l=1
(
(p+l
)kl (1 + o(1))
≤
( p∏
l=1
e−|I
+
l
||I+l |kl
)
(N˜)k1+···+kp(1 + o(1))
puis
P
 p⋂
l=1
ω; ∀j ∈ Kl, XΛ`(γj),I−l = 1,∀j 6∈ Kl, XΛ`(γj),I−l = 0

 ≥ P( p∑
l=1
XΛ`(γ1),I−l
= 0
)N˜−(k1+···+kp)
×
∏
j∈
⋃
l
Kl
( p∑
l=1
1j∈Kl P
 XΛ`(γj),I−l = 1,∑
l′ 6=l
XΛ`(γj),I−l′
= 0


≥ P
( p∑
l=1
XΛ`(γ1),I−l
= 0
)N˜−(k1+···+kp)
×
∏
j∈
⋃
l
Kl
( p∑
l=1
1j∈Kl
P (XΛ`(γj),I−l = 1)− P
XΛ`(γj),I−l = 1,
XΛ`(γj),I−l′
= 1

≥
( p∏
l=1
e−|I
+
l
||I−l |kl
)
(N˜)k1+···+kp(1 + o(1))
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car k(= k1 + ·+ kp) est borné, ainsi que
P
(
XΛ`(γj),I−l
= 1
)
− P
XΛ`(γj),I−l = 1,
XΛ`(γj),I−l′
= 1
 = p−l (1 +O (|Λ|−δ)) .
Par ailleurs, toujours car k est borné, quand N → +∞, nous avons
∑
Kl⊂J1,N˜K
#Kl=kl, 1≤l≤p
Kl∩Kl′=∅ si l 6=l′
1 =
p∏
l=1
(
N˜
kl
)
(1 + o(1))
Ainsi, pour L suffisamment grand, nous obtenons
e−|I
−
1 | |I
−
1 |k1
k1!
· · · e−|I−p | |I
−
p |kp
kp!
(1 + o(1)) ≤ P(ΩΛI1,k1;I2,k2;···;Ip,kp ∩ ZΛ)
≤ e−|I+1 | |I
+
1 |k1
k1!
· · · e−|I+p | |I
+
p |kp
kp!
(1 + o(1))
Maintenant, comme |I±l | = |Il|+O
(
e−Lη
)
, nous obtenons enfin
lim
|Λ|→+∞
∣∣∣∣∣P (ΩΛI1,k1;I2,k2;···;Ip,kp)− e−|I1| |I1|k1k1! · · · e−|Ip| |Ip|
kp
kp!
∣∣∣∣∣ = 0.
Ceci termine la preuve du Théorème 4.7.
Maintenant, le Théorème 0.2 est une conséquence du Théorème 4.7. En effet, la condi-
tion (4.3.4) est en particulier satisfaite à tout point E0 où N est dérivable et de dérivée
strictement positive.
Indépendance asymptotique des processus locaux
Dans cette section, nous montrons comment des processus ponctuels associés à diffé-
rentes énergies se comportent entre eux, en utilisant les estimations de décorrélation. Le
résultat suivant correspond au [GK10a, Theorem 1.11].
Théorème 4.9. Supposons que (IAD), (W), (M), (Loc) et (D) soient vérifiées. Prenons
E0 ∈ I et E′0 ∈ I tels que E0 6= E′0 et supposons que l’hypothèse (4.0.3) est satisfaite en
E0 et en E′0.
Quand |Λ| → ∞ les processus ponctuels Ξ(E0, ω,Λ) et Ξ(E′0, ω,Λ), convergent faiblement
vers deux processus de Poisson sur R indépendants avec intensité la mesure de Lebesgue.
En d’autre termes, pour U+ ⊂ R et U− ⊂ R deux intervalles compacts et {k+, k−} ∈ N×N,
nous avons
P
(
]{j; ξj(E0, ω,Λ) ∈ U+} = k+
]{j; ξj(E′0, ω,Λ) ∈ U−} = k−
)
→
Λ→Z
(
|U+|k+
k+!
e−|U+|
)(
|U−|k−
k−!
e−|U−|
)
Démonstration. Dans cette preuve également nous utiliserons le Theoreme 4.3. Ainsi, nous
décomposons Λ en cubes Λ = ∪γ∈ΓΛΛ`(γ) ; où la taille ` est donné dans le Théorème 4.3
118 Chapitre 4. Statistiques spectrales
et N := #ΓΛ ∼ |Λ|`−d. Remarquons que la décomposition est la même pour les énergies
E et E′. Pour tout intervalle compact I ⊂ R, définissons les variables aléatoires
Xγ(E, I) =
{
1 si Hω(Λ`(γ)) a une valeur propre dans N−1[N(E0) + |Λ|−1I],
0 si ce n’est pas le cas.
(4.3.17)
Pour prouver le Théorème 4.9, il suffit de prouver que, pour (k, k′) ∈ N2, I ⊂ R et I ′ ⊂ R
deux intervalles compact, nous avons
lim
|Λ|→+∞
E

 ∑
γ∈ΓΛ
Xγ(E, I)
k∑
γ∈ΓΛ
Xγ(E′, I ′)
k′

= lim
|Λ|→+∞
E

 ∑
γ∈ΓΛ
Xγ(E, I)
k
E

 ∑
γ∈ΓΛ
Xγ(E′, I ′)
k′
 . (4.3.18)
Il suffira alors d’appliquer le Théorème 4.7. Ainsi, nous développons les sommes et en
utilisant l’indépendance des opérateurs restreint aux cubes, nous obtenons (pour simplifier
l’écriture, le symbole γi∑ signifie γi ∈ Λl∑ )
SN (k, k′) =E

 ∑
γ∈ΓΛ
Xγ(E, I)
k∑
γ∈ΓΛ
Xγ(E′, I ′)
k′

=
∑
γ1,··· ,γk
∑
γ′1,··· ,γ′k′
E
[
Xγ1(E, I) · · ·Xγk(E, I) ·Xγ′1(E
′, I ′) · · ·Xγ′
k′
(E′, I ′)
]
= GN (k, k′) +RN (k, k′)
où
GN (k, k′) =
∑
{γ1,··· ,γk}∩{γ′1,··· ,γ′k′}=∅
E
[
Xγ1(E, I) · · ·Xγk(E, I) ·Xγ′1(E
′, I ′) · · ·Xγ′
k′
(E′, I ′)
]
et où
RN (k, k′) =
∑
γ
∑
γ1,··· ,γk−1
γ′1,··· ,γ′k′−1
E
Xγ(E, I)Xγ(E′, I ′) · k−1∏
j=1
Xγj (E, I) ·
k′−1∏
j′=1
Xγ′
j′
(E′, I ′)

=
∑
γ
k−1∑
l=1
k′−1∑
l′=1
(
k − 1
l
)(
k′ − 1
l′
)
∑
γ 6∈{γ1,··· ,γk−1}
γ 6∈{γ′1,··· ,γ′k′−1}
E
Xγ(E, I)Xγ(E′, I ′) · l∏
j=1
Xγj (E, I) ·
l′∏
j′=1
Xγ′
j′
(E′, I ′)

=
∑
γ
E
[
Xγ(E, I)Xγ(E′, I ′)
] k−1∑
l=1
k′−1∑
l′=1
(
l
k − 1
)(
l′
k′ − 1
)
∑
γ 6∈{γ1,··· ,γk−1}
γ 6∈{γ′1,··· ,γ′k′−1}
E
 l∏
j=1
Xγj (E, I) ·
l′∏
j′=1
Xγ′
j′
(E′, I ′)
 .
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Ainsi,
RN (k, k′) =
∑
γ
E
[
Xγ(E, I)Xγ(E′, I ′)
] k−1∑
l=1
k′−1∑
l′=1
(
k − 1
l
)(
k′ − 1
l′
)
SN−1(l, l′). (4.3.19)
Par ailleurs, nous calculons
SN (k)SN (k′) = E

 ∑
γ∈ΓΛ
Xγ(E, I)
k
E

 ∑
γ∈ΓΛ
Xγ(E′, I ′)
k′

=
∑
γ1,··· ,γk
E [Xγ1(E, I) · · ·Xγk(E, I)]
∑
γ′1,··· ,γ′k′
E
[
Xγ′1(E
′, I ′) · · ·Xγ′
k′
(E′, I ′)
]
= GN (k, k′) +QN (k, k′)
où
QN (k, k′) =
∑
γ
∑
γ1,··· ,γk−1
E
[
Xγ(E, I)Xγ1(E, I) · · ·Xγk−1(E, I)
]
·
∑
γ′1,··· ,γ′k′−1
E
[
Xγ(E′, I ′)Xγ′1(E
′, I ′) · · ·Xγ′
k′−1
(E′, I ′)
]
=
∑
γ
E [Xγ(E, I)]E
[
Xγ(E′, I ′)
] [k−1∑
l=1
(
k − 1
l
)
SN−1(l)
]2
.
(4.3.20)
Nous remarquons que nous avons obtenu deux fois le terme GN (k, k′) et que donc
SN (k, k′)− SN (k)SN (k′) = RN (k, k′)−QN (k, k′). (4.3.21)
L’inégalité de Cauchy-Schwartz nous dit maintenant que
SN (k, k′) ≤
√
SN (2k)SN (2k′).
Par ailleurs, comme le Lemme 4.5 nous dit que P(Xγ = 1) ≤ C/N , nous calculons
SN (k) ≤
N∑
j=0
(
N
j
)(
C
N
)j
jk ≤ Ck
N∑
j=0
(
N
j
) (
Ck
N
)j
≤ Ck eN log(1+Ck/N) ≤ Ck eCk < +∞
où, pour k ≥ 2, nous avons défini Ck = ek(log k−1−log log k).
Ainsi, pour tout k et k′, nous avons
sup
N≥1
|SN (k)|+ |SN (k, k′)| < +∞,
Ainsi, les équations (4.3.19), (4.3.20) et (4.3.21) nous permettent d’obtenir
|SN (k, k′)− SN (k)SN (k′)|
≤ Ck,k′ max
(∑
γ
E [Xγ(E, I)]E
[
Xγ(E′, I ′)
]
,
∑
γ
E
[
Xγ(E, I)Xγ(E′, I ′)
])
Ainsi, pour prouver (4.3.18) il suffit de montrer que∑
γ
E [Xγ(E, I)]E
[
Xγ(E′, I ′)
] →
|Λ|→+∞
0 et
∑
γ
E
[
Xγ(E, I)Xγ(E′, I ′)
] →
|Λ|→+∞
0.
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Par construction les opérateurs (Hω(Λ`(γ)))γ sont i.i.d., cela revient donc à prouver que
L
`
.E [X0(E, I)]E
[
X0(E′, I ′)
] →
|Λ|→+∞
0 et L
`
.E
[
X0(E, I)X0(E′, I ′)
] →
|Λ|→+∞
0.
(4.3.22)
Le premier point est maintenant une conséquence des estimations de Wegner, car `/L→ 0,
et le second des estimations de décorrélation des valeurs propres éloignées car `/Lγ → 0
(γ est l’exposant donné dans le théorème 3.2) en réduisant éventuellement β. Ceci termine
la preuve du Théorème 4.9.
Statistiques locales des espacement de niveaux d’énergie
D’autres résultats sur les statistiques spectrales s’obtiennent sous les mêmes hypo-
thèses. Nous rappelons sans preuve, à titre d’exemple, une implication du [Klo13, Theorem
1.5] et des résultats de [Min07], qui donne un résultat plus général que le [GK10a, Theo-
rem 1.4] sur les espacements de niveaux d’énergie. Prenons IΛ = [aΛ, bΛ] tel que |aΛ| +
|bΛ| → 0. Définissons δNj(ω,Λ) = |Λ|(N(Ej+1(ω,Λ))−N(Ej(ω,Λ))) ≥ 0, N(IΛ,Λ, ω) :=
]{j, Ej(ω,Λ) ∈ IΛ} et définissons la distribution empirique de ces espacements comme le
nombre aléatoire défini pour tout x ≥ 0 :
DSL(x;E0 + IΛ, ω,Λ) =
]{j;Ej(ω,Λ) ∈ E0 + IΛ, δNj(ω,Λ) ≥ x}
N(IΛ,Λ, ω)
(4.3.23)
En utilisant un théorème de décomposition (à savoir le [GK10a, Theorem 1.2]) similaire
au théorème 4.3 mais qui contrôle la plupart des valeurs propres dans des intervalles de
taille logarithmique, nous avons le
Théorème 4.10. Supposons que (IAD),(W), (M), (Loc) sont vérifiées et que la DEI est
höldérienne. Fixons E0 ∈ I. Soit (IΛ)Λ une suite décroissante d’intervalle telle que
sup
E∈IΛ
|E| →
Λ→Z
0. (4.3.24)
Supposons que
si l′ = o(L) alors lim
Λ→∞
N(E0 + IΛL+l′ )
N(E0 + IΛL)
= 1. (4.3.25)
Il existe alors τ = τ(ρ) tel que, si pour Λ assez grand, nous avons
N(E0 + IΛ)|IΛ|−1−ρ˜ ≥ 1 et |Λ|δ.N(E0 + IΛ) →Λ→Z +∞ (4.3.26)
pour un certain δ > 0 et un certain ρ˜ > 0, tel que δρ˜1 + ρ˜ < τ . Alors, avec probabilité égale
à un, quand Λ → ∞, DLS(x;E0 + IΛ, ω,Λ) converge uniformément vers la distribution
x→ e−x, autrement dit, avec probabilité égale à un,
sup
x≥0
|DLS(x;E0 + IΛ, ω,Λ)− e−x| →Λ→Z 0. (4.3.27)
Dans [GK10a] nous trouvons d’autres résultats, liés par exemple aux statistiques des
centres de localisation ou à l’étude des statistiques jointes des niveaux d’énergie et des
centres de localisation. Par ailleurs, dans le régime localisé, l’opérateur Hω (défini sur
l’espace entier) a uniquement du spectre purement ponctuel. Il est donc légitime et pos-
sible (voir par exemple [GK10a, Klo13]), d’étudier les statistiques des valeurs propres de
l’opérateur Hω.
Annexe A
Propriétés des solutions
d’équations de Sturm-Liouville
A.1 Variables de Prüfer
Dans cette section, nous présentons les variables de Prüfer (voir par exemple[Zet05,
Chapter 4]), essentielles dans la compréhension des équations de Sturm-Liouville et dans
la preuve des estimations de Minami.
Fixons l ∈ R+, p : [0, l]→ R une fonction continue par morceaux et q : [0, l]→ R une
fonction mesurable telles qu’il existe M > 0 vérifiant
sup ess |q| ≤M
1
M
≤ inf |p| ≤ sup |p| ≤M . (A.1.1)
Comme p est continue par morceaux, il existe ν ∈ (0, 1/2) et une subdivision 0 = x0 <
x1 < x2 < · · · < xN = l avec xi+1 − xi ≥ ν, tels que p est continue et de signe fixe sur
]xi, xi+1[.
Dans cette annexe, nous étudierons le problème aux valeurs propres associé à l’équation
de Sturm-Liouville : {
(Hu) : = −(pu′)′ + qu = Eu,
u(0) = u(l) = 0
. (A.1.2)
Les constantes dans les résultats que nous énoncerons dépendront uniquement de ‖q‖∞,
‖p‖∞, de ‖p−1‖∞ et de η. Remarquons que, quitte à multiplier q − E par une constante,
nous pouvons supposer que
sup |p| ≤ 1. (A.1.3)
Nous le ferons dans les preuves des résultats que nous énoncerons. Ainsi, les constantes
dans nos preuves dépendront uniquement de ‖q‖∞ et de ‖p−1‖∞ et η. Nous pouvons
associer à toute solution non nulle u de (A.1.2) des fonctions continues (ru, φu) ∈ R∗+×R,
appelées variables de Prüfer, telles que,(
u(x)
p(x)u′(x)
)
= ru(x)
(
sin (φu(x))
cos (φu(x))
)
. (A.1.4)
L’équation (A.1.2) peut alors être réécrite en fonction des variables de Prüfer et nous
obtenons alors le système
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φ′u(x) =
1
p(x) −
( 1
p(x) + q(x)− E
)
sin2 (φu(x)) (A.1.5)
r′u(x)
ru(x)
=
( 1
p(x) + q(x)− E
)
sin(φu(x)) cos(φu(x)) (A.1.6)
Maintenant, si u est solution de (A.1.2) pour E = 0 et v est solution de (A.1.2)
pour E 6= 0, nous pouvons définir δφ = φv − φu. Cette fonction vérifie alors l’équation
différentielle
(δφ)′(x) =
( 1
p(x) + q(x)
)(
sin2(φu(x))− sin2(φv(x))
)
+ E2 sin2(φv(x))
=
( 1
p(x) + q(x)
) [
sin(φu(x) + φv(x)) sin(φu(x)− φv(x))
]
+ E2 sin2(φv(x))
(A.1.7)
A.2 Estimations d’effet tunnel inverse
Dans cette partie, nous prouvons des résultats qui ont été utilisés dans le deuxième
chapitre, dédié aux estimations de Minami. Ces résultats sont tirés de [Klo11, Appendix]
et les preuves de [HSS10, Appendix] et [Klo11, Appendix], à quelques changements près,
dus à l’équation considérée ici.
Dans le lemme suivant nous noterons I(x) := [x− 1/2, x+ 1/2] ∩ [0, l].
Lemme A.1. Il existe C > 0 (dépendant uniquement de ‖q‖∞, ‖p‖∞, ‖ρ−1‖∞ et ν) tel
que, si u est solution de l’équation Hu = 0 alors ∀x ∈ [0, l]
1
C
∫
I(x)
u2(y)dy ≤ r2u(x) ≤ C
∫
I(x)
u2(y)dy, (A.2.1)
min
I(x)
ru ≤ max
I(x)
ru ≤ C min
I(x)
ru, (A.2.2)
‖ sin (φu(.)) ‖L2(I(x)) ≥
1
C
. (A.2.3)
Démonstration. Nous supposons dans la preuve que (A.1.3) est vérifiée et nous rappelons
que p est de signe fixe sur les intervalles ]xi, xi+1[ de taille au moins égale à η avec η ∈
(0, 1/2).
D’après (A.1.6), il existe C > 0 (dépendant uniquement de ‖q‖∞ et ‖p−1‖∞) tel que
r′u ≤ Cru. La deuxième inégalité (A.2.2) est donc une application immédiate du lemme de
Gronwall.
Nous prouvons maintenant la première inégalité (A.2.1). Celle-ci est homogène de
degré 2, il suffit donc de prouver le résultat sous l’hypothèse ru(x) = 1. D’après l’inégalité
(A.2.2), il existe C > 0 tel que min
I(x)
r2u ≥
1
C2
. Supposons que max
I(x)
u2 <
ν2
4C2 . Nous avons
alors min
I(x)
(pu′)2 > 34C2 . Comme pu
′ est continue, elle garde donc un signe constant sur
I(x). De plus, (u′)2 ≥ (pu′)2 d’après (A.1.3), et si p est de signe constant sur (y, z) ⊂ I(x),
alors u′ garde un signe constant sur (y, z) et nous calculons
|u(z)− u(y)| =
∣∣∣∣∫ z
y
u′(t)dt
∣∣∣∣ ≥
√
3|z − y|
2C . (A.2.4)
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Maintenant, comme |I(x)| = 1, il existe i tel que ]xi, xi+1[∩I(x) est un intervalle de taille
supérieur à ν ∈ (0, 1/2). Nous pouvons donc choisir l’intervalle (y, z) de longueur égale à
η, et sur lequel p est de signe fixe. Nous obtenons alors ν
C
≥ |u(z)− u(y)| ≥
√
3ν
2C , ce qui
est absurde. Il existe donc x0 ∈ I(x) tel que u2(x0) ≥ ν
2
4C2 . Maintenant, toujours d’après
la seconde inégalité, nous avons
max
I(x)
(u′)2 ≤ ‖p−1‖2∞max
I(x)
(pu′)2 ≤ ‖p−1‖2∞max
I(x)
r2u ≤ ‖p−1‖2∞C2.
Ainsi, pour z ∈ I(x),
|u(z)− u(x0)| ≤ ‖p−1‖∞C|z − x0|. (A.2.5)
Posons δ = u(x0)2C‖p−1‖∞ . Alors, pour z ∈ I(x)∩ [x0−δ, x0 +δ], nous avons |u(z)| ≥
|u(x0)|
2 .
Ainsi, ∫
I(x)
u2(y)dy ≥ δ |u(x0)|
2
2 . (A.2.6)
Ceci prouve la première inégalité, en prenant un nouveau C > 0 suffisamment grand.
Pour la dernière inégalité (A.2.3), nous savons que
‖ sin (φu(.)) ‖L2(I(x)) =
∫
I(x)
u2(y)
r2u(y)
dy ≥ 1maxI(x) r2u
∫
I(x)
u2(y)dy.
≥ r
2
u(x)
C maxI(x) r2u
≥ 1
C2
.
d’après la première puis la seconde assertion.
Soit u une solution non nulle de Hu = 0 et v une solution non nulle de Hv = Ev. On
leur associe des variables de Prüfer (ru, φu) et (rv, φv) comme dans le lemme précédant.
Définissons δφ = φv − φu.
Lemme A.2. Il existe C > 0 (dépendant uniquement de ‖q‖∞, ‖p‖∞ et ‖p−1‖∞) tel que
pour tout x0 ∈ [0, `], nous avons
∀x ∈ [0, `], | sin(δφ(x))| ≤ [| sin(δφ(x0))|+ E`]eC|x−x0|.
Démonstration. Soit s la fonction s(x) = | sin(δφ(s))|. Nous déduisons de (A.1.7) qu’il
existe C > 0 tel que s vérifie l’équation intégrale
s(x) ≤ s(x0) + E`+ C
∫ x
x0
s(t)dt.
Nous concluons la preuve en utilisant le lemme de Grönwall.
Lemme A.3. Il existe η0 > 0 (dépendant uniquement de ‖q‖∞, ‖p‖∞ et ‖p−1‖∞) tel que,
pour tout η ∈ (0, η0), nous avons
1. si y < y′ sont choisis de sorte que max
x∈[y,y′]
|sinφu(x)| ≤ η, alors |y − y′| ≤ η/η0 ;
2. si |sin(φu(y))| ≤ η pour un certain y, alors pour x vérifiant 4η ≤ |x− y| ≤ √η, nous
avons
|sin(φu(y))| ≥ |x− y|/2.
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3. si y < y′ sont choisis tels que
|sinφu(y)| =
∣∣sinφu(y′)∣∣ = η et min
x∈[y,y′]
|sinφu(x)| ≥ η
alors |y − y′| ≥ (η0 − η)η0.
Démonstration. Tout d’abord, l’équation (A.1.5) nous donne l’existence de C > 0 (dé-
pendant uniquement de ‖q‖∞, ‖p‖∞, ‖p−1‖∞ et η), tel que |φ′u(x)| ≤ C et tel que, si
| sin(φu(x))| ≤ η alors 1 − Cη2 ≤ | cosφu(x)|φ′u(x). Choisissons alors η0 ∈ (0, 1) tel que
1− Cη20 ≥ 1/2.
Commençons par prouver le premier point. Choisissons y < y′ tels que
max
x∈[y,y′]
|sinφu(x)| ≤ η. Comme η < η0 < 1, cosφu(x) garde un signe constant sur [y, y′].
De ce fait, nous obtenons
2η ≥ | sinφu(y′)− sinφu(y)| =
∫ y′
y
| cosφu(x)|φ′u(x)dx ≥ |y − y′|/2.
Il suffit alors de prendre η0 suffisamment petit pour prouver (1).
Passons maintenant à la preuve de (2). Nous avons vu que, pour un certain C > 0
(dépendant uniquement de ‖q‖∞, ‖p‖∞ et ‖p−1‖∞), nous avons |φ′u(x)| ≤ C. Ainsi, il
existe η0 > 0 tel, que pour tout η ∈ (0, η0], si nous avons | sin(φu(y))| ≤ η, alors pour
|x− y| ≤ η0 nous avons | sin(φu(x))| ≤ η0 . Aussi, pour η0 suffisamment petit, la fonction
x → | cos(φu(x))| reste au moins égal à 9/10 sur [y − η0, y + η0] et |φ′u(x)| ≥
9
10 sur
[y − η0, y + η0]. Nous obtenons ainsi
∀[y − η0, y + η0], d
dx
[sin(φu(x))] ≥ 3/4.
Le point (2) est alors une conséquence de la formule de Taylor.
Terminons maintenant avec le preuve du point (3). Comme |φ′u(x)| ≤ C, pour tout
z ∈ (y, y + (η0 − η)/C), nous avons | sin(φu(z))| ≤ η0. Ainsi, la fonction x→ cosϕu(x) ne
change pas de signe sur [y,min(y′, y+(η0−η)/C)]. De plus, comme min
x∈[y,y′]
| sin(φu(x))| ≤ η,
la fonction x → sinϕu(x) garde le même signe que x → cosφu(x). Aussi, pour tout
z ∈ (y, y + (η0 − η)/C), nous savons que
| sinφu(z)| = | sinφu(y)|+
∫ z
y
| cosφu(x)|φ′u(x)dx
≥ η +
√
1− (η′)2(z − y)/2 > η.
Nous obtenons ainsi y′ > y+(η0−η)/C. Nous pouvons maintenant prendre η0 suffisamment
petit de sorte que le point (3) soit prouvé.
A.3 Solutions jamais oscillantes
Dans cette section, nous prouvons des résultats sur les équations de Sturm-Liouville
et leurs solutions jamais oscillantes. Ces résultats servent à prouver les estimations de
décorrélation pour les modèles continus. Nous commençons par resituer le problème.
Soit q une fonction définie sur [0, 1) continue et positive. Définissons alors q˜ son exten-
sion 1-périodique par {∀x ∈ [0, 1), q˜(x) = q(x)
∀x ∈ R, q˜(x+ 1) = q˜(x)
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et prenons deux réels E2 < E1. Supposons que m := inf q > 0. Définissons l’équation
différentielle
(Ejλ) : ∀x ∈ R, y′′(x) = (λq˜(x)− Ej) y(x). (A.3.1)
Nous allons prouver que pour λ assez grand, les solutions de (A.3.1) n’oscillent jamais et
pourrons de ce fait être comparées les unes aux autres assez facilement. Tout d’abord nous
prouvons le
Lemme A.4. Soit λ tel que λm > Ej. Alors, toute solution non-nulle de (Ejλ) s’annule
au plus une fois.
Démonstration. Soit u une solution non nulle de (Ejλ) s’annulant au point x0. Sans perte
de généralité, nous pouvons supposer que u′(x0) > 0. Ainsi, pour tout x > x0, u(x) > 0.
Si ce n’était pas le cas, il existerait x1 tel que u′′(x1) < 0 et u(x1) > 0, ce qui entrerait
en contradiction avec le fait que λm > Ej . De la même manière, nous prouvons que pour
tout x < x0, u(x) < 0.
Ainsi, une solution possède un signe fixe au voisinage de±∞. Nous pouvons maintenant
comparer des solutions associées à des énergies différentes.
Lemme A.5. Soit λ tel que λm > E1 > E2. Soit u (respectivement v) une solution non
nulle de (E1λ), positive au voisinage de ∞ (respectivement (E2λ), positive au voisinage de
∞). Alors la fonction v − u change de signe au plus trois fois.
Démonstration. Définissons la fonction w := v − u. La fonction w satisfait l’équation
différentielle suivante :
w′′ = (λq − E1)w + (E1 − E2)v. (A.3.2)
Maintenant, supposons qu’il existe x+ tel que v(x+) ≥ 0, w(x+) = 0 et tel que w est
négative à gauche de x+ et positive à droite de x+. La fonction v est alors positive sur
]x+,∞[ et, pour tout x > x+, w(x) > 0. Si ce n’était pas le cas, il existerait x1 > x+ tel
que v(x1) > 0, w(x1) > 0 et w′′(x1) ≤ 0, ce qui entrerait en contradiction avec (A.3.2).
De la même manière nous prouvons que s’il existe x− tel que v(x−) ≤ 0, w(x−) = 0 et
tel que w est négative à gauche de x− et positive à droite de x− alors pour tout x < x−,
w(x) < 0 et v(x) < 0. Maintenant, comme w change de signe sur (x−, x+) il existe un
unique xc ∈ (x−, x+) tel que w change de signe en xc.
Remarque A.6. Il est possible de prouver les résultats de cette section pour un potentiel
q ayant des zéros isolés. En effet, sur un intervalle qui contient un unique zéro de q, toute
solution de (A.3.1) oscille avec une pulsation proche de E. Mais dans la limite λ tend vers
l’infini, la longueur d’un tel intervalle tend vers zéro. Ainsi, pour λ assez grand, la fonction
reste strictement croissante et il est possible de prouver les Lemmes A.4 et A.5 de la même
manière que ci-dessus.

Annexe B
Propriétés des solutions
d’équations aux différences finies
d’ordre deux
B.1 Estimations d’effet tunnel inverse
Dans cette partie, nous prouvons des résultats qui ont été utilisé dans le chapitre
dédiée aux estimations de Minami, dans le cas discret. Ce sont des équivalents discrets des
résultats de l’annexe A, dédiée aux solutions d’équations de Sturm-Liouville.
Nous rappelons certaines notations. La suite non nulle (u(n))n∈J1,l−1K vérifie l’équation
aux différences finies suivante{
Hu := bn+1u(n+ 1) + bnu(n− 1) + anu(n) = 0
u(0) = u(l) = 0
(B.1.1)
avec conditions au bord égale à zéro. Nous rappelons qu’il existe M > 1 tel
1
M
≤ inf
n
|bn| ≤ sup |bn| < M
sup
n
|an| ≤M
.
Il existe alors des suites (ru(·), θu(·)) ∈ (0,∞)× [0, 2pi), appelées variables de Prüfer, telles
que (
u(n+ 1)
u(n)
)
= ru(n)
(
sin (θu(n))
cos (θu(n))
)
. (B.1.2)
Nous pouvons maintenant annoncer et prouver les différents résultats. Le lemme sui-
vant montre que la suite ru(.) croit au plus exponentiellement.
Lemme B.1. Pour tout n ∈ J1, l − 2K,
1√
1 + 2M4
ru(n+ 1) ≤ ru(n) ≤
√
1 + 2M4 ru(n+ 1). (B.1.3)
Démonstration. Le lemme découle immédiatement de l’inégalité
|u(n+ 1)| ≤M2(|u(n)|+ |u(n− 1)|).
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Le lemme suivant montre que la quantité sin(φu(·)) ne peut pas prendre consécutive-
ment deux petites valeurs.
Lemme B.2. Il existe 0 > 0 tel que pour tout n ∈ J0, LK et tout 0 ≤  ≤ 0, si
| sin(φu(n))| ≤  alors | sin(φu(n+ 1))| ≥ 0.
Démonstration. Soit C > M et 0 tels que
1
M2
√
1− 20 − CM0 >
1
2 .
Fixons n ∈ {0, . . . , L} tel que | sin(φu(n))| ≤  ≤ 0. Comme bn+1u(n + 1) = anu(n) −
bnu(n− 1) nous avons u(n+ 1)
ru(n)
= 1
an+1
[
ωn sin(φu(n))− an cos(φu(n))
]
. Ainsi, nous avons
|u(n+ 1)|
ru(n)
≥ 1
M2
| cos(φu(n))| − CM0 ≥ 1
M2
√
1− 20 − CM0 >
1
2 . (B.1.4)
Maintenant, comme ru(n)
ru(n+ 1)
≥ 1
C
nous obtenons | sin(φu(n + 1))| ≥ 12C . Ceci termine
la preuve du Lemme B.2.
Prenons maintenant, u une solution non nulle de Hu = 0 et v une solution non nulle
de Hv = Ev, avec conditions aux bords nulles. Nous leurs associons les variables de Prüfer
(ru, φu) et (rv, φv) comme précédemment et définissons δφ = φv − φu.
Lemme B.3. Il existe 0 > 0 tel que pour tout n ∈ J0, LK et tout 0 ≤  ≤ 0, si E <  et
δφ(n) ∈ [0, ] alors δφ(n+ 1) ∈
[
0, 0
]⋃ [2pi − 0 , 2pi).
Démonstration. Supposons que δφ(n) ∈ [0, ], alors nous avons | sin(φu(n))−sin(φv(n))| ≤
 et | cos(φu(n))− cos(φv(n))| ≤ . Ainsi, nous obtenons :
u(n+ 1)
ru(n)
= ωn
an+1
sin(φu(n))− an
an+1
cos(φu(n))
= ωn
an+1
sin(φv(n))− an
an+1
cos(φv(n)) +K =
v(n+ 1)
rv(n)
+K ′
où K vérifie
|K| =
∣∣ωn sin(φv(n))− ωn sin(φu(n)) + an cos(φu(n))− an cos(φv(n))∣∣
|an+1|
≤M(C +M) ≤ C.
Comme K ′ = K + E sin(φv(n)), nous avons également |K ′| ≤ (C + 1).
Ainsi, (
u(n+ 1)
ru(n)
)2
=
(
v(n+ 1)
rv(n)
)2
+ C
où C vérifie |C| ≤ (C + 2). Par ailleurs,(
u(n)
ru(n)
)2
= sin(φu(n))2 =
(
v(n)
rv(n)
)2
+M
où |M| ≤ 2. Nous calculons donc(
ru(n+ 1)
ru(n)
)2
=
(
u(n+ 1)
ru(n)
)2
+
(
u(n)
ru(n)
)2
=
(
v(n+ 1)
rv(n)
)2
+
(
v(n)
ru(n)
)2
+ C ′ +M
=
(
rv(n+ 1)
rv(n)
)2
+M ′.
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Maintenant, nous savons que 1
C
≤ rv(n+ 1)
rv(n)
≤ C et de même pour ru. Ainsi, pour un
certain C˜ nous obtenons∣∣∣∣1− (rv(n+ 1)rv(n)
)(
ru(n)
ru(n+ 1)
)∣∣∣∣ ≤
∣∣∣∣∣1−
(
rv(n+ 1)
rv(n)
)2 ( ru(n)
ru(n+ 1)
)2∣∣∣∣∣ ≤ C˜.
Nous déduisons maintenant de l’égalité
u(n+ 1)
ru(n+ 1)
= v(n+ 1)
rv(n+ 1)
(
rv(n+ 1)
rv(n)
)(
ru(n)
ru(n+ 1)
)
+
(
ru(n)
ru(n+ 1)
)
K ′ (B.1.5)
les inégalités suivante :
∣∣∣ sin(φu(n+ 1))− sin(φv(n+ 1))∣∣∣ ≤ ∣∣∣∣1− (rv(n+ 1)rv(n)
)(
ru(n)
ru(n+ 1)
)∣∣∣∣
+
(
ru(n)
ru(n+ 1)
)
|K ′|
(B.1.6)
et pour un certain N > 0∣∣∣ sin(φu(n+ 1))− sin(φv(n+ 1))∣∣∣ ≤ N. (B.1.7)
Par ailleurs, ru(n + 1) cos(φu(n + 1)) = ru(n) sin(φu(n)) donc par une preuve analogue
nous montrons que ∣∣∣ cos(φu(n+ 1))− cos(φv(n+ 1))∣∣∣ ≤ N. (B.1.8)
Prenons maintenant 0 ≤ pi4N , alors δφ(n+ 1) ∈ [0, 2N]
⋃ [2pi − 2N, 2pi).
De la même manière, nous prouvons le
Lemme B.4. Il existe 0 > 0 tel que, pour tout n ∈ {0, . . . , L} et tout 0 ≤  ≤ 0, si
E <  et si δφ(n) ∈ [pi − , pi + ], alors δφ(n+ 1) ∈
[
pi − 
0
, pi + 
0
]
.
B.2 Solutions jamais oscillantes
Dans cette section, nous présentons des équivalents discret des résultat de l’annexe A.
Fixons k ∈ N et E2 > E1. Soit (an)n∈J1,kK ∈ Rk et (a˜m)m∈Z son extension par k-périodicité.
Nous supposons qu’il existe m > 0 tel que
inf(an)n∈J1,kK > m. (B.2.1)
Nous définissons alors l’équation aux différences finies :
(Ejλ) : ∀n ∈ Z, u(n+ 1) + u(n− 1) = (Ej − λa˜n)u(n). (B.2.2)
Lemme B.5. Soit λ tel que m(Ej − λm) > 2. Alors, tout solution non nulle de (Ejλ)
change de signe au plus une fois.
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Démonstration. Soit u une solution non nulle de (Ejλ) changeant de signe en (n0, n0 + 1).
Sans perte de généralité nous pouvons supposer que u(n0 + 1) > u(n0). Alors, pour tout
n ≥ n0 + 1, u(n) > 0. Si ce n’était pas le cas, il existerait n1 tel que u(n1) > 0 et
u(n1 + 1) + u(n1 − 1) < 2u(n1). Ainsi, nous aurions
u(n1 + 1) + u(n1 − 1) < 2u(n1),
ce qui entrerait en contradiction avec le fait que Ej − λm > 2. De la même manière, nous
prouvons que pour n ≤ n0, u(n0) < 0.
Lemme B.6. Soit λ tel que E2 − λm > E1 − λm > 2. Soit u (respectivement v) une
solution non nulle de (E1λ), positive au voisinage de ∞ (respectivement de (E2λ), positive
au voisinage de ∞ ). Alors v − u change de signe au plus trois fois.
Démonstration. En effet, si w := v − u, alors w satisfait l’équation
w(n+ 1) + w(n− 1) = (E1 − λan)w(n) + (E2 − E1)v. (B.2.3)
Maintenant, supposons qu’il existe n+ tel que v(n+) ≥ 0, w(n+) ≤ 0 et w(n+ + 1) ≥ 0.
Alors, pour n ≥ n+ + 1, w(n) > 0 et v(n) > 0. Si ce n’était pas le cas, il existerait
n1 ≥ n+ + 1 tel que v(n1) > 0, w(n1) > 0 et w(n1 − 1) + w(n1 + 1) < 2w(n1), ce qui
entrerait en contradiction avec (B.2.3).
De la même manière, nous prouvons que s’il existe n− tel que v(n−) ≤ 0, w(n−−1) ≤ 0
et w(n−) ≥ 0 alors pour n ≤ n− − 1, w(n) < 0 et v(n) < 0. Maintenant, comme w est
positif puis négatif sur (n−, n+) il existe un unique nc ∈ Jn−, n+K tel que w change de
signe au point xc.
Annexe C
Preuve du Théorème 4.4
Soit (ωi)i∈Z des variables aléatoires i.i.d avec une densité à support compact, satisfai-
sant l’hypothèse suivante :
∃ρ0 > 0,∃0 > 0, ∀ ∈ [0, ],
∫
R
sup
u∈[−1,1]
|g(t+ u)− g(t)|dt ≤
(

0
)ρ0
. (C.0.1)
Prenons (ui)i∈Z des suites réelles, l’une d’entre elle au moins n’étant pas constamment
nulle, et définissons
Vω(n) :=
∑
i∈Z
ωiui(n− i) (C.0.2)
de sorte que l’opérateur est ergodique et définissons l’opérateur aléatoireHω := H0+Vω sur
`2(Z) oùH0 est une perturbation du laplacien, auto-adjointe et semi-bornée inférieurement.
D’après [Klo95], nous avons des estimations de Wegner au bord inférieur du spectre presque
sur. En effet, prenons Einf la borne inférieure du spectre presque sur. Nous avons alors
Théorème C.1. Il existe E0 > Einf , C > 0, q0 > 0 tel que, pour tout l ≥ 2, tout  > 0 et
tout E ∈ [Einf , E0],
P (d(E, σ(Hω(Λl))) < ) ≤ Cρ0 lq0 . (C.0.3)
Choisissons maintenant u2i+1 := 0 et u2i définie par u2i(0) = 1, u2i(−1) = −1 et zéro
ailleurs. Nous avons alors Vω(2i) = −Vω(2i + 1) = ω2i. Supposons que ω1 a son support
égal à [0, 1]. Alors, nous savons que presque surement, σ(Hω(Λl)) ⊂ [−3, 3].
Maintenant, pour φ ∈ `2(Z) définissons Φ(n) =
(
φ(n)
φ(n− 1)
)
. Si φ est un vecteur propre
associé à la valeur propre E, alors la matrice de transfert à un pas allant de n à n+ 1 est
égale à
(
Vω(n)− E −1
1 0
)
. Ainsi, la matrice de transfert à deux pas allant de 2n à 2n+ 2
est égale à
−Tn : =
(
−(ωn − E)(ωn + E)− 1 −(ωn − E)
−(ωn + E) −1
)
(C.0.4)
= −
(
(ωn − E)(ωn + E) + 1 (ωn − E)
(ωn + E) 1
)
. (C.0.5)
Dans la suite nous étudions les matrices (Tn)n au lieu des matrices de transfert à deux
pas, mais ce que nous prouvons pour les (Tn)n est également valable pour (−Tn)n. Les
matrices (Tn)n∈Z sont i.i.d et, en suivant les techniques de [BL85], nous prouvons que G, le
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sous-groupe fermé de SL2(R) engendré par le support de ces matrices, n’est pas compact
et que l’orbite de chaque direction dans P(R2), la droite projective, contient au moins trois
éléments.
Prenons E ∈ [−3, 0], le cas E ∈ [0, 3] se traitant de la même manière. Comme les (ωn)n
ont leur support égal à [0, 1], la matrice suivante appartient à G (en prenant ω1 = 0) :
A :=
(
1− E2 −E
E 1
)
. (C.0.6)
Nous avons tr(A) = 2−E2, de sorte que si E ∈ [−3,−2), tr(A) < −2 et A est une matrice
hyperbolique. G n’est donc pas borné et donc non compact.
Prenons maintenant x˜ la classe de x dans P(R2) et supposons que E ∈ [−3,−2), le cas
E ∈ (2, 3] se traitant de la même manière. La matrice A a une valeur propre dans (1,+∞)
associée au vecteur propre e1 et une autre dans (0, 1] associée à e2. Ainsi, l’orbite d’une
direction autre que e1 et e2 a une infinité d’éléments. Mais comme ωn prend toutes les
valeurs de (0, 1), pour δ ∈ (0,−2 − E) ⊂ (0, 1) et ωn = δ, G contient une autre matrice
hyperbolique C avec tr(C) = 2 − E2 + δ < 2 − (−2 − δ)2 + δ = −2 − δ − δ2 < −2 mais
ayant d’autre vecteur propres et valeurs propres. Les orbites de e1 et e2 contiennent donc
aussi une infinité d’éléments.
Maintenant, prenons E ∈ (−2,−1). En prenant ω1 = 1, la matrice suivante appartient
à G :
B :=
(
2− E2 1− E
1 + E 1
)
. (C.0.7)
Ainsi,
tr(B) = 3− E2 (C.0.8)
et donc A et B sont des matrices elliptiques. Nous calculons maintenant
tr(A2) = (1− E2)2 − 2E2 + 1 = E4 − 4E2 + 2 ∈ (−2, 2). (C.0.9)
Ainsi, A et A2 sont des matrices elliptiques. Or, nous savons qu’une matrice elliptique
n’a pas de direction fixe dans P(R2). L’orbite d’une direction x˜ ∈ P(R2) contient donc
l’ensemble {x˜, Ax˜, A2x˜} qui a donc trois éléments. Par ailleurs, un calcul montre que
AB −BA =
(
−2 · E −E2 + E
E2 + E 2 · E
)
. (C.0.10)
Ainsi, les matrices A et B ne commutent pas. Leur commutateur A−1B−1AB est donc
une matrice hyperbolique qui appartient à G et donc G n’est pas compact.
Maintenant, supposons que E = −2. Alors, A est une matrice parabolique et G n’est
donc pas compact. Nous calculons tr(B) = −1 et tr(B2) = (2−E2)2+2(1−E)(1+E)+1 =
E4 − 6E2 + 9 = 1. Ainsi, B et B2 sont des matrices elliptiques et l’orbite d’une direction
x˜ ∈ P(R2) a donc au moins trois éléments.
Supposons maintenant que E ∈ [−1, 0) et prenons δ ∈ (0,−E). Alors, A et A2 sont
de nouveau des matrices elliptiques, de sorte que l’orbite d’une direction x˜ ∈ P(R2) a au
moins trois éléments. Comme ω1 prend toutes les valeurs de [0, 1], la matrice
Cδ :=
(
1 + δ2 − E2 1− E + δ
1 + E + δ 1
)
(C.0.11)
appartient à G. Nous calculons alors tr(C) = 2+δ2−E2 ∈ (−2, 2), ainsi C est une matrice
elliptique qui ne commute pas avec A. Le groupe G n’est donc pas compact.
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Enfin, supposons que E = 0. La matrice B est une matrice hyperbolique et donc le
groupe G n’est pas compact. Maintenant, la matrice Cδ pour un certain δ ∈ (0, 1) est
également hyperbolique, mais avec des valeurs propres et des vecteur propres différents.
Ainsi, l’orbite d’une direction x˜ ∈ P(R2) a au moins trois éléments.
Ceci termine la preuve de la proposition
Proposition C.2. Si le support de ω1 est l’intervalle [0, 1] et si E ∈ [−3,−3], le groupe
G n’est pas compact et l’orbite de toute direction a au moins trois éléments.
Nous appliquons maintenant le théorème de Furstenberg et comme dans les [BL85,
Sections B-II-4 et B-II-6], en utilisant la régularité de l’exposant de Lyapounov, nous
obtenons le fait que la DEI est höldérienne sur [−3, 3]. En combinant ceci avec le Théo-
rème C.1, nous avons les estimations de Wegner et la régularité höldérienne de la DEI au
bord inférieur du spectre presque sur et ceci termine la preuve du Théorème 4.4.

Annexe D
Fonctions analytiques de plusieurs
variables réelles
Dans cette partie, nous prouvons deux propriétés des fonctions analytiques de plusieurs
variables réelles, utilisées dans les preuves des estimations de décorrélation pour les modèles
continus et les modèles de type multimère. Pour x ∈ Rn, nous noterons x = (xˆ, xn). Nous
utiliserons le théorème de préparation de Weierstrass (voir par exemple [Łoj65]), que nous
rappelons maintenant.
Théorème D.1. Soient O un ouvert de Rn contenant l’origine et f : O → R une fonction
analytique s’annulant à l’origine telle que la fonction analytique xn 7→ f(0, · · · , 0, xn) ait
un zéro d’ordre m ∈ N∗ en 0. Il existe alors un voisinage U de l’origine, un polynôme
de Weierstrass P (xˆ, xn) = a0(xˆ) + a1(xˆ)xn + · · ·+ am−1(xˆ)xm−1n + xmn , défini sur U , avec
ai(0) = 0 pour tout i ∈ J1,m − 1K, et une fonction analytique g : U → R avec g(0) 6= 0,
tels que, pour tout x ∈ U , nous avons f(x) = P (x)g(x).
Nous prouvons maintenant la
Proposition D.2. Soit Ω ⊂ Rn un ouvert et f : Ω → R une fonction analytique non
nulle. Fixons G un compact de Ω. Il existe 0 > 0 et m ∈ N∗ tel que, pour tout 0 <  < 0,
nous avons |{x ∈ G, |f(x)| < }| ≤
(

0
)1/m
.
Démonstration. Par compacité de G, il suffit de prouver qu’il existe un voisinage de chaque
point sur lequel le résultat est vrai. Prenons donc un point x ∈ G. Si f(x) 6= 0, le
résultat est clair ; supposons maintenant que f(x) = 0. Sans perte de généralité, supposons
que x = 0. Comme f n’est pas constamment nulle, quitte à opérer une rotation sur les
coordonnées, nous pouvons supposer que hn 7→ f(0, . . . , 0, hn) n’est pas constamment
nulle au voisinage de zéro, et a donc un zéro d’ordre m en 0 pour un certain m ∈ N∗.
D’après le théorème de préparation de Weierstrass, il existe un voisinage U de l’origine, un
polynôme de Weierstrass P comme dans le Théorème D.1 et une application g analytique
ne s’annulant pas en zéro tels que, pour tout x ∈ U , nous avons f(x) = P (x)g(x). Prenons
maintenant V :=] − δ, δ[n inclus dans U tel que inf
x∈V
g(x) =: 1C > 0. Ainsi, si x ∈ V vérifie
|f(x)| ≤ , alors |P (x)| ≤ C. Il reste donc à vérifier le résultat pour le polynôme de
Weierstrass P .
Prenons alors  > 0 et xˆ ∈] − δ, δ[n−1 puis supposons que |P (xˆ, xn)| ≤ . Comme
le polynôme Xn 7→ P (xˆ, Xn) est unitaire, notons (zi(xˆ))i∈J1,mK ses racines complexes,
écrites autant de fois que leur multiplicité. Comme |P (x)| ≤ , il existe i ∈ J1,mK tel que
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|xn − zi(xˆ)| ≤  1m . Comme xn ∈ R nous avons alors |xn −< (zi(xˆ)) | ≤  1m et donc
xn ∈ A(xˆ) :=
⋃
i∈J1,mJ
]
< (zi(xˆ))−  1m ,< (zi(xˆ)) +  1m
[
et A(xˆ) est de mesure inférieure à 2m 1m . Ainsi, nous avons
|{x ∈ V, |P (x)| < }| ≤
∫
xˆ∈]−δ,δ[n−1
(∫
A(xˆ)
dxn
)
dxˆ ≤ (2δ)n−12m 1m .
Ceci termine la preuve de la Proposition D.2.
Nous prouvons maintenant une autre proposition, liée à la Proposition D.2.
Proposition D.3. Soit Ω ⊂ Rn un ouvert contenant l’origine et f : Ω→ R une fonction
analytique telle que, pour tout (xˆ, xn) ∈ Ω, la fonction hn 7→ f(xˆ, xn + hn) n’est pas
constamment nulle au voisinage de zéro et fixons G := [−M,M ]n un compact inclus dans
Ω. Il existe 0 > 0 et m ∈ N∗ tel que, pour tous 0 <  < 0 et xˆ ∈ [−M,M ]n−1, nous avons
|{xn ∈ [−M,M ], |f(xˆ, xn)| < }| ≤
(

0
)1/m
.
Démonstration. Par compacité de G, il suffit de montrer que, pour tout
(xˆ, xn) ∈ [−M,M ]n, il existe δ > 0, 0 > 0 etm ∈ N∗ tels que, pour tout yˆ ∈ xˆ+]−δ, δ[n−1,
nous avons
|{hn ∈ [−δ, δ], |f(yˆ, xn + hn)| < }| ≤
(

0
)1/m
.
Comme, par hypothèse, la fonction hn 7→ f(yˆ, xn + hn) n’est pas constamment nulle dans
un voisinage de zéro, nous pouvons appliquer le Théorème D.1 selon la n-ième coordonnée
et conclure comme dans la preuve de la Proposition D.2.
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