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Kapitel 1
Einleitung
Die vorliegende Arbeit befasst sich mit der Untersuchung von Diffusoren. Diffusoren
sind wichtige Teile von Verdichtern und Turbinen. In Gasturbinen von Kraftwerken so-
wie Flugantrieben ist der Diffusor zwischen der letzten Verdichterstufe und der Brenn-
kammer in Hinsicht auf die Druckrückgewinnung sehr wichtig für den ganzen Prozess.
Mit der Entwicklung der Methoden des „COMPUTATIONAL FLUID DYNAMICS“
(CFD) ergibt sich die Möglichkeit der Betrachtung von inneren Strömungen in Ver-
dichtern und Gasturbinen im Vergleich zu realen Experimenten, die mit der forschrei-
tenden Entwicklung des Rechnertechnik in der Zukunft möglicherweise seltener erfor-
derlich sein werden. [22].
In Bezug auf die erforderliche Rechnerleistung lassen sich die turbulenten Anwen-
dungen mittels direkter numerischer Simulation (DNS) der Navier-Stokes Gleichun-
gen, einer Grobstruktursimulation (LES), wobei die kleinen Strukturen gefiltert wer-
den oder mit der Lösung der Reynolds-gemittelten Navier-Stokes-Gleichungen (RANS)
berechnen. Wegen der erforderlichen Rechnerleistung bei komplexen Strömungen wer-
den die DNS- und die LES-Verfahren auf einfache Geometrien mit einer Reynoldszahl
in der Größenordnung von Re = 105 beschränkt. Diese Einschränkung kann durch die
Modellierung der Turbulenz gelöst werden.
Leider zeigt die bisherige Literatur, dass es kein universelles Turbulenzmodell für
technische Strömungen gibt. Eigenschaften instationärer Strukturen können jedoch
je nach Frequenz mit Hilfe eines statistisch gemittelten Ansatzes nur eingeschränkt
wiedergegeben werden. Deswegen besteht eine wachsende Notwendigkeit der geeigne-
ten numerischen Modellierung und Berechnungen von Strömungen in entsprechenden
Diffusoren. Dabei gibt es viele Variationen innerhalb der statistischen Modelle. Diese
haben verschiedene Vor- und Nachteile, wie z.B. in Bezug auf die erforderliche Rech-
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nerleistung oder das Vorhersagepotential.
Die Arbeit befasst sich im Besonderen mit der Genauigkeit von verschiedenen li-
nearen Turbulenzmodellen für Luftströmungen durch Diffusoren und der Validierung
von Turbulenzmodellen für die Strömung mit und ohne Ablösung in Diffusoren. Dies
wird durch die Anwendung des NS2D- und NS3D-Codes erreicht, der durch Schil-
ling und Skoda [54] an der Technische Universität München entwickelt wurde. Die
grundsätzlichen numerischen Eigenschaften des entsprechenden CFD-Codes basieren
auf dem vereinfachtet Code von Ferziger und Peric´ [12], der im Zusammenhang der
Blockstrukturierung mit Hilfe von MPI-Bibliotheken parallelisiert wurde.
In Rahmen der Untersuchungen von Thurso [61] und Breitbach [5] wurde die
Verfügbarkeit der Turbulenzmodelle sowie die Wandbehandlung im CFD-Code imple-
mentiert. In Rahmen der vorliegenden Arbeit wurden die Untersuchungen auf Wirbel-
viskositätsmodelle begrenzt, die ohne Intermittenzansätze auf transitionale Strömun-
gen angewendet werden können.
Entsprechend der Dissertation von Unger [62] werden die zu der Zwei-Gleichungs
Familie gehörigen Turbulenzmodelle beschrieben, im Besonderen die k − ǫ- und die
k − ω-Modelle sowie zusätzlich die hybridischen Modell von Menter [37] [36] und die
low-Reynoldszahl-Erweiterungen von Abid, Chien, Fan et al., Lam und Bremhorst, und
Launder und Sharma. Weiter wurde der Einfluss der Modifizierung des Produktions-
terms der turbulenten kinetischen Energie von Kato und Launder [24] nach Wang
und Stoffel [65] an dieser Strömungsart überprüft.
Die vorliegende Arbeit besteht somit aus einer numerischen Analyse der instatio-
nären und inkompressiblen Strömung in Diffusoren von Turbomaschinen, sowie darin,
eine Methode zu finden, diese komplexen Strömungen zu simulieren. Dieser Zweck
wird durch zwei Hauptaspekte erreicht: durch die Validierung oder Studie von Tur-
bulenzmodellen für Strömungen durch Diffusoren und durch die Untersuchung des
Einflusses der Wang-Stoffel Modifikation. Da die Möglichkeiten verschiedener Turbu-
lenzmodelle untersucht wurden, steigt der Komplexitätsgrad der untersuchten Luft-
strömungen durch die Diffusoren innerhalb der Arbeit.
Die untersuchten Fälle bestehen aus Kanaldiffusoren und aus Ringdiffusoren. De-
ren Strömungen konnten als zwei- bzw. dreidimensional charakterisiert werden, wes-
halb die Simulationen mit angepasstem Code durchgeführt wurden.
Nach einer grundsätzlichen Betrachtung turbulenter Strömungen in Kapitel 2 wer-
den numerische Simulationsarten in Kapitel 3 beschrieben. Dann wird auf die verwen-
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deten Verfahren zur Modellierung der Strömung bzw. der Kopplung von Strömung und
Struktur eingegangen.
Die Ergebnisse der numerischen Simulationen sind in vier Teile gegliedert: Zu-
nächst werden in Kapitel 4 die untersuchten Strömungen durch Kanaldiffusoren dis-
kutiert. Dieses Strömungsverhalten kann als ein stationärphänomen behandelt wer-
den, weswegen im diesem Teil der Arbeit stationäre Berechnungen durchgeführt wur-
den. Die Simulationsbeispiele bestehen aus einem beidseitig erweiternden Diffusor
[50] ohne Ablöseblase als erstem Teil, und einem einseitig erweiternden Diffusor [31]
mit vorhandener Ablöseblase als zweitem Teil.
Es folgt in Kapitel 5 als Ergebniss die dreidimensionale Untersuchung der Ring-
diffusoren. Hierfür wurden in stationäre [17] und instationäre Berechnungen für den
ersten und den zweiten untersuchten Fall durchgeführt. Die instationäre Simulation
besteht in der Nachrechnung der Strömung im Diffusor der Versuchsanlage von Be-
cker [3].
Schließlich werden in Kapitel 6 die gewonnenen Erkenntnisse zusammengefasst.
Kapitel 2
Theoretishe Grundlagen
2.1 Erhaltungsgleihungen
Das Verhalten einer Strömung wird in der Kontinuumsmechanik durch die mathema-
tische Beschreibung der Masse- (2.1), Impuls- (2.2) und Energieerhaltungsgleichung
(2.3) für beliebige Koordinatensysteme vollständig definiert.
∂ρ
∂t
+ ∇ · (ρ~u) = 0 (2.1)
D
Dt
(ρ~u) = −∇p + ρ~k + ∇· ↔T (2.2)
D
Dt
(ρh0) = ∇p + ρ~k · ~u + ∇ · (~u · T ) − ∇ · ~q (2.3)
Darin sind t die Zeit, ~u die Geschwindigkeit, p der statische Druck, ~q der Wärmestrom-
vektor und
↔
T der Reibungsspannungstensor.
Der Wärmestromvektor ~q kann aus dem Produkt von Wärmeleitzahl λ und dem
Gradienten der Temperatur ϑ unter der Verwendung des Fourierschen Gesetzes der
Energiebilanz (2.3) bestimmt werden:
~q = − λ∇ϑ (2.4)
Hierbei wird die Gültigkeit der Stokesschen Hypothese vorausgesetzt. Der Reibungs-
spannungstensor
↔
T wird durch die Beziehung (2.5) für Newtonsche Fluide definiert.
↔
T = 2µ
↔
E − 2
3
µ(∇~u)· ↔I (2.5)
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
µ
∂uk
∂xk
δij (2.6)
wobei µ die molekulare Viskosität,
↔
E der Deformationsgeschwindigkeitstensor und
↔
I
der Einheitstensor ist. Den Tensor
↔
T bezeichnet Spurk [57] als Reibungsspannungs-
4
Kapitel 2 Theoretishe Grundlagen 5
tensor, da er nicht den Druck, sondern nur Anteile aus den viskosen Reibungsspannun-
gen enthält. Trotzdem soll dieser in der vorliegenden Arbeit weiterhin nach Gleichung
(2.5) als Spannungstensor bezeichnet werden.
Die Erhaltungsgleichungen (2.1) bis (2.3) sind für alle Strömungsbedingungen
gültig, d.h. sowohl für laminare, als auch für turbulente Strömungen. Der Übergang
von einer laminaren zu einer turbulenten Strömung wird durch die Reynoldszahl be-
stimmt, deren Definition Gleichung (2.7) angibt. Die Reynoldszahl wird definiert als
das Verhältnis von Trägheits- zu Zähigkeitskräften, d.h. sie zeigt den Viskositätsein-
fluss in der Strömung.
Rex =
ρ · |~u| · x
µ
(2.7)
wobei ~u die Strömungsgeschwindigkeit und x eine charakteristische Länge ist. ρ und
µ sind die Dichte und Viskosität der Flüssigkeit. Der Übergang zwischen laminarer
und turbulenter Strömungsformwird durch eine kritische ReynoldszahlRekrit gekenn-
zeichnet, die z.B. für eine Rohrströmung bei Re = 2.300 liegt [57]. Dominieren die vis-
kosen Kräfte, so wird die Strömung als laminar bezeichnet, gibt es einen stärkeren
Einfluss der Trägheitskräfte, so bezeichnet man eine Strömung als turbulent.
Außer unter sehr eingeschränkten Bedingungen (z.B. für einige laminare Schich-
tenströmungen [57]), ist das nichtlineare- und gekoppelte Gleichungssystem der Glei-
chungen (2.1), (2.2) und (2.3) analytisch unlösbar. Das Gleichungssystem kann jedoch
durch numerische Verfahren gelöst werden, z.B. mittels einer statistischen Beschrei-
bung der Turbulenz (RANS) oder einer dreidimensionalen- und instationären Lösung
der Gleichungen (DNS oder LES).
Masse- (2.1), Impuls- (2.2) und Energieerhaltungsgleichung (2.3) lassen sich für
inkompressible Fluide vereinfachen. Die Annahme der Inkompressibilität ist bei Gasen
gerechtfertigt, solange die Machzahl
(
Ma = U
c
)
der Strömung den Wert vonMa = 0, 3
[14] nicht übersteigt. Unter dieser Bedingung wird das Gleichungssystem unter der
Annahme konstanter Dichte (ρ) und Viskosität (µ) wie folgt geschrieben:
ρ ∇ · ~u = 0 (2.8)
ρ
D~u
Dt
= −∇p + ρ~k + ∇· ↔T (2.9)
ρ
Dh0
Dt
= ∇p + ρ~k · ~u + ∇ ·
(
~u· ↔T
)
− ∇ · ~q (2.10)
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Weiterhin verläuft die Zustandsänderung der Strömung auf einer Isothermen,
wenn die Machzahl sehr klein ist (Ma≪ 1). Für diesen Fall kann man noch die
folgende Vereinfachung für die Erhaltungsgleichungen treffen: Die Energiebilanz (2.3)
wird von der Massen- und Impulsbilanz entkoppelt, und es werden nur die
Erhaltungsgleichungen für Masse (2.1) und Impuls (2.2) betrachtet.
2.2 Geshwindigkeitsprole
Ein theoretisches Geschwindigkeitsprofil wird nach Zierep [72] für laminare
sowie turbulente Strömungen untersucht. Diese Profile werden durch die Gleichungen
(2.11a) und (2.11b) beschrieben,
u(y) =


U∞ · 4·yH
(
1− y
H
)
, laminar (2.11a)
U∞ ·
(
2·y
H
) 1
n
, turbulent (2.11b)
wobeiH die Kanalhöhe [m] und U∞ die Referenzgeschwindigkeit
[
m
s
]
sind. n ist abhän-
gig von der Reynoldszahl der Strömung (s.Nikuradse [40], [41]), für eine Reynoldszahl
von Re ≈ O4 beträgt der Wert n = 7.
Viskose Strömungenwurden nachPrandtl [45] im zwei unterschiedliche Bereichen
aufgeteilt. Der erste Bereich ist als das Gebiet in der Nähe einer festen Oberfläche de-
finiert, der Rest der Strömung stellt den zweiten Bereich dar. Der Bereich an der Wand
wird als „Grenzschicht“ bezeichnet, wobei die Viskositat hier von großer Bedeutung ist.
Außerhalb des Grenzschichtbereiches können viskose Effekte als vernachlässigbar an-
genommen werden. Die Grenzschichtdicke δ wird definiert als Abstand von der Wand
bis zu dem Punkt, an dem die Strömung 99% der Geschwindigkeit der sogenannten
freien Strömung (d.h. frei von Wandeinflüssen) erreicht. Die Verdrängungsdicke δ1 ist
δ1
δ
0,99 U
δ2
Abbildung 2.1: Grenzshiht-, Verdrängungs- und Impulsverlustdiken
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die hypothetische Wandhöhe, die für eine Strömung ohne Reibung die selbe Verdrän-
gungswirkung wie jene der Grenzschicht produziert:
δ1 =
∫ δ
0
(
1 − u
U
)
dy. (2.12)
Weiterhin wird die Impulsverlustdicke δ2 definiert als die notwendige Schichtdicke ei-
ner freien Strömung, deren Impulsverlust der gleiche ist wie in der Grenzschicht:
δ2 =
∫ δ
0
(
1 − u
U
)
u
U
dy (2.13)
Im Abbildung 2.1 werden diese drei Größen skizziert. Die Grenzschicht wird ge-
wöhnlich durch den Formparameter (H12) charakterisiert, der als Verhältnis von Ver-
drängungsdicke und Impulsverlustdicke definiert ist.
H12 =
δ1
δ2
(2.14)
Nach Doenhoff [9] liegt der Wert des Formparameters bei turbulenten Strömun-
gen in dem Bereich H12ǫ[1, 8; 2, 4] ein, bei laminaren in dem Bereich H12ǫ[2, 25; 3, 5].
2.3 Turbulentes Geshwindigkeitsprol, innerer Bereih des
Grenzshihtprols
Die Gleichung (2.2) ist in umittelbarer Wandnähe ungültig, weil sich dort ein
unendlicher Geschwindigkeitsgradient einstellt. Deswegen wurde durch eine
dimensionslose Analyse des Strömungsverhaltens in diesem Bereich ein turbulentes
Geschwindigkeitsprofil gefunden, das den Grenzschichtzustand ohne Zuhilfenahme
der Navier-Stokes Gleichungen beschreibt. Die Entdimensionalisierung wird durch die
sogennante Schubspannungsgeschwindigkeit uτ (Gl. 2.17) erreicht. Damit lauten die
dimensionslose Geschwindigkeit u+ (Gl. 2.15) und der dimensionslose Wandabstand
y+ (Gl. 2.16), folgendermaßen
u+ =
|~u|
uτ
(2.15)
y+ =
ρ · uτ · yP
µ
(2.16)
uτ =
√
τw
ρ
(2.17)
Hierbei sind ~u der Geschwindigkeitsbetrag
[
m
s
]
, yP der Wandabstand [m],
µ die Viskosität
[
N s
m2
]
, τw die Wandschubspannung
[
N
m2
]
, und ρ die Dichte der
Flussigkeit
[
kg
m3
]
.
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Abbildung 2.2: Geshwindigkeitsprol einer turbulenten Grenzshiht
Mit Hilfe der universellen halblogarithmischen Skizze in Abbildung 2.2 nach Rotta
[49] wird dasWandgesetz in turbulenter Strömung erklärt. Darin kannman bestimmte
Bereiche erkennen:
1. In der linearen oder viskosen Unterschicht, wo Newtonsche Spannung herrscht
gilt die Beziehung (2.18a).
2. Der Übergangsbereich, in dem die viskose und die Reynoldssche Spannung etwa
von gleicher Größenordnung sind. In diesem Gebiet wachsen die Reynolds’schen
Spannungen mit y+ an, während die Newtons’sche Spannung abfällt. Nach
Göing [17] gilt die Gleichung (2.18b).
3. Die vollturbulente Schicht, in der die Reynolds’schen Spannung deutlicht domi-
niert. Nach Prandtl [45] gilt die Gleichung (2.18c)
y+ =


u+ , 0 < y+< 5 (2.18a)
u+ + e−κC
(
eκu
+ − 1 − u+κ
− (u+κ)22! − (u
+κ)3
3!
)
, 5 < y+< 30 (2.18b)
e(u
+−C)κ , 30 < y+ (2.18)
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Die Gleichung (2.18c) wurde von v. Kármán [63] umgeformt und die Geschwindig-
keit in Abhängigkeit des Wandabstandes wie folgt dargestellt:
u+ =
1
κ
ln y+ + C. (2.19)
wobei κ und C die Konstanten von v. Kármán und Coles sind. Obwohl sie keinen uni-
versellen Wert besitzen, wurden für diese Konstanten durch experimentelle Untersu-
chungen die Werte κ = 0, 4 und C = 5, 1 [7] [57] ermittelt.
2.4 Diusorströmung
Neben Schaufeln und Düsen sind Diffusoren wesentliche Bauteile zur Strömungsfüh-
rung in der Aerodynamik. Ein Diffusor definiert sich als Kanal mit zunehmender Quer-
schnittfläche, dessen Funktion in der Umwandlung von Strömungsenergie in Druck be-
steht. Die Energiewandlung einer Diffusorströmung zeichnet sich durch einen Anstieg
des statischen Drucks bei gleichzeitiger Verringerung der Geschwindigkeit entlang der
Flächenvergrößerung aus. Die Nutzbarkeit dieses aerodynamischen Prinzips findet in
vielen technischen Bereichen Verwendung, so z.B. im Motorsport, bei Abgasturbola-
dern oder in Gasturbinen. (Abbildung 2.3)
In Abgasturboladern befindet sich verdichterseitig ein Radialdiffusor, dessen stabi-
ler Arbeitsbereich sich mit Nachleitschaufeln sogar vergrößern lässt. Eine Anwendung
im Motorsport lässt sich beispielsweise wie folgt beschreiben: „die unter dem Wagen
durchströmende Luft möglichst reibungslos wieder auf den Umgebungsdruck zu brin-
gen. Der Diffusor zwing also die Luft, die sich vor ihm und unter der ebenen Unter-
bodenverkleidung befindet, zu beschleunigen, so dass Unterdruck und damit Abtrieb
entsteht“ [32]. In ähnlicher Art und Weise werden Diffusoren am Austritt stationärer
Gasturbinen eingesetzt, um letztendlich die Wellenleistung zu erhöhen.
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(a) Abgasturbolader (b) Motorsport
() Gasturbine
Abbildung 2.3: Tehnishe Diusoranwendungen
Ein Austrittdiffusor ist nur bei stationären Gasturbinen sinnvoll, weil bei Flugga-
sturbinen der austretende Impuls einen Beitrag zum Gesamtschub des Triebwerkes
leistet. Bei allen Gasturbinenarten werden Ringdiffusoren zwischen dem Verdichter
und der Brennkammer eingesetzt (Abbildung 2.3(c)), damit der Machzahlbereich der
Strömung beiMa ≤ 0, 25 liegt, wodurch eine stabile Verbrennung gewährleistet ist.
In einer Diffusorströmung findet in der Grenzschicht eine ausgeprägte Strömungs-
verzögerung statt. Der ansteigende Druck in der freier Strömung kann im ungünstigen
Fall die impulsarme Grenzschichtströmung stark abbremsen und sogar umkehren. Die
Grenzschichtwirbel erscheinen wie eine chaotische Mischung aus Geschwindigkeits-
und Turbulenzprofilen.
In Abbildung 2.4 wurde die Strömung durch einen Kanal mit Diffusorbereich oder
schräge Stufe dargestellt. Darin werden durch die aufgeprägte Strömungsänderung
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fünf verschiedene Bereiche erkennbar:
I Einlaufkanal und freier Strömung, wobei U als die maximale Geschwindigkeit
außerhalb der Grenzschicht definiert wurde.
II Grenzschicht (Ψ = 0) und Ablösenblaselänge (xR), die als der nötige Abstand für
das Wiederanlegen der Strömung definiert wurde.
III Nulllinie (U = 0), die Geschwindigkeit ist hier null.
IV Wiederanlegegebiet, hierin herrschen starke Druckgradienten sowie hohe lokale
Turbulenzgrade.
V Gebiet, worin sich die Strömung wieder vergleichmäßigt.
Das Verhalten einer Diffusorströmung lässt sich durch die Änderung der Bauform
und die Einlaufbedingungen beeinflussen. Jeder dieser manipuliertbaren Parameter
wird anschließend diskutiert.
2.4.1 Bauformen
Die genannte Vergrößerung der Querschnittfläche führt zu zwei Bauklassen: ebene
oder Rechteckdiffusoren und rotationssymmetrie bzw. konische Diffusoren, welche man
wiederum in die zwei Unterklassen Kegel- und Ringdiffusoren unterteilt. Ringdiffuso-
ren besitzen im Gegensatz zu Kegeldiffusoren eine Nabe in der Mitte. Die Parameter
zur Bezeichnung von Diffusorgeometrien sind in Abbildung 2.5 nach Japikse und
Beines [21] skizziert.
Die Drucksteigerung oder auch der Druckrückgewinn eines Diffusors lässt sich mit
dem Druckbeiwert Cp angeben. Dieser ist definiert als der Quotient der Differenz der
III
I
II
IV V
U=0
ψ=0
Abbildung 2.4: Shematishe Darstellung einer Störung durh eine ebene shräge Stufe
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statischen Drücke an Aus- (pA) und Eintritt (pE) und dem dynamischen Druck am
Eintritt
(ρ
2 · U2
)
, d.h.
Cp =
pA − pE
ρ
2 · U2
(2.20)
Bei der Benutzung der Massenerhaltungsgleichung in Kombination mit der Ber-
noulligleichung unter der Annahme einer reibungsfreien inkompressiblen Strömung,
ergibt sich der ideale Druckrückgewinn zu:
cpi = 1−
U2E
U2A
= 1− 1
AR2
, (2.21)
darin ist AR das sogenannte Flächenverhältnis, das mit den Parametern im Abbildung
2.5 definiert ist als:
AR =
AA
AE
=
W2
W1
=
D2 − h
D1 − h (2.22)
Der maximale Druckrückgewinn wurde u.a., von Reid [47], Ishikawa und Nakamu-
ra [19] und McDonald und Fox [33] für verschiedene Diffusorbauformen untersucht.
Diese Untersuchungen liefern Diagramme, wie sie die Abbildung 2.6 beispielhaft zeigt.
Neben dem Flächenverhältnis wird ein Diffusor mit dem Längenverhältnis
(
L
W1
, L
h
)
vollständig charakterisiert. Das Längenverhältnis wirkt sich auf die Stabilität der
Strömung aus: je länger der Diffusor, desto stabiler die Strömung. Diese Parameter
bestimmen im Zusammenspiel den Totalöffnungswinkel, um einen optimalen Betrieb-
spunkt zu finden, z.B. um die Bildung einer Ablöseblase zu vermeiden. Die Ablösebla-
se vermindert den effektiven Diffusorquerschnitt und wirkt sich damit auf die Strö-
mungsverluste aus. Eine Untersuchung der Ablöseblase wurde von Ashjaee [2] und
Weiser [67] durchgeführt. Deren Ergebnisse zeigen die Bildung einer Ablöseblase ab
W
1
b
L
h
L
2 D
1
W
2
D
Abbildung 2.5: Charakteristishe Diusorgröÿen
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Abbildung 2.6: Optimale Geometrien zum Drukrükgewinnung
einem Öffnungswinkel von α = 10o. Andererseits wurden am Institut Experimente mit
verschiedenen Öffnungswinkeln von Schobeiri durchgeführt [50]. Abbildung 2.7 fasst
die Druckbeiwerte (Cp) in Abhängigkeit der dimensionslosen Koordinate
(
x
w
)
der un-
tersuchten Konfigurationen zusammen. Bei den Untersuchungen wurde ein mit dem
Öffnungswinkel zunehmende Druckrückgewinn bis α =10o festgestellt. Bei einemWin-
kel von α =14o trat eine Ablöseblase auf weswegen keine größeren Öffnungswinkel un-
tersucht wurden. Nikuradse [39] entwickelte einen Grenzwinkel (αD,Gr), bei dem die
Strömung ablöste. Für einen axialsymmetrischen Diffusor hängt der Grenzwinkel in
Gleichung (2.23) von der auf der Halbkanalhöhe basierenden Reynoldszahl ab.
2αD,Gr =
150
Re
1
4
(2.23)
Nicht nur die geometrischen Verhältnisse ermöglichen die Optimierung des Dif-
fusors, weil die Kanalkrümmung einen wichtigen geometrischen Parameter darstellt.
Ungerade Diffusorwände wurden u.a. von Kline [13] sowie Thum und Schilling [60]
x/H
C p
0 1 2 3 4 5
-0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
α=0°
α=2°
α=4°
α=6°
α=8°
α=10°
α=12°
α=14°
Abbildung 2.7: Verlauf des Umsetzungsgrades in Strömungsrihtung
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untersucht. Dieser Untersuchungen bestehen u.a. aus konvexen, konkaven sowie spi-
ralförmigen Kanalkonturen, wobei sich der Druckrückgewinn in Bezug zu geraden Dif-
fusorwänden verbessert.
2.4.2 Einlaufbedingungen
Nach Moore und Kline [38] und Sprenger [56] übt die Zuström Reynoldszahl einen
sehr geringen bzw. keinen Einfluss auf die Strömung aus. Die Verbesserung des Druck-
rückgewinns kann man durch die Anströmbedingung bewirken. Bei einer Erhöhung
der Strömungsentwicklung bzw. des Turbulenzgrades kann man den kritischen Öff-
nungswinkel von 12o auf 16o erweitern [50]. Dies man kann sich folgendermaßen er-
klären:
1. bei dicken Grenzschichten kommt es zum laminar-turbulenten Übergang.
2. die kinetische Energie in Wandnähe überträgt sich senkrecht zur Strömungsrich-
tung.
Dies führt zu einer stärkeren und stabileren Grenzschicht. Bradshaw und Wong [4]
charakterisieren den Einfluss der Grenzschicht auf die Strömung. Das Kriterium wur-
de in dem Quotienten zwischen der Grenzschicht (δ) und der Stufenhöhe (H) gefunden.
Nach dieser Annahme wird der Störungsgrad schwach bei δ
H
≫ 1, stark bei δ
H
≈ 1, und
extrem bei δ
H
< 1 dargestellt.
Eine Strömung wird beispielweise durch das Einsetzen einer Stolperkante am Dif-
fusoreintritt gestört. In der gestörten Strömung wurde eine Grenzschicht erzeugt, die
wegen der abgelösten Wirbel hoch turbulent wird. Ähnliche Erhöhungen des Druck-
rückgewinns wurden mittels Turbulenzgeneratoren von Becker [3] in einem model-
lierten Axialverdichter beobachtet.
Bei Kegel- sowie Ringdiffusoren spielt der Drall eine wichtige Rolle bezüglich des
Druckrückgewinns. In diesem Fall wirkt die Umfangskomponente vergleichmäßigend.
Abgelöste Strömungen von McDonald [34], Kitoh und Kamiya [25] und Lohmann
et al. [30] legten bei einem Strömungswinkel von 10o wieder an.
Bedeutend sind für Turbomaschinen die unsymmetrischen Profile der Eintrittsge-
schwindigkeit. Untersuchungen von Wolf et al. [69] sowie Kaiser et al. [23] zeigen
eine abgelöstete Diffusorströmung, wobei sich am Diffusor ein unsymmetrisches Profil
der Geschwindigkeit einstellte. Das nachteilige Verhalten der Strömung beruht auf der
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Tatsache, dass sich die Scherströmung am Eintritt entlang des Diffusors verschlech-
tert. Interessant für diese Arbeit sind die instationären Strömungen, die in Turbo-
maschinen auftreten. In Gasturbinen sind die instationären Strömungen mit einer
Reynolds-Zahl im Bereich von etwa O5 bis O6 charakterisiert. Stromabwärts der Ver-
dichterstufen werden sich die Profilgrenzschichten vom laminaren in den turbulenten
Zustand entwickelt haben. Folglich liegt am Diffusoreingang ein sehr komplexes sowie
turbulentes Geschwindigkeitsprofil vor.
Kapitel 3
Numerik
3.1 Turbulenzmodellierung
Längenskalen Man kann turbulente Strömungen durch eine stochastische Vertei-
lung in Raum und Zeit charakterisieren, deren Längenskalen in einem breiten Bereich
liegen. Deswegen ist es für die vollständige Modellierung notwendig, dass die Größe
der räumlichen Diskretisierung kleiner als die charakteristische Länge wird, d.h. die
räumliche Größe muss kleiner als der kleinste turbulente Wirbel und die Zeitschritt-
weite kleiner als die kleinste zeitliche Schwankung sein.
Die Energie der Turbulenz ist über einen breiten Frequenzbereich verteilt, wobei
die niedrigen Frequenzen am wichtigsten sind. Die turbulente kinetische Energie er-
gibt sich aus der Integration der spektralen Wirbelenergiedichte (E) über den gesam-
ten Wellenzahlbereich (κ):
k =
∫ ∞
0
E(κ)dκ (3.1)
Lm
−1log log L−1t ηk
−1log
I II III
κ−5/3
berechnet
berechnet
LES
DNS
modelliert
RANSmodelliert
log Ε(κ)
log κ
Abbildung 3.1: Energiespektrum und Arbeitsbereih der Modelle
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Das Energiespektrum imWellenzahlbereich bei doppelt-logaritmischer Auftragung
einer isotropen und homogenen Strömung ist in Abbildung 3.1 skizzert, in dem drei
Bereiche erkennbar sind:
I Energietragende Wirbel: die großen Wirbelstrukturen (eddy) entziehen der
Hauptströmung Energie, die über Wirbelstreckungsmechanismen zu kleineren
Skalen transferiert wird [44]. Sie sind charakterisiert durch die integralen Zeit-
(Tt) und Längenskalen (Lt).
II Trägheitsbereich: er nimmt für hohe Reynolds-Zahlen Ret den größten Teil des
Energiespektrums ein, obwohl hier weder viskose Effekte noch Wirkungen der
groën Skalen eine dominierende Rolle einnehmen. Die Ausdehnung des Träg-
heitsbereichs kann über das Verhältnis von Lt zu ηk (3.3) abgeschätzt werden.
Die Tatsache, dass in vollturbulenten Strömungen das Energiespektrum in die-
sem Bereich einen Abfall mit dem Exponenten −53 aufweist, kann zur Verfizie-
rung von DNS- und LES-Berechnungen herangezogen werden.
III Dissipationsbereich: im diesem wird die turbulente kinetische Energie dissipiert.
Die kleinsten Einheiten turbulenter Bewegungen sind die Kolmogorov-Skalen:
ηκ = (
ν3
ǫ
)0,25 für den Raum und τκ = (νǫ )
0,25 für die Zeit. Eine turbulente Reynolds-
Zahl wird gebildet mittels dem turbulenten Geschwindigkeitsmaß UT und dem inte-
gralen turbulenten Längenmaß LT und stellt sich in Gleichung (3.2) dar.
Ret =
Ut · Lt
ν
(3.2)
wo Ut das turbulente Geschwindigkeitsmaß und Lt das integrale Längenmaß sind, wel-
che die größten turbulenten Skalen charakterisieren.
Die zur Berechnung aller turbulenten Bewegungen notwendige Anzahl der Knoten
(N ) des Rechengitter wurde von Tennekes und Lumley [59] durch das Verhältnis des
integralen turbulenten Längenmaßes LT zur Kolmogorov-Länge ηT abgeschätzt.
Lt
ηk
∼ Re
3
4
t ⇒ N ∼
(
Lt
ηk
)3
∼ Re
9
4
t (3.3)
Mithilfe des Kolmogorovschen Mikrozeitmaß (tk) und der turbulenten Reynolds-
zahl, kann man das charakteristische integrale Zeitmaß t herleiten [15] als:
t
tk
= 0, 3 ·
√
Ret (3.4)
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Die heute verwendeten Modelle, mit denen sich turbulente Strömungen berechnen
lassen, werden nachfolgend in der Reihenfolge geringer werden der notwendiger Rech-
nerleistung erklärt:
• DNS: „DIRECT NUMERICAL SIMULATION“ oder Direkte Numerische Simulation,
• LES: „LARGE EDDY SIMULATION“ oder Grobstruktursimulation,
• RANS: „REYNOLDS AVERAGED NAVIER-STOKES-EQUATIONS“ oder Statistische
Beschreibung der Turbulenz mittels der Reynoldsmittelung.
DNS Mit der Direkten Numerische Simulation kann man qualitativ hochwertige Er-
gebnisse erhalten, vergleichbar dem Experiment, weil die instationärenNavier-Stokes-
Gleichungen ohne Modellierung gelöst werden. Ein solches „numerisches Experiment“
liefert einen detallierten Einblick in die Physik des analysierten Problems. Dem ge-
genüber steht der Aufwand, die kleinsten turbulenten Wirbel mittels Diskretisierung
in Raum und Zeit aufzulösen, um die Kolmogorov-Skalen zu erfassen.
Technisch interessante Strömungsprobleme finden sich beginnend im Bereich von
Reynolds-Zahlen der Ordnung O(104). Die Abschätzungsgleichung für die notwendi-
ge Diskretisierung in Ort und Zeit führt auf einen riesigen Bedarf an Arbeitsspeicher
und Rechenzeit. Daher ist es mit der heute wirtschaftlich verfügbaren Rechnerleis-
tung nicht möglich, komplexe Anwendungen bzw. technisch interessante Strömungen
mittels DNS zu lösen,
Hervorragende DNS-Arbeiten sind die Simulation der Bypass-Transition an einer
ebene Platte ohne Druckgradient von Jacobs und Durbin [20], deren Knotenanzahl
von 71·106 eine der bis dato rechenintensivsten Anwendungen darstellt; oder die Simu-
lation der nachlaufinduzierten Transition an einer ebene Platte von Wu und Durbin
[70].
LES Wie bei DNS werden mit dem numerischen Verfahren LES die Navier-Stokes-
Gleichungen gelöst, mit dem Unterschied, dass die kleineren dissipativen Wirbel tief-
paßgefiltert werden. Somit wird bei einer Large-Eddy Simulation die instationäre Ent-
wicklung der makroskopisch relevanten und energietragenden Wirbelstrukturen auf-
gelöst. Die kleinen Skalen können aufgrund ihrer Isotropie günstig modelliert werden,
nachdem die Feinstrukturen über Tiefpassfilter-Operationen separiert wurden, welche
z.B. in Friedrich [15] beschrieben werden.
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Die Problematik der LES liegt in Wandnähe, weil dort eine spezielle Schicht
vorliegt, deren Auflösung vergleichbar zu DNS sein muss und deren Dicke sich mit
δ ∼ 1√
Re
abschätzen lässt. Trotz dieser Schwierigkeit spart LES viel Rechenzeit im
Vergleich zu DNS, weil die kleinsten räumlichen Strukturen nicht berechnet werden.
Da die LES eine sehr gute Beschreibung der Physik liefert, sind schon viele technische
Anwendungen mit dieser Modellierung erfolgreich berechnet worden, z.B. Piomelli
[43], wandnormale Fluktuationen von Diurno et al. [8], nachlaufinduzierte Transition
an einer ebenen Plate von Ham et al. [18], transitionale Turbinengitter von Meinke
et al. [35], u.a.
RANS Die statistischen Turbulenzmodelle sind zur Zeit die populärsten, weil sie
vergleichweise niedrige Hardwareleistung benötigen und numerisch sehr stabil sind.
Hauptsächlich wird bei RANS der Reibungsspannungstensor im Gl.(2.5) modelliert,
wobei die Art der Modellierung die Turbulenzmodelle in Wirbelviskositäts- oder
Reynoldsspannungsmodelle klassifiziert. Bei den Wirbelviskositätsmodelle wird eine
Vereinfachung der Erhaltungsgleichungen (2.1) bis (2.3) durch eine zeitliche Mitte-
lung der Transportgleichungen durchgeführt, die weitere Modellierung wird im Ka-
pitel 3.2.2 vertieft. Bei Reynoldsspannungsmodellen werden die sechs unbekannten
Komponenten des Reynoldsspannungstensor entweder durch differentielle Transport-
gleichungen oder algebraische Ausdrücke modelliert.
3.2 Statistishe Turbulenzmodellierung
3.2.1 Mittelung der Grundgleihungen
Reynolds schlug im Jahr 1895 vor, dass eine beliebige Größe φ in einen Mittelwert
φ und in einen Schwankungswert φ′ aufgespalten wird. Dies ist die sogenannte
Reynoldssche Mittelung, die in Gleichung (3.5) dargestellt wird und unter Annahme
des stochastischen Charakters einer turbulenten Strömung deren statistische Mittel-
werte begründet.
φ(xi, t) = φ¯(xi, t) + φ
′(xi, t) (3.5)
Der Mittelwert φ¯ wird unabhängig von einem Zeitpunkt t0 als das Mittel einer sta-
tionären Strömung φ¯ definiert. Bei zeitlicher Beobachtung der Größe φ wird der Mit-
telwert über einen ausreichend langen Zeitraum T am festen Ort xi in Gleichung (3.6)
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definiert.
φ¯(xi) = lim
T→∞
1
T
∫ t0 + T
t0
φ(xi, t) dt (3.6)
Die Zerlegung nach Gleichung (3.5) wird in die Navier-Stokes-Gleichungen für
inkompresible Strömungen (2.1) und (2.2) eingesetzt. Das resultierende System der
Reynolds-gemittelten Navier-Stokes-Gleichungen (RANS-Gleichungen) wird in den
Gleichungen (3.7) und (3.8) zusammengefasst.
∂ui
∂xi
= 0 (3.7)
∂ui
∂t
+ uj
∂ui
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂x2i
− ∂
∂xj
u′iu
′
j (3.8)
Der durch die Reynoldsmittelung neu entstandene Term u′iu
′
j in den
RANS-Gleichungen (3.7) und (3.8) ist unbekannt und muss nun modelliert werden.
Die Transportgleichungen der fluktuierenden Variablen werden bei der Subtrakti-
on der Reynolds-gemittelten Gleichungen (3.7) und (3.8) in den Transportgleichungen
für Masse (2.1) und Impuls (2.2) erhalten, und in den Gleichungen (3.9) und (3.10)
beschrieben.
∂u′i
∂xi
= 0 (3.9)
∂u′i
∂t
+ u¯j
∂u′i
∂xj
= −1
ρ
∂p′
∂xi
− u′j
∂u′i
∂xj
− u′j
∂u¯i
∂xj
+ ν
∂2u′i
∂x2j
+
∂u′iu
′
j
∂xj
(3.10)
In den Gleichungen (3.8) und (3.10) wird der sogenannte Reynolds-Spannungs-
Tensor
(
u′iu
′
j
)
eingeführt, der über Korrelationen für die fluktuierenden Geschwindig-
keiten die Turbulenzinformationen enthält, die im Mittelungsprozess verloren worden
sind. Bei der Multiplikation der Gleichung (3.10) mit u′j und anschließender Mittelung
wird die Transportgleichung für den Reynoldsschen Spannunstensor (3.11) gewonnen.
∂u′iu
′
j
∂t
+ u¯k
∂u′iu
′
j
∂xk
= − ∂
∂xk
[
(u′iu
′
ju
′
k) +
p′
ρ
(δkju
′
i + δiku
′
j) − ν
∂u′iu
′
j
∂xk
]
−
(
u′iu
′
k
∂u¯j
∂xk
+ u′ju
′
k
∂u¯i
∂xk
)
+
p′
ρ
(
∂u′i
∂xj
+
∂u′j
∂xi
)
− 2ν ∂u
′
i
∂xk
∂u′j
∂xk
(3.11)
Nach Einführung der turbulenten kinetischen Energie pro Einheitsmasse als
k =
1
2
u′iu
′
i (3.12)
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geht die Reynolds-Transportgleichung (3.11) in die Tensorgleichung (3.13) über.
∂k
∂t
+ uk
∂k
∂xk
= −u′iu′k
∂u′i
∂xk︸ ︷︷ ︸
Pk
− ν ∂u
′
i
∂xk
u′i
∂xk︸ ︷︷ ︸
ǫ
− 1
ρ
∂u′ip
′
∂xi︸ ︷︷ ︸
PDij
−1
2
∂u′iu
′
iu
′
k
∂xk︸ ︷︷ ︸
TDij
+ ν
∂2k
∂x2k︸ ︷︷ ︸
V Dij
(3.13)
wobei Pk das Verhältnis des Energieentzugs der Hauptströmung zur Zuführung turbu-
lenter Fluktuationen ist, ǫ die Dissipation der turbulenten kinetischen Energie in Wär-
me ist, PDij die Druckdiffusion ist, TDij die Tripelkorrelation des turbulente Trans-
ports ist und V Dij die Viskose Diffusion ist.
Bei instationären Simulationen mit RANS-Modellen (abgekürzt URANS, aus
„UNSTEADY“ RANS) wurde eine Trennung der Zeitskalen, welche die kohärenten und
die diesen überlagerten Geschwindigkeitsfluktuationen charakterisieren, vorgenom-
men [55]. Das Ensemble der Strömungsvariablen φ wird mit den deterministischen
bzw. periodischen Fluktuation
(
φ˜
)
von der Zweikomponentengleichung (3.5) zur Drei-
komponentengleichung (3.14) erweitert.
φ = φ¯ + φ˜ + φ′ (3.14)
3.2.2 Wirbelviskositätsmodelle
Die Wirbelviskositätsmodelle beschreiben mit einer annehmbaren Genauigkeit
komplexe Anwendungen. Sie zeichnen sich durch eine sehr robuste numerische
Implementierung aus. Ausnahmen sind Strömungen mit Staupunkt sowie mit
positiven Druckgradienten, wo durch Modifikationen korrigierend eingegriffen wird
zur Erzielung besser Ergebnisse. Die Grundlage der Wirbelviskositätsmodelle ist der
Ansatz von Boussinesq (3.15), der im Jahr 1877 die Analogie zwischen molekularer
und turbulenter Diffusion postuliert, d.h. die Reynoldsspannungen lassen sich
analog zu den viskosen Spannungen porportional zu der Scherrate bestimmen. Durch
die Einführung der isotropen turbulenten Wirbelviskosität νt, welche von den
Scherraten der mittleren Geschwindigkeit abhängig ist, kann der kinematische
Reynolds-Spannungentensor gleichartig zum Reibungsspannungstensor (Gl. 2.5) wie
folgt definiert werden:
−u′iu′j = νt
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
k δij (3.15)
Die Wirbelviskosität νt oder „EDDY-VISCOSITY“ in Gleichung 3.16 kann durch eine
Dimensionanalyse bestimmt werden. Diese führt zu dem Produkt eines turbulenten
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Geschwindigkeitmaßes UT und eines turbulenten Längenmaßes LT [64]. Eine andere
Beschreibung der Wirbelviskosität ist das Verhältnis des Quadrats eines turbulenten
Längenmaßes LT zu einem Zeitmaß TT .
νT ∝ LT · UT ∼ L
2
T
TT
(3.16)
Schließlich erhält man die Modellierung des unbekannten
Reynolds-Spannungstensors durch die Bestimmung der Wirbelviskosität bzw. seiner
verbundenen Längen- und Zeitmaß. Astelle dieser Maße werden in der Praxis zusätz-
liche Transportgleichungen gelöst, deren Anzahl die Wirbelviskositätsmodelle klassifi-
ziert:
• Algebraische- oder Nullgleichungsmodelle
• Ein- sowie Zweigleichungsmodelle
Ein Nullgleichungsmodell bestimmt den Wert von νt mittels bekannter Größen der
Impulsgleichungen. Der Prandtl’sche Mischungswegansatz ist das bekannteste Null-
gleichungsmodell, wobei νt in direkter Verbindung zum Hauptströmungsfeld steht:
νt = l
2
m
∣∣∣∣∂u∂y
∣∣∣∣ (3.17)
wo lm der empirische Mischungsweg ist.
Im Jahr 1945 postulierte Prandtl ein Eingleichungsmodell mit einer Abhängigkeit
zwischen der turbulentenViskosität νt und der turbulenten kinetischen Energie k. Die-
se Abhängigkeit findet sich in einer partiellen Differentialgleichung der turbulenten
kinetischen Energie wieder, deren Lösung die Bestimmung des turbulenten Zeitmaßes
TT nach Gleichung (3.18) erfordert, dafür wird jedoch die empirische Mischunglänge l
benötig.
TT =
l√
k
(3.18)
Mehrgleichungsmodelle bestimmen die charakteristischen Skalen durch zusätzli-
che Transportgleichungen, z.B. für die turbulente kinetische Energie k nach Gleichung
(3.12) und ihre spezifische Dissipation ω.
Bei Zweigleichungsmodelle werden beide charakteristischen Maße gelöst, d.h. im
gesamten Strömungsfeld werden sowohl das turbulente Zeit- als auch das charakteris-
tische Längenmaß in Abhängigkeit der Strömungsgrößen berechnet. Das turbulente
Zeit- und Längenmaß wird mittels einer zusätzlichen partiellen Diferentialgleichung
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bestimmt, während das Geschwindigkeitsmaß aus der Transportgleichung der turbu-
lenten kinetischen Energie als
√
k folgt, deren exakte Transportgleichung bereits oben
als Gleichung (3.13) angegeben wurde.
Die notwendige zusätzliche Transportgleichung kann entweder für die Dissipati-
onsrate der kinetischen turbulenten Energie ǫ oder für die charakteristische Frequenz
ω der energietragenden Wirbel definiert werden. Mit der entsprechenden Differential-
gleichung erhält man in erstem Fall das berühmte k − ǫ-Modell nach Launder und
Spalding [28] oder für den zweiten Fall das k − ω-Modell nach Wilcox [68]. Für den
Fall des k− ǫ-Modells werden das turbulente Zeit- und Längenmaß wie folgt berechnet:
LT =
k
3
2
ǫ
(3.19)
TT =
k
ǫ
(3.20)
k − ǫ-Modell
Das k − ǫ Modell welches von Launder und Spalding [28] vorgeschlagen wurde, ist
das bekannteste Zweigleichungsmodell. Das Turbulenzmodell löst zwei Gleichungen:
eine Transportgleichung für die turbulente kinetische Energie k, und eine für deren
Dissipation ǫ.
Das Modell hat wesentliche Vorteile, welche es zu einem der populärsten Turbu-
lenzmodelle in der industriellen Anwendungen macht. Diese Vorteile sind im Einzel-
nen gute numerische Stabilität (aufgrund seiner dissipativen Eigenschaften), ein gu-
ter Kosten-Nutzen-Effekt und gute Anwendbarkeit auf unterschiedlichste technische
Strömungen. Aus diesen Gründen wird es trotz seiner bekannten Mängel noch immer
sehr häufig eingesetzt.
Die entsprechende Wirbelviskosität der Gleichung (3.16) kann für das k − ǫ-Modell
in den nachfolgenden Ausdruck der turbulenten Viskosität umformuliert werden:
νt = Cµ
k2
ǫ
, (3.21)
wo Cµ = 0, 09 eine Proportionalitätskonstante ist. Die Gleichung (3.21) wird mit Hilfe
der Transportgleichungen der turbulenten kinetischen Energie (3.22) und deren Dissi-
pationsrate (3.23) berechnet:
∂k
∂t
+ uj
∂k
∂xj
=
∂
∂xj
[(
ν +
νt
σk
)
∂k
∂xj
]
+ Pk − ǫ (3.22)
∂ǫ
∂t
+ ui
∂ǫ
∂xi
=
∂
∂xi
[(
ν +
νt
σǫ
)
∂k
∂xi
]
+ C1ǫ
ǫ
k
Pk − C2ǫ ǫ
2
k
(3.23)
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wo C1ǫ = 1, 44, C2ǫ = 1, 92, σk = 1, 0, und σǫ = 1, 3 die experimentell bestimmten
Modellkonstanten sind. Pk wird als die Produktionsrate der turbulenten kinetischen
Energie bezeichnet, derenModellierung nach der „EDDY-VISCOSITY“ Hypothese lautet:
Pk = − u′iu′j
∂u′i
∂xj
(3.24)
Eine vollständige Beschreibung dieses Terms findet sich in Kapitel 3.4.
Der halbempirische Charakter des Modells vernachlässigt den Einfluss der mole-
kularen Viskosität. Die Gültigkeit des Modells endet dort, wo viskose Effekte gegen-
über turbulenten Spannungen vorherrschen, d.h. im wandnahen Bereich. Die dann
notwendigen Modifikationen zur Lösung des Modells in Wandnähe werden im Kapitel
3.3 erläutert.
Die nachfolgenden Turbulenzmodelle stellen eine Verfeinerung des Standard
k − ǫModells dar, eine Verbesserung erfolgte unter anderem durch Implementierung
einer Wand-Funktion.
• Das „REALIZABLE“ k − ǫ-Modell nach Shih et al. [52] ist eine Weiterentwick-
lung des Standard Modells. Modifiziert wird u.a. die Transportgleichung für die
Dissipation ǫ, weiterhin wird Cµ nicht mehr konstant, sondern in Abhängigkeit
des Deformations- und Rotationsgeschwindigkeitstensors berechnet. Hierdurch
soll sichergestellt werden, dass die turbulenten Normalspannungen nicht nega-
tiv werden können.
• Das „RENORMALIZATION GROUP“ (RNG) k−ǫ-Modell nach Yakhot und Ors-
zag [71] berechnet Momentan- statt gemittelte Werte: dieser Begriff resultiert
aus der Vorgehensweise, von den Bewegungsgleichungen derMomentanwerte ite-
rativ enge Frequenzbänder abzuspalten, um neue Gleichungen zu bekommen.
k − ω-Modell
Eine gute Alternative zum k − ǫ-Modell stellt das k − ω-Modell nach Wilcox [68] dar.
Anstelle der Dissipationsrate ǫ wird eine spezifische Dissipation ω definiert und be-
rechnet. Die Beziehung zwischen spezifischer Dissipation und der Dissipationsrate ist
in Gleichung (3.25) definiert.
ω =
ǫ
β∗k
(3.25)
wobei β∗ = Cµ gilt.
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Model α Cµ β σk σω
W88
5
9
0.09 0.075 0.5 0.5
W98
13
25
0.09 0.072 0.5 0.5
Tabelle 3.1: Konstanten des k − ω-Modells
Die entsprechende Wirbelviskosität der Gleichung (3.16) wird unter Berücksichti-
gung der Gleichungen (3.20) und (3.25) wie folgt ausgedrückt:
νT =
k
ω
= Cµ · k · TT (3.26)
wobei das turbulente Zeitmaß TT durch die Gleichungen (3.20) und (3.25) als TT = 1β∗·ω
definiert wird.
Nach dieser Modifizierung folgen die Transportgleichungen des k − ω-Modells als
Gleichungen (3.27) und (3.28). Die Modellkonstanten sind in Tabelle 3.1 zusammenge-
fasst, und der Produktionsterm Pk wird nach Gleichung (3.24) berechnet.
∂k
∂t
+ uj
∂k
∂xj
=
∂
∂xj
[
(ν + σkνt)
∂k
∂xj
]
+ Pk − Cµkω (3.27)
∂ω
∂t
+ uj
∂ω
∂xj
=
∂
∂xj
[
(ν + σωνt)
∂ǫ
∂xj
]
+ α
ω
k
Pk − βω2 (3.28)
Durch Einführung der spezifischen Dissipation ω werden keine speziellen Modifi-
kationen notwendig, um das asymptotische Wandverhalten berechnen zu können.
Baseline (BSL) und Shear Stress Transport (SST) Modelle
Menter [36] verbindet die Vorteile des k − ω-Modells in Wandnähe mit dem Eigen-
schaften des k− ǫ-Modells in der freien Strömung. Menters Vorschlag besteht aus dem
originären k − ω-Modell und einem modifizierten k − ǫ-Modell. Die Kopplung zwischen
beiden Zweigleichungsmodellen liefert das sogenannte „BASELINE“ Modell (BSL), des-
sen Gleichungen unter Einführung des Multiplikators F1 wie folgt lauten:
∂k
∂t
+ uj
∂k
∂xj
= ∂
∂xj
[
(ν + σk νt)
∂k
∂xj
]
+Pk − β∗ k ω (3.29)
∂ω
∂t
+ uj
∂ω
∂xj
= ∂
∂xj
[
(ν + σω νt)
∂ω
∂xj
]
+α
ω
k
Pk − β ω2
+(1− F1) 2 ρ σω2
ω
∂k
∂xj
∂ω
∂xj︸ ︷︷ ︸
CDkω
(3.30)
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Modell i σki σωi αi βi β
∗
BSL 1 0,50 0,500 0,553 0,0750 0,09
SST 1 0,85 0,500 0,553 0,0750 0.09
BSL sowie SST 2 1,00 0,856 0,440 0,0828 0.09
Tabelle 3.2: Konstanten des BSL- und SST-Modells
Der Term CDkω ist der sogenannte „CROSS-DIFFUSION TERM“, der aus der mathe-
matischer Überfühung der k − ǫ Gleichungen in die k − ω Nomenklatur entsteht. Die
diversen Konstanten (φ) des Modells werden aus den Koeffizienten des k−ǫ- bzw. k−ω-
Modells durch die Gleichung (3.31) berechnet.
φ = F1 φ1 + (1− F1)φ2 (3.31)
Die Funktion F1 muss eins an der Wand und null in der freien Strömung sein und ist:
F1 = tanh(Φ
4
1) (3.32)
wo
Φ1 = min
(
max
( √
k
0, 09ω y
;
500 ν
y2 ω
)
;
4 ρ σω2k
CDkω y2
)
(3.33)
Der Wert der Funktion F1 ist eins bis ca. 50% der Grenzschichtdicke und wird danach
langsam kleiner, bis er Null erreicht.
Bei sehr starkem Druckgradienten wird ein ungünstiger Einfluss der
Eddy-Viskosität (Gl. 3.26) im BSL-Modell sichtbar. Menter [37] modifiziert daher die
Eddy-Viskosität durch die Hypothese von Bradshaw als:
νt =
k
ω
=
a1 k
max(a1 ω; ΩF2)
(3.34)
wo a1 = 0, 31 die Konstante von Bradshaw ist, und
F2 = tanh(Φ
2
2) (3.35)
deren Variable Φ2 definiert ist als
Φ2 = max
(
2
√
k
0, 09ω y
;
500 ν
y2 ω
)
(3.36)
Die Konstanten für jeden Bereich sowie beide Turbulenzmodelle von Menter sind
in Tabelle 3.2 zusammengefasst.
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3.3 Wandbehandlung
Die Einflüsse im Übergangsbereich in Strömung in Wandnähe ist als die sogenannte
Grenzschicht in Kapitel 2.3 diskutiert geworden. Dieser Bereich mit großen Geschwin-
digkeitsgradienten spielt eine wichtige Rolle in der Turbulenzmodellierung.
Die turbulente Reynoldszahl wird an einer festen Wand zu Null und steigt pro-
portional zum Verhältnis der turbulenten zur modekularen Viskosität an. Im Bereich
vollturbulenter Strömung steigt der wert auf über 100 an.
Eine turbulente voll entwickelte Grenzschicht läßt sich in 3 Bereiche unterteilen,
die viskose Wandschicht und Übergangsschicht, die logarithmische Schicht und die
äußere Schicht oder turbulente Kernströmung. In der numerischen Behandlung der
Wandbereiche unterscheiden sich die verschiedenen Turbulenzmodelle in ihrer Genau-
igkeit sowie ihrer sinnvoller Anwendbarkeit für spezielle Strömungsformen wie Ablö-
sung, Transition oder Relaminiarizierung. Die numerische Wandbehandlung zeigt sich
in der Auflösung des Rechengitters in der Nähe der Wand, hierbei gibt es folgende
Möglichkeiten:
• Wandfunktion: wobei die turbulente Strömung mit Hilfe des universelles loga-
rithmisches Wandgesetz (Gl. 2.19) abgebildet wird.
• Zwei-Schichten Modell: Der wandnahbereich wird in zwei Zonen aufgeteilt, einen
äußeren für grüßere Reynolds-Zahlen und einen Inneren, wo low-Reynolds Effek-
te berücksichtigt werden.
• „LOW REYNOLDS“ (low-Re) Erweiterung: Der diffusionskontrollierte
Grenzschichtumschlag wird berechnet [1]. Dafür mussen die turbulenten
Viskositäts- sowie Transportsgleichungen —bzw. Gln. (3.21) bis (3.23)– mit
Dämpfungsfunktionen erweitert werden. Deren Verwendung bewirkt eine asym-
ptotische Turbulenzdämpfung in Wandnähe.
Im Rahmen dieser Arbeit werden Wandbehandlungen mittels Wandfunktionen und
„LOW-REYNOLDS“ untersucht. Eine ausführliche Besprechung beider Möglichkeiten
nachfolgend.
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3.3.1 Wandfunktion
Das Rechengebiet beginnt bei der Verwendung einer Wandfunktion ab der logarith-
mischen Wandschicht (Gl. 2.19), d.h. der Abstand der wandnächsten Zelle sollte im
Bereich des dimensionslosen Wandabstandes y+ ≈ 30 liegen. Die Definition der dimen-
sionslosen Geschwindigkeit (u+) erfolgt in Gleichung (2.15) sowie des dimensionslosen
Wandabstandes (y+) in Gleichung (2.16).
Unter der Annahme gleichwertiger Produktion Pk und Dissipation ǫ innerhalb der
logarithmischen Schicht kann nach Durbin und Pettersson Reif [10] die Schubspan-
nungsgeschwindigkeit wie folgt formuliert werden:
uτ = C
1
4
µ ·
√
k (3.37)
Das Längenmaß in Gleichung (3.19) wird nach Durbin und Pettersson Reif [10]
mit LT ≈ κ yP
C
3
4
µ
approximiert, danach die Dissipation (ǫ) in Gleichung (3.38) umformu-
liert.
ǫ ≈ C
3
4
µ · k 32
κ · yP (3.38)
wobei yP der Abstand zur Wand ist.
Bei der numerischen Implementierung der Wandfunktion wird eine künstliche Vis-
kosität µ(wf) in Gleichung (3.39) eingeführt.
µ(wf) = τw,(wf)
yP
tj(uj,P − uj,w) (3.39)
Die Wandschubspannung der Wandfunktion (τw,(wf)) wird mit den Gleichungen
(2.17) und (2.19) ausgedrückt, damit ergibt sich µ(wf) in Gleichung (3.40).
µ(wf) = y
+ µ · κ
ln(y+ · eκ Cr) (3.40)
Der Faktor Cr ist eine Korrelation für Wandrauhigkeiten, der über eine äquivalen-
te Sandrauhigkeit (kr) für das logarithmische Gesetz empirisch ermittelt wurde, und
lautet:
Cr = C − 1
κ
ln
(
1 + 0.3 · y
+ kr
yP
)
(3.41)
Kapitel 3 Numerik 29
3.3.2 Low-Re Erweiterung
Das Standard k − ǫ-Modell gilt, wie bereits oben erläutert, nur für hohe Reynolds-
Zahlen. Um ein korrektes, asymptotisches Wandverhalten zu garantieren, müssen
Dämpfungsfunktionen eingeführt werden. Für verschiedene „LOW-RE“ Turbulenzmo-
dellvarianten werden die Dämpfungsfunktionen (fµ, f1, f2, ǫ0, E) individuell definiert,
die weit entfernt von Wänden den Wert Eins annehmen müssen. Wegen eines falschen
Geschwindigkeitsmaßes
√
k in Gleichung (3.42) wurde mittels der Funktion fµ die Be-
schreibung der Abnahme des turbulenten Längenmaßes in Wandnähe korrigiert und
somit das korrekte asymptotische Verhalten der Wirbelviskosität erzeugt.
Der Produktionstermwird mit der Verwendung der Funktion f1 korrigiert. Mit die-
ser Korrektur wird das lokale Maximum der Dissipation im Übergangsbereich der vis-
kosen Wandschicht erzeugt . Alternativ zur f1 kann man die Dämpfungsfunktion E für
diesen Zwecke annehmen.
Anschließend wird der Wert von Cǫ2 in unmittelbarer Wandnähe mit der Funktion
f2 korrigiert, um eine Singularität der Turbulenzabfallbeschreibung (Cǫ2) zu verhin-
dert, da Cǫ2 bei homogener Turbulenz und bei hohen Reynolds-Zahl bestimmt wurde.
Die Wirbelviskositäts-Gleichung (3.16) sowie die Transportgleichung der Dissipati-
onsrate (3.23) ergeben sich nach der Modifizierung mithilfe der Dämpfungsfunktionen
in Form der Gleichungen (3.42) und (3.43).
νt = Cµ · fµ · k
2
ǫ
(3.42)
∂ǫ˜
∂t
+ uj
∂ǫ˜
∂xj
=
∂
∂xj
[(
ν +
νt
σǫ
)
∂ǫ˜
∂xj
]
+ Cǫ1f1
ǫ˜
k
Pk − Cǫ2f2 ǫ˜
2
k
+ E (3.43)
In Gleichung (3.43) wurde die Variable ǫ˜ zur vereinfachten Formulierung der Wand-
randbedingungen eingeführt, die folgendermaßen definiert ist:
ǫ = ǫ0 + ǫ˜ (3.44)
wobei ǫ0 für jede Modellvariante der Wert von ǫ an der Wand ist. Dies führt zu einer
numerischen Stabilisierung, da ein flacherer Gradient von ǫ in Wandnähe entsteht.
Im Rahmen dieser Arbeit wurden die linearen low-Re k − ǫ-Modelle von Abid [1],
Chien [6], Fan et al. [11], Lam-Bremhorst [26], und Launder-Sharma [27] ausge-
wählt. Die Modellkonstanten werden in den Tabelle 3.3 angegeben, sowie die Dämp-
fungsfunktionen in der Tabelle 3.4. Zusätzlich werden die Konstanten des Standard-
k − ǫ-Modells von Launder und Spalding [28] angegeben.
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Model Cµ Cǫ1 Cǫ2 σk σǫ E ǫ0
Standard 0,09 1,44 1,92 1,0 1,3 0 
Abid (AB) 0,09 1,45 1,83 1,0 1,4 0 0
Chien (CH) 0,09 1,35 1,80 1,0 1,3 −2ν
ǫ−2ν k
y2
y2
e−0.5y
+

Fan et al. (FLB) 0,09 1,39 1,80 1,0 1,3 0 0
Lam-Bremhorst (LB) 0,09 1,44 1,92 1,0 1,3 0 
Launder-Sharma (LSH) 0,09 1,44 1,92 1,0 1,3 2ννt
(
∂2u¯
∂y2
)2

Tabelle 3.3: Zusatzterme und Modellkonstanten der verwendeten linearen low-Re k−ǫModelle
Im Tabelle 3.4 werden die Dämpfungsfunktionen in Abhängigkeit von dem dimen-
sionslosen Wandabstand (y+) sowie von den lokalen- (ReT ) und nichtlokalen-Reynolds-
Zahl (Rey) beschrieben. Der dimensionslose Wandabstand wurde im Gleichung (2.16)
definiert, für die ortlichen Reynolds-Zahlen gelten die Gleichungen (3.45) und (3.46).
ReT =
k2
ǫ˜ · ν (3.45)
Rey =
√
ky
ν
(3.46)
Model f1 f2 fµ
Standard 1 1 1
AB 1
(
1− 2
9
e−
Re2
T
36
)(
1− e−
Rey
12
)
tanh(0.008Rey) ·
(
1 + 4
Re
3
4
T
)
CH 1 1− 0.22e−
Re2
T
36 1− e−0.0115 y
+
FLB 1
(
1− 2
9
e
−
(
ReT
6
)2)
f2w fv +
(
1− fv
)(
1− e−
Rey
42.63
)3
fv = 0.4
fw√
ReT
, fw = 1− e
−
√
Rey
2.3
+
(√
Rey
2.3
−
Rey
8.89
)(
1−e
−
Rey
20
)3
LB 1 +
(
0.055
fµ
)3
1− e−Re
2
T (1− e−0.0153Rey )2
(
1 + 20
ReT
)
LSH 1 1− 0.3e−Re
2
T e
−
3.4
(1+
ReT
50
)2
Tabelle 3.4: Erweiterungsfunktionen der verwendeten linearen low-Re k − ǫ Modelle
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3.4 Produktionsterm und seine Korrekturen
Der Produktionsterm in Gleichung (3.24) stellt die Produktionsrate turbulenter kineti-
scher Energie in der Hauptströmung dar, und er ist verantwortlich für den kinetischen
Energieübergang von der Hauptströmung zur Turbulenz. Die Wirbelviskositätsannah-
me (Gl. 3.15) bewirkt Anomalien bei Staupunktströmungen, die sich durch eine un-
physikalisch große Produktion turbulenter kinetischer Energie (Pk) zeigen. Die nach-
folgenden Auswirkungen auf den stromab liegenden Grenzschichtzustand verhindern
eventuell die Berechnung einer tatsächlich auftretenden Ablösung, weil die Grenz-
schicht durch Einbringung großer turbulenter kinetische Energie stabilisiert wird.
Um dieses ungünstigeModell-Verhalten zu vermeiden, wurde von Kato und Laun-
der [24] eine Korrektur mittels des linearen Ansatzes (Gl. 3.47) in Staupunktnähe ein-
geführt. Diese Änderung besteht in der Berücksichtigung des Rotationstensors bei der
Berechnung von Pk, welche dann in Staupunktnähe annähernd verschwindet.
Pk,KL = 2 νt · fµ ·
√
SijSij
√
ΩijΩij (3.47)
wobei die Komponenten des Dehnungstensors
(↔
S
)
und des Rotationstensors
(↔
Ω
)
bzw.
in den Gleichungen (3.48) und (3.49) eingeführt werden.
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.48)
Ωij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
(3.49)
Diese Korrektur wird als die geeignete Methode zur Unterdrückung der Staupunk-
tanomalie angesehen, dennoch kennt man die Nachteile der Methode bei ungünsti-
gem Druckgradienten. Folgerichtig wird auch die Vorhersage des laminar-turbulenten
Überganges sowie die Grenzschichtentwicklung nicht korrekt berechnet.
In einem anderen Ansatz wird der Produktionsterm von Wang und Stoffel [65]
durch einen dimensionslosen Parameter für den örtlichen Druckgradienten (fp) erwei-
tert, dessen Verifizierung von Wang [66] durchgeführt wurde. Die Gleichung (3.47)
wird durch die Modifizierung nach Wang-Stoffel in die Gleichung (3.50) geändert.
Pk = 2 · νT fµ fp Sij Ωij , (3.50)
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Abbildung 3.2: Diskretisierung des geometrishen Rehengebietes
Die mathematische Beschreibung von fp ist
fp = min
(
1,
1
Pθ
)
(3.51)
d.h. nach der Definition des Druckgradientterms im Gleichung (3.52) wird der Produk-
tionsterm nur bei großen Druckgradienten korrigiert.
Pθ = δii
√
k
ρ ǫ
∣∣∣∣ ∂p¯∂xi
∣∣∣∣ (3.52)
wobei δij das Kronecker-Delta ist.
3.5 Diskretisierungsverfahren
Als Diskretisierung bezeichnet man das Überführen von Differentialgleichungen auf
ein algebraisches Gleichungssystem für die unbekannten Variablen in diskreten Punk-
ten in Raum und Zeit. Abbildung 3.2 zeigt beispielweise die Diskretisierung einer
realen Strömungsgeometrie durch ein numerisches Gitter. Es gibt diverse Diskretisie-
rungs-Methoden, z.B. die Spektral- sowie Randelement-Methoden, das Finite-Differen-
zen-Verfahren, das Finite-Elemente-Verfahren, und das Finite-Volumen-Verfahren.
Die Terme einer Transportgleichung können in Volumen- und Oberflächenintegrale
umgeschrieben werden.
Das Ziel eines Diskretisierungsverfahrens ist es nun, geeigneten Approximationen
für die Volumenintegrale der zeitlichen Ableitung und der Quelle sowie für die Ober-
flächenintegrale der konvektiven und diffusiven Flüsse einzuführen. Im Rahmen der
vorliegenden Arbeit wurde ein Code benutzt, der auf Finite-Volumen-Verfahren ba-
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siert. Die Eigenschaften und Besonderkeiten dieses Verfahrens werden anschließend
diskutiert.
Bei einem Finite-Volumen-Verfahren wird das Rechengebiet in ein Rechengitter
übersetzt, d.h. in kleine Teilvolumina aufgeteilt. In jedem Teilvolumen oder Kontroll-
volumen werden die Erhaltungsgleichungen in integraler Form gelöst. Bei der Lösung
der Integralform der Navier-Stokes-Gleichungen steht eine Bilanzgleichung für die je-
weilige Zelle.
Die Teilvolumina können dabei in einer gerichteten Indexstruktur oder unstruk-
turiert im Raum angeordnet sein. Bei strukturierten Verfahren beschränkt sich die
Geometrie der Teilvolumina auf zweidimensionale Vierecke oder dreidimensionale He-
xaeder, während bei unstrukturierten Verfahren die Kontrollvolumina eine beliebige
geometrische Form erhalten können. Die Vorteile eines unstrukturierten Verfahrens
sind in erster Linie eine völlige Flexibilität und leichte Automatisierbarkeit der Netz-
generierung. Bei Strömungen mit dominierendemWandeinfluss liefert ein strukturier-
tes Gitter eine deutlich bessere Strömungsauflösung in Wandnähe.
Im angewendeten CFD-Code wurden strukturierte Verfahren programmiert. Die
Oberfläche eines Kontrollvolumens eines strukturierten, nicht-orthogonalen zweidi-
mensionalen numerischen Gitters ist in Abbildung 3.3 dargestellt. Die Notation in der
Abbildung orientiert sich an den Himmelsrichtungen (N, S, W, O). Im dreidimensiona-
len Fall werden die noch fehlenden Nachbarzellen mit „BOTTOM“ und „TOP“ bezeich-
net. Der Zellmittelpunkt wird als P bezeichnet, und bestimmt sich als arithmetisches
Mittel der Koordinaten der Eckpunkte. Jede Zellfläche wurde mittels des Einheits-
Normalenvektors ~n charakterisiert.
Die in Kapitel 2 vorgestellten Gleichungen, nämlich die Impuls und turbulenten
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Abbildung 3.3: Kontrollvolumen in zweidimensionaler Darstellung
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Transportgleichungen beschreiben turbulente Strömungen. Dieser Gleichungen ent-
halten einen konvektiven und diffusiven Transportterm sowie einen zeitabhängigen
Term und einen Quellterm. Eine solche Gleichung kann als allgemeine Transportglei-
chung (3.53) einer beliebigen Variablen φ geschrieben werden:
∂φ
∂t
+
∂(ujφ)
∂xj
=
∂
∂xj
(
Γ
∂φ
∂xj
)
+ qφ (3.53)
Die einzelnen Terme dieser Gleichung für den transienten, konvektiven, und dif-
fusiven Anteil werden in den Kapiteln 3.5.1, 3.5.2, und 3.5.3 separat diskutiert. Die
Gleichung (3.53) gilt für ein dichtebeständiges Fluid in differentieller Form, wobei Γ
für den Diffusionskoeffizienten steht. Die entsprechende integrale Transportgleichung
(3.54) erhält man unter Anwendung des Gauß’schen Integrales:
∂
∂t
∫
V
φdV +
∫
S
φujnjdS =
∫
S
Γ
∂φ
∂xj
njdS +
∫
V
qφdV (3.54)
In Gleichung (3.54) beziehen sich die Volumenintegrale auf die gesamte Zelle P und
die Oberflächenintegrale auf die gesamte Fläche S des Teilvolumens. Bei den Oberflä-
chenintegralen werden konvektive Flüsse als f c und diffusive Flüsse als fd bezeichnet,
wie in den Gleichungen (3.55) und (3.56) dargestellt.
f c = φujnj (3.55)
fd = Γ
∂φ
∂xj
nj (3.56)
Bei der Berechnung der Oberflächeintegrale wird der Fluß f auf die bekannten Flä-
chen verteilt, d.h. die Gesamtzellfläche in vier (2D) oder sechs (3D) Gebiete aufgeteilt.
Sei fl ein repräsentativer Wert des Integranden im Zellflächenmittelpunkt der Fläche
l, und Sl die Zellfläche dann kann man den integralen Fluss als Fl ≈ flSl definieren.
Damit wird das Oberflächenintegral über ein Teilvolumen in Gleichung (3.57) über-
führt. ∫
S
fdS =
∑
l
Fl =
∑
l
∫
Sl
fdS ≈
∑
l
flSl ; l = {w, e, s, n, b, t} (3.57)
Wenn es einen repräsentativen Mittelwertes qP des Quellterms im Zellmittelpunkt
P gibt, dann ergibt sich der Quellterm QP als Volumenintegral über das Teilvolumen.
Mit dieser Überlegung lässt sich das Volumenintegral eines Kontrolvolumens∆V nach
Gleichung (3.58) berechnen.
QP =
∫
V
qdV ≈ qP∆V (3.58)
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Die Genauigkeit dieser Annahmen ist von zweiter Ordnung. Die Lösung der Ober-
flächenintegrale wird auf die Bestimmung des Flusses fl beschränkt, die in den Kapi-
teln 3.5.2 und 3.5.3 diskutiert wird.
3.5.1 Instationäre Terme
Die Zeitableitung in der allgemeinen Transportgleichung (3.54) wird über die zeitliche
Größe φP (tn) definiert, und als Volumenintegral behandelt. Die Größe φP (tn) kannman
mittels eines expliziten oder impliziten Verfahren bestimmen.
Beim expliziten Verfahrens werden die Variablenwerte beim Zeitschritt tn+1 aus
den vergangenen Zeitschritten bestimmt (φ(tn+1) = f(φ(tn), φ(tn−1), φ(tn−2), ...). Ein
wesentlicher Nachteil des expliziten Verfahrens liegt in der Größe der Zeitschrittweite
(∆t), weil aus Stabilitätsgründen dieser Wert nicht beliebig gewählt werden kann. Die
geeignete Zeitschrittweite bestimmt man aus der Definition der Courantzahl C, deren
Definition sich in Gleichung (3.59) findet. Die Bedingung C ≤ 1 besagt, dass pro Zeit-
schritt (∆t) die Verteilung einer Variablen φ mit der Geschwindigkeit U nur maximal
eine Gitterzelle (∆x) weiter transportiert werden darf.
C = U
∆t
∆x
(3.59)
Ein implizites Verfahren (φ(tn+1) = f(φ(tn+1), φ(tn), φ(tn−1), ...)) besitzt keine Zeit-
schritteinschränkung, aber die Größe der gewählten Zeitschrittweite beeinflusst die
Genauigkeit der Berechnung. Ein weiterer Nachteil des impliziten Verfahrens ist der
im Vergleich zum expliziten Verfahren erhöhte Speicherplatzbedarf. Dennoch wurde in
Rahmen dieser Dissertation das implizite Verfahren zur instationären Simulation ge-
wählt, da keine allgemeine Courantzahl kleiner eins für das komplexe und projizierte
Gitter garantiert werden konnte.
Innerhalb der impliziten Verfahren gibt es solche von erster und von zweiter Ord-
nung. Als wichtiges Verfahren 1. Ordnung sei die sogenannte Euler’sche Einschrittme-
thode genannt, deren Definition aus Gleichung (3.60) folgt. Ein typisches Verfahren 2.
Ordnung ist das Drei-Zeitebenen-Verfahren, Gleichung (3.61), welches zur Diskretisie-
rung den aktuellen, den letzten und den vorletzten Zeitschritt verwendet.
∂
∂t
∫
V
ρφdV ≈ δVP
∆t
ρP (φP (tn)− φP (tn−1)) (3.60)
∂
∂t
∫
V
ρφdV ≈ δVP
∆t
ρP
3φP (tn) − 4φP (tn−1) + φP (tn−2)
2
(3.61)
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3.5.2 Diusive Terme
Das Oberflächenintegral in Gleichung (3.54) entspricht der Summe aller Integrale auf
den Kontrollvolumenränden, d.h.
∫
S
Γ
∂φ
∂xj
njdS = Σf
∫
Sf
Γ
∂φ
∂xj
njdSf , f = n, e, s, w (3.62)
Der diffusive Fluss wird mit Hilfe der Mittelpunktsregel approximiert. Die Integra-
tion auf dem Kontrollvolumenrand wird mittels der Multiplikation des Seitenmittel-
flusses und der entsprechenden Kantenlänge (δSf ) durchgeführt:
FDf =
∫
Sf
Γ
∂φ
∂xj
njdSf ≈ Γf
(
∂φ
∂xj
)
njδSf (3.63)
Die Approximierung der Variablenwerte erfolgt über den Gradienten in Beziehung
zu den Zellflächenmittelpunkten. Die dafür verwendete Methode wird in Kapitel 3.5.4
diskutiert.
3.5.3 Konvektive Terme
Mit analogem Gedankengang entsprechend der diffusiven Terme werden die Kontroll-
volumenkanten in Gleichung (3.64) addiert.
∫
S
ρ · φ · uj · nj dS =
∑
f
FCf , f = n, e, s, w (3.64)
Nach einer Approximierung über die Mittelpunktsregel wird der konvektive Fluss
der Zellfläche wie folgt definiert:
FCf ≈ ρ · uj · nj · δSf · φf ≈ m˙f · φf (3.65)
wobei m˙f der bekannte Massenstrom durch die Fläche f ist. Die Problem beschränkt
sich auf die Lösung des Wertes φf .
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3.5.4 Interpolationsverfahren
Die Interpolation nach dem Zentralldifferenzenverfahren oder „CENTRAL DIFFEREN-
CING SCHEME“ (CDS) ist als lineare Interpolation definiert. Für eine Zellfläche l wird
der Wert der Variablen φl gemäß Gleichung (3.66) berechnet wird.
φl = λlφL + (1− λl)φP (3.66)
wobei λl ein Interpolationsfaktor ist, der mit dem Ortsvektor ~n nach Gleichung (3.67)
berechnet.
λl =
|~nl − ~nP |
|~nL − ~nP | (3.67)
Der Vorteil dieses Verfahrens liegt in seiner Genauigkeit von O2, ein wesentlicher
Nachteil ergibt sich allerdings in möglichen Oszillationen in der Lösung. Ein unbe-
dingt stabiles Verfahren ist das sogenannte Stromauf-Interpolationsverfahren oder
„UPWIND DIFFERENCING SCHEME“ (UDS), dessen Genauigkeit von O1 ist. Bei einem
Stromauf-Interpolationsverfahren wird der gesuchte Wert φl an der Zellfläche in Ab-
hängigkeit der vorherrschenden Massenstromrichtung (m˙l) approximiert.
φl =

 φP falls m˙l > 0φL falls m˙l < 0 (3.68)
Weiterhin liegt ein inhärenter Nachteil des UDS an der parallel zur Indexrichtung
definierten Stromaufrichtung, welche sich auf die Konvektionsrichtung auswirkt. Zur
Verbesserung schlägt Raithby [46] ein stromlinienbasiertes Verfahren oder „SKEW
UPWIND DIFFERENCING SCHEME“ (SUDS) vor, welches mittels Querinterpolation zur
Strömungsrichtung den konvektiven Stromauffluss korrigiert.
Die Genauigkeit des Verfahrens wird verbessert durch dieMischung zwischen CDS-
und UDS-Verfahren. Eine logische Kombination ist das sogenannte
„FLUX-BLENDING“-Verfahren. Wie die Gleichung (3.69) zeigt, wird die Linearkombi-
nation von CDS und UDS mittels der Verwendung eines konstanten Blendingfaktors
(β) durchgeführt [48],
φe = β φ
CDS + (1− β)φUDS (3.69)
wobei φCDS und φUDS, die jeweils ermittelten Zellflächenwerte von CDS und UDS sind.
Der Wert des Blendingfaktors β soll der kleinstmögliche sein, der noch eine stabile Lö-
sung liefert. Ein großer Nachteil dieses Verfahrens ist, dass a priori keine Spezifizie-
rung des unbekannten Blendingfaktors existiert. In der Praxis wird man den kleinsten
Wert wählen, der eine Lösung garantiert.
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Abbildung 3.4: Eindimensionale Betrahtung der Kontrollvolumina
Ein Verfahren der OrdnungO3 wurde von Leonard [29] entwickelt. Dies ist das so-
genannte QUICK-Verfahren („QUADRATIC UPWIND INTERPOLATION FOR CONVECTI-
VE KINEMATICS“), und beschreibt eine Parabel durch einen Stromab- und zwei Strom-
aufpunkte. Nachfolgend sind alle diskutierten Interpolationsverfahren in einer kurzen
Beschreibung zusammengefasst.
UDS : φ˜f = φ˜C (3.70)
CDS : φ˜f =
1
2
(φ˜C + 1) (3.71)
QUICK : φ˜f =
3
8
(2φ˜C + 1) (3.72)
wobei die Nomenklatur anschließend erklärt wird. In Abbildung 3.4 sind drei benach-
barte Zellen skizziert. Dargestellt sind die Zellfläche „f“ sowie die Variablenwerte φ in
den Zellen stromauf (φU ), stromab (φD), und in der zentralen Zelle (φC ). Mit diesen
Annahmen wird die Notation der normierten Variablen (NV) für den Knotenwert φ˜C
sowie für den Flächenwert φ˜f in der folgenden Form angegeben:
φ˜C =
φC − φU
φD − φU (3.73)
φ˜f =
φf − φU
φD − φU (3.74)
Unphysikalische Oszillationen im Lösungsverfahren werden verhindert, solange
der Wert von φ˜C und der Wert von φ˜f zwischen φ˜U und φ˜D beschränkt bleiben, d.h.
φ˜U ≤ φ˜C ≤ φ˜D (3.75)
Das „NORMALIZED VARIABLE DIAGRAMM“ (NVD) in Abbildung 3.5 beschreibt das
Verhalten der bislang diskutierten Interpolationsverfahren. Der stabile Bereich wird
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Abbildung 3.5: Vershiedene Interpolationsverfahren im NV-Diagramm
mit dem „CONVECTION BOUNDEDNESS CRITERION“ (CBC) grafisch dargestellt. Dieses
Kriterium ist von Gaskell und Lau [16] formuliert worden, das wenn
φ˜f = φ˜f (φ˜C) lautet:
• die Funktion φ˜f = φ˜f (φ˜C) durchläuft die Punkte (0;0) und (1;1),
• für 0 ≤ φ˜C ≤ 1 liegt das stabile Gebiet oberhalb der Funktion φ˜f = φ˜C und
unterhalb φ˜f = 1,
• für φ˜C < 0 und φ˜C > 1 ist φ˜f = φ˜C .
Die Darstellung der Abbildung 3.5 zeigt zum einen die Stabilität des
UDS-Verfahrens, zum anderen das verbreitete Spektrum der Lösung mit dem CDS-
und QUICK-Verfahren. Aus dieser Betrachtung wurde der SMART-Algoritmus
(„SHARP AND MONOTONIC ALGORITHM FOR REALISTIC TRANSPORT“) von Gaskell
und Lau [16] entwickelt. Das SMART-Verfahren, das ebenfalls in Abbildung 3.5 gra-
fisch dargestellt ist, besitzt eine Genauigkeit der Ordnung O2. Die stückweise Definiti-
on dieses Verfahrens lautet:
φ˜SMARTf =


φ˜C falls φ˜C < 0
3φ˜C falls 0 ≤ φ˜C < 16
3
8 (φ˜C + 1) falls
1
6 < φ˜C <
5
6
1 falls 56 < φ˜C < 1
φ˜C falls φ˜C ≥ 1
(3.76)
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3.6 Drukkorrekturverfahren
Der Druck in kompressiblen Strömungen kann über die Dichteverteilung aus der Kon-
tinuitätsgleichung bestimmt werden. Dies ist nicht der Fall in inkompressiblen Strö-
mungen, weil wegen konstanter Dichte eine unabhängige Gleichung fehlt. Die Druck-
bestimmung erfolgt entweder mittels einer künstlichen Kompressibilität oder den so-
genanntenDruckkorrektur-Verfahren:Bei den Pseudokompressibilitätsverfahrenwird
die Lösung mit dem Gleichungssystem gekoppelt, während bei den Druckkorrekturver-
fahren die Erhaltungsgleichungen sukzessiv gelöst werden. Beim Druckkorrekturver-
fahren wird der Druck p als Parameter behandelt und mittels eines iterativen Prozes-
ses bestimmt, bei dem sowohl die Impuls als auch die Kontinuitätsgleichung erfüllt
sein müssen.
Das bekannteste Druckkorrektur-Verfahren ist der sogenannte
SIMPLE-Algorithmus („SEMI IMPLICIT PROCEDURE FOR PRESSURE-LINKED EQUA-
TIONS“) vonPatankar [42]. Über den nachfolgend beschriebenenAlgorithmuswird die
Bestimmung des Geschwindigkeits- (uk+1i ) und des Druckfeldes (p
k+1) durchgeführt.
1 Lösen der Impulsgleichungen mit einem geschätzten Druckfeld p∗ oder dem des
Iterationsschritts k → Geschwindigkeit u∗i
2 Einsetzen des berechneten Geschwindigkeitsfeldes u∗i in die
Kontinuitätsgleichung→Massenquelle in der Kontinuitätsgleichung
3 Definition von Korrekturen u′i = u
k+1
i −u∗i , p′ = pk+1− p∗ wobei k+1 der aktuelle
Iterationsschritt ist.
4 Aus den Impulsgleichungen mit dem geschätzten Druckfeld, der Gleichung für
die Massenquelle und den Impulsgleichungen zur Berechnung der Größen zum
Iterationsschritt k kann eine Beziehung der Geschwindigkeitskorrekturen u′i und
p’ hergestellt werden. Hierbei werden Geschwindigkeitskorrekturen in den Nach-
barpunkten von P vernachlässigt.
5 Dieser Zusammenhang wird in die Gleichung für die Massenquelle eingesetzt
→ p′
6 Mit der bekannten Druckkorrektur kann u′i bestimmt werden.
7 Im letzten Schritt werden nun die angenäherten Größen uk+1i und p
k+1 berechnet.
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Diese oben genannten Schritte müssen solange durchgeführt werden, bis die Korrek-
turgrößen für Druck und Geschwindigkeit näherungsweise Null sind.
Dieses Druckkorrekturverfahren ist in dem benutzten Code implementiert, daher
nutzen alle im Rahmen dieser Arbeit durchgeführten Simulationen diesen Algorith-
mus. In der Literatur sind Modifikationen des SIMPLE-Verfahrens zu finden, z.B.
die sogenannten SIMPLER, SIMPLEC und PISO-Verfahren. Der PISO-Algorithmus
(„PRESSURE-IMPLICIT WITH SPLITTING OF OPERATORS“) ist eine Weiterentwicklung
des SIMPLE-Verfahrens. Er korrigiert eine Schwäche von SIMPLE, d.h. die Impulsbi-
lanz wird mit PISO vollständig erfüllt.
3.7 Randbedingungen
Obwohl das für die Berechnungen benutzte Programm eine Vielzahl möglicher Rand-
bedingungen besitzt, werden nachfolgend nur jene im Rahmen dieser Dissertation an-
gewendeten Varianten diskutiert.
Einströmrand Am Eintrittsrand wird die Strömung durch konkrete Profile der Ge-
schwindigkeitskomponenten und der turbulenten Größen definiert. Die Geschwindig-
keiten sowie die Turbulenzgrößen werden durch eine Dirichlet-Randbedingung fest-
gelegt. Die turbulente kinetische Energie (k) am Eintritt wird entsprechend der an-
gegebenen Gleichung (3.77) abgeschätzt, während die Dissipationsrate (ǫ) nach der
Kolmogorov-Beziehung in Gleichung (3.78) bestimmt wird,
k =
3
2
Tu2 · U2∞ (3.77)
ǫ =
C0,09µ · k
3
2
Lǫ
(3.78)
wobei Tu der Turbulenzgrad [%] und Lǫ das Längenmaß sind.
Ausströmrand Der statische Austrittsdruck (pa) wird als ein vorgeschriebener
Wert pconst festgelegt, d.h. der Druck wird mit einer Dirichlet-Randbedingung p′ = 0 be-
legt. Für Turbulenzgrößenwird die Dirichlet-Randbedingung k = 0, und die Neumann-
Randbedingung ∂k
∂n
= 0 implementiert.
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Abbildung 3.6: Skizze zum Datenaustaush an zweidimensionalen periodishen Interfaes
Wand An fluiddichten Wänden wird sowohl der Massenfluss als auch der konvektive
Fluss zu Null gesetzt. Bei der Behandlung der viskosen Flüsse wird in eine Normal-
und eine Tangentialkomponente der Wandspannung aufgeteilt. Verschiedene Wandbe-
handlungen wurden bereits im Kapitel 3.3 diskutiert.
Periodishe Randbedingungen Periodische Ränder lassen sich über die Einführung
einer Topologie von „Schattenzellen“ definieren. Auf die einer periodischen Randzel-
le entsprechende Schattenzelle wird die Kontinuität der Geometrie projiziert. In Ab-
bildung 3.6 werden die zwei möglichen Periodizitätsbedingungen dargestellt, nämlich
translatorischer und rotationsperiodischer Rand. Es ist zu erkennen, dass die Zellmit-
telpunkte der Nachbarzellschicht bei translatorisch-periodischen Interfaces verscho-
ben werden, während bei rotations-periodischen Grenzflächen die betreffenden Zellen
um eine Rotationsachse gedreht werden.
