Abstract. We study a realisability interpretation for interleaved inductive and coinductive definitions and discuss its application to program extraction in constructive analysis. A speciality of this interpretation is that realisers are given by terms that correspond directly to programs in a lazy functional programming language such as Haskell.
Introduction
In this paper we give a realisability interpretation for a constructive theory of strictly positive inductive and coinductive definitions. The motivation is to provide a theoretical foundation for ongoing work on program extraction from proofs involving such definitions.
Our theory is an extension of intuitionistic first-order predicate logic with predicate variables and the definition of predicates as least and greatest fixed points of strictly positive operators. Since operators may depend strictly positively on other free predicate variables, these definitions may "interleave". An example of an interleaved inductive/coinductive definition is the predicate C 1 , discussed in the conclusion of this paper, which characterises uniformly continuous functions on the real interval [−1, 1]. In the context of classical propositional modal logic a system allowing similar interleavings is known as the µ-calculus [BS07] . Möllerfeld [M03] studied the first-order version of the µ-calculus, which is equivalent to the classical version of our system, and proved that it has the enormous proof-theoretic strength of Π 1 2 -comprehension. Tupailo [Tup04] showed that the latter system can be embedded, into its intuitionistic counterpart via a double-negation translation -hence preserving the proof-theoretic strength-however at the cost of introducing non-strictly positive inductive definitions. If one forbids interleavings, one obtains the proof-theoretically weaker system ID <ω of finitely iterated inductive definitions [BFPS81] . In the present paper we are concerned with the application of our theory to program extraction via realisability. The realisability interpretation we are going to study is related to interpretations given by Tatsuta [Tat98] and Miranda-Perea [MP05] . We try to point out the main similarities and differences. Like Tatsuta, we use untyped programs as realisers that allow for unrestricted recursion. The necessary termination proof for extracted programs (which seems to be missing in Tatsuta's paper) is obtained by a general Adequacy Theorem relating the operational with a (domain-theoretic) denotational semantics. On the other hand, Miranda extracts typed terms and uses the more general "Mendler-style" (co)inductive definitions [Men91] which extract strongly normalising terms in extensions of the second-order polymorphic λ-calculus or stronger systems [Mat01, AMU05] . Furthermore, Tatsuta studies realisability with truth while we omit the "truth" component. From a practical point of view the most important difference to Tatsuta's interpretation is that we treat quantifiers uniformly in the realisability interpretation (as MirandaPerea does): M r ∀x A(x) is defined as ∀x (M r A(x)) (but not ∀x (M x r A(x)) and M r ∃x A(x) is defined as ∃x (M r A(x)) (but not π 2 (M ) r A(π 1 (M ))). In general, a realiser never depends on variables of the object language and does not produce output in that language, i.e. the object language and the language of realisers are kept strictly separate. Realisers are extracted exclusively from the "propositional skeleton"of a proof ignoring the first-order part, the latter being important for the correctness of the realisers only. This widens the scope of applications considerably because it is now possible to deal with abstract structures that are not necessarily "constructively" given. The uniform treatment of first-order quantifiers can also be seen as a special case of the interpretations studied by Schwichtenberg [Sch09] , Hernest and Oliva [HO08] and Ratiu and Trifonov [RT09] , which allow for a fine control of the amount of computational information extracted from proofs.
A constructive theory of inductive and and coinductive definitions
We fix a first-order language L. Terms, r, s, t . . ., are built from constants, firstorder variables and function symbols as usual. Formulas, A, B, C . . ., are s = t, P(t) where P is a predicate (see below), A ∧ B, A ∨ B, A → B, ∀x A, ∃x A.
A predicate is either a predicate constant P , or a predicate variable X, or a comprehension term {x | A}, or an inductive predicate µX.P, or a coinductive predicate νX.P where P is a predicate of the same arity as the predicate variable X and which is strictly positive (s.p.) in X, i.e. X does not occur free in any premise of a subformula of P which is an implication. The application, P(t), of a predicate P to a list of terms t is a primitive syntactic construct, except when P is a comprehension term, P = {x | A}, in which case P(t) stands for A[t/x]. It will sometimes be convenient to write x ∈ P instead of P(x), P ⊆ Q for ∀x (P(x) → Q(x)) and P ∩ Q for {x | P(x) ∧ Q(x)} etc. We also write {t | A} as an abbreviation for {x | ∃y (x = t ∧ A)} where x is a fresh variable and y = FV(t) ∩ FV(A), as well as f (P) for {f (x) | x ∈ P}. Furthermore, we introduce operators Φ := λX.P, and write Φ(Q) for the predicate P[Q/X] where the latter is the usual substitution of the predicates Q for the predicate variables X. Φ is called a s.p. operator if P is s.p. in X. In this case we also write µΦ and νΦ for µX.P and νX.P. A formula, predicate, or operator is called noncomputational, if it contains neither free predicate variables nor the propositional connective ∨ nor the construct ν (formation of a greatest fixed point). Otherwise it is called computational.
The proof rules are the usual ones of intuitionistic predicate calculus with equality augmented by rules expressing that µΦ and νΦ are the least and greatest fixed points of the operator Φ. As is well-known, the fixed point property can be replaced by appropriate inclusions. Hence we stipulate the axioms
for all s.p. operators Φ and predicates Q. In addition we allow any axioms expressible by non-computational formulas that hold in the intended model. We write Γ A if A is derivable from assumptions in Γ in this system. If A is derivable without assumptions we write A, or even just A. We define falsity as ⊥ := µX.X where X is a propositional variable (i.e. a 0-ary predicate variable). From the induction axiom for ⊥ follows directly ⊥ → A for every formula A.
Proof. Straightforward induction on derivations.
Lemma 2 (Monotonicity). Let Φ, Ψ be s.p. operators, P , Q predicates, Γ a context and X a predicate variable not free in Γ .
Proof. (a) Assume Γ . We show µΦ ⊆ µΨ using the Induction Axiom. Hence, we have to show Φ(µΨ ) ⊆ µΨ . By the hypothesis of the lemma, the Instantiation Lemma 1, and the closure axiom, we have Φ(µΨ ) ⊆ Ψ (µΨ ) ⊆ µΨ . The proof for ν is similar.
(b) Straightforward induction on the built-up of Φ, using (a) in the case of inductive and coinductive predicates.
Lemma 3 (Fixed Point). Let Φ be an operator.
Proof. Because of the closure axiom, it suffices for (a) to show µΦ ⊆ Φ(µΦ). We use the induction rule. Thus it suffices to show Φ(Φ(µΦ)) ⊆ Φ(µΦ). But this follows from the closure axiom and the Monotonicity Lemma 2. The proof of (b) is similar.
As a running example we use the first-order language of the ordered real numbers. As axioms we adopt any non-computational formulas that are true in the structure of real numbers, e.g. the axioms of a real closed field where the linearity of the order is expressed non-computationally, e.g. by ∀x, y (y < x ∧ x < y → x = y). All sets we define in the following are subsets of the set of real numbers. We define the set N of natural numbers as usual inductively by N := µX.{0} ∪ {x + 1 | X(x)} Next we define coinductively a set which, as we will see later, is closely connected to the signed digit representation of real numbers. First we define the set of signed binary digits by SD := {0, 1, −1} = {i | i = 0 ∨ i = 1 ∨ i = −1}. Now we define coinductively
It is easy to see that, classically, C 0 coincides with the closed interval I := [−1, 1]. The point is that from a constructive proof of C 0 (x) we can extract a program computing an infinite signed digit representation of x.
An idealised functional programming language
In this section we introduce an extended untyped λ-calculus which we will use as the language of realisers in Sect 4. We define a denotational and an operational semantics and prove an Adequacy Theorem stating that the two semantics fit well together. We also introduce types and define map operators as well as iterators and coiterators that will serve as realisers of monotonicity, induction and coinduction.
The untyped language
We introduce an untyped λ-calculus with constructors, pattern matching and recursion. We have the following terms.
Variables: x, y, z, . . .. Constructor terms: C(M 1 , . . . , M n ) where C is taken from a set C of constructors each of which has a fixed arity and M 1 , . . . , M n are terms.
Case analysis: case M of{C 1 (x 1 ) → R 1 ; . . . ; C n (x n ) → R n } where M , R 1 , . . . R n are terms, the C i are distinct constructors and each x i is a vector of distinct variables. λ-abstraction: λx.M where x is a variable and M is a term. Application: M N where M and N are terms. Recursion: rec x . M where x is a variable and M is a term. The set of free variables of a term is defined as expected, for example we have
The usual conventions concerning bound variables apply. In particular, all definitions to follow are robust against bound renaming. M [N/x] denotes the capture avoiding substitution of N for every free occurrence of x in M .
We axiomatise this calculus by the equations
We write M = N if the equation M = N can be derived from these axioms by the usual rules of equational logic (i.p. we allow the replacement of any subterm by an equal term).
Of particular interest are closed terms built exclusively from constructors. We call these terms data and denote them by d, e, . . ..
Denotational semantics
In the following we mean by a domain a Scott-domain, i.e. an algebraic, countably based, bounded complete, dcpo [GHK + 03]. Every domain has a least element ⊥ w.r.t. the domain ordering . Let C be a set of constructors and assume that every C ∈ C has a fixed arity. Let D be defined by the recursive domain equation
where + and the symbol denote the separated sum and [· → ·] the continuous function space. Of course, this domain equation holds only "up to isomorphism", however, we will usually suppress the isomorphism notationally. Hence, every element of D is of exactly one of the following forms: ⊥, C(a 1 , . . . , a n ) where C ∈ C, n = arity(C) and a i ∈ D, or abst In the proof of the Adequacy Theorem we will exploit the algebraicity of the domain D. Let D 0 be the set of compact elements of D, i.e. those elements a 0 ∈ D such that for every directed set A ⊆ D, if a 0 A, then a 0 a for some a ∈ A. That D is algebraic means that every element of D is the directed supremum of compact elements. Since compact elements are generated at some finite stage in the construction of D, there is a rank function rk(·) : D 0 → N with the following properties:
(rk1) C(a 1 , . . . , a n ) is compact iff all the a i are, and in that case we have for all i, rk(C(a 1 , . . . , a n )) > rk(a i ). (rk2) If abst(f ) is compact, then for every a ∈ D, f (a) is compact with rk(f (a)) < rk(abst(f )), and there exists a compact a 0 a with rk(a 0 ) < rk(abst(f )) and f (a 0 ) = f (a).
The rank of a compact element can also easily be explained as the size of a suitable notation for the corresponding finite consistent set in the Information System representation of domains [Win93] .
It follows from standard facts in domain theory that every program term M defines in a natural way a continuous function [[M ]] : D
Var → D which for the purpose of this paper is most conveniently defined by the formula
n+1 ξ depends on the syntactic form of M . We use the notation a → b to denote the partial map sending a i to b i where a = a 1 , . . . , a n with different a i and b = b 1 , . . . , b n .
[ 
n ξ for some n.
It is easy to see that this interpretation of terms turns D into a model of the axioms in Sect. 3: 
Operational semantics
A closure is a pair (M, η) where M is a term and η is an environment, i.e. a finite mapping from variables to closures, such that all free variables of M are in the domain of η. Note that this is an inductive definition on the meta-level. A value is a closure (M, η) where M is an intro term, i.e. a term of the form C(M 1 , . . . , M n ), or λx.M 0 . We let range c, c , . . . over closures and v, v , . . . over values. We inductively define the relation c −→ v (big-step reduction), where for partial maps f, g we write f [g] to denote the partial map with domain dom(f ) ∪ dom(g) and
Note that arguments of a constructor are not reduced: since (C(M ), η) is a value, the only possible "reduction" is (C(M ), η) −→ (C(M ), η). In order to reduce under a constructor we need a further 'print' relation c =⇒ d between closures c and data
Clearly, the inductive definitions of −→ and =⇒ give rise to an algorithm computing d from c whenever c =⇒ d. Since this algorithm corresponds to a callby-name evaluation of terms one can conclude that, for closed M , whenever (M, ∅) =⇒ d, then in a call-by-name language such as Haskell the evaluation of the program corresponding to M will terminate with a result corresponding to d (provided M is typeable).
To every closure c we assign a term c by 'flattening', i.e. removing the structure provided by the nested environments:
Note that this is a recursive definition on the meta-level.
Lemma 6 (Correctness). 
Adequacy
Now we prove that denotational and operational semantics are equivalent w.r.t. data. By the Correctness Lemma 6 we know already that for a closed term M ,
The Adequacy Theorem shows that the converse implication holds as well.
The rest of this section is devoted to the proof of this theorem. The proof we present can be viewed as a type free version of Plotkin's Adequacy Theorem for PCF [Plo77] . It is based on a variant of the reducibility or candidate method [Gir71, Tai75] where the role of types is taken over by compact domain elements (see also [Rey74, Win93, BC94, Pit94] ). In [CS06] and [Ber05] a similar technique was applied to prove strong normalisation of typed λ-calculi with rewrite rules.
The properties of the rank function for compact domain elements discussed in Sect. 3.2 allow us to define for every compact a a set Cl(a) of closures, by recursion on rk(a):
Cl(⊥) = the set of all closures
Note that the sets Cl(a) are defined in analogy with the reducibility or computability predicates mentioned above. Proof. Induction on the maximum of rk(a) and rk(b). The only interesting case is abst(f ) abst(g). Then f g (pointwise). Let c ∈ Cl(abst(g)). Then c −→ (λx.M, η), and for all compact b with rk(b) < rk(abst(g)) and all c ∈ Cl(b) we
). We show c ∈ Cl(abst(f )) using the same witness (λx.M, η). Let a be compact with rk(a) < rk(abst(f )) and let c ∈ Cl(a). By (rk2), there exists a compact b a with rk(b) < rk(abst(g)) and g(b) = g(a).
Lemma 8. c ∈ Cl(a) iff there exists a value v with c −→ v and v ∈ Cl(a).
Proof. This can be seen by a trivial induction in rk(a) using the fact that for
Proof. Straightforward induction on d.
Lemma 10 (Coincidence). If (M, η) ∈ Cl(a) and η(x) = η (x) for all x ∈ FV(M ), then (M, η ) ∈ Cl(a).
Proof. Straightforward induction on the rk(a).
We call a total or partial assignment ξ compact if ξ(x) is compact for all x ∈ dom(ξ), and write ξ ξ if dom(ξ) = dom(ξ ) and ξ(x) ξ (x) for all x ∈ dom(ξ). We write η ∈ Cl(ξ) if η is an environment with dom(η) ⊆ dom(ξ), ξ is compact and η(x) ∈ Cl(ξ(x)) for all x ∈ dom(η).
Lemma 11 (Approximation)
Proof. By Lemma 4 it is enough to show:
We prove this by induction on n ∈ N. The induction base, n = 0, is easy, since
0 ξ = ⊥ and therefore a = ⊥, and Cl(⊥) is the set of all closures.
In the induction step, n + 1, we do a case analysis on the shape of M . We may assume a = ⊥, since otherwise the assertion is trivial.
n+1 ξ = ξ(x) and η(x) ∈ Cl(ξ(x)). By Lemma 7, η(x) ∈ Cl(a)
Since a is compact and the function mapping n ξ with a f 0 (b). By (rk2), we may assume rk(b) < rk(abst(f 0 )). By induction hypothesis, (M, η) ∈ Cl(abst(f 0 )) and
Case rec x . M . By assumption, we have a
n ξ]. By a similar continuity argument as earlier in the proof, there exists a compact b 
Types, map, iteration and coiteration
The typing discipline we introduce now serves two purposes. First, types are used as indices for families of terms realising monotonicity, induction and coinduction. Second, we will show that all extracted programs are typeable and hence are valid programs in a typed functional programming language such as Haskell or ML.
Types are constructed from type variables α, β, . . . ∈ TVar according to the following grammar Type ρ, σ, τ ::
We consider the instance of our term language determined by the constructors Nil (nullary), Left, Right (unary), Pair (binary), and In fix α.ρ (unary) for every fixed point type fix α.ρ.
We inductively define the relation Γ M : ρ (term M is of type ρ in environment Γ .)
The following definition refers to a fixed one-to-one assignment of variables f α to type variables α. For every list of type variables α and every type ρ which is s.p. in α we define a program term Map α;ρ with FV(Map α;ρ ) = {f α | α ∈ α ∩ FTV(ρ)} by induction on the structure of ρ. A type is called regular if in its construction the clause fix α.ρ is applied only if ρ is s.p. in α. In the following all mentioned types are assumed to be regular.
Proof. We give a detailed derivation only for the case that ρ(α) is of the form fix α.ρ 0 (α, α). In the derivation below we set ρ σ := ρ(σ) = fix α.ρ 0 (α, σ).
We introduce the abbreviations map α;ρ := λf α1 , . . . , f αn . Map α;ρ , in fix α.ρ := λy. In fix α.ρ (y), out fix α.ρ := λx. case x of{In fix α.ρ (y) → y}.
Lemma 13.
For every (regular) type fix α.ρ we define the closed terms It fix α.ρ := λs. rec f . λx. case x of{In fix α.ρ (y) → s(map α;ρ f y)} Coit fix α.ρ := λs.rec f . λx.In fix α.ρ (map α;ρ f (s x)) which will later be used as realisers for induction and coinduction. The following is an immediate consequence of Lemma 12.
Lemma 14 (Typability of iteration and coiteration). For all types σ, σ
Proof. Immediate by the definitions.
Realisability
In this section we introduce a formalised realisability interpretation of the theory of inductive and coinductive definitions of Sect. 2. To this end we need a system that can talk about mathematical objects and realisers. The latter will be elements of the domain D defined in Sect. 3.2 with the particular constructors chosen in Sect. 3.5. Therefore we extend our first-order language L to a language r(L) by adding a new sort for domain elements. The terms of the programming language defined in Sect. 3.1 are declared to be of that new sort. All logical operations including inductive and coinductive definitions, as well as axioms and rules for L including closure, induction, coclosure and coinduction and the rules for equality, are extended mutatis mutandis for r(L). In addition, we have as extra axioms the equations given in Sect. 3.1.
Uniform realisability
We assign to every L-formula A a unary r(L)-predicate r(A) denoting a subset of D. Intuitively, r(A)(a), sometimes also written a r A, states that a "realises" A. The predicate r(A) is defined relative to a fixed one-to-one mapping from L-predicate variables X to r(L)-predicate variablesX with one extra argument place for domain elements The definition of r(A) is such that if the formula A has the free predicate variables X 1 , . . . , X n , then the predicate r(A) has the free predicate variablesX 1 , . . . ,X n . Simultaneously with r(A) we define a predicate r(P) for every predicate P, where r(P) has one extra argument place for domain elements. We also define regular types τ (A) and τ (P) relative to a fixed assignment of a type variable α X to each predicate variable X.
If A is non-computational:
If A is non-computational but B is:
In all other cases:
If P is non-computational:
r(νX.P) = νX.{(In(y), x) | r(P)(y, x)} τ (νX.P) = fix α X .τ (P)
where in the last two equations In := In fix α X .τ (P) .
Let us see what we get when we apply realisability to our examples from the Introduction. The type associated with the inductively defined set N of natural numbers is τ (N) = fix α.1 + α, the usual recursive definition of the data type of unary natural numbers. Its canonical inhabitants are the numerals k := inr k (inl(Nil))) (k ∈ N). Realisability for N, r(N), is the least relation such that
Hence, we have for a data d and k ∈ R that d r N(k) holds iff k is a natural number and d = k, i.e. d is a unary representation of k.
If in the second example we identify notationally the set SD with the type 1+1+1, then τ (C 0 ) = fix α.SD × α, the type of infinite streams of signed digits. r(C 0 ) is the largest predicate such that
It is easy to see that r(C 0 )(a, x) means that the signed digit stream a = a 0 , a 1 , . . .
Soundness
Now we prove that the realisability interpretation is sound in the sense that from every proof of a formula A one can extract a term M of type τ (A) and a proof that M realises A. For every L-operator Φ = λX.P we define a r(L)-operator r(Φ) := λX.r(P).
Lemma 16 (Substitution). r(Φ)(r(Q)) = r(Φ(Q)).
Proof. Straightforward induction on the (syntactic) size of Φ.
In the next lemmas we consider predicates in the language r(L) whose first arguments range over predicate terms. The following definitions will be used:
) and f * (g * P) = (f • g) * P. The rationale for these definitions is that they allow us to neatly write certain sets of realisers:
where in the last two clauses in := in fix α X .τ (P) .
The following easy lemma, which says that the operations f → P • f and f → f * P are adjoints, will allow for an analogous treatment of induction and coinduction.
Lemma 17 (Adjunction). Q ⊆ P • f ⇔ f * Q ⊆ P Setting Q := P • f or P := f * Q in the adjunction lemma, we immediately get f * (P • f ) ⊆ P and Q ⊆ (f * Q) • f .
Lemma 18 (Map). Let Φ = λX.P be a (strictly positive) operator in the language L, α := α X , and ρ := τ (P). Then map α;ρ realises the monotonicity of Φ, that is
for all L-predicates P and Q. By the definition of realisability and the Adjunction Lemma 17 this is equivalent to each of the following two statements about arbitrary r(L)-predicates P and Q of appropriate arity and all f :
Furthermore, setting in (a) P := Q • f and in (b) Q := f * P one obtains
Proof. We show a slight generalisation of (a). Let Φ = λX.P be an operator with n arguments, α i = α Xi and ρ = ρ(α) = τ (P). Then we have for all predicates P = P 1 , . . . P n , Q = Q 1 , . . . Q n in the language r(L) and f = f 1 , . . . , f n
The proof is by induction on the structure of P. In the proof we take the liberty to switch between (a) and (b) whenever convenient. Recall that r(Φ) = λX.r(P). Case: No X i occurs freely in P. Then map α;ρ f is the identity. Furthermore, the operator r(Φ) is constant. Therefore, the assertion clearly holds. In the following we assume that there is an X i occurring freely in P.
We only look at the remaining interesting cases, namely those where P is X i for some i, µZ.P 0 or νZ.P 0 .
Case P = X i . Then r(Φ)(X) =X i . Since map α;αi f = f i , the assertion holds.
Case P = µZ.P 0 . Let
We use induction on µZ.in ρ * r(Φ 0 )(P,Z). Hence, it remains to show
i.e., using the Adjunction Lemma 17,
In the first step of the following we use the induction hypothesis with our assumption and
It is now more convenient to show (b). Assume f i * P i ⊆ Q i for all i ≤ n. Setting P n+1 := r(Φ)(P) = νZ.in ρ * r(Φ 0 )(P,Z), we have to show
We use coinduction on νZ.r(Φ 0 )(Q,Z). This reduces the problem to showing
Theorem 2 (Soundness). From a closed derivation of a formula A one can extract a program term M such that r(A)(M ) and M : τ (A) are derivable.
Proof. As usual, one shows by induction on derivations the following more general statement: From a derivation B 1 , . . . , B n , C A where C are noncomputational assumptions one can extract a program term M with free variables among x 1 : τ (B 1 ), . . . , x n : τ (B n ) such that
. In the following, we concentrate on the interesting cases: (Co)closure and (Co)induction. Let in the following α := α X , ρ := ρ(α) := τ (Φ(X)) and Φ = λX.P.
Closure. We show that M := in fix α.ρ realises closure, i.e.
r(Φ(µΦ)) ⊆ r(µΦ) • in fix α . ρ
Using both Adjunction Lemma 17 and Substitution Lemma 16, it suffices to show in fix α . ρ * (r(Φ)(r(µΦ))) ⊆ r(µΦ)
i.e., since * and substitution commute, (λX.in fix α . ρ * r(P))(r(µΦ)) ⊆ r(µΦ)
But the latter is the closure axiom for r(µΦ). Moreover, we have x : ρ(fix α.ρ)
Coclosure. Similar, by setting M := out fix α.ρ .
can be derived from the coclosure axiom for r(νφ) = νX.in fix α.ρ * r(P). 
Program extraction
We now combine the Soundness Theorem and the Adequacy Theorem to a theorem essentially saying that extracted programs compute the expected results. By "result" we can, from the user's perspective, only mean observable data, i.e. data as defined in Sect. 3.1, namely terms built from constructors only. Hence we restrict our attention to a class of formula where all realisers are data. We call an L-formula a data formula if it contains neither free predicate variables nor coinductive definitions, and every subformula which is an implication is noncomputational. Let Data be a formal representation of the set of all data, i.e. the r(L)-predicate Data = µX. Proof. We show more generally: if A is an L-formula such that every subformula which is an implication is non-computational (but A may contain free predicate variables), then r(A) Data ⊆ Data where r(A) Data is obtained from r(A) by replacing every n+1-ary r(L)-predicate variableX by the r(L)-predicate Data := {(x, y) | Data(x)} of the same arity. The proof is by induction on the structure of A. All other cases are straightforward, except (µX.P)(t). In the latter case we have r((µX.P)(t)) = {In(y) | (µX.r(P))(y, t)} Therefore, it suffices to show µX.r(P) ⊆ Data . Where r(P) is is obtained from r(P) by replacing every r(L)-predicate variableỸ by Data , exceptX. We show this by induction. Hence we have to show r(P) [Data /X] ⊆ Data , i.e. r(P) Data ⊆ Data , i.e. ∀x (r(P)(x) Data ⊆ Data). The latter follows from the (structural) induction hypothesis. Let us continue our examples from Sect. 2 and Sect. 4.1. Suppose we have proved C 0 (x) for some real number x ∈ I. In order to obtain observable information about x, for example for a given natural number n a dyadic rational that approximates x with an error ≤ 2 −10 , we need to prove that there exist an integer z < 2 −n such that |x − z/(2 n )| ≤ 2 −n . From the proof we can then extract a representation of z and hence of the approximating rational z/(2 10 ). First, let us define inductively a predicate Z such that Z(z, n) means that n is a natural number and z is an integer < 2 n .
It easy to see that a realiser of Z(z, n) is a signed binary representation of z (permitting leading zeros).
Lemma 20 (Printing digits).
The program extracted from this proof takes as inputs a (unary) natural number n and a signed digit stream a representing some real number in I, and computes a signed binary representation of an integer z < 2 n such that |x − z/2 n | ≤ 1/2 n . In fact, the digits of that representation will be exactly the first n elements of the stream a. Hence, the extracted program is essentially Haskell's function take that computes the first n elements of a stream.
Conclusion and further work
In this paper we laid the programming-technological and proof-theoretic foundations for program extraction from proofs in a constructive theory of inductive and coinductive definitions. We showed that the realising programming language has an adequate denotational and operational semantics and the realisability interpretation is sound. Both results together imply that from proofs of formulas with associated observable types (data formulas) one can extract programs that compute data realising the formula.
In our opinion, one of the main advantages of program extraction over the traditional specify-implement-verify method is that it is possible to carry out proofs in a very simple formal system. Neither complicated data types (lists, streams, trees, function types, etc.) nor programming constructs (recursion, lambda-abstraction) need to be formalised by the user; these are all generated by the realisability interpretation automatically.
On the basis of the results of this paper one can now begin to formalise parts of constructive analysis and other branches of mathematics where inductive and coinductive definitions are used (or can be used), with the aim of extracting nontrivial certified programs. Currently, we are investigating a generalisation of the predicate C 0 ⊆ R (one of our running examples) to predicates C n ⊆ R where F and G range over subsets of R I and av i (x) := (i + x)/2. To see the analogy with C 0 it is useful to rewrite the definition of the latter equivalently as C 0 := νX.{x ∈ I | ∃i ∈ SD ∃x (x = av i (x ) ∧ X(x ))} The predicate C 0 characterises real numbers in I as objects perpetually emitting digits. A continuous function f : I → I, which can be viewed as a real number in I that depends on an input in I, perpetually emits digits as well, but before an emission can take place f may have to gain information about the input by absorbing finitely many digits from it in order to decide which digit to emit. The absorption part is formalised in C 1 by the inner "µG . . . G(f • av i )". The data type associated with C 1 is τ (C 1 ) = να.µβ.SD × α + β 3 which is the type of non-wellfounded trees with two kinds of nodes, one labelled by a signed digit and one child (emitting a digit), the other without label and three children (absorbing a digit). The fact that β is quantified by µ means that only those trees are legal members of τ (C 1 ) that have on each path infinitely many emitting nodes. A similar type of trees has been studied independently in [GHP06] , however, not in the context of analysis and realisability. The definition of C 1 is motivated by earlier works on the development and verification of exact real number algorithms based on the signed digit representation of real numbers [MRE07,GNSW07,EH02] some of which make use of coinductive methods [CDG06, Ber07, BH09, Niq08] .
Based on the characterisation of uniformly continuous functions by the predicates C n implementations of elementary arithmetic functions have been extracted [Ber09] . Further work in progress studies integration and analytic functions based on this approach. We are also extending this work to more general situations where the interval I and the maps av i are replaced by an arbitrary bounded metric space with a system of contractions (see [Scr08] for related work), or even to non-metric situations.
Currently, we are adapting the existing implementation of program extraction in the Minlog proof system [BBS + 98] to our setting.
