Clones are a well-known bad smell pattern in software. So far, research has concentrated on detection of clones in textual languages, while model-based development becomes increasingly important. This is in particular true for the automotive domain, where modelling languages like ASCET are used. This paper presents the adaptation and extension of an existing approach for detection of clones in models. The main novelty is a graph analysis that can detect clones of type 2 (i. e., identical structure, but renamed elements) and distinguish between consistently and inconsistently renamed model elements.
Introduction
Cloning means the duplication of artifacts within a system. This behavior is considered harmful for software development: Clones are the number one in the stink parade of bad smell patterns [2] . Such redundancies increase the effort for maintenance and consequently the costs for development of software systems.
Clone detection on the level of source code is a well-known and long-term topic in research. Over the years, a lot of approaches have been established for clone detection in textual programming languages [4] . The same problem is also present in higher-level programming, the modelling of software. In embedded software development, an executable application for control units is generated from data-flow oriented models, e. g., ASCET models 1 . Real world models often contain thousands of connected elements. This fact complicates the manual search for clones in such models or even makes the search impossible. However, there have only been very few activities in model clone detection research.
The seminal work in this area is from Deissenboeck et al. [1] . Their approach is publicly available as part of ConQAT 2 . It provides the base functionality for detecting clones in Matlab/Simulink models. We call it CMCD (ConQAT's Model Clone Detection) in this paper. The contribution of this paper is an adaption of this algorithm to ASCET models and its extension for detection of additional clone types.
Adaption and Extensions
The core of CMCD works on a general graph structure with additional labels for each node and edge. Therefore, the existing ASCET model has to be transformed into a CMCD graph, and the labels have to be determined from the model. The result of CMCD are pairs of subgraphs that are clones of each other. This means that the subgraphs' structures are identical, as well as the labels. We extended the basic CMCD framework by further parameterizable preparation steps (Preprocessing) and detailed graph analyses (Postprocessing) for retrieving better interpretable results.
Preprocessing
Preprocessing includes the correct transformation from the ASCET-specific model elements (nodes) and connectors (directed edges) to the model structure as needed by CMCD as input. Furthermore, a canonical label is built for each model element. It depends on the user-selected clone type that should be detected. [1] .
Postprocessing
The postprocessing step performs further graph analyses on CMCD's clone results. The following analyses and visualizations are provided:
• An overview graph shows which parts of the graph contain clones.
• Optionally, the number of occurrences of each node in all clones can be visualized to identify regions of intensive cloning.
• Each clone pair is checked for inconsistently or consistently renamed labels (for type 2(x))
• One detailed graph per clone pair shows this additional information.
• Uncloned nodes that are directly connected to a cloned node can optionally be included to get more context information.
• Statistics about the size of the found clone pairs, along with information about the number of consistently and inconsistently renamed nodes.
To distinguish between consistently and inconsistently renamed labels, the algorithm in Figure 1 is used. The algorithm assumes that a graph is defined by G = (V, E, L) where V describes the set of nodes, E the set of directed edges and L the labelling function L : V ∪ E → N . While the subgraph G 1 = (V 1 , E 1 , L 1 ) points to the original artifact, G 2 = (V 2 , E 2 , L 2 ) means its corresponding duplicate. The function f maps a node from V 1 to its cloned counterpart.
The algorithm basically checks for each group of identically labelled nodes in G 1 (M ) whether the corresponding set of nodes in G 2 also has a unique label (N ). If this is the case, then the labels are renamed consistently, otherwise they are not. This check has to be performed in both directions.
Evaluation
The approach was implemented and applied to a number of real-world models with up to 1,500 nodes. The calculation was performed in reasonable time (< 35s). It delivered relevant clone pairs of remarkable size (up to 250 nodes). However, there were also a number of false positives among them, in particular for type 2(x) clones.
An indicator for detecting these false positives is the relationship between clone size and the number of inconsistent labels. Small clones with a big share of inconsistencies can mostly be classified as occasional matches. In contrast to that, large clones with a small proportion of inconsistent labels are more interesting
while |Q| > 0 do 3: take one q ∈ Q arbitrarily 4:
mark all v ∈ M as inconsistent labels 
Conclusion
So far, there was no possibility to perform tool supported clone detection on ASCET models. The adaptation of an existing approach for clone detection in models makes it now possible for ASCET. The additional postprocessing provides convenient visualizations and interpretation support. The algorithm for detecting inconsistencies is the first designed and implemented for model clones at all. It can as well be applied to clone detection on other kinds of models. The evaluation has shown potential for increasing the accuracy of results by adjusting parameters. Overall, this work is another building block for further improving the quality and efficiency of model-based embedded software development.
