Abstract Ductile fracture is a local phenomenon, and it is well established that fracture strain levels depend on both stress triaxiality and the resolution (grid size) of strain measurements. Two-dimensional plane strain post-necking models with different model sizes are used to predict the grid-size-dependent fracture strain of a commercial dual-phase steel, DP980. The models are generated from the actual microstructures, and the individual phase flow properties and literature-based individual phase damage parameters for the JohnsonCook model are used for ferrite and martensite. A monotonic relationship is predicted: the smaller the model size, the higher the fracture strain. Thus, a general framework is developed to quantify the grid-sizedependent fracture strains for multiphase materials. In addition to the grid-size dependency, the influences of intrinsic microstructure features, i.e., the flow curve and fracture strains of the two constituent phases, on the predicted fracture strains also are examined. Application of the derived fracture strain versus model size relationship is demonstrated with large clearance trimming simulations with different element sizes.
Introduction
Size dependency has been a well-recognized intrinsic phenomenon in the materials and mechanics research community for many years. Generally speaking: the smaller, the stronger. For example, the intrinsic effect of grain size on the yield strength of polycrystalline metals can be approximated by the well-known Hall-Petch relationship, where the yield strength increases with an inverse square root of grain sizes. Size-dependent hardness and strength also have been reported in nanoindentation of metal and ceramics (Nix and Gao 1998) , micro torsion of copper wires (Fleck et al. 1994) , and micro-compression/tension (Hosemann et al. 2008; Huang and Spaepen 2000; Xie and George 2008) . From a mechanistic perspective, the size dependence of strength usually is attributed to the hardening associated with geometrically necessary dislocations (GNDs) (Fleck et al. 1994; Nix and Gao 1998) . Because the conventional plasticity theories do not possess any length scale, strain-gradient plasticity theory has been developed via the introduction of a material-specific intrinsic length scale to quantify the size dependency when the deformation field is comparable to the material intrinsic microstructural length scale (Fleck et al. 1994; Fleck and Hutchinson 1997; Gao et al. 1999; Nix and Gao 1998) .
One the other hand, experimentally-measured fracture strains usually depend on the resolution adopted in the specific measurement technique, which indicates that the fracture strains are grid-size dependent. For example, the grain-level (∼20 µm) fracture strain values estimated from deformation-induced grain elongations are much larger than those obtained from macroscopic strain measurement, i.e., deformation averaged over characteristic specimen dimensions, such as the gauge length (Ghahremaninezhad and Ravi-Chandar 2013) . For AA6061-T6, the ε f estimated at the grain level is, at least, twice the value of that measured using the digital image correlation (DIC) technique (Beese et al. 2010; Ravi-Chandar 2012, 2013) . Furthermore, when different DIC techniques are used to obtain the strain values at fracture, the results will depend on the sample size and measurement resolution (mm/pix or µm/pix) (Carroll et al. 2013; Pan et al. 2009) . If the damage parameters are obtained through inverse study with finite element analysis (FEA) , the values will depend on the element size . This is because of the localized nature of fracture itself and the very definition of strain, which is the averaged shape change over the reference window of observation. At the engineering scale, the total elongation measured for a transformation-induced plasticity (TRIP) steel with a custom-designed miniature tensile sample (with 3.2 mm gauge length) is much higher than that of the ASTM E-8 sub-sized sample (with 35 mm gauge length) (Sun et al. 2012) . At the atomic scale, molecular dynamics simulations with 3528 atoms on a vitreous silica fracture, an "ideal" brittle material, show total ductility greater than 30% can be achieved before the final separation of all the atomic bonds on the fracture surface (Muralidharan et al. 2005 ). All of the cited literature results show that the smaller the gauge length (or observation window), the more ductile the material. Hence, the apparent grid-size-dependent damage initiation has been a major barrier in numerical simulations of crack extension process for structural metals crack extension process (Beese et al. 2010) .
Ductile fracture has been the subject of active research for many decades. It is well established that fracture is a local phenomenon, and fracture strain levels depend on both the local stress states and resolution (grid size) of the strain measurements. The effects of local stress states, i.e., the stress triaxiality (η, defined as the ratio of the hydrostatic stress to equivalent stress), on critical strain for ductile fracture of metallic alloys have been studied and reported in the literature by various research groups. To quantitatively describe ductile failure/fracture at the continuum scale, various fracture models with differing fracture strain (ε f )-stress triaxiality (η) relationships have been proposed, including Johnson-Cook (J-C) (Johnson and Cook 1985) , XueWierzbicki (Xue and Wierzbicki 2008) , Wilkins et al. (Wilkins et al. 1980) , etc. Generally, the ε f − η relationship can be estimated through experimental tests with DIC measurements on specially designed sample geometries, e.g., Arcan specimen (Wierzbicki et al. 2005) and notched tensile bars (Hassannejadasl et al. 2014; Johnson and Cook 1985) , under different stress states, including tensile, biaxial stretching, and shear. Many ε f − η relationships have been reported in the open literature for various materials, including aluminums, steels, and coppers, and these criteria have been implemented in different finite element (FE)-based engineering failure analyses to predict the failure of the corresponding materials during different deformation processes, such as cutting, machining, forming, and ballistic tests (Faura et al. 1998; Hu et al. 2008 Hu et al. , 2016b Hubert et al. 2012) .
However, thus far, all reported ε f − η relationships do not possess any length/size-scale dependency, and they are specific to the resolution of the specific measurement techniques and associated analysis grid size used. For example, the strain values of individual grains are observed to be much higher than the averaged fracture strain for bulk materials Ravi-Chandar 2012, 2013; Hu et al. 2014) . If the fracture criterion estimated based on a specific measurement resolution is used directly for performance simulations with a different grid size, inaccurate structural failure due to ductile fracture will be predicted because the material will be either too brittle or too ductile. In one study of AA6111-T4 aluminum sheets, the fracture strains estimated from the coarse-grid simulation (Golovashchenko 2006) are too low for predicting the sheared edge shapes with fine-meshed trimming simulations in comparison with experiments (Hu et al. 2014) . On the other hand, the fracture strains estimated based on grain level (∼10 µm) deformation are too high to reveal the characteristics of the shear-affected zone in coarse-grid (∼200 µm) three-dimensional simulations ). These inconsistent results further confirm that for the given material, fracture strain does not have a single value at a specific η state. Rather, it depends on the discretization size and resolution in different measurement techniques. Therefore, to avoid the prediction inaccuracies caused by grid-sizedependent fracture strains, caution must be exercised in ensuring that the grid size in FE-based failure analyses is consistent with the measurement resolution.
While the triaxiality-dependence of fracture strain has been deemed as the materials' intrinsic property and examined with various experimental/modeling techniques, the grid-size dependency of fracture strain has been treated as a numerical issue that only can be resolved through numerous convergence studies (Gitman et al. 2007; Turon et al. 2007 ). Although various micromechanical and phenomenological models have been developed to model and predict ductile fracture, all of them rely heavily on model form-and gridsize-specific parameter calibrations (Beese et al. 2010; Choi et al. 2016; Ravi-Chandar 2012, 2013; Hu et al. 2014; Xue and Wierzbicki 2008) .
Furthermore, the aforementioned size dependency of fracture strain can stem from both intrinsic (i.e., grain-level heterogeneity and phase property disparity) and extrinsic (sample size, gauge length, or observation window/model size) factors (Greer and Hosson 2011) . To date, the influence of various intrinsic and extrinsic factors on fracture strains has not been extensively examined. This is particularly true for multiphase materials where the deformation incompatibility at the microstructural level renders different local η at the grain level from the global model level. To the best of the authors' knowledge, none of the fracture models featured in the literature can predict the gridsize-dependent fracture strains with a unified theory that transcends different observation windows and/or model sizes.
The purpose of this study is to develop and demonstrate a framework for predicting grid-size-dependent fracture strains, considering both intrinsic (grain-level heterogeneity) and extrinsic (model size) ductilitylimiting factors. A microstructure-based post-necking model is used in the modeling framework, and a commercially available dual-phase (DP) 980 steel is used as the example material system. As a class of materials, DP steels have softer ferrite and harder martensite as the constituent phases. Hence, DP980 is a prime candidate for examining both intrinsic and extrinsic ductility-limiting factors. To consider the DP980 material's intrinsic heterogeneities, i.e., grain size, morphology, and phase properties disparity, the models are constructed based on the material's actual microstructures (Cheng et al. 2017b; Sun et al. 2009a, b) . Twodimensional (2-D) plane strain post-necking models are generated with different model sizes (extrinsic) to predict the relationship between model size and the post-necking fracture strain. The same element size and phase properties are used in all of the models with different model sizes, and, as anticipated, the predicted fracture strains decrease monotonically with increasing model size. The methodology is further applied to examine the effects of intrinsic microstructure features, i.e., the flow curve and fracture strain disparity between the two phases, on the predicted grid-size-dependent fracture strains for different DP980 s with the same model size.
The developed relationship for the commercial DP980 then is verified with FE-based straight edge trimming simulations under large clearance with different grid sizes. Without considering the size-dependence of fracture strains, the results of the trimming simulations with larger grid sizes show significantly different burr sizes and fracture paths compared with experimental observations. Then, a normalized strain scaling factor is introduced based on the predicted grid-sizedependent fracture strain curve of the DP980 steel. It is subsequently applied to the previously developed ε f − η relationship of the same material obtained with a smaller grid size. With the newly developed gridsize-dependent fracture strain loci, the trimming models with larger grid sizes can predict similar fracture surface and fracture paths when compared with experiments. Finally, discussions and conclusions are offered to further illustrate the limitations and possible future developments of the modeling methodology.
2 Microstructure-based post-necking model for DP steels
Microstructure-based model development
The as-received material is a commercial DP980 steel sheet with a 1.5 mm thickness. The sample was mounted in bakelite and polished with standard techniques to a 0.25 mm diamond finish. Finally, the sample was etched with 2% nitric in alcohol (nital) for 10 s to reveal the microstructure. The image was obtained under an optical microscope (Olympus BHM). Figure 1 shows a 250 µm × 400 µm area for the commercial DP980 steel under examination, where the bright regions are the ferrite grains and dark regions are the martensite grains. First, a thresholding method is employed to convert the gray image into a binary image, where white regions indicate ferrite grains and black regions denote martensite grains (Cheng et al. 2016c; Taylor et al. 2014) . By counting the area in black, the martensite volume fraction (MVF) of this DP980 is calculated as 57%. Next, frames of different sizes are randomly placed in Fig. 1 to create the microstructure-based models with different sizes. The example cropped models are shown in Fig. 2 for the frame sizes corresponding to 6 µm × 10 µm (denoted as IS), 15 µm × 25 µm (denoted as 2.5×), 30 µm ×50 µm (denoted as 5×), and 60 µm ×100 µm (denoted as 10×). Note that the smallest model size (IS) corresponds to the element size used in the FE-based trimming simulations of aluminum alloys (Hu et al. 2014 ). This will facilitate the subsequent validation and verification of the developed grid-size-dependent fracture strains with trimming simulations of the DP980 under consideration. Because the grain size for ferrite can vary from 5 to 10 µm, the cropped microstructures can be rather heterogeneous from one to another. This is particularly true for the smaller models with sizes comparable to the largest ferrite grain size. Therefore, larger numbers of microstructure-based models are generated for the smaller model sizes to obtain statistical distributions of the predicted fracture strain variations. Table 1 tabulates the number of models created, MVF ranges, and Fig. 1 is 100 nm × 100 nm, the grid size for the FE postnecking models generated also is 100 nm × 100 nm for all models examined in this study. The commercial FE package ABAQUS with 2-D plane strain elements (CPE4R) is used for the simulation, and Table 1 tabulates the total elements used for each model size. Next, the material properties used in the simulations and the analyses details will be discussed.
Individual phase flow stress
Within each microstructure-based model, individual phase properties, including the flow stress, damage model, and damage parameters, need to be assigned to each material point representing ferrite or martensite. The same elastic modulus value is assumed for the two constituent phases. However, the yield strength (σ y ) and hardening behaviors of the two phases should be quite different. For the commercial DP980 currently under consideration, the average phase flow curves have been obtained with in situ high energy X-ray diffraction (HEXRD) experiments during tensile deformation (Choi et al. 2008; Hu et al. 2016a ) (see Fig. 3a ). The detailed explanations of this method on a quenching and partitioning (Q&P) steel have been included in a recent publication from Hu et al. (2016a) , and the accuracy of the phase properties has been validated with nanoindentation-based inverse calculations (Cheng et al. 2016b (Cheng et al. , 2017a . The obtained individual phase flow curves for DP980 are fitted with a Hollomon-type hardening model:
where σ is the true stress, ε is the true strain, n is the work-hardening exponent, and K is the strength coefficient. The corresponding fitted hardening parameters for martensite and ferrite are also illustrated in Fig. 3a .
Ferrite and martensite failure criteria
The grain-level damage models and associated damage parameters for individual phases within a multiphase alloy remain an active research area, and the micronscale damage parameters for ferrite and martensite in a DP980 steel still are under development. Because the fracture strains measured through grain-level deformation are found to decrease monotonically with increasing η (Ghahremaninezhad and Ravi-Chandar 2013), the phenomenological-based J-C (Johnson and Cook 1985) damage model is assumed to be appropriate for the individual phase fracture behaviors for the current DP980 steel:
where D 1 , D 2 , and D 3 are material-dependent damage parameters. Meanwhile, macroscopic observations indicate that the fracture strain of the ferrite phase is higher than that of martensite under positive η values (Srivastava et al. 2016) . For development purposes, the damage parameters for single-phase ferritic steel (ARMCO steel) and martensitic steel (4340 Steel) reported in the literature (Johnson and Cook 1985) are used in the post-necking model. Refer to Fig. 3b for the adopted fracture strain curves (ε f − η) and the associated damage parameters for the ferrite and martensite phases used in the simulations. Note that these damage parameters are not the actual measured damage properties of the individual phases for the DP980 steel. Rather, literature-reported values are used to illustrate the differences in the fracture behaviors of the two constituent phases and to quantify the grid-size-dependent fracture strains with these assumed grain-level fracture strains as inputs. Figure 4 depicts the edge-constrained 2-D plane strain post-necking model. This model was developed by Hu et al. (2008 Hu et al. ( , 2011 to quantitatively examine the influences of intrinsic properties, i.e., the particle volume fraction and critical equivalent strains, on fracture strains and fracture paths (i.e., cone-or shear-type). In the current study, all of the microstructure-based models generated with different sizes are used in the FE post-necking analyses with the boundary conditions described in Fig. 4 . The analyses have been performed to examine the effects of microstructure heterogeneity and different model sizes. With the different phase properties already discussed implemented in the 2-D post-necking models, the damage initiation locations, fracture path, and the final shape after fracture for each model can be predicted. After each simulation, the fracture strain for the each model is calculated with the following equation (Hu et al. 2008 (Hu et al. , 2011 : where t o is the model's initial thickness and t f is the minimum thickness measured at fracture as schematically illustrated in Fig. 4b . The coefficient of 1.155 is used to convert the major strain of the plane strain deformation mode into equivalent strain (Hu et al. 2008 (Hu et al. , 2011 . Notably, the current study focuses on the process from an initial undamaged state to the final failure. Hence, initial plastic strain is not included in the current model. Ferrite and martensite are both assumed to fail when the strain of the material point reaches the corresponding fracture strain. Note that for a homogeneous material, the η value of the overall model corresponds to the η value of each material point. However, for the models in this study that include actual microstructure and heterogeneous properties, the η values of individual material points will differ along the fracture surface due to deformation incompatibility (Hu et al. 2011 ). Therefore, the relationship between the macro fracture strain and model sizes can be estimated with this method for the development of grid-size-dependent fracture strain considering different types and degrees of microstructural heterogeneities.
Post-necking model
ε f p = 1.155 ln t o t f(3)
Predicted grid-size-dependent fracture strains
At a given model size, the predicted ε f p for each model depends on the actual MVF and martensite morphology. Figure 5a -c show three typical microstructures randomly cropped with 6 µm × 10 µm frame size (denoted as IS), the associated models, and the postnecking model-predicted model configurations at fracture. Because the model size is on par with the largest size of the ferrite grains and martensite islands, a very high level of microstructural heterogeneities is observed for the post-necking models at this scale. For example, the MVF differs significantly among the three models, ranging from 38.5 to 88.2%, and the martensite morphologies are completely different, ranging from decorating the ferrite grain boundaries in Fig. 5a , b to the large martensite island in Fig. 5c . Predicted results in Fig. 5 also show that both MVF and martensite morphology play important roles in the fracture strain at this scale. For example, the model in Fig. 5a has similar MVF (∼39%) as that in 5b but with different martensite morphologies, and the predicted ε f p for Fig. 5a is 0.72-much higher than that for Fig. 5b (0.47) . On the other hand, similar ε Figure 6 illustrates the influence of model size on the predicted fracture paths and ε f p for selected model sizes of 2.5×, 5×, and 10×. Models at all sizes predict zigzag fracture surfaces due to the heterogeneous microstructures, which are quite different from those predicted for homogeneous materials as shown in Fig. 4b . The average post-necking fracture strain (ε f p ) for all the model sizes examined is calculated, and the relationship between the predictedε f p and the actual lengths of the models (L in µm) is shown in Fig. 7 .
The predicted results in Fig. 7 distinctly show a gridsize-dependent fracture strain for the DP980 material as theε In addition to the predicted grid-size dependency, different degrees of scatter are also predicted for ε f p for varying model sizes stemming from the influence of intrinsic microstructural heterogeneities (see the error bars plotted in Fig. 7) . Clearly, the smallest models yield the highest predicted ε f p variations, ranging from 45 to 64.5%, because of the differences in MVF (22-88% as listed in Table 1 ) and martensite morphologies. As the model sizes increase beyond L = 50 µm, the predicted ε f p scatter narrows down quite rapidly because the MVF ranges for the different model sizes remain between 52 and 62%. Therefore, the postnecking model predicts the decrease of bothε 
Effects of individual phase properties on grid-size-dependent fracture strains
In this section, we examine the effects of intrinsic properties, individual phase properties, on the predicted size dependency of ε f p on DP980 with the same set of previously developed models.
For comparison, another commercial DP980 steel is introduced here with the individual phase flow properties illustrated by the dotted curves shown in Fig. 8a . The flow stress disparities between the martensite and ferrite of the newly introduced DP980 (M1) are significantly higher than those of the initially studied DP980 (solid lines in Fig. 3a) . The Hollomon parameters for the individual phases in the new DP980 are also tabulated in Fig. 8a . The same post-necking models with three sizes, IS, 2.5×, and 5×, are used to generate the ε f p − L relationship for the new steel. The J-C damage parameters for each phase are presumed unchanged from the previous assumption, and the same number of models are used at each model size. Figure 8b compares the predicted grid-sizedependent ε In addition to flow stress, the individual phase's ability to resist fracture (Fig. 3b) and its influence on the overall size-dependent ductility are also examined. For demonstration purposes, the assumed damage criteria for ferrite and martensite for a DP980 (M2) examined in a recent study (Raghavan et al. 2016 ) are used (refer to the dotted curve shown in Fig. 9a ). Compared to the failure criteria for the original DP980 (solid curves), the fracture strains (dashed curves) are considerably lower for both ferrite and martensite in DP980 (M2) in the range of 2 < η < 2. The same post-necking models with three sizes, IS, 2.5×, and 5×, are used to predict the new ε f p − L relationship. The same individual phase flow stress (shown in Fig. 3a) and the equivalent number of models are used at each size. The two comparisons presented here do demonstrate that the grid-size dependency of critical fracture strain depends not only on extrinsic factors, such as sample size or gauge length, but also on intrinsic properties, e.g., phase properties and microstructures. As such, a specific ε f p − L relationship should be used for a specific material in scaling up the critical fracture strain loci for engineering simulations with larger grid sizes. Therefore, the post-necking model proposed in this study provides a general predictive framework to quantify the effect of the grid-size-dependent fracture strains for multiphase materials by considering both intrinsic and extrinsic ductility-limiting factors.
Demonstration with large clearance trimming simulations
The application of the predicted grid-size dependency of fracture strain is demonstrated in this section via large clearance edge trimming experiments involving the original DP980 steel. In a separate trimming study of this commercial DP980 steel sheet, burr removal is consistently observed when the trimming clearance (defined as the ratio of gap/sheet thickness) is 40% (Fig. 10) .
Calibration of damage parameters with fine mesh trimming simulations
To simulate the trimmed edge shape, a 2-D plane strain model is setup in ABAQUS/Explicit for the 1.5-mm thick DP980 sheet similar to those developed by Hu et al. (2014) for trimming simulations of 1-mm aluminum alloys: the lower trimming tool is fixed, and the upper trimming tool and clamping tool are constrained horizontally (Hu et al. 2014 ). CPE4R-type plane strain elements are used, and the initial simulation is performed with an extremely fine element size of 6 µm × 10 µm in the shearing region. Elasto-plastic properties are derived from standard tensile test, and the true stress-strain curve, shown in Fig. 11a , is used, where the elastic modulus E = 210 GPa, yield strength σ y = 903 MPa, and Poisson's ratio ν = 0.3. The Hollomon model (Eq. 1) is used to numerically fit the overall stress-strain curve from uniaxial tension test, and the resulted hardening parameters are K = 1570 MPa and n = 0.135. A strain-based accumulated damage fracture criterion was assumed as follow:
where dε p is the plastic strain increment and ε f is the fracture strain. The accumulated damage model assumes that material failure will occur when the value of damage (ω) reaches one. The fracture strain is determined with J-C damage model as shown in Eq. 2. The damage parameters are carefully calibrated to be D 1 = 1.3, D 2 = 0.5, and D 3 = 0.5 for the initial grid size of 6 µm × 10 µm(refer to the solid black curve in Fig. 11b ). The criteria used in the parameter calibration process include various trimmed edge characteristics from scanning electron microscopy (SEM) cross sections of the edge, including rollover, burnish heights, and the "phenomenon convergence" of burr removal. Figure 12 shows the fine mesh-predicted fracture surface characteristics for different stages of the trimming process.
Under high shearing clearance, 40% in this case, two distinct cracks are initiated at different stages of the trimming process. First, the dominant crack initiates from the contact corner between the sheet and the upper trimming tool as the black circle in Fig. 12a . A secondary crack, which initiates at the contact corner of the sheet and lower trimming tool, begins later during the trimming process as a result of the local compression and shear stresses (η < 0), denoted by the orange circle in Fig. 12b . Burr removal occurs when the crack initiated from the lower trimming tool tip propagates along the orange arrow and intersects with the major crack propagating downwards from the initial fracture point along the black arrow. Unrealistic fracture paths will be predicted should incorrect damage parameters be used in the J-C model for different grid sizes. For comparison, the fine mesh-predicted fracture surface characteristics, shown in Fig. 12c , again are depicted in Fig. 13a1, a2. 3.2 Demonstration of grid-size-dependent fracture strains using coarse mesh simulations Figure 13 shows the predicted sheared edge shapes and contours of equivalent plastic strain with increasing FE grid size from left to right. Results in the first row of Fig. 13b1-d1 show the predicted fracture surfaces without considering grid-size-dependent fracture strains in the trimming simulations with larger grid sizes. In other words, the solid black curve in Fig. 11b is used in all the trimming simulations with the following grid sizes: 15 µm × 25 µm, 30 µm × 50 µm, and 60 µm × 100 µm. The simulation results with element sizes larger than 6 µm × 10 µm show significant burr formation on the fracture surfaces, and the predicted burr heights increase with increasing grid size. Compared with experimental observations, these results clearly demonstrate that the actual fracture strain in the J-C model should not stay constant and should be adjusted for models with different grid sizes to ensure that the predicted fracture surface characteristics are independent of the grid size. Otherwise, erroneous fracture paths and fracture surface characteristics will be predicted as compared with experimental results.
Then, the predicted grid-size-dependent ε f p − L curve in Fig. 7 is normalized through the introduction of a strain scaling factor-D and a model size factor-λ. Here, λ is defined as the non-dimensional length ratio of the actual model size over the smallest model size. The strain scaling factor D is defined as the ratio ofε Figure 14 illustrates the normalized D −λ curves obtained for the three different DP980 s studied in the previous section, and the results for the original DP980 are also summarized in Table 1 . Next, the D − λ relationship for the original DP980 is assumed to hold true for all η values, and it is used to linearly scale down the Figure 11b shows the scaled-down fracture strain curves in both positive (solid) and negative (dotted) η. Note the D − λ relationship derived is from the postnecking model where η is positive. However, in the trimming experiments, the material points also could fail in compression (η < 0) (Kweon 2012) , under which the fracture strain at the grain level can reach a rather high value, e.g., greater than 2, (Hu et al. 2014; Kweon 2012) . Due to the difficulty of using the 2-D plane-strain-based post-necking model for compression, it is assumed that the fracture strain curve expressed by the J-C model can be scaled down for both positive η (solid) and negative η (dotted) parts with the same D value at a specific grid size as shown in Eq. (5). Ideally, the grid-size dependence of frac-ture strain should be studied at all possible η states to ensure model accuracy. However, it would require tremendous developments in new testing methods to obtain the triaxiality-dependent fracture strains. The scaled-down J-C criteria for different λ are shown as the colored curves in Fig. 13b . Figure 13b2 -d2 show the predicted trimmed edge fracture characteristics with different grid sizes of λ = 2.5, λ = 5, and λ = 10. Figure 13c2 , d2 show the predicted sheared edge shapes, where burr removal, i.e., the correct fracture paths, has been consistently predicted at 40% clearance for models with much larger grid size (λ = 5, 10). The burr formation was observed in Fig. 13b2 and this inconsistency at λ = 2.5 can be the result of the multiple assumptions used in this study which will be discussed later. As a result of the model's coarse numerical resolution, jagged fracture surfaces are predicted with larger grid sizes. With the linearly scaled-down fracture strain in Eq. (5) featuring the normalized D − λ curve, the consistent fracture surface characteristics predicted in Fig. 13c2 , d2 serve as a simple demonstration of the predicted grid-sizedependent fracture strain curve for this material applied to both positive and negative η values.
Discussions
It is well established in the literature that critical fracture strain values derived from individual grain-level deformations are much higher compared with macroscopic strain measurements Ravi-Chandar 2012, 2013; Hu et al. 2014) . For the DP980 examined in this study, the enlarged SEM picture of the fracture region, shown in Fig. 10c , demonstrates that ferrite (orange grains) and martensite (blue grains) deformation can reach as high as 1.21 and 0.9, respectively. However, the complex and evolving nature of η at different material points on the fracture surface makes it difficult to use these specific values in deriving the damage parameters for the J-C model for these two phases. Also, it should be noted that in the microstructure-based post-necking model, only property disparities among phases are considered, while the properties variations of individual grains within the same phase due to grain orientations are not considered. To consider the grain-orientation-induced heterogeneity, crystal plasticity-based FE models should be used, particularly for the simulations with smaller model sizes (6 µm × 10 µm or 15 µm × 25 µm). However, it will be extremely difficult to computationally scale up the crystal plasticity simulations to the largest model (120 µm×200 µm) as much more detailed information on grain-level properties, e.g., orientation of individual grains (Schwartz et al. 2009 ), flow stress of individual grains (Cheng et al. 2016a, b) , and grain boundaries (Ma et al. 2006) , are required and will need tremendous efforts in experimental characterizations. Hence, the averaged phase flow stress measured from HEXRD are used and implemented in the microstructure-based 2-D plane strain post-neck modeling.
For different polycrystalline metals, the specific grain-level failure mechanisms are determined by their chemical compositions, history of heat treatment, and microstructural-level features. The SEM image in Fig. 10c near the sheared edge confirms that no pores or voids are generated during the trimming process. On the other hand, void nucleation and growth have been observed in low MVF (<40%) DP600 (AvramovicCingara et al. 2009; Zhao et al. 2016 ) and DP800 (Kadkhodapour et al. 2011) . For those steels, the materials will exhibit strain-softening behaviors, and more softening parameters should be calibrated for the simulations described herein. Note that in addition to the gridsize-dependent damage initiation, the softening behavior of the constitutive relationship also is mesh/sizedependent, which has been incorporated in the commercial FEA packages.
For λ = 2.5 in the trimming simulation, the gridsize-dependent scaling of ε f predicts the correct fracture path for the primary crack but not the secondary crack, which is supposed to initiate from the material point right above the lower trimming tool contact radius rather than from the burr region as shown in Fig. 13b2 . The multiple assumptions would lead to this inconsistency. First, the normalized relationship in Fig. 14 is developed with the specific literature-based single-phase ferrite and martensite fracture criteria. As demonstrated in the previous section, the overall shape of the D − λ can be influenced by the individual phase fracture criteria. As mentioned, characterizing the damage parameters at micron scale for individual phases remains a challenging research topic in the materials research community. Second, the stress states within the burr can be very complex, which may exacerbate the inaccuracy induced by assuming uniform scaling of fracture strain with D = 0.91 without considering η-dependency. Third, very high microstructural-morphology-induced heterogeneity remains at this grid size. As such, relatively high variability exists for the post-necking model-predicted fracture strain (see Fig. 7 ). Therefore, further improvements on the predicted overallε f p − L relationship can be anticipated when more accurate phase fracture criteria under different η states can be quantified.
Conclusions
In the current study, microstructure-based 2-D plane strain post-necking models are used to predict the relationship between model size and the post-necking fracture strain for a commercial DP980 material. A monotonic relationship is predicted: the smaller the model size, the higher the fracture strain. Hence, a general framework is developed to quantify the difference between local and global strains to failure for multiphase materials. In addition to the model sizes, the influences of intrinsic microstructure features, i.e., the flow curve and fracture strains of the two constituent phases, on the predicted fracture strains also are examined. Application of the derived fracture strain versus model size relationship is demonstrated via large clearance trimming simulations with different element sizes. Results show that consistent fracture surface and fracture paths can be obtained by larger element sizes with linearly scaled-down damage parameters derived from the post-necking models.
The current study presents a promising method to overcome the barrier in numerical simulations of the crack extension process (Beese et al. 2010) by scaling the ε f − η relationship with a normalized relationship D(λ) developed with actual microstructure-based 2-D plane strain post-necking model. Furthermore, the current study provides metallurgists with quantitative guidance in optimizing the alloys compositions and the thermomechanical processing parameters for improved DP steel formability. Recent studies on DP980 steels have shown that tempering with 300 • C can reduce the disparities of phase flow stresses between martensite and ferrite without modifying the MVF within the initial microstructures (Cheng et al. 2016c; Taylor 2016) for DP980 steels. The tempering effects on the grid-size dependency of ε f p on DP980 can be examined with the current framework. Meanwhile, the current methodolgy could be utilized to analyze the effects of different microstructural-level intrinsic features on the ε f p , i.e., fine grains versus corase grains in DP steel from rapid heating (Azizi-Alizamini et al. 2011; Calcagnotto et al. 2011) , banded versus equi-axed secondary phases (Tasan et al. 2010), etc. 
