We present in this paper a computer simulation study of the phase behaviour of the Gay-Berne liquid crystal model. The effect of the anisotropic attractive interactions on stabilizing orientationally ordered phases is analyzed by varying the anisotropy parameter κ ′ at fixed values of the molecular elongation parameter κ. Molecular dynamics simulations have been performed at constant density and temperature along several isotherms and approximate transition densities are reported. It is found that, for a given value of the molecular elongation κ = 3, smectic order is favoured at lower densities as κ ′ increases. When κ ′ is lowered, the smectic phase is preempted by the nematic phase. As a result, the nematic phase becomes increasingly stable at lower temperatures as κ ′ is decreased. Additionally, we have studied the liquid-vapour coexistence region for different values of κ ′ by using Gibbs ensemble and GibbsDuhem Monte Carlo techniques. We have found evidence of a vapourisotropic-nematic triple point for κ ′ = 1 and κ ′ = 1.25. For temperatures below this triple point, we have observed nematic-vapour coexistence as is found for many liquid crystals in experiments.
Introduction
Our knowledge of the interactions between liquid crystal (LC) molecules is still rather poor. This is a consequence of the difficulties in obtaining accurate realistic potentials from first principles, largely due to the complex molecular structure exhibited by typical LCs. Considerable progress, however, has been made over the last two decades in the understanding of the behaviour of LCs at the molecular level by considering simplified models.
Most models for LC systems can be classified into two main groups according to the type of interaction between the molecules [1] . In one group we can consider models in which molecules are treated as hard particles with a given shape [2] . The attractive interactions are completely neglected and, as a consequence, all the anisotropy arises from the (purely repulsive) short-range forces resulting from the impenetrability of the hard cores. The motivation for using these models is largely due to the success of the hard-sphere model in understanding properties of simple fluids [3] . Moreover, they can be used as reference systems in a perturbative treatment of more sophisticated potentials [4] . There is an extensive list of simulation work that has used this approach for studying the structure and/or dynamical properties of LC fluids for a variety of molecular shapes (prolate ellipsoids, spherocylinders, rods, infinitely thin rods, discs, etc.) by using Monte Carlo or molecular dynamics techniques [5] [6] [7] [8] [9] [10] . These simulation studies have indeed shown that typical LC phases arise from purely packing (entropic) effects. Another important conclusion that has emerged from the simulation of hard-particle fluids is that the particular molecular shape may be crucial in determining the phase behaviour as a function of density (for purely hard particles, temperature enters the thermodynamics in only a trivial way).
A different approach consists of modelling the interactions that take place between nonspherical molecules, including explicitly both the (short ranged) repulsive and the (longer ranged) attractive contributions through a convenient function of the translational and rotational degrees of freedom of the molecules. Additionally, these models generally depend on several parameters directly related to the anisotropy of the interactions. The molecular shape giving rise to these interactions can, in general, be associated with the symmetry of the (soft) core of the potential. As these models include an energy scale, the temperature becomes a relevant thermodynamic variable and its effect on the properties of the model fluid can be systematically studied. Furthermore, attractive interactions will, in general, induce gas-liquid separation below a certain critical temperature at low pressure. This fact is of particular relevance considering the theoretical and experimental interest in the study of the interfacial phenomena that take place at the free surfaces of liquid crystals [11] .
A number of continuous potential models for fluids of nonspherical molecules have been proposed. These include the Kihara potential [12] , the site-site potential [13] , the Gaussian overlap model [14] , and the GayBerne potential [15] . Models using site-site potentials are of particular interest, as they attempt to mimic the structure of real LC molecules and closer contact with experiment may be expected [16] [17] [18] [19] [20] [21] [22] . Due to the enormous computer power requirements, these simulations have been restricted to small numbers of particles and to limited state points. On the other hand, the Gay-Berne (GB) model [15] seems to be sufficiently tractable from the computer simulation point of view. Moreover, this model has proven to give rise to a rich mesogenic behaviour. Previous simulation studies of GB fluids have focused on the phase behaviour [23] [24] [25] [26] [27] [28] [29] [30] [31] , single-particle translational and rotational dynamics [32] , behaviour of a solute particle in a liquid crystal solvent [33, 34] , interfacial properties [35, 36] , elastic constants [37, 38] , thermal conductivity [39, 40] , and viscosity coefficients [41] [42] [43] . Different perturbation theories have also been developed to study the phase diagram of GB fluids [44] [45] [46] [47] .
The Gay-Berne potential will be discussed in detail in the following section. Roughly, it is based on a Lennard-Jones pair potential form, in which the well depth (ε) and range (σ ) parameters are made to depend on molecular orientations. The forms of these dependencies are specified by two parameters: κ, which is essentially a molecular length-to-width ratio, and κ ′ which governs the relative strengths of attraction for different orientations. The original GB model [15] uses values κ = 3 and κ ′ = 5. In the present work we study the effects of varying the anisotropy parameter, κ ′ , on the phase behaviour of GB fluids. In a subsequent paper [38] we describe the effects of varying the elongation parameter, κ.
We report here the results of extensive computer simulation studies for different values of κ ′ combining information from molecular dynamics, Gibbs ensemble Monte Carlo, and Gibbs-Duhem integration techniques. We have investigated in some detail the liquid-vapour region of these model fluids. This region has been explored previously by computer simulation [35, 48] and only isotropic fluid in coexistence with vapour was found. At sufficiently low temperatures, evidence of vapoursmectic coexistence was given [48] . We show here that suitable choices of the parameter κ ′ allow for nematic-vapour coexistence for GB fluids. This finding is of relevance considering the enormous interest in understanding the underlying physics of interfacial phenomena in LCs, such as surface induced orientational transitions, layering, wetting, and surface tensions [11] . Most experimental and theoretical studies of LC interfaces have been performed for nematogens, as they are the simplest of LCs. However, no simulation studies have been reported for the free nematic surface in model liquid crystals.
In section 2 we describe the GB intermolecular potential model in some detail. We also include a summary of the information regarding the phase behaviour of GB fluids reported in the literature. We present in section 3 our molecular dynamics simulation results for GB fluids with molecular anisotropy κ = 3 and different values of the energy anisotropy parameter κ ′ between 1 and 25. In section 4 we present the results of the study of the liquid-vapour region obtained with the Gibbs ensemble Monte Carlo and Gibbs-Duhem integration techniques. Finally, we summarize and discuss our results in section 5.
2 The Gay-Berne model
Potential parameters
Within the context of the GB model [15] , molecules are viewed as rigid units with axial symmetry. Each individual molecule is represented by a vector r, which defines the position of its centre of mass with respect to an (arbitrary) fixed reference frame, and a unit vector u, which defines the direction of the main symmetry axis of the molecule. The interaction energy between a pair of molecules i-j is given by
where r ij is the distance between the centres of mass of molecules i and j, andr ij = r ij /r ij is a unit vector along the intermolecular vector r ij = r i − r j . According to these definitions, σ is the distance (for given molecular orientations) at which the intermolecular potential vanishes and is given by
(2) where χ = (κ 2 − 1)/(κ 2 + 1) and κ = σ ee /σ ss . σ ss is the molecular length along the main symmetry axis and σ ee is the cross-section diameter of the molecule. Accordingly, the parameter κ is a measure of the lengthto-breadth ratio of the molecule. Values of κ > 1 are appropriate for rod-like (prolate) molecules and values κ < 1 correspond to disc-like (oblate) molecules.
The strength of the interactions, ε, also depends on the relative orientations of the molecules and takes the form
where χ ′ = (κ ′1/µ −1)/(κ ′1/µ +1) and κ ′ = ε ss /ε ee . ε ss is the minimum of the potential for a pair of parallel molecules placed side-by-side (r ij ·u i = r ij · u j = 0) and ε ee is the minimum for a pair of parallel molecules placed end-to-end (r ij · u i =r ij · u j = 1). The parameters µ and ν were originally adjusted so as to obtain a good fit to the 4 site-site LennardJones potential with overall elongation 3:1. These exponents were fixed to the values µ = 2 and ν = 1 in the original paper by Gay and Berne [15] .
As it reads, the GB model may be regarded as a potential which includes both repulsive and attractive contributions. As the orientational dependence is not straightforward and the anisotropy is incorporated in a non-trivial manner, further clarification may be of some help. First, it can be checked that if the anisotropy parameters κ and κ ′ are set equal to 1, Eq. (1) reduces to the well-known Lennard-Jones (LJ) model potential with σ = σ 0 and ε = ε 0 . Bearing this in mind, the GB potential can be considered as a generalization of the LJ model to fluids of nonspherical molecules with range and energy parameters which are orientation dependent. On the other hand, molecules interacting through the GB potential have a quasi-ellipsoidal shape. This is suggested by the fact that the range parameter σ (r ij , u i , u j ) is, to a first approximation, the contact distance between two hard ellipsoids of elongation κ with orientations u i , and u j . The rôle of these parameters is discussed more fully in, for example, [2, 49] .
The physical meaning of the parameter κ ′ is not so straightforward. According to the definition given above, κ ′ represents the ratio of the interaction strength for a pair of parallel molecules when they are sideby-side and end-to-end. However, it is more sensible to consider κ ′ as a parameter which controls the relative contribution of the attractive interactions for a range of different molecular configurations, as will become clear below. The anisotropic nature of the GB potential is depicted in Fig. 1 , where we represent cuts of the equipotential surfaces resulting from the interaction between a pair of parallel molecules (u i ·u j = 1) with elongation κ = 3 and different values of the parameter κ ′ . The innermost curve represents the energy surface for U = 0 (which does not depend on κ ′ ) and which can be associated with the shape of the molecular core. As mentioned previously, this core is approximately ellipsoidal in shape. The rest of the curves correspond to equally-spaced equipotential surfaces with energy values ranging from 0 to −1.2ε 0 . These curves demonstrate the anisotropy of the long-range attractive interactions within the GB model. According to these figures, we can infer that increasing κ ′ results in an increase of the anisotropy of the interactions. This conclusion can be also drawn from Fig. 2 where the well depth of the interaction is represented for a pair of parallel GB prolate molecules (with κ = 3) as a function of the angle θ between the axial vector and the intermolecular vector. It can be observed that, when molecules are parallel to each other, high values of κ ′ will tend to favour the side-by-side configuration of the molecules (θ = 90 o ) over the end-to-end configuration (θ = 0 o ). The relative stability of the side-by-side configuration decreases as κ ′ is lowered and for κ ′ = 1 all configurations (for parallel molecules) are equally stable. This follows from the fact that ε(r ij , u i , u j ) does not depend on the angle θ when κ ′ = 1 but only on the angle γ between the axial vectors u i and u j . The variation of the well depth with γ for κ ′ = 1 is illustrated in Fig. 3 .
As the GB potential reads, the anisotropy of the attractive interactions also depends on the particular choice of the parameters µ and ν entering the definition of ε, Eq. (3a). In their seminal work, Gay and Berne fixed these constants to be µ = 2 and ν = 1. This parametrization has been widely used in computer simulation to study the phase behaviour [23, [25] [26] [27] [28] [29] 31] , and a number of liquid crystal properties [32-43, 46, 47] . Nevertheless, this is by no means the only possible choice and simulations have been reported for different sets of parameters. For instance, Sediawan et al. [44, 45] have used the values µ = 1, ν = −1; Luckhurst et al. [24] have used the values µ = 1 and ν = 2. A different set, with µ = 0.8 and ν = 0.74, was used by Luckhurst and Simmonds [29] trying to mimic the interactions for p-terphenyl. Finally, Berardi et al. [30] have also reported simulations using µ = 1 and ν = 3.
Phase behaviour of Gay-Berne fluids
There is a number of simulation studies of GB fluids for different sets of anisotropy parameters. These works have shown that the GB model is indeed suitable for studying liquid crystal behaviour in molecular fluids. Different groups have reported a whole range of phases for GB fluids of prolate molecules (κ > 1): isotropic, nematic and different types of smectic phases have been seen. Simulations of oblate GB molecules (κ < 1) have also been performed [50] and evidence of discotic nematic and columnar phases has been given. However, it is not yet fully understood to what extent this rich mesogenic behaviour depends on the set of anisotropy parameters κ and κ ′ . The situation becomes more complicated due to the possibility of choosing different combinations of the exponents µ and ν. For instance, while isotropic (I), nematic (N) and smectic B (S B ) phases seem to be observed for most choices of the exponents µ and ν, the smectic A (S A ) phase seems to be more sensitive to the particular parametrization. In particular, no S A phase has been reported using the exponents µ = 2, ν = 1 [26] , while this phase seems to be detected by using µ = 1, ν = 2 [24] . Occurrence of the S A phase has been also reported by Luckhurst and Simmonds [29] using ν = 0.80, µ = 0.74 and anisotropy parameters κ = 4.4 and κ ′ = 39.6. As our main objective is to study the effect of the attractive interactions, we decided to fix µ, ν and κ and vary only κ ′ . We took µ = 2 and ν = 1, as in the original work by Gay and Berne [15] , and fixed the molecular elongation to κ = 3. For this choice of parameters, a (partial) phase diagram has been reported by de Miguel et al. [26] considering κ ′ = 5. The most salient features of their study can be summarized as follows. At low densities and high enough temperatures, the fluid is orientationally disordered (isotropic). As the system is compressed (at fixed temperature), the I phase undergoes a weak first-order transition to a N phase. Upon further compression, the N phase evolves to a S B phase through a first-order transition. As the temperature decreases, so does the density range over which the N phase is stable. Below a certain temperature, T 0 , the I phase is driven, upon compression, directly to the S B phase: no N phase is found for temperatures T < T 0 . This temperature T 0 locates the triple point where I-N-S B coexistence takes place. At lower temperatures, and below a critical temperature, T c , the (isotropic) fluid undergoes gas-liquid separation [35, 48] . As the system is compressed, the observed phase sequence is, in this case, V-I-S B for temperatures T t < T < T c . Here, T t is the triple point temperature at which the three phases (V, I and S B ) coexist. According to de Miguel et al., T 0 ≈ 0.85 [26] and T c ≈ 0.49 [48] . As T 0 > T c , no N-V coexistence was found.
Molecular dynamics results

Simulation details
We present in this section our computer simulation results obtained for GB fluids with molecular elongation κ = 3 and different values of the anisotropy parameter κ ′ . These simulations were performed using molecular dynamics (MD) at constant volume and temperature. The temperature was kept constant throughout the simulation by rescaling the velocities [51] . The simulation box was cubic and usual (cubic) periodic boundary conditions were employed. In most cases, the number of particles used was N = 256, although some runs were also performed for N = 864 in order to check possible system-size effects. As in previous work, the molecules were treated as linear rotors, with the moment of inertia about axes perpendicular to the main symmetry axis set to I = 1(mσ 2 0 ), where m is the molecular mass. The intermolecular potential was truncated and shifted at a distance r c = 4σ 0 . The time step used for the numerical solution of the equations of motion was δt = 0.0015(mσ 2 0 /ε 0 ) 1/2 . The initial configuration was equilibrated for at least 2.5 × 10 4 timesteps. Quantities of interest were typically calculated and averaged over 2.5 × 10 4 additional timesteps. Runs 2-3 times longer were performed when the system was close to a phase transition.
In the following, all quantities are assumed to be expressed in conventional reduced units, with m, σ 0 and ε 0 as units of mass, distance and energy, respectively.
The orientational order in the fluid was quantified by diagonalizing the order tensor, defined as
where u iα is the α component (α = x, y, z) of the axial unit vector of molecule i, and δ αβ the Kronecker delta. The order parameter, S, is defined as the ensemble average of the largest eigenvalue of the order tensor, and the directorn (average direction of alignment) is its corresponding eigenvector.
MD results for
We started by studying the effect of using large values of the anisotropy parameter κ ′ on the phase behaviour. Simulations were performed for GB fluids with κ ′ = 5, 10 and 25 along the isotherm T = 0.70 (in reduced units). As mentioned in section 2.2, this temperature is below the I-N-S B triple point for κ ′ = 5, but above the liquid-vapour critical point. As will be seen, this isotherm is supercritical for all the above values of κ ′ . The initial configuration was generated from a f.c.c. lattice with all molecular axial vectors pointing along the main diagonal of the simulation box at a reduced number density ρ = 0.20. This configuration is unstable at these thermodynamic conditions and the positional and orientational order was lost within a few hundred timesteps. The resulting equilibrium configuration indicated that the system was isotropic. This configuration was slowly compressed in density steps of 0.01. The resulting values of the pressure are presented in Fig. 4 . According to this plot, there is a noticeable discontinuity in the pressure of the fluid at sufficiently high densities, which is a clear indication that a (first-order) phase transition takes place in the fluid. This transition involves the onset of orientational order in the system, as can be seen in Fig. 5 where the order parameter is represented above and below the transition for the different values of κ ′ studied here. The nature of the orientationally ordered phases was determined by studying the behaviour of the longitudinal component of the radial distribution function g (r ), where r = r ·n is the component of the intermolecular vector along the director. The behaviour of g (r ) across the transition is shown in Fig. 6 . The oscillations indicate that these transitions involve not only the onset of orientational order but also the onset of one-dimensional positional order along the director. The formation of layers perpendicular to the director can be clearly seen in Fig. 7 where we show a snapshot corresponding to the final configuration for the system with κ ′ = 10 at a reduced density ρ = 0.325. This phase was finally identified as S B after noticing that the perpendicular component of the radial distribution function exhibited significant structure rather than the fluid-like behaviour expected for a stacking of S A layers. Molecules within the layers showed a quasi hexagonal packing. As reported in previous work [26] , the smectic phase showed significant interdigitation with a typical interlayer spacing of d ≈ 2.5σ 0 .
The exact location of the I-S B transition would involve the calculation of the free energy of each phase. Rather than following this approach, we have estimated the approximate transition densities, ρ I and ρ S B , from the behaviour of the pressure and order parameter as the density is varied. According to this, we obtain the following values of (ρ I , ρ S B ): for κ ′ = 5, (0.290,0.320); for κ ′ = 10, (0.280,0.310); for κ ′ = 25, (0.265,0.310).
In order to check for possible system-size effects, we performed additional simulations for κ ′ = 10 considering systems with N = 864 molecules. In this case, we started from a lattice configuration at ρ = 0.250 (which rapidly disordered) and compressed the system. It was found that the order parameter values in the isotropic phase were closer to zero that those obtained for the case N = 256. This is consistent with the N −1/2 -dependence expected for the largest eigenvalue of the order tensor in the isotropic phase [5] . No significant size dependence was found for the pressure along the isotropic phase. Within the accuracy of our simulation results, we did not detect any appreciable size effect at the I-S B transition.
Next, we studied the effect of using lower values of κ ′ . Simulations were performed for systems with N = 256 molecules at the same reduced temperature (T = 0.70), considering κ ′ = 2.5, 1.25, and 1. We followed essentially the same procedure described before, starting from a lattice configuration at a reduced density ρ = 0.20. After the system was fully equilibrated, the fluid was slowly compressed. The resulting equation of state and order parameter are displayed in Figs. 8 and 9, respectively. It can be observed that, for a given density, the pressure decreases as κ ′ is reduced. Moreover, for κ ′ = 1.25 the pressure is almost zero at ρ = 0.20 and for κ ′ = 1 the pressure is negative for densities up to 0.23-0.24. In section 4, it will be shown that this behaviour is due to the fact that As the density is increased, the isotropic fluid undergoes a phase transition which implies, as before, the onset of long-range order in the fluid. However, the orientationally ordered phase was clearly nematic for all three values of κ ′ . The nematic nature of the phase was further confirmed from the liquid-like behaviour displayed by the (orientationally averaged) pair distribution function. Upon further compressing the nematic phase, a second transition was observed for systems with κ ′ = 2.5 at slightly higher densities. This transition involved the formation of smectic layers in the system and the high-density phase was identified as S B following the same analysis as before. From Fig. 8 , it follows that the N-S B transition is first order with a density jump larger that that observed at the I-N transition. The molecular configuration at both sides of the N-S B transition is illustrated in Fig. 10 . The results for κ ′ = 2.5 should be interpreted with some caution. Although the simulation results indicate that the fluid exhibits the sequence I-N-S B , Fig. 8 shows that the density region over which nematic order is found, is rather narrow (approximately, the nematic is found for ρ ≈ 0.300-0.320). Additionally, previous work has shown that the I-N transition shifts to higher densities as the number of particles used in the simulation is increased [52] . Bearing this in mind, it is reasonable to question to what extent this intermediate nematic is a mere artefact of simulating small system sizes rather than a thermodynamically stable phase. As no free energy calculations were performed, we could not determine unambiguously which phase (the N or the S B phase) was thermodynamically more stable in that region. In order to investigate this point further, we simulated larger systems (N = 864) for densities ρ ≥ 0.26. We illustrate in Fig. 11 the results for the pressure and order parameter versus density for both system sizes. Comparing the equation of state for the two system sizes, it seems that the only effect of increasing the size of the system is to shift both transitions to slightly higher densities and not to decrease the density range over which nematic order is found. This argument supports the idea that the intermediate nematic phase appearing between the isotropic and smectic phase is not an artefact of using small systems in our simulations.
In section 3.3, we have shown that the temperature T = 0.70 must be subcritical for GB fluids with anisotropy parameter κ ′ = 1. The simulation results included in Fig. 8 indicated that, for κ ′ = 1, the liquid density in coexistence with vapour is close to ρ = 0.23, as an extrapolation of the equation of state to zero pressure suggests. At this density, the fluid is isotropic and a phase transition to the nematic phase is observed at higher densities. It should be noted that there is an important qualitative difference between GB fluids with κ ′ = 5 and those with κ ′ = 1. While for κ ′ = 5 the nematic phase is only stable at temperatures well above the liquid-vapour critical point (see Figs. 12 (a) and (b) ), we have given clear evidence of nematic ordering for κ ′ = 1 below the critical point (as we will show later, the critical liquid-vapour temperature for κ ′ = 1 is approximately T c ≈ 0.84). For temperatures T < 0.70, one of the following possibilities may be expected: 1) The nematic phase is only stable down to a temperature T 0 , with T t < T 0 < T c , where T 0 is the I-N-S B triple point, T t is the V-I-S B triple point, and T c is the liquid-vapour critical temperature. This case is schematically illustrated in Figs. 12 (c) and (d) . There is no vapournematic coexistence in this case.
2) The nematic phase is stable at lower temperatures (and/or pressures), preempting the S B phase. The nematic coexists with vapour for a range of temperatures, namely, for T 2 < T < T 1 , where T 1 is the V-I-N triple point, and T 2 is the V-N-S B triple point. This case is illustrated in Figs. 12 (e) and (f).
Several runs were performed for the GB fluid with κ = 3 and with anisotropy parameter κ ′ = 1 at different temperatures T < 0.70 in order to find evidence for either case 1) or 2) described above. We followed the same strategy used before, simulating systems with N = 256 particles us- As explained above, the negative pressure values observed at low densities for all the temperatures (see Fig. 13 ) are interpreted as a result of the fluid being in the (thermodynamically unstable) two-phase liquid-vapour region. As the fluid is compressed (at constant temperature), the pressure of the system becomes positive as an indication that the system is no longer inside the liquid-vapour region but in the (one-phase) fluid region. According to Fig. 13 , the pressure changes sign at increasingly higher densities as the temperature is lowered. This is as expected. For the isotherm T = 0.65 we observed that the isotropic fluid was mechanically stable only for a narrow range of densities (approximately, from ρ = 0.25 to ρ = 0.27). At ρ ≈ 0.27 there is a disorder-order transition, as can be observed in Fig. 14 . The orientationally ordered phase occurring at high densities was identified as nematic. At T = 0.60, our simulation results show that there is no clear indication of isotropic-like behaviour at intermediate densities (see Fig. 13 ). Instead, the system becomes mechanically stable (positive pressures) only at rather high densities (ρ > 0.30). Moreover, the structure of the fluid in the high-density region was found to be nematic. This lead us to conclude that nematic-vapour coexistence must occur at this temperature. The results at lower temperature (T = 0.50) confirmed this conclusion. For this temperature, the pressure became positive at densities ρ > 0.325 (see Fig. 13 ) and the fluid phase was clearly nematic in this region. As shown in Fig. 14 , the order parameter along the isotherm T = 0.50 was clearly nonzero even at the lowest densities, thus indicating that clusters with nematic order developed in the two-phase (vapour-nematic) region.
Simulations with N = 864 particles were also performed along the isotherm T = 0.60. No significant system-size effect was observed. In particular, the intermediate isotropic phase seemed to be unstable against nematic fluctuations, as observed for systems with N = 256 particles.
Liquid-vapour region
The MD results presented in section 3 suggest vapour-nematic coexistence at sufficiently low temperatures for κ = 3 and appropriate values of the anisotropy parameter κ ′ . As pointed out in the introductory section, this finding is of relevance as it would allow us to have at our disposal a relatively simple liquid crystal model to study the wealth of interfacial phenomena occurring at the liquid crystal interfaces.
In order to investigate this point further, we carried out a systematic study of the region where vapour-liquid separation is expected by using the Gibbs ensemble Monte Carlo (GEMC) method. This technique was proposed by Panagiotopoulos [53] some years ago to study the liquidvapour coexistence properties of simple fluids. Since then, the technique has been extensively used in a large number of applications and is now recognized as a standard method to study fluid-fluid equilibria [54] . This method relies on the simulation of two subsystems of volume V I and V II containing N I and N II particles at a temperature T . The total volume V = V I + V II and number of particles N = N I + N II of the overall system are kept fixed. The subsystems are considered to represent two microscopic regions of the coexisting phases I and II away from the interfacial region. Three basic steps are then performed to ensure equilibrium between phases I and II, namely, translational and rotational displacements of the particles, volume fluctuations, and insertion-deletion of particles from one box to the other. If the considered temperature is below the characteristic critical temperature, implemention of this scheme will induce phase separation.
Within the current context, the GEMC method has been used to predict the liquid-vapour curve for GB molecules with molecular elongation κ = 3 and with κ ′ = 5. According to [48] , only isotropic fluid was observed in coexistence with vapour, and some evidence of a vapour-isotropicsmectic triple point was given. We would like to note here, however, that during the realization of this work we discovered an error in the code used previously by one of us to generate the results included in [48] for κ = 3, κ ′ = 5. Due to this error, the liquid densities reported in [48] were systematically overestimated. We have repeated the calculations for κ ′ = 5 and report here the correct results.
Simulations were performed for systems containing N GB particles with axial ratio κ = 3 and different values of κ ′ , namely, κ ′ = 5, 2.5, 1.25 and 1. The simulations were organized in cycles, each cycle consisting of N particle displacements, one attempt to change the volume, and N t attempts to transfer a particle between regions. In general, the initial configuration was generated from a face centered cubic lattice. At the lower temperatures, however, the simulations were initiated from the final equilibrated configuration corresponding to the previous (higher) temperature. The initial configuration was equilibrated over 15000-20000 cycles and averages were calculated over 15000 additional cycles. At a given temperature, the number of trial particle transfers per cycle, N t , was chosen so as to obtain approximately one successful transfer per cycle. This criterion turned out to be sufficient to obtain equal chemical potentials in both subsystems. We show in Table 1 our results for the density, pressure and configurational energy for the coexisting vapour and liquid phases. We also include the orientational order parameter as calculated in the dense (liquid) phase. For some selected temperatures, Table 1 Simulation details and data obtained for GB fluids with κ = 3 and different values of the anisotropy parameter κ ′ using the Gibbs ensemble Monte Carlo technique. T is the temperature, ρ v and ρ l the vapour and liquid densities, P v and P l the corresponding pressures, u v and u l the corresponding configurational energies per particle, and S the orientational order parameter. N t is the number of transfer attempts per cycle, and P t is the transfer success rate. The system size is N = 512 except where indicated by † (N = 756), or ‡ (N = 1000). independent simulations with different initial conditions were performed to assess the validity of our results. Additionally, different system sizes were also used for some of the simulations. No appreciable system-size effect was found. The results for the coexisting liquid-vapour densities are displayed in Fig. 15 in the temperature-density plane for the different values of κ ′ studied in this work. From the simulation results for κ = 3, κ ′ = 5 included in Fig. 15 we estimate the critical temperature as T c ≈ 0.47, which is slightly lower than the value T c ≈ 0.49 reported previously [48] . According to the results shown in Fig. 15 , the vapour-liquid phase boundaries shift to higher temperatures as the value of κ ′ decreases. This is the expected tendency if we recall that the attractive interactions in the GB model become stronger as lower values of κ ′ are considered.
The MD results included in section 3 showed some evidence of nematicvapour coexistence at low temperatures (T = 0.50, 0.60) for systems with κ ′ = 1. Our GEMC simulations do not extend to these temperatures, however, and for the temperatures studied here the coexisting liquid phase is always isotropic, as follows from the nearly zero value of the orientational order parameter in this phase (see Table 1 ). According to the results included in Table 1 for κ ′ = 1, the resulting liquid densities in the low-temperature region (0.64 < T < 0.70) are quite high. In this highdensity regime, the GEMC technique becomes highly inefficient, as we can infer from the extremely low probability of successful particle trans- Table 2 Simulation details and data obtained for GB fluids with κ = 3 and values of κ ′ as shown using NP T MC with an input pressure of zero. T is the temperature, N the number of particles, ρ l the liquid density, u l the configurational energy per particle, and S the orientational order parameter. (19) fer (P t ≈ 10 −4 for the lowest temperatures). We indeed had to consider simulations 3-4 times longer at T = 0.64 and 0.66 in order to achieve equilibrium. For this reason, lower temperatures were not explored using the GEMC simulations.
A similar situation was found for systems with κ ′ = 1.25. Exploratory MD runs suggested that vapour-nematic coexistence took place at T = 0.50. For this case, our GEMC simulations turned to be very inefficient at T ≈ 0.65.
We attempted to alleviate this situation by incorparating an orientational bias scheme to the insertion/deletion step of our GEMC simulations [55] [56] [57] [58] . However, it was observed that the insertion probability did not improve significantly. It can be anticipated that a combination of positional and orientational bias insertion/deletion may be helpful. This possibility was not explored in the present work.
Instead, we adopted two approaches that do not rely on the transfer of particles to maintain the equality of chemical potentials. Since the saturation vapour pressure is so low in these systems at such low temperatures, simple constant-NP T simulation of the liquid phase at P = 0 and the chosen T will be a very close representation of the liquid at the true coexistence pressure. For instance, for systems with κ ′ = 1, the liquid density obtained at T = 0.65 using GEMC is ρ = 0.227 ± 0.003 while using NP T MC at zero pressure we obtained ρ = 0.225 ± 0.004. In Fig. 15 , results obtained with this method are shown for N = 326 particles with κ ′ = 1, for a series of simulations whose starting point was the final GEMC liquid configuration. We also show results for N = 256 particles with κ ′ = 1.25, starting from a lattice structure at a density of ρ = 0.228 and temperature T = 0.65. The simulation results are summarized in Table 2 . It can be seen that an ordered fluid phase develops in both cases at the lower temperatures. An obvious limitation of this approach is that no information regarding the coexisting vapour density is available.
The second approach we adopt is the technique of Gibbs-Duhem integration, introduced by Kofke [59, 60] . This is not unlike GEMC since two systems are simulated at the same time. Starting from a well-defined coexistence point, at which equality of chemical potentials µ and pressures P at a chosen temperature T is already established, a sequence of runs is conducted, changing the temperature (or some other parameter [61] [62] [63] [64] ) in small steps. The Clapeyron equation is used to guarantee that the corresponding changes in µ and P in the two phases are equal to each other, and so the coexistence condition is preserved:
where ∆h = h 1 − h 2 is the difference in enthalpy per particle between coexisting phases 1 and 2, and ∆z = z 1 − z 2 with z = P V /Nk B T . The right-hand side of Eq. (5) is a slowly varying function, which is numerically advantageous. This technique was applied to systems with κ ′ = 1 and κ ′ = 1.25, starting from well-equilibrated GEMC runs in the isotropic phase, and proceeding down in temperature intervals (typically ∆T =0.01-0.02) using constant-NP T MC. At each stage a predicted value of the required pressure was made using Eq. (5) and an equilibration run conducted, typically of 1 × 10 5 MC sweeps, where each sweep consisted of N attempted particle moves and an attempted volume change. This was followed by a run during which the simulation pressure was progressively refined using the corrector stage of a trapezoid rule predictor-corrector [59, 60] . This refinement process continued to convergence of the pressure to within a specified tolerance (∆P /P < 1 × 10 −5 ), which typically took 1-2×10 3 MC sweeps. Finally, a production stage was used to measure properties of interest. Since the liquid phase is moving along the liquid-vapour coexistence curve through the I-N transition, substantial run lengths (up to 2.5 × 10 5 MC sweeps) were required to reach equilibrium.
To take advantage of the low vapour density, in many of the runs the MC simulation of the vapour phase was replaced by the use of a virial equation of state (VEOS), truncated at the B 2 (T ) level, βP = ρ + B 2 (T )ρ 2 . Obtaining ρ from P in this approximation is straightforward, and the enthalpy h may be calculated given dB 2 /dT . The values of B 2 (T ) and its derivative were calculated at the desired temperatures using Monte Carlo integration with 2 × 10 7 trials. The values obtained are shown in Table 3 . We found that the VEOS agreed very well with full GEMC simulation data for the vapour phase up to temperatures of at least T = 0.75 for both κ ′ = 1 and κ ′ = 1.25.
Results from these Gibbs-Duhem simulations appear in Table 4 . For the κ ′ = 1 case, the starting configuration was taken from the final GEMC configurations at T = 0.76. The vapour phase configuration contained 181 particles and the liquid contained 331 particles. The temperature was decreased in steps of 0.02, following the GEMC data points, but the step size was reduced to 0.01 in the neighbourhood of the transition. Initially, the full Gibbs-Duhem scheme was applied, but at T = 0.64 the vapour phase simulation was replaced by the VEOS and integration continued to T = 0.605. This point was used to initiate a series of simu- Table 4 Simulation details and data obtained for GB fluids with κ = 3 and values of κ ′ as shown using the Gibbs-Duhem integration technique. Runs labelled † were implemented with the full GD scheme, the remainder with the VEOS scheme. T is the temperature, P the pressure, ρ v and ρ l the vapour and liquid densities, u v and u l the corresponding configurational energies per particle, and S the orientational order parameter. lations in which the temperature was increased, again using the VEOS scheme. The results for both branches are shown in Fig. 16 , where they are compared with the zero-pressure results also appearing in Fig. 15 . At the higher temperatures the GD results follow the GEMC coexistence curves quite accurately. On cooling to T = 0.63 the orientational order parameter reached an equilibrium value of S = 0.685 ± 0.004; this ordering was accompanied by an increase in the density. No positional order was apparent, so the new phase is a nematic. On the return, heating, path some hysteresis was encountered at the phase transition, the liquid remaining nematic until T = 0.65, when the orientational order is lost. Notwithstanding this slight hysteresis, the system appears to have returned to the original coexistence curve at T = 0.66.
The zero-pressure results for the liquid differ only slightly from those obtained with the GD integration scheme. The small discrepancies are most likely due to the much longer equilibration times employed in the Gibbs-Duhem runs than in the preliminary zero-pressure runs. The GD run at T = 0.62 took more than 1.5 × 10 5 MC sweeps to reach the equilibrium value of the order parameter. The values of vapour pressure obtained from the GD runs are indicated in Fig. 17 ; heating and cooling runs are almost indistinguishable here, and the liquid-phase transition has little effect on the curve. A similar procedure was followed for the κ ′ = 1.25 case. Here, the starting point was the GEMC run at T = 0.69, where the vapour configuration contains 321 particles, and the liquid 191 particles. The VEOS scheme was introduced at T = 0.61 and the temperature was reduced to a minimum of T = 0.49. In this case, the onset of nematic order was observed at T = 0.54, where the order parameter took a value S = 0.589±0.006. A return path was followed from T = 0.50 to T = 0.57, and a degree of nematic order persisted at T = 0.55, with S = 0.318 ± 0.006, but was lost by T = 0.56. Again, agreement with the GEMC data is good, as can be seen in Fig. 18 . Agreement between the cooling and heating integration paths is good, with little hysteresis. The transition is not as sharp as in the κ ′ = 1 case. Again, the agreement of P = 0 results for κ ′ = 1.25 with the GD results is reasonable. The vapour pressure curve is shown in Fig. 19 : again no dramatic effects of the I-N transition are seen, and the heating and cooling branches agree well. 
Discussion
We have carried out constant-NV T molecular dynamics simulations of the Gay-Berne fluid with exponents µ = 2 and ν = 1, molecular elongation κ = 3, and various values of the well-depth anisotropy parameter κ ′ : 1, 1.25, 2.5, 5, 10, 25. We have studied the isotherm T = 0.70, which turns out to be subcritical for κ ′ = 1, 1.25, and supercritical for the other values. For κ ′ ≥ 5 the system shows a transition from the isotropic fluid to the smectic B phase, the estimated transition density shifting down slightly as κ ′ increases. For κ ′ ≤ 2.5 a transition from the isotropic liquid to the nematic phase is seen, the estimated transition density shifting up slightly as κ ′ increases. Additionally, for κ ′ = 2.5, we observe a transition from the nematic phase to the smectic B: the nematic range is quite narrow for this case.
Concentrating on the low-κ ′ case, we have studied several other low-T isotherms by MD, and mapped out liquid-vapour coexistence curves by Gibbs-ensemble Monte Carlo, supplemented by zero-pressure Monte Carlo simulations and thermodynamic integration by the Gibbs-Duhem method. The liquid-vapour coexistence curves are found to shift up in temperature, and hence for a given temperature the coexistence density range increases, as κ ′ is reduced. Although direct Gibbs ensemble simulation becomes impractical as the liquid density increases, the use of Gibbs-Duhem integration along the coexistence curve, backed up by zero-pressure Monte Carlo, provides strong evidence for nematic-vapour coexistence at sufficiently low temperatures for κ ′ = 1, 1.25. For higher values of κ ′ the nematic phase does not seem to extend to low enough temperature to intersect the liquid-vapour line; for κ ′ = 2.5 we see evidence of a very narrow nematic range at T = 0.7 (but the critical point is clearly significantly lower than this, T c ≈ 0.6) while it is already known for κ ′ = 5 that the lower limit for nematic is T 0 ≈ 0.85 while the critical point is depressed even lower at T c ≈ 0.47. As κ ′ increases, we expect to find the nematic region being pushed up to higher temperatures, while the liquid-vapour coexistence curves are further depressed.
The use of Gibbs-Duhem integration through the isotropic-nematic transition on the liquid branch is subject to the caveat that thermodynamic integration paths should be reversible. We have attempted to verify this by integrating up and down the coexistence curve very slowly, allowing ample time for the dense phase to equilibrate. To be sure, we observe some hysteresis, but the transition seems sufficiently weak that this is not a major problem, and it seems to be possible to rejoin the original branch of the coexistence curve having traversed the I-N transition both ways.
Although this is by no means a comprehensive survey of the phase diagram for the selected range of parameter values, it does give an outline of the salient points. In particular, the κ ′ = 1 and κ ′ = 1.25 systems should be capable of supporting a nematic-vapour interface, which opens up the possibility of studying liquid crystal surface properties. This will be the subject of further study.
