Entropy current from partition function: one example by Sayantani BhattacharyyaIndian Institute of Technology Kanpur, Kanpur, 208016, India
J
H
E
P07(2014)139
Published for SISSA by Springer
Received: April 1, 2014
Revised: June 2, 2014
Accepted: July 9, 2014
Published: July 28, 2014
Entropy current from partition function: one example
Sayantani Bhattacharyya
Indian Institute of Technology Kanpur,
Kanpur, 208016, India
E-mail: sayanta@iitk.ac.in
Abstract: In hydrodynamics the existence of an entropy current with non-negative di-
vergence is related to the existence of a time-independent solution in a static background.
Recently there has been a proposal for how to construct an entropy current from the equi-
librium partition function of the fluid system. In this note, we have applied this algorithm
for the charged fluid at second order in derivative expansion. From the partition function
we first constructed one example of entropy current with non-negative divergence upto the
required order. Finally we extended it to its most general form, consistent with the princi-
ple of local entropy production. As a by-product we got the constraints on the second order
transport coefficients for a parity even charged fluid, but in some non-standard fluid frame.
Keywords: Gauge Symmetry, Statistical Methods, Space-Time Symmetries, Global
Symmetries
ArXiv ePrint: 1403.7639
Open Access, c© The Authors.
Article funded by SCOAP3.
doi:10.1007/JHEP07(2014)139
J
H
E
P07(2014)139
Contents
1 Introduction 2
2 The method 6
2.1 The basic set-up 6
2.2 The algorithm 7
2.2.1 Part-1: determining Sµ 8
2.2.2 Part-2: determining Jµext 10
3 The partition function and its variation 11
4 Parametrization of the stress tensor and the current 13
4.1 Classification of independent data 14
4.2 Stress tensor and current 14
5 The entropy current 18
5.1 Jµcan and its divergence 18
5.2 Sµ and its divergence 20
5.2.1 Construction of Sµ 20
5.2.2 Divergence of Sµ 21
5.3 Constructing Jµext 23
6 The ambiguities 27
6.1 Addition of terms with zero divergence 27
6.2 Ambiguity in the partition function 28
6.3 Ambiguity in covariantizing Sˆµ 29
7 Conclusions 30
A Divergence of Sµ 31
A.1 Divergence of the first term in Sµ 32
A.2 Divergence of the second term in Sµ 32
A.3 Divergence of the third term in Sµ 33
A.4 Divergence of the fourth term in Sµ 33
A.5 Divergence of the fifth term in Sµ 34
A.6 Divergence of the sixth term in Sµ 35
A.7 Analysis of the seventh term in Sµ 36
B Derivation for the coefficients si, vi and ti 39
C Notation 40
– 1 –
J
H
E
P07(2014)139
1 Introduction
Fluid dynamics is an effective description for near equilibrium physics. In the ‘fluid limit’,
it is possible to describe the system only by a few classical functions (much fewer than the
number of degrees of freedom, the underlying microscopic theory has). Because it is a sys-
tem, only slightly away from equilibrium, it is assumed that each of these functions (or fluid
variables) vary slowly in time and space, so that the number of space-time derivatives can
be treated as an expansion parameter.
Equations of fluid dynamics are just the conservation equations for the stress tensor and
other conserved currents of the system. The basic input here are the constitutive relations
where the conserved quantities are expressed in terms of a few fluid variables like velocity,
temperature, chemical potentials etc. These constitutive relations are always expanded in
terms of the derivatives of the fluid variables. Each independent term in the constitutive
relations is multiplied by some coefficient that controls the transport properties in the
fluid. Once the values for these coefficients (called transport coefficients) are specified, the
system of equations for a given fluid is completely fixed.
Generically it is very difficult to determine the details of a system in the ‘fluid limit’,
starting from its microscopic description. In other words, it is practically impossible to com-
pute the transport coefficients for a strongly correlated system in its fluid limit. Therefore,
as it is usual for any effective theory, the important question here is to figure out the most
general structure of the fluid equations, considering only some universal aspects or laws of
nature that any physical system must obey. We do not yet know the exhaustive list of such
principles that we should impose on the equations of fluid dynamics. However we know
some of them and we often observe an overlap between the constraints generated from two
different sets of physical requirement.
Ultimately we would like to determine a final theory of fluid dynamics where all such
consistency conditions are automatically taken care of and where we would have a genuine
count for the number of independent transport coefficients to be fixed only by some ex-
periments. If we have this goal in mind, it is very important to explore the consequences
of imposing the laws we already know and in particular the details of their overlap or
equivalence in this context.
The ‘existence of stable equilibrium’ and ‘local entropy production in every non-
equilibrium flow’ are two such important universal physical requirements, which any set
of fluid equations must satisfy. It turns out that these two conditions not only constrain
the fluid equations to a large extent, but also independently end up almost in the same
set of constraints at every order. There are several examples where this equivalence have
been worked out for different systems(see for instance [1–8]). But in all these examples,
the constraints were computed separately by imposing both the conditions (i.e. existence
of equilibrium and local entropy production) and the overlap was observed in some ‘exper-
imental sense’, without knowing why this happens or how universal it is.
Let us explain this point in more detail. In these particular systems (as described
in [1–3, 8–10]) the local entropy production was proved by explicit construction of the
most general entropy current with non-negative divergence. It was shown that the con-
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struction was possible only if the fluid equations satisfy some constraints, which (except
few inequalities) are same as the ones derived from the existence of equilibrium. But there
were no universal algorithm for this construction of entropy current. We often need to use
clever argument, very specific to the system being studied. In particular, it was not clear
whether some properties of equilibrium could be used to contruct the entropy current, thus
revealing the reason behind the overlapping constraints, arising from these two conditions.
In [11] we have explored the reasons behind such overlap to all orders in derivative
expansion. We have been able to formulate an algorithm to construct one example of
entropy current with non-negative divergence using the partition function of the system.
Moreover, in [11] it has been claimed that if we assume the existence of a stable equilibrium1
in any static background, then the algorithm described for the construction of the entropy
current will always work, at any given order in derivative expansion.
In this note, our goal is to test this algorithm (as proposed in [11]) for a sufficiently
complicated system of charged fluid at second order in derivative expansion, though we
shall restrict ourselves only to the parity even sector.2 Here we shall first determine the
entropy current of the system from its partition function using the algorithm as described
in [11]. Next we shall explicitly compute the divergence of the entropy current and shall
show that it is indeed non-negative, thus verifying the claims of [11] for this complicated
but explicit case.
Though the main purpose of this note is just to show how the algorithm described
in [11] works out, this analysis will also implicitly generate a new set of physical constraints
to be imposed on the transport coefficients of charged fluid at second order in derivative
expansion. This set of constraints itself could be important in the context of high energy
physics. For example, in RHIC and LHC heavy ion experiments, the expansion of the hot
and dense plasma is often modelled by fluid equations including second order corrections.
Since we do not know how to compute the properties of this fluid from the underlying
theory of QCD, it would be useful to have a classification of all the allowed transport
coefficients of any charged fluid at second order.
Another context where these set of constraints might turn out to be useful is in the lit-
erature of ‘fluid-gravity correspondence’. Transport coefficients for some conformal charged
fluids have been exactly computed using their gravity duals (for example the holographic
computation as done in [12–14]). The constraints we derived here must be obeyed by these
fluids.3 Similar analysis, using the existence of the partition function, has already been
done for 2nd order charged fluid in the parity odd sector (see for instance [15, 16]). But
1Existence of a stable equilibrium imposes few inequalities only on the first order transport coefficients
and reduce the number of independent coefficients at every order by relating them to each other.
2In particular, our analysis is insensitive to any anomaly that a general fluid might have. For our case
the stress tensor and the current will be exactly conserved.
3These papers used a different fluid-frame than the one we have used. The frame that we have used is
very well-suited for this analysis using the equilibrium parttion function, though this is not a standard frame
to be used in any relativistic fluid literature. Had our purpose been to constrain the transport coefficients
of the second order charged fluid, we would have translated our results to the standard Landau or Eckert
frame by redifining our fluid variables appropriately. Then only we would have been able to compare our
results with what found in literature.
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here we shall restrict ourselves just to the implementation of the algorithm as described
in [11]. We shall leave the full analysis of the charged fluid for future work.
Now in the rest of this section we shall briefly describe the results we found in this
note. It turns out that for parity even charged fluid at second order in derivative expansion
the most general equilibrium partition function (on any static background with curvature
small enough to be expanded in terms of derivatives) could have 7 parameters that are free
functions of local temperature and the chemical potential. Therefore the non-dissipative
part of the stress tensor and the current( the part that does not vanish in equilibrium)
is completely determined in terms of these seven parameters. The entropy current that
we have determined from the partition function also has these same seven parameters.
Apart from these coefficients the entropy current could also have 10 free functions which
are not determined by the partition function. We have called these free parameters as
‘ambiguity’ in the prescription we used to determine the entropy current. But this is not a
contradiction since using the algorithm (as described in [11]) we can construct one example
of the entropy current with non-negative divergence upto the given order. There is no claim
for uniqueness.
So finally we have determined the most general possible entropy current that would
be consistent with the requirement of local entropy production. It has 17 parameters. As
mentioned before in all our calculation we worked in a very non-standard half-fixed fluid
frame. Our choice of frame is well-defined when the system is in equilibrium. But outside
equilibrium we have assumed the most general possible extension of this frame without
fixing to anything particular.4
Below we are quoting the final expression of the most general entropy current at second
order in derivative expansion.
Entropy current = Jµ = Jµcan + S
µ + Sµzero−divergence + S
µ
B . (1.1)
Here Jµcan is the canonical part of the entropy current defined in terms of the ‘non-ideal’
part of the stress tensor and the current. Sµ is the piece that is determined using the
partition function. Sµzero−divergence ans S
µ
B together captures the ‘ambiguity’ i.e. the terms
that could not be fixed from the principle of local entropy production alone. Below we are
giving explicit expressions for each of these four terms.
Jµcan = su
µ − uνπ
µν
T
− νjµ . (1.2)
Here s is the entropy density of the system. uµ, T and ν denote the velocity, temperature
and the chemical potential of the fluid respectively. πµν and jν collectively denote all the
4Since we have restricted ourselves to parity even fluid without any anomaly, it turns out that the
expression for the second order corrections to the entropy current (the ‘non-canonical’ part) is frame-
invariant. This is a very special feature of non-anomalous fluids at second order. The main reason is that
in this case the second order correction is actually the leading correction in terms of derivative expansion.
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derivative corrections to the stress tensor and the charge current respectively.
Sµ =
7∑
i=1
S
µ
(i)
S
µ
(1) = KT [(DνT )(D
νT )uµ − 2(DµT )(u.∂T )]
S
µ
(2) = Kc [(Dνν)(D
νν)uµ − 2(Dµν)(u.∂T )]
S
µ
(3) = KcT [(Dνν)(D
νT )uµ − (Dµν)(u.∂ν)− (Dµν)(u.∂T )]
S
µ
(4) = 4T
2Kf
[(
ωabω
ab
)
uµ − 2ωµνhν
]
S
µ
(5) = KFf
[
−2T
(
Hab ω
ab
)
uµ + 2THµνhν − 4T 2ωµν(Vν − νhν)
]
S
µ
(6) = KF
[
H2uµ + 4THµb(Vb − νhb)
]
S
µ
(7) = K
(
R˜+ 2uaubR˜ab − 3ωabωab
)
uµ − 2KDν
(
σµν − 2
3
PµνΘ
)
+ 2(DµK)
(
σµν − 2
3
PµνΘ
)
.
(1.3)
Here Dµ denotes the covariant derivative with respect to the background metric. KT , Kc,
KcT , Kf , KFf and KF are arbitrary functions of T and ν. Rest of the notations are defined
below.
Pµν = uµuν + Gµν where Gµν = Metric
Θ = Dµu
µ, aµ = (u.D)uµ, hµ = aµ + P
α
µ
(
DαT
T
)
ωµν = P
α
µ P
β
ν
(
Dαuβ −Dβuα
2
)
, σµν = P
α
µ P
β
ν
(
Dαuβ +Dβuα
2
− Θ
3
Gαβ
)
R˜ = Ricci scalar, R˜µν = Ricci tensor, Fµν = Field strength, Eµ = Fµνu
ν
Vµ =
Eµ
T
− PαµDαν, F¯µν = Pαµ P βν Fαβ , Hµν = F¯µν + 2Tνωµν . (1.4)
Now we shall write the expressions for Sµzero−divergence and S
µ
B
S
µ
zero−divergence = Dν
[
a1(u
µDνT−uνDµT )+a2(uµDνν−uνDµν) + a3ωµν+a4F¯µν
+ a5 (u
µV ν − uνV µ)
]
S
µ
B =
[
b1σ
2 + b2V
2 + b3Θ
2
]
uµ + b4σ
µνVν + b5ΘV
µ .
(1.5)
Here also ai’s and bi’s are arbitrary functions of temperature and the chemical potential
and we have used the following notations.
σ2 = σµνσ
µν , V 2 = VµV
µ .
Equations (1.1), (1.2), (1.3) and (1.5) are the main results of this note.
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As we have explained before, in the course of computation we have also found the
constraints on the transport coefficients for the charged fluid at second order in derivative
expansion, but in a non-standard frame. Just from symmetry analysis we could have 24
independent transport coefficients that would multiply ‘non-dissipative’ terms (terms that
do not vanish in equilibrium). These are the ones that we can constrain from the analysis
of the partition function or the entropy current [4]. Here we have determined how these 24
coefficients could be expressed in terms of the 7 parameters of the partition function. So we
have implicitly found 17 constraints on the most general set of constitutive relations. These
constraints are described in section 4 (see equations (4.2), (4.3), (4.4), (4.5), (4.6), (4.7)
and (4.8)).
The organization of this note is as follows. In section 2 we shall briefly describe the
set up and the method to be used in determining the entropy current. In section 3 we
shall write the most general partition function for the charged fluid at second order in
derivative expansion and shall derive the equilibrium values of the stress tensor and the
charge current from it. In section 4 we shall determine the most general covariant form
of the stress tensor and the current that are consistent with the ones derived from the
partition function. In section 5 we shall construct one example of the entropy current
using the partition function. We shall also compute its divergence to explicitly show that
it is non-negative upto the required order. In section 6 we discuss the ambiguities involved
in determining the entropy current and shall extend it to the most general form. Finally
in section 7 we conclude and discuss the future directions.
In this note, our analysis will be restricted only to the parity even sector of the
charged fluid.
2 The method
In this section we shall briefly describe the set-up and the method that we are going to
use to determine the entropy current. We shall simply state the steps we need to follow
without giving any justification. See [11] for more detailed explanation.
2.1 The basic set-up
As mentioned in the introduction (section 1), in this note we shall study a charged fluid at
second order in derivative expansion. For such a fluid system the basic variables are fluid
velocity (uµ), temperature (T ) and chemical potential (µ or ν = µ
T
). The fluid lives on a
slowly varying but otherwise arbitrary background metric denoted as Gµν and in presence
of a background abelian gauge field whose field strength is denoted as Fµν . As usual this
background electromagnetic field should also have a slow dependence on the space-time so
that the whole system remains in the ‘fluid regime’. This means that the stress tensor and
the current of this system should always admit a derivative expansion when expressed in
terms of the fluid variables. We shall decompose the stress tensor and the current into an
‘ideal’ part (that is without any derivatives) and a part involving derivative corrections.
The ‘correction’ part can be further decomposed depending on the number of space-time
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derivatives.
Stress tensor = Tµν = E(T, ν)uµuν + P (T, ν)Pµν + πµν
Current = Cµ = Q(T, ν)uµ + jµ
where Pµν = uµuν + Gµν .
(2.1)
Here E, P and Q are the energy density, pressure and the charge density respectively which
are related to temperature (T ), chemical potential (ν) and entropy density (s) through
thermodynamics.
dP = sdT +Qdµ, E + P = Ts+ µQ (2.2)
πµν and jµ contain the derivative corrections to the stress tensor and the current. They
can be further decomposed as
πµν = πµν(1) + π
µν
(2) + · · · , jµ = jµ(1) + jµ(2) + · · ·
where each term in πµν(i) and j
µ
(i) will have exactly i space-time derivatives. Existence of an
entropy current with positive divergence and the existence of a partition function impose
several constraints on πµν and jµ independently at each order. The constraints on πµν(1)
and jµ(1) have already been analysed in great detail in many places. In this note we shall
analyse the next order.
However (as we have already mentioned) here our aim is not to determine the con-
straints on πµν(2) and j
µ
(2), rather we would like to determine an entropy current whose
divergence is non-negative on any consistent profile for the fluid variables upto third order
in derivative expansion.
2.2 The algorithm
Our starting assumption will be about the existence of equilibrium. We shall assume that
the fluid equations will admit at least one time-independent solution when studied on a
time-independent background. We shall also assume that it is possible to generate the
stress tensor and the current evaluated on this particular solution from some partition
function, which is a functional of the background and its derivatives.
The algorithm has two parts. In the first part we shall use the equilibrium partition
function for the system to partially fix the entropy current. In the second part we shall
extend it by adding further corrections so that its divergence is positive definite upto the
required order.
We shall write the entropy current as a sum of three terms (each terms has an inde-
pendent derivative expansion).
Entropy current = Jµ = Jµcan + S
µ + Jµext . (2.3)
Here the canonical part of the entropy current is denoted as Jµcan. This is completely
fixed in terms of the derivative corrections to the ideal part of the stress tensor and the
current. The divergence of Jµcan can also be computed exactly using the fluid equations and
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thermodynamics.
Jµcan = su
µ − uνπ
µν
T
− νjµ
∇µJµcan = (jµuµ)(u.∂ν)−
(
uµuνπ
µν
T 2
)
(u.∂T )−
(
Pµνπ
µν
3T
)
Θ
+ Vµj
µ +
(
uνπ
µν
T
)
hµ −
(
πµν
T
)
σµν .
(2.4)
In equation (2.4) we have used the following standard notations and definitions for various
expressions.
Pµν = Gµν + uµuν = Projector perpendicular to uµ
Θ = Dµu
µ, aµ = (u
νDν)u
µ
hµ = (u
νDν)u
µ + Pαµ
(
DαT
T
)
Vµ =
Fµνu
ν
T
− PαµDαν
σµν = P
α
µ P
β
ν
[
Dαuβ +Dβuα
2
− Θ
3
Gαβ
]
Here Dµ is the covariant derivative with respect to metric Gµν .
(2.5)
The term Sµ will be determined using the partition function and Jµext are the corrections
that we need to add finally.
2.2.1 Part-1: determining Sµ
This is the first part of the method where we shall use the equilibrium partition function.
We need to characterize the most general form of the partition function at the given order
we are interested in. The partition function will be a functional of the background metric
and the gauge field, in a time independent situation. So the first step would be to write
down the most general time independent background metric and the gauge field.
Metric: ds2=Gµνdx
µdxν=−e2σ (dt+aidxi)2+gijdxidxj
Gauge field: A = A0dx0 +Aidxi = A0dt+ (Ai + aiA0)dxi
Inverse length of the time circle = T0
Holonomy around time circle at = A0 .
(2.6)
‘∇¯µ’ denotes covariant derivative with respect to the full metric ‘Gµν ’ and ‘∇i’ denotes
covariant derivative with respect to the spatial metric ‘gij ’. For the fluid variables we shall
use uµ, T, µ to denote the 4-velocity, temperature and the chemical potential respectively.
uµ is normalized to (−1). Instead of µ we shall often used ν as the independent variable,
related to µ as ν = µ
T
.
Let us also fix some notations that we shall use later.
uˆµ = e−σ{1, 0, 0, 0}, Tˆ = T0e−σ, νˆ = A0
T0
, aˆi = T0ai . (2.7)
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In general if B(uµ, T, ν) is some arbitrary function of fluid variables then by Bˆ we denote
the same quantity evaluated on {uˆµ, Tˆ , νˆ} and the background as given in equation (2.6).
Bˆ = B
(
uˆµ, Tˆ , νˆ
)
.
We should be able to write the most general partition function as a functional of Tˆ , νˆ, aˆi. Ai
and their derivatives. We shall denote the partition function as W .
W =
∫ √
g L =
∫ √
g [L0 + L1 + L2 + · · · ] =
∫ √
g [L0 + Lpert]
where Lk is a local function of Tˆ , νˆ, aˆi. Ai with exactly k space derivatives. In the last
equality we have denoted the sum of all the Lk’s with one or higher value for k as Lpert.
Each Lk must be a scalar under the following two diffeomorphism and the abelian
gauge transformation.
xi → xi + yi(~x), t→ t+ c(~x), Ai → Ai + ∂iΛ(~x) .
These symmetries will restrict the number of possible terms at any given order.
Once the partition function has been fixed upto the required order in derivative ex-
pansion we have to perform the following operations on it to determine Sµ.
1. We shall determine the variation of W under small fluctuation (only upto linear
order) of the background fields. We shall denote it as δW . From general principle
we know [4, 11] we can always rewrite δW as
δW =
∫
T0
√
g
[
−2TˆµνδGµν + CˆµδAµ
]
+
∫ √
g∇iJˆ i (2.8)
where Tˆµν and Cˆµ are the stress tensor and the current of the fluid evaluated in
equilibrium. The last term is the boundary term which we usually ignore when
we are interested in the constraints on the stress tensor and the current. But to
determine the entropy current we have to pick up just the boundary term.
From equation (2.6) it is clear that the different components of the metric fluctua-
tions could be expressed in terms of δTˆ , δaˆi and δgij and similarly the gauge field
fluctuations could be written in terms of δνˆ and δAi. By construction Jˆ
i will be
proportional to all these fluctuation.
2. Now we shall introduce a very slow time dependence (much much slower than the
space variation) in all the background fields. In other words, we shall make Tˆ , aˆi,
gˆij , νˆ and Aˆi dependent on both space and time but with the constraint that
∂0Z≪ ∂iZ for any Z that is a function of Tˆ , aˆi, gˆij , νˆ and Aˆi.
3. Next we shall replace all the fluctuations in Jˆ i as the time derivative of the corre-
sponding background field.
δTˆ → ∂0Tˆ , δνˆ → ∂0νˆ, δgij → ∂0gij , δaˆi → ∂0aˆi, δAi → ∂0Ai . (2.9)
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4. Now we shall fix a very specific current Sˆµ whose space components are given by
the boundary terms generated in the variation of the partition function with the
replacement as given in (2.9) implemented. The time component of this current is
identified with Lpert.
Sˆ0 = e−σLpert . (2.10)
5. Finally we demand that Sµ should be such that when evaluated on {uˆµ, Tˆ , νˆ} (with all
background functions being time dependent in a manner introduced in the previous
steps) it reduces to Sˆµ upto order O(∂0). We should emphasize that this condition
might not fix Sµ uniquely. But we shall see that using some appropriate addition
of Jµext any choice of S
µ could finally be extended to an entropy current with non-
negative divergence .
2.2.2 Part-2: determining J
µ
ext
Once we have chosen a form of Sµ, our goal would be to add appropriate terms to the
entropy current so that full divergence could be re-expressed as sum of squares upto the
required order in derivative expansion. We shall call these extra terms together as Jµext.
The form of Jµext will depend on the divergence of (J
µ
can + Sµ). So in the second part of
this method our first job would be to compute this divergence.
In equation (2.4) the divergence of Jµcan has already been computed exactly and the
answer is given in terms of πµν and jµ. However, to cleanly analyse the positivity of the
divergence we need an expression in terms of the on-shell independent fluid data. Hence we
need an explicit parametrization of the stress tensor πµν and the current jµ in terms of the
independent transport coefficients (multiplying every possible on-shell independent tensor
and vector structure appearing in πµν and jµ respectively). For this, we have to count
and list the independent fluid data upto some given order in derivative expansion using
the symmetry of the system. Ideally we should also fix to some fluid frame. But to keep
the discussion general, we shall choose not to fix it except in strict equilibrium. Therefore
our parametrization of the stress tensor and current will have some redundancy. Some of
the transport coefficients will not be physical as they can be absorbed in a redefinition of
velocity, temperature or chemical potential at derivative order. Also our parametrization
should be compatible with the existence of the partition function i.e. if we evaluate πµν
and jµ in equilibrium it should reduce to what we find by varying the partition function
with respect to the metric and gauge field respectively as mentioned in equation (2.8).
Problem of finding an appropriate parametrization for the stress tensor and the current
is similar to the problem of finding an expression for Sµ since in both cases we know the
answer in certain limit. So for the stress tensor and current also we could use the same
replacement rules as given in (5.9).
Once the stress tensor and the current have been properly parametrized, we shall have
an explicit expression for the divergence of the canonical entropy current in terms of the
independent fluid data only. The same could be done for the explicit divergence of Sµ. Now
the construction of Jµext will depend on the expression for the divergence of (J
µ
can + Sµ). It
will be constructed in a way so that the upto a given order the relevant terms in the total
divergence could be written as a sum of squares. It has been explained in [11] that it could
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always be done. Here we shall explicitly see it in the example of charged fluid at second
order. The entropy current, thus constructed, will have positive definite divergence in any
arbitrary fluid frame.
In the following sections we shall implement these methods to construct an entropy
current for a fluid with a single abelian charge at second order in derivative expansion. As
a by product we shall also get the constraints on the second order transport coefficients.
3 The partition function and its variation
The equilibrium values for the stress tensor and the current could be determined from the
partition function and the entropy current also could be partially fixed. For this we need
to take variation of the partition function with respect to the metric and the gauge field.
In this section we shall construct the most general partition function for the parity
even charged fluid in an arbitrary static background. We shall take its variation and would
determine both the bulk and the boundary term. The bulk term would determine the
equilibrium stress tensor and the current and the boundary terms are required for the
construction of the entropy current.
The first step would be to parametrize the background in the most general form.
Static metric: ds2 = −e2σ (dt+ aidxi)2 + gijdxidxj
Gauge field: A = A0dx0 +Aidxi = A0dt+ (Ai + aiA0)dxi
Gauge Field strength: Fij = ∂iAj − ∂jAi, Fˆij = ∂iAj − ∂jAi
Kaluza Klein Field strength: fij = (∂iaj − ∂jai)
Inverse lenghth of the time circle = T0
Holonomy around time citcle = A0
Tˆ = T0e
−σ, νˆ =
A0
T0
. (3.1)
Next we need to construct the most general partition function at second order in
derivative expansion. It should be a scalar under space diffeomorphisms, KK gauge trans-
formation (coordinate transformation that takes t → t′ = t + F (~x), ~x → ~x′ = ~x) and
ordinary gauge transformation.
At second order in the parity even sector upto total derivatives we could construct the
following seven scalars out of the metric and the gauge field factors that contain exactly
two space-derivatives [4].
R,
(∇Tˆ )2, (∇νˆ)2, (∇νˆ)(∇Tˆ ), fˆij fˆ ij , fˆijFˆ ij , FˆijFˆ ij
where fˆij = T0fij . So the partition function will have seven independent parameters. For
each parameter in the partition function we shall construct a part of Sµ that satisfies all
the properties mentioned in section 2.2.1. For convenience let us parametrize the partition
function at second order in the following way.
Z2 =
∫ √
g
[
KT
(∇Tˆ )2 +Kc(∇νˆ)2 +KcT (∇νˆ)(∇Tˆ )+Kf fˆ2 +KF Fˆ 2
+KfF
(
Fˆij fˆ
ij
)
+KR
]
.
(3.2)
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From equation (2.8) we see that the equilibrium stress tensor and the current could be
generated by varying the partition function with respect to the background metric and the
gauge field. Using chain rule of functional differentiation the fluctuations of the background
could be expressed as the fluctuations in Tˆ , νˆ, aˆi and Ai. Then the explicit formula for the
stress tensor and the current in terms of the partition function takes the following form.[
uˆµuˆνTµν
Tˆ 2
]
equilibrium
=
1√
g
[
δW
δTˆ
]
[uˆµCµ]equilibrium = −
1√
g
[
δW
δνˆ
]
[
Pˆ iµC
µ
]
equilibrium
=
T√
g
[
δW
δAi
]
[
Pˆ iµuˆνT
µν
Tˆ 2
]
equilibrium
=
1√
g
[
δW
δ(aˆi)
− ν δW
δAi
]
[
PˆiαPˆjβT
αβ
Tˆ
]
equilibrium
= − 2√
g
[
δW
δgij
]
.
(3.3)
In equation (3.3) all quantities in the l.h.s. are evaluated in equilibrium. We have used the
following notation to simplify the formula.
uˆµ = e−σ{1, 0, 0, 0}, Tˆ = T0e−σ, νˆ = A0
T0
, Pˆµν = uˆµuˆν +Gµν .
Now we shall apply equation (3.3) to the partition function as given in equation (3.2).
uˆµuˆνπµν
Tˆ 2
|equilibrium
=
(
∂KT
∂Tˆ
)(∇Tˆ )2 − 2∇i(KT∇iTˆ )+
(
∂Kc
∂Tˆ
)
(∇νˆ)2 +
(
∂KcT
∂Tˆ
)(∇iTˆ ) (∇iνˆ)
−∇i
(
KcT∇iνˆ
)
+
(
∂Kf
∂Tˆ
)(
fˆij fˆ
ij
)
+
(
∂KFf
∂Tˆ
)(
fˆijFˆ ij
)
+
(
∂KF
∂Tˆ
)(
FˆijFˆ ij
)
+
(
∂K
∂Tˆ
)
R (3.4)
uˆµjµ|equilibrium
= −
(
∂KT
∂ν
)(∇T¯ )2 − (∂Kc
∂ν
)
(∇νˆ)2 + 2∇i
(
Kc∇iνˆ
)− (∂KcT
∂ν
)(∇iTˆ ) (∇iνˆ)
+∇i
(
KcT∇iTˆ
)−(∂Kf
∂νˆ
)(
fˆij fˆ
ij
)
−
(
∂KF
∂ν
)(
FˆijFˆ ij
)
−
(
∂KFf
∂νˆ
)(
fˆijFˆ
ij
)
−
(
∂K
∂ν
)
R (3.5)
Pˆ iµuˆνπ
µν
Tˆ 2
|equilibrium
= −4∇j
(
Kf fˆ
ji
)
− 4νˆ∇j
(
KF Fˆ
ij
)
− 2∇j
(
KFf Fˆ
ji
)
− 2νˆ∇j
(
KF fˆˆf
ij
)
(3.6)
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PˆiαPˆjβπ
αβ
Tˆ
|equilibrium
= −2KT
(
∇iTˆ∇j Tˆ − gij
2
(∇Tˆ )2)− 2Kc (∇iνˆ∇j νˆ − gij
2
(∇νˆ)2
)
− 2KcT
[(
∇iTˆ∇j νˆ +∇j Tˆ∇iνˆ
2
)
− gij
2
(∇νˆ)(∇Tˆ )
]
− 4Kf
[
fˆ ikfˆ
j
k −
gij
4
(
fˆabfˆ
ab
)]
− 4KF
[
Fˆ ikFˆ
j
k −
gij
4
(
FˆabFˆ
ab
)]
− 4KFf
[(
Fˆ ikfˆ
j
k + fˆ
ikFˆ
j
k
2
)
− g
ij
4
(
fˆabFˆ
ab
)]
− 2K
(
Rij − gij
2
R
)
+ 2
[∇i∇jK − (∇2K) gij] (3.7)
Pˆ iµjˆ
µ|equilibrium = 4Tˆ∇j(KF Fˆ ij) + 2Tˆ∇j
(
KFf fˆ
ij
)
. (3.8)
As mentioned before, to derive the above equations ((3.4) to (3.8)) we have ignored the
total derivative pieces that are generated while taking the variation of the partition function
with respect to the background. However for the entropy current it is this total derivative
piece that we need to determine.
Now we shall write this total derivative piece generated from the partition function as
given in equation (3.2).
Total derivative piece = δZ2 +
∫ (
2T0πˆ
µνδGµν − jˆµδAµ
)
(3.9)
=
∫ √
g∇i
[
2KT
(∇iTˆ )δTˆ + 2Kc (∇iνˆ) δνˆ +KcT (δTˆ∇iνˆ + δνˆ∇iTˆ)+ 4Kf fˆ ijδaˆj
+ 4KF Fˆ
ijδAj + 2KFf
(
fˆ ijδAj + Fˆ
ijδaˆj
)
+K
(
∇iδgkk −∇kδgik
)]
.
4 Parametrization of the stress tensor and the current
To parametrize the stress tensor and the current upto second order in derivative expansion
we need to list all the on-shell independent scalar, vector and the tensor structures that
one can build out of one or two derivatives acting on velocity, temperature, chemical
potential and the background. Since here we are doing the most general parametrization
we shall not restrict ourselves to static metric and gauge field. We shall denote the general
weakly curved metric as Gµν and the field strength as Fµν . For convenience we shall
further classify the independent terms into two categories, dissipative (ones that vanish in
a static situation) and non-dissipative (ones that do not vanish in equilibrium). Transport
coefficients that multiply the non-dissipative terms are completely fixed in terms of the
coefficients appearing in the partition function. At this stage we shall assume the most
general set of dissipative transport coefficients whereas for the non-dissipative part we
shall simple covariantize the answer we found by varying the partition function. In other
words here we shall parametrize the stress tensor and the current in such a way that when
evaluated on equilibrium the non dissipative part reduces to the equilibrium values as
derived from the partition function.
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Scalars Vectors Pseudo Vectors Tensors
(1) (3) (2) (1)
Θ ≡ ∇µuµ aν = uµ∇µuν
Eµ ≡ Fµνuν
V µ ≡
(
Eµ
T
− Pµν∇νν
)
lµ ≡ ǫµναβuν∂αuβ
Bµ ≡ 1
2
ǫµναβuνFαβ
σµν ≡ ∇〈µuν〉
Table 1. Data at 1st order in derivative.
4.1 Classification of independent data
To parametrize the stress tensor and the current we need to classify all possible on-shell
independent terms at first and second order in derivative expansion. First in table 1 we
list the data with single derivative. Here Θ, σµν and V
µ are the dissipative terms. If we
do not impose the on-shell condition, at this order we could construct two more dissipative
scalars, (u.Dν) and (u.DT ) and one more dissipative vector
(
hµ = aµ + P
α
µ
DαT
T
)
. These
are the dissipative terms that appear in the replacement rule as given in (5.9). But they
are related to the scalars and the vectors listed in the table 1 through the conservation
equations for stress tensor and current. That is why they do not appear in the list of
independent data.
At second order the data can be of two types, ones where both the derivatives act on
a single fluid or background variable (I2 type) and the others which are product of two
on-shell independent first order terms (composite data). In table 2 we listed I2 type terms.
In this list the first two scalars, first three vectors and the first two tensors are dissipative.
In table 3 we listed the composite data. There are several of them. In the list the first
5 scalars, first 8 vectors and first 7 tensors are dissipative.
For convenience, we briefly explain the notations used in table 2 and table 3 .
Dµ ≡ Covariant derivative with respect to the metric Gµν
Pµν ≡ uµuν + Gµν = Projector in the directions perpendicular to uµ
A〈µν〉 ≡ PµαP νβ
[
Aαβ +Aβα
2
− Gαβ
3
(
AθφP
θφ
)]
for any tensor Aµν
ωµν ≡ Pαµ P βν
(
Dαuβ −Dβuα
2
)
, σµν ≡ Pαµ P βν
(
Dαuβ +Dβuα
2
− Θ
3
Gαβ
)
R˜ = Ricci scalar, R˜µν = Ricci tensor, R˜µναβ = Riemann tensor
Fµν = Field strength, F¯µν = P
α
µ P
β
ν Fαβ , Hµν = F¯µν + 2Tνωµν .
(4.1)
In table 4 we have listed only the independent dissipative terms and giving them separate
names for convenience. These are the terms which would finally lead to the local production
of entropy.
4.2 Stress tensor and current
Now we shall use this classification of independent fluid data to parametrize the most
general stress tensor and the current, consistent with equation (3.4), (3.5). (3.6), (3.7)
and (3.8). From symmetry analysis we could see that the ‘non-ideal’ part of the stress
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Scalars Vectors Tensors
(5) (5) (5)
(u.D)Θ PµνDνΘ (u.D)σ
〈µν〉
DµV
µ PανDµσ
µα D〈µV ν〉
D2ν (u.D)V µ D〈µDν〉ν
D2T PµαDνF
να uαuβR˜
〈µαν〉β
R˜ Pαν u
µR˜µα R
〈µν〉
Table 2. I2 type data from fluid variables and background.
Scalars Vectors Tensors
(11) (12) (13)
Θ2 ΘV µ Θσµν
σ2 σ
µ
νV
ν V 〈µV ν〉
V 2 σ
µ
νD
νT σ〈µασ
ν〉
α
V.DT σ
µ
νD
νν V 〈µDν〉T
V.Dν ΘDµν V 〈µDν〉ν
(DT ).(Dν) ΘDµT F¯ 〈µασ
ν〉
α
(DT )2 F¯µνVν ω
〈µασ
ν〉
α
(Dν)2 ωµνVν ω
〈µαων〉α
FµνF
µν F¯µνDνT ω
〈µαF¯
ν〉
α
Fµνω
µν ωµνDνT F¯
〈µαF¯
ν〉
α
ωµνω
µν F¯µνDνν (D
〈µT )(Dν〉T )
ωµνDνν (D
〈µT )(Dν〉ν)
(D〈µν)(Dν〉ν)
Table 3. Composite data from fluid variables and background.
tensor and the current have to be of the following form.
πµν = Auµuν +BPµν + (Hµuν +Hνuµ) + tµν
jµ = Cuµ +Kµ
(4.2)
along with the constraints
uµH
µ = uµK
µ = 0, tµνu
µ = 0 .
Here A, B, C, Hµ, Kµ and tµν will be functions of the fluid variables and the background
and will admit a derivative expansion starting from terms with single derivative. It turns
out that this description has some redundancy as some of the terms could be absorbed in
a field redefinition of velocity, temperature and the chemical potential at derivative order.
Here we shall only assume that our fluid variables are defined so that they reduce to the{
uˆµ, Tˆ , νˆ
}
in equilibrium. This does not define the fluid variables in a non-equilibrium
situation and therefore does not fix the field redefinition ambiguity completely.
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Scalars Vectors Tensors
(7) (11) (9)
S1 = (u.D)Θ
S2 = DµV
µ
Vµ1 = PµνDνΘ
Vµ2 = PανDµσµα
Vµ3 = (u.D)V µ
T µν1 = (u.D)σ〈µν〉
T µν2 = D〈µV ν〉
S3 = Θ
2
S4 = σ
2
S5 = V
2
S6 = V.DT
S7 = V.Dν
Vµ4 = ΘV µ
Vµ5 = σµνV ν
Vµ6 = σµνDνT
Vµ7 = σµνDνν
Vµ8 = ΘDµν
Vµ9 = ΘDµT
Vµ10 = F¯µνVν
Vµ11 = ωµνVν
T µν3 = Θσµν
T µν4 = V 〈µV ν〉
T µν5 = V 〈µDν〉T
T µν6 = V 〈µDν〉ν
T µν7 = σ〈µασν〉α
T µν8 = F¯ 〈µασν〉α
T µν9 = ω〈µασν〉α
Table 4. The dissipative terms.
However in this note our goal is to show that we can construct an entropy current with
non negative divergence whenever the stress tensor and the current are compatible with
the partition function and the first order transport coefficients satisfy some inequalities.
For our purpose it would be best if we could construct such a current in any arbitrary
frame. So we shall choose not to fix this redefinition ambiguity and shall work with the
form as given in equation (4.2).
As mentioned before in the expression for πµν and jµ it is the dissipative terms that we
need to multiply by arbitrary transport coefficients. The non dissipative parts are already
fixed in terms of the partition function. Below we shall first write the non-dissipative parts
of A, B, C, Hµ, Kµ and tµν respectively.
Anon−diss
T 2
=
(
∂KT
∂T
(DνT )(D
νT )− 2Dν(KTDνT ) + 2KT aµDµT
)
+
[
∂Kc
∂T
(Dνν)(D
νν)
]
+
[
∂KcT
∂T
(Dνν)(D
νT )−Dν(KcTDνν) +KcT aµDµν
]
+ 4T 2ω2
(
∂Kf
∂T
)
− 2THabωab
(
∂KFf
∂T
)
+H2
(
∂KF
∂T
)
+
(
∂K
∂T
)(
R˜+ 2uµuνR˜µν − 3ω2
)
(4.3)
Bnon−diss
T
=
KT
3
Pµν(D
µT )(DνT ) +
Kc
3
Pµν(D
µν)(Dνν) +
KcT
3
Pµν(D
µT )(Dνν)
− 4KfT
2
3
ω2 +
2TKFf
3
Habω
ab − KF
3
H2
+
4
3
[
−PµαDαDµK +K
(
R˜− 2uµuνR˜µν + ω2
4
+ PµαDµaα + a
2
)]
(4.4)
– 16 –
J
H
E
P07(2014)139
Cnon−diss =
(
∂Kc
∂T
(Dµν)(D
µν)− 2Dµ(KcDµν) + 2KcaµDµν
)
+
[
∂KT
∂T
(DνT )(D
νT )
]
+
[
∂KcT
∂ν
(Dµν)(D
µT )−Dµ(KcTDµν) +KcT aµDµT
]
+ 4T 2ω2
(
∂Kf
∂ν
)
− 2THabωab
(
∂KFf
∂ν
)
+H2
(
∂KF
∂ν
)
+
(
∂K
∂ν
)(
R˜+ 2uµuνR˜µν − 3ω2
)
(4.5)
t
µν
non−diss
T
= −2KT
(
D〈µT
)(
Dν〉T
)
− 2Kc
(
D〈µν
)(
Dν〉ν
)
− 2KcT
(
D〈µν
)(
Dν〉T
)
− 16T 2Kfω〈µαων〉α − 4KFH〈µαHν〉α − 8TKFH〈µαων〉α
− 2
[
KR˜〈µν〉 −D〈µDν〉K +KD〈µaν〉 +Ka〈µaν〉 − 2Kω〈µαων〉α
]
(4.6)
H
µ
non−diss
T
= 8Dν
(
T 2Kfω
µν
)
+ 2Da(TKFfH
aµ) + 4νDa
(
T 2KFfω
aµ
)
− νDa [4KFTHaµ]
K
µ
non−diss = 4Dν
(
T 2KFfω
νµ
)− 4Dν(TKFHνµ) . (4.7)
By explicit evaluation we can check that the above parametrization of the non dissipative
part is compatible with the partition function.5 We should not also note that this is not
unique since addition of any dissipative term to these equations ((4.3) to (4.6)) will not
affect the condition that in equilibrium it reduces to what we found from the partition
function. But the dissipative part is well-defined and we shall assume the most general
parametrization for the dissipative part. Hence a particular choice for the non-dissipative
part is allowed without any loss of generality.
Now we shall write the dissipative part with arbitrary coefficient for each indepen-
dent term.
A = αΘ+Anon−diss +
i=7∑
i=1
αiSi, B = βΘ+Bnon−diss +
i=7∑
i=1
βiSi
C = χΘ+ Cnon−diss +
i=7∑
i=1
χiSi
Hµ = hV µ +Hµnon−diss +
i=11∑
i=1
hiVµi , Kµ = κV µ +Kµnon−diss +
i=11∑
i=1
κiVµi
tµν = ησµν + tµνnon−diss +
i=9∑
i=1
τiT µνi .
(4.8)
In writing equation (4.8) we have used our knowledge [4] about the most general form of
the first order stress tensor and the current in the parity even sector.
5For explicit evaluation we have used the material presented in section 2 of [4].
– 17 –
J
H
E
P07(2014)139
5 The entropy current
As explained in section 2.2.1 we shall decompose the entropy current as
Jµ = Jµcan + S
µ + Jµext
J
µ
can has a universal formula. Sµ could be constructed using the total derivative pieces as
described in equation (3.9). The expression of Jµext will depend on the total divergence of
J
µ
can and Sµ calculated correctly upto third order. We shall see that we can construct J
µ
ext
in such a way so that the total divergence can be re expressed as a sum of squares, upto a
certain order.
For this, we need the explicit parametrization of the stress tensor and the current in
terms of transport coefficients, which we have done in section 4. In this section we shall first
determine Jµcan, Sµ and shall derive their divergence explicitly upto the appropriate order in
derivative expansion. Finally we shall use this expression for divergence to construct Jµext.
5.1 Jµ
can
and its divergence
In this subsection we shall compute the divergence of the canonical piece of the entropy
current. This has already been presented in equation (2.4). We shall repeat the same
equation here for convenience.
Jµcan = su
µ − uνπ
µν
T
− νjµ
DµJ
µ
can = (j
µuµ) (u.∂ν)−
(
uµuνπ
µν
T 2
)
(u.∂T )−
(
Pµνπ
µν
3T
)
Θ
+ Vµj
µ +
(
uνπ
µν
T
)
hµ −
(
πµν
T
)
σµν .
(5.1)
Now we shall substitute the decomposition for πµν and jµ as given in equation (4.2).
DµJ
µ
can = −C(u.∂ν)−
(
A
T 2
)
(u.∂T )−
(
B
T
)
Θ+ VµK
µ −
(
Hµ
T
)
hµ −
(
tµν
T
)
σµν . (5.2)
We should note that in equation (5.2) the scalars (u.∂T ), (u.∂ν) and Θ and the vectors Vµ
and hµ are not independent data. They are related by the equations of motion for the fluid
variables. But the equations of motion are heavily dependent on the constitutive relations
which we can determine only in a derivative expansion and therefore not known upto all
orders. So though the expression of the canonical entropy current is exact as it has been
presented in equation (5.2), it will be approximate as soon as we express it in terms of
independent data.
Next we shall substitute the decomposition of the constitutive relations in dissipative
and non dissipative part as we have done in equation (4.8). In the next section we shall
see that the expressions that involve the non-dissipative part will manifestly cancel against
the divergence of Sµ to all order in derivative expansion. For this reason, we shall not
attempt to rewrite this part of the divergence in terms of independent data. We shall use
the equations of motion for the rest, which involves the dissipative part of the constitutive
relations and shall express it in terms of the independent data. We shall write an expression
that is accurate upto third order in derivative expansion. The expression is very messy
and not all parts are important for the construction of Jµext. However we shall try to give a
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full expression for the divergence in steps and also mention the terms that can potentially
violate the local positivity of the divergence.
From equation (5.1) we see that DµJ
µ
can is a dissipative scalar i.e it vanishes in equi-
librium. It will have four types of terms (see equation (5.3)). One set could be expressed
as a produce of a first order dissipative data and higher order non-dissipative data. We
shall collectively denote such terms as ∆non−diss. These are the terms which should get
cancelled against the divergence of Sµ and so we shall not simplify such terms using any
equations of motion. The second category is ∆2nd−order which consists of terms that can
be expressed as a product of two first order on-shell independent dissipative data. By
definition, these terms are of 2nd order in derivative expansion. The other two types are
denoted as ∆diss−product and ∆diss−imp. Both of these consist of terms that are third order
in derivative expansion. The terms in ∆diss−product will always have either two or three
factors of first order dissipative data whereas the terms in ∆diss−imp are of the form of a
product of one I2 type dissipative data and one first order dissipative data.
DµJ
µ
can = ∆non−diss +∆2nd−order +∆diss−product +∆diss−imp +O
(
∂4
)
(5.3)
∆non−diss = −Cnon−diss(u.∂ν)−
(
Anon−diss
T 2
)
(u.∂T )−
(
Bnon−diss
T
)
Θ
+ V µnon−dissKµ −
(
H
µ
non−diss
T
)
hµ −
(
t
µν
non−diss
T
)
σµν (5.4)
∆2nd−order =
[
χ(Dν) +
α
T 2
(DT )− β
T
]
Θ2 +
(
κ+
Qh
E + P
)
V 2 − η
T
σ2 .
Where
DM = s
[
∂M
∂s
]
Q
+Q
[
∂M
∂Q
]
s
for any scalar M(s,Q) . (5.5)
Anon−diss, Bnon−diss, Cnon−diss, H
µ
non−diss, K
µ
non−diss and t
µν
non−diss are defined in
equations (4.3), (4.4), (4.5) and (4.6) respectively. See equation (4.8) for the definitions of
χ, α, β, κ, h and η. These are roughly the transport coefficients at first order in derivative
expansion in any arbitrary frame.
Now we shall write the expressions for ∆diss−product and ∆diss−imp. We shall expand te
result in terms of the basis of second order independent dissipative data as listed in table 4.
∆diss−imp =
2∑
i=1
siΘSi +
3∑
i=1
viVµVµi +
2∑
i=1
tiσµνT µνi (5.6)
∆diss−product =
7∑
i=3
siΘSi +
9∑
i=4
tiσµνT µνi . (5.7)
The coefficients (si, vi and ti) are functions of temperature and the chemical poten-
tial as well as the first and second order transport coefficients ({α, β, χ, h, κ, η} and
{αi, βi, χi, hi, κi, τi} respectively as defined in equation (4.8)). We do not need their de-
tailed functional form to construct one example of a consistent entropy current. However, in
appendix (B) we have explicitly computed these coefficients using the equations of motion
upto the required order.
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5.2 Sµ and its divergence
In this section we shall construct the Sµ using the total derivative piece derived in
equation (3.9). Next we shall compute its divergence exactly without using any equation
of motion. Finally we shall get the full expression for Dµ(J
µ
can + Sµ). We shall explicitly
see how ∆non−disss gets cancelled. S
µ has been constructed to ensure this cancellation.
See [11] for detailed explanation.
5.2.1 Construction of Sµ
According to the algorithm described in section 2.2.1 first we determine what Sµ will reduce
to when evaluated on
{
uˆµ, Tˆ , νˆ
}
. We shall call it as Sˆµ. Its zero component is proportional
to the ‘derivative correction’ part in the partition function and the space components
are proportional to the total derivative pieces generated in the variation of the partition
function (explained in equation (2.10) and the paragraph just above it). Hence the zero
component and the space compoenets could be read off from equations (3.2) and (3.9)
respectively with the replacement rules as given in equation (2.9) implemented.
Sˆ0 = e−σ
[
KT
(∇Tˆ )2+Kc(∇νˆ)2+KcT (∇νˆ)(∇Tˆ )+Kf fˆ2 +KF Fˆ 2 +KfF (Fˆij fˆ ij)+KR
]
Sˆi = −e−σ
[
2KT
(∇iTˆ )∂0Tˆ + 2Kc (∇iνˆ) ∂0νˆ +KcT (∂0Tˆ∇iνˆ + ∂0νˆ∇iTˆ)+ 4Kf fˆ ij∂0aˆj
+ 4KF Fˆ
ij∂0Aj+2KFf
(
fˆ ij∂0Aj+Fˆ
ij∂0aˆj
)
+K
(
∇i∂0gkk−∇k∂0gik
)]
. (5.8)
Now we we have to covariantize this current Sˆµ to construct Sµ. Sµ should be such that
when evaluated on
{
uˆµ, Tˆ , νˆ
}
it should reduce to Sˆµ upto order O(∂0)2. Ideally we should
write down the most general expression possible for Sµ using symmetry analysis and then
we should evaluate it on
{
uˆµ, Tˆ , νˆ
}
upto order O(∂0) and finally equating it with Sˆµ we
should fix the undetermined coefficients in Sµ. This is a method which is bound to give
the correct answer for Sµ and also would cleanly characterize the part in Sµ that cannot
be fixed using the partition function alone.
But for our purpose it is enough to determine one possible Sµ satisfying the above
condition. It turns out in most cases, once Sˆµ is fixed, we could use some easy tricks to
construct one example of Sµ, without going into the detailed symmetry analysis. Basically
we have to do a series of replacement to obtain a covariant expression for Sµ from Sˆµ. The
expression of Sˆµ will contain the functions appearing in the background metric and the
gauge field and their covariant space derivatives ∇i or time derivatives ∂0. However due to
the diffeomorphism and gauge covariance only some specific combinations of background
functions and their derivatives can appear in Sˆµ. This simplifies the replacement.
Below we are listing some of the replacement rules. These are the rules that we are
going to use here. However in every case we should check whether the Sµ, thus constructed,
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is compatible with Sˆµ by explicit evaluation.
uˆµ → uµ, Tˆ → T, νˆ → ν
fˆij = −2Tˆ ωˆij → −2Tωµν , Fˆ ij → Hµν ≡ F¯µν + 2Tνωµν where F¯µν= PµαP νβFαβ
e−σ∂0g
ij → −2
(
σµν +
Pµν
3
Θ
)
,
e−σ√
g
∂0
√
g → Θ
e−σ∂0Aj = −T (Vµ − νhµ) , e−σ∂0aˆj = −Thµ
e−σ∂0 → uµDµ, ∇i → P νµDν . (5.9)
Applying this set of replacement rules as given in equations (5.9) to the expression of Sˆµ
as given in (5.8) we get the following covariant form for Sµ.
Sµ =
7∑
i=1
S
µ
(i)
S
µ
(1) = KT [(DνT )(D
νT )uµ − 2(DµT )(u.∂T )]
S
µ
(2) = Kc [(Dνν)(D
νν)uµ − 2(Dµν)(u.∂T )]
S
µ
(3) = KcT [(Dνν)(D
νT )uµ − (Dµν)(u.∂ν)− (Dµν)(u.∂T )] (5.10)
S
µ
(4) = 4T
2Kf
[(
ωabω
ab
)
uµ − 2ωµνhν
]
S
µ
(5) = KFf
[
−2T
(
Hab ω
ab
)
uµ + 2THµνhν − 4T 2ωµν(Vν − νhν)
]
S
µ
(6) = KF
[
H2uµ + 4THµb(Vb − νhb)
]
S
µ
(7) = K(R˜+2u
aubR˜ab−3ω2)uµ−2KDν
(
σµν− 2
3
PµνΘ
)
+2(DµK)
(
σµν− 2
3
PµνΘ
)
.
By construction Sµ has the same number of parameters (which are arbitrary functions of T
and ν) as that of the partition function as given in equation (3.2). We can explicitly check
that when evaluated
{
uˆµ, Tˆ , νˆ
}
, the current Sµ reduces to Sˆµ upto order O (∂20). We should
note that this form of Sµ is not unique. We could always add terms to Sµ that evaluates
to O (∂20) on {uˆµ, Tˆ , νˆ}. For example, (uαuβDαDβT )uµ is one such term. It is possible to
construct many other such examples. Equation (5.10) is just one consistent choice.
5.2.2 Divergence of Sµ
Now we have to compute the divergence. This requires a bit of algebra which we have
presented in the appendices. Here we shall only quote the results.
DµS
µ
(1) = (u.∂T )
(
∂KT
∂T
(DνT )(D
νT )− 2Dν(KTDνT ) + 2KT aµDµT
)
+ΘKT
[
−(u.∂T )2 + 1
3
Pµν(D
µT )(DνT )
]
+ (u.∂ν)
[
∂KT
∂ν
(DνT )(D
νT )
]
− 2KT (DµT )(DνT )σµν (5.11)
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DµS
µ
(2) = (u.∂ν)
(
∂Kc
∂ν
(Dνν)(D
νν)− 2Dν(KcDνν) + 2KcaµDµν
)
+ΘKc
[
−(u.∂ν)2 + 1
3
Pµν(D
µν)(Dνν)
]
+ (u.∂T )
[
∂Kc
∂T
(Dνν)(D
νν)
]
− 2Kc(Dµν)(Dνν)σµν (5.12)
DµS
µ
(3) = (u.∂ν)
(
∂KcT
∂ν
(Dνν)(D
νT )−Dν(KcTDνT ) +KcT aµDµT
)
+ (u.∂T )
[
∂KcT
∂T
(Dνν)(D
νT )−Dν(KcTDνν) +KcT aµDµν
]
+ΘKcT
[
−(u.∂ν)(u.∂T ) + 1
3
Pµν(D
µν)(DνT )
]
− 2KcT
(
D〈µνDν〉T
)
σµν (5.13)
DµS
µ
(4) = 4T
2ω2(u.∂Kf )−
4Kf
3
(
T 2ω2
)
Θ+ 8hµDν
(
T 2Kfω
µν
)
− 16σµν [T 2Kf ωµαωνα] (5.14)
DµS
µ
(5) = −2T
(
Hab ω
ab
)
(u.∂KFf ) +
2TKFf
3
(
Hab ω
ab
)
Θ− 8TKFfω〈µaHaν〉σµν
+ 2Da
(
TKFfH
ab
)
hb − 4Da
(
T 2KFfω
ab
)
(Vb − νhb) + 4T 2KFfhaVbωab (5.15)
DµS
µ
(6) = 4KFσ
c
aH
abHbc −
(
KF
3
)
ΘH2 +H2(u.∂KF ) + (Vb − νhb)Da
[
4KFTH
ab
]
− 4TKFVbhaHab . (5.16)
In equations (5.15) and (5.16) we have used the following notation
Hµν = F¯µν + 2Tνωµν .
Finally the divergence of the last term is as follows.
DµS
µ
(7) =
(
R˜+ 2uµuνR˜µν − 3ω2
)
(u.DK) +K
(
σ2Θ− 4
3
Θ3
)
+
4Θ
3
[
−PµαDαDµK +K
(
R˜− 2uµuνR˜µν + ω2
4
+ PµαDµaα + a
2
)]
− 2σµν
[
KR˜µν −DµDνK +KDµaν +Kaµaν − 2Kωµαωνα
]
− 4Kσµν(u.D)σµν + 8K
3
Θ(u.D)Θ .
(5.17)
Adding equations (5.3), (5.11), (5.12), (5.13), (5.14), (5.15), (5.16), (5.17) we get the
expression for Dµ(J
µ
can+Sµ). Using equations (5.4), (5.6) and (5.4) we can clearly see that
∆non−diss gets cancelled. Below we are quoting the final expression.
Dµ(J
µ
can + S
µ)
= ∆2nd−order +∆diss−imp +∆diss−product
+Kσ2Θ+
[
−4K
3
+KT (DT )
2 +Kc(Dν)
2 +KcT (Dν)(DT )
]
Θ3
− 4Kσµν(u.D)σµν + 8K
3
Θ(u.D)Θ +O (∂4)
(5.18)
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where for any function M(s,Q), DM denotes the following
DM = s
∂M
∂s
+Q
∂M
∂Q
.
5.3 Constructing J
µ
ext
In the previous subsection we have computed the divergence of (Jµcan + Sµ). In this sub-
section we shall first analyse this expression of divergence as given in equation (5.18) and
we shall see that it is not manifestly positive-definite. There are few terms that could
locally change the sign of the divergence for some very special fluid profile. Next we shall
construct Jµext to cure this problem.
By construction Jµext will be of higher order in derivative expansion. So if we want to
determine the most general entropy current only upto second order in derivative expansion
we could ignore Jµext. The main point is that the divergence of a second order entropy
current will be of third order and whether this third order expression could be written
in a positive-definite form will depend on the presence of few fourth order terms. We
shall show that these necessary fourth order terms could always be generated with arbi-
trary coefficients by adding an appropriate third order Jµext. See [9–11] for more elaborate
explanation.
But before going to the third order analysis, we have to complete the analysis at second
order i.e. we have to first find out the constraints on the first order dissipative transport
coefficients. This has been worked out in detail in many places. The conditions should be
such that ∆2nd−order is non-negative. For convenience, here we are quoting the expression
for ∆2nd−order.
∆2nd−order =
[
χ(Dν) +
α
T 2
(DT )− β
T
]
Θ2 +
(
κ+
Qh
E + P
)
V 2 − η
T
σ2
where
DM = s
[
∂M
∂s
]
Q
+Q
[
∂M
∂Q
]
s
For any scalar M(s,Q) . (5.19)
Now we shall treat σ2, Θ2 and V 2 as three independent functions of space-time. The
expression would be non-negative only if each of the three corresponding coefficients is
individually non-negative. So finally the condition on the first order transport coefficients
are the following.[
χ(Dν) +
α
T 2
(DT )− β
T
]
> 0,
(
κ+
Qh
E + P
)
> 0,
η
T
< 0 . (5.20)
We shall assume that each of these three coefficients are of order O(1) in magnitude
(in terms of derivative expansion they are of order O (∂0)).
Now, by definitions the terms in ∆diss−product will have at least two factors of first order
dissipative data (Θ, σµν and V
µ).6 In the regime where the derivative expansion is valid,
these terms are always suppressed compared to ∆2nd−order and so they can not change the
sign of the divergence. Hence these terms are not important for our purpose. We should
note that the terms in the third of equation (5.18) also fall in the same category and the
above argument applies to them as well.
6In the language of [11] these are the scalars of type H(many).
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Now we have to analyse the terms of the form ∆diss−imp. The terms here are of the
form of a first order dissipative data times a second order I2 type dissipative data.
7 We
should note that the last two terms in equation (5.18) are also of the same type as ∆diss−imp.
These are the terms that could locally violate the positivity of the divergence since it is
possible to have a fluid configuration where at a given point in space-time locally a first
order dissipative data has same order of magnitude as some second order I2 type data.
But suppose at third order, the entropy current is such that its divergence generates
fourth order terms of the form (I2)
2. Then it would always be possible to absorb the
∆diss−imp into full square terms. In other words, if we consider only ∆2ndorder and ∆diss−imp,
the expression of divergence is essentially a quadratic form in the space of first order and
the second order I2 type dissipative data. By adding J
µ
ext we generate appropriate terms of
the type (I2)
2 so that we could finally diagonalize the quadratic form. Schematically the
diagonal form will be as follows.
Divergence ∼ (Coefficient)1 × (1st order dissipative + 2nd order I2 type dissipative)2
+ (Coefficient)2 × (2nd order I2 type dissipative)2 + higher order terms .
Then we have to impose that the coefficients of these full-square terms are always positive
to ensure the positivity of the divergence [9–11]. In [11] it has been argued that it is always
possible to add such higher order corrections to the entropy current so that it produces
appropriate I22 type of terms. These are the corrections which we have called J
µ
ext. Here we
shall explicitly construct them for this example of 2nd order charged fluid. As mentioned
before, it will be of third order in derivative expansion. However, we should emphasis that
J
µ
ext is not the complete or the most general construction of the third order entropy current.
Its only role is to show that we do need to impose any further constraints on the second
order dissipative transport coefficients to ensure a local entropy production.
So our task is to construct 3rd order vectors whose divergence will have one scalar term
of the form (I2 type dissipative data)
2. Now from table 4 we have two I2 type dissipative
scalars , three vectors and two tensors. In [11] we have a general algorithm to construct
these vectors. Here we shall simply apply it for each (I2)
2 type dissipative data.8
S21 = (u.DΘ)
2 =
1
2
Dµ
[
uµ(u.D)Θ2
]−ΘDµ [uµ(u.D)Θ]
S22 = (D.V )
2 = Dµ [V
µ(D.V )]− V µDµ(D.V ) (5.21)
V21 ∼ (DµΘ)(DµΘ) =
1
2
D2(Θ2)−ΘD2Θ
V22 ∼ (Dασµα)
(
Dβσ
β
µ
)
= Dµ
[
σµαDβσ
β
α
]
− σµαDµDνσνα
V23 ∼ [(u.D)V µ][(u.D)Vµ] =
1
2
Dµ
[
uµ(u.D)V 2
]− VµDν [uν(u.D)V µ] (5.22)
T µν1 ∼ [(u.D)σµν ][(u.D)σµν ] =
1
2
Dµ
[
uµ(u.D)σ2
]− σµνDα [uα(u.D)σµν ] (5.23)
T µν2 ∼ (DµVν)(DµV ν)+(DµVν)(DνVµ)=
1
2
D2V 2−VνD2V ν+Dµ(V.DV µ)− VνDµDνV µ .
7In the language of [11] these are the scalars of type H(one).
8In the language of [11] these are the scalars of type H(zero).
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In the equations of (5.22) and (5.23) we have used ‘∼’ sign because in these equations we
have ignored the overall factors and also the projectors in the definition Vµi and T µνi . It is
clear that the overall factors do not matter since we shall anyway have arbitrary coefficients
in front of each independent term in Jµext. Ignoring the projectors might seem wrong. But
the difference between a projected vector and its unprojected version is just one (I2)
2 type
dissipative scalar which we already know how to handle; similarly the difference between a
projected tensor and an unprojected one is a (vector)2 and a (scalar)2, both of which are
already handled in previous equations.
From equations (5.21), (5.22) and (5.23) we could see that we have to choose Jµext in
the following way.
J
µ
ext = s˜1u
µ(u.D)Θ2 + s˜2V
µ(D.V ) + v˜1D
µΘ2 + v˜2(σ
µαDνσ
ν
α) + v˜3u
µ(u.D)V 2
+ t˜1u
µ(u.D)σ2 + t˜2
[
DµV 2
2
+ (V.D)V µ
]
.
(5.24)
The divergence of Jµext will generate the required I
2
2 type of terms but along with that it
will also generate terms of the form
(first order dissipative data)× (3rd order dissipative I3 type data)
where following the notation of [10], I3 type data denotes a third order term where all the
three derivatives act on a single fluid variable. These are again terms which can locally
violate the entropy production for some very specific fluid profile and following the similar
logic as mentioned above we need to add corrections to the entropy current so that I23
type of terms are generated. Thus it might seem that we shall enter an infinite recursion
loop if this is our method to construct one example of entropy current with non negative
divergence.
However here we are interested upto a given order in derivative expansion (2nd order
for the entropy current and 3rd order for the divergence). Though in Jµext we analysed
some third order pieces of the entropy current, its only purpose was to ensure that even
in the rare cases where a particular first order data locally at some point in space-time is
equal in magnitude to some second order data, the local entropy production is still valid.
Similarly I23 terms would be required if we further want the divergence to be positive when
some very particular first order order data is locally as small as some third order data. But
since in our calculation we are anyway insensitive to corrections as small as third order in
derivative expansion, we could safely truncate this procedure once we have generated I22
type of terms.
So finally the full entropy current is as follows.
Jµ = Jµcan + S
µ + Jµext +O
(
∂3
)
(5.25)
where Jµcan, Sµ and J
µ
ext are defined in equations (5.1), (5.10) and (5.24) respectively. The
divergence of each of the three terms in the entropy current is already calculated in the
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previous subsection. Combining these results we get the following final answer.
DµJ
µ =
[
χ(Dν) +
α
T 2
(DT )− β
T
]
Θ2 +
(
κ+
Qh
E + P
)
V 2 − η
T
σ2
+
2∑
i=1
s′iΘSi +
3∑
i=1
viVµVµi +
2∑
i=1
t′iσµνT µνi
+
2∑
i=1
s˜iS
2
i +
3∑
i=1
v˜iV2i +
2∑
i=1
t˜iT 2i +∆′diss−product +O
(
∂4
)
=
[
χ(Dν) +
α
T 2
(DT )− β
T
−
2∑
i=1
s′2i
4s˜i
]
Θ2 +
(
κ+
Qh
E + P
−
3∑
i=1
v2i
4v˜i
)
V 2
−
[
η
T
+
2∑
i=1
t′2i
4˜ti
]
σ2
+
2∑
i=1
s˜i
[
Si − s
′
i
2s˜i
Θ
]2
+
3∑
i=1
v˜i
[
Vµi −
vi
2v˜i
V µ
]2
+
2∑
i=1
t˜′i
[
T µνi −
ti
2˜t′i
σµν
]2
+∆′diss−product +O
(
∂4
)
.
(5.26)
Here we have absorbed the last two lines of equation (5.18) in the redefinition of the
coefficients si to s
′
i, ti to t
′
i and ∆diss−product to ∆
′
diss−product.
s′i = si +
8K
3
δ(i,1), t
′
i = ti − 4Kδ(i,1)
∆′diss−product = ∆diss−product+Kσ
2Θ−
[
4K
3
−KT (DT )2−Kc(Dν)2 −KcT (Dν)(DT )
]
Θ3 .
As we have argued before that ∆′diss−product is not important from the point of view of
positivity of the divergence. The rest will be positive definite provided
s˜i > 0, v˜i > 0, t˜i > 0 (5.27)
and also [
χ(Dν) +
α
T 2
(DT )− β
T
−
2∑
i=1
s′i
2
4s˜i
]
> 0
[
κ+
Qh
E + P
−
3∑
i=1
v2i
4v˜i
]
> 0
[
η
T
+
2∑
i=1
t′i
2
4˜ti
]
< 0 .
(5.28)
But s˜i, v˜i and t˜i are arbitrary coefficients in the entropy current which we could choose to
be anything. The only physical content of the above constraints (5.27) and (5.28) are the
inequalities to be satisfied by the first order transport coefficients which we have already
obtained in the first order analysis as given in equation (5.20).
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Hence we see that for parity even charged fluid, if the stress tensor and the current are
compatible with the existence partition function and the first order dissipative transport
coefficients satisfy appropriate inequalities, then we can construct an entropy current with
non-negative divergence everywhere upto second order in derivative expansion. In [11] this
has been argued abstractly to all orders. Here we explicitly see how the argument goes
through for a complicated example.
6 The ambiguities
In the previous sections we have constructed one example of entropy current whose diver-
gence would be positive definite (upto third order in derivative expansion) on any solution
of the most general fluid equations. However, as we have mentioned before, this construc-
tion is not unique. In this section we shall try to parametrize the non-uniqueness of our
construction. We shall try to see what other terms we could add to the entropy current
without affecting the property that its divergence is positive-definite.
Our entropy current has three parts. The first part is the canonical piece of the entropy
current Jµcan. This is completely fixed in terms of the stress tensor and current and there
is no ambiguity involved here.
The next part is Sµ, which has been determined from the total derivative pieces gen-
erated under a variation of the equilibrium partition function. Here we could have several
other choices. Firstly the partition function is itself defined only upto total derivatives.
Secondly while writing a covariant version of Sµ from Sˆµ (see section 5 for notations) we
could always add terms that are of order O (∂20), when evaluated on {uˆµ, Tˆ , νˆ}. These are
the ambiguities that are there within the algorithm itself as spelt out in section 2. But
even after fixing these choices somehow at the level of algorithm , there is still some room
for further modification of Sµ. In many cases, there exist terms whose divergence vanish
identically and clearly addition of such terms to the entropy current is not going to affect
the condition of local entropy production.
The last part of the entropy current is Jµext, but this is higher order in derivative
expansion, constructed just to show that the divergence of Jµcan+Sµ could be written as a
sum of squares. Our analysis is in no sense complete if we are going to consider the third
order terms as well in full generality. Hence in Jµext a lot many terms could be added, but
we are not concerned about them in our present analysis.
Here we shall strictly restrict ourselves to 2nd order in derivative expansion and shall
try to parametrize the ambiguity in the entropy current constructed upto this order.
6.1 Addition of terms with zero divergence
Now we shall construct the terms whose divergence vanish identically. It is clear that
any such has to be of the form (DνKµν) where Kµν is an antisymmetric tensor. Since
we are interested in 2nd order in derivative expansion, in our case Kµν has to be of first
order. So here we need to count and parametrize all such antisymmetric tensors at first
order in derivative expansion. Now there are two ways we can construct them. One is by
antisymmetrizing a direct product of a first order vector and uµ. From table 1 we have three
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on-shell independent first order vector, {DµT, Dµν, Vµ}. So this way we could construct
three antisymmetric tensor. The second way is to antisymmetrize Dµ operator with some
zeroth order vector ( uµ and Aµ). So finally there exist 5 independent constructions for
Kµν . These are as follows.
[uµDνT − uνDµT ] , [uµDνν − uνDµν] , [uµV ν − uνV µ] , F¯µν , ωµν .
Therefore we shall have a 5 parameter ambiguity at this stage.
S
µ
zero−divergence = Dν
[
a1(u
µDνT−uνDµT )+a2(uµDνν−uνDµν)+a3ωµν+a4F¯µν
+ a5(u
µV ν − uνV µ)
]
.
(6.1)
6.2 Ambiguity in the partition function
As we have mentioned that the partition function is only defined upto total derivative terms.
But since it is these total derivative terms in the partition function that are required to
construct the entropy current, two equivalent partition functions differing only by total
derivative pieces will have two different structures for Sµ. But the difference must not
have any impact on the constraints imposed by condition of local entropy production. In
this section we shall see that in the case of charged fluid at second order in derivative
expansion the difference between two such Sµ s can always be recast in a form so that its
divergence vanish identically. These are exactly the terms we have already described in the
previous subsection. See [4] for a general argument.
The total derivative terms that we could have added to the partition function (as given
in equation (3.2)) are the following.
Wtotal derivative=
∫ √
g
[
∇i
(
M1∇iTˆ
)
+∇i
(
M2∇iνˆ
)
+∇i
(
M3aj fˆ
ij
)
+∇i
(
M4ajFˆ
ij
)]
. (6.2)
Where M1, M2, M3 and M4 are some arbitrary functions of Tˆ and νˆ. Using the same pre-
scription as described in section 2 we could determine the components of
(
Sˆ
µ
total derivative
)
from the partition function.
Sˆ0total derivative = e
−σ∇i
[(
M1∇iTˆ
)
+
(
M2∇iνˆ
)
+
(
M3aj fˆ
ij
)
+
(
M4ajFˆ
ij
)]
Sˆitotal derivative = ∂0
[
M1
(∇iTˆ )+M2 (∇iνˆ)+M3aj fˆ ij +M4ajFˆ ij] . (6.3)
We have to covariantize
(
Sˆ
µ
total derivative
)
, that is, we have find a covariant current(
S
µ
total derivative
)
such that when evaluated on
{
uˆµ, Tˆ , νˆ
}
it reduces to
(
Sˆ
µ
total derivative
)
.
Now by explicit evaluation we see that the first four terms of Sµzero−divergence reduces
to
(
Sˆ
µ
total derivative
)
. So we could construct
(
S
µ
total−derivative
)
simply by replacing ai →Mi,
i = {1, 2, 3, 4} and a5 → 0.
S
µ
total derivative=Dν
[
M1(u
µDνT−uνDµT )+M2(uµDνν−uνDµν)+M3ωµν+M4F¯µν
]
. (6.4)
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This is in accordance with the general argument presented in [4]. We could clearly see
that any total derivative term in the partition function can be absorbed as terms with zero
divergence in the entropy current. Therefore the ambiguities in the partition function does
not introduce any new structure in the entropy current once all the divergence free vectors
are taken care of at any given order in derivative expansion.
6.3 Ambiguity in covariantizing Sˆµ
We have determined Sˆµ from the total derivative piece of the partition function and then
we have followed some replacement rule as given in (5.9) to determine the covariant Sµ.
But this is a tricky short cut to get the covariant current. We always have the freedom to
add terms to Sµ that either vanish or evaluate to terms of order O (∂20) on {uˆµ, Tˆ , νˆ}. In
this subsection we would like to parametrize all such different choices that were possible
at the level of covariantization of Sˆµ.
We shall start by some counting. At any order the most general entropy current has
to have the following form
Sµ = (scalar) uµ + (vector)µ .
Now from table 2 and table 3 there are 16 scalars and 17 vectors for parity even charged
fluid at second order in derivative expansion. So to begin with the most general entropy
current at second order could have 33 terms. Among them 7 are already determined from
the partition function and 5 more can be rewritten as terms with zero divergence (see
equations (5.10) and (6.1)). So we still could add 21 independent terms. Among these 21,
only those are allowed which evaluate to O (∂20) on {uˆµ, Tˆ , νˆ}. Clearly we have to look
for the dissipative data in table 4. It turns out that among these dissipative data only 6
satisfy the above criteria. So we have 6 choices at this stage.
S
µ
B =
[
b1σ
2 + b2V
2 + b3Θ
2
]
uµ + b4σ
µνVν + b5ΘV
µ + b6(u.D)Θu
µ . (6.5)
So in our case, even after using the algorithm as explained in section 2, we would have an
11-parameter choice or ambiguity in determining Sµ. We have already seen that the first
5 parameters {ai}, do not have any impact on the condition of local entropy production
since their divergence vanishes identically. Now we shall analyse the impact of the last 6
such parameters as given in SµB. We have compute the divergence of S
µ
B. First we shall
compute the divergence of the first 5 terms in equation (6.5).
Dµ
[
b1σ
2uµ
]
= σ2(u.D)b1 + b1
[
σ2Θ+ 2σµν(u.D)σ
µν
]
Dµ
[
b2V
2uµ
]
= V 2(u.D)b2 + b2
[
V 2Θ+ 2Vµ(u.D)V
µ
]
Dµ
[
b3Θ
2uµ
]
= Θ2(u.D)b3 + b3
[
Θ3 + 2Θ(u.D)Θ
]
Dµ [b4σ
µνVν ] = σ
µνVνDµb4 + b4 [VνDµσ
µν + σµνDµVν ]
Dµ [b5ΘV
µ] = Θ(V.D)b5 + b5 [Θ(DµV
µ) + V µDµΘ] .
(6.6)
From equation (6.6) it is clear that addition of these five terms will simply shift the coef-
ficients si, vi and ti as defined in equation (5.6) and (5.7). Hence addition of these new
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terms to the entropy current (or rather this ambiguity in the prescription to determine
the entropy current from the partition function) will not have any impact on the physical
constraints on the transport coefficients. Now we shall analyse the sixth term in SµB.
Dµ[b6u
µ(u.D)Θ] = [(u.D)Θ][(u.D)b6] +
b6
2
(u.D)Θ2 + b6(u.D) [(u.D)Θ] . (6.7)
In equation (6.7) the last term could potentially violate the positivity of the divergence.
Hence we have to set b6 to zero. But we should emphasize that the algorithm we have
used to determine Sµ, could not fix this b6 coefficient. Once we have determined S
µ, we
have to compute its divergence explicitly. If our choice of Sµ turns out to be such that its
divergence generates a term of the form (u.D) [(u.D)Θ] (as it appears in equation (6.7))
we have to add a term of the form uµ(u.D)Θ with appropriate coefficient to cancel it.
This addition would appear as a term in Jµext. However we did not require such an
addition for the particular choice of Sµ we had used in this note (see equation (5.10)
and (5.11), (5.12), (5.13), (5.14), (5.15), (5.16) and (5.17)).
So finally we have a 10 parameter-ambiguity in the final form of the entropy current,
that is, if we have one example of entropy current for charged fluid at second order in
derivative expansion, we could add 10 more terms to it without affecting the property that
its divergence is always non-negative.
7 Conclusions
In this note we have constructed the entropy current for parity even charged fluid at second
order in derivative expansion. We assumed that the entropy current should be such that
its divergence is always positive definite on any solution of fluid equations. Secondly in
equilibrium, the integration of the zero component of this current on any space-like slice
should reduce to the total entropy of the system. We have used the algorithm described
in [11] to construct one example of the entropy current and then we have analysed the
ambiguity that is there in the algorithm. Finally we arrived at the most general form of
the entropy current at second order in derivative expansion such that its divergence is non
negative for every fluid flow consistent with the conservation equations. It has 17 free
coefficients that are arbitrary functions of temperature and chemical potentials. 7 of them
are generated from the equilibrium partition function and therefore impose constraints on
the transport coefficients. Rest 10 are in the form of ‘ambiguity’ and therefore does not
give any constraints on the constitutive relations.
In some sense these 10 coefficients are not physical in our analysis since we do not
know how to measure them in any physical experiment. These are terms that are non-zero
only in a time dependent solution and 5 of them contribute to the local production of
entropy. In our analysis these coefficients are completely free. It is an interesting question
to explore whether these coefficients also satisfy some equations among themselves or with
other transport coefficients. We know that these coefficients contribute in the production
of entropy in non-equilibrium flow. For any non equilibrium fluid profile that connects two
particular equilibrium we could compute the total production of entropy independently in
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two different ways. One is using the partition functions at the two ends and the second is
integrating the entropy production over the profile. The constraint that the final answer
derived using two different methods should match, might give some new non-local equations
on the coefficients so far not determined from our local analysis.
As we have mentioned before that here our purpose is just to show how the algorithm
presented in [11] works for the complicated example of parity even charged fluid at second
order. Also we implicitly determined the constraints on the transport coefficients to be
imposed at this order. We call it implicit because we have not fixed the fluid frame to any
standard one. Only restriction on our frame is that the velocity, temperature and chemical
potential reduce to
{
uˆµ, Tˆ , νˆ
}
in equilibrium. Because of this, the results presented here
cannot be directly compared with the other computations of the constitutive relations,
for example the holographic one done in [12, 14]. It would be a straightforward exercise
to fix a fluid frame and recast the constraints on the transport coefficients in standard
language. We leave that for future work. Other obvious extensions would be to complete
the analysis for parity odd sectors, for multiple abelian and non-abelian charges and to
other dimensions.
Finally it would be interesting to see whether or how this formalism could be extended
to the case of gravity. For example, we know that in Einstein gravity the horizon area of
a black-hole (or black-brane) plays the role of entropy and it increases in time evolution
as expected from the second law of thermodynamics. When we add higher derivative
corrections to gravity, the horizon area is replaced by ‘Wald entropy’ which is known to
satisfy the first law of thermodynamics [17]. However we do not know whether it satisfies
the second law as well except in few special cases [18, 19]. Now intuitively this situation
is very similar to what we study in fluid dynamics. The higher derivative corrections to
Einstein equations (or in other words the α′ corrections) are in some sense analogous to
the higher derivative corrections to constitutive relations. Wald entropy is the equilibrium
value of the entropy. If this formalism could be applied here, then we should expect to
find an extension of Wald entropy that vanishes in equilibrium, but its time derivative is
positive on every solution of the corrected equations of gravity.
The fluid-gravity duality in the context of higher derivative gravity theory along with
the entropy current derived from the equilibrium partition function of the dual fluid system
also might be useful in this respect. Once we know the appropriate entropy current for the
dual fluid we might attempt to pull it back to the horizon [19–21]. This could help us con-
structing an out-of-equilibrium extension of Wald entropy that will satisfy the second law.
A Divergence of Sµ
Here we shall derive the equations (5.11) to (5.17). As mentioned before, we shall not use
any equation of motion for this derivation. This is essentially a rewriting for the expression
of divergence in some convenient basis of off-shell independent fluid data. For example,
whenever we shall see a term of the form a term of the form Dµuν , we shall decompose it
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in terms of σµν , ωµν , Θ and aµ.
Dµuν = σµν + ωµν +
Θ
3
Pµν − uµaν . (A.1)
But equation (A.1) is an identity and true for any uµ as long as it is normalized to (−1).
A.1 Divergence of the first term in Sµ
These are the steps required to derive equation (5.11).
DµS
µ
(1) = Dµ [KT {(DνT )(DνT )uµ − 2(DµT )(u.∂T )}]
= (u.∂KT )(DνT )(D
νT ) + ΘKT (DνT )(D
νT )
+ 2KT (DνT )(u.∂)(D
νT )− 2Dµ [KT (DµT )(u.∂T )]
= (u.∂KT )(DνT )(D
νT ) + ΘKT (DνT )(D
νT )
− 2Dν(KTDνT )(u.∂T )− 2KTDµTDνT (Dµuν)
= (u.∂KT )(DνT )(D
νT ) + ΘKT (DνT )(D
νT )− 2Dν(KTDνT )(u.∂T )
− 2KT
3
ΘPµν (D
µTDνT )− 2KT (DµTDνT )σµν + 2KT aµDµT (u.∂T )
= (u.∂T )
(
∂KT
∂T
(DνT )(D
νT )− 2Dν(KTDνT ) + 2KT aµDµT
)
+ΘKT
[
−(u.∂T )2 + 1
3
Pµν (D
µTDνT )
]
+ (u.∂ν)
[
∂KT
∂ν
(DνT )(D
νT )
]
− 2KT (DµTDνT )σµν .
(A.2)
A.2 Divergence of the second term in Sµ
These are the steps required to derive equation (5.12).
DµS
µ
(2) = Dµ [{(Dνν)(Dνν)uµ − 2(Dµν)(u.∂ν)}]
= (u.∂Kc)(Dνν)(D
νν) + ΘKc(Dαν)(D
αν)
+ 2Kc(Dνν)(u.∂)(D
νν)− 2Dµ [Kc(Dµν)(u.∂ν)]
= (u.∂Kc)(Dνν)(D
νν) + ΘKc(Dνν)(D
νν)
− 2Dν(KcDνν)(u.∂ν)− 2KcDµνDνν(Dµuν)
= (u.∂Kc)(Dνν)(D
νν) + ΘKc(Dνν)(D
νν)− 2Dν(KcDνν)(u.∂ν)
− 2Kc
3
ΘPµν (D
µνDνν)− 2Kc (DµνDνν)σµν + 2KcaµDµν(u.∂ν)
= (u.∂ν)
(
∂Kc
∂ν
(Dνν)(D
νν)− 2Dν(KcDνν) + 2KcaµDµν
)
+ΘKc
[
−(u.∂ν)2 + 1
3
Pµν (D
µνDνν)
]
+ (u.∂T )
[
∂Kc
∂T
(Dνν)(D
νν)
]
− 2Kc (DµνDνν)σµν .
(A.3)
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A.3 Divergence of the third term in Sµ
These are the steps required to derive equation (5.13).
DµS
µ
(3) = Dµ {KcT [(Dνν)(DνT )uµ − (Dµν)(u.∂ν)− (Dµν)(u.∂T )]}
= (DT )(Dν)(u.D)KcT +KcT (DT )(Dν)Θ +KcT (u.D) [(DT )(Dν)]
−Dµ [KcT (Dµν)(u.∂ν) +KcT (Dµν)(u.∂T )]
= (DT )(Dν)(u.D)KcT +KcT (DT )(Dν)Θ +KcT (DνT )(u.D) [D
νν]
+KcT (Dνν)(u.D) [D
νT ]−Dµ [KcT (Dµν)(u.∂ν) +KcT (Dµν)(u.∂T )]
= (u.∂ν)
(
∂KcT
∂ν
(Dνν)(D
νT )−Dν(KcTDνT ) +KcT aµDµT
)
+ (u.∂T )
[
∂KcT
∂T
(Dνν)(D
νT )−Dν(KcTDνν) +KcT aµDµν
]
+ΘKcT
[
−(u.∂ν)(u.∂T ) + 1
3
Pµν (D
µνDνT )
]
− 2KcT
(
D〈µνDν〉T
)
σµν .
(A.4)
A.4 Divergence of the fourth term in Sµ
These are the steps required to derive equation (5.14).
Dµ
(
T 2Kfω
2uµ
)
= T 2ω2(u.∂Kf )+Kf
[
2Tω2(u.∂T ) + T 2ω2Θ+ 2T 2ωab(u.D)ωab
]
. (A.5)
Now we shall simplify the last term in the square bracket in equation (A.5).
2KfT
2ωab(u.D)ωab
= T 2Kfωabfcd(u.D)
[
P ac P
b
d
]
+ T 2Kfω
ab(u.D)fab
= −2T 2KfωabucDafbc
= 2T 2Kfω
abDaab + 2T
2Kfω
abfbc(Dau
c)
= 2T 2Kfω
abDa
(
hb −
P cbDcT
T
)
+ 2T 2Kfω
abfbc(Dau
c)
= 2T 2Kfω
abDahb − 2TKfω2(u.∂T ) + 4T 2Kfωabωbc(Dauc)
= 2Da
(
T 2Kfω
abhb
)
− 2Da
(
T 2Kfω
ab
)
hb − 2TKfω2(u.∂T )
+ 4T 2Kfω
abωbc
(
σca + P
c
a
Θ
3
)
.
(A.6)
Where fab = Daub − Dbua. To go from 2nd line to 3rd line we have used the following
identities.
ωabP
b
d (u.D)P
a
c = ωabaaab = 0
Dafbc +Dbfca +Dcfab = 0 .
(A.7)
Adding equation (A.5) and (A.6) and multiplying both sides by an overall factor of 4,
we arrive at equation (5.14).
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A.5 Divergence of the fifth term in Sµ
These are the steps required to derive equation (5.15).
Dµ
(
−2TKFfHabωabuµ
)
= Dµ
(
−TKFfHab fabuµ
)
= −TKFfΘHabfab −Habfab(u.D)(KFfT )− TKFfHab(u.D)fab
− TKFf
[
fab(u.D)Hab
]
.
(A.8)
Now we shall simplify the third and the fourth term separately.
− TKFf
[
fab(u.D)Hab
]
= KFf
[
− T fab(Fαβ + Tνfαβ)(u.D)
(
Pαa P
β
b
)
− 2Tωαβ(u.D)(Fαβ + Tνfαβ)
]
= KFf
[
2Taaf
abEb − 2Tωαβ(u.D)(Fαβ + Tνfαβ)
]
= KFf
[
4Taaω
abEb − 4Tω2(u.∂)(Tν)− 2Tωαβ(u.D)Fαβ − 2T 2νωαβ(u.D)fαβ
]
= KFf
[
4Taaω
abEb − 4Tω2(u.∂)(Tν)− 2Tωαβ(u.D)Fαβ − 2T 2νωαβ(u.D)fαβ
]
= KFf
[
4Taaω
abEb − 4Tω2(u.∂)(Tν) + 4TωabucDaFbc + 4T 2νωabucDafbc
]
= KFf
[
4Taaω
abEb − 4Tω2(u.∂)(Tν)− 4TωabHbc(Dauc)
+ 4TωabDaEb − 4T 2νωabDaab
]
= KFf
[
4T 2
(
ha−P
c
aDcT
T
)
ωab(Vb+Dbν)−4Tω2(u.T )(Tν)−4TωabHbc(Dauc)
+ 4TωabDa[T (Vb + P
c
bDcν)]− 4T 2νωabDa
(
hb −
P cbDcT
T
)]
= KFf
[
4T 2haVbω
ab − 4TωabHbc(Dauc) + 4T 2ωabDa(Vb − νhb)
]
= KFf
[
4T 2haVbω
ab − 4TωabHbc(Dauc)
]
− 4Da
[
T 2KFfω
ab
]
(Vb − νhb)
+Da
[
4T 2KFfω
ab(Vb − νhb)
]
.
(A.9)
In the 6th line we have used the Bianchi identities for both Fab and fab
DaFbc +DbFca +DcFab = 0
Dafbc +Dbfca +Dcfab = 0 .
(A.10)
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For the fourth term also we can use the similar tricks.
− TKFf
[
Hab(u.D)fab
]
= 2TKFfH
abucDafbc
= KFf
[
−2THabDaab − 4THabωbc(Dauc)
]
= KFf
[
−2THabDa
(
hb −
P cbDcT
T
)
− 4THabωbc(Dauc)
]
= KFf
[(
Habfab
)
(u.∂T )− 4THabωbc(Dauc)
]
+ 2Da
[
TKFfH
ab
]
hb
− 2Da
[
TKFfH
abhb
]
.
(A.11)
Here we have used the following notations
Fµν = DµAν −DνAµ, fµν = Dµuν −Dνuµ
F¯µν = P
µαP νβFαβ , f¯µν = 2ωµν = P
µαP νβfαβ
Eµ = Fµνu
ν , aµ = u
νfνµ
Hµν = F¯µν + 2Tνωµν .
(A.12)
Combining equations (A.8), (A.9) and (A.11) we could arrive at equation (5.15).
A.6 Divergence of the sixth term in Sµ
These are the steps required to derive equation (5.16).
Dµ
(
KFH
2uµ
)
= KF
[
H2Θ+ 2Hab(u.D)Hab
]
+H2(u.∂KF )
= KF
[
H2Θ+ 2Hab [Fpq+Tνfpq] (u.D)
(
P paP
q
b
)
+4ωabH
ab(u.∂)(Tν)
+ 2Hab(u.D)Fab + 2TνH
ab(u.D)fab
]
+H2(u.∂KF )
= KF
[
H2Θ−4EbaaHab+4ωabHab(u.∂)(Tν)−4HabucDaFbc−4TνHabucDafbc
]
+H2(u.∂KF )
= KF
[
H2Θ−4EbaaHab+4ωabHab(u.∂)(Tν)+4HabHbc(Dauc)
− 4Hab(DaEb) + 4TνHab(Daab)
]
+H2(u.∂KF )
= KF
{
− Θ
3
H2+4σacHabH
bc−4(Vb+Dbν) (Tha−DaT )Hab+4ωabHab(u.∂)(Tν)
− 4HabDa [T (Vb + P cbDcν)] + 4TνHabDa
[
hb +
P cbDcT
T
]}
+H2(u.∂KF )
= H2(u.∂KF )− KFΘ
3
H2 + 4KFσ
a
cHabH
bc + (Vb − νhb)Da
[
4TKFH
ab
]
− 4TKFVbhaHab−Da
[
4TKF (Vb − νhb)Hab
]
. (A.13)
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A.7 Analysis of the seventh term in Sµ
The analysis of the seventh term in the partition function is a bit more complicated. So
we are giving more details in subsection. Taking the variation of of the partition function
with respect to the metric we get the following.
δ[K
√
gR]
= δ
[
K
√
ggij
]
Rij +
√
gKgijδRij
= δ
[
K
√
ggij
]
Rij +
√
gKgij
(
∇kδΓkij −∇jδΓkik
)
= δ
[
K
√
ggij
]
Rij +
√
gK∇i
(
gjkδΓijk − gijδΓkjk
)
= δ
[
K
√
ggij
]
Rij −√g
[
δΓijkg
jk − gijδΓkjk
]
(∇iK) +√g∇i
[
K
(
gjkδΓijk − gijδΓkjk
)]
= δ
[
K
√
ggij
]
Rij −√g
[
∇iδgkk −∇jδgij
]
(∇iK) +√g∇i
[
K
(
∇iδgkk −∇jδgij
)]
= δ
[
K
√
ggij
]
Rij +
√
g
(∇2K) δgkk −√g(∇k∇iK)δgik
−√g∇i
[(∇iK) δgkk − (∇kK)δgki]+√g∇i [K (∇iδgkk −∇kδgik)] . (A.14)
In the third line and the sixth line we have used the following formula for the variation of
the Ricci tensor and the Christoffel symbols.
δRij = δR
k
ikj = ∇kδΓkij −∇jδΓkik
δΓijk = −
1
2
(∇jδgik +∇kδgij −∇iδgjk)
⇒
(
gjkδΓijk − gijδΓkjk
)
= ∇iδgkk −∇jδgij .
(A.15)
From the total derivative piece we can read off the time and the space component of Sˆµ
Sˆ0(7) = KRe
−σ
Sˆi(7) = e
−σ
[(∇iK) δgkk − (∇kK)δgki −K (∇iδgkk −∇kδgik)]
= e−σ
[
(∇jK)
(
gijδgkk − δgij
)
−K∇j
(
gijδgkk − δgij
)]
.
(A.16)
We shall use the following substitution.
δgij → −2eσ
(
σµν + Pµν
Θ
3
)
, gijδg
ij = δgkk → −2eσΘ
e−σ
(
gijδgkk − δgij
)
→
(
σµν − 2
3
PµνΘ
)
R→ R˜+ uµuνR˜µν − 3ω2, ∇i → Dµ .
(A.17)
Using the substitution as given in (A.17) we shall write a covariant version for the correction
to the entropy current generated by this term.
S
µ
(7) = K
(
R˜+ 2uaubR˜ab − 3ω2
)
uµ − 2KDν
(
σµν − 2
3
PµνΘ
)
+ 2(DµK)
(
σµν − 2
3
PµνΘ
)
.
(A.18)
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By explicit evaluation on
{
uˆµ, Tˆ , νˆ
}
and the background as given in equation (3.1) we could
check that Sµ(7) reduces to Sˆ
µ
(7) upto order O(∂0).
For the convenience of computation we shall rewrite equation (A.18) in a different form
using the following identities.
PανR˜µνu
µ − PανDµσµν + σµαaµ − PανDµωνµ + aµωµα + 2
3
PανDνΘ = 0
KPµν Dαω
να −Dα(Kωµα) + (DαK)ωαµ −Kω2uµ = 0 .
(A.19)
The steps are as follows
Correction to the entropy current = Sµ(7)
= K
(
R˜+2uaubR˜ab−3ω2
)
uµ−2KDν
(
σµν− 2
3
PµνΘ
)
+2(DµK)
(
σµν− 2
3
PµνΘ
)
= K
(
R˜+2uaubR˜ab−3ω2
)
uµ−2KPµαDν
(
σαν− 2
3
PανΘ
)
−2K
(
σ2− 2Θ
2
3
)
uµ
+ 2(DµK)
(
σµν − 2
3
PµνΘ
)
= K
(
R˜+ 2uaubR˜ab − 3ω2
)
uµ − 2KPµαDνσαν +
4K
3
PαµDαΘ+
4K
3
ΘDν(P
µν)
− 2K
(
σ2 − 2Θ
2
3
)
uµ + 2(DµK)
(
σµν − 2
3
PµνΘ
)
= 2K
(
R˜
2
Gµν − R˜µν
)
uν − 3Kω2uµ + 2KPµν Dαωνα − 2Kaαωαµ
+ 2(DνK −Kaν)
(
σµν − 2P
µν
3
Θ
)
− 2K
(
σ2 − 2Θ
2
3
)
uµ
= 2K
(
R˜
2
Gµν − R˜µν
)
uν −Kω2uµ + 2 (∇νK −Kaν)
(
σµν − ωµν + 2Θ
3
Pµν
)
− 2K
(
σ2 − 2Θ
2
3
)
uµ . (A.20)
From third line to fourth line we have used the first identity and in the final step we
have used the second identity as given in equation (A.19). Now we shall compute the the
divergence of the above four terms separately.
The divergence of the first term:
Dµ
[
2K
(
R˜
2
Gµν − R˜µν
)
uν
]
= KR˜Θ+ R˜(u.DK)− 2RµνDµ(Kuν)
= KR˜Θ+
(
R˜+2R˜abu
aub
)
(u.DK)− 2Pµα R˜ανuνDµK − 2KR˜µν
(
σµν+Pµν
Θ
3
− uµaν
)
=
K
3
(
R˜− 2R˜abuaub
)
Θ+
(
R˜+ 2R˜abu
aub
)
(u.DK)− 2KR˜µνσµν
− 2Pµα R˜ανuν(DµK −Kaµ) . (A.21)
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The divergence of the second term:
Dµ
(−Kω2uµ)
= −ω2(u.DK)−Kω2Θ− 2Kωab(u.D)ωab
= −ω2(u.DK)−Kω2Θ− 2KωabuµDaDµub − 2Kωabuµ[dµ, da]ub
= −ω2(u.DK)−Kω2Θ− 2KωabDaab + 2Kωab(Dauµ)(Dµub)
= −ω2(u.DK) + K
3
ω2Θ− 2KωabDaab + 4Kωµαωνασνµ .
(A.22)
The divergence of the third term:
2Dµ
[
(DνK −Kaν)
(
σµν − ωµν − 2Θ
3
Pµν
)]
= 2Dµ [(DνK −Kaν)]
(
σµν − ωµν − 2Θ
3
Pµν
)
+ 2 (DνK −Kaν)Dµ
[(
σµν − ωµν − 2Θ
3
Pµν
)]
= 2Dµ [(DνK −Kaν)]
(
σµν − ωµν − 2Θ
3
Pµν
)
+ 2 (DαK −Kaα)
(
Pαν Dµσ
νµ + Pαν Dµω
νµ − 2
3
PαµDµΘ
)
+ 2(u.DK)σ2 − 2(u.DK)ω2 − 4
3
(u.DK)Θ2 − 4
3
(a.DK)Θ +
4K
3
a2Θ
= 2Dµ [(DνK−Kaν)]
(
σµν−ωµν− 2Θ
3
Pµν
)
+2 (DαK−Kaα)
[
Pαν R˜
ν
µu
µ+aµ(σ
µα+ωµα)
]
+ 2(u.DK)σ2 − 2(u.DK)ω2 − 4
3
(u.DK)Θ2 − 4
3
(a.DK)Θ +
4K
3
a2Θ . (A.23)
In the last line we have again used the first identity in equation (A.19).
The divergence of the fourth term:
Dµ
[
−2K
(
σ2 − 2Θ
2
3
)
uµ
]
= −2
(
σ2 − 2Θ
2
3
)
(u.DK +KΘ)− 4Kσµν(u.D)σµν + 8K
3
Θ(u.D)Θ .
(A.24)
Adding equations (A.21), (A.22), (A.23) and (A.24) we arrive at the expression of diver-
gence as given in equation (5.17).
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B Derivation for the coefficients si, vi and ti
In this section we shall present the explicit expressions for the coefficients that appear in
the divergence of Jµcan (see equation (5.6) and (5.7) for the definition of these coefficients).
s1 = −
[
T 2χ1(Dν) + α1(DT ) + Tβ1
T 2
]
−
[
χ
(
∂ν
∂s
)
+
α
T 2
(
∂T
∂s
)](
νχ− α
T
)
+ χ
[
χ
(
∂ν
∂Q
)
+
α
T 2
(
∂T
∂Q
)]
s2 = −
[
T 2χ2(Dν) + α2(DT ) + Tβ2
T 2
]
−
[
χ
(
∂ν
∂s
)
+
α
T 2
(
∂T
∂s
)](
νκ− h
T
)
+ κ
[
χ
(
∂ν
∂Q
)
+
α
T 2
(
∂T
∂Q
)]
(B.1)
v1 =
(
κ1 − Qh1
E + P
)
+
hβ
E + P
, v2 =
(
κ3 − Qh3
E + P
)
+
hη
E + P
v3 =
(
κ2 − Qh2
E + P
)
+
h2
E + P
t1 = −τ1
T
, t2 = −τ2
T
(B.2)
s3 = −
[
T 2χ3(Dν) + α3(DT ) + Tβ3
T 2
]
+
[
χ
(
∂ν
∂Q
)
+
α
T 2
(
∂T
∂Q
)]
(χ−Dχ)
−
[
χ
(
∂ν
∂s
)
+
α
T 2
(
∂T
∂s
)][
ν(χ−Dχ)− (α−Dα+ β)
T
]
s4 =
(
∂ν
∂s
)
χη
T
+
(
∂T
∂s
)
αη
T 3
−
[
T 2χ4(Dν) + α4(DT ) + Tβ4
T 2
]
− τ3
T
s5 = −
[
χ
(
∂ν
∂s
)
+
α
T 2
(
∂T
∂s
)](
κ− Qh
E + P
)
−
[
T 2χ5(Dν) + α5(DT ) + Tβ5
T 2
]
+
(
κ4 − Qh4
E + P
)
−
(
hT
E + P
)[
χ− Q(α+ β)
E + P
+
3Dh− 4h
3T
]
(B.3)
s6 = −
[
χ
(
∂ν
∂s
)
+
α
T 2
(
∂T
∂s
)]
∂
∂T
(νh− κT )−
[
T 2χ6(Dν) + α6(DT ) + Tβ6
T 2
]
+
(
κ9 − Qh9
E + P
)
−
(
h
E + P
)[
α+ β
T
− ∂β
∂T
]
+
[
χ
(
∂ν
∂Q
)
+
α
T 2
(
∂T
∂Q
)](
∂κ
∂T
)
s7 =
[
χ
(
∂ν
∂s
)
+
α
T 2
(
∂T
∂s
)]
∂
∂ν
(νh− κT )−
[
T 2χ7(Dν) + α7(DT ) + Tβ7
T 2
]
+
(
κ8 − Qh8
E + P
)
−
(
h
E + P
)[
Tχ− ∂β
∂ν
]
+
[
χ
(
∂ν
∂Q
)
+
α
T 2
(
∂T
∂Q
)](
∂κ
∂ν
)
t4 = −τ4
T
+
(
κ5 − Qh5
E + P
)
+
(
h2
E + P
)
t5 = −τ5
T
+
(
κ6 − Qh6
E + P
)
+
(
h
E + P
)(
∂η
∂T
)
t6 = −τ6
T
+
(
κ7 − Qh7
E + P
)
+
(
h
E + P
)(
∂η
∂ν
)
t7 = −τ7
T
, t8 = −τ8
T
, t9 = −τ9
T
. (B.4)
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In deriving equations (B.1), (B.2), (B.3) and (B.4) we have used the equation of motion
expanded upto 2nd order in derivative expansion as described in equations (B.5) and (B.6).
(u.∂s) + sΘ =
(
κ− Qh
E+P
)
V 2− η
T
σ2 +
[
ν (χ−Dχ)− (α−Dα)
T
− β
T
]
Θ2 (B.5)
+
(
νχ− α
T
)
(u.∂Θ) +
(
νκ− h
T
)
(D.V ) + V µDµ
(
νκ− h
T
)
+ higher order terms
(u.∂Q) +QΘ = − [χ−Dχ] Θ2 − χ(u.∂Θ)− κ(D.V )− V µDµκ+ higher order terms
(E+P )hµ−TQV µ = T
[
χ− Q(α+ β)
E + P
+
3Dh− 4h
3T
]
ΘV µ − hσµνVν (B.6)
− Pµα [βDαΘ+ h(u.D)Vα + ηDνσνα]
+ Pµα
[(
Tχ− ∂β
∂ν
)
ΘDαν+
(
α+β
T
− ∂β
∂T
)
ΘDαT+V
ν (hωαν+κFαν)
]
− σµν
[
∂η
∂T
DνT +
∂η
∂ν
Dνν
]
+ higher order terms.
C Notation
In this section we shall summarize the notations we have used in various parts of this note.
This might be useful since many similar looking symbols have been used to denote slightly
different concepts or variables.
Gµν = Metric with arbitrary (but slow) space and time dependence
Gµν = Most general static metric
gij = Static metric on spatial slices
Dµ = Covariant derivative w.r.t. Gµν
∇i = Covariant derivative w.r.t. gij (C.1)
R˜ = Ricci scalar for Gµν , R˜µν = Ricci tensor for Gµν
R = Ricci scalar for gij , Rij = Ricci tensor for gij (C.2)
T0 = Length of the time circle in static situation
Aµ = Gauge field with arbitrary space and time dependence
Ai = Space component of the static gauge field
A0 = Time component of the static gauge field
ai =
(
Gti
Gtt
)
, aˆi = T0ai, Ai = Ai +A0ai (C.3)
T0 = Length of the time circle in static situation
uˆµ =
({1, 0, 0, 0}√−Gtt
)
, Tˆ =
(
T0√−Gtt
)
, νˆ =
A0
T0
uµ = Fluid velocity, T = Temperature, ν =
Chemical potential
Temperature
(C.4)
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Pµν = uµuν + Gµν where Gµν = metric
Θ = Dµu
µ, aµ = (u.D)uµ, hµ = aµ + P
α
µ
(
DαT
T
)
ωµν = P
α
µ P
β
ν
(
Dαuβ −Dβuα
2
)
, σµν = P
α
µ P
β
ν
(
Dαuβ +Dβuα
2
− Θ
3
Gαβ
)
(C.5)
Fµν = ∂µAν − ∂νAµ = Field strength for Aµ
Fˆij = ∂iAj − ∂jAi = Field strength for Ai
fµν = ∂µuν − ∂νuµ ∼ Field strength for uµ
fij = ∂iaj − ∂jai = Field strength for ai
fˆij = ∂iaˆj − ∂j aˆi = Field strength for aˆi
F¯µν = P
α
µ P
β
ν Fαβ , ωµν = 2P
α
µ P
β
ν fαβ , Hµν = F¯µν + 2Tνωµν
Eµ = u
νFµν , Vµ =
Eµ
T
− PαµDαν . (C.6)
For any function B, dependent on fluid variables and their derivatives, we have a corre-
sponding symbol Bˆ which denotes the same quantity evaluated on
{
uˆµ, Tˆ , νˆ
}
and in static
background Gµν and {A0,Ai}.
By DM we denote the following.
DM = s
[
∂M
∂s
]
Q
+Q
[
∂M
∂Q
]
s
For any scalar M(s,Q) (C.7)
Cµ = Charge current, Tµν = Stress tensor, Jµ = Entropy current (C.8)
jµ = Derivative correction to the charge current
πµν = Derivative correction to the stress tensor.
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