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ORE’S THEOREM FOR CYCLIC SUBFACTOR
PLANAR ALGEBRAS AND APPLICATIONS
SEBASTIEN PALCOUX
Abstract. This paper introduces the cyclic subfactors, general-
izing the cyclic groups as the subfactors generalize the groups, and
generalizing the natural numbers as the maximal subfactors gener-
alize the prime numbers. On one hand, a theorem of O. Ore states
that a finite group is cyclic if and only if its subgroups lattice is dis-
tributive, and on the other hand, every subgroup of a cyclic group
is normal. Then, a subfactor planar algebra is called cyclic if all the
biprojections are normal and form a distributive lattice. The main
result shows in what sense a cyclic subfactor is singly generated,
by generalizing one side of Ore’s theorem as follows: if a subfactor
planar algebra is cyclic then it is weakly cyclic (or w-cyclic), i.e.
there is a minimal 2-box projection generating the identity bipro-
jection. Some extensions of this result are discussed, and some
applications of it are given in subfactors, quantum groups and fi-
nite group theories, for example, a non-trivial upper bound for the
minimal number of irreducible complex representations generating
the left regular representation.
1. Introduction
This paper gives a first result emerging from the nascent theory of
cyclic subfactors; we first narrate how this theory was born. Vaughan
Jones proved in [15] that the set of possible index [M : N ] for a sub-
factor (N ⊆M) is exactly
{4cos2(π
n
) | n ≥ 3} ⊔ [4,∞]
We observe that it’s the disjoint union of a discrete series and a contin-
uous series. Moreover, for a given intermediate subfactor N ⊆ P ⊆ M ,
[M : N ] = [M : P ] · [P : N ], so by applying a kind of Eratosthenes
sieve, we get that a subfactor of index in the discrete series or in (4, 8)
except the countable set of numbers which are product of numbers in
the discrete series, can’t have a non-trivial intermediate subfactor. A
subfactor without non-trivial intermediate subfactor is called maximal
Key words and phrases. von Neumann algebras; intermediate subfactors; dis-
tributive lattice; subfactor planar algebras.
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[4]. So for example, any subfactor of index in (4, 3 +
√
5) is maximal;
(except A∞) there are at least 19 irreducible subfactor planar algebras
for this interval (see [20]), the first example is the Haagerup subfactor
[34]. Thanks to the Galois correspondence [30], a finite group subfac-
tor, (RG ⊆ R) or (R ⊆ R ⋊ G), is maximal if and only if it’s a prime
order cyclic group subfactor (i.e. G = Z/p with p a prime number). We
can see the class of maximal subfactors as a quantum generalization of
the prime numbers. Now the natural informal question is:
Question 1.1. What’s the quantum generalization of the natural num-
bers (as the class of maximal subfactors is for the prime numbers)?
For answering this question, we need to find a natural class of sub-
factors, called the “cyclic subfactors”, checking:
(1) Every maximal subfactor is cyclic.
(2) A finite group subfactor (RG ⊆ R) or (R ⊆ R ⋊ G) is cyclic if
and only if the group G is cyclic.
An old and little known theorem published in 1938 by the Norwegian
mathematician Oystein Ore states that:
Theorem 1.2 ([32]). A finite group G is cyclic if and only if its sub-
groups lattice L(G) is distributive.
First, the intermediate subfactors lattice of a maximal subfactor is
obviously distributive. Next, by Galois correspondence, the interme-
diate subfactors lattice of a finite group subfactor is exactly the sub-
groups lattice (or its reverse) of the group; but the distributivity is
reverse invariant, so it permits to get (1) and (2) by Ore’s theorem.
Now an abelian group, so a fortiori a cyclic group, admits only normal
subgroups; but T. Teruya has generalized in [42] the notion of normal
subgroup by the notion of normal intermediate subfactor, so:
Definition 1.3. A finite index irreducible subfactor is cyclic if all its
intermediate subfactors are normal and form a distributive lattice.
Remark 1.4. Our motivation comes from our own interpretation of
the cyclic subfactors theory as a “quantum arithmetic”.
Note that an irreducible finite index subfactor (N ⊆ M) admits a
finite lattice L(N ⊆ M) by [44], as for the subgroups lattice of a finite
group. Moreover, a finite group subfactor remembers the group by [14].
There are plenty of examples of cyclic subfactors (see Section 4):
of course the cyclic group subfactors and the (irreducible finite index)
maximal subfactors, but also (up to equivalence) exactly 23279 among
34503 inclusions of groups of index < 30, give a cyclic subfactor (more
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than 65%). Moreover, the class of cyclic subfactors is stable by free
composition (see Corollary 4.6), by tensor product “generically” (see
Remark 4.8), and finally, stable by taking the dual or any intermediate.
Now, the natural problem about the cyclic subfactors is to under-
stand in what sense they are “singly generated”, and the following
theorem, generalizing one side of Ore’s theorem, is a first step.
Theorem 1.5. Let P be a finite index irreducible subfactor planar
algebra. If all its biprojections are normal and form a distributive lattice
(i.e. cyclic subfactor) then there is a minimal projection generating the
identity biprojection (i.e. w-cyclic subfactor).
It’s the main theorem of the paper. The initial statement, strictly in
the subfactor framework (see Corollary 7.12), has been translated to
the planar algebra framework by Zhengwei Liu.
The converse is not true, counter-examples come from the result
that a subfactor (RG ⊆ R) is w-cyclic if and only if G is linearly
primitive, whereas it is cyclic if and only if G is cyclic, but “linearly
primitive” is strictly weaker than “cyclic”, see for example S3. That’s
why the name w-cyclic (i.e. weakly cyclic) was chosen. We are looking
for a natural additional assumption to w-cyclic for having a complete
characterization of the cyclic subfactors.
We investigate some extensions of Theorem 1.5 to distributive sub-
factor planar algebras (i.e. without assuming the biprojections to be
normal). We can reduce to the boolean case (i.e. the biprojections
lattice is equal to Bn, the subsets lattice of {1, . . . , n}, for some n); we
give a proof for n ≤ 4, as a corollary of the following result.
Theorem 1.6. A distributive subfactor planar algebra with the maxi-
mal biprojections b1, . . . , bn satisfying
∑
i
1
[id:bi]
≤ 2, is w-cyclic.
The reformulation of Theorems 1.5 and 1.6, to interval of finite
groups, gives surprising purely group theoretic results:
Corollary 1.7 (O. Ore, [32]). If the interval of finite groups [H,G] is
distributive, then ∃g ∈ G such that 〈H, g〉 = G.
Remark 1.8. Corollary 1.9 is a new result in finite group theory, it is
proved by subfactor methods, and is almost the dual of Corollary 1.7.
Corollary 1.9. If the interval of finite groups [H,G] is distributive,
and if one of the following (non-equivalent) statements occurs,
(1) ∀K ∈ [H,G], ∀g ∈ G, HgK = KgH,
(2)
∑
i
1
|Ki:H|
≤ 2, with K1, . . . , Kn the minimal overgroups of H,
then ∃V irreducible complex representation of G such that G(V H ) = H.
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Remark 1.10. Moreover, if H is core-free, then G is linearly primitive.
Also, (2) is clearly satisfied for |[H,G]| or |G : H| < 32. The statement
of Corollary 1.9 is conjectured true without assuming (1) or (2).
We also describe others applications of Theorem 1.5. First for an ir-
reducible finite index subfactor planar algebra, we get an upper bound,
called the cyclic length, for the minimal number of minimal projections
generating the identity biprojection. The reformulation of that in the
subfactors, quantum groups and finite group theories gives applications
in each of these fields. For example, in the subfactors theory, the cyclic
length of a subfactor (N ⊆ M) gives a non-trivial upper bound for
the minimal number of algebraic irreducible sub-N -N -bimodules of M
generating M (as von Neumann algebra); in particular, if (N ⊆M) is
cyclic then M can be generated by one irreducible sub-N -N -bimodule.
For a finite group G, the cyclic length gives a non-trivial upper bound
for the minimal number of elements generating G, and of irreducible
complex representations of G generating the left regular representation.
So we have found a bridge linking combinatorics and representations,
built in the language of subfactor planar algebras.
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2. Ore’s theorem for groups and intervals
Definition 2.1. A lattice (L,∧,∨) is a partially ordered set (or poset)
L in which every two elements a, b have a unique supremum (or join)
a ∨ b and a unique infimum (or meet) a ∧ b.
Examples 2.2.
Lattices Non-lattice
a
b
c
a
b c d
e
a
b c
d e
f
Definition 2.3. A sublattice of (L,∧,∨) is a subposet L′ ⊆ L such that
(L′,∧,∨) is also a lattice. Let a, b ∈ L with a ≤ b, then the interval
[a, b] is the sublattice {c ∈ L | a ≤ c ≤ b}.
Definition 2.4. A finite lattice L admits a smallest and a greatest
element, called 0 and 1.
Definition 2.5. The top interval of a finite lattice L is [B, 1] with
B =
∧
iBi and B1, . . . , Bn the maximal elements.
Definition 2.6. The bottom interval of a finite lattice L is [0, b] with
b =
∨
i bi and b1, . . . , bm the minimal elements.
Definition 2.7. The height h(L) of a finite lattice L is the greatest
length ℓ of a chain 0 < a1 < a2 < · · · < aℓ = 1 with ai ∈ L.
Definition 2.8. Let G be a finite group. The set of subgroups K ⊆ G
is a lattice, noted L(G), ordered by ⊆, with K1 ∨ K2 = 〈K1, K2〉 and
K1 ∧K2 = K1 ∩K2. Let L(H ⊆ G) be the interval lattice [H,G].
Examples 2.9. We give the lattices L(Z/6), L(S3) and [S2, S4].
Z/6
Z/2 Z/3
{1}
S3
〈(12)〉 〈(13)〉 〈(23)〉 〈(123)〉
{1}
S4
S3
D4
S22
S3
S2
Remark 2.10. Every finite lattice can’t be realized as a subgroups lat-
tice L(G), the first counter-example is the pentagon lattice (defined in
6 SEBASTIEN PALCOUX
Theorem 2.13) but it can be realized as an intermediate subgroups lat-
tice [H,G] (see [44] p 331). The realizability of every finite lattice as an
intermediate subgroups lattice is an open problem1, but the Shareshian’s
conjecture (see [2] p72) states that the following lattice (among others)
•
• • • • • •
• • • • • •
•
is not realizable as an intermediate subgroups lattice (and so its realiz-
ability as an intermediate subfactors lattice is an interesting problem).
Definition 2.11. A lattice (L,∧,∨) is distributive if ∀a, b, c ∈ L:
a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c)
[or equivalently: a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c)]
Examples 2.12.
Non-distributive Distributive
(Z/2)2
a b c
{1}
with a, b, c ≃ Z/2
2 · 3 · 5
2 · 3 2 · 5 3 · 5
2 3 5
1
Z/4
Z/2
{1}
proof: a ∧ (b ∨ c) = a 6= {1} = (a ∧ b) ∨ (a ∧ c)
Theorem 2.13. A lattice is distributive if and only if it has no sub-
lattice equivalent to the diamond lattice M3 or the pentagon lattice N5,
below.
•
• • •
•
•
•
•
•
•
Proof. See [9] Theorem 101 p109. 
1http://mathoverflow.net/q/196033/34538
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Remark 2.14. The lattices admitting no sublattice equivalent to (just)
the pentagon lattice N5 are called modular in the literature.
Lemma 2.15. The distributivity is self-dual and hereditary, i.e. for L
distributive, its reverse lattice and its sublattices are also distributive.
Moreover it is stable by concatenation and direct product.
Proof. Immediate from the definition. 
Definition 2.16. The subsets lattice of {1, . . . , n} is called the boolean
lattice of rank n and noted Bn (see the lattice B3 below).
•
• • •
• • •
•
Remark 2.17. A boolean lattice is distributive.
Definition 2.18. Let b∁ be the complement of the element b in a boolean
lattice, i.e. b ∧ b∁ = 0 and b ∨ b∁ = 1 (existence and unicity of the
complement is immediate by boolean structure).
Lemma 2.19. The top interval of a distributive lattice is boolean.
Proof. See [38] items a-i on pages 254-255. 
The following theorem is due to Oystein Ore (1938). It’s the starting
point of this work.
Theorem 2.20. A finite group G is cyclic if and only if its subgroups
lattice L(G) is distributive.
Proof. See [32] Theorem 4 p 267 or [37] Theorem 1.2.3 p12 for a proof
of the more general statement “G locally cyclic if and only if L(G)
distributive”. We give an indirect short proof assuming G finite:
(⇐): By applying Theorem 2.25 with H = {1}.
(⇒): A finite cyclic group G = Z/n has exactly one subgroup of or-
der d, noted Z/d, for every divisor d of ord(G); now Z/d1 ∨ Z/d2 =
Z/lcm(d1, d2) and Z/d1 ∧ Z/d2 = Z/gcd(d1, d2), but lcm and gcd are
distributive, so the result follows. 
Remark 2.21. Theorem 2.20 admits the following surprising corollary:
any distributive finite lattice which is not equivalent to L(Z/n), is not
realizable as a subgroup lattice: for example the concatenation lattices
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L(Z/m) ∗ L(Z/n) with m or n not a prime power, as L(Z/6) ∗ L(Z/6)
below.
•
• •
•
• •
•
Nevertheless all the distributive finite lattices are realizable as interme-
diate subgroups lattices (see [33] Corollary 5.3. p 448).
Definition 2.22. Let G be a finite group and H a subgroup, then G is
called H-cyclic if there is g ∈ G such that 〈H, g〉 = G.
Lemma 2.23. Let G be a finite group and M a maximal subgroup,
then G is M-cyclic.
Proof. Let g ∈ G such that g 6∈M , then 〈M, g〉 = G by maximality. 
Lemma 2.24. Let [H,G] be an interval of finite groups and [K,G] be
its top interval (see Section 3.30). If G is K-cyclic, then it is H-cyclic
Proof. Let g ∈ G such that 〈K, g〉 = G. Now for any M maximal
subgroup of G containing H , we have K ⊂ M by definition, and so
g 6∈ M (otherwise 〈K, g〉 ⊂ M), then a fortiori 〈H, g〉 6⊂ M , for any
such M . It follows that 〈H, g〉 = G. 
O. Ore has extended one side of Theorem 2.20 to interval of finite
groups as follows (see Theorem 7 p269 in [32]). It’s precisely this
theorem that this paper generalizes to the subfactor planar algebras.
The new proof above is a translation of our planar algebraic proof to
the group theoretic framework.
Theorem 2.25. Let [H,G] be a distributive interval of finite groups.
Then ∃g ∈ G such that 〈H, g〉 = G (i.e. G is H-cyclic).
Proof. By Lemmas 2.19 and 2.24 we can assume [H,G] to be boolean.
Let M be a maximal subgroup of G containing H , and M∁ the com-
plement of M in [H,G] (see Definition 2.18). By Lemma 2.23 and
induction on the height of the lattice, we can assume M and M∁ both
H-cyclic, i.e. there are a, b ∈ G such that 〈H, a〉 = M and 〈H, b〉 =M∁.
Let g = ab then a = gb−1 and b = a−1g, so 〈H, a, g〉 = 〈H, g, b〉 =
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〈H, a, b〉 =M∨M∁ = G. Now, 〈H, g〉 = 〈H, g〉∨H = 〈H, g〉∨(M∧M∁)
but by distributivity 〈H, g〉∨(M∧M∁) = (〈H, g〉∨M〉)∧(〈H, g〉∨M∁〉).
So 〈H, g〉 = 〈H, a, g〉 ∧ 〈H, g, b〉 = G. The result follows. 
The lattice [S2, S4] is not distributive but 〈S2, (1234)〉 = S4, so the
converse is false. We are looking for a complete equivalent characteri-
zation of the distributivity property.
3. Subfactors and planar algebras
3.1. Short introduction to subfactors.
For more details see the book of V. Jones and V.S. Sunder [19]. Let
B(H) be the algebra of bounded operators on H a separable Hilbert
space. A ⋆-algebraM ⊆ B(H) is a von Neumann algebra if it has a unit
element and is equal to its bicommutant (I ∈ M = M⋆ = M ′′). It is
hyperfinite if it’s a “limit” of finite dimensional von Neumann algebras
(see [19] p18). It’s a factor if its center is trivial (M ′ ∩M = CI). A
factorM is type II1 if it admits a trace tr such that the set of projections
maps to [0, 1]. From tr we get the space L2(M, tr). Every factor here
will be of type II1 (there is a unique hyperfinite one called R). A
subfactor is an inclusion of factors (N ⊆ M). It’s irreducible if the
relative commutant is trivial (N ′∩M = CI). Let eMN : L2(M)→ L2(N)
be the orthogonal projection and let M1 = 〈M, eMN 〉, then the index of
(N ⊆M) is
[M : N ] = dimN(L
2(M)) = (trM1(e
M
N ))
−1
By [15] the set of indices of subfactors is
{4cos2(π
n
)|n ≥ 3} ∪ [4,∞]
An irreducible finite index subfactor has a finite intermediate subfac-
tors lattice [44] (as for an interval of finite groups). Any finite group G
acts outerly on the hyperfinite II1 factor R, and the fixed point subfac-
tor (RG ⊆ R), of index |G|, is irreducible and remembers G [40], which
is a complete invariant (because two outer actions are outer conjugate
[14]; and this is true in general if and only if G is amenable [16, 31]).
This means that for G finite, (RG ⊆ R) is the “same thing” than G.
The Galois correspondence [13, 30] means that for every intermediate
subfactor RG ⊆ P ⊆ R there is H ≤ G such that P = RH . In general
(RG ⊆ RH) does not remember [H,G] up to equivalence (see Definition
4.3) [22]. The subfactor (RG ⊆ RH) is the dual of (R ⋊ H ⊆ R ⋊ G)
whose lattice of intermediate subfactors is exactly [H,G].
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The basic construction is the following tower
N =M−1 ⊆ M = M0 ⊆M1 ⊆M2 ⊆ · · · ⊆ Mn ⊆ · · ·
with Mn+1 := 〈Mn, en〉 and en : L2(Mn)→ L2(Mn−1) Jones projection.
At finite index the higher relative commutants Pn,+ = N ′ ∩Mn−1 and
Pn,− = M ′ ∩Mn, are finite-dimensional C⋆-algebras. The subfactor is
finite depth if the number of factors of Pn,+ is bounded, and irreducible
depth 2 if P3,+ is a factor. The standard invariant of (N ⊆ M) is the
following grid
C = P0,+ ⊆ P1,+ ⊆ P2,+ ⊆ · · · ⊆ Pn,+ ⊆ · · ·
∪ ∪ ∪
C = P0,− ⊆ P1,− ⊆ · · · ⊆ Pn−1,− ⊆ · · ·
which is a complete invariant on the amenable case ([35]).
Every finite depth subfactor of the hyperfinite II1 factor is amenable.
3.2. Short introduction to planar algebras.
The idea of the planar algebra is to be a diagrammatic axiomatization
of the standard invariant. For more details, see [17] by V. Jones and
[23] by V.S. Sunder and V. Kodiyalam, with recorded lectures2. The
diagrams of this subsection come from this paper [34] of E. Peters.
A (shaded) planar tangle is the data of finitely many “input” disks,
one “output” disk, non-intersecting strings giving 2n intervals per disk
and one ⋆-marked interval per disk. A tangle is defined up to “isotopy”.
⋆
⋆
⋆ ⋆
To compose two planar tangles, put the output disk of one into an
input of the other, having as many intervals, same shading of marked
intervals and such that the ⋆-marked intervals coincide. Finally we re-
move the coinciding circles (possibly zero, one or several compositions).
2https://www.youtube.com/playlist?list=PLjudt2gd3iAe40juwS3dKocAoooXF91Vi
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2
1
⋆
⋆
3
⋆ ⋆
◦2
⋆
⋆
=
⋆
⋆
⋆ ⋆
The planar operad is the set of all the planar tangles (up to isomor-
phism) with such compositions. A planar algebra is a family of vector
spaces (Pn,±)n∈N, called n-box spaces, on which acts the planar operad,
i.e. for any tangle T (with one output disk and r input disks with 2n0
and 2n1, . . . , 2nr intervals respectively) there is a linear map
ZT : Pn1,ǫ1 ⊗ · · · ⊗ Pnr,ǫr → Pn0,ǫ0
with ǫi ∈ {+,−} according to the shading of the ⋆-marked intervals,
and these maps (also called partition functions) respect the composition
of tangle in such a way that all the diagrams as below commute.
⋆
⋆
⋆ ⋆
⋆
⋆
⋆
⋆
⋆ ⋆
P2,− ⊗ P1,+ ⊗ P1,+
P2,− ⊗ P2,+ ⊗ P1,+
P3,+ZT
id⊗ ZV ⊗ id ZU
For example, the family of vector spaces (Tn,±)n∈N generated by the
planar tangles having 2n intervals on their “output” disk and a white
(or black) shaded ⋆-marked interval, admits a planar algebra structure.
The Temperley-Lieb-Jones planar algebra T LJ (δ) is generated by the
tangles without input disk; its 3-box space T LJ 3,+(δ) is generated by
{
⋆
,
⋆
,
⋆
,
⋆
,
⋆
}
moreover, a closed string is replaced by a multiplication by δ.
Note that the dimension of T LJ n,±(δ) is the Catalan number 1n+1
(
2n
n
)
.
12 SEBASTIEN PALCOUX
⋆
⋆
◦
⋆
=
⋆
= δ2
⋆
3.3. Subfactor planar algebras.
A subfactor planar algebra is a planar ⋆-algebra (Pn,±)n∈N which is:
(1) Finite-dimensional: dim(Pn,±) <∞
(2) Evaluable: P0,± = C
(3) Spherical: tr := trr = trl
(4) Positive: 〈a|b〉 = tr(b⋆a) defines an inner product.
Note that by (2) and (3), any closed string (shaded or not) counts for
the same constant δ.
a =
⋆
a⋆
...
...
∈ Pn,± ab =
⋆
...
...
a
b
⋆
⋆
trr(a) = δ
−n
⋆
a⋆ ... trl(a) = δ
−n
⋆
a⋆...
Remark 3.1 ([23] p229). The tangle action deals with the adjoint by:
ZT (a1 ⊗ a2 ⊗ · · · ⊗ ar)⋆ = ZT ⋆(a⋆1 ⊗ a⋆2 ⊗ · · · ⊗ a⋆r)
with T ⋆ the mirror image of T and a⋆i the adjoint of ai in Pni,ǫi.
A planar algebra (Pn,±) is a subfactor planar algebra if and only if it
is the standard invariant of an extremal subfactor (N ⊆ M) with δ =
[M : N ]
1
2 (see [10,17,24,36]). A finite depth or irreducible subfactor is
extremal (trN ′ = trM on N
′ ∩M).
3.4. Basic ingredients of the 2-box space.
Let (N ⊆ M) be a finite index irreducible subfactor. The n-box spaces
Pn,+ and Pn,− of the planar algebra P = P(N ⊆ M), are isomorphic
to N ′ ∩Mn−1 and M ′ ∩Mn (as C⋆-algebras).
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Remark 3.2. The space P0,± = C because N and M are factors,
P1,± = C because (N ⊆ M) is irreducible, and finally Pn,± is finite
dimensional because the index [M : N ] = δ2 is finite.
Definition 3.3. Let R(a) be the range projection of a ∈ P2,+.
We define the relations a ≺ b by R(a) < R(b), a  b by R(a) ≤ R(b),
and a ∼ b by R(a) = R(b).
Definition 3.4. Let N ⊆ K ⊆M be an intermediate subfactor.
Let the projection eMK : L
2(M)→ L2(K), let id := eMM and e1 := eMN .
e1 =
1
δ
⋆
id =
⋆
Note that tr(e1) = δ
−2 = [M : N ]−1 and tr(id) = 1.
Definition 3.5. Let the bijective linear map F : P2,± → P2,∓ be the
Ocneanu-Fourier transform, also called 1-click (of the outer star) or
90◦ rotation; and let a ∗ b be the coproduct of a and b.
F(a) :=
⋆
a⋆ a ∗ b =
⋆
a b⋆⋆
Let a := F(F(a)) be the contragredient of a (also called 180◦ rotation).
Lemma 3.6. Let a ∈ P2,+ then:
• a = F4(a) = a
• F(a) = F(a) = F−1(a)
• F(a)⋆ = F−1(a⋆) and F−1(a)⋆ = F(a⋆)
Proof. The map F4 corresponds to four 1-clicks of the outer star, so it’s
the identity map, and so F3 = F−1, but F(a) = F(a) = F3(a). The
last follows by Remark 3.1, because F−1 and F are mirror images. 
Lemma 3.7. Let a, b ∈ P2,+ then:
• a · b = b · a
• a ∗ b = b ∗ a
• (a · b)⋆ = b⋆ · a⋆
• (a ∗ b)⋆ = a⋆ ∗ b⋆
Proof. Immediate by diagrams computation and Remark 3.1. 
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Note that δF(e1) =
⋆
=
⋆
= id ∈ P2,−
Lemma 3.8. The coproduct satisfies the following equality
a ∗ b = F(F−1(a) · F−1(b)) = F−1(F(b) · F(a)).
It follows that F(a ∗ b) = F(b) · F(a) and F(ab) = F(a) ∗ F(b).
Proof. Immediate by diagrams computation. 
Lemma 3.9. The contragredient is a linear ⋆-map.
Proof. By Lemma 3.6, F4(a) = a, so F2 = F−2. It follows that
a⋆ = F2(a⋆) = F−2(a)⋆ = F2(a)⋆ = a⋆
The linearity comes from the linearity of F . 
Proposition 3.10. There is the isomorphism of von Neumann algebra
F : (P2,±,+, ·, (·)⋆)→ (P2,∓,+, ∗, (·)⋆)
Proof. Immediate by Lemmas 3.6, 3.7, 3.8, 3.9. 
Remark 3.11 ([21] p39). In the irreducible finite index depth 2 case,
the contragredient is exactly the antipode of the Hopf C∗-algebra.
Lemma 3.12. Let a ∈ P2,+ then tr(a) = tr(a).
Proof. By sphericality tr(a) = trl(a) = trr(a) = tr(a). 
Definition 3.13. Let τ =
⋆
⋆ and e0 =
⋆
In the literature, τ can be called the conditional expectation tangle.
Lemma 3.14. Let a ∈ P2,+ then τ(a) = δtr(a)e0.
Proof. By irreducibility P1,+ = Ce0, so τ(a) = ce0 and δ2tr(a) = δc.

Lemma 3.15. Let a ∈ P2,+ then a ∗ e1 = δ−1a and a ∗ id = δtr(a)id.
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Proof. a ∗ e1 = δ−1
⋆
a⋆ = δ
−1a , a ∗ id =
⋆
a⋆
Then by Lemma 3.14, a ∗ id = δtr(a)id. 
Lemma 3.16. Let a1, a2 ∈ P2,+ then
(1) tr(a1 ∗ a2) = δtr(a1)tr(a2)
(2) e1 · (a1 ∗ a2⋆) = δ〈a1|a2〉e1
Proof. (1) By Lemma 3.15, (a1 ∗ a2) ∗ id = δtr(a1 ∗ a2)id, but
(a1 ∗ a2) ∗ id = a1 ∗ (a2 ∗ id) = δtr(a2)a1 ∗ id = δ2tr(a2)tr(a1)id
by associativity; it follows that tr(a1 ∗ a2) = δtr(a1)tr(a2).
(2) By diagram computations we get that e1 ·(a1∗a2⋆) = e1 ·((a⋆2 ·a1)∗
id), and by Lemma 3.15, (a⋆2 · a1) ∗ id = δtr(a⋆2 · a1)id, but tr(a⋆2 · a1) =
〈a1|a2〉 and e1 · id = e1. 
Definition 3.17. A projection p ∈ P2,+ is a
• minimal projection if for all projection q 6= 0, q · p = q ⇒ p = q
• minimal central projection if it is central and for all central
projection q 6= 0, q · p = q ⇒ p = q
Lemma 3.18. If p is a projection, then so is p. Moreover if p is a
minimal (resp. minimal central) projection, then so is p.
Proof. First, p⋆ = p⋆ = p and p · p = p · p = p. Next if p is minimal,
and if q · p = q (with q 6= 0 projection) then
q = (q · p)⋆ = (p · q)⋆ = q · p
so q = p and p = q. If p is minimal central, then p is central because
p · a = a · p ∀a if and only if a · p = p · a ∀a if and only if a · p = p · a
∀a (because the contragredient is bijective) if and only if p central, and
it’s also minimal central by the argument as above. 
Theorem 3.19. Let a, b, c, d ∈ P2,+ then
(1) if a, b > 0 then a ∗ b > 0
(2) if a, b, c, d > 0, a  b and c  d then a ∗ c  b ∗ d
Proof. It’s precisely Theorem 4.1 and Lemma 4.4 p18 of the paper [27]
of Z. Liu. The proof of (1) by diagrams is the following:
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a ∗ b =
⋆
a b⋆⋆ =
⋆
a1/2 b1/2
a1/2 b1/2⋆
⋆
⋆
⋆
= X⋆X > 0
For (2), by spectral theorem, for λ > 0 large enough, a < λb and
c < λd; then by (1), [λb−a]∗c > 0 so a∗c < λb∗c; idem b∗ [λd−c] > 0,
so b ∗ c < λb ∗ d. It follows that a ∗ c < λ2b ∗ d, and so a ∗ c  b ∗ d. 
All the subfactor planar algebras here are irreducible and finite index.
Definition 3.20 ([27] Definition 2.7 p7). A biprojection is a projection
b ∈ P2,+ with F(b) a (positive) multiple of a projection.
By immediate diagrams computation, e1 and id are biprojections.
Theorem 3.21. A projection b ∈ P2,+ is a biprojection if and only if
b ∗ b  b.
Proof. Let b be a biprojection then by Lemma 3.8
b ∗ b = F−1(F(b) · F(b)) = F−1(λF(b)) = λb  b
The converse is exactly Theorem 4.8 p19 of [27]. 
Remark 3.22 ([26] p12). A biprojection b satisfies
e1 ≤ b = b2 = b⋆ = b = λb ∗ b, (λ > 0)
and the exchange relations:
⋆
b
b⋆
⋆
=
⋆
b
b⋆
⋆
=
⋆
bb⋆ ⋆
Lemma 3.23. Let a1, a2, b ∈ P2,+ with b a biprojection, then
(b · a1 · b) ∗ (b · a2 · b) = b · (a1 ∗ (b · a2 · b)) · b = b · ((b · a1 · b) ∗ a2) · b
(b ∗ a1 ∗ b) · (b ∗ a2 ∗ b) = b ∗ (a1 · (b ∗ a2 ∗ b)) ∗ b = b ∗ ((b ∗ a1 ∗ b) · a2) ∗ b
Proof. By exchange relation on b and F(b). 
Theorem 3.24 ([4] p212). An operator b is a biprojection if and only if
it is the Jones projection eMK of an intermediate subfactor N ⊆ K ⊆M .
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Definition 3.25. Let the intermediate subfactors N ⊆ P ⊆ Q ⊆ M
and let the projections eMP : L
2(M)→ L2(P ) and eMQ : L2(M)→ L2(Q)
then eMP ≤ eMQ and eMP · eMQ = eMP . Let the index [eMQ : eMP ] be [Q : P ] =
tr(eMQ )/tr(e
M
P ), and the planar algebra Pn,±(eMP ≤ eMQ ) be Pn,±(P ⊆ Q).
Lemma 3.26. Let b be a biprojection and p ≤ b a projection then:
(1) p ∗ b = δtr(p)b, and so F(b)  F(p)
(2) p ∗ b⊥ = δtr(p)b⊥
(3) p⊥ ∗ b = δtr(b− p)b+ δtr(b)b⊥
(4) p⊥ ∗ b⊥ = δ[1− tr(b)]b+ δ[1− tr(p+ b)]b⊥
Proof. We apply exchange relation on [(p·b)∗b]·b by two ways, we get on
one hand [(p·b)∗b]·id = p∗b and on the other hand [(p·b)∗id]·b = δtr(p)b,
because p∗id = δtr(p)id by Lemma 3.15. It follows that p∗b = δtr(p)b.
Now b⊥ = id− b so p ∗ b⊥ = p ∗ id− p ∗ b, idem p⊥ ∗ b = id ∗ b− p ∗ b,
and finally, p⊥ ∗ b⊥ = id ∗ id − p ∗ b− p ∗ b⊥ − p⊥ ∗ b. 
Lemma 3.27. Let b be a biprojection then:
(1) b ∗ b = δtr(b)b
(2) b ∗ b⊥ = b⊥ ∗ b = δtr(b)b⊥
(3) b⊥ ∗ b⊥ = δ[1− tr(b)]b+ δ[1− 2tr(b)]b⊥
Proof. Immediate by Lemma 3.26 with p = b. 
Note that tr(b) = [id : b]−1 ≤ 1/2 if b < id.
Remark 3.28. We observe that b⊥ ∗ b⊥ ∼
{
b if [id : b] = 2
id if [id : b] > 2
Definition 3.29 (T. Teruya [42]). A biprojection b is normal if it is
bicentral (i.e. b and F(b) are central).
Group-like structures on the 2-box space, i.e. like (R ⊆ R⋊G):
group G Jones projection id of P2,+
element g ∈ G minimal projection u ≤ id
composition gh coproduct u ∗ v
neutral eg = ge = g Jones projection e1 ∗ u = u ∗ e1 ∼ u
inverse g−1g = e contragredient u ∗ u  e1
subgroup H ⊆ G (bi)projection p with e1 ≤ p ∼ p ∗ p ∼ p
normal subgroup H E G normal biprojection
irreducible representation minimal central projection p ∈ P2,−
The following lemma generalizes the existence of an inverse; there is
uniqueness only in the minimal central case.
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Lemma 3.30. Let p ∈ P2,+ be a projection, then p is also a projection,
e1  p ∗ p, and for q a projection, e1  p ∗ q if and only if pq 6= 0 (so
in the case p, q minimal central projections, p = q).
Proof. By Lemma 3.18, p is a projection, next by Lemma 3.16, e1 · (p ∗
p) = δ〈p|p⋆〉e1 = δ〈p|p〉e1 > 0, so e1  p∗p. Next e1 · (p∗ q) = δ〈p|q〉e1,
but
〈p|q〉 = 〈p⋆p|qq⋆〉 = 〈pq|pq〉 6= 0⇔ pq 6= 0
The result follows. 
Remark 3.31. If u, v are minimal projections then uv 6= 0 if and only
if u and v have the same central support and are not perpendicular.
The definition below generalizes the notion of subgroup generated.
Definition 3.32. Let a ∈ P2,+ positive, and let pn be the range projec-
tion of
∑n
k=1 a
∗k. By finiteness there exists N such that for all m ≥ N ,
pm = pN ; and by [27] Lemma 4.11 p20, 〈a〉 := pN is a biprojection
(generated by a), the smallest biprojection b  a. For S a finite
set of positive operators, let 〈S〉 be the smallest biprojection such that
b  s ∀s ∈ S. By Theorem 3.19, 〈S〉 = 〈∑s∈S s〉.
Lemma 3.33. Let a, b ∈ P2,+ with a, b > 0 then
a ∼ b⇒ 〈a〉 = 〈b〉
Proof. By spectral theorem, for λ > 0 large enough, a < λb and b < λa,
then 〈a〉 ≤ 〈b〉 and 〈a〉 ≥ 〈b〉; the result follows. 
Definition 3.34. Let p 6= e1 be a biprojection, then a maximal sub-
biprojection of p is a biprojection b < p such that ∀b′ biprojection
b ≤ b′ < p⇒ b′ = b
Let p 6= id be a biprojection, then a minimal over-biprojection of p is a
biprojection b > p such that ∀b′ biprojection
b ≥ b′ > p⇒ b′ = b
A biprojection is called maximal (resp. minimal) if it is a maximal
sub-biprojection of id (resp. a minimal over-biprojection of e1).
Theorem 3.35. Let p ∈ P2,+ be a minimal central projection, then
there exists v ≤ p minimal projection such that 〈v〉 = 〈p〉.
Proof. If p is a minimal projection, then it’s ok. Else, let b1, . . . , bn be
the maximal sub-biprojections of 〈p〉 (n is finite by [44]). If p 6∑i bi
then there exists v ≤ p minimal projection such that v 6≤ bi ∀i, so
〈v〉 = 〈p〉 and the results follows. Else p  ∑ni=1 bi (with n > 1,
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otherwise p ≤ b1 and 〈p〉 ≤ b1, contradiction); let Ei = range(bi) and
F = range(p), then F =
∑
iEi ∩ F (because p is a minimal central
projection) with 1 < n < ∞ and Ei ∩ F ( F ∀i (otherwise ∃i with
p ≤ bi, contradiction), so dim(Ei∩F ) < dim(F ) and there exists V ⊆ F
one-dimensional subspace such that V 6⊆ Ei ∩ F ∀i, and so a fortiori
V 6⊆ Ei ∀i. It follows that v = pV ≤ p is a minimal projection such
that 〈v〉 = 〈p〉. 
The following lemma generalizing “ab = c⇒ b = a−1c and a = cb−1”
can be seen as a weak Frobenius reciprocity. It was inspired by [39].
Lemma 3.36. Let a, b, c ∈ P2,+ be projections with c  a ∗ b, then
∃a′  c∗b and ∃b′  a∗c such that a′, b′ are projections and aa′, bb′ 6= 0.
Proof. If a, b, c are projections with c  a ∗ b, by Lemma 3.30 and
Theorem 3.19, e1  c ∗ c  (a ∗ b) ∗ c = a ∗ (b ∗ c) by associativity, then
by Lemma 3.30 again, ∃a′ projection with a′  b ∗ c = c∗b and aa′ 6= 0.
Idem e1  c ∗ (a ∗ b), so ∃b′ projection with bb′ 6= 0 and b′  a ∗ c. 
Remark 3.37. Lemma 3.36 is optimal in general, because by Remark
6.23, the property (F0) of Definition 6.18 is not satisfied in general.
3.4.1. Intermediate planar algebras and 2-box spaces.
Let (N ⊆ M) be an irreducible finite index subfactor, and let N ⊆
K ⊆ M be an intermediate subfactor. According to Z. Landau’s PhD
thesis [25], the planar algebras P(N ⊆ K) and P(K ⊆M) can be seen
as sub-planar algebras of P(N ⊆ M), up to a renormalization of the
partition function (see [25] 3. p98 and p105). Let the intermediate
subfactors N ⊆ P ⊆ K ⊆ Q ⊆M .
Theorem 3.38. The 2-box spaces P2,+(N ⊆ K) and P2,+(K ⊆ M)
are isomorphic to eMKP2,+(N ⊆ M)eMK and eMK ∗ P2,+(N ⊆ M) ∗ eMK
respectively.
Proof. By [27] Proposition 2.6 and Theorem 2.7 p8 (citing [6,25]). 
Remark 3.39. These isomorphisms preserve +, × and ()⋆; the co-
product ∗ is also preserved but up to renormalize it by [M : K]1/2 for
the first map and by [K : N ]−1/2 for the second.
Corollary 3.40. There are lK and rK , isomorphisms of C
⋆-algebras
lK : P2,+(N ⊆ K)→ eMKP2,+(N ⊆ M)eMK
rK : P2,+(K ⊆M)→ eMK ∗ P2,+(N ⊆M) ∗ eMK
with lK(e
K
P ) = e
M
P , rK(e
M
Q ) = e
M
Q and
〈m(a1), . . . , m(an)〉 = m(〈a1, . . . , an〉)
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for m ∈ {lK , rK , l−1K , r−1K } and for any ai > 0 in the domain of m.
Note that these isomorphisms are for the usual product in both sides.
4. Cyclic subfactor planar algebras
In this section, we define the class of cyclic subfactor planar algebras,
we show that it contains plenty of examples, and we prove that it
is stable by dual, intermediate, free composition and tensor product
“generically”. Next we define the w-cyclic subfactor planar algebras.
Let P be a finite index irreducible subfactor planar algebra.
Definition 4.1. The planar algebra P is called
• distributive if the biprojections lattice is distributive.
• Dedekind if all the biprojections are normal (Definition 3.29).
• cyclic if it is both Dedekind and distributive.
Examples 4.2. A group subfactor is cyclic if and only if the group
is cyclic; the maximal subfactors are cyclic, in particular all the 2-
supertransitive subfactors, as the Haagerup subfactor [1, 11, 34], are
cyclic. Up to equivalence, exactly 23279 among 34503 inclusions of
groups of index < 30, give a cyclic subfactor (more than 65%).
Definition 4.3. Let G be a finite group and H be a subgroup. The core
HG is the largest normal subgroup of G contained in H. The subgroup
H is called core-free if HG = {1}; if so, the inclusion (H ⊆ G) is also
called core-free. Two inclusions of finite groups (A ⊆ B) and (C ⊆ D)
are called equivalent if there is a group isomorphism φ : B/AB → D/CD
such that φ(A/AB) = C/CD.
Remark 4.4. A finite group subfactor remembers the group [14], but a
finite group-subgroup subfactor does not remember the (core-free) inclu-
sion in general because (as proved by V.S. Sunder and V. Kodiyalam
[22]) the inclusions (〈(1234)〉 ⊆ S4) and (〈(12)(34)〉 ⊆ S4) are not
equivalent whereas their corresponding subfactors are isomorphic; but
thanks to the complete characterization [12] by M. Izumi, it remem-
bers the inclusion in the maximal case, because the intersection of a
core-free maximal subgroup with an abelian normal subgroup is trivial3.
Theorem 4.5. The free composition of irreducible finite index subfac-
tors has no extra intermediate.
Proof. The theorem was first proved by Z. Liu ([27] Theorem 2.11 p9)
in the planar algebra framework. We found (independently) an other
proof in the subfactor and bimodules framework, see appendix 8.4. 
3http://math.stackexchange.com/a/738780/84284
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Corollary 4.6. The class of finite index irreducible cyclic subfactors
is stable by free composition.
Proof. By Theorem 4.5, the intermediate subfactors lattice of a free
composition is the concatenation of the lattice of the two components,
but by Lemma 2.15, the distributivity is stable by concatenation. By
Corollary 3.40 and Lemma 3.23, the biprojections remain normal. 
Theorem 4.7. Let (Ni ⊂ Mi), i = 1, 2, be irreducible finite index
subfactors. Then
L(N1 ⊂M1)× L(N2 ⊂M2) ( L(N1 ⊗N2 ⊂ M1 ⊗M2)
if and only if there are intermediate subfactors Ni ⊆ Pi ⊂ Qi ⊆ Mi,
i = 1, 2, such that (Pi ⊂ Qi) is depth 2 and isomorphic to (RAi ⊂ R),
with A2 ≃ Acop1 which is the Kac algebra A1 with the opposite coproduct.
Proof. This theorem was proved in the 2-supertransitive case by Y.
Watatani [44]. The general case was conjectured by the author, and
proved by a discussion with Feng Xu as follows:
Let the intermediate subfactors
N1 ⊗N2 ⊆ P1 ⊗ P2 ⊂ R ⊂ Q1 ⊗Q2 ⊆M1 ⊗M2
with R not of tensor product form, P1 ⊗ P2 and Q1 ⊗ Q2 the closest
(below and above resp.) to R among them of tensor product form.
Now using [43, Proposition 3.5 (2)], (Pi ⊆ Qi), i = 1, 2, are depth 2,
there corresponding Kac algebras, Ai, i = 1, 2, are very simple and
A2 ≃ Acop1 [43, Definition 3.6 and Proposition 3.10]. The converse is
given by [43, Theorem 3.14 (2)]. 
Remark 4.8. By Theorem 4.7, the class of (finite index irreducible)
cyclic subfactors is stable by tensor product “generically” (i.e. if they
don’t have cop-isomorphic depth 2 intermediate), because by Lemma
2.15, the distributivity is stable by direct product, and by Corollary
3.40 and Lemma 3.23, the biprojections remain normal.
Lemma 4.9. If a subfactor is cyclic then the intermediate and dual
subfactors are also cyclic.
Proof. The result follows by Lemma 2.15 for distributive and Lemma
3.23 for Dedekind. 
Thanks to Theorem 3.35 we can give the following definition:
Definition 4.10. The planar algebra P is weakly cyclic (or w-cyclic)
if it satisfies one of the following equivalent assertion:
• ∃u ∈ P2,+ minimal projection such that 〈u〉 = id.
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• ∃p ∈ P2,+ minimal central projection such that 〈p〉 = id.
Moreover, (N ⊆M) is called w-cyclic if its planar algebra is w-cyclic.
These remarks justify the choice of the words “cyclic” and “w-cyclic”.
Remark 4.11. Let’s call a “group subfactor”, a subfactor of the form
(RG ⊆ R) or (R ⊆ R ⋊ G). Then the cyclic “group subfactors” are
exactly the “cyclic group” subfactors.
Proof. By Galois correspondence, a “group subfactor” is cyclic if the
subgroups lattice is distributive (the distributivity is invariant by tak-
ing the reversed lattice by Lemma 2.15), if and only if the group is cyclic
by Ore’s Theorem 2.20. The normal biprojections of a group subfactor
corresponds to the normal subgroups [42], but all the subgroups of a
cyclic group are normal. 
Remark 4.12. By Corollary 7.29, a finite group subfactor (RG ⊂ R)
is w-cyclic if an only if G is linearly primitive, which is strictly weaker
than cyclic (see for example S3), nevertheless the notion of w-cyclic is a
singly generated notion in the sense that “there is a minimal projection
generating the identity biprojection”. We can also see the weakness
of this assumption by the fact that the minimal projection does not
necessarily generate a basis for the set of positive operators, but just
the support of it, i.e. the identity.
Problem 4.13. Does cyclic implies w-cyclic for the planar algebra P?
The answer is yes by the Theorem 5.8. See the Section 6 for some
extensions of this theorem.
Problem 4.14. Are the depth 2 irreducible finite index cyclic subfactor,
exactly the cyclic group subfactors?
The answer could be no because the following fusion ring (discovered
by the author4), the first known to be simple integral and non-trivial,
could be the Grothendieck ring of a maximal Kac algebra (see Definition
7.42) of dimension 210 and type (1, 5, 5, 5, 6, 7, 7).
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
,
0 1 0 0 0 0 0
1 1 0 1 0 1 1
0 0 1 0 1 1 1
0 1 0 0 1 1 1
0 0 1 1 1 1 1
0 1 1 1 1 1 1
0 1 1 1 1 1 1
,
0 0 1 0 0 0 0
0 0 1 0 1 1 1
1 1 1 0 0 1 1
0 0 0 1 1 1 1
0 1 0 1 1 1 1
0 1 1 1 1 1 1
0 1 1 1 1 1 1
,
0 0 0 1 0 0 0
0 1 0 0 1 1 1
0 0 0 1 1 1 1
1 0 1 1 0 1 1
0 1 1 0 1 1 1
0 1 1 1 1 1 1
0 1 1 1 1 1 1
,
0 0 0 0 1 0 0
0 0 1 1 1 1 1
0 1 0 1 1 1 1
0 1 1 0 1 1 1
1 1 1 1 1 1 1
0 1 1 1 1 2 1
0 1 1 1 1 1 2
,
0 0 0 0 0 1 0
0 1 1 1 1 1 1
0 1 1 1 1 1 1
0 1 1 1 1 1 1
0 1 1 1 1 2 1
1 1 1 1 2 1 2
0 1 1 1 1 2 2
,
0 0 0 0 0 0 1
0 1 1 1 1 1 1
0 1 1 1 1 1 1
0 1 1 1 1 1 1
0 1 1 1 1 1 2
0 1 1 1 1 2 2
1 1 1 1 2 2 1
4http://mathoverflow.net/q/132866/34538
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5. Ore’s theorem for cyclic subfactor planar algebras
Let P be an irreducible finite index subfactor planar algebra.
Definition 5.1. A biprojection b ∈ P2,+ is lw-cyclic (resp. rw-cyclic)
if ∃u ∈ P2,+ minimal projection such that 〈u〉 = b (resp. 〈u, b〉 = id).
Moreover it is called lrw-cyclic if it is both lw-cyclic and rw-cyclic.
Let (N ⊆ M) be an irreducible finite index subfactor, and let the
intermediate subfactor N ⊆ K ⊆M .
Theorem 5.2. The biprojection eMK ∈ P2,+(N ⊆M) is lw-cyclic (resp.
rw-cyclic) if and only if (N ⊆ K) (resp. (K ⊆M)) is w-cyclic.
Proof. Suppose that (N ⊆ K) is w-cyclic, then there exists a ∈
P2,+(N ⊆ K) minimal projection such that 〈a〉 = eKK , but by Corol-
lary 3.40, 〈lK(a)〉 = eMK and u = lK(a) is a minimal projection on
P2,+(N ⊆M) because lK is an isomorphism of C⋆-algebra.
Conversely, if eMK is lw-cyclic, then there exists u ∈ P2,+ minimal
projection such that 〈u〉 = eMK , so
eKK = l
−1
K (e
M
K ) = l
−1
K (〈u〉) = 〈l−1K (u)〉
and a = l−1K (u) is a minimal projection.
Now suppose that (K ⊆ M) is w-cyclic, then there exists u ∈
P2,+(K ⊆ M) minimal projection such that 〈u〉 = id = eMM , but by
Corollary 3.40, 〈rK(u)〉 = eMM = id and rK(u) is a minimal projection
of eMK ∗ P2,+(N ⊆M) ∗ eMK , so there exists c ∈ P2,+(N ⊆M) such that
rK(u) = e
M
K ∗ c ∗ eMK , and by Lemma 3.27,
eMK ∗ rK(u) ∗ eMK = (eMK ∗ eMK ) ∗ c ∗ (eMK ∗ eMK ) = [δtr(eMK )]2rK(u)
so we can take c = [M :K]
[K:N ]
rK(u). Note that a positive operator on
eMK ∗ P2,+(N ⊆M) ∗ eMK is of the form [eMK ∗ x ∗ eMK ][eMK ∗ x ∗ eMK ]⋆, and
so it is also positive on P2,+(N ⊆M); it follows that c = [M :K][K:N ] rK(u) is
positive on P2,+(N ⊆M). But for any v  c with v minimal projection
on P2,+(N ⊆ M), by minimality and Theorem 3.19, eMK ∗ c ∗ eMK ∼
eMK ∗ v ∗ eMK , and so by Lemma 3.33, 〈eMK ∗ v ∗ eMK 〉 = 〈rK(u)〉 = id.
Finally, 〈eMK ∗ v ∗ eMK 〉 = 〈eMK , v〉 because first 〈eMK ∗ v ∗ eMK 〉 ≤ 〈eMK , v〉,
and next e1 = e
M
N ≤ eMK so v  eMK ∗ v ∗ eMK , moreover by Remark 3.22
v  〈eMK ∗ v ∗ eMK 〉, but
v ∗ eMK ∗ v ∗ eMK  v ∗ e1 ∗ v ∗ eMK ∼ v ∗ v ∗ eMK  e1 ∗ eMK ∼ eMK
by Lemma 3.30; conclusion v, eMK ≤ 〈eMK ∗ v ∗ eMK 〉, so we also have
〈v, eMK 〉 ≤ 〈eMK ∗ v ∗ eMK 〉.
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Conversely, if eMK is rw-cyclic, then there exists v ∈ P2,+ minimal
projection such that 〈v, eMK 〉 = eMM , so
eMM = r
−1
K (e
M
M) = r
−1
K (〈v, eMK 〉) = 〈r−1K (v), r−1K (eMK )〉
but r−1K (e
M
K ) = e
M
K is the trivial biprojection of P2,+(K ⊆ M), so
eMM = 〈u〉 with u = r−1K (v) a minimal projection. 
Definition 5.3. The top intermediate subfactor planar algebra is the
intermediate corresponding to the top interval (see Definition 2.5) of
the biprojections lattice.
Definition 5.4. An irreducible finite index subfactor planar algebra is
top w-cyclic if its top intermediate subfactor planar algebra is w-cyclic.
Lemma 5.5. Top w-cyclic implies w-cyclic.
Proof. Let b1, . . . , bn be the maximal biprojections, by assumption and
Theorem 5.2, b =
∧
i bi is rw-cyclic, i.e. there is a minimal projection c
with 〈b, c〉 = id, but if ∃i such that c ≤ bi then 〈b, c〉 ≤ bi, contradiction,
so ∀i, c 6≤ bi and then 〈c〉 = id. 
Definition 5.6. The height h(P) is the maximal l for an ordered chain
e1 < b1 < · · · < bl = id
of biprojections. Note that h(P) <∞ because the index is finite.
Theorem 5.7. If the biprojections of P2,+ are central and form a dis-
tributive lattice then P is w-cyclic.
Proof. By Lemma 4.9 we can apply an induction on h(P). If h(P) = 1
then the subfactor is maximal, so 〈u〉 = id ∀u ∈ P2,+ minimal
projection with u 6= e1. Now suppose it’s true for h(P) < n, we will
prove it for h(P) = n ≥ 2. By Lemmas 2.19 and 5.5 we can assume
the biprojections lattice to be boolean.
Let b be a biprojection with e1 < b < id, and b
∁ its complementary
(i.e. b∧ b∁ = e1 and b∨ b∁ = id, see Definition 2.18), then e1 < b∁ < id,
so by induction and Theorem 5.2, b and b∁ are lw-cyclic, i.e. there are
minimal projections u, v such that b = 〈u〉 and b∁ = 〈v〉. Take any
minimal projection c  u ∗ v , then 〈c〉 = 〈c〉 ∨ e1 = 〈c〉 ∨ (b ∧ b∁) but
by distributivity
〈c〉 = 〈c〉 ∨ (〈u〉 ∧ 〈v〉) = (〈c〉 ∨ 〈u〉) ∧ (〈c〉 ∨ 〈v〉) = 〈c, u〉 ∧ 〈c, v〉
So by Lemma 3.36, 〈c〉 = 〈u′, c, v〉∧〈u, c, v′〉 with u′, v′ minimal projec-
tions and uu′, vv′ 6= 0, so in particular the central support Z(u′) = Z(u)
and Z(v′) = Z(v). Now by assumption all the biprojections are central,
so u ≤ Z(u′) ≤ 〈u′, c, v〉 and v ≤ Z(v′) ≤ 〈u, c, v′〉, then 〈c〉 = id. 
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The following is the main theorem of the paper:
Theorem 5.8. If P is cyclic then it is w-cyclic.
Proof. Immediate by Theorem 5.7 because a normal biprojection is by
definition bicentral, so a fortiori central. 
Recall that the converse is not true because the group S3 is linearly
primitive but not cyclic.
Problem 5.9. What’s the natural additional assumption (A) such that
P is cyclic if and only if it is w-cyclic and (A)?
Definition 5.10. The planar algebra P is called w⋆-cyclic if all the
biprojections of P2,± are lrw-cyclic (i.e. lw-cyclic and rw-cyclic).
Corollary 5.11. Cyclic implies w⋆-cyclic.
Proof. Immediate by Theorem 5.8 and Lemma 4.9. 
Remark 5.12. The converse is also not true, because as first observed
by Z. Liu, (RS4 ⊂ RS2) is w⋆-cyclic but not cyclic.
Note that about the depth 2 case, (RS3 ⊂ R) is w-cyclic, not cyclic,
and also not w⋆-cyclic because its dual (R ⊂ R ⋊ S3) is not w-cyclic,
because S3 is not cyclic (see Corollary 7.28).
Question 5.13. Is cyclic equivalent to w⋆-cyclic for the depth 2 case?
Definition 5.14. A subfactor planar algebra is called w+-cyclic if the
maximal biprojections b1, . . . , bn satisfy (
∑
i bi)
⊥ 6= 0.
Lemma 5.15. The property w+-cyclic implies w-cyclic.
Proof. Let u ≤ (∑i bi)⊥ minimal projection, then 〈u〉 = id because
u 6≤ bi ∀i. 
The converse is false because (RS3 ⊂ R) is w-cyclic but not w+-cyclic.
Proposition 5.16. For a Dedekind subfactor planar algebra w+-cyclic
is equivalent to w-cyclic.
Proof. The first implication is true in general by Lemma 5.15. For
the other implication, just observe that “w-cyclic” is equivalent to “∃c
minimal projection such that ∀i c 6 bi”, then by Dedekind assumption
we get ∀i Z(c)bi = 0, so Z(c)  (
∑
i bi)
⊥. 
It follows that cyclic implies w+-cyclic, but the converse is also false.
Let Q be the quaternion group, it is linearly primitive and Dedekind,
so (RQ ⊂ R) is w-cyclic Dedekind and so w+-cyclic, but not cyclic;
nevertheless it is also not w∗-cyclic, and (RS4 ⊂ RS2) is not Dedekind.
Question 5.17. For a Dedekind subfactor planar algebra, is w∗-cyclic
equivalent to distributive?
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6. Extensions to distributive subfactor planar algebras
In this section, we describe several extensions of Theorem 5.8.
6.1. The boolean subfactor planar algebras.
The subfactor planar algebras are supposed irreducible and finite index.
By Lemma 2.19, the top lattice of a distributive lattice is boolean.
Definition 6.1. A subfactor planar algebra is called boolean (resp. Bn)
if its biprojections lattice is boolean (resp. Bn).
Lemma 6.2. A maximal subfactor planar algebra (i.e. B1) is w-cyclic
Proof. By maximality 〈u〉 = id for any minimal projection u 6= e1. 
Proposition 6.3. A subfactor planar algebra with the maximal bipro-
jections b1, . . . , bn satisfying
∑
i
1
[id:bi]
≤ 1, is w-cyclic.
Proof. First, by Lemma 5.5 and Lemma 6.2, we can assume n > 1.
By Definition [id : bi] =
tr(id)
tr(bi)
so by assumption
∑
i tr(bi) ≤ tr(id).
If
∑
i bi ∼ id then
∑
i bi ≥ id but
∑
i tr(bi) ≤ tr(id) so
∑
i bi = id.
Now ∀i e1 ≤ bi, so ne1 ≤
∑
i bi = id, contradiction with n > 1.
So
∑
i bi ≺ id, which implies the existence of a minimal projection
u 6≤ bi ∀i, which means that 〈u〉 = id. 
Remark 6.4. The converse of Proposition 6.3 is not true, (R ⊂ R ⋊
Z/30) is a counter-example, because 1/2 + 1/3 + 1/5 = 31/30 > 1.
Corollary 6.5. If P admits at most two maximal biprojections then it
is w-cyclic.
Proof.
∑
i
1
[id:bi]
≤ 1/2 + 1/2, the result follows by Proposition 6.3. 
Examples 6.6. All the B2 subfactor planar algebras are w-cyclic.
id
b1 b2
e1
Lemma 6.7. Let u, v ∈ P2,+ be minimal projections. If v 6≤ 〈u〉 then
∃c  u ∗ v and ∃w  u ∗ c minimal projections such that w 6≤ 〈u〉.
Proof. Assume that ∀c  u ∗ v and ∀w  u ∗ c we have w ≤ 〈u〉. Now
there are minimal projections (ci)i and (wi,j)i,j such that u ∗ v ∼
∑
i ci
and u ∗ ci ∼
∑
j wi,j. It follows that u ∗ v ∼
∑
i,j wi,j  〈u〉, but
v ∼ e1 ∗ v  (u ∗ u) ∗ v = u ∗ (u ∗ v)  〈u〉
which is in contradiction with v 6≤ 〈u〉. 
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In the distributive case, we can upgrade Proposition 6.3 as follows:
Theorem 6.8. A distributive subfactor planar algebra with the maxi-
mal biprojections b1, . . . , bn satisfying
∑
i
1
[id:bi]
≤ 2, is w-cyclic.
Proof. By Lemma 5.5 and Lemma 2.19, we can assume the subfactor
planar algebra to be boolean.
If K :=
∧
i,j,i 6=j(bi∧bj)⊥ 6= 0, then let u ≤ K a minimal projection. If
〈Z(u)〉 = id then ok, else ∃i such that 〈u〉 = 〈Z(u)〉 = bi. Now b∁i (see
Definition 2.18) is a minimal biprojection, so b∁i = 〈v〉 with v minimal
projection. Now bi ∧ b∁i = e1 so v 6≤ 〈u〉, so by Lemma 6.7 there are
minimal projections c  u ∗ v and w  u ∗ c such that w 6 〈u〉 (and
〈u, w〉 = id by maximality). Now by Lemma 3.36, ∃u′  c ∗ u with
Z(u′) = Z(u) and u′ 6⊥ u, but u ≤ K so ∀j 6= i, u′ 6≤ bi ∧ bj , now
u′ ≤ Z(u) ≤ bi, so 〈u′〉 = bi. By the distributivity argument (as for
Theorem 5.7) we conclude as follows:
〈c〉 = 〈u, c〉 ∧ 〈c, v〉 ≥ 〈u, w〉 ∧ 〈u′, v〉 = id ∧ id = id
Else K = 0, but ∀i, (bi∧bj)⊥ ≥ b⊥j , so ∀i,
∧
j 6=i b
⊥
j = 0. Let p1, . . . , pr
be the minimal central projections, then bi =
⊕r
s=1 pi,s with pi,s ≤ ps
and pi,1 = p1 = e1. Now b
⊥
i =
⊕r
s=1(ps − pi,s), so by assumption,
0 =
∧
j 6=i
r⊕
s=1
(ps − pj,s) =
r⊕
s=1
∧
j 6=i
(ps − pj,s), ∀i
It follows that ∀i∀s, ps =
∨
j 6=i pj,s, so tr(ps) ≤
∑
j 6=i tr(pj,s). Now
if ∃s∀i pi,s < ps, then 〈ps〉 = id, ok; else ∀s∃i with pi,s = ps, but∑
j 6=i tr(pj,s) ≥ tr(ps), so
∑
j tr(pj,s) ≥ 2tr(ps). It follows that∑
i
tr(bi) ≥ n · tr(e1) + 2
∑
s 6=1
tr(ps) = 2tr(id) + (n− 2)tr(e1)
Now [id : bi] = tr(id)/tr(bi) so∑
i
1
[id : bi]
≥ 2 + n− 2
[id : e1]
which contradicts the assumption, because we can assume n > 2 by
Corollary 6.5. The result follows. 
Remark 6.9. The converse is not true because there exists w-cyclic
distributive subfactor planar algebras with
∑
i
1
[id:bi]
> 2, for example,
the (Sn2 ⊂ Sn3 ) subfactor is w-cyclic and boolean but
∑
i
1
[id:bi]
= n/3.
We can get applications of Theorem 6.8 as in Section 7, for example:
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Corollary 6.10. Let [H,G] be a distributive interval of finite groups.
Let H1, . . . , Hn be the minimal overgroups of H. If
∑
i
1
|Hi:H|
≤ 2, then
there exists an irreducible complex representation V of G such that
G(V H) = H (see Definition 7.22).
Proof. As for the proof of Corollary 7.32, but using Theorem 6.8. 
Corollary 6.11. Every Bn subfactor planar algebra with [id : b] ≥ n/2
for every maximal biprojection b, is w-cyclic.
Proof. By assumption (following the notations of Theorem 6.8)∑
i
1
[id : bi]
≤
∑
i
2
n
= 2
and the result follows. 
Corollary 6.12. For n ≤ 4, every Bn subfactor planar algebra is w-
cyclic.
Proof. Immediate by Corollary 6.11 because in general [id : b] ≥ 2, so
n ≤ 4 is working. 
Corollary 6.13. Any distributive subfactor planar algebra with < 32
biprojections or index < 32, is w-cyclic.
Proof. In this case, the top lattice is Bn with n < 5 because 32 = 25, so
we apply Corollary 6.12 on the top intermediate, then Lemma 5.5. 
Conjecture 6.14. A distributive subfactor planar algebra is w-cyclic.
Note that by Lemmas 2.19 and 5.5 we can reduce to the boolean case.
Moreover, we can upgrade the conjecture by replacing distributive by
top boolean (i.e. with a boolean top interval, which is more general).
Assuming Conjecture 6.14, we get the following statement5:
Statement 6.15. Let [H,G] be a distributive interval of finite groups.
Then there is an irreducible complex representation V of G such that
G(V H) = H; if moreover H is core-free, then G is linearly primitive
(see Definitions 7.21 and 7.22).
Proof. By Corollary 7.28, the first part is just a group theoretic re-
formulation of Conjecture 6.14. So there is an irreducible complex
representation V with G(V H ) = H . Now, V
H ⊂ V so G(V ) ⊂ G(V H ),
but ker(πV ) = G(V ), it follows that ker(πV ) ⊂ H ; but H is a core-free
subgroup of G, and ker(πV ) a normal subgroup of G, so ker(πV ) = {e},
which means that V is faithful on G, i.e. G is linearly primitive. 
5http://mathoverflow.net/q/192046/34538
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Remark 6.16. By Corollary 6.13, Statement 6.15 is true without as-
suming Conjecture 6.14, if |[H,G]| or [G : H ] < 32.
In the same way, we upgrade the statement by replacing distributive
by bottom boolean. We can ask if we get an equivalence:
Question 6.17. Is a finite group G linealry primitive iff it admits a
core-free subgroup H such that the lattice [H,F ] is boolean, with F the
group generated by the minimal overgroups of H in G?
6.2. The properties (F1) and (Z˜).
Definition 6.18. The planar algebra P satisfies:
• (F0) if for all minimal projections a, b ∈ P2,+, there exists a
minimal projection c  a ∗ b such that a  c ∗ b and b  a ∗ c.
• (F1) if for all minimal projections a, b ∈ P2,+, there exists a
minimal projection c ∈ P2,+ such that 〈a, c〉 and 〈c, b〉 ≥ 〈a, b〉
• (F2) if for all p, q minimal central projections, there exists a
minimal central projection r, such that 〈p, r〉 and 〈r, q〉 ≥ 〈p, q〉.
Proposition 6.19. If P2,+ is abelian, then P satisfies (F0).
Proof. Because P2,+ is abelian, if a and a′ are minimal projections with
aa′ 6= 0 then a = a′; the result follows by Lemma 3.36. 
Proposition 6.20. The property (F0) implies (F1) which implies (F2).
Proof. Assuming (F0), let c  a ∗ b such that a  c ∗ b and b  a ∗ c,
then a, b ≤ 〈c, b〉 and 〈a, c〉, so it’s (F1).
Now assume (F1) and let p, q be minimal central projections. By
Theorem 3.35, there are a, b minimal projections such that 〈p〉 = 〈a〉
and 〈q〉 = 〈b〉, then
〈p, q〉 = 〈〈p〉, 〈q〉〉 = 〈〈a〉, 〈b〉〉 = 〈a, b〉
So there is c checking (F1), and we take r = Z(c), the central support,
for checking (F2). 
Examples 6.21. By Propositions 6.19, 6.20, if P2,+ is abelian then P
satisfies (F2). We can check by hand using the table of Subsection 8.3
that P(RS3 ⊂ R) also satisfies (F2).
Let G be a finite group and H a core-free subgroup.
Proposition 6.22. The subfactor (RG ⊆ RH) is (F2) if and only if
for every irreducible complex representations U, V of G, there exists W
also irreducible such that (see Definition 7.22)
G(WH) ∩G(V H), G(UH) ∩G(WH) ⊆ G(UH ) ∩G(V H )
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Proof. It’s just a reformulation of (F2) using Theorem 8.3. 
Remark 6.23. Using GAP we have found6 a counter-example of the
property (F2), of the form P(RG ⊆ RH) with |G| = 32 and |H| = 2.
gap> G:=TransitiveGroup(16,39); H:=Stabilizer(G,1);
It follows that (F0) and (F1) are not satisfied in general.
Question 6.24. Does every irreducible depth 2 subfactor planar algebra
satisfies (F2), (F1) or even (F0)?
Proposition 6.25. For a distributive subfactor planar algebra, w-
cyclic is equivalent to (F1).
Proof. The first implication is immediate in general because if there
is a minimal projection c0 with 〈c0〉 = id then (following the notation
of Definition 6.18) we get the property (F1) by using the projection
c = c0.
For the other implication, we follow the proof and notations of the
Theorem 5.7, but instead of taking c  u ∗ v, we take the minimal
projection c given by the property (F1) for a = u and b = v, and then
〈c〉 = 〈u, c〉 ∧ 〈c, v〉 ≥ 〈u, v〉 ∧ 〈u, v〉 = id ∧ id = id. 
Definition 6.26. The planar algebra P satisfies
• (ZZ) if the coproduct of any two central operators is central.
• (Z) if any minimal central projection generates a central bipro-
jection.
• (Z˜) if all the intermediate subfactor planar algebras satisfy (Z).
Proposition 6.27. The property (ZZ) implies (Z).
Proof. By Definition 3.32 and assuming (ZZ), a minimal central pro-
jection generates a central biprojection. 
Examples 6.28. If P2,+ is abelian, then P is a fortiori (ZZ) and (Z˜).
By Theorem 8.14, if P is depth 2, then it is (ZZ). The planar algebra
P(RS4 ⊂ R〈(1,2)〉) satisfies (Z) but not (ZZ), so the converse of Proposi-
tion 6.27 is false. Moreover P(RS4 ⊂ R〈(1,2)(3,4)〉) does not satisfy (Z),
so (Z) is not true in general (see Subsection 8.3). There is a distributive
example of index 110 which is not (Z), given7 by (RPSL(2,11) ⊂ RZ/6).
Proposition 6.29. A Dedekind subfactor planar algebra satisfies (Z˜).
Proof. A Dedekind subfactor planar algebra satisfies obvioulsy (Z), now
using Lemma 3.23, any intermediate of a Dedekind subfactor planar
algebra is also Dedekind, so the result follows. 
6http://mathoverflow.net/a/201693/34538
7http://math.stackexchange.com/a/721164/84284
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Theorem 6.30. A distributive (Z˜) subfactor planar algebra is w-cyclic.
Proof. Same first paragraph that for the proof of Theorem 5.7. Next
let b1, . . . , bn be the maximal biprojections. By induction and Theo-
rem 5.2, bi is lw-cyclic, i.e. bi = 〈ui〉 with ui a minimal projection. If
〈Z(ui)〉 = id then the result follows by Definition 4.10, else by maximal-
ity 〈Z(ui)〉 = bi, and by (Z), bi is central; but by the boolean structure,
every biprojection is the meet of some maximal biprojections, then all
the biprojections are central; the result follows by Theorem 5.7. 
7. Applications
In this section, we describe some applications of Theorem 5.8 to
subfactor planar algebras, subfactors, quantum groups and finite group
theories. Similar applications, using the extensions of Section 6, are
also discussed.
7.1. Applications to subfactor planar algebras theory.
Let P be a finite index irreducible subfactor planar algebra. As an
application of the main Theorem 5.8 and extensions, we get non-trivial
upper bounds for the minimal number of minimal projections of P2,+
generating the identity biprojection.
Definition 7.1. Let, respectively,
• cl(P) the cyclic length
• wcl(P) the w-cyclic length
• tcl(P) the top cyclic length
• dl(P) the distributive length
• tbl(P) the top boolean length
• tbnl(P) the top B≤n length
of P, be the minimal length l for an ordered chain of biprojections
e1 = b0 < b1 < · · · < bl = id
such that P(bi < bi+1) is respectively
• cyclic
• w-cyclic
• top cyclic [i.e. its top intermediate (see Definition 5.3) is cyclic]
• distributive
• top boolean
• top Br with r ≤ n
Note that tbl(P) ≤ dl(P) ≤ cl(P) ≤ h(P).
Moreover if n ≤ m then tbnl(P) ≥ tbml(P) ≥ tbl(P).
We define also the lengths bcl, bbl and bbnl as for tcl, tbl and tbnl but
replacing top by bottom (see Definition 2.6).
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Corollary 7.2. Let a < b be biprojections. If P(a < b) is w-cyclic, then
there is a minimal projection u ∈ P2,+(e1 < id) such that 〈a, u〉 = b.
Proof. Let
lb : P2,+(e1 ≤ b)→ bP2,+b
and (with a′ = l−1b (a))
ra′ : P2,+(a ≤ b)→ a′ ∗ P2,+(e1 ≤ b) ∗ a′
be isomorphisms of C⋆-algebras from Corollary 3.40, then by assump-
tion the planar algebra P(a ≤ b) is w-cyclic, then a′ is rw-cyclic by The-
orem 5.2, i.e. there is a minimal projection u′ such that 〈a′, u′〉 = id.
Then by applying the map lb we get
b = lb(id) = 〈lb(a′), lb(u′)〉 = 〈a, u〉
with u = lb(u
′). 
Lemma 7.3. Let p1, . . . , pn be minimal central projections, then there
are minimal projections ui ≤ pi such that 〈u1, . . . , un〉 = 〈p1, . . . , pn〉.
Proof. By Theorem 3.35, there are minimal projections ui ≤ pi such
that 〈ui〉 = 〈pi〉, then
〈p1, . . . , pn〉 = 〈〈p1〉, . . . , 〈pn〉〉 = 〈〈u1〉, . . . , 〈un〉〉 = 〈u1, . . . , un〉 
This lemma allows the following remark.
Remark 7.4. The w-cyclic length wcl(P) admits the following equiv-
alent definitions:
• the minimal number n of minimal projections u1, · · · , un ∈ P2,+
such that 〈u1, . . . , un〉 = id.
• the minimal number n of minimal central projections
p1, . . . , pn ∈ P2,+ such that 〈p1, . . . , pn〉 = id.
Corollary 7.5. The w-cyclic length of P is less than its cyclic length,
its top cyclic length and its top B≤4 length,
i.e. wcl(P) ≤ tcl(P) ≤ cl(P) and wcl(P) ≤ tb4l(P).
Proof. Immediate from Theorem 5.8, Corollary 7.2, Corollary 6.12,
Lemmas 2.19 and 5.5. 
So these lengths gives non-trivial upper bounds for the minimal num-
ber of minimal central projections generating the identity biprojection.
Remark 7.6. By using Theorem 6.8 directly, we can define as above
another length tb′l which gives a better estimate than tb4l,
i.e. wcl(P) ≤ tb′l(P) ≤ tb4l(P)
Assuming Conjecture 6.14 we get the following statement:
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Statement 7.7. The w-cyclic length of P is less than its distributive
length and its top boolean length, i.e. wcl(P) ≤ tbl(P) ≤ dl(P).
7.2. Applications to subfactors theory.
We now reformulate for a finite index irreducible subfactor (N ⊆ M).
From the one-to-one correspondence between the intermediate subfac-
tors and the biprojections (theorem 3.24), we define:
Definition 7.8. Let the cyclic length cl(N ⊆M) be the minimal length
n for an ordered chain of intermediate subfactors
N = P0 ( P1 ( · · · ( Pn = M
such that all the intermediate subfactors of (Pi ( Pi+1) are normal [42]
and form a distributive lattice.
Definition 7.9. Let the w-cyclic length wcl(N ⊆ M) be the mini-
mal number n of algebraic irreducible sub-N-N-bimodules of M , noted
B1, . . . , Bn, generatingM as von Neumann algebra: 〈B1, . . . , Bn〉 = M .
Lemma 7.10. The cyclic length cl(N ⊆M) = cl(P(N ⊆M)) and the
w-cyclic length wcl(N ⊆M) = wcl(P(N ⊆M)).
Proof. The first equality is immediate, the second follows from the one-
to-one correspondence between the poset of projections p of P2,+ and
the poset of algebraic sub-N -N -bimodules Xp of M (see Subsection
8.1.1), and the Corollary 8.1 stating that 〈Xp〉 = X〈p〉. 
Corollary 7.11. The w-cyclic length of (N ⊆M) is less than its cyclic
length, i.e. wcl(N ⊆M) ≤ cl(N ⊆M).
Proof. Immediate by Corollary 7.5 and Lemma 7.10. 
Corollary 7.12. If (N ⊆ M) is a cyclic subfactor then there is an
algebraic irreducible sub-N-N-bimodule B of M such that 〈B〉 = M ,
with 〈B〉 the von Neumann algebra generated by the subset B ⊂M .
So the cyclic length gives a non-trivial upper bound for the minimal
number of algebraic irreducible sub-N -N -bimodules of M generating
M as von Neumann algebra.
By defining the analogous of the lengths tcl, dl, tbl, tbnl of Defini-
tion 7.1 in the subfactors framework, we get better upper bounds (by
Corollary 7.5 and Statement 7.7).
The cyclic length is not equal to the w-cyclic length in general (see
the Remark 7.37), nevertheless the equality occurs for the finite abelian
group subfactor planar algebras (see Proposition 7.38).
Theorem 7.13 (Lukacs-Palfy [29]). A finite group G is abelian if and
only if L(G×G) is modular (see Remark 2.14).
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Definition 7.14. The planar algebra P is called abelian8 if the bipro-
jections are normal and P ⊗ P admits a modular biprojections lattice.
It follows by the Galois correspondence that a finite group subfactor
planar algebra is abelian if and only if the group is abelian.
Question 7.15. Is the planar algebra P abelian if and only if its cyclic
length is equal to its w-cyclic length and the w-cyclic length of its dual?
Remark 7.16. Any maximal subfactor planar algebra P is abelian, but
P2,+ can be a non-abelian algebra; see for example9 (RL2(11) ⊂ RD12).
The following questions point to a generalization of the fundamental
theorem of abelian groups:
Question 7.17. If the planar algebra P is cyclic, is it also abelian?
Question 7.18. Is a tensor product of abelian subfactor planar algebra
also abelian?
Question 7.19. Is every abelian subfactor planar algebra a tensor
product of cyclic subfactor planar algebras?
7.3. Applications to finite groups theory.
Let [H,G] be an interval of finite groups. As an application we get
a dual version of Ore’s Theorem 2.25. Next we get non-trivial upper
bounds for the minimal number of elements (resp. irreducible com-
plex representations) generating a finite group (resp. the left regular
representation).
Definition 7.20. The inclusion (H ⊆ G) is called H-cyclic if ∃g ∈ G
with 〈H, g〉 = G.
Definition 7.21. The group G is linearly primitive if it admits an
irreducible complex representation V which is faithful, or equivalently
such that for all irreducible complex representation W there is n > 0
with W ≤ V ⊗n, or equivalently such that V generates the left regular
representation (in the sense that it can appear as a direct component
of a combination of V for ⊕ and ⊗).
Definition 7.22. Let W be a representation of a group G, K a sub-
group of G, and X a subspace of W . Let the fixed-point subspace
WK := {w ∈ W | kw = w , ∀k ∈ K}
and the pointwise stabilizer subgroup
G(X) := {g ∈ G | gx = x , ∀x ∈ X}
8http://mathoverflow.net/q/156374/34538
9http://mathoverflow.net/a/158374/34538
ORE’S THEOREM FOR CYCLIC SUBFACTOR PLANAR ALGEBRAS 35
Definition 7.23. The inclusion (H ⊆ G) is called linearly primitive if
there is an irreducible complex representation V of G with G(V H ) = H.
Remark 7.24. The group G is linearly primitive if and only if the
interval [{e}, G] is linearly primitive.
Definition 7.25. An intermediate subgroup H ⊆ K ⊆ G is called a
normal-intermediate subgroup if ∀g ∈ G HgK = KgH.
Lemma 7.26. Let bK ∈ P2,+(RG ⊆ RH) be the biprojection corre-
sponding to the intermediate subgroup H ⊆ K ⊆ G, then K is a
normal-intermediate if and only if the biprojection bK is normal.
Proof. See [42] proposition 3.3 on page 476. 
Lemma 7.27. Let px ∈ P2,+(RG ⊆ R) be a minimal projection on the
one-dimensional subspace Cx and H a subgroup of G then
px ≤ bH ⇔ H ⊂ Gx
Proof. We use the notations of Subsection 8.3
bH = |H|−1
∑
h∈H
πV (h)
If px ≤ bH then bHx = x and ∀h ∈ H we have that
πV (h)x = πV (h)[bHx] = [πV (h) · bH ]x = bHx = x
which means that h ∈ Gx, and so H ⊂ Gx.
Conversely, if H ⊂ Gx [i.e. ∀h ∈ H we have πV (h)x = x] then
bHx = x, which means that px ≤ bH . 
Corollary 7.28. Let G acting outerly on the hyperfinite II1 factor R.
• (R⋊H ⊆ R⋊G) is w-cyclic if and only if (H ⊆ G) is H-cyclic.
• (RG ⊆ RH) is w-cyclic iff (H ⊆ G) is linearly primitive.
Proof. By theorem 5.2, (R ⋊H ⊆ R⋊G) is w-cyclic if and only if
∃u ∈ P2,+(R ⊆ R ⋊G) ≃
⊕
g∈G
Ceg ≃ CG
minimal projection such that 〈eR⋊GR⋊H , u〉 = id, if and only if 〈H, g〉 = G
with u = eg; and (R
G ⊆ RH) is w-cyclic if and only if
∃u ∈ P2,+(RG ⊆ R) ≃
⊕
Vi irr.
End(Vi) ≃ CG
minimal projection such that 〈u〉 = eRRH , if and only if, by Lemma 7.27,
H = Gx with u = px the projection on Cx ⊆ Vi (with Z(px) = pVi).
Note that H ⊂ G(V Hi ) ⊂ Gx so H = G(V Hi ). 
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In particular, we get:
Corollary 7.29. The subfactor (RG ⊆ R) (resp. (R ⊆ R ⋊ G)) is
w-cyclic if and only if G is linearly primitive (resp. cyclic).
Examples 7.30. The subfactors (RS3 ⊂ R), (RS4 ⊂ R〈(1,2)〉) and its
dual are w-cyclic, but (R ⊂ R⋊ S3) and (RS4 ⊂ R〈(1,2)(3,4)〉) are not.
Definition 7.31. The inclusion (H ⊆ G) is called
• distributive if [H,G] is a distributive lattice
• Dedekind if every K ∈ [H,G] is normal-intermediate
• cyclic if it is both distributive and Dedekind
Corollary 7.32. If the inclusion (H ⊆ G) is distributive then it is
H-cyclic; if moreover it is cyclic then it is linearly primitive.
Proof. By Galois correspondence, Theorems 5.7, 5.8, Corollary 7.28,
Lemma 7.26 and P2,+(R⋊H ⊂ R⋊G) commutative. 
The first part of Corollary 7.32 is Ore’s Theorem 2.25, but the second
part (which is a dual version of the first) is new in group theory.
Definition 7.33. Let the cyclic length cl(G) (resp. distributive length
dl(G)) be the minimal length for an ordered chain of subgroups
{1} = H0 ⊂ H1 ⊂ · · · ⊂ Hn = G
such that the inclusion (Hi ⊆ Hi+1) is cyclic (resp. distributive).
Note that dl(G) ≤ cl(G) = cl(R ⊆ R⋊G).
We can define the group theoretic analogous of the lengths tcl, tbl,
tbnl, bcl, bbnl, bbl of Definition 7.1.
Corollary 7.34. The group G can be generated by dl(G) elements.
Proof. Upgrade Corollary 7.5 for (R ⊆ R⋊G) using Theorem 5.7. 
Remark 7.35. The length dl(G) can be a strict upper bound for the
minimal number of generators of G, because10 Sn can be generated by
two elements and dl(Sn) = 2 for 3 ≤ n ≤ 7, but dl(S8) > 2.
The length tbl(G) gives a better upper bound.
Corollary 7.36. The left regular representation of G can be generated
(for ⊕ and ⊗) by cl(G) irreducible complex representations.
Proof. Reformulate Corollary 7.5 for (RG ⊆ R) using Corollary 8.17.

10http://math.stackexchange.com/q/1281368/84284
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Remark 7.37. The length cl(G) can be a strict upper bound for the
minimal number of irreducible complex representation generating the
left regular representation of G because cl(S3) = 2 and S3 is linearly
primitive.
The lengths bcl(G) and bb4l(G) gives better upper bounds (see Corol-
lary 7.5), and bbl(G) is conjectured to be also (see Statement 7.7).
Proposition 7.38. If a finite group is abelian then the cyclic length is
both the minimal number of elements and of irreducible complex repre-
sentations, generating the group and the left regular representation.
Proof. By the fundamental theorem of finite abelian groups and the
fact that they are isomorphic to their dual and Dedekind. 
Question 7.39. Is the converse true? (see also Question 7.15)
7.4. Applications to quantum groups theory.
Let A be a finite dimensional Kac algebra (see Subsection 8.2).
Definition 7.40. A is linearly primitive if there is an irreducible com-
plex representation V such that, for all irreducible complex representa-
tion W there is n > 0 with W ≤ V ⊗n, or equivalently, the projection
pV generates A as left coideal subalgebra (thanks to Theorem 8.12).
Corollary 7.41. The Kac algebra A is linearly primitive if and only
if the depth 2 irreducible finite index subfactor (RA ⊆ R) is w-cyclic.
Proof. Immediate by Definition 3.32 and Corollary 8.17. 
Definition 7.42. The Kac algebra A is called maximal if is has no left
coideal subalgebra other than C and A.
Definition 7.43. The Kac algebra A is called cyclic if all the left
coideal subalgebras are normal Kac subalgebras (see [42] (3) p474), and
form a distributive lattice L(A) (see Problem 4.14).
Corollary 7.44. If A is cyclic, then it is linearly primitive.
Proof. It is a reformulation of Theorem 5.8 for the Kac algebras. 
Remark 7.45. Let I ⊆ J ⊆ A be left coideal subalgebras of A then
by using proposition 4.2. p52 in [13], together with Proposition 8.16
and Theorem 3.19, we could define in the Kac algebra framework the
notion of linearly primitive (resp. cyclic) for the inclusion (I ⊆ J), to
be equivalent to (RJ ⊆ RI) w-cyclic (resp. cyclic), for finally getting a
generalization of Corollary 7.44.
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Definition 7.46. Let the cyclic length cl(A) be the minimal length for
an ordered left coideal subalgebras chain
C ( B1 ( · · · ( Bn = A
with the subfactor (Bi−1 ⊂ Bi) cyclic (see Remark 7.45).
We can define the Kac algebra theoretic analogous of the lengths tcl,
tbl, tbnl, bcl, bbnl, bbl of Definition 7.1.
Corollary 7.47. The cyclic length cl(A) is both an upper bound for
the minimal number of:
• minimal central projections generating A as a left coideal sub-
algebra.
• irreducible complex corepresentations generating (for ⊕ and ⊗)
the dual A⋆ of A, as a corepresentation.
Proof. We reformulate Corollary 7.5 for (R ⊆ R ⋊ A) and (RA ⊆ R).

Remark 7.48. The length cl(A) can be a strict upper bound (see Re-
mark 7.35). The lengths tcl and tb4l (resp. bcl and bb4l) gives better
upper bounds (see Corollary 7.5), and tbl (resp. bbl) is conjectured to
be also (see Statement 7.7).
Following the Definition 7.14, we define:
Definition 7.49. A Kac algebra A is l-abelian if all the left coideal
subalgebras are normal Kac subalgebras and L(A⊗ A) is modular.
The l of l-abelian is for lattice. This attribute is necessary for not
confusing with a usual abelian Kac algebra.
Problem 7.50. Is there a non-trivial l-abelian Kac algebra?
We can reformulate the questions from 7.15 to 7.19 in this framework.
8. Appendix
8.1. Some correspondences.
8.1.1. Correspondence sub-bimodules and 2-box projections. Let (N ⊆
M) be a finite index irreducible subfactor, and P = P(N ⊆ M) its
planar algebra. We can see M as an algebraic N -N -bimodule [18], it
decomposes into irreducible algebraic N -N -bimodules
M =
⊕
i
Vi ⊗ Bi
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with B1, . . . , Bn the (equivalent class representatives of the) irreducible
algebraic sub-N -N -bimodules ofM , and Vi the multiplicity space. Now
P2,+ = N ′ ∩M1 is a finite dimensional C⋆-algebra and by the double
characterization of the principal graph (see [19] section 4.2), we get
that
P2,+ ≃
⊕
i
End(Vi)
The one-to-one correspondence between the projections of p ∈ P2,+
and the algebraic sub-N -N -bimodules Xp ofM , comes from the one-to-
one correspondence between the projections of P2,+ and the subspaces
of V =
⊕
i Vi on one hand (through image and range projection),
and from the one-to-one correspondence between the subspaces of V
and the algebraic sub-N -N -bimodules of M on the other hand (by
definition of the decomposition of M). Moreover this correspondence
is an isomorphism of poset, which means
p ≤ q ⇔ Xp ⊆ Xq
The set of biprojections is a subposet of the set of projections and the
set of intermediate subfactors is also a subposet of the set of algebraic
sub-N -N -bimodules of M , and using [4], p is a biprojection if and only
if Xp is an intermediate subfactor.
Corollary 8.1. The biprojection 〈p〉 generated by the projection p ∈
P2,+ corresponds to the intermediate subfactor 〈Xp〉 generated by the
algebraic sub-N-N-bimodule Xp of M , which can be reformulated by
X〈p〉 = 〈Xp〉
Proof. First 〈p〉 is the smallest biprojection b ≥ p, whereas 〈Xp〉 is the
smallest von Neumann algebra containing Xp in M , but N ⊆ 〈Xp〉 be-
cause Xp is a N -N -bimodule, and so 〈Xp〉 is an intermediate subfactor
of (N ⊆ M) by irreducibility. The result follows by the poset isomor-
phism respecting the one-to-one correspondence between the subposet
of biprojections and the subposet of intermediate subfactors. 
Let XpXq be the pointwise product of Xp and Xq in M , then
V ectC(XpXq) is an algebraic sub-N -N -bimodules of M .
Question 8.2. Is V ectC(XpXq)equals to XR(p∗q)?
11
(with R(x) the range projection of x)
11http://mathoverflow.net/q/209195/34538
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8.1.2. Galois correspondence subgroups/subsystems.
In [13] page 49, there is the following result on compact groups:
Theorem 8.3. Let G be a compact group and Rep(G) the category
of finite dimensional unitary representations of G. For π ∈ Rep(G)
Hπ denotes the representation space of π. Suppose we have a Hilbert
subspace Kπ ⊂ Hπ for each π ∈ Rep(G) satisfying the following:
Kπ ⊕Kσ ⊆ Kπ⊕σ, π, σ ∈ Rep(G),
Kπ ⊗Kσ ⊆ Kπ⊗σ, π, σ ∈ Rep(G),
Kπ = Kπ, π ∈ Rep(G),
where π is the complex conjugate representation and Kπ is the image
of Kπ under the natural map from Hπ to its complex conjugate Hilbert
space. Then there exists a closed subgroup H ⊆ G such that
Kπ = {ξ ∈ Hπ; π(h)ξ = ξ, h ∈ H}
8.2. Some results for the depth 2 case. Let (N ⊆ M) be an irre-
ducible depth 2 subfactor of finite index [M : N ] =: δ2.
Theorem 8.4. The subfactor (N ⊆ M) is given by a Kac algebra, i.e.
a Hopf C⋆-algebra (A,∆, ǫ, S) with A = N ′ ∩ M1 = P2,+(N ⊆ M),
(N ⊆M) ≃ (RA ⊆ R) and dim(A) = [M : N ].
Proof. See [8,28,41] and the recent “planar algebra” approach [7]. 
Trivial case: A = CG, ∆(g) = g ⊗ g, ǫ(g) = 1 and S(g) = g−1.
Theorem 8.5 (Galois correspondence). Every intermediate subfactor
RA ⊆ P ⊆ R are of the form P = RB with B ⊆ A a left coideal
⋆-subalgebra (i.e. ∆(B) ⊆ A⊗ B and B⋆ = B), and conversely.
Proof. [13] Theorem 4.4 p54. 
Theorem 8.6 (Schur’s lemma). Let A be a finite dimensional C⋆-
algebra, V a representation, V1 and V2 irreducible representations, then
• the action of A on V is irreducible (i.e. has no invariant sub-
space) if and only if πV (A)′ = CIV .
• if T ∈ HomA(V1, V2) (i.e. intertwines the action of A) then
T = 0 or T is an isomorphism.
Theorem 8.7 (Double commutant theorem). Let A ⊆ End(V ) be a
finite dimensional C⋆-algebra, then A′′ is equal to A.
Theorem 8.8. The finite dimensional Kac algebra A admits finitely
many nonequivalent irreducible complex representations H1, . . . , Hr so
that as C⋆-algebra, A ≃ End(H1)⊕ · · · ⊕ End(Hr).
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Definition 8.9. Let V and W be two representations of A, then A acts
on V ⊗W by using the comultiplication ∆ as follows:
∀x ∈ A, ∀v ∈ V, ∀w ∈ W : ∆(x) · (v ⊗ w) =
∑
(x(1) · v)⊗ (x(2) · w)
Definition 8.10 (Fusion rules). The previous action of A on Hi⊗Hj
decomposes into irreducible representations
Hi ⊗Hj =
⊕
k
Mkij ⊗Hk
with Mkij the multiplicity space.
Remark 8.11. Let nk = dim(Hk) and n
k
ij = dim(M
k
ij), then∑
ni · nj =
∑
nkij · nk
The following theorem explains the relation between comultiplication
and fusion rules.
Theorem 8.12. The inclusion matrix of the unital inclusion of finite
dimensional C⋆-algebras ∆(A) ⊆ A⊗ A is Λ = (nkij).
Proof. The irreducible representations of A⊗A are (Hi⊗Hj)i,j, so by
double commutant theorem and Schur’s lemma we get that
πHi⊗Hj (A⊗ A) = πHi⊗Hj (A⊗ A)′′ = End(Hi ⊗Hj) ≃ Mninj (C)
Moreover by Definition 8.9 and fusion rules we get that
πHi⊗Hj(∆(A)) ≃
⊕
k
Mkij ⊗ πHk(A) ≃
⊕
k
Mkij ⊗Mnk(C)
Let V =
⊕
i,j Hi⊗Hj, then by applying Theorem 8.8 to A⊗A we get
the isomorphism of inclusions:
(∆(A) ⊆ A⊗ A) ≃ (πV (∆(A)) ⊆ πV (A⊗ A))
But πV =
⊕
i,j πHi⊗Hj and the inclusion matrix of
πHi⊗Hj(∆(A)) ⊆ πHi⊗Hj(A⊗ A)
is (n1ij, . . . , n
r
ij), so the result follows. 
Theorem 8.13 (Splitting). There is the following planar reformulation
of the comultiplication ∆(x) =
∑
x(1)⊗x(2) for x ∈ A = P2,+(RA ⊆ R).
x =
∑
x(1) x(2) and x =
∑
x(1) x(2)
Proof. See [21] p39. 
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Corollary 8.14. If a, b ∈ A are central, then a ∗ b is also central.
Proof. This diagrammatic proof by splitting is due to Vijay Kodiyalam.
(a∗b)·x = x
a b
=
∑
a b
x(1) x(2)
=
∑
x(1) x(2)
a b
=
x
a b
= x·(a∗b) 
Let the inner product 〈a|b〉 = tr(b⋆a) = δ−2
a
b⋆
Lemma 8.15. Let a, b, x ∈ A = P2,+(N ⊆M) then
〈a ∗ b|x〉 = δ
∑
〈a|x(1)〉〈b|x(2)〉
Proof. By Theorem 8.13 (splitting) and Lemma 3.16 we have
tr(x⋆ · (a ∗ b)) = δ
∑
tr(x⋆(1)a)tr(x
⋆
(2)b)
the result follows by definition of the inner product. 
Let (bα)α be an orthonormal basis of A, i.e. 〈bα|bβ〉 = δα,β. We get
structure constants of the comultiplication and the coproduct by:
∆(bα) =
∑
β,γ
cαβγ(bβ ⊗ bγ) and bβ ∗ bγ =
∑
α
dαβγbα
Proposition 8.16. The coproduct can be reformulated as follows:
bβ ∗ bγ = δ
∑
α
cαβγbα
Proof. It suffices to prove that
dαβγ = δc
α
βγ
We compute the inner product 〈bβ∗bγ |bα〉 in two different manners: one
by the structure constants of bβ ∗ bγ and the other diagrammatically.
First
〈bβ ∗ bγ |bα〉 =
∑
α′
dα
′
βγ〈bα′ |bα〉 =
∑
α′
dα
′
βγδα′α = d
α
βγ
Next by Lemma 8.15
〈bβ ∗ bγ |bα〉 =
∑
β′γ′
cαβ′γ′δ〈bβ|bβ′〉〈bγ|bγ′〉 = δcαβγ

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Let p1, . . . , pr be the minimal central projections of P2,+(N ⊆M) =
A =
⊕
iEnd(Hi), i.e. pi is the projection on Hi.
Corollary 8.17. The coproduct of minimal central projections is re-
lated to the fusion rules as follows:
pi ∗ pj ∼
∑
k
nkijpk
Proof. By Corollary 8.14
pi ∗ pj ∼
∑
k
ǫkijpk
with ǫkij ∈ {0, 1}. Now by Theorem 8.12, nkij 6= 0 if and only if
〈∆(pk)|pi ⊗ pj〉 6= 0, if and only if ǫkij 6= 0 by Proposition 8.16. 
Remark 8.18. Corollary 8.17 is not true at depth > 2 in general,
because it implies the property (ZZ) of Definition 6.26, which is not true
in general (see Proposition 8.20). How to generalize this result is an
important problem12, and we can expect that the coproduct corresponds
to a non-central truncation of the fusion.
8.3. Some coproduct tables. We would like to compute the coprod-
uct tables for group subfactors. Let G be a finite group, δ = |G|1/2 and
let V1, . . . , Vn be the (equivalent class representatives of the) irreducible
complex representations of G. By [19] p53
P2,+ := P2,+(RG ⊆ R) ≃ CG ≃
⊕
i
End(Vi)
as C⋆-algebras, and also
P2,− ≃ P2,+(R ⊆ R⋊G) ≃ CG ≃
⊕
g∈G
Ceg
Let V =
⊕
i Vi, then the Fourier transform F : P2,+ → P2,− is given
by F(πV (g)) = δeg, then
eg ∗ eh = F(F−1(eg) · F−1(eh)) = δ−2F(πV (g) · πV (h)) = δ−1egh
And idem
πV (g) ∗ πV (h) = δg,hδπV (g)
Let (bα)α be an orthogonal basis of P2,+, then πV (g) =
∑
α λα,gbα
and by inverting the matrix M = (λα,g) we get bα =
∑
g∈G µg,απV (g).
It follows that
bα ∗ bβ =
∑
g,h∈G
µg,αµh,βπV (g) ∗ πV (h) =
12http://mathoverflow.net/q/179188/34538
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g,h∈G
µg,αµh,βδg,hδπV (g) = δ
∑
γ
(
∑
g∈G
µg,αµg,βλγ,g)bγ
Let G = S3 then P2,+(RS3 ⊂ R) = C ⊕ C ⊕M2(C). There is13 a
matrix basis {e1, e2, e11, e12, e21, e22} such that (with ζ3 = e2iπ/3):
πV (e) = (1)⊕ (1)⊕
(
1 0
0 1
)
, πV (123) = (1)⊕ (1)⊕
(
ζ3 0
0 ζ¯3
)
,
πV (132) = (1)⊕ (1)⊕
(
ζ¯3 0
0 ζ3
)
, πV (12) = (1)⊕ (−1)⊕
(
0 1
1 0
)
,
πV (23) = (1)⊕ (−1)⊕
(
0 ζ¯3
ζ3 0
)
, πV (13) = (1)⊕ (−1)⊕
(
0 ζ3
ζ¯3 0
)
By the computation above we get this table (up to dividing by
√
6):
∗ e1 e2 e11 e12 e21 e22
e1 e1 e2 e11 e12 e21 e22
e2 e2 e1 e11 −e12 −e21 e22
e11 e11 e11 2e22 0 0 2(e1 + e2)
e12 e12 −e12 0 2e21 2(e1 − e2) 0
e21 e21 −e21 0 2(e1 − e2) 2e12 0
e22 e22 e22 2(e1 + e2) 0 0 2e11
Remark 8.19. By Remark 7.29, (RS3 ⊂ R) is w-cyclic because S3 is
linearly primitive. Now by the table above we see directly that 〈e11〉 = id
because
∑3
n=1 e
∗n
11 = e11 + 2e22 + 4(e1 + e2) ∼ id.
Now let H be a subgroup of G, then by [19] p141,
P2,+ := P2,+(RG ⊆ RH) ≃
⊕
V Hi 6=0
End(V Hi )
as C⋆-algebras, and also
P2,− ≃ P2,+(R⋊H ⊆ R⋊G) ≃
⊕
g repr.
CeHgH
By Section 3.4.1
P2,+ ≃ bHP2,+(RG ⊆ R)bH
and
P2,− ≃ eH ∗ P2,+(R ⊆ R⋊G) ∗ eH
as 2-box spaces, with bH = |H|−1
∑
h∈H πV (h) and eH =
∑
h∈H eh.
The algebra
⊕
V Hi 6=0
End(V Hi ) is a subalgebra of
⊕
Vi
End(Vi), and for
a well-chosen basis, the coproduct table on P2,+ is a sub-table of the
one of P2,+(RG ⊆ R). Finally we get the coproduct table of P2,− as a
13http://groupprops.subwiki.org/wiki/Linear representation theory of symmetric group:S3
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renormalized double-coset grouping of the coproduct table of P2,+(R ⊆
R⋊G); more precisely
eHg1H ∗ eHg2H =
∑
g3 repr.
cg3g1,g2eHg3H
such that
(
∑
g∈Hg1H
eg) ∗ (
∑
g∈Hg2H
eg) = |H|1/2
∑
g3 repr.
cg3g1,g2(
∑
g∈Hg3H
eg)
Let [H,G] = [〈(1, 2)〉, S4] then P2,− =
⊕7
i=1Cei. By the computation
above we get this table (up to dividing by
√
12):
∗ e1 e2 e3 e4 e5 e6 e7
e1 e1 e2 e3 e4 e5 e6 e7
e2 e2 2e1 + e2 e4 + e5 e3 + e5 e3 + e4 e6 + 2e7 e6
e3 e3 e5 + e6 2e1 + e3 e4 + 2e7 e2 + e6 e2 + e5 e4
e4 e4 e4 + 2e7 e2 + e5 e5 + e6 e2 + e6 2e1 + e3 e3
e5 e5 e3 + e6 e2 + e4 e3 + e6 2e1 + 2e7 e2 + e4 e5
e6 e6 e3 + e5 e6 + 2e7 2e1 + e2 e3 + e4 e4 + e5 e2
e7 e7 e4 e6 e2 e5 e3 e1
Proposition 8.20. The subfactor (RS4 ⊂ R〈(1,2)〉) is not (ZZ), i.e.
there are two central operators a, b with a ∗ b non central.
Proof. As observed by V. Kodiyalam, the following are equivalent:
(1) ac = ca, bc = cb, ∀c ∈ P2,+ ⇒ (a ∗ b)c = c(a ∗ b), ∀c
(2) x ∗ z = z ∗ x, y ∗ z = z ∗ y, ∀z ∈ P2,− ⇒ (xy) ∗ z = z ∗ (xy), ∀z
But x = e2 + e3 + e7 and y = e5 + e7 are central for the coproduct,
whereas xy = e7 is not. So this contradicts (2), and so (1) is not true
for P2,+(RS4 ⊆ R〈(1,2)〉), which means that it’s not (ZZ). 
Remark 8.21. We can check that (RS4 ⊂ R〈(1,2)〉) is (Z), i.e. any min-
imal central projection generates a central biprojection. Contrariwise
(RS4 ⊂ R〈(1,2)(3,4)〉) is not (Z) (so not (ZZ) by Proposition 6.27).
8.4. No extra intermediate for the free composition.
Let N ⊆ M be an irreducible finite index subfactor, and let P be an
intermediate subfactor (N ⊆ P ⊆ M). Let α = NPP and β = PMM be
algebraic N -P and P -M bimodules.
Definition 8.22. Let γ be a A-B bimodule, the sub-bimodules of (γγ)n,
γ(γγ)n or (γγ)nγ with n ∈ N, are called the γ-colored bimodules.
Definition 8.23 ([5]). The subfactor (N ⊆ M) is a free composition
of N ⊆ P and P ⊆ M if the set Ξ of irreducible P -P sub-bimodules
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of (ββαα)n, n ∈ N, is the free product Ξα ⋆ Ξβ, with Ξγ the set of
irreducible γ-colored P -P bimodules.
Lemma 8.24 ([5]). Let ξ = Aγ1 ⊗P γ2 ⊗P · · · ⊗P γrB with γi a non-
trivial irreducible α or β-colored bimodule, with γ2i and γ2i+1 differently
colored, and A,B ∈ {N,P,M}. Then ξ is an irreducible A-B bimodule,
uniquely determined by the sequence (γ1, . . . , γr).
For simplifying we just write ξ = γ1γ2 · · · γr.
Theorem 8.25. If (N ⊆ M) is such a free composition (via P as
above) and if L is another intermediate subfactor N ⊆ L ⊆ M , then
N ⊆ L ⊆ P or P ⊆ L ⊆M .
Proof. Let L be an intermediate subfactor N ⊆ L ⊆ M . Let λ = NLL
and µ = LMM , then λµ = αβ = NMM := ρ. Now, αα =
⊕
mi ⊗ ηi
(with mi the multiplicity space of the irreducible N -N -bimodule ηi,
and η0 = id), ββ =
⊕
ni⊗ ξi, and ρρ = αββα = αα⊕
⊕
i 6=0 ni⊗αξiα.
By Lemma 8.24 αξiα (i 6= 0) is an irreducible (uniquely determined)
N -N bimodule, so that the depth 2 vertices in the principal graph Γρ of
N ⊆M are exactly αξiα and ηj for i, j 6= 0. Now we see that αα ≤ ρρ
and idem λλ ≤ ρρ.
Case 1: λλ ≤ αα then L ⊆ P because λλ = NLN and αα = NPN .
Case 2: λλ 6≤ αα. We will prove that then αα ≤ λλ, so that P ⊆ L.
By assumption, ∃i0 6= 0 such that αξi0α ≤ λλ, then αξi0α = αξi0α ≤
λλ too, so
(λλ)2 ≥ αξi0ααξi0α ≥ αξi0ξi0α ≥ αα
We now show that in Γρ there is no square [ρ, ηi, ζ, αξjα] with i, j 6= 0
and ζ a depth 3 object. We suppose that such a ζ exists, then, ζ ≤
ηiαβ and ζ ≤ αξjααβ. So on one hand, ζ = νβ with ν an α-colored
irreducible N -P bimodule, and on the other hand, ζ = αξiηjβ (j 6= 0)
or αγ with γ a β-colored irreducible P -M bimodule. But νβ 6= αξiηjβ
by Lemma 8.24, and also νβ 6= αγ (because else ζ = αβ, which is
not possible because ζ is depth 3). The non-existence of the previous
square follows.
Thanks to αα ≤ (λλ)2 the sub-objects of αα appear at depth 0, 2 or 4
in the principal graph Γλ of N ⊆ L. If there exists such a sub-object
ηj0 at depth 4 in Γλ, then ηj0 and αξi0α (both depth 2 in Γρ) would
be related via a depth 3 object in Γρ (because ηj0 ≤ αξi0αρρ), which is
impossible by the non-existence of the previous square. It follows that
the sub-objects of αα appear just at depth 0 or 2 in Γλ, i.e. αα ≤ λλ
and P ⊆ L. 
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