Abstract: Let Gp denote the tail function of Student's distribution with p degrees of freedom. It is shown that the ratio Gq(x)/Gp(x) is decreasing in x > 0 for any p and q such that 0 < p < q ∞. Therefore, Gq(x) < Gp(x) for all such p and q and all x > 0. Corollaries on the monotonicity of (generalized) moments and ratios thereof are also given.
Summary and discussion
The density and tail functions of Student's distribution with p degrees of freedom are given, respectively, by the formulas for all real x. Most often, the values of the parameter p are assumed to be positive integers. However, formula (1) defines a probability density function for all real p > 0, and, as we shall see, it may be advantageous, at least as far as proofs are concerned, to let p take on all positive real values. Let us also extend these definitions by continuity to p = ∞, so that f ∞ and G ∞ are the density and tail functions of the standard normal distribution. Let I be an interval on the real line. A family (f θ ) θ∈I of (say everywhere strictly positive) probability density functions is said to have a monotone likelihood ratio (MLR) if, for any θ 0 and θ 1 in I such that θ 0 < θ 1 , the ratio f θ1 /f θ0 is (say strictly) increasing on R. Let (G θ ) θ∈I denote the family of the corresponding tail functions, so that G θ (x) := It is well known that the MLR property implies the stochastic monotonicity (SM): G θ1 (x) > G θ0 (x) for all real x and all θ 0 and θ 1 in I such that θ 0 < θ 1 . In fact, one can say more. Introduce also the monotone tail ratio (MTR) property, meaning that, for any θ 0 and θ 1 in I such that θ 0 < θ 1 , the ratio G θ1 /G θ0 is strictly increasing on R. Then one has MLR =⇒ MTR =⇒ SM; the "non-strict" version of these implications was given in [4] . Stochastic monotonicity is important in deriving uniformly most powerful tests; see e.g. [3] . Generally, SM is derived based on MLR, but not not necessarily via MTR.
It is not hard to see that the Student family of densities does not have the MLR property; see (7) below. However, we shall show here that this family (strictly speaking, parameterized by −p rather than by p) still has the MTR and hence SM properties; a key here is a general l'Hospital-type rule for monotonicity; see e.g. [7, 8] and further references there. Theorem 1.1. For any p and q such that 0 < p < q ∞, the tail ratio
which implies the (strict) stochastic majorization:
Note that (2) can be rewritten as follows:
this can also be expressed, for instance, as the statement that the function
is strictly totally positive of order 2 (STP 2 ); see e.g. [2] . Let us now present some corollaries of Theorem 1.1 concerning (possibly generalized) moments and ratios of moments.
For any p ∈ (0, ∞], let T p denote any random variable (r.v.) which has Student's distribution with p degrees of freedom. In particular, T ∞ will have the standard normal distribution.
Let b : [0, ∞) → [0, ∞) be a nondecreasing function, which is non-constant on (0, ∞).
, and so, the "finiteness" set
(ii) In particular, for any given s ∈ (0, ∞), the moment
Note that the "finiteness" set F b can actually be of either form:
Let now a : [0, ∞) → [0, ∞) and b : [0, ∞) → [0, ∞) be nonzero nondecreasing right-continuous functions; we say that a function is nonzero on a given set if it is not identically zero on that set. Let µ a and µ b be the corresponding Lebesgue-
Suppose that the measure µ b is absolutely continuous with respect to µ a , with a density
In particular, if the functions a and b are continuous on [0, ∞) and continuously differentiable on (0, ∞) with the derivative a ′ > 0 on (0, ∞), then one can take
If h is not µ-constant on the domain of definition of h, let us just say that h is not µ-constant.
(ii) In particular, the ratio
for any given real numbers s and t such that 0 < s < t.
Note that the generalized moment E a(|T p |) in the denominator of the ratio in part (i) of Corollary 1.3 is (strictly) positive, since the function a was assumed to be nonzero, nonnegative, and nondecreasing on [0, ∞).
As usual, let x + := 0 ∨ x, and let λ stand for the Lebesgue measure. One also has the following proposition, based on the MLR property stated in (7). The conventions on the functions a and b made before Corollaries 1.2 and 1.3 will not necessarily apply in what follows.
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Let us also present a related result for the χ 2 distribution, based on the MLR property given in [6, Theorem 2
bounded nondecreasing function, which is not λ-constant on the set {t ∈
[0, ∞) : a(t) = 0}. Let then b := ra. Then the ratio
Note that the generalized moment E a (1 − |T p |) + in the denominator of the decreasing ratio in part (iii) of Proposition 1.4 is (strictly) positive, because the function a is nonnegative on [0, 1] and the function r is not λ-constant on the subset of [0, 1] where a = 0, which implies that the latter subset is of nonzero Lebesgue measure; on the other hand, the probability that the r.v.
(1 − |T p |) + takes a value in any such subset is nonzero. For similar reasons, the generalized moments in the denominators of the decreasing ratios in part (iv) of Proposition 1.4 and in part (ii) of Proposition 1.5 are (strictly) positive as well.
As for the boundedness conditions in Propositions 1.4 and 1.5, they are used as a simplest way to ensure that the a-and b-moments in these propositions are finite. Note the following: 3. The boundedness condition in the other parts of Propositions 1.4 and 1.5 can be relaxed as well, but then the statements and proofs will be more complicated, and in some cases the strictness of the decrease may be lost. Theorem 1.1 was motivated by the study in [5] of closeness of the members of the Student family of distributions to one another and, in particular, to the standard normal distribution. Indeed, the results of the present noteTheorem 1.1 and Lemma 2.1 -are used in the proof of the main results in [5] . Corollaries 1.2 and 1.3 were motivated by work on the paper [9] and are used there.
Proofs
The proof of Theorem 1.1 is based in part on Lemma 2.1. For all p ∈ (0, ∞) one has d dp f p (0) > 0. Proof. Take indeed any p ∈ (0, ∞). Using the Gauss integral formula for ψ := Γ ′ /Γ (see e.g. [1, Theorem 1.6.1]), then changing the integration variable to t := e −z/2 and finally integrating by parts, one has 2p d ln f p (0) dp
So, d dp ln f p (0) > 0 and hence d dp f p (0) > 0, which proves the lemma. Proof of Theorem 1.1. Take any positive p and introduce
, where
for all real x. Then
So,
It follows that ρ is increasing on (0, 1] and decreasing on [1, ∞) . Note that r ′ (0) = −2 dfp(0) dp . So, by Lemma 2. one sees that r is decreasing on (0, ∞); that is,
is decreasing in x > 0. Therefore, for any p and q such that 0
is decreasing in x > 0; so, the statement (2) holds, which in turn implies
Gp(0) = 1 for x > 0 and hence (3). One may also note that (5) implies (cf. (6)) that
-again for any p and q such that 0 < p < q ∞.
Proof of Corollary 1.2. Using integration by parts or, more precisely, the Fubini theorem, one has 
As for part (ii) of Corollary 1.2, it is indeed a special case of part (i).
We shall need the following folklorish Lemma 2.2. If h is not µ-constant on E, then there exists some ℓ ∈ R such that µ {x ∈ E : h(x) < ℓ} > 0 and µ {x ∈ E : h(x) > ℓ} > 0.
Proof. For any ℓ ∈ R, let H(ℓ) := µ {x ∈ E : h(x) ℓ} , which is nondecreasing in ℓ, with H(−∞+) = 0 and H(∞−) = µ(E). Note also that µ(E) > 0, since h is not µ-constant on E. So, each of the sets A 1 := {ℓ ∈ R : H(ℓ) > 0} and
To obtain a contradiction, suppose that A 1 ∩A 2 = ∅. Then the complementary sets A Hence, µ {x ∈ E : h(x) < ℓ * } = H(ℓ * −) = 0 and, similarly, µ {x ∈ E : h(x) > ℓ * } = µ(E) − H(ℓ * +) = 0; thus, µ {x ∈ E : h(x) = ℓ * } = 0, which does contradict the condition that h is not µ-constant on E.
file: arxiv.tex date: June 8, 2012 So, A 1 ∩ A 2 = ∅; that is, 0 < H(k) < µ(E) for some k ∈ R. Since H is nondecreasing and right-continuous, one has 0 < H(k) H(ℓ−) H(ℓ) < µ(E) for some ℓ ∈ (k, ∞). Therefore, µ {x ∈ E : h(x) < ℓ} = H(ℓ−) > 0 and µ {x ∈ E : h(x) > ℓ} = µ(E) − H(ℓ) > 0.
Proof of Corollary 1.3. The idea of this proof is quite standard and goes back to the Chebyshev inequality that may be stated as the nonnegativity of the correlation between two increasing functions of the same r.v. We supply details for the readers' convenience and because of the particular concern about the strict monotonicity in the specific situations considered here.
Take any p and q in F a ∩ F b such that p < q. Using (8) and dµ b = ρ dµ a , one can check the identity
say by expanding the product of the expressions in the brackets on the righthand side. Now part (i) of Corollary 1.3 follows if one refers to (2) and also to Lemma 2.2; and part (ii) is a special case of part (i). (8)), and similarly with a in place of b. Thus, use f p (x), a(1 − x)dx, b(1 − x)dx = r(1 − x)a(1 − x)dx, and the "increasing" part of (7) instead of G p (x), µ a (dx), µ b (dx) = ρ(x)µ a (dx) and (2), respectively.
The proof of part (iv) of Proposition 1.4 is quite similar to the one given just above for part (iii); of course, here one will use the "decreasing" part of 
