A study of poly(methyl methacrylate) as an electron beam resist. by Crosby, Vicki C.
University of Massachusetts Amherst
ScholarWorks@UMass Amherst
Masters Theses 1911 - February 2014
1983
A study of poly(methyl methacrylate) as an
electron beam resist.
Vicki C. Crosby
University of Massachusetts Amherst
Follow this and additional works at: https://scholarworks.umass.edu/theses
This thesis is brought to you for free and open access by ScholarWorks@UMass Amherst. It has been accepted for inclusion in Masters Theses 1911 -
February 2014 by an authorized administrator of ScholarWorks@UMass Amherst. For more information, please contact
scholarworks@library.umass.edu.
Crosby, Vicki C., "A study of poly(methyl methacrylate) as an electron beam resist." (1983). Masters Theses 1911 - February 2014. 1425.
Retrieved from https://scholarworks.umass.edu/theses/1425
UMASS/AMHERST
312Dbb DDIS 5
A STUDY OF POLY(METHYL METHACRYLATE) AS
AN ELECTRON BEAM RESIST
A Thesis Presented
by
Vicki C. Crosby
Submitted to the Graduate School of the
University of Massachusetts in partial fulfillment
of the requirements for the degree of
MASTER OF SCIENCE
February 1983
Department of Polymer Science and Engineering
A STUDY OF POLY(METHYL METHACRYLATE) AS
AN ELECTRON BEAM RESIST
A Thesis Presented
by
Vicki C. Crosby
Approved as to style and content by
Shaw Ling Hsu, Chairperson of Committee
William^. MacKnigHt, Head
Polymer Science and Engineering
1 1
To Chuck, who always believed.
i ii
ACKNOWLEDGEMENTS
I wish to express my sincere appreciation to those persons
involved in this project. To my advisor, Dr. S.L. Hsu, I am grateful
for his advice and guidance. I am also deeply indebted to Dr. G.M.
Venkatesh for his diligent care in every step of modification of the
apparatus. Finally, I would like to thank Ameeta Narula and Dr.
Venkatesh for the many hours of helpful discussion and moral support
they provided, and the IBM East Fishkill Facility for supDort of
this project through grant IBM/CA 623164.
i v
TABLE OF CONTENTS
PAGE
I. INTRODUCTION
A. Introduction to Polymer Resist Materials 1
B. Fabrication of PMMA Resist Layers in Semiconductors!!! Y.V.5
C. Proposed Experiments [*g
II. EXPERIMENTAL
A. Sample Preparation 9
B. Electron Beam Exposure 10
C. Evaluation of Exposed Resist by Gel Permeation
Chromatography
1 5
III. THEORY
A. Electron Interaction with PMMA 17
B. Radiation Chemistry of PMMA 21
IV. RESULTS FOR PMMA 2021 and 2041
A. 2021 Results
1. Room temperature 2021 data 27
2. 80°C exposure 2021 data 28
3. 120°C exposure 2021 data 29
4. 160°C exposure 2021 data 29
B. 2041 Results
1. Room temperature 2041 data 30
2. High temperature 2041 data 31
V. DISCUSSION 105
REFERENCES 112
APPENDIX 114
1
v
LIST OF TABLES
TABLE PAGE
1. Poly(methyl methacryl ate) Used in Resist Study 7
2. Calculated Total Energy Absorbed in Films of PMMA 18
3. Room Temperature Exposure of PMMA 2021 27
4. 80°C Irradiation of PMMA 2021 28
5. 120°C Irradiation of PMMA 2021 29
6. 160°C Irradiation of PMMA 2021 29
7. Room Temperature Irradiation of PMMA 2041 30
8. High Temperature Irradiations of PMMA 2041 31
9. Irradiations of PMMA 2041 with Improved Faraday
Cup Design [27] 108
10. Irradiations of PMMA 2041 with Increased Beam
Spread [29] 109
vi
LIST OF FIGURES
FIGURE
PAGE
1. Basic Steps in Exposure of Positive Resist Materials 8
2. Modified Electron Microscope for Exposure of Resist-
Coated Wafers j3
3. Faraday Cup Position and Output Schematic 14
4. Change in Energy Deposition with Distance for 22 KeV
Electrons in PMMA 20
5. Degradation Mechanism for PMMA on Exposure to 23 KeV
Electrons [23] 23
6. Change in 1/M"
n with Dose for 2021 at Room Temperature 33
7. Original Molecular Weight Distribution 34
8. Non-Linear Least Squares Fitting of Results in Figure 7 35
9. Molecular Weight Distribution after Irradiation to
0.75 x 1022 eV/g 36
10. Non-Linear Least Squares Fitting of Results in Figure 9 37
11. Molecular Weight Distribution after Irradiation to
1 .40 x 1022 eV/g 38
12. Non-Linear Least Squares Fitting of Results in Figure 11 39
13. Molecular Weight Distribution after Irradaition to
1 .61 x 1022 eV/g 40
14. Non-Linear Least Squares Fitting of Results in Figure 13 41
15. Change in 1/Mn with Dose for 2021 at 80°C 43
16. Molecular Weight Distribution After Irradiation to
0.49 x 1022 eV/g 44
17. Non-Linear Least Squares Fitting of Results in Figure 16 45
18. Molecular Weight Distribution after Irradiation to
0.59 x 1022 eV/g 46
19. Non-Linear Least Squares Fitting of Results in Figure 18 47
vn
F,GURE
PAGE
20. Molecular Weiqht Distribution after Irradiation to
1 .33 x 1022 eV/g
48
21. Non-Linear Least Squares Fitting of Results in Figure 20 49
22. Molecular Weiqht Distribution after Irradiation to
1 .45 x 1022 eV/g 50
23. Non-Linear Least Squares Fitting of Results in Figure 22 51
24. Change in 1/M
n with Dose for 2021 at 120°C 53
25. Molecular Weiqht Distribution after Irradiation to
0.69 x 1022 eV/g 54
26. Non-Linear Least Squares Fitting of Results in Figure 25 55
27. Molecular Weiqht Distribution after Irradiation to
1 .49 x 1022 eV/g 56
28. Non-Linear Least Squares Fitting of Results in Figure 27 57
29. Molecular Weiqht Distribution after Irradiation to
1 .76 x 1 02 2 eV/g 58
30. Non-Linear Least Squares Fitting of Results in Figure 29 59
31. Molecular Weiqht Distribution after Irradiation to
1 .73 x 1 022 ev/g 60
32. Non-Linear Least Squares Fitting of Results in Figure 31 61
33. Change in 1/M"
n
with Dose for 2021 at 160°C 63
34. Molecular Weiqht Distribution after Irradiation to
0.47 x 1022 eV/g 64
35. Non-Linear Least Squares Fitting of Results in Figure 33 65
36. Molecular Weiqht Distribution after Irradiation to
0.75 x 1022 eV/g 66
37. Non-Linear Least Squares Fitting of Results in Figure 36 67
38. Molecular Weight Distribution after Irradiation to
0.89 x 1Q22 eV/g 68
• •vm
FIGURE
PAGE
39. Non-Linear Least Squares Fitting of Results in Figure 38 69
40. Molecular Weight Distribution After Irradiation to
1 .1 2 x 1022 eV/g
70
41. Non-Linear Least Squares Fitting of Results in Figure 40 71
42. Molecular Weight Distribution after Irradation to
1 .45 x 1022 eV/g #72
43. Non-Linear Least Squares Fitting of Results in Figure 42 73
44. Change in 1 /M"n with Dose for 2041 at Room Temperature 75
45. Original Molecular Weight Distribution 76
46. Non-Linear Least Squares Fitting of Results in Figure 45 77
47. Non-Linear Least Squares Fitting of Irradiation to
0.46 x 1022 e v/g 78
48. Molecular Weight Distribution after Irradiation to
0.52 x 1022 eV/g 79
49. Non-Linear Least Squares Fitting of Results in Figure 48 80
50. Molecular Weight Distribution after Irradiation to
0.54 x 1022 eV/g 81
51. Non-Linear Least Squares Fitting of Results in Figure 50 82
52. Molecular Weight Distribution After Irradiation to
0.84 x 1022 eV/g 83
53. Non-Linear Least Squares Fitting of Results in Figure 52 85
54. Molecular Weight Distribution after Irradiation to
0.90 x 1022 eV/g 86
55. Non-Linear Least Squares Fitting of Results in Figure 54 87
56. Molecular Weight Distribution after Irradiation to
0.99 x 10 2 * eV/g 88
57. Non-Linear Least Squares Fitting of Results in Figure 56 89
58. Change in 1/Mn with Dose for 2041 at High Temperatures 91
1 x
F1GURE
PAGE
59. Molecular Weight Distribution after Irradiation to
1 .22 x 1022 eV/g at 80°C 92
60. Non-Linear Least Squares Fitting of Results in Figure 59 93
61. Molecular Weight Distribution after Irradiation to
1 .32 x 1022 eV/g at 80°C 94
62. Non-Linear Least Squares Fitting of Results in Figure 61 95
63. Molecular Weight Distribution after Irradiation to
0.83 x 1022 eV/g at 120°C 96
64. Non-Linear Least Squares Fitting of Results in Figure 63 97
65. Molecular Weight Distribution After Irradiation to
1 .65 x 1022 eV/g at 120°C 98
66. Non-Linear Least Squares Fitting of Results in Figure 65 100
67. Molecular Weight Distribution after Irradiation to
1 .07 x 1 022 ev/g at 160°C 101
68. Non-Linear Least Squares Fitting of Results in Figure 67 102
69. Molecular Weight Distribution after Irradiation to
1 .50 x 10 2 * eV/g at 160°C 103
70. Non-Linear Least Squares Fitting of Results in Figure 69 104
71. Faraday Cup Designs a, b, and c 107
72. Placement of Cups on Stage and Beam Spread 110
x
CHAPTER I
INTRODUCTION
A. Introduction to Polymer Resists
Some polymers exhibit property changes when exposed to ionizing
radiation. When these changes are great enough that irradiated areas
may be distinguished from unirradiated areas, the polymer may be
suitable for use as a resist in the fabrication of semi -conducting
devices. The exact nature of the lithographic resist will be explained
more thoroughly later; however it is an essential step in the building
of integrated circuitry.
The chemical events which occur in polymers on irradiation are
primarily main chain scission and crossl inking [1]. If scission
occurs preferentially, the polymer is said to be positive-working.
Conversely, if the crosslinking is the predominant reaction, it is
negative-working. This terminology arises from the resultant image
produced when the irradiated areas are developed in lithography. A
positive-working polymer will produce the exact image which has been
exposed; the negative of exposure image will result in negative-
working polymers.
One major property of the polymeric resist altered by the above
reactions is solubility. Main-chain scission will increase the solu-
bility while crosslinked areas will become insoluable. Thus, by
selecting appropriate developing solutions, the irradiated areas may
2be removed in the case of positve-working polymers, and the unirra-
diated areas may be removed for negative-working ones. Usually, these
developing solutions are composed of a solvent and non-solvent, in
amounts determined by the molecular weight differences of irradiated
and non-irradiated areas.
The radiation which is used to induce scission or cross-linking
may be deep ultra-violet, electron beams, x-ray, or y-ray. While all
polymers respond to all forms of radiation, the type of radiation used
in actual applications is chosen to produce the most controlled reac-
tion for the particular polymer. The number of polymers available for
each radiation source is large. However, in most commercial applica-
tions, poly(methyl methacryl ate) is considered to be a good choice.
Very little fundamental information on the interaction between
radiation and thin PMMA films exists in open literature. Thus, the
work here is restricted to the study of poly(methyl methacryl ate) , a
positive-working polymer, during exposure to electron beams.
The senstivity of a polymer to electron beams is defined as the
minimum exposure necessary to ensure complete development [2]. That
is, the polymer in the exposed areas will undergo sufficient chain
scission that it will be completely removed by an appropriately chosen
developing solution. It is obvious that this definition is dependent
on the choice of developing solution composition, the duration of
development, and the temperature at which the developing system is
maintained. It can be established that the sensitivity of a polymer
is corrrelated to the efficiency of producing scission or cross-linking
3on exposure. The net amount of interaction is evaluated as the G
value, and is expressed in units of events per 100 eV of energy
absorbed. G(s) and G(x) denote the efficiency of scission and
cross-linking, respectively. When G for a given polymer is quoted,
the actual efficiency is expressed as
|
G(s) - G(x)
|
Resolution is also required of a polymer used in integrated
circuits, so that the irradiated pattern is exactly duplicated. The
two factors directly influencing the resolution are lateral scat-
tering of electrons within the polymers and the kinetics of solubility
of the polymer during development [3].
PMMA is moderately sensitive to electron beams, and has long been
employed as a resist medium in fabricating semiconducting devices
[4-8]. The function of this resist is to allow differentiation of
conduction and non-conducting areas in the device. Alexander [6] and
Todd [8] determined the efficiency of main chain scission for PMMA on
exposure to y-rays as 1.64 and 1.2 scissions/100 eV respectively, in
the 1 950 ' s . Shultz et al . [7], using 1 MeV electrons found G(s) to be
1.69, and established that no significant crosslinking was present.
The effect of irradiation temperature on the G(s) value was
demonstrated by Charlesby and Moore [10] in 1964 for PMMA exposed to
y-rays, and the results were combined with earlier work to show the
same behavior for electron beam irradiation. These workers showed a
linear relationship of log G(s) to 1/T, T being the temperature of
exposure. The limiting values of G(s) were 11.1 and 8.6 scissions/100
eV for y-rays and electron beams respectively. The increase in G(s)
4with temperature was the same for all types of radation used. The
explanation for increasing G(s) with temperature was based on the
Franck-Rabinovitch cage effect. This theory states that the increased
mobility of chain segments at higher tempertaures decreases the proba-
bility of recombination, and thus increases the probability that the
scission will be permanent [10]. This study also showed the G(s) to
be independent of dosage and irradation intensity for both y-rays and
electron beams.
With the advent of high resolution lithography utilizing focussed
electron beams of 10-25 KeV for inscribing circuitry patterns, new
studies appeared describing the increased sensitivity of PMMA when
processed in various developing systems [11-13]. The optimal system
for actual manufacturing purposes was determined to be methyl isobutyl
ketone and isopropanol in a 30:70 ratio [14]. These proportions gave
a developing system in which the removal of irradiated PMMA could be
satisfactorily controlled with developing time. Using developing
times of about 60 seconds, the sensitivity of PMMA was determined to
be 5 x 10 -5 coulombs/cm 2 [13], after exposure to 10 KeV electrons.
These parameters produced the maximum removal of irradiated PMMA with
a minimum reduction in thickness of unexposed areas.
Using a similar developing system, 1:1 methyl isobutyl ketone:
isopropanol, Zeitler and Kieke [114] tested the resolution of 0.4 pm
thick PMMA films exposed to a 20 KV electron beam. Electron scat-
tering in the substrate on which the film is cast may generate posi-
tive or negative slopes for the walls of the exposed areas. Zietler
5and Hieke described the conditions necessary to produce vertical
resist walls (a necessary condition for high contact) with complete
removal of exposed resist and no loss of unexposed resist. At the
conditions specified above, 0.5-10 urn width lines could be produced
with only minor variations in wall slope.
B. Fabrication of PMMA Resist Layers in Semiconductors
The utilization of a positive layer in the fabrication of a
device is shown step wise in Figure 1. The substrate used is a
polished silicon wafer with a silicon dioxide coating. These wafers
are produced as a single crystal from molten silica. A wicking proce-
dure is used in which the wick is a bit cut to the crystal 1 ographic
plane of silicon. The resulting bar of silicon is machined into
wafers approximately 2.5 inches in diamter and 0.1 mm in thickness.
The wafers are then polished, and silicon dioxide is thermally grown
on the wafer to a thickness of about 5000 A.
The resist coating is then applied to the wafer. A uniform
thickness is essential to reduce the occurrence of pin-hole defects
during developing. This is accomplished by spin-coating the resist on
the wafer at 1000-5000 revolutions per minute. Thickness may be
controlled through resist solution viscosity, spin speed, and evapora-
tion rate. Careful filtration of all resist solutions prior to
coating aids in reducing film defects.
After coating with polymeric resist, the wafer is annealed at a
temperature above the Tg of the resist for a time sufficient to
remove
bresidual solvent, allow relaxation of the stress induced during
spinning, and to improve adhesion of the polymer to the substrate.
Irradation is then performed in an apparatus similar to a
scanning electron microscope. After exposure, the wafer is developed
as explained earlier. The silicon dioxide may be removed by etching
with a hydrofluoric acid solution. During etching, the unexposed
resist layer protects those areas, thus forming the desired circuit
pattern for ion implantation and so on.
C. Proposed Experiments
All previous studies on PMMA as a resist material are based on
Y-i rradiation, or MeV electron beam irradiation under conditions far
different from actual manufacturing conditions. Thus, the attempt in
this study is to approximate the conditions as nearly as possible in
order to study the degration of PMMA on exposure to electron beams.
The developing process is not incorporated in this study.
A series of experiments was designed to determine the effect of
various experimental factors on the efficiency of scission, G(s), in
PMMA. The factors studied are initial molecular weight of the PMMA,
substrate material, and temperture of electron beam exposure.
The initial molecular weight has been found to influence the
G value only if the initial molecular weight is less than 55,000 [16].
This study used a y-i rradiation source. Thus, in our study, two PMMA
samples of different molecular weights were used. Their charac-
teristics are shown in Table I.
7Table 1: Poly(methyl methacryl ate) Used in Resist Study
PMMA Designation 3 M
n Mw/M n T co Substrates
Elvacite 2021 so nnn ? ? D TK. 1 . Si
80 Si0? b
120
160
Elvacite ?D41 1QQ nnn o a D T Si
80 Si 02
120
160
a The polymers studied were obtained from DuPont under this tradename.
Hereafter, they will be referred to as 2021 and 2041.
b
" Si O2" denotes a silicon wafer with a 5000 A coating of thermally
grown Si O2
.
Substrate effect was studied by exposing samples of both molecu-
lar weights cast on silicon wafers with and without the silicon
dioxide coating.
Finally, the effect of exposure temperatures above and below Tg
for PMMA (~105°C) on the G(s) value was studied. As noted earlier,
previous studies at high tempertures have used y-rays on sealed sample
tubes [10], high energy (1 meV) electrons [1], and electron beams at
temperatures greater than 225°C [17]. The exposure scheme used in this
work is shown in Table 1. A 22 KeV electron beam source was used.
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Figure 1. Basic Stens in ExDosure of Positive Resist Materials
CHAPTER II
EXPERIMENTAL
A. Sample Preparation
As shown in Table 1, the PMMA used were designated as 2021
and 2041 for the low and high mo.lecular weight, sample respectively.
The molecular weights and polydispersities were determined by gel per-
meation chromatography. Each PMMA was dissolved in chl orobenzene.
Solutions of 15% and 5% by weight PMMA were used. Chl orobenzene was
used because of its low volatility and matching solubility parameter
to PMMA.
The solutions were then filtered using a 1 pm pore filter. The
filtered resist was applied to the wafer while it was positioned on
the spin-coater apparatus. The solution was pipetted onto the wafer
to cover the surface completely without overflowing.
The spinning apparatus, a Headway EC-1 01 Model Photoresist
Spin-Coater, holds the wafer in place on a vacuum chuck. The wafers
were spun at 1000-5000 revolutions per minute for 60 seconds. Care was
taken throughout the entire procedure that the substrate was not
contaminated. The following method was used for wafers coated with
silicon dioxide; the oxide was first removed from the bottom to ensure
good conductivity (to eliminate charging effects) during exposure.
The Si
0
2 removal process was accomplished by protecting the polished
side with PMMA and exposing the entire wafer to a buffered hydrofluoric
9
10
hydrofluoric acid solution [4]. The composition of this solution was
40% NH4 F in H2 0 and 48% HF in H20 in a 9:1 mixture. After etching for
10 minutes, the wafer was rinsed thoroughly with distilled water, and
the protective PMMA was removed with chloroform. All wafers were
cleaned immediately prior to resist coating by spinning the wafer and
spraying with chl orobenzene and swabbing. A final rinse with chloro-
benzene was used to remove any swab particles. Special forceps were
used to prevent edge damage to the wafer.
After spinning, the uniformity of the film thickness (<1.5 ym)
was checked by checking the uniform color with no streaks or circular
patterns. The wafers were sprayed with freon to remove any dust par-
ticles that may have settled, and then placed in covered glass petri
di shes
.
All samples were then prebaked under vacuum for 30 minutes at
1 60°C to remove residual chlorobenzene, reduce internal stresses, and
ensure adhesion of the resist to the wafer. The thickness of the film
was calculated by weighing the wafer before and after coating using
the density of PMMA as 1.2 g/cm3.
B. Electron Beam Exposure
The electron beam exposures described here differ somewhat from
those employed in actual semiconductor device manufacturing. Beam-
written circuitry was not the ultimate goal; rather, the aim was to
acquire an amount of irradiated PMMA adequate for molecular weight
11
determinations by gel permeation chrornatogrphy (5-10 mg). It was
necessary, however, to maintain the sample form of a thin film on a
silicon substrate during exposure. Hence, an apparatus suitable for
flooding the entire surface of a wafer was fabricated [18] from an RCA
transmission microscope. A schematic is shown in Figure 2. The modi-
fications involved removing the objective, intermediate, and projec-
tive lenses; fabricating a sample chamber large enough to accommodate
a 2.5 inch diameter wafer; and changing the accelerating voltage
selections from 50 and 100 KeV to 22 and 44 KeV, to approximate actual
manufacturing exposures. A 3 mm aperture was placed just below the
condenser lens pole piece to control the filament contour. The beam
spread can be controlled by adjusting the current to the condenser
lens. Testing of beam homogeneity was done by encircling the perimeter
of the sample stage with a ring coated with fluorescent material. The
beam current was monitored by a Farraday cup placed at the perimeter
of the stage and connected to a voltmeter. The output was also moni-
tored by a chart recorder. A schematic of this is shown in Figure 3.
Exposure dose, D, was determined by exposure times from D=It, where I
is the beam current in Amperes and t is time in seconds. Exposure
times varied from 5 seconds to 30 minutes. An electromagnetic
shutter, positioned below the condenser lens, was connected to a digi-
tal timer. By use of this system, fluctuations in intensity before
the filament reaches saturation point were avoided. However, fluc-
tuations in intensity during lengthy exposure times were unavoidable.
Total dose was then obtained from the tracings on the chart recorder.
12
Figure 2. Modified Electron Microscope for Exposure of
Resi st-Coated Wafers
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Figure 3. Faraday Cup Position and Output Schematic
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For an actual exposure, the wafer was placed on the sample stage
described earlier. The entire sample chamber was evacuated to an
operating pressure of 10~ 5 Torr. For exposures at high temperatures,
the brass stage contained a heating coil capable of heating it to
300°C.
After exposure, the film was removed from the wafer by repeated
washing with chloroform. To avoid any loss of irradiated PMMA,
sufficient chloroform covered the wafer surface with no overflow, was
allowed to stand 5 minutes, and was then removed. This procedure was
repeated twice. The solvent in PMMA-chl oroform solution was removed
at room temperature. The wafers were reweighed after the removal of
the film. Usually the removal was found to be 95% complete.
C. Evaluation of Exposed Resist by GPC
The evaporated chloroform solutions were redissolved in tetra-
hydrofuran for gel permeation chromatography. All standards and
samples were prepared in THF, the carrier solvent, and were filtered
with a 0.2 \im pore filter prior to analysis.
GPC separates molecules according to molecular size by use of a
combination of exclusion columns of polystyrene gels. The Waters
Model 201 GPC used for these separations had upper and lower per-
miation limits of 106 and 5 x 102 A respectively. The el uted
material is detected by a differential refractometer, in this case,
and the resulting output is a size distribution curve in wieght
concentration. When proper calibration is done using monodisperse
16
polystyrene standards, the raw 6PC data can be converted to a molecu-
lar weight distribution curve. The resulting molecular weight avera-
ges may be determined from this by [20]:
Pn mm) (1)
Here,
,
the mass of the sample in grams, is equivalent to £NiMi,
where N-j Mj is the number of molecules having molecular weight Mi.
When the GPC curve is presented as species eluted versus retention
vol ume
,
N
»
_
li =1 h i
n R ( 2 )
I i = 1 (
n i/mi
)
Where h-j is the height of the curve at the i tn retention volume incre-
ment and Mi is the molecular weight of the species eluted at that
vol ume
.
Weight average molecular weights may also be determined from GPC.
I N i M i IWi
MW = —
R
( 4 )
Ji=l
h
i
M
n and My, will be equal in monodisperse systems, but in polymers the
ratio ^w/Mp is used to measure the molecular weight distribution.
Measurement of h-j at every i tn retention volume is tedious when per-
formed manually, hence a magnetic digitizer was used to translate the
GPC curves into a series of data points for further analysis (Appendix)
CHAPTER III
THEORY
A. Electron Interaction with PMMA
Since the determination of G(s) depends on the total amount of
electron energy lost to the PMMA film by the incident electrons, it is
necessary to determine the range of electrons in the film. This
distance has been shown [17,19] to depend on the density of the
material and the accelerating voltage of the electrons, Va (<25 KeV),
in KeV.
R = (°-°46 ) Va !.75 (5)
The depth-dose relationship is invariant [17] when the penetration
depth (R) is normalized as
(6,
where Z is the actual film thickness. An empirically determined poly-
nomial describing this relationship has been given by Heidenreich et
al. [21]
X (X) = 0.74 + 4.7X - 8.9X2 + 3 . 5X3 (7)
Thus, the energy dissipated per electron as a function of thickness Z
may be given by:
JE = i^i xm ( 8 )
dx nr w
17
18
The total energy absorbed for a thickness Z, Ea , may be found by
integrating the above. For PMMA, the range of 22 KeV electrons is
a.
dEa
8.57 urn (p=1.2 g/cnw). Knowing R, can be calculated at any
thickness, and is shown in Table 2. The energy loss curve for a 22
KeV electron in PMMA is shown in Figure 4.
Table 2. Calculated Total Energy Absorbed in Films of PMMA.
Fi lm thickness dE a /dZ E a ED ETOTAL
Z ( u ) (KeV/c) (KeV/c) (KeV/c)
0.2 2.17 0.41 2.16 2.59
0.4 2.41 0.87 2.11 2.98
0.6 2.64 1.37 2.06 3.43
0.8 2.84 1 .92 2.01 3.93
1.0 3.01 2.50 1.95 4.45
1 .2 3.17 3.12 1.89 5.01
1.4 3.30 3.77 1.82 5.59
1.6 3.42 4.44 1.76 6.20
1.8 3.51 5.13 1.69 6.82
2.0 3.59 5.84 1.62 7.50
2.2 3.64 6.56 1.54 8.U
2.4 3.69 7.50 1.47 8.11
2.6 3.71 8.04 1.40 9.44
2.8 3.72 8.79 1.32 10.11
3.0 3.71 9.53 1.25
10.19
19
Figure 4. Change in Energy Deposition with Distance
for 22 KeV Electrons in PMMA
20
FILM THICKNESS (Z) microns
21
The expression for Ea only accounts for energy lost to the film
on penetration. Films used in this study were approximately 1-1.5 um
in thickness, considerably less than the maximum range of 8.57 um.
Hence, some additional energy absorbed is expected to result from
backscattered electrons. The fraction of energy as a result of
backscattered electrons has been found to be approximately 0.1 for a
25 KeV electron in a PMMA film [22]. This coefficient is used in our
calculations. This backscattered energy, Eb, is assumed to be totally
absorbed in the film. There the total energy absorbed, Ej = Ea + Eb,
used in our experiments are shown in Table 2.
B. Radiation Chemistry of PMMA
The degradation mechanism for PMMA exposed to UV-light, y-rays,
and high (600 KeV) and low (23 KeV) energy electrons were studied by
Hiroaka [23]. EPR studies showed a large yield of methyl radicals for
PMMA exposed to UV irradation, indicating that main chain scission is
not random in this case. Scissions do occur, however, being induced
by the elimination of the ester side group. This elimination produces
•COOCH3, which disproportionates to produce the «CH3 species observed.
After 4 Mrad y-radi olysi s , direct hydrogen elimination from the
methyl side group and the methyl ester group was observed. The EPR for
high energy electron exposure was very similar to the EPR for y-irra-
diation. Hiroakoa concluded from this that a greater degree of random
chain scission occurs in high energy electrons and gamma-radiolysi
s
22
PMMA exposed to low energy (23 KeV) electrons produced radicals
inefficiently compared to high energy electrons or y-rays [23]. The
highest yield of hydrogen among the three radiation sources was also
found for 23 KeV electrons. The proposed mechanism is shown in Figure
5 [23]. Though the scissions may occur randomly, the free radicals
produced appear to have a high electron affinity and are able to cap-
ture the low energy electrons present [24]. The resulting negative
hydrogen atoms may eventually appear as hydrogen molecules. This
theory explains the low number of radicals present in the EPR results.
In summary, this work indicates that of the four radiation
energies used, y-radiation and high energy electrons result in the
highest degree of random scission, while deep ultra-violet causes a
non-random scission induced by side group elimination. Low energy
electrons result in products that are indicative of a mechanism that
is a combination of random chain scission and electron capture.
However, because this mechanism has not yet been clearly established,
the probability of scission is calculated assuming a random occurrence.
If the mechanism is indeed random, the probability of a scission
occurring at any given bond is given by:
D Total scis sion events /g\p
s = rota I bonds k J
The total scission events caused by one electron in one square cen-
timeter may be expressed as:
QE T (G S - Gx ) , ]0)
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Figure 5. Degradation Mechanism for PMMA on Exposure to
23 KeV Electrons [23]
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where ET is the total dissipated energy per electron as calculated
previously (Table 2), Q is the electron dose in Coul ombs/cm2. it is
calculated as shown in equation 11.
Q _ . D It
area (cm?) area (cm2) * '
Gs - Gx is the efficiency of scission, and q is the charge on an
electron (1 .602 x kH^C).
The total number of bonds/cm2 in a film of sheet density d(g/cm2)
i s
(12)
dNa
The first term, =— , is the number of molecules in a film of sheet
density d, where Na is Avogadro's number. The second term is the
number of main chain bonds in a moleucle of number average molecular
weight, M
n , composed of monomer units of molecular weight Mq. From
equations (10) and (12) Ps is now
PS ,
Q
^ <
G
* -
G
*> (13)
q d Na 100 (^ - 1)
The number of fragments produced by a dose Q and the number average
molecular weight of these fragments are given in equations (14) and
(15), respectively
Fragments = P
s
Jl + 1 (14)
"o
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Mn
n'
= (15)
M
n
p^ + 1
(15) may be rewritten as:
1 Q ET (G S - Gx ) 1
TT
n
-
"
"d q Na 100 ffn
W
The total dose per gram of material, —~, has units of eV/g. A plot
(Gs - Gx )
q
of (16) will have
—f^Too
- 3S the s1ope
'
and 1/Mn as tne intercept.
Analogous equations for the weight average molecular weight have
been given by Ki 1 b [25], based on the stipulations that the initial
molecular weight distribution, f^/Mp , must be 2, as must the resulting
^w'/Mn'. These equations are:
i ,tty«w 07)
flw
-
L
Na 200 ^dq
' J kw
By rearranging (16) and (17), an expression for Gs /Gx can be otained
from GPC data.
w
Mn
r
Mn Q^T
ffi r n . ,
Hp
(19)
Specifying that \/'Vln = 2 and Mw'/Mn
,
=2,
VV
_
, _
k w r (G s - 4GX ) + 1 (20)
k n r fG s - Gx + 1
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where kw = 200, kn = Mn /Na 100, and r = QEj/dq.
[kn(G
s - Gx )] + 1 = [kw(G s - 4GX )] + 1
kw
6s - Gx = Fn
(G
s - 4Gx)q
G s 1 - 4(kw/kn)
"G7 1 - (kw/kn)
Thus, the ratio of scission to cross! inking may be determined by
knowing the molecular weight moments of the polymer before and after
irradiation, if the polydi spersi ty is 2 in both cases. This last con-
dition is to be expected for random scission.
(21)
(22)
(23)
CHAPTER IV
KtbULIi) hUK PMMA 2021 AND 2041
A. 2021
1 H6 QOSG S used to expose PMMA 2021 are presented in Table 3.
Table 3. Room Temperature Exposure of PMMA 2021
Chromatogram Substrate Dose ~R
n
x 10~ 3
ev/g x 10- 22
Mw/Mn G(s)
Fig. 7,8 Si 02 0 47.4 2.3 0.62 ±-
Fig. 9,10 Si0 2 0.75 15.2 2.5
Fig. 11 ,12 Si 1 .40 4.2 3.6
Fig. 13,14 Si02 1.61 7.9 3.6
Since initial studies indicated differences in the irradiation beha-
vior of silicon substrates with or without silicon dioxide coating,
both were used in our study. In section Al all room temperature data
are presented. A plot of 1/Mn ' versus dose is shown in Figure 6. The
raw GPC data is shown with the molecular weight distribution curve for
each sample referenced in Section A. The resulting G(s) for room tem-
perture was 0.62 ±.3 scissions/100 eV. The molecular weights and
moments were analyzed by GPC. A greater number of samples than shown
were irradiated; however, at doses greater than 2 x 1
0
22 eV/g. Their
molecular weights were too low to be clearly resolved by our GPC
28
separation columns.
The original molecular weight distribution of PMMA 2021 shown in
Figure 7 is seen to be monomodal with a slight tail at the lower mole-
cular weight end. As dose is increased, the peak maximum shifts and
the distribution becomes symmetrical (Figures 8-14). At no dose does
the distribution extend to molecular weights higher than the original
(Figure 7) indicating that no significant crosslinking occurred.
In section A2, the 80°C irradation results for PMMA 2021 are
shown (Table 4) . The G(s) value at this temperature is 0.96 ±.3
Table 4. 80°C Irradiation of PMMA 2021 .
Chromatogram Substrate Dose
ev/g x 10" 22
\ x 10-3 ffw/Mn G(s)
Fig. 16,17 Si 0.49 20.2 2.2 0.96 ±
Fig. 18,19 Si 02 0.59 19.0 2.3
Fig. 20,21 Si0 2 1.33 2.6 2.7
Fig. 22,23 Si 02 1.45 4.3 3.5
scissions/100 eV. The distributions are seen to broaden with
increasing dose, but the distribution remains monomodal in each case.
For the data acquired at 120°C (Section A3), no G(s) value can be
determined since the scatter of the data is great (Table 5). Again in
this case the curves are seen to broaden. Surprisingly, a bimodal
distribution was observed for the sample that experienced the highest
29
Table 5
. 120°C Irradiation of PMMA 2021
.
Chromatogram Substrate Dose "M
n x
10-3 Hw/M n G(s)
ev/g x 10-22
Fig. 25,26 Si 0.69 48.1 2.2 0.62 ±.5
Fig. 27,28 Si02 1.49 5.4 3.8
Fig. 29,30 Si0 2 1.76 5.8 3.1
Fig. 31 ,32 Si 1 .78 12.5 2.2
dose at 1 .78 x 1022 eV/g. Section 4 shows the results from irradation
carried out at 160°C, well above the Tg of PMMA (Table 6). The G(s)
Table 6 . 160°C Irradiation of PMMA 2021 .
Chromatogram Substrate Dose M
n
x 10~ 3 ^w/Mn G(s)
ev/g x 10" 22
Fig. 34,35 Si0 2 0.47 17.5 2.8 0.43 ±.1
Fig. 36,37 Si 0.73 12.5 2.2
Fig. 38,39 Si0 2 0.89 17.0 2.2
Fig. 40,41 Si 1.12 9.9 2.6
Fig. 42,43 Si0 2 1 .45 7.9 2.8
value was determined as 0.43 ±.1 scissions/100 eV. No bimodality is
seen in these samples.
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The bimodality observed in some of the 2021 samples exposed to
doses greater than 1.5 x 1 022 eV/g was unexpected and was seen only
for two samples, both at 120°C, Figures 29 and 31. In an attempt to
quantify the dependence of bimodality on increasing dose, it was
necessary use a PMMA of higher molecular weight to keep the resulting
distributions within the resolving power of the GPC columns.
B. 2041 Results
PMMA 2041 of M
n =l 99,000 was exposed similarly to 2021 . The
results for room tempeature irraddations are shown in Section Bl
(Table 7). The G(s) value was found to be 0.70 +.2 scissions/100 eV.
Table 7 . Room Temperature Irradiation of PMMA 2041 .
Chromatogram Substrate Dose "M~
n x
10"3
^w/^"n G(s)
ev/g x 10- 22
Fig. 45,46 Si 0 2 0 199.1 2.3
Fig. 47 Si 0.46 21.1 6.4
Fig. 48,49 Si0 2 0.52 14.8 3.5
Fig. 50,51 Si0 2 0.54 37.7 3.5
Fig. 52,53 Si 0 2 0.84 12.3 2.4
Fig. 54,55 Si 0.90 7.1 7.5
Fig. 56,57 Si02 0.99 0.12 3.2
Both silicon and silicon dioxide coated substrates were used
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Bimodality is prominent in the two samples on silicon substrates. The
samples on silicon dioxide showed broadening, but no bimodality even
at the highest dose.
The polydispersity of the molecular weight distribution did not
show any systematic trend with dose. In no case however, did the
molecular weight distribution contain components higher than the
original 2041. In both cases of bimodality, the higher molecular
weight peak appears to coincide with that of the original material.
Deconvol ution by non-linear least squares analysis indicate that this
is so.
Section B2 shows the high temperature exposures of 2041 (Table 8).
Table 8. High Temperature Irradiations of PMMA 2041 •
Temperature Chromatogram Substrate Dose \ x lO- 3 Mw /M,
°C ev/g x 10- 22
80 Fig. 59,60 Si 1.22 11.9 5.8
80 Fig. 61 ,62 Si0 2 1.32 9.7 11.3
120 Fig. 63,64 Si0 2 0.83 15.4 6.0
120 Fig. 65,66 Si 1.65 12.7 6.9
160 Fig. 67,68 Si0 2 1.07 6.0 14.2
160 Fig. 69,70 Si0 2 1 .50 8.2 6.3
80°C, 120°C, and 160°C results are shown together. G(s) values
were not determined for these exposures. In all cases, the bimodality
occurs, independent of substrate.
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Figure 6. Change in 1/M
n
with Dose for 2021 at Room
Temperature
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Figure 6
Fiaure 7.
Figure 7. Original Molecular Weight Distribution
Figure 8.
Figure 8. Non-Linear Least Squares Fitting of Results in Figure
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Figure 9. Molecular Weight Distribution after Irradiation to
0.75 x 10^2 eV/g
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Figure 12. Non-Linear Least Squares Fitting of Results in Figure 11
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Figure 13.
Figure 13. Molecular Weight Distribution after Irradaition to
1 .61 x 1022 eV/g
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Figure 15. Change in 1/Mn with Dose for 2021 at 80°C
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Figure 16.
Figure 16. Molecular Weight Distribution
0.49 x 10 22 eV/g
After Irradiation to
45
Figure 17.
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Figure IP.
Figure 18. Molecular Weight Distribution after Irradiation to
0.59 x 1022 eV/g
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Figure 19. Non-Linear Least Squares Fitting
of Results in Figure 18
Figure 20. Molecular Weight Distribution after Irradiation to
1 .33 x 1022 eV/g
Figure 21
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Figure 22. Molecular Weight Distribution after Irradiation to
1 .45 x 10 22 eV/g
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Figure 23. Non-Linear Least Squares Fitting
of Results in Figure 22
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Figure 24. Change in 1 /M n with Dose for 2021 at 120°C
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Figure 25. Molecular Weight Distribution after Irradiation to
0.69 x 1022 eV/g
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Figure 26.
Figure 26. Non-Linear Least Squares Fitting of Results in Figure 25
Figure 27. Molecular Weight Distribution after Irradiation
to
1 .49 x 1022 eV/g
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Figure 29.
Figure 29. Molecular Weight Distribution after Irradiation to
1 .76 x 1022 eV/g
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Figure 30.
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Figure 31 .
Figure 31. Molecular Weight Distribution after Irradiation to
1 .73 x 1022 eV/g
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Figure 32.
Figure 33. Change in 1/Mn with Dose for 2021 at 160°C
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Figure 36. Molecular Weight Distribution after Irradiation to
0.75 x 10 2 2 eV/g
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Figure 37. Non-Linear Least Squares Fitting
of Results in Figure 36
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Figure 38. Molecular Weight Distribution after Irradiation to
0.89 x 1022 eV/g
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Figure 39. Non-Linear Least Squares
Fitting of Results in Figure 38
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Figure 42. Molecular Weight Distribution after Irradation to
1 .45 x 1022 eV/g
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Figure 44. Change in 1/Mn with Dose for 2041 at Room Temperature
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Figure 45. Original Molecular Weight Distribution
77
o
CD
78
o
8
Figure 47. Non-Linear Least Squares Fitting of Irradiation
0.46 x 10 22 eV/g
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Figure 48. Molecular Weight Distribution after Irradiation to
0.52 x 1022 eV/g
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Figure 50. Molecular Weight Distribution after Irradiation to
0.54 x 1022 eV/g
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Figure 52. Molecular Weight Distribution After
0.84 x 1022 eV/g
Irradiation to
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Figure 53. Non-Linear Least Squares Fitting of Results
in Figure 52
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Figure 54 Molecular Weight Distribution after Irradiation to
0.90 x 1022 eV/g
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Figure 56. Molecular Weight Distribution after Irradiation to
0.99 x 1022 eV/g
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Figure 58. Change in 1 /M n with Dose for 2041 at
High Temperatures
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Figure 59. Molecular Weight Distribution after Irradiation
1 .22 x 1022 eV/g at 80°C
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figure 60. Non-Linear Least Squares
Fitting of Results in Figure 59
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Figure 61. Molecular Weight Distribution after Irradiation to
1 .32 x 1022 eV/g at 80°C
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Figure 63. Molecular Weight Distribution after Irradiation
0.83 x 1022 eV/g at 120°C
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Figure 64. Non-Linear Least Squares Fitting
of Results in Figure 63
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Figure 65 Molecular Weight Distribution After Irradiation to
1 .65 x 1022 eV/g at 120°C
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Figure 66. Non-Linear Least Squares Fitting of Results
in Figure 65
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Figure 67. Molecular Weight Distribution after Irradiation to
1 .07 x 1022 eV/g at 160°C
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Figure 69. Molecular Weight Distribution after Irradiation to
1 .50 x 10 22 eV/g at 160°C
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Figure 70. Non-Linear Least 5gtfffe%i6tttfcif of Results
in Figure
CHAPTER V
DISCUSSION
The G(s) values determined for both molecular weights of PMMA
were lower than those previously reported [6-10]. Additionally, the
observation of bimodal distributions the molecular weight distribution
in certain cases was unexpected. We would expect that random scission
should lead to a molecular weight distribution of 2. In another study
the molecular weight distribution approached 2, regardless of initial
molecular weight distribution [26]. However, no experimental data
were presented.
The G(s) values are influenced by the broadened distributions,
since the very basis for calculating G(s) is valid only in a truly
random scission mechanism. Therefore, that the origin of broadening
and bimodality of the molecular weight distribution had to be
determi ned.
The fist hypothesis was that possible recombination occurred
during exposure, thus decreasing the final number of fragments
produced. If this were indeed the cause for the broadened
distribution, exposures at increasingly higher temperatures should
show an increased number of fragments. As shown previously, however,
increasing temperature did not reduce the broadening, nor eliminate
bimodality (Results, IV A and B).
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The second possibility may be attributed to the inhomogeneous
exposure of the film to the electron beam. As discussed previously,
the phosphorous ring and Faraday cups had been used to check exposure
homogeneity. From our measurements, the exposure appeared homogeneous,
Subsequent to the results reported here, however, a different system
was devised for checking beam homogeneity. That study also did not
reveal beam inhomogenei ty . Because the beam spread is so great, some
areas could conceivably be unexposed or underexposed. This would
explain the presence of the high molecular weight peak samples giving
bimodal distribution.
The Faraday cup was originally placed at the north perimeter of
the sample stage, but not in the exact position of the wafer. The
construction of this cup is shown in Figure 71a. The current measured
in this manner was 1.0 to 1.5 yA. The design of the cup was changed
as is shown in Figure 71b. A glass cup placed at the same location
showed a current of 0.5 jjA. Additional samples of 2041 were irra-
diated by A. Narula [27] under this system, and the results are seen
in Table 9. All preparations for these films were identical to those
prepared in the original study. The G(s) values are within the range
expected, however, the broadening of the molecular weight distribution
is still present.
The design of the Faraday cup was changed once more [28], Figure
71c, and five such identical cups were placed in positions center,
north, south, east, and west directly on the sample stage. The results
indicated that the beam shape was elliptical, with currents measured
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cup filled with steel wool
!
\ 0 50cm
Figure 71a.
Glass cup filled with
2 ' 0crn ;S steel wool
0-2 4 cm
0 32 ch
Figure 71b
G lass cup filled with
tin foil-
Brass plug attached
with conducting cement
0- 24 cm
| 1 0 32cm
Figure 71c.
Figure 71. Faraday Cup Designs
a, b,
Table 9
. Irradiation of PMMA 2031
. Glass Faraday cup.
108
Substrate Dose eV/g x }Q22 x 10-3 -Mw/Mn G (s)
A. Room Temperature
Si 0.05 77.1 2.8 1.72
Si 0.22 16.2 3.8
Si 0.36 11 .3 6.2
Si 0.53 6.5 4.3
SB 0.05 62.5 3.0 1.52
SB 0.1 4 31 .0 2.7
SB 0.19 19.6 3.3
SB 0.22 20.3 3.2
SB 0.57 6.9 4.3
si0 2 0.06 45.7 3.5
Si0 2 0.24 12.2 3.0
B. 80°C
SB 0.05 62.8 2.8 2.6
SB 0.1 7 23.9 3.6
SB 0.25 10.5 2.9
SB 0.38 6.5 2.7
C. 160°C
Si 0.07 54.6 2.7 2.03
Si 0.18 24.4 2.4
Si 0.21 13.8 2.3
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on north and south about 70% of those measured east and west of center
stage (Figure 72).
The beam spread was then increased by increasing the current to
the condenser lens. This did not change the elliptical shape, but
increased the spread such that all Faraday cups gave approximately
equal current readings. G.M. Venkatesh and A. Narula [29] exposed a
new series of PMMA samples as described in Table 10. The calculated
Table 10. Irradiation of PMMA at Increased Beam Spread
Substrate Dose eV/g x 10^2 Mn x 10- 3
Si 0 513.1 1.5
Si 0.13 154.5 2.3
Si 0.16 71 .8 4.9
Si 0.33 45.1 3.5
Si 0.70 32.5 3.5
Si 1.19 16.0 4.1
G(s) = .29
G(s) was 0.29 scissions per 100 eV at room temperture, and broadening
of the moleuclar weight distribution is still present.
In summary, no conclusive evidence was found for the broadening
at molecular weight distributions in samples of PMMA exposed to 22 KeV
electron beams. Inhomogeneity of exposure was not totally eliminated
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Figure 72. Placement of Cups on Stage and Beam
Spread
in
as a possible cause of bimodality observed during the original
experiments. However, the recent work indicates that the beam current
over the sample area is currently homogeneous. Thus, this concern is
elimated for future exposures. Additionally, the possibility that a
degradation mechanism other than random chain scission could occur in
electron beam exposure of thin films of PMMA on a reflective substrate
must be explored.
It is therefore proposed that a vacuum trapping system be
situated on-line with the irradation chamber, to retain for analysis
volatile products of irradation. Alternately, GC-MS analysis should
be done on-line, to determine trie reaction products.
GPC columns extending the lower limit of separation would allow
samples iradiated to higher doses to be analyzed. This would extend
the number of possible exposures.
If, indeed, as shown in the work, the distributions of the
exposed material extend well into those of the original PMMA, how then
is development by differential solubility successful? Dissolution
rate studies for electron beam exposed PMMA have been made [30],
however, the resulting moleuclar weights were tabulated from pre-
viously reported G(s) values and not evaluated from the exposed
material. It would be interesting to conduct similar experiments in
order to determine what factors are truly responsible for the high
degree of resolution in PPMA resists.
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APPENDIX
Programs to Read GPC Data Through Magnetic Digitizer
and Analyze and/or Perform Non-Linear Least Squares Fitting
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PROGRAM TRYPLT( INPUT, OUTPUT, TAPE2, TAPE 10)
DIMENSION YOBS(80) ,YCAL(80) ,LGYBS(80) ,LGYCL(80)
DIMENSION
X(80) ,MTITLE(3) ,XTITLE(2) , YTITLE (2 ) , ER Y( 80
)
REAL LGYBS, LGYCL, INCR
9 PRINT 10
10 FORMAT(29HHOW MANY DATA PTS?(I2 FORMAT) )
READ 20,NPTS
N1 =NPTS+1
N3=NPTS+2
20 FORMAT (12)
IF(NPTS. LT. 81 ) GO TO 29
PRINT 21
21 FOR MAT (4 OH EITHER TOO MANY PTS. OR WRONG
FORMAT! ! ! )
GO TO 9
29 PRINT 30
30 FORMAT(42HWHERE'S DATA? 1 =F ILE , 2=TT Y INPUT(I1
FORMAT) )
READ 31 , ILOC
31 FORMAT (11)
IF ( ILOC . NE . 1 . AND. ILOC . NE . 2) GO TO 29
PRINT MO
MO FORMAT ( *ENTER PLOT, AND Y-AXIS TITLE*)
PRINT42
42 FORMATION SEPARATE LINES , 1 4 CHRTRS EACH*)
READ 43, ( MTITLE ( I ) ,1 = 1 , 3)
43 FORMAT ( 3A5
)
PRINT 43, MTITLE
XTITLE(1)=7H LOG
XTITLE(2)=7H M.W.
READ 41 , (YTITLE (I ) ,1=1 , 2)
PRINT 41 , (YTITLE (I ) ,1 = 1 , 2)
41 F0RMAT(2A7)
49 PRINT 50
50 FORMAT ( *D0 YOU WISH TO ENTER MIN. VAL. AND
INCR*)
PRINT 55
55 FORMAT ( * EMENTS FOR Y AXIS(Y,N)?*)
READ 51 , ANS
51 F0RMAT(A1)
IF( ANS. NE. 1HY. AND. ANS. NE. 1HN) GO TO 49
IF ( ANS . EQ. 1HN) GO TO 59
450 PRINT 52
52 FORMAT ( *ENTER YM IN , INC REM ENT ( F7 . 4 , 1 X, F7 . 4
)
*
)
READ 53,YMIN,INCR
53 F0RMAT(F7. 4, 1X,F7. ^)
PRINT 53,YMIN,INCR
PRINT 482
482 FORMAT ( * ALL RIGHT?*)
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READ 51 , ANS3
IF ( ANS3- EQ. 1HN) GO TO 450
59 GO TO (60, 70) ,T.LOC
60 PRINT 61
61 FORMAT ( * FILE NAME=*
)
READ 62, PLTDT
62 FORMAT ( A7
)
CALL
PFSUB( 3HGET, 5HTAPE2, PLTDT , 0 , 0 , 0 , R , UCW , ES , ER
)
DO 63 1=1 , NPTS
READ (2, 64)X(I) ,YOBS(I) ,YCAL(I)
63 PRINT 64 , X ( I ) , YOBS ( I ) , YC AL ( I
)
64 FORMAT(3(F10. 2)
)
GO TO 75
70 PRINT 71
71 FORMAT ( *ENTER YOBS, YC AL , X ( I ) ( 2 ( F6 . 4 , 2X ) , 2X , I 3 ) *)
DO 72 1=1 , NPTS
72 READ 73, YOBS(I) ,YCAL(I) ,X(I)
73 FORM AT (2 ( F6 . 4 , 2X ) , 2X , 1 3
)
75 DO 76 1=1 , NPTS
IF(YOBSU) .EQ.O.O) Y0BS(I) = 1.
76 ER Y( I ) = ( (YOBS(I)-YCAL(I) ) /YOBS (I ) )*1 00.
PRINT 77
77 FORMAT ( * DO YOU WANT LOG OF YOBS(Y,N)*)
READ 51 , APLT
IF( APLT. EQ. 1HN) GO TO 85
PRINT 961
DO 78 1=1 , NPTS
IF(YOBS(I) .GT.0.0)GO TO 79
YOBS ( I ) = 1
.
79 LGYBS(I)=ALOG(YOBS(D)
IF(YCALU) .GT.O.O) GO TO 80
YCAL(I) = 1 .
80 LGYCL(I )=ALOG(YCAL(I )
)
78 CONTINUE
IF ( ANS . EQ. 1HN) GO TO 90
LGYBS (N 1 )=YMIN
LGYBS(N3)=INCR
GO TO 90
85 IF(ANS. EQ. 1HN) GO TO 90
YOBS(N 1 )=YMIN
Y0BS(N3)=INCR
90 RM1=-1 . OE+300
DO 91 1=1, NPTS
862 F0RMAT(2(1X,F10. 6)
)
91 IF(ABS(ERY(D) . GT . RM 1 ) RM 1 =ABS (E R Y ( I )
)
ER Y (N 1 )=-RM1*1 . 05
ERY(N3)=RM1*1 . 05
IF ( APLT . EQ. 1HN) GO TO 92
PRINT 961
DO 93 1=1, N3
YOBSU )=LGYBS(I
)
93 YCAL(I)=LGYCL(I)
92 CALL PLOTSOO)
PRINT 862, (YOBS(I), 1=1, NPTS)
CALL PLOT(0.50,0.50,-3)
IF ( ANS
. EQ. 1HY) GO TO 94
961 FORMAT (4HHERE
)
CALL SCALE(YOBS, 6. 0, NPTS, 1
)
94 CONTINUE
CALL SCALE(X, 6. 0, NPTS, 1)
PRINT 993,X(N1),X(N3)
PRINT 1162
1162 FORMAT ( * ABOVE IS INITIAL AND X-I NC REM ENT*
)
993 F0RMAT(2X,F6. 3)
PRINT 1041
1041 FORMAT(*IS X SCALE FACTOR OK(Y,N)*)
READ 51 , ANS2
IF ( ANS2. EQ. 1HY) GO TO 1045
PRINT 1042
1042 FORMAT ( *ENTER NEW X SCALE FACTOR (2X, F5. 3) *)
READ 993,X(N3)
1045 CONTINUE
IF ( ANS . EQ. 1HY)Y0BS(N3)=INCR
PRINT 51, ANS
CALL AXS(0. 0, 0. 0, 6. 0, 1 . 0, 0. 0)
PRINT 53,YMIN,INCR
PRINT 53, YOBS(N 1 ) , Y0BS(N2)
CALL
AXIS (0. 0, 0. 0, YTITLE, 16,6.0, 90. 0, YOBS (N 1 ) , YOBS (N 3)
)
CALL LINE(X, YOBS, NPTS, 1,-1
, 3)
YCALCN 1 )=YOBS(N 1
)
YCAL(N3)=YOBS(N3)
CALL LINE(X, YCAL, NPTS, 1 , 0, 1
)
CALL PLOT(0. 0, 0. 00, -3)
CALL
AXIS (0. 0, 0. 0, XTITLE, -1 6, 6. 0, 0. 0, X(N 1 ) , X(N 3) )
GO TO 999
CALL AXIS (0. 0, 0. 0, 9H % ERROR
,9,2.0,90. , ERY(N 1 ) , ERY(N 3)
)
PRINT 20, NPTS
CALL LINE(X, ERY, NPTS, 1 , -1 , 4)
999 CALL SYMBOL( 1 . 0, 6. 0, 0. 21 ,MTITLE, 0. 0, 21
)
CALL PL0T(7. 0, 0. 0, 999)
STOP
END
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PROGRAM B2PLOT (INPUT, OUTPUT, TAPE5, TAPE6=OUTPUT
+TAPE2, TAPE 10) '
COMMON /B2PDAT/ XA ( 1 00 ) , Y ( 1 00 ) , Z ( 1 00 ) , NPTS XINI
+IFLNAM,LGMW(100),PKHT(100),FLRT '
DIMENSION I YES ( 1
)
DATA IYES/1HY/
PRINT 1
1 FORMAT ( 1 H , *E NTER FILE NAME:*)
READ 2, IFLNAM
2 FORM AT ( A?
)
PRINT 20
20 FORMAT ( 1 H , *ENTER PLOTTING FILE:*)
READ 2, PLTDT
CALL PFSUB(3HGET,5HTAPE5,IFLNAM,0,0,0,R,UCW,ES,ER)
PRINT 3
3 FORM AT ( 1 H ,*RUN TEST/GPC? (Y OR N)*)
READ 4, IANS
4 FORM AT ( A 1
IFCIANS. NE. I YES ( 1 )) ITG = 0
IF( IANS. NE. I YES ( 1 ) ) GOTO 8
CALL TEST
DO 5 1=1 , NPTS
Y(I)=Y(I)+0.01
5 IF(Y(I) .LT. 0. 0) Y([)=-1*(Y(I))
PRINT 6
6 FORMAT ( 1 H , *E NTER FLOW RATE (REAL):*)
READ * , FLRT
CALL GPC
PRINT 7
7 F0RMAT(1H ,*REPLACE FILE?*)
READ n, IANS
IF ( I ANS . NE . I YES ( 1 ) ) ITG=1
IF ( IANS . EQ. I YES ( 1 ) ) ITG=0
IF ( IANS . NE. IYES ( 1 ) ) GOTO 8
CALL
PF SUB (7H RE PLACE, 5HTAPE2, IFLNAM, 0, 0 , 0 , W , 0 , ES , ER
)
CALL
PFSUB(7H RE PLACE, 6HTAPE 10, PLTDT, 0, 0, 0,W,0, ES, ER)
8 PRINT 9
9 FORMAT ( 1 H ,*RUN GAUSH1?*)
READ 4, IANS
IF(IANS.NE.IYES(1 )) GOTO 10
CALL GAUSH1 (NPTS, ITG)
CALL
PFSUB(7HRE PLACE, 6HTAPE10, PLTDT, 0, 0 , 0 , W , 0 , ES , ER
10 PRINT 11, PLTDT
11 FORMATOH ,*EXECUTION COMPLETE; OUTPUT FILE IS
* A7
)
12 CONTINUE
STOP
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END
SUBROUTINE TEST
COMMON /B2PDAT/ XA( 1 00) , Y( 1 00) , Z( 1 00) , NPTS, XINI
,
+IFLNAM, LGMW( 1 00) ,PKHT(100) , FLRT
DIMENSION NX(100) , NY (100) ,NZ(100)
DIMENSION XX(100) ,YY(100) ,ZZ(100)
C READ IN THE DATA GENERATED FROM BITPAD
C THE FIRST AND LAST POINTS DEFINE THE BASELINE
1=0
10 1=1 + 1
READ(5, 100) NX(I) ,NY(I)
IF(E0F(5)) 11,10
GOTO 10
1 1 REWIND 5
N=I-1
DO 12 1=1 ,
N
XX(I )=NX(I)
12 YY(I)=NY(I)
PRINT 101,
NPTS=N
PRINT 102, (XX(I) ,YY(I) ,1=1 , N)
1 00 F0RMAT(I4, 1X, 14)
101 FORMAT(I 4)
1 02 F0RMAK5 (2F 10. 4, , ) )
YY(N+1 )=0.
0
C DEFINE BASE LINE BY X(N) AND X(1); SLOPE=B;
INTERCEPT =A
B=(YY(N)-YY(1 ))/(XX(N)-XX(1 ))
A=YY(1 )-B*XX(1
)
DO 13 1=1 ,
N
YDUM=A+B*XX(1
)
13 Y(I)=YY(I)-YDUM
S=2. 54/200
PRINT 103
103 F0RMATC1H , *ENTER INITIAL ELUTION TIME (REAL):*)
READ *,XINI
XINI2=XX( 1
)
DO 14 1=1,
14 XA(I)=(XX(I)-XINI2)*S+XINI
PRINT 104
104 FORMAT ( /
)
PRINT 102,(XA(I),Y(I),I=1,N)
RETURN
END
SUBROUTINE GPC
C THIS SUBROUTINE CALCULATES THE WEIGHT AND NUMBER
AVERAGE MOMENTS „ mtmo „ UA „_
C FROM THE GPC DATA AFTER THE FUNCTIONS OF TEST HAVE
BEEN C OM —
C PLETED. MW AND MN ARE CALCULATED BY SUMMING THE
APPROPRAITE
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C TERMS FOR EACH.
C
C VARIABLE NAMES -- ALPHABETICAL
C BSTD Y-INTERCEPT OF CALIBRATION CURVE
C ELTIME ELUTION TIME
C ELVOL ELUTION VOLUME
C FLRT FLOW RATE
C LGMW LOG OF MOLECULAR WEIGHT FROM CALIBRATION
CURVE
C MI MOLECULAR WEIGHT OF A CERTAIN FRACTION OF
THE POLYMER
C MN NUMBER AVERAGE MOLECULAR WEIGHT
C MWD RATIO OF MW TO MN
C NI NUMBER OF MOLECULES OF MOLECULAR WEIGHT MI
C NIMI PRODUCT OF NI AND MI (PROPORTIONAL TO PEAK
HEIGHT)
C NIMISQD PRODUCT OF NI AND THE SQUARE OF MI
C NPTS NUMBER OF DATA POINTS FOR A GIVEN SAMPLE
C PKHT PEAK HEIGHT
C SUMNI SUM OF ALL NI TERMS
C SUMNIMI SUM OF ALL NIMI TERMS
C SUBSQD SUM OF ALL NIMISQD TERMS
C
REAL MN, MW, MWD, MSTD, LGMW , MI , NI , NIMI , NIMISQD
COMMON /B2PDAT/ XA( 1 00) , Y( 1 00) , Z( 1 00) , NPTS, XINI
,
+IFLNAM,LGMW(100) , PKHT (100) , FLRT
DIMENSION ELVOL(IOO)
C SET VALUES FOR SLOPE AND Y-INTERCEPT OF STANDARD
CALIBRATION CURVE
DATA MSTD/-0. 1799/, BSTD/1 1
.
715/
C PRINT HEADING
PRINT 2
2 FORMAT ( / , 1H ,10X,*GPC MOLECULAR WEIGHTS AND
DISTRIBUTIONS FROM*
,
+* WATERS MODEL 201 GPC*,/)
C READ SAMPLE NUMBER, NUMBER OF DATA POINTS, AND FLOW
RATE
DO 600 N=1 , NPTS
600 PKHT (N ) =Y (N )
1 03 FORMAT ( 1 OF 10. 4)
C INITIALIZE THE SUMMING VARIABLES
SUMNI=0.
0
SUMNIMI=0.
0
SUMSQD=0.0
C CALCULATE ELUTION VOLUMES FROM ELUTION TIMES AND FLOW
RATE
DO 20 N=1 , NPTS
ELVOL(N)=FLRT*XA(N)
20 CONTINUE
C CALCULATE THE MOLECULAR WEIGHTS FOR THE CORRESPONDING
ELUTION
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C VOLUMES USING THE CALIBRATION CURVE PARAMETERS AND SUMTHE TERMS
C OF THE MOMENTS.
DO 30 J=1 , NPTS
LGMW( J ) =MSTD*ELVOL ( J )+BSTD
MI=10. 0**LGMW( J)
NIMI=PKHT(J)
NI=NIMI/MI
NIMISQD=NIMI*MI
SUMNIMI=SUMNIMI+NIMI
SUMNI=SUMNI+NI
SUMSQD=SUMSQD+NIMISQD
30 CONTINUE
C CALCULATE THE MOLECULAR WEIGHT MOMENTS
MN=SUMNIMI/SUMNI
MW=SUMSQD/SUMNIMI
MWD=MW/MN
C PRINT HEADINGS, INPUT DATA, AND RESULTS
PRINT 40, IFLNAM
40 FORMAT ( * FILE NAME: *,A7,/)
PRINT 50, (LGMW(L) , PKHT(L) ,L = 1
,
NPTS)
50 FORMAT ( 1 OF 10. 4)
PRINT 70 , FLRT
70 FORM AT ( // , 1 OX , 1 2HFL0W RATE = ,F5.3)
PRINT 55,MN,MW,MWD
55 FORM AT (/1 OX, *N UMBER AVERAGE MOLECULAR WEIGHT(MN) =
* ,F8. 0,
+ // , 1 OX , *WEIGHT AVERAGE MOLECULAR WEIGHTS(MW) =
* F8. 0, //
,
+ 10X,'*MW TO MN RATIO = *,FM.2,/)
WRITE (2, 750) (LGMW(L) , PKHT(L) , PKHT (L ) , L= 1 , NPTS)
750 F0RMAT(3F 10. 2)
C REPEAT PROCESS FOR NEW SAMPLE
RETURN
END
SUBROUTINE GAUSH 1 (NOPT , ITG)
REAL LGMW( 1 00)
COMMON /B2PDAT/ XA ( 1 00 ) , Y ( 1 00 ) , Z ( 1 00 ) , NPTS , XI NI
,
+IFLNAM, LGMW( 100) , PKHT (100) , FLRT
DIMENSION
F( 1 000) ,TH(20) , SIGNS (20) ,DIFF(20) ,Y(1000)
DIMENSION DATYOOOO) , SCRATCH (3 000)
COMMON/PARM/X (1000) , DY ( 1 000 ) , XL IM , OPT 1 , 0PT2, NO , YDATA (10)
XLIM=20.
IF ( ITG . NE. 0) GOTO 27
1=0
22 1=1+1
READ(5 , * ) LGMW(I) ,PKHT(I) , PKHT (I)
IF(E0F(5)) 23,22
23 REWIND 5
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MPTS=I-1
27 IF ( NOPT . NE . 0 ) NPTS=NOPT
C ONE HAS TO GENERATE THE X AXIS TO MATCH THE
C Y AXIS.
C
C
NOBBrO
NPROB=1
NOB=NPTS
WRITE(6, 100) NOB
DO 301 I=1,NPTS
X(I)=LGMW(I)
301 DATY(I ) = PKHT(I )
C INPUT THE Y DATA ABOVE
C
C TAKE THE UNCERTAINTIES INTO ACCOUNT
C
DO 1 1=1, NOB
DY(I )= 1 .
Y(I )=DATY(I )/DY(I
)
1 CONTINUE
C
C BEGIN THE FIT
C
DO 2 N=1 , NPROB
WRITE (6 , 108)
READ *,NP,N0,0PT1,0PT2
DO 3 J=1 , NP
SIGNS(J)=1
DIFF ( J ) = 0 . 1
3 CONTINUE
WRITE (6 , 109)
READ *, (TH(I ) ,1=1 , NP)
MIT=1
0
EPS1=0. 0001
EPS2=0. 0001
FLAM =0 . 001
FNU=1 0.
CALL F OF ( N PROB , TH , F , NOB , NP
)
C WRITE OUT THE INITIAL APPROXIMATION
C
WRITE (6 , 104)
WRITE(6, 105)
DO 4 J=1 , NOB
F( J)=F(J)*DY(J)
4 CONTINUE
DO 51 J=1,NOB
WRITE (6, 103) X ( J ) , DATY ( J ) , F ( J ) , DY ( J
)
51 CONTINUE
C BEGIN FITTING
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GAUSH (N PROB
,
NOB
,
Y, NP, TH, DIFF, SIGNS, EPS 1
,
EPS 2, MIT, FLAM FNU
+SCRATCH) ' "' r " u »
C FITTING STOPS
WRITE (6 , 106)
WRITE(6, 105)
WRITE(6,103) ((K,TH(K)),K=1,NP)
WRITE(6, 105)
CALL FOF(NPROB,TH,F, NOB, NP)
DO 5 K = 1 , NOB
F(K)=F(K)*DY(K)
5 CONTINUE
DO 52 K=1 , NOB
WRITE ( 1 0, 902 ) X (K ) , DATY (K ) , F ( K
)
WRITE (6, 103) X(K) ,DATY(K) ,F(K) ,DY(K)
52 CONTINUE
2 CONTINUE
100 FORMAT (13)
101 FORMAT( 1 OF 10. 9)
102 F0RMAT(2I5, 2F 10. 2)
902 F0RMAT(3F 10. 2)
1 03 F0RMAT(7F 10. 2)
104 FORM AT (T5 , *THE COMPARISON BETWEEN THE INITIAL AND
ACTUAL DATA*)
105 F0RMATOH-)
106 FORM AT (T 5 , *THE FITTED VALUES ARE*)
107 FORMAT ( 2F 1 0 . 2, 215)
108 F0RMAT(T5, *INPUT NP, NO, OPT 1 , 0PT2*)
109 F0RMAT(T5, *INPUT INITIAL VALUES FOR FIT PEAK
POSITION, WIDTH, *
,
+*HEIGHT*
)
RETURN
END
SUBROUTINE
GA USH(N PROB, NOB, Y, NP , TH , DIFF , SIGNS , EPS 1 , EPS2,
+MIT, FLAM, FNU, SCRATC)
C THIS SUBROUTINE MAY BE USED INSTEAD OF THE MACHINE
LANGUAGE DECKS
C IF USED, THE LAST PARAMETER, SCRATCH, MUST BE
PRESENT
DIMENSION Y(1 ) , TH ( 1 ) ,DIFF( 1 ) , SIGNS ( 1 ) , SC RATC ( 1 )
IA = 1
IB=IA+NP
IC=IB+NP
ID=IC+NP
IE=ID+NP
IF=IE+NP
IG =IF+NOB
IH=IG+NOB
II=IH+NP*NP
IJ=II+NP*NP
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CALL
GAUS59 (NPROB, NOB, Y , NP , TH , DIFF , SIGNS, EPS 1 , EPS2, MIT,
+FLAM , FNU , SCRATC( IA) ,SCRATC(IB) ,SCRATC(IC) ,SCRATC(ID)
,
+SCRATCC IE ) ,SCRATC(IF) ,SCRATC(IG) ,SCRATC(IH)
,
+SCRATC( I I ) ,SCRATC(IJ)
)
RETURN
END
SUBROUTINE
GAUS59CNPRBO, NBO, Y, NQ,TH,DIFZ, SIGNS, EP1S,EP2S,
+M IT, FLAM, FNU, Q, P, E, PHI , TB , F , R , A, D, DELZ)
DIMENSION
TH(2) ,DIFZ(2) , SIGNS (2) ,Y(2) ,Q(2) ,P(2) ,E(2) ,PHI(2)
DIMENSION TB(2) ,F(2) ,R(2)
DIMENSION A(NQ, NQ) ,D(NQ, NQ) , DELZ ( NBO , NQ
)
NP = NQ
N PROB = N PRBO
NOB=NBO
EPS1=EP1S
EPS2=EP2S
WRITE (6 , 1000 ) NPROB, NOB, NP
WRITEC6 , 1001
)
CALL GAUS60 ( 1 , NP , TH , TEMP, TEMP)
WRITE (6 , 1002)
CALL GAUS60O
,
NP, DIFZ, TEMP, TEMP)
IFCNP.LT. 1. OR. NP. GT.50.0R.N0B.LT. NP) GO TO 99
15 IF( MIT. LT. 1 . OR.MIT.GT. 999. OR.FNU. LT. 1 . ) GO TO 99
16 DO 19 1=1 , NP
TEMP=DIFZ(I)
IF(TEMP)17,99, 18
17 TEMP=-TEMP
18 IFCTEMP.GE. 1.0R.THU) .EQ.O) GO TO 99
GA=FLAM
19 CONTINUE
NIT = 1
ASSIGN 225 TO IRAN
ASSIGN 265 TO JORDAN
ASSIGN 180 TO KUWAIT
IF( EPS 1 . GE . 0. ) GO TO 10
5 EPS1 = 0
10 IFCEPS2.GT.0) GO TO 30
40 IF( EPS 1 . GT . 0) GO TO 50
60 ASSIGN 270 TO IRAN
GO TO 70
50 ASSIGN 265 TO IRAN
GO TO 70
30 IF( E PS 1 . GT . 0 ) GO TO 70
80 ASSIGN 270 TO JORDAN
70 SSQ = 0.0
CALL F OF ( NPROB , TH, F , NOB , NP
)
DO 90 I = 1 , NOB
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R(I) = Y(I) - F(I)
90 SSQ=SSQ+R(I)*R(I)
WRITE (6 , 1003) SSQ
GO TO 105
C
c BEGIN
ITERATION
C
100 WRITE(6, 1004) NIT
105 GA=GA/FNU
INTCNT=0
DO 130 J=1 , NP
TEMP = TH(J)
P(J)=DIFZ( J)*TH(J)
TH(J)= TH(J)+P(J)
Q(J ) = 0.0
CALL F0F(NPR0B , TH, DELZ ( 1 , J) , NOB , NP)
DO 120 I = 1 , NOB
DELZ ( I , J)= DELZCI, J)-F(I)
120 Q(J)=Q(J)+DELZ(I, J)*R(I)
Q(J)= Q(J)/P(J)
C Q=XT*R (STEEPEST
DESCENT)
1 30 TH(J) = TEMP
DO 150 I = 1 , NP
DO 151 J =1,1
SUM = 0.0
DO 160 K = 1 , NOB
160 SUM = SUM + DELZ ( K , I)*DELZ(K, J)
TEM P= SUM/(P(I)*P(J))
D(J, I)=TEMP
151 D(I,J)=TEMP
C D=XT*X (MOMENT
MATRIX)
150 E ( I ) =SQRT (D (1,1))
GO TO KUWAIT, ( 1 80 , 666)
C
-ITERATION 1 ONLY-
1 80 DO 200 1=1 , NP
DO 200 J = 1 , I
SUM=D (I , J)
A ( J , I ) =SUM
200 A(I,J)=SUM
CALL SYMEIG(A,NP,NP,0,P,TEMP,NP)
WRITE(6, 1006)
WRITE(6,2001) (P(I), 1=1, NP)
WRITE(6, 1004) NIT
ASSIGN 666 TO KUWAIT
C
-END ITERATION 1 ON
666 DO 153 1=1, NP
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153
C
MATRIX
DO 153 J=1 ,
I
A(I, J)=D(I, J)/(E(I)*E(J))
A( J, I ) = A ( I , J
)
A= SCALED MOMENT
155
C
VECTOR
DO 155 1=1, NP
P(I)=Q(I)/E(I)
PHI(I)rP(I)
A(I,I) = A(I,T )+GA
1 = 1
CALL MATINV(A, NP, P, I, DET,NP)
P/E = CORRECTION
231
232
233
170
220
7000
2401
230
663
665
664
WRITE(6, 1005) DET
STEP=1
.
0
SUM 1 =0
.
SUM2=0.
SUM3=0.
DO 231 1=1, NP
SUM1=P(I)*PHI(I)+SUM1
SUM2=P(I)*P(I)+SUM2
SUM3=PHI(I)*PHI(I)+SUM3
TEMP=SUM 1/SQRT(SUM2*SUM3)
IF (TEMP. LE. 1
.
) GO TO 233
TEMP=1
.
0
TEMP =5 7. 295* ACOS (TEMP)
WRITE(6, 1041 ) TEMP
DO 220 1=1 , NP
TB(I )=P (I )*STEP/E(I )+TH(I
)
WRITE(6, 7000)
FORM AT ( 3 OH OT EST POINT PARAMETER VALUES )
WRITE(6, 2006) (TB(I), 1=1, NP)
DO 2401 1=1, NP
IF(SIGNS(I ) .GT. 0. AND. TH(I )*TB(I ) . LE . 0) GO TO 663
CONTINUE
SUMB =0.0
CALL F OF ( N PROB , TB , F , NOB , NP
)
DO 230 1=1 , NOB
R(.I)=Y(I)-F(I)
SUMB=SUMB+R(I)*R(I)
WRITE(6, 1043) SUMB
IF (SUMB/SSQ-1 . . LE . EPS 1 ) GO TO 662
IF (TEMP. GT. 30) GO TO 664
STEP=STEP/2.
INTCNT=INTCNT+1
IF ( INTCNT . GE
.
36 ) GO TO 2700
GO TO 170
GA =GA*FNU
INTCNT =INTCNT+1
IF(INTCNT. GE. 36) GO TO 2700
GO TO 666
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662 WRITE (6 , 1007)
DO 669 1=1 , NP
669 TH(I)=TB(I)
CALL GAUS60O ,NP,TH, TEMP, TEMP)
WRITE(6, 1040) GA , SUMB
GO TO IRAN, (225, 270, 265)
225 DO 240 1=1, NP
IF( ABS(P(I)*STEP/E(I))/(1
. 0E-20+ABS(TH(I ) ) )-EPS2)240
+240,250
240 CONTINUE
WRITEC6 , 1009) EPS2
GO TO 280
250 GO TO JORDAN, (265, 270)
265 IF ( ABS( (SUMB-SSQ) /SSQ) . GT . EPS 1 ) GO TO 270
260 WRITE(6 ,1010) E PS 1
GO TO 280
270 SSQ=SUMB
NIT=NIT+1
IF(NIT.GT.MIT)GO TO 280
GO TO 100
2700 WRITE(6 , 2710)
2710 F0RMAT(//46HSUM CANNOT BE REDUCED TO LAST
ITER. -ITER STOP /)
C
C END
ITERATION
C
280 WRITE(6 ,1011)
Q* *********************************** *************
c *************
GO TO 8050
WRITE(6 , 2001 ) (F(I), 1=1, NOB)
WRITE(6 , 1012)
WRITE(6 , 2001 ) (R(I), 1=1, NOB)
8050 CONTINUE
C* ************************************************
SSQ=SUMB
IDF=NOB-NP
WRITE(6 , 1015)
1=0
CALL MATINV(D,NP,P,I,DET,NP)
DO 7692 1=1 , NP
D(I,I)=ABS(D(I,I))
7692 E(I) = SQRT(D(I,D)
DO 340 1=1 , NP
DO 340 J = I, NP
A(J,I)=D(J,I)/(E(I)*E(J))
D(J,I)=D(J, I)/(DIFZ(I)*TH(I)*DIFZ(J)*TH(J))
D(I, J)=D(J,I)
340 A(I, J)=A(J,I)
CALL GAUS60(3,NP,TEMP,TEMP,A)
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7057 WRITE(6, 1016)
CALL GAUS60O
,
NP, E, TEMP, TEMP)
IF(IDF)7058, M10, 7058
7058 SDEV=SSQ/IDF
WRITE(6, 1014) SDEV, IDF
SDE VrSQRT (SDE V)
DO 391 1=1, NP
P(I)=TH(I)+2.0*E(I)*SDEV
391 TB(I)=TH(I)-2.0*E(I)*SDEV
WRITE(6, 1039)
CALL GAUS60(2, NP, TB , P, TEMP)
DO 415 K=1 , NOB
TEMP=0.
0
DO 420 1 = 1
,
NP
DO 420 J=1 , NP
420 TEM P= TEMP + DELZ ( K , I ) *DELZ (K , J ) *D ( I , J
)
TEMP =2. *SQRT(TEMP)*SDEV
R(K)=F(K)+TEMP
415 F(K)=F(K)-TEMP
WRITE(6, 1008)
IE=0
DO 425 1=1 , NOB, 10
IEbIE+10
IF(NOB-IE) 430,435,435
430 IE=N0B
435 WRITE (6 , 2001 ) (R(J) , J = I, IE)
425 WRITE(6, 2006) (F(J), J=I,IE)
410 WRITE(6, 1033) NPROB
RETURN
99 WRITEC6, 1034)
GO TO 410
1000 F OR MAT(38H1N0N -LINEAR ESTIMATION, PROBLEM NUMBER
13,// 15,
+14H OBSERVATIONS, 15, 1 1 H PARAMETERS )
1001 FORMAT (/25H0INITIAL PARAMETER VALUES )
1002 FORMAT(/54H0PROPORTIONS USED IN CALCULATING
DIFFERENCE QUOTIENTS )
1003 FORMAT (/2 5H0INITIAL SUM OF SQUARES = E12.4)
1004 FORMAT(/////45X, 13HITERATI0N NO. 14)
1005 FORM AT ( 1 4H ODE TERM IN A NT = E12.4)
1006 FORM AT ( /52H OE I GE N VALUES OF MOMENT MATRIX -
PRELIMINARY ANALYSIS )
1007 FORM AT ( /32H OP AR AM ETER VALUES VIA REGRESSION )
1008 FORMAT(////44HAPPRO. CONF . LIMITS FOR EACH
FUNCTION VELUE )
1009 FORMAT(/38HITER. STOPS-REL CHANGE IN EACH PARM LT
E12. 4)
1010 FORM AT ( /3 9H ITER . STOPS-REL CHANGE IN SUM OF SQU LT
E12. 4)
1011 F0RMAT(22H 1FINAL FUNCTION VALUES )
1012 F0RMAT(////1 OH OR ESI DUALS )
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1014 FORMAT ( //2 4H0VAR I ANCE OF RESIDUALS =
, E12. 4, 1H, 14,
+20H DEGREES OF FREEDOM )
1015 FORMAT ( ////1 9H0CORRELATI ON MATRIX )
1016 FORMAT(////21H0NORMALIZING ELEMENTS )
1 033 FORM AT ( // 1 9H OEND OF PROBLEM NO. 13)
1034 FORMATC/1 6H0PARAMETER ERROR )
1039 FORMAT ( /47H IND CONF LIMITS FOR EACH
PARMETER*LINEAR HYPOT*)
1040 FORM AT ( /9H OLAMBDA =E 1 0
. 3 , 40X , 33HSUM OF SQUARES
AFTER REGRESSION =
+E15. 7)
1041 FORM AT ( 25H OANGLE IN SCALED COORD. = F5.2, 8H
DEGREES )
1043 FORMAT(28H0TEST POINT SUM OF SQUARES = E12.4)
2001 F0RMAT(/1 OE 12. 4)
2006 FORMAT ( 1 OE 12. 4)
END
SUBROUTINE GAUS60 ( ITYPE , NQ, A , B , C)
DIMENSION A( 1 ) ,B( 1 ) ,C(NQ, NQ)
NP=NQ
NR=NP/1
0
L0W = 1
LUP=10
10 IF( NR )15,20,30
15 RETURN
20 LUP=NP
30 WRITE(6,500) (J , J=LOW , LUP)
GO TO (40, 60, 80) , ITYPE
40 WRITE(6,600) ( A( J ) , J =LOW , LUP
)
GO TO 100
60 WRITE(6,600) ( B( J ) , J=LOW , LUP
GO TO 40
80 DO 90 I=LOW,LUP
90 WRITE(6,720) I, (C(J,I), J=LOW,I)
L0W2=LUP+1
IF(L0W2.GE. NP) GO TO 100
DO 95 I=L0W2,NP
95 WRITE(6,720) I, (C(J,I), J=LOW,LUP)
100 LOW=LOW+10
LUP=LUP+1
0
NR =NR-1
GO TO 10
500 F0RMAT(/I8, 9112)
600 FORMATC 1 OE 1 2. 4)
720 FORM AT (1 HO, 13, 1 X , F7 • ^ , 9F 1 2 . 4
)
END
SUBROUTINE SYMEIG ( C , NM AX , N , KVEC , EV, V , NE V)
C F4 SAND HOUSESR F 63 evMMCTBTr
C COMPUTES EIGENVALUES-EIGENVECTORS—SYMMETRIC
MATRIX
130
ENSION
A( 100) ,B(100) ,C(30, 30) ,EV(1 ) ,P(100) ,TA(100) ,TB(100)
DIMENSION W( 100) ,Y(100) ,V(30, 30)
C HOUSEHOLDER TR IDIAGONALIZ ATION
NN=N-1
DO 16 1=1 , NN
SUM 1=0.
0
B(I)=0.0
JI=I+1
DO 14 J =JI,N
SUM 1 = SUM 1 + (C(I, J)*C(I, J))
S=SQRT(SUM 1
)
IF(S)15, 16, 15
SGN=SIGN(1
.
,C(I, 1+1 )
)
TEMP = SGN*(C(I, 1+1 ))
W(I + 1 ) = SQRT( . 5*( 1 . 0+(TEMP/S) ) )
C(I, 1+1 ) = W(I+1
)
11=1+2
IF(II.GT.N) GO TO 260
TEMP=SGN/(2. *W(I+1 ) *S
)
DO 20 J=II,N
W ( J ) =TEM P*C( I , J)
C(I,J) = W(J)
B(I) = -SGN*S
L = JI ,
N
14
15
250
20
260
21
22
23
24
DO 22
SUM 2 = 0.0
DO 21 M = JI
SUM 2 = SUM 2 +
P(L) = SUM2
XKAP = 0.0
DO 23 K = JI
XKAP = XKAP +
DO 24 L = JI
N
(C(L.M) * W(M))
P(L) = P(L) -
J = JI
K = J,N
= C(K,J)
DO 26
DO 25
C(J,K)
W(J))))
25 C(K, J)=C(J,K)
26 CONTINUE
16 CONTINUE
17 DO 18 K = 1 ,
N
18 A (K ) = C(K,K)
B(N-1 )=-B(N-1
)
B(N) = 0.0
DO 500 I = 1 ,
500 W(I) = B(I)
N
(W(K)
N
(XKAP
N
* P(K))
* W(D)
- (2.0 * ((P(J) * W(K)) + (P(K)
C STURM METHOD MODIFIED FROM SAND HOUSESR BY
C
COLLEGE
C
JOHN WILD, COMPUTER CENTER, REVELLE
UNIVERSITY OF CALIFORNIA, SAN DIEGO
c P.O. BOX 109
c LA JOLLA, CALIFORNIA 92038
29 U=ABS(A(1))+ABS(B(1))
DO 30 1=2,
N
30 U=AMAX1 (U, ABS(A(I))+ABS(B(I))+ABS(B(I-1 )))
U2=U*U
DO 32 1=1 ,
B(I)=B(I)*B(I)/U2
A(I)=A(I)/U
EV(I)=-1.
32 CONTINUE
BD=U
U = 1 .
DO 1500 K=1 , NEV
EL=E VCK
)
38 ELAM=. 5*(U+EL)
IF ( ABS (ELAM-U ) . LT . 1 . E-2 0 ) GO TO 34
33 IF( ABS(ELAM-EL) .LT. 1. E-20) GO TO 34
35 P0=1.
P1=A( 1 ) -ELAM
ZNSIG2=1
.
B2=0.
0
B1=B( 1 )
IF(P1.GE. 0. 0) GO TO 1052
1051 ZNSIG1=-1.
IAG = 0
GO TO 1053
1052 ZNSIG1 = 1 .
IAG=1
1053 DO 100 1=2,
N
ALPH =A ( I ) -ELAM
IF ( B 1 ) 1 15, 111, 115
111 P2=ZNSIG1*ALPH
GO TO 114
115 IF(B2. EQ. 0) GO TO 117
116 IF ( ABS(P 1 )+ABS (PO) . GE . 1 . E-20) GO TO 152
151 P 1 =1 . E20*P
1
P0=1 . E20*P0
152 P2=ALPH*P1-B1*P0
GO TO 114
117 P2=ALPH*P1-ZNSIG2*B1
114 PO=P
1
B2=B1
B 1 =B ( I
)
P1=P2
ZNSIG2=ZNSIG1
IF(P2) 121
,
125, 122
121 ZNSIG1=-1.
GO TO 123
122 ZNSIG1=1.
123 IF(ZNSIG1*ZNSIG2.LE. 0) GO TO 100
132
125 IAG=IAG+1
100 CONTINUE
IF(IAG.GE.K) GO TO 40
42 U =ELAM
GO TO 38
40 M=K + 1
DO 41 MM =M , IAG
41 E V ( MM ) =ELAM
EL=ELAM
GO TO 38
34 E V(K )=ELAM
1500 CONTINUE
DO 1060 1 = 1
,
N
A(I)=A(I)*BD
EV(I )=EV(I )*BD
1060 CONTINUE
43 IF ( KVEC . EQ. 0 ) GO TO 700
44 L = NEV - 1
DO 502 K = 1 ,
L
IF(EV(K) .GT. EV(K+1 ) ) GO TO 502
501 EV(K+1 )=. 999999999*EV(K)
502 CONTINUE
DO 600 I = 1 , NEV
II = 0
DO 503 J=1 ,
N
503 Y(J)=1.
601 DO 504 K=1 ,
P(K) = 0.0
TB(K) = W(K)
504 TACK) = A ( K ) - EV(I)
L = N-1
DO 505 J = 1 ,
IF(ABS(TA(J) )-ABS(W(J) ) . LT. 0. 0) GO TO 507
506 F = W(J) / TA(J)
GO TO 509
507 F = TA(J)/W(J)
TA(J) = W(J)
T = TA ( J + 1
)
TA( J+1 ) = TB( J)
TB(J) = T
P(J) = TB( J + 1 )
TB( J + 1 ) = 0. 0
IF ( II . NE . 1 ) GO TO 509
508 T = Y(J)
Y(J) = Y(J+1
)
Y(J+1 ) = T
509 TB(J+1) = TB(J+1) -F*P(J)
TA(J+1 ) = TA(J+1 )-F*TB(J)
IF(II. NE. 1 ) GO TO 505
510 Y(J+1) = Y(J+1) - F*Y(J)
505 CONTINUE
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IF ( TA ( N ) . NE . 0. ) GO TO 51
1
512 TA ( N ) = 10.E-30
511 IF ( TA ( N
-1 ) . NE . 0. ) GO TO 513
514 TACN-1) = 10.E-30
513 Y(N) = Y(N)/TA(N)
Y(N-1)
= (Y(N-1)-Y(N)*TB(N-1))/TA(N-1)
L = N -2
DO 515 J = 1,L
K = N-J-1
IF(TA(K) .NE. 0. 0)GO TO 515
516 TACK) = 10.E-30
515 Y(K) = (Y(K) - Y(K+1 ) *TB ( K ) -Y (K+2 ) *P (K ) ) /TA ( K )
IF(II.NE.O) GO TO 517
518 II = 1
GO TO 601
517 DO 521 J=1 ,
L
T = 0. 0
K=N-J~1
M r K + 1
DO 519 KK=M,N
519 T = T+C ( K , KK ) *Y (KK
)
DO 520 KK=M,
N
520 Y (KK ) = Y (KK ) - 2.*T*C(K,KK)
521 CONTINUE
T=0. 0
DO 523 J = 1 ,
N
523 T=T+Y(J)*Y(J)
XNORM =SQRT (T
)
DO 524 J = 1 ,
524 V( J, I) = Y(J ) / XNORM
600 CONTINUE
700 RETURN
END
SUBROUTINE MATIN V( A, NVAR , B, NB , DETERM , MA)
DIMENSION A (MA, MA) ,B(MA, NB) ,INDEX(5 0, 2) , JDX(100)
EQUIVALENCE (T, SWAP, PI VOT ) , (K , L 1 ) , ( JDX, INDEX)
C
C INITIALIZATION
C
DETERM = 1 .
0
DO 20 J=1 , 50
20 JDX(J)=0
C
C SEARCH FOR PIVOT ELEMENT
C
1=0
IRANK=0
40 AMAX=-1
.
DO 105 J=1 , NVAR
IF( JDX(J)) 105, 60, 105
60 DO 100 K=1 , NVAR
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IF(JDX(K)) 100,80,100
80 T=ABS(A(J,K))
IF ( T . LE . AMAX ) GO TO 100
85 IROW=J
ICOLUM=K
AM AX=T
100 CONTINUE
105 CONTINUE
IF( AMAX) 720, 720, 110
1 10 JDX(ICOLUM)=IROW
C
C INTERCHANGE ROWS TO PUT PIVOT ELEMENT ON DIAGONAL
c
IF ( IROW
. EQ. ICOLUM ) GO TO 310
140 DETERM =-DETERM
DO 200 L=1 , NVAR
SW AP=A ( I ROW , L
)
A(IROW,L)=A(ICOLUM,L)
200 A(ICOLUM,L)=SWAP
DO 250 L=1 , NB
SWAP=B(IR0W,L)
B(IROW,L)=B(ICOLUM,L)
250 B(ICOLUM,L)=SWAP
1=1 + 1
INDEX(I, 2)=IC0LUM
310 PIV0T=A(IC0LUM, ICOLUM)
DETERM =PI VOT*DETERM
IR ANK=IRANK+1
C
C DIVIDE PIVOT ROW BY PIVOT ELEMENT
C
A ( ICOLUM , IC0LUM) = 1 . 0
P I V0T=A( ICOLUM, ICOLUM) /PIVOT
DO 350 L=1 , NVAR
350 A (ICOLUM, L)=A( ICOLUM, L)*P I VOT
DO 370 L=1 , NB
370 B( ICOLUM, L)=B( ICOLUM, L)*PI VOT
C
C REDUCE NON-PIVOT ROWS
C
DO 550 L1=1 , NVAR
IF (L 1 . EQ. ICOLUM) GO TO 550
400 T=A(L1, ICOLUM)
A(L1 , ICOLUM)=0.
0
DO 450 L=1 , NVAR
450 A (L 1, L)=A(L1, L)-A( ICOLUM, L)*T
DO 500 L=1 , NB
500 B(L1, L)=B(L1 , L)-B( ICOLUM, L)*T
550 CONTINUE
GO TO 40
13:
-INTERCHANGE COLUMNS
C
630 ICOLUM=INDEX(I , 2)
IROW=JDX(ICOLUM)
DO 705 K=1 , NVAR
SWAP=A(K, IROW)
A ( K , IROW)=A(K, ICOLUM)
705 A ( K , ICOLUM)=SWAP
1=1-1
720 IF(I) 630,740,630
740 NB=NVAR-IRANK
RETURN
END
SUBROUTINE FOF ( N PROB , TH , F , NOB , NP
)
DIMENSION TH ( 1 ) , F ( 1
)
COMMON /P ARM/X ( 1 000) ,DY(1000)
,
XLIM
,
OPT 1
,
0PT2, NO, YDATA( 10)
C
C
C SUBROUTINE TO GENERATE THE SUM OF TWO TO THREE PEAKS
C THIS SUBROUTINE WILL BE CALLED FROM MAIN AND GAUSS
C 0PT2=0 NO BACKGROUND IS NEEDED
C 0PT2 > 0 ANOTHER BACKGROUND IS ADDED IN THE FORM
A+BX+CX**2
DO 1 1=1, NOB
M = 1
DO 10 J=1 , NO
YDATA (J)=X(I)-TH(M)
YDATA ( J ) = ( YDATA ( J ) /TH ( M+1 ))**2
YDATA ( J ) = E XP ( -YDATA ( J ) ) *TH ( M+2
)
M=M+3
10 CONTINUE
F(I ) = 0.
0
DO 12 J=1 , NO
12 F(I)=F(I)+YDATA(J)
F(I)=F(I)/DY(I)
1 CONTINUE
RETURN
END


