Abstract. In this paper we prove a global bifurcation theorem for convex-valued completely continuous maps. Basing on this theorem we prove an existence theorem for convex-valued differential inclusions with Sturm-Liouville boundary conditions
Global bifurcation theorem
Let E be a real Banach space, A ⊂ R an open interval and cf (E) the family of all non-empty, closed, bounded and convex subsets of E. We call a map F : A × E → cf (E) completely continuous if F is upper semicontinuous and, for any bounded set B ⊂ A × E, the set F (B) ⊂ E is relatively compact.
Let F : A × E → cf (E) be a completely continuous map such that 0 ∈ F (λ, 0) for λ ∈ A and let f : A × E → cf (E) be given by f (λ, x) = x − F (λ, x).
(1.1)
We call (µ 0 , 0) ∈ A × E a bifurcation point of the map f if for all open subsets U ⊂ A × E with (µ 0 , 0) ∈ U there exists a point (λ, x) ∈ U such that x = 0 and 0 ∈ f (λ, x). Let us denote the set of all bifurcation points of f by B f .
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Let R f ⊂ A×E be the closure (in A×E) of the set of non-trivial solutions of the inclusion 0 ∈ f (λ, x), i.e. R f = (λ, x) ∈ A × E : x = 0 and 0 ∈ f (λ, x) .
Let us observe that, for each (λ, x) ∈ R f , 0 ∈ f (λ, x).
Let U ⊂ E be a bounded open subset and let the map g : U → cf (E) be given by g(x) = x − G(x), where G : U → cf (E) is a completely continuous map such that, for x ∈ ∂U , the relation x ∈ G(x) holds. It is well known that in such situation we may define the Leray-Schauder degree deg(g, U, 0) (cf. [2, 3, 8, 17, 19] ). Now we are going to give some auxiliary lemmas, which will be used in the proof of the global bifurcation theorem below. We are going to use a separation lemma for closed subsets of compact Hausdorff spaces given in [9] (see also [24: Section XI]). 
is a completely continuous vector field and
The proof of the lemma is a modification of that given in [12] for the single-valued case and [a, b] = {λ 0 }. It is enough to replace the function 
Hence for (λ, x) ∈ ∂U and r > 0 we have 0 ∈ f r (λ, x). Moreover, for any r 1 , r 2 > 0 the maps f r 1 and f r 2 may be joined by homotopy. We can see as well that for large R > 0 the map f R has no zeroes in U so that deg(f r , U, 0) = 0 for r > 0. There exist ε > 0 and r 1 > 0 such that U r 1 ,ε ⊂ U . Further, by Lemma 2 there exists r ∈ (0,
and U is bounded, there exists a number r 2 > 0 such that 0 ∈ f (λ, x) for (λ, x) ∈ U with 0 < x ≤ r 2 and ρ(λ, [a, b] 
That is why we have deg(f r , U r,ε , 0) = deg(f r , U, 0) and the contradiction
Because of this contradiction there exists a non-compact component
What we are going to prove now is that there exists a noncompact component C of R f such that C ∩ B f = ∅. Of course, such component has to satisfy C ⊂ C 0 .
At the beginning let us denote by Γ the family of all components
We are going to show that there exists a γ ∈ Γ such that γ is not compact. But first assume, contrary to our claim, that each γ ∈ Γ is compact.
Let us now take
let us denote by Γ B the family of all that components γ of R f ∩ B for which γ ∩ B f = ∅ and let us also denote
We are going to show that G B is a closed subset of R f ∩ B. For this let
In this case we may apply Lemma 1 to the case of
Because for large n ∈ N the relation γ n ∩ K x = ∅ holds and γ n ∩ K y = ∅, this contradicts the connectedness of γ n . Now we are going to consider the following two situations:
(ii) There exists a sequence {γ n } ⊂ Γ such that, for each 
This implies that there exist an
and both
) is connected and
what gives the contradiction.
In this case the situation (ii) holds true. Let us fix any B as given in (ii) and letγ n ∈ Γ B be such thatγ n ⊂ γ n and (λ n , x n ) ∈γ n ∩ ∂B. Because x n ∈ F (λ n , x n ), we may assume that there exists a subsequence of (λ n , x n ) converging to (λ 0 , x 0 ). As we observed before, (λ 0 , x 0 ) ∈ G B . So there exists a componentγ 0 ∈ Γ B such that (λ 0 , x 0 ) ∈γ 0 . Let γ 0 ∈ Γ be such that γ 0 ⊂ γ 0 . From our general assumption γ 0 is compact. By Proposition 1 there exists an open and closed set
So both (i) and (ii) cannot hold what implies that there exists γ ∈ Γ which is not compact.
The existence of components (in the single-valued case) emanating from bifurcation points was studied by Krasnoselskii (see [16] ). The global bifurcation theorem for the single-valued case was proved by Rabinowitz in [23] (see also [9] ) in the following version:
compact and continuous map such that H(λ, u) = o( u ) for u near 0 uniformly on bounded λ intervals, and let the map
The proof of Theorem 1 follows the ideas of complementing the map introduced by Ize (see [14] , but also [20: Section 3.4]). The original version of the Rabinowitz theorem found numerous generalizations and modifications (for an overview see [4, 15] 
The convex-valued case was already considered by the authors in [1] for a much more general situation of parameter space of dimension greater than 1. The authors gave there sufficient conditions for the existence of a global bifurcation branch emanating from (0, 0). In Theorem 1 we focus on the case of scalar parameters but, on the other hand, we do not assume that the bifurcation points are isolated in the set of all bifurcation points.
Existence theorem for convex-valued differential inclusion
In this section we need the following notations. For
|x i | and call x non-negative (and write x ≥ 0) when
In this section we will give sufficient conditions for the existence of the solution of the boundary value problem
) is a Carathéodory map and the map l : 
we may associate a continuous map
is absolutely continuous and u i is a solution of problem (2.3).
Consider the map
We can see that
The map T has the following properties:
) associated with ϕ and given by Before state the existence theorem we must refer to some spectral properties of the linear single-valued problem
It is obvious that µ ∈ R is an eigenvalue of problem (2.7) if and only if there exists j ∈ {1, ..., k} such that µ is an eigenvalue of the scalar problem
It is well known (cf [13: Theorem XI.4.1]) that there exists exactly one eigenvalue µ j ∈ R of problem (2.7) j , for which there exists an eigenvector v µ j such that v µ j (t) > 0 for t ∈ (a, b), and then µ j > 0. Let us observe that then u µ j = (0, ..., v µ j , ...0) is the eigenvector of problem (2.7) associated with the eigenvalue µ j .
Proof. Let us first observe that Λ = ∅. By the maximum principle, for each
If η i = 0, then there must be u i = 0. On the other hand, for η i > 0 the only λ > 0 for which u = 0 equals λ =
Before we state the existence theorem let us assume that a Carathéodory
) satisfies the following two conditions:
where m 1 , m 2 > 0 are constants.
Theorem 2. Let the map
) be a Carathéodory map satisfying (2.9) − (2.10) with constants m 1 , m 2 > 0 such that 
Then there exists a non-trivial solution of the Sturm-Liouville problem (2.1).

Proof. Let us denote
Let us now consider the differential inclusion
We can see that (λ, u)
) is a solution of this problem if and only if u ∈ T Ψ(λ, u), where
Let us also observe that, because ν > 1, a pair (1, u) is a solution of problem (2.11) if and only if u is a solution of problem (2.1). Consider the map
denote the Niemytzki map for the map p. The proof of Theorem 2 will be given now in three steps.
Step 1. We are going to show that B f ⊂ λ m 1 , 0 : λ ∈ Λ . For this let us take a sequence
) of non-trivial solutions of problem (2.11) such that λ n → λ 0 ∈ [0, +∞) and u n → 0. We have
By (2.9) we have
No matter what is the value of λ 0 we have
< ν what implies m 1 λ 0 ∈ Λ and finishes the proof of Step 1.
Step 2. We will now show that s f,
For this, first let us observe that for λ ∈ λ m 1 : λ ∈ Λ there exists r > 0 such that by (2.9) the map
is homotopic to the map
We can see also that the map
for λ ≥ ν may be joined by homotopy with the map
Let the homotopy
be given. Similarly to what we showed in Step 1 of this proof, for any nontrivial zero of the homotopy h, there must be
and contradicts λ ≥ ν. On the other hand, for λ < ν we havef (λ, ·) = f 0 (λ, ·).
Let r > 0 and λ 0 ∈ (0,
) be fixed. We will show that 
Assume now that for u k ≤ r and τ ∈ (0, 1] the equality h(τ, u) = 0 holds and
So we have
what, by the maximum principle, gives u ≥ 0 and, consequently,
and also
we have
Hence the homotopy h has no non-trivial zeroes. Also, h(1, ·) has no zeroes at all and that is why deg f 0 (λ 0 , ·), B(0, r), 0 = 0. So Step 2 is proved.
Step 3. Let us observe that by Theorem 1 there exists a non-compact component C ⊂ R f . Now we are going to show that there exists a sequence
Because the set C is not compact, there exists a sequence {(λ n , u n )} ⊂ C such that λ n → 0, or λ n → +∞, or u n k → +∞. We are going to show that there must be u n k → +∞.
First, let us assume that λ n → 0 and that { u n k } is bounded. In this case, for almost all n ∈ N, the relation u n ∈ λ n T Φ(u n ) holds and consequently u n → 0. As we showed in Step 1, u n → 0 and λ n → λ 0 implies that λ 0 ∈ λ m 1 : λ ∈ Λ what contradicts λ n → 0. Now let us consider the case λ n → +∞. Then, for almost all n ∈ N, if u n = 0, then there must be q 2 (λ n ) = 1 and
So we may assume that u n k → +∞ and λ n → λ 0 ∈ (0, +∞). Now we are going to prove that in such situation λ 0 ∈ λ m 2 : λ ∈ Λ . Indeed, we can see that
. We are going to show that for all ε > 0 there exists N ∈ N such that
For this, let ε > 0 be fixed. By (2.10) there exists R > 0 such that for |u n (t)| + |u n (t)| ≥ R the relation
Let us now take any
and consider the two situations
For them we have respectively |w(t)| ≤
So for n ∈ N big enough and any t ∈ [a, b] we have |w(t)| < max ε,
with T denoting the norm of the map T : 
Examples and remarks
In this section we will give some applications of Theorem 2 to the convexvalued boundary value problems u (t) ∈ ϕ(t, u(t), u (t)) for a.e. t ∈ (0, 1)
Let us remind that the topological transversality method of Granas and a priori bounds technique have been used to existence theorems for the above second order differential equations (inclusions) [6, 7, 10, 11] . The fundamental assumption there, which guaranteed the bound of zeros of the homotopy joining suitable vector fields associated with the boundary value problem, were the following Bernstein conditions:
(H1) There exists a constant R > 0 such that if |x 0 | > R and y 0 ∈ R k , then there is a δ > 0 such that ess inf t∈ [a,b] inf x, w + |y| (H3) There exist constants k, α > 0 such that |ϕ(t, x, y)| ≤ 2α( x, w + |y| Below we will give some ordinary differential inclusions, for which the orientors ϕ(t, x, y) locally have linear asymptotics "at zero and at infinity" (also all assumptions of Theorem 2 are satisfied), but they do not satisfy the above Bernstein conditions (H1) -(H3).
) be a Carathéodory map satisfying (2.9) − (2.10) with constants m 1 , m 2 > 0 such that
Then there exists a non-trivial solution of problem (3.1).
Proof. Let us observe that the only eigenvalue of the problem
for which there exists a non-negative eigenvector, is µ 0 = π 
Assume additionally that, for each
Then there exists a non-trivial solution of problem (3.2).
for which there exists a non-negative eigenvector, is µ 0 = 
