Given a large dataset of binary codes and a binary query point, we address how to efficiently find K codes in the dataset that yield the largest cosine similarities to the query. The straightforward answer to this problem is to compare the query with all items in the dataset, but this is practical only for small datasets. One potential solution to enhance the search time and achieve sublinear cost is to use a hash table populated with binary codes of the dataset and then look up the nearby buckets to the query to retrieve the nearest neighbors. However, if codes are compared in terms of cosine similarity rather than the Hamming distance, then the main issue is that the order of buckets to probe is not evident. To examine this issue, we first elaborate on the connection between the Hamming distance and the cosine similarity. Doing this allows us to systematically find the probing sequence in the hash table. However, solving the nearest neighbor search with a single table is only practical for short binary codes. To address this issue, we propose the angular multiindex hashing search algorithm which relies on building multiple hash tables on binary code substrings. The proposed search algorithm solves the exact angular K nearest neighbor problem in a time that is often orders of magnitude faster than the linear scan baseline and even approximation methods.
INTRODUCTION
R ECENT years have witnessed a surge of research on representing large-scale datasets with binary-valued features. Binary-valued representation has several advantages over real-valued representation, as binary vectors (codes) are more compact to store, faster to compare and cheaper to compute [1] .
Binary datasets are present in many research fields. In some applications, items of interest are described directly in terms of binary features. For example, in computer vision, many binary visual descriptors such as BRIEF [2] , BRISK [3] , ORB [4] , and FREAK [5] have been proposed over the years. In the Bag of Words model also, the absence or presence of words is used to quantify documents. However, perhaps the notable application of binary codes is in approximate nearest neighbor search where high dimensional are encoded with compact binary codes to enhance the search time [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] . This line of work has shown considerable promise for a variety of image and document search tasks such as near-duplicate detection [14] , object detection [15] , image retrieval [16] and pose estimation [17] .
One main advantage of incorporating binary codes is that the distance between two codes can be computed extremely fast using bitwise operators. For example, the Hamming distance between two codes can be computed by performing an XOR operation followed by counting the number of ones in the result (computed using the population count operator). This important feature makes binary codes a suitable fit for the task of K nearest neighbor search (KNN) in which unseen test queries are compared against a large dataset to find the K closest items. The KNN problem admits a straight forwards solution known as exhaustive search or linear scan: scanning the entire dataset and checking the distance of the query point to every code. Nevertheless, the cost of this approach is prohibitive for large scale datasets encountered in practice. Even if we use binary features to enhance the distance computation, the search time can still be in the order of minutes [18] . Thus, it is imperative to obtain a solution with runtime that is sublinear in the dataset size.
A relevant question concerns the possibility of utilizing data structures that provide sublinear search time, such as a hash table. It turns out that binary codes are in fact a suitable fit for hash tables as binary codes lie in a discrete space. To find K nearest neighbors, a hash table is populated with binary codes where each code is treated as an index (memory addresses) in the hash table. Then, one can probe (check) the nearby buckets of the query point until K items are retrieved. For instance, if the Hamming distance is used as the measure of similarity, then the algorithm that solves the exact KNN problem is as follows: starting with a Hamming radius equal to zero, r ¼ 0, at each step, the algorithm probes all buckets at the Hamming distance r from the query. After each step, r is increased by one, and the algorithm proceeds until K items are retrieved. However, in some applications, binary codes are compared in terms of cosine similarity, instead of the Hamming distance [19] , [20] , [21] . This is known as the angular KNN problem. In such cases, there are no exact sequential procedures for finding the correct sequence of probings. In practice, instead of using a hash table, researchers resort either to the exhaustive search [20] , or to the approximate similarity search techniques [21] , such as Locality Sensitive Hashing (LSH) [22] .
In this paper, we propose a sequential algorithm for performing exact angular KNN search among binary codes. Our approach iteratively finds the sequence of hash table buckets to probe until K neighbors are retrieved. We prove that, using the proposed procedure, the cosine similarity between the query and the sequence of generated buckets' indices will decrease monotonically. This means, the larger is the cosine similarity between a bucket index and the query, the sooner the index will appear in the sequence.
Using a hash table for searching can in principle reduce the retrieval time, nevertheless, this approach is only feasible for very compact codes, i.e., 32 bits at most [7] , [23] . For longer codes (e.g., 64 bits), many of the buckets are empty and consequently the number of buckets that must be probed to find the K nearest neighbors often exceeds the number of items in the dataset, making linear scan a faster alternative. Multi-Index Hashing (MIH) [18] , [23] , [24] , [25] , [26] , [27] is a powerful technique for addressing this issue. The MIH technique hinges on dividing long codes into disjoint shorter codes to reduce the number of empty buckets. Motivated by the MIH technique proposed in [23] , we develop the Angular Multi-Index Hashing (AMIH) technique to realize similar advantages for the angular KNN problem. Empirical evaluations of our approach show orders of magnitude improvement in search speed in conjunction with large-scale datasets in comparison with linear scan and approximation techniques.
Given a binary query and a hash table populated with binary codes, this study raises the following research questions which we address in the rest of the paper: RQ1: What is correct probing sequence for solving the angular KNN problem? RQ2: How can the MIH technique be tailored for the angular KNN problem? RQ3: What is the effect of the AMIH technique on the query time? In a nutshell, we first establish a relationship between the cosine similarity and the Hamming distance. Relying on this connection, a fast algorithm for finding the correct order of probings is introduced. This allows modifying the multiindex hashing approach such that it can be applied to the angular KNN problem.
RELATED WORKS
This section reviews some of the popular solutions to the nearest neighbor problem that relate to the current article. We first review earlier exact solutions to this problem. Then, we discuss more recent data-independent and datadependent approximate solutions that can trade scalability versus accuracy.
A classical paradigm to reduce the computational cost of the nearest neighbor search relies on tree-based indexing structures which offer logarithmic query time, Oðlog nÞ, on the average. Perhaps the best known example of such techniques is the kd-tree [28] with a worst-case search time of Oðdn 1À1=d Þ. Following [28] , many other tree-based indexing algorithms have been proposed (see [29] for an overview). However, these methods suffer from a phenomenon commonly known as the curse of dimensionality. This means, as the number of dimensions increases, these methods quickly reduce to the exhaustive search. Typically, the kd-tree and its variants are efficient for dimensions less than 20 [30] , [31] .
To overcome the apparent difficulty of devising algorithms that find the exact solution of the KNN problem, there has been an increasing interest to resort to approximate solutions. Among the possible approximate techniques for solving the KNN problem, Locality Sensitive Hashing [22] is perhaps the most notable which managed to break the linear query time bottleneck. The high-level idea of LSH is to use similarity preserving hash functions such that, with a high probability, points that are near to each other are mapped to the same hash bucket.
To find compact codes, instead of using random projections, recent studies have aimed at finding data dependent mappings to reduce the number of required bits. Salakhutdinov and Hinton [32] used Restricted Boltzmann Machine as an auto-encoder to learn the underlying binary codes. Weiss et al. [11] have proposed an eigenvector formulation which aims at finding short similarity preserving binary codes, such that bits are uncorrelated and balanced. Binary Reconstructive Embedding (BRE) [33] uses a loss function that penalizes the difference between the Euclidean distance in the input space and the Hamming distance in the binary space. More recent techniques rely on using neural networks and non-linear hash functions to better preserve some notion of similarity [8] , [13] , [34] .
While Hamming distance is the most popular measure of similarity used to compare binary codes [23] , [35] , in some applications, codes are compared in terms of cosine similarities. For example, Gong et al. [20] have developed a binary hashing technique in which the resulting codes are compared in terms of their corresponding angles. Also, in Bag of Words representation, it is common to compare the codes with respect to the cosine similarity measure [21] . Researchers have also proposed other distance measures for binary codes such as spherical Hamming distance [36] and Manhattan distance [37] .
The idea of using hash tables to avoid exhaustive search in Approximate Nearest Neighbor (ANN) techniques has been studied in recent years. Liu et al. [38] proposed an algorithm for partitioning a pool of hash functions into sets such that the hash functions of each set are independent of each other. Then, they use each set of hash functions to form a separate hash table. Babenko et al. [39] have proposed the inverted multi-index technique to solve the ANN problem for problems in which the distance between data points are estimated with codewords of multiple codebooks. This technique creates two hash tables by decomposing data vectors into two disjoint substrings and hashing each substring in one of the tables. The query is similarly decomposed into two substrings and the search is performed in each hash table to find the corresponding nearest neighbor. More recently, Matsui et al. [24] have used multiple hash tables to reduce the search time, whereby the distance between items are approximated by codewords of multiple codebooks. Iwamura et al. [40] have also proposed a non-exhaustive search algorithm based on the branch and bound technique. Table 1 shows the notations used throughout this paper. Some further notations will be defined in Section 4.
Given the dataset B ¼ fb i 2 f0; 1g p g n i¼1 , and the query q 2 f0; 1g p , the aim of the (binary) Nearest Neighbor (NN) problem, also called the 1 Nearest Neighbor (1NN) problem, is to find the item in B that is the closest to q:
where disð:; :Þ is the distance between two items. The K Nearest Neighbor problem is the generalization of 1NN, aiming to find the K closest items to the query. When dis is the Euclidean distance, the problem is called the Euclidean KNN, and when dis is the inverse of the cosine similarity, it is called the angular KNN. The focus of this paper is to efficiently solve the angular KNN in conjunction with datasets of binary codes. Another related search problem is the R-near neighbor problem (RNN). The goal of RNN problem to report all data points lying at distance at most R from the query point. Similarly, if the Euclidean distance is used as the similarity measure, we call the problem the Euclidean R-near neighbor.
RNN and KNN problems are closely related. For binary datasets, one way to tackle the Hamming KNN problem is to solve multiple instances of the Hamming RNN problem. First, a hash table is populated with binary codes in B. Then, starting from a Hamming radius equal to zero, R ¼ 0, the procedure increases R and then solves the R-near problem by searching among the buckets at the Hamming distance R from the query. This procedure iterates until K items are retrieved. Nevertheless, if cosine similarity is used, the probing sequence will not be the same as the case of the Hamming distance. Unlike the Hamming distance, the angle between two binary codes is not a monotonically increasing function of their Euclidean distance. In other words, if binary codes b 1 and b 2 satisfy kq À b 1 k H > kq À b 2 k H , it does not necessarily lead to simðq; b 1 Þ < simðq; b 2 Þ where simðx; yÞ is the cosine of the angle between binary codes x and y, and k:k H denotes the Hamming norm. Next, we propose an algorithm that systematically finds the order of probings required for solving the angular KNN problem.
FAST COSINE SIMILARITY SEARCH
To reduce the search cost, we propose to use a hash table populated with binary codes. Given the dataset B, we populate a hash table with items of B, where each binary code is treated as the direct index of a hash bucket. The problem that we aim to tackle is finding the K closest binary codes (in terms of cosine similarity) to the query. Evidently, for a given query q, the binary code that yields the largest cosine similarity is q itself. Therefore, the first bucket to probe has the index identical to q. The next bucket to probe has the second largest cosine similarity to q, and so on. In the rest of this section, we propose an algorithm for efficiently finding such a sequence of probings to address our first research question (RQ1).
The cosine similarity of two binary codes can be computed using:
where hÁ; Ái denotes the inner product and k Á k u denotes the ' u norm. In comparison to the Hamming distance, computing the cosine similarity is computationally more demanding. While computing Hamming distance requires an XOR followed by popcount operator, calculating cosine similarity needs the square roots and a division, refer to Eq. (2).
The key idea behind our technique relies on the fact the set of all binary codes at the Hamming distance r from the query can be partitioned into r þ 1 subsets, where the codes in each subset yield equal cosine similarities to the query. In particular, for two binary code q and b i lying at Hamming distance r from each other, there are r bits that differ in the two vectors. Let r q;b i 1!0 denote the number of bit positions that are 1 in q and 0 in b i . Similarly, let r q;b i 0!1 denote the number of bit positions that are 0 in q and 1 in b i . By the definition of Hamming distance, we have r
Consequently, we can rewrite Eq. (2):
It is clear that 0 r q;b i 1!0 jjqjj 1 and 0 r q;b i 0!1 p À jjqjj 1 . The dot product of two binary codes (the numerator of Eq. (2)) is equal to the number of positions where q and b i are both 1, which is equal to kqk 1 À r q;b i 1!0 . The denominator simply contains the ' 2 norms of q and b i . In the rest of this paper, we use Eq. (3) to compute the cosine similarity.
The important observation is that, for a given query q, all binary codes which correspond to the same values of r 1 and r 2 lie at the same angle from q. We use this observation to define the notation of Hamming Distance Tuple as follows:
Definition 1 (HAMMING DISTANCE TUPLE). Given a query q, we say a given binary code b i lies at the Hamming distance tuple H q;b i ¼ ðr A Hamming distance tuple, such as ðr 1 ; r 2 Þ, is valid if both of its elements are in valid ranges, i.e., 0 r 1 kqk 1 and 0 r 2 p À kqk 1 .
Each Hamming distance tuple represents a set of binary codes lying at the same angle from q. The number of binary codes lying at the Hamming distance tuple ðr
As all codes with the same Hamming distance tuple yield identical sim values, instead of searching for the correct probing sequence, we find the correct sequence of Hamming distance tuples. We say that a Hamming distance tuple ðr 0 1 ; r 0 2 Þ is less than or equal to ðr 1 ; r 2 Þ, shown by ðr 0 1 ; r 0 2 Þ " ðr 1 is plotted in Fig. 1 . We are interested in sorting the tuples ðr Fig. 1 ) in decreasing order of sim values. A naive way to construct the probing sequence is to compute and sort the sim values of all possible tuples. However, in a real application, we expect to use a small fraction of the Hamming distance tuples as we only need to probe the hash buckets until K neighbors are retrieved. Next, we propose an efficient algorithm that, in most cases, requires neither sorting, nor computing the sim values.
Definition 3 (HAMMING BALL). For a given query q, the set of all binary codes with a Hamming distance of at most r from q is called the Hamming ball centered at q with radius r, and is shown by Cðq; rÞ:
Cðq; rÞ ¼ fh 2 f0; 1g p : kq À hk H rg:
Given b i , values of r q;b i 1!0 and r q;b i 0!1 can be computed efficiently using bitwise operations. However, to search for the K closest neighbors in the populated hash table, we are interested in progressively finding the values of r q;b i 1!0 and r q;b i 0!1 that lead to binary codes with the largest sim value. One observation is that, within all indices lying at the Hamming distance r from q, indices with the Hamming distance tuples ðr
(provided that they are valid tuples) yield the largest and the smallest cosine similarities with the query, respectively. This fact leads to the following proposition: 1!0 (in this proposition, to be able to take derivatives, we assume that r
After some algebraic manipulations, it follows that @sim @r
Therefore, among all tuples at the Hamming distance r from q, the maximum of sim occurs at ðr
; rÞ, and its minimum occurs at ðr
Proposition 1 states that, for tuples at the Hamming distance r from q, sim is a growing function of r q;b i 0!1 . As a result, the order of tuples in the direction of decreasing sim values is ð0; rÞ; ð1; r À 1Þ; . . . ; ðr; 0Þ. In other words, among all the binary codes that lie at the Hamming distance r from the query, those with larger ' 1 norms yield larger cosine similarities.
While the Proposition 1 specifies the direction of the search for a given Hamming distance, it does not establish the relationship between the Hamming distance and the cosine similarity for different Hamming distances.
Although the above may appear as a discouraging observation, we show that, for small Hamming distances, the cosine similarity and the Hamming distance are related to each other. In particular, the following proposition specifies the region where the cosine similarity is a monotonically decreasing function of the Hamming distance. Proposition 2. If kqk 1 > rðrþtÞ t for some r; t 2 f1; . . . ; pg, then all binary codes in Cðq; rÞ yield larger cosine similarities to q than binary codes with Hamming distances at least r þ t from q.
Proof. According to Proposition 1, the maximum of the sim value for a fixed Hamming distance r occurs at ðr
, and its minimum occurs at ðr
rÞ, is larger than the largest value of simðq; b j Þ where b j lies at the Hamming distance r þ t from q. Hence, we have:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
This concludes the proof. t u
If the condition of Proposition 2 is satisfied for t ¼ 1 and some radius of search r, then all the binary codes inside the Hamming ball Cðq; rÞ have larger cosine similarities than those outside of Cðq; rÞ. Also, among all binary codes inside Cðq; rÞ, those with larger Hamming distances from the query have smaller cosine similarities. That is, if b i is closer to q than to b j in terms of the Hamming distance, then b i is also closer to q in terms of the cosine similarity.
Therefore, for binary codes lying within the Hamming ball Cðq; rÞ, cosine similarity is a decreasing function of the Hamming distance. In this case, the search algorithm is straightforward: for t ¼ 1, the maximum integer r that satisfies the inequality condition in Proposition 2 is found. Letr denote the integer part of the positive root of the equation r 2 þ r À kqk 1 (this equation has only one positive root). Staring from r ¼ 0, the search algorithm increases the Hamming radius until the specified number of neighbors are retrieved, or until r reachesr. Further we know that, for each Hamming radius, the search direction should be aligned with the direction specified by the Proposition 1.
Definition 4 (ðr 1 ; r 2 Þ-NEAR NEIGHBOR PROBLEM). Given the query point q and dataset B, the result of ðr 1 ; r 2 Þ-near neighbor problem is the set of all codes in B that lie at a Hamming distance tuple of at most ðr 1 ; r 2 Þ from q.
Our approach, is effective in cases that K binary codes are retrieved before r reachesr. It tackles the angular KNN problem by solving multiple instances of the ðr 1 ; r 2 Þ-near neighbor problem. An important advantage of the proposed algorithm is that it does not need to compute the actual sim values between binary codes. It can be efficiently implemented using bitwise operators and the popcount function. In the rest of this section, we address the case of r >r.
When the search radius is greater thanr, the sim value is not a monotonically decreasing function of the Hamming distance. However, we propose a sequential algorithm that can efficiently find the proper ordering of the tuples. Our key idea is that, although the next tuple in the ordering can lie at many different Hamming distances, we show that it can be found by searching among a small subset of remaining tuples. In particular, we first form a small set of candidate tuples and then select the one with the highest sim value. To do that, one can first insert such candidate tuples (which we call them anchors) into a priority queue and then sequentially select the one with highest priority. The priority of a tuple is evidently determined by its corresponding sim value. The queue is initialized with the tuple ð0;r þ 1Þ. When a tuple is pushed into the queue, it is considered as traversed. At each subsequent step, the tuple with the top priority (the highest sim value) is popped from the queue. When a tuple is popped, two tuples are considered for insertion into the queue. Hereafter, these are called the first anchor and the second anchor, respectively. These two tuples are checked, and if "valid" and "not traversed", they are pushed into the queue.
Definition 5 (First and Second Anchors of a Tuple).
Given a query q and a Hamming distance tuple R ¼ ðx; yÞ, the first anchor and the second anchor of R are defined as follows:
Among all tuples that lie at the Hamming distance x þ y þ 1 from q, the tuple with the largest sim value is called the first anchor of R. Among all tuples that lie at the Hamming distance x þ y from q and have smaller sim values than R, the tuple with the largest sim value is called the second anchor of R.
Example 2. For the query q with kqk 1 ¼ 10 and p ¼ 32, the first anchor of v ¼ ð1; 4Þ is ð0; 6Þ and the second anchor is ð2; 3Þ (according to the Proposition 1).
When a tuple is popped from the queue, the algorithm pushes the first and the second anchors of the popped tuple into the priority queue (provided that these are valid, and not traversed) and marks them as traversed. This procedure continues until either K elements are retrieved, or all valid tuples are traversed. Therefore, when a tuple such as R ¼ ðx; yÞ is popped from the queue, the algorithm checks whether the following two tuples are valid or not:
a) The first anchor of R: This tuple, by definition, has the largest sim value among the tuples at the Hamming distance x þ y þ 1 from the query. According to Proposition 1, this candidate is ð0; x þ y þ 1Þ if xþ y þ 1 p À kqk 1 . In general, to ensure that the two components of this tuple are in acceptable ranges, the first anchor of R takes the form ðc; x þ y þ 1 À cÞ where c ¼ maxð0; x þ y þ 1 À ðp À k q k 1 ÞÞ. Note that the first component of any Hamming distance tuple is at most kqk 1 (number of ones in q) and its second component is at most p À kqk 1 (number of zeros in q). b) The second anchor of R: Among the tuples that have smaller sim values than R, and lie at the Hamming distance x þ y from the query, this tuple is the one that has the largest sim value. Using Proposition 1, it is easy to show that the second anchor of R is ðx þ 1; y À 1Þ. This tuple is pushed into the queue if its components are in acceptable ranges (the second anchor is valid if x þ 1 kqk 1 and y À 1 ! 0). Fig. 2 shows an example of the first/second anchors (shown in dashed circles) of a tuple that is selected in the current step (shown in green).
Next, we prove that the proposed algorithm results in the correct ordering of Hamming distance tuples. Proposition 3. In each iteration, the Hamming distance tuple popped from the queue has a smaller sim value than the traversed tuples, and has the largest sim value among the not traversed tuples. Moreover, the algorithm eventually traverses every tuple.
Proof. When r <r, according to Propositions 1 and 2, the ordering is correct. For r !r, we show that the selected candidate has the highest cosine similarity among the remaining tuples.
Assume that the algorithm is not correct. Let R be the first tuple that the algorithm selects incorrectly. This means another tuple, such as R 0 ¼ ðx 0 ; y 0 Þ, yields the highest sim value and it has not been pushed into the priority queue because if R 0 had been pushed into the queue, then R 0 would have been popped from the queue instead of R. Let r 0 ¼ x 0 þ y 0 , meaning that r 0 is the Hamming distance between q and any binary code lying at the Hamming distance tuple ðx 0 ; y 0 Þ from the q. Consider all binary codes that lie at the Hamming distance r 0 from q. If there exists a tuple with the second component greater than y 0 that has not been traversed yet, then a contradiction occurs (this means R 0 does not yield the largest sim value). This stems from the fact that, at a fixed Hamming distance, tuples with larger second components have larger sim values (Proposition 1). As a result, y 0 yields the largest possible value among the not-traversed tuples lying at the Hamming distance r 0 from q. However, we show that, this tuple should have been pushed into the priority queue in previous steps. One of the following cases may occur: a) Until the current step, no Hamming distance tuple at the Hamming distance r 0 from q has been selected: According to Proposition 1, any tuple with the Hamming distance r 0 À 1 that is in the set L ¼ fða; bÞjða; bÞ is a valid tuple and, a þ b ¼ r 0 À 1; a x 0 ; b yg has larger sim values than R 0 . Therefore, all of them must have been selected prior to R 0 in the sequence. However, the first time that a tuple from L was popped, R 0 was pushed into the priority queue. R 0 is in fact the first anchor of all the tuples in L, and thus, it must have been pushed when any of the elements in L were popped from the priority queue. b) At least one Hamming distance tuple with the Hamming distance r 0 from q has been traversed in previous steps: Similar to the previous case, R 0 was pushed into the priority queue when the algorithm popped the tuple ðx 0 À 1; y 0 þ 1Þ. In this scenario, R 0 is the second anchor of ðx 0 À 1; y 0 þ 1Þ. It is concluded that R 0 must have been pushed into the priority queue during previous steps, which contradicts the assumption that R 0 is not a member of the priority queue.
We also need to prove that the algorithm is complete, i.e., the algorithm continues until it either finds the K neighbors, or it traverses all the valid tuples. Again, let us assume the contrary. This means that, at the final step, the algorithm pops the last tuple from the queue and the last tuple does not have any valid anchors. Thus, the queue remains empty and the algorithm will terminate while there are still some valid tuples that have not been traversed. It is clear that the not-traversed tuples cannot lie at the Hamming distance of r when at least one tuple with the Hamming distance r is traversed. This situation occurs because once the first tuple with the Hamming distance r is popped from the queue, the second anchor of this tuple is pushed into the queue. Therefore, one tuple with the Hamming distance r always exists in the queue until the last one of such tuples is popped, and such a last tuple does not have a valid second anchor. As a result, the only possible case is that all the tuples at a Hamming distance less than or equal to r have been traversed; and all of the tuples at a Hamming distance r þ 1 and greater have not been traversed. However, this is not possible because when a tuple at the Hamming distance r is popped from the queue, its first anchor is pushed into the queue and this tuple lies the Hamming distance r þ 1. Hence, all the tuples at the Hamming distance r þ 1 from the query will be covered eventually. t u
ANGULAR MULTI-INDEX HASHING
To achieve satisfactory retrieval accuracy, applications of binary hashing often require binary codes with large lengths (e.g., 64 bits). For such applications, it is not practical to use a single hash table mainly because of the computational cost of search. For long binary codes, it is frequently the case that n ( 2 p and thus most of the buckets in the populated hash table are empty. To solve the KNN problem in such a sparse hash tables, even for small values of K, often the number of buckets to be examined exceeds the number of items in the dataset. This means that the exhaustive search (linear scan) is a faster alternative than using a hash table. As shown in Fig. 3 , the average number of probing required for solving the angular KNN query for the SIFT dataset with one billion items (the details of SIFT will be explained later), often exceeds the number of available binary codes in the dataset. This problem arises as the required number of probings grows near-exponentially with the values of r q;b i 1!0 and r q;b i 0!1 (refer to (4)). Multi-Index Hashing [25] , and its variants [23] , [27] , are elegant approaches for reducing storage and computational costs of the R-near neighbor search for binary codes. The key idea behind the multi-index hashing is that, as many of the buckets are empty, one can merge the buckets over different dimensions of the Hamming space. To do this, instead of creating one huge hash table, MIH creates multiple smaller hash tables with larger buckets, where each bucket may be populated with more than one item. To do this, all binary codes are divided into smaller disjoint (usually with the same length) substrings, then each substring is indexed within its corresponding hash table. Therefore instead of one creating one huge hash table, the idea of MIH is to form multiple smaller hash tables which can significantly reduce the storage cost.
More importantly, MIH reduces the computational cost of the search. To solve the R-near neighbor problem, the query is similarly partitioned into m substrings. Then, MIH solves m instances of the R m -near neighbor problem, one per each hash table. By doing this, the neighbors of each substring in its corresponding hash table are retrieved to form a set of potential neighbors. Since some of the retrieved neighbors may not be a true R-near neighbor, a final pruning algorithm is used to remove the false neighbors.
Despite being efficient in storage and search costs, MIH cannot be applied to the angular preserving binary codes, since it is originally designed to solve the R-near neighbor problem in the Hamming space. In the rest of this section, we propose our Angular Multi-index Hashing technique for fast and exact search among angular preserving binary codes which addresses our second research question (RQ2).
Instead of populating one large hash table with binary codes, AMIH creates multiple smaller hash tables. To populate such smaller hash tables, each binary code b 2 f0; 1g p is partitioned into m disjoint substrings b ð1Þ ; . . . ; b ðmÞ . For the sake of simplicity, in the following, we assume that p is divisible by m and use the notation w ¼ p m . As a result, the sth hash table, s 2 f1; . . . ; wg, is populated with b ðsÞ i i 2 f1; . . . ; ng. To retrieve the ðr 1 ; r 2 Þ-near neighbors of the query, q is similarly partitioned into m substrings, q ð1Þ ; . . . ; q ðmÞ .
The following proposition establishes the relationship between the Hamming distance tuple of two binary codes and their substrings. 
The first condition follows from the Pigeon-hole principle. If in all of the m substrings, the Hamming distance is strictly greater than b r 1 þr 2 m c, then we have kq À bk H ! mðb r 1 þr 2 m c þ 1Þ. This contradicts the assumption that b lies at a Hamming distance of at most r 1 þ r 2 from q. The second and the third conditions must in fact hold for all substrings, because if we have r 
ðr 1 ; r 2 Þ-near Neighbor Search Using Multi-Index Hashing
We have thus far established the necessary condition that facilitates the search among substrings. At the query phase, to solve a ðr 1 ; r 2 Þ-near neighbor search, AMIH first generates the tuples that satisfy the conditions of the Proposition 4. That is, to solve the ðr 1 ; r 2 Þ-near neighbor problem, AMIH generates the set of all tuples ðr 0 1 ; r 0 2 Þ such that r 0 1 þ r 0 Fig. 4 . Notice that, for each tuple, the algorithm should probe all corresponding buckets in each of the hash tables.
Next, for each tuple such as t ¼ ðr 0 1 ; r 0 2 Þ in T r 1 ;r 2 ;m and for each substring q ðsÞ , s 2 f1; . . . ; mg, AMIH solves the ðr 0 1 ; r 0 2 Þ-near neighbor problem for the query q ðsÞ in the sth hash table. This step results in a set of candidate binary codes, denoted by O j;t . According to Proposition 4, the set O ¼ S j;t O j;t is the superset of ðr 1 ; r 2 Þ-near neighbors of q. Finally, AMIH computes the Hamming distance tuples between q and all candidates in O, discarding the tuples that are not the true ðr 1 ; r 2 Þ-near neighbors of q. The intuition behind this approach is that, since the number of buckets that lie at the Hamming distance tuple ða; bÞ grows near-exponentially with the values of a and b, it is computationally advantageous to solve multiple instances of ða 0 ; b 0 Þ-near neighbor problem with a 0 < a and b 0 < b, instead of solving one instance of ða; bÞ-near neighbor problem where a and/or b are relatively large. This requires a significantly smaller number of probings as compared to the case of deploying a single large hash table.
Cost Analysis
The cost analysis directly follows the performance analysis of MIH in [27] . As suggested in [27] , we assume that b p log 2 n c m d p log 2 n e. Using AMIH, the total cost per query consists of the number of buckets that should be checked to form the candidate set O, plus the cost of computing the Hamming distance tuple between retrieved binary codes in O and q.
We start by providing an upper bound on the number of buckets that should be checked. Since the algorithm probes identical buckets in each hash table, the number of probings equals the product of m and the number of probings in a hash table.
To solve the ðr 1 ; r 2 Þ-near neighbor problem, for each tuple such as ða; bÞ in T r 1 ;r 2 ;m , the algorithm probes the buckets that correspond to ða; bÞ. It is clear that, in the ith hash table (1 i m), all binary codes corresponding to the tuples in the set T r 1 ;r 2 ;m lie at a Hammming distance of at most b r 1 þr 2 m c from the q ðiÞ (Proposition 4). Therefore, in the ith hash table, the indices of buckets that must be probed are a subset Cðq ðiÞ ; b r 1 þr 2 m cÞ, and we can write:
Assuming that r 1 þr 2 p 1=2, we can use the following bound on the sum of the binomial coefficients [41] .
For any n ! 1 and 0 < a 1=2, we have:
where HðaÞ :¼ Àa log ðaÞ À ð1 À aÞ log ð1 À aÞ is the binary entropy of a. Therefore, we can write:
If binary codes are uniformly distributed in the Hamming space, the expected number of items per buckets of each hash table is n 2 w . Therefore, the expected number of items in the set O is:
Empirically, we observed that the cost of bucket lookup is marginally smaller than the cost of verifying a candidate. If we have: single lookup cost= tÂ single candidate test cost, for some t 1, then using Eqs. (11) and (12), we can write the total cost as:
cost m2 wHð r 1 þr 2 p Þ ðt þ n=2 w Þ:
For m % p=log 2 n, by substituting log 2 n for w, we have:
For reasonably small values of r 1 þr 2 p , the cost is sublinear in n. For example, for r 1 þr 2 p 0:1, the expected query cost would be Oðp ffiffiffi n p =log nÞ. The space complexity of AMIH comprises: a) the cost of storing n binary codes each with p bits, which takes OðnpÞ, and b) the cost of storing n pointers to dataset items in each hash table. Each pointer can be represented in Oðlog 2 nÞ bits, therefore, the cost of storing pointers would be Oðmn log 2 nÞ. For m ¼ d p log 2 n e, the total storage cost is Oðnp þ n log 2 nÞ.
EXPERIMENT AND RESULTS
In this section, we experimentally evaluate the performance of our proposed algorithm to answer the third research question (RQ3). All techniques used in this section are implemented in C++ and compiled with identical flags. AMIH is coded on top of the MIH implementation provided by the authors of [27] (all codes are compiled with GCC 4.8.4). Our implementation is publicly available at github.com/sepehr3pehr/ AMIH. The experiments have been executed on a single core of 2.0 GHz Xeon CPU with 256 Gigabytes of RAM.
Datasets
In our experiments, we have used two non-synthetic datasets:
SIFT. The ANN SIFT1B dataset [42] consists of SIFT descriptors. The available dataset has been originally partitioned into 10 9 items as the base set, 10 4 items as the query set, and 10 8 items as the learning set. Each data item is a 128dimensional SIFT vector. TRC2. The TRC2 (Thomas Reuters Text Research Collection 2) consists of 1,800,370 news stories covering a period of one year. We have used 5 Â 10 5 news as the learning set, 10 6 news as the base set, and the remaining as the query set. We have preprocessed the data by removing common stop words, stemming, and then considering only the 2,000 most frequent words in the learning set. Thus, each news story is represented as a vector composed of 2,000 word-counts.
Since the items of these datasets lie in real space, we incorporate a binary hashing technique to map the items to binary codes. For our experiments, we have used the angular-preserving mapping method called Angular Quantization-based Binary Codes (AQBC) proposed in [20] , to create the dataset of binary codes. We implemented AQBC in Python following the initialization and parameter setting described in [20] . We have also made our implementation of AQBC publicly available at github.com/sepehr3pehr/AQBC. For each dataset, the learning set is used to optimize the parameters of the hash function. Once learning is completed, the learning set is removed and the learned hash function is applied to the base and the query sets. The base set is used to populate the hash tables. Then, the angular KNN problem is solved for all queries points and the average performance is reported.
AMIH versus Linear Scan
Our first experiment compares the performance of linear scan with AMIH in terms of the search speed. The norm of any binary code with p bits ranges from 0 to ffiffi ffi p p . Thus, to increase the speed of the linear scan, we initialize a look up table with all the possible norm values. Moreover, as the term ffiffiffiffiffiffiffiffiffiffi kqk 1 p in the denominator of Eq. (3) is independent of b i , there is no need to account for its value in searching.
We observed that the performance of linear scan is virtually independent of K (number of nearest neighbors).
Consequently, for the sake of comparison, in the following, we only use the result of the linear scan for the 1NN problem. Note that the linear scan can benefit from caching, as it performs sequential memory access. Otherwise, it would be much slower. Fig. 5 shows the average query time as a function of the dataset size for 64-bit and 128-bit binary codes. In all experiments, the value of m (number of hash tables) for AMIH is set to p log 2 n , following [24] , [25] , [27] . The leftmost graphs show the search time in seconds in terms of the data base size. It is apparent that AMIH is significantly faster than the linear scan for a broad range of dataset sizes and K values. To differentiate between the performance of AMIH for different values of K, the middle graphs show the zoomed version of the leftmost graphs, and the rightmost graphs are plotted using logarithmic scale. As Fig. 5 illustrates, for linear scan, the query time grows linearly with the dataset size, whereas the query time of AMIH increases with the square root of the size. Consequently, the difference between the query times of the two techniques is more significant for larger datasets. For instance, linear scan spends more than three minutes to report the nearest neighbor in the 10 9 SIFT dataset with 128-bit codes, while AMIH takes about a quarter of a second. The dashed line on log-log plots shows the growth rate of the ffiffiffi n p up to a constant factor. The evident similarity between the slope of this function and that of AMIH query time indicates that, even for non-uniform distributions, AMIH can achieve sublinear search time. Fig. 6 shows the percentage of queries for which the required radius of search gets larger thanr. As the size of the dataset grows, the number of empty buckets reduces, and the algorithm finds the nearest neighbors within a smaller search radius. Similarly, for shorter binary codes, the number of buckets reduces, and in turn, AMIH retrieves items before the search radius reachesr. Table 2 includes the speed up factors achieved by AMIH versus linear scan. Each entry in the table indicates the average query time using linear scan over the average query time using AMIH for a specific value of K. Interestingly, AMIH solves the angular KNN problem up to hundreds and even thousands of times faster than linear scan. In particular, AMIH can solve the 100NN problem 138 times faster than the linear scan on a dataset of 10 9 binary codes each with 128 bits.
While the linear scan technique does not rely on any indexing phase, AMIH requires each binary code to be indexed in m hash tables. The indexing time for AMIH using the SIFT dataset is shown in Fig. 7 . For 64 and 128 bit codes, the indexing phase takes about 1 and 2 hours, respectively.
AMIH versus Approximate Techniques
Due to the curse of dimensionality, linear scan is theoretically the fastest exact technique for solving the angular KNN problem in its general setting. However, a handful of approximation algorithms exist that provide sublinear search time for this problem. The most well-known representative among these is Locality Sensitive Hashing [22] , which offers a (provably) sublinear search time. In addition to LSH, some applied approximation algorithms have been proposed which work promising in realworld applications, such as KGraph [43] and Annoy [44] , but do not necessarily guarantee (efficient) worst case analysis. In this section, we compare AMIH with some of the well-known approximation techniques for the task of nearest neighbor search (1NN).
The comparison between AMIH and other approximation techniques is performed in two different scenarios:
First, we investigate the performance of different techniques for solving the angular nearest neighbor problem in the binary space. Similar to the experiments of Section 6.2, we assume that we are given a binary dataset and the goal entails solving the angular nearest neighbor search for binary query points. In the second scenario, we assume that the original dataset lies in the real space. Given the dataset, we apply the approximate algorithms to the real dataset. However, since AMIH can be only applied to binary codes, we first use a hashing algorithm to map the dataset to binary codes and then use AMIH to solve the K nearest neighbor search within the binary dataset. Finally, among the K retrieved points, we select the one that is the closet to the query in the real space. Therefore, the returned nearest neighbor in this setting is approximate with respect to the original data points lying in the real space. This scenario mainly targets applications in which the original dataset items do not lie in the binary space because for binary datasets the result of AMIH is exact.
Approximate Techniques Used for Comparison
For both scenarios, we compare AMIH with three state-ofthe-art ANN techniques. Discussing the details of these techniques is beyond the scope of this paper but we briefly introduce each of them here.
Crosspolytope LSH [45] is a recently proposed LSH technqiue for solving the angular nearest neighbor search problem. The general idea behind LSH is to randomly partition the feature space using a specific family of hash functions that map similar items into the same buckets with high probability. Given such hash functions, during the preprocessing step, all items of the dataset are inserted in to l hash tables corresponding to l randomly chosen hash functions (each hash function represents a partitioning of the space). To find the nearest neighbors the query vector is similarly mapped l times, and the items in the corresponding l hash buckets are retrieved as the candidates for the nearest neighbor. The algorithm then passes through the retrieved points to find the closest one to the query. This variant of LSH is often called Single-Probe (SP) LSH as it probes only one bucket per hash table.
We also compare the performance of AMIH with the MultiProbe (MP) variant of the crosspolytope LSH. Multiprobe LSH [46] is an extension of LSH that can achieve significant space reduction via reducing the number of required The last line shows the average query time of linear scan in seconds. hash tables. The basic idea of multiprobe LSH is to not only consider the main bucket, where the query falls, but also probe other buckets that are close to the main bucket in every hash table. For our comparisons, we use the multiprobe variant of the crosspolytope LSH described in [45] . The source code of this method has been made publicly available as a part of the FAst Lookups of Cosine and Other Nearest Neighbors (FALCONN) library [47] .
KGraph [43] performs the nearest neighbor search by building a KNN graph over the datapoints. In the graph, each node corresponds to a data point and is connected to its M nearest point where M needs to be tuned. During query phase, the algorithm starts from one of the nodes and follows the paths with shorter distances to find the approximate nearest neighbors.
Annoy [44] decomposes the search space using multiple trees to achieve sublinear search time. At each non-leaf node, a random hyperplane is formed by taking the equidistant hyperplane of two randomly selected data points. Each internal node therefore divides the space into two subspaces where each subspace contains at least one data point. Each leaf node contains a subset of datapoints that lie in the region of space defined by the leaf's ancestors. To find the nearest neighbor, the search algorithm only considers the subspaces where the query fall in. Annoy incorporates a forest of such trees to increase the probability of collision between query and its nearest neighbor in at least one leaf node.
Experimental Setting
In all experiments, for single-probe crosspolytope (SP-CP) LSH, KGraph and Annoy, we use the parameter settings of ann-benchmark [48] which is a tool of standardizing benchmarking for approximate nearest neighbor search algorithms. The SP-CP setting in ann-benchmark incorporates a fixed value for the number of hash functions per hash tables, k ¼ 16, and let l vary from 1 to 1,416. For multiprobe crosspolytope (MP-CP) LSH (which is absent in ann-benchmark), we follow the parameter setting of [45] . In particular, for MP-CP, we use only 10 hash tables (l ¼ 10) in each experiment. As stated in [45] , the goal of this choice is to keep the additional memory occupied by LSH comparable to the amount of memory needed for storing dataset. This is perhaps the most practical and interesting scheme since large memory overheads are impossible for massive datasets. To set k (number of hash functions per hash table), we try different values for this parameter and select the one with the minimum query time. To do that, following [47] , for each value of k 2 f10 . . . ; 30g, we use binary search to find the minimum number of probes that results in a nearperfect recall rate (! 0:9), meaning that 10 percent of returned neighbors are not exact. After fixing k and l, the number of probes per hash table is gradually increased (which results in higher recall rates) and for each value the average query time is reported.
In the following, we compare the performance of different techniques in terms of the average query time and the memory requirement. Note that the memory cost reported here is the additional memory required by each technique to build its data structure (memory required to store the raw dataset is not included). The experiments of this section are executed on a single core 3.0 GHz CPU with 32 GB of memory.
Before discussing the results, we would like to note that the ann-benchmark basically is not designed for scenarios with low memory budget. We observed that the settings used for techniques such as KGraph and Annoy require amount of memory that is much large than the memory required to the store the dataset. Also for LSH, the benchmark only uses single-probe LSH. The main reason for this choice is that, in comparison to multiprobe LSH, singleprobe LSH achieves better query time when RAM budget is not a matter of concern. The memory cost of ann-benchmark is perhaps the main reason why larger datasets such as 1 billion SIFT vectors (that we used in the first experiments) are absent in the benchmark (all datasets in annbenchmark have around 1 million points). The authors of [45] have also explicitly mentioned that the experiments of ann-benchmark are not efficient for low RAM budget scenarios [47] .
Nearest Neighbor Search in Binary Space
Here we use the ANN SIFT1M [49] dataset which consists of 1 million 128D SIFT vectors for the base set and 10,000 query items. Similar to Section 6.2, the dataset is binarized to 64-bit and 128-bit codes by applying the AQBC technique. The binary dataset is then fed to each technique and the average query time as well as memory cost is reported. Fig. 8 shows the average query time as well as the index size (memory overhead) of each technique with respect to the recall rates. Note that AMIH is an exact algorithm in the binary space therefore its recall rate is 1. The results highlight that AMIH is significantly faster than other techniques for near-perfect recall rates. However, for longer codes the difference between AMIH and other techniques reduces. SP-CP has very fast query time for low recall rates especially in 64-bit codes. In particular, SP-CP is the fastest technique for recall rates smaller than 0.3 in 64-bit codes. The results show that LSH based techniques tend to be faster than KGraph and Annoy for both lengths of codes. The only exception is in recall rates very close to 1 for which KGraph performs better than other approximate techniques but still slower than AMIH. Another advantage of AMIH over the other techniques is the memory cost. AMIH achieves perfect recall with memory cost that is comparable with the dataset. However, Annoy and KGraph index size can take a large amount of memory, even 100 times more than the size of dataset. Therefore, AMIH is particularly interesting when the RAM budget is quite restrictive. In fact, the high memory cost of Annoy and KGraph did not allow us to provide similar comparisons for the ANN SIFT1B dataset. The memory cost of Annoy and KGraph remains virtually the same for different recall rates but the catch is that they require more preprocessing time to achieve higher recall rates (the preprocessing time of each technique is not shown here due to limited space).
We would like to note that most of the techniques in annbenchmark are designed to work with real vectors and may not be necessarily optimized for binary data. Therefore, each of these techniques can be potentially implemented more efficiently to achieve better query time for binary data. However, editing the source code of all techniques in annbenchmark would require a great deal of human effort and is beyond the scope of this paper.
Nearest Neighbor Search in Real Space
If the target binary dataset is generated with binary hashing techniques, then the nearest neighbors found by AMIH are approximate with respect to the original space. For instance, the nearest neighbor found in the above experiments is not exact for the original 128D SIFT vectors. One clear advantage of the approximate techniques such as LSH and KGraph over AMIH is that they are far more general techniques that can work with many distance measures, whereas AMIH is specifically designed for binary spaces. The benefit of applying such approximate techniques in the original space is that they could potentially achieve higher recall rates (with respect to the original space). On the other hand, mapping items to binary codes significantly reduces the storage costs as well as the cost of comparing the items. Therefore, the question that arises is: what is the performance of state-of-the-art approximation techniques in the original space in comparison with AMIH applied to a binary dataset generated by a binary hashing technique?
To answer this question, we compare the performance of SP-CP LSH, MP-CP LSH, KGraph and Annoy applied to the original SIFT vectors with the performance of AMIH applied to the binary vectors generated by AQBC. It is clear that, in this setting, the precision of AMIH is highly dependent on how accurate the binary hash function can preserve the similarities. Learning hash functions to increase accuracy is an active line of research, but is not the focus of this study. Still, such a comparison can be helpful in judging the usefulness of AMIH for non-binary datasets.
Similar to the our previous experiments, we use the annbenchmark parameter setting for SP-CP, Annoy and KGraph. For MP-CP, we again fix the number of hash tables (l ¼ 10) and chose the value of k that corresponds to the minimum query time for recall rates above 0.9. For AMIH, we increase K (the number of nearest neighbor to retrieve) from 1 to 1,000 and for each value, the KNN problem is solved for each query in the binary space. Then, the algorithm linearly scans among the retrieved candidates to find the closest point to the query in the original space. Therefore, the AMIH query time reported in this setting is the summation of: i) the time required to hash the real query point into the binary space (using AQBC), ii) the time to solve KNN problem in the binary space with AMIH and iii) the time to perform linear scan among the retrieved points in the original space. This evaluation process of AMIH is similar to the MP-CP. In both, after populating the hash tables, to boost the recall rate, the search algorithm increases the number of probings per hash table in order to retrieve a larger number of candidates. Increasing probings causes better recall rates but also reduces the search speed because we have to probe more buckets and also compare more candidates with the query. Fig. 9 shows the average query time and the memory overhead of each technique for the task of angular nearest neighbor search in the real space. In this case, the KGraph clearly outperforms other techniques for all tested recall rates. Among the others, AMIH 64-bit and Annoy show better average query time for many of the recall rate values. For recall rates very close to one, after KGraph, AMIH-128 consistently exhibits the fastest query time. In terms of the memory requirement, AMIH and MP-SP require constant memory budget in all experiments as the number of hash tables remains fixed. The memory footprint of SP-CP increases with recall rate due to the higher number of hash tables. Similar to previous experiments, at low recall rates, SP-CP imposes small memory cost but for recall rates greater than 0.62 AMIH 64-bit has the smallest memory overhead while achieving slightly better recall rates than SP-CP. Fig. 8 . Average query time and the memory overhead with respect to the recall rate for single-probe crosspolytope (SP-CP) LSH (k ¼ 16), multiprobe crosspolytope (MP-CP) LSH, Annoy, KGraph, and AMIH. The memory overhead plots also show the size of dataset (the recall rate of zero for dataset size does not have a meaning). For MP-CP, the optimal value of k is 20 for both 64-bit and 128-bit codes.
We would like to note that the applications of binary hashing or any other approach for compact representation is slightly different from other approximate nearest neighbor search techniques such as KGraph and LSH. Binary hashing techniques are in essence designed for extremely large datasets, too large that we are not even able to store the entire raw dataset in the memory, let alone algorithms that require superlinear storage with large exponents and constants. The goal of binary hashing is to reduce the storage cost of such large datasets in order to fit them in the memory of a single machine while still being faithful to the original metric. Unlike the setting used in ann-benchmark and the experiments of this subsection, in binary hashing applications, not only high memory overheads are not tolerated, but also the datasets itself is often absent in the memory. Moreover, the performance of AMIH with respect to the real space can be improved if more accurate hash functions (than AQBC) are applied to the dataset. Nevertheless, the empirical results of this section show that some approximation techniques with non-compact index structures such as KGraph, perform better when significant memory overhead is not a matter of concern. 7 CONCLUSION AND FUTURE WORK This paper proposes a new algorithm for solving the angular KNN problem on large-scale datasets of binary codes. By treating binary codes as memory addresses, our proposed algorithm can find similar binary codes in terms of cosine similarity in a time that grows sublinearly with dataset size. To achieve this, we first show a connection between the Hamming distance and the cosine similarity. This connection is in turn used to solve the angular KNN problem for applications where binary codes are used as the memory addresses of a hash table.
Most of our effort were focused on finding nearest neighbors of a binary code in a hash table when codes are compared in terms of the cosine similarity. However, other measures of similarity have been also proposed for different applications. One potential avenue for future work is to find fast search algorithms for other measures of similarity such as the spherical Hamming distance [36] and the weighted Hamming distance [50] .
