Abstract: A version of the Arzelà-Ascoli theorem for X being a σ-locally compact Hausdorff space is proved. The result is used in proving compactness of Fredholm, Hammerstein and Urysohn operators. Two fixed point theorems, for Hammerstein and Urysohn operators, are derived on the basis of Schauder fixed point theorem.
Introduction
Compactness criteria in function spaces not only constitute important results describing properties of these spaces, but they also give a basic tool for investigating the existence of solutions to nonlinear equations. One of the well-known criterion is the Arzelà-Ascoli theorem, which gives necessary and sufficient conditions for compactness in the space of continuous functions defined on a compact space X and taking values in ℝ or, more generally, in any finite-dimensional Banach space E. A family F ⊂ C(X, E) is relatively compact if it consists of equibounded and equicontinuous functions. It is easy to drop the assumption on the dimension of E, but then the functions from F should be pointwise relatively compact, i.e., F x := {f(x) : f ∈ F} should be relatively compact for any x ∈ X. The natural topology in C(X, E) is the topology of uniform convergence given by the norm ‖f ‖ := sup x∈X ‖f(x)‖ E .
If X is not a compact space but only a locally compact one, then the Arzelà-Ascoli theorem gives a compactness criterion in the space of continuous functions C(X, Y), where Y is a metric space, with the topology of compact convergence [6, p. 290] or compact-open topology [3, p. 157] : A sequence (f k ) tends to f if f k | K → f | K uniformly for each compact subset K ⊂ X (which we denote by K ⋐ X).
In this paper, we will work in the space of bounded and continuous functions C b (X, Y) with its natural topology of uniform convergence. This space is completely metrizable by the metric
Sufficient conditions for compactness of the family F ⊂ C b (X, Y) were known for a long time, but they were far from necessary ones. In fact, they describe families of important subspaces of functions tending to at infinity (or to any other limit). In [8] , one can find sufficient and necessary conditions in the case X = ℝ. An improved result is given in [9] . This paper analyses the compactness of F ⊂ C b (X, Y) in the general case of X being a σ-locally compact and Y being a metric space (Theorem 2). This result is applied to linear integral operators (Theorem 4) and to nonlinear integral operators of Hammerstein and Urysohn type (Theorems 8 and 9, respectively). Fixed points, which are solutions to nonlinear integral equations, are obtained on the basis of the Schauder fixed point theorem. Basic facts about Fredholm, Hammerstein and Urysohn operators (on compact domains) can be found in [2, 7, 10] .
Compactness results
As recalled in the introduction, if (X, τ X ) is a topological space and (Y, d Y ) is a metric space, we use C b (X, Y) to denote the space of bounded and continuous functions with the topology determined by uniform convergence. The key concept in Theorem 2 is the extension of an idea found in [8] . We say that the family
For completeness, here we recall the Arzelà-Ascoli result concerning the compact Hausdorff space, see [6, p. 290] . We prove an analogue of Theorem 1 for the space C b (X, Y) with the topology of uniform convergence. This is possible due to the extension property described above. By σ-locally compact Hausdorff space, which appears in the next theorem, we mean a locally compact Hausdorff space X such that X = ⋃ k∈ℕ S k , where (S k ) is a sequence of compact sets. This sequence is called the saturating sequence for the space X.
The main result of this paper is the following, which gives an Arzelà-Ascoli type theorem for functions acting on σ-locally compact Hausdorff space. Proof. "⇐ " Given a sequence from F, by Theorem 1, we choose a subsequence (f k ), which is uniformly convergent on every compact set. For uniform convergence, it suffices to prove that the sequence satisfies the Cauchy condition (due to C b (X, Y) being a complete metric space).
Let ε > . By condition (AA2), we know that there exist a set K ⋐ X and δ > such that for all m, n ∈ ℕ, we have sup
Since (f k ) is uniformly convergent on K, we obtain that the Cauchy condition is satisfied.
" ⇒" Condition (AA1) follows from Theorem 1. Assume for the sake of contradiction that (AA2) does not hold. The saturating sequence (S k ) can be constructed in such a way that S k ⊂ Int(S k+ ) for every k ∈ ℕ. Hence, every compact set K is a subset of S k for large enough k. The negation of (AA2) means that there exists
By Theorem 1, we choose subsequences
which are convergent on compact sets to F and G, respectively. The condition (1) implies that for all m, n ∈ ℕ (without loss of generality n ≥ m), we have sup
We conclude that F ≡ G, which is a contradiction due to the inequality
which holds for every k ∈ ℕ.
We observe that in Theorem 2, the space X can be a subset of the Euclidean space. In applications, it is usually assumed to be closed. The novelty is that we do not assume X to be bounded. We note that if (Y, d Y ) possesses the Heine-Borel property, then pointwise relative compactness in (AA1) is equivalent to pointwise boundedness.
Application to integral operators

Fredholm operator
In order to avoid misapprehension, we provide the Carathéodory conditions, which are used throughout the paper. Until the end of the paper, let (X, ‖ ⋅ ‖ X ), (E, ‖ ⋅ ‖ E ) be Euclidean spaces and let (Y, Σ, μ) be a measure space.
, where L(E) stands for the space of linear maps on E, satisfy the conditions:
Observe that (Car1) implies that ‖K (x, ⋅ )‖ is measurable for every x ∈ X and (Car2) implies that ‖K ( ⋅ , y)‖ is continuous for a.e. y ∈ Y. Hence, if x n → x, then by Lebesgue dominated convergence theorem we obtain
Lastly, we adjoin to the Carathéodory conditions (Car1)-(Car3), the following requirement:
The following lemma is introduced for cosmetic reasons. The main tool used in Theorem 4 is condition (K1). However, in order to gain broader perspective, the result provides an equivalent condition, (K2).
function satisfying conditions (Car1)-(Car4). Then the following conditions are equivalent: (K1) For every ε > , there exists T > such that for every v ∈ X, ‖v‖ = and t, s ≥ T, we have
Proof. (K1) ⇐ (K2): It suffices to note that the triangle inequality
holds for every t, s ≥ T, v ∈ X, ‖v‖ = and a.e. y ∈ Y.
(K1) ⇒ (K2): Recognizing (K1) as the Cauchy condition, we obtain the existence of L ∈ L (Y, L(E)), by completeness of the space.
is linear and compact.
Proof. At first, we check that the operator is well defined. Fix f * ∈ L ∞ (Y, E). By (Car4), we have the estimate
which proves that the Fredholm operator is bounded. For the rest of the proof, we fix ε > . We prove the continuity of the function (F f * ) at x * ∈ X, where we assume f * ̸ ≡ (otherwise continuity is trivial). By conditions (Car1)-(Car4), we know that there exists δ > such that for every x ∈ X, ‖x − x * ‖ < δ, we have
Hence, for every x ∈ X, ‖x − x * ‖ < δ, we obtain the following inequality:
which proves the continuity of F f * . At this point we have verified that
In order to prove the compactness of the Fredholm operator, we apply Theorem 2 in the space C b (X, E).
is bounded in C b (X, E) due to estimate (2) . The equicontinuity of F (B) at x * follows from an analogous estimate to (3). Hence, condition (AA1) is satisfied. It remains to prove that F (B) satisfies the C b (X, E)-extension property, i.e., there exist T > and δ > such that for every f, g ∈ B, we have
By condition (K1), we know that there exists T > such that for every v ∈ X, ‖v‖ = , and every t, s ≥ T, we have
For arbitrary f, g ∈ B, we denote h := f − g. For every v ∈ X, ‖v‖ = , and every t ≥ T, we use (5) to obtain
By estimate (6), for every v ∈ X, ‖v‖ = , and t ≥ T, we obtain
Estimate (7) gives
Hence, it suffices to take δ = ε for the implication (4) to be satisfied.
In the corollary and examples below, unless otherwise stated, functions from In order to present an application of Corollary 5, we consider a well-known example ([4, p. 137]) of noncompact integral operator P :
After small modifications, we are able to obtain a positive result.
Example 6. Let g : X → X be a continuous function such that
exists for every v ∈ X, ‖v‖ = . Moreover, we assume that for every ε > , there exists T > such that for every v ∈ X, ‖v‖ = , and t ≥ T, we have ‖g(tv) − g v ‖ ≤ ε.
Then the integral operator P : Obviously, e −‖g v − ⋅ ‖ ∈ L (X) for every v ∈ X, ‖v‖ = . In order to prove (K1), we note the estimate
which holds for a, b ≥ . We set a = ‖g(tv) − y‖, b = ‖g v − y‖ and integrate over ℝ n . For every v ∈ X, ‖v‖ = , we obtain
Fix ε > and choose T > such that for every v ∈ X, ‖v‖ = , and t ≥ T, we have
By estimate (8) and Corollary 5, we are done.
Example 7.
Let X be n-dimensional Euclidean space and let K : X × X → ℂ satisfy (Car1)-(Car4) and (K1). Then the Volterra operator V :
where x = (x , . . . , x n ) and y = (y , . . . , y n ), is linear and compact. We approximate the Volterra operator V with compact Fredholm operators (F m ) m∈ℕ . For every x, y ∈ X, let
The kernels K m satisfy (Car1)-(Car4) and (K1) and hence, for every f ∈ L ∞ (X), ‖f ‖ < , we have the estimate
The convergence F m → V in the operator norm follows from [1, Proposition 3.3.9, p. 112].
As a remark, observe that we could not consider the kernel
in place of (9), beacuse it violates (Car2).
Hammerstein and Urysohn operators
We recall that (X, ‖ ⋅ ‖ X ) and (E, ‖ ⋅ ‖ E ) are Euclidean spaces and (Y, Σ, μ) is a measure space. 
Then the Hammerstein operator
is compact. Moreover, if X = Y and there exists R * ∈ ( , ∞) satisfying 
The fact that Nemytskii operator maps measurable functions to measurable functions follows from (F1)-(F2) and the argument used in [5, p. 349] . By (F3), the Nemytskii operator maps bounded sets to bounded sets (in the sense of L ∞ (Y, E)-norm). Hence, the operator H maps bounded sets to compact sets. Furthermore, (F2) implies the continuity of N and thus the composition H = F ∘ N is also continuous. This proves that the Hammerstein operator is compact. Now, we assume that X = Y and H : C b (X, E) → C b (X, E). We let R > and denote
For every f ∈ B R , we use (F3) to obtain
Condition (10), together with (11), implies that H (B R * ) ⊂ B R * . Due to the Schauder fixed point theorem, we are done.
We show an application of the compactness criterion (Theorem 2) to Urysohn integral operators, where the C b -extension property is obtained in another way. Let ℝ + := [ , ∞) and let K : ℝ + × ℝ + × E → E be a continuous map, which is uniformly continuous with respect to the first variable. Define the integral operator
It is well defined if for any R > , we have
Notice that the uniform continuity of K with respect to x is not necessary, but it is a sufficient condition for U f to be continuous. The main assumption, which means that in a sense K does not depend on u asymptotically, is the following: (B) There exists a function b ∈ C b (ℝ + , E) satisfying (Car4) such that for any ε > and R > , there exists T > with the property
Observe that condition (B), via the triangle inequality, implies that b(x, ⋅ ) ∈ L (ℝ + , E) for every x ∈ ℝ + .
Theorem 9.
Under the above assumptions, the Urysohn operator U is compact. If, moreover,
then U has a fixed point.
and observe that, by (12), the family U (B R ) is bounded for every R > . Next, we show that this family is equicontinuous at x * for every R > . Fix ε > . From (B), we take T > such that for every x ∈ ℝ + and ‖z‖ ≤ R, we have
Since K is uniformly continuous with respect to the first variable and b satisfies (Car4), one can find δ > such that for every y ∈ [ , T] and ‖z‖ ≤ R, we have |x − x * | < δ ⇒ ‖K (x, y, z) − K (x * , y, z)‖ < ε T ,
and also
For f ∈ B R and |x − x * | < δ, by using (14), (15) and (16) 
By using (14) and (17), we conclude that If condition (13) holds, then there exists R * > such that K R * ≤ R * . It follows that the ball B R * is mapped into itself by U , and a fixed point is obtained due to the Schauder fixed point theorem.
