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ABSTRACT
This paper presents an overview about predictive control
schemes based on orthonormal basis function models. Dif-
ferent predictive control schemes based on such models are
discussed, namely, linear controllers with terminal (stabi-
lizing) constraints, robust controllers, and non-linear con-
trollers. The discussions comprise a broad bibliographical
survey on the subject as well as two case studies involving a
simulated dynamic system and a real process.
KEYWORDS: Orthonormal Basis Functions, Predictive Con-
trol, Non-Linear Control, Robust Control.
RESUMO
O presente artigo aborda o problema da seleção da estrutura
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de modelos em algoritmos de controle preditivo para siste-
mas monovariáveis. Neste sentido, apresenta a utilização de
modelos com estrutura dinâmica desenvolvida através de ba-
ses de funções ortonormais, como as funções de Laguerre,
Kautz ou funções ortonormais generalizadas. Os principais
aspectos relacionados com esta classe de modelos no con-
texto de controladores preditivos lineares com restriçõester-
minais, não lineares e robusto são discutidos e uma revisão
bibliográfica é apresentada. O desempenho de malha fechada
das estratégias analisadas é ilustrado através de dois casos de
estudo envolvendo uma incubadora para recém nascidos e
um processo simulado de polimerização isotérmica.
PALAVRAS-CHAVE : Bases de Funções Ortonormais, Con-
trole Preditivo, Controle de Sistemas Não Lineares, Controle
Robusto.
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1 INTRODUÇÃO
Controladores do tipo preditivo (ouModel Based Predictive
Controllers - MBPC) tiveram sua origem na década de 70
e, desde então, são amplamente analisados na literatura de
controle. Atualmente, é bem conhecido que algoritmos de
controle preditivo podem ser utilizados no controle de uma
ampla gama de processos, dentre eles os processos instáveis,
de fase não mínima, não lineares, com longo atraso de trans-
porte, híbridos, etc, sem mudanças significativas do ponto
de vista conceitual (Soeterboek, 1992; Clarke, 1994; Cama-
cho and Bordons, 1999; Allgower and Zheng, 2000; Rossi-
ter, 2003). Podem incorporar, na lei de controle, restrições
operacionais relacionadas com os sinais de entrada / saída
e possuem parâmetros de sintonia de fácil ajuste. Também
podem ser reparametrizados como controladores do tipo mo-
delo interno ouInternal Model Controllers- IMC (Garcia
et al., 1989). Devido a todos estes aspectos, atualmente
os MBPC não estão restritos somente ao meio acadêmico e
são conhecidas diversas aplicações na indústria de processos
(Qina and Badgwell, 2003), com destaque para o setor quí-
mico e petroquímico,e.g. (Prett and Garcia, 1988; Prett and
Garcia, 1989).
Os MBPC são definidos a partir do modelo do processo que
se deseja controlar e são caracterizados por quatro etapas
principais, descritas a seguir:
i) Modelagem do processo. Equações de previsão da saída
são utilizadas para prever o comportamento do processo em
um horizonte de tempo futuro, denominado horizonte de pre-
visão.
ii) Definição de um critério de custo. O desempenho do sis-
tema em malha fechada durante o horizonte de previsão é
especificado através de um critério de custo, definido a par-
tir da saída prevista, do sinal de referência e do esforço de
controle.
iii) Otimização do critério de custo. O critério de custo é
minimizado em relação ao conjunto de futuros sinais de con-
trole (em um horizonte de tempo denominado de horizonte
de controle) a serem aplicados no processo.
iv) Utilização do sinal de controle ótimo. Somente o primeiro
sinal de controle resultante da otimização do critério de custo
é realmente utilizado no processo. No instante seguinte de
amostragem, todo o procedimento é repetido (receding hori-
zon control strategy).
A estrutura aberta e genérica deste esquema para controlado-
res MBPC permitiu a origem de muitos algoritmos presen-
tes na literatura As principais diferenças entre as abordagens
MBPC já propostas residem na maneira pela qual cada uma
destas etapas citadas é formulada.
No que diz respeito ao critério de custo, este pode ser im-
plementado utilizando-se as normas 1, 2 ou∞ (Campo and
Morari, 1986). Já no que diz respeito à otimização do cri-
tério de custo, os trabalhos iniciais na área realizam otimi-
zação sem restrições,e.g. (Clarke et al., 1987; de Keyser
et al., 1988). Na seqüência, restrições são incluídas para
lidar com limitações nos atuadores e/ou na saída (Tsang
and Clarke, 1988; Camacho, 1993). Na década de 90, em
trabalhos como (Clarke and Scattolini, 1991; Mosca and
Zhang, 1992; Mayne et al., 2000), restrições terminais são
incluídas no critério de custo para garantir estabilidade do
sistema em malha fechada quando o horizonte de previsão é
finito.
Adicionalmente, a realização da lei de controle no que diz
respeito ao tratamento do modelo do processo deu origem
também a diferentes tipos de controle preditivos, por exem-
plo, adaptativo (de Keyser et al., 1988; Dumont et al., 1993),
robusto (Zheng and Morari, 1993; Kothare et al., 1996; Oli-
veira et al., 2000), múltiplos modelos (Chow et al., 1995; Tri-
erweiler and Secchi, 2000), ganho escalonado (Zhu et al.,
1991), etc.
Um importante ponto relacionado com algoritmos MBPC é
a escolha do modelo do processo para cálculo da previsão da
saída, uma vez que este é determinante para o desempenho
do sistema em malha fechada. O projeto de um algoritmo de
controle, baseado em um modelo inadequado, pode não re-
sultar no desempenho especificado quando aplicado no con-
trole do processo real.
Por outro lado, a utilização de funções ortonormais na mode-
lagem e identificação de processos teve um grande impulso
com trabalhos como (den Hof et al., 1995; Wahlberg and Ma-
kila, 1996; Heuberger et al., 2005), dentre outros (e.g. veja
(Patwardhan and Shah, 2005; Patwardhan et al., 2006) e re-
ferências inclusas). As propriedades deste tipo de represen-
tação de sistemas lineares e não lineares,i. ., (non-linear)
othornormal basis functions models- (N)OBF, é apresentada
na primeira parte deste artigo (Campello et al., n.d.). De-
vido ao fato dos algoritmos de controle preditivo permitirem
a utilização de diferentes estruturas de modelo, este esquema
de controle é uma aplicação para modelos (N)OBF. Neste
contexto se inclui a escolha de bases de funções ortonor-
mais como estrutura de modelo de processos dinâmicos para
formulação de equações de previsão em algoritmos MBPC.
Apesar de aplicações de bases de funções ortonormais na re-
presentação de sistemas multivariáveis estarem presentesna
literatura, este artigo possui foco no problema de controle
monovariável.
O presente artigo apresenta os principais aspectos relativos
à utilização de modelos (N)OBF em algoritmos de controle
preditivo e está estruturado como se segue. Na Seção 2, uma
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revisão dos modelos utilizados em algoritmos de controle
preditivo é apresentada. Nas Seções 3, 4 e 5, as propriedades
dos algoritmos de controle com modelos lineares, não linea-
res e com incertezas paramétricas (robusto), respectivamente,
são descritas. Na Seção 6, exemplos ilustram características
de alguns dos algoritmos descritos e, finalmente, na Seção 7,
o artigo é concluído.
2 MODELOS UTILIZADOS EM CON-
TROLE PREDITIVO
Sob o ponto de vista do modelo utilizado para representação
do processo e cálculo da previsão da saída, pode-se classifi-
car algoritmos MBPC em estratégias que utilizam modelos
dinâmicos lineares, modelos dinâmicos não lineares ou mo-
delos híbridos (dinâmica e lógica). Estes modelos também
podem ser descritos através de parâmetros constantes, vari-
antes no tempo, incertos ou não.
Os algoritmos de controle preditivo com modelos lineares
podem ser separados em duas classes principais, aqueles com
modelos estruturados, como os modelosAuto Regressive In-
tegrated Moving Average with Exogenous Input- AR(I)MAX
e similares, e os com modelos não estruturados, como os mo-
delosFinite Impulse Response- FIR ou OBF. Estas duas clas-
ses de modelos podem ser reescritas no formato de espaço de
estados.
Neste sentido, os primeiros algoritmos de controle predi-
tivo com modelo linear propostos na literatura tiveram como
ponto de partida equações de previsão baseadas na resposta
ao impulso (modelos FIR) ou, de forma equivalente, na res-
posta ao degrau. Os casos mais conhecidos neste contexto
são oModel Adaptive Controller- MAC e oDynamic Matrix
Controller - DMC (Richalet et al., 1978; Cutler and Rama-
ker, 1980). Estes algoritmos, bastante difundidos no controle
de processos químicos e petro-químicos, também apresentam
formulação baseada em espaço de estados, conforme descrito
em (Li et al., 1989; Lee et al., 1994).
Os modelos lineares de estrutura AR(I)MAX e similares es-
tão presentes nos algoritmosGeneralized Predictive Con-
troller - GPC (Clarke and Mohtadi, 1989),Extended Pre-
dictive Self-Adaptive Controller- EPSAC (de Keyser and
Cuawenberghe, 1985),Extended Horizon Predictive Con-
troller - EHPC (Ydstie, 1984), dentre outros (veja detalhes
em (de Keyser et al., 1988; Soeterboek, 1992; Camacho and
Bordons, 1999)). Em (Soeterboek, 1992) propõe-se o UPC
Unified Predictive Controller, que unifica, em uma só es-
trutura, diferentes representações lineares para o modelode
previsão da lei de controle. A representação do processo
usando um modelo linear ARIMAX deu origem ao GPC,
que é um dos mais conhecidos esquemas MBPC. Adicional-
mente, algoritmos com modelos em espaço de estados base-
ados neste esquema são propostos, por exemplo, em (Ordys
and Clarke, 1993). Representações em espaço de estados
usualmente requerem um estimador de estados. O desenvol-
vimento de equações de previsão neste contexto é explorada
em (Ordys and Clarke, 1993; Camacho and Bordons, 1999).
Algoritmos de controle preditivo baseados em modelos de
resposta ao impulso ou degrau são aplicáveis somente em
processos estáveis em malha aberta. Usualmente, os mode-
los possuem uma grande quantidade de parâmetros, o que
dificulta aplicações em controle adaptativo. Por outro lado,
a seleção da estrutura (ordem e atraso de transporte) de mo-
delos AR(I)MAX representa uma tarefa adicional na fase de
identificação de sistemas.
Modelos lineares formados por funções ortonormais podem
ser vistos como uma extensão dos modelos de resposta
o impulso. Sua utilização no contexto de controle pre-
ditivo é apresentada em (Zervos and Dumont, 1988; Finn
et al., 1993; Elshafei et al., 1994; Oliveira et al., 1999). Ba-
sicamente, as mesmas propriedades dos algoritmos MBPC
com modelos de resposta ao impulso / degrau são observa-
das quando modelos OBF são utilizados. Uma vantagem
importante deste último é a maior parcimônia em termos de
número de parâmetros na representação do processo. Den-
tre os exemplos de aplicações industriais, tem-se (Dumont
et al., 1990) dentre outros. O modelo OBF também admite
representação em espaço de estados como nos outros casos
abordados anteriormente. Entretanto, todos os estados são
conhecidos pois, devido à estrutura do modelo, podem ser
calculados através do sinal de entrada; portanto, não há ne-
cessidade de implementação de um observador de estados.
Assim como os modelos de resposta ao impulso, controlado-
res preditivos baseados em modelos OBF são aplicáveis em
sistemas estáveis em malha aberta com ou sem ação integral.
Muitas vezes, a hipótese de linearidade não é verificada na
prática, pois a maioria dos processos reais contêm, em algum
grau, não linearidades. Com esta motivação, alguns algorit-
mos MBPC baseados em modelos não lineares foram pro-
postos na literatura (Allgower and Zheng, 2000), por exem-
plo, MBPC com modelos baseados em redes neurais (Saint-
Donat, 1991) ou sistemasfuzzy(Oliveira and Lemos, 1995)
e MBPC com modelos Hammerstein (Zhu et al., 1991; Ha-
ber et al., 1998), Wiener (Norquay et al., 1999; Wellers
and Rake, 2000) e Volterra (Doyle et al., 1995; Dolye
et al., 2001; Oliveira et al., 2003).
Diferentes estruturas e realizações de modelos não linea-
res são conhecidas na literatura; por exemplo, as estruturas
NAR(MA)X, NOE, NFIR, NOBF, Wiener e Hammerstein
(Ljung, 1999; Aguirre, 2000; Nelles, 2001; Campello and
Oliveira, 2007). Como realizações, pode-se citar os mape-
amentos Racionais, Polinomiais,Fuzzy, com Redes Neurais,
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com Séries de Volterra, etc. As estruturas Wiener e Ham-
merstein, em geral, são dependentes de não linearidades es-
pecíficas do processo. Já as estruturas NAR(MA)X e NOE,
de forma análoga ao caso linear, necessitam de uma escolha
associada com o regressor utilizado no modelo do processo,
isto é, os termos passados relevantes dos sinais de entrada e
saída do processo. As estruturas NFIR e NOBF possuem a
vantagem de não requerer uma definição explícita deste re-
gressor. Entretanto, um número elevado de parâmetros mui-
tas vezes é necessário no caso NFIR. A estrutura NOBF dá
origem a modelos com menos parâmetros e mesma qualidade
de representação que uma mesma realização do tipo NFIR.
Modelos com incerteza nos parâmetros também podem ser
utilizados em algoritmos de controle preditivo, dando origem
aos denominados algoritmos de controle preditivo robusto,
ou RMBPC. Neste contexto, as primeiras propostas de con-
trole preditivo robusto, baseados na obtenção da lei de con-
trole via solução de um problema de otimizaçãomin-max,
utilizavam modelos de resposta ao impulso/degrau (Campo
and Morari, 1987; Biegler, 1989; Zheng and Morari, 1993).
Nesta abordagem, a equação de previsão deve ser afim em
relação ao vetor que representa a incerteza nos parâmetros
para permitir a solução numérica do problema de otimização.
Algoritmos utilizando modelos de resposta ao impulso e ao
degrau com coeficientes incertos foram desenvolvidos para o
controle do processo benchmark Shell, como por exemplo, o
descrito em (Cuthrell et al., 1989; Biegler, 1989). A utiliza-
ção de modelos ARIMAX para a modelagem de processos
incertos neste contexto de RMBPC é descrita em (Gutierrez
and Camacho, 1995). Esta proposta, apesar de gerar um es-
paço de incertezas de menor dimensão (menos parâmetros
incertos) que os modelos FIR incertos, leva a uma equação
de previsão que não é afim ao vetor de incertezas, impedindo
a obtenção de uma solução ótima para o problema de con-
trole.
A utilização da estrutura OBF na representação de modelos
incertos gera um espaço de incertezas de dimensão menor
que o gerado pela estrutura FIR. Como conseqüência, tem-se
um menor custo computacional do problema de otimização
e a equação de previsão obtida é afim em relação ao vetor de
incertezas, garantindo a existência de solução numérica da
lei de controle.
Outra abordagem de controle preditivo robusto está baseada
na utilização de modelos por espaço de estados com parâ-
metros incertos, onde incerteza está muitas vezes represen-
tada na forma de politopos. Uma característica destes algo-
ritmos é a representação da lei de controle através de LMIs,
como em (Kothare et al., 1996; Cuzzola et al., 2002; Ding.
et al., 2004). Uma vez que são baseados em realimentação
de estados, estes métodos freqüentemente requerem um esti-
mador de estados.
Modelos híbridos são modelos que aliam, em uma descrição
única, variáveis em tempo contínuo e variáveis a eventos dis-
cretos, isto é, dinâmica e lógica (Labinaz et al., 1997; Len-
nartson et al., 1994; Heemels et al., 2001). Algoritmos de
c ntrole preditivo com modelos híbridos são descritos em
(Bemporad and Morari, 1999; Bemporad et al., 2000; Ma-
lacalza and Jr., 2005). Em (Moreira, 2006), a utilização da
estrutura OBF é proposta neste contexto, para os casos com
e sem incerteza nos parâmetros do modelo.
3 CONTROLE PREDITIVO COM MODE-
LOS LINEARES
A modelagem de sistemas lineares estáveis utilizando bases
ortonormais é usualmente realizada através da seguinte re-
presentação em espaço de estados:
{
l(k + 1) = Al(k) + bu(k)
y(k) = cT l(k)
(1)
Nesta representação, cada sinalli(k), que compõe o vetor de
estadosl(k), é a saída doi-ésimo filtro ortonormal para a en-
tradau(k). Nesta representação, os elementos das matrizes
A eb são calculados a partir da base ortonormal selecionada
e de seus parâmetros. Suas dimensões são definidas em fun-
ção da ordem de truncamenton da representação em séries
do processo (Heuberger et al., 2005; Campello et al., n.d.).
O elementosci, i = 1, . . . , n, presentes no vetorc, repre-
sentam a parametrização do processo em relação a uma base
de funções previamente selecionada. Todos os estados do
m delo podem ser calculados em função da entradau(k).
Esta representação em espaço de estados, reescrita a seguir,
é o ponto de partida para a formulação de equações de pre-
visão, etapa necessária para a síntese da lei de controle. Re-
escrevendo o modelo (1) no formato incremental, obtém-se:
{
∆l(k + 1) = A∆l(k) + b∆u(k)
y(k) = y(k − 1) + cT ∆l(k)
(2)
onde∆ é o operador1 − q−1. Através deste modelo, a se-








ŷl(k + j|k) = y(k) + c
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O algoritmo de controle preditivo é obtido através da minimi-
zação de um critério de custo em relação aos futuros valores
do sinal de controle. Diferentes normas podem ser utilizadas
na formulação do critério de custo, entretanto, a norma Eu-












ondew(k) é a referência desejada eλ um fator de ponderação
para o esforço de controle. A previsão da saída é realizada
durante o horizonte de previsãoNy. O horizonte de controle
Nu limita o grau de liberdade de futuras variações no sinal de






∆u(k + j|k) = 0 ∀ j = Nu, . . . , Ny
ŷ(k + Ny + j|k) = w(k + Ny + j) ∀ j = 1, . . . , m
(6)
com0 < m < Nu. Neste problema de otimização, a função
objetivo é o critério de custo. O primeiro conjunto de restri-
ções garante o horizonte de controle,i. . que implica em va-
riação nula do sinal de controle após determinado instante de
tempo futuro. O segundo conjunto de restrições são aplica-
das nos valores imediatamente após o horizonte de previsão
para garantia de estabilidade do sistema em malha fechada,
conforme discutido a seguir.
Uma dificuldade encontrada em muitos algoritmos MBPC
com modelos lineares é o fato que os resultados sobre a
estabilidade do sistema em malha fechada estão ligados ao
uso de horizontes e ponderações infinitos no critério de custo
(Clarke and Mohtadi, 1989). Esta linha é explorada em tra-
balhos como (Bitmead et al., 1990). A busca da solução
para este problema levou ao desenvolvimento de novos al-
goritmos, dentre eles, oConstrained Receding Horizon Pre-
dictive Controller (CRHPC) (Clarke and Scattolini, 1991).
Este tipo de algoritmo surgiu como uma alternativa à abor-
dagem clássica, através da inclusão de restrições nos valo-
res terminais da previsão da saída, uma vez que a estabili-
dade do sistema em malha fechada é garantida através de
condições menos restritivas em relação à formulação clás-
sica. Na formulação original do CRHPC, apresentada em
(Clarke and Scattolini, 1991), o horizonte de controle é igual
ao horizonte de previsão. Posteriormente, em (Leva and
Scattolini, 1993), o caso geral (ie,Nu 6= Ny) é incluído
no algoritmo. Na mesma linha de desenvolvimento, em
(Demircioglu and Clarke, 1993) propõe-se a incorporação,
no critério de custo, de uma ponderação no valor final dos es-
tados do processo, dando origem aoGeneralized Predictive
Control Weighting(GPCW). Este algoritmo pode ser visto
como um controlador que engloba o GPC e o CRHPC, onde
o primeiro é obtido com uma ponderação nula nos estados e
o segundo com uma ponderação infinita nos estados.
Por outro lado, usualmente restrições de amplitude e variação
no sinal de controle e de amplitude do sinal de saída,i.e.,
umin ≤ u(k + j − 1|k) ≤ umax ∀ j = 1, . . . , Nu
∆umin ≤ ∆u(k + j − 1|k) ≤ ∆umax ∀ j = 1, . . . , Nu
ymin ≤ ŷ(k + j|k) ≤ ymax ∀ j = 1, . . . , Ny
(7)
são também incorporadas à lei de controle para lidar com
restrições operacionais do processo. A solução da lei de con-
trole com estas restrições operacionais possui somente solu-
ção numérica (através de um algoritmo de programação qua-
drática). Entretanto, na ausência destas restrições, a leide
controle possui solução analítica conforme apresentado a se-
guir, para o caso ondew(k + j) = w(k), j = 1, . . . , Ny.
O problema de otimização (6), reescrito de uma forma veto-









onde ŷ e ŷc são vetores cujos elementos são as previ-
sões da saída (ver equação (3)) paraj = 1, . . . , Ny e
j = Ny + 1, . . . , Ny + m, respectivamente.w e wc são ve-
tores de dimensão apropriada cujos elementos são iguais a
w(k). Além disso,̂y e ŷc são respectivamente dados por:
ŷ = H∆u + ŷl











































e ŷl e ŷlc são vetores cujos elementos são as previsões livre
da saída (ver equação (4)) paraj = 1, . . . , Ny e j = Ny +
1, . . . , Ny + m, respectivamente.
O vetor de futuras ações de controle, solução do problema de
otimização (8), é dado por (Clarke and Scattolini, 1991):
∆u = Q−1
(
















HT H + λI
)
. Neste vetor, o primeiro ele-
mento,i.e. ∆u(k), é o valor efetivamente utilizado no con-
trole do processo, comu(k) = u(k − 1) + ∆u(k). No pró-
ximo instante de amostragem, todo o procedimento é repe-
tido. Portanto:
∆u(k) = nT (w − ŷl) + p



































































ondeni epi são asi-ésimas componentes dos vetoresn ep,
respectivamente.
A partir destas definições e da equação (2), obtém-se:
{
∆l(k + 1) = A∆l(k) + b∆u(k)
∆u(k) = −
(
nT G + pT Gc
)












nT G + pT Gc
)]
∆l(k)
+ [b(ns + ps)] e(k)
∆u(k) = −
(
nT G + pT Gc
)
∆l(k) + (ns + ps)e(k)
(13)
Uma vez que o modelo com bases ortonormais é estável,
observável e alcançável, todas as propriedades estabilizan-
tes do controlador CRPHC, descritas em (Clarke and Scatto-
lini, 1991), podem ser aplicadas.
Algoritmos de controle preditivo baseados em modelos cons-
truídos com funções ortonormais apresentam características
semelhantes aos baseados em modelos FIR,e.g. o DMC ou
QDMC e, como estes, não são aplicáveis em sistemas ins-
táveis em malha aberta. Não há necessidade de estimação
de estados uma vez que estes são calculados diretamente a
partir do sinal de entrada, nem da determinação da ordem do
modelo. A seleção adequada de bases ortonormais na cons-
trução do modelo permite representar o modelo com uma re-
dução significativa do número de parâmetros em relação ao
modelo FIR.
No caso de implementação adaptativa da lei de controle, uma
vantagem prática da utilização de modelos lineares com ba-
ses de funções ortonormais (e.g.Laguerre) é a pequena quan-
tidade de informação a priori requerida no processo de iden-
tificação: somente uma estimação aproximada do atraso e da
constante de tempo dominante do sistema. Como o atraso de
transporte também pode ser representado em séries de La-
guerre, seu conhecimento preciso não é requerido. A com-
plexidade do modelo (i.e. o número de parâmetros da sé-
rie) pode ser alteradaon-line com um mínimo de perturba-
ção nos parâmetros de ordem mais baixa da série. O modelo
a ser identificado é representado em uma estrutura baseada
no erro da saída, é linear nos parâmetros e preserva a con-
vexidade do problema de identificação, veja em (Campello
et al., n.d.). Ao tornar flexível a escolha da base de funções
(estrutura OBF em relação à estrutura FIR), uma seleção ade-
quada aumenta a taxa de convergência dos parâmetros da ex-
pansão em séries, diminui a polarização do modelo estimado
e a variância do estimador (Heuberger et al., 2005). Estas
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vantagens tornam esta estrutura particularmente apropriada
em aplicações industriais de controle adaptativo.
No caso de implementação tipo múltiplos modelos da lei de
controle, a mesma base pode ser mantida em todos os mo-
delos lineares que compõe o conjunto limitado de modelos
que representa o sistema não linear. Portanto, na equação da
lei de controle (12), a primeira linha e, conseqüentemente,o
vetor de estados, é igual para todos os modelos. Com isso,
a transição entre modelos tende a ser mais suave uma vez
que é realizada somente na representação da saída do mo-
delo, isto é, nos coeficientes da base (vetorc do modelo)
(Machado, 2007).
4 CONTROLE PREDITIVO COM MODE-
LOS NÃO LINEARES
Os algoritmos de controle preditivo não linear são aqueles
que utilizam modelos não lineares na previsão do compor-
tamento do processo. Conforme discutido na Seção 2, dife-
rentes classes de modelos podem ser utilizados neste con-
texto. Em particular, a estrutura de modelos não lineares
com bases de funções ortonormais pode ser realizada, por
exemplo, através de sistemasfuzzy, redes neurais, ou séries
de Volterra (veja detalhes em (Campello et al., n.d.)). O caso
com Séries de Volterra é apresentado a seguir (Dumont and
Fu, 1993; Oliveira et al., 2003).
O modelo OBF-Volterra é dado por:
l(k + 1) = A l(k) + b u(k)
y(k) = H(l(k))
(14)
onde o operadorH é:






















ci,l,mli(k)ll(k)lm(k) + · · ·
(15)
A equação de previsão, no caso de Séries de Volterra de or-
dem 2, é:















= y(k) − ŷ(k), sendoy(k) e ŷ(k) os sinais de
saída medido e previsto para o instante de tempok e l̂i(k +
j|k) a previsão para os estados do modelo, no instantek +
j, em função do estado atualli(k) e dos sinais futuros de
controle. Esta formulação para a previsão da saída introduz
o sinal de realimentação de saída na malha de controle.
Assim sendo, a lei de controle preditivo não linear, baseada
em modelo OBF-Volterra, é definida pelo problema de oti-
mização (6) onde o critério de custoJk é dado pela equa-
ção (5). Nota-se que a lei de controle e o critério de custo
do algoritmo são idênticos aos apresentados na Seção 3. A
diferença recai nas equações de previsão. Portanto, o con-
trole preditivo com modelo OBF linear é um caso particular
do controle preditivo com modelo OBF-Volterra, quando so-
mente um núcleo do modelo é utilizado.
A solução ótima do problema (6) sãoNu valores futuros para
o incremento de controle e o sinal efetivamente aplicado ao
processo é o primeiro deles. A fim de lidar com limites ope-
racionais, restrições como as dadas por (7) podem ser acres-
centadas ao problema (6), que pode ser solucionado através
de Programação Quadrática Seqüencial (Sequential Quadra-
tic Programming− SQP) (Edgar and Himmelblau, 1988).
Outra possibilidade é a linearização instantânea do modelo
a cada instante de amostragem em torno do ponto de ope-
ração corrente do sistema (Campello et al., 2003; Campello
et al., 2004), de forma que uma lei de controle linear possa
ser calculada a cada instante de forma analítica, no caso irre -
trito, ou numérica (via programação quadrática), na presença
das restrições operacionais supra-mencionadas.
5 CONTROLE PREDITIVO COM MODE-
LOS COM INCERTEZAS
Os algoritmos de controle preditivo robusto são aqueles que
consideram, de maneira explícita no cálculo da lei de con-
trole, as incertezas sobre o modelo do processo. Nesta abor-
dagem, o modelo é descrito não por um, mas sim por um
conjunto infinito de modelos lineares onde o processo real
pode estar contido.
Modelos OBF (1) com parâmetros incertos são dados por
(Oliveira et al., 2000):
{
l(k + 1) = Al(k) + bu(k)
y(k) = c(ε)T l(k)
(17)
Neste modelo,c(ε) e ε são vetores cujosi-ésimos elemen-
tos sãoci(εi) eεi, respectivamente.ci(εi) são os parâmetros
incertos, ondeci,min ≤ ci(ε) ≤ ci,max. Portanto,ε repre-
senta a incerteza do modelo eΩ, comε ⊂ Ω, representa o
conjunto de todos os modelos possíveis. A vantagem da utili-
zação de modelos OBF na representação de sistemas incertos
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é que, mantendo a mesma base para todos os modelos, o es-
paço de incertezas está restrito ao vetorc da representação
em espaço de estados (Oliveira et al., 2000). Reescrevendo o
modelo (17) no formato incremental, obtém-se:
{
∆l(k + 1) = A∆l(k) + b∆u(k)
y(k) = y(k − 1) + c(ε)T ∆l(k)
(18)
Utilizando o modelo (18) nas equações de previsão (3) e
(4), obtém-se o conjunto de todas as previsões possíveis,i.e.,
ŷ(k + j|k, ε), ∀ ε ⊂ Ω.
Uma abordagem de controle preditivo robusto, inicialmente
apresentada em (Campo and Morari, 1987), baseia a lei de
controle na minimização, em relação aos incrementos futu-
ros do sinal de controle, do máximo do critério de custo, em
relação ao conjunto de valores possíveis para a saída prevista.
A lei de controle é obtida através da otimizaçãoon-linede um
problemamin-max. Esta proposta está baseada em modelos
de resposta ao impulso / degrau com coeficientes incertos e o
critério de custo é definido utilizando-se uma norma do tipo
infinita. Em (Allwright and Papavasiliou, 1992) descreve-se
uma estratégia para a resolução do problemamin-maxcujo
objetivo é reduzir a complexidade computacional da lei de
controle através da diminuição do número de restrições do
problema de otimização. Já em (Zheng and Morari, 1993),
propõe-se condições suficientes para garantia da estabilidade
do sistema em malha fechada.








∆u(k + j|k) = 0 ∀ j = Nu, . . . , Ny
(19)















| ŷ(k + j/k, ε) − w(k + j)
+λ(j)∆u2(k + j|k) |, j = N1, . . . , Ny
(21)
ondeλ(j) é o valor de lambda para cada instante de previsão.
λ(j) = λ paraj = 0, . . . , Nu − 1 eλ(j) = 0 caso contrário.
Restrições na amplitude e variação do sinal de controle
(e.g. equação (7)) também podem ser incorporadas ao pro-
blema (19). A solução ótima do problema (19) é obtida assu-
mindo um limite superiorµ para a função de custo, para todo





∆u(k + j|k) = 0 ∀ j = Nu, . . . , Ny
Jk(ε) ≤ µ ∀ ε ∈ Ω
(22)
Neste problema, o número de restrições equivale ao número
de modelos pertencentes à família de modelos incertosΩ que
representa o processo. Porém,Ω é um conjunto com infinitos
elementos. Através da utilização de modelos (17), tem-se
que a função de custo é convexa em relação aos parâmetros
incertos (Oliveira et al., 2000). Isto significa que todos os
modelos da família candidatos a solução do problema estão
nos vértices deΩ. Uma vez que o número de vértices é finito,
a solução numérica do problema (22) é possível pois este
passa a ter um número finito de restrições.
A síntese da lei de controle preditivo robusto com modelos
OBF preserva os resultados apresentados em (Allwright and
Papavasiliou, 1992) e (Zheng and Morari, 1993),i.e. é possí-
vel escrever o número de restrições como uma função linear
do número de parâmetros incertos e é possível derivar condi-
ções suficientes para garantia de estabilidade do sistema em
malha fechada (Oliveira et al., 2000).
Devido ao desenvolvimento em séries de funções ortonor-
mais, a utilização do modelo OBF reduz o número de parâ-
metros incertos do modelo. Assim, o problema de identifica-
ção robusta é simplificado (Campello et al., n.d.) e o esforço
computacional na solução do problema de otimizaçãomin-
maxé reduzido.
6 ESTUDO DE CASOS
Nesta seção, o controle de processos dinâmicos usando al-
goritmos MBPC com modelos (N)OBF é ilustrado através
de dois estudos de caso. O primeiro está relacionado com
controle de temperatura e umidade de incubadoras para re-
cém nascidos e envolve controle linear, Seção 3. O segundo
é o controle de um reator do tipo CSTR (Continuous Stirred
Tank Reactor) e envolve controle não linear, Seção 4.
6.1 Incubadora para recém - nascidos
Nesta seção os resultados do controle higro-térmico de incu-
badoras para recém nascidos utilizando o algoritmo de con-
trole preditivo linear com modelo de Laguerre são analisa-
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Figura 1: Protótipo de incubadora para recém nascidos.
dos. Primeiramente, o processo dinâmico e o problema de
controle são apresentados. Na seqüência, os resultados de
controle em tempo real são apresentados e analisados.
Em (Oliveira et al., 2006), um protótipo para testes de sis-
temas de controle em incubadora é descrito e os principais
pontos relacionados com este processo são descritos a se-
guir. A planta piloto tem as seguintes partes: uma caixa de
acrílico (50cm altura× 80cm largura× 40cm profundidade);
um aquecedor doméstico, um ventilador e um umidificador.
O aquecedor e o umidificador são modificados para permitir
controle externo nos quatro níveis de potência permitidos:0,
1, 2, 3 ou desligado, baixo, médio e máximo. Portanto, o si-
nal de controle é necessariamente um número inteiro dentro
desta faixa. O umidificador é baseado em ultra-som e dutos
de ventilação conectam todas as partes citadas e permitem a
circulação de ar dentro da incubadora.
A Figura 1 apresenta uma foto da incubadora. Nesta foto,
pode-se se ver a caixa acrílica, os dois sensores de tempera-
tura internos e os dois sensores de umidade (duas pequenas
caixas pretas), o dispositivo eletrônico (situa-se embaixo da
caixa acrílica) e os dutos de ventilação (estão ao lado da in-
cubadora). Alguns orifícios são colocados na lateral da in-
cubadora para proporcionar trocas de ar com o exterior. O
software ambiente para a supervisão e controle digital foi im-
plementado usando o software de instrumentação virtual da
LabView, da National Instruments. O período de amostra-
gem é de 0,5 segundos.
A norma técnica Brasileira NBR IEC 60601-2-19 (NBR,
1997) para incubadoras de recém nascidos estabelece que: a
temperatura interna da incubadora deve estar dentro da faixa
de 32 a 37oC, a umidade relativa (UR) deve estar no inter-
valo de 40 a 60%, a sobre-elevação do sinal da temperatura
deve ser menor que 2oC e, em regime permanente, a tempe-
ratura deve oscilar menos que±0,5oC ao redor do sinal de
referência.
Assim sendo, o problema é, a partir das condições ambien-
tes, levar a incubadora a condições higro-térmicas próximas
de 35oC e 55%. Como foi discutido na Seção 3, para sín-
tese da lei de controle preditivo, é necessário um modelo do
processo. Baseado em experimentos de resposta ao degrau, o
tempo morto (ou atraso) estimado para o modelo de tempera-
tura é de 7 segundos (τ = 14 amostras) e, para o modelo de
UR de 10 segundos (τ = 20 amostras). Esses atrasos são in-
corporados explicitamente no modelo em espaço de estados
de Laguerre substituindou(k) poru(k−τ) em (1). O pólo da
base de Laguerre é selecionado através da obtenção da cons-
tante de tempo aproximada do sistema em malha aberta. O
valor calculado é de 0,99 (para os modelos de temperatura e
de umidade). Portanto, usando um modelo com 4 funções de
Laguerre e um estimador baseado em mínimos quadrados, os
seguintes coeficientes da série (veja equação (1)) são obtidos:
{ci}
4
i=1 = {0, 4323 0, 1623 0, 0865 0, 0825} (23)
{ci}
4
i=1 = {0, 3675 0, 3533 0, 1840 0, 0503} (24)
para temperatura e UR, respectivamente.
Através do pólo discreto selecionado para as bases de La-
guerre (i.e., 0,99), nota-se que o período de amostragem é
pequeno em relação à constante de tempo dominante do sis-
tema. Isto indica que modelos adequados podem ser obtidos
com valores maiores para o período de amostragem. Entre-
tanto, o nível do sinal de controle assume valores discretos
dentro do intervalo [0,3], portanto há necessidade de chave-
amento entre níveis de controle para manter a referência em
um valor desejado. A utilização de um período de amostra-
gem pequeno tem por objetivo reduzir efeito deste intervalo
de tempo entre chaveamentos na amplitude de oscilação do
sinal de saída.
Os controladores preditivos de temperatura e UR são cons-
truídos conforme apresentado na Seção 3, equação (13). Por-
tanto, a lei de controle tem solução analítica de fácil imple-
mentação computacional. Os parâmetros dos controladores
de temperatura e UR são:N1 = 1, Nu = 1, λ = 0 e, como
m < Nu, tem-sem = 1. Em particular, adotou-seNy = 24
e Ny = 30 para os controladores de temperatura e UR, res-
pectivamente. Uma seleção comum para os parâmetros de
MBPC éN1 = Nu = 1, λ = 0 e Ny = 10. Assim sendo,
baseado nesta diretriz, os horizontes de previsão estão calcu-
lados de modo a ser 10 amostras superior ao atraso de trans-
porte do modelo, que é de 14 e 20 para temperatura e UR,
respectivamente.
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O resultado da utilização destes algoritmos no controle em
tempo real da incubadora é apresentados nas Figuras 2 e 3.
Por meio da Figura 2, pode ser observado que o tempo que


















(b) Sinal de Controle − Aquecedor
tempo [segundos]
Figura 2: Desempenho do sistema de controle de temperatura
com esquema Laguerre-MBPC: (a) sinais de referência e de
temperatura em malha fechada; (b) sinal de controle.
o sinal de temperatura leva para atingir a referência é baixo,
isto é, próximo a 200 segundos. A sobre-elevação obtida
com a lei de controle preditivo é de 1oC, portando dentro das
especificações.
Para o controle de UR, a idéia é compensar, com umidi-
ficação, a queda da UR devido ao aquecimento dentro da in-
cubadora. A demora até atingir a umidade de referência do
sinal de UR é maior que a observada no sinal de temperatura.
Após o instante 2000 segundos, devido a uma perturbação
aplicada ao sistema, pode-se observar o restabelecimento das
condições de regime permanente pelas duas malhas de con-
trole. No caso, a incubadora é aberta e fechada por instantes,
simulando algum procedimento médico a ser realizado.
A principal vantagem da lei de controle preditivo com restri-
ções terminais é a pequena variação da temperatura e da UR
ao redor do valor de referência, mesmo com valores inteiros
para o sinal de controle. Observe que os sinais estão, aproxi-
madamente, dentro do intervalo±0, 1oC e±0, 15%, respec-
tivamente (observe a Figura 4, que apresenta as Figuras 2 e 3
em maiores detalhes).
Portanto, os resultados apresentados mostram que o compor-
tamento do sistema em malha fechada é adequado, principal-
mente levando em consideração as limitações de hardware
(A restrição que limita o sinal de controle em quatro níveis
é devida ao fato que a entrada dos circuitos de potência do
aquecedor e do umidificador está baseada em dois níveis ló-
gicos). Todos esses fatos validam o algoritmo de controle
implementado.






(a) Sinais de Referencia e UR
[ %
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(b) Sinal de Controle − Umidificador
tempo [segundos]
Figura 3: Desempenho do sistema de controle de UR com
esquema Laguerre-MBPC: (a) sinais de referência e de umi-
dade em malha fechada; (b) sinal de controle.
6.2 Unidade CSTR
O problema aqui analisado é o controle de um reator CSTR.
Este processo, descrito em (Doyle et al., 1995), é uma poli-
merização isotérmica usando tolueno como solvente. O peso
molecular médio da reação é controlado através da manipu-
lação do fluxo do iniciador. O conjunto de equações diferen-
ciais que relaciona os sinais de entrada e saída do processo é
apresentado em (Campello et al., n.d.), a primeira parte des
trabalho.
Para este exemplo, utiliza-se um modelo OBF-Volterra com
base de Laguerre (pólo emp = 0, 85 para um período de
amostragem de∆t = 0.03 horas, do segurador de ordem
zero do controlador) e estrutura comn1 = 5 e n2 = 3 para


































0, 0152 0, 0050 −0, 0014
0, 0050 0, 0015 −0, 0012
−0, 0014 −0, 0012 0, 0015


r spectivamente. Sabe-se que a capacidade de aproximação
do processo pelo modelo OBF-Volterra depende do pólo e do
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Figura 4: Detalhe das Figuras 2 e 3: (a) sinal de temperatura;
(b) sinal de umidade.
número de funções da base. Na Tabela 1 tem-se quatro situ-
ações diferentes, sendo uma delas a utilizada neste exemplo.
Nota-se que o modelo com pólo 0.85 apresenta melhor apro-
ximação que aquele com pólo em 0.35 (caso 2 em relação
ao caso 1), uma vez que o primeiro é mais próximo do va-
lor ótimo calculado em (Campello et al., n.d.). Nota-se tam-
bém que modelos cuja base da parte quadrática possui mais
funções apresentam melhor aproximação (caso 2 em relação
ao 4); entretanto, valores elevados de funções na base não
trazem necessariamente uma melhora significativa na apro-
ximação do modelo (caso 3 em relação ao 2). Mais além, é
importante destacar que modelos mais precisos sob um de-
terminado critério não levam necessariamente a um melhor
desempenho do sistema em malha fechada também segundo
algum critério. Formas com as quais a precisão do modelo
pode influenciar o desempenho da malha e como imprecisões
no modelo podem ser compensadas pelo sistema de controle
são abordadas, por exemplo, em (Aguirre and Tôrres, 2000).
Tabela 1: Comparação entre diferentes estruturas de modelo.
O Erro Quadrático Médio (EQM) deve ser multiplicado por
×10−6 e o erro é referente ao máximo valor absoluto do erro
durante a previsão.
caso pólo n1 n2 EQM erro
1 0,35 5 3 81,2 5 × 10−2
2 0,85 5 3 3,51 0, 55 × 10−2
3 0,85 10 5 3,04 0, 45 × 10−2
4 0,85 3 1 9,12 1 × 10−2
Neste exemplo, o modelo OBF-Volterra (caso 2) contém 11
parâmetros (uma vez queci,j = cj,i), contra 136 a 496 pa-
râmetros para um modelo de Volterra NFIR (i.e. sem de-
senvolvimento em séries ortonormais) (Maner et al., 1996).
Esta parcimônia na representação do processo simplifica o
procedimento de identificação e a implementação da lei de
controle preditivo.
Os parâmetros da lei de controle são:Ny = 10, Nu = 1,
λ = 0 e m = 1. A diretriz para a seleção destes horizon-
tes é a mesma do exemplo anterior. O algoritmo utilizado na
otimização da lei de controle (6) é oSequencial Quadratic
Programming- SQP. O comportamento do sistema em malha
fechada para um sinal de referência começando em 25000,5
(a condição nominal de operação (Campello et al., n.d.)) e
assumindo os valores de 37500, 25000, 40000, 30000 é apre-
sentado na Figura 5. Nesse caso, o desempenho do sistema
em malha fechada é adequado, devido especialmente à boa
qualidade do modelo.
O desempenho do sistema em malha fechada, em termos da
sobre-elevação, é ilustrado na Tabela 2. A aproximação do
m delo para diferentes valores dos pólos e número de fun-
ções é ilustrada na Tabela 1. Nestas tabelas, pode-se notar o
efeito da localização do pólo e do número de funções da base
na aproximação do modelo do processo e no conseqüente de-
sempenho do sistema. Como era esperado, o desempenho
do sistema em malha fechada, neste caso, representado por
uma menor sobre-elevação em resposta a um degrau no sen-
tid positivo, melhora quando a qualidade do modelo (sob
o ponto de vista de um compromisso entre aproximação via






4 (a) Sinais de referência e de saída







(b) Sinal de Controle
tempo [horas]
Figura 5: Desempenho do sistema em malha fechada usando
controle preditivo não linear baseado em modelo OBF-
Volterra. (a) sinais de referência e de saída; (b) sinal de con-
trole.
EQM e número de parâmetros) também melhora.
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Tabela 2: Comparação de desempenho do sistema em malha
fechada. Sobre-elevação em relação à amplitude do degrau
aplicado.






Este artigo apresentou a aplicação, características e vanta-
gens de bases de funções ortonormais no contexto de siste-
mas de controle preditivo. Inicialmente, o problema da se-
leção de modelos em controladores foi revista. Na seqüên-
cia, a aplicação de modelos (N)OBF em controladores linea-
res, não lineares e com incertezas (caso robusto) foi descrita.
Dois casos de estudo foram apresentados, um envolvendo o
controle de temperatura e umidade de uma incubadora real
para recém-nascidos e o outro envolvendo o controle do peso
molecular do produto na saída de um reator de polimerização
isotérmica simulado.
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