Abstract. We improve the answer to the question: what set of excluded middles for propositional variables in a formula suffices to prove the formula in intuitionistic propositional logic whenever it is provable in classical propositional logic.
Introduction
Let ⊢ c and ⊢ i denote derivability in classical and intuitionistic propositional logic, respectively. Then it is known that if ⊢ c A, then Π V(A) ⊢ i A, where V(A) is the set of propositional variables in a formula A and Π V = {p ∨ ¬p | p ∈ V } for a set V of propositional variables; see, for example, [1, appendix] , and [4, p. 27 ] which was originally given in [7] .
In this note, we consider a problem: what set V of propositional variables suffices for Π V , Γ ⊢ i A whenever Γ ⊢ c A, and show, employing a technique in [2, 3] , that V = (V − (Γ) ∪ V + (A)) ∩ (V + ns (Γ) ∪ V − (A)) suffices, where V + , V − and V + ns are the sets of propositional variables occurring positively, negatively and non-strictly positively, respectively (precise definitions will be given in the next section). For example, since (p → q) → p ⊢ c p, we have 
Preliminaries
We refer to Troelstra and Schwichtenberg [6] for the necessary background on sequent calculi; see also Negri and von Plato [4] . We use the standard language of propositional logic containing ∧, ∨, → and ⊥ as primitive logical operators, and introduce the abbreviation ¬A ≡ A → ⊥. We define positive, strictly positive and negative occurrence of a formula in the usual way (see [6, 1.1.3] or [5, 3.9,3.11,3 .23] for details). The sets V + (A) and V − (A) of propositional variables occurring positively and negatively, respectively, in a formula A are simultaneously defined by
The set V + ns (A) of propositional variables occurring non-strictly positively in a formula A is defined by
. We extend V + to a finite multiset Γ of formulas by V + (Γ) = A∈Γ V + (A). V − (Γ) and V + ns (Γ) are defined similarly. The sequent calculus G3cp is specified by the following axioms and rules:
where in Ax, p is a propositional variable. The intuitionistic version G3ip of G3cp has the following form:
where in Ax, p is a propositional variable.
Note that having the present sequent calculus formulation (Ax with a propositional variable p instead of a formula A) allows for an easy treatment of the Basis case in the proof of the main result below.
The structural rules (weakening, contraction and cut) are admissible in G3cp and in G3ip; see [6, 3.4.3,3.4.5,4.1.2] . Those structural rules are formulated in G3ip as follows:
We write ⊢ c Γ ⇒ ∆ and ⊢ i Γ ⇒ A for derivability of sequents Γ ⇒ ∆ and Γ ⇒ A in G3cp and in G3ip, respectively.
We introduce the symbol " * " as a special proposition letter (a place holder) and an abbreviation ¬ * A ≡ A→ * . It is straightforward to see that if
From the latter and the former results, it is trivial to conclude that if
We have the following lemma for the logical operators and the operators ¬ and ¬ * .
Lemma 2.1.
Proof. Easy exercise.
Let A[ * /C] denote the result of substituting a formula C for each occurrence of * in a formula A, and, for a finite multiset Γ ≡ A 1 , . . . , A n , let Γ[ * /C] denote the multiset
Proof. By induction on the depth of a deduction ⊢ i Γ ⇒ A.
The main result
If "c" is an operator, such as ¬ and ¬ * , and Γ ≡ A 1 , . . . , A n is a finite multiset of formulas, then we write cΓ for the multiset cA 1 , . . . , cA n .
Proof. Let V be a set of propositional variables containing (
, and we proceed by induction on the depth of a deduction of ⊢ c Γ, ∆ ⇒ Σ. Basis. If the deduction is an instance of Ax, then it must be either of the form p, Γ ′ , ∆ ⇒ Σ ′ , p, or of the form Γ, p, ∆ ′ ⇒ Σ ′ , p. In the former case, we have
and, in the latter case, since
we have
by Lemma 2.1 (1) . If the deduction is an instance of L⊥, then it must be either of the form ⊥, Γ ′ , ∆ ⇒ Σ, or of the form Γ, ⊥, ∆ ′ ⇒ Σ. In the former case, we have
and, in the latter case, we have
by Lemma 2.1 (2). Induction step. For the induction step, we distinguish the cases: (A) the last rule applied is an L-rule and the principal formula is in ∆, (B) the last rule applied is an L-rule and the principal formula is in Γ, and (C) the last rule applied is an R-rule. Case A. The last rule applied is an L-rule, and the principal formula is in ∆. Case A1. The last rule applied is L∧. Then the derivation ends with
by the induction hypothesis, and hence
by Cut with Lemma 2.1 (3). Case A2. The last rule applied is L∨. Then the derivation ends with
by L∨. Therefore 
by the induction hypothesis, and therefore, since
by L→, and so ⊢ i Π V , Γ, ¬ * ¬(S → B), ¬ * ¬∆ ′ , ¬ * Σ ⇒ * , by Cut with Lemma 2.1 (7). Case B. The last rule applied is an L-rule, and the principal formula is in Γ. Since the cases for the rules L∧ and L∨ are straightforward, we review the case for the rule L→. Case B1. The last rule applied is L→. Then the derivation ends with 
