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Efficient Evolutionary Algorithm for
Single-Objective Bilevel Optimization
Ankur Sinha, Pekka Malo, and Kalyanmoy Deb
Abstract—Bilevel optimization problems are a class of chal-
lenging optimization problems, which contain two levels of
optimization tasks. In these problems, the optimal solutions to the
lower level problem become possible feasible candidates to the
upper level problem. Such a requirement makes the optimization
problem difficult to solve, and has kept the researchers busy
towards devising methodologies, which can efficiently handle the
problem. Despite the efforts, there hardly exists any effective
methodology, which is capable of handling a complex bilevel
problem. In this paper, we introduce bilevel evolutionary algo-
rithm based on quadratic approximations (BLEAQ) of optimal
lower level variables with respect to the upper level variables.
The approach is capable of handling bilevel problems with
different kinds of complexities in relatively smaller number of
function evaluations. Ideas from classical optimization have been
hybridized with evolutionary methods to generate an efficient
optimization algorithm for generic bilevel problems. The per-
formance of the algorithm has been evaluated on two sets of
test problems. The first set is a recently proposed SMD test
set, which contains problems with controllable complexities, and
the second set contains standard test problems collected from
the literature. The proposed method has been compared against
three benchmarks, and the performance gain is observed to be
significant.
Index Terms—Bilevel optimization, Evolutionary algorithms,
Quadratic approximations.
I. INTRODUCTION
Bilevel optimization is a branch of optimization, which
contains a nested optimization problem within the constraints
of the outer optimization problem. The outer optimization task
is usually referred as the upper level task, and the nested inner
optimization task is referred as the lower level task. The lower
level problem appears as a constraint, such that only an optimal
solution to the lower level optimization problem is a possible
feasible candidate to the upper level optimization problem.
Such a requirement makes bilevel optimization problems diffi-
cult to handle and have kept researchers and practitioners busy
alike. The hierarchical optimization structure may introduce
difficulties such as non-convexity and disconnectedness even
for simpler instances of bilevel optimization like bilevel linear
programming problems. Bilevel linear programming is known
to be strongly NP-hard [23], and it has been proven that merely
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evaluating a solution for optimality is also a NP-hard task [47].
This gives us an idea about the kind of challenges offered
by bilevel problems with complex (non-linear, non-convex,
discontinuous etc.) objective and constraint functions.
In the field of classical optimization, a number of studies
have been conducted on bilevel programming [11], [46], [16].
Approximate solution techniques are commonly employed to
handle bilevel problems with simplifying assumptions like
smoothness, linearity or convexity. Some of the classical
approaches commonly used to handle bilevel problems in-
clude the Karush-Kuhn-Tucker approach [9], [24], Branch-
and-bound techniques [8], and the use of penalty functions
[1]. Most of these solution methodologies are rendered inap-
plicable, as soon as the bilevel optimization problem becomes
complex. Heuristic procedures such as evolutionary algorithms
have also been developed for handling bilevel problems with
higher levels of complexity [52], [49]. Most of the existing
evolutionary procedures often involve enormous computational
expense, which limits their utility to solving bilevel optimiza-
tion problems with smaller number of variables.
There are a number of practical problems which are bilevel
in nature. They are often encountered in transportation (net-
work design, optimal pricing) [33], [12], [10], economics
(Stackelberg games, principal-agent problem, taxation, policy
decisions) [21], [48], [43], [41], management (network facility
location, coordination of multi-divisional firms) [45], [5],
engineering (optimal design, optimal chemical equilibria) [25],
[44] etc [15], [7]. Complex practical problems are usually
modified into a simpler single level optimization task, which is
solved to arrive at a satisficing1 instead of an optimal solution.
For the complex bilevel problems, classical methods fail due
to real world difficulties like non-linearity, discreteness, non-
differentiability, non-convexity etc. Evolutionary methods are
not very useful either because of their enormous computational
expense. Under such a scenario, a hybrid strategy could be
solution. Acknowledging the drawbacks associated with the
two approaches, we propose a hybrid strategy that utilizes
principles from classical optimization within an evolutionary
algorithm to quickly approach a bilevel optimum. The pro-
posed method is a bilevel evolutionary algorithm based on
quadratic approximations (BLEAQ) of the lower level optimal
variables as a function of upper level variables.
The remainder of the paper is organized as follows. In
the next section, we provide a review of the past work on
bilevel optimization using evolutionary algorithms, followed
1Satisficing is a portmanteau of two words, satisfy and suffice. A satisficing
solution need not be optimal but meets the needs of a decision maker.
2by description of a general bilevel optimization problem.
Thereafter, we provide a supporting evidence that a strategy
based on iterative quadratic approximations of the lower level
optimal variables with respect to the upper level variables
could be used to converge towards the bilevel optimal solution.
This is followed by the description of the methodology that
utilizes the proposed quadratic approximation principle within
the evolutionary algorithm. The proposed ideas are further
supported by results on a number of test problems. Firstly,
BLEAQ is evaluated on recently proposed SMD test problems
[40], where the method is shown to successfully handle test
problems with 10 decision variables. A performance compar-
ison is performed against a nested evolutionary strategy, and
the efficiency gain is provided. Secondly, BLEAQ is evaluated
on a set of standard test problems chosen from the literature
[38], [2], [3], [6], [35], [34], [31], [51]. Most of the standard
test problems are constrained problems with relatively smaller
number of variables. In order to evaluate the performance of
BLEAQ, we choose the algorithms proposed in [50], [51],
which are able to successfully solve all the standard test
problems
II. PAST RESEARCH ON BILEVEL OPTIMIZATION USING
EVOLUTIONARY ALGORITHMS
Evolutionary algorithms for bilevel optimization have been
proposed as early as in the 1990s. One of the first evolutionary
algorithm for handling bilevel optimization problems was
proposed by Mathieu et al. [32]. The proposed algorithm
was a nested strategy, where the lower level was handled
using a linear programming method, and the upper level was
solved using a genetic algorithm (GA). Nested strategies are
a popular approach to handle bilevel problems, where for
every upper level vector a lower level optimization task is
executed. However, they are computationally expensive and
not feasible for large scale bilevel problems. Another nested
approach was proposed in [52], where the lower level was
handled using the Frank-Wolfe algorithm (reduced gradient
method). The algorithm was successful in solving non-convex
bilevel optimization problems, and the authors claimed it to be
better than the classical methods. In 2005, Oduguwa and Roy
[34] proposed a co-evolutionary approach for finding optimal
solution for bilevel optimization problems. Their approach
utilizes two populations. The first population handles upper
level vectors, and the second population handles lower level
vectors. The two populations interact with each other to
converge towards the optimal solution. An extension of this
study can be found in [26], where the authors solve a bilevel
application problem with linear objectives and constraints.
Wang et al. [50] proposed an evolutionary algorithm based
on a constraint handling scheme, where they successfully solve
a number of standard test problems. Their approach finds
better solutions for a number of test problems, as compared
to what is reported in the literature. The algorithm is able
to handle non-differentiability at the upper level objective
function. However, the method may not be able to handle non-
differentiability in the constraints, or the lower level objective
function. Later on, Wang et al. [51] provided an improved al-
gorithm that was able to handle non-differentiable upper level
objective function and non-convex lower level problem. The
algorithm was shown to perform better than the one proposed
in [50]. Given the robustness of the two approaches [50], [51]
in handling a variety of standard test problems, we choose
these methods as benchmarks. Another evolutionary algorithm
proposed in [30] utilizes particle swarm optimization to solve
bilevel problems. Even this approach is nested as it solves the
lower level optimization problem for each upper level vector.
The authors show that the approach is able to handle a number
of standard test problems with smaller number of variables.
However, they do not report the computational expense of
the nested procedure. A hybrid approach proposed in [28],
which is also nested, utilizes simplex-based crossover strategy
at the upper level, and solves the lower level using one of
the classical approaches. This method successfully solves a
number of standard test problems. However, given the nested
nature of the algorithm it is not scalable for large number of
variables. The authors report the number of generations and
population sizes required by the algorithm that may be used to
compute the function evaluations at the upper level, but they do
not explicitly report the total number of function evaluations
required at the lower level. Other studies where authors have
relied on a nested strategy include [43], [4]. In both of these
studies an evolutionary algorithm has been used at both levels
to handle bilevel problems.
Researchers in the field of evolutionary algorithms have
also tried to convert the bilevel optimization problem into
a single level optimization problem using the Karush-Kuhn-
Tucker (KKT) conditions [49], [27], [29]. However, such con-
versions are possible only for those bilevel problems, where
the lower level is smooth and the KKT conditions can be easily
produced. Recently, there has also been an interest in multi-
objective bilevel optimization using evolutionary algorithms.
Some of the studies in the direction of solving multi-objective
bilevel optimization problems using evolutionary algorithms
are [22], [37], [14], [39], [36], [53].
III. SINGLE-OBJECTIVE BILEVEL PROBLEM
Bilevel optimization is a nested optimization problem that
involves two levels of optimization tasks. The structure of
a bilevel optimization problem demands that the optimal
solutions to the lower level optimization problem may only be
considered as feasible candidates for the upper level optimiza-
tion problem. The problem contains two classes of variables:
the upper level variables xu ∈ XU ⊂ Rn, and the lower
level variables xl ∈ XL ⊂ Rm. For the lower level problem,
the optimization task is performed with respect to variables
xl, and the variables xu act as parameters. A different xu
leads to a different lower level optimization problem, whose
optimal solution needs to be determined. The upper level
problem usually involves all variables x = (xu, xl), and the
optimization is expected to be performed with respect to both
sets of variables. In the following we provide two equivalent
definitions of a bilevel optimization problem:
Definition 1: For the upper-level objective function F : Rn×
3R
m → R and lower-level objective function f : Rn×Rm → R
minimize
xu∈XU ,xl∈XL
F0(xu, xl)
subject to xl ∈ argmin{f0(xu, xl) : fj(xu, xl) ≤ 0,
j = 1, . . . , J}
Fk(xu, xl) ≤ 0, k = 1, . . . ,K
The above definition can be stated in terms of set-valued
mappings as follows:
Definition 2: Let Ψ : Rn ⇒ Rm be a set-valued mapping,
Ψ(xu) = argmin{f0(xu, xl) : fj(xu, xl) ≤ 0, j = 1, . . . , J},
which represents the constraint defined by the lower-level
optimization problem, i.e. Ψ(xu) ⊂ XL for every xu ∈ XU .
Then the bilevel optimization problem can be expressed as a
general constrained optimization problem:
minimize
xu∈XU ,xl∈XL
F0(xu, xl)
subject to xl ∈ Ψ(xu)
Fk(xu, xl) ≤ 0, k = 1, . . . ,K
where Ψ can be interpreted as a parameterized range-constraint
for the lower-level decision xl.
The graph of the feasible-decision mapping is interpreted
as a subset of XU ×XL
gphΨ = {(xu, xl) ∈ XU ×XL | xl ∈ Ψ(xu)},
which displays the connections between the upper-level de-
cisions and corresponding optimal lower-level decisions. The
domain of Ψ, which is obtained as a projection of gphΨ on
the upper-level decision space XU represents all the points
xu ∈ XU , where the lower-level problem has at least one
optimal solution, i.e.
domΨ = {xu|Ψ(xu) 6= ∅}.
Similarly, the range is given by
rgeΨ = {xl|xl ∈ Ψ(xu) for some xu},
which corresponds to the projection of gphΨ on the lower-
level decision space XL.
Figure 1 describes the structure of a bilevel problem in terms
of two components: (i) gphΨ, which gives the graph of the
lower level decision-mapping Ψ as a subset of XU ×XL; and
(ii) the plot of F0 evaluated on gphΨ, which shows the upper
level objective function with respect to upper level variables
xu, when the lower level is optimal xl ∈ Ψ(xu). The shaded
area of gphΨ shows the regions where there are multiple
lower level optimal vectors corresponding to any upper level
vector. On the other hand, the non-shaded parts of the graph
represent the regions where Ψ is a single-valued mapping, i.e.
there is a single lower level optimal vector corresponding to
any upper level vector. Considering gphΨ as the domain of
F0 in the figure, we can interpret F0 entirely as a function
of xu, i.e. F0(xu,Ψ(xu)). Therefore, whenever Ψ is multi-
valued, we can also see a shaded region in the plot of F0 which
shows the different upper level function values for any upper
level vector with multiple lower level optimal solutions. For
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Fig. 2. Graphical representation of a simple bilevel optimization problem.
instance, in Figure 1, the shaded region of gphΨ corresponds
to the shaded region of F0 for the upper level vectors between
x1u and x2u.
For a more detailed illustration, see the 3-dimensional graph
in Figure 2, where the values of the upper and lower level
objective functions F0 and f0 are plotted against the decision
space XU ×XL.
For simplicity, let us again assume that gphΨ is the domain
of F0. If we now consider the values of F0 plotted against the
upper level decision variables, we obtain a similar information
as before. However, as an addition to the previous figure, we
have also described how the lower level objective function
f0 depends on the upper level decisions. In the figure, the
shaded planes marked as A, B and C represent three different
lower level optimization problems parameterized by x(1)u , x⋆u
and x(2)u , respectively. Once an upper-level decision vector has
been fixed, the lower level objective can be interpreted entirely
as a function of xl. Hence each shaded plane shows a single-
variable plot of f0 against XL given a fixed xu. Consider, for
example, the plane A corresponding to the upper level decision
x
(1)
u . From the shape of the lower level objective function it
is easy to see that there are multiple optimal solutions at the
lower level. Therefore, Ψ must also be set-valued at this point,
and the collection of optimal lower level solutions is given by
4Ψ(x
(1)
u ). For the other two shaded planes B and C, there is
only a single lower level optimal solution for the given xu,
which corresponds to Ψ being single-valued at these points.
The optimal upper level solution is indicated by point (x⋆u, x⋆l ),
where Ψ(x⋆u) = {x⋆l }.
Example 3: To provide a further insight into bilevel
optimization, we consider a simple example with non-
differentiable objective functions at upper and lower levels.
The problem has a single upper and lower level variable, and
does not contain any constraints at either of the two levels.
minimize
xu,xl
F0(xu, xl) = |xu|+ xl − 1
subject to xl ∈ argmin
xl
{f0(xu, xl) = (xu)
2 + |xl − e
xu |}
For a given upper level variable xu, the optimum of the lower
level problem in the above example is given by xl = exu .
Therefore, this problem has a single-valued Ψ mapping, such
that Ψ(xu) = {exu}. The Ψ mapping reduces this problem
to a simple single-level optimization problem as a function of
xu. The optimal solution to the bilevel optimization problem
is given by (x⋆u, x⋆l ) = (0, 1). In this example, the lower level
optimization problem is non-differentiable at the optimum for
any given xu, and the upper level objective function is non-
differentiable at the bilevel optimum. Even though the problem
involves simple objective functions at both levels, most of
the KKT-based methods will face difficulties in handling such
a problem. It is noteworthy that even though the objective
functions at both levels are non-differentiable, the Ψ-mapping
is continuous and smooth. For complex examples having
disconnected or non-differentiable Ψ-mapping one can refer
to [18].
IV. LOCALIZATION OF THE LOWER LEVEL PROBLEM
Ideally, the analysis of a bilevel problem would be greatly
simplified if the optimal solution mapping Ψ could be treated
as if it were an ordinary function. In particular, for the design
of an efficient bilevel algorithm, it would be valuable to
identify the circumstances under which single-valued func-
tions can be used to construct local approximations for the
optimal solution mapping. Given that our study of solution
mappings is closely related to sensitivity analysis in parametric
optimization, there already exists considerable research on
the regularity properties of solution mappings, and especially
on the conditions for obtaining single-valued localizations
of general set-valued mappings. To formalize the notions of
localization and single-valuedness in the context of set-valued
mappings, we have adopted the following definition from
Dontchev and Rockafellar [20]:
Definition 4 (Localization and single-valuedness): For a
given set-valued mapping Ψ : XU ⇒ XL and a pair
(xu, xl) ∈ gphΨ, a graphical localization of Ψ at xu for
xl is a set-valued mapping Ψloc such that
gphΨloc = (U × L) ∩ gphΨ
Localization
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Fig. 3. Localization around x(0)u for x(0)l .
for some upper-level neighborhood U of xu and lower-level
neighborhood L of xl, i.e.
Ψloc(xu) =
{
Ψ(xu) ∩ L for xu ∈ U ,
∅ otherwise.
If Ψloc is actually a function with domain U , it is indicated
by referring to a single-valued localization ψloc : U → XL
around xu for xl.
Obviously, graphical localizations of the above type can be
defined for any lower level decision mapping. However, it is
more interesting to ask when is the localization not only a
single-valued function but also possesses convenient properties
such as continuity and certain degree of smoothness. In this
section, our plan is to study how the lower-level solution
mappings behave under small perturbations, and clarify the
regularity conditions in which the solution mapping can be
locally characterized by a Lipschitz-continuous single-valued
function. We begin the discussion from simple problems with
convex set-constraints in section IV-A and gradually extend
the results to problems with general non-linear constraints in
section IV-B.
As an example, Figure 3 shows the Ψ mapping and its
localization ψloc around x(0)u for x(0)l . The notations discussed
in the previous definition are shown in the figure to develop
a graphical insight for the theory discussed above.
A. Localization with Convex Constraints
To motivate the development, suppose that the lower level
problem is of the form
minimize f0(xu, xl) over all xl ∈ C, (1)
where lower-level variables are restricted by a simple set-
constraint C which is assumed to be non-empty, convex, and
closed in XL.
When the lower-level objective function f0 is continuously
differentiable, the necessary condition for xl to be a local
minimum for the lower level problem is given by the standard
variational inequality
∇lf0(xu, xl) +NC(xl) ∋ 0, (2)
5where
NC(xl) = {v|〈v, x
′
l − xl〉 ≤ 0, for all x′l ∈ C} (3)
is the normal cone to C at xl and ∇lf0 denotes the gradient
of f0 with respect to the lower-level decision vector. The
solutions to the inequality are referred to as stationary points
with respect to minimizing over C, regardless of whether or
not they correspond to local or global minimum. Of course, in
the special case when f0 is also convex, the inequality yields a
sufficient condition for xl to be a global minimum, but in other
cases the condition is not sufficient to guarantee lower-level
optimality of xl. Rather the inequality is better interpreted as
a tool for identifying quasi-solutions, which can be augmented
with additional criteria to ensure optimality. In particular, as
discussed by Dontchev and Rockafellar [20], significant efforts
have been done to develop tools that help to understand the
behavior of solutions under small perturbations which we are
planning to utilize while proposing our solution for solving
the bilevel problem. With this purpose in mind, we introduce
the following definition of a quasi-solution mapping for the
lower level problem:
Definition 5 (Quasi-solution mapping): The solution candi-
dates (stationary points) to the lower level problem of form (1)
can be identified by set-valued mapping Ψ⋆ : XU ⇒ XL,
Ψ⋆(xu) = {xl|∇lf0(xu, xl) +NC(xl) ∋ 0},
which represents the set of stationary lower-level decisions
for the given upper-level decision xu. When f0 is convex, Ψ⋆
coincides to the optimal solution mapping, i.e. Ψ⋆ = Ψ.
Whereas direct localization of Ψ is difficult, it is easier
to obtain a well-behaved localization for the quasi-solution
mapping first, and then establish the conditions under which
the obtained solutions furnish a lower-level local minimum.
The approach is motivated by the fact that for variational
inequalities of the above type, there are several variants of
implicit function theorem that can be readily applied to obtain
localizations with desired properties. Below, we present two
localization-theorems for quasi-solution mappings. The first
theorem shows the circumstances in which there exists a
single-valued localization of Ψ⋆ such that it is Lipschitz-
continuous around a given pair (x⋆u, x⋆l ) ∈ gphΨ⋆. The second
theorem elaborates the result further under the additional as-
sumption that C is polyhedral, which is sufficient to guarantee
that for all points in the neighborhood of x⋆u there is a strong
local minimum in the lower level problem (1).
Definition 6 (Lipschitz): A single-valued localization ψloc :
XU → XL is said to be Lipschitz continuous around an upper-
level decision x¯u when there exists a neighborhood U of x¯u
and a constant γ ≥ 0 such that
|ψloc(xu)− ψloc(x
′
u)| ≤ γ|xu − x
′
u| for all xu, x′u ∈ U.
Theorem 7 (Localization of quasi-solution mapping): Sup-
pose in the lower-level optimization problem (1), with x⋆l ∈
Ψ⋆(x⋆u), that
(i) C is non-empty, convex, and closed in XL, and
(ii) f0 is twice continuously differentiable with respect to xl,
and has a strong convexity property at (x⋆u, x⋆l ), i.e. there
exists γ > 0 such that
〈∇llf0(x
⋆
u, x
⋆
l )w,w〉 ≥ γ|w|
2, for all w ∈ C − C.
Then the quasi-solution mapping Ψ⋆ has a Lipschitz continu-
ous single-valued localization ψ around x⋆u for x⋆l .
Proof. When the lower-level objective function f0 is
twice continuously differentiable with the inequality
〈∇llf0(x⋆u, x
⋆
l )w,w〉 ≥ γ|w|
2 holding for all w ∈ C − C,
then by Proposition 2G.4 and Exercise 2G.5 in [20] the
assumptions (a) and (b) in Theorem 2G.2 are satisfied, and
this gives the rest. 
Corollary 8 (Localization with polyhedral constraints):
Suppose that in the setup of Theorem (7) C is polyhedral.
Then the additional conclusion holds that, for all xu in some
neighborhood of x⋆u, there is a strong local minimum at
xl = ψ(xu), i.e. for some ε > 0
f0(xu, x
′
l) ≥ f0(xu, xl)+
ε
2
|x′l−xl|
2 for all x′l ∈ C near xl.
Proof. See Exercise 2G.5 and Theorem 2G.3 in [20]. 
It is worthwhile to note that second order conditions to
ensure optimality of a quasi-solution also exist for other than
polyhedral sets, but the conditions are generally not available
in a convenient form.
B. Localization with Nonlinear Constraints
Until now, we have considered the simple class of lower
level problems where the constraint set is not allowed to
depend on the upper-level decisions. In practice, however, the
lower level constraints are often dictated by the upper level
choices. Therefore, the above discussion needs to be extended
to cover the case of general non-linear constraints that are
allowed to be functions of both xl and xu. Fortunately, this can
be done by drawing upon the results available for constrained
parametric optimization problems.
Consider the lower level problem of the form
minimize
xl∈XL
f0(xu, xl)
subject to fj(xu, xl) ≤ 0, j = 1, . . . , J
where the functions f0, f1, . . . , fJ are assumed to be twice
continuously differentiable. Let L(xu, xl, y) = f0(xu, xl) +
y1f1(xu, xl) + · · · + yJfJ(xu, xl) denote the Lagrangian
function. Then the necessary first-order optimality condition
is given by the following variational inequality
f(xu, xl, y) +NE(xl, y) ∋ (0, 0),
where{
f(xu, xl, y) = (∇lL(xu, xl, y),−∇yL(xu, xl, y)),
E = XL × RJ+
The pairs (xl, y) which solve the variational inequality are
called the Karush-Kuhn-Tucker pairs corresponding to the
upper-level decision xu. Now in the similar fashion as done
in Section IV-A, our interest is to establish the conditions for
the existence of a mapping ψloc which can be used to capture
6the behavior of the xl component of the Karush-Kuhn-Tucker
pairs as a function of the upper-level decisions xu.
Theorem 9 (Localization with Nonlinear Constraints): For
a given upper-level decision x⋆u, let (x⋆l , y⋆) denote a corre-
sponding Karush-Kuhn-Tucker pair. Suppose that the above
problem for twice continuously differentiable functions fi is
such that the following regularity conditions hold
(i) the gradients∇lfi(xu, xl), i ∈ I are linearly independent,
and
(ii) 〈w,∇2llL(x⋆u, x⋆l , y⋆)w〉 > 0 for every w 6= 0, w ∈M+,
where{
I = {i ∈ [1, J ] | fi(x⋆u, x
⋆
l ) = 0},
M+ = {w ∈ Rn | w ⊥ ∇lfi(x⋆u, x
⋆
l ) for all i ∈ I}.
Then the Karush-Kuhn-Tucker mapping S : XU ⇒ XL×RJ ,
S(xu) := {(xl, y) | f(xu, xl, y) +NE(xl, y) ∋ (0, 0)},
has a Lipschitz-continuous single-valued localization s around
x⋆u for (x⋆l , y⋆), s(xu) = (ψloc(xu), y(xu)), where ψloc :
XU → XL and y : XU → RJ . Moreover, for every xu in
some neighborhood of x⋆u the lower-level decision component
xl = ψloc(xu) gives a strong local minimum.
Proof. See e.g. Theorem 1 in [17] or Theorem 2G.9 in [20].

Despite the more complicated conditions required to es-
tablish the result for general non-linear constraints case, the
eventual outcome of the Theorem (9) is essentially similar to
Theorem (7) and Theorem (8). That is, in the vicinity of the
current optimal solution, we can express the locally optimal
lower level decisions as a relatively smooth function of the
upper-level decisions.
C. Approximation with Localizations
The single-valued localizations of solution mappings can be
used as effective tools for alleviating computational burden in
a greedy evolutionary algorithm. Instead of solving the lower
level problem from scratch for every upper-level decision, we
can use localizations to obtain an “educated guess” on the new
optimal lower-level decision. The intuition for using the above
results is as follows.
Suppose that (xu, xl) ∈ gphΨ is a known lower-level opti-
mal pair, i.e. xl ∈ Ψ(xu), and the lower-level problem satisfies
the regularity conditions in the previous theorems. Then for
some open neighborhoods U ⊂ XU of xu and L ⊂ XL of
xl, there exists a uniquely determined γ-Lipschitz continuous
function ψloc : U → XL such that x′l = ψloc(x′u) is the unique
local optimal solution of the lower level problem in L for each
x′u ∈ U . The existence of such ψloc leads to a direct strategy
for generating new solution candidates from the existing ones.
If the currently known upper level decision xu is perturbed by
a small random vector ε such that xu+ε ∈ U , then the newly
generated point (xu + ε, ψloc(xu + ε)) gives another locally
optimal solution where the change in the lower-level optimal
decision vector is bounded by |ψloc(xu + ε)− xl| ≤ γ|ε|. In
theory, this would allow us to reduce the bilevel optimization
problem (2) to that of minimizing a locally Lipschitz function
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F0(xu, ψloc(xu)); see e.g. [19] for discussion on implicit
function based techniques.
However, an essential difficulty for applying the result in
practice follows from the fact that the mapping ψloc is not
known with certainty, except for a few special cases. To resolve
this problem in an efficient way, we consider embedding
the above results within an evolutionary framework, where
estimates of ψloc are produced by using samples of currently
known lower level optimal points. For simplicity, suppose
that we want to find an estimate of ψloc around current best
solution (xu, xl) ∈ gphΨ, and let
P = {(x(i)u , x
(i)
l ) ∈ XU×XL | x
(i)
l ∈ Ψ(x
(i)
u ), i ∈ I} ⊂ gphΨ
be a sample from the neighborhood of (xu, xl). Then the task
of finding a good estimator for ψloc can be viewed as an
ordinary supervised learning problem:
Definition 10 (Learning of ψloc): Let H be the hypothesis
space, i.e. the set of functions that can be used to predict
the optimal lower-level decision from the given upper-level
decision. Given the sample P , our goal is to choose a model
ψˆ ∈ H such that it minimizes the empirical error on the sample
data-set, i.e.
ψˆ = argmin
h∈H
∑
i∈I
L(h(x(i)u ), x
(i)
l ), (4)
where L : XL×XL → R denotes the empirical risk function.
For a graphical illustration, see Figure 4 showing one
example of a local approximation ψˆ around x(0)u for xl using
a quadratic function. When the exact form of the underlying
mapping is unknown, the approximation generally leads to
an error as one moves away from the point around which
the localization is performed. In the figure, the approximation
error is shown for a point x(1)u in the neighborhood of x(0)u .
This error may not be significant in the vicinity of x(0)u , and
could provide a good guess for the lower-level optimal solution
for a new xu close to x(0)u .
In this paper, we have chosen to use the squared prediction
error as the empirical risk function when performing the
approximations, i.e.
L(h(x(i)u ), x
(i)
l ) = |x
(i)
l − h(x
(i)
u )|
2,
7and at the same time we have restricted the hypothesis space
H to consist of second-order polynomials. With these choices
the empirical risk minimization problem (4) corresponds to an
ordinary quadratic regression problem. Therefore, as long as
the estimation problem is kept light enough and the evolu-
tionary framework is such that the solution population can be
used to construct a training dataset P , the use of the estimation
approach can be expected to enhance the algorithm’s overall
performance by reducing the number of times the lower-level
optimization problem needs to be solved.
V. ALGORITHM DESCRIPTION
In this section, we provide a description for the bilevel
evolutionary algorithm based on quadratic approximations
(BLEAQ). The optimization strategy is based on approxima-
tion of the lower level optimal variables as a function of upper
level variables. To begin with, an initial population of upper
level members with random upper level variables is initialized.
For each member, the lower level optimization problem is
solved using a lower level optimization scheme, and optimal
lower level members are noted. Based on the lower level
optimal solutions achieved, a quadratic relationship between
the upper level variables and each lower level optimal variable
is established. If the approximation is good (in terms of mean
squared error) then it can be used to predict the optimal lower
level variables for any given set of upper level variables. This
eliminates the requirement to solve a lower level optimization
problem. However, one needs to be cautious while accepting
the optimal solutions from the quadratic approximations as
even a single poor solution might lead to a wrong bilevel
optimum. At each generation of the algorithm, a new quadratic
approximation is generated which goes on improving as the
population converges towards the true optimum. At the ter-
mination of the procedure, the algorithm not only provides
the optimal solutions to a bilevel problem, but also acceptably
accurate functions representing the relationship between upper
and lower variables at the optimum. These functions can be
useful for strategy development or decision making in bilevel
problems appearing in fields like game theory, economics,
science and engineering. Below we provide a step-by-step
procedure for the algorithm.
S. 1 Initialization: The algorithm starts with a random
population of size N , which is initialized by gen-
erating the required number of upper level variables,
and then executing the lower level evolutionary opti-
mization procedure to determine the corresponding
optimal lower level variables. Fitness is assigned
based on upper level function value and constraints.
S. 2 Tagging: Tag all the upper level members as 1 which
have undergone a lower level optimization run, and
others as 0.
S. 3 Selection of upper level parents: Given the current
population, choose the best tag 1 member as one
of the parents2. Randomly choose 2(µ−1) members
2The choice of best tag 1 member as a parent makes the algorithm faster.
However, for better exploration at upper level some other strategy may also
be used.
from the population and perform a tournament selec-
tion based on upper level function value to choose
remaining µ− 1 parents.
S. 4 Evolution at the upper level: Make the best tag 1
member as the index parent, and the members from
the previous step as other parents. Then, create λ
offsprings from the chosen µ parents, using crossover
and polynomial mutation operators.
S. 5 Quadratic approximation: If the number of tag
1 members in the population is greater than
(dim(xu)+1)(dim(xu)+2)
2 + dim(xu), then select all
the tag 1 upper level members to construct quadratic
functions3 to represent each of the lower level op-
timal variables as a function of upper level vari-
ables. If the number of tag 1 members is less than
(dim(xu)+1)(dim(xu)+2)
2 + dim(xu) then a quadratic
approximation is not performed.
S. 6 Lower level optimum: If a quadratic approximation
was performed in the previous step, find the lower
level optimum for the offsprings using the quadratic
approximation. If the mean squared error emse is
less than e0(1e-3), the quadratic approximation is
considered good and the offsprings are tagged as
1, otherwise they are tagged as 0. If a quadratic
approximation was not performed in the previous
step, execute lower level optimization runs for each
of the offsprings. To execute lower level optimization
for an offspring member, the closest tag 1 parent
is determined. From the closest tag 1 parent, the
lower level optimal member (x(c)l ) is copied (Refer
Section V-A). Thereafter, a lower level optimization
run is performed to optimize the problem using
a quadratic programming approach with(x(c)l ) as a
starting point. If the optimization is unsuccessful,
use an evolutionary optimization algorithm to solve
the problem. The copied lower level member, (x(c)l )
is used as a population member in the lower level
evolutionary optimization run. Tag the offspring as 1
for which lower level optimization is performed.
S. 7 Population Update: After finding the lower level vari-
ables for the offsprings, r members are chosen from
the parent population. A pool of chosen r members
and λ offsprings is formed. The best r members
from the pool replace the chosen r members from
the population. A termination check is performed. If
the termination check is false, the algorithm moves
to the next generation (Step 3).
A. Property of two close upper level members
For two close upper level members, it is often expected that
the lower level optimal solutions will also lie close to each
other. This scenario is explained in Figure 5, where x(1)u and
x
(2)
u are close to each other, and therefore their corresponding
3Please note that a quadratic fit in d dimensions requires at least
(d+1)(d+2)
2
points. However, to avoid overfitting we use at least
(d+1)(d+2)
2
+ d points.
8Fig. 5. Lower level optimal solutions for three different upper level members.
optimal lower level members are also close. On the other hand
x
(3)
u is far away from x(1)u and x(2)u . Therefore, its optimal
lower level member is not necessarily close to the other two
lower level members. This property of the bilevel problems is
utilized in the proposed algorithm. If a lower level optimization
has been performed for one of the upper level members,
then the corresponding lower level member is utilized while
performing a lower level optimization task for another upper
level member in the vicinity of the previous member.
B. Lower Level Optimization
At the lower level we first use a quadratic programming
approach to find the optimum. If the procedure is unsuccessful
we use a global optimization procedure using an evolutionary
algorithm to find the optimum. The lower level optimization
using evolutionary algorithm is able to handle complex opti-
mization problems with multimodality. The fitness assignment
at this level is performed based on lower level function value
and constraints. The steps for the lower level optimization
procedure are as follows:
1) Lower level quadratic programming:
S. 1 Create (dim(xl)+1)(dim(xl)+2)2 + dim(xl) lower level
points about x(c)l using polynomial mutation.
S. 2 Construct a quadratic approximation for lower level
objective function about x(c)l using the created points.
Construct linear approximations for the lower level
constraints.
S. 3 Optimize the quadratic function with linear con-
straints using a sequentially quadratic programming
approach.
S. 4 Compute the value of the optimum using the
quadratic approximated objective function and the
true lower level objective function. If the absolute
difference is less than δmin and the point is feasible
with respect to the constraints, accept the solution
as lower level optimum, otherwise perform an evo-
lutionary optimization search.
2) Lower level evolutionary optimization:
S. 1 If lower level evolutionary optimization is executed
directly without quadratic programming, then ran-
domly initialize n lower level members. If quadratic
programming is already executed but unsuccessful,
then use the solution obtained using quadratic pro-
gramming as one of the population members and
randomly initialize other n−1 lower level members.
The upper level variables are kept fixed for all the
population members.
S. 2 Choose 2µ members randomly from the population,
and perform a tournament selection to choose µ
parents for crossover.
S. 3 The best parent among µ parents is chosen as the in-
dex parent and λ number of offsprings are produced
using the crossover and mutation operators.
S. 4 A population update is performed by choosing r
random members from the population. A pool is
formed using r chosen members and λ offsprings,
from which the best r members are used to replace
the r chosen members from the population.
S. 5 Next generation (Step 2) is executed if the termina-
tion criteria is not satisfied.
C. Constraint handling
As we know by now that a bilevel problem has two levels
of optimization tasks. There may be constraints at both levels.
We modify any given bilevel problem such that lower level
constraints belong only to the lower level optimization task.
However, at the upper level we include both upper and lower
level constraints. This is done to ensure that a solution which
is not feasible at the lower level cannot be feasible at the upper
level, no matter whether the lower level optimization task
is performed or not. While computing the overall constraint
violation for a solution at the upper level, it is not taken into
account whether the lower level variables are optimal or not.
We use a separate tagging scheme in the algorithm to account
for optimality or non-optimality of lower level variables.
The algorithm uses similar constraint handling scheme at
both levels, where the overall constraint violation for any
solution is the summation of the violations of all the equality
and inequality constraints. A solution x(i) is said to ‘constraint
dominate’ [13] a solution x(j) if any of the following condi-
tions are true:
1) Solution x(i) is feasible and solution x(j) is not.
2) Solution x(i) and x(j) are both infeasible but solution
x(i) has a smaller overall constraint violation.
3) Solution x(i) and x(j) are both feasible but the objective
value of x(i) is less than that of xj .
D. Crossover Operator
The crossover operator used in Step 2 is similar to the PCX
operator proposed in [42]. The operator creates a new solution
from 3 parents as follows:
c = x(p) + ωξd+ ωη
p(2) − p(1)
2
(5)
9The terms used in the above equation are defined as follows:
• x(p) is the index parent
• d = x(p) − g, where g is the mean of µ parents
• p(1) and p(2) are the other two parents
• ωξ = 0.1 and ωη = dim(x
(p))
||x(p)−g||1
are the two parameters.
The two parameters ωξ and ωη, describe the extent of vari-
ations along the respective directions. At the upper level, a
crossover is performed only with the upper level variables
and the lower level variables are determined from the quadratic
function or by lower level optimization call. At the lower level,
crossover is performed only with the lower level variables and
the upper level variables are kept fixed as parameters.
E. Termination Criteria
The algorithm uses a variance based termination criteria
at both levels. At the upper level, when the value of αu
described in the following equation becomes less than αstopu ,
the algorithm terminates.
αu =
∑n
i=1
σ2(xiuT
)
σ2(xiu0)
, (6)
where n is the number of upper level variables in the bilevel
optimization problem, xiuT : i ∈ {1, 2, . . . , n} represents the
upper level variables in generation number T , and xiu0 : i ∈
{1, 2, . . . , n} represents the upper level variables in the initial
random population. The value of αstopu should be kept small
to ensure a high accuracy. Note that αu is always greater than
0 and should be less than 1 most of the times.
A similar termination scheme is used for the lower level
evolutionary algorithm. The value for αl is given by:
αl =
∑m
i=1
σ2(xilt)
σ2(xi
l0
)
, (7)
where m is the number of variables at the lower level,
xilt : i ∈ {1, 2, . . . ,m} represents the lower level variables
in generation number t, and xil0 : i ∈ {1, 2, . . . ,m} represents
the lower level variables in the initial random population for
a particular lower level optimization run. A high accuracy is
desired particularly at the lower level, therefore the value for
αl should be kept low. Inaccurate lower level solutions may
mislead the algorithm in case of a conflict between the two
levels.
F. Parameters and Platform
The parameters in the algorithm are fixed as µ = 3, λ = 2
and r = 2 at both levels. Crossover probability is fixed at 0.9
and the mutation probability is 0.1. The upper level population
size N and the lower level population size n are fixed at 50
for all the problems. The values for αstopu and α
stop
l are fixed
as 1e− 5 at both upper and the lower levels.
The code for the algorithm is written in MATLAB, and all
the computations have been performed on a machine with 64
bit UNIX kernel, 2.6GHz quad-core Intel Core i7 processor
and 8GB of 1600MHz DDR3 RAM.
G. Example
To demonstrate the working of the algorithm we use a
simple bilevel optimization problem introduced in Example
3. The steps of the BLEAQ procedure on this example are
illustrated in Figure 6. The figure shows the steps S1 to S7
with the help of four part figures PF1, PF2, PF3 and PF4. The
algorithm starts with a random population of five upper level
members that are shown with white circles in PF1. The figure
also shows the actual Ψ-mapping that is unknown at the start of
the algorithm. For each member xu, lower level optimization
is executed to get the corresponding optimal xl. This provides
the (xu, xl) pair shown with gray circles. The members are
tagged 1 if the lower level optimization is successful. This is
followed by PF2 showing selection and evolution of the upper
level members leading to λ = 2 offsprings from µ = 3 parents.
The offsprings are shown with white squares. Thereafter, PF3
shows the quadratic approximation of the Ψ-mapping. At
this stage, the lower level optimal solutions corresponding
to the offsprings are no longer generated from lower level
optimization rather the approximate Ψ-mapping is used to
obtain approximate lower level solutions. The (xu, xl) pairs
for the offsprings are shown using gray squares. Since the
offspring pairs are generated from a poor approximation, we
tag the offspring members as 0. Next, in PF4 a population
update is performed based on upper level fitness that leads
to replacement of poor fitness members with better members.
From this example, we observe that an approximate mapping
helps in focusing the search in the better regions at the
upper level by avoiding frequent lower level optimization runs.
Tagging is important so that the algorithm does not loose all
the tag 1 members. At any generation, the elite member is
always the best tag 1 member, because the tag 0 members are
known to be non-optimal at the lower level.
VI. SMD PROBLEMS
A set of test problems (SMD) for single objective bilevel
optimization has recently been proposed in [40]. The proposed
problems are scalable in terms of the number of decision
variables. In this section, we discuss the construction of these
test problems in brief and provide a description of the proposed
SMD test problems. The construction of the test problem
involves splitting the upper and lower level functions into three
components. Each of the components is specialized for induc-
ing a certain kind of difficulty into the bilevel test problem.
The functions are chosen based on the difficulties required in
terms of convergence at the two levels, and interaction between
the two levels. A generic bilevel test problem is stated as
follows:
F0(xu, xl) = F
1
0 (xu1) + F
2
0 (xl1) + F
3
0 (xu2, xl2)
f0(xu, xl) = f
1
0 (xu1, xu2) + f
2
0 (xl1) + f
3
0 (xu2, xl2)
where
xu = (xu1, xu2) and xl = (xl1, xl2)
(8)
The above equations contain three terms at both levels.
Table I provides a summary for the role played by each term
in the equations. The upper level and lower level variables are
broken into two smaller vectors (refer Panel A in Table I), such
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Fig. 6. Graphical illustration of the steps followed by BLEAQ on Example 3.
that, vectors xu1 and xl1 are used to induce complexities at the
upper and lower levels independently, and vectors xu2 and xl2
are responsible to induce complexities because of interaction.
The upper and lower level functions are decomposed such that
each of the components is specialized for a certain purpose
only (refer Panel B in Table I). The term F1(xu1), at the upper
level, is responsible for inducing difficulty in convergence
solely at the upper level, and the term f2(xl1), at the lower
level, is responsible for inducing difficulty in convergence
solely at the lower level. The term F2(xl1) decides if there
is a conflict or a cooperation between the two levels. The
terms F3(xl2, xu2) and f3(xl2, xu2) induce difficulties because
of interaction at the two levels, though F3(xl2, xu2) may
also be used to induce a cooperation or a conflict. Finally,
f1(xu1, xu1) is a fixed term at the lower level which does
not induce any difficulties, rather helps to create a functional
dependence between lower level optimal solutions and the
upper level variables.
A. SMD1
SMD1 is a test problem with cooperation between the two
levels. The lower level optimization problem is a simple con-
vex optimization task. The upper level is convex with respect
to upper level variables and optimal lower level variables.
F 10 =
∑p
i=1(x
i
u1)
2
F 20 =
∑q
i=1(x
i
l1)
2
F 30 =
∑r
i=1(x
i
u2)
2 +
∑r
i=1(x
i
u2 − tanx
i
l2)
2
f10 =
∑p
i=1(x
i
u1)
2
f20 =
∑q
i=1(x
i
l1)
2
f30 =
∑r
i=1(x
i
u2 − tanx
i
l2)
2
(9)
The range of variables is as follows,
xiu1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , p}
xiu2 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , r}
xil1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , q}
xil2 ∈ (
−π
2 ,
π
2 ), ∀ i ∈ {1, 2, . . . , r}
(10)
Relationship between upper level variables and lower level
optimal variables is given as follows,
xil1 = 0, ∀ i ∈ {1, 2, . . . , p}
xil2 = tan
−1 xiu2, ∀ i ∈ {1, 2, . . . , r}
(11)
The values of the variables at the optimum are xu = 0 and xl is
obtained by the relationship given above. Both upper and lower
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TABLE I
OVERVIEW OF TEST-PROBLEM FRAMEWORK COMPONENTS
Panel A: Decomposition of decision variables
Upper-level variables Lower-level variables
Vector Purpose Vector Purpose
xu1 Complexity on upper-level xl1 Complexity on lower-level
xu2 Interaction with lower-level xl2 Interaction with upper-level
Panel B: Decomposition of objective functions
Upper-level objective function Lower-level objective function
Component Purpose Component Purpose
F 10 (xu1) Difficulty in convergence f10 (xu1, xu2) Functional dependence
F 20 (xl1) Conflict / co-operation f20 (xl1) Difficulty in convergence
F 30 (xu2, xl2) Difficulty in interaction f30 (xu2, xl2) Difficulty in interaction
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Fig. 7. Upper level function contours for a four variable SMD1 test problem.
level functions are equal to 0 at the optimum. Figure 7 shows
the contours of the upper level function with respect to the
upper and lower level variables for a four variable test problem
with dim(xu1) = dim(xu2) = dim(xl1) = dim(xl2) = 1.
Figure 7 shows the contours of the upper level function at each
xu in Sub-figure P assuming that the lower level variables are
optimal. Sub-figure S shows the behavior of the upper level
function with respect to xl at optimal xu.
B. SMD2
SMD2 is a test problem with a conflict between the upper
level and lower level optimization tasks. The lower level opti-
mization problem is a convex optimization task. An inaccurate
lower level optimum may lead to upper level function value
better than the true optimum for the bilevel problem. The
upper level is convex with respect to upper level variables
and optimal lower level variables.
F 10 =
∑p
i=1(x
i
u1)
2
F 20 = −
∑q
i=1(x
i
l1)
2
F 30 =
∑r
i=1(x
i
u2)
2 −
∑r
i=1(x
i
u2 − log x
i
l2)
2
f10 =
∑p
i=1(x
i
u1)
2
f20 =
∑q
i=1(x
i
l1)
2
f30 =
∑r
i=1(x
i
u2 − log x
i
l2)
2
(12)
The range of variables is as follows,
xiu1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , p}
xiu2 ∈ [−5, 1], ∀ i ∈ {1, 2, . . . , r}
xil1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , q}
xil2 ∈ (0, e], ∀ i ∈ {1, 2, . . . , r}
(13)
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Fig. 8. Upper level function contours for a four variable SMD2 test problem.
Relationship between upper level variables and lower level
optimal variables is given as follows,
xil1 = 0, ∀ i ∈ {1, 2, . . . , q}
xil2 = log
−1 xiu2, ∀ i ∈ {1, 2, . . . , r}
(14)
The values of the variables at the optimum are xu = 0 and xl
is obtained by the relationship given above. Both upper and
lower level functions are equal to 0 at the optimum. Figure
8 represents the same information as in Figure 7 for a four
variable bilevel test problem.
C. SMD3
SMD3 is a test problem with a cooperation between the two
levels. The difficulty introduced is in terms of multi-modality
at the lower level which contains the Rastrigin’s function. The
upper level is convex with respect to upper level variables and
optimal lower level variables.
F 10 =
∑p
i=1(x
i
u1)
2
F 20 =
∑q
i=1(x
i
l1)
2
F 30 =
∑r
i=1(x
i
u2)
2 +
∑r
i=1((x
i
u2)
2 − tanxil2)
2
f10 =
∑p
i=1(x
i
u1)
2
f20 = q +
∑q
i=1
((
xil1
)2
− cos 2pixil1
)
f30 =
∑r
i=1((x
i
u2)
2 − tanxil2)
2
(15)
The range of variables is as follows,
xiu1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , p}
xiu2 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , r}
xil1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , q}
xil2 ∈ (
−π
2 ,
π
2 ), ∀ i ∈ {1, 2, . . . , r}
(16)
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Fig. 9. Upper and lower level function contours for a four variable SMD3
test problem.
Relationship between upper level variables and lower level
optimal variables is given as follows,
xil1 = 0, ∀ i ∈ {1, 2, . . . , q}
xil2 = tan
−1(xiu2)
2, ∀ i ∈ {1, 2, . . . , r}
(17)
The values of the variables at the optimum are xu = 0 and xl
is obtained by the relationship given above. Both upper and
lower level functions are equal to 0 at the optimum. Figure
9 shows the contours of the upper level function at each xu
in Sub-figure P assuming that the lower level variables are
optimal. Sub-figure S shows the behavior of the lower level
function at optimal xu.
D. SMD4
SMD4 is a test problem with a conflict between the two
levels. The difficulty is in terms of multi-modality at the lower
level which contains the Rastrigin’s function. The upper level
is convex with respect to upper level variables and optimal
lower level variables.
F 10 =
∑p
i=1(x
i
u1)
2
F 20 = −
∑q
i=1(x
i
l1)
2
F 30 =
∑r
i=1(x
i
u2)
2 −
∑r
i=1(|x
i
u2| − log(1 + x
i
l2))
2
f10 =
∑p
i=1(x
i
u1)
2
f20 = q +
∑q
i=1
((
xil1
)2
− cos 2pixil1
)
f30 =
∑r
i=1(|x
i
u2| − log(1 + x
i
l2))
2
(18)
The range of variables is as follows,
xiu1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , p}
xiu2 ∈ [−1, 1], ∀ i ∈ {1, 2, . . . , r}
xil1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , q}
xil2 ∈ [0, e], ∀ i ∈ {1, 2, . . . , r}
(19)
Relationship between upper level variables and lower level
optimal variables is given as follows,
xil1 = 0, ∀ i ∈ {1, 2, . . . , q}
xil2 = log
−1 |xiu2| − 1, ∀ i ∈ {1, 2, . . . , r}
(20)
The values of the variables at the optimum are xu = 0 and xl
is obtained by the relationship given above. Both upper and
lower level functions are equal to 0 at the optimum. Figure 10
represents the same information as in Figure 9 for a four
variable bilevel problem.
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Fig. 10. Upper and lower level function contours for a four variable SMD4
test problem.
E. SMD5
SMD5 is a test problem with a conflict between the two
levels. The difficulty introduced is in terms of multi-modality
and convergence at the lower level. The lower level problem
contains the banana function such that the global optimum
lies in a long, narrow, flat parabolic valley. The upper level is
convex with respect to upper level variables and optimal lower
level variables.
F 10 =
∑p
i=1(x
i
u1)
2
F 20 = −
∑q
i=1
((
xi+1l1 −
(
xil1
)2)
+
(
xil1 − 1
)2)
F 30 =
∑r
i=1(x
i
u2)
2 −
∑r
i=1(|x
i
u2| − (x
i
l2)
2)2
f10 =
∑p
i=1(x
i
u1)
2
f20 =
∑q
i=1
((
xi+1l1 −
(
xil1
)2)
+
(
xil1 − 1
)2)
f30 =
∑r
i=1(|x
i
u2| − (x
i
l2)
2)2
(21)
The range of variables is as follows,
xiu1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , p}
xiu2 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , r}
xil1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , q}
xil2 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , r}
(22)
Relationship between upper level variables and lower level
optimal variables is given as follows,
xil1 = 1, ∀ i ∈ {1, 2, . . . , q}
xil2 =
√
|xiu2|, ∀ i ∈ {1, 2, . . . , r}
(23)
The values of the variables at the optimum are xu = 0 and xl
is obtained by the relationship given above. Both upper and
lower level functions are equal to 0 at the optimum.
F. SMD6
SMD6 is a test problem with a conflict between the two
levels. The problem contains infinitely many global solutions
at the lower level, for any given upper level vector. Out of the
entire global solution set, there is only a single lower level
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point which corresponds to the best upper level function value.
F 10 =
∑p
i=1(x
i
u1)
2
F 20 = −
∑q
i=1(x
i
l1)
2 +
∑q+s
i=q+1(x
i
l1)
2
F 30 =
∑r
i=1(x
i
u2)
2 −
∑r
i=1(x
i
u2 − x
i
l2)
2
f10 =
∑p
i=1(x
i
u1)
2
f20 =
∑q
i=1(x
i
l1)
2 +
∑q+s−1
i=q+1,i=i+2(x
i+1
l1 − x
i
l1)
2
f30 =
∑r
i=1(x
i
u2 − x
i
l2)
2
(24)
The range of variables is as follows,
xiu1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , p}
xiu2 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , r}
xil1 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , q + s}
xil2 ∈ [−5, 10], ∀ i ∈ {1, 2, . . . , r}
(25)
Relationship between upper level variables and lower level
optimal variables is given as follows,
xil1 = 0, ∀ i ∈ {1, 2, . . . , q}
xil2 = x
i
u2, ∀ i ∈ {1, 2, . . . , r}
(26)
The values of the variables at the optimum are xu = 0 and xl
is obtained by the relationship given above. Both upper and
lower level functions are equal to 0 at the optimum.
VII. STANDARD TEST PROBLEMS
Tables II and III define a set of 10 standard test problems
collected from the literature. The dimensions of the upper and
lower level variables are given in the first column, and the
problem formulation is defined in the second column. The
third column provides the best known solution available in
the literature for the chosen test problems.
VIII. RESULTS
In this section, we provide the results obtained on the
SMD test problems and standard test problems using BLEAQ
and other approaches. The section is divided into two parts.
The first part contains the results obtained on the SMD test
problems using BLEAQ and the nested procedure. It was
difficult to identify an approach from the existing literature,
which can efficiently handle the SMD test problems with 10
variables. Therefore, we have chosen the nested approach as
the benchmark for this study. The second part contains the
results obtained on 10 standard constrained test problems,
which have been studied by others in the past. We compare
our method against the approaches proposed by Wang et al.
(2005,2011) [50], [51]. Both approaches are able to handle all
the standard test problems successfully.
A. Results for SMD test problems
We report the results obtained by the nested procedure and
the BLEAQ approach in this sub-section on 10-dimensional
unconstrained SMD test problems. For test problems SMD1
to SMD5 we choose p = 3, q = 3 and r = 2, and for SMD6
we choose p = 3, q = 1, r = 2 and s = 2. Tables IV and V
provide the results obtained using the nested approach [40] on
these test problems. The nested approach uses an evolutionary
algorithm at both levels, where for every upper level member
a lower level optimization problem is solved. It successfully
handles all the test problems. However, as can be observed
from Table IV, the number of function evaluations required
are very high at the lower level. We use the nested approach as
a benchmark to assess the savings obtained from the BLEAQ
approach.
Tables VI and VII provide the results obtained using the
BLEAQ approach. The 4th and 5th columns in Table VI
give the median function evaluations required at the upper
and lower levels respectively. The numbers in the brackets
represent a ratio of the function evaluations required using
nested approach against the function evaluations required
using BLEAQ. The nested approach requires 2 to 5 times
more function evaluations at the upper level, and more than
10 times function evaluations at the lower level as compared
to BLEAQ. Similar results are provided in terms of mean in
the 6th and 7th columns of the same table. Both approaches
are able to successfully handle all the test problems. How-
ever, BLEAQ dominates the nested approach by a significant
margin, particularly in terms of the function evaluations at the
lower level.
B. Convergence Study
In this sub-section, we examine the convergence of the
algorithm towards the bilevel optimal solution. As test cases
we use the first two SMD test problems with 10-dimensions.
The results are presented in Figures 11 and 12 from a sample
run. The figures show the progress of the elite member at
each of the generations. The upper plot shows the convergence
towards the upper level optimal function value, and the lower
plot shows the convergence towards the lower level optimal
function value. The algorithm preserves the elite member at
the upper level, so we observe a continuous improvement in
the upper plot. However, in a bilevel problem an improvement
in the elite at the upper level does not guarantee a continuous
improvement in the lower level function value. Therefore, we
observe that the lower level convergence plot is not a contin-
uously reducing plot rather contains small humps. Figures 13
and 14 provide the mean convergence for SMD1 and SMD2
from 31 runs of the algorithm. The upper curve represents
the mean of the upper level function values for the elite
members, and the lower curve represents the mean of the lower
level function values for the elite members obtained from
multiple runs of the algorithm. The bars show the minimum
and maximum function values for the elite members at each
generation. We observe that for all the runs the algorithm
converges to the optimum function values at both levels.
Next, we evaluate the algorithm’s performance in approxi-
mating the actual Ψ mapping. For this we choose the problem
SMD1, which has the following Ψ mapping.
xil1 = 0, ∀ i ∈ {1, 2, . . . , p}
xil2 = tan
−1 xiu2, ∀ i ∈ {1, 2, . . . , r}
(27)
We set p = 3, q = 3 and r = 2 to get a 10-dimensional SMD1
test problem. The Ψ mapping for SMD1 test problem is vari-
able separable. Therefore, in order to show the convergence
of the approximation on a 2-d plot, we choose the variable
x1l2, and show its approximation with respect to x1u2. The
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TABLE II
DESCRIPTION OF THE SELECTED STANDARD TEST PROBLEMS (TP1-TP5).
Problem Formulation Best Known Sol.
TP1
n = 2 m = 2
Minimize
(xu,xl)
F0(xu, xl) = (x
1
u − 30)
2 + (x2u − 20)
2 − 20x1l + 20x
2
l ,
s.t.
xl ∈ argmin
(xl)
{
f0(xu, xl) = (x
1
u − x
1
l )
2 + (x2u − x
2
l )
2
0 ≤ xil ≤ 10, i = 1, 2
}
,
x1u + 2x
2
u ≥ 30, x
1
u + x
2
u ≤ 25, x
2
u ≤ 15
F0 = 225.0
f0 = 100.0
TP2
n = 2 m = 2
Minimize
(xu,xl)
F0(xu, xl) = 2x
1
u + 2x
2
u − 3x
1
l − 3x
2
l − 60,
s.t.
xl ∈ argmin
(xl)


f0(xu, xl) = (x
1
l − x
1
u + 20)
2 + (x2l − x
2
u + 20)
2
x1u − 2x
1
l ≥ 10, x
2
u − 2x
2
l ≥ 10
−10 ≥ xil ≥ 20, i = 1, 2

 ,
x1u + x
2
u + x
1
l − 2x
2
l ≤ 40,
0 ≤ xiu ≤ 50, i = 1, 2.
F0 = 0.0
f0 = 100.0
TP3
n = 2 m = 2
Minimize
(xu,xl)
F0(xu, xl) = −(x
1
u)
2 − 3(x2u)
2 − 4x1l + (x
2
l )
2,
s.t.
xl ∈ argmin
(xl)


f0(xu, xl) = 2(x
1
u)
2 + (x1l )
2 − 5x2l
(x1u)
2 − 2x1u + (x
2
u)
2 − 2x1l + x
2
l ≥ −3
x2u + 3x
1
l − 4x
2
l ≥ 4
0 ≤ xil, i = 1, 2

 ,
(x1u)
2 + 2x2u ≤ 4,
0 ≤ xiu, i = 1, 2
F0 = −18.6787
f0 = −1.0156
TP4
n = 2 m = 3
Minimize
(xu,xl)
F0(xu, xl) = −8x
1
u − 4x
2
u + 4x
1
l − 40x
2
l − 4x
3
l ,
s.t.
xl ∈ argmin
(xl)


f0(xu, xl) = x
1
u + 2x
2
u + x
1
l + x
2
l + 2x
3
l
x2l + x
3
l − x
1
l ≤ 1
2x1u − x
1
l + 2x
2
l − 0.5x
3
l ≤ 1
2x2u + 2x
1
l − x
2
l − 0.5x
3
l ≤ 1
0 ≤ xil, i = 1, 2, 3


,
0 ≤ xiu, i = 1, 2
F0 = −29.2
f0 = 3.2
TP5
n = 2 m = 2
Minimize
(xu,xl)
F0(xu, xl) = rt(xu)xu − 3x
1
l − 4x
2
l + 0.5t(xl)xl,
s.t.
xl ∈ argmin
(xl)


f0(xu, xl) = 0.5t(xl)hxl − t(b(xu))xl
−0.333x1l + x
2
l − 2 ≤ 0
x1l − 0.333x
2
l − 2 ≤ 0
0 ≤ xil, i = 1, 2

 ,
where
h =
(
1 3
3 10
)
, b(x) =
(
−1 2
3 −3
)
x, r = 0.1
t(·) denotes transpose of a vector
F0 = −3.6
f0 = −2.0
true relationship between the variables is shown in Figure 15,
along with the quadratic approximations generated at various
generations. It can be observed that the approximations in the
vicinity of the true bilevel optimum improve with increasing
number of generations.
C. Results for constrained test problems
In this sub-section, we report the results for 10 standard
constrained test problems chosen from the literature. We
compare our results against the approaches proposed in [50],
[51]. The reason for the choice of the two approaches as
benchmarks is that both approaches were successful in solving
all the chosen constrained test problems. The results obtained
using BLEAQ, WJL [50] approach, WLD [51] approach and
nested approach have been furnished in Tables VIII, IX and X.
Table VIII shows the minimum, median, mean and maxi-
mum function evaluations required to solve the chosen prob-
lems using the BLEAQ approach. Table IX provides the ac-
curacy obtained at both levels, in terms of absolute difference
from the best known solution to a particular test problem. The
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TABLE III
DESCRIPTION OF THE SELECTED STANDARD TEST PROBLEMS (TP6-TP10).
Problem Formulation Best Known Sol.
TP6
n = 1 m = 2
Minimize
(xu,xl)
F0(xu, xl) = (x
1
u − 1)
2 + 2x1l − 2x
1
u,
s.t.
xl ∈ argmin
(xl)


f0(xu, xl) = (2x
1
l − 4)
2+
(2x2l − 1)
2 + x1ux
1
l
4x1u + 5x
1
l + 4x
2
l ≤ 12
4x2l − 4x
1
u − 5x
1
l ≤ −4
4x1u − 4x
1
l + 5x
2
l ≤ 4
4x1l − 4x
1
u + 5x
2
l ≤ 4
0 ≤ xil, i = 1, 2


,
0 ≤ x1u
F0 = −1.2091
f0 = 7.6145
TP7
n = 2 m = 2
Minimize
(xu,xl)
F0(xu, xl) = −
(x1u+x
1
l )(x
2
u+x
2
l )
1+x1ux
1
l
+x2ux
2
l
,
s.t.
xl ∈ argmin
(xl)
{
f0(xu, xl) =
(x1u+x
1
l )(x
2
u+x
2
l )
1+x1ux
1
l
+x2ux
2
l
0 ≤ xil ≤ x
i
u, i = 1, 2
}
,
(x1u)
2 + (x2u)
2 ≤ 100
x1u − x
2
u ≤ 0
0 ≤ xiu, i = 1, 2
F0 = −1.96
f0 = 1.96
TP8
n = 2 m = 2
Minimize
(xu,xl)
F0(xu, xl) = |2x
1
u + 2x
2
u − 3x
1
l − 3x
2
l − 60|,
s.t.
xl ∈ argmin
(xl)


f0(xu, xl) = (x
1
l − x
1
u + 20)
2+
(x2l − x
2
u + 20)
2
2x1l − x
1
u + 10 ≤ 0
2x2l − x
2
u + 10 ≤ 0
−10 ≤ xil ≤ 20, i = 1, 2


,
x1u + x
2
u + x
1
l − 2x
2
l ≤ 40
0 ≤ xiu ≤ 50, i = 1, 2
F0 = 0.0
f0 = 100.0
TP9
n = 10 m = 10
Minimize
(xu,xl)
F0(xu, xl) =
∑10
i=1
(
|xiu − 1|+ |x
i
l|
)
,
s.t.
xl ∈ argmin
(xl)

 f0(xu, xl) = e
(
1+ 1
4000
∑10
i=1(x
i
l)
2
−
∏10
i=1 cos(
xi
l√
i
)
)∑10
i=1(x
i
u)
2
−pi ≤ xil ≤ pi, i = 1, 2 . . . , 10

 ,
F0 = 0.0
f0 = 1.0
TP10
n = 10 m = 10
Minimize
(xu,xl)
F0(xu, xl) =
∑10
i=1
(
|xiu − 1|+ |x
i
l|
)
,
s.t.
xl ∈ argmin
(xl)

 f0(xu, xl) = e
(
1+ 1
4000
∑10
i=1(x
i
lx
i
u)
2
−
∏10
i=1 cos(
xi
l
xiu√
i
)
)
−pi ≤ xil ≤ pi, i = 1, 2 . . . , 10

 ,
F0 = 0.0
f0 = 1.0
table also reports the median and mean of the lower level calls,
and the median and mean of lower level function evaluations
required per lower level call from 31 runs of the algorithm
on each test problem. Finally, Table X compares the mean
function evaluations at the upper and lower levels required
by BLEAQ against that required by WJL, WLD and nested
approach. In both papers [50], [51], authors have reported the
function evaluations as sum of function evaluations for the
two levels. The reported performance metric in the papers is
the average function evaluations from multiple runs of their
algorithm. We have computed a similar metric for BLEAQ,
and the results are reported in the table. It can be observed that
both WJL and WLD require close to an order of magnitude
times more function evaluations for most of the test problems.
This clearly demonstrates the efficiency gain obtained using
the BLEAQ approach. It also suggests that the mathematical
insights used along with the evolutionary principles in the
BLEAQ approach are helpful in converging quickly towards
the bilevel optimal solution.
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TABLE IV
FUNCTION EVALUATIONS (FE) FOR THE UPPER LEVEL (UL) AND THE LOWER LEVEL (LL) FROM 31 RUNS OF NESTED APPROACH.
Pr. No. Best Median Mean Worst
Total LL Total UL Total LL Total UL Total LL Total UL Total LL Total UL
FE FE FE FE FE FE FE FE
SMD1 807538 1180 1693710 2497 1782864.94 2670.87 2436525 3356
SMD2 940746 1369 1524671 2309 1535369.41 2500.74 2548509 3972
SMD3 862708 1113 1443053 2101 1405744.86 2218.22 1883302 3143
SMD4 528564 727 1051430 1614 985106.94 1627.05 1567362 2009
SMD5 1216411 1540 1825140 2992 1937586.63 3100.91 3107135 4177
SMD6 1209859 1618 2398020 2993 2497097.41 3012.01 3202710 4861
TABLE V
ACCURACY FOR THE UPPER AND LOWER LEVELS, AND THE LOWER LEVEL CALLS FROM 31 RUNS OF NESTED APPROACH.
Pr. No. Median Median Median Mean Mean Mean
UL Accuracy LL Accuracy LL Calls UL Accuracy LL Accuracy LL Calls Med LL EvalsMed LL Calls
Mean LL Evals
Mean LL Calls
SMD1 0.005365 0.001616 2497 0.005893 0.001467 2670.87 678.33 667.52
SMD2 0.001471 0.000501 2309 0.001582 0.000539 2500.74 660.24 613.97
SMD3 0.008485 0.002454 2101 0.009660 0.002258 2218.22 686.87 633.73
SMD4 0.008140 0.002866 1614 0.008047 0.002530 1627.05 651.54 605.46
SMD5 0.001285 0.003146 2992 0.001311 0.002904 3100.91 610.07 624.84
SMD6 0.009403 0.007082 2993 0.009424 0.008189 3012.01 801.17 829.05
TABLE VI
FUNCTION EVALUATIONS (FE) FOR THE UPPER LEVEL (UL) AND THE LOWER LEVEL (LL) FROM 31 RUNS WITH BLEAQ.
Pr. No. Best Func. Evals. Median Func. Evals. Mean Func. Evals. Worst Func. Evals.
LL UL LL UL LL UL LL UL
(Savings) (Savings) (Savings) (Savings)
SDM1 89966 589 110366 (15.35) 780 (3.20) 117282.14 (15.20) 782.55 (3.41) 192835 1636
SDM2 67589 364 92548 (16.47) 615 (3.76) 98392.73 (15.60) 629.05 (3.98) 141868 1521
SDM3 107516 590 128493 (11.23) 937 (2.24) 146189.13 (9.62) 906.99 (2.45) 145910 1132
SDM4 58604 391 74274 (14.16) 735 (2.20) 73973.84 (13.32) 743.58 (2.19) 101832 1139
SDM5 96993 311 127961 (14.26) 633 (4.73) 132795.14 (14.59) 626.44 (4.95) 206718 1316
SDM6 90574 640 125833 (19.06) 970 (3.09) 123941.14 (20.15) 892.92 (3.37) 196966 1340
IX. CONCLUSIONS
In this paper, we have proposed an efficient bilevel evo-
lutionary algorithm (BLEAQ) which works by approximating
the optimal solution mapping between the lower level optimal
solutions and the upper level variables. The algorithm not
only converges towards the optimal solution of the bilevel
optimization problem, but also provides the optimal solution
mapping at the optimum. This provides valuable information
on how the lower level optimal solution changes based on
changes in the upper level variable vector in the vicinity of
the bilevel optimum.
The BLEAQ approach has been tested on two sets of test
problems. The first set of test problems are recently proposed
SMD test problems which are scalable in terms of number
of variables. The performance has been evaluated on 10-
dimensional instances of these test problems. The second
set of test problems are 10 standard test problems chosen
from the literature. These problems are constrained and have
relatively smaller number of variables. The results obtained
using the BLEAQ approach has been compared against the
WJL approach, the WLD approach and the nested approach.
For both sets, BLEAQ offers significant improvement in the
number of function evaluations at both levels.
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