We consider a class of biased random walks on infinite graphs and present several general results on the spectral radius of biased random walk.
Introduction
Let G = (V (G), E(G)) be a locally finite, connected infinite graph, where V (G) is the set of its vertices and E(G) is the set of its edges. Fix a vertex o of G as the root. For any reversible Markov chain on G, there is a stationary measure π(·) such that for any two adjacent vertices x and y, π(x)p(x, y) = π(y)p(y, x), where p(x, y) is the transition probability of the Markov chain. For the edge joining vertices x and y, we assign a weight c(x, y) = π(x)p(x, y), and call by conductances the weights of the edges. We study the biased random walks on the rooted graph (G, o) defined as follows: For any vertex x of G let |x| denote the graph distance between x and o. Let N := {1, 2, . . .} and Z + = N ∪ {0}. For any n ∈ Z + : B G (n) = {x ∈ V (G) : |x| ≤ n}, ∂B G (n) = {x ∈ V (G) : |x| = n}.
Let λ ∈ [0, ∞). If an edge e = {x, y} is at distance n from o, i.e., min(|x|, |y|) = n, its conductance is defined as λ −n . Denote by RW λ the nearest-neighbour random walk (X n ) ∞ n=0 among such conductances and call it the λ-biased random walk. In other words, RW λ has the following transition probabilities: for v ∼ u (i.e., if u and v are adjacent on G), p(v, u) := p 
and that RW λ=1 is the simple random walk (SRW) on G. By Rayleigh's monotonicity principle (see [22] , p. 35), there is a critical value λ c (G) ∈ [0, ∞] such that RW λ is transient for λ < λ c (G) and is recurrent for λ > λ c (G). Let M n = #(∂B G (n)) be the cardinality of ∂B G (n) for any n ∈ Z + . Define the volume growth rate of G as When G is a tree, λ c (G) is exactly the exponential of the Hausdorff dimension of the tree boundary, namely the branching number of the tree ( [11] , [17] , [22] ). When G is a transitive graph, λ c (G) = gr(G) (see [19] and [22] An original motivation for introducing RW λ by Berretti and Sokal [7] was to design a MonteCarlo algorithm for self-avoiding walks. See [15, 25, 23] for refinements of this idea. Since the 1980s biased random walks and biased diffusions in disordered media have attracted much attention in mathematical and physics communities due to their interesting phenomenology and similarities to concrete physical systems ( [2, 9, 10, 12] ). In the 1990s, Lyons ([17, 18, 19] ), and Lyons, Pemantle and Peres ( [20, 21] ) made a fundamental advance in the study of RW λ 's. RW λ has also received attention recently, see [5, 1, 4, 13] and the references therein. For a survey on biased random walks on random graphs see Ben Arous and Fribergh [3] . This paper focuses on a specific properties of spectral radius of RW λ 's on non-random infinite graphs. The uniform spanning forests of the network associated with RW λ on the Euclidean lattices are studied in a companion paper [24] .
Let us introduce some basic notation. Write
where P x := P G x is the law of RW λ starting at x. The Green function is given by
is its convergence radius. Note that
is independent of x, y when RW λ is irreducible, i.e., λ > 0. When
the spectral radius of RW λ .
We are ready to state our first main result.
Theorem 1.1. Let G be a locally finite, connected infinite graph.
(i) The spectral radius ρ λ is continuous in λ ∈ (0, ∞), and ρ(λ c ) = 1.
(ii) If ρ λ is continuous at 0, then there are no adjacent vertices in ∂B G (n) for any n ∈ N, and 
(ii) Assume G is transitive. Then
In the case λ = 1, Theorem [22, Theorem 6.11] ). For this case (λ = 1) our proof of Theorem 1.2 differs from the proofs in [14] , [28] and [22] .
The rest of the paper is organized as follows. We prove Theorem 1.1 and 1.2 in Section 2. In Section 3, we focus on the spectral radius and the speed for RW λ 's on free product of graphs.
When emphasizing that a function g(·) depends on the underlying graph G, we will use g G (·) or g G (·) to replace g(·).
2 Proofs of Theorem 1.1 and Theorem 1.2
For any vertex set A, let
When A = {y}, write τ y = τ {y} , τ
where R U = R U (λ) = R U (λ, x, y) is the convergence radius of U , which is also independent of x, y for λ > 0. When λ = 0, R U (0) = ∞.
Proof of Theorem 1.1 part (i)
Proof. It suffices to verify that the convergence radius R G (λ) is continuous in λ ∈ (0, ∞). This is done in tree steps.
Step 1. For any sequence
then there exists a subsequence {λ n k } k≥1 , such that a = lim k→∞ R G (λ n k ) > z * . For any z 0 ∈ (z * , a), when k is sufficiently large,
We now distinguish two possible cases. First case:
Step 2. We prove in this step that lim inf k→∞ R G (λ k ) ≥ R G (λ 0 ) for any sequence {λ k } k≥1 converging to a limit λ 0 ∈ (0, ∞).
For any n ∈ Z + , let Π n = {paths γ in G staring and ending at o with length n},
Note that for 0 < λ 1 ≤ λ 2 < ∞ and v ∼ u we have
Thus, for any δ > 0, there is a constant ε > 0 such that
Therefore we have for k large enough,
Step 3. It remains to prove R G (λ c ) = 1. Suppose R G (λ c ) > 1, then for λ > λ c and z > 1 with 1 < λz λc < R G (λ c ), we would have from (2.4) that
Then R G (λ) > 1. This contradicts to the fact that RW λ is recurrent for λ > λ c .
Proof of Theorem 1.1 part (ii)
We split the proof of (ii) into three steps.
Step 1. For any given locally finite, connected infinite graph G, such that ∂B G (n 0 ) contains adjacent vertices for some n 0 we prove that ρ λ is not continuous at 0. Let u and v be adjacent vertices in ∂B G (n 0 ). Let e = {u, v} and x 0 = o. For RW λ (with λ > 0) to return to o, it suffices to walk first along a path γ = x 0 x 1 · · · x n0 of length n 0 to a vertex u ∈ ∂B G (n 0 ) in n 0 steps, then walk 2n steps between u and v, and finally returns to o from u along γ = x n0 x n0−1 · · · x 1 x 0 . Accordingly,
where for any λ > 0,
So for any λ > 0,
Step 2. Assume that there is a vertex v such that
Let u be a vertex adjacent to v. Let γ be a path from o to u of length n 0 , and denote byγ the reverse path. Similar to the arguments in the previous step, we have for any n,
Then for any λ > 0,
Hence ρ λ is not continuous at 0.
Step 3. Assume that there are no adjacent vertices in ∂B G (n) for any n ∈ N, and there exists δ > 0 such that
Then for any λ > 0 and the RW λ (X n ) ∞ n=0 , the following holds almost surely:
takes an even number (say, 2m, for some m ≥ 1) of steps to return to o: Among these 2m steps, m steps are upward and the other m steps are downward.
When v ∼ u and |u| = |v| − 1, we have
which implies that for any λ > 0,
.
proving that lim λ→0+ ρ λ = 0 = ρ 0 .
Proof of Theorem 1.2
We start with the lemma, which will be used in the proof of Theorem 1.2. For readers' convenience we provide the proof in Appendix A.
Lemma 2.1. For the d-regular tree T d , the following holds:
and for λ ∈ (0, ∞) and n → ∞,
Moreover,
Now we are ready to give the proof of Theorem 1.2.
, this leads to:
For further use, we notice that for
Define µ as follows:
For the sum x∈B G (n) on the right-hand side, we observe that by (2.11), for
which implies that
Observe that
Since λ ≤ d − 1, the sum on the right-hand side goes to infinity as n → ∞.
(ii) For d = 2, G d = {T 2 }, the result holds trivially. So we assume d ≥ 3. It suffices to prove that for any transitive G ∈ G d with the minimal cycle length ≥ 3,
Step 1. For z ≥ 0, define
Then gr(X d, ) = 1 z * where z * is the unique positive number satisfying h (z * ) = 1 (see [8] p. 28; it will also be recalled in more details in (3.1) below). Since j :=
is strictly increasing in , and
Step 3. (2.12) is true. Let λ ∈ (0, λ c (T d )). We have noticed in the proof of (i) that
, and " = " implies d
Since the transitive G has the minimal cycle length ≥ 3, we cannot have d
Note that f (·) and µ(·) are strictly positive on G. Hence
proving (2.12).
Since for some G ∈ G d that are not trees, one may have gr(
3 Biased random walks on free product of graphs
The study of random processes on free products of graphs goes back at least to Teh and Gan [27] , Znoǐko [29] and Lyndon and Schupp [16] . The recursive structure of such graphs often makes it possible to do explicit computations, leading to close-form analytical formulas. For simple random walks on free products of graphs, the spectral radius (see, for example, Woess [28] p. 101-110) and the critical percolation probability (Špakulová [26] ) are known. When λ = 1, the biased random walks are not transitive any more, making computations more delicate. In this section, we determine the spectral radius and the speed of the biased random walk on the free product of two complete graphs.
Let r ∈ N, r ≥ 2. Write I = {1, . . . , r}. Let {G i = (V i , E i , o i )} i∈I be a family of connected finite rooted graphs with vertex sets V i , edge sets E i and roots o i . Call a copy of G i an i-cell. Assume that each |V i | ≥ 2 for all i, and that all V i 's are disjoint. Put
We can also view V as the set of words over the alphabet j∈I V × j without two consecutive letters from the same V × j , with o denoting the empty word in V . Let
For any pair of words x = x 1 · · · x m and y = y 1 · · · y n ∈ V with x m = y 1 , the concatenation xy of x and y is an element of V . In particular, xo = ox = x. When x = i ∈ I, we set xo i = o i x = x. Define the set E of edges on V as follows: If x, y ∈ V i with i ∈ I and x ∼ y, then wx ∼ wy for any w ∈ V with w = i.
is the free product of the graphs G 1 , . . ., G r , denoted by Let m 1 and m 2 be positive integers such that m 1 m 2 ≥ 2, and K mi+1 the complete graph on m i + 1 vertices (for i = 1 and 2). We observe that by (3.1),
By [28, Theorem 10.10], G is nonamenable if r ≥ 3 or if max i∈I
Theorem 3.1. Let G := K m1+1 * K m2+1 and λ ∈ (0, λ c (G)). Let m = m 1 + m 2 . For RW λ on G, the following hold:
(i) The speed exists and equals
In particular, S(λ) > 0 is smooth and strictly decreasing on (0, λ c (G)).
(ii) RW λ has the non-Liouville property, namely, RW λ has a non-constant bounded harmonic function.
(iii) The spectral radius
In particular, λ → ρ(λ) ∈ (0, 1) is strictly increasing on (0, λ c (G)). Moreover, for some constant c > 0, p
as n → ∞.
The proof of Theorem 3.1 is presented in Section 3.2.
Spectral radius for free product of complete graphs
Let r ≥ 2 and m i ≥ 1, 1 ≤ i ≤ r. Let G be the free product of the complete graphs K mi+1 with m i + 1 vertices. Let z * denote the unique positive number satisfying
By (3.1),
Write m := r i=1 m i . The transition probability of RW λ from v to an adjacent vertex u is 
Note the tree-like structure of G. When the event {τ + o = n, X 1 = i} occurs, RW λ must visit an edge in i-cell attached at o at step 1 and return to o the first time by an edge in the same i-cell at step n. Each vertex of the i-cell is attached to a certain j-cell (with j = i). From the spherical symmetry of each K mi+1 , we obtain
where, for j = i,
which does not depend on x = i, and
By the similarity structure of G,
So when |z| < R U (where R U denotes as before the convergence radius of U ),
2m , which implies (3.5).
Step 2. For any 0
Recall Pringsheim's Theorem: For f (z) = ∞ n=0 a n z n with a n ≥ 0, its convergence radius is the smallest positive singularity point of f (z). As such, the smallest positive singularity point 
Assume this were note true; so U (o, o | R G ) = 1. We exclude the trivial case where m i = 1 for 1 ≤ i ≤ r (in which case the result holds trivially; see the proof of Lemma 2.1). Note that R G ≥ 1. If
We deduce a contradiction by distinguishing two possible cases. Case 1. 0 < λ ≤ 1. For any 1 ≤ i ≤ r,
and the inequality is strict for at least one i. Thus by (3.6),
which leads to a contradiction. Consequently, in this case
Since λ > 1 and R G > 1,
contradicting the assumption R G > 1. Hence U (o, o | R G ) < 1 in this case as well.
Step 3. Let φ i (z) := m − 1 + λ − (m i − 1)z for 1 ≤ i ≤ r, and
, |z| < R U , and ρ(λ) −1 is the smallest positive number z such that ∂F ∂U (z, U (z)) = 1. Therefore, to obtain ρ(λ) < 1, it suffices to prove that
To prove this, we observe that
Hence F (1, U ) is strictly increasing and convex in U ∈ R. By (3.3), for any λ ∈ (0, λ c (G)),
As a consequence, U (1) is the smallest positive solution to U = F (1, U ) and 0 < ∂F ∂U (1, U (1)) < 1. Therefore we have proved that ρ(λ) < 1.
Step 4. Now we prove (3.4) . If m i = 1 for all i, then G is the r-regular tree, and by Theorem 1.1(ii), ρ(0+) = ρ(0) = 0, so (3.4) holds. Assume that max 1≤i≤r m i = m i * > 1 for some i * ∈ {1, . . . , r}.
For any 1 ≤ i ≤ r and n ≥ 3, let
It remains to prove that lim sup λ↓0 ρ(λ) ≤ mi * −1 m−1 . Let us make a few simple observations concerning the transition probability of {|X n |} n≥0 . Let ∈ N and let k ∈ N.
For any j ∈ {1, . . . , r} such that
On the other hand,
and trivially,
For any n ≥ 3, let S n denote the set of all vectors s := {s k } 1≤k≤n such that
For s ∈ S n , let
By our discussions on transition probabilities of {|X n |} n≥0 , it is seen that for 3 ≤ n and s ∈ S n ,
For sufficiently small λ > 0, we have
Consequently,
completing the proof of (3.4).
Proof of Theorem 3.1
Recall that G is the free product of two complete graphs K m1+1 and K m2+1 and that (X n )
is a martingale-difference sequence. It follows from the strong law of large numbers for uncorrelated random variables ( [22, Theorem 13.1] 
Since the walk is transient
Note that λ → F (λ) is strictly decreasing on [0, ∞). Proof. Step 1. Consider the process (|X n |, X n ) ∞ n=0 . For any type 1 (resp. type 2) vertex x, all its m 2 (resp. m 1 ) neighbours in ∂B G (|x| + 1) are of type 2 (resp. 1), and its unique neighbour x − in ∂B G (|x| − 1) is of type 2 (resp. type 1) if |x| ≥ 2, and is o if |x| = 1. The vertex o has exactly m 1 type 1 neighbours and m 2 type 2 neighbours in ∂B G (1). The process (|X n |, X n ) ∞ n=0 is a Markov chain on state space (N × {1, 2}) ∪ {(0, 0)} with transition probability function q( · , · ) given by
and for any k ≥ 2,
Step 2. Define, for i ∈ {1, 2},
and recursively for any k ∈ N,
By
Step 1 and the strong Markov property, all stopping times σ i k and τ i k are finite, and {τ
. Therefore, for any n ≥ 1 + σ
Since
Step 3. Almost surely,
Indeed,
By
Step 2, this implies that
On the other hand, each {τ
, thus by the strong law of large numbers, for i ∈ {1, 2},
In view of (3.9), we obtain: + λ) a.s.
Step 4. By Steps 2 and 3, for i ∈ {1, 2},
This and (3.8) complete the proof of this lemma.
The next lemma concerns the non-Liouville property of RW λ with 0 ≤ λ < λ c (G).
Lemma 3.4. For any 0 ≤ λ < λ c (G), RW λ has a non-constant bounded harmonic function.
Proof. Take y ∈ ∂B G (1) with y = 2. Let A be the induced subgraph consisting of y and all words (vertices) of forms yw. Let (X n ) ∞ n=0 be RW λ on G, and let P z denote the law of (X n ) ∞ n=0 starting at z. Notice that every vertex z ∈ G is a cutpoint in the sense that G\{z} has two disjoint connected components. By the transience of RW λ , lim n→∞ I {Xn∈A} exists P z -a.s.
For any vertex z of G, let
Then f is a bounded harmonic function. Let x ∈ ∂B G (1) with y = 1. Let
Since the walk is transient, we have a ∈ (0, 1), and f (x) = (1 − a)f (o). Note that (G, o) is quasispherically symmetric, so the transience of the walk implies f (o) > 0. Hence f is a non-constant harmonic function.
Proof of Theorem 3.1. By Lemmas 3.3-3.4, we obtain Theorem 3.1(i)-(ii). It remains to prove Theorem 3.1(iii).
Step 1. Computation of ρ(λ). Recall from Step 3 in the proof of Theorem 3.2 (Section 3.1) that U (z) := U (o, o | z) solves the equation U = F (z, U ), |z| < R G , and z 0 := ρ(λ) −1 is the smallest positive number z such that ∂F ∂U (z, U (z)) = 1, where the function F (z, U ) is defined by (3.7) with r = 2:
Since ∂F ∂U (z, U ) = 1 + 1 2 Step 2. Strictly increasing property for ρ(λ). By a change of variables
), we see that
which is strictly decreasing in x < 2(m − 1 + √ m 1 m 2 ), i.e., λ < √ m 1 m 2 = λ c (G). Thus ρ(λ) is strictly increasing in λ ∈ (0, √ m 1 m 2 ).
Step 3. Asymptotics for p 
