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Particle decay processes, the quantum Zeno effect and the continuity of time
George Jaroszkiewicz and Jon Eakins
Signal-state quantummechanics is used to discuss quantummechanical particle decay probabilities
and the quantum Zeno effect. This approach avoids the assumption of continuous time, conserves
total probability and requires neither non-Hermitian Hamiltonians nor the ad-hoc introduction of
complex energies. The formalism is applied to single channel decays, the ammonium molecule, and
neutral Kaon decay processes.
KEYWORDS: particle decays, quantum Zeno effect, quantum bits, neutral Kaon decay, temporal
continuity
PACS: 03.65.Ca, 03.65.Ta
I. INTRODUCTION
The nature of time is not generally regarded as one of
the fundamental problems in quantum mechanics (QM).
It is normally assumed to be a continuum. Temporal
continuity is central to the formalism of classical me-
chanics (CM) and relativity, and many of the concepts
derived from it have analogues in quantum theory. For
example, the Hamiltonian is a generator of translation
in time in both CM and QM. In standard quantum me-
chanics (SQM), the empirical success of the Schro¨dinger
equation is usually taken as supporting temporal conti-
nuity, although there have been many attempts to con-
struct discrete time quantum mechanics (Caldirola 1978,
Yamamoto 1984, Bender et al. 1985, Golden 1992,
Jaroszkiewicz and Norton 1997). Significantly, all suc-
cessful quantum field theories such as QED and the stan-
dard model are based on continuous time. If tempo-
ral continuity were removed, the ramifications would be
enormous in a number of disciplines.
On closer inspection, however, the continuity of time
does not look quite so obvious. A problem emerges, in-
volving a clash between two contrasting and essentially
mutually exclusive observations. These were discussed
in detail by Misra and Sudarshan (M&S) in an influen-
tial paper on the quantum Zeno effect (Misra and Su-
darshan 1977). On the one hand, there is currently no
known principle in SQM which forbids the continuity of
time. Because of this, the axioms of SQM are invariably
stated in terms of continuous time and usually include
the Schro¨dinger equation explicitly (Peres 1993). On the
other hand, there is the empirical fact that no exper-
iment can ever monitor a system in a continuous way.
The best that can be done is to perform a sequence of
experiments with a decreasing measurement time scale,
in an attempt to see evidence for temporal continuity,
such as in the phenomenon known as the quantum Zeno
effect (Bollinger et al. 1990).
The standard response to this problem is to assert
that, because experiments could in principle be con-
ducted with an arbitrarily small measurement time scale
τ , there is in fact no barrier to taking the limit τ → 0.
This argument is unsound because all the theoretical and
empirical evidence actually points in the opposite direc-
tion. On the theoretical side, Caldirola (1978) proposed
a model for the electron based on the existence of a fun-
damental time scale, the chronon, of the order 10−23 sec-
onds. On a different front, data from high energy par-
ticle scattering experiments indicates that at a certain
scale of energy, the weak, electromagnetic and strong in-
teraction coupling constants run to a common limit, a
phenomenon known as Grand Unification. The scale of
energy involved corresponds to a timescale of about 10−33
seconds. When gravity is included in an attempt to unify
all known interactions, the relevant timescale reduces to
the Planck time, of the order 10−44 seconds. This is pop-
ularly regarded as representing the smallest meaningful
temporal interval possible, although that belief itself has
been questioned (Meschini 2006).
The Grand Unification and Planck timescales are gen-
erally regarded as most relevant to early universe cosmol-
ogy, although there are ongoing attempts in high energy
particle physics scattering experiments to push interac-
tion energies towards the Grand Unification scale. These
timescales however are far removed from any direct mea-
surement timescales relevant to laboratory physics. The
smallest unit of time that has been measured in the lab-
oratory is on the attosecond (10−18) timescale. Even if
this were improved on, long before Grand Unification or
Planck scales could be reached, the nucleonic timescale
of the order 10−23 seconds (about the time for light
to cross a proton and coincidentally about the same as
Caldirola’s chronon) would step in to provide a realistic
temporal barrier to the continuum limit. This is almost
certainly the shortest timescale that could be achieved in
any conceivable experiment on the quantum Zeno effect.
What characterizes quantum Zeno effect experiments is
the need to probe a system repeatedly, in an attempt
to simulate a continuum of observations. That is quite
different to what happens in a high energy particle col-
lision experiment, which can be regarded as a succession
of one-off observations per run.
The conventional belief in temporal continuity, there-
fore, is no more than an article of faith, a temporal equiv-
alent of Fourier’s principle of similitude (Wigner, 1949),
which is known to be false. This principle asserts that
the physical properties of a system is independent of its
scale, and is flatly contradicted by the existence of atoms
and the finite speed of light. Temporal continuity is a
metaphysical (i.e., unprovable) assumption best avoided
2if at all possible, which is one of the principles on which
our work is based.
M&S discussed a number of themes related to the na-
ture of time. They analyzed particle decay processes and
certain questions not normally discussed in SQM. Three
of these questions were referred to as P , Q and R and this
convention will be followed here. The question P (0, t; ρ)
asks for the probability that an unstable system prepared
at time zero in state ρ has decayed sometime during the
interval [0, t]; the question Q(0, t; ρ) asks for the proba-
bility that the prepared state has not decayed during this
interval; and finally, the question R(0, t1, t; ρ) asks for the
probability that the state has not decayed during the in-
terval [0, t1], where 0 < t1 < t, and has decayed during
the interval [t1, t]. M&S stressed that these questions are
not what SQM normally calculates, which is the prob-
ability distribution of the time at which decay occurs,
denoted by q. The difference here is that the P , Q and
R questions involve a continuous set of observations, or
the nearest practical equivalent of it, whereas q involves
a set of repeated runs, each with a one-off observation
at a different time to determine whether the particle has
decayed or not at that time. Because P , Q and R involve
a different experimental protocol to q, it should be ex-
pected that empirical differences will be observed. Note
that the observations M&S refer to can have negative
outcomes, i.e., an answer that a particle has not decayed
by a certain time counts as an observation.
The points raised by M&S were used by them to em-
phasize the limitations of SQM. Although it works excel-
lently in all known situations, SQM does not readily give
a complete picture of experimental questions such as P ,
Q and R. M&S discussed a range of alternative resolu-
tions to the questions raised, concluding that “there is
no standard and detailed theory for the actual coupling
between quantum systems and the classical measuring
apparatus”.
Our paper presents an approach to quantum me-
chanics, signal-state quantum mechanics [1](SSQM),
which addresses some of the issues raised by M&S
(Jaroszkiewicz and Ridgway-Taylor 2006, Jaroszkiewicz
and Eakins 2006). In SSQM, quantum wave-functions
are interpreted as probability amplitudes for signals ob-
tained from physical apparatus by observers. This is in
contrast to SQM, in which quantum wave-functions are
generally assumed to describe the properties of systems
under observation, such as electrons, photons, atoms or
molecules.
SSQM was motivated greatly by Heisenberg’s original
vision of quantum mechanics, in which only quantities
accessible to an observer are regarded as physically mean-
ingful (Heisenberg 1927). Its mathematical structure has
been designed to reflect the fact that experimentalists
never deal directly with particles per se. Instead, they
push buttons, look at screens and count signals, and by
such means extract information from their apparatus.
Everything else is inferred.
In SSQM, some concepts from quantum information
theory are used to model states of an observer’s appa-
ratus, which is assumed to consist of a varying number
of elementary detectors. Each of these has the potential
to provide the observer with a yes/no answer to the ba-
sic question “is there a signal here at this time?” M&S
touched upon this aspect by working with a projection
operator E applied at a given time to an evolving un-
stable particle state, corresponding to the yes/no ques-
tion “is the particle in its undecayed state at this time?”.
Crucially, M&S included the decay product states in their
Hilbert space, and this also has an analogue in the SSQM
approach.
An important feature in SSQM is that the observer
need not choose to look at any given detector at any
given time, and it is here that the quantum nature of
an experiment manifests itself. At any given time, the
observer’s information about the potential state of the
apparatus can be a non-classical superposition of alter-
native classical signal states, prior to any question being
actually asked. Such a state will be called a labstate, to
distinguish it from the concept of system state as used in
SQM.
When one or more elementary questions are actually
asked and answered, this inevitably requires the observer
to physically interact with the corresponding detectors.
The result is the extraction of physical information in
the form of yes or no answers, and this necessarily mod-
ifies the observer’s knowledge of the labstate. It is the
labstate which can be said to collapse, rather than any
wave-function of the system under observation. By plac-
ing emphasis on the apparatus and avoiding any focus
on system states, SSQM avoids metaphysical speculation
about the relationship between particles, waves and non-
classical particle trajectories.
It is a basic premise in SSQM that all physics exper-
iments can be formulated in terms of sufficiently many
elementary questions and answers. All the standard con-
cepts of SQM are to be found in SSQM but in a modified
and usually enhanced form. There are some important
additional concepts which arise because of the need to
model laboratory physics more realistically than is the
rule in SQM. Particle decay experiments provide an ex-
cellent forum to discuss these ideas, because such ex-
periments are generally much more complicated in their
space-time structure than the simple SQM description
implies.
One of the consequences of this simplification is that
when decay products are not included in the Hilbert
space in SQM, it usually becomes necessary to intro-
duce imaginary terms into effective Hamiltonians, in or-
der to reflect the inevitable non-conservation of proba-
bility which arises in consequence. Crucially, M&S did
not make this simplification and so their formalism did
not invoke any such assumptions. However, this left
them with significant mathematical problems, which they
solved only by making conventional assumptions concern-
ing evolution operators and the continuity of time. For
example, they assumed that the standard evolution op-
erator U(t) ≡ exp (−iHt/~) is an element of a strongly
continuous one-parameter family of unitary operators in
a separable Hilbert space. In the SSQM formalism, there
is a different Hilbert space associated with each time step,
3so such assumptions do not have any natural place.
In the SSQM approach, total probability is always con-
served. This is achieved through the use of an analogue
of unitarity called semi-unitarity. This is not just a tech-
nical trick but an essential feature of the theory. It will
be shown that semi-unitarity ensures that overall proba-
bility is conserved and that exponentially falling survival
probabilities can arise in a natural way.
In SSQM, the number of qubits required to describe
an experiment can change with time. At any given time,
the qubits needed to describe the apparatus form what
is called a Heisenberg net. This is discussed in detail
in the next section. In particle decay processes, it is
found that the size of the Heisenberg net required to de-
scribe such processes grows linearly with time, reflecting
the basic fact that a particle decay experiment is an irre-
versible quantum process occurring over extended regions
of space-time. In such processes, information can be ex-
tracted not only at the end of a run, but at any time
between the start (state preparation) and the end.
The mathematical basis of SSQM will be reviewed
briefly in the next section, followed by a discussion of
how it can be used to describe the simplest idealized de-
cay process, that of a particle decaying via one channel
only. The quantum Zeno effect makes an appearance at
this point, and it will be shown that there is no unam-
biguous answer as to whether a system decays whilst it is
being monitored or whether it remains in its initial state.
One of the aims of this paper is to show how more
complex phenomena such as neutral Kaon decay can be
discussed in SSQM. To do this, it will be necessary to re-
view the SSQM description of the ammonium molecule.
The techniques developed there are then used to show
how the Kaon decay regeneration amplitudes discussed
by Gell-Mann and Pais arise naturally in the SSQM ap-
proach. It will be seen not to be necessary to introduce
any ad-hoc imaginary terms in any amplitudes or to use
non-Hermitian Hamiltonians.
II. SIGNAL-STATE QUANTUM MECHANICS
Regardless of how wave-functions are interpreted, all
quantum experiments are exercises in information extrac-
tion. It has been argued above that this cannot be done
in a truly continuous way, even in those experiments de-
signed to demonstrate the quantum Zeno effect (Bollinger
1990) or support the predictions of decoherence theory
(Zurek 2002). To model this fact, the formalism of SSQM
works with a discrete concept of time rather than a con-
tinuum. What an observer says about their apparatus
at any given discrete time will be labelled by an inte-
ger, with a value n + 1 denoting a stage later than that
denoted by n. Each stage represents one of two things:
either a definite change in information about the state of
the apparatus, or else a change in the observer’s quan-
tum mechanically based prediction as to what the state
of the apparatus should be at that time, if an observa-
tion were to be made. What these discrete times actually
mean in terms of intervals of physical units of time can
be decided later. Moreover, there is no need to regarded
these intervals as all equal.
The elementary detectors modelled in SSQM should
not be regarded as necessarily localized in physical space,
or as giving information about particle position only,
although that is certainly possible and may be impor-
tant in many situations. These detectors could be con-
structed from widely spaced physical components dis-
tributed around a laboratory, and associated with non-
localized variables such as particle momenta, or with
spin, or any other physically meaningful concept. What
they all have in common is that they give only yes or no
answers to the elementary questions “has this detector
fired or not?”
A detector is perhaps best regarded as a physical pro-
cess which can have one of two possible outcomes. Given
this, it is natural to model such detectors by bits in clas-
sical physics and by quantum bits (qubits) in the quan-
tum scenarios of interest here. The ith detector at time
n will be modelled by the quantum bit Qin, which is a
two dimensional Hilbert space. Such a qubit should not
be identified with any dichotomous variable such as spin
half angular momentum, and is neither a fermion nor a
boson (Wu and Lidar 2002), although the mathematical
formalism suggests the former occasionally.
At any given time n, the number rn of detector qubits
available to the observer at that time will be called the
rank of the corresponding Heisenberg net Hn ≡ Q1n ⊗
Q2n ⊗ . . . ⊗ Qrnn . This net is the tensor product of all
the relevant qubits and is a Hilbert space of dimension
dn ≡ 2rn . In those scenarios involving large numbers of
detectors, the associated Heisenberg nets will have much
greater dimensions than the corresponding Hilbert space
in SQM, but there is a sensible physical interpretation of
this (Jaroszkiewicz and Ridgway-Taylor 2006).
Equally significantly, Heisenberg nets contain entan-
gled states as well as separable states, which is a fun-
damental feature of quantum mechanics. In contrast to
SQM, the SSQM view is that it is not system states which
may be entangled but states of the apparatus (the lab-
states). This does not mean that the apparatus itself is
entangled. In conventional experiments, experimentalists
generally know what their apparatus is [2]. What they
do not know beforehand is how it will behave in quantum
outcome terms.
Regarding entanglement as something to do with states
of apparatus seems less objectionable and more natural
than thinking of particles themselves as being entangled.
From this point of view, entanglement is just a manifes-
tation of how the context (which is a form of information
) of an experiment influences a quantum process. For ex-
ample, abstract four dimensional Hilbert space and the
tensor product of two qubits are mathematically isomor-
phic spaces in many respects, but only the latter space
contains entangled elements.
In SSQM there is a natural, preferred basis Bn for
Hn, consisting of all possible classical (i.e., sharp) sig-
nal states. These may be defined in terms of excita-
tions of the void state |0, n), the unique state in Hn for
which every detector is in its “no” state, i.e., |0, n) ≡
4|0, n)1|0, n)2 . . . |0, n)rn . Here and elsewhere the tensor
product ⊗ symbol will be suppressed. The origin of this
uniqueness arises from the knowledge that the observer
has about their apparatus. A Heisenberg net is not just a
tensor product space, but includes the observer’s knowl-
edge of what their apparatus means, and it is this which
selects Bn.
To describe the preferred basis signal states, it is con-
venient to introduce a set {A+i,n, i = 1, 2, . . . , rn} of sig-
nal operators (Jaroszkiewicz and Eakins 2006). There is
one signal operator A+i,n associated with each qubit Qin in
the Heisenberg net Hn, with the property that it changes
the void state |0, n)i in Qin to the signal state |1, n)i and
leaves all the other qubits unaffected, i.e.,
A
+
i,n|0, n) = |0, n)1 . . . |0, n)i−1|1, n)i|0, n)i+1 . . . |0, n)rn ,
(1)
for i = 1, 2, . . . , rn. These signal operators are neither
bosonic nor fermionic. They obey the rules
[A+i,n,A
+
j,n] = 0, {Ai,n,A+i,n} = In, i = 1, 2, . . . , rn,
(2)
where In is the identity operator for Hn, and the nilpo-
tency condition
A
+
i,nA
+
i,n = 0, (3)
reminiscent of fermions. The nilpotency condition arises
from the fact that only one signal can be extracted from
a given detector at any given time.
The above rules are not ad hoc but consequences of
the basic definition (1) and the completeness of the sig-
nal states. It is possible to construct variants of the sig-
nal operators which behave more like fermionic operators,
following the methodology of Jordan andWigner (Jordan
and Wigner 1928, Bjorken and Drell 1965). Under appro-
priate circumstances, it should be possible to use their
methods to construct the equivalent of fermionic and
bosonic signal field theories (Eakins and Jaroszkiewicz
2005)
The signal operators allow the construction of vari-
ous signal classes, consisting of states created by a given
number of distinct signal operators. The zero-signal class
consists of one element only, namely the void state |0, n).
The one-signal class consists of the states of the form
A
+
i,n|0, n), and there are exactly rn such states. Like-
wise, the two-signal class consists of all states of the form
A
+
i,nA
+
j,n|0, n), and there are rn!/2!(rn − 2)! such states,
and so on.
There are rn+1 distinct signal classes, and altogether
they give the 2rn signal states which form the natural
basis Bn for Hn. An arbitrary labstate is a normalized
linear combination of any of these basis states. In the
applications to particle decays discussed in this paper,
only one-signal states are needed. A one-signal state can
sometimes describe what would correspond to a multi-
particle state in SQM. What determines the interpreta-
tion of a labstate is the contextual information available
to the observer as to what their elementary detectors
mean. For example, the question “has this particle de-
cayed into a fireball consisting of five hundred particles?”
would require only one qubit, not five hundred.
A. Dynamics
It is clear from the approach being taken that SSQM
avoids the assumptions of continuity which M&S referred
to in their analysis. In particular, the Hilbert spaces
involved are finite dimensional, reflecting the empirical
fact that all experimentalist have to bin their data, even
when it is assumed that there is a continuum of outcomes.
In SSQM, dynamics is described in terms of mappings
of labstates from one Heisenberg net to its successor
Heisenberg net. A Born map is defined here to be any
map from one Hilbert space H to some other Hilbert
space H′ which preserves norm, i.e., if Ψ in H is mapped
into B(Ψ) ≡ Ψ′ in H′ by a Born map B, then
(Ψ′,Ψ′) = (Ψ,Ψ). (4)
Born maps are essential here in order to preserve total
probability (hence the terminology), but unfortunately,
this is insufficient for quantum applications. Born maps
are not necessarily linear, as can be seen from the con-
struction of elementary examples. To go further, it is
necessary to impose linearity.
A semi-unitary operator is defined to be a linear Born
map, i.e., if Ψ = αψ+βφ for ψ,φ in H and α, β complex,
then
U (Ψ) = αU (ψ) + βU (φ) (5)
if U is semi-unitary. The imposition of linearity, which is
an established feature of SQM, makes a powerful impact
in SSQM. It can be readily shown that a semi-unitary
operator U from H into H′ exists if and only if d ≡
dimH 6 d′ ≡ dimH′. Moreover, it can be proved that
semi-unitarity implies that
U+U = I, (6)
where I is the identity for H. From this, it follows imme-
diately that a semi-unitary operator preserves inner prod-
ucts and not just norms, i.e., if Ψ′ ≡ UΨ and Φ′ ≡ UΦ,
where Ψ and Φ are arbitrary elements of H, then
(Φ′,Ψ′) = (Φ,Ψ) (7)
if U is semi-unitary. If in fact d < d′ then necessarily
UU+ 6= I ′, (8)
where I ′ is the identity for H′.
In SSQM, the dynamics is given in terms of a sequence
of semi-unitary evolution operators Un+1,n taking lab-
states in Hn to labstates in Hn+1 and so on. Such oper-
ators satisfy the rule
U
+
n+1,nUn+1,n = In. (9)
Further details are given in (Jaroszkiewicz and Eakins,
2006)
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In this section, SSQM is used to describe the quantum
physics of an unstable particle stateX which can decay to
a state Y . At all times total probability will be manifestly
conserved.
Every run of an experiment to observe such a decay
process will be assumed to start at time t = 0, at which
time the observer knows that they have prepared an X
state (to use the language of SQM). In SSQM, this is
represented by the labstate |Ψ, 0) ≡ A+X,0|0, 0), which is
automatically normalized to unity.
By time 1, the labstate will have changed from |Ψ, 0)
to some new labstate |Ψ, 1) of the form
|Ψ, 1) = αA+X,1|0, 1) + βA+Y1,1|0, 1), (10)
where the complex numbers α and β satisfy the semi-
unitarity rule
|α|2 + |β|2 = 1. (11)
The amplitude A(X, 1|X, 0) for the particle not to have
decayed by time 1 is given by the rule
A(X, 1|X, 0) ≡ (0, 1|AX,1|Ψ, 1) = α (12)
whilst the amplitude A(Y, 1|X, 0) for the particle to have
made the transition to state X by time 1 is given by
A(Y, 1|X, 0) ≡ (0, 1|AY1,1|Ψ, 1) = β. (13)
Total probability is therefore conserved. Note that on
the right hand side of (13) the label Y is itself labeled
by a subscript, in this case the number 1, which is the
time at which the amplitude is calculated for. It will
be seen that the time at which a transition occurs is a
crucial feature of the analysis, being directly related to
the measurement issues discussed by M&S.
Such a process conserves signal class, so the dynamics
can be discussed wholly in terms of the evolution of the
signal operators rather than the labstates. For instance,
evolution from 0 to 1 can be given in the form
A
+
X,0 → U1,0A+X,0U+1,0 = αA+X,1 + βA+Y1,1, (14)
where U1,0 is a semi-unitary operator satisfying the rule
U
+
1,0U1,0 = I0, (15)
with I0 being the identity for the initial Heisenberg net
H0 ≡ QX0 .
The above process involves a change in rank, since
H1 ≡ QX1 ⊗QY11 . Because r1 ≡ dimH1 > r0 ≡ dimH0,
semi-unitarity of the evolution operator means that
U1,0U
+
1,0 6= I1. (16)
Unlike SQM, therefore, the SSQM approach to quantum
dynamics places clear constraints on what is meant by
time reversal. Any attempt to discuss time reversal has
to focus on the apparatus involved. Moreover, any such
experiment always takes place in the same direction of
time as the rest of the universe.
The description of the next stage of the process, from
time 1 to time 2, is more subtle and involves the concept
of null test . Such a test is defined here as any quantum
test which extracts no information from a given initial
state. In SQM, this corresponds to passing some outcome
of an apparatus through the same or equivalent appara-
tus, the net effect being to leave the state unchanged.
For example, an electron emerging from a Stern-Gerlach
apparatus S0 in the spin-up state will pass through an-
other Stern-Gerlach apparatus S1 completely unscathed,
provided the magnetization axis of S1 is in the same di-
rection as that of S0. In SQM, a null test is modelled
mathematically by the fact that an eigenstate of an op-
erator is also an eigenstate of the square of that operator.
Considering the labstate of the above decay process at
time 1, there are now two terms to consider. The first
term in (14), αA+X,1, corresponding to no decay by time
1, can be regarded at this point as creating an initial X
state which could now decay into a Y state or not, with
the same characteristics as for the first stage of the run,
i.e., between times 0 and 1. This assumes spatial and
temporal homogeneity, a physically reasonable assump-
tion which would need to be reconsidered in gravitational
fields, which are taken to be absent here for simplicity.
The second term, βA+Y1,1, corresponds to decay having
occurred during the first time interval, which is regarded
here as irreversible. Situations where the Y state can re-
vert back to the X state are more complicated and of
greater empirical interest, such in the ammonium maser
and neutral Kaon decay, and these are discussed in later
sections of this paper.
Assuming homogeneity, the next stage of the evolution
is given by
U2,1A
+
X,1U
+
2,1 = αA
+
X,2 + βA
+
Y2,2
,
U2,1A
+
Y1,1
U
+
2,1 = A
+
Y1,2
. (17)
The second equation is justified as follows. The decay
term in (14), proportional to A+Y1,1 at time 1, corresponds
to the possibility of detecting a decay product state at
that time. Now there is nothing which requires this in-
formation to be extracted precisely at that time. The
experimentalist could choose to delay information extrac-
tion until some later time, effectively placing the decay
product observation “on hold”. As stated above, this
may be represented in SQM by passing a state through
a null-test, which does not alter it. In SSQM this is
represented by the second equation in (17). Essentially,
quantum information about a decay is passed forwards
in time until it is physically extracted.
The Heisenberg net H2 at time 2 has rank three, being
the tensor product
H2 = QX2 ⊗QY12 ⊗QY22 . (18)
Semi-unitary evolution from time zero to time 2 therefore
gives
A
+
X,0 → U2,1U1,0A+X,0U+1,0U+2,1 = α2A+X,2 + αβA+Y2,2
+βA+Y1,2, (19)
6with the various probabilities being read off as the
squared moduli of the corresponding terms.
It is clear that in (??) a space-time description with
a specific arrow of time is being built up, with a mem-
ory of the change of rank of the Heisenberg net at time
1 being propagated forwards in time to time 2. This is
represented by the contribution involving A+Y1,2, from a
potential decay process which may have occurred by time
1, and this contributes to the overall labstate amplitude
at time 2.
Subsequently the process continues in an analogous
fashion, with the rank of the Heisenberg net increasing
by one at each timestep. At time n the dynamics gives
A
+
X,0 → Un,0A+X,0U+n,0 = αnA+X,n + β
n∑
k=1
αk−1A+Yk,n,
(20)
where Un,0 ≡ Un,n−1Un−1,n−2 . . .U1,0 is semi-unitary
and satisfies the constraint
U
+
n,0Un,0 = I0. (21)
From the above, the survival probability Pr(X,n|X, 0)
that the original state has not decayed can be easily read
off and is found to be
Pr(X,n|X, 0) = |α|2n. (22)
Provided β 6= 0, this probability appears to falls
monotonically with increasing n, which corresponds to
particle decay.
The discussion at this point calls for some care with
limits, because here there arises the theoretical possibility
of encountering the quantum Zeno effect, as discussed by
M&S. In the following, it will be assumed that |α| < 1,
because |α| = 1 corresponds to a stable particle, which is
of no interest here.
Now consider the physics of the situation. The cal-
culated probabilities should relate to the elapsed time
t as used by the observer in the laboratory, which is
not assumed here to be a continuous parameter. The
temporal subscript n labelling successive stages corre-
sponds to an elapsed time given by t ≡ nτ , where τ
is some well-defined time scale characteristic of the ap-
paratus. In the sort of experiments relevant here, τ
will be a very small fraction of a second, but certainly
nowhere near the Planck time. Realistic measurement
timescales, involving electromagnetic processes, would be
in the 10−9 − 10−18 second range.
If now the transition amplitude α and τ are related by
the rule
|α|2 ≡ e−Γτ , (23)
where Γ is a characteristic inverse time, then the survival
probability P (tn) is given by
P (t) ≡ Pr(X,n|X, 0) = e−Γt, (24)
which is the usual exponential decay formula. No imag-
inary term proportional to Γ in any supposed Hamilto-
nian or energy has been introduced in order to obtain
this exponential decay law.
A subtlety arise here however. Expression (23) is
equivalent to the assumption that |α|2 is an analytic func-
tion of τ with a Taylor expansion of the form
|α|2 = 1− Γτ +O (τ)2 , (25)
i.e., one with a non-zero linear term. Under such cir-
cumstances, the standard result limn→∞(1 − xn )n = e−x
gives the exponential decay law. The possibility remains,
however, that the dynamics is such that the linear term
is zero, so that the appropriate expression is of the form
|α|2 = 1− γτ2 +O (τ3) , (26)
where γ is a positive constant (Bollinger et al. 1990).
Then in the limit n→∞, where nτ ≡ t is held fixed, the
result is given by
lim
n→∞,nτ=t fixed
(
1− γτ2 +O (τ3))n = 1, (27)
which gives rise to the quantum Zeno effect scenario.
To understand properly what is going on, it is neces-
sary to appreciate that there are two competing limits be-
ing considered: one where a system is being observed over
an increasing macroscopic laboratory time scale t, and
another one where many observations are being taken in
succession, separated by a microscopic time scale τ which
is being brought as close to zero as possible. In each case,
the limit cannot be achieved in the laboratory. The re-
sult is that in such experiments, the apparatus may play
a decisive role in determining the measured outcomes. If
the apparatus is such that (25) holds, then exponential
decay will be observed. If on the other hand the appara-
tus behaves according to the rule (26), or any reasonable
variant of it, then approximations to the quantum Zeno
effect should be observed.
The scenario where apparatus plays a decisive role in
observation was discussed by M&S, but not taken fur-
ther, on the grounds that they saw no indication that
the “”observed lifetime” of an unstable particle is not a
property of the particle (and its Hamiltonian)” (Misra
and Sudarshan 1977). It is probable that M&S included
a reference a Hamiltonian because they recognized that,
contrary to what they wanted to assert (i.e., that the
dynamical evolution of a decaying particle is an intrinsic
property of the particle alone), the external environment
does play a role in observation. In fact, Hamiltonians
change whenever the environment in which particles are
situated is changed by the observer. For instance, if an
electric field is switched on, the Hamiltonian associated
with a charged particle changes. It is therefore incor-
rect to regard a Hamiltonian as an intrinsic property of
a system under observation alone.
Our conclusion is that there is every indication that
apparatus plays a role in the observed dynamics of par-
ticles.
A. Semi-unitary matrices
The above scenario can be discussed more efficiently in
terms of semi-unitary matrices, an approach which will
7be useful in the discussion of neutral Kaon decay given
later.
A semi-unitary matrix M is a r′ × r matrix map-
ping complex r−dimensional column vectors into com-
plex r′−dimensional column vectors, such that
M
+
M = Ir, (28)
where Ir is the r × r identity matrix. No semi-unitary
matrix exists if r′ < r.
Now consider the X decay scenario discussed above.
If the initial labstate is represented by the 1 × 1 matrix
Ψ0 ≡ [1], then the action of U1,0 given by (10) may be
represented by the semi-unitary matrix
U1,0 ≡
[
α
β
]
. (29)
Then the labstate at time 1 is represented by the 2 × 1
matrix Ψ1 given by
Ψ1 = U1,0Ψ0 =
[
α
β
]
[1] =
[
α
β
]
. (30)
The two required transition amplitudes are just the var-
ious components of this vector.
Going further, the action of U2,0 is represented by the
3× 2 semi-unitary matrix
U2,1 =

 α 0β 0
0 1

 , (31)
and so on for later times. For arbitrary n > 1, it is found
that
Un,n−1 =

 α 0β 0
0 In−1

 , (32)
where In is the n× n identity matrix. This gives
Ψn = Un,n−1Un−1,n−2 . . .U1,0Ψ0 =


αn
βαn−1
...
βα
β

 . (33)
The squared modulus of the first component of this
column vector gives the same survival probability |α|2n
as before. It is also relatively easy now to read off all the
other probabilities and give a discrete time version of the
P , Q and R functions discussed by M&S. Let Pn be the
probability that an X state created at time 0 has made
a transition to a Y state sometime during the temporal
interval [1, n], inclusive of the end times, let Qn be the
probability that an initially prepared X state has not
made such a transition at any time during this interval,
and let Rm,n be the probability that an initially prepared
X state had not made a transition between time 0 and
m, and then made a transition sometime between m+ 1
and n inclusive (assuming 0 6 m < n). Then clearly
Pn +Qn = 0, Rm,n = QmPn−m. (34)
From the components of the Ψn, it is found that
Pn = 1− |α|2n, Qn = |α|2n, n = 0, 1, 2, . . . , (35)
from which Rm,n can be constructed.
Although this analysis gives results which look for-
mally like the standard decay result, the scenario is equiv-
alent to that discussed by M&S, namely, there is a con-
stant questioning (or its discrete equivalent) by the ap-
paratus as to whether decay has taken place or not. In
this case the results are simple. In more complicated
scenarios, such as Kaon decay, the results are more com-
plicated.
IV. THE AMMONIUM SYSTEM
A successful application of SQM to particle physics was
the explanation by Gell-Mann and Pais (Gell-Mann and
Pais 1955) of the phenomenon of regeneration in neu-
tral Kaon decays. In the standard calculation (Leighton,
Feynman, and Sands 1966), a non-hermitian Hamiltonian
is used to introduce the two decay parameters needed to
describe the observations. In the next section it will be
shown how SSQM readily reproduces the result of the
Gell-Mann-Pais calculation whilst conserving total prob-
ability.
The analysis of the Kaon system is more complex than
the single particle decay process discussed above, involv-
ing the interplay of two distinct neutral Kaons, the K0
and its antiparticle, the K¯0. In order to understand the
SSQM approach to the description of neutral Kaon de-
cays, it will be helpful to review first how systems such
as the ammonium molecule are discussed in SQM and in
SSQM.
When translation and rotational symmetries are ig-
nored, the ammonium molecule is described in SQM in
terms of a superposition of two orthonormal states rep-
resenting the two possible position states of the single
nitrogen atom relative to the plane defined by the three
hydrogen atoms. These two states form a basis for a two-
dimensional Hilbert space describing the system. The
Hamiltonian for the system is represented by the Hermi-
tian matrix
H =
[
e f
f∗ g
]
, (36)
where e and g are real and f can be complex. If the
state of the molecule is represented at time t by the two-
component wave-function
Ψ(t) ≡
[
Ψ1(t)
Ψ2(t)
]
, (37)
then the Schro¨dinger equation i~∂tΨ(t) = HΨ(t) has
solutions
Ψj (t) = Aje
−iω+t +Bje
−iω−t, j = 1, 2, (38)
where Aj and Bj are constants and ω
± = 12{e +
g ±
√
4|f |2 + (e − g)2}. This gives probability functions
8which have oscillatory behaviour with a frequency given
by the difference ω+ − ω−.
In the SSQM description, it will be assumed that there
are two different states, X , Y , with signal operators
A
+
X,n, A
+
Y,n respectively, evolving according to the rule
Un+1,nA
+
X,n|0, n) = {aA+X,n+1 + bA+Y,n+1}|0, n+ 1),
Un+1,nA
+
Y,n|0, n) = {cA+X,n+1 + dA+Y,n+1}|0, n+ 1),
(39)
where Un+1,n is a semi-unitary operator. Semi-unitarity
requires the constraints
|a|2 + |b|2 = |c|2 + |d|2 = 1, a∗c+ b∗d = 0. (40)
All other states will be disregarded on the basis that there
are no dynamical channels between them and states X
and Y . With a suitable choice of phases, Un+1,n can be
represented by the semi-unitary matrix
U =
[
a −b∗
b a∗
]
, (41)
where an overall possible phase factor is ignored and a
and b are as above. The eigenvalues z± of U are given by
z± =
1
2
{
a+ a∗ ± i
√
4− (a+ a∗)2
}
. (42)
These are complex conjugates of each other and have
magnitude unity, so can be written in the form z± =
exp {±iθ} ,where θ is real. Writing a ≡ |a|eiα, where α is
real, then cos θ = |a| cosα. Now U can always be written
in the form
U = V
[
eiθ 0
0 e−iθ
]
V
+, (43)
where V is semi-unitary. Again, with a suitable choice of
phases, V can be written in the form
V =
[
u −v∗
v u∗
]
, (44)
where |u|2 + |v|2 = 1, and then it is found that
|u|2eiθ + |v|2e−iθ = a, u∗v(eiθ − e−iθ) = b. (45)
This gives
U
n = V
[
einθ 0
0 e−inθ
]
V
+
=
[ |u|2einθ + |v|2e−inθ uv∗{einθ − e−inθ}
u∗v{einθ − e−inθ} |u|2e−inθ + |v|2einθ
]
,
(46)
which leads to the dynamical rule
A
+
X,0 → {|u|2einθ + |v|2e−inθ}A+X,n
+u∗v{einθ − e−inθ}A+Y,n,
A
+
Y,0 → uv∗{einθ − e−inθ}A+X,n
+
{|u|2e−inθ + |v|2einθ}A+Y,n. (47)
Hence the probabilities are given by
Pr (X,n|X, 0) = Pr(Y, n|Y, 0)
= |u|4 + |v|4 + 2|u|2|v|2 cos (2nθ) ,
Pr(Y, n|X, 0) = Pr(X,n|Y, 0)
= 4|u|2|v|2 sin2 (nθ) , (48)
which agrees with the SQM expressions when 2nθ =
(ω+ − ω−)t.
It was noted in (Bollinger et al. 1990) that a survival
probability of the form P (τ ) ∼ 1−γτ2+O(τ3) would be
needed to make observations of the quantum Zeno effect
viable. The above calculation of the ammonium survival
probabilities is compatible with this, as can be seen from
the expansion
Pr (X,n|X, 0) = |u|4 + |v|4 + 2|u|2|v|2 cos (2nθ)
∼ 1− 4|u|2|v|2n2θ2 +O (n4θ4) . (49)
Therefore, it is expected that the quantum Zeno effect
(or at least some behaviour analogous to it) should be
observable in the ammonium system, provided the am-
plitudes involved have the required dependence on τ . As
with the particle decays discussed above, it would be nec-
essary to ensure that the two limits, n→∞, τ → 0, were
carefully balanced, the point being that the laboratory
protocol will play a decisive role in the outcome of the
experiment.
V. KAON-TYPE DECAYS
More complex systems such as neutral Kaon decay are
readily discussed in SSQM as follows. Consider three dif-
ferent particle states, X,Y and Z, making transitions be-
tween each other in the specific way described below. An
important example occurring in particle physics involves
the neutral Kaons, with X representing a K0 meson, Y
representing a K¯0 meson, and Z representing their var-
ious decay products. Kaon decay is remarkable for the
phenomenon of regeneration, in which the Kaon survival
probabilities fall and then rise with time. More recently,
a similar phenomenon has been observed in B meson de-
cay.
As before, attention can be focused on one-signal states
states. The dynamics is described by the transition rules
A
+
X,n → αA+X,n+1 + βA+Y,n+1 + γA+Xn+1,n+1,
A
+
Y,n → uA+X,n+1 + vA+Y,n+1 + wA+Zn+1,n+1,
A
+
Zn,n
→ A+Zn,n+1, (50)
where semi-unitarity requires the transition coefficients
to satisfy the constraints
|α|2 + |β|2 + γ|2 = 1,
|u|2 + |v|2 + |w|2 = 1, (51)
α∗u+ β∗v + γ∗w = 0.
The above process is a combination of the decay and
oscillation processes discussed previously.
9By inspection of (50), it can be seen that there are no
transitions from Z states to either X or Y states. There-
fore, once a Z state is created, it remains a Z state. There
is an irreversible flow from the X and Y states, so these
eventually disappear. Before that occurs however, there
will be back-and-forth transitions between the X and Y
states which give rise to the phenomenon of regeneration.
In actual Kaon decay experiments, pure K0 states can
be prepared via the strong interaction process pi− + p→
K0 + Λ, whilst pure K¯0 states can be prepared via the
process pi+ + p → K+ + K¯0 + p. In our notation, these
preparations correspond to initial labstates A+X,0|0, 0)
and A+Y,0|0, 0) respectively. In practice, superpositions
of K0 and K¯0 states may be difficult to prepare directly,
but the analysis of Gell-Mann and Pais shows that such
states can be obtained indirectly (Gell-Mann and Pais
1955). Therefore, labstates corresponding to X and Y
superpositions are physically meaningful and will be used
in the following analysis.
Consider an initial labstate of the form
|Ψ, 0) ≡
{
aA+X,0 + bA
+
Y,0
}
|0, 0), (52)
where |a|2 + |b|2 = 1. Matrix methods are appropriate
here. The dynamics of the system will be discussed in
terms of the initial column vector
Ψ0 ≡
[
a
b
]
, (53)
which is equivalent to the statement that each run of
the experiment starts with the rank-two Heisenberg net
H0 ≡ QX0 ⊗QY0 . The dynamical rules (50) map labstates
in H0 into H1 ≡ QX1 ⊗QY1 ⊗QZ11 , so there is a change of
rank from two to three. The transition is represented by
the semi-unitary matrix
U1,0 ≡

 α uβ v
γ w

 . (54)
More generally, we may write
Un+1,n ≡


α u 0
β v 0
γ w 0
0 0 In

 , n > 0, (55)
where In is the n × n identity. The Heisenberg net at
time n has rank n+ 2 and changes to one of rank n+ 3
over the next time step.
If the state at time t is represented by a column vector
Ψn with n+ 2 components, then we may write
Ψn = Un,n−1Un−1,n−2 . . .U2,1U2,0Ψ0. (56)
Overall probability is conserved, because the semi-
unitarity of the transition operators Ui+1,i guarantees
that
Ψ+nΨn = Ψ
+
0 Ψ0. (57)
Once again, the key to unravelling the dynamics is to
use linearity, which is guaranteed by the use of semi-
unitary evolution operators. Suppose the state Ψn at
time n is represented by
Ψn =


xn
yn
zn,n
...
z1,n

 , (58)
where the components xn and yn are such that
xn = λ
nx0, yn = λ
ny0, (59)
where λ is some complex number to be determined. Such
states will be referred to as eigenmodes. They are not
eigenstates of any physical operator, but their first two
components, xn and yn behave as if they were. Then the
dynamics gives the following relations:
xn+1 = αxn + yn = λxn,
xn+1 = βxn + vyn = λyn,
zn+1,n+1 = γxn + wyn. (60)
Experimentalists will be interested only in survival prob-
abilities for the X and Y states, so the dynamics of Z
states will be ignored here, i.e., the behaviour of the com-
ponents zk,n for k < n will not be discussed.
It will be seen from the above that λ is an eigenvalue
of the matrix
M ≡
[
α u
β v
]
, (61)
which means that in principle there are two solutions, λ+
and λ−, for the eigenmode values, given by
λ± =
α+ v ±
√
(α − v)2 + 4βu
2
. (62)
It is expected that these will not be mutual complex con-
jugates in actual experiments, because if they were, the
analysis could not explain observed Kaon physics. There-
fore, the coefficients α,β, u and v will be such that the
above two eigenmode values are complex and of different
magnitude and phase, giving rise to two decay channels
with different lifetimes, as happens in neutral Kaon de-
cay. In the SQM analysis of neutral Kaon decays, Gell-
Mann and Pais described the neutral Kaons as superpo-
sitions of two hypothetical particles known as K01 and
K02 , which are CP eigenstates and have different decay
lifetimes (Gell-Mann and Pais 1955). The K01 decays to
a two pion state with a lifetime of about 0.9× 10−10 sec-
onds whilst the K02 decays to a three pion state with a
lifetime of about 0.5× 10−7 seconds.
Semi-unitarity guarantees that
|xn+1|2 + |yn+1|2 + |zn+1,n+1|2 = |xn|2 + |yn|2, (63)
and so it can be deduced that
|λ|2 = 1− |zn+1,n+1|
2
|xn|2 + |yn|2 < 1, n = 0, 1, 2, . . . (64)
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From this and the conditions
xn = λ
nx0, yn = λ
ny0, (65)
the eigenmode values can be written in the form
λ1 = r1e
iθ1 , λ1 = r2e
iθ2 , (66)
where r1 < 1, r2 < 1 and θ1 and θ2 are real. The eigen-
modes at time t = 0 corresponding to λ1 and λ2 will be
denoted by Λ1,0 and Λ2,0 respectively, i.e.
Λ1,0 =
[
a1
b1
]
, Λ2,0 =
[
a2
b2
]
, (67)
and then the evolution rules give
Λ1,n =


λn1a1
λn1 b1
cn,n
...
c1,n

 , Λ2,n =


λn2a2
λn1 b2
dn,n
...
d1,n

 , (68)
where the coefficients {ck,n} , {dk,n} can be determined
from the dynamics. The initial modes Λ1,0 and Λ2,0 are
linearly independent provided λ1 and λ2 are different.
Given that, then any initial labstate Ψ0 can be expressed
uniquely as a normalized linear combination of Λ1,0 and
Λ2,0, i.e.,
Ψ0 = µ1Λ1,0 + µ2Λ2,0, (69)
for some coefficients µ1 and µ2. This is the analogue of
the decompositions
|K0〉 = 1√
2
{|K01 〉+ |K02〉} , |K¯0〉 = 1√
2
{|K01 〉 − |K02 〉}
(70)
in the Gell-Mann-Pais approach.
From this, the amplitude A(X,n|Ψ, 0) to find an X
signal at time n is given by
A (X,n|Ψ, 0) = µ1a1λn1 + µ2a2λn2 , (71)
so that the survival probability for X is given by
Pr (X,n|Ψ, 0) = |µ1|2|a1|2r2n1 + |µ2|2|a2|2r2n2
+2rn1 r
n
2 Re
{
µ∗1µ2a
∗
1a2e
−in(θ1−θ2)
}
,
(72)
and similarly for Pr (Y, n|Ψ, 0).
There is scope here for various limits to be considered,
as discussed in the single channel decay analysis, such
that either particle decay is seen or the quantum Zeno
effect appears to hold over limited time spans. If we write
rn1 ≡ e−Γ1t/2, r2n ≡ e−Γ2t/2 (73)
where t ≡ nτ and Γ1,Γ2 correspond to long and short
lifetime decay parameters respectively, then the various
constants can always be adjusted to get agreement with
the standard Kaon survival intensity functions
I
(
K0
)
= 14 (e
−Γ1t + e−Γ2t + 2e−(Γ1+Γ2)t/2 cos∆mc2t/~),
I
(
K¯0
)
= 14 (e
−Γ1t + e−Γ2t − 2e−(Γ1+Γ2)t/2 cos∆mc2t/~)
(74)
for pure K0 decays. Here ∆m is proportional to the pro-
posed mass difference between the hypothetical K01 and
K02 “particles”, which are each CP eigenstates and are
supposed to have CP conserving decay channels. From
the SSQM approach, such objects do not exist. Instead,
they are simply manifestations of different possible super-
positions of K0 and K¯0 labstates, which are physically
realizable via the strong interactions given above.
VI. CONCLUDING REMARKS
In this paper, it has been shown how signal-state quan-
tum mechanics gives an instrumentalist description of
particle decays and the quantum Zeno effect, consistent
with Heisenberg’s approach to quantum mechanics. It
provides an alternative description of quantum processes
with a novel interpretation of quantum wave-functions
and avoids any reliance on the metaphysical concepts of
system under observation and continuous time. Instead
of thinking about elementary particles as strange, non-
classical objects which can sometimes appear to be waves
and sometimes particles, we can choose instead to think
only of how laboratory apparatus responds to physical
manipulation. This is surely a more correct way to dis-
cuss physics, rather than in terms of classically motivated
and suspect objectification.
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[1] In earlier papers, our formalism was referred to as
“system-free” quantum mechanics, but this has been
changed here to avoid any undue association with meta-
physics.
[2] SSQM has the scope to discuss those situations where an
observer is uncertain about the apparatus itself, rather
than about the labstate. The latter possibility would be
represented by a mixed labstate, corresponding to a mixed
state in SQM. The former possibility has no conventional
analogue in SQM. There is no room to comment further
on this point here.
