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Abstract

Maintaining healthy pollinator communities is vital both for ensuring food security
and ecological diversity. However, managed honeybees and wild bee communities are
under threat from an array of stressors including habitat loss, global change, pesticide
use, poor beekeeping, and various pests and pathogens. Pathogens have been shown
to be spilling over from managed bees into wild bee populations and are known to
adversely affect colony function as well as increase mortality. Understanding transmission mechanisms related to general dynamics in this system will not only benefit
pollinator health, but also gives us insight into important and understudied topics in
disease ecology. In the following chapters, I experimentally tested if flowers can act as
bridges that facilitate spillover of RNA viruses between bee genera and constructed
an ODE model of the system in order to identify potential mitigation strategies. Using an agent-based modeling approach, I examined the role of floral abundance and
diversity on disease transmission between bee genera. Finally, I conducted a longitudinal survey to examine the role of temporal variation and bee and floral diversity
on patterns of coinfection, amplification, and dilution. Here I provide evidence that
RNA viruses are able to spread between bee genera through shared flowers and that
increasing floral abundance and diversity may decrease overall transmission. I found
that temporal variation drove patterns of coinfection, however, the process appeared
to be additive in nature rather than synergistic. Bee diversity and floral diversity influenced disease prevalence and load. However, amplification or dilution effects were
found to be dependant upon the disease, the metric of diversity used, and the scale it
was measured at. In examining spillover, temporal variation, coinfection and dilution
in this system, I furthered our understanding of disease transmission in bee communities and offered strategies for decreasing transmission between and within bee
genera. Additionally, I provided an example how disease transmission might occur in
a multi-host, multi-pathogen disease system.
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Chapter 1
General Introduction

1.1

Background

In recent decades, the decline of important groups of pollinators has been of great
concern. The ecosystem services that pollinators provide help to maintain healthy
natural communities and ensure that human food sources remain capable of providing
for an ever growing population (Goulson et al., 2015). The active pollination provided
by bees is of especially high quality and without them, our agricultural and ecological
systems would fail (Koh et al., 2016; Aizen et al., 2009). Bees have been subjected
to unprecedented stressesors, which has led to high losses in both manged honeybees
(Apis mellifera) and wild bees alike (van Engelsdorp et al., 2008; Colla et al., 2012;
Colla and Packer, 2008). Pesticide and herbicide use, loss of foraging habitat through
agricultural use and urbanization, global climate change, and disease have all been
linked to honeybee colony losses (Goulson et al., 2015).
Honeybees are undoubtedly important to our food security, wild bees, such as the
bumblebee (Bombus spp.), are vitally important as well (Velthuis and van Doorn,
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2006). Bumblebees pollinate native plants that ensure ecosystem security as well as
important food crops, some of which are poorly pollinated by honeybees (De Luca
and Vallejo-Marin, 2013). Bumblebee communities are afflicted by many of the same
stressors that plague honeybees (Goulson et al., 2015), however, due to the lack of
management and monetization, less is known about how bumblebees are affected.
Many bumblebee species are actively in decline. A study in 2012 showed that six
of the previously most abundant species of bumblebee in the North Eastern United
States have decreased in abundance since the 1960s (Colla et al., 2012). In 2015, the
state of Vermont listed two species of bumblebees as endangered (B. affinis and B.
ashtoni) and one as threatened (B. terricola) (Vermont Fish and Wildlife, 2017). In
2017, B. affinis was the first bumblebee species to be federally listed as endangered
(U.S. Fish and Wildlife Service, 2017). These declines have been linked to a multitude
stressors, not the least of which is disease spillover (Fürst et al., 2014; Alger et al.,
2019a; Manley et al., 2019).
Disease is among the top threats to bumblebee health and one reason for overall declines (Goulson et al., 2008; Imhoof and Schmid-Hempel, 1999; Otterstatter
et al., 2005; Kissinger et al., 2011). Nosema ceranae and several RNA viruses are
of special interest. These pathogens are thought to have spilled over from managed
honeybees into wild bumblebee populations (Fürst et al., 2014; Alger et al., 2019a;
Manley et al., 2019). Nosema is a microsporidian parasite that reproduces in the cell
linings of the mid-gut in honeybees and bumblebees (Plischuk et al., 2009). It it is
known to cause decreased foraging efficiency and increased mortality (Meeus et al.,
2011). It is transmitted via an oral-fecal route and has been shown to be spread
between bee genera on shared flowers (Graystock et al., 2015). RNA viruses are also
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detrimental to bee health (Meeus et al., 2014). Deformed Wing Virus (DWV) for instance can cause shrunken wings in honeybees and bumblebees when infected in their
larval form (Fürst et al., 2014). Black Queens Cell Virus can also infect bumblebees
but little is known about how this virus affects them (Peng et al., 2011). Many of
these viruses, such as DWV, are vectored to honeybees by the ectoparasite, Varroa
destructor (Posada-Florez et al., 2019). However, this mite does not parasitize bumblebees. It has, thus, been hypothesized that shared flowers are the main route of
transmission to bumblebees (Grozinger and Flenniken, 2019). Infected honeybees can
deposit BQCV and DWV on flowers and do so differentially depending on the floral
species and the virus (Alger et al., 2019b). Additionally, bumblebees have increased
viral prevalence and load when near infected honeybees (Fürst et al., 2014) or caught
within a honeybee apiary (Alger et al., 2019a).
This suggests that these viruses are being transmitted between bee genera via
shared flowers, no study has shown that a bumblebee can pick up a virus in this way.
Furthermore, there is no evidence that this route would be sufficient to account for
the prevalence of these viruses in bumblebees as observed in the wild. In addition to
a bee’s ability to pick up the virus, there are the flowers themselves. As it as been
shown that floral species can harbor viruses differentially (Alger et al., 2019b), it is
possible that, if the transmission route is viable, floral diversity may play an important
role in transmission. For example, if an abundant floral species is also a poor virusharboring flower, the overall average deposition rate of the floral landscape may be
reduced. Floral abundance might be an influential factor as well. At sites where the
ratio of bees to flowers is low, the likelihood of the full transmission route taking
place may be reduced. In order to fully understand bumblebee viruses dynamics,
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more must be known about the transmission route.
In addition to the unknown viral transmission route, the relationships between
the host community and the pathogen community are still understudied. This multipathogen, multi-host disease system is complex in nature (Rottstock et al., 2014)
and is likely to change over time along with changes in host and flower communities
throughout the season (Graystock et al., 2020; Dupont et al., 2009). With multiple
pathogens able to infect their hosts, studies have described coinfections in bumblebees
(Reynaldi et al., 2013). However, these studies have traditionally been conducted at
single time points. As host and pathogen diversity and composition may shift due to
differences in their phenologies, there is the potential for patterns of coinfection to be
altered. In addition to the number of potential pathogens is the number of hosts. A
recent study found that increased bee diversity led to a decrease in virus transmission
(Fearon and Tibbetts, 2021). This is in line with the dilution effect, which describes
a pattern where host biodiversity and pathogen prevalence are negatively correlated
(Schmidt and Ostfeld, 2001). The opposite relationship where increased biodiversity
leads to increased prevalence, termed an "amplification effect", has also been described
in other disease systems (Keesing et al., 2010). It is thought that these two effects
may be system-dependant and influenced by the states of the hosts, pathogen, and
environment at any given point (Johnson et al., 2015b). As bumblebee diseases have
not yet been thoroughly studied at a temporal scale, how patterns coinfection, dilution
and amplification change over time is unknown.
This complex system requires a joint approach. Using a combination of field
surveys, lab experiments, and computational modeling, I show how spillover, temporal
variation, coinfection, and biodiversity, traditionally studied in isolation (Johnson
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et al., 2015a; Johnson and Buller, 2011), may together shed light on the complexity of
disease dynamics and emerging infectious disease in wild bumblebees. These results
will provide the field of disease ecology with a unified case study that shows how
diseases may behave in a multi-host, multi-pathogen disease system. In addition to
this contribution to the disease ecology literature, a strengthened understanding of
disease transmission in bumblebees may have practical applications such as providing
policy makers with crucial data required to employ disease mitigation strategies with
the goal of improving pollinator health.
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1.2

Dissertation Overview

Question 1: Can RNA viruses be transmitted through shared flowers and
sufficiently account for observed viral prevalence? (Chapter 2)

In this chapter, through a series of mechanistic lab experiments and mathematical
modeling, I ask if viruses can be transmitted between bee genera on shared flowers
and how transmission can be effectively mitigated. I show that DWV can be transmitted from infected honeybees to bumblebees through the use of shared red clover
and provide evidence that infected bumblebees are able to deposit DWV on floral surfaces. Our mathematical model provided evidence that the floral transmission route
is sufficient to describe viral prevalence in bumblebees in the wild. It also showed
that reducing Varroa-mediated transmission in honeybee colonies led to a far greater
reduction in bumblebee infection than simply reducing the number of honeybees. Additionally, by increasing floral abundance, a reduction in transmission was observed,
suggesting a dilution effect. This study suggests that treating honeybees effectively
for the Varroa mite, a known vector of RNA viruses (including DWV), and increasing floral abundance where honeybee and native pollinators share the landscape may
reduce the spread of this virus within bee communities.

Question 2: Can floral diversify and abundance provide mechanisms by
which virus transmission may be attenuated? (Chapter 3)
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In this chapter, I use an agent-based modeling approach to test how the ratio of bees
to flowers, bumblebee foraging strategy, and floral diversity influence the transmission of a DWV-like virus. I found that honeybees appeared to be the main drivers
of transmission as described by previous empirical work (Alger et al., 2019a; Fürst
et al., 2014). Additionally, increased floral abundance reduced transmission in both
honeybees and bumblebees by reducing the likelihood of bees visiting the same flower.
When bees exhibited higher levels of floral constancy, transmission was reduced by
partitioning the floral environment. Transmission was also reduced in diverse landscapes when compared to mono-cultures, indicating that a dilution effect may exist
under certain conditions.

Question 3: How does temporal variation influence coinfection, dilution
and amplification in a multi-host, multi-pathogen system? (Chapter 4)

In this chapter, I examine an array of pathogens in bumblebees by measuring the host
community, floral environment, and pathogen community in a longitudinal survey. I
found that floral and bee composition changed over time as did the prevalence and
load of the majority of the pathogens measured. I found evidence for an amplification
effect for Black Queen Cell virus and found disease severity (load) depended heavily
upon floral and bee diversity. Without accounting for time or space, dilution and
amplification results varied greatly providing evidence that future studies that examine diversity and disease transmission should do so taking temporal variation into
account. Patterns of coinfection changed significantly over time and appeared to be
driven by additive processes rather than synergistic ones. This study highlights the
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dynamic nature of this system and gives insight into the complexity that is inherent
in studying multi-host, multi-pathogen disease systems. I identify that the processes
of coinfection, dilution, and amplification are time-dependent and can vary greatly
depending on the relevant parameters and the scale at which they are measured.

1.3

Conclusions

Bumblebees play a crucial role in maintaining stability in their natural environments
and provide irreplaceable pollination services. However, much is still unknown regarding their declines. Though disease has been shown to be an important factor
in bumblebee losses, a knowledge gap exists concerning the transmission route and
subsequent disease dynamics. In this dissertation, I explore these knowledge gaps.
My findings both further our understanding of important areas of research in disease
ecology like coinfection and the dilution effect, but also provide the foundation for
reducing disease spillover in native bee communities. Here I demonstrate how RNA
viruses may be transmitted through shared flowers, providing a theoretical modeling
framework that shows how floral abundance and diversity may be employed to reduce
disease spread. I empirically examine the relationship between bumblebee diversity
and pathogen diversity in the field and show how it may be driven by temporal variation. Through this work, I hope to aid in informing mitigation strategies that will
reduce disease transmission in managed bees and wild bees, alike. In doing so, we may
hope to improve pollinator health and ensure that our environment and food-security
remain intact for future generations.
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Chapter 2
Flowers as dirty doorknobs: Demonstration of a virus transmission
mechanism between Apis mellifera
and Bombus impatiens.
In light of bee declines, the importance of pollination services from managed and native bees to our agriculture and economy is of great political,
scientific and public interest. Viruses, first observed in honeybees, have
been documented in bumblebees and the prevalence and load of some
RNA viruses have been associated with managed honeybees. Shared flowers may be the bridge across which viruses pass between bees but no study
has yet demonstrated that bumblebees can pick up viruses while foraging
on contaminated flowers. Here, through a series of mechanistic lab experiments and a mathematical modeling, we ask if viruses can be transmitted
13

between bee genera on shared flowers and how transmission can be effectively mitigated. We demonstrated that Deformed Wing Virus (DWV)
can be transmitted from infected honeybees to bumblebees through the
use of shared red clover. We were also able to show that the route may
work in reverse and bumblebees could contribute to the spread as well.
Our model showed that reducing vector-mediated transmission in honeybee colonies could potentially lead to a far greater reduction in bumblebee
infection than simply reducing the number of honeybees. Additionally, we
identified a dilution effect, whereby increasing floral abundance reduced
transmission. This study suggests that treating honeybees effectively for
the Varroa mite, a known vector of RNA viruses (including DWV), and
increasing floral abundance where honeybee and native pollinators share
the landscape would reduce the spread of this virus within the bee community.

2.1

Introduction

The decline of important pollinators has garnered much attention (Goulson et al.,
2015). However, much of the focus has been on the health of managed honeybees
(Apis mellifera) (van Engelsdorp et al., 2008). Although native bumblebees are often
better pollinators of wild plants and food crops, they are understudied compared to
honeybees. Additionally, bumblebees face many of the same threats facing honeybees. Many previously common species are currently in decline (Colla et al., 2012;
Colla and Packer, 2008; Cameron et al., 2011) and several are state or federally listed.
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The decline of these species may drastically disrupt pollination services, natural communities, and human industries that rely upon them (Koh et al., 2016; Aizen et al.,
2009).
Although many factors including habitat loss, pesticides, and global change contribute to bumblebee losses (Whitehorn et al., 2012; Soroye et al., 2020; Crone and
Williams, 2016; Ogilvie et al., 2017; Cameron and Sadd, 2020), pathogens and parasites are among the top threats (Goulson et al., 2008; Imhoof and Schmid-Hempel,
1999; Otterstatter et al., 2005; Kissinger et al., 2011). For example the RNA virus,
Deformed Wing Virus (DWV), has been associated with increased mortality in bumblebees (Graystock et al., 2016; Fürst et al., 2014) as well as the presence of deformed
wings as seen previously in honeybees (Genersch et al., 2006). These understudied
RNA viruses may spillover from honeybees, increasing the risk to managed and wild
bumblebees (Alger et al., 2019a,b; Fürst et al., 2014; Manley et al., 2019; McMahon
et al., 2015). When honeybees are present, bumblebees are infected with Deformed
Wing Virus (DWV) more often (Pritchard et al., 2021) and in higher loads than when
honeybees are not present (Alger et al., 2019a). Although DWV is vectored by Varroa
destructor within and among honeybee colonies, bumblebees are not known hosts of
this parasite. Thus, it was hypothesized by us and others that these viruses spread
between species on shared flowers (Fürst et al., 2014; Grozinger and Flenniken, 2019;
Dalmon et al., 2021).
In 2016, we demonstrated that honeybees are able to deposit RNA viruses, including DWV, on the flowers that they visit (Alger et al., 2019b). Flowers facilitating
the spread of pathogens between and within bee species has been observed in the literature (Adler et al., 2018; Truitt et al., 2019), however, no study has yet determined
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how RNA viruses are spread to bumblebee species or demonstrated that bumblebees
can acquire viruses from flowers that have been visited by infected honeybees. We are
only now scratching the surface of how the floral environment contributes to disease
dynamics in this system. Although honeybees are known to be infected with RNA
viruses from hosting Varroa mite vectors (Posada-Florez et al., 2019), and can deposit viruses on flowers while foraging (Alger et al., 2019b), a detailed understanding
of how these viruses move through bee communities requires a joint experimental
and computational approach. Demonstrating a hypothesized transmission route in
any disease system allows us to confirm how a pathogen moves within and between
species. This, in turn, allows stakeholders and scientists to join forces to examine
methods for mitigating transmission and spread.
In addition to their agricultural value, bees provide a valuable opportunity to
study broad epidemiological concepts, making them an ideal candidate organism for
developing more broadly applicable epidemiological models that examine transmission dynamics. More specifically, the honeybee-bumblebee virus transmission system
is readily manipulated and measured, has analogs for vector and fomite-mediated
transmission, and provides us a unique opportunity to examine how spillover events
between species can occur in a real world setting. Capitalizing on previous field
work, we were able to design several mechanistic experiments to answer questions
about flower-mediated transmission. Results from our surveys and experiments informed our modeling effort and gave us more insight into the potential dynamics and
consequences thereof in this system. We therefore argue that leveraging the complementary benefits of field biology, laboratory experimentation, and mathematical
modeling is of the upmost importance in studying emerging infectious disease and
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promotes interdisciplinary collaboration.
In this study, we use this combined approach to examine the role of shared flowers
on spillover of DWV from honeybees to bumblebees. We ask if infected honeybees can
deposit DWV on flowers and if so, can uninfected bumblebees pick up the virus from
the flower. Additionally, we computationally examine the relative roles of flowers,
honeybees, and bumblebees in this system to look for potential ways to mitigate
disease spread.

2.2

Materials and Methods

To examine whether DWV could be picked up by bumblebees on contaminated flowers
and explore the mechanisms behind transmission, we designed three sets of experiments. In the first set, we examine transmission through flowers directly via honeybee
and hand inoculation of flowers. In the second set we examined virus pick up as a
function of foraging time and dosage acquired. In the third experiment, we examined if bumblebees could deposit viruses on flowers as well. Parameters from these
studies and others were used to inform a mathematical model of the system to make
recommendations for mitigation strategies.

2.3

Materials and Methods

To examine whether DWV could be picked up by bumblebees on contaminated flowers
and explore the mechanisms behind transmission, we designed three sets of experiments. In the first set, we examine transmission through flowers directly via honeybee
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and hand inoculation of flowers. In the second set we examined virus pick up as a
function of foraging time and dosage acquired. In the third experiment, we examined if bumblebees could deposit viruses on flowers as well. Parameters from these
studies and others were used to inform a mathematical model of the system to make
recommendations for mitigation strategies.

2.3.1

Experimental Design

To ensure colonies started clean of viruses, fifteen individuals from each of four commercial bumblebee colonies (B. impatiens) were tested for DWV using RT-qPCR
and were found to be negative. Colonies were fed 30% sucrose solution and gammairradiated pollen to ensure no active DWV particles were introduced during the course
of the study. All experimental and source colonies in this study were maintained in a
controlled growth chamber at a constant temperature (26o C) and relative humidity
(52 − 55%). Infected honeybee colonies were identified using RT-qPCR and microcolonies were created from these host colonies and kept active in a separate growth
chamber using the same temperature and relative humidity. The virus inoculate
used in this experiment was purified and the concentration of the stock solution and
subsequent dilutions was confirmed through RT-qPCR.
To examine the full transmission route mechanistically, twelve micro-colonies containing 15 workers were made from the four commercial bumblebee colonies and
assigned randomly to four groups (3 colonies/group). Micro-colonies were pollen
starved for three days and were transferred to 8"x5"x4" boxes and exposed to contaminated red clover (Trifolium pretense). In the random flowers control group (RF),
three colonies were exposed to a new set of three haphazardly selected red clover
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inflorescences from the field with no honeybee or hand inoculation for each of three
days. In the hand-inoculated experiment (HI), three colonies were exposed to 3 sets
of red clover inflorescences each inoculated with a field-realistic dose (Alger et al.,
2019a) of 1 million genome copies spread in one-hundred thousand increments between 10 haphazardly selected florets. A new set of red clover was presented on each
of three days. In the honeybee inoculation experiment (HBI), flowers were inoculated
by being placed in the infected honeybee micro-colonies for three days before being
presented to bumblebee colonies. To control for potential viral contamination, handling control groups were presented with sets of three artificial flowers with a sham
inoculation of pure 30% sucrose throughout the course of the experiment and assayed
for DWV using RT-qPCR along with the other treatment groups. At the end of the
experiment, virus loads on bees and flowers were determined using RT-qPCR with
absolute quantification.
In addition to this examination of the route using real flowers, a series of experiments were conducted with artificial flowers in order to examine other aspects of virus
pickup (Fig. S2). To determine the number of viral particles that can be acquired as
a function of foraging time, 31 bees were allowed to forage on artificial flowers that
were inoculated on their cotton nectaries with 106 genome copies of DWV. Bees were
allowed to forage between 1 and 120 seconds on their inoculated flower. Foraging
time was classified as the interval of time between when the bee began actively feeding from the artificial nectary and when the bee retracted its proboscis and stopped
feeding. A handling control of 14 bees foraged on sterile sucrose-inoculated flowers.
For all artificial flowers, cotton nectaries was extracted and DWV determined using
RT-qPCR. Prevalence and load were analyzed as a function of foraging time in a
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regression design. In order to create a dose curve and examine the potential for replication, the amount of virus required to retain high levels of virus after pickup was
determined by inoculating 50 bees with 1, 3, 5 and 10 million genome copies of DWV.
We pollen starved the bees and fed them only 30% sucrose. We tested the bees using
RT-qPCR 72 hours later to ensure non-active virus particles in the pollen or sitting
inactive in the gut were passed. To ensure no particles on the surface of the bee were
detected, we conducted an exterior rinse (see section 2.2). To determine if the route
might work in reverse (bumblebees to flowers), we allowed 12 orally-inoculated bees (3
million genome copies) to forage on clean artificial flowers 72 hours after inoculation
for 10 seconds each. Viral loads in the bees and on the floral nectaries were measured
with RT-qPCR.

2.3.2

Molecular viral assays

All samples were stored at −80o C and kept on liquid nitrogen in the lab. RNA
extractions were conducted using Qiagen RNA mini kits. Prior to extraction, samples
were rinsed with a sterile guanadine thiosyanate-based buffer for 30 seconds (buffer
GITC) and then rinsed for 30 seconds with 70% ethanol to ensure no viral particles
were on the exterior of the bee. The concentration of extracted RNA was quantified
using photospectrometry and diluted to a constant of 20 ng/uL. All viral assays were
conducted using RT-qPCR. Vetted primer sets for both DWV and the housekeeping
gene, Actin were used (Table S1). Standard curves were created for both targets
(DWV and Actin) by creating ten-fold serial dilutions using G-blocks (synthetic DNA)
in order to quantify samples. Actin levels were used to normalize DWV loads across
individuals and across qPCR runs. PCR product for several positive samples using
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these primers was purified and sequenced (sanger sequencing) in order to ensure the
amplicon was DWV. For all RT-qPCR protocols, the MIQE Guidelines were consulted
and followed (Bustin et al., 2009).

2.3.3

Data processing and analysis

Data were cleaned, processed and analysed using R statistical programming language
(R Core Team, 2019). Viral load data for the DWV pickup (viral load by time)
and reverse transmission (flower load by bumblebee load) experiments were analyzed
using linear models (LM). Estimates of virus acquisition were made by averaging
successes and failures. In addition, 95% confidence intervals were calculated from the
probability density function (PDF) of the appropriate β distribution based on the
number of successes and failures for each case. Models for dose curve data were built
using a LM for virus load and a generalized linear model (GLM) fit to a binomial
distribution with a link logit function for prevalence data. Significance for all models
was determined by calculating the Type-II analysis of variance with the "Anova"
function in the "car" package (Fox and Weisberg, 2019).

2.3.4

Model Details

To begin capturing the possible disease dynamics between bee populations through
flowers, we designed a set of differential equations to study theoretical transmission
dynamics within a honeybee population coupled with spillover of infection to a bumblebee population through shared foraging of flowers (Equations 2.1-2.3). Using a
combination of our experimental results and existing literature (Table 2.1), we were
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able to fit our model to replicate the observed prevalence of infection in honeybees
and wild bumblebees in the area surrounding Vermont apiaries (Alger et al., 2019a)
(Fig. 2.1).
This deterministic compartmental model was constructed by assigning organisms
to groups, or compartments, with the assumption that all organisms in a compartment
are homogeneous (Keeling et al., 2008). We divided organisms based on their infection
status (either susceptible or infected), and whether they were a bumblebee, honeybee,
or flower. This allowed us to easily model the number of infected bumblebees, infected
honeybees, and flowers that carry the virus; which we respectively denote as B, H,
and F . Since the model is intended to predict dynamics over a short time period (i.e.,
no more than a single reproductive season), we further assume the total number of
bumblebees, honeybees, and flowers are given by constants NB , NH , and NF . Therefore the number of susceptible bumblebees, for example, can be expressed as NB − B,
so that changes in susceptible compartments are implicitly defined by their corresponding change in infected compartments (e.g., d [NB − B] /dt = −dB/dT ). This
allows us to sufficiently describe a full epidemiological model tracking only infected
compartments. Let

F
dB
= αγ
(NB − B) − δB
dt
NF
dH
F
= αγ
(NH − H) + βH(NH − H) − δH
dt
NF


NF − F
dF
=γ
(B + H) − ξF
dt
NF

(2.1)
(2.2)
(2.3)

where γ is the rate of viral acquisition/deposition between bees and flowers, α is
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Table 2.1: Parameter settings used to fit our model to observations from (Alger et al.,
2019a). "Num. / 100m" refers to the number of individuals in a circle of radius 100m, the
typical foraging radius of many wild bees. Fixed parameters were based on previous literature,
relative to our chosen system size and time. NB , NH , and NF refer to the numbers of
bumblebees, honeybees, and flowers in the system, respectively. γ is the probability of viral
acquisition or deposition between bees and flowers. α and β are the probabilities of viral
replication and within-apiary transmission, respectively. δ and ξ represent the bee death
rates and the floral senescence rate, respectively.

Symbol
NB
NH
NF
α
δ
ξ
γ
β

Value
Units
Original Source
145 Num. / 100m Alger et al., 2019; Mandelik et al., 2012
140 Num. / 100m Alger et al., 2019; Mandelik et al., 2012
2e6 Num. / 100m
Truitt et al., 2019
0.75
Prob.
Transmission experiments
0.05
Prop. / day
Truitt et al., 2019 & references therein
0.1
Prop. / day
Primack, 1985
4.0
Num. / day
Model fitting
0.8
Prob.
Model fitting

the probability that the virus replicates in an exposed bee, δ is the death rate for
bees, β is Varroa-mediated between honeybee transmission rate (hereafter referred to
as "within-apiary transmission") and ξ is the rate at which a virus is cleared from a
flower based upon the average floral longevity of flowers in temperate climates (1-14
days) (Primack, 1985). Our model has a single possible steady-state, which we denote
(B ∗ , H ∗ , F ∗ ). We obtained approximations of these values for a particular combination of parameters using numerical integration with the deSolve package (Soetaert
et al., 2010) in R (R Core Team, 2019).
For parameter selection for our model, we used the parameters calculated in (Truitt et al., 2019) where applicable. Floral and bee abundance are determined relative
to a system area of a circle with radius 100m. While bumblebees can forage up to
2km from their colony (Osborne et al., 2008) and honeybees even farther at 15km
(Beekman and Ratnieks, 2000), studies have shown that DWV infected bumblebees
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are higher in prevalence when caught near honeybee colonies (Alger et al., 2019a;
Fürst et al., 2014; McMahon et al., 2015) and contaminated flowers have only been
documented at apiary sites (Alger et al., 2019a). As such, we elected to model this
system within the area contained in a 100m radius, which is consistent with the area
that flower samples were collected in near apiaries in Alger et al. (2019a).
In (Mandelik et al., 2012), it was found 60-120 foraging bees per hectare is typical
during foraging seasons. Scaling by the average proportion of honey and bumblebees
captured in (Alger et al., 2019a) and to our system radius of 100m, we determined
NB = 145 and NH = 140. For α, the probability an exposed bee becomes infected,
we took the viral prevalence in exposed bumblebees from our direct inoculation experiment (pooled across all initial dose levels). Finally, since we did not have sources
to motivate a choice of parameters γ and β, we compared the model’s steady state
under possible parameter settings to pooled field data from (Alger et al., 2019a; Alger,
2017). Namely, we created a grid of pairs γ ∈ [0, 100] and β ∈ [0, 1], and calculated
the mean squared error between B ∗ /NB and H ∗ /NH and the average infection prevalence in bumblebees in presence of apiaries (16.4%), average prevalence in honeybees
(100%) in areas near apiaries, and average prevalence in bumblebees when no honeybees were present (0%). The model fit of these three situations was best within the
region 3.5 ≤ γ ≤ 4.5, and β ≥ 0.8; therefore, we chose γ = 4 and β = 0.8 for all
further simulations.
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2.4

Results

Through lab experiments, we were able to demonstrate, for the first time, that bumblebees can pick up DWV from flowers visited by infected honeybees. We then built
a mathematical model of this transmission route which suggests that the route is
sufficient to describe DWV levels we see in the field. Additionally we found evidence
to support increasing flower abundance and treating honeybees for their ectoparasite
vector, Varroa, are both good strategies for significantly reducing transmission to the
bee community.

2.4.1

Experimental findings

To examine whether DWV could be picked up by bumblebees on contaminated flowers, we examined transmission directly via honeybee and hand inoculated flowers.
In both hand-inoculated (HI) and honeybee inoculated (HBI) treatments, 30% of
bumblebees were found to be positive for DWV (95% CI: 12.2%, 65.2%). The log10
average loads (±SE) for positive individuals for HI and HBI were 5.07 ± 0.69 and
3.68 ± 0.23 respectively (Fig. 2.2). In the random flowers control (RF), only one
flower set out of 7 used was found to be contaminated with a small number of DWV
copies (log10 load of 3.27). None of the bumblebees that foraged in the random flower
control group picked up the virus. All handling control bees were uninfected. The
average DWV loads on flowers used in the HI and HBI treatments were 105.3 and
105.4 , respectively.
In the second set of experiments, we tested how DWV is picked up by bumblebees
as a function of foraging time and constructed a dose curve. In the treatment group,
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there was a positive relationship between bumblebee foraging time and the amount
of virus they picked up. Bees foraging for longer times picked up higher viral loads
(F1,29 = 8.96, P = 0.0056, R2 = 0.21). All controls were negative for DWV (Fig.
2.3). The transfer of viral particles to flowers and pickup by foragers is evidence that
flowers can facilitate transmission. However, to establish if DWV remains detectable
in the bee after transmission, we conducted a oral inoculation experiment. We orally
inoculated bumblebees with 1, 3, 5, and 10 million genome copy doses. We found
that as inoculation dose increased, both detected viral prevalence and load increased.
When dosed with 1 million genome copies of isolated DWV, 40% of individuals tested
positive for DWV (95% CI: 18.7%, 73.8%). The mean log10 viral loads (Âą SE) for
positive individuals in this group was 4.33 Âą 0.49. Levels increased in value with
administered dosage for both prevalence (χ21 = 7.58, p = 0.006) and load (F1,37 =
11.93, P = 0.001) (Fig. 2.4).
In the third experiment, to examine whether infected bumblebees are able to
deposit viruses on flowers, we conducted an experiment where infected bumblebees
were allowed to forage on clean artificial flowers. We found that infected bumblebees
could deposit viruses when foraging on clean artificial flowers. One-hundred percent of
infected bumblebees deposited some level of DWV on their surface. However, we did
not find a significant relationship between bumblebee viral load and load deposited
on the flower (F1,9 = 0.57, P = 0.47) (Fig. S1).

2.4.2

Model findings

We tested our model behaviour under a number of conditions to make predictions
about the efficacy of possible control schemes by varying the number of foraging
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honeybees, the rate of within-apiary transmission and the density of flowers in the
surrounding area.
Figure 2.5 (left panel) shows the steady-state of the proportion of infected bumblebees under various values of NH , the number of honeybees in the system, and β,
the within-apiary transmission rate. A reduction in β can drastically reduce bumblebee infection and leads to eradication when lowered sufficiently, while a reduction in
NH has a more consistent impact but only leads to virus eradication at extremely low
number of honeybees. As seen in the right panel of Figure 2.5, a more interesting relationship is found between β and NF , the number of flowers in the area. Lowering β
has little positive impact for low NF , compared to the reduction caused by increasing
NF alone.Together, lowering β while increasing the number of flowers NF , appears to
be the most efficient pathway towards eradication of the virus from the bumblebee
population.

2.5

Discussion

Our previous results from field observations and experiments hinted at the role of
flowers in virus transmission. The current work now offers a rigorous experimental
demonstration of this mechanism in a controlled lab setting. We identify foraging
by infected honeybees and shared floral resources as two key parameters governing
virus pickup in bumblebees. By isolating key aspects of this transmission route, we
were able to identify and test individual mechanisms which were not well understood.
Here, we demonstrated that bumblebees can pick up DWV from visiting honeybee
contaminated flowers. Viruses can be detected in high loads in bumblebees days
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after exposure and infected bumblebees, in turn, can deposit viruses on flowers. Our
finding closes the cycle in this hypothesized transmission route and corroborates our
previous findings and that of others (Alger et al., 2019a; Adler et al., 2018; Alger
et al., 2019b; Truitt et al., 2019) that flowers act as fomites in the diseases shared
among bee species. Our mechanistic demonstration of these steps along the route is
strong evidence supporting the likelihood of its occurring in nature.
We found that foraging time is an important variable. Longer foraging times lead
to higher virus acquisition. It should be noted that some bees in this experiment
picked up more copies of WV than were thought to have been put on the flower. This
is likely due to variance in pipetting and the RT-qPCR process rather than replication
as bees were sacrificed immediately after foraging in these trials. It is possible that
bees visiting flowers quickly do not pick up sufficient particles to become infected,
we found that only 1 million genome copies of DWV was enough for 30% of bees to
test positive for DWV three days later. We found 105.5 copies can be picked up from
field-realistically contaminated flowers in as little as 10 seconds, which is well within
realistic foraging times for highly rewarding flowers (Heinrich, 1976). It seems a very
probable route given that our previous work found that 30% of flowers near honeybee
apiaries had some level of DWV detectable via qPCR and that bumblebees can forage
on between 10 and 30 flowers per minute (Heinrich, 1976).
We found that it is not just honeybees that contribute to this route. Ours is
the first study to show that orally-inoculated bumblebees can deposit DWV on floral surfaces too after 72 hours of consuming only sterile sucrose. Understanding
that bumblebees contribute to overall transmission influenced the construction of our
model and is important information for future work in this system. More work is
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needed to quantify the role infected bumblebees add to the system and whether or
not the levels of infection we see in nature depend upon bumblebee deposition.
The transmission experiments, along with previous field observations, informed
the design of a plant-pollinator virus transmission model, which featured the exchange
of DWV between commercial and wild bees through flowers along side within-apiary
transmission primarily via Varroa for commercial honeybees. These coupled processes
accounted for the large difference in DWV prevalence between honey and bumblebees
observed in the field. After fixing several parameters according to a typical system of
foraging wild and commercial bees, our model had two free parameters which, after
model fitting, can serve as rough predictions of two quantities which are difficult to
measure experimentally. First, our fitting procedure suggests a typical infected bee
deposits a meaningful (i.e. ≥ 106 copies) load of DWV on just four flowers per day.
This may suggest that while deposition events on flowers near apiaries are common
during the thousands of flowers a foraging bee visits each day, depositions of high
viral loads (106 or greater) may be much more rare. Though we do know flowers can
harbor high viral loads in the field (Alger et al., 2019a), in our bumblebee deposition
experiments the average load deposited was only around 1000 genome copies (Figure
S2). Second, we found support for a very high rate of within-apiary transmission,
which is consistent with field observations of higher DWV levels in honeybees (Manley
et al., 2019). Together, these two parameters suggest a picture of moderate spillover
of DWV between pollinator communities, exacerbated by accelerated disease spread
within honeybees through Varroa.
Our model shares a number of similarities with another recently proposed model
(Truitt et al., 2019), as well as other ODE models for multi-vector diseases (Turner
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et al., 2013). Most notably, our model includes bee-to-bee transmission in honeybees,
a well-documented route of transmission mediated in part by the parasitic Varroa
mite. While inclusion of this process was effective in explaining the observed difference in DWV prevalence in honeybees and bumblebees, we cannot rule out this
heterogeneity is due to other unmeasured factors, such as the differences in foraging
patterns or immune response of wild and commercial bees.
Several findings from our model have real-world implications for strategies to mitigate inter-species transmission. The simulation results showed that increasing floral
density led to a reduction in transmission, whereby DWV prevalence was reduced in
bumblebees due to an overall decreasing concentration of flowers harboring viral particles. While dilution effects are typically described as decreases in transmission due
to increases in host diversity (Keesing et al., 2010), increasing flower density in our
model resulted in a similar effect. This suggests that increasing pollinator-friendly
plantings in areas that are shared by honeybees and wild pollinators would be beneficial. This is a readily adoptable practice, which will benefit pollinators in the area
if planted responsibly.
We also found that sufficient reduction in the rate of within-apiary transmission
could be quite beneficial to bumblebees, an attractive possibility since keeping honeybees healthy though managing for Varroa will not only benefit beekeepers but also
the native bee communities with whom they share the environment. However, this
control strategy should be introduced with the understanding that a reduction in
bumblebee infection appears only when within-apiary transmission is brought very
low.
This improved understanding of how DWV can be passed between bee species
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presents several areas for future research. Although other RNA bee viruses may have
characteristics that differ from DWV, the idea that one RNA virus can be picked
up from shared flowers gives strong evidence that others may do the same. Future
studies should address additional viruses. As we found in Alger et al., that different
viruses may be deposited differentially based on floral species (Alger et al., 2019b),
future work should examine how different viruses are shed (oral, fecal, etc.) and how
floral morphology influences this transmission. The location of DWV on the flowers
is yet unknown as only whole flower extractions have been conducted. Future studies
should examine the nectaries and petals of flowers separately for multiple viruses.
Our empirical and modeling results, which establish that bee disease spreads through
the use of shared flowers, forces critical analysis of the pros and cons of providing
"bee friendly" habitat. It also underscores the importance of improving honeybee
management practices to mitigate the spread of DWV and other flower-mediated
parasites and diseases.
In this study, we mainly examine the likelihood of this route occurring in a mechanistic sense. Thus, results are framed in terms of bees depositing virus and picking
them up. However, we did find evidence that orally inoculated bumblebees retained
high levels of DWV 3 days after infection and were able to shed viruses on floral
surfaces after that period period. Though a recent paper found that it was unlikely
that orally inoculated bumblebees would develop replicating infections, dismissing the
floral transmission route (Gusachenko et al., 2020), we disagree with the authors in
this conclusion. Though we did not test for replication directly in this study, we and
others have found that a significant proportion of DWV-positive bumblebees have
active replicating infections (Alger et al., 2019a; Manley et al., 2019; Fürst et al.,
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2014). Other studies have examined oral-inoculation of in bumblebees and found active replication for DWV (Fürst et al., 2014; Tehel et al., 2020) and other RNA viruses
(Meeus et al., 2014; Manley et al., 2017). We look forward to additional studies that
examine oral inoculation of viruses in bumblebees and the conditions necessary to
result in replication.
An integrated approach to studying virus transmission and dynamics in this nonhuman animal system is vital to maximizing our understanding and minimizing its
threat. Informing lab experiments from field surveys and realistically parameterizing
models via these experiments allows for more interpretative results. Maintaining the
feedback loop between observation, experimentation, and epidemiological modeling
ensures that our evidence is complementary and thus stronger for it. In recent years,
the scientific community has embraced the benefits of interdisciplinary collaboration.
Studying disease from many angles, and with the insights of all constituents involved
is important now more than ever in our changing world. We applaud this approach
and urge beekeepers, naturalists and scientists from all backgrounds to come together
to ensure we have healthy honeybees and safe wild pollinators that guarantee a functioning agricultural system and healthy ecosystems.
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Figure 2.1: The proportion of flowers and bumblebees positive for DWV as well as the respective viral loads from our previous field studies and experiments and values from this
study. Other studies have measured viral load in bumblebees and found similar values as
well (Manley et al., 2019; Fürst et al., 2014). The points denote the prevalence for the left
panel and the mean viral load for the right panel. Triangles and circles indicate survey and
experimental results, respectively. Error bars are derived from the associated beta distribution based on the number of successes and failures for prevalence data and standard error
is shown for viral load.
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Figure 2.2: The viral load on the left y-axis and prevalence on the right y-axis for bees that
have been exposed to DWV on flowers. Control bees foraged on sterile sucrose solution on
artificial flowers, "Random" bees foraged on red clover haphazardly selected from the field,
"Hand innoc." bees foraged on red clover that had been hand inoculated with a field-realistic
dose of DWV (Alger et al., 2019a) and "HB innoc." bees foraged on red clover that had
been exposed to infected honeybees. Error bars for prevalence represent the 95% confidence
interval derived from the associated β distribution’s probability density function. Error bars
for load represent standard errors.
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Figure 2.3: The amount of virus acquired by a foraging bee as a function of foraging time.
Blue dots represent individuals that foraged on inoculated artificial flowers, while grey dots
are control bees that foraged on sterile artificial flowers. Lines represent the line of best fit
with shaded standard error. No bees that foraged on the control flowers were infected.
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Figure 2.4: The viral load on the left y-axis and prevalence on the right y-axis 3 days
after being inoculated with a variable dosage of deformed wing virus (1, 3, 5, and 10 million
genome copies). Load bars represent the 95% confidence interval derived from the associated
β distribution’s probability density function. Prevalence bars represent standard errors.
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Figure 2.5: Model simulations under different parameter combinations. Heatmap and contours show the proportion of infected bumblebees after model convergence. On the y-axes,
we show within-apiary transmission (β). This is shown as a function of the number of
honeybees in system (NH ) in the left panel, and number of flowers (NF ) in the right panel.
Cool colors represent low bumblebee infection, while hotter colors represent higher bumblebee
infection
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Chapter 3
Modeling floral diversity suggests
a dilution effect for RNA viruses
in transmission between honeybees
and bumblebees.
Bumblebees are important pollinators and face a number of threats including the spillover of RNA viruses from managed honeybees. These
viruses have been shown to be transmitted between bee genera through
the use of shared flowers. Flowers have been shown to harbor viruses at
different rates depending on the floral species. As such, flowers may influencing transmission through dilution or amplification effects. In this
study, we used an agent-based modeling approach to test how bee and
floral abundance, bumblebee foraging strategy, and floral diversity influenced transmission of a DWV-like virus. Increased floral abundance re43

duced transmission in bumblebees by reducing the likelihood of bees of
both genera visiting the same flower. Analysis of bee abundances indicated that honeybees were the main drivers of transmission as affirmed by
previous empirical work. Additionally, When bees exhibited higher levels of floral constancy, transmission was reduced. Transmission was also
reduced in diverse landscapes when compared to monocultures indicating providing evidence for a dilution effect in this system. These results
indicate that disease reduction in bumblebees may be accomplished by
managing floral landscapes. Future empirical studies that build on our
results should test this theory in the field and to aid in providing guidelines surrounding flower planting and management strategies.

3.1

Introduction

The unprecedented decline of various pollinator species observed in the last few
decades has the ability to disrupt vital pollination services that strongly contribute
to ecosystem services and stability (Vanbergen and Initiative, 2013) as well as human
food security (Gallai et al., 2009; Koh et al., 2016; Aizen et al., 2009). The public
focus has primarily been on managed honeybee colony losses. These losses have been
high in recent years (van Engelsdorp et al., 2008) and are thought to be driven by a
myriad of threats including habitat loss, global change, chemical exposure and disease (Whitehorn et al., 2012; Soroye et al., 2020; Crone and Williams, 2016; Ogilvie
et al., 2017). Although relatively understudied, wild bees are facing the same threats
that face honeybees (Colla and Packer, 2008). Many species of bumblebee are in
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decline (Colla et al., 2012; Colla and Packer, 2008) and Bombus affinis became the
first bumblebee species to be federally endangered in 2017 (U.S. Fish and Wildlife
Service, 2017). The spread of disease, in particular, is thought to play a large part
in bumblebee declines (Goulson et al., 2008). Deformed Wing Virus (DWV), causes
a shrunken wings in both bumblebees and honeybees (Genersch et al., 2006; Prisco
et al., 2011). Many RNA viruses can also cause decreased foraging efficiency and increased mortality in adult bees (Tehel et al., 2020; Meeus et al., 2011; Manley et al.,
2017). Understanding how these viruses are transmitted could aid in finding new
ways to mitigate these effects. Several diseases may have spilled over from managed
honeybee populations into wild bee populations (Alger et al., 2019a; Fürst et al.,
2014; Manley et al., 2019). In particular, DWV and BQCV were significantly more
prevalent in bumblebees near honeybee apiaries (Alger et al., 2019a).
Some of these viruses can be vectored to honeybees by the Varroa mite, an ectoparasite that feeds on the hemolymph and fat bodies of its host (Shen et al., 2005;
Posada-Florez et al., 2019). However, bumblebees do not host the Varroa mite and
spillover and subsequent transmission may occur through the use of shared flowers
(Alger et al., 2019b; Manley et al., 2019; Truitt et al., 2019). Flowers near honeybee
apiaries harbor RNA virus with a high prevalence and at transmittable loads (Alger
et al., 2019a). Honeybees can deposit viruses on flowers but not all floral species
harbor viruses with the same prevalence (Alger et al., 2019b). Additionally, previous studies have shown that oral inoculation of bumblebees with some RNA viruses,
including DWV, will result in replicating infections. This indicates that picking up
viruses from a flower’s nectary could be sufficient to facilitate infection (Fürst et al.,
2014; Tehel et al., 2020; Meeus et al., 2014; Manley et al., 2019). Shared flowers are
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a viable mechanism for virus transmission between bee species, which suggests that
floral abundance as well as floral diversity may play a significant role in modifying
transmission between genera through either dilution or amplification effects.
In the field of disease ecology, host biodiversity is thought to be linked to transmission rates through either a dilution effect or an amplification effect (Ostfeld and
Keesing, 2012). A dilution effect occurs when increases in bee diversity decreases
transmission leading to lower viral prevalences (Fearon and Tibbetts, 2021). In other
systems, an amplification effect has been described where increases in host diversity
lead to an increase in transmission (Ogden and Tsao, 2009; Halliday et al., 2017).
Although, host biodiversity is traditionally the driver of dilution or amplification effects in the literature (Ostfeld and Keesing, 2012; Ogden and Tsao, 2009; Halliday
et al., 2017), the transmission of disease among honeybees and bumblebees through
shared flowers may also be influenced by the abundance and diversity of their fomite
(flower) as well. Firstly, the relationship between the numbers of honeybees, bumblebees and flowers in the system could drastically modify transmission dynamics. In a
system with few infected honeybees and bumblebees but a large quantity of flowers,
the probability of an infected honeybee visiting a flower, depositing the virus on it,
and a naive bumblebee picking up the virus from that same flower is greatly reduced.
In contrast, if the ratios of honeybees and bumblebees to flowers are weighted towards high bee abundances, than increased host density may increase transmission
in a density dependent disease system (Grassly and Fraser, 2008; Hu et al., 2013).
Secondly, not all floral species harbor viruses with the same prevalence (Alger
et al., 2019b). Differential harboring potential indicates that floral diversity may also
have the potential to mediate transmission. If a highly abundant flower species is also
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capable of harboring viruses competently, this may lead to an increase in the overall
bee to flower transmission rate on the landscape. However, an abundant flower that
is incapable of harboring viruses may decrease the overall transmission rate. Thirdly,
foraging behavior may lead to bees preferring to forage on abundant flower species
increasing the influence of the most abundant species on the landscape. Bees of both
genera do not forage randomly. They have been shown to exhibit floral constancy
(preference towards a single floral species) as long as the benefits of visiting this flower
species outweighs the costs (Kunin and Iwasa, 1996). If this cost/benefit ratio is not
met, they may switch to a different species (Chittka et al., 1997).
To test how floral abundance, floral diversity and floral constancy may influence
disease dynamics, we developed and implemented a spatially explicit cellular automata modeling framework that simulates an outbreak of a DWV-like virus spread
between honeybees and bumblebees. We examine how the transmission parameters and numbers of honeybees, bumblebees and flowers influence disease spread.
We explore how floral constancy behavior affects disease dynamics. Finally, we test
transmission under several different floral environments to ask if floral diversity can
dilute transmission between bee genera. By understanding the mechanistic role flowers may play in transmission, we provide a theoretical framework that can be tested
empirically in the field.
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3.2
3.2.1

Methods
Model Construction

Creating the floral and bee environments:
To create the environments that the two genera of bees and flowers interacted in, we
created three parallel matrices. For the floral matrix that the bees foraged on, we
initialized an M xM matrix of 58 floral species in their appropriate relative abundances
taken from the floral survey data in Alger et al. (Alger et al., 2019a) (Figure SI 1).
Each cell in that matrix represented a flower making the total number of flowers in
the system, NF , equal to M 2 . A parallel matrix was used to keep track of whether
or not the flower was contaminated with the virus. We mapped the bee to flower
transmission rate γ to each flower in the matrix. We assigned one of 58 different
γ values for each of the 58 floral species motivated by the differential harboring
described in Alger et al. (Alger et al., 2019b). γ values were selected based on our
experimental scenarios (Section 3.3.2). To create the bee matrix, we initialized the
number of bumblebees (NBB ) and the number of honeybees (NHB ) onto an M xM
matrix. A proportion of each genera (BBI /NB B and HBI /NH B) were designated to
be infected based on the literature in order to initiate the outbreak (Table 3.1).
Rules of transmission:
For each time point, t, bees changed position at random (Zimmerman, 1979) in the
bee matrix and "visited" the flower in the floral matrix corresponding to their current
position. To emulate the properties of optimal foraging, the bee first "assessed" the
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flower and determined if it was a match to the bee’s current floral preference. If the
flower matched, the bee continued the foraging process on that flower. If it did not
match, the bee continued to search for its preferred flower with the probability, α
and did not forage in that time step. The complement of α caused the bee to switch
its preference to the flower it was currently on. For uninfected honeybees and bumblebees, if the flower was contaminated, they became infected with the transmission
probabilities βHB and βBB , respectively (Table 3.1). If both bees and flowers were not
infected, no transmission occurred. If the bumblebee or honeybee was infected and
the flower was not contaminated, that flower become contaminated with the probability associated with that floral species, γF . If flowers and bees were both infected,
no additional transmission was allowed to occur. After transmission, a proportion of
bees were removed from the system with their respective death rates, θHB and θBB ,
respectively. Flowers were replaced as uncontaminated flowers with the probability
θF at each time point. New bees were introduced into the system clean of the virus
with the birth rates, λHB and λBB , respectively. The bee matrix was reshuffled at
the start of each additional time point and the cycle was repeated for t time steps.
Parameter selection:
In parameterizing this model, we aimed to replicate the qualitative emergent properties of honeybee-bumblebee spillover at a small spatio-temporal scale of 100m
(Samuelson et al., 2018; Truitt et al., 2019) as described in the literature (Alger
et al., 2019a; Fürst et al., 2014). The following describes the default parameter set
before experimental manipulation (Table 3.1). In choosing the starting number of
honeybees (NHB ) and bumblebees (NBB ), we maintained a ratio of 3:1, which falls
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Table 3.1: The parameters, descriptions and default values used for each during standard
runs of the model. "Description" briefly describes each parameter’s function and "Source"
describes where it was derived from.

Parameter
βBB
βHB
γ̄
NHB
NBB
NF
BBI /NBB
HBI /NHB
α
θBB
θHB
θF
λBB
λHB

Description
bumblebee transmission rate
honeybee transmission rate
avg. floral deposition rate
number of honeybees
number of bumblebees
number of flowers
starting infected bumblebees
starting infected honeybees
prob. of floral constancy
bumblebee death rate
honeybee death rate
floral senescence
bumblebee birth rate
honeybee birth rate

Value
0.05
0.7
0.3
3.0e3
1.0e3
9.0e4
0.01
0.3
0.3
0.01
0.02
0.02
0.01
0.02

Source
(Alger et al., 2019a)
(Alger et al., 2019a)
(Alger et al., 2019b)
(Forup and Memmott, 2005)
(Forup and Memmott, 2005)
(Alger et al., 2019a)
(Alger et al., 2019a)
(Alger et al., 2019a)
Estimated
(Truitt et al., 2019)
(Truitt et al., 2019)
(Alger et al., 2019b)
(Truitt et al., 2019)
(Truitt et al., 2019)

within the range of realistic ratios reported in natural grassland environments (Forup
and Memmott, 2005). Surveyed floral densities in meadows ranged from 3.8 ∗ 104 to
3.2 ∗ 106 inflorescences per 1002 m in (Alger et al., 2019a).
As the foraging radius of a bumblebee is likely to encompass areas of much lower
density, (farms, roadways, towns) (Goulson et al., 2015), we elected to use a starting
value of 9.0e4, which falls on the lower end of this spectrum. The starting ratios of
infected honeybees (HBI /NHB ) and bumblebees (BBI /NBB ) were chosen to simulate a spillover event from highly infected honeybees to a mildly infected bumblebee
population (Alger et al., 2019a). Honeybee and bumblebee transmission parameters
(βHB and βBB ) were tuned to result in a high prevalence of honeybee infection and
a lower prevalence in bumblebees (Alger et al., 2019a). The average rate of floral
deposition (γ̄) was tuned to result in a floral contamination of approximately 20%
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(Alger et al., 2019a,b). Death rates for honeybees (θBB ) and bumblebees (θBB ) were
taken from the literature (Truitt et al., 2019) and birth rates for both genera (λBB
and λBB ) were estimated to result in a stable population (Truitt et al., 2019). Floral
senescence (θF ) was tuned to result in a stable prevalence of contaminated flowers
consistent with prevalences described in the literature (Alger et al., 2019a,b). The
level of floral constancy (α) was estimated to result in bees switching preferred flower
species with a likelihood of 30%. The base values for all parameters may be viewed
in Table 3.1.

3.2.2

Experimental Design

To examine the sensitivity of the system to the two major transmission parameters,
βBB (bumblebee transmission rate) and γ̄ (floral contamination rate), we conducted
a parameter sweep consisting of 20 values from 0 to 1 for each parameter. We held
βHB constant and ran the model five times each for all pairwise combinations of βBB
and γ and averaged them (Nruns = 2000). To examine the relationships between NF ,
NHB , and NBB , we conducted two further parameter sweeps. The first examined
the relationship between the number of bumblebees and the number of flowers in the
system. This consisted of 10 values for NF (104 −106 ) and 10 values for NBB (100−4∗
103 ). For each combination, the model was run three times and the results averaged
Nruns = 1200). The second sweep tested the relationship between the number of
honeybees and the number of flowers. We selected 10 values for NF (104 − 106 ) and
10 values for NHB (103 − 5 ∗ 103 ). For each combination, the model was run three
times and the results averaged Nruns = 1200). For all parameter sweeps we examined
the response as viral prevalence in honeybees, bumblebees and flowers. To test the
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role of floral constancy in transmission, we ran the model with 100 different values of
α (0-1) where 0 indicated always switching flowers and 1 indicated never switching
flowers. We examined the response of honeybees, bumblebees and flowers in terms of
viral prevalence.
To test how the floral landscape may influence transmission, we created six different floral landscapes and examined transmission in honeybees, bumblebees and
flowers on each in turn. In the first four groups, we created diverse floral landscapes
based on the flower abundances from 58 flowers described in Alger et al. (2019a). The
first landscape, "disease sink", had a low bee-to-flower transmission rate assigned to
the most abundant floral species (γS = 0.3) and a high value assigned to the least
abundant flower species (γS = 0.7) with a linear increase in γS values between them.
The "hotspot" group had the opposite distribution of the γS values with the highest
value assigned to the most abundant floral species (γS = 0.7). The "diverse low"
group consisted of the same distribution of flower species as previous groups, but
all were assigned the same γ. This γ value was the weighted mean of all γS in the
"disease sink" group (γ̄DS = 0.331). The "diverse high" group was the same as the
"Diverse Low" group with γ assigned as the weighted mean of all γs in the "Hotspot"
group (γ̄HS = 0.667). The final two groups explore landscapes with only one flower
species, known as monocultures. The "mono low" group consisted of only one flower
species with the same γ value as "diverse low". Likewise, the "mono high" group had
the same γ value as "diverse high". The monoculture groups essentially result in bees
that are 100% florally constant on one large patch of the same floral species. Each of
these six groups was run 30 times each (Nruns = 180). We compared the responses of
honeybee, bumblebee and floral virus prevalence for each case.
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3.2.3

Statistical Analysis

The model was constructed in Python 3.6 (Van Rossum and Drake, 2009). All data
visualization and statistical analysis were conducted in the statistical computing language R (R Core Team, 2019). Average prevalence values for each run for Bumblebees, Honeybees and Flowers were calculated by taking the mean of the last 200 time
points for each run. Comparisons between landscape types were conducted using an
ANOVA. We conducted a separate analysis on landscape type for each class. Multiple
comparisons were conducted using a Tukey post-hoc test. To account for the false
discovery rate associated with multiple testing, we corrected all p-values using the
Benjamini-Hochberg procedure.

3.3

Results

Increases in the bumblebee transmission rate, βBB and the floral transmission rate, γ,
led to increases in the proportion of infected bumblebees in the system (Figure 3.1a).
The bumblebee transmission rate, βBB , did not have a significant an effect on the infection prevalence for the honeybees and flowers (Figure 3.1b-c). However, increases in
the bee to flower transmission rate, γ, quickly led to increased infection in honeybees
and to a gradual increase in transmission to flowers (Figure 3.1b-c). In addition to
the transmission parameters, the relative numbers of each agent in the system played
a role in transmission dynamics. The percentage of infected bumblebees decreased
as the number of flowers in the system increased leading to low infection levels with
high floral abundance (Figure 3.2a-b). The number of bumblebees, conversely, had
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little influence on bumblebee infection (Figure 3.2a). Increases in honeybee abundance also led to increases in bumblebee infection prevalence (Figure 3.2b). Similar
patterns were observed for the proportions of infected honeybees and contaminated
flowers (Figure SI 2-3). If the probability of floral switching was increased, higher
levels of infection were observed in bumblebees, honeybees and flowers. However, the
increase was nonlinear with an acceleration observed at α ≈ 0.3 (Figure 3.3).
In addition to the influence of the transmission rates and the relative abundances
of bees and flowers, landscape type influenced transmission. There were significant
differences in the average infection prevalence of bumblebees (F5,174 = 104.7, P <
0.0001), honeybees (F5,174 = 14.49, P < 0.0001), and flowers (F5,174 = 462.3, P <
0.0001). For bumblebees, "disease sink" and "diverse low" were significantly lower
in disease prevalence than the other groups (P < 0.0001). However, there was no
difference between these two groups (P = 0.99). The "mono high" group exhibited
the highest disease prevalence (P < 0.0001) with no significant differences between
the remaining groups (P > 0.551)(Figure 3.4). For the flowers, the same pattern was
born out with the exception that the "mono low" group was significantly lower in
disease prevalence than "hotspot" and "diverse high" (P < 0.0001)(Figure 3.4). For
honeybees, "disease sink" and "diverse low" were again significantly lower in disease
prevalence than the other groups (P < 0.0001) with no difference between them
(P = 0.99). There was no difference found between the remaining groups (P >
0.557)(Figure 3.4).
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3.4

Discussion

Flowers play an important role in virus transmission between bee genera as shown
in chapter II and by others (Alger et al., 2019b). Thus, exploring the mechanisms
whereby transmission occurs is an important next step in understanding how best
to reduce transmission between bees. Our agent-based model suggests that disease
prevalence may be altered by bee behavior and the floral landscape. We found that
honeybees are the main drivers of transmission. In addition, higher floral abundance
lowered prevalence in both bee genera, demonstrating a dilution effect. Additionally,
increased floral constancy led to lower virus prevalence indicating that niche overlap
may be a factor in transmission. Finally, highly diverse floral landscapes were found to
decrease transmission when compared to monocultures suggesting a dilution effect,
however, depending on the mean floral transmission rate of the landscape, both a
hot-spot or a disease sink were possibilities. These findings provide a framework of
questions surrounding floral transmission that we hope will provide researchers with
future areas of study.
Evidence provided by our transmission rate parameter sweep indicate that bumblebees exerted a very small effect on transmission. Increases in the bumblebee transmission rate, βBB , led to an increase in bumblebee viral prevalence as was expected,
however, it did not appear to have an influence on honeybee transmission or floral
contamination. However, honeybee abundance had a much larger impact on transmission, indicating that honeybees are likely the drivers of infection in this system.
As honeybee abundance was increased, the viral prevalence increased for all other
groups. While the results of a purely theoretical model must be regarded critically,
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this result corroborates empirical evidence provided by several field studies. Two
RNA viruses, BQCV and DWV, were higher in prevalence in honeybees than bumblebees and viral prevalence and load were higher near apiaries (Alger et al., 2019a;
Fürst et al., 2014) . Additionally honeybee abundance was significantly correlated
with viral prevalence on flowers while bumblebee abundance was not (Alger et al.,
2019a).
There are several reasons why honeybees may play a more significant role than
bumblebees in spreading viruses. Firstly, there are multiple routes of transmission
for honeybees that are thought to contribute to the discrepancies in prevalence and
load between the bee genera. Honeybees may be infected via an ectoparasite vector,
Varroa destructor (Shen et al., 2005; Chen et al., 2006) and also through shared
flowers. Secondly, in general, honeybees are more abundant than bumblebees near
apiaries (Forup and Memmott, 2005; Alger et al., 2019a), which may lead to an
increase in contaminated flowers. In modeling this system and selecting parameters,
we attempted to capture these field-realistic aspects of the system and our results do
reveal a similar pattern to what is observed in nature (Alger et al., 2019a). However,
as transmission rates and the relative number of bees may change through time and
interact with other environmental factors, more field work and experiments should
be conducted to further test this model empirically.
We also found evidence that increasing floral abundance led to a dilution effect in
both bee genera and the flowers themselves. This is best explained by the important
ratio of infected foraging bees to the number of flowers they have available. With a
small ratio of bees to flowers, the likelihood of an infected bee and an uninfected bee
visiting the same flower, coupled with the deposition and transmission probabilities,
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is much lower than with a high bee to flower ratio. Reducing the number of honeybees
in the system does play a role but a much larger effect was observed by increasing
floral abundance. Reducing the likelihood of transmission by increasing flower abundance may play a crucial role in future management strategies that aim to reduce
the prevalence of viruses in both managed and wild bees. Future work should focus
on testing this model prediction in the field to attempt to verify if increasing floral
abundance in realistic field settings is able to attenuate virus transmission.
In addition to the epidemiological aspects of transmission, foraging behavior significantly influenced transmission rates. Decreases in the degree of floral constancy
(increased floral switching) led to increased transmission. This representation of floral constancy as a probability of switching is a simplification. However, it captures
the mechanism of high floral constancy or low floral constancy in practice. In the
literature, a bee may forage on one species of flower while the rewards (nectar, pollen
etc.) outweigh the costs (energy, predation risk etc.) (Kunin and Iwasa, 1996). When
that ratio is flipped, bees may switch to a more rewarding, or more abundant flower
(Chittka et al., 1997). In our model, increased switching may lead to higher transmission by bridging between different floral environments. By foraging on only one
species of flower, theoretically, many smaller floral environments are created. These
may be able to contain outbreaks. When bees switch floral species more often as
they might when their species of choice becomes rare or unrewarding, these smaller
environments are dissolved and outbreaks may be larger. A similar phenomenon is
seen in agent-based forest fire models, which bear some similarity to disease models.
Firebreaks may be installed to reduce the scale of a fire by confining it (Moritz et al.,
2005). However, when breaks are permeable, the magnitude of the fire can increase
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(Moritz et al., 2005). In a similar way, when bees switch to a more abundant flower
species, they may risk creating viral hotspot by increasing transmission within that
floral species.
In addition to behavior, the landscape itself was found to significantly influence
transmission both in terms of floral diversity and the overall average floral transmission rate, γ̄. We found that when γ̄ was equal between a monoculture and a diverse
landscape, the monoculture had the highest virus prevalence for both bumblebees
and flowers. This suggests a dilution effect as a function of increasing floral diversity.
This result may be explained by looking more closely at a monoculture. As with
the optimal foraging strategy, a monoculture provides a landscape where there is no
compartmentalization. Honeybees and bumblebees forage on the same flowers with
complete overlap. In a diverse patch, coupled with some level of floral constancy,
bees that are foraging on a flower species where there is currently no outbreak are
protected from transmission. This suggests an interaction between bee foraging behavior and the floral environment that may influence transmission. The prediction
by our model bears further research and future studies should examine the role of
floral diversity on virus transmission empirically.
In addition to diversity, γ̄ had a large influence on transmission. We found no
difference in prevalence between landscapes with a variable γ for each floral species
and landscapes with the identical weighted mean, γ̄, spread homogeneously across
species. This would suggest that though floral species have been shown to harbor
different viruses with different prevalences (Alger et al., 2019b), the overall mean of
the floral landscape is the driving factor. Thus, although we found evidence that floral
diversity may lead to a dilution effect in bumblebees, variable harboring potentials
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of flowers may lead to different γ̄ values either temporally or spatially. This could
lead to changes in prevalence over time or across the landscape (Dupont et al., 2009).
As floral abundance and diversity can change dramatically over these two scales, our
results highlight the need for future studies to examine floral diversity’s role in virus
transmission empirically and over a range of spatiotemporal scales.
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Figure 3.1: Parameter sweep of bumblebee transmission (βBB ) and floral transmission (γ).
(A) The percent of infected bumblebees for each combination of parameter values. (B) The
percent of infected honeybees for each combination of parameter values. (C) The percent of
contaminated flowers for each combination of parameter values.
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Chapter 4
Temporal variation influences patterns of coinfection, dilution and,
amplification in bumblebee diseases.
Disease dynamics are influenced significantly by changes in the host community and environment. In a multi-host, multi-pathogen disease system,
patterns of dilution, amplification and co-infection may be altered through
temporal changes.
Here we examine an array of pathogens in bumblebees by measuring the
host community, floral environment and pathogen community in a longitudinal survey. We found that floral and bee composition changed over
time as did the prevalence and load of the majority of the pathogens we
measured. We found evidence for an amplification effect for Black Queen
Cell virus and found disease severity (load) depended heavily upon floral
and bee diversity. Without accounting for time or space, dilution and
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amplification results can vary greatly. Patterns of coinfection changed
significantly over time, however, this appeared to be driven by additive
processes rather than synergistic ones. Our study highlights the dynamic
nature of this system and gives insight into the complexity that is inherent in studying dilution and coinfection. We identify that the processes of
coinfection, dilution and amplification are time-dependent and can vary
greatly depending on the relevant parameters and the scale at which they
are measured. Understanding how these concepts are at play in this disease system gives disease ecologists insight into the interplay between
temporal variation and disease transmission.

4.1

Introduction

Disease transmission is subject to the influence of temporal change, which may alter
host-pathogen interactions (Lachish et al., 2011; Johnson et al., 2015b). The phenologies of plants and animals in an environment may vary greatly, leading to differences
in community composition throughout the year (Brunet, 2009; Dupont et al., 2009).
Changes in host species diversity can alter the relationship between the host and a
pathogen and either increase or decrease the transmission rate (Keesing et al., 2010).
For example, increases in host diversity have been associated with increased transmission, termed as an amplification effect (Ogden and Tsao, 2009) or with a decrease
in transmission, which is known as a dilution effect (Ostfeld and Keesing, 2012). In
multi-pathogen systems, the environment can play an important role in transmission
as well. For example, parasites and pathogens can be harbored by the environment in
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water, soils, and other organisms like flowers (Reidl and Klose, 2002; Bethony et al.,
2006; Graystock et al., 2015; Alger et al., 2019b). The prevalences of pathogens in the
environment and the requirements of the hosts they infect may alter the likelihood
of coinfection, which has been shown to influence rates of transmission (Johnson and
Buller, 2011; Hébert-Dufresne and Althouse, 2015). The complexity that stems from
interactions between host and pathogen communities and the fact that these relationship can shift with time makes studying diseases in the field a difficult prospect
(Johnson et al., 2015a). Disease ecology needs to take a community ecology approach
and do so at a temporal scale to be truly effective in this regard (Johnson et al., 2015a;
Seabloom et al., 2015). Nowhere is this more important than in studying multi-host,
multi-pathogen disease systems.
In a multi-host system, the presence of other susceptible host species may have
the ability to alter transmission rates through dilution or amplification (Ostfeld and
Keesing, 2012; Ogden and Tsao, 2009; Keesing et al., 2010; Schmidt and Ostfeld,
2001). Dilution an amplification are opposite patterns, however, they are not competing hypothesis (Civitello et al., 2015; Halsey, 2019; Randolph and Dobson, 2012;
Keesing et al., 2010). The conditions that are thought to favor dilution occur when
host species differ in their competence (ability to harbor and transmit the pathogen)
and highly susceptible hosts are able persist in low diversity communities (Huang
et al., 2016; Johnson et al., 2015b). The individual mechanisms that drive these
patterns are thought to be highly system-dependent (Keesing et al., 2006) such that
dilution and amplification might occur in the same system depending on its conditions
(Liu et al., 2020; Levi et al., 2016). As the environment and community composition
play large roles in how diversity relates to disease prevalence, it seems likely that tem-
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poral change would be an important factor in studying dilution and amplification,
however, studies that test for dilution or amplification generally do so as a snapshot
in time (Johnson et al., 2015b).
In addition to the complexities of a multi-host system, a multi-pathogen system,
increases the complexity further by adding the potential for coinfections. Coinfection
is defined as multiple pathogens infecting a single host (Johnson et al., 2015a). They
are a common occurrence in nature and it is very likely that large proportions of humans and non-human animals alike are carrying assemblages of various parasite and
pathogens at any given time (Viney and Graham, 2013; Griffiths et al., 2011). Yet,
coinfection is still an understudied area and more studies are required to understand
what mechanisms influence observed coinfection patterns (Johnson and Hoverman,
2012). One mechanism that is thought to drive coinfection is pathogen-pathogen
interactions (Johnson et al., 2015a). Synergistic coinfection provides an example of
this where infection by one pathogen leads to an increased risk of a secondary infection (Nakamura et al., 2011). Competition between two pathogens within a host can
also lead to a decrease in coinfections (Johnson and Buller, 2011). While pathogenpathogen interactions may influence coinfection patterns, other drivers of coinfection
may exist (Pedersen and Fenton, 2007). Coinfection patterns may be a result of
abundant pathogens in the environment with similar host requirements (Johnson and
Buller, 2011). Changes in pathogen prevalence over time may alter those patterns.
As with dilution and amplification, coinfection is understudied at a temporal scale
and more studies are required in order to better understand how temporal change
may influence coinfection (Johnson et al., 2015a). Here, we take a community ecology approach to studying an assemblage of pathogens in wild bumblebees in order to
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examine how temporal change influences patterns dilution, amplification and coinfection.
Bumblebees provide an ideal study system for examining the role of temporal
change on dilution, amplification and coinfection. The bumblebee disease system is a
multi-host, multi-pathogen system that exhibits great diversity in both the pathogen
and host communities (Burkle and Alarcon, 2011). Bumblebees are known to host
a myriad of pathogens (Goulson et al., 2008; Imhoof and Schmid-Hempel, 1999; Otterstatter et al., 2005; Kissinger et al., 2011). Of these, a group of RNA viruses and
the microsporidian parasite, Nosema spp. are of great concern to bee health (Meeus
et al., 2011). RNA viruses including Deformed Wing virus (DWV) and Black Queen
Cell virus (BQCV) can be transmitted to bumblebees from flowers shared by infected
honeybees and bumblebees (Alger et al., 2019b,a). These viruses cause developmental
abnormalities, decrease foraging efficiency and increase mortality (Tehel et al., 2020;
Meeus et al., 2014; Manley et al., 2017). Nosema may also be transmitted via shared
flowers (Mayack et al., 2015) and, like the viruses, causes a multitude of lethal and
sub-lethal effects (Schmid-Hempel, Paul and Loosli, Roland, 1998). We and others
have found that many of these pathogens can occur simultaneously in a single host
(Alger et al., 2019a; Allander and Schmid-Hempel, 2000; Bravi et al., 2019). Others
have found evidence for dilution of virus prevalence in bumblebee species (Fearon
and Tibbetts, 2021), however, the full temporal pattern of infection has not, to our
knowledge, been examined (but see (Graystock et al., 2020)). There is evidence for
heterogeneity in the competence of different bumblebee species for BQCV (Alger
et al., 2019a). Additionally, in this system, the virus harboring capabilities of flowers
are not consistent across floral species (Alger et al., 2019b). These factors provide
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mechanisms by which dilution or amplification may occur.
Here, we test how temporal variation influences dilution/amplification and coinfection in the bumblebee disease system by conducting a longitudinal survey of BQCV,
DWV, and Nosema over the course of four months at five different sites. We measured
bumblebee diversity, floral diversity, and bumblebee abundance at each time point.
We ask how do these diversity and abundance metrics and the spatial and temporal
scales at which they are measured affect the prevalence of each pathogen? Finally,
How do patterns of coinfection change with time and how are pathogen prevalence
and coinfection frequencies related in this system? We found evidence for amplification in the BQCV and showed how ignoring temporal or spatial scales can lead
to erroneous conclusions when studying how diversity relates to disease prevalence.
Floral and bee diversity significantly influenced changes in load for two RNA viruses.
We also found that pathogens fluctuated in prevalence and load over time as did
patterns of coinfection. Coinfections did not appear to be driven by synergism but
by an additive process related to overall disease prevalences at each time point.

4.2

Methods

To examine how disease dynamics of the bumblebee pathogen system change over
time, we designed a longitudinal survey that measured three pathogens, bumblebee
diversity, floral diversity and bee abundance over the course of four months. In
addition, we examined how patterns of coinfection changed over time.
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4.2.1

Collection protocols

In the summer of 2016, we visited five old field sites in the Champlain valley of
Vermont at four different time points each in May, July, August and September.
Sites were picked to have similar floral compositions and honeybee abundances based
on our previous field work (Alger et al., 2019a). To assess bumblebee and floral
diversity, we collected all bumblebees observed over the course of a one hour period
and recorded caste, species and visited flower species. To assess pathogen load in
bumblebees while controlling for species-level variation, we collected specimens of the
most generally abundant species (Bombus impatiens). We collected B. impatiens for
three hours or until 20 specimens had been collected. Specimens were caught by net
and kept in vials on dry ice in the field. They were put into a -80 freezer for storage
at the end of each collection day. This resulted in 59, 32, 73, and 138 B. impatiens
specimens being collected in May, June, July and August, respectively (Ntotal = 302).

4.2.2

Pathogen Assays

In order to assay bees for DWV and BQCV, B. impatiens samples were taken from the
−80o C freezer and placed on liquid nitrogen. RNA was extracted using Qiagen RNA
mini kits. Bees were placed in micro-centrifuge tubes and homogenized in buffer RLT
(Proprietary Qiagen Buffer) for three minutes and spun down in the centrifuge in order
to remove chitinous material and large tissue fragments. For Nosema assays, 200uL
of this crude extraction (centrifuged homogenate) was reserved. For the remainder
of the extraction process, we followed Qiagen’s protocol. The amount of extracted
RNA was measured using spectrophotometery (Nanodrop) and samples were diluted
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to 20ng/mL. We conducted RT-qPCR with absolute quantification on the samples
using the BioRad OneStep SYBR RT-qPCR kit, using standard primers developed
by the USDA bee lab (Traynor et al., 2016; Alger et al., 2019a). Viral loads were
quantified using standard curves generated using serially diluted Gblocks (synthetic
DNA) for each target. Samples were assayed in duplicates with positive (Gblock)
and negative (water) controls run on each plate for each target. Samples were rerun
in triplicates if discrepancies in amplification or melt curves were found. In order
to ensure values within and across plates were comparable, samples were normalized
using the housekeeping gene, Actin (Alger et al., 2019a). To ensure quality data, we
followed the MIQE guidelines for qPCR experiments (Bustin et al., 2009). Nosema
loads were counted from the reserved homogenate from the RNA extraction process
following the standardized research methods for Nosema (Fries et al., 2013).

4.2.3

Analysis

All data cleaning and analysis was conducted in the statistical computing language, R
(R Core Team, 2019). Viral loads were re-scaled to approximate viral genome copies
per bee (Alger et al., 2019a). Nosema loads were re-scaled to represent spores per bee
(Fries et al., 2013). Prevalence data for each pathogen were generated by creating a
binary variable from pathogen load that coded bees as either positive or negative for
a given pathogen. All general linear mixed models (GLMMs) were conducted using
the LME4 package (Bates et al., 2015). Models that examined pathogen prevalence
used a binomial distribution with a link logit function. Due to the range in orders
of magnitude and skewness of the data set, all models that examined pathogen load
used a gamma distribution with a link log function. Significance for all models was
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determined by conducting type II Wald chisquare tests using the "car" function in the
Anova package (Fox and Weisberg, 2019).
To test if there were differences in pathogen prevalence and load among sites
and castes, we conducted six GLMMs, three for prevalence and three for load for
each of the three pathogens. We included caste and site as predictors. Sampling
event was included as a random effect to account for temporal variance. For each
site at each time point, the number of bees for the timed survey were summed as
a proxy for abundance. Diversity for bees and the flowers they were caught on was
computed using Simpson’s Index in the Vegan package (Oksanen et al., 2020) as
it has been shown that species richness alone is often not enough to account for
changes in transmission risk (Halliday et al., 2017). We conducted a series of linear
regressions between each pairwise combination of diversity and abundance variables
to ensure that there was no correlation between our bee diversity, abundance, and
floral diversity metrics.
To examine the effect of time and our diversity and abundance metrics on disease
prevalence and load, we constructed six GLMMs. For the disease prevalence data, we
built three models, one for each pathogen, utilizing identical structure. We examined
disease prevalence by bee abundance, bee diversity, flower diversity and sampling
event. We included all interaction terms between sampling event and the abundance
and diversity metrics. If a model had no significant interaction effects, the interaction
terms were dropped. We included site as a random effect to account for any variance
among sites. We constructed an additional three models for each pathogen to examine
these variables effect on the pathogen load. We restricted the data set to only positive
samples. The model structure was identical to the prevalence models.
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Temporal Variation
To examine the effect of time on pathogen load and prevalence, we computed the
significance of sampling event in our diversity models described in section 2.3. Significance for all models was determined by conducting type II Wald chisquare tests.
In addition to the disease data, we tested how bee diversity, floral diversity and bee
abundance was influenced by time. To do this, we conducted thee ANOVAs with
each diversity and abundance variable as the dependent variable and sampling event
and site as the predictors. All p-values were corrected using the Benjamini-Hochberg
procedure to control the false discovery rate.
Dilution and Amplification
To examine if increasing bee diversity, floral diversity and bee abundance led to
a dilution effect or an amplification effect for the three pathogens of interest, we
computed the significance of these variables and their interaction with month in
the models described in section 2.3. Significance for all models was determined by
conducting type II Wald chi-square tests. The sign of the slope was used to categorize
an outcome as either dilution (negative slope) or amplification (positive slope).
In order to examine how the outcome of diversity on disease prevalence may be
affected by spatial or temporal scales, we examined the slopes derived from a series
of GLMs by pooling sites and sampling events in turn. In analyzing the importance
of temporal variation, space was held constant by pooling sites and examining the
slopes of each of the four time points. To determine the importance of spatial variation
among sites, time was held constant by pooling time points and examining the slopes
at each site. Slopes were calculated by conducting a logistic regression on the diversity
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metric and pathogen prevalence using a GLM with a binomial error distribution and
a link logit function. This was done for each combination of pathogens, diversity
metrics and time points (Ntemporal = 36) or sites (Nspatial = 45).
Coinfection
To test if the presence of one pathogen increased the risk of a coinfection with other
pathogens, we conducted a series of pair-wise chi-square tests of independence. We
adjusted p-values using the Benjamini-Hochberg procedure to account for multiple
testing. To examine how the frequency of coinfection changed over time, we coded
coinfection as a binary variable (coinfection yes/no) and we conducted a logistic
regression with sampling event as the predictor. Significance was determined by
conducting type II Wald chi-square tests.
To examine the frequency of the different possible combinations of infection, we
calculated the ratio of bees having It infections over Nt bees at each time step by sampling 100,000 times from a Dirichlet distribution (multivariate binomial distribution)
informed by the frequencies of each combination of pathogens. We used this method
to generate an estimated 95% confidence interval for the observed value. In order to
determine if changes in frequencies of coinfection were due to synergistic interactions
or the additive effects of increasing pathogen prevalences, we estimated the expected
frequency of bees having each possible combination of pathogens. These expected values represented the probability of each combination for a given time point based on
the observed prevalence values for each pathogen at that time point. As a bee could
have multiple infections at once, observations were considered to be non-mutually
exclusive. Expected probabilities were calculated under the assumption that each
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measurement of a pathogen for a given bee was independent of other measurements.
Examples of how expected probabilities were computed are given below [Equations
4.1-4.4].
P (0t ) = P (Ntc ∩ Dtc ∩ Btc )

(4.1)

P (1t ) = P (Nt ∩ Dtc ∩ Btc )

(4.2)

P (2t ) = P (Nt ∩ Dt ∩ Btc )

(4.3)

P (3t ) = P (Nt ∩ Dt ∩ Bt )

(4.4)

Equation 4.1 for instance describes the expected frequency for the time step, t, of
bees have 0 instances of Nosema, DWV and BQCV. Likewise, equation 4.3 describes
the probability of the frequency of bees at time, t, having instances of Nosema and
DWV simultaneously in a coinfection. These expected values were compared directly
with the observed frequency of each coinfection combination using a series of Benjamini and Hochberg-corrected single proportion Z-tests.

4.3
4.3.1

Results
Temporal Variation

Neither castes nor sites differed in DWV prevalence (χ24 = 1.811, P = .77; χ22 = 1.676,
P = .433). There was a significant effect of site for Nosema prevalence (χ24 = 13.527,
P = .009) but no effect of caste (χ22 = 3.614, P = .164). There was a significant
effect of caste for BQCV (χ22 = 14.61, P = .0008) but no effect of site (χ24 = 5.039,
P = .283)(Figure SI 7.1a, 7.1a). For load, there was a significant effect of caste
(χ22 > 192.26, P < .0001) and site (χ24 > 177.06, P < .0001) for all three pathogens
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(Figure SI 7.1b, 7.1b). For bee diversity and bee abundance, there were no significant
effects of sampling event (P > .08) or site (P > .268). For floral diversity there was
a significant effect of sampling event (F3,12 = 4.437, P = .026) but no effect of site
(P = 0.331). There were no relationships between diversity and abundance metrics
(P > .59). While no changes in floral abundance or diversity were observed, species
composition did change over time (Figure 4.1). Nosema prevalence was found to
significantly decrease over the course of this study, while DWV and BQCV prevalence
significantly increased (Table 4.1) (Figure 4.2a). BQCV load significantly increased
during the season, while DWV load decreased (Table 4.1). Nosema load did not
significantly change over the course of the study (χ2 = 0.178, P = .673) (Figure
4.2b).

4.3.2

Dilution and Amplification

Bee abundance was positively correlated with Nosema prevalence but negatively correlated with BQCV prevalence (Table 4.1). Bee diversity was positively correlated
with BQCV prevalence (Table 4.1). There were no significant main effects or interactions for the remaining combinations (χ2 = 3.12, P > .078). In addition to
prevalence, we examined how diversity and abundance relate to the severity of infections. A negative interaction was characterized as one where the negative relationship
between the pathogen and the diversity metric became more negative on average over
time. A positive interaction was characterized by the opposite effect, namely increasing severity. Bee diversity was negatively correlated with BQCV load (Table
4.1). There were a number of significant interaction effects of time with the diversity
and abundance metrics. For BQCV, interactions between floral diversity and bee
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abundance with time was correlated with increased severity (Table 4.1). For DWV,
interactions of bee diversity and floral diversity with time led to increased severity
while bee abundance with time was correlated with decreased severity (Table 4.1).
There was no significant main effects or interactions for the remaining combinations
(χ2 = 3.66, P > 0.056).
The magnitude and direction of diversity-disease prevalence relationships can vary
dramatically between the temporal scale and the spatial scale. There were examples
of BQCV being significantly positively correlated with bee abundance at the spatial
scale while negatively related at the temporal scale. Nosema exhibited an opposite
pattern (Figure 4.3). For DWV, there were examples where both correlations with
bee diversity and floral diversity led to dilution and amplification effects within the
same spatial scale (Figure 4.3).

4.3.3

Coinfection

Over the course of the study, coinfections of two and three pathogens increased while
the frequency of single infections or clean bees decreased (Figure SI 7.3). In general,
the prevalence of coinfections increased over time (χ21 = 23.28, P < .0001) (Figure
SI 7.3). Having a specific pathogen did not increase the risk of bees having a specific
secondary infection at any time point in the study (χ21 = 2.61, P > .106). When we
compared the expected values to the observed values for each of the eight possible
pathogen combinations, there was no significant difference between them in any case
(P > .1) (Figure 4.4).
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Table 4.1: Statistical results for the three pathogen prevalence models and three load models.
Due to the large number of variables examined, only significant terms are included in this
table, although all terms described in the statistical methods were tested. Variable refers to
the term being tested. Test Stat. and P Value are the χ2 value and resultant p-value from
the Wald Type II test. Effect Size is the slope of the regression line.

Model
Nosema Prev.
BQCV Prev.
DWV Prev.
BQCV Load

DWV Prev.

4.4

Variable
time
bee abundance
time
bee diversity
bee abundance
time
time
bee diversity
floral diversity
time:floral diversity
time:bee abundance
time
bee diversity
floral diversity
bee abundance
time:bee diversity
time:floral diversity
time:bee abundance

Test Stat.
6.51
3.973
21.137
8.543
7.101
34.512
86.141
49.129
14.105
41.236
10.438
825.4
337.7
13454.2
22.77
4426.4
3513.7
40.59

P Value Effect Size
.011
-0.35
.046
0.028
<.0001 0.995
.003
2.97
.008
-0.045
<.0001 1.014
<.0001 -4.01
.003
-1.606
.0002
-11.927
<.0001 5.42
.001
0.072
<.0001 0.588
<.0001 -0.37
<.0001 -2.392
<.0001 0.008
<.0001 1.321
<.0001 1.178
<.0001 -0.039

Discussion

Here, we highlighted the importance of temporal variation when studying multihost, multi-pathogen disease systems. By surveying bumblebee pathogens and their
hosts in a longitudinal survey, we found evidence that bumblebee pathogens change
significantly in load and prevalence over the season. These changes were correlated
with changes in patterns of coinfection and amplification. We found that diversity of
the fomites (flowers) and the hosts dramatically influenced the severity of DWV and
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BQCV. The direction of diversity-transmission relationships were found to change
dramatically depending on whether they were compared at the spatial of temporal
scale. These findings highlight the inherent risk associated with studying dilution,
amplification and coinfection at a single time point. We call attention to the need for
more studies to be conducted at a temporal scale.
BQCV and DWV both increased significantly over the four month period while
Nosema decreased, demonstrating that prevalence of diseases in bumblebee communities are highly time-dependent. In addition to these changes in pathogen prevalence,
the severity of these infections changed with time as well. BQCV load decreased
significantly over the course of the study while DWV increased, characterized by a
large peak in the month of August (Figure 4.2b). To our knowledge, this is the first
study in bumblebees to measure pathogens in a longitudinal survey during the growing season. Changes in prevalence could be due to epidemiological processes. The
characteristic growth that bumblebee populations experience throughout the growing
season increases the number of susceptible bees available to the pathogen (Crone and
Williams, 2016). Population growth can lead to an increase in the effective population density and a resultant increase in transmission (Grassly and Fraser, 2008; Hu
et al., 2013). Additionally, if there is competition between pathogens, decreases in
prevalence of one pathogen and increases in another could also be due to a form of
niche partitioning, which has been described in managed honeybees between species
of Nosema (Martin-Hernandez et al., 2012).
In addition to the changes in pathogen prevalence and load over time, bee caste,
floral diversity, and floral composition also changed with time. Since there is a great
deal of evidence that flowers are bridges of transmission between bee species (Alger
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et al., 2019a; Fürst et al., 2014; Adler et al., 2018) and that harboring potential can
change depending on floral traits (Alger et al., 2019b; Adler et al., 2018), transmission
may be influenced at different time points depending on the floral composition. It is
possible that transmission may have been increased or decreased depending on the
flower species that was most common at the time. Though we cannot say that changes
in floral composition influenced the changes we saw in pathogen prevalence and load,
we suggest that in the future, studies should attempt to test this link. Along with
the important temporal scale, is the spatial scale. In addition to temporal effects,
we found differences in pathogen prevalence and load among sites. Though in our
study, we did not find differences in diversity and abundance at the site level, site
level variance is always an important factor to take into account. It is possible that
the differences in pathogen load and prevalence we observed at the site level could
be due to differences in the abundance of infected honeybees at each site. Increased
prevalence and load in manged bees has been linked to increased prevalence in nearby
wild bees (Fürst et al., 2014; Manley et al., 2019; Alger et al., 2019a). In general,
we found differences in ecological and disease data at both the spatial and temporal
level. We feel that studies that ignore temporal or spatial effects are in danger of
missing aspects of the processes they aim to study.
For BQCV, increases in bumblebee diversity led to an increase in prevalence. This
is categorized as an amplification effect. Amplification has been shown to occur under various conditions including shifting host species composition which is common
in bumblebee communities and was observed in this study (Figure 4.1a). Bumblebee phenologies differ among species but often overlap (Halliday et al., 2017; Ogilvie
and Forrest, 2017). This shift in composition accounted for in the temporal scale
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of the study could have resulted in this effect. Increases in bee abundance led to a
decrease in prevalence for BQCV but an increase for Nosema. The number of individuals in a disease system is an extremely important quantity in determining how
an outbreak might proceed in an epidemiological sense. For a disease that exhibits
density-dependent transmission, increases in population density are likely to lead to
an increase in transmission due to higher contact rates (Smith et al., 2009; Wilson
et al., 2002). The BQCV result is counter intuitive in this regard. It is possible
that confounding factors in this system may be interacting the bee density. Further
studies in this system should examine this relationship more closely. In addition to
prevalence, we examined how load responded to these abundance and diversity metrics. Though not strictly dilution or amplification effects as these terms are related to
pathogen prevalence or transmission, we found evidence for both positive and negative relationships of time-diversity interactions and load. Many of these relationships
for BQCV and DWV showed increased disease severity, though several such as bee
diversity’s effect on BQCV led to a decrease in severity. It is clear in our study
that there is some relationship between these selected metrics and virus load. Future
studies should not only examine diversity’s effect on disease prevalence but also on
disease loads.
A recent study found evidence for dilution in bee species based on bee species
richness (Fearon and Tibbetts, 2021). Our finding of an amplification effect in the
same system under different conditions exemplifies the need for continuing work on
understanding when dilution or amplification are likely to occur. The dilution and
amplification debate is ongoing thought it is clear that some relationship between
diversity and transmission exists and it is likely to be complex in nature and context-
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dependent. The evidence we present here indicates that, in this system, transmission
of certain pathogens may be influenced by bee abundance and bee diversity. It also
shows the importance of the scale of study. We hope this work highlights the complexity of this issue and the need to account for both scales when testing for dilution
or amplification effects. When studying diversity and disease transmission, patterns
are highly dependent on the pathogen in question and the scale at which it is studied
at. When examined at only one scale, spatial or temporal, different patterns were
observed than when we controlled for both of these scales simultaneously. Each point
in figure 4.3 represented one potential small-scale study conducted at one site over
multiple time points or one time point at multiple sites. There were differences between the emphasized scales that were drastic enough to have resulted in opposite
patterns. Additionally, there were differences within scales at the site and time level
highlighting the need for replication and reinforcing the need for more time-based
studies.
When testing for patterns of coinfection, we found that coinfections of bees with
two pathogens as well as three pathogens increased significantly during the course of
the study. However, there was no evidence for synergistic coinfection at the individual
level. Bees were not more likely to have a specific secondary infection given the first.
However, we still saw that coinfection was an extremely common occurrence amongst
bees in this study. BQCV-DWV and BQCV-Nosema were two of the most common
combinations we measured. Our comparison of the expected and observed frequencies
for each combination of pathogens indicated that the prevalences of each pathogen in
the field were adequate on their own to accurately describe the coinfection frequencies
measured. This seems to indicate that no additional unidentified interaction effects
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were responsible for this increase in coinfection. Increases in certain pathogens over
time were enough on their own to drive this increase. This "additive coinfection" is
simple in nature and appears to be driven primarily by probability. Pathogens with a
higher prevalence in the population are more likely to be involved in a coinfection and
increases in prevalence of a pathogen in the community can increase the probability
of coinfection. Though synergistic coinfection is still an important area of research
(Johnson and Buller, 2011; Hébert-Dufresne and Althouse, 2015), additive coinfection
can occur without any interaction between pathogens and is equally important in
describing the frequency and patterns of coinfection we measure for any given disease
system.
This study improves our understanding of how temporal variation influences dilution, amplification and coinfection by examining them in a single multi-host, multipathogen disease system over time. Our results indicate that planning studies around
both the spatial and temporal scale is of the upmost importance in reaching a reliable conclusion. The bumblebee disease system appears to be driven in large part
by temporal changes in both bee community and pathogen community. Measuring
the relationships between the hosts and pathogens at a single time point would have
given an incomplete picture of the dynamical nature of the system. We hope that
future studies that examine processes like dilution, amplification and coinfection take
temporal variation into account.
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Figure 4.1: bumblebee and floral abundance by species for each time point. (A) The individual count for eight species of bumblebees sampled over the course of the survey. Colors
correspond to the proportion of bees sampled at each time point. (B) Counts for 18 species
of flowers that bees were caught on during this survey. Colors correspond to the proportion
of bees sampled at each time point. The label "flight indicates the number of bees that were
caught on the wing.
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confidence intervals generated from the appropriate beta distribution based on the number
of infected and uninfected bees at that time point. (B) Pathogen load shown on a log scale
over the course of four months (May-July). Error bars represent standard error.

90

Bee Abundance

Bee Diversity

Floral Diversity

BQCV DWV Nosema

BQCV DWV Nosema

Scale
5

Spatial
Temporal

Slope

0

−5

BQCV DWV Nosema

Pathogen
Figure 4.3: Exploration of spatial and temporal scales on dilution and amplification effects.
Slopes were generated from a series of GLMs regressing bee abundance, bee diversity and
floral diversity on DWV, BQCV and Nosema prevalence. Blue points and box plots represent
the temporal scale where slopes were generated from temporal data with pooled sites. Red
points and box plots represent the spatial scale where slopes were generated from site level
data with pooled temporal data. Triangles represent significant slopes, circles represent nonsignificant slopes.

91

Data Type:

Expected

Observed

BQCV & DWV

BQCV & Nosema

BQCV Only

DWV & Nosema

DWV Only

No Infections

Nosema Only

Triple Infections

Infection Frequency

1.00
0.75
0.50
0.25
0.00
1.00
0.75
0.50
0.25
0.00
1.00
0.75
0.50
0.25
0.00

.
pt
Se

.
Au
g

Ju
ly

M

ay

.
pt
Se

.
Au
g

Ju
ly

M

ay

1.00
0.75
0.50
0.25
0.00

Time
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Appendix A: Chapter 2 Supplemental Figures

Table 5.1: Sequences, Sequences Size in base pairs, and annealing temperature for each
forward and reverse primer for DWV and Actin, respectively (Alger et al., 2019)

Primer
DWV-F
DWV-R
Actin-F
Actin-R

5’to 3’ Sequence
TTCATTAAAGCCACCTGGAACATC
TTTCCTCATTAACTGTGTCGTTGA
CGTGCCGATAGTATTCTTGC
CCATTGTCAACTACGAGTGC
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Size (bp) Temp. (oC
136
53
138

56

Flower DWV Load log10(copies bee)

5

4

3

2

4

5

Bumblebee DWV Load log10(copies bee)

6

Figure 5.1: Log number of genome copies detected in bumblebees by log genome copies
deposited on the artificial flower after a 10 second foraging bout. The blue line represents
the line of best fit. The relationship was non-significant (p > 0.05). The shaded region
represents the standard deviation.
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Figure 5.2: Examples of the artificial flowers that were used in cases where sterile flowers
were necessary. Flowers were constructed from synthetic cloth flowers cutouts, dental cotton,
200uL pipette tips and 1.5mL microcentrifuge tubes. Holes were bored into the top of the
tube’s lid. The end of the pipette tip was cut off and filled with dental cotton. The pipette tip
was then pushed through the hole in the center of the flower petals and pressed into the hole
in the tube. The design of this flower substitute allows sucrose solution to be put into the
tube and wicked up through the cotton in the center of the flower. This allows for "petals"
and "nectary" to be separated. RNA extractions can be conducted on both of these materials.

115

References
Alger, S.A., Burnham, P.A., Boncristiani, H.F. and Brody, A.K.. 2019. RNA virus
spillover from managed honeybees (Apis mellifera) to wild bumblebees (Bombus
spp.). Plos One. 14(6), p. e0217822. doi:10.1371/journal.pone.0217822.

116

Appendix B: Chapter 3 Supplemental Figures

117

0.3

Prob. Virus Deposition:

0.75

0.2

0.50

0.1

Probability of Virus Deposition

Relative Abundance of Flowers

Disease Sink
Hotspot
Diverse Low
Diverse High

0.25

0.0

0.00

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58

Flower Species
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in honeybees as a function of the number of flowers (NF ) and the number of number of
honeybees (NHB ).
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Figure 6.3: Comparison of how the numbers of bumblebees, honeybees, and flowers influence
viral prevalence in flowers. (A) The viral prevalence in flowers as a function of the number
of flowers (NF ) and the number of number of bumblebees (NBB ). (B) Viral prevalence in
flowers as a function of the number of flowers (NF ) and the number of number of honeybees
(NHB ).
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Appendix D. Overwintering bumblebee queens

Background
In the Fall, bumblebee colonies die and newly emerged queens mate and find a place
to overwinter. They emerge in the Spring to begin a new colony (Alford, 1969). Thus,
the persistence of a bumblebee species relies on queens successfully overwintering and
colonizing. However, basic knowledge related to the hibernation of bumblebee queens
is severely lacking (Williams and Osborne, 2009) including overwintering habits, site
preference, and the role that common bumblebee diseases play during this process.
Previous studies are limited and were conducted by natural historians in the early and
mid 20th century when RNA virus had not yet been described in bees (Alford, 1969;
Sladen, 2012). Here we characterize the overwintering conditions of a bumblebee
species (Bombus impatiens) at a bumblebee hibernation site located in Vermont. We
use a combination of RT-qPCR and microscopy, to test for differences in pathogen
prevalence and load in queens before and after hibernation.
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Methods
At a private residence in Williston, Vermont during the Fall of 2015, 24 bees were
collected from under the soil at a bumblebee hibernation site. Measurements from
the surface to the bee and of bee to bee distance were taken. Bumblebees were placed
in tubes on dry ice and stored at -80Â°C. In early Spring before the thaw, mesh tents
were placed over the site. Over the period of a week, we collected emerging queens
from within the tents, collecting a total of 19 bees. They were placed immediately
on dry ice and then stored in a −80o C freezer. Before the pathogen assays, all bees
were weighed. To assay bees for the parasite, Nosema, abdomens were dissected
and homogenized in RO water and counted using hemocytometers according to the
standard methods of Nosema research (Fries et al., 2013). To assay the bees for
Deformed Wing Virus (DWV) and Black Queen Cell Virus (BQCV), the head and
thorax of the bee were homogenized in a guanidine thiocyanate-based buffer (Alger
et al., 2019) and the RNA was extracted using a Qiagen RNA easy mini kit by
following their proprietary standard extraction protocols. The RNA concentration
was measured using photospectrometry (Nano-Drop) and diluted to 20ng/ml. We
conducted RT-qPCR with absolute quantification using the One-step RT-qPCR kit
from BioRad. We used primers for DWV, BQCV and a housekeeping gene (ACTIN)
created by the USDA bee research laboratory (Traynor et al., 2016).
Quantification was performed using the standard curve method conducted using
serial dilutions of Gblocks (synthetic DNA). All samples were run in duplicates with
positive (Gblock) and negative (water) controls. Results were normalized among
samples and plates using the ACTIN values. We consulted the MIQE guidelines for
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best practices in qPCR research (Bustin et al., 2009). All data were cleaned and
analyzed using the R programming language (R Core Team, 2019). To test if there
were differences in pathogen prevalence between Spring and Fall queens, we conducted
a Chi-square test for Independence for each of the three pathogens. For analysis of
the load data, we removed negative samples. Due to the limited sample size and
non-normal distributions, a non-parametric Kruskal-Wallace test was used for each
pathogen to test for differences in load between Spring and Fall queens. We used an
additional Kruskal-Wallace test to test for differences in average bee weight between
Fall and Spring queens.

Results
Over 200 holes were found indicating a high density of bumblebees at this hibernation
site. The soil type was sandy and loose. Twenty-three bees were excavated from a
10cm x 20cm area and were dug up in clusters with two or three bees occupying
the same holes (Figure 8.1). The average bee depth was only 6.48cm (Figure 8.2)
We found no difference in mass between Spring and Fall queens (P = 0.134) (Figure
8.3). There were also no differences in prevalence for all three pathogens (χ2 < 1.433,
P > 0.231) (Figure 8.4). We found no difference for DWV and BQCV load between
Spring and Fall queens (P = 0.178). However, Nosema load was significantly lower
in Spring queens than Fall queens (P < 0.0001) (Figure 8.5).
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Summary
This small study adds much needed data to the limited literature on the conditions
of hibernating bumblebees. Additionally, it is the first study to examine pathogen
prevalences and loads as a function of hibernation. Our study suggests that mixed
sandy soil is preferred by bumblebee queens, perhaps due to the ease of digging.
The number of holes observed at this one site indicates that bumblebees tend to
hibernate in large groups. A Bombus impatiens colony was located 10 meters from
the hibernation site, which may suggest that many of these queens were from that
colony. Further research should examine the genetic relatedness of queens at mass
hibernation sites. Furthermore, bees were found to share hibernacula and cluster in
close groups underground. The average depth of these bees was only 6.48cm. What
with the cold winters of Vermont, this suggests extreme cold tolerance as the soil at
these depths is frozen for approximately 4 months.
While prevalence of bee viruses do not appear to differ between pre-hibernation
and post-hibernation bumblebee queens, the severity did. Nosema load was found to
be lower in Spring bees. The drop in Nosema could be due to the influence of the cold
on the parasite itself, or related to the virulence of the parasite. It is possible that the
cold weather could inhibit the reproduction of Nosema leading to lower loads in the
Spring. Additionally, if the parasite weakens or kills hosts with high loads, then only
bees with low loads would emerge in the Spring resulting in a similar pattern. Future
studies should examine these two hypothesis in controlled laboratory settings to test
the mechanisms by which these observed patterns may arise. While the sample size of
this study is small, it is the first to examine how pathogens respond in overwintering
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Figure 8.1: Images of bumblebee queens extracted from their hibernacula in the late Fall.

bees. We hope future researchers are able to build upon this study and further our
knowledge of bumblebee hibernation.
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Appendix E. Nosema survey of Vermont

Background
Pathogens are one of the factors thought to be responsible for bumblebee declines in
recent years (Goulson et al., 2008; Imhoof and Schmid-Hempel, 1999). One parasite in
particular, the microsporidian Nosema spp., is extremely detrimental to bumblebee
health (Otterstatter and Thomson, 2008). Nosema lives in the ventriculus of its
host and has been shown to cause dysentery and adversely affect forging efficiency
(Otterstatter et al., 2005). Spores are transmitted via an oral-fecal route and can
be spread between bees on shared flowers (Imhoof and Schmid-Hempel, 1999). This
parasite is known to affect many different species of bumblebees, yet little is currently
known about how transmission and severity are linked to bee species and caste. With
some RNA viruses, differences in load and prevalence were observed among bumblebee
species but this has not yet been tested for Nosema. Difference in bee caste may also
play a role in transmission due to differences in behavioral roles among queens, males,
and workers. In addition, nutrition and disease are often found to be correlated in
bees as well as other disease systems (Roger et al., 2017) but is still understudied
in bumblebees and Nosema under field conditions. Here, we examine the prevalence
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of Nosema spp. in Vermont’s bumblebee populations. We ask whether bumblebee
species or caste influence the prevalence and severity of this parasite. In addition, we
examine how nutrition may be correlated with disease severity.

Methods
During the summer of 2014, 350 bumblebees were collected in northern Vermont from
13 sites between June and August. The bees were netted haphazardly while foraging
on flowers. Queens, males, and workers as well as members of the five most common
species in Vermont were caught. The bees were put on dry ice in the field and were
transferred to a −80o C freezer within 12 hours of being captured. In order to assay
each bee for Nosema, the ventriculus was dissected from the bee by pulling on the
last segment of the abdomen. The ventriculus for each bee was then homogenized
in 500uL of a guanidine-thiocyanate-based buffer (GITC buffer (Alger et al., 2019)).
The homogenate was then vortexed and 10uL of the homogenized bee gut were put
into each chamber of a hemocytometer. Spore counts were conducted as per the
standard Nosema methods for honeybee research (Fries et al., 2013). For each bee,
the percent sucrose concentration within its crop was determined by dissecting the
crop out. We then pipetted the contained nectar onto a refractometer and measured
its sugar content on the Brix scale.
All data cleaning and statistical analyses were conducted in the R statistical programming language (R Core Team, 2019). In order to test if Nosema prevalence was
influenced by bumblebee species, caste or nutrition, we constructed a mixed effects
general linear model (GLMM). Nosema prevalence was used as the dependant vari-
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able predicted by bee species, bee caste and sucrose concentration. Site was included
as a random effect to control for site level variance. As the dependant variable was
binary, the model was fit to a binomial distribution with a link logit function. To
test if Nosema load was influenced by bumblebee species, caste or nutrition, we constructed a second identically structured GLMM but with log10 Nosema load as the
independent variable fit to a gamma distribution. All mixed models were constructed
using the LME4 package (Bates et al., 2015). Significance was determined from Wald
Type II Chi-Square tests using the "Anova" function in the CAR package (Fox and
Weisberg, 2019). For categorical variables, multi-comparisons were conducted using
Tukey post-hoc tests in the EMMEANS package (Lenth, 2020).

Results
For Nosema prevalence no significant difference was found among bumblebee species
(χ24 = 1.121, P = .891) or caste (χ22 = 3.825, P = .148)(Figure 9.1a-b). In addition,
no significant relationship was found between Nosema prevalence and percent sucrose
in the bee’s crop (χ21 = 0.959, P = .327). For Nosema load, we found significant
effects of species (χ23 = 66.14, P < .0001), caste (χ22 = 25.56, P < .0001), and
percent sucrose, which was found to be positively correlated with load (χ21 = 30.56,
P < .0001) (Figure 9.2a-b). Queen bees had significantly lower loads than workers
(P = 0.0034). B. borealis, B. impatiens, and B. ternarius all had significantly lower
loads than B. vagans (P < .02). Nosema loads for B. borealis were lower than all
other species (P < .0333)
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Summary
This survey gives valuable insight into a relatively understudied parasite in a very
important host organism. The data seem to suggest that though there is some small
amount of variation in Nosema prevalence across species and castes, in general prevalence is fairly consistent. However, severity was highly variable among castes and
species. Nosema has shown a great deal of temporal variation in honeybees (Traver
et al., 2012). In addition, this parasite has been shown to be more prevalent in bumblebees around honeybee apiaries(Fürst et al., 2014). Differences in the phenologies
of different bumblebee species coupled with spillover from honeybees may be driving
these differences in species and caste. Future studies that examine the relationship
between bumblebees and Nosema should do so at a temporal scale and with honeybee
prevalence taken into account.
In addition, the positive correlation of sucrose concentration in the bee’s crop with
Nosema load provides a new look into the relationship between bee nutrition and bee
disease. Bees have been shown to self-medicate when in a diseased state (SimoneFinstrom and Spivak, 2012). It is possible that bees are foraging on more rewarding
flowers with higher sugar concentrations in the nectar when carrying high loads of
this parasite. Though this is correlational evidence, it puts forth several interesting
questions that should be addressed in the future in a controlled lab setting. Will bees
chose more nutritious flowers with high parasite loads and does this higher energy
food source fulfill an active role in reducing infections at the colony level?
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Figure 9.1: Nosema prevalence by bumblebee species and castes. (A) Nosema prevalence
in percent by five species of bumblebees ("Bimac." = B. bimaculatus, "Bor." = B. borealis,
"Imp." = B. impatiens, "Tern." = B. ternarius, "Vag." = B. vagans). (B) Nosema prevalence in percent across bumblebee castes. Bars represent 95% confidence intervals derived
from the appropriate beta distributions.
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Figure 9.2: Nosema load by bumblebee species and castes. (A) Nosema load (log10 transformed) by five bumblebee species ("Bimac." = B. bimaculatus, "Bor." = B. borealis, "Imp."
= B. impatiens, "Tern." = B. ternarius, "Vag." = B. vagans). (B) Nosema load (log10
transformed) by bumblebee caste. Error bars represent one standard error.
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Appendix F. Coinfection in honeybee colonies

Background
Honeybee losses have been linked, in part, to a large community of pathogens that
include RNA viruses and parasites (Goulson et al., 2015). Due to the large array of
pathogens in this system, hive-level coinfections are quite common (Granberg et al.,
2013) and may lead to individual-level coinfections that can synergistically increase
their lethality (Toplak et al., 2013). Pathogen composition may be driven by temporal patterns based on bee colony growth (Burnham et al., 2019) and pathogen life
cycles (Runckel et al., 2011). Additionally, several RNA viruses, vectored by Varroa
destructor, also known as the Varroa mite, highlight the possibility for pathogenpathogen interactions to occur (Ryabov et al., 2014). Changes in pathogen composition stemming from temporal change and pathogen interactions may influence
coinfection patterns (Johnson and Buller, 2011), however, no study has yet examined
how patterns of coinfection may change over time in honeybee colonies. Here, we survey 32 honeybee colonies for Black Queen Cell virus (BQCV), Deformed Wing virus
(DWV), Nosema spp. and Varroa over three time points across a two month period.
We found that changes in pathogen prevalence over time were responsible for chang144

ing patterns of coinfection. Additionally, increases in BQCV and DWV loads were
both positively correlated with Varroa load. Understanding how the prevalence and
relationships between honeybee pathogens change over time may improve beekeeping
practices surrounding seasonal disease treatments.

Methods
In 2017, 32 honeybee colonies in North Carolina were split equally across two sites
and were equalized to ensure similar population levels among colonies. Colonies
were sampled on January 25, February 28, and March 25. For each colony at each
sampling event, a frozen sample for viral assays (−80o C) and an ethanol-preserved
sample for Varroa and Nosema assays were taken from the brood chamber. To test
bees for Varroa load, the alcohol-preserved bees were shaken in 70% ethanol for one
minute and then shaken through a mesh screen, allowing only Varroa mites and the
ethanol through. Mites and bees were counted to calculated the number of mites
per 100 bees. To count Nosema, 100 bees were homogenized in 100mL of water for
90 seconds. The sample was left to settle for 45 seconds and then counted on a
hemocytometer following the standard methods for Nosema research (Fries et al.,
2013). To assay bees for BQCV and DWV, 50 bees from the frozen sample were
homogenized in 10mL of a guanidine thiocyanate-based buffer (Alger et al., 2019)
and the RNA was extracted using Omega EZNA Plant RNA extraction kits and
their proprietary standardized protocols (Omega Bio-Tek, Norcross, GA, USA). The
RNA concentration was measured using photospectrometry (Nano-Drop) and diluted
to 20ng/ml. We conducted RT-qPCR with absolute quantification using the One-step
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RT-qPCR kit from BioRad. We used primers for DWV, BQCV and a housekeeping
gene (ACTIN) created by the USDA bee research laboratory (Traynor et al., 2016).
Quantification was performed using the standard curve method conducted using serial
dilutions of Gblocks (synthetic DNA). All samples were run in duplicates with positive
(Gblock) and negative (water) controls. Results were normalized among samples and
plates using the ACTIN values. We consulted the MIQE guidelines for best practices
in qPCR research (Bustin et al., 2009).
All statistical analyses were conducted using the R programming language (R
Core Team, 2019). To test how DWV, Varroa, and Nosema prevalence changed over
time, four repeated measures, Generalized Mixed Models (GLMMs) were constructed
for each variable. Each model was fit with a binomial distribution with a link logit
function with sampling event as a predictor and ID and Site as random effects. BQCV
was excluded from this analysis as it was 100% prevalent at all time points. To test
how DWV, BQCV, and Nosema loads are related to Varroa load, we constructed
three repeated measures, linear mixed models (LMMs) with Varroa load, sampling
event and their interaction term as predictors and hive ID and Site as a random
effects. RNA virus loads were log10 -transformed to achieve normality. All models
were constructed using the LME4 package (Bates et al., 2015) and significance was
determined by conducting Wald Type II Chi-Square tests using the "Anova" function
in the CAR package (Fox and Weisberg, 2019).
To examine the frequency of the different possible combinations of hive-level coinfections, we calculated the frequency of each possible coinfection for each time point.
A 95% confidence interval for each frequency was calculated by sampling 100,000
times from a Dirichlet distribution (multivariate binomial distribution) that was in-
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formed by the frequencies of each combination of pathogens. To test if coinfection
patterns were driven solely by pathogen prevalence, we calculated the expected coinfection frequency value for each coinfection combination based on the prevalence of
each pathogen at that time point. Expected values were compared directly with the
observed frequency of each coinfection combination using a series of single proportion
Z-tests.

Results
Both DWV and Varroa prevalence increased over the course of the study (χ21 = 16.86,
P < .0001; χ21 = 4.12, P = .0427). Nosema prevalence did not significantly change
over time (χ21 = 0.991, P = .32) and BQCV maintained 100% prevalence (Figure
10.1). A significant interaction effect between Varroa load and sampling event shows
BQCV load significantly increased with Varroa load over time (χ21 = 4.38, P = .0364)
(Figure 10.3). DWV load also increased as Varroa load increased (χ21 = 11.991,
P = .0005). There was no effect for Nosema load (χ21 = 0.0914, P = .762). No
significant differences between expected and observed coinfection frequencies were
found at any point in time (P > .32) (Figure 10.2).

Summary
This study highlights the importance of measuring disease at a temporal scale. DWV
and Varroa prevalence were highly time-dependant. By measuring the prevalence of
these two pathogens at a single point in time, much of the complexity of this sys-
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tem would be missed. For example, the changes in coinfection patterns in this study
appeared to be driven completely by changes in pathogen prevalence. By understanding which combinations of pathogens are most frequent during the course of the year,
management practices may be employed to to reduce coinfection. For instance, Varroa load was positively associated with DWV and BQCV loads in coinfected hives.
While correlational, Varroa is known to vector certain RNA viruses, including DWV
(Ryabov et al., 2014). By treating for Varroa mites early in the year, the viruses they
vector might also be reduced.
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Figure 10.1: Prevalence of DWV, BQCV, Nosema, and Varroa in honeybee colonies at three
time points.
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Figure 10.2: Coinfection frequencies for 8 possible combinations of DWV, BQCV, Nosema,
and Varroa shown over three time points from January-March in N. Carolina. Solid lines
represent the observed frequencies. Error bars represent a 95% confidence interval based on
sampling 100,000 times from the appropriate Dirichlet distribution. The hatched line represents the expected values determined probabilistically from pathogen prevalence estimates.
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Figure 10.3: BQCV load (log10 -transformed) by Varroa load at three time points.
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