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ABSTRACT
In this dissertation, we investigate diagonals of tensor products of Banach lattices
with bases. We first consider questions on the positive tensor products of `p-spaces. We
characterize the main diagonals of the positive projective tensor product `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn
and the positive injective tensor product `p1⊗ˇ|| · · · ⊗ˇ||`pn . Then, by using these two main
diagonals, we characterize the reflexivity, the property of being Kantorovich-Banach spaces,
and the property of being order continuous of `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn and `p1⊗ˇ|| · · · ⊗ˇ||`pn , as well
as the space of all regular n-linear forms on `p1 × · · · × `pn and the space of all regular
n-homogeneous polynomials on `p (1 6 p < ∞). We also obtain the following interesting
result. Let 1 < p1, · · · , pn, q <∞. Then the Banach lattice Lr(`p1 , · · · , `pn ; `q), the space of
all regular n-linear operators from `p1×· · ·×`pn to `q, is order continuous if and only if 1/p1+
· · ·+1/pn < 1/q. However, Kr(`p1 , · · · , `pn ; `q), the sublattice of Lr(`p1 , · · · , `pn ; `q) generated
by all positive compact operators from `p1 × · · · × `pn to `q, is always order continuous for
any 1 < p1, · · · , pn, q <∞.
We next consider the diagonals of injective tensor products of Banach lattices with
bases. Let E be a Banach lattice with a 1-unconditional basis {ei : i ∈ N}. Denote by
∆(⊗ˇn,E) (resp. ∆(⊗ˇn,s,E)) the main diagonal space of the n-fold full (resp. symmetric)
injective Banach space tensor product, and denote by ∆(⊗ˇn,||E) (resp. ∆(⊗ˇn,s,||E)) the
main diagonal space of the n-fold full (resp. symmetric) injective Banach lattice tensor
product. We show that these four main diagonal spaces are pairwise isometrically isomorphic
by using the 1-unconditionality of the tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N}. We also show
that the tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-unconditional basic sequence in both
⊗ˇn,E and ⊗ˇn,s,E.
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1 INTRODUCTION
The general theory of tensor products of Banach spaces dates back to Grothendieck’s
famous Re´sume´ [23] and Memoir [24] which were published in the 1950s. These two papers
have had a considerable influence on the development of Banach space theory. They con-
tained a general theory of tensor norms on tensor products of Banach spaces, studied the
duality theory of these tensor products, and characterized the linearization of multilinear
operators through the tensor products. Grothendieck’s Re´sume´ and Memoir opened many
directions in functional analysis.
In 1980, R. Ryan in his doctoral thesis [42] introduced symmetric tensor products
for the study of polynomials on Banach spaces and then characterized the linearization of
homogeneous polynomials through the symmetric tensor products. The symmetric tensor
products and homogeneous polynomials play a key role in the theory of holomorphic func-
tions. See, for example, Dineen’s book [16] and Mujica’s book [37]. In 2005, Grecu and
Ryan [21], when they studied the homogeneous polynomials with unconditionally conver-
gent monomial expansions, introduced regular homogeneous polynomials with respect to the
Banach lattice structure of the domain. A regular homogeneous polynomial is defined to
be the difference of two positive homogeneous polynomials. In turn, positive homogeneous
polynomials are defined in terms of their associated symmetric positive multilinear operators.
The linearization of positive multilinear operators on Banach lattices dates back to
1970s when Fremlin [17, 18] introduced the positive tensor products of Banach lattices.
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Later, Schep [47], Grobler and Labuschagne [22], and Buskes and Van Rooij [10] have made
significant contributions in the theory of positive tensor products and positive multilinear
operators on Banach lattices.
In 2012, Bu and Buskes [7] characterized the linearization of orthogonally additive ho-
mogeneous polynomials through the quotient of positive tensor products of Banach lattices.
They extended Sundaresan’s results in [50] in 1989 and Benyamini, Lassalle, and Llavona’s
results in [32] in 2006.
Arias and Farmer [2] characterized the main diagonal of the projective tensor prod-
uct `p1⊗ˆpi · · · ⊗ˆpi`pn (1 6 p1, · · · , pn < ∞) and used it to characterize the reflexivity of
`p1⊗ˆpi · · · ⊗ˆpi`pn (also see [43]). In section 4.1 of this dissertation, we use the Rademacher aver-
aging to characterize the main diagonal of the positive projective tensor product `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn
and then use it to characterize the reflexivity of `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn . From the positivity per-
spective, we show that `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn is a Kantorovich-Banach space and hence, is an
order continuous Banach lattice for any 1 6 p1, · · · , pn < ∞. However, we show that its
dual Lr(`p1 , · · · , `pn ;R), the space of all regular n-linear forms on `p1 × · · · × `pn , is an order
continuous Banach lattice if and only if it is reflexive.
Holub [25] characterized the main diagonal of the injective tensor product of `p⊗ˇ`q
(1 6 p, q < ∞). In section 4.2 of this dissertation, we use the Rademacher averaging
to characterize the main diagonal of the positive injective tensor product `p1⊗ˇ|| · · · ⊗ˇ||`pn
(1 6 p1, · · · , pn < ∞) and then use it to characterize the reflexivity of `p1⊗ˇ|| · · · ⊗ˇ||`pn .
From the positivity perspective, we show that `p1⊗ˇ|| · · · ⊗ˇ||`pn is an order continuous Ba-
nach lattice for any 1 6 p1, · · · , pn <∞. However, we show that it is a Kantorovich-Banach
space if and only if it is reflexive.
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In chapter 4 of this dissertation, we characterize the main diagonals of the posi-
tive projective tensor product `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn and the positive injective tensor product
`p1⊗ˇ|| · · · ⊗ˇ||`pn . Then by using these two main diagonals, we characterize the reflexivity,
the property of being Kantorovich-Banach spaces, and the property of being order contin-
uous of `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn and `p1⊗ˇ|| · · · ⊗ˇ||`pn , as well as the space of all regular n-linear
forms on `p1 × · · · × `pn and the space of all regular n-homogeneous polynomials on `p
(1 6 p < ∞). In section 4.2 of this dissertation, we also obtain the following interesting
result. Let 1 < p1, · · · , pn, q < ∞. Then the Banach lattice Lr(`p1 , · · · , `pn ; `q), the space
of all regular n-linear operators from `p1 × · · · × `pn to `q, is order continuous if and only if
1/p1 + · · · + 1/pn < 1/q. However, Kr(`p1 , · · · , `pn ; `q), the sublattice of Lr(`p1 , · · · , `pn ; `q)
generated by all positive compact operators from `p1 × · · · × `pn to `q, is always order con-
tinuous for any 1 < p1, · · · , pn, q <∞.
In section 5.2 of this dissertation, we show that all four main diagonal spaces ∆(⊗ˇn,E),
∆(⊗ˇn,s,E), ∆(⊗ˇn,||E), and ∆(⊗ˇn,s,||E) are pairwise isometrically isomorphic. We also show
that the tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-unconditional basic sequence in both
⊗ˇn,E and ⊗ˇn,s,E. Let X be a Banach space with a 1-unconditional basis {ei : i ∈ N}.
Then {ei1 ⊗ · · · ⊗ ein : (i1, . . . , in) ∈ Nn} is a basis of both the n-fold full injective ten-
sor product ⊗ˇn,X and the n-fold full projective tensor product ⊗ˆn,piX (see, e.g., [19, 20]),
and {ei1 ⊗s · · · ⊗s ein : (i1, . . . , in) ∈ Nn, i1 > · · · > in} is a basis of both the n-fold sym-
metric injective tensor product ⊗ˇn,s,X and the n-fold symmetric projective tensor product
⊗ˆn,s,piX (see, e.g., [20]). However, they are not necessary unconditional bases (see, e.g.,
[49, 40, 48, 13, 39, 11]). In particular, the tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-
unconditional basic sequence in both ⊗ˆn,piX (see, e.g., [25, 46]) and ⊗ˆn,s,piX (see, e.g., [5]);
and Holub [25] showed that the tensor diagonal {ei ⊗ ei : i ∈ N} is a 1-unconditional basic
sequence in ⊗ˇ2,X. By using Holub’s method, it is easy to show that the tensor diagonal
{ei⊗· · ·⊗ei : i ∈ N} is a 1-unconditional basic sequence in ⊗ˇn,X. However, Holub’s method
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does not work for ⊗ˇn,s,X. In section 5.2, by using a result obtained in [5], we show that the
tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-unconditional basic sequence in ⊗ˇn,s,X and we
also show that the diagonal projections on both ⊗ˇn,X and ⊗ˇn,s,X are contractive.
From the positivity perspective, let E be a Banach lattice with a 1-unconditional
basis {ei : i ∈ N}. Then {ei1 ⊗ · · · ⊗ ein : (i1, . . . , in) ∈ Nn} is a 1-unconditional basis of the
n-fold full positive projective tensor product ⊗ˆn,|pi|E, and {ei1 ⊗s · · · ⊗s ein : (i1, . . . , in) ∈
Nn, i1 > · · · > in} is a 1-unconditional basis of the n-fold positive symmetric projective
tensor product ⊗ˆn,s,|pi|E (see, e.g., [8, 5]). In section 5.2 of this dissertation, we show that
{ei1 ⊗ · · · ⊗ ein : (i1, . . . , in) ∈ Nn} is a 1-unconditional basis of the n-fold full positive
injective tensor product ⊗ˇn,||E, and {ei1 ⊗s · · · ⊗s ein : (i1, . . . , in) ∈ Nn, i1 > · · · > in} is a
1-unconditional basis of the n-fold positive symmetric injective tensor product ⊗ˇn,s,||E.
Let ∆(⊗ˆn,piE) (resp. ∆(⊗ˆn,s,piE)) denote the closed subspace generated by the ten-
sor diagonals {ei ⊗ · · · ⊗ ei : i ∈ N} in ⊗ˆn,piE (resp. ⊗ˆn,s,piE), and let ∆(⊗ˆn,|pi|E) (resp.
∆(⊗ˆn,s,|pi|E)) denote the closed sublattice generated by the tensor diagonal {ei ⊗ · · · ⊗ ei :
i ∈ N} in ⊗ˆn,|pi|E (resp. ⊗ˆn,s,piE). Bu and Buskes [5] showed that these four main diagonal
spaces ∆(⊗ˆn,piE),∆(⊗ˆn,s,piE),∆(⊗ˆn,|pi|E), and ∆(⊗ˆn,s,|pi|E) are isometrically isomorphic.
Now let ∆(⊗ˇn,E) (resp. ∆(⊗ˇn,s,E)) denote the closed subspace generated by the
tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} in ⊗ˇn,E (resp. ⊗ˇn,s,E), and let ∆(⊗ˇn,||E) (resp.
∆(⊗ˇn,s,||E)) denote the closed sublattice generated by the tensor diagonals {ei ⊗ · · · ⊗
ei : i ∈ N} in ⊗ˇn,||E (resp. ⊗ˇn,s,||E). In section 5.2, we use the 1-unconditionality of
the tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} to show that these four main diagonal spaces
∆(⊗ˇn,E),∆(⊗ˇn,s,E),∆(⊗ˇn,||E), and ∆(⊗ˇn,s,||E) are isometrically isomorphic.
4
LIST OF SYMBOLS
For two Banach spaces X, Y and Banach lattices E1, ..., En, E and F ,
• X⊗ˆpiY : the completion of X ⊗ Y with respect to ‖ · ‖pi.
• X⊗ˇY : the completion of X ⊗ Y with respect to ‖ · ‖.
• L(X;Y ): the space of all bounded linear operators from X to Y .
• L(E1 × · · · × En;F ): the space of n-linear mappings from E1 × · · · × En to F .
• K(X;Y ): the space of all compact operators from X to Y .
• ∆(X⊗ˆpiY ) (resp. ∆(X⊗ˇY )): the main diagonal of X⊗ˆpiY (resp. X⊗ˇY ).
• ⊗ˆn,piX (resp. ⊗ˇn,X): n-fold projective (resp. injective) tensor products of X.
• ∆(⊗ˆn,piX) (resp. ∆(⊗ˇn,X)): the main diagonal of ⊗ˆn,piX (resp. ⊗ˇn,X).
• ⊗n,sX: the n-fold symmetric algebraic tensor product of X.
• ⊗¯n,sE: the n-fold vector lattice symmetric tensor product of E.
• ⊗ˆn,s,piX (resp. ⊗ˇn,s,X): n-fold symmetric projective (resp. injective) tensor products
of X.
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• ∆(⊗ˆn,s,piX) (resp. ∆(⊗ˇn,s,X)): the main diagonal of ⊗ˆn,s,piX (resp. ⊗ˇn,s,X).
• E⊗ˆ|pi|F : the completion of E ⊗ F with respect to ‖ · ‖|pi|.
• E⊗ˇ||F : the completion of E ⊗ F with respect to ‖ · ‖||.
• Lr(E;F ): the space of all regular operators from E to F .
• Lb(E;F ): the set of order bounded operators from E to F .
• Kr(E;F ): the space of all compact regular operators from E to F .
• P(nE;F ): the space of all continuous n-homogeneous polynomials from E to F .
• Pr(nE;F ): the space of all regular n-homogeneous polynomials from E to F .
• ⊗ˆn,|pi|E (resp. ⊗ˇn,||E): n-fold positive projective (resp. injective) tensor products of
E.
• ∆(⊗ˆn,|pi|E) (resp. ∆(⊗ˇn,||E)): the main diagonal of ⊗ˆn,|pi|E (resp. ⊗ˇn,||E).
• ⊗ˆn,s,|pi|E (resp. ⊗ˇn,s,||E): n-fold positive symmetric projective (resp. injective) tensor
products of E.
• ∆(⊗ˆn,s,|pi|E)) (resp. ∆(⊗ˇn,s,||E)): the main diagonal of ⊗ˆn,s,|pi|E (resp. ⊗ˇn,s,||E).
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2 PRELIMINARIES
Each chapter is divided into sections numbered by two digits, the first one being
the number of the chapter. Definitions, theorems, propositions, corollaries, lemmas and
examples in each chapter are labeled by two digits, the first indicating the chapter. We will
use the symbol  to mark the end of proof. We refer to the book of Meyer-Nieberg [36] and
of Aliprantis and Burkinshaw [1] for basic properties of Riesz spaces and Banach lattices
that we use.
Definition 2.1. A real vector space E is said to be an ordered vector space whenever it is
equipped with an order relation ≥ (i.e. ≥ is reflexive, antisymmetric and transitive binary
relation on E) that is compatible with the algebraic structure of E in the sense that it
satisfies the following two axioms:
(i) If x ≥ y, then x+ z ≥ y + z holds for all z ∈ E.
(ii) If x ≥ y, then αx ≥ αy holds for all α ≥ 0.
An alternate notation for x ≥ y is y ≤ x.
Definition 2.2. An element x in an ordered vector space E is called positive whenever x ≥ 0
holds. The set of all positive elements of E will be denoted by E+, i.e. E+ = {x ∈ E : x ≥ 0}.
The set E+ of positive vectors is called the positive cone of E.
Definition 2.3. A mapping T : E → F between two vector spaces is called a linear operator
if and only if T (αx+ βy) = αT (x) + βT (y) holds for all x, y ∈ E and all α, β ∈ R.
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Definition 2.4. An operator T : E → F between two ordered vector spaces is said to be
positive (in symbols T ≥ 0 or 0 ≤ T ) whenever T (x) ≥ 0 for all x ≥ 0.
An operator T : E → F between two ordered vector spaces is, of course, positive if
and only if T (E+) ⊆ F+ (and equivalently T (x) ≥ T (y) if x ≥ y).
Definition 2.5. A Riesz space (or a vector lattice) is an ordered vector space E with the
additional property that for each pair of elements x, y ∈ E the supremum and infimum of
the set {x, y} both exist in E.
We shall write
x ∨ y = sup{x, y} and x ∧ y = inf{x, y}.
Typical examples of Riesz spaces are provided by the function spaces.
Definition 2.6. A function space is a vector space E of real-valued functions on a set Ω
such that for each pair f, g ∈ E the functions
(f ∨ g)(ω) = max{f(ω), g(ω)}
and
(f ∧ g)(ω) = min{f(ω), g(ω)}
both belong to E.
Every function space E with the pointwise ordering (i.e., f ≥ g holds in E if and
only if f(ω) ≥ g(ω) for all ω ∈ Ω) is a Riesz space. Here are some important examples of
function spaces:
(i) RΩ, all real-valued functions defined on a set Ω.
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(ii) C(Ω), all continuous real-valued functions on a topological space Ω.
(iii) Cb(Ω), all bounded real-valued continuous functions on a topological space Ω.
(iv) `∞(Ω), all bounded real-valued functions on a set Ω.
(v) `p (0 < p <∞), all real sequences (x1, x2, · · · ) with
∑∞
n=1 |xn|p <∞.
The class of Lp-space is another important class of Riesz spaces. If (X,Σ, µ) is a
measure space and (0 < p < ∞), then Lp(µ) is the vector space of all real-valued µ-
measurable functions f on X such that
∫
X
|f |p < ∞. Also L∞(µ) is the vector space of all
real-valued µ-measurable functions f on X such that esssup|f | < ∞. As usual, functions
differing on a set of measure zero are treated as identical, i.e., f = g in Lp(µ) means that
f(x) = g(x) for µ-almost all x ∈ X. It is true that under the ordering f ≤ g whenever
f(x) ≤ g(x) holds for µ-almost all x ∈ X, each Lp(µ) is a Riesz space.
Definition 2.7. A net {xα} in a Riesz space is said to be decreasing (in symbols, xα ↓)
whenever α > β implies xα ≤ xβ.
The notation {xα} ↓ x means that xα ↓ and inf{xα} = x both hold.
Definition 2.8. A Riesz space E is called Archimedean whenever n−1x ↓ 0 holds in E for
each x ∈ E+, n ∈ N.
For any vector x in a Riesz space we define
x+ = x ∨ 0, x− = (−x) ∨ 0, |x| = x ∨ (−x).
The element x+ is called the positive part, x− the negative part and |x| the absolute value
of x. Vectors x+, x−, and |x| are satisfied in the following important theorem:
Theorem 2.9. If x is an element of a Riesz space, then we have
(i) x = x+ − x−,
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(ii) |x| = x+ + x−,
(iii) x+ ∧ x− = 0.
Moreover the decomposition in (i) is unique in the sense that if x = y− z holds with
y ∧ z = 0, then y = x+ and z = x−.
Definition 2.10. In a Riesz space E and x, y ∈ E. Two elements x and y are called disjoint
(denoted by x⊥y) if |x| ∧ |y| = 0.
Definition 2.11. For an operator T : E → F between two Riesz spaces we say that its
modulus |T | exists whenever |T | = T ∨ (−T ) exists (in the sense that |T | is the supremum
of the set {T,−T} in the ordered vector space L(E;F )).
In what follows, by operator we mean a linear map between Riesz spaces.
Definition 2.12. An operator T : E → F is said to be a regular operator if it can be written
as the difference of two positive operators.
Definition 2.13. Let A be a subset of an ordered set M . A set A is called order bounded
if it is bounded both from above and from below.
Definition 2.14. An operator T : E → F that maps order bounded subsets of E onto order
bounded subsets of F is called order bounded. We denote the set of order bounded operators
from E to F by Lb(E;F ).
Definition 2.15. A Riesz space is called Dedekind complete if every nonempty subset that
is bounded above has a supremum.
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When F is Dedekind complete, the ordered vector space Lr(E;F ) has the structure
of a Riesz space. In fact, Lr(E;F ) is a Dedekind complete Riesz space. This result was
proved first by Riesz [44] for the case F = R, and later Kantorovicˇ [29, 30] extended it to
the general setting.
Definition 2.16. A subset A of a Riesz space is said to be upwards directed (in symbols
A ↑) whenever for each pair x, y ∈ A there exists some z ∈ A with x ≤ z and y ≤ z. The
symbol A ↑ x means that A is upwards directed and x = supA holds.
Definition 2.17. A Riesz subspace G of a Riesz space E is said to be order dense in E
whenever for each 0 < x ∈ E, there exists y ∈ G such that 0 < y ≤ x.
Definition 2.18. The vector space E∼ of all order bounded linear functionals on a Riesz
space E is called the order dual of E, i.e. E∼ = Lb(E;R).
Definition 2.19. Let E be a (real) Riesz space equipped with a norm. The norm in E is
called a Riesz norm if |x| ≤ |y| in E implies ‖x‖ ≤ ‖y‖. A normed Riesz space which is
complete with respect to the norm is called a Banach lattice.
Recall that a norm ‖ · ‖ on a Riesz space is said to be a Riesz norm (or lattice norm)
whenever |x| ≤ |y| implies ‖x‖ ≤ ‖y‖. Note that this implies that for any x ∈ E the elements
x and |x| have the same norm. Any Riesz space, equipped with a Riesz norm, is called a
normed Riesz space. If the normed Riesz space E is also norm complete, then E is referred
to as a Banach lattice.
Example 2.20. Both `p (1 ≤ p ≤ ∞) and c0 are Dedekind complete Banach lattices
where the order is defined pointwise. Assume that (Ω,Σ, µ) is a measure space. Then Lp(µ)
(1 ≤ p <∞) is Dedekind complete Banach lattice. If µ is σ-finite, then L∞(µ) is Dedekind
complete.
Definition 2.21. A Banach lattice E is called order continuous if ‖xα‖ ↓ 0 whenever xα ↓ 0.
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Definition 2.22. A subspace U of E is called a sublattice of E if x ∨ y ∈ U and x ∧ y ∈ U
for all x, y ∈ U .
Definition 2.23. A subset A of E is called solid if |x| ≤ |y| for some y ∈ A implies that
x ∈ A.
Definition 2.24. Every solid subspace I of E is called an ideal or order ideal in E.
Definition 2.25. An ideal B of E is called a band if sup(A) ∈ B for every subset A ⊂ B
which has a supremum in E.
Definition 2.26 A band B of E is called a projection band if there is a linear projection
P : E → B such that 0 ≤ Px ≤ x for all x ∈ E+. Such a projection is called a band
projection.
Example 2.27.
(i) If c denotes the space of all convergent real sequences, then c is a sublattice of `∞,
but fails to be an ideal.
(ii) The space c0 is an ideal in `∞, but fails to be a band in `∞. If vn = e1 + · · ·+ en
where ek denotes the k-th natural basis vector of c0, then e = sup{vn : n ∈ N} exists in `∞,
but not in c0.
It is clear that every ideal in E is a sublattice of E. Moreover, the intersection of any
two sublattices, ideals, or bands, respectively, is a sublattice (resp. ideal and band). The
sum of two ideals is also an ideal and the sum of two projection bands is a projection band.
However, the sum of two sublattices need not to be a sublattice (see, p.12, [36]).
Definition 2.28. A sequence (xn) in a Banach space X is said to be a Schauder basis
(or simply a basis) whenever for each x ∈ X there exists a unique sequence (αn) of scalars
satisfying x =
∑∞
n=1 αnxn (where, as usual, the convergence of the series is assumed to be
in the norm.)
12
Definition 2.29. A sequence (xn) in a Banach space X is a (Schauder) basic sequence if it
is a (Schauder) basis for the closed vector subspace it generates.
(denoted by [{xn : n ∈ N}] ).
Example 2.30. If X is c0 or `p such that 1 ≤ p < ∞, then the sequence (en) of standard
unit vectors of X is a basis and that (αn) =
∑∞
n=1 αnen whenever (αn) ∈ X. However, the
sequence (en) is not a basis for `∞. For example, there is no sequence (αn) of scalars such
that (1, 1, 1, ...) =
∑∞
n=1 αnen.
Whenever the sequence (en) lies in the unit sphere of a Banach space of sequences of
scalars and is a basis for the space, the sequence will be called the standard unit vector basis
for the space.
Definition 2.31. A basis (xn) for a Banach space X is unconditional if every convergent
series of the form
∑∞
n=1 αnxn is unconditionally convergent. A basis for a Banach space is
conditional if it is not unconditional.
Example 2.32. Suppose that X is c0 or `p such that 1 ≤ p < ∞. Then the standard unit
vector basis for X is unconditional. The classical Schauder basis for C[0, 1] and the Harr
basis for L1[0, 1] are conditional bases.
Definition 2.33. For an unconditional basis (xn) in X, there exists a constant C such that
for every sequence of scalars (an)
∞
n=1 and (n)
∞
n=1 of modulus at most 1. We have
∥∥∥∥∥
∞∑
n=1
nanxn
∥∥∥∥∥ ≤ C
∥∥∥∥∥
∞∑
n=1
anxn
∥∥∥∥∥
If C is given, we call the basis C-unconditional.
Definition 2.34. Two bases (xn) and (yn) for Banach spaces are equivalent if, for every
sequence (αn) of scalars, the series
∑∞
n=1 αnxn converges if and only if
∑∞
n=1 αnyn converges.
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The equivalence of bases guarantees an isomorphism of the Banach spaces they span.
Definition 2.35. A basis (xn) for a Banach space X is called boundedly complete, whenever
a sequence (αn) of scalars is such that
sup
m
∥∥∥∥∥
m∑
n=1
αnxn
∥∥∥∥∥ <∞,
the series
∑∞
n=1 αnxn converges.
Example 2.36. Let (en) be the standard unit vector basis for `p, where 1 ≤ p <∞. If (αn)
is a sequence of scalars such that supm ‖
∑m
n=1 αnen‖p is finite, then
∞∑
n=1
|αn|p = sup
m
m∑
n=1
|αn|p = sup
m
∥∥∥∥∥
m∑
n=1
αnen
∥∥∥∥∥
p
p
< +∞,
so
∑∞
n=1 αnen converges to the element (αn) of `p. The basis (en) is therefore boundedly
complete.
Definition 2.37 Let X be a subspace of a normed space Z. We say that X is complemented
in Z if there exists a subspace Y such that Z = X ⊕ Y .
Any closed subspace of a Hilbert space is complemented.
Definition 2.38 Let X be a Banach space. We say that A ⊆ X is relatively compact if A¯ is
compact in X.
Definition 2.39 Let X and Y are Banach spaces. A linear operator T from X into Y is
called compact if T (B) is a relatively compact subset of Y whenever B is a bounded subset
of X.
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3 MULTILINEAR OPERATORS AND TENSOR PRODUCTS
3.1 Multilinear Operators and Tensor Products of Banach Spaces
Definition 3.1. For Banach spaces X1, · · · , Xn, and Y , an operator T : X1×· · ·×Xn → Y
is called n-linear operator if it is linear in each variable xk, yk ∈ Xk, k = 1, · · · , n.
That is, for fixed k with 1 ≤ k ≤ n and α, β ∈ R, we have
T (x1, · · · , xk−1, αxk + βyk, xk+1, · · · , xn)
= αT (x1, · · · , xk−1, xk, xk+1, · · · , xn) + βT (x1, · · · , xk−1, yk, xk+1, · · · , xn).
Definition 3.2. An n-linear operator T : X1×· · ·×Xn → Y is called bounded if there exists
a constant C such that ‖T (x1, · · · , xn)‖ ≤ C‖x1‖ · · · ‖xn‖ for all x1 ∈ X1, · · · , xn ∈ Xn.
Definition 3.3. An n-linear operator T is called continuous if T (x1k, · · · , xnk)→ T (x1, · · · , xn)
whenever x1k → x1, · · · , xnk → xn as k →∞.
It is well-known that an n-linear operator T is continuous if and only if T is bounded.
For Banach space X, let X∗ denote its topological dual and BX denote its closed
unit ball. For Banach spaces X1, · · · , Xn, and Y , let L(X1, · · · , Xn;Y ) denote the space of
all continuous n-linear operators from X1 × · · · × Xn to Y . If Y denotes the scalars then
we denote this space by L(X1, · · · , Xn). In addition, if Xj = X for j = 1, · · · , n, then we
denote this space by L(nX).
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For each T ∈ L(X1, . . . , Xn;Y ), the norm of a continuous n-linear operator can be
defined as follows:
‖T‖ = sup{‖T (x1, · · · , xn)‖ : x1 ∈ BX1 , · · · , xn ∈ BXn}.
Then L(X1, · · · , Xn;Y ) with this norm is a Banach space.
Definition 3.4. An n-linear operator T : X × · · · ×X → Y is called symmetric if
T (xσ(1), · · · , xσ(n)) = T (x1, · · · , xn)
for every permutation σ on {1, · · · , n}.
We refer to Dineen [16] for results on polynomials.
Definition 3.5. A mapping P : X → Y is called an n-homogeneous polynomial if there
exists a symmetric n-linear operator TP : X × · · · ×X → Y such that
P (x) = TP (x, · · · , x), ∀x ∈ X.
Let P(nX;Y ) denote the space of all continuous n-homogeneous polynomials from X
to Y . For each P ∈ P(nX;Y ), define
‖P‖ = sup{‖P (x)‖ : x ∈ BX}.
Then P(nX;Y ) with this norm is a Banach space and the following theorem holds.
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Theorem 3.6. (Polarization Formula) For every x ∈ X,
P (x) = TP (x, · · · , x)
and for every x1, · · · , xn ∈ X,
TP (x1, · · · , xn) = 1
2nn!
∑
i=±1
1 · · · nP
( n∑
i=1
ixi
)
with the norm inequalities
‖P‖ ≤ ‖TP‖ ≤ n
n
n!
‖P‖.
Next we will introduce the projective tensor products. For Banach spaces X1, . . . , Xn,
let X1 ⊗ · · · ⊗Xn denote the n-fold algebraic tensor product of X1, · · · , Xn.
Definition 3.7. The projective tensor norm on X1 ⊗ · · · ⊗Xn is defined by
‖u‖pi = inf
{ m∑
k=1
‖x1,k‖ · · · ‖xn,k‖ : u =
m∑
k=1
x1,k ⊗ · · · ⊗ xn,k
}
(3.1)
for every u ∈ X1 ⊗ · · · ⊗Xn. The completion of X1 ⊗ · · · ⊗Xn with respect to this norm is
denoted by X1⊗ˆpi · · · ⊗ˆpiXn and called the n-fold projective tensor product of X1, · · · , Xn.
Define an n-linear operator ⊗ : X1 × · · · ×Xn → X1 ⊗ · · · ⊗Xn by
⊗(x1, · · · , xn) = x1 ⊗ · · · ⊗ xn ∀ (x1, · · · , xn) ∈ X1 × · · · ×Xn. (3.2)
Then, for every T ∈ L(X1, · · · , Xn;Y ), there exists a unique T⊗ in L(X1⊗ˆpi · · · ⊗ˆpiXn;Y )
such that
T = T⊗ ◦ ⊗ and ‖T‖ = ‖T⊗‖. (3.3)
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That is, the following diagram commutes:
X1 × · · · ×Xn T //
⊗

Y
X1⊗ˆpi · · · ⊗ˆpiXn
T⊗
66mmmmmmmmmmmmm
Moreover, L(X1, · · · , Xn;Y ) is isometrically isomorphic to L(X1⊗ˆpi · · · ⊗ˆpiXn;Y ).
For x1 ⊗ · · · ⊗ xn ∈ ⊗nX, let x1 ⊗s · · · ⊗s xn denote its symmetrization. That is,
x1 ⊗s · · · ⊗s xn = 1
n!
∑
σ∈pi(n)
xσ(1) ⊗ · · · ⊗ xσ(n), (3.4)
where pi(n) is the group of permutations of {1, . . . , n}. Then (e.g., see [49])
x1 ⊗s · · · ⊗s xn = 1
2nn!
∑
δi=±1
δ1 · · · δn
( n∑
i=1
δixi
)
⊗ · · · ⊗
( n∑
i=1
δixi
)
. (3.5)
We write ⊗n,sX for the n-fold symmetric algebraic tensor product of X, that is, the linear
span of {x1 ⊗s · · · ⊗s xn : x1, . . . , xn ∈ X} in ⊗nX. Each u ∈ ⊗n,sX has a representation
u =
∑m
k=1 λkxk ⊗s · · · ⊗s xk where λ1, . . . , λm are scalars and x1, . . . , xm are vectors in X.
Definition 3.8. The symmetric projective tensor norm on ⊗n,sX is defined by
‖u‖s,pi = inf
{ m∑
k=1
|λk| · ‖xk‖n : u =
m∑
k=1
λkxk ⊗s · · · ⊗s xk ∈ ⊗n,sX
}
, u ∈ ⊗n,sX.
Let ⊗ˆn,s,piX denote the completion of (⊗n,sX, ‖ · ‖s,pi), called the n-fold symmetric projective
tensor product of X.
Define an n-homogeneous polynomial ⊗ : X → ⊗n,sX by
⊗(x) = x⊗ · · · ⊗ x, ∀x ∈ X. (3.6)
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Then for every P ∈ P(nX;Y ) there exists a unique P⊗ in L(⊗ˆn,s,piX;Y ) such that
P = P⊗ ◦ ⊗ and ‖P‖ = ‖P⊗‖. (3.7)
That is, the following diagram commutes:
X
P //
⊗

Y
⊗ˆn,s,piX
P⊗
;;wwwwwwwww
Moreover, P(nX;Y ) is isometrically isomorphic to L(⊗ˆn,s,piX;Y ).
Next we will introduce the injective tensor products. Let X1, · · · , Xn be Banach
spaces.
Definition 3.9. The injective tensor norm on X1 ⊗ · · · ⊗Xn is defined by
‖u‖ = sup
{
|
m∑
k=1
x∗1(x1,k) · · ·x∗n(xn,k)| : u =
m∑
k=1
x1,k ⊗ · · · ⊗ xn,k, x∗k ∈ BX∗k
}
(3.8)
for every u ∈ X1 ⊗ · · · ⊗Xn. The completion of X1 ⊗ · · · ⊗Xn with respect to this norm is
denoted by X1⊗ˆ · · · ⊗ˆXn and called the n-fold injective tensor product of X1, · · · , Xn.
For each u ∈ X1⊗· · ·⊗Xn, say, u =
∑m
k=1 x1,k⊗· · ·⊗xn,k, define Tu : X∗1×· · ·×X∗n → R
by
Tu(x
∗
1, · · · , x∗n) =
m∑
k=1
x∗1(x1,k) · · ·x∗n(xn,k), ∀ x∗i ∈ X∗i , (i = 1, · · · , n). (3.9)
Then Tu is a finite-rank n-linear operator (which does not depend on the representations of
u) and hence, Tu ∈ L(X∗1 , · · · , X∗n;R) with ‖Tu‖ = ‖u‖.
The following lemma is straightforward from the definition.
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Lemma 3.10. Let Ti : Xi → Xi be bounded linear operators for i = 1, . . . , n. Then∥∥∥∥∥
m∑
k=1
T1(x1,k)⊗ · · · ⊗ Tn(xn,k)
∥∥∥∥∥

6 ‖T1‖ · · · ‖Tn‖ ·
∥∥∥∥∥
m∑
k=1
x1,k ⊗ · · · ⊗ xn,k
∥∥∥∥∥

for every x1,k ∈ X1, . . . , xn,k ∈ Xn, k = 1, . . . ,m.
Definition 3.11. The symmetric injective tensor norm on ⊗n,sX is defined by
‖u‖s, = sup
{∣∣∣∣∣
m∑
k=1
λk ·
(
x∗(xk)
)n∣∣∣∣∣ : u =
m∑
k=1
λkxk ⊗ · · · ⊗ xk, x∗ ∈ BX∗
}
for every u ∈ ⊗n,sX. The completion of ⊗n,sX with respect to this norm is denoted by
⊗ˇn,s,X and called the n-fold symmetric injective tensor product of X.
For each u ∈ ⊗n,sX, say, u =
∑m
k=1 λkxk ⊗ · · · ⊗ xk, define Pu : X∗ → R by
Pu(x
∗) =
m∑
k=1
λk ·
(
x∗(xk)
)n
, ∀ x∗ ∈ X∗. (3.10)
Then Pu is an n-homogeneous polynomial (which does not depend on the representations of
u) and Pu ∈ P(nX∗;R) with ‖Pu‖ = ‖u‖s,.
The following lemma is straightforward from the definition.
Lemma 3.12. Let T : X → X be a bounded linear operator. Then
∥∥∥∥∥
m∑
k=1
λkT (xk)⊗ · · · ⊗ T (xk)
∥∥∥∥∥
s,
6 ‖T‖n ·
∥∥∥∥∥
m∑
k=1
λkxk ⊗ · · · ⊗ xk
∥∥∥∥∥
s,
for every xk ∈ X, k = 1, . . . ,m.
By linearly extending, equation (3.4) defines a linear projection s : ⊗nX → ⊗n,sX.
The linear projection s : ⊗nX → ⊗n,sX can be extended to ⊗ˇn,X with ⊗ˇn,s,X as its range
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and for every u ∈ ⊗ˇn,X (see [31]), we have
∥∥s(u)∥∥
s,
6
∥∥s(u)∥∥

6 n
n
n!
∥∥s(u)∥∥
s,
. (3.11)
For the basic knowledge about n-linear operators, n-homogeneous polynomials, n-fold
(symmetric) projective tensor products, and n-fold(symmetric) injective tensor products, we
refer to [16, 37, 42, 45, 31, 14].
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3.2 Positive Multilinear Operators and Positive Tensor Products of Banach Lattices
Let E1, · · · , En, E and F be an (Archimedean) vector lattice.
Definition 3.13. An n-linear operator T : E1 × · · · × En → F is called positive if
T (x1, · · · , xn) ∈ F+ whenever x1 ∈ E+1 , · · · , xn ∈ E+n . And T is called regular if T is
the difference of two positive n-linear operators.
Let Lr(E1, · · · , En;F ) denote the space of all regular n-linear operators from E1×· · ·×
En to F . If, in addition, F is Dedekind complete then by [35, Lemma 2.12 and Proposition
2.14], Lr(E1, · · · , En;F ) is a Dedekind complete vector lattice.
Let E,F be (Archimedean) vector lattices.
Definition 3.14. An n-homogeneous polynomial P : E → F is called positive if its cor-
responding symmetric n-linear operator TP is positive. And P is called regular if it is the
difference of two positive polynomials.
It is easy to see that P is regular if and only if TP is regular. Let Pr(nE;F ) denote the
space of all regular n-homogeneous polynomials from E to F . If, in addition, F is Dedekind
complete then by [35, Lemma 2.15 and Lemma 2.16], Pr(nE;F ) is a Dedekind complete
vector lattice.
If, in addition, E1, · · · , En, E, F are Banach lattices such that F is Dedekind complete
then Lr(E1, · · · , En;F ) is a Banach lattice with the regular operator norm ‖T‖r = ‖ |T | ‖
for every T ∈ Lr(E1, · · · , En;F ). Then also Pr(nE;F ) is a Banach lattice with the regular
polynomial norm ‖P‖r = ‖ |P | ‖ for every P ∈ Pr(nE;F )(e.g., see [3]).
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Lemma 3.15. Let E1, . . . , En, F be Banach lattices with F Dedekind complete. Then for
any T ∈ Lr(E1, . . . , En;F ),
‖T‖r = inf
{
‖S‖ : S ∈ Lr(E1, . . . , En;F )+,
|T (x1, . . . , xn)| 6 S(|x1|, . . . , |xn|), ∀ x1 ∈ E1, . . . , ∀ xn ∈ En
}
. (3.12)
Moreover, ‖T‖ 6 ‖T‖r.
Proof. Let
A :=
{
S : S ∈ Lr(E1, . . . , En;F )+,
|T (x1, . . . , xn)| 6 S(|x1|, . . . , |xn|), ∀ x1 ∈ E1, . . . , ∀ xn ∈ En
}
,
and let a = inf{‖S‖ : S ∈ A}. For any S ∈ A, it follows from (2.10) in [3] that |T | 6 S. Thus
‖ |T | ‖ 6 ‖S‖ and hence, ‖T‖r 6 a. On the other hand, |T (x1, . . . , xn)| 6 |T |(|x1|, . . . , |xn|)
for every x1 ∈ E1, . . . , xn ∈ En. Thus |T | ∈ A and hence, a 6 ‖ |T | ‖ = ‖T‖r. Therefore,
‖T‖r = a. Also,
‖T‖ = sup{‖T (x1, · · · , xn)‖ : x1 ∈ BX1 , · · · , xn ∈ BXn}
= sup{‖|T (x1, · · · , xn)|‖ : x1 ∈ BX1 , · · · , xn ∈ BXn}
6 sup{‖S(|x1|, · · · , |xn|)‖ : x1 ∈ BX1 , · · · , xn ∈ BXn}
6 sup{‖S‖ · ‖|x1|‖ · · · ‖|xn|‖ : x1 ∈ BX1 , · · · , xn ∈ BXn}
6 ‖S‖.
Since a = inf{‖S‖ : S ∈ A} = ‖T‖r and ‖T‖ 6 inf{‖S‖ : S ∈ A} = ‖T‖r.
Thus we have ‖T‖ 6 ‖T‖r.
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Similarly, we have
Lemma 3.16. Let E and F be Banach lattices with F Dedekind complete. Then for any
P ∈ Pr(nE;F ),
‖P‖r = inf
{
‖R‖ : R ∈ Pr(nE;F )+, |P (x)| 6 R(|x|), ∀ x ∈ E
}
. (3.13)
Moreover, ‖P‖ 6 ‖P‖r.
Next we will introduce n-fold positive projective tensor products.
Definition 3.17. Let E1, · · · , En, E, F be vector lattices. An n-linear operator T : E1 ×
· · · × En → F is called a lattice n-morphism if |T (x1, · · · , xn)| = T (|x1|, · · · , |xn|).
Let (E1⊗¯ · · · ⊗¯En,⊗) denote the n-fold (Archimedean) vector lattice tensor product
of E1, · · · , En. We collect the following well known facts about this tensor product.
(a) E1⊗¯ · · · ⊗¯En is a vector lattice and ⊗ is a lattice n-morphism from E1× · · · ×En
to E1⊗¯ · · · ⊗¯En defined by ⊗(x1, · · · , xn) = x1 ⊗ · · · ⊗ xn for every x1 ∈ E1, · · · , xn ∈ En.
(b) For any (Archimedean) vector lattice F there is a one to one correspondence
between lattice n-morphisms T : E1 × · · · × En → F and lattice homomorphisms T⊗ :
E1⊗¯ · · · ⊗¯En → F given by T = T⊗ ◦ ⊗.
(c) For any uniformly complete (Archimedean) vector lattice F there is a one to one
correspondence between positive n-linear maps T : E1× · · · ×En → F and increasing linear
maps T⊗ : E1⊗¯ · · · ⊗¯En → F given by T = T⊗ ◦ ⊗.
(d) E1 ⊗ · · · ⊗En is dense in E1⊗¯ · · · ⊗¯En in the sense that for any u ∈ E1⊗¯ · · · ⊗¯En
there exist x1 ∈ E+1 , · · · , xn ∈ E+n such that, for every δ > 0, there is v ∈ E1⊗ · · · ⊗En with
|u− v| ≤ δx1 ⊗ · · · ⊗ xn.
(e) If u ∈ E1⊗¯ · · · ⊗¯En then there exist x1 ∈ E+1 , · · · , xn ∈ E+n such that |u| ≤
x1 ⊗ · · · ⊗ xn.
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(f) E1⊗· · ·⊗En is order dense in E1⊗¯ · · · ⊗¯En in the sense that if u > 0 in E1⊗¯ · · · ⊗¯En
then there exist x1 > 0 in E1, · · · , xn > 0 in En such that u ≥ x1 ⊗ · · · ⊗ xn > 0.
Definition 3.18. For Banach lattices E1, · · · , En, the positive projective tensor norm ‖ · ‖|pi|
on E1⊗¯ · · · ⊗¯En is defined by
‖u‖|pi| = inf
{ m∑
k=1
‖x1,k‖ · · · ‖xn,k‖ : xi,k ∈ E+i , |u| ≤
m∑
k=1
x1,k ⊗ · · · ⊗ xn,k
}
for every u ∈ E1⊗¯ · · · ⊗¯En.
Then ‖ · ‖|pi| is a lattice norm on E1⊗¯ · · · ⊗¯En and
(g) E1 ⊗ · · · ⊗ En is norm dense in E1⊗¯ · · · ⊗¯En, and
(h) the cone generated by {x1 ⊗ · · · ⊗ xn : xk ∈ E+k , 1 ≤ k ≤ n} is norm dense in
(E1⊗¯ · · · ⊗¯En)+.
Let E1⊗ˆ|pi| · · · ⊗ˆ|pi|En denote the completion of E1⊗¯ · · · ⊗¯En under the lattice norm
‖ ·‖|pi|. Then E1⊗ˆ|pi| · · · ⊗ˆ|pi|En is a Banach lattice, called the n-fold Fremlin projective tensor
product, or n-fold positive projective tensor product of E1, · · · , En.
Proposition 3.19. [7] Let E1, · · · , En, F be Banach lattices such that F is Dedekind com-
plete. Then Lr(E1, · · · , En;F ) is isometrically isomorphic and lattice homomorphic to
Lr(E1⊗ˆ|pi| · · · ⊗ˆ|pi|En;F ).
Definition 3.20. For a Banach lattice E, let ⊗¯n,sE denote the n-fold vector lattice symmet-
ric tensor product of E. The positive symmetric projective tensor norm on ⊗¯n,sE is defined
by
‖u‖s,|pi| = inf
{ m∑
k=1
‖xk‖n : xk ∈ E+, |u| ≤
m∑
k=1
xk ⊗ · · · ⊗ xk
}
(∀ u ∈ ⊗¯n,sE).
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Then ‖ · ‖s,|pi| is a lattice norm on ⊗¯n,sE. Let ⊗ˆn,s,|pi|E denote the completion of ⊗¯n,sE
under the lattice norm ‖ · ‖s,|pi|. Then ⊗ˆn,s,|pi|E is a Banach lattice, called the n-fold Fremlin
symmetric tensor product or the n-fold positive symmetric projective tensor product of E.
Proposition 3.21. [7] Let E and F be Banach lattices such that F is Dedekind complete.
Then Pr(nE;F ) is isometrically isomorphic and lattice homomorphic to Lr(⊗ˆn,s,|pi|E;F ).
In particular, we have (⊗ˆn,s,|pi|E)∗ = Pr(nE;R).
Let E1, · · · , En be Banach lattices. For any u ∈ E1 ⊗ · · · ⊗ En, say, u =
∑m
i=1 xi,1 ⊗
· · · ⊗ xi,n, define Tu : E∗1 × · · · × E∗n → R by
Tu(x
∗
1, · · · , x∗n) =
m∑
i=1
x∗1(xi,1) · · ·x∗n(xi,n), ∀ x∗k ∈ E∗k , k = 1, · · · , n.
Then Tu is a finite-rank n-linear operator (which does not depend on the representations of
u) and hence, Tu ∈ Lr(E∗1 , · · · , E∗n;R).
Definition 3.22. Let E1⊗ˇ|| · · · ⊗ˇ||En denote the closed sublattice generated by E1⊗· · ·⊗En
in Lr(E∗1 , · · · , E∗n;R), called the n-fold positive injective tensor product of E1, · · · , En. The
norm on E1⊗ˇ|| · · · ⊗ˇ||En is denoted by ‖ · ‖||, that is, for every u ∈ E1 ⊗ · · · ⊗En, ‖u‖|| =
‖Tu‖r.
By Lemma 3.15, ‖u‖ 6 ‖u‖||. In particular, if u is a positive element in E1⊗· · ·⊗En, then
‖u‖|| = sup
{∣∣∣∣∣
m∑
k=1
x∗1(x1,k) · · · x∗n(xn,k)
∣∣∣∣∣ : u =
m∑
k=1
x1,k ⊗ · · · ⊗ xn,k, x∗i ∈ B+E∗i , 1 6 i 6 n
}
.
For any u ∈ E1⊗ · · · ⊗En, it is easy to see that the operator Tu : E∗1 × · · · ×E∗n → R
defined in (3.9) is a regular n-linear operator and hence, Tu ∈ Lr(E∗1 , . . . , E∗n;R).
26
If E1 = · · · = En = E, we write E1⊗ˇ|| · · · ⊗ˇ||En by ⊗ˇn,||E. For any u ∈ ⊗n,sE, it is
easy to see that the polynomial Pu : E
∗ → R defined in (3.10) is a regular n-homogeneous
polynomial and hence, Pu ∈ Pr(nE∗;R).
Definition 3.23. Let ⊗ˇn,s,||E denote the closed sublattice generated by⊗n,sE in Pr(nE∗;R),
called the n-fold positive symmetric injective tensor product of E. The norm on ⊗ˇn,s,||E is
denoted by ‖ · ‖s,||, that is, for every u ∈ ⊗n,sE, ‖u‖s,|| = ‖Pu‖r and ‖u‖s, 6 ‖u‖s,||.
In particular, if u is a positive element in ⊗n,sE, then
‖u‖s,|| = sup
{∣∣∣∣∣
m∑
k=1
λk ·
(
x∗(xk)
)n∣∣∣∣∣ : u =
m∑
k=1
λkxk ⊗ · · · ⊗ xk, x∗ ∈ B+E∗
}
.
For the basic knowledge about positive n-linear operators, positive n-homogeneous
polynomials, positive n-fold (symmetric) projective tensor products, and positive n-fold(symmetric)
injective tensor products, we refer to [17, 18, 47, 21, 7].
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4 POSITIVE TENSOR PRODUCTS OF `p-SPACES
* All of results in 4.1 and 4.2 have been published in my paper “On positive tensor products
of `p-spaces”. This is joint work with Qingying Bu and Donghai Ji.(See [28].)
4.1 Positive Projective Tensor Products of `p-spaces
For 1 6 p < ∞, let {ei : i ∈ N} denote the standard unit vector basis of `p. Then
{ei1⊗· · ·⊗ ein : (i1, · · · , in) ∈ Nn} with the square order (see [19, 42], or [20]) is a basis (not
necessary an unconditional basis) of the projective tensor product `p1⊗ˆpi · · · ⊗ˆpi`pn . Similar
to the proof of [8, Lemma 22], we present the following lemma about the basis of the Fremlin
projective tensor product `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn .
Lemma 4.1. Let 1 6 p1, · · · , pn < ∞. Then {ei1 ⊗ · · · ⊗ ein : (i1, · · · , in) ∈ Nn} with any
order is a 1-unconditional basis of `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn.
Recall that a Banach lattice E is called order continuous if ‖xα‖ ↓ 0 whenever xα ↓ 0.
Equivalently, E is order continuous if and only if every monotone order bounded sequence
in E is norm convergent.
Definition 4.2. A Banach lattice E is said to be a Kantorovich-Banach space (KB-space
in short) if every monotone norm bounded sequence in E is norm convergent.
Equivalently, E is a KB-space if and only if E does not contain any sublattice ismor-
phic to c0.
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Note that `p1⊗ˆ|pi|`p2⊗ˆ|pi| · · · ⊗ˆ|pi|`pn = `p1⊗ˆ|pi|(`p2⊗ˆ|pi| · · · ⊗ˆ|pi|`pn). By induction, [4,
Corollary 7.4] yields the following lemma.
Lemma 4.3. Let 1 6 p1, · · · , pn < ∞. Then `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn is a KB-space, and hence it
is order continuous.
The following Rademacher averaging is a generalization of Lemma 2.22 in [45, p.34].
Rademacher averaging: Let Z1, · · · , Zn be vector spaces and xi,k ∈ Zi for i = 1, · · · , n
and k = 1, · · · ,m. Then
m∑
k=1
x1,k ⊗ · · · ⊗ xn,k =
∫ 1
0
(
m∑
k=1
rk(t)x1,k
)
⊗ · · · ⊗
(
m∑
k=1
rk(t)xn,k
)
dt,
where {rk(t)}∞1 is the sequence of Rademacher functions on [0, 1].
The main diagonal of the projective tensor product `p1⊗ˆpi · · · ⊗ˆpi`pn was characterized
by Arias and Farmer [2]. Next by using Rademacher averaging, we will chacterize the main
diagonal of the Fremlin projective tensor product `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn . Let ∆(`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn)
denote the main diagonal of `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn , that is, the closed subspace spanned by the
diagonal vectors {ei ⊗ · · · ⊗ ei : i ∈ N} in `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn . Next we will use Rademacher
averaging theorem to characterize the main diagonal ∆(`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn).
Theorem 4.4. Let 1 6 p1, · · · , pn <∞ and let 1p =
∑n
i=1
1
pi
. Then ∆(`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn) is
isometrically lattice isomorphic to `p if p > 1 and `1 if p 6 1.
i.e.
∆(`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn) ≡
 `p, if p > 1`1, if p ≤ 1.
Proof. Case 1: p > 1.
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Take any positive element u =
∑m
i=1 aiei ⊗ · · · ⊗ ei in ∆(`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn), where
ai > 0 for i = 1, · · · ,m. By Rademacher averaging,
u =
∫ 1
0
(
m∑
i=1
a
p
p1
i ri(t)ei
)
⊗ · · · ⊗
(
m∑
i=1
a
p
pn
i ri(t)ei
)
dt
and hence,
‖u‖|pi| 6 sup
06t61
∥∥∥∥∥
m∑
i=1
a
p
p1
i ri(t)ei
∥∥∥∥∥
`p1
· · ·
∥∥∥∥∥
m∑
i=1
a
p
pn
i ri(t)ei
∥∥∥∥∥
`pn
=
(
m∑
i=1
api
) 1
p1
· · ·
(
m∑
i=1
api
) 1
pn
=
∥∥(ai)mi=1∥∥`p .
On the other hand, define a positive n-linear form T on `p1 × · · · × `pn by
T (x(1), · · · , x(n)) =
m∑
i=1
ap−1i x
(1)
i · · ·x(n)i , ∀ x(k) =
(
x
(k)
i
)
i
∈ `pk , k = 1, · · · , n.
Let 1
t
:= 1− 1
p
. By Ho¨lder inequality,
∣∣T (x(1), ..., x(n))∣∣ 6 ∥∥(ap−1i )mi=1∥∥`t · ∥∥∥(x(1)i )i∥∥∥`p1 · · ·
∥∥∥(x(n)i )i∥∥∥`pn ,
which implies that
‖T‖r = ‖T‖ 6
∥∥(ap−1i )mi=1∥∥`t =
(
m∑
i=1
api
) 1
t
.
Note that T ∈ Lr(`p1 , · · · , `pn ;R) = (`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn)∗ and that
〈u, T 〉 =
m∑
i=1
aiT (ei, · · · , ei) =
m∑
i=1
api .
Thus
m∑
i=1
api = 〈u, T 〉 6 ‖u‖|pi| · ‖T‖r 6 ‖u‖|pi| ·
(
m∑
i=1
api
) 1
t
,
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which implies that
‖u‖|pi| >
(
m∑
i=1
api
) 1
p
=
∥∥(ai)mi=1∥∥`p .
Therefore, ‖u‖|pi| = ‖(ai)mi=1‖`p and hence, ∆(`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn) is isometrically lattice iso-
morphic to `p.
Case 2: p 6 1.
Take any positive element u =
∑m
i=1 aiei ⊗ · · · ⊗ ei in ∆(`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn), where
ai > 0 for i = 1, · · · ,m. Define a positive n-linear form T on `p1 × · · · × `pn by
T (x(1), · · · , x(n)) =
m∑
i=1
x
(1)
i · · · x(n)i , ∀ x(k) =
(
x
(k)
i
)
i
∈ `pk , k = 1, · · · , n.
Take qk > pk for k = 1, · · · , n such that 1q1 + · · ·+ 1qn = 1. By Ho¨lder inequality,
∣∣T (x(1), ..., x(n))∣∣ 6 ∥∥∥(x(1)i )i∥∥∥`q1 · · ·
∥∥∥(x(n)i )i∥∥∥`qn 6
∥∥∥(x(1)i )i∥∥∥`p1 · · ·
∥∥∥(x(n)i )i∥∥∥`pn ,
which implies that ‖T‖r = ‖T‖ 6 1. Note that 〈u, T 〉 =
∑m
i=1 aiT (ei, · · · , ei) =
∑m
i=1 ai.
Thus
m∑
i=1
ai = 〈u, T 〉 6 ‖T‖r · ‖u‖|pi| 6 ‖u‖|pi|.
On the other hand, ‖u‖|pi| 6
∑m
i=1 ‖aiei ⊗ · · · ⊗ ei‖|pi| =
∑m
i=1 ai. Therefore, ‖u‖|pi| =
‖(ai)mi=1‖`1 and hence, ∆(`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn) is isometrically lattice isomorphic to `1.
Remark 4.5. In Theorem 4.4, if some (or all) of pi’s are ∞, then we consider `pi = c0
if pi = ∞, and consider `p = c0 if p = ∞. In this case, Theorem 4.4 is still true. Thus
we have the first special case, if all pi’s are ∞ then ∆(c0⊗ˆ|pi| · · · ⊗ˆ|pi|c0) is isometrically
lattice isomorphic to c0. The second special case is that if at least one of pi’s is 1, then
∆(`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn) is isometrically lattice isomorphic to `1.
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Next we will use the main diagonal of `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn to characterize its reflexivity.
First we need the following lemma, which might be known. We provide a proof here since
we do not find one handy in the literature.
Lemma 4.6. Let E be an order continuous Banach lattice. Then E is reflexive if and only
if every positive linear functional on E attains its norm.
Proof. Suppose that every positive linear functional on E attains its norm. By James’
theorem, we only need to show that every continuous linear functional on E attains its
norm. Take any f ∈ E∗. Then there exists x ∈ BE such that ‖f‖ = ‖ |f | ‖ = |f |(x). Note
that |f |(x) = |f |(x+) − |f |(x−). Without loss of generality, we assume that x ∈ E+. Let
N(f) = {z ∈ E : |f |(|z|) = 0} be the null ideal of f and let C(f) = N(f)⊥. Since E is order
continuous, both N(f) and C(f) are projection bands.
Let P+ : E → C(f+) and P− : E → C(f−) be the respective band projections. As, for
example, (I − P+)x ∈ C(f+)⊥ = N(f+) we have
f+(x) = f+(P+x) + f+((I − P+)x) = f+(P+x).
By [36, Theorem 1.4.11] we have, for example, P−x ∈ C(f−) ⊆ N(f+) so that f+(P−x) = 0.
Similarly we have f−(x) = f−(P−x) and f−(P+x) = 0. Thus
f(P+x− P−x) = (f+ − f−)(P+x− P−x)
= f+(P+x)− f+(P−x)− f−(P+x) + f−(P−x)
= f+(x) + f−(x) = |f |(x) = ‖f‖.
Also, as P+x ⊥ P−x and 0 6 P+x, P−x 6 x we have |P+x − P−x| 6 x and therefore
‖P+x− P−x‖ 6 ‖x‖ 6 1 and thus f attains its norm.
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Remark 4.7. In Lemma 4.6, the order continuity of E is essential. For instance, let K be a
compact Hausdorff space and C(K) be the Banach lattice of all continuous functions on K.
Then Riesz Representation Theorem implies that every positive linear functional on C(K)
attains its norm. However, C(K) is not reflexive unless K is a finite set.
Theorem 4.8. Let 1 6 p1, · · · , pn < ∞. Then `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn is reflexive if and only if
1/p1 + · · ·+ 1/pn < 1.
Proof. If 1/p1 + · · · + 1/pn > 1, then Theorem 4.4 implies that `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn is not
reflexive. If 1/p1 + · · · + 1/pn < 1, then each pi > 1 and hence, each `pi is reflexive. Take
any positive T ∈ Lr(`p1 , · · · , `pn) = (`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn)∗. Since
‖T‖r = ‖T‖ = sup
{∣∣T (x(1), · · · , x(n))∣∣ : x(i) ∈ B`pi , 1 6 i 6 n} ,
there exist sequences {x(i)k }∞k=1 in B`pi (1 6 i 6 n) such that
lim
k
∣∣∣T (x(1)k , · · · , x(n)k )∣∣∣ = ‖T‖r.
Moreover, there exist subsequences {x(i)ik }∞k=1 of {x
(i)
k }∞k=1 and x(i)0 in `pi (1 6 i 6 n) such
that limk x
(i)
ik
= x
(i)
0 weakly in `pi . By [43, Theorem 4.1], T is weakly sequentially continuous.
Thus
‖T‖r = lim
k
∣∣∣T (x(1)1k , · · · , x(n)nk )∣∣∣ = ∣∣∣T (x(1)0 , · · · , x(n)0 )∣∣∣
and hence, T attains its norm. It follows from Lemma 4.3 and Lemma 4.6 that `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn
is reflexive.
Theorem 4.4 and Theorem 4.8 yield the following corollary.
Corollary 4.9 Let 1 6 p1, · · · , pn < ∞. Then `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn does not contain any
complemented sublattice isomorphic to `1 if and only if 1/p1 + · · ·+ 1/pn < 1.
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Next we will show that in the space of all regular n-linear forms on `p1 × · · · × `pn ,
the reflexivity, the property of being a KB-space, and the property of being order continuous
are all equivalent.
Theorem 4.10 Let 1 6 p1, · · · , pn <∞. Then the following statements are equivalent:
(i) Lr(`p1 , · · · , `pn ;R) is reflexive.
(ii) Lr(`p1 , · · · , `pn ;R) is a KB-space.
(iii) Lr(`p1 , · · · , `pn ;R) is order continuous.
(iv) 1/p1 + · · ·+ 1/pn < 1.
Proof. Note that Lr(`p1 , · · · , `pn ;R) = (`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn)∗. If 1/p1 + · · · + 1/pn < 1,
then Theorem 4.8 implies that Lr(`p1 , · · · , `pn ;R) is reflexive, and (iv) ⇒ (i) follows. It
is trivial that (i) ⇒ (ii) ⇒ (iii). Now suppose (iii) holds. By [36, p.93, Theorem 2.4.14],
Lr(`p1 , · · · , `pn ;R) does not contain any sublattice isomorphic to `∞ and hence, `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn
does not contain any complemented sublattice isomorphic to `1. Corollary 4.9 implies that
1/p1 + · · ·+ 1/pn < 1 and (iv) follows.
Note that Lr(`p1 , · · · , `pn ; `q) = Lr(`p1 , · · · , `pn , `q′ ;R) for any 1 < q < ∞. Theorem
4.10 yields the following corollary.
Corollary 4.11. Let 1 6 p1, · · · , pn <∞ and let 1 < q <∞. Then the following statements
are equivalent:
(i) Lr(`p1 , · · · , `pn ; `q) is reflexive.
(ii) Lr(`p1 , · · · , `pn ; `q) is a KB-space.
(iii) Lr(`p1 , · · · , `pn ; `q) is order continuous.
(iv) 1/p1 + · · ·+ 1/pn < 1/q.
To consider the case q = 1 in Corollary 4.11, we need the following lemma.
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Lemma 4.12. Let λ be a reflexive Banach sequence lattice and F a Banach lattice. Then
Lr(λ;F ∗) is a KB-space if and only if F ∗ is a KB-space and every positive linear operator
from λ to F ∗ is compact.
Proof. Note that Lr(λ;F ∗) = (λ⊗ˆ|pi|F )∗. The theorem follows from [9, Theorem 6.9] and
[36, p.93, Theorem 2.4.14].
The case q = 1 in Corollary 4.11 is as follows.
Corollary 4.13. Let 1 6 p1, · · · , pn <∞. Then the following statements are equivalent:
(i) Lr(`p1 , · · · , `pn ; `1) is a KB-space.
(ii) Lr(`p1 , · · · , `pn ; `1) is order continuous.
(iii) 1/p1 + · · ·+ 1/pn < 1.
Proof. Note that
Lr(`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn ; `1) = Lr(`p1 , · · · , `pn ; `1) = (`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn⊗ˆ|pi|c0)∗.
Suppose (iii). Then Theorem 4.8 implies that `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn is reflexive. Thus ev-
ery positive linear operator from `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn to `1 is compact and hence, (i) fol-
lows from Lemmas 4.1 and 4.12. It is trivial that (i) ⇒ (ii). Now suppose (ii). Then
Lr(`p1 , · · · , `pn ;R) = (`p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn)∗ is order continuous and hence, Theorem 4.10 im-
plies (iii).
Let ∆(⊗ˆn,s,|pi|`p) denote the main diagonal of ⊗ˆn,s,|pi|`p, that is, the closed subspace
spanned by the diagonal vectors {ei ⊗ · · · ⊗ ei : i ∈ N} in ⊗ˆn,s,|pi|`p. Parallel to the Frem-
lin projective tensor product `p1⊗ˆ|pi| · · · ⊗ˆ|pi|`pn , we have the same results for the Fremlin
projective symmetric tensor product ⊗ˆn,s,|pi|`p as follows.
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Theorem 4.14. Let 1 6 p <∞.
(i) ∆(⊗ˆn,s,|pi|`p) is isometrically lattice isomorphic to ` p
n
if p > n and `1 if p 6 n.
(ii) ⊗ˆn,s,|pi|`p is reflexive if and only if p > n.
(iii) ⊗ˆn,s,|pi|`p does not contain any complemented sublattice isomorphic to `1 if and
only if p > n.
(iv) ⊗ˆn,s,|pi|`p is a KB-space and hence, it is order continuous.
Proof. (i) Note that ∆(⊗ˆn,s,|pi|`p) = ∆(`p⊗ˆ|pi| · · · ⊗ˆ|pi|`p). Let 1q =
∑n
i=1
1
p
= n
p
, then Theorem
4.4 implies that
∆(⊗ˆn,s,|pi|`p) ≡
 `q, if q > 1`1, if q ≤ 1.
where q = p
n
.
(ii) ⊗ˆn,s,|pi|`p = (`p⊗ˆ|pi| · · · ⊗ˆ|pi|`p) is reflexive if and only if np < 1 from Theorem 4.8. If p > n
then ⊗ˆn,s,|pi|`p is isometrically lattice isomorphic to ` p
n
and it is reflexive.
(iii) `p⊗ˆ|pi| · · · ⊗ˆ|pi|`p does not contain any complemented sublattice isomorphic to `1 if and
only if 1/p+ · · ·+ 1/p = n
p
< 1 from Corollary 4.9.
(iv) Since `p(1 ≤ p < ∞) is a KB-space and `p⊗ˆ|pi|`p is a KB-space (see [4]). Note that
`p⊗ˆ|pi|`p⊗ˆ|pi| · · · ⊗ˆ|pi|`p = `p⊗ˆ|pi|(`p⊗ˆ|pi| · · · ⊗ˆ|pi|`p). Therefore ⊗ˆn,s,|pi|`p is a KB-space and hence,
it is order continuous.
Parallel to the space Lr(`p1 , · · · , `pn ;R), we have the same results for the space
Pr(n`p;R) of all regular n-homogeneous polynomials on `p as follows.
Theorem 4.15. Let 1 6 p <∞. Then the following statements are equivalent.
(i) Pr(n`p;R) is reflexive.
(ii) Pr(n`p;R) is a KB-space.
(iii) Pr(n`p;R) is order continuous.
(iv) p > n.
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Proof. Note that (⊗ˆn,s,|pi|`p)∗ = Pr(n`p;R). If p > n, then Theorem 4.14 implies that
⊗ˆn,s,|pi|`p is reflexive. Thus (⊗ˆn,s,|pi|`p)∗ = Pr(n`p;R) is reflexive, and (iv) ⇒ (i) follows. It
is trivial that (i) ⇒ (ii) ⇒ (iii). Now suppose (iii) holds. By [36, p.93, Theorem 2.4.14],
Pr(n`p;R) does not contain any sublattice isomorphic to `∞ and hence, ⊗ˆn,s,|pi|`p does not
contain any complemented sublattice isomorphic to `1. Corollary 4.9 implies that 1/p+ · · ·+
1/p = n
p
< 1 and (iv) follows.
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4.2 Positive Injective Tensor Products of `p-spaces
Lemma 4.16. Let 1 6 p1, · · · , pn <∞. Then {ei1 ⊗ · · · ⊗ ein : (i1, · · · , in) ∈ Nn} with any
order is a 1-unconditional basis of `p1⊗ˇ|| · · · ⊗ˇ||`pn.
Proof. It is easy to see that {ei1 ⊗ · · · ⊗ ein : (i1, · · · , in) ∈ Nn} is a disjoint sequence and
hence, is a 1-unconditional basic sequence in `p1⊗ˇ|| · · · ⊗ˇ||`pn . Take any u = x1⊗ · · ·⊗xn ∈
`p1 ⊗ · · · ⊗ `pn . Write
xk =
∞∑
i=1
ai,kei, k = 1, · · · , n.
Then
u =
∞∑
i1,··· ,in=1
ai,1 · · · ai,nei1 ⊗ · · · ⊗ ein ,
which shows that the linear span of {ei1⊗· · ·⊗ein : (i1, · · · , in) ∈ Nn} is dense in `p1⊗· · ·⊗`pn
and hence, dense in `p1⊗ˇ|| · · · ⊗ˇ||`pn . Therefore, {ei1 ⊗ · · · ⊗ ein : (i1, · · · , in) ∈ Nn} is a
1-unconditional basis of `p1⊗ˇ|| · · · ⊗ˇ||`pn .
By induction, [4, Theorem 7.3] and [9, Proposition 2.2, Theorems 3.1, 5.2] yield the
following lemma.
Lemma 4.17. Let 1 < p1, · · · , pn <∞. Then (`p1⊗ˇ|| · · · ⊗ˇ||`pn)∗ = `p′1⊗ˆ|pi| · · · ⊗ˆ|pi|`p′n.
Ho¨lder Inequality. Let 1 6 p1, p2 6 ∞ such that 1/p1 + 1/p2 = 1. Then for every
(b
(k)
i )i ∈ `pk , k = 1, 2, we have
∞∑
i=1
∣∣∣b(1)i · b(2)i ∣∣∣ 6 ∥∥∥(b(1)i )i∥∥∥`p1 ·
∥∥∥(b(2)i )i∥∥∥`p2 . (4.1)
We can prove this by using Young’s inequality for n = 2. Next we need the following
inequality, for which we were unable to find a reference in the literature.
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Generalized Ho¨lder Inequality: Let 1 6 p1, · · · , pn 6∞ such that 1/p1 + · · ·+1/pn = 1.
Then for every (b
(k)
i )i ∈ `pk , k = 1, · · · , n, we have
∞∑
i=1
∣∣∣b(1)i · · · b(n)i ∣∣∣ 6 ∥∥∥(b(1)i )i∥∥∥`p1 · · ·
∥∥∥(b(n)i )i∥∥∥`pn . (4.2)
Proof. We use induction on n.
(i) When n = 2, (4.2) is reduced to (4.1), so it is true.
(ii) Suppose (4.2) holds for some n ≥ 2. We need to show that it also holds for n+ 1.
Case 1: 1 < p1, · · · pn+1 <∞
Let
∑n+1
k=1
1
pk
= 1 and let (b
(k)
i )i ∈ `pk , k = 1, · · · , n+ 1.
In particular, we have p1 > 0,
p1
p1−1 > 0 and
1
p1
+ p1−1
p1
= 1. Then by (4.1),
∞∑
i=1
∣∣∣b(1)i · · · b(n+1)i ∣∣∣ = ∞∑
i=1
∣∣∣b(1)i ∣∣∣ · ∣∣∣b(2)i · · · b(n+1)i ∣∣∣
≤
∥∥∥(b(1)i )i∥∥∥`p1
∥∥∥(b(2)i · · · b(n+1)i )i∥∥∥` p1
p1−1
=
∥∥∥(b(1)i )i∥∥∥`p1
( ∞∑
i=1
∣∣∣b(2)i · · · b(n+1)i ∣∣∣ p1p1−1 ) p1−1p1 (∗)
Since p1
p1−1 > 0 and pk > 0 for k = 1, · · · , n+ 1. We have pk ·
(
p1−1
p1
)
> 0 and
n+1∑
k=2
p1
pk(p1 − 1) =
( p1
p1 − 1
)
·
n+1∑
k=2
1
pk
=
( p1
p1 − 1
)(
1− 1
p1
)
= 1
By induction hypothesis and (∗), we have
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∞∑
i=1
∣∣∣b(1)i · · · b(n+1)i ∣∣∣ ≤ ∥∥∥(b(1)i )
i
∥∥∥
`p1
·
[ n+1∏
k=2
( ∞∑
i=1
( ∣∣∣b(k)i ∣∣∣ p1p1−1 ) pk(p1−1)p1 ) p1pk(p1−1) ] p1−1p1
=
∥∥∥(b(1)i )
i
∥∥∥
`p1
·
n+1∏
k=2
( ∞∑
i=1
∣∣∣b(k)i ∣∣∣pk ) 1pk
=
∥∥∥(b(1)i )
i
∥∥∥
`p1
·
n+1∏
k=2
∥∥∥(b(k)i )
i
∥∥∥
`pk
=
∥∥∥(b(1)i )i∥∥∥`p1 · · ·
∥∥∥(b(n)i )i∥∥∥`pn+1
Case 2: If p1 = 1 then pk =∞ for all k = 2, · · · , n+ 1
N∑
i=1
∣∣∣b(1)i · · · b(n+1)i ∣∣∣ ≤ N∑
i=1
∣∣∣b(1)i ∣∣∣ ·max1≤i≤N ∣∣∣b(2)i ∣∣∣ · · ·max1≤i≤N ∣∣∣b(n+1)i ∣∣∣
≤
∥∥∥(b(1)i )i∥∥∥`p1
∥∥∥(b(2)i )i∥∥∥`p∞ · · ·
∥∥∥(b(n+1)i )i∥∥∥`p∞
Therefore, the series converges and Ho¨lder Inequality follows by taking the limit as
N →∞.
The main diagonal of the injective tensor product of `p1⊗ˇ · · · ⊗ˇ`pn was characterized
by Holub [25]. Next by using Ho¨lder inequality, we will chacterize the main diagonal of the
positive injective tensor product `p1⊗ˇ|| · · · ⊗ˇ||`pn . Let ∆(`p1⊗ˇ|| · · · ⊗ˇ||`pn) denote the main
diagonal of `p1⊗ˇ|| · · · ⊗ˇ||`pn , that is, the closed subspace spanned by the diagonal vectors
{ei ⊗ · · · ⊗ ei : i ∈ N} in `p1⊗ˇ|| · · · ⊗ˇ||`pn .
Theorem 4.18. Let 1 6 p1, · · · , pn <∞ and let 1s =
∑n
i=1
1
p′i
. Then ∆(`p1⊗ˇ|| · · · ⊗ˇ||`pn) is
isometrically lattice isomorphic to `s′ if s > 1 and c0 if s ≤ 1.
i.e.
∆(`p1⊗ˇ|| · · · ⊗ˇ||`pn) ≡
 `s′ , if s > 1c0 if s ≤ 1.
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Proof. Case 1: s > 1.
Take any positive element u =
∑m
i=1 aiei ⊗ · · · ⊗ ei ∈ ∆(`p1⊗ˇ|| · · · ⊗ˇ||`pn), where
ai > 0 for i = 1, · · · ,m. By Ho¨lder inequality,
‖u‖|| = sup
{∣∣∣∣∣
m∑
i=1
aix
∗
1(ei) · · ·x∗n(ei)
∣∣∣∣∣ : x∗k ∈ B+`p′k , 1 6 k 6 n
}
= sup
{∣∣∣∣∣
m∑
i=1
aib
(1)
i · · · b(n)i
∣∣∣∣∣ : (b(k)i )i := x∗k ∈ B+`p′k , 1 6 k 6 n
}
6 sup
{∥∥(ai)mi=1∥∥`s′ · ∥∥∥(b(1)i )i∥∥∥`p′1 · · ·
∥∥∥(b(n)i )i∥∥∥`p′n : (b(k)i )i ∈ B+`p′k , 1 6 k 6 n
}
6
∥∥(ai)mi=1∥∥`s′ .
On the other hand, take any (bi)i ∈ B+`s . If pk = 1 for some k, let x∗k = (1, 1, · · · ). Then
‖x∗k‖`p′
k
= ‖x∗k‖`∞ = 1. If pk > 1 for some k, let x∗k = (b
s
p′
k
i )i. Then ‖x∗k‖`p′
k
=
(
‖(bi)i‖`s
) s
p′
k 6
1. Without loss of generality, assume that p1 = · · · = pk = 1 and pk+1 > 1, · · · , pn > 1.
Since
∑n
i=k+1
s
p′i
=
∑n
i=1
s
p′i
= 1, it follows that
∣∣∣∣∣
m∑
i=1
aibi
∣∣∣∣∣ =
∣∣∣∣∣
m∑
i=1
ai · 1 · · · 1 · b
s
p′
k+1
i · · · b
s
p′n
i
∣∣∣∣∣ =
∣∣∣∣∣
m∑
i=1
aix
∗
1(ei) · · ·x∗n(ei)
∣∣∣∣∣ 6 ‖u‖||.
Thus ∥∥(ai)mi=1∥∥`s′ = sup
{∣∣∣∣∣
m∑
i=1
aibi
∣∣∣∣∣ : (bi)i ∈ B+`s
}
6 ‖u‖||.
Therefore, ‖u‖|| = ‖(ai)mi=1‖`s′ and hence, ∆(`p1⊗ˇ|| · · · ⊗ˇ||`pn) is isometrically lattice iso-
morphic to `s′ .
Case 2: s 6 1.
Take any positive element u =
∑m
i=1 aiei ⊗ · · · ⊗ ei ∈ ∆(`p1⊗ˇ|| · · · ⊗ˇ||`pn), where
ai > 0 for i = 1, · · · ,m. Take qk > p′k for k = 1, · · · , n such that 1q1 + · · · + 1qn = 1. By
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Ho¨lder inequality,
‖u‖|| = sup
{∣∣∣∣∣
m∑
i=1
aix
∗
1(ei) · · ·x∗n(ei)
∣∣∣∣∣ : x∗k ∈ B+`p′k , 1 6 k 6 n
}
= sup
{∣∣∣∣∣
m∑
i=1
aib
(1)
i · · · b(n)i
∣∣∣∣∣ : (b(k)i )i := x∗k ∈ B+`p′k , 1 6 k 6 n
}
6
∥∥(ai)mi=1∥∥c0 · sup
{∥∥∥(b(1)i )i∥∥∥`q1 · · ·
∥∥∥(b(n)i )i∥∥∥`qn : (b(k)i )i ∈ B+`p′k , 1 6 k 6 n
}
6
∥∥(ai)mi=1∥∥c0 · sup
{∥∥∥(b(1)i )i∥∥∥`p′1 · · ·
∥∥∥(b(n)i )i∥∥∥`p′n : (b(k)i )i ∈ B+`p′k , 1 6 k 6 n
}
6
∥∥(ai)mi=1∥∥c0 .
On the other hand, for each fixed j, 1 6 j 6 m. Let x∗k = ej ∈ B+`p′
k
for k = 1, · · · , n.
Then
‖u‖|| >
∣∣∣∣∣
m∑
i=1
aix
∗
1(ei) · · ·x∗n(ei)
∣∣∣∣∣ = aj,
which implies that ‖u‖|| > ‖(ai)mi=1‖c0 . Therefore, ‖u‖|| = ‖(ai)mi=1‖c0 and hence, ∆(`p1⊗ˇ|| · · · ⊗ˇ||`pn)
is isometrically lattice isomorphic to c0.
Remark 4.19. In Theorem 4.18, if some (or all) of pi’s are ∞, then s 6 1. In this case, we
consider `pi = c0 if pi = ∞, and consider `p = c0 if p = ∞. The Theorem 4.18 is still true.
Thus we have the first special case, if at lease one of pi’s is ∞, then ∆(`p1⊗ˇ|| · · · ⊗ˇ||`pn) is
isometrically lattice isomorphic to c0. The second special case is that if all pi’s are 1, then
∆(`1⊗ˇ|| · · · ⊗ˇ||`1) is isometrically lattice isomorphic to `1.
Next we will use the main diagonal of `p1⊗ˇ|| · · · ⊗ˇ||`pn to characterize its reflexivity
as well as being a KB-space.
Theorem 4.20. Let 1 < p1, · · · , pn <∞. Then the following statements are equivalent:
(i) `p1⊗ˇ|| · · · ⊗ˇ||`pn is reflexive.
(ii) `p1⊗ˇ|| · · · ⊗ˇ||`pn is a KB-space.
(iii) 1/p′1 + · · ·+ 1/p′n < 1.
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Proof. If 1/p′1 + · · · + 1/p′n < 1, then `p′1⊗ˆ|pi| · · · ⊗ˆ|pi|`p′n is reflexive. Lemma 4.17 implies
that `p1⊗ˇ|| · · · ⊗ˇ||`pn is reflexive and (iii) ⇒ (i) follows. It is trivial that (i) ⇒ (ii). Now
suppose (ii) holds. Then by [36, p.93, Theorem 2.4.14], `p1⊗ˇ|| · · · ⊗ˇ||`pn does not contain
any sublattice isomorphic to c0. Theorem 4.18 implies that 1/p
′
1 + · · · + 1/p′n < 1 and (iii)
follows.
Note that `p1⊗ˇ||`p2⊗ˇ|| · · · ⊗ˇ||`pn = `p1⊗ˇ||(`p2⊗ˇ|| · · · ⊗ˇ||`pn). By induction, [9, The-
orems 6.7, 6.8] yield the following corollary.
Corollary 4.21. Let 1 < p1, · · · , pn < ∞. Then `p1⊗ˇ|| · · · ⊗ˇ||`pn contains any sublattice
neither isomorphic to `1 nor isomorphic to `∞.
Note that Lemma 4.16 implies that `p1⊗ˇ|| · · · ⊗ˇ||`pn is σ-Dedekind complete. Corol-
lary 4.21 and [36, p.87, Corollary 2.4.3] yield the following corollary.
Corollary 4.22. Let 1 < p1, · · · , pn <∞. Then `p1⊗ˇ|| · · · ⊗ˇ||`pn is order continuous.
For Banach lattices E1, · · · , En, F with F Dedekind complete, let Kr(E1, · · · , En;F )
denote the sublattice of Lr(E1, · · · , En;F ) generated by all positive compact n-linear opera-
tors from E1×· · ·×En to F . It is easy to see thatKr(E1, E2, · · · , En;F ) = Kr(E1;Kr(E2, · · · , En;F )).
By [9, Proposition 2.1 and Theorem 5.2], for any 1 < p <∞, Kr(`p;F ) is isometrically lat-
tice isomorphic to `p′⊗ˇ||F . By induction, it follows that for any 1 < p1, · · · , pn < ∞,
Kr(`p1 , · · · , `pn ;F ) is isometrically lattice isomorphic to `p′1⊗ˇ|| · · · ⊗ˇ||`p′n⊗ˇ||F . Thus Theo-
rem 4.20 and Corollaries 4.21, 4.22 yield the following theorem.
Theorem 4.23. Let 1 < p1, · · · , pn, q <∞.
(i) Kr(`p1 , · · · , `pn ; `q) contains any sublattice neither isomorphic to `1 nor isomorphic
to `∞.
(ii) Kr(`p1 , · · · , `pn ; `q) is order continuous.
(iii) The following statements are equivalent:
(a) Kr(`p1 , · · · , `pn ; `q) is reflexive.
43
(b) Kr(`p1 , · · · , `pn ; `q) is a KB-space.
(c) 1/p1 + · · ·+ 1/pn < 1/q.
Pitt [41] proved that every continuous linear operator from `p to `q is compact if and
only if p > q. Chen and Wickstead [12] proved that if every positive linear operator from `p
to `q is compact then we still have p > q. For the n-linear operator case, Alencar and Floret
[43] proved that every continuous n-linear operator from `p1×· · ·×`pn to `q is compact if and
only if 1/p1 + · · · + 1/pn < 1/q (also see [15]). Next we will give the same characterization
for the positive compact n-linear operators on `p1 × · · · × `pn as follows.
Theorem 4.24. Let 1 6 p1, · · · , pn, q < ∞. Then every positive n-linear operator from
`p1 × · · · × `pn to `q is compact if and only if 1/p1 + · · ·+ 1/pn < 1/q.
Proof. It follows from [12, Theorem 4.9] that the theorem is true for n = 1. Now suppose
that the theorem is true for n− 1. To show the theorem is true for n, we only need to show
that Kr(`p1 , · · · , `pn ; `q) = Lr(`p1 , · · · , `pn ; `q) implies that 1/p1 + · · ·+ 1/pn < 1/q.
Now suppose that Kr(`p1 , · · · , `pn ; `q) = Lr(`p1 , · · · , `pn ; `q). Then Kr(`p1 ; `q) =
Lr(`p1 ; `q) and hence, p1 > q > 1. Also then Kr(`p2 , · · · , `pn ; `q) = Lr(`p2 , · · · , `pn ; `q). By
induction hypothesis, 1/p2 + · · · + 1/pn < 1/q, which, by Corollaries 4.11 and 4.13, implies
that Lr(`p2 , · · · , `pn ; `q) is a KB-space. Note that
Kr(`p1 ;Lr(`p2 , · · · , `pn ; `q)) = Kr(`p1 ;Kr(`p2 , · · · , `pn ; `q))
= Kr(`p1 , `p2 · · · , `pn ; `q)
= Lr(`p1 , `p2 · · · , `pn ; `q)
= Lr(`p1 ;Lr(`p2 , · · · , `pn ; `q)).
It follows from Lemma 4.12 that Lr(`p1 , · · · , `pn ; `q) is a KB-space. Thus Corollaries 4.11
and 4.13 imply that 1/p1 + · · ·+ 1/pn < 1/q.
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From Corollary 4.11 and Theorems 4.23, 4.24, we have the following interesting re-
sults. For any 1 < p1, · · · , pn, q < ∞, Kr(`p1 , · · · , `pn ; `q) is always order continuous, but
Lr(`p1 , · · · , `pn ; `q) is order continuous if and only if Lr(`p1 , · · · , `pn ; `q) = Kr(`p1 , · · · , `pn ; `q).
For instance, if 1/p1 + · · · + 1/pn > 1/q then Kr(`p1 , · · · , `pn ; `q) is order continuous but
Lr(`p1 , · · · , `pn ; `q) is not order continuous.
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5 DIAGONALS OF TENSOR PRODUCTS OF BANACH LATTICES WITH BASES
5.1 Diagonals of Projective Tensor Products of Banach Lattices
In this section we assume that X is a Banach space with a 1-unconditional basis
{ei : i ∈ N}. Gelbaum and Lamadrid [19] showed that {ei⊗ej : (i, j) ∈ N2} with the square
order is a basis of ⊗ˆ2,piX (it is not necessarily an unconditional basis). For instance, Kwapien
and Pelczynski [49] showed that {ei⊗ej : (i, j) ∈ N2} is not an unconditional basis of ⊗ˆ2,pi`2.
In general, Grecu and Ryan [20] established that {ei1 ⊗ · · · ⊗ ein : (i1, · · · , in) ∈ Nn} with
the order defined in [20] is a basis of ⊗ˆn,piX. They also showed that {ei1 ⊗s · · · ⊗s ein :
(i1, · · · , in) ∈ Nn, i1 > · · · > in} with the order defined in [20] is a basis of ⊗ˆn,s,piX.
Definition 5.1. Let ∆(⊗ˆn,piX) (resp. ∆(⊗ˆn,s,piX)) denote the main diagonal space of ⊗ˆn,piX
(resp. ⊗ˆn,s,piX), that is, the closed subspace spanned in ⊗ˆn,piX (resp. in ⊗ˆn,s,piX) by the
tensor diagonal {ei ⊗ · · · ⊗ ei: i ∈ N}.
Holub [25] proved that the tensor diagonal {ei⊗ ei : i ∈ N} is a 1-unconditional basis
of ∆(⊗ˆ2,piX) and Sanchez [46] generalized the Holub’s result. He showed that the tensor
diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-unconditional basis of ∆(⊗ˆn,piX).
Bu and Buskes [5] proved that the tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-
unconditional basis of ∆(⊗ˆn,s,piX) and Bu, Buskes, Popov, Tcaciuc, and Troitsky [8] showed
that the tensor basis {ei ⊗ ej : (i, j) ∈ N2} with any order is a 1-unconditional basis of
⊗ˆ2,|pi|E.
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By a Banach lattice with a Schauder basis we mean a Banach lattice in which the unit
vectors form a basis and the order is defined coordinatewise. It follows that such a Schauder
basis is 1-unconditional. Conversely, every Banach space with a 1-unconditional basis is a
Banach lattice with the order defined coordinatewise. In what follows, E is a Banach lattice
with a basis {ei : i ∈ N}. As a special case of [8, Lemma 22], the set {ei ⊗ ej : (i, j) ∈ N2}
with any order is a (1-unconditional) basis of ⊗ˆ2,|pi|E.
In a similar way, Bu and Buskes [5] also proved that the following lemma.
Lemma. The tensor basis {ei1 ⊗ · · · ⊗ ein : (i1, . . . , in) ∈ Nn} with any order is a (1-
unconditional) basis of ⊗ˆn,|pi|E, and the tensor basis {ei1⊗s · · ·⊗s ein : (i1, . . . , in) ∈ Nn, i1 >
· · · > in} with any order is a (1-unconditional) basis of ⊗ˆn,s,|pi|E.
Definition 5.2. Let ∆(⊗ˆn,|pi|E) (resp. ∆(⊗ˆn,s,|pi|E)) denote the main diagonal space of
⊗ˆn,|pi|E (resp. ⊗ˆn,s,|pi|E), that is, the closed subspace spanned in ⊗ˆn,|pi|E (resp. in ⊗ˆn,s,|pi|E)
by the tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N}. It follows from the above lemma that
{ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-unconditional basis of both ∆(⊗ˆn,|pi|E) and ∆(⊗ˆn,s,|pi|E).
In [5], Bu and Buskes proved that all four main diagonal spaces ∆(⊗ˆn,piE), ∆(⊗ˆn,s,piE),
∆(⊗ˆn,|pi|E), and ∆(⊗ˆn,s,|pi|E) are pairwise isometrically isomorphic.
It is natural question to ask whether this result holds for all four main diagonal spaces
such as ∆(⊗ˇn,E), ∆(⊗ˇn,s,E), ∆(⊗ˇn,||E), and ∆(⊗ˇn,s,||E).
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5.2 Diagonals of Injective Tensor Products of Banach Lattices
* All of results in this section have been proved in my paper “Diagonals of Injective Tensor
Products of Banach Lattices with Bases”. This is joint work with Qingying Bu and Donghai
Ji.(See [27].)
In this section we assume that X is a Banach space with a 1-unconditional basis
{ei : i ∈ N}. Gelbaum and Lamadrid [19] showed that {ei⊗ej : (i, j) ∈ N2} with the square
order is a basis of ⊗ˇ2,X. In general, Grecu and Ryan [20] showed that {ei1 ⊗ · · · ⊗ ein :
(i1, . . . , in) ∈ Nn} with the order defined in [20] is a basis of ⊗ˇn,X. They also showed that
{ei1 ⊗s · · · ⊗s ein : (i1, . . . , in) ∈ Nn, i1 > · · · > in} with the order defined in [20] is a basis of
⊗ˇn,s,X.
Let ∆(⊗ˇn,X) (resp. ∆(⊗ˇn,s,X)) denote the main diagonal space of ⊗ˇn,X (resp.
⊗ˇn,s,X), that is, the closed subspace spanned in ⊗ˇn,X (resp. in ⊗ˇn,s,X) by the tensor
diagonal {ei ⊗ · · · ⊗ ei : i ∈ N}. It is known that {ei1 ⊗ · · · ⊗ ein : (i1, . . . , in) ∈ Nn}
and {ei1 ⊗s · · · ⊗s ein : (i1, . . . , in) ∈ Nn, i1 > · · · > in}, respectively, is not necessarily an
unconditional basis of ⊗ˇn,X and ⊗ˇn,s,X (see, e.g., [49, 40, 48, 13, 39, 11]). Next we will
use the following Rademacher averaging formula (see, e.g., [45, Lemma 2.22]) to show that
the tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} is an unconditional basis of both ∆(⊗ˇn,X) and
∆(⊗ˇn,s,X), and their diagonal projections are contractive.
Lemma 5.3. The tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-unconditional basis of
∆(⊗ˇn,X) and the projection Q : ⊗ˇn,X → ∆(⊗ˇn,X) defined by
Q(ei1 ⊗ · · · ⊗ ein) =
 ei1 ⊗ · · · ⊗ ein , if i1 = · · · = in,0, otherwise.
is bounded with ‖Q‖ 6 1.
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Proof. First we adopt Holub’s proof of Theorem 3.12 in [25] to prove that {ei⊗· · ·⊗ei : i ∈ N}
is a 1-unconditional basic sequence of ⊗ˇn,X. Let I : X → X be the identity operator
and for θi = ±1 (i ∈ N), define T : X → X by T (
∑∞
i=1 aiei) =
∑∞
i=1 θiaiei for every
x =
∑∞
i=1 aiei ∈ X. Then ‖T‖ 6 1. Now for any m ∈ N, by Lemma 3.10,∥∥∥∥∥
m∑
i=1
θiaiei ⊗ · · · ⊗ ei
∥∥∥∥∥

=
∥∥∥∥∥
m∑
i=1
aiT (ei)⊗ I(ei)⊗ · · · ⊗ I(ei)
∥∥∥∥∥

6
∥∥∥∥∥
m∑
i=1
aiei ⊗ · · · ⊗ ei
∥∥∥∥∥

.
Thus {ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-unconditional basic sequence of ⊗ˇn,X.
Next we show that Q is well-defined and bounded with ‖Q‖ 6 1. Take any u =∑
i1,...,in
bi1,··· ,inei1 ⊗ · · · ⊗ ein ∈ ⊗ˇn,X. For every p, q ∈ N with p < q, let
up,q =
q∑
i1,...,in=p
bi1,··· ,inei1 ⊗ · · · ⊗ ein .
Then there exist xj,k =
∑∞
i=1 ai,j,kei ∈ X, k = 1, . . . ,m and j = 1, . . . , n such that
up,q =
m∑
k=1
x1,k ⊗ · · · ⊗ xn,k.
Thus
bi,··· ,i =
m∑
k=1
ai,1,k · · · ai,n,k, p 6 i 6 q.
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By Rademacher averaging,
∥∥∥∥∥
q∑
i=p
bi,··· ,iei ⊗ · · · ⊗ ei
∥∥∥∥∥

=
∥∥∥∥∥
m∑
k=1
q∑
i=p
ai,1,k · · · ai,n,kei ⊗ · · · ⊗ ei
∥∥∥∥∥

=
∥∥∥∥∥
m∑
k=1
q∑
i=p
(ai,1,kei)⊗ · · · ⊗ (ai,n,kei)
∥∥∥∥∥

=
∥∥∥∥∥
m∑
k=1
∫ 1
0
( q∑
i=p
ai,1,kri(t)ei
)
⊗ · · · ⊗
( q∑
i=p
ai,n,kri(t)ei
)
dt
∥∥∥∥∥

6
∫ 1
0
∥∥∥∥∥
m∑
k=1
( q∑
i=p
ai,1,kri(t)ei
)
⊗ · · · ⊗
( q∑
i=p
ai,n,kri(t)ei
)∥∥∥∥∥

dt
=
∫ 1
0
∥∥∥∥∥
m∑
k=1
(
Tt(x1,k)
)
⊗ · · · ⊗
(
Tt(xn,k)
)∥∥∥∥∥

dt
6
∫ 1
0
‖Tt‖n ·
∥∥∥∥∥
m∑
k=1
x1,k ⊗ · · · ⊗ xn,k
∥∥∥∥∥

dt
6
∥∥∥∥∥
m∑
k=1
x1,k ⊗ · · · ⊗ xn,k
∥∥∥∥∥

=
∥∥∥up,q∥∥∥

,
where Tt : X → X is defined by Tt(x) =
∑∞
i=1 airi(t)ei for every x =
∑∞
i=1 aiei ∈ X and
every t ∈ [0, 1]. Therefore, for every p, q ∈ N with p < q,
∥∥∥∥∥
q∑
i=p
bi,··· ,iei ⊗ · · · ⊗ ei
∥∥∥∥∥

6
∥∥∥∥∥
q∑
i1,··· ,in=p
bi1,··· ,inei1 ⊗ · · · ⊗ ein
∥∥∥∥∥

,
which implies that Q is well-defined and bounded with ‖Q‖ 6 1.
Definition 5.4. An n-homogeneous polynomial P : E → Y is called orthogonally additive
if P (x+ y) = P (x) + P (y) whenever x, y ∈ E with x⊥y.
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Lemma 5.5. The tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-unconditional basis of
∆(⊗ˇn,s,X) and the projection Qs : ⊗ˇn,s,X → ∆(⊗ˇn,s,X) defined by
Qs(ei1 ⊗s · · · ⊗s ein) =
 ei1 ⊗s · · · ⊗s ein , if i1 = · · · = in,0, otherwise.
is bounded with ‖Qs‖ 6 1.
Proof. For anym ∈ N, let u = ∑mi=1 aiei⊗· · ·⊗ei, and let Pu : X∗ → R be the n-homogeneous
polynomial defined in (2.5), that is,
Pu(x
∗) =
m∑
i=1
ai ·
(
x∗(ei)
)n
, ∀ x∗ ∈ X∗. (5.1)
For every a ∈ R and every p > 0 we define ap = sign(a) · |a|p. Note that X has
a 1-unconditional basis {ei : i ∈ N}. It can be a Banach lattice with the order defined
coordinatewise. Also note that X∗ is a sequence space via x∗ ↔ (x∗(e1), x∗(e2), . . . ) for
every x∗ ∈ E∗. Thus for every x∗, y∗ ∈ X∗, from functional calculation, (x∗p + y∗p) 1p is
defined (coordinatewise) to be an element of X∗ (see, e.g., [34, Section 1.d]), that is,
(
x∗p + y∗p
) 1
p (ei) =
(
x∗(ei)p + y∗(ei)p
) 1
p , i = 1, 2, . . . .
If, moreover, x∗ ⊥ y∗, then (x∗p + y∗p) 1p = x∗ + y∗ by [8, Lemma 3]. Thus
(
x∗(ei) + y∗(ei)
)p
= x∗(ei)p + y∗(ei)p, i = 1, 2, . . . . (5.2)
It follows from (5.1) and (5.2) that Pu(x
∗+ y∗) = Pu(x∗) +Pu(y∗) for every x∗, y∗ ∈ X∗ with
x∗ ⊥ y∗. Thus Pu is orthogonally additive (see [3, 51, 38, 26, 33]). Let Tu : X∗×· · ·×X∗ → R
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be the n-linear operator defined in (3.9), that is,
Tu(x
∗
1, . . . , x
∗
n) =
m∑
i=1
ai · x∗1(ei) · · ·x∗n(ei), ∀ x∗1, . . . , x∗n ∈ X∗.
Then Tu is the symmetric n-linear operator associated to Pu. It follows from [5, Theorem
5.4] that ‖Tu‖ = ‖Pu‖ and hence, ‖u‖s, = ‖Pu‖ = ‖Tu‖ = ‖u‖.
Now let θi = ±1 (i ∈ N). Then by (3.11) and Lemma 5.3,∥∥∥∥∥
m∑
i=1
θiaiei ⊗ · · · ⊗ ei
∥∥∥∥∥
s,
6
∥∥∥∥∥
m∑
i=1
θiaiei ⊗ · · · ⊗ ei
∥∥∥∥∥

6
∥∥∥∥∥
m∑
i=1
aiei ⊗ · · · ⊗ ei
∥∥∥∥∥

= ‖u‖
= ‖u‖s, =
∥∥∥∥∥
m∑
i=1
aiei ⊗ · · · ⊗ ei
∥∥∥∥∥
s,
.
Thus {ei ⊗ · · · ⊗ ei : i ∈ N} is a 1-unconditional basic sequence of ⊗ˇn,s,X.
Similarly to the proof of Lemma 5.3, we can use the Rademacher averaging formula
to show that Qs is well-defined and bounded with ‖Qs‖ 6 1.
By a Banach lattice with a Schauder basis we mean a Banach lattice in which the unit
vectors form a basis and the order is defined coordinatewise. It follows that such a Schauder
basis is 1-unconditional. Conversely, every Banach space with a 1-unconditional basis is a
Banach lattice with the order defined coordinatewise. In what follows E1, . . . , En are Banach
lattices with (1-unconditional) basis {e(1)i : i ∈ N}, . . . , {e(n)i : i ∈ N}, respectively.
Theorem 5.6. The tensor basis {e(1)i1 ⊗ · · · ⊗ e(n)in : (i1, . . . , in) ∈ Nn} with any order is a
(1-unconditional) basis of E1⊗ˇ|| · · · ⊗ˇ||En.
Proof. First, we will show that (e
(1)
i1
⊗ · · · ⊗ e(n)in ) ⊥ (e(1)k1 ⊗ · · · ⊗ e
(n)
kn
) provided (i1, . . . , in) 6=
(k1, . . . , kn). Note that E1⊗ˇ|| · · · ⊗ˇ||En can be considered as a closed sublattice of Lr(E∗1 , . . . , E∗n;R).
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It suffices to show that
〈(e(1)i1 ⊗ · · · ⊗ e(n)in ) ∧ (e(1)k1 ⊗ · · · ⊗ e
(n)
kn
), (x∗1, . . . , x
∗
n)〉 = 0
for every x∗1 ∈ E∗+1 , . . . , x∗n ∈ E∗+n . Let
α1 = x
∗
1(e
(1)
k1
), . . . , αn = x
∗
n(e
(n)
kn
) and u∗1,1 = α1f
(1)
k1
, . . . , u∗n,1 = αnf
(n)
kn
,
where {f (1)i : i ∈ N}, . . . , {f (n)i : i ∈ N} are, respectively, the appropriate bi-orthogonal
functionals on E∗1 , . . . , E
∗
n. Then for every x =
∑∞
i=1 bie
(1)
i ∈ E+1 ,
u∗1,1(x) = α1f
(1)
k1
(x) = x∗1(e
(1)
k1
)bk1 6
∞∑
i=1
bix
∗
1(e
(1)
i ) = x
∗
1(x).
It follows that u∗1,1 6 x∗1 and similarly, u∗2,1 6 x∗2, . . . , u∗n,1 6 x∗n.
Let u∗1,2 = x
∗
1 − u∗1,1, . . . , u∗n,2 = x∗n − u∗n,1. Then (u∗1,1, u∗1,2), . . . , (u∗n,1, u∗n,2) are partitions of
x∗1, . . . , x
∗
n respectively.
By [6, Proposition 2.2],
〈(e(1)i1 ⊗ · · · ⊗ e(n)in ) ∧ (e(1)k1 ⊗ · · · ⊗ e
(n)
kn
), (x∗1, . . . , x
∗
n)〉
6
2∑
j1,...,jn=1
〈e(1)i1 ⊗ · · · ⊗ e(n)in , (u∗1,j1 , . . . , u∗n,jn)〉 ∧ 〈e(1)k1 ⊗ · · · ⊗ e
(n)
kn
, (u∗1,j1 , . . . , u
∗
n,jn)〉.
If all jm’s are 1, then the general term
〈e(1)i1 ⊗ · · · ⊗ e(n)in , (u∗1,j1 , . . . , u∗n,jn)〉 ∧ 〈e(1)k1 ⊗ · · · ⊗ e
(n)
kn
, (u∗1,j1 , . . . , u
∗
n,jn)〉
6 〈e(1)i1 ⊗ · · · ⊗ e(n)in , (u∗1,1, . . . , u∗n,1)〉 = u∗1,1(e(1)i1 ) · · ·u∗n,1(e(n)in )
= α1f
(1)
k1
(e
(1)
i1
) · · ·αnf (n)kn (e
(n)
in
) = 0
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since (i1, . . . , in) 6= (k1, . . . , kn). If at least one of jm’s is 2, say j1 = 2, then the general term
〈e(1)i1 ⊗ · · · ⊗ e(n)in , (u∗1,j1 , . . . , u∗n,jn)〉 ∧ 〈e(1)k1 ⊗ · · · ⊗ e
(n)
kn
, (u∗1,j1 , . . . , u
∗
n,jn)〉
6 〈e(1)k1 ⊗ e
(2)
k2
⊗ · · · ⊗ e(n)kn , (u∗1,2, u∗2,j2 , . . . , u∗n,jn)〉
= u∗1,2(e
(1)
k1
) · u∗2,j2(e(2)k2 ) · · ·u∗n,jn(e
(n)
kn
)
=
(
α1 − α1f (1)k1 (e
(1)
k1
)
)
· u∗2,j2(e(2)k2 ) · · ·u∗n,jn(e
(n)
kn
) = 0.
Therefore,
〈(e(1)i1 ⊗ · · · ⊗ e(n)in ) ∧ (e(1)k1 ⊗ · · · ⊗ e
(n)
kn
), (x∗1, . . . , x
∗
n)〉 = 0
and hence, (e
(1)
i1
⊗ · · · ⊗ e(n)in ) ⊥ (e(1)k1 ⊗ · · · ⊗ e
(n)
kn
).
Being a disjoint sequence in a Banach lattice, {e(1)i1 ⊗ · · · ⊗ e(n)in : (i1, . . . , in) ∈ Nn} is
a 1-unconditional basic sequence of E1⊗ˇ|| · · · ⊗ˇ||En. It is left to show that its span is dense
in E1⊗ˇ|| · · · ⊗ˇ||En.
Take any xi ∈ Ei with ‖xi‖ 6 1 for i = 1, . . . , n. Given any σ ∈ (0, 1), we can find
basis projections Pi on Ei, respectively, such that
yi = Pi(xi) and ‖yi − xi‖ 6 σ, i = 1, . . . , n.
Then
‖x1 ⊗ x2 − y1 ⊗ y2‖|| = ‖x1 ⊗ (x2 − y2) + (x1 − y1)⊗ y2‖||
6 ‖x1‖ · ‖x2 − y2‖+ ‖x1 − y1‖ · ‖y2‖ 6 2σ,
and similarly,
‖x1 ⊗ · · · ⊗ xn − y1 ⊗ · · · ⊗ yn‖|| 6 nσ.
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Since y1 ⊗ · · · ⊗ yn is in the span {e(1)i1 ⊗ · · · ⊗ e(n)in : (i1, . . . , in) ∈ Nn}, it follows that
x1 ⊗ · · · ⊗ xn is in the closure of this span. Thus this span is dense in E1⊗ · · ·⊗En and
hence, dense in E1⊗ˇ|| · · · ⊗ˇ||En.
In what follows E is a Banach lattice with a (1-unconditional) basis {ei : i ∈ N}.
The following consequence comes straightforward from the previous theorem.
Corollary 5.7. The tensor basis {ei1 ⊗ · · · ⊗ ein : (i1, . . . , in) ∈ Nn} with any order is
a (1-unconditional) basis of ⊗ˇn,||E, and the tensor basis {ei1 ⊗s · · · ⊗s ein : (i1, . . . , in) ∈
Nn, i1 > · · · > in} with any order is a (1-unconditional) basis of ⊗ˇn,s,||E.
Definition 5.8. Let ∆(⊗ˇn,||E) (resp. ∆(⊗ˇn,s,||E)) denote the main diagonal space of
⊗ˇn,||E (resp. ⊗ˇn,s,||E), that is, the closed subspace spanned in ⊗ˇn,||E (resp. in ⊗ˇn,s,||E)
by the tensor diagonal {ei ⊗ · · · ⊗ ei : i ∈ N}.
It follows from the above corollary that {ei ⊗ · · · ⊗ ei : i ∈ N} is a (1-unconditional)
basis of both ∆(⊗ˇn,||E) and ∆(⊗ˇn,s,||E).
Recall that we already have other two main diagonal spaces ∆(⊗ˇn,E) and ∆(⊗ˇn,s,E)
introduced at the beginning of this section. Next we will show that all four main diagonal
spaces are pairwise isometrically isomorphic. First we need the Ho¨lder inequality (3.2) and
then a lemma.
Lemma 5.9. For x∗1, . . . , x
∗
n ∈ E∗+, define x∗ : E → R by
x∗(x) =
∞∑
i=1
ai
(
x∗1(ei)
) 1
n · · · (x∗n(ei)) 1n
for every x =
∑∞
i=1 aiei ∈ E. Then x∗ ∈ E∗+ with ‖x∗‖ 6
∥∥x∗1∥∥ 1n · · · ∥∥x∗n∥∥ 1n .
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Proof. For any m ∈ N, by Ho¨lder inequality,
m∑
i=1
∣∣∣ai(x∗1(ei)) 1n · · · (x∗n(ei)) 1n ∣∣∣
=
m∑
i=1
∣∣∣aix∗1(ei)∣∣∣ 1n · · · ∣∣∣aix∗n(ei)∣∣∣ 1n
6
(
m∑
i=1
|aix∗1(ei)|
) 1
n
· · ·
(
m∑
i=1
|aix∗n(ei)|
) 1
n
=
(
x∗1
( m∑
i=1
±aiei
)) 1n · · ·(x∗n( m∑
i=1
±aiei
)) 1n
6
∥∥x∗1∥∥ 1n · · · ∥∥x∗n∥∥ 1n ·
∥∥∥∥∥
m∑
i=1
aiei
∥∥∥∥∥ .
Thus x∗ is well-defined and x∗ ∈ E∗+ with ‖x∗‖ 6 ∥∥x∗1∥∥ 1n · · · ∥∥x∗n∥∥ 1n .
Theorem 5.10. All four main diagonal spaces ∆(⊗ˇn,E), ∆(⊗ˇn,s,E), ∆(⊗ˇn,||E), and
∆(⊗ˇn,s,||E) are pairwise isometrically isomorphic.
Proof. First we show that ∆(⊗ˇn,||E) is isometrically isomorphic to ∆(⊗ˇn,s,||E). Since {ei⊗
· · · ⊗ ei : i ∈ N} is a basis of both ∆(⊗ˇn,||E) and ∆(⊗ˇn,s,||E), it suffices to show that
‖u‖|| = ‖u‖s,|| for every u =
∑m
i=1 aiei ⊗ · · · ⊗ ei ∈ ⊗nE. Without loss of generality,
we assume that u > 0, that is, ai > 0 for i = 1, . . . ,m. For any σ > 0 there exist
x∗1, . . . , x
∗
n ∈ BE∗+ such that
‖u‖|| 6
m∑
i=1
aix
∗
1(ei) · · ·x∗n(ei) + σ.
Let x∗ be defined in Lemma 5.9. Then x∗ ∈ BE∗+ and for each i ∈ N,
x∗(ei) =
(
x∗1(ei)
) 1
n · · · (x∗n(ei)) 1n .
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Thus
‖u‖s,|| >
m∑
i=1
ai
(
x∗(ei)
)n
=
m∑
i=1
aix
∗
1(ei) · · · x∗n(ei) > ‖u‖|| − σ.
It follows that ‖u‖s,|| > ‖u‖||. From their definitions it is trivial that ‖u‖s,|| 6 ‖u‖|| and
hence, ‖u‖s,|| = ‖u‖||.
Secondly, we show that ∆(⊗ˇn,E) is isometrically isomorphic to ∆(⊗ˇn,||E). Since
{ei ⊗ · · · ⊗ ei : i ∈ N} is a basis of both ∆(⊗ˇn,E) and ∆(⊗ˇn,||E), it suffices to show that
‖u‖ = ‖u‖|| for every u =
∑m
i=1 aiei ⊗ · · · ⊗ ei ∈ ⊗nE. By Lemma 5.3,
∥∥u∥∥|| = ∥∥|u|∥∥|| =
∥∥∥∥∥
m∑
i=1
|ai|ei ⊗ · · · ⊗ ei
∥∥∥∥∥
||
=
∥∥∥∥∥
m∑
i=1
|ai|ei ⊗ · · · ⊗ ei
∥∥∥∥∥

=
∥∥∥∥∥
m∑
i=1
±aiei ⊗ · · · ⊗ ei
∥∥∥∥∥

6
∥∥∥∥∥
m∑
i=1
aiei ⊗ · · · ⊗ ei
∥∥∥∥∥

=
∥∥u∥∥

.
On the other hand, it follows from their definitions that ‖u‖ 6 ‖u‖|| and hence, ‖u‖ =
‖u‖||.
Finally we show that ∆(⊗ˇn,E) is isometrically isomorphic to ∆(⊗ˇn,s,E). Since
{ei ⊗ · · · ⊗ ei : i ∈ N} is a basis of both ∆(⊗ˇn,E) and ∆(⊗ˇn,s,E), it suffices to show that
‖u‖ = ‖u‖s, for every u =
∑m
i=1 aiei ⊗ · · · ⊗ ei ∈ ⊗nE, which was proved in the proof of
Lemma 5.5.
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