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Abstract
This paper is concerned with a time-periodic reaction–diffusion equation. It is known that typical
trajectories approach periodic solutions with possibly longer period than that of the equation. Such
solutions are called subharmonic solutions. In this paper, for any domain Ω , time-period τ > 0 and
integer n 2, we construct an example of a time-periodic reaction–diffusion equation on Ω with a
minimal period τ which possesses a stable solution of minimal period nτ .
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider a time-periodic scalar reaction–diffusion equation of the form{
(∂t +A(x, t))u= f (x, t, u) in Ω ,
Bu= 0 on ∂Ω , (1.1)
where Ω is a bounded domain in RN (N  2) with C∞ boundary, and f : Ω¯×R×R→ R
is a smooth function that is periodic in t with the minimal period τ > 0. The linear operator
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A(x, t)=−
N∑
i,j=1
αij (x, t)∂xi ∂xj +
N∑
k=1
αk(x, t)∂xk
with τ -periodicity in t , where αij = αji and αk belong to C∞(Ω¯ × R). The boundary
operator B is of the form
B =
{1 (Dirichlet b.c.),
∂ν + β(x) (Neumann or regular oblique derivative b.c.),
where β belongs to C∞(∂Ω) and ν is an outward pointing and nowhere tangential vector
field on ∂Ω of class C∞.
The period map of a τ -periodic reaction–diffusion equation generates a strongly order-
preserving discrete dynamical system. From the general theory for such systems, it is
known that typical trajectories approach stable periodic solutions, but the minimal asymp-
totic period may be larger than the period of the equation. Namely, any solution generically
converges to a stable nτ -periodic solution with some integer n 1. See [5,7,8] for a pre-
cise statement and a proof. A solution u= φ(x, t) of (1.1) is said to be subharmonic if it
is periodic in t with the minimal period nτ for some integer n > 1. A subharmonic solu-
tion φ(x, t) is said to be at least linearly stable if all eigenvalues of the period map of the
linearized problem{
(∂t +A(x, t))v = fu(x, t, φ(x, t))v in Ω ,
Bv = 0 on ∂Ω ,
lie inside the unit circle on the complex plane, and is said to be at least neutrally linearly
stable if there is no eigenvalue in the outside of the unit circle.
For a special class of τ -periodic reaction–diffusion equations, there is generic conver-
gence to a τ -periodic solution which is at least neutrally linearly stable. For example, for
a spatially homogeneous Neumann problem on a convex domain, Hess [3] showed that
any periodic solution which is at least neutrally linearly stable must be spatially homoge-
neous. Therefore, it satisfies a τ -periodic ODE of the first order, which cannot have any
subharmonic solution. For another example, in a τ -periodic reaction–diffusion equation on
an interval of R, any bounded solution converges a τ -periodic solution (see [1]). Further,
for a radially symmetric problem, it is shown that any periodic solution which is at least
neutrally linearly stable is radially symmetric. Then it must be τ -periodic because it solves
a parabolic problem in one space dimension. See [6,11] for other symmetry results of this
kind.
On the other hand, Takácˇ [12] and Dancer and Hess [2] independently considered the
equation
(∂t −∆)u= f (x, t, u) in Ω (1.2)
under the Dirichlet or Neumann boundary conditions, and proved that linearly stable
subharmonic solutions do exist for some specially chosen domain and spatially inhomo-
geneous nonlinearity. Polácˇik and Yanagida [9] proved that linearly stable subharmonic
solutions can exist for (1.2) with the Neumann boundary condition for some domain and
spatially homogeneous nonlinearity.
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the Dirichlet, Neumann or Robin boundary condition, there exist a constant τ > 0 and a
function f such that (1.2) has a linearly stable solution with the minimal period nτ , where
n is an arbitrarily given natural number. It should be noted that in their proof, τ must be
chosen sufficiently large and cannot be taken arbitrarily. In this paper, we extend this result
as follows.
Theorem 1. Let Ω and A be arbitrarily given. Then for any constant τ > 0 and integer
n 2, there exists a function f (x, t, u) ∈C∞(Ω¯ ×R×R) with the minimal period τ in t
such that (1.1) has a linearly stable solution with the minimal period nτ in t .
Our basic idea of the proof is similar to that of Polácˇik and Yanagida [10]. However,
while they first deal with an elliptic problem as an approximation of a parabolic problem
with slow dynamics, we directly deal with a parabolic problem. This enables us to show
the existence of a subharmonic solution with not necessarily long time period.
This paper is organized as follows. In Section 2, we give some preliminaries results.
By using them, we give a proof of Theorem 1 in Section 3. The proof is based on careful
construction of a nonlinearity f and a solution.
2. Preliminaries
Without loss of generality, we may assume{
x ∈ RN ; |x|< 4π}⊂Ω.
We first prepare several notations used in this section. Set
ω := 2π
nτ
.
Let Ωti,ε , i = 1,2, . . . ,2n, be disjoint subsets of Ω given by
Ωti,ε =
{(
r cos(θ +ωt), r sin(θ +ωt), z) ∈RN |
|r − 2π |2 +
∣∣∣∣θ − i − 1/2n π
∣∣∣∣
2
+ |z|2 <
(
π
2n
− ε
)2}
,
where 0 < ε < π/2n and t ∈ R. We also define
Ωtε =
2n⋃
i=1
Ωti,ε ⊂Ω.
We will find a solution which is close to cosθ at (r cos(θ + ωt), r sin(θ + ωt), z) in Ωt4ε .
We note that
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(
θ − 2πj
n
)
= cosθ
for some j ∈ {1,2, . . . , n− 1} if and only if
θ = k
n
π
for some integer k.
We prepare the following lemmas for the proof of Theorem 1.
Lemma 2. Let ε ∈ (0,π/8n) be fixed, and take δε > 0 sufficiently small. Then for any
ε1 ∈ (2ε,4ε), there exists a function h0 ∈ C∞(Ω¯ ×R) with the following properties:
(1) h0(r cos(θ + 2π/n), r sin(θ + 2π/n), z,u) = h0(r cosθ, r sin θ, z,u) for (r cosθ,
r sin θ, z,u) ∈Ω0ε × R.
(2) h0(r cosθ, r sin θ, z,u) = u − cosθ for (r cos θ, r sin θ, z,u) ∈ Ω¯04ε × [cosθ − 4δε,
cosθ + 4δε].
(3) There exists a nonnegative function a0 ∈ C∞(Ω0ε1 \ Ω¯04ε) such that h0(r cosθ, r sin θ,
z,u) = a0(r cosθ, r sin θ, z)(u − cosθ) for (r cosθ, r sin θ, z,u) ∈ (Ω0ε1 \ Ω¯04ε) ×[cosθ − 4δε, cosθ + 4δε].
(4) h0(x,u)= 0 for (x,u) ∈ (Ω¯ \Ω0ε1)×R.
Proof. We take a positive constant δε so small that
δε <
1
16
min
{∣∣∣∣cos
(
θ − 2πj
n
)
− cos θ
∣∣∣∣; θ /∈⋃
k∈Z
(
k
n
π − ε, k
n
π + ε
)
,
j = 1,2, . . . , n− 1
}
.
We then take a function η ∈ C∞(R) such that
η(w)=w for w ∈ [−4δε,4δε],
η(w)= 0 for w /∈ [−8δε,8δε],
and a nonnegative function a0 ∈C∞(Ω¯) such that
a0
(
r cos
(
θ + 2π
n
)
, r sin
(
θ + 2π
n
)
, z
)
= a0(r cosθ, r sin θ, z) in Ω¯0ε ,
a0(x)= 0 in Ω¯ \Ω0ε1,
a0(x)= 1 in Ω¯04ε.
Now, if we define a function h0 ∈ C∞(Ω¯ ×R) by
h0(r cosθ, r sin θ, z,u)
= a0(r cosθ, r sin θ, z)
n−1∑
η
(
u− cos
(
θ − 2πj
n
))
in Ω0ε1 ×R,j=0
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(
Ω¯ \Ω0ε1
)×R,
then h0 satisfies (1)–(4). ✷
This lemma leads to the following.
Lemma 3. Let ε ∈ (0,π/8n) be fixed, and take δε > 0 sufficiently small. Then for any
ε1 ∈ (2ε,4ε) and ε2 ∈ (ε,2ε), there exists a function g ∈ C∞(Ω¯ × R × R) such that the
following properties hold for all t ∈R:
(1) g(x, t + τ,u)= g(x, t, u) for (x,u) ∈ Ω¯ ×R.
(2) g(r cosθ, r sin θ, z, t, u)= u− cos(θ −ωt) for (r cos θ, r sin θ, z,u) ∈ Ω¯t4ε×[cos(θ −
ωt)− 4δε, cos(θ −ωt)+ 4δε].
(3) There exists a nonnegative function at ∈ C∞(Ωtε1 \ Ω¯t4ε) such that g(r cosθ, r sin θ,
z, t, u) = at(r cosθ, r sin θ, z)(u − cos(θ − ωt)) for (r cosθ, r sin θ, z,u) ∈ (Ωtε1 \
Ω¯t4ε)× [cos(θ −ωt)− 4δε, cos(θ −ωt)+ 4δε].
(4) g(x, t, u)= 0 for (x,u) ∈ (Ω¯tε2 \Ωtε1)×R.
(5) There exists a nonnegative function bt ∈ C∞(Ωtε \ Ω¯tε2) such that g(x, t, u)= bt(x)u
for (x,u) ∈ (Ωtε \ Ω¯tε2)×R.
(6) g(x, t, u)= u for (x,u) ∈ (Ω¯ \Ωtε)×R.
Proof. We take a constant δ* > 0 and a function h0(x,u) ∈ C∞(Ω¯ × R) as in Lemma 2.
Also, we take a nonnegative function b0(x) ∈ C∞(Ω¯) such that
b0
(
r cos
(
θ + 2π
n
)
, r sin
(
θ + 2π
n
)
, z
)
= b0(r cosθ, r sin θ, z) in Ω¯0ε ,
b0(x)= 0 in Ω¯0ε2,
b0(x)= 1 in Ω¯ \Ω0ε .
Now, if we define a function g ∈C∞(Ω¯ ×R×R) by
g(r cosθ, r sin θ, z, t, u)= h0
(
r cos(θ −ωt), r sin(θ −ωt), z, u)
+ b0
(
r cos(θ −ωt), r sin(θ −ωt), z)u in Ωtε,
g(x, t, u)= u in Ω¯ \Ωtε,
then g satisfies (1)–(6). ✷
Finally, using a result of [4], we can prove the following.
Lemma 4. Let ε ∈ (0,π/8n) and δ > 0 be fixed. Then there exist ε1 ∈ (2ε,4ε), ε2 ∈ (ε,2ε)
and u(x, t), u(x, t) ∈C∞(Ω¯ ×R) with nτ -periodicity in t such that the following proper-
ties hold for all t ∈ R:
(1) u < u in Ω¯ .
(2) Bu 0 Bu on ∂Ω .
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(4) (∂t +A(x, t))u= 1 in Ωtε \ Ω¯t4ε .
(5) u(r cosθ, r sin θ, z, t) ∈ [cos(θ −ωt)− 3δ, cos(θ −ωt)− δ] in Ωtε1 .(6) u(r cosθ, r sin θ, z, t) ∈ [cos(θ −ωt)+ δ, cos(θ −ωt)+ 3δ] in Ωtε1 .
(7) u ∈ [−3δ,−δ] and u ∈ [δ,3δ] in Ω¯ \ Ω¯tε2 .
Proof. Let T (t) : RN → RN be a one-parameter family of orthogonal transformations
given by
T (t)y =
(
N∑
j=1
T1j (t)yj ,
N∑
j=1
T2j (t)yj , . . . ,
N∑
j=1
TNj (t)yj
)t
,
where
T11(t)= cosωt, T12(t)=− sinωt,
T21(t)= sinωt, T22(t)= cosωt,
Tij (t)= δij if max{i, j }> 2.
Further, we define βij and βk ∈C∞((Ω¯0ε \Ω04ε)× R) (i, j, k = 1,2, . . . ,N), respectively,
by
βij (y, t)=
N∑
k,l=1
αkl
(
T (t)y, t
)
Tki(t)Tlj (t)
and
βk(y, t)=
N∑
l=1
{
αl
(
T (t)y, t
)
Tlk(t)+ yl dTlk
dt
(0)
}
.
Then, by Lemma 14.3 of [4], there exist unique solutions w(y, t) and w(y, t) ∈C∞((Ω¯0ε \
Ω04ε)×R) of

(
∂t −∑Ni,j=1 βij ∂yi ∂yj +∑Nk=1 βk∂yk)w =−1 in (Ω0ε \ Ω¯04ε)× R,
w = y1√
y21+y22
on ∂Ω04ε ×R,
w = 0 on ∂Ω0ε ×R,
w(y, t + nτ)=w(y, t) in (Ω0ε \ Ω¯04ε)× R,
and 

(
∂t −∑Ni,j=1 βij ∂yi ∂yj +∑Nk=1 βk∂yk)w= 1 in (Ω0ε \ Ω¯04ε)×R,
w= y1√
y21+y22
on ∂Ω04ε ×R,
w= 0 on ∂Ω0ε × R,
w(y, t + nτ)=w(y, t) in (Ω0ε \ Ω¯04ε)×R,
respectively, and the solutions satisfy w w.
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u(x, t)=w(T (−t)x, t)− 2δ in Ω¯tε \Ωt4ε,
x1 cosωt + x2 sinωt√
x21 + x22
− 3δ  u(x, t) x1 cosωt + x2 sinωt√
x21 + x22
− δ in Ω¯t4ε,
−3δ  u(x, t)−δ in Ω¯ \Ωtε,
Bu(x, t) 0 on ∂Ω,
and
u(x, t)=w(T (−t)x, t)+ 2δ in Ω¯tε \Ωt4ε,
x1 cosωt + x2 sinωt√
x21 + x22
+ 3δ  u(x, t) x1 cosωt + x2 sinωt√
x21 + x22
+ δ in Ω¯t4ε,
3δ  u(x, t) δ in Ω¯ \Ωtε,
Bu(x, t) 0 on ∂Ω,
for all t ∈ R. Then, by taking ε1 < 4ε and ε2 > ε so that 4ε− ε1 and ε2 − ε are sufficiently
small, then (1)–(5) are satisfied. ✷
3. Proof of Theorem 1
In this section, we complete the proof of Theorem 1 by using Lemmas 3 and 4.
Proof of Theorem 1. Let ε > 0 be sufficiently small and fixed, and δε > 0 be as in
Lemma 3. Further, we set δ = min{ε, δε}. Now, we have ε1 ∈ (2ε,4ε), ε2 ∈ (ε,2ε), u(x, t)
and u(x, t) ∈ C∞(Ω¯ × R) with nτ -periodicity in t such that Lemma 4 holds for ε and δ.
Then, we take a function g(x, t, u) ∈C∞(Ω¯ ×R×R) such that Lemma 3 holds for ε, δε ,
ε1 and ε2.
Let D be a positive constant such that(
∂t +A(x, t)
)
uDδ − 1 (3.1)
and (
∂t +A(x, t)
)
u−Dδ + 1
for all x ∈ Ω¯ and t ∈ R, and define a function f (x, t, u) ∈ C∞(Ω¯ ×R×R) by f =−Dg.
Then, by (1) of Lemma 3, f (x, t, u) is τ -periodic in t .
By (2) of Lemma 3 and (5) of Lemma 4, we have
Dδ  f (x, t, u) in Ω¯t4ε
for all t ∈R. Hence, from (3.1), we have(
∂t +A(x, t)
)
u f (x, t, u)− 1 in Ω¯t (3.2)4ε
802 H. Yagisita, E. Yanagida / J. Math. Anal. Appl. 286 (2003) 795–803for all t ∈R. Also, we have
0 f (x, t, u ) in Ωtε1 \ Ω¯t4ε
by (3) of Lemma 3 and (5) of Lemma 4,
0 = f (x, t, u) in Ω¯tε2 \Ωtε1
by (4) of Lemma 3, and
0 f (x, t, u ) in Ωtε \ Ω¯tε2
for all t ∈ R by (5) of Lemma 3 and (7) of Lemma 4. Hence, from (3) of Lemma 4, we
have (
∂t +A(x, t)
)
u f (x, t, u)− 1 in Ωtε \ Ω¯t4ε (3.3)
for all t ∈R. Also, by (6) of Lemma 3 and (7) of Lemma 4,
Dδ  f (x, t, u) in Ω¯ \Ωtε
holds for all t ∈R. Thus, from (3.1), we have(
∂t +A(x, t)
)
u f (x, t, u)− 1 in Ω¯ \Ωtε (3.4)
for all t ∈R.
Therefore, from (3.2), (3.3) and (3.4), we obtain(
∂t +A(x, t)
)
u f (x, t, u)− 1 in Ω¯ ×R. (3.5)
Similarly, we can prove(
∂t +A(x, t)
)
u f (x, t,u )+ 1 in Ω¯ ×R. (3.6)
Hence, by (1) and (2) of Lemma 4, we can apply the monotonicity method to show that
there exists an nτ -periodic solution u of (1.2) satisfying u < u < u. Moreover, by (5)
and (6) of Lemma 4,∣∣∣∣u(2π,0,0,0, . . . ,0, t)− cos
(
2π
nτ
t
)∣∣∣∣< 4ε
holds for all
t ∈
2n⋃
i=1
(
−τ
(
i
2
− 2n
π
ε
)
,−τ
(
i − 1
2
+ 2n
π
ε
))
.
Since ε > 0 is sufficiently small, the minimal period of u is nτ .
By Lemmas 3 and 4, there exists a function f˜ (x, t) ∈C∞(Ω¯ ×R) such that
∂f
∂u
(x, t, v)= f˜ (x, t)
for all (x, t, v) ∈ Ω¯ ×R × [u(x, t), u(x, t)]. Hence, from (3.5) and (3.6), we obtain(
∂t +A(x, t)
)
( u− u) f (x, t,u )− f (x, t, u )+ 2
= ∂f
∂u
(
x, t, u(x, t)
)
( u− u )+ 2 in Ω¯ ×R.
By (1) and (2) of Lemma 3, the solution u is linearly stable. ✷
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