Abstract
Introduction

27
Nuclear magnetic resonance (NMR) offers enormous opportunity for materials detection and 28 characterisation in the "real-world": that is for open-access, electromagnetically unshielded 29 applications outside of the laboratory where it is necessary to assess the quality, state or presence of 30 materials. These applications include: the minimisation of delays to allow concrete to cure during 31 construction or the assessment of building degradation in the built environment [1] ; managed Faraday shielding. However, for many in-situ applications this is difficult or impossible. As a result,
52
RFI may be the most challenging "noise" to deal with in in-situ applications. Although RFI may 53 have a large coherent component, its occurrence can be undetermined and the specific frequencies 54 are uncontrolled by the NMR operator. Typical sources for low frequency NMR include aircraft 55 navigation communications and amateur / citizens' band radio transmissions [6] .
56
Both hardware and software (digital signal processing) methods have been used to try and overcome 57 the problem of RFI in low-frequency, unshielded type applications. Hardware approaches include the 58 use of auxiliary coils designed to pick up the RFI but not the NMR signal and the use of "figure of 59 8" coils whereby the NMR is detected solely in in one half of the coil but the RFI in both halves, but 60 in anti-phase [7, 8, 9, 10] . This work deals exclusively with software approaches.
61
Numerous authors have used digital signal processing strategies to remove "noise" in the widest 62 sense from NMR signals. NMR broadly comes in two flavours: relaxometry and spectroscopy, or 63 time and frequency domain respectively. Correspondingly, digital signal processing has been 64 attempted in both domains and indeed between them.
65
For the mitigation of incoherent thermal noise in time domain NMR, Lu et al. [11] proposed using 66 the generalized Gabor expansion for noise reduction of free induction decay (FID) signals, and Gu et 67 al. [12] , further proposed an efficient way to reduce the noise in FIDs based on the real value discrete 68 Gabor transform. A low-pass filtering technique was used by Dabek et al. [13] to improve the 69 quality of FIDs by reducing the noise. The application of discrete and continuous wavelet transforms
70
(DWT and CWT respectively) is a popular option. Ma et al. [14] used the DWT method together 71 with a wavelet de-noising algorithm to improve the signal-to-noise ratio (SNR) of FIDs subject to 72 incoherent thermal noise. Subsequently Xie et al. [15] used the wavelet transform method for noise 73 reduction in Carr-Purcell-Meiboom-Gill (CPMG) experiments. These authors found that the wavelet 74 threshold method had a good de-noising effect on NMR echoes, leading to improved SNR of echo 75 6 data. Ge et al. [16] reported improvements based on using the wavelet transform with an 76 exponentially weighted moving average.
77
In spectroscopy applications, the wavelet transform method was used by Kim et corresponding to the RFI and noise, the amplitude of interference peaks is supressed by 10 dB.
98
In this paper, we further explore the opportunity to reduce the impact of RFI on low field CPMG 99 NMR data acquired in the strong magnetic field gradients typical of some types of in-situ NMR 100 systems. The basic premise of the RFI mitigation analyses used in this work, evidenced by the 101 experimental data, is that RFI tends to originate from data communications and therefore occurs in 102 'burst mode': it is either present or it is not. Moreover, the duration of these bursts is long compared 103 to a typical echo width encountered in in-situ NMR experiments using a magnet with a strongly 104 inhomogeneous field, such as Surface GARField [1] . It might be thought that it is most easy to 105 simply discard and re-acquire data collected during RFI bursts. However, the frequency and 106 amplitude of these bursts is such as to severely contaminate at least some echoes in most echo trains.
107
Therefore simple averaging merely results in an overall worse signal-to-"noise" ratio. Moreover,
108
there are some applications -such as in security or on production lines -where immediate 109 acquisition is an imperative and re-acquisition is not a realistic option.
110
This kind of application is the primary focus of our work and indeed, for the most part it is merely 111 necessary to identify the presence (or not) of a signal. The detailed characteristics of that signal are 112 8 less important. To that end, although in this paper we do address recovery of NMR parameters such 113 as T2 through numerical simulations, this is not our primary purpose.
114
We explore two different strategies. The first is based on the LPC. The idea for LPC is to predict the 115 RFI during the actual echo occurrence from data acquired on either side of the echo: before and after.
116
The prediction is then subtracted from the RFI corrupted recorded echo data to yield just the echo.
117
The second is DWT which is used to separate the recoded data into multiple levels of detail and 
Mathematical models
128
In this section, we describe the mathematical methods used to address the problem of RFI reduction 129 in NMR data. 
Linear Predictive Coding
131
Linear predictive coding (LPC) methods are among the most used in signal coding, signal 132 recognition and signal prediction in multiple areas as diverse as speech recognition and finance.
133
They can give extremely accurate estimates of signal parameters [29] . The basic assumption of LPC 134 is that the current value of the signal can be approximated as a linear combination of a finite number a signal modelled by LPC can be written as:
143
The predictor coefficients are determined by minimizing the sum of squared differences ( ) over 144 a finite interval of known data. The autocorrelation method and the autocovariance method [30] can be written as follows:
The first series ( ) is known as the approximation coefficients and represent the trend of , while the latter discarded. The retained set is reconstructed to reveal the filtered signal.
188
There is no universal method for choosing the mother wavelet and the decomposition level .
189
Generally, users select wavelets whose shapes best approximate the expected data. Therefore, a in Figure 2 ) and an echo width of 9.6 s was predicted (120 region 1). DWT was applied using 219 bior6.8 and retaining D1 and D2.
220
The basic echo shape without RFI (green trace) is recovered "perfectly" indicating that the 221 demodulation works. This trace provides a reference shape for the others. With RFI, "NONE" results
222
in a highly distorted echo from which little meaningful information can be extracted, (black trace). seen. This is a subtlety that occurs in the absence of white noise and is addressed in sections below.
226
The DWT tends to narrow the echo and it has a greater central intensity. However, the integrated 227 area is comparable to the reference. the fact that it accurately fits the tail of the echo shape and hence this detail is subtracted out. 
Recovery of NMR parameters.
237
In time domain NMR, the experimenter is usually seeking to recover the initial signal amplitude and
238
T2 relaxation time from CPMG data perhaps for pore size discrimination, or to recover the echo 239 shape for Fourier transform in imaging applications.
240
In order to evaluate the efficacy of the methods for relaxometry analysis, a CPMG echo train of 16 241 echoes with T2 equal to 5 times the echo spacing was created. RFI as described in Eq. 6 was added 242 save that a uniformly distributed random phase was introduced into the carrier waveform for every 243 echo. Gaussian white noise was also added. the situation worse than doing nothing at the higher levels. However, for the lower levels of RFI 258 where improvements are marginal, it is better than LPC.
259
Figure 5b shows a data cut in the orthogonal direction. It is the mean T2 for constant signal to RFI 260 ratio, 0 0 ⁄ = 0.5 (that is RFI twice as large as the echo) as a function of signal to white noise ratio.
261
Here LPC routinely outperforms both "NONE" and DWT. However, notice that LPC is actually 262 worse when there is no noise compared to when there is some noise as previously discussed.
263
In general, LPC recovers the amplitude well and better than "NONE" within similar constraints to 264 the T2 recovery. DWT is not so good although the low scatter in the data and the smaller uncertainty bars at low to medium RFI levels compared to "NONE" suggests that perhaps this is due to a 266 systematic attenuation of the signal. However, this has not been investigated in detail. introduces spikes into the profile in the case of "NONE" as might be expected. LPC and DWT lessen 275 these spikes, but overall LPC is much better. In the absence of LPC and RFI, LPC has minimal 276 effect. However, the profile is slightly broadened compared to the reference. Partly this is because
277
LPC truncates the echo in the time domain. The failure to detect sinc lobes in the recovered echo in 278 the absence of noise (see Figure 4c ) introduces small wiggles into the wings of the calculated profile.
279
The consequence is a loss of resolution in the frequency domain. 
The effect of RFI frequency
281
Simulations were carried out as a function of RFI carrier frequency for 0 = 1 and noise level 0.1.
282
Under these circumstances for carrier frequency 2.8 MHz both algorithms improve T2 estimation.
283
The sideband frequency is held constant at 0.1 MHz. Figure 7 shows plots of recovered T2 and 
The effect of RFI saturation
292
Simulations so far have assumed sinusoidal RFI. In a real experiment, at sufficiently high amplitude,
293
the RFI saturates the NMR receiver. As a result, the waveform is distorted. If the receiver slew rate is 294 sufficiently fast, then it tends towards a square wave. This introduces discontinuities that degrade the 295 performance of the LPC algorithm in particular.
296
To investigate this effect, the cosine functions in Eq. 6 for the RFI were replaced by square wave 297 generator functions. Results are shown in Figure 8 where "saturated" RFI is compared to
298
"sinusoidal" RFI. The RFI amplitude is 0 = 0.3 and the noise is = 0.1 , values that give good 299 improvements for "sinusoidal" RFI for both LPC and DWT. The RFI carrier frequency is 2.8 MHz. backwards, before and after the echo respectively as in Figure 2 . However, this is not strictly 320 required and reasonable improvements in RFI to signal ratio can be made from uni-directional 321 extrapolation. This is most likely to occur if the user seeks a minimum duration echo time where the 322 echo occurs immediately after the refocussing pulse ringdown. Such scenarios are not reported here.
Discussion
323
In the case of DWT, the choice of mother wavelet does not seem to be too critical. There are very 324 many in the literature. That which we chose works well -but so do others. The optimisation of the 325 number of decomposition levels required and which components of each decomposition to retain is 326 subtler. We conducted simulations that showed a key factor determining this is the ratio of the 327 sampling to NMR frequencies (which is of the order 4 in the work reported here). As this ratio 
352
In order to have a "controlled" source of RFI with temporal characteristics analogous to "real" RFI, 
364
In experiments, the function ( ) was used to modulate on and off a coherent oscillator programmed strong gradient is typical of GARField systems ensuring a very short 2 * NMR relaxation time.
380
These factors facilitated refinement of the methodology. Later experiments using a Surface
381
GARfield operating at 3 MHz and with much lower SNR will be reported elsewhere. shows the first 8 ms from which the envelope decay constant of 4 ms.
RFI mitigation: results and discussion
416
In total, more than 300 experiments were carried out under different conditions of pseudo-RFI and 417 tested using the different RFI reduction methods. Exemplar results and a summary is presented here. 12 is one. Demodulated RFI dominates the underlying echoes that cannot be discerned. 
LPC algorithm
457
Results of applying LPC to the data are shown in Fig. 14 and Fig. 15 . In Fig. 14 simulations, (Fig. 14) . It also diminishes with decreasing RFI carrier offset from the NMR frequency 467 (Fig. 15) , not as expected. comparison, the figure of merit for unfiltered RFI but affected data, , has also been calculated. here is of benefit when as few as 8% of all echoes are RFI affected. They also suggest that
517
"intelligent" filtering that only applies LPC (or indeed DWT) to RFI affected echoes would be of given knowledge of the RFI immediately before and after the NMR echo. The second uses the 554 discrete wavelet transform method to filter the signal. In simulation, LPC is clearly better but in 555 experiment both methods achieve a reasonable degree of success. LPC tends to work better when the 556 RFI carrier frequency is closer to the NMR frequency; DWT when it is further removed. This is 557 perhaps not surprising as it is difficult to filter out one signal when both are at the same frequency.
42
However, when the RFI is of very low amplitude or the frequency is even more distant, then the 559 effects of both LPC in particular can make the signal to noise ratio worse. 
