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Abstract
Electronic watermarking is a method whereby information can be imperceptibly
embedded into electronic media, while ideally being robust against common signal
manipulations and intentional attacks to remove the embedded watermark. This
study evaluates the characteristics of uncompressed video watermarking techniques
in terms of visual characteristics, computational complexity and robustness against
attacks and signal manipulations.
The foundations of video watermarking are reviewed, followed by a survey of
existing video watermarking techniques. Representative techniques from diﬀerent
watermarking categories are identified, implemented and evaluated.
Existing image quality metrics are reviewed and extended to improve their per-
formance when comparing these video watermarking techniques. A new metric for
the evaluation of inter frame flicker in video sequences is then developed.
A technique for possibly improving the robustness of the implemented discrete
Fourier transform technique against rotation is then proposed. It is also shown that
it is possible to reduce the computational complexity of watermarking techniques
without aﬀecting the quality of the original content, through a modified watermark
embedding method.
Possible future studies are then recommended with regards to further improving
watermarking techniques against rotation.
ii
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Uittreksel
’n Elektroniese watermerk is ’n metode waardeur inligting onmerkbaar in elektro-
niese media vasgelê kan word, met die doel dat dit bestand is teen algemene mani-
pulasies en doelbewuste pogings om die watermerk te verwyder. In hierdie navor-
sing word die eienskappe van onsaamgeperste video watermerktegnieke ondersoek
in terme van visuele eienskappe, berekeningskompleksiteit en weerstandigheid teen
aanslae en seinmanipulasies.
Die onderbou van video watermerktegnieke word bestudeer, gevolg deur ’n oorsig
van reedsbestaande watermerktegnieke. Verteenwoordigende tegnieke vanuit verskil-
lende watermerkkategorieë word geïdentifiseer, geïmplementeer en geëvalueer.
Bestaande metodes vir die evaluering van beeldkwaliteite word bestudeer en uit-
gebrei om die werkverrigting van die tegnieke te verbeter, spesifiek vir die vergelyking
van watermerktegnieke. ’n Nuwe stelsel vir die evaluering van tussenraampie flikke-
ring in video’s word ook ontwikkel.
’n Tegniek vir die moontlike verbetering van die geïmplementeerde diskrete Fou-
rier transform tegniek word voorgestel om die tegniek se bestandheid teen rotasie
te verbeter. Daar word ook aangetoon dat dit moontlik is om die berekenings-
kompleksiteit van watermerktegnieke te verminder, sonder om die kwaliteit van die
oorspronklike inhoud te beïnvloed, deur die gebruik van ’n verbeterde watermerk-
vasleggingsmetode.
Laastens word aanbevelings vir verdere navorsing aangaande die verbetering van
watermerktegnieke teen rotasie gemaak.
iii
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Chapter 1
Introduction
1.1 Prelude to Electronic Watermarking
Electronic watermarking is a method of robustly embedding information into media,
which remains intact even after digital to analog and other signal conversions. This
is achieved by embedding information imperceptibly into the media content itself,
rather than relying on a file header or other techniques to convey information [1].
Simplified watermark embedding and extraction processes are shown in Fig-
ures 1.1a and 1.1b respectively. A watermark embedding technique is supplied with
an unwatermarked video sequence, a secret key and a binary message to embed in
order to obtain a watermarked video sequence. This message can then be extracted
using the appropriate watermark extraction technique and secret key, as shown in
Figure 1.1b.
A well-designed watermark is diﬃcult to remove without degrading the media
content itself. If implemented correctly, watermarks can provide copyright protection
of content where classic copyright management approaches fail [2]. In theory, even
if a user captures video content from a computer screen with a video camera, the
watermark will stay intact. Depending on the content of the watermark, this can
then be used to trace the user who illegally distributed the content, or to prevent
playback on certain devices.
It is important to note that watermarking is usually not directly used for copy-
right protection, but rather to identify perpetrators and serve as a “last line of de-
fense” in the fight against piracy [3]. If combined with encryption techniques to
protect the content in the digital domain, watermarking can help to eﬀectively com-
bat piracy in modern media distribution systems.
1
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Original Video Sequence Watermarked Video Sequence
Watermark Embedding Technique
Binary MessageSecret Key
(a) Visual representation of video watermark embedding process.
Watermarked Video Sequence
Watermark Extraction Technique
Secret Key
Extracted Binary Message
(b) Visual representation of watermark extraction from a watermarked video sequence.
Figure 1.1: Visual representation of a simplified video watermark embedding and
extraction processes.
1.2 Motivation
Recent advances in technology have made the distribution of media content easier
than ever. Peer-to-peer media applications such as BitTorrent [4] now take up a
large share of all traﬃc on the Internet and can be used to illegally distribute pirated
media content [5]. In addition to this, digital video equipment now allow content to
be duplicated in quality higher than ever.
In the earlier years of analog media, a loss of quality was introduced with each
generation of copied media. This made it desirable to obtain a first generation copy
from a vendor in order to experience the best fidelity possible. Digital media can,
however, be copied indefinitely without loss of quality and reduces the motivation to
obtain a copy from the original media vendor.
In fear of large scale piracy, many content owners are unwilling to make their
content available to new Internet-based content distribution systems [2, 6, 7]. To
eﬀectively combat piracy, content owners need to find a reliable way to control illegal
distribution of their media, while maintaining easy accessibility for legal users [8].
The challenge to eﬀective copyright control lies in the fact that all media content
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needs to be eventually decrypted and presented to the user in analog form. While
cryptography techniques can help ensure the secure delivery of video content, this
protection is lost once the content is decrypted for viewing [7, 9]. It follows that ad-
ditional methods such as watermarking are required to retain copyright information
in digital media after digital-to-analog conversion and other signal operations are ap-
plied. Since watermarks are embedded into the media content itself, the embedded
information (such as copyright information) ideally remains intact even after the
decryption process. Thus, video watermarking in combination with cryptography
techniques can play a vital role in the battle against piracy.
1.3 Problem Statement
For a novice wishing to enter into the field of watermarking, a survey of articles
found in literature may not be suﬃcient to gain an in-depth understanding and
working knowledge of video watermarking techniques. With multiple watermarking
techniques available, diﬀerentiating between the various techniques and choosing the
most appropriate solution for a specific application can be challenging [10].
While techniques published in the literature usually include test results, few
use the same robustness criteria or source material, which makes comparison dif-
ficult [11]. Commercial systems may provide benchmark results, but these water-
marking systems are usually proprietary and the reader is unable to gain insight into
the functioning of the technique. For these reasons, most benchmarking results and
survey articles are largely unsuitable for a direct comparison of the physical-layer
signal processing techniques used to hide information in watermarking applications.
1.4 Research Objectives
It is possible to group diﬀerent watermarking techniques into specific categories,
based on the mathematical approaches used by the techniques. The aim of this
study is to provide an insight into the characteristics of basic video watermarking
techniques by comparing the performance of representative techniques from each
category against attacks, using the same source content and visual perceptibility
criteria. Such a comparison is intended to make it easier to select an appropriate
technique for a specific application, and to provide quantitative results for future
video watermarking research.
It follows that the objectives for this study are to:
• conduct a taxonomy of existing video watermarking technologies;
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• identify representative techniques from diﬀerent categories of video watermark-
ing techniques;
• evaluate the visual characteristics of each technique;
• evaluate the computational complexity and robustness of each technique; and
• draw conclusions from the results and make recommendations for future re-
search.
1.5 Thesis Statement
This study is based on the following hypothesis:
By implementing and evaluating selected video watermarking techniques, using
the same source content and visual quality constraints, the distinct characteristics
of each watermarking approach can be identified. Appropriate conclusions can then
be drawn and recommendations for future research can be made.
1.6 Contributions
The following contributions are made in this study:
• The existing Structural Similarity Index quality measure is extended for im-
proved performance when comparing watermarking techniques where artefacts
caused by techniques diﬀer in terms of visual properties and localisation;
• a new metric is proposed to evaluate interframe flicker in video sequences
caused by video watermarking algorithms; and
• recommendations are made to reduce the computational complexity of a dis-
crete Fourier transform watermarking technique while improving the robust-
ness of watermark extraction against rotation of the video frames.
1.7 Thesis Overview
Chapter 2 discusses the foundations of video watermarking research and necessary
background which is required by the rest of this study. A survey of existing video
watermarking techniques is conducted and the main categories of video watermark-
ing techniques identified.
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Chapter 3 describes selected watermarking techniques in terms of appropriate
mathematical characteristics, after which the implementation of each technique is
discussed.
Chapter 4 provides a visual evaluation of the artefacts caused by the selected video
watermarking techniques. Existing image quality metrics are reviewed and the struc-
tural similarity index is extended to improve its performance when comparing these
video watermarking techniques. A new metric for the evaluation of interframe flicker
in video sequences is presented. The developed techniques are then used to evaluate
the implemented watermarking techniques and appropriate conclusions are drawn.
Chapter 5 evaluates the computational complexity and robustness of the imple-
mented watermarking techniques. Conclusions are drawn with reference to Chapters
2, 3 and 4.
Chapter 6 recommends a technique for improving the robustness of the implemented
discrete Fourier transform technique against rotation without the use of templates
to detect and correct geometrical transforms.
Chapter 7 concludes the thesis and provides an overview of results obtained. Con-
clusions are drawn in terms of optimisation of watermark technique robustness, suc-
cessful attacks that prevent correct watermark extraction as well as recommendations
for future work.
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Background
The background required for this study is now briefly discussed. An overview of
electronic watermarking is given, reviewing previous research, applications, require-
ments, attacks and other considerations that are applicable to electronic watermark-
ing. Colour representation in digital systems is discussed, followed by an overview of
properties of the human visual system. The chapter is concluded with an overview
of popular video watermarking techniques found in the literature. References are
provided throughout this chapter to enable further reading where additional detail
is required.
2.1 Electronic Watermarking
Electronic watermarking is a method whereby information can be imperceptibly
embedded into electronic media [1]. This embedded information should ideally be
robust against common signal manipulations such as the addition of random noise,
digital-to-analog conversion, lossy compression or intentional attacks to remove the
embedded watermark [12]. The requirements for eﬀective watermarking are further
detailed in Section 2.1.4.
2.1.1 Overview of Electronic Watermarking Research
The very first version of the electronic watermark can be traced back to 1954 in
the form of a patent filed by Emil Hembrooke of the Muzac Corporation, titled
“Identification of sound and like signals” [13]. In this system, a code was embedded
into a piece of music to later help determine the origin of the work. The idea
was that if the origin of pirated material can be determined, it may discourage
piracy. Although the implementation was fairly basic, the idea of using electronic
watermarking to determine the origin of pirated material is still in use today.
6
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With the rise of electronic media in the late 1980s and early 1990s, more re-
search was done on watermarking and the number of papers published on the topic
of watermarking increased [14, 15]. These early techniques tended to model the
watermark as a communication channel, with the host content and any additional
distortions treated as noise. As a result, the watermark is embedded without taking
the characteristics of the host content into account. By the late 1990s, more advanced
techniques such as [16–18] were developed. These techniques modelled watermarking
as communication with side information available at the transmitter (watermarking
embedding stage) and possibly the receiver (watermark extraction stage) [16]. Most
modern watermarking techniques such as [19–26] are known as adaptive watermark-
ing techniques and take properties of the host content and human auditory or vision
systems into account to imperceptibly embed watermarks into the host content while
maximising robustness. By 2009, the field of image watermarking was considered to
be fairly mature, with video, audio and text watermarking research requiring further
research [15]. Furthermore, although advances have been made in the field of elec-
tronic watermarking research, some researchers [2, 27] believed that watermarking
technologies are in general less mature than those used in cryptography, requiring
more refinement in techniques and applications.
2.1.2 The Specifics of Video Watermarking
Electronic watermarking can be applied to various typed of media, which include
text, image, audio and video content. As the focus of this research project is video
watermarking, further discussions will focus mainly on topics related to the water-
marking of video content.
The video watermarking category can be divided into two sub-categories, namely
• compressed-domain video watermarking; and
• uncompressed-domain video watermarking.
Compressed-domain video watermarking techniques can embed watermarks into com-
pressed video streams without the need to uncompress and recompress the video
stream, which can speed up the watermarking process. Uncompressed-domain tech-
niques, on the other hand, first need to uncompress the video in order to embed
a watermark. After the watermark has been embedded, the content needs to be
recompressed. While uncompressed-domain video watermarking may be more com-
putationally complex than compressed-domain watermarking, it has the advantage
that it can be applied to a large variety of video types. Compressed-domain video
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watermarking techniques are usually tailored to a specific type of video compression,
such as the techniques detailed in [28–32].
Another way to subdivide watermarking techniques is by blind versus non-blind
detection. This refers to whether the watermarking scheme requires the original,
unwatermarked data to detect the watermark. Non-blind watermarking techniques
require the original unwatermarked content, while blind techniques can extract a
watermark without any reference to the original content. Blind detection in general
complicates detection and limits the data capacity of the watermarking scheme. Non-
blind watermark extraction can be more robust but may require large databases of
original content, rendering the technique unpractical for some applications [33, 34].
The rest of this overview mostly focuses on blind uncompressed-domain video
watermarking techniques.
2.1.3 Video Watermarking Applications
Since Hembrooke’s initial watermarking application in 1954, additional applications
for electronic watermarking have been developed. While numerous applications exist,
it is possible to group most of these techniques into six main application categories
[1, 14, 35–39], which are now discussed in the following paragraphs.
Transaction Tracking
Transaction tracking watermarks are used to track how content was distributed
through a system or transmitted between multiple points. A unique identifier is
embedded into the media at the time of playback, which can later be extracted.
In the case of illegal distribution of the content, it should ideally be possible to
identify the source from where the distribution occurred, possibly identifying the
misappropriating party [8, 14].
The watermark can be embedded by the playback device itself, but may impose
limitations on the sophistication of the technique if the device is resource-constrained.
Special attention also needs to be paid to the tamper-resistance of the watermarking
algorithm if client-side watermarking is employed.
Alternatively the watermark can be embedded by a server at the time of dis-
tribution, but this can place additional load on the server. The authors of [40]
suggest a solution to this challenge for audio watermarking by watermarking content
server-side and then assembling the watermark on the device itself.
Further watermarking techniques for transaction tracking are detailed in [41–45].
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Broadcast Monitoring
Broadcast monitoring enables broadcasters or content owners to track or verify the
transmission of media in a broadcast system. The watermarks can automatically be
extracted to verify if a commercial has successfully been aired or whether a certain
segment of material was used in a broadcast. The content is usually watermarked by
the content owner, while detection can be done by a monitoring site in the broadcast
chain or a third party at the receiving end.
A real-time watermarking technique named JAWS (Just Another Watermarking
System) was proposed by [46] as a professional broadcast surveillance system, with
other techniques discussed in [47] and [48].
Copy Control
Copy control aims to disable the duplication of copyrighted material on devices
equipped with special watermark detectors. The watermark is used to indicate copy
control information, such as copy_never, copy_once or copy_freely [9]. By
implementing watermark extraction and embedding in devices, the user can be al-
lowed or denied permission to duplicate content.
Several techniques are discussed in [7, 9, 49] which were designed primarily for
the purpose of conveying copyright information for media such as digital video discs.
In theory, even if a user captures content from the analogue output on a digital video
disc player, re-encodes it and attempts to write this to disc with a compliant media
burner, permission would be denied.
Content Authentication
Content authentication is a method that attempts to ensure the integrity of media
by detecting attempted tampering of the original content. At creation, the content is
usually watermarked with a semi-fragile watermark, which is designed to be aﬀected
by signal transformations. Tampering with the content should destroy or alter this
semi-fragile watermark, which could then be used to determine that the content is
not authentic [6]. Techniques that are focused on content authentication are further
discussed in [50–52].
Ownership Identification
In this application, watermarks can be used to identify the rightful owner or creator
of content [34]. After the original content was watermarked, disputed ownership can
be resolved by extracting the original watermark. Resolving rightful ownership can,
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however, be challenging as pirates may also embed their own watermark, in which
case it can be diﬃcult to determine which is the original watermark. This is known
as an ownership deadlock problem and is discussed in detail by [53]. Ownership
identification techniques are further discussed in [54] and [55].
Fingerprinting
This category is only included for clarity, as there exist at least two definitions of
fingerprinting, each with specific characteristics and applications.
The first definition of media fingerprinting is given by [56] as “the art, or al-
gorithm, of identifying component characteristics of a source and then reducing it
into a fingerprint that can uniquely identify it.” These techniques do not add any
additional information to the media, but rather generates a compact signature based
on the unique properties of the content [8]. These fingerprints can later be used
to uniquely identify content, independent of the format and without the need for
metadata [57]. This application falls outside the scope of this research.
The second definition of media fingerprinting is used synonymously with trans-
action tracking, which was discussed earlier in this section.
2.1.4 Requirements for Eﬀective Watermarking
While the requirements for a watermarking technique can vary according to the in-
tended application, most watermarks share a common set of requirements. Designing
a watermark to satisfy all these requirements can be challenging, therefore it may
be necessary to reach a compromise between them [6].
A well-designed watermarking technique is not only imperceptible to the observer,
but should also provide a high data payload [12]. The watermarking technique also
needs to be robust to enable the media to undergo signal conversions and small
alterations without destroying the watermark [8]. These alterations can include
those caused by normal compression and signal conversions, but also intentional
attacks as discussed in Section 2.1.5.
Popular requirements mentioned in the literature [3, 6, 35, 58] are now discussed.
Imperceptibility
The artefacts produced by watermark embedding should not degrade the quality
of the original content in such a way that it is perceptible to viewers [34, 39]. As
discussed earlier, advanced techniques take the properties of the human visual system
into account to achieve robustness while maintaining imperceptibility.
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Robustness
It is desirable that a watermark must be robust against attacks to such an extent
that the quality of watermarked content must be considerably degraded in order to
remove a watermark. The watermark should not only be robust against intentional
attacks, but also to standard video manipulations such as cropping, scaling and
compression.
The most prominent intentional attacks applicable to video watermarking are
discussed in Section 2.1.5.
Data Capacity
The data capacity or payload size of a watermark is an indication of the amount of
information that can be embedded with a watermark. The payload size varies with
the application, but in general an identifier packet of 64 bits is considered appropriate
for most applications [59–61].
Error correction techniques such as Reed-Solomon coding [62] or Turbo cod-
ing [63] are often used to improve the robustness of techniques against attacks and
other signal manipulations, but may reduce the data capacity of the watermarking
technique. It is necessary to determine the number of bits that a watermarking
technique can embed and how many useful information bits this results in if error
correction techniques are applied.
Another important factor when discussing data capacities is the granularity of the
watermark. This defines the minimum amount of data required to embed or extract
one unit of watermark information. This is sometimes referred to as the Watermark
Minimum Segment (WMS). In the case of video watermarking, the WMS refers to
the minimum successive video frames required to embed or detect a watermark. The
WMS should not be too long, as a watermark should be extractable from a short piece
of video. Furthermore, if too many frames are lost from the WMS, the watermark
may not be extracted successfully. By reducing the WMS, one reduces the chance
of a watermark being destroyed due to temporal cropping, but the potential data
capacity is also reduced [7]. A WMS value between 1 and 10 seconds is considered
to be acceptable in most cases [59].
Resistance to Statistical Analysis
If an attacker obtains multiple watermarked video sequences each containing the
same watermark, the attacker should not be able to detect or identify the watermark
through statistical analysis. This is not only to prevent unauthorised detection, but
also removal. If an attacker can detect if a watermark is present and whether it
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can be extracted, the removal can be aided by experimenting with attacks until the
watermark is no longer detected or suitable for extraction [58, 64]. Attacks through
statistical analysis are further discussed in Section 2.1.5.
Security
The watermarking technique should adhere to Kerckhoﬀs’s principle, which states
that a crypto-system must be secure even if the attacker knows everything about
the system, but does not have the correct key [3]. Therefore, even if an attacker has
access to the exact algorithm used for watermarking and knows that a watermark
is present, he or she must be unable to detect or decrypt the data in a reasonable
amount of time [34]. The key used for watermarking should also be diﬃcult to
predict and cryptographically strong [39].
Cascadability
Diﬀerent watermarks may already be applied to the content by the time the content
tracking watermark is inserted. It is desirable for the watermarks to co-exist in media
without aﬀecting the performance of the watermarking extraction processes [59].
Low error probability
It is desirable to ensure that a watermark payload can be extracted with high con-
fidence and minimum error. Two types of errors can occur, namely a detection error
and payload recovery error [61]. A detection error refers to the case where a wa-
termark is detected, but one is not present (false alarm). The second case is where
a watermark exists, but is not detected (false negative). A payload recovery error
refers to a case where a watermark is correctly detected, but the payload incorrectly
extracted.
The probability of errors need to be small enough to ensure that, if a case of
misappropriation is taken to court, the watermark cannot be argued as unreliable by
lawyers. In general, a false alarm probability of 10 8 is required, while a probability
of 10 12 is desired in most cases [7, 59].
2.1.5 Attacks on Video Watermarks
A successful attack on a watermarking technique refers to a case where the watermark
has been removed or modified to prevent successful extraction, without degrading
the quality of the watermarked content significantly [65]. A successful attack on a
watermark does not necessarily mean that the content was restored to the original,
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unwatermarked state, but instead that the watermark detection and extraction pro-
cesses were defeated. This can be achieved in one of two ways. Firstly, the attacker
can apply manipulations to the media that causes the watermark to not be detec-
ted. Alternatively, manipulations can be applied to cause the watermark detection
process to be unreliable [58].
A summary of common attacks is shown in Figure 2.1. These can be grouped
into two main categories, namely intentional and unintentional attacks. Intentional
attacks are deliberate attempts to prevent successful extraction of embedded water-
marks. Unintentional attacks, on the other hand, are caused by normal signal con-
versions and compression that may be introduced in a distribution chain. Normal
signal conversion operations to which a video watermark should be robust include:
• analog to digital (A/D) and digital to analog (D/A) conversion;
• scaling and cropping operations;
• aspect-ratio conversion;
• frame rate conversion;
• quantisation;
• noise addition; and
• compression.
Intentional attacks that are common to video watermarking techniques are now dis-
cussed.
Geometrical Attacks
In this category of attacks, minor geometric distortions are applied to video frames
in an attempt to de-synchronise the watermark extraction process with the embed-
ded watermark. These attacks include simple transforms like rotation, scaling and
spatial shifting. Geometrical attacks usually alter every frame of a video sequence,
which are referred to as single-frame attacks. Artefacts induced by these attacks can
be perceptually negligible, while succeeding in defeating the watermarking scheme
[34]. Since blind watermark extraction techniques do not have access to the original
content to detect and correct geometrical attacks, these can be more susceptible to
geometrical attacks than non-blind extraction techniques [14, 39].
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Attacks on Watermarking Techniques
Unintentional AttacksIntentional Attacks
Protocol AttacksStatistical Attacks
Geometrical Attacks
• A/D and D/A conversion
• Aspect-ratio conversion
• Frame rate conversion
• Quantisation
• Noise addition
• Compression
• Copy attack
• Watermark inversion
• Averaging
• Collusion
• Rotation
• Scaling
• Spatial shift
Removal Attacks
• Spatial averaging filter
• Wiener denoising
Figure 2.1: A summary of common attacks that may defeat watermarking tech-
niques. These attacks can be grouped into two main categories, namely intentional
and unintentional attacks. Intentional attacks are deliberate attempts to prevent
successful extraction of embedded watermarks. Unintentional attacks are caused by
normal signal conversions and compression that may be introduced in a distribution
chain, but which can also be performed intentionally.
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Removal Attacks
Removal attacks aim to remove the watermark embedded in the content, usually
through filtering. The most basic approach is a spatial averaging filter, while a more
advanced denoising technique is the Wiener denoising filter. If the watermark is seen
as noise, this filter attempts to restore the watermark content to the unwatermarked
state by removing noise, which in this case would remove the watermark. These
attacks are generally more eﬀective in video frames that do not contain a high amount
of detail, as more aggressive filtering can be applied without aﬀecting the perceived
quality of the frame.
Statistical Attacks
Statistical attacks take advantage of the temporal redundancy in video sequences in
order to remove the watermark. It is important to note that, although still image wa-
termarking techniques can be applied to video sequences, video watermarking poses
some unique challenges not necessarily applicable to image or audio watermarking.
Because of the inherently redundant data between frames in a watermarked video se-
quence, watermarking techniques are susceptible to attacks such as frame averaging,
frame swapping and statistical analysis [39].
Two types of statistical attacks, namely averaging and collusion attacks are now
discussed.
Averaging attacks: This attack takes advantage of the fact that most consecutive
video frames are very similar by simply performing a moving average over a small
number of frames in a video. The video content can be seen as changing slowly
between frames, whereas the watermark may vary significantly between each frame.
It follows that the averaging attack has a higher eﬀect on the watermark than it
has on the video content, possibly preventing successful watermark extraction. As
expected, this attack works best with static scenes, because blurring eﬀects can be
introduced in scenes with fast movement [12].
Collusion attacks: Averaging attacks are not eﬀective in cases where the same
watermark is embedded in all frames of a video sequence, as averaging will only blur
the video content while the watermark remains intact. In this case, a collusion attack
can be more eﬀective [12].
To initiate a collusion attack, an attacker needs access to a number of diﬀerently
watermarked versions of the same content. There are diﬀerent approaches to the
attack, but the most basic are linear collusion attacks and copy-and-paste collusion
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attacks. The linear collusion attack simply involves averaging the diﬀerent copies
into a single copy to defeat the watermark. The copy-and-paste attack consecutively
combines diﬀerent sections from each copy, hoping to corrupt the watermarking
scheme by splicing together diﬀerent watermarks within a single WMS [33]. There
are more advanced collusion attacks, such as those discussed in [12], but all rely on
having access to more than one diﬀerently watermarked copy of the content.
Transaction tracking techniques are particularly susceptible to these attacks, as
an attacker can usually easily obtain more than one copy of the same content. It
has been shown that in some applications such as the transaction tracking in DivX6,
less than 20 copies were required for a successful attack [14].
Protocol attacks
Protocol attacks do not focus on removing or destroying watermarks, but rather on
attacking the application for which the watermark is used. An example of this is the
copy attack [66], where a watermark is copied from one image to another without any
information about the watermarking technology used. It follows that if a scheme is
not resistant to the copy attack, watermarks used for verification cannot be trusted,
as it may have been copied from another source.
Another example of a protocol attack is the watermark inversion attack, dis-
cussed by [53]. Let the original content owner watermark a video frame A with a
watermark B, obtaining the watermarked frame eA. An attacker now attempts to
find a watermark C that is present in both A and eA. If he succeeds in finding
C, he can subtract this from eA and claim that the result is the original version of
the frame. The attacker did not remove the original content owner’s watermark,
but created confusion over which is the original watermark that indicates rightful
ownership.
2.1.6 Other Considerations
Additional aspects to be considered when choosing or designing a watermarking
system are now briefly discussed.
Real-time Embedding and Detection
An important consideration when choosing a watermarking scheme is to determine
whether real-time embedding and detection is required. Some applications may
require a computationally eﬃcient real-time embedding stage, but may be allowed
to do oﬄine watermark extraction, which would allow a more complex extraction.
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Applications such as broadcast monitoring would, for instance, require real-time
watermark detection, but watermark embedding may be performed oﬄine.
Check for Known Data Versus Arbitrary Data Embedding
Depending on the application, the watermarking scheme can be used to embed one of
three main types of watermark. Firstly, the watermark may have to convey arbitrary
information, such as a unique identification number. Alternatively, it may only have
to convey one of a few predefined watermarks such as copy_never, copy_once or
copy_freely. Lastly, the watermark extractor may simply check for the presence
of a certain watermark and return true or false [3].
Host-Adaptive versus Non-Host-Adaptive
Watermarking techniques can be divided into two categories, namely host-adaptive
(host dependent) and non-host-adaptive (host independent) techniques.
Non-host-adaptive techniques only take the properties of the human visual system
into account. The content of the individual media frames (in this case referred to
as the host) is not considered. While these techniques are often less complex to
implement, the watermark is often not as robust and imperceptible as host-adaptive
techniques.
Host-adaptive techniques, also known as perceptual techniques not only take the
properties of the human visual system into account, but also the properties of the
frames being watermarked. These techniques often provide higher robustness, while
improving imperceptibility. Unless the application is resource constrained and calls
for a simple watermarking scheme, it is desired for techniques to be host-adaptive
[67].
An example would be if a pure white frame with no detail is watermarked. A
host adaptive technique would recognise that the frame does not contain detail and
lower the embedding strength. A non-host-adaptive technique will not lower the
embedding strength, which may result in the watermark being more visible or easier
to detect by attackers.
Close Integration with Cryptography Stage
In a system that employs encryption as well as watermarking, the decryption and
watermarking stages need to be closely integrated. It should not be possible for an
attacker to obtain access to the content in the stage where it has been decrypted,
but not watermarked [68].
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Security Key Management
As stated in Section 2.1.4, a properly designed watermarking scheme will be secure
as long as the security keys stay secure. Proper key management needs to be imple-
mented and in the final system, the key needs to be conveyed with a higher level of
security than the content itself [61].
Legal Considerations
The legal status of watermarking systems needs to be considered for each implement-
ation. In the case of transaction tracking, the correct legal procedures for dealing
with misappropriations need to be defined. The legal issues of watermarking sys-
tems are outside the scope of this research, but are of importance, as watermarking
applications may lead to court proceedings if a misappropriator is found.
2.2 Vision Systems
With the field of video watermarking studied, it is now necessary to examine how
images are stored, displayed and perceived. Colour representation is considered, after
which properties of the human visual system applicable to video watermarking are
detailed.
2.2.1 Colour Representation
Diﬀerent mathematical representations can be used to represent colour in imaging
applications. These diﬀerent representations are called colour spaces and the reader
is referred to [69] for an overview and motivation of these diﬀerent colour spaces.
Two of these, namely the RGB and YCbCr colour spaces are now reviewed.
The RGB Colour Space
The Red-Green-Blue (RGB) colour space is a popular choice for representing colour
and processing images, as devices often capture and display colour using this colour
space [69]. Three primary colours namely red, green and blue are each additively
mixed to obtain a desired colour, with equal bandwidth allocated to the representa-
tion of each colour channel. This representation is not always desirable, as it is not
modelled on the properties of the human visual system, but rather the way in which
colour is displayed and captured by devices. The RGB colour space can also be less
eﬃcient for use in image processing applications. For instance, to only modify the
intensity of a pixel, all three colour pixels need to be modified, meaning that all three
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colour components need to be processed to obtain this result. For applications such
as watermarking, it is often desired to have direct access to the intensity values in
an image, in which case the YCbCr colour space is more convenient.
The YUV and YCbCr colour spaces
Most watermarking techniques convert content to a luminance and chrominance
colour representation before performing watermarking. Two popular colour spaces
of this type are YUV and YCbCr representations. These two representations are
similar and are scaled and oﬀset versions of each other [69]. The YUV representation
is often used in composite systems, while the YCbCr is used in digital imaging. As
watermarking is done in the digital domain in this research, the YCbCr colour space
is discussed in more detail.
A YCbCr representation of an image can be obtained from the RGB representa-
tion using: 264 YCb
Cr
375 =
264 0.299 0.587 0.114 0.169  0.331 0.500
0.500  0.419  0.081
375
264 RG
B
375 (2.1)
where R, G and B pixels represent the three colour components of the RGB image.
After this conversion, three component matrices, namely Y, Cb and Cr, are
obtained. The Y matrix represents the luminance component of the image. This
is essentially a greyscale version of the original video and specifies the brightness of
each pixel in the video. The Cb and Cr components contain colour information of
the image. As stated in [15], Cb can be written as Cb = 0.564 (B Y) and Cr
as Cr = 0.713 (R Y). In other words, Cb represents the diﬀerence between the
original blue component and the luminance component of the image. This translates
to Cb indicating how much the signal deviates from grey towards blue. Similarly,
Cr indicates the how much the signal deviates from grey towards red. The diﬀer-
ent components are shown in Figure 2.2. Note how the Cb component shows high
amounts of blue for the sky areas, while the Cr components shows higher amounts
of red in the leaves.
When using the YCbCr colour space, it is possible to use diﬀerent bandwidths to
represent each colour component in the image. This is advantageous, as the human
visual system is more sensitive to high frequencies in luminance than in chrominance.
It follows that more bandwidth can be allocated to the luminance component and
less to the chrominance component. This is known as chroma subsampling and is
further discussed in [69, pages 19 – 20].
In terms of watermarking, it is desirable to embed a watermark into the Y com-
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(a) Original RGB colour frame. (b) Y component of the image.
(c) Cb component of the image. (d) Cr component of the image.
Figure 2.2: Representation of the diﬀerent components of a colour image converted
from the RGB to YCbCr colour space. Note how the Cb component shows high
amounts of blue for the sky areas, while the Cr component shows higher amounts of
red in the leaves.
ponents of video frames. From the discussion above, it is evident that modifying the
Y component of a video frame as a form of an attack should reduce the perceived
image quality more than filtering colour components will. This also has the advant-
age that a watermark can be extracted from a greyscale version of the watermarked
material.
Furthermore, by first converting the image data to the YCbCr colour space, it
is possible to watermark the image by only modifying the luminance component,
reducing computational complexity.
2.2.2 The Human Visual System
The Human Visual System (HVS) is a complex mechanism through which humans
perceive vision. While this system is challenging to model mathematically [70–72],
it is necessary to understand the basic properties of this system when researching
watermarking techniques. With this in mind, the most prominent properties of the
HVS applicable to watermarking are now detailed.
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Frequency Sensitivity
The HVS is not equally sensitive to all frequency components in an image, being
less sensitive to noise in high frequency bands of images and also in bands having
an orientation of 45  [24]. This is described by the Modulation Transfer Function
(MTF) of the human eye in [73], which describes the sensitivity of the human eye
to sine wave gratings at diﬀerent frequencies. By using the MTF, it is possible to
determine a threshold for each frequency component in an image at which changes
will not be noticeable at a fixed viewing distance. It follows that detail below the
threshold can be discarded in compression applications, or be used for watermark
embedding in watermarking applications.
Alternatively, the MTF can be used to compare the visual quality of a compressed
or watermarked image to that of the original. An example of such a use is the Just
Noticeable Diﬀerence (JND) map. The example JND map given in [74] is shown
in Figure 2.3. Figure 2.3a shows the original image, while Figure 2.3b shows the
compressed version. The Sarnoﬀ JND model [75] uses the MTF to generate a JND
map to indicate the perceived visual quality for diﬀerent regions in the image, as
shown in Figure 2.3c. Bright areas indicate more perceptible distortions in the
compressed version of the image, while dark areas indicate relatively high perceived
visual quality. The concept of a JND map is further used in Section 4.2.3 on page 46
of this document.
Luminance sensitivity
The sensitivity of the HVS to noise is a nonlinear function which is aﬀected by the
average background intensity and the intensity of the noise in an image [67]. The
HVS is less sensitive to noise in areas of an image with either low or high luminance,
while being more sensitive to noise in areas with medium luminance [24].
Contrast masking
Contrast masking is defined in [67] as the detectability of one signal in the presence
of another signal. This refers to the fact that the eye is less sensitive to noise in areas
of an image that are textured, but slightly more sensitive around the edges than the
inner parts of these areas [24]. The masking eﬀect is increased when the noise and
original image content is of the same frequency [76].
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(a) Original image. (b) Compressed image.
(c) JND map indicating areas of vis-
ible distortion.
Figure 2.3: An example of a JND map shown in [74] to evaluate the perceived visual
quality of a compressed or watermarked image compared to the original version.
Bright areas indicate more perceptible distortions in the compressed version of the
image, while dark areas indicate relatively high perceived visual quality.
Visual Attention Models
The HVS is more sensitive to noise in areas of an image where the viewer is paying
more attention to. For instance, noise in the background of a scene with foreground
action may be less noticeable. This eﬀect is further discussed in [77–80] and can
be modelled using texture, luminance and motion in video sequences, or using face
detection. An example result from the model in [80] is shown in Figure 2.4. Brighter
areas indicate regions which more attention will be paid to by the HVS.
Temporal Contrast Threshold
In the case of video watermarking, some properties should be considered that are
not necessary when evaluating the quality of still images. An example of this is the
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(a) Original image. (b) Result indicating areas of interest.
Figure 2.4: An example result from the model visual attention model in [80]. Brighter
areas indicate regions which more attention will be paid to by the HVS.
temporal contrast threshold of the HVS.
When a watermarked video sequence is played back, it is possible that a flickering
eﬀect may occur. This is caused when large intensity changes to pixels in the same
position in successive frames are made. The point where a change in pixel intensities
between frames becomes perceptible is known as the temporal contrast threshold of
the HVS and is discussed in [81] and [82].
2.2.3 Overview of Video Watermarking Techniques
Surveys of video watermarking techniques were conducted in [35, 37, 38, 83–85]
providing a brief overview of techniques, while [39] is a longer publication provid-
ing more detail on diﬀerent techniques. The watermarking techniques found in the
literature can mostly be grouped into five main categories which are now reviewed.
Spatial Domain Watermarking
Spatial Domain (SD) or spread-spectrum techniques refer to a method of watermark
embedding and extraction that is performed in the spatial domain, without the
need to apply mathematical transforms on the original content. The watermarks are
usually encoded to form a noise-like sequence and then added to the original content,
while extraction is usually performed with a correlation-based receiver.
Since no mathematical transforms are required, these techniques are relatively
computationally eﬃcient. This is advantageous in real-time applications or where
resources available for embedding are limited.
Examples of such techniques in the literature include [46, 86–89]. The broad-
cast monitoring scheme, JAWS [46], mentioned under the watermarking application
section in this chapter is an SD technique, to keep computational complexity of the
technique low. The technique in [89] is further discussed in Section 3.2.1 on page 27
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of this thesis.
Discrete Fourier Transform Watermarking
Discrete Fourier Transform (DFT) techniques take advantage of properties of the
DFT to gain robustness against attacks such as spatial and temporal shifts. In order
to embed the watermark, a DFT is performed on the original content after which the
watermark is embedded by modifying elements in the frequency domain. After the
watermark is embedded, an inverse DFT is performed to obtain the watermarked
content.
DFT-based video watermarking techniques include [90–93]. The SD technique
originally discussed in [91] was accompanied by a proposal to rather apply water-
marking using the DFT specifically to obtain robustness against geometric distor-
tions. The technique in [93] is further discussed in Section 3.3.2 on page 31 of this
thesis.
Singular Value Decomposition Watermarking
The Singular Value Decomposition (SVD) is a technique that can be used in image
compression techniques, but can also be applied to watermarking. The SVD is per-
formed, after which the singular values are usually modified to embed the watermark.
A pseudo-inverse SVD is then applied to obtain the original content.
Techniques that use the SVD include [94–98]. The SVD can be used on its own for
watermarking, but is also often used in hybrid techniques such as [94] which combines
the SVD and the discrete cosine transform. The SVD is relatively computationally
complex, but by applying it in hybrid techniques it may not be necessary to perform
an SVD on the entire image, lowering the computational complexity. SVD video
watermarking techniques seem to only have gained popularity after 2006, compared
to other techniques that were pioneered in the late 1990s. This can possibly be
attributed to the computational complexity of the SVD which may have prohibited
the use in video applications when computing power was limited. The technique in
[98] is further discussed in Section 3.4.2 on page 34.
Discrete Wavelet Transform Watermarking
Discrete Wavelet Transform (DWT) watermarking can be used to embed water-
marks in areas of a video where it is less likely to cause perceptible distortions. The
DWT decomposes video frames into diﬀerent resolution components, which are then
modified to embed the watermark. An inverse DWT is performed to obtain the
watermarked content.
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Examples of DWT techniques in the literature include [26, 99–105]. The tech-
nique detailed in [105] is discussed in more detail in Section 3.5.1 on page 35.
Discrete Cosine Transform Watermarking
Discrete Cosine Transform (DCT) techniques are often used to watermark com-
pressed video streams. DCT coeﬃcients in video streams can be modified without
having to first uncompress the video or compress it again after watermarking.
DCT watermarking techniques found in the literature include [21, 31, 32, 89, 106–
108] and operate in the compressed video domain. As the focus of the research is
the uncompressed video domain, these are excluded from further evaluation.
Other Watermarking Techniques
There exists several other video watermarking categories found in the literature, such
as moment-based watermarking [109, 110] and techniques using principal component
analysis [96, 111]. Moment-based techniques are of interest because they provide
robustness against rotation, but can be computationally complex.
These categories of watermarking techniques are less prominent in the literature
and were excluded from further evaluation.
2.3 Chapter Summary
In this chapter, the foundations of video watermarking research were discussed. Vari-
ous applications of video watermarking were discussed, with references to techniques
in the literature designed for each. General requirements for video watermarking were
then defined and extended to include robustness against common attacks, which were
briefly summarised.
The discussion then turned to how images are represented by digital systems,
with references to in-depth explanations on the topic. The properties of the HVS
were then discussed and it was noted that a modern video watermarking technique
should ideally exploit these properties in order to increase robustness against attacks.
The chapter was then concluded by a literature review of video watermarking
techniques. References were provided to video watermarking surveys, after which
the main categories of video watermarking techniques were discussed.
After reading this chapter, the reader should have a broad understanding of video
watermarking techniques, including the main categories of watermarking techniques
and important properties of the HVS.
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Watermarking Implementations
The selection process for representative watermarking techniques from each category
in Section 2.2.3 is now discussed. Mathematical principles of each category are
explained, after which the implementation of each chosen technique is examined in
more detail.
3.1 Technique Selection and Implementation
3.1.1 Selection of Techniques
In order to compare the characteristics of each watermarking category, a represent-
ative technique from each was selected, which:
1. operates in the uncompressed domain for embedding and extraction;
2. is able to extract the watermark without the original video; and
3. does not apply error correction.
Most practical techniques employ some form of error correction coding such as [62]
or [63] to improve robustness against attacks. Methods to detect and reverse geomet-
rical transformations can also be employed to potentially improve robustness against
geometric transforms, as discussed in [12, 31, 87, 93, 112, 113]. In order to evaluate
the underlying watermarking techniques, any error correction or geometric correction
methods specified in techniques were discarded and only the basic embedding and
extraction stages of the techniques were implemented. The representative techniques
chosen for evaluation are identified in Table 3.1.
26
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Table 3.1: Representative watermarking techniques chosen for evaluation.
Category Title of publication
SD Watermarking of Uncompressed and Compressed Video [89]
DFT Robust 3D DFT Video Watermarking [93]
SVD SVD Based Blind Video Watermarking Algorithm [98]
DWT A Digital Watermark Method Using the Wavelet Transform
for Video Data [105]
3.1.2 Implementation Background
The inputs, outputs and indexing used to implement the watermarking techniques
are now defined.
In each case the watermark to be embedded is an M -bit polar-encoded binary
message b = (b1, b2, b3, . . . , bM )> with bi 2 { 1, 1}, 0 < i  M , where bi = +1
represents a binary 1, and bi = −1 represents a binary 0. This message is embedded
into the luminance frames in a block of uncompressed video frames D(x, y, z) to
obtain a block of watermarked video frames W (x, y, z), with 1  x  X, 1  y  Y
and 1  z  Z. X and Y represent the width and height of the video frames in pixels
respectively while Z specifies the number of frames contained in the video block D.
A function to map Cartesian coordinates to a serial index of pixels in a video
block is defined as follows:
n = I(x, y, z) = (z   1)XY + (y   1)X + x. (3.1)
The inverse of (3.1) is also defined as a function taking an index n as argument, and
rendering a 3-tuple:
(x, y, z) = I 1(n) = (I 1x (n), I
 1
y (n), I
 1
z (n)). (3.2)
The implementation of the selected watermarking techniques are now discussed.
The source code of these implementations can be viewed online at [114].
3.2 Spatial Domain Watermarking
3.2.1 Implementation of the Spatial Domain Watermarking
Technique
The SD watermarking technique in [89] uses a spread-spectrum approach to add the
watermark signal to video frames without the need to perform mathematical trans-
forms on the host video data. Spread-spectrum techniques represent a narrowband
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signal (the binary message) in such a way that it is suitable for transmission over a
wideband channel with interference (the host video D).
Embedding
The embedding process for a single video frame using the SD technique is summarised
in Figure 3.1. The basic idea is to repeat or chip each bit in the watermark message
to be embedded in such a way that the chipped watermark message contains the
same number of elements as the original video block. This signal is shown in part
(b) of Figure 3.1 and is called a chipped watermark signal. This chipped signal
is then multiplied with a frame filled with pseudorandom noise (c) to obtain the
watermark signal (d) to be added to the original video frame. The watermark signal
in (d) is then amplified by a factor ↵ and added to the original video frame to obtain
the watermarked video frame (e). A more formal mathematical explanation now
follows.
Each frame of video block D is first line-scanned to represent the complete block
in a one-dimensional form. The watermark sequence to be embedded, b, is then
spread by a large factor ⌘ to obtain b0 = b⌦ 1⌘, where ⌦ represents the Kronecker
product, and 1⌘ is a 1⇥ ⌘ vector of ones. The resulting b0 is then a vector with each
 1 or +1 in the original message b repeated ⌘ times. The spreading factor ⌘ can be
calculated such that the line-scanned video block and the chipped watermark signal
are of the same length. The sequence b0 is then amplified with an amplitude factor
↵ to control embedding strength, and multiplied element-wise with a pseudo-noise
sequence p to realise frequency spreading.
The function representing the watermarked video block can then be defined as
W (x, y, z) = D(x, y, z) + ↵b0I(x,y,z)pI(x,y,z) (3.3)
where b0 is indexed in such a way as to spread the vector over the entire video block.
Extraction
To begin extraction, each watermarked frame from the watermarked video block W
is first high-pass filtered to obtain fW , which is then line-scanned as in the embedding
stage. This line-scanned signal is then demodulated by multiplying it with the same
pseudo-noise sequence p that was used in the embedding stage. The correlation for
each bit is then calculated using a correlation receiver. This is achieved by summing
the bits over a window of length ⌘ for each embedded bit. If the correlation is
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X
(d) Watermark Signal (e) Watermarked Video Frame
(c) Pseudorandom Noise
(a) Original Video Frame
α +(b) Chipped Watermark Bits
Figure 3.1: A visual summary of the embedding process for the SD technique. For
demonstration purposes, only a single frame is shown here, but the process is spread
across each video frame in D in order to embed b into the whole video block.
positive, a binary 1 is detected. If the correlation is negative, a binary 0 is detected.
This process is repeated M times until the complete watermark is extracted.
The watermark extraction process can therefore be summarised as
bˆj = sgn
24 j⌘X
n=(j 1)⌘+1
pnfW (I 1x (n), I 1y (n), I 1z (n))
35 (3.4)
with 1  j M .
3.3 Discrete Fourier Transform Watermarking
3.3.1 Fundamentals of the Discrete Fourier Transform
The Discrete Fourier Transform (DFT) is a common computational tool that can
be used for various applications including linear filtering and spectrum analysis. For
most imaging applications, a multi-dimensional DFT is required. Fortunately, the
techniques used for a one-dimensional DFT can easily be extended to perform a
multi-dimensional DFT. To aid further discussion, a brief overview of the DFT is
now given. For consistency with the rest of this text, an uppercase variable refers to a
spatial domain representation, while a lowercase variable refers to frequency-domain
representation.
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A one-dimensional, N -point DFT is defined in [115] as
h(k) =
N 1X
n=0
H(n)e j2⇡kn/N , k = 0, 1, 2, . . . , N   1. (3.5)
To apply a multi-dimensional DFT, this process is simply repeated along each di-
mension required. If a three-dimensional DFT of a video block D was required, this
could be obtained using
d (kx, ky, kz) =
X 1
x=0
Y 1X
y=0
Z 1X
z=0
D (x, y, z) e j2⇡xkx/Nx j2⇡yky/Ny j2⇡zkz/Nz (3.6)
with kx, ky and kz defined as in (3.5) for each dimension.
The inverse DFT can also be extended for multiple dimensions. The one-dimensional
inverse DFT is defined as
H(n) =
1
N
N 1X
k=0
h(k)ej2⇡kn/N , n = 0, 1, 2, . . . , N   1 (3.7)
and can be extended to three dimensions as
D(x, y, z) =
1
NxNyNz
Nx 1X
kx=0
Ny 1X
ky=0
Nz 1X
kz=0
d (kx, ky, kz) e
j2⇡kxx/Nx+j2⇡kyy/Ny+j2⇡kzz/Nz .
(3.8)
Note that in (3.6), kx and ky represent the spatial frequencies of frames, while
kz represents the temporal frequencies in the video block [93].
The properties of interest of the DFT are now briefly discussed. The manner in
which the DFT responds to rotation, scaling and translation is important for video
watermarking applications. These are stipulated in [93] and are repeated here for
clarity.
When rotation is applied to each two-dimensional video frame in a video block
D, the resulting DFT spectrum is rotated by the same amount. If D is rotated by ✓
degrees around the z-axis, it follows that
d(kx cos ✓   ky sin ✓, kx sin ✓ + ky cos ✓, kz)$ D(x cos ✓   y sin ✓, x sin ✓ + y cos ✓, z).
(3.9)
If D is scaled by a scaling factor  , inverse scaling results in the frequency spec-
trum:
d
✓
kx
 x
,
ky
 y
,
kz
 z
◆
$ D ( xx, yy, zz) . (3.10)
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Another important property of the DFT is that a shift in the spatial domain
causes a linear phase shift in the frequency domain. When a shift of a, b and c pixels
is applied to the spatial domain in the x, y and z dimensions respectively, it follows
that
d (kx, ky, kz) exp [ j (akx + bky + ckz)] ! D(x+ a, y + b, z + c). (3.11)
With the basics of the DFT discussed, the DFT watermarking technique can now
be examined.
3.3.2 Implementation of the DFT Watermarking Technique
The chosen DFT technique [93] uses the three-dimensional DFT to embed spread-
spectrum information into the block of video frames D. The technique includes a
method to detect spatial transformations such as rotation and aspect ratio change
that was not implemented, as discussed in Section 3.1.1.
Embedding
The message to be embedded, b, is firstly represented in a spread-spectrum form. A
family of Gold codes [116], G, is generated with a Gold code for each bit in b. G
is an N ⇥M matrix, where the ith column is a Gold code for the bit bi. G is also
encoded in polar form, with each element Gi 2 { 1, 1}. The spread spectrum signal
to be embedded is therefore obtained as follows:
b0 = Gb. (3.12)
A three-dimensional DFT is now performed on the block of frames D and a
frequency shift is performed to position the zero-frequency component in the middle
of the resulting frequency spectrum. Elements to be modified are selected in such a
way as to embed the watermark in the mid-range frequency bands in both the spatial
and temporal dimensions. This is achieved by selecting elements in the frequency
domain to form cylindrical annuli, as shown in Figure 3.2. Elements to be selected in
the x and y dimensions are specified by rmin and rmax, while elements to be selected
in the temporal dimension are specified by dmin and dmax. The values of dmin and
dmax indicate how many components in the temporal dimension to exclude. Setting
dmin and dmax to 0 will embed the watermark in all temporal frequencies of the video
block.
In order for the result of the inverse DFT to be real, the symmetry of the fre-
quency spectrum needs to be maintained. To achieve this, changes made to elements
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in the first annulus is mirrored in the second annulus, ensuring that symmetry is
maintained.
Further, negative magnitudes in the frequency domain will also result in a non-
real result after the inverse DFT. Recall that we modify the magnitudes of the
elements in the frequency domain, therefore it needs to be ensured that changes
made to the elements do not result in negative magnitudes. Because b0 can contain
negative values, each element bi is replaced with the pair
b00i =
8<:(b0i, 0) if b0i   0(0,b0i) if b0i < 0 . (3.13)
The values of b00 are then scaled with an amplitude scaling factor ↵, and added to
the magnitudes of the selected elements in the spectrum in such a way as to keep the
values symmetrical around the origin of the spectrum. An inverse frequency shift is
then performed, followed by an inverse DFT to obtain the watermarked video block
W .
The DFT technique is host-adaptive in the sense that it embeds the watermark
bits by adding or subtracting values to or from the magnitude of frequency com-
ponents, maintaining the phase of the frequency components. The amounts which
are added or subtracted are, however, not aﬀected by the original magnitudes of the
frequency components being modified.
Extraction
A DFT is performed on the video block W , after which a frequency shift is per-
formed to obtain the frequency spectrum of W . The frequency spectrum elements
used for extraction are selected in the same manner as during the embedding stage.
Recall that the location of each coeﬃcient pair, b00i , is known. The values of these
are retrieved for each bit to be extracted and the diﬀerence between each of these
coeﬃcient pairs are computed in order to obtain b000. The embedded message bˆ is
then extracted as bˆi = sgn(b000i ) with 1  i M .
3.4 Singular Value Decomposition Watermarking
3.4.1 Fundamentals of the Singular Value Decomposition
Singular Value Decomposition (SVD) is a linear algebraic technique which optimally
decomposes matrices to represent a maximum amount of signal energy in as few
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 3. WATERMARKING IMPLEMENTATIONS 33
ky
rmin
rmax
dmin
dmax
kz
kx
Figure 3.2: A visual representation of the elements selected for embedding in the
frequency domain. By selecting the elements in this fashion the watermark is em-
bedded in the middle-frequencies of the video. Elements to selected in the x and
y dimensions are specified by rmin and rmax, while elements to be selected in the
temporal dimension are specified by dmin and dmax.
coeﬃcients as possible [117].
As stated in [118], for any real X ⇥ Y matrix A of rank r there exists a real
factorisation
A = USV> (3.14)
where U and V are square orthogonal matrices with dimensions of X ⇥ X and
Y ⇥ Y , respectively. The columns of U are called left singular vectors of A, while
the columns of V are called the right singular vectors of A.
S is a pseudo-diagonal X ⇥ Y matrix
S =
266664
 1 0 0 0 0
0  2 0 0 0
0 0
. . . 0 0
0 0 0  r 0
377775 (3.15)
containing the singular values of A in descending order of magnitude
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 1    2   . . . r. (3.16)
A can also be decomposed as the sum of rank 1 matrices
A =
rX
j=1
 jujv
>
j (3.17)
where r is the number of non-zero singular values in S while uj and vj are the column
vectors of U and V respectively. Each iteration is called a rank approximation of
A. If A represents an X ⇥ Y image, the first few rank approximations contain the
most signal energy, with following approximations adding detail to the image [119].
Truncating the number of rank approximations used to represent an image is an
example of how the SVD can be used for image compression. Refer to [120] for an
overview of the SVD and its applications.
3.4.2 The SVD Watermarking Technique
The SVD watermarking technique in [98] employs the properties of the SVD to
obtain robustness against small rotations, resizing and flipping of the video frames.
Embedding
The SVD is applied to each video frame A of video block D. For any frame, this
results in three matrices, U, S and V such that A = USV>. The singular values of
A are then modified to embed the watermark.
As shown in (3.17), modifying singular values with a lower index j would cause
changes to coarser rank approximations of A, which may increase the perceptibility
of the watermark. Modifying singular values with higher indices would result in
modifying detail in the image, being potentially less perceptible, but more easily
aﬀected by noise and small changes to the image. For these reasons, indices of the
largest and smallest singular values to be used for watermarking,  min and  max,
are selected to embed to watermark in the midrange frequencies of the image. The
embedding strength is controlled by an amplitude scaling factor ↵. In practice,  min
is specified and  max is automatically calculated depending on the number of bits
that need to be embedded in the video frame.
The watermark message b, containing M information bits, is now embedded by
modifying the selected singular values of A. Recall that the singular values in S are
arranged in decreasing order of magnitude. When modifying these singular values,
it is important to do so in such a way that does not change the magnitudes to such
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an extent that the ordering of these values will change. To achieve this, the singular
values are modified using
 
0
j = 0.5 [( j 1 +  j+1) + ↵bi ( j 1    i+1)] (3.18)
with 1  i M and j =  min + 2(i  1) to obtain S0.
After the singular values have been modified, the watermarked frame A0 is ob-
tained using A0 = US0V>. This process is repeated for each video frame in block
D to obtain W .
The above method is based on the concept of changing the value of  j to either be
closer to  j 1 or  j+1, depending on whether a 1 or  1 is embedded. The extraction
stage then uses the same technique to determine whether a 1 or  1 was embedded
using the three singular values.
Extraction
The watermark is extracted by applying the SVD to each watermarked frame in video
block W . The extracted watermark message bˆ is then extracted by concatenating
the watermark information bits extracted from the modified singular values in each
watermarked video frame. The watermark information bits are extracted using
bˆi =
8<: 1 if  i > 0.5( 
0
i 1 +  
0
i+1)
1 if  i < 0.5( 
0
i 1 +  
0
i+1)
(3.19)
with 1  i M and j =  min + 2(i  1).
3.5 Discrete Wavelet Transform Watermarking
3.5.1 Fundamentals of the Discrete Wavelet Transform
The Discrete Wavelet Transform (DWT) can be used to obtain a multi-resolution
representation of digital images for analysis. It has also been shown that the human
vision system decomposes a retinal image into various spatially oriented frequency
channels in a way similar to the DWT [121]. Because of these properties, the DWT
can be used to identify areas in an image where a viewer is less likely no notice image
distortions. The DWT also exhibits good spatio-frequency localisation properties
where, if a DWT coeﬃcient is modified, only the region of the image containing
the specific frequency of the modified coeﬃcient is aﬀected [24]. This allows control
of the area in an image where a watermark will be embedded, compared to other
techniques that may aﬀect the complete video frame.
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A single-level wavelet decomposition decomposes a video frame into three multi-
resolution representations, namely LH1, HL1, HH1 and a single multi-resolution
approximation named LL1. These are also called subbands. The LL1 subband
contains a low frequency approximation of the original image. The three remaining
subbands, LH1, HL1 and HH1, contain edge detail in the horizontal, vertical and
diagonal directions, respectively. This decomposition process can be repeated as
many times as required, by each time further decomposing the LLn approximation.
As with the DFT, the one-dimensional DWT can be extended for multiple dimensions
by simply applying the one-dimensional process to each dimension in a separable
fashion.
The image is decomposed into a set of frequency channels of constant bandwidth
on a logarithmic scale. In other words, the image is decomposed into diﬀerent scale
levels, where required levels are then further decomposed with a resolution suited to
the level [122]. Unlike the Fourier transform, which has a fixed spatial and frequency
resolution, the resolution of the wavelet transform varies with level of the DWT.
Through this approach, we obtain a hierarchical multi-resolution representation of
the image which is well-suited for interpreting the information contained in the image
[123]. A decomposition obtained through a three-level DWT is shown in Figure 3.3.
As the level of the DWT increases, the spatial resolution of the subbands decrease.
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Figure 3.3: A decomposition obtained through a three-level DWT. As the level of
the DWT increases, the spatial resolution of the subbands decrease.
Figure 3.4 depicts the steps involved in a single-level two-dimensional DWT. We
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start by convolving the rows on LLn with a specified decomposition low-pass and
high-pass filters in two separate stages. In both cases, the columns of the result are
downsampled by two, retaining the even indexed columns. The two results are then
again filtered and downsampled, in this case retaining even indexed rows.
The multi-resolution approximation LLn+1 can then be further decomposed if
required, where a K-level DWT would represent a result from repeating this filtering
and downsampling process K times [124].
The inverse of these filtering and downsampling steps can be applied to obtain
the original video frame from the multi-resolution representations.
LPF Columns
LPF
HPF
Rows
Rows
Rows
Columns
Columns
HPF Columns
LPF
HPF
Rows
Rows
Rows
Columns
Columns
LLn+1
HLn+1
LHn+1
HHn+1
LLn
Figure 3.4: A summary of the steps involved in a single-level two-dimensional DWT.
The process is started by convolving the rows of LLn with specified decomposition
low-pass and high-pass filters in two separate stages. In both cases, the columns of
the result are downsampled by two, retaining the even indexed columns. The two
results are then again filtered and downsampled, in this case retaining even indexed
rows.
The fundamentals of the DWT applicable to video watermarking were now dis-
cussed. Refer to [125] and [126] for a detailed discussion regarding the DWT and
wavelets.
3.5.2 The DWT Watermarking Technique
The DWT technique described in [105] allows the embedding of the watermark into
textured areas of the image and excludes non-detailed areas.
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Embedding
We start by applying a K-level two-dimensional DWT to each video frame in video
blockD. K is chosen to be a suitable value for the video frame dimensions and desired
computational complexity. Larger values of K result in the Kth multi-resolution
approximation containing less detail of the video frame, which will in turn cause the
technique to modify larger areas of the video frame as it embeds the watermark.
This potentially decreases the chances of the coeﬃcients being modified by image
transformations, as these subbands are less aﬀected by small changes in the image.
The coeﬃcients in each subband are now indexed such that Bn(rj) refers to a
coeﬃcient with index r in a subband obtained from an nth level DWT decomposition.
The manner in which the subbands are indexed is not of importance.
The index rj is the jth number generated by a pseudorandom number gener-
ator F (·). To generate a pseudorandom number, F (·) is initially seeded with the
value 1. Thereafter, each successive number is generated by seeding F (·) with the
previously generated pseudorandom number such that rj = F(rj 1) and 1  rj  
X/2K
   
Y/2K
 
. In this case, the result of
 
X/2K
   
Y/2K
 
calculates the number
of coeﬃcients contained in each subband after K DWT decompositions. E is then
calculated as
E =
KX
n=K 1
   BLHn (rj)  +   BHLn (rj)   (3.20)
where kBk represents the L1-norm of the coeﬃcients in subband LHn and HLn
and 1  n  K. If E is larger than a threshold T , a single bit is embedded into
the subband BLLN (rj) using a controlled quantisation process. If E  T , then rj is
incremented by 1 and used to seed F (·) for calculation of the next pseudorandom
index. Equation 3.20 is then again applied and the result compared to the threshold
T . This process is repeated until a suitable coeﬃcient is found for embedding, or
until all possible coeﬃcients were evaluated. If no suitable coeﬃcients were found,
the watermark bit is not embedded.
The quantisation process used to embed a watermark information bit can be
summarised in the following steps. The mean value Yrj of the wavelet coeﬃcients of
BLLN (rj) is firstly calculated. This is then followed by the calculation of qj as:
qj = round
✓
BLLN (rj)
↵
◆
(3.21)
where round (·) represents a function rounding a value to the nearest integer and ↵
denotes the quantisation step size which controls the embedding intensity.
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An integer l is then computed such that
qj 2 [2l, 2(l + 1)) (3.22)
and qj is modified to obtain q0j according to the watermark information bit bi to be
embedded such that
q0j =
8<:2l if bi =  12l + 1 if bi = 1 (3.23)
As a final step, we compute Y 0rj = ↵q0j and  rj = Y 0rj   Yrj .  ri is then added to the
wavelet coeﬃcients of BLLN (rj).
The above process is repeatedM times until all the bits of b have been embedded.
After the wavelet coeﬃcients have been modified to contain the watermark inform-
ation, the inverse DWT is applied in order to obtain the watermarked video frame.
This process is repeated for all frames in video block V to obtain watermarked video
block W .
Extraction
The watermarked video frame is again decomposed K times, as was done in the
embedding stage. The pseudorandom number generator F (·) is seeded in the same
manner as in the embedding stage to obtain a pseudorandom index rj . Using (3.20),
we determine E. If E  T , then rj is incremented by 1 and used to seed F (·) for
calculation of the next pseudorandom index. If E   T , the value of watermark bit
embedded in the coeﬃcient BLLN (rj) is extracted.
We begin the extraction process for a single bit by again calculating the mean
Urj of the wavelet coeﬃcients in BLLN (rj). The value of qj is then again computed
using (3.21). The embedded bit is then extracted as
bˆi = q
0
jmod(2). (3.24)
The binary result is then converted to polar coding.
The above process is repeated until the complete watermark has been extracted.
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3.6 Chapter Summary
This chapter provided the reader with an understanding of the basic workings of
each technique, along with the mathematical properties related to the technique.
The selection and implementation of the watermarking techniques to be evaluated
were explained, after which the various watermarking techniques were described and
explained in terms of appropriate mathematical characteristics.
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Chapter 4
Visual Evaluation of
Watermarking Techniques
In order to evaluate the perceived visual quality of videos watermarked by tech-
niques described in Chapter 3, the use of quantitative measures is required. In
this chapter, the spatial and temporal quality of watermarked video sequences are
evaluated. An existing spatial quality metric is extended to provide improved per-
formance for this application. A novel method for evaluating temporal interframe
flicker is also developed as a suitable temporal quality metric. Finally, the character-
istics of the diﬀerent watermarking artefacts caused by each watermarking technique
are discussed.
4.1 Comparison of Artefacts Caused by Watermarking
Techniques
In order to illustrate the nature of the distortions caused by each technique, the frame
shown in Figure 4.1 was watermarked with a high intensity using each technique.
As expected, the distortions caused by the SD and DFT techniques have a uniform
noise-like appearance. This is because white noise is added in the case of the SD
technique, while noise is added to the mid-frequencies of the image in the case of the
DFT technique.
The SVD causes block-like artefacts as the singular values of the image are mod-
ified. Modifying lower rank singular values causes larger blocks, decreasing in size
as the rank of the modified singular value increases.
Artefacts caused by the DWT technique are localised distortions appearing in
areas containing high texture detail. Placing the distortions in texture decreases the
41
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(a) Original frame.
(b) Frame watermarked with SD technique
using a high intensity setting.
(c) Frame watermarked with DFT technique
using a high intensity setting.
(d) Frame watermarked with SVD technique
using a high intensity setting.
(e) Frame watermarked with DWT technique
using a high intensity setting.
Figure 4.1: Visual comparison of artefacts caused by each watermarking technique.
Frames are watermarked with each technique using a high intensity for demonstration
purposes.
visibility of the distortions.
With an understanding of the nature of the distortions caused by each watermark-
ing technique, methods of quantifying the perceived visual quality of watermarked
frames are now developed.
4.2 Spatial Image Quality Metric
Spatial quality refers to the perceived visual quality of a single video frame. Numer-
ous spatial quality metrics such as the Peak Signal to Noise Ratio (PSNR), Video
Quality Metric (VQM) [127], Noise Quality Measure (NQM) [128] and Structural
SIMilarity (SSIM) index [129] exist. The performance of these are compared in
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[130–133].
The PSNR is a popular image quality metric and is now reviewed in conjunction
with the SSIM, which will be extended for use as a spatial quality metric for the
implemented video watermarking techniques.
4.2.1 The Mean Squared Error and Peak Signal to Noise Ratio
The Mean Squared Error (MSE) and Peak Signal to Noise Ratio (PSNR) are widely
used in the literature as spatial quality metrics for images [11, 15, 129, 132, 134–137].
The MSE is defined as
MSE =
1
XY
X
i=1
YX
j=i
[A(i, j) B(i, j)]2 (4.1)
where X and Y represent the width and height of the image in pixels and A and B
represent the two images to be compared, respectively.
The PSNR is defined as the logarithmic ratio between the MSE and the maximum
value L that a pixel in an image can assume. This can be expressed as
PSNR = 10 log10
L2
MSE
. (4.2)
Both the MSE and PSNR calculate the diﬀerence between pixels in two images,
squares the result and computes the average of this operation for the complete image
in order to estimate the average distortion between two images. The PSNR represents
the MSE as a logarithmic ratio between the maximum distortion that can be caused
in an image and the MSE. This PSNR representation is helpful when comparing
images with diﬀerent dynamic ranges.
The PSNR is simple to implement and understand, but has been shown to cor-
relate poorly with subjective quality testing results [70, 138, 139]. It has also been
shown that the PSNR is unreliable when comparing diﬀerent video compression co-
decs [134]. Since each video codec may produce visual artefacts with diﬀerent visual
characteristics, obtaining a single number representing the visual quality which is
consistent for each artifact can be challenging. Comparing diﬀerent video water-
marking techniques poses the same challenge because, as for diﬀerent video codecs,
each technique can also cause visual artefacts with diﬀerent properties.
The problematic performance of the PSNR when comparing diﬀerent visual arte-
facts is illustrated in Figures 4.2c and 4.2d. The parameters of the SD and DWT
techniques were adjusted to obtain a PSNR of 40.09 dB in both cases, but artefacts
due to the DWT technique are more perceptible than for the SD technique at this
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PSNR. This is because the DWT modifies only a small portion of the image, while
the SD technique modifies a large section of the image. While the artefacts caused
by the DWT technique will produce a high local error, this local maximum has a
small eﬀect when the mean error is taken over the whole image. Refer to [140] for a
comprehensive overview of the uses and limitations of the MSE and PSNR.
Because of the discussed limitations, it was necessary to find a more suitable
image quality metric to compare diﬀerent video watermarking techniques.
(a) Original video frame.
(b) Detail view of the original video
frame.
(c) Video frame watermarked with
the SD technique to obtain a PSNR
of 40.09 dB.
(d) Video frame watermarked with
the DWT technique to obtain a
PSNR of 40.09 dB.
Figure 4.2: Visual quality comparison of video frames watermarked with diﬀerent
techniques to each obtain a PSNR of 40.09 dB. Note that, although both water-
marked images obtain the same PSNR, noticeable distortion can be seen in the
image watermarked with the DWT technique.
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4.2.2 The Structural Similarity Index
The Structural SIMilarity index (SSIM) is an alternative visual quality metric in-
troduced by [129]. The SSIM has been shown to be more eﬀective at estimating
the perceptual quality of images than the PSNR [132, 140] and was evaluated as a
potential visual quality metric for this project.
The SSIM uses luminance, contrast and structure comparison functions to es-
timate the perceived quality of an image. This correlates well with the properties
of the HVS discussed in Section 2.2.2. The result varies from 1.0 to  1.0, where 1
represents perfect quality and  1 very noticeable distortion. The three comparison
stages of the SSIM, as defined in [129], are now considered.
Luminance Comparison
Assume the two images to be compared are two-dimensional matrices A and B. The
mean intensity of each image, µ, is computed as
µA =
1
XY
X
i=1
YX
j=i
A(i, j)
µB =
1
XY
X
i=1
YX
j=i
B(i, j) (4.3)
where X and Y are the width and height, respectively, of the images in pixels. The
luminance comparison function is then defined as
l(A,B) =
2µAµB + C1
µ2A + µ
2
B + C1
(4.4)
where C1 is calculated as C1 = K1L2 in order to avoid instability when µ2x + µ2y is
close to 0. K1 is a chosen as a small constant and L is the maximum value any pixel
in the image can assume. The authors of [129] recommend using a value of 0.01 for
K1 and reports that the SSIM is largely unaﬀected by changes to this value.
Contrast Comparison
The unbiased standard deviation of each image,  A and  B, are used as an estimate
of contrast. The contrast comparison function is given by
c(A,B) =
2 A B + C2
 2A +  
2
B + C2
(4.5)
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with C2 = (K2L)2 and K2 chosen as 0.03 by the authors of [129]. It was again
reported that the technique is fairly insensitive to small variations in the value of
K2.
Structure Comparison
For structure comparison, the mean intensity is subtracted from the pixels in each
original image. Each image is then divided by its standard deviation so the two im-
ages being compared each have unit standard deviation. For simplicity, we represent
A and B in one-dimensional forms a and b. The correlation coeﬃcient  AB is now
defined as
 AB =
1
XY   1
XY
i=1
✓
ai   µA
 A
◆✓
bi   µB
 B
◆
(4.6)
and C3 as a small constant C2/2. The structure comparison function is then given
as
s(A,B) =
 AB + C2/2
 A B + C2/2
. (4.7)
Combining the Comparison Functions
The results from Equations (4.4), (4.5) and (4.7) are then combined to obtain the
SSIM as
SSIM(A,B) = [l(A,B)]↵ · [c(A,B)]  · [s(A,B)]  (4.8)
where ↵,   and   are used to adjust the weight of each component in the final
measurement. Setting ↵ =   =   = 1, (4.8) simplifies to
SSIM(A,B) =
(2µAµB + C1) (2 AB + C2) 
µ2A + µ
2
B + C1
   
 2A +  
2
B + C2
  . (4.9)
4.2.3 Implementing and Extending the SSIM
Standard Implementation
A MATLAB implementation of the SSIM, provided by the authors of [129] at [141],
was used to evaluate the SSIM as a potential spatial quality metric. This implement-
ation applies pre-processing and then computes the local SSIM for multiple areas of
an image using a sliding window approach. This results in an “SSIM map” indicating
the diﬀerent quality areas in between the images, similar to the JND map discussed
in Section 2.2.2 and shown in Figure 2.3 on page 22. The procedure to obtain an
SSIM map can be summarised by the following steps:
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(a) Frame watermarked with the SD tech-
nique to obtain a PSNR of 40.09dB.
(b) Frame watermarked with the DWT tech-
nique to obtain a PSNR of 40.09dB.
(c) SSIM map for watermarked frame shown
in (a).
(d) SSIM map for watermarked frame shown
in (b).
Figure 4.3: SSIM maps for the same watermarked images used in Section 4.2.1. Black
borders were added to the SSIM maps for visibility. Perfect white areas represent a
score of 1.0 which indicates perfect quality, while pure black areas represent a score of
 1.0 and indicates severe distortion. Note that the SSIM map successfully identifies
areas of distortion in the frame watermarked with the DWT technique.
1. Apply an F ⇥ F averaging filter to both images to be compared;
2. downsample both images by a factor F ; and
3. compute the local SSIM with a sliding window to obtain an SSIM map.
The scaling factor F depends on the viewing distance, but the recommended factor
is given by F = round (Y/256), where Y represents the image height in pixels and
the round (·) function rounds a value to the nearest integer. The parameters used
for the SSIM evaluation are shown in Table A.1 on page 136. SSIM maps obtained
for watermarked video sequences are shown in Figure 4.3. Note that the SSIM map
successfully identifies areas of distortion in the frame watermarked with the DWT
technique.
Extending the SSIM through Pooling
While the SSIM maps in Figure 4.3 successfully identified areas with noticeable dis-
tortion where the PSNR did not, it is desirable to obtain a single number representing
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the visual quality of each frame for use in objective visual comparisons.
The standard method to obtain such a number from an SSIM map is to calculate
the Mean SSIM (MSSIM) value of the SSIM map. If two images A and B were
compared to obtain an SSIM map CAB, the MSSIM would be obtained using
MSSIM(CAB) =
1
XY
X
x=1
YX
y=1
Cxy (4.10)
where X and Y represent the width and height respectively of the SSIM map in
pixels.
As was the case for the PSNR, the mean value of all the pixels in the SSIM map
does not represent highly localised distortions accurately. A localised distortion will
receive a low SSIM score while the majority of the image will receive a high score.
When calculating the mean SSIM over the whole image, the eﬀect of the localised
distortion on the MSSIM is very small, resulting in a high SSIM score. The HVS is
sensitive to these localised distortions and will degrade the perceived image quality
of the image although the distortion is only in a small region of an image [142].
To mitigate this problem, a so-called pooling stage was used to obtain a quality
score from the SSIM map of each frame. The idea of pooling is that certain values
in a quality map should be weighted heavier than others when calculating a final
quality score. Diﬀerent pooling methods are discussed in [142–144] and pooling was
shown to increase the performance of existing metrics, including the SSIM.
In [143] the lowest 6% of values were weighted heavily when calculating the
MSSIM while the authors of [145] used the lowest 5%. It was also stated in [143]
that the exact weight and percentage of values weighted can be adjusted to suit the
specific distortion being evaluated.
Since the distortions caused by the DWT watermarking technique are highly
localised, standard image quality metrics were found to be the most inaccurate when
estimating the perceived visual quality of frames watermarked with this technique.
The artefacts caused by the DWT technique are clusters of approximately 40 ⇥ 40
pixels when watermarking a video frame with a resolution of 1920 ⇥ 1080 pixels.
Because these small areas are perceptible, as was demonstrated in Figure 4.1, it is
desirable to assign a heavy weight to these pixels during the pooling process. It
was decided to pool an area of 40 ⇥ 40 pixels from the original video frame when
calculating the MSSIM, which represents the most noticeable distortions in the video
frame. Since the SSIM map is a downscaled version of the original image, this results
in pooling a 10⇥ 10 area of pixels from the SSIM map. When pooling such a small
number of pixels, it is desired to assign a heavy weight to these low values. If a
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heavy weight is assigned to these low-valued pixels, the lowest 100 values can simply
be used and higher values discarded without aﬀecting the MSSIM score significantly.
It follows that the lowest 100 values were selected from the SSIM map of a frame,
and the pooled MSSIM value was calculated from these.
A simple pooling process similar to those used in [143, 145] was used. Given the
SSIM map, the lowest 100 pixel values are selected, after which the mean value is
computed.
After implementing the pooling stage, it was possible to obtain a number repres-
entative of the perceived image quality, even when distortions were highly localised.
Informal subjective visual evaluation suggested that this technique is an eﬀective
solution when a simple image quality metric is required. While this technique ap-
pears to provide better performance than existing simple image metrics, further
subjective tests should be conducted to optimise the performance of this technique.
SSIM scores given in the remaining part of this study refers to an SSIM score
obtained using the pooled SSIM metric.
4.3 Proposed Method for Evaluation Interframe Flicker
As discussed in Section 2.2.2 on page 20, large changes in pixel intensity values
between successive frames can cause a flickering eﬀect when a video sequence is
viewed. An example of such a case is shown in Figure 4.4, where a video block of
two frames was watermarked with the SD and SVD techniques, respectively, to obtain
a mean SSIM value of 0 for each watermarked video block. Comparing Figures 4.4b
and 4.4c it is noted that, although the SSIM value is equally low for each sequence,
the SVD technique can potentially cause a more prominent flickering eﬀect when the
video sequence is viewed. This is because the pixel intensity changes are grouped
into blocks of similar intensity changes, whereas the SD technique modifies each pixel
independently. This eﬀect needs to be taken into consideration when evaluating
interframe flicker.
The aim of this section is to develop a simple and eﬀective method of estimating
interframe flicker in video sequences.
4.3.1 Basic Evaluation
A basic method was developed to calculate the changes caused on a frame-to-frame
basis by watermarking techniques.
Consider a block of watermarked frames, W , and a block of the corresponding
unwatermarked frames, D. For evaluation purposes, two frames were watermarked
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(a) Original consecutive frames.
(b) Two consecutive frames watermarked with the SD technique.
(c) Two consecutive frames watermarked with the SVD technique
Figure 4.4: Comparison of interframe flicker caused by diﬀerent watermarking tech-
niques.
with both the SD and SVD techniques to obtain WSD and WSVD, respectively. In
an attempt to evaluate interframe flicker, we calculate  (x, y, z) which represents the
pixel intensity change between frames that was caused by watermarking
 (x, y, z) = |D(x, y, z) D(x, y, z + 1)|| {z }
(a)
  |W (x, y, z) W (x, y, z + 1)|| {z }
(b)
(4.11)
with 1  x  X, 1  y  Y and 1  z < Z. X and Y represent the width and
height of the video frames in pixels, respectively. Z represents the comparison step
index, which defines the two frames in the video block to be compared.
Part (a) of (4.11) represents the change between unwatermarked frames in the
video block, while part (b) represents the change between the watermarked frames.
By subtracting (b) from (a), the interframe change caused by watermarking is ob-
tained. The results of each step in (4.11) are shown in Figure 4.5, enhanced for
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visibility. It is observed that this method successfully obtains a diﬀerence map in-
dicating the interframe changes caused by watermarking only.
When attempting to obtain a single value representing interframe flicker, caution
needs to be exercised. Simply summing the pixel values of   to obtain a number, F ,
representing interframe flicker with
F =
X
x=1
YX
y=1
 (x, y, 1) (4.12)
can be misleading. Recall from Figure 4.4 that the SVD technique causes more
interframe flicker than the SD technique. However, the result of (4.12) for the SD
technique is a large number while the SVD technique obtains a lower flicker value.
Informal tests indicated that the opposite is perceived by the HVS.
The cause of this problem becomes clear when   is evaluated using histograms.
The histograms for  SD and  SVD are shown in Figure 4.6.
The histograms in Figure 4.6 indicate that the SD technique causes a high number
of low-intensity changes to the image, while the SVD technique causes changes in a
larger intensity range, with the number of pixels modified decreasing as the intensity
of the modifications increase. Although a small number of pixels is modified with
high intensity by the SVD, these changes are more visible than the high number of
low intensity changes caused by the SD technique [142]. The summation process in
(4.12) incorrectly produces a high flicker score when a high number of low intensity
changes are made, while a small number of high intensity changes results in a lower
flicker score.
4.3.2 Extending the Basic Method
The basic method developed in Section 4.3.1 is now extended to more eﬀectively
evaluate interframe flicker caused by watermarking. This involves identifying areas
where pixels are grouped together, creating a corresponding image mask, and then
only summing the values identified by the image mask. The concept of applying
a mask to exclude certain results from calculation is similar to the attention map
discussed in Section 2.2.2 on page 20 and shown in Figure 2.4 on page 23. The
proposed method of obtaining this mask to be applied is now detailed.
We begin the mask creation process by again using (4.11) to obtain  . Edge
detection is then performed on each frame on  , followed by a two-dimensional aver-
aging filter on each frame to obtain  0. This edge detection and smoothing process
identifies the outlines of pixel clusters that represent high intensity changes, while
ignoring more noisy areas.
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(a) Frames watermarked with the SD and SVD techniques, respectively.
(b) Frame diﬀerence computed from (a) in Equation 4.11. For visibility, all pixel
values were multiplied by ten.
(c) Frame diﬀerence caused by watermarking, computed from (b) in Equation 4.11.
For visibility, all pixel values were multiplied by ten.
(d) Diﬀerence caused by watermarking between two frames for the SD and SVD
technique respectively, obtained from Equation 4.11. For visibility, all pixel values
were multiplied by ten.
Figure 4.5: Results obtained from using (4.11) to evaluate the interframe flicker
caused by watermarking. It is seen that this method successfully obtains a diﬀerence
map indicating the interframe changes caused by watermarking only.
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Figure 4.6: Histogram showing the intensities of interframe pixel value changes for
the SD and SVD techniques.
The Matlab function imfill is then used to fill the insides of the identified
clusters, in the image. The imfill function is used with the holes mode specified.
This fills the insides of dark areas in an image which are surrounded by lighter pixels
in such a way that it cannot be reached when the background of the image is filled
from the edges of the frame.
In order to remove excess noise caused by the filling operation, a two-dimensional
median filter is applied to  0 after the filling operation, to obtain  00.  00 is then
converted to a binary image by setting any value larger than 0 to 1 with
 00 =
8<:0 if  00 = 01 if  00 > 0 . (4.13)
The mask  00 is applied to the original image containing the interframe diﬀerence,
 , after which the pixel values in each frame are summed:
  (Z) =
X
i=1
YX
j=1
  (i, j, Z)  00 (i, j, Z) .
After the masking and summation operation we obtain  , which is a value rep-
resenting the interframe flicker between two frames in a video block. The process
can be summarised by the following steps:
1. Obtain interframe flicker,  ;
2. detect edges of pixel clusters;
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(a) Mask created for flicker caused by the
SD technique.
(b) Mask created for flicker caused by the
SVD technique.
Figure 4.7: Results of the proposed mask creation process. Red areas indicate areas
that were not selected for summation, while areas in green indicate areas that were
selected. Note that the method successfully chooses the areas of grouped pixels
caused by the SVD technique, while it does not select any pixels from the changes
caused by the SD technique.
3. apply an averaging filter;
4. fill the insides of pixel clusters using imfill;
5. apply a median filter;
6. convert the result to a binary mask; and
7. sum the pixel values of the results.
The masks created by the process is shown in Figure 4.7. Red regions indicate areas
that were not selected for summation, while regions in green indicate areas that
were selected. Note that the method successfully chooses the areas of grouped pixels
caused by the SVD technique, while it does not select any pixels from the changes
caused by the SD technique. Informal subjective tests indicated that this technique
provides a fair representation of the perceived interframe flicker. Further subjective
testing can be done to further optimise the performance of this technique.
The parameters used for the evaluation in this project are shown in Table A.2
on page 136.
4.4 Visual Comparison of Techniques
For a fair comparison of the artefacts caused by each watermarking technique, it
was desirable that the video sequences watermarked by the various techniques be of
similar visual quality. To achieve this, the visual distortion caused by each technique
was objectively evaluated using the techniques developed in the previous sections of
this chapter. The parameters of each technique were adjusted to obtain an MSSIM
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(a) Original frame.
(b) Frame watermarked with the SD tech-
nique.
(c) Frame watermarked with the DFT tech-
nique.
(d) Frame watermarked with the SVD tech-
nique.
(e) Frame watermarked with the DWT tech-
nique.
Figure 4.8: Frames watermarked to obtain an SSIM value of 0.999 in each case.
value of 0.999 over two video sequences. The parameters used for embedding the
watermarks are shown in Table A.4 on page 137. The artefacts caused by each
watermarking technique are now examined in the following sections.
4.4.1 Spatial Comparison of Techniques
The distortions caused by each technique at high watermarking intensities were eval-
uated in Section 4.1. The two sequences were next imperceptibly watermarked with
each technique to obtain a mean SSIM score of approximately 0.999 across the se-
quences. The results are shown in Figure 4.8.
In order to evaluate the artefacts caused by each technique at very low amp-
litudes, the diﬀerence between the watermarked frame and unwatermaked frame was
calculated in each case and multiplied for visibility. Mathematically this can be
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expressed as
 (x, y, z) = 200|U(x, y, z) W (x, y, z)| (4.14)
with 1  x  X, 1  y  Y and z the index of the frame being evaluated. The
results are shown in Figure 4.9, where a pure black area represents no change and
pure white represents a large change in pixel intensity. The histograms of each of
the diﬀerence frames in Figure 4.9 are shown in Figure 4.10.
The white noise added by the SD technique is clearly seen in Figure 4.9a. Through
inspection of this frame alone, one is not able to identify the nature of the original
frame. This is because the technique is not content aware and it will embed noise of
the same intensity independent of the content of the original frame. In contrast to
this, the nature of the original frame can be identified from the frame watermarked
by the DFT technique, shown in Figure 4.9b. The DFT technique is host-adaptive,
and makes larger changes in the image where mid-frequencies appear in the frame.
Furthermore, the technique also makes larger changes to moving objects, in this case
the leaves moving in the wind.
In the case of the SVD technique, the original frame is again not identifiable
from Figure 4.9c, which was watermarked by the SVD technique. Figure 4.9d shows
the result from the DWT technique and also conveys little information about the
original content in the video. It is however possible to say that there are areas with
high texture details in the areas where the white spots appear in the frame.
Histograms of the visual artefacts are shown in Figure 4.10, while SSIM maps for
the watermarked frames are shown in Figure 4.11. Comparing these figures provides
further insights into the natures of the techniques. Note in Figure 4.10a that the SD
technique changes a relatively high number of pixels uniformly distributed between
two intensity values. Recall that this is done independently of the host content. In
the SSIM map of the SD technique in Figure 4.11a, the noise is less visible in the
textured areas of the image, which in this case contains the leaves. A content-aware
technique would realise that a larger embedding strength can be used in the textured
areas of the image. An example of this is the DFT technique, shown in Figures 4.10b
and 4.11b. Note that the edges of the leaves are less pronounced in the SSIM map.
This is because the DFT technique makes larger changes to moving objects and
edges. In the histogram in Figure 4.10b, note that, by using this approach, the DFT
technique is able to make higher intensity changes to the frame while maintaining
the same imperceptibility as the other techniques.
A potential weakness of the SVD technique becomes evident from Figure 4.10c,
a large number of pixels are changed by a small amount, with the number of pixels
modified decreasing rapidly as the intensity increases. While at first inspection of
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(a) Diﬀerences between a watermarked and
unwatermaked frame for the SD technique.
(b) Diﬀerences between a watermarked and
unwatermaked frame for the DFT technique.
(c) Diﬀerences between a watermarked and
unwatermaked frame for the SVD technique.
(d) Diﬀerences between a watermarked and
unwatermaked frame for the DWT technique.
Figure 4.9: Illustration of diﬀerences between the watermarked frames and unwa-
termaked frames for each watermarking technique. For visibility, the results were
multiplied by 200 in each case.
the histogram, it might appear that this watermark would be less perceptible than
the other techniques, this is not the case. The fact that the artefacts caused by the
SVD technique are grouped together in lines or blocks, make them visible even at
very low amplitudes. While only small portions of the image are modified, these
artefacts will become visible if the amplitude of the watermark is increased.
While the DWT also only modifies small portions of the image, as seen in Fig-
ures 4.10d and 4.11d, it is able to use higher intensities than the SVD technique while
maintaining low perceptibility. This follows from the fact that the DWT technique
selects areas of the image with high texture detail to embed the watermark, where
the eye is less sensitive to these distortions.
4.4.2 Temporal Comparison of Techniques
Video adds the temporal dimension which is not present in image watermarking.
While this added dimension provides more data in which to embed a watermark,
interframe quality and flicker are important considerations. The temporal stability
of the techniques were compared in two ways. The SSIM of each frame was firstly
computed and graphed. As a final evaluation technique, the interframe flicker was
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(d) Histogram for results from the DWT
technique.
Figure 4.10: Histograms of artefacts caused by each watermarking technique. From
these it is possible to evaluate the number of pixels that are modified by each tech-
nique, and at which intensity.
computed and graphed across complete watermarked video blocks using the flicker
evaluation technique developed in Section 4.3.
Figure 4.12 shows the SSIM score obtained across the two video sequences for
each technique. Note that the SD and DFT techniques in Figures 4.12a and 4.12b
are the most stable, with the SSIM value varying only slightly as the contents of
the frames change. The DWT technique in Figure 4.12d is slightly less stable, and
the SVD in Figure 4.12c is the most unstable with the SSIM varying as the contents
of the frames change. Instability makes it diﬃcult to ensure that all frames are
watermarked imperceptibly and it may be necessary to obtain parameters specific
to the video content in a scene. The DFT and SD techniques are advantageous in
this regard, since it is not necessary to change the parameters of the technique as
the contents of the frames change.
The interframe flicker for watermarked video sequences was calculated using the
technique developed in Section 4.3 on page 49 and the results are shown in Fig-
ure 4.13. The SD and DWT techniques are stable and show low interframe flicker.
Note that the SVD technique exhibits low flicker for the first video sequence, with
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(a) SSIM map for frame watermarked with
the SD technique.
(b) SSIM map for frame watermarked with
the DFT technique.
(c) SSIM map for frame watermarked with
the SVD technique.
(d) SSIM map for frame watermarked with
the DWT technique.
Figure 4.11: SSIM maps for frames watermarked with each watermarking technique.
All values were multiplied by 200 for visibility.
more flicker for the next, making it once again unstable and diﬃcult to obtain para-
meters suitable for watermarking a long sequence of frames. The DFT technique
also displayed a moderate amount of flicker, but is slightly more predictable than
the SVD technique.
The nature of the interframe flicker when watermarking the two video sequences
is shown in Figures 4.14 and 4.15. The first scene is Aspen_8bit.avi with moving
leaves. Note that the DFT technique in Figures 4.14c and 4.15c makes changes to
moving objects such as the leaves and scrolling text. This is why it scores higher
interframe flicker values, but embedding in moving parts of the sequence is desirable
as it is less perceptible to the human eye. It is once again seen in Figures 4.14b
and 4.15b that the SD technique is not aﬀected by the image content. The SVD
technique exhibits low flicker in Figure 4.14d and a high flicker in Figure 4.15d. The
DWT technique in Figures 4.14e and 4.15e causes only small interframe flicker and
follows the textured areas in the scene.
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Table 4.1: Summary of spatial visual artefacts produced by diﬀerent watermarking
techniques.
Technique Nature of distortion
Appearance Location
SD White noise Whole frame
DFT Medium frequency noise More intense in moving areas
and mid-frequency sections
SVD Blocks of intensity changes Localised
DWT Small, bullet-hole-like distortions Highly localised
Table 4.2: Summary of temporal and spatial stability properties of artefacts caused
by watermarking techniques.
Technique Stability Flicker
Spatial Temporal
SD High High Low
DFT Medium Medium Medium
SVD Low Low Low/High mix
DWT Medium High Low
4.5 Chapter Summary
In this chapter, existing spatial domain techniques were evaluated and found to be
insuﬃcient as visual quality metrics when comparing these watermarking implement-
ations. The SSIM was extended using pooling to improve the performance of the
SSIM when comparing these diﬀerent watermarking techniques. A novel temporal
flicker metric was also developed to easily evaluate interframe flicker in watermarked
video sequences.
Using the techniques developed, parameters were computed to achieve the same
perceived visual quality for sequences watermarked using the diﬀerent watermarking
techniques. The visual artefacts produced by each watermarking technique were then
evaluated. The results from the evaluation are summarised in Tables 4.1 and 4.2.
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(a) SSIM values of frames watermarked with the SD technique.
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(b) SSIM values of frames watermarked with the DFT technique.
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(c) SSIM values of frames watermarked with the SVD technique.
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(d) SSIM values of frames watermarked with the DWT technique.
Figure 4.12: SSIM values computed across complete watermarked video block for
each technique in order to compare temporal stability of the techniques.
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 4. VISUAL EVALUATION OF WATERMARKING TECHNIQUES 62
0 100 200 300 400 500 600 700 800 900
0
100
200
300
Frame Transition Number
Fl
ic
ke
r
SD
(a) Interframe flicker values between frames watermarked with the SD technique.
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(b) Interframe flicker values between frames watermarked with the DFT technique.
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(c) Interframe flicker values between frames watermarked with the SVD technique.
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(d) Interframe flicker values between frames watermarked with the DWT technique.
Figure 4.13: Interframe flicker values for frames watermarked to obtain an SSIM
value of 0.999 in each case.
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(a) Original consecutive frames
(b) Two consecutive frames watermarked
with the SD technique
(c) Two consecutive frames watermarked with
the DFT technique
(d) Two consecutive frames watermarked
with the SVD technique
(e) Two consecutive frames watermarked with
the DWT technique
Figure 4.14: Nature of the interframe flicker when watermarking the video sequence
Aspen_8bit.avi.
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(a) Original consecutive frames
(b) Two consecutive frames watermarked
with the SD technique
(c) Two consecutive frames watermarked with
the DFT technique
(d) Two consecutive frames watermarked
with the SVD technique
(e) Two consecutive frames watermarked with
the DWT technique
Figure 4.15: Nature of the interframe flicker when watermarking the video sequence
WestwindEasy_8bit.avi.
Stellenbosch University http://scholar.sun.ac.za
Chapter 5
Performance Evaluation of
Techniques
The performance of the implemented watermarking techniques are now evaluated.
Performance parameters evaluated include computational complexity, robustness
against normal signal transformations as well as robustness against intentional at-
tacks. Before discussing the results obtained from the evaluation, the configuration
of the testing procedure used is briefly outlined.
5.1 Testing Procedure and Configuration
5.1.1 Choice of Attacks
A number of common signal manipulations were chosen against which to evaluate
the selected watermarking techniques. These were chosen to represent common basic
attacks and signal manipulations experienced in the media distribution chain. Most
of these attacks were discussed in Section 2.1.5 on page 12 and include rotation,
denoising and cropping of the video frames, while common signal manipulations
include quantisation and resizing. For further reading, refer to [12] and [146] for
overviews of common methods to aﬀect the successful extraction of watermarks.
5.1.2 Test Configuration
The evaluation system and the respective watermarking techniques were implemen-
ted in Mathworks MATLAB R2011a on the hardware defined in Table A.3 on
page 137. Test sequences used were retrieved from the Xiph.org Test Media Re-
pository [147]. Sequences used were Apen_8bit.avi and WestwindEasy_8bit.avi.
Each sequence was 19 seconds in length with a frame rate of 30 frames per second,
65
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(a) Frame 61 of Aspen_8bit.avi.
(b) Frame 61 of WestwindEasy_8bit.avi.
Figure 5.1: Example unwatermarked video frames from the two test sequences that
were used for performance evaluation of watermarking techniques.
resulting in 570 frames per sequence. Each had a resolution of 1920⇥1080 pixels
with 8-bit 4:2:2 chroma sub-sampling.
As per the instructions provided by [147], the first and final two seconds of each
sequence were discarded resulting in 510 frames per sequence to be used for test-
ing. Frames 61 to 509 of each sequence were grouped into video blocks of 16 frames
each and converted to the YCbCr colour space. Eighty information bits were then
embedded into the luminance (Y) component of each video block using the water-
marking parameters in Table A.4 on page 137. This resulted in five bits eﬀectively
being embedded per frame of the video block. Unwatermarked video frames from
Aspen_8bit.avi and WestwindEasy_8bit.avi are shown in Figures 5.1a and 5.1b
respectively. Compressed versions of these video files can be viewed at [114] for
evaluation purposes.
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5.1.3 Bit Error Rate
Various attacks were applied to each watermarked video block, the watermark extrac-
ted and the bit error rate calculated. The bit error rate of the extracted watermark
was calculated in each case as
BER =
Number of bits incorrectly extracted
Number of bits extracted
. (5.1)
Since reversal of bit polarity is trivial to detect, the BER was adjusted with
BER =
8<:BER if BER  0.51  BER if BER > 0.5 . (5.2)
The resulting BER was recorded for each attack with varying parameters.
5.2 Computational Complexity Evaluation
The importance of the computational complexity of a watermarking technique varies
between applications, but in general, techniques with low computational complex-
ities are desirable [3]. The computational complexity of the diﬀerent watermarking
techniques were estimated by measuring the elapsed time for the embedding and
extraction stage of each technique. The time required to execute each mathematical
transform required by the diﬀerent techniques were also evaluated. By comparing
the execution times of the watermarking techniques to those of only the mathemat-
ical transforms required by each technique, it is possible to see whether more time is
spent performing the transform or whether it is spent performing other operations
in the watermarking technique implementation. Although the current implementa-
tions may not be optimally eﬃcient, it does provide an approximate indication of
computational complexity.
Method
To compare the execution speed of diﬀerent software implementations, it is recom-
mended to use the Matlab stopwatch timer functions, tic and toc [148]. These were
used to measure the elapsed time to execute the watermarking implementations, us-
ing the hardware configuration shown in Table A.3 on page 137. No background
tasks were run by the user during the tests.
The necessary video frames were already loaded into memory and converted to
the YCbCr colour space before the timer was started. Each embedding and extraction
function was called and only the time to execute the function was taken into account.
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To evaluate the computational complexities of the mathematical transforms re-
quired by the techniques, only the transforms were applied to video frames and the
execution time noted in each case.
As an example, the DFT embedding and extraction functions were used to embed
and extract a watermark from a video block containing 16 video frames and the
execution time noted. To evaluate the computational complexity of only the DFT
itself, a DFT was applied to 16 video frames and the execution time was noted in
each case. Each evaluation was run fifteen times, after which the mean value was
calculated for each technique.
Results
The computational complexities of the embedding and extraction phases of each
technique are shown in Figure 5.2. Figure 5.3 illustrates the time required to apply
only the mathematical transforms required by each technique on the block of video
frames, without any further operations.
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Figure 5.2: Comparison of the time required to watermark 16 video frames with 80
bits of information, using diﬀerent techniques.
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Figure 5.3: Comparison of the time required to apply only the mathematical trans-
forms required by each watermarking technique on a block of 16 video frames,
without any further operations.
Discussion
It is seen that the implementation of the SVD watermarking technique is computa-
tionally relatively complex, while the DFT technique is relatively eﬃcient. The SD
technique, which requires no transform, is the most eﬃcient.
Comparing Figures 5.2 and 5.3, it is noted that the DFT as a transform alone
is eﬃcient, but the DFT watermarking technique requires other operations which
slightly reduces the computational eﬃciency of the watermarking technique. The
same is found in the case of the SD technique. While the SD watermarking technique
does not require mathematical transforms, such as an SVD or DFT, other operations
required by the technique add to the computational complexity and execution time
of the watermarking technique. In the case of the SVD watermarking technique, note
that the majority of the execution time is devoted to performing the SVD itself.
For real-time applications, even though a more eﬃcient DFT technique may
be suitable for real-time processing, a minimum latency of 16 frames will still be
required, as this technique requires a complete block of video frames to embed the
watermark. The other techniques are able to embed the watermark systematically,
using one frame at a time to obtain a watermarked video block.
5.3 Spatial Desynchronisation Evaluation
Desynchronisation occurs when the spatial or temporal coordinates of an embedded
watermark are changed. When this occurs, the watermark detector may not be able
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to successfully detect or extract a watermark, even when one is present [149].
Desynchronisation is not only caused by malicious attacks, but can also occur due
to common signal processing during broadcasting or recording by end-user devices.
Video frames may also contain borders that do not contain valid picture content,
which may get discarded by end-user or transmission systems [127]. Borders may also
be lost or added due to conversion of the video for display on systems with diﬀerent
aspect ratio displays [150]. For these reasons it is important for a watermarking
technique to be robust against spatial desynchronisation.
5.3.1 Spatial Shifting of Video Frames
Spatial shift of an image can be caused by intentional attacks, or devices such as
analog video recorders which cause small shifts in a few pixels of a video frame [146].
In these cases, the watermark extractor may be unable to successfully synchronise
with the watermark and be unable to successfully extract the information bits.
Method
To evaluate spatial desynchronisation robustness, the contents of each video frame
were first shifted in the positive x-and y-directions, respectively. This resulted in the
contents moving to the right or downwards in the video frame. The watermark was
then extracted and the BER calculated in each case. The image was then shifted in
both the x and y direction simultaneously, resulting in a diagonal shift of the image
in the video frame. The watermark was again extracted and the BER calculated in
each case. Blank pixels were replaced with black pixels in all cases.
Results
The results of shifting video frames in the positive x and y directions are shown in
Figures 5.4 and 5.5 respectively. Each shows an example video frame and a graph
indicating the resulting BER for varying amounts of shift. The result of the 60 pixel
simultaneous x and y shift is shown in Figure 5.6. Each video frame was shifted by
a maximum amount of 60 pixels in each case.
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X Shift:
(a) An example of a video frame shifted by 60 pixels in the positive x
direction.
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(b) Bit Error Rates of extracted information bits by each watermarking technique for
varying amounts of pixel shift in the positive x direction.
Figure 5.4: Results of video frames shifted in the positive x direction.
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Y Shift:
(a) An example of a video frame shifted by 60 pixels in the positive y
direction.
0 10 20 30 40 50 60
0
0.1
0.2
0.3
0.4
0.5
Shift (Pixels)
B
it
E
rr
or
R
at
e
SD DFT SV D DWT
(b) Bit Error Rates of extracted information bits by each watermarking technique for
varying amounts of pixel shift in the positive y direction.
Figure 5.5: Results of video frames shifted in the positive y direction.
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XY Shift
(a) An example of a video frame shifted by 60 pixels in the positive x and
y direction simultaneously.
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(b) Bit Error Rates of extracted information bits by each watermarking technique for
varying amounts of pixel shift in the positive x and y directions simultaneously.
Figure 5.6: Results of video frames shifted in the positive x and y directions simul-
taneously.
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Discussion
Spatial shifts pose a challenge for the SD and DWT techniques. Correlation-based
techniques such as the SD technique are particularly susceptible to desynchronisa-
tion because they require near-perfect synchronisation with the watermark signal
[151]. The DWT technique also fails, because, although the pseudo-random number
generator F generates the same DWT coeﬃcient numbers as during the embedding
stage, these coeﬃcients now contain diﬀerent, possibly unwatermarked, image data.
If the coeﬃcient selected contains a high amount of texture detail, this coeﬃcient
will still be used for extraction of a watermark bit.
The SVD technique is moderately robust against desynchronisation. This is
because the singular values used in the SVD technique each represent rank approxi-
mations of the image. Because the watermark is embedded in the first few approx-
imations of the video frame, the spatial shift does not aﬀect these approximations
severely. Note that, by embedding data in the smaller singular values, the technique
will become more susceptible to spatial shift and other changes in detail.
In contrast to the other techniques, the DFT technique is unaﬀected by spatial
shifts. This can be attributed to the fact that a shift in the spatial domain translates
into a phase shift in the frequency domain of the DFT. The watermark is embedded
only in the magnitude of the frequency components, which allows the DFT technique
to be robust against a spatial shift.
This evaluation also revealed that a spatial shift in the y-direction is almost
identically as eﬀective as an attack where pixels are shifted in the x-and y-directions
simultaneously.
5.3.2 Rotation
Spatial desynchronisation can also be caused by rotation. Small amounts of rota-
tion may not aﬀect the perceived quality of the video content, but may disable the
watermark extraction techniques.
Method
Varying amounts of rotation were applied to each video frame watermarked by each
technique, the watermark extracted and the BER of the extracted information bits
calculated. Each video frame was rotated around the center of the video frame, oth-
erwise known as on-axis rotation. Oﬀ-axis rotation can also occur, where the content
is not rotated around the center of the frame. While the implemented watermarking
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techniques do not claim to be robust against rotation, it is important to evaluate
both on-and-oﬀ-axis rotation robustness. Oﬀ-axis rotation was informally evaluated
and was found to yield similar results to on-axis rotation. Since the results are sim-
ilar, and these watermarking techniques do not claim to be robust against any form
of rotation, only on-axis rotation was evaluated in-depth.
Two types of on-axis rotation were evaluated, namely cropped rotation and loose
rotation. In the case of cropped rotation the video frame was rotated, after which
the resulting images were cropped to fit within the original size of the video frames.
In the case of loose rotation the image was rotated and the resulting image resized
to fit within the dimensions of the original video frames. No parts of the image were
discarded as was done for cropped rotation.
Results
Figures 5.7 and 5.8 show the results of cropped and loose rotation respectively. An
example video frame is shown and the BER of the extracted information bits are
graphed for varying amounts of rotation.
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Cropped Rotation
(a) Example of a video frame rotated by 0.7 degrees using cropped rota-
tion.
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(b) Bit error rates of extracted watermark information bits for small rotations of the video frames
using cropped rotation.
Figure 5.7: Resulting BER of the watermark extracted by each technique after per-
forming a cropped rotation as an attack.
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Loose Rotation
(a) Example of a video frame rotated by 0.7 degrees using loose rotation.
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(b) Bit error rates of extracted watermark information bits for small rotations of the
video frames using loose rotation.
Figure 5.8: Resulting BER of the watermark extracted by each technique after per-
forming a loose rotation as an attack.
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Discussion
All the watermarking techniques evaluated were found to be susceptible to desyn-
chronisation caused by rotation. As discussed in Section 2.1.5, a successful attack
prevents successful watermark extraction while not aﬀecting the perceived quality
of the watermarked content. Rotation is a good example of such a case, where the
angle of rotation is small enough to not be noticeable by the viewer, but prevents the
watermark message from being successfully extracted. Both cropped and loose rota-
tion were eﬀective at preventing successful extraction of the watermark information
bits, with loose rotation being slightly more eﬀective. Although the loose rotation
approach may be more eﬀective as an attack, it may be argued that a loose rota-
tion is more noticeable by the viewer, whereas cropped rotation with small angles of
rotation are not as noticeable.
This test determined that rotation is an eﬀective attack against these watermark-
ing techniques. In both cases, it is unclear why the response of the SD and DFT
techniques are not monotonic.
5.3.3 Left-Right and Upside-Down Flipping of Video Frames
Intentional desynchronisation can also be achieved by flipping the video frames
around a horizontal or vertical axis. A flip around the vertical axis causes loss
of synchronisation, while it may not be of high importance to the viewer.
Method
Each frame in the video block was flipped around a vertical and horizontal axis,
after which the watermark information bits were extracted and the BER calculated
in each case.
Results
Figures 5.9a and 5.9b show examples of video frames flipped around a vertical and
horizontal axis respectively. Table 5.1 indicates whether the technique was able to
successfully extract the watermark information bits.
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(a) Example of a video frame flipped around a vertical axis.
(b) Example of a video frame flipped around a horizontal axis.
Figure 5.9: Examples of video frames flipped around a vertical and horizontal axis.
Table 5.1: Comparison of BER of information bits extracted by each watermarking
technique after watermarked video frames were flipped around horizontal and vertical
axes. A BER of 0 was seen as successful extraction, while a higher BER was seen as
unsuccessful. In all cases, the BER after flipping was either 0 or close to 0.5.
Technique Flip around vertical axis Flip around horizontal axis
SD 7 7
DFT 7 7
SVD 3 3
DWT 7 7
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Discussion
The results of this test indicate that flipping an image around a vertical or horizontal
axis prevents successful watermark extraction for all techniques except the SVD
technique. In all cases the BER of extracted information bits were either 0 or close
to 0.5. Flipping an image around a vertical axis may be an easy and eﬀective attack
without aﬀecting the perceived quality of the content. This may prove more eﬀective
against automated systems, as a human should be able to identify the flipping and
correct it before watermark extraction.
From this test it can be concluded that flipping all video frames around a vertical
axis can be an eﬀective attack against automated watermark extraction techniques
that are not based on the SVD.
5.4 Temporal Desynchronisation Evaluation
Since only a small number of bits can be embedded in a single video frame while
maintaining robustness, it may be necessary to embed the watermark over a block of
successive video frames. If this is done, it is important that the watermark extractor
can synchronise itself with the video frames. If frame rate conversions are applied
to watermarked video content, frame blending may also occur which may aﬀect
watermark extraction performance.
5.4.1 Temporal Shift
Method
To evaluate temporal shift robustness, frames in each video block were shifted in the
positive z-direction and wrapped around to the front of the block, as presented in
Figure 5.10a.
Results
The results of a temporal shift are shown in Figure 5.10. An example of the shifting
method is shown and the BER of extracted watermark information bits are graphed
for varying amounts of shift.
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(a) Example of temporally shifting video frames by one frame.
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(b) Bit error rates of extracted watermark information bits for varying amounts of tem-
poral shift.
Figure 5.10: Results of temporal shifts applied to a block of video frames. An exam-
ple of the shifting method is shown and the BER of extracted watermark information
bits are graphed for varying amounts of shift.
Discussion
The SD, SVD and DWT techniques require frame-accurate synchronisation in order
to successfully extract the watermark. However, in the case of the DFT technique,
a shift in the temporal domain causes a linear shift in the frequency domain [93]. If
we assume that the same watermark will be embedded in each block of frames, the
watermark in W can be seen as a periodic function with the image content seen as
noise. A loss of temporal synchronisation in the temporal domain can be seen as a
spatial shift, similar to what was observed in Section 5.3.1. This shift will only cause
a phase shift in the Fourier coeﬃcients, against which the DFT technique is robust.
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Note that although a circular shift was used in this evaluation, if the same water-
mark is embedded in each video block in a video, the DFT technique is also robust
against a linear shift of frames [93].
It follows that the DFT technique is robust against temporal desynchronisation,
while all the other techniques require frame-accurate synchronisation.
5.4.2 Frame Blending
Frame blending can be the result of an intentional attack, or it can occur when frame
rate conversions were applied to the watermarked video content. If the video contents
are fairly stationary, frame blending can aﬀect the non-stationary watermark while
aﬀecting the stationary video content to a lesser extent.
Method
A temporal averaging filter with a varying length was applied on each frame in a
video block. This filter calculated the average of a specified number of frames in the
temporal dimension in each case. The video block to be evaluated was periodically
repeated to create a suﬃcient number of frames for the averaging operation. The
watermark information bits were extracted and the BER calculated in each case.
Results
Figure 5.11a shows the result of a temporal averaging filter with a length of 16 frames
applied. Figure 5.11b shows the BER of extracted watermark information bits after
frame averaging was applied to watermarked video blocks.
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(a) Example of a video frame from a video block with a temporal averaging
filter with a length of 16 frames applied.
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(b) Bit error rates of extracted watermark information bits after a temporal averaging
filter with varying lengths applied to watermarked video blocks.
Figure 5.11: Results of applying a temporal averaging filter with varying lengths to
watermarked video blocks.
Discussion
Since the watermark is spread across multiple frames in a watermarked video block,
frame blending prevents successful extraction of watermarks in the non-correlation
based SVD and DWT techniques. If the complete watermark was embedded in
each frame of the video, instead of spreading 80 bits over 16 frames, the techniques
would possibly be more robust against frame averaging operations. The SD and
DFT techniques are correlation based and are not aﬀected by reasonable amounts of
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frame blending.
It follows that the SVD and DFT technique may be aﬀected by frame rate con-
versions, which may apply frame blending. As an intentional attack, frame blending
even with a small temporal window size can defeat the SVD and DWT techniques.
If the watermarked content does not contain a high amount of movement, this can
be an eﬀective attack.
5.5 Spatial Filtering
If a watermark embedded in a video block is seen as noise, simple denoising methods
may be able to remove watermarks without aﬀecting image quality.
5.5.1 Averaging Filter
A simple form of spatial noise reduction is a spatial averaging operation, but may
also cause a loss of detail in the content [152]. This attack may be eﬀective at
removing the embedded watermark without aﬀecting the perceived visual quality of
the watermarked content if the windows size of the filter is kept suﬃciently small.
Method
A spatial averaging filter with a square window of varying size was applied to each
video frame in the video block. The kernel used for the averaging operation is a
square kernel with a size of n ⇥ n pixels. A weight of 1/(n ⇥ n) is applied to each
pixel inside the kernel when performing the averaging operation. After the averaging
operation was applied, the watermark information bits were extracted and the BER
calculated for each case.
Results
Figure 5.12a shows an example of a video frame with a spatial averaging filter with
a window size of 25 ⇥ 25 pixels applied. Figure 5.12b shows the BER of extracted
watermark information bits after the spatial averaging filter was applied to water-
marked video blocks.
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(a) Example of a video frame after an averaging filter with a window size
of 25⇥ 25 pixels was applied.
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(b) Bit error rates of extracted watermark information bits after applying a spatial
averaging filter with varying window sizes.
Figure 5.12: Results of applying a spatial averaging filter applied to a block of
watermarked video frames.
Discussion
The investigation revealed that the SD and DWT techniques are defeated by applying
an averaging filter with a relatively small window size. The weakness of the DWT
technique is that it relies on detail in the image to correctly detect the coeﬃcients
to extract the watermark from. The averaging filter removes this detail, causing the
technique to fail. The SVD technique is only aﬀected once the filter is large enough
to aﬀect the rank approximation that the chosen singular values represent. Since the
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DFT technique embeds information only in mid-frequency bands, it is unaﬀected for
reasonable filter window sizes.
Simple spatial filtering can be used to defeat the SVD, DWT and SS techniques,
but may result in a loss of detail in the original content.
5.5.2 Adaptive Wiener Denoise
Adaptive Wiener denoising is a filtering method that attempts to remove noise in an
image without any prior knowledge about the noise [12]. This more advanced noise
reduction technique may be more eﬀective than an averaging filter at removing the
watermark while maintaining a relatively high visual quality for the watermarked
content.
Method
A two-dimensional adaptive noise-removal filtering was applied to each watermarked
video frame. The pixel-wise adaptive Wiener denoise function wiener2 in Matlab
was used with a varying window size. As described at by [153] and [154, page 548],
the wiener2 function is applied pixel-wise and estimates the local mean and variance
around each pixel and then creates a pixel-wise Wiener filter using these values.
After the adaptive Wiener denoise operation was performed, the watermark in-
formation bits were extracted and the BER calculated in each case.
Results
Figure 5.13a shows an example of a video frame with a two-dimensional adaptive
Wiener denoising filter with a windows size of 25 ⇥ 25 pixels applied. Figure 5.13b
shows the BER of extracted watermarks after Wiener denoising was applied to wa-
termarked video blocks. The SD technique is relatively robust against this form of
denoising, as not all components of the embedded signal is removed.
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(a) Video frame after a two-dimensional Wiener denoising filter with a
window size of 25⇥ 25 pixels was applied.
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(b) Bit error rates of extracted watermark information bits after an adaptive Wiener
denoising filter was applied to the watermarked video blocks.
Figure 5.13: Results of applying an adaptive Wiener denoising filter to watermarked
video blocks.
Discussion
It is noted that the SVD and DWT techniques are aﬀected by Wiener denoising,
with the DWT technique being the most sensitive. This is because the denoising
operation potentially changes the texture information contained in an image, causing
the technique to fail. As the window size of the Wiener denoising filter increases,
it becomes a smoothing filter, aﬀecting the SVD technique. The SD and DFT
techniques are unaﬀected for reasonable window sizes. It should be noted that a
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25⇥25 pixel window size required to defeat the SVD technique results in considerable
loss of detail in the image.
5.6 Cropping and Resizing Evaluation
5.6.1 Cropping
Cropping can be applied to video frames as a form of attack, or by other common
video processing operations. In the case of an attack, the central parts of the video
frames are often of greatest importance [11], enabling an attacker to crop the image
without aﬀecting the perceived quality of the watermarked content significantly.
Method
To simulate cropping, the edges of each video frame were filled with black pixels,
forming borders with no content around the center part of the image.
Results
Figure 5.14a shows an example of a video frame cropped to remove 500 pixels from
each edge of the image. Figure 5.14b shows the BER of extracted watermark infor-
mation bits after frame cropping was applied to watermarked video blocks.
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 5. PERFORMANCE EVALUATION OF TECHNIQUES 89
(a) Example of a video frame cropped to obtain a border of 500 pixels
from the edge of each video frame.
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(b) Bit error rates of extracted watermark information bits after frame cropping was
applied to watermarked video blocks.
Figure 5.14: Results of applying frame cropping to watermarked video blocks.
Discussion
Frame cropping aﬀects the SVD and DWT techniques to a large extent. The cropping
aﬀects the rank approximations used by the SVD technique, resulting in incorrect
extraction of the watermark. The DWT technique fails because the incorrect coeﬃ-
cients are selected for extraction. Note that the performance of the spread spectrum
technique deteriorates in stages. Recall from Section 3.2.1 on page 27 that each bit
of the watermark message occupies a horizontal band of the video frame. As these
bands are sequentially removed, the information of each embedded bit is lost. The
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DFT technique performs well, as the information is embedded in all spatial regions
of the image. It only starts deteriorating once enough of the frame has been stripped
away in order to cause the correlation receiver to fail.
From these results it can be concluded that cropping is an eﬀective attack against
the SVD and DFT techniques, while the SD and DFT techniques require an unrea-
sonable amount of cropping for the watermark to be incorrectly extracted.
5.6.2 Resizing
Resizing is a common signal manipulation that can occur as media is converted for
display on diﬀerent devices, or as an intentional attack.
Method
The video frames were resized to the values shown in Table 5.2b. In order to extract
the watermark, the original frame size was obtained in two diﬀerent ways. The resized
video frames were initially resized again to obtain the original video frame size, the
watermark extracted and the BER calculated. This process can be summarised as
downsampling of the video frames followed by upsampling. As a second test, the
resized video frames were padded with black borders to obtain the original video
frame size before watermark extraction. The watermarks were then extracted from
the padded video frames and the BER calculated in each case. Bicubic resizing was
used in all resizing operations.
Results
Figure 5.15 on the next page shows an example of a video frame resized to a size
of 320 ⇥ 200 pixels and padded with black to obtain the original image size. Table
5.2a shows the BER of extracted watermarks after frame resizing was applied and
the video frame was resized to the original dimensions before watermark extraction.
Table 5.2b on page 92 shows the BER of extracted watermarks when the resized
video frames were padded with black to obtain the original video frame size before
watermark extraction.
Discussion
It is observed that when the content was resized to a smaller version and again
resized to the original size, the watermark could be extracted for most reasonable
image sizes. However, when the image was resized and padded to the original size,
loss of synchronization occurred and the watermark could not be extracted. In the
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 5. PERFORMANCE EVALUATION OF TECHNIQUES 91
Figure 5.15: Video frame resized to 320⇥ 200 pixels and padded with black borders
to obtain the original image size.
case of resizing followed by padding, the relatively high BER is caused in each case by
a loss of synchronization rather than the content in the image being removed. Note
that downsampling followed by upsampling is similar to the averaging operation
discussed in Section 5.5.1.
It follows that for these watermarking techniques, resizing is eﬀective at causing
loss of synchronisation and causing watermark extraction to fail rather than remov-
ing the watermark. If synchronisation can be re-established, it may be possible to
successfully extract the watermark in most of these cases.
5.7 Changes in Pixel Intensity Values
5.7.1 Addition of Random Noise
Method
Uniformly distributed pseudo-random noise was added to the watermarked video
frames, the watermark information bits extracted and the BER calculated in each
case. The pseudo-random noise was generated with a maximum amplitude A with
an oﬀset of A/2. This was then added to the watermarked video block, after which
any values smaller than 0 or larger than 1 were clipped to be in the valid intensity
range for double-precision images in Matlab.
Results
Figure 5.16a shows an example of a video frame with added noise with a maximum
amplitude of 1. Figure 5.16b shows the BER of extracted watermarks after noise
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Table 5.2: Bit error rates of extracted watermark information bits for video frames
resized to various sizes.
(a) Bit error rates of extracted watermarks for video frame
resized to various sizes. Video frames were resized to the
original frame size for watermark extraction.
Size SD DFT SVD DWT
1280⇥ 720 0.0000 0.0000 0.0000 0.0000
800⇥ 800 0.0000 0.0000 0.0250 0.0083
1024⇥ 768 0.0000 0.0000 0.0000 0.0000
640⇥ 480 0.0000 0.0000 0.0875 0.0083
500⇥ 500 0.0000 0.0000 0.2083 0.0167
320⇥ 240 0.0167 0.4125 0.3083 0.1375
200⇥ 320 0.0417 0.3917 0.2833 0.1333
100⇥ 100 0.3792 0.4292 0.4458 0.4583
50⇥ 50 0.4708 0.4375 0.4750 0.4625
(b) Bit error rates of extracted watermarks for video frame
resized to various sizes. Video frames were padded with
black borders to obtain the original frame size for watermark
extraction.
Size SD DFT SVD DWT
1280⇥ 720 0.4417 0.4625 0.0000 0.4667
800⇥ 800 0.4375 0.4667 0.0042 0.4708
1024⇥ 768 0.4667 0.4833 0.0000 0.4583
640⇥ 480 0.4750 0.4250 0.0417 0.4292
500⇥ 500 0.4708 0.4583 0.1083 0.4542
320⇥ 240 0.4625 0.4667 0.2292 0.4792
200⇥ 320 0.4333 0.4667 0.2375 0.4542
100⇥ 100 0.4667 0.4542 0.4333 0.4708
50⇥ 50 0.4833 0.4375 0.4583 0.4708
was added to watermarked video blocks. Note that the intensity values of double-
precision images in Matlab are in the range [0, 1] .
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(a) Example of a video frame with noise added with a maximum amplitude
of 1.
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(b) Bit error rates of extracted watermark information bits after pseudo-random noise
was added.
Figure 5.16: Results of the adding pseudo-random noise to watermarked frames.
Discussion
The SD technique performs well, since it uses a correlation detector, which is robust
against the addition of random noise that is uncorrelated to the watermark [146].
The DWT is severely aﬀected, since the addition of noise aﬀects the coeﬃcient
selection process. Recall that for the DWT technique, a coeﬃcient is randomly
selected and E calculated using (3.20) in Section 3.5.2 on page 37. If the coeﬃcient
did not contain detail, E was smaller than a threshold T and the coeﬃcient was not
selected for embedding. The addition of noise causes coeﬃcients to contain detail
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at the extraction stage that was not present at the embedding stage. It follows that
coeﬃcients are selected for extraction, although no watermark was embedded in that
specific coeﬃcient.
5.7.2 Quantisation
Method
The watermarked video blocks were quantised in each case to contain a varying
number of intensity levels. The watermark information bits were then extracted
from the quantised video frames and the BER calculated in each case.
Results
Figure 5.17a shows an example of a video frame quantised to contain 20 intensity
levels. Figure 5.17b shows the BER of extracted watermarks after the quantisation
process was applied to watermarked video blocks.
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(a) Example of a video frame quantised to contain 20 intensity levels.
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(b) Bit error rates of extracted watermark information bits after quantisation was applied
to watermarked video blocks.
Figure 5.17: Results of applying a quantisation operation to watermarked frames.
Discussion
Because the SVD technique causes small intensity changes to the video frames during
the watermarking process, these changes can get discarded as the number of quan-
tisation levels decrease. This causes the watermark extraction to fail. The same
occurs in the case of the DWT technique, which also fails. Because the SD and DFT
techniques distribute the changes over a larger range of pixel intensities, these are
largely unaﬀected by quantisation.
It can be concluded that quantisation is not a serious threat to the SD, DFT and
DWT techniques as an unreasonably low number of quantisation levels are required
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to prevent successful watermark extraction. The SVD technique is aﬀected to a larger
extent, but it should still be possible to retrieve all the watermark bits through the
use of error coding.
5.7.3 Pixel Intensity Changes
Modifying the pixel intensities of the watermarked luminance video frames trans-
lates to a change in brightness of the video content. Slight changes may prevent
successful watermark extraction without reducing the perceived visual quality of the
watermarked content.
Method
The pixel intensity of each video frame was changed by adding or subtracting a
value from each pixel in the video frame. This value was varied from  1 to +1 and
any values smaller than 0 or larger than 1 were clipped to be in the valid intensity
range for double-precision images in Matlab. The watermark was extracted from
each video block and the BER calculated in each case.
Results
Figure 5.18a shows an example of a video frame with the brightness of each pixel
increased by a value of 0.5. Figure 5.18b shows the BER of extracted watermarks
after the brightness process was applied to the watermarked video blocks.
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(a) Example of a video frame with the brightness of each pixel increased
by 0.5.
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(b) Bit error rates of extracted watermark information bits after the intensities of all video
pixels were modified.
Figure 5.18: Results of changing the intensity values of watermarked frames.
Discussion
The SD and DFT techniques are largely unaﬀected by changes in the amplitude of the
luminance frames. The DWT was aﬀected, but it can be argued that an unreasonably
large change in intensity value is required in order to defeat the watermark. The
SVD technique was the most susceptible to changes in brightness of the video frames.
It follows that changes in brightness can be used to defeat the SVD and DWT
watermarking techniques, but the change in brightness may be perceivable by the
viewer.
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5.8 Compression
Method
Video sequences were watermarked and saved as 8-bit uncompressed .avi video files,
with colour information stored in the BGR24 format in these videos. This resulted in
8 bits allocated to each blue, green and red colour component in the video. The video
files were then compressed using H.264 compression at various bit rates, after which
the watermark message was extracted from each video and the BER calculated in
each case. The video sequences were compressed using an open-source compression
utility, Handbrake [155] version 0.9.5, with the parameters specified in Table A.5 on
page 137. An overview of the H.264 compression process is provided in [156].
Results:
Figure 5.19a shows the result of H.264 compression at 0.5 MBit/s. Blocking artefacts
are observed and motion is not smooth when the video is viewed. Figure 5.19b shows
the BER of extracted watermark information bits after compression was applied to
video sequences at diﬀerent bit rates.
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(a) Example of a video frame compressed using H.264 compression at a bit
rate of 0.5 Mbit/s. Blocking artefacts are seen and motion is not smooth
when the video is viewed.
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(b) Bit error rates of extracted watermark information bits after H.264 compression was
applied at various bit rates.
Figure 5.19: Results of H.264 compression applied to watermarked video sequences.
Discussion
When writing a watermarked sequence to an uncompressed video file, the video
frames are firstly converted to the RGB colour space and quantised to 8 bits per
colour channel. As was reported in Section 5.7.2, the SVD technique is sensitive
to quantisation and the watermark message is incorrectly extracted after the colour
space conversion and quantisation. The SD, DFT and DWT techniques are not
aﬀected at this stage.
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Compression is then applied, which discards statistically and perceptually redun-
dant information from the video file [157] in combination with other techniques to
reduce the files size. After compression, the DWT technique is unable to successfully
extract the watermark message from a video file encoded at a bit rate 25Mbit/s. Be-
cause the DFT technique embeds the watermark message in perceptually relevant
frequency bands of the video file, it is more resistant to this eﬀect of compression.
The SD and DFT are relatively robust against compression. The SD technique
performs slightly better than the DFT technique against compression, as it embeds
the watermark into all frequency bands of the original content. In this case, when
high and low frequency components are removed, enough of the watermark signal
remains to extract the watermark. By adjusting the spatial and temporal frequency
bands in which the DFT technique embeds the watermark, it may be possible to
achieve higher robustness against compression.
The SD and DFT techniques fail to successfully extract the watermark message
at compressed video bit rates of below 0.5Mb/s, but it should be noted that the
video quality is considerably reduced at this bit rate, which may render this a less
desirable form of attack.
5.9 Cascadability Evaluation
Cascadability refers to the ability of the watermark technique to embed and detect
multiple watermark messages embedded in the same video block. It may be necessary
to embed more than one watermark at diﬀerent parts of the video processing chain,
or attackers may embed additional watermarks into the video block in an attempt
to disable the original watermark. For these reasons the watermarking techniques
should be able to extract watermarks successfully after multiple watermarks were
embedded into the same video block [59].
Method
Four watermarked video blocks were created, each using one of the implemented
watermarking techniques. Additional watermark messages were then successively
embedded into these watermarked video blocks, each time using the same technique
that was used to create the original watermarked video block. After each embed-
ding stage, it was attempted to extract the original watermark message from the
video block containing multiple watermarks. The BER of the extracted watermark
information bits was then calculated for each case.
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Results
The results of successively embedding watermark messages using the same water-
marking technique into video blocks are displayed in Table 5.3. A 3 indicates that
the technique is cascadable, while a 7 shows that the technique is not.
Table 5.3: Comparison of the ability of watermarking techniques to extract a wa-
termark when multiple watermarks of the same type are present in a watermarked
video block. A 3 indicates that the technique is cascadable, while a 7 shows that
the technique is not.
Technique Cascadability Comment
SD 3 Multiple watermarks can be embedded and extracted.
DFT 3 Multiple watermarks can be embedded and extracted.
SVD 7 Last embedded watermark embedded can be extracted.
DWT 7 Last embedded watermark embedded can be extracted.
Discussion
The SS and DFT techniques are cascadable in their current form. Multiple water-
marks can successfully be embedded and extracted, provided that unique pseudo-
random sequences are used for each watermark message. The SVD and DWT tech-
niques are not cascadable in their current form. The SVD technique may be modified
to embed diﬀerent watermarks in diﬀerent singular values, but this will aﬀect robust-
ness and imperceptibility of the watermarks. Embedding the watermark into smaller
singular values will make the watermark more sensitive to changes in detail, while
embedding in larger singular values may cause more visible artefacts. The DWT
technique can be modified to generate diﬀerent pseudo-random coeﬃcient indices for
embedding and extraction, or diﬀerent texture thresholds can be used. However, in
some video frames there are a limited number of coeﬃcients available with suﬃcient
texture detail for embedding of the watermark and may result in the same coeﬃcients
being selected even if the pseudo-random number generator is seeded diﬀerently. It
follows that the DWT technique can be modified to be cascadable to a certain extent.
5.10 Chapter Summary
The computational complexity and robustness of each watermarking technique were
evaluated in this section. By timing the execution time of the implementations, it
was found that the SD and DFT techniques are relatively eﬃcient, while the SVD
technique requires more time to embed and extract a watermark. Comparing the
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execution times to time required to perform only the mathematical transforms by
each technique, additional insight was gained into the computational complexity of
the techniques. In the cases of the SD and DFT techniques, more time was spent
on other operations in the technique implementation than was spent applying the
mathematical transform. In the case of the DFT technique, this can be attributed
to the extensive process used to select elements in which to embed the watermark.
On the other hand, it was seen that, in the case of the SVD technique, most of the
time was spent applying the SVD.
Although these implementations can be improved to be more eﬃcient, these re-
sults point out that the mathematical transform required is not the only parameter to
consider when evaluating the potential computational complexity of a watermarking
technique. The technique may also require other operations which can be computa-
tionally complex.
The results from the robustness evaluations conducted in this section are sum-
marised in Table 5.4. It was found that numerous eﬀective techniques do not re-
move the watermark from the content, but desynchronises the watermark with the
watermark extraction process and causes the watermark message to be incorrectly
extracted. These attacks can be eﬀective in automated systems, but it may be possi-
ble through human intervention or registration techniques to detect and undo these
attacks. Such an example is rotation or flipping of the watermarked video frames,
which may be possible to detect and correct.
Through the evaluation of resizing as an attack, it was also noted that the resizing
operation causes desynchronisation rather than removing the embedded watermark.
Basic filtering attacks were evaluated, which aim to remove the watermark with-
out degrading the perceived quality of the watermarked content. While these were
relatively successful at removing the watermarks, the quality of the content was de-
graded in most cases. It may be necessary for an attacker to employ more advanced
filtering techniques in order to remove a watermark.
Overall, the DWT technique appeared to be the least robust of the techniques.
The SVD exhibited useful properties, such as immunity against flipping of frames
around a vertical or horizontal axis, but was susceptible to operations such as quan-
tisation and compression. The SD and DFT techniques performed well against most
attacks, but were susceptible to desyncronisation attacks. Although the DFT tech-
nique is immune to spatial and temporal shifts, rotation is a relatively easy and
eﬀective attack against this technique.
Through the evaluations in this chapter, it became clear that each category of
technique has distinct advantages and disadvantages. These results can assist in
selecting a watermarking technique for a specific application, as well as to identify
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areas for future research.
Table 5.4: Summary of robustness results for each watermarking technique against
various attacks. A 3 indicates that a technique was relatively robust against an
attack, while a 7 indicates that an attack was able to prevent the successful ex-
traction of the watermark message, without degrading the perceived quality of the
watermarked content considerably.
Criteria SD DFT SVD DWT
X Shift 7 3 3 7
Y Shift 7 3 3 7
XY Shift 7 3 3 7
Cropped Rotation 7 7 7 7
Loose Rotation 7 7 7 7
Flipping 7 7 3 7
Temporal Shift 7 3 7 7
Frame Blending 3 3 7 7
Spatial Averaging 7 3 7 3
Wiener denoising 3 3 3 3
Cropping 3 3 7 7
Resizing (Downsmampling & Upsampling) 3 3 3 3
Padded Resizing 7 7 7 7
Addition of Random Noise 3 3 3 7
Quantisation 3 3 7 3
Pixel Intensity Changes 3 3 3 3
Compression 3 3 7 7
Cascadability 3 3 7 7
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Recommendations for Future
Work
From the evaluations conducted in Chapters 4 and 5, it was found that the DFT
technique performed well in terms of imperceptibility as well as robustness. The tech-
nique should ideally, however, be improved in the areas of computational complexity
and robustness against rotation. Possible methods for improving the robustness and
computational eﬃciency of the DFT technique are now briefly discussed.
6.1 Existing Rotation Invariant Solutions
The DFT technique in [93] employs a method to detect and correct geometrical
transforms applied to the watermarked content before attempting to extract the
watermark. This is achieved by embedding a set of anchor points, called a template,
into the watermarked content. By later examining how these anchor points moved,
it is possible to determine and correct geometrical transforms that were applied to
the watermarked content. Examples of other techniques employing this approach to
obtain rotation invariance include [87, 93, 103] and [112].
Although these template-based watermarking techniques can provide robustness
against rotation, they become susceptible to a new form of attack. Instead of the
attacker removing the embedded watermark, an attempt can be made to prevent the
correct detection of the embedded template. This is known as a template attack and
is further discussed in [158]. It was shown in [158] that if a watermarking technique
relies on a template for successful watermark extraction, it may be possible for an
attacker to alter the template in such a way that the watermark message is incorrectly
extracted. It this case, the template becomes the weakness of the watermarking
technique rather than the watermark extraction process itself [146, 159].
104
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An alternative solution to the rotation attack is proposed in [160], where a cir-
cularly symmetric watermark is embedded in the frequency domain. This method
can be extended for use in the DFT technique implemented in this thesis, but would
require changes to the fundamental watermark embedding and extraction process
and can be susceptible to oﬀ-axis rotation.
Moment-based techniques such as [109, 110, 161–164] are also presented as a
solution against rotation attacks. However, as discussed in [165] and [166], these
techniques can be computationally complex and can also cause a loss of quality in
the watermarked content.
Rotation invariance can also be achieved through the use of the Fourier-Mellin
transform, as was done in [167]. The Fourier-Mellin transform can be implemented
by performing a Fourier transform on a log-polar mapping of an image, where the
log-polar mapping maps coordinates in the form (x, y) to the form (µ, ✓), with
x = eµ cos ✓ and y = eµ sin ✓ [168]. The technique in [167] applies a Fourier transform
to a frame to be watermarked, followed by a log-polar mapping. The magnitudes
of the frequency spectrum resulting from the Fourier transform can be used to em-
bed a shift-invariant watermark, as was seen in Section 5.3.1. After applying a
Fourier-Mellin transform to this frequency spectrum, a scale and rotation invariant
watermark can be embedded [169]. By combining the Fourier transform followed
by a Fourier-Mellin transform, a translation, scale and rotation invariant watermark
can be embedded.
The drawback of the Fourier-Mellin approach is that an inverse Fourier-Mellin
transform needs to be applied, which results in a loss of quality due to interpolation
caused by the log-polar mapping [103]. It follows that the use of a Fourier-Mellin
transform can cause loss of quality in the watermarked content and potentially be
prohibitively computationally complex.
From the discussion above it is noted that rotation invariance can be achieved,
but can add to the computational complexity of a technique as well as potentially
reduce the quality of the watermarked content. If computational complexity can
be reduced while maintaining image fidelity, it may be possible to use the Fourier-
Mellin approach in combination with the DFT technique discussed in [93] to obtain
a translation, scale and rotation invariant technique.
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6.2 Proposed Solution to Reduce Computational
Complexity while Maintaining Image Quality
In order to improve rotation robustness, it is desirable to apply a Fourier-Mellin or
similar technique to the DFT technique discussed in [93] with reduced computational
complexity, without aﬀecting the image quality. Such a solution is now proposed and
briefly discussed.
Let D (x, y, z) represent a block of unwatermarked, uncompressed video frames
with 1  x  X, 1  y  Y and 1  z  Z. Here X and Y represent the width
and height of the video frames in pixels respectively, while Z specifies the number of
frames contained in the video block D.
Most traditional approaches, such as those discussed in this thesis, tend to embed
a watermark message using the three steps outlined below.
1. A mathematical transform is applied to D in order to obtain Dˆ. In the case of
the DFT technique, this would be a frequency domain representation of D.
2. The elements of Dˆ are then modified to embed the required watermark message.
3. Finally, a suitable inverse mathematical transform is applied to Dˆ in order to
obtain W , which is the watermarked version of D.
This approach is suitable when watermarking images or lower resolution videos, as
a relatively small number of pixels are available to be used for the embedding of a
watermark. In the case of the DFT technique, a full-resolution DFT is desired, as
this results in a larger number of frequency components being available from the
limited number of pixels available, increasing the robustness of the watermark.
In the case of high-resolution videos, however, a larger number of pixels are
available to be used for watermarking. After applying a full-resolution DFT, this
translates to a higher number of frequency components available to be used for
watermarking. Not only may more components be available than what is required for
eﬃcient watermarking, but applying a DFT or other suitable mathematical transform
to a high resolution video sequence can be unnecessarily computationally complex. It
may be desirable to limit the number of elements available for watermarking, which
will translate to reduced computational complexity while maintaining acceptable
watermark robustness.
An alternative approach is proposed to enable the use of lower resolution mathe-
matical transforms without negatively aﬀecting the visual quality of the watermarked
content. Instead of relying on the mathematical transforms to maintain image fi-
delity, a lower resolution transform can be used and the watermark to be embedded
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 6. RECOMMENDATIONS FOR FUTURE WORK 107
can be calculated. The watermark that needs to be added is then transformed to the
spatial domain, after which it is added to the original content D. The watermark is
of lower resolution, while the visual quality of the content is not aﬀected.
A watermark can be embedded into D using the DFT technique through the
following steps:
1. Resize D to a smaller size to obtain D0. The size should be chosen to lower
computational complexity of the watermarking embedding, while still providing
a large enough number of elements to be used for embedding in the frequency
domain.
2. Apply a Fourier transform to D0 in order to obtain Dˆ0.
3. Embed the watermark into the magnitudes of the frequency components in Dˆ0,
as described in Section 3.3.2.
4. Apply an inverse Fourier transform to obtain a watermarked version of Dˆ0 in
the spatial domain, named Dˆ00.
5. Calculate the change caused by watermarking in the spatial domain as  D0 =
D0   Dˆ00.
6. Resize  D0 to match the dimensions of the original content D.
7. Obtain the watermarked content,W , by adding the lower resolution watermark
to the original resolution original content using W = D +  D0.
Watermark extraction is performed by resizing the watermark content to the size
that was used to calculate the lower resolution watermark, after which the watermark
message can be extracted as described in Section 3.3.2.
For evaluation purposes, a lower resolution watermark was embedded into 16
video frames each with a resolution of 1920 ⇥ 1080 pixels. The lower resolution
watermark had a frame size of 540 ⇥ 960 pixels. A watermark message of 80 bits
were embedded into 20 consecutive video blocks of 16 frames each. The time required
to watermark each block of 16 frames was logged, after which the mean value was
calculated. The extraction process was done in a similar fashion, with the results
shown in Figure 6.1.
The implementation of this technique in combination with the DFT technique
is called the Fast Discrete Fourier Transform (FDFT) technique. A comparison of
the time required for the embedding and extraction stages of the original SD and
DFT techniques compared to the FDFT technique is shown in Figure 6.1. The
FDFT technique executes considerably faster than the original DFT technique. The
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FDFT technique closely matches the SD technique on the embedding stage while
outperforming it for watermark extraction.
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Figure 6.1: Comparison of the time required for the embedding and extraction stages
of the original SD and DFT techniques compared to the Fast DFT (FDFT) technique.
It was found that the FDFT technique is considerably faster than the original DFT
technique. The FDFT closely matches the SD technique on the embedding stage
while outperforming it for watermark extraction.
6.3 Chapter Summary
Various methods to obtain rotation invariance in watermarking techniques were
briefly discussed. Two problem areas with these techniques were identified, namely
computational complexity and the possible degradation of image quality. A new
method was proposed to allow a lower resolution watermark to be embedded into a
video sequence without aﬀecting the resolution of the original content.
Using this proposed technique, it may be possible to apply solutions such as the
Fourier-Mellin approach to the DFT technique. This can result in a computationally
eﬃcient technique that is invariant to scale, rotation and translation without the
use of templates. The combination of the Fourier-Mellin approach with the FDFT
technique should be further investigated.
The FDFT technique can also be used to embed a watermark using resource con-
strained devices, or to improve the embedding speed of the original DFT technique
in general.
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Conclusion
7.1 Summary of Findings
It was hypothesised in Chapter 1 that:
By implementing and evaluating selected video watermarking techniques,
using the same source content and visual quality constraints, the distinct
characteristics of each watermarking approach can be identified. Appro-
priate conclusions can then be drawn and recommendations for future
research can be made.
By adhering to the research objectives defined, this hypothesis was proven to hold
true. After implementing and evaluating representative watermarking techniques, it
was possible to identify distinct characteristics associated with each technique. By
comparing these characteristics to the fundamental requirements and applications for
watermarking techniques, it is possible to select a potentially suitable watermarking
technique for a specific application.
Through the visual and robustness evaluations in Chapters 4 and 5, important
visual properties for video watermarking were identified. It was confirmed that an
eﬀective watermarking technique should ideally:
• be host-adaptive to ensure maximum robustness with minimum perceptibility;
and
• embed the watermark in perceptually relevant areas of videos to prevent re-
moval through attacks and compression.
109
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Further robustness evaluations revealed that:
• successful watermark extraction can eﬀectively be prevented by desynchronis-
ing the watermark extraction process with the watermark rather than having
to remove the watermark from the content; and that
• rotation is an eﬀective desynchronisation attack against all the watermarking
techniques evaluated.
7.2 Summary of Contributions
Although the DFT technique was susceptible to desynchronisation through rota-
tion, it performed well against the majority of attacks. After evaluating solutions
to improve robustness against rotation, it was proposed to extend the DFT tech-
nique through the use of a Fourier-Mellin transform in combination with a modified
method of embedding in order to reduce computational complexity without aﬀect-
ing the visual quality of the watermarked content. The FDFT technique was found
to significantly improve the computationally eﬃciency of the DFT watermarking
technique.
The existing SSIM method was also extended for eﬀective visual comparison of
watermarking techniques. In addition, a novel method to evaluate temporal flicker
caused by video watermarking was proposed. These two contributions formed a
valuable toolset to ensure fair comparison of the watermarking techniques evaluated.
7.3 Recommendations for Future Work
The DFT technique in [93] was found to perform well against most attacks, while
being relatively computationally eﬃcient. The FDFT technique was then developed
to improve the computational eﬃciency and enabling the use of lower resolution
watermarks without aﬀecting the resolution of the original content. This should en-
able the modification of the technique to employ a Fourier-Mellin based embedding
stage to provide robustness against rotation. This possibility should be further in-
vestigated, as it could result in a computationally eﬃcient watermarking technique
that is robust against scaling, rotation and translation in addition to the attacks
evaluated in this thesis.
The pooled SSIM metric and temporal flicker metrics that were developed should
be subjectively evaluated to improve the performance of these techniques.
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7.4 Significance to Future Research
This research project provided insight into the characteristics of basic video water-
marking techniques by comparing the performance of each against simple attacks,
with the same source content and visual perceptibility criteria. This comparison can
make it easier to select an appropriate technique for a specific application, and to
provide quantitative results for future video watermarking research.
In addition, this thesis provides the necessary background to aid a newcomer to
the watermarking field to gain a working knowledge of watermarking technologies.
The source code for all implemented techniques and newly developed methods for
visual evaluation are available at [114] to further help the development and research
of new watermarking technologies.
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Additional Parameters
Table A.1: Parameters used for SSIM evaluation in Section 4.2.3.
Parameter Value
K1 0.01
K2 0.03
F 4
Sliding Window Rotationally symmetric Gaussian window with
size 11 pixels and standard deviation of 1.5
pixels.
Table A.2: Parameters used for interframe flicker metric developed in Section 4.3.
Parameter Value
Edge detection method Roberts method using automatic edge
threshold.
Averaging filter Spatial averaging filter with a size of 2⇥ 2
pixels. All pixels are equally weighted in the
averaging process.
Median filter Two-dimensional median filter which calculates
the median value in a 5⇥ 5 neighbourhood
around each pixel in the input image.
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Table A.3: Hardware configuration used for the evaluation of techniques.
Parameter Specification
Computer Model MacBook Pro 8,2
Processor 2.2 GHz Quad-core Intel Core i7-2720QM
Memory 8 gigabytes, 1333MHz DDR3
Storage Intel 330 Series 120GB solid state drive
Operating System Mac OS X 10.7.4
Table A.4: Parameters used for the embedding of watermarks.
SD DFT SVD DWT
Parameter Value Parameter Value Parameter Value Parameter Value
↵SD 0.0052 ↵DFT 8.3 ↵SV D 0.13 ↵DWT 31
rmin 0.3  min 13 T 100
rmax 0.6
dmin 2
dmax 2
Table A.5: Parameters used for compression of video sequences as discussed in Sec-
tion 5.8.
Parameter Value
Compression Codec H.264
Bit Rate Setting Constant bit rate
Number of Passes 2
Reference Frames 2
Maximum B-Frames 2
CABAC Entropy Coding Enabled
8⇥ 8 Transform Disabled
Weighted P-Frames Enable
Pyramidal B-Frames Default (Normal)
No DCT Decimation Disabled
Parameter Value
Adaptive B-Frames Default (Fast)
Partition Types Default (Most)
Adaptive Direct Mode Default (Spatial)
Trellis Oﬀ
Motion Estimation Method Default (Hexagon)
Subpixel ME & Mode Decision 6: RD in I/P-frames
x264 Advanced Option String ref=2:bframes=2:subq=6:mixed-
refs=0:weightb=0:8x8dct=0:trellis=0
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