Introduction
A decade's experience of recording and creating digital 3D datasets such as point clouds, digital surfaces or solid models has demonstrated that these data can be a truly valuable resource for many heritage applications and activities like interpretation, analyses, computer-aided restoration, cross-comparison, monitoring of shape and colour, the creation of 3D repositories and catalogues, and multimedia exhibitions; all this is in addition to the more traditional activities of historical documentation, digital conservation and interactive visualization. Unfortunately examples of research applications which move beyond visualizations and metrics, however sophisticated, remain limited (e.g. Figure 9 .1). Indeed 3D models often do not move beyond serving as very detailed documentation of an object, site or landscape and their aesthetic value is sometimes treated as an end in itself. In too many cases archaeologists do not succeed in extracting new archaeological information from 3D data which may have a real impact on knowledge and allow us to address larger research questions. This gap between the creation of a model and its interpretation and use in upstream research can be traced, at least in part, to both a communication gap between the archaeological and surveying communities and also to the absence of proper tools (mainly software) for non-experts that are able to produce detailed information appropriate for archaeological needs.
This gap in communication and expertise sharing and the lack of effective tools is present at each stage in the digital recording and 3D modelling process. The complete process is multi-faceted, involving data collection, processing, visualization, interpretation, reprocessing, manipulation and cleaning, and more visualization and interpretation, with deliberate choices made at every stage. The manner of data acquisition and processing, the nature of the surveyed subject, and the intended purpose of the 3D recording all have significant impacts on the overall process and the final result. The steps of digital data capture, data processing, archiving and long-term data management, visualization and data reproduction form a chain of procedures and data transformations performed to derive new products, losing and altering elements of the original data along the way. To create high-fidelity digital models, the operator should make choices and employ algorithms that ensure that any processes where large amounts of information are lost occur as late as possible in the processing chain. This paper focuses specifically on the choice between laser scanning and photogrammetric approaches made at the initial data collection step of the 3D digital modelling process, emphasizing the potential and value of photogrammetric approaches, and comments on the impact of this choice on later stages. Examples throughout the text illustrate the potential of photogrammetry and the entire image-based modelling procedure.
Photogrammetry (Mikhail et al. 2001; Luhmann et al. 2007 ) is a robust technique for processing image data to create 3D models. Starting from corresponding features in images (tie points), metric and detailed 3D information with statistical estimates of unknown parameters are derived. Photogrammetry developed from its origin as an analogue process to a fully digital modelling technique in the 1980s. While satellite imagery is now of a suitable resolution, aerial imagery is still the most common source of data for large scale mapping. In recent years developments in photogrammetry have been complemented and strengthened by those in the fields of computer vision, image processing and 3D reconstruction-most importantly those developing 'structure from motion' procedures. Computer vision researchers have focused on developing a fully automated processing pipeline based on projective geometry. These fully automated approaches may reduce the accuracy of the results, but can be useful for visualization, object-based navigation, location based services, robot control, shape recognition, augmented reality, annotation transfer or image browsing purposes-and hence are of interest for some archaeological applications. The greatest benefit of advances in computer vision to photogrammetry is the continuous development of new image analysis algorithms and 3D reconstruction methods. These have been adopted by the photogrammetric community in order to automate most of the steps of the 3D modelling pipeline
Collecting 3D data
The creation of a 3D model begins with data collection. Reality-based 3D surveying and modelling of heritage sites and objects may be achieved using passive sensors and image data (Remondino and El-Hakim 2006) , active sensors and range data (Vosselman and Maas 2010) , classical surveying (e.g. total stations or GNSS), extrusion functions from existing 2D drawings and maps (Yin et al. 2009) or an integration of the aforementioned techniques, as is common in cases of large and complex sites (Stamos et al. 2008; Guidi et al. 2009; Remondino et al. 2009 ). In general 3D surveying involves the acquisition of unstructured 3D data (e.g. point clouds) using a chosen sensor and technique, while 3D modelling denotes the procedure of converting those unstructured data into structured 3D data (e.g. polygonal meshes). The surveying technique (e.g. 3D scanning or imaging) is selected according to the object's dimensions, location constraints, instrument portability and usability, surface characteristics, working team experience, budget, final goal of the survey and so on. An image-based survey is defined as a survey where photographic images, together with an element of scale or some ground control points, are processed (e.g. with photogrammetry) to produce 3D reconstructions and line drawings. Passive, image-based sensors (e.g. digital cameras) deliver image data which are processed using mathematical formulae and photogrammetric techniques to infer 3D 9 Worth a thousand words -Photogrammetry for archaeological 3D surveying information from 2D measurements. A rangebased survey is defined as a survey where range sensors (e.g. terrestrial or airborne laser scanning) are employed to directly record an unstructured 3D point cloud of the surveyed scene. To date, many projects have elected to use (airborne or terrestrial) laser scanning due to the high reliability and ease of use of such instruments, in spite of challenges posed by time consuming postprocessing and comparatively bulky and expensive equipment. Recent (i.e. post-2008) developments in automated and dense 3D reconstruction from images (Hirschmueller 2008; Remondino et al. 2008; Hiep et al. 2009; Furukawa and Ponce 2010; Verhoeven 2010; Pierrot-Deseilligny et al. 2011) , based on photogrammetry and computer vision methods have shown very promising results. This development, coupled with the release of web-based, automated processing tools such as ARC3D and Photosynth (Vergauwen and Van Gool 2006; Snavely et al. 2008) , for example, and open-source image processing algorithms (Bundler, Apero, MicMac, PMVS, etc.) have renewed attention on image-based 3D modelling as an inexpensive, robust and practical alternative to 3D scanning.
A 3D surveying and modelling process, in addition to delivering metric and possibly georeferenced results, should quantify accuracy (the closeness between measured values and reference values) and precision (the consistency with which a measurement or a set of measurements can be repeated), and provide good value in performance, completeness, portability, flexibility and, ideally for archaeologists, should also be low cost. While it is not easy to achieve all this in a single technique -hence sensor and data integration, in particular for large and complex sites -thanks to recent developments in processing algorithms and software, images can be used as a unique data source to produce very satisfactory 3D models for many applications. To achieve good results experience is still required for image acquisition and processing, but increasing levels of automation are allowing non-expert surveyors to achieve aesthetically pleasing 3D models. Increases in automation and consequent ease of use should not, in theory, come at the price of the geometric quality of the digital model. The quantitative comparison of the results of automated processes in comparison with manual, expert processing methods is ongoing and a topic beyond the scope of this paper, rather the usability (for archaeologists) of the results of automated processes is the focus here.
Recording optical sensors and imaging platforms
A variety of image-based sensors are available which may be used for 3D photogrammetric documentation (Remondino 2011) . Images can be acquired with terrestrial, aerial or satellite sensors. Terrestrial digital cameras include CCD/CMOS sensors, frame, linear, multiple head, SLR-type, industrial, off-the-shelf, highspeed, panoramic head cameras, and still-video. Common terrestrial cameras have at least 10-12 Megapixels at very low price while highend digital cameras feature more than 40-50 Megapixel imaging sensors. Airborne cameras for photogrammetric surveying are generally classified as small, medium and large format cameras (Sandau 2009 ), they feature frame or linear array sensors and they are generally coupled with GNSS/IMU (Global Navigation Satellite System/Inertial Measurement Unit) systems. In addition to available aerial acquisition platforms, particular attention has been devoted to UAVs (Unmanned Autonomous Vehicles) like low-altitude model helicopters or drones. These platforms can fly in an autonomous mode, using an integrated GNSS/IMU which facilitates many procedures in the data acquisition and processing chain, a stabilizer platform to achieve precise, high-quality image overlap and digital cameras. UAVs can be used to collect image data from otherwise difficult to access areas (Figure 9 .2) or integrated with terrestrial surveying, and applications are increasing rapidly due to their flexibility, the ability to fly in restricted areas, ease of manoeuvrability and transport, flexible working heights and the possibility to shoot in all directions (vertically down, but also in convergent and horizontal modes). The images acquired can be transmitted to a ground station and processed in situ to ensure complete coverage and provide some quality control for the final models (Figure 9.3) .
While much of the recent development in photogrammetric documentation has used closerange ground based techniques or UAVs, satellite imagery has the potential in the near future to provide high quality models for large landscape areas (Dowman et al. 2011) . Many optical satellite sensors have a return-to-location time of less than three days, providing close temporal resolution. Large archives of imagery are available, often providing stereo-pairs, providing historical depth unavailable from other sensors. In addition to time-depth, the spatial resolutions achieved are comparable to those from laser scanning. The smallest geometric element which is visible in the images, generally called the Ground Sample Distance (GSD) or footprint can reach 45 cm for civil applications using high resolution satellites, while airborne sensors can deliver images with a 10-20 cm GSD and UAV flights can produce images with very high GSD of about 1-5 cm (Figure 9 .4) and terrestrial close-range imagery can produce a GSD of less than 1 mm.
Data processing and point cloud generation
The typical image processing pipeline consists of the following steps:
• Sensor calibration to determine the internal deformities and parameters of the employed sensor; • Sensor orientation (or image triangulation) to retrieve the 6 DoF camera poses (i.e. positions where the images have been acquired), normally using a bundle adjustment method; • Surface measurement to derive a dense or sparse point cloud of the surveyed scene using multiimage matching algorithms in the former case, or manual measurement in the latter; • Feature extraction to create vector data or layers for GIS applications; • Digital Surface Model (DSM) and Digital Terrain Model (DTM) generation for site documentation, volume computation, or thophoto creation, etc. for other applications; • Orthophoto production (e.g. precisely rectified images where scale error and perspective distortion have been removed) and texture mapping.
All these steps can be performed in most commercial photogrammetric software, using both manual and automated procedures. The automated processing of multiple images is the key feature that brings photogrammetry away from the (inefficient) old days of manual point identification and stereo-pair creation and makes it a pragmatic choice for an archaeological project. User interaction is still required for scaling and geo-referencing, and unless the image processing is performed simply to derive a nice-looking 3D model without any metric requirement this step will require the most interaction and effort (Figure 9 .5). At each step in the processing chain the choice between manual and automated approaches, and between technically correct and approximating techniques, affects the quality of the final result and the time needed to achieve it.
In the case of terrestrial acquisitions, digital cameras must be accurately calibrated, preferably in a controlled laboratory environment, with a 3D testfield and a bundle adjustment solution with additional parameters to fully compensate for systematic errors (Remondino and Fraser 2006) . Generally a target-based approach is used in order to automatically identify and precisely measure the match points in the images. When archive images are used (Gruen et al. 2004) , camera calibration becomes tricky, requiring assumptions and hypotheses to correctly process the images and derive an accurate 3D model. images and derive an accurate 3D model. model. Once a basic model has been created from the image data, further reconstruction of 3D scenes and model refinement will depend on the project requirements. In the case of complex architectural scenes, man-made objects, detailed city modelling and cartographic applications at large scale, manual or semi-automated approaches are generally the preferred tools for surface measurement and feature extraction, as they remain more precise and reliable (Figures 9.6 and 9.7). On the other hand, small free-form objects, detailed ornaments or small/medium scale DSM can be automatically reconstructed using advanced matching techniques in order to produce dense 3D point clouds and textured polygonal models (Hirschmueller 2008; Remondino et al. 2008; Haala, 2009; Hiep et al. 2009; Gehrke et al. 2010) .
Methods based on structure-from-motion procedures combine the sensor orientation and 3D reconstruction in a single phase, leaving the scaling and geo-referencing, if required, to the end of the procedure. The scaling and geo-referencing is accomplished with a simple Helmert transformation. While structure from motion techniques make for very efficient processing pipelines, this aspect of the technique is less than ideal; the technically correct approach requires the introduction of the datum information (e.g. Ground Control Points) in the orientation phase.
The lidar alternative
Lidar is probably the most significant measurement technology introduced in the topographic mapping field in the last decade (Shan and Toth 2008) . The term lidar (Light Detection And Ranging) is a general term used to indicate laser scanning surveying. Laser scanners can record the intensity of the surveyed scene, and are effective even on textureless areas (in contrast to photogrammetry).
Since 2000 Airborne Laser Scanning (ALS) and Terrestrial Laser Scanning (TLS) have been used in various applications, with continuous scientific investigations and improvements in both hardware and software (Opitz this volume). Commercial ALS systems are based on the Time of Flight (ToF) measurement principle with near infrared (NIR) laser light and commercial TLS are based on ToF and triangulation measurement principles with laser light in the range 450-1500 nm. The main advantages of laser scanning is the direct creation of a dense 3D point cloud and, in some cases, the possibility to map structures hidden by vegetation thanks to the multiple return or full waveform digitization. Penetration through the vegetation canopy is a key factor in the wide acceptance of lidar as a tool for landscape archaeology.
Ten years ago, as laser scanning was growing in popularity as a means to produce dense point clouds for 3D documentation, mapping and visualization purposes at various scales, photogrammetry could not efficiently deliver results similar to those achieved with lidar instruments. Consequently lidar became the dominant technology in 3D recording in archaeology, and replaced photogrammetry in many application areas. Further, many photogrammetric researchers shifted their research interests to lidar, resulting in further decline in advancements in image-based photogrammetric techniques. Over the past four years improvements in hardware and software, primarily from the computer vision community, have improved photogrammetry-based tools and algorithms to the point that lidar and photogrammetry now can deliver comparable geometrical 3D results for many terrestrial applications (Figure 9.8; Remondino et al. 2008; Pierrot-Deseilligny et al. 2011) Figure 9.8: A burial excavation (a) reconstructed in 3D (b, c) from a set of terrestrial images for metric documentation and physical replica purposes 9 Worth a thousand words -Photogrammetry for archaeological 3D surveying
Lidar vs. Photogrammetry
As terrestrial scanning and photogrammetry can produce comparable results, the choice between the two depends primarily on project constraints and requirements. Terrestrial laser scanning instruments are still relatively cumbersome and expensive compared to terrestrial digital cameras (off-the-shelf or SLR-type) and their bulkiness might be problematic in some field campaigns or research projects. The point clouds recorded with lidar instruments are already metrically correct, but they are not based on redundant measurements which may be problematic for projects concerned with absolute accuracy. Typical photogrammetric measures derived in the adjustment procedures (variance estimations and other statistical matrices) are not available to evaluate the quality of the lidar point clouds produced; laser scanners provide just a few statistics to describe errors for the entire dataset (normally these numbers are provided by the vendors). TLS errors are normally treated as 'black boxes' as they lack well-defined procedures to assess per-project quality, and because internal procedures are hidden, raw data are normally not accessible and calibration or correction procedures are not clear. Photogrammetric processing, while more labour intensive in this case, can be carried out so that calibration procedures, corrections, and error metrics are explicitly stated.
Photogrammetric processing algorithms can suffer from problems with the initial image quality (noise, low radiometric quality, shadows, etc.) or certain surface materials (shiny or texture-less objects), resulting in a noisy DSM or difficulties in feature extraction. Furthermore, in order to derive metric 3D results from images a known distance or ground control points are required. On the other hand, for aerial applications photogrammetric approaches can be advantageous in open areas. The typical point density of lidar datasets is around 1-20 points/m2 while an aerial photogrammetric image typically has a GSD on the order of 10 cm and could theoretically be used to produce a DSM with 100 points/m2.
Conclusions
The article has described the state-of-the art of photogrammetry for archaeological 3D surveying and modelling. The richness of image content information cannot be matched by any other data acquisition device and examples demonstrate the potential of an image-based methodology. Image-based 3D modelling is a cheap but powerful alternative to 3D scanning. Although experience in image acquisition and 3D modelling is still needed, various open-source and web-based tools are available to create 3D results from images with little expertise required (Figure 9 .9). Although these automated processes are rapidly being adopted by archaeological projects, the user should always keep in mind the goal of the 3D reconstruction and be able to distinguish between nice-looking 3D models and accurate metric results, and which is important for any given application.
From a research point of view, the great scientific and technological challenges today are no longer related to sensor and system development, but rather to algorithm design and improvement. Indeed, having a large variety of imaging sensors (from satellite to underwater) at our disposal, the obvious question is not the source of data or the processing technique, but the final accuracy of the 3D data that can be derived. So there is a clear future for photogrammetry at least in geo-spatial and precision mapping applications. Photogrammetry is definitively out of the shadow of lidar and is once again an active research area. Of course, the two techniques should not be considered as competing, but as complementary given all the technical differences between them.
Despite all the potential of photogrammetry 
