An iterative method is given for solving Ax ~ffi b and minU Ax -b 112, where the matrix A is large and sparse. The method is based on the bidiagonalization procedure of Golub and Kahan. It is analytically equivalent to the standard method of conjugate gradients, but possesses more favorable numerical properties.
where A is a real matrix with m rows and n columns and b is a real vector. It will usually be true that m _> n and rank(A) = n, but these conditions are not essential. The method, to be called algorithm LSQR, is similar in style to the well-known method of conjugate gradients (CG) as applied to the least-squares problem [10] . The matrix A is used only to compute products of the form Av and ATu for various vectors v and u. Hence A will normally be large and sparse or will be expressible as a product of matrices that are sparse or have special structure. A typical application is to the large least-squares problems arising from analysis of variance (6.g., [12] ).
CG-like methods are iterative in nature. They are characterized by their need for only a few vectors of working storage and by their theoretical convergence within at most n iterations (if exact arithmetic could be performed). In practice such methods may require far fewer or far more than n iterations to reach an acceptable approximation to x. The methods are most useful when A is well conditioned and has many nearly equal singular values. These properties occur naturally in many applications. In other cases it is often possible to divide the solution procedure into a direct and an iterative part, such that the iterative part has a better conditioned matrix for which CG-like methods will converge more quickly. Some such transformation methods are considered in [21] .
Algorithm LSQR is based on the bidiagonalization procedure of Golub and Kahan [9] . It generates a sequence of approximations {xk } such that the residual norm II rk [[2 decreases monotonically, where rk = b -Axk. Analytically, the sequence (xh} is identical to the sequence generated by the standard CG algorithm and by several other published algorithms. However, LSQR is shown by example to be numerically more reliable in various circumstances than the other methods considered.
The FORTRAN implementation of LSQR [22] is designed for practical application. It incorporates reliable stopping criteria and provides the user with computed estimates of the following quantities: x, r = b -Ax, A Tr, II r 112, It A II F, standard errors for x, and the condition number of A. 
MOTIVATION VIA THE LANCZOS PROCESS
In this section we review the symmetric Lanczos process [13] and its use in solving symmetric linear equations Bx = b. Algorithm LSQR is then derived by applying the Lanczos process to a particular symmetric system. Although a more direct development is given in Section 4, the present derivation may remain useful for a future error analysis of LSQR, since many of the rounding error properties of the Lanczos process are already known [18] .
Given a symmetric matrix B and a starting vector b, the Lanczos process is a method for generating a sequence of vectors { v,) and scalars { a, ), (fli} such that B is reduced to tridiagonal form. A reliable computational form of the method is the following.
T h e L a n c z o s process ( then we shall have Bxk = b + ~lkflk+lVk+~ to working accuracy. Hence xk may be taken as the exact solution to a perturbed system and will solve the original system whenever 7/kflk+l is negligibly small.
The above arguments are not complete, but they provide at least some motivation for defining the sequence of vectors {Xk} according to (2.3) . It is now possible to derive several iterative algorithms for solving B x = b, each characterized by the manner in which yk is eliminated from (2.3) (since it is usually not practical to compute each Yk explicitly). In particular, the method of conjugate gradients is known to be equivalent to using the Cholesky factorization Tk LkDk L~ and is reliable when B (and hence Tk) is positive definite, while algorithm SYMMLQ employs the orthogonal factorization Tk --/:k Q~ to retain stability for arbitrary symmetric B. (See [20] for further details of these methods.) which can be solved reliably using orthogonal transformations. This observation forms the basis of algorithm LSQR.
A Different Starting Vector
For completeness we note that a second least-squares algorithm can be derived in an analogous way. Defining s = -Ax, we can write (2.5) as A s and apply the Lanczos process again, using the same matrix as before but with the new starting vector shown. This time, (2.1) reduces to Bidiag 2 as defined in Section 3, while (2.3) can be permuted to the form • 47 therefore has unsatisfactory numerical properties. We clarify this matter in Section 7.4.
The Role of
The quantities generated by the Lanczos process from (2.5) and (2.8) are Bk, Uk+~, Vk and Rk, Pk, Vk, respectively. These are all i n d e p e n d e n t o f k , which means that they are the same as those generated when k ffi 0. We shall therefore assume from now on that k ffi 0. A given k can be accommodated when solving (2.7), as shown in [22] . Methods for actually choosing ?, are beyond the scope of this paper.
THE BIDIAGONALIZATION PROCEDURES
The preceding use of the Lanczos process results in two forms of a bidiagonalization procedure due to Golub and Kahan [9] . We state these forms as procedures Bidiag 1 and 2, and then give some unexpected relationships between them. ( w h e r e Bk is the rectangular matrix introduced in Section 2), the recurrence relations (3.1) may be rewritten as
2)
A Vk -~ Uk+lBk,
If exact arithmetic were used, then we would also have UT+~ Uk+~ ffi I and Vk k = /, but, in any event, the previous equations hold to within machine precision. 
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T V and with exact arithmetic we would also have PTPk = Vk k = L Bidiag 2 is the procedure originally given by Golub and Kahan (with the particular starting vector A Tb ). Either procedure may be derived from the other by choosing.the appropriate starting vector and interchanging A and A T.
Relationship Between the Bidiagonalizations
The principal connection between the two bidiagonalization procedures is that the matrices Vk are the same for each, and that the identity BTBk ffi RTRk (3.9) holds. This follows from the fact that v~ is the same in both eases, and Vk is mathematically the result of applying k steps of the Lanezos process (2.2) with B = A TA. The rather surprising conclusion is that Rk must be identical to the matrix that would be obtained from the conventional QR faetorization of Bk.
Thus
where Qk is orthogonal. In the presence of rounding errors, these identities will, of course, cease to hold. However, they throw light on the advantages of algorithm LSQR over two earlier methods, LSCG and LSLQ, as discussed in Section 7.4.
The relationship between the orthonormal matrices Uh and Pk can be shown to be for some vector rk. We also have the identities (4.11) and only the most recent iterates need be saved. The broad outline of algorithm LSQR is now complete.
Recurrence Relations
The QR factorization (4.6) is determined by constructing the k t h plane rotation Qk,k+l to operate on rows k and k + 1 of the transformed [Bk /~le~] to annihilate fl~+l. This gives the following simple recurrence relation: The rotations Qk.k+I are discarded as soon as they have been used in (4.12), since Q, itself is not required. We see that negligible work is involved in computing the QR factorization to obtain Rk, fk, and ~k+l.
Some of the work in (4.10) can be eliminated by using vectors Wk --pkdk in place of dk. The main steps of LSQR can now be summarized as follows. (As usual the scalars a, _ 0 and fl, ___ 0 are chosen to normalize the corresponding vectors; for example, al vl ffi A T e 1 implies the computations 61 = ATul, a] = II 1~1 II, 
(6) (Test for convergence.) Exit if some stopping criteria (yet to be discussed) have been met.
Historical Note
The previous algorithm was derived by the authors in 1973. An independent derivation is included in the work of Van Heijst et al. [24] .
ESTIMATION OF NORMS
Here we show that estimates of the quantities II rk II, IIATrkll, Ilxkll, IIA II, and cond(A) can be obtained at minimal cost from items already required by LSQR.
All five quantities will be used later to formulate stopping rules. Knowledge of [[ A H and perhaps cond(A) can also provide useful debugging information. For example, a user must define his matrix A by providing two subroutines to compute products of the form A v and A T u . These subroutines will typically use data derived from earlier computations, and may employ rather complex data structures in order to take advantage of the sparsity of A. If the estimates of II A I] and/or cond(A) prove to be unexpectedly high or low, then at least one of the subroutines is likely to be incorrect. As a rule of thumb, we recommend that all columns of A be scaled to have unit length (11Aej ]1 ffi 1, j = 1,..., n), since this usually removes some unnecessary ill-conditioning from the problem. Under these circumstances, a programming error should be suspected if the estimate of [[ A H differs by a significant factor from n 1/2 (since the particular norm estimated will be IIA NF).
For the purposes of estimating norms, we shall often assume that the orthogonality relations UkTUk = I and v k T V k = I hold, and that I[ Uk 112 --H Vk 112 ---1. In actual computations these are rarely true, but the resulting estimates have proved to be remarkably reliable.
Estimates of H rk I] and H A Trk II
From (4.4) and (4.8) we have
(which explains the use of rk in (3.11)); hence, by assuming UT+IUk+I ffi L we obtain the estimate
where the form of ~k+~ fOllOWS from (4.12). LSQR is unusual in not having the residual vector rk explicitly present, but we see that II rk II is available essentially free. Clearly the product of sines in (5.2) decreases monotonically. It should converge to zero if the system A x ffi b is compatible. Otherwise it will converge to a positive finite limit.
For least-squares problems a more important quantity is ATrk, which would be zero at the final iteration if exact arithmetic were performed. From 
The first term vanishes, and it is easily seen that the (k + 1)st diagonal of Q4 is -c4. Hence we have
and IIATrkll = ~k+l~k+,l ckl (5.4) to working accuracy. No orthogonality assumptions are needed here.
An Estimate of Ilxk II
The upper bidiagonal matrix Rk may be reduced to lower bidiagonal form by the orthogonal factorization R w
4(~k = £4, (5.5)
where Q4 is a suitable product of plane rotations. Defining 5k by the system
Hence, under the assumption that vTvk ----I, we can obtain the estimate II x, II = II e, II.
Note that the leading parts of L4, ~4, l~r4, and Ek do not change after iteration k. Hence we find that estimating II xk II via (5.5)-(5.7) costs only 13 multiplications per iteration, which is negligible for large n.
Estimation of II A lit and cond(A)
It is clear from ( 
Standard Errors
In regression problems with m > n = rank(A), the standard error in the ith component of the true solution x is taken to be & where In the implementation of LSQR we accumulate o!, k~ for each i, and upon termination at iteration k we set 1 = max(m -n, 1) and output the square roots of
as estimates of the s, in (5.11). T h e accuracy of these estimates cannot be guaranteed, especially if termination occurs early for some reason. However, we have obtained one reassuring comparison with the statistical package GLIM [16] . On a moderately ill-conditioned problem of dimensions 171 by 38 (cond(A) -103, relative machine precision = 10-11), an accurate solution xk was obtained after 69 iterations, and at this stage all s! k~ agreed to at least one digit with the s, output by GLIM, and many components agreed more closely.
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A further comparison was obtained from the 1033 by 434 gravity-meter problem discussed in [21] . For this problem a sparse QR factorization was constructed, QA = [0s], and the quantities a, were computed accurately using RTvi = ei, ai, ffi [[ v, [[2. Again, the estimates of s} k) from LSQR proved to be accurate to at least one significant figure, and the larger values were accurate to three or more digits.
Note that s, 2 estimates the variance of the ith component of x, and that s~ k)~ approximates this variance estimate. In an analogous manner, we could approximate certain covariance estimates by accumulating
for any specific pairs (i,j), and then computing
on termination. This facility has not been implemented in LSQR and we have not investigated the accuracy of such approximations. Clearly only a limited number of pairs (i, j) could be dealt with efficiently on large problems.
STOPPING CRITERIA
An iterative algorithm must include rules for deciding whether the current iterate x~ is an acceptable approximation to the true solution x. Here we formulate stopping rules in terms of three dimensionless quantities ATOL, BTOL, and CONLIM, which the user will be required to specify. The first two rules apply to compatible and incompatible systems, respectively. The third rule applies to both. They are SO that xk is the exact solution for a system with both A and b perturbed. It can be seen that these perturbations are within their allowable bounds when the inequality of S 1 holds. Hence, criterion S 1 is consistent with the ideas of backward rounding error analysis and with knowledge of data accuracy. Since this argument does not depend on orthogonality, $1 can be used in any method for solving compatible linear systems.
Incompatible Systems
Stewart [23] has observed that if a n d
where 
II b II or
In which is exactly analogous to the bound above.
Singular Systems
It is sometimes the case that rank(A) < n. Known dependencies can often be eliminated in advance, but others may remain if only through errors in the data or in formulation of the problem. With conventional (direct) methods it is usually possible to detect rank deficiency and to advise the user that dependencies exist. In the present context it is more difficult to provide such useful information, but we recognize the need for a method that at least does not fail when applied (perhaps unknowingly) to a singular system. In such cases we again suggest the parameter CONLIM as a device for controlling the computation. Our experience with LSQR on singular problems is that convergence to an acceptable solution occurs normally, but if iterations are allowed to continue, the computed xk will begin to change again and then grow quite rapidly until In some cases it can be useful to set CONLIM as large as 1/E and allow xk to diverge. In this context we note that the algorithm SYMMLQ [20] can be applied to singular symmetric systems, and that extreme growth in the resulting II xk II forms an essential part of a practical method for computing eigenvectors of large symmetric matrices [14] . By analogy, in the presence of rounding errors LSQR will usually produce an approximate singular vector of the matrix A. In fact, using (6.1) and II rk II -II b II, we see that the normalized vector xk = xk/ll xk II will usually satisfy
for large enough k, and hence will lie very nearly in the null space of A. The vector 2k may reveal to the user where certain unexpected dependencies exist. Suitable new rows could then be added to A.
OTHER METHODS
Several other conjugate-gradient methods are discussed here. All except the first (CGLS) are stated using notation consistent with Sections 3-6 ih order to illustrate certain analytic identities.
CGLS
If the conjugate-gradient method for symmetric positive definite systems is applied naively to the normal equations A T A x = A T b , the method does not perform well on ill-conditioned systems. To a large extent this is due to the explicit use of vectors of the form A TAp,. An algorithm with better numerical properties is easily derived by a slight algebraic rearrangement, making use of the intermediate vector A p , [10] . It is usually stated in notation similar to the following.
Algorithm C G L S
(1) Setro=b, s o = A T b , p~=so, yo=ilSoll 2, xo=0. Note that qi and s, just given can share the same workspace. A FORTRAN implementation of CGLS has been given by Bj6rck and Elfving [3] . This incorporates an acceleration (preconditioning) technique in a way that requires minimal additional storage.
Craig's Method for A x ffi b
A very simple method is known for solving compatible systems A x ffi b. This is Craig's method, as described in [6] . It is derivable from Bidiag 1, as shown by Paige [17] , and differs from all other methods discussed here by minimizing the error norm [I xk -x H at each step, rather than the residual norm We can therefore expect the method to possess good numerical properties. This is confirmed by the comparison in Section 8.
Extension of Craig's Method
A scheme for extending Craig's method to least-squares problems was suggested by Paige in [17] . The vectors in ( • 59 the form Vk Wk was computed in parallel. On termination, a suitable scalar yk was computed and the final solution taken to be
In the present context this method may be interpreted as a means of solving the least-squares system (2.7), namely, . ..,,]rt,,.,l__ BT L Y' J using the fact that the underdetermined system BTtk+I ----0 has a unique solution apart from a scalar multiple. In practice we have found that the method is stable only when b lies in the range of A. Further details are given in [21] .
LSOG and LSLQ
A second algorithm for least-squares problems was given by Paige [17] . This is algorithm LSCG, based on Bidiag 2. In the notation of Section 3 this algorithm is defined by the equations .9) and (3.12) this is equivalent to the first equation in (7.3).) Algorithm LSLQ [19] is a refinement of LSCG, but again it is based on Bidiag 2 and the normal equations just given, and is therefore inferior to LSQR on illconditioned problems. The refinement has been described in Section 5.2, giving xk --IYVk 5k, where lYtrk is theoretically orthonormal, the intention being to avoid any possible cancellation that could occur in accumulating xk = Dk f~ •-( V k R~ 1) fk. The same refinement can easily be made to LSQR, and it was implemented in an earlier version of the algorithm for the same reason. However, we have not been able to detect any numerical difference between xk ffi I~¢kSk and Xk = Dkfk in the two versions of LSQR, so the fear of cancellation appears to have been unfounded. We have therefore retained the slightly more economical Xk = Dkfk, which also allows cond(A ) to be estimated from ]] Dk IIF, as already described.
Algorithms LSCG and LSLQ need not be considered further.
Chen's Algorithm RRLS
Another algorithm based on Bidiag 2 has been described by Chen [4] . This is algorithm RRLS, and it combines Bidiag 2 with the so-called residual-reducing method of Householder [11] . In the notation of Section 3 it may be described as follows. The residual-reducing property is implicit in steps 2(b) and (c). A second algorithm called RRLSL has been described by Chen [4] , in which the residual-reducing method is combined with Bidiag 1. However, the starting vector used is AATb (rather than b), and products of the form ATAw, are again required, so that improved performance seems unlikely. Chen reports that RRLS and RRLSL behaved similarly in all test cases tried.
In spite of the above comments, we have also observed ill-conditioned leastsquares problems for which RRLS obtains far greater accuracy than would normally be expected of any method (see Section 8.4 for a possible explanation). Because of this unusual behavior, we have investigated a residual-reducing version of LSQR as now described.
RRLSQR
If the residual vector r, is explicitly introduced, algorithm LSQR as summarized in Section 4.1 can be modified slightly. First, the residual-reducing approach requires step 5(a) to be replaced by the two steps where ~', comes from the system L k z k = fl~ el of Craig's method. Different formulas lead to different iteration paths, but no variation appears to be consistently better than the rest. A summary of the resulting algorithm follows. This adaption of Bidiag 1 to obtain R R L S Q R is analogous to (and was motivated by) Chen's adaption of Bidiag 2 to obtain RRLS. Note, however, that there are no products of the form A T A w , . In practice we find that R R L S Q R typically performs at least as well as LSQR, as measured by the limiting H x, -x ]] attainable. Furthermore, it attains the same unusually high accuracy achieved by R R L S on certain ill-conditioned least-squares problems. On these grounds R R L S Q R could sometimes be the preferred method. However, its work and storage requirements are significantly-higher than for the other methods considered.
Storage and Work
The storage and work requirements for the most promising algorithms are summarized in Table I . Recall that A is m by n and that for least-squares problems m may be considerably larger than n. Craig's method is applicable only to compatible systems A x = b, which usually means rn --n. All methods require the starting vector b. If necessary this m a y be overwritten by the first m-vector shown (r or u). T h e m-vector A v shown for Craig and L S Q R represents working storage to hold products of the form A v and A T u . (An nvector would be needed if m < n.) In some applications this could be dispensed with if the bidiagonalization operations A v -a u and A TU --fl V were implemented to overwrite u and v, respectively. Similarly, the n-vector AWp for R R L S could in some cases be computed without extra storage.
• The work shown for each method is the number of multiplications per iteration. For example, LSQR requires 3m + 5n multiplications. (A further 2n multiplications are needed to accumulate estimates of cond(A ) and standard errors for x.) Practical implementations of CGLS and RRLS would require a further m + n multiplications to compute H r, I[ and [[ x, [[ for use in stopping rules, although this could be limited to every tenth iteration, say, without serious consequence.
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All methods require one product Av and one product ATo each iteration. This could dominate the work requirements in some applications.
NUMERICAL COMPARISONS
Here we compare LSQR numerically with four of the methods discussed in Section 7, denoted by CRAIG, CGLS, RRLS, and RRLSQR. The machine used was a Burroughs B6700 with relative precision ~ = 0.5 × 8 -12 = 0.7 × 10 -11.
The results given here are complementary to those given by Elfving [5] , who compares CGLS with several other conjugate-gradient algorithms and also investigates their performance on problems where A is singular.
Generation of Test Problems
The following steps may be used to generate a test problem min [ [For reference, this gives
T h e orthogonal matrices Y and Z are intended to reduce the possibility of anomalous numerical behavior. For example, when L S Q R was applied to four cases of the problem P (10, 10, 1, 8) , the following error norms resulted (Table II) . Since each case was a compatible system A x = b, we normally would expect an error norm approaching [] x [[. cond(A ). ~ = 10 -2, so that case 1 is the most realistic. In case 2 the error was concentrated in the first and second components of xk (with the remaining components accurate almost to working precision), whereas in cases 3 and 4 the final xk was virtually exact in spite of the high condition number of A.
Although cases 2-4 represent less expensive test problems, it is clear that results obtained from them could be very misleading. In the following subsections we use only case 1. Even these test problems may be less than completely general. This possibility is discussed in Section 8.4. If any method is to be preferred in this example it would be LSQR, since it reached limiting accuracy at iteration 76 and stayed at essentially the same point thereafter. With values ATOL = BTOL = e, the stopping rule S1 as implemented in LSQR would have caused termination at k = 76 as desired. A similar disparity between RRLS and the remaining methods was observed on the problems P (40, 40, 4, p), p -= 5, 6, cond(A ) = l0 p. In fairness, Chen [4] did not intend RRLS to be applied to compatible systems. However, the success of the other least-squares methods suggests that this is not an unreasonable demand. In contrast, the residual-reducing methods achieved at least six digits of accuracy in xk. Similarly, three or four digits of accuracy were obtained on the problem P(20, 10, 1, 8), for which cond(A) = l0 s is so high that no digits could be expected. At first sight it may appear that the residual-reducing methods possess some advantage on least-squares problems. However, this anomalous behavior cannot be guaranteed; for example, it did not occur on P(80, 40, 4, 6), as shown in 
min [[

6A -3Y~(D + 6 D ) ( Z + 6Z) + Y , ( D 6 Z + 6 D ( Z + 6Z)).
Using this 6A in the second term for 6x effectively gives
Z T D -I ( I + D -I Z 6 Z T D ) ( I + D-16D)S y T y 2 c ,
which is bounded above by about 7 × 10 -6 in norm, rather than 7 as expected. This gives a hint of what might be happening above, since a more realistic problem would not admit such a relation between rounding errors and residual. This does not invalidate the other numerical comparisons, but it does emphasize the care needed when constructing artificial test problems. Figure 4 illustrates more typical performance of the four methods, using the leastsquares problem P(80, 40, 4, 6) for which cond(A) = 106. All methods reduced I]AWrk[] to a satisfactory level, and the final error norm is consistent with a conventional sensitivity analysis of the least-squares problem; in this case, no more than one significant digit can be expected. Note that CGLS converged more slowly than the other methods. It also displayed rather undesirable fluctuations in ][ A Wrk [I considerably beyond the point at which the other methods reached limiting accuracy.
min IlAx -bll: Normal Behavior
Some Results Using Greater Precision
Algorithm LSQR was also applied to the previous four test problems on an IBM 370 computer using double-precision arithmetic, for which E = 2.2 × 10 -16. With increased precision, LSQR gave higher accuracy and also required fewer steps to attain this accuracy. This is best seen by referring to the figures. In Figure 1 the log of the residual reached -14.4 at the forty-eighth step and stayed there; the log of the error was then -8.6, but decreased 20 steps later to -9.3 and stayed there. In Figure 2 the logs of the residual and error were -13. 
Other Results
Algorithms CGLS and LSQR have been compared independently by BjSrck [1] , confirming that on both compatible and incompatible systems LSQR is likely to obtain more accurate solutions in fewer iterations. The difference is not significant when A is reasonably well conditioned, but in extreme cases CGLS may need up to twice as many iterations to obtain comparable precision (Figures 1-4 ).
SUMMARY
A direct method may often be preferable to the iterative methods discussed here; for instance, the methods given by Bjorck and Duff [2] and George and Heath [7] show great promise for sparse least squares. Nevertheless, iterative methods will always retain advantages for certain applications. For example, conjugategradient methods converge extremely quickly if A is of the form M -N where MTM ffi I and N has low rank. They also have low storage requirements (for both code and workspace). Our aim has been to present the derivation of a new conjugate-gradient algorithm, along with details of its implementation and sufficient experimental evidence to suggest that it compares favorably with other similar methods and that it can be relied upon to give satisfactory numerical solutions to problems of practical importance (see also [21] ).
Reliable stopping criteria were regarded here as being essential to any iterative method for solving the problems Ax ffi b and min II Ax -b II. The criteria developed for LSQR may be useful for other solution methods. Estimates of II A ]1, cond(A), and standard errors for x have also been developed to provide useful information to the user at minimal cost.
In closing, we make the following recommendations:
(1) The symmetric conjugate-gradient algorithm should be applied to the normal equations ATAx •-AWb only if there is reason to believe that very few iterations will produce a satisfactory estimate of x. (2) The least-squares adaptation of symmetric CG will always be more reliable, at the expense of slightly more storage and work per iteration. (This is the algorithm of Hestenes and Stiefel, described in Section 7.1 of this paper as algorithm CGLS.) The additional expense is negligible unless m >> n. (3) If A is at all ill-conditioned, algorithm LSQR should be more reliable than CGLS, again at the expense of more storage and work per iteration.
