Abstract-
I. INTRODUCTION
Video cameras are nowadays very widely utilized for various surveillance applications such facial expression recognition (FER), which provides computers a way of sensing a peoples' emotion [1] - [10] . In case of extracting expression images through RGB cameras, most of the FER works used Principal Component Analysis (PCA), which is very well known for dimension reduction and used in many earlier works. In [3] , PCA was used to recognize Facial Action Units (FAUs) from the facial expression images. In [5] as well as [6] , PCA was used for FER with the Facial Action Coding System (FACS). Very recently, Independent Component Analysis (ICA) has been extensively utilized for FER based on local face image features [5] , [10] , [11] - [21] . In [14] , the authors used ICA to extract local features and then classified several facial expressions. In [15] , ICA was used to recognize the FAUs. Besides ICA, Local Binary Patterns (LBP) has been used lately for FER [22] - [24] . The main property of LBP features is their tolerance against illumination changes as well as their computational simplicity. Later on, LBP was improved by focusing on face pixel's gradient information and named as Local Directional Pattern (LDP) to represent local face features [25] . As like as LBP, LDP features also have the tolerance against illumination changes but they represent much robust features than LBP due to considering the gradient information for each pixel as aforementioned [25] . Thus, LDP can be a robust approach and hence can be adopted for FER. Although the LBP-based features seem to be useful for expression recognition, all expressions follow the different motion information and hence should be separated well if one utilizes motion information such as optical flows in the consecutive expression images. Regarding the motion information-based facial expression recognition, several works have been done to describe various expressions [26] , [27] . Thus, by augmenting the LBP features with the optical flow features, one should be able to come up with robust facial expression recognition systems. A robust discriminant analysis called General Discriminant Analysis (GDA) has recently been used in different applications where GDA significantly shows the superiority over the traditional feature extraction approaches such as PCA and LDA [28] , [29] . Thus, GDA can be a robust tool to be used to obtain better discrimination among the face images from different expressions. However, RGB faces captured through a normal RGB camera cannot provide the depth of the far and near parts of human face in the facial expression video where the depth information can contribute to extract efficient features to describe the expression more efficiently. On the contrary, depth faces obtained through the depth camera can be employed to represent better FER. In depth-based face images, the pixel values are set based on the distance to the camera. Hence, depth images can represent better expression than the normal RGB camera images. Thus, the depth video should allow one to come up with more efficient person independent FER. For modeling timesequential events such as FER, Hidden Markov Model (HMM), a robust has been very popular [1] , [6] . Hence, HMMs can be used on the features of different facial expressions for time-sequential FER.
In this work, a novel approach is proposed for FER in combination of LDP, optical flows, GDA, and HMM using facial expression images obtained through a depth camera. The local LDP features are extracted first from the facial expression depth images and are then augmented with the optical flow motion features. The augmented LBP and motion features are then classified via GDA. Each of these local features are then compared to the codebook vectors generated from the training facial expression depth image features and converted to discrete symbols. Finally, the generated symbol sequences are utilized to train the HMMs of the facial expressions to be applied later for recognition based on the highest likelihood.
II. PROPOSED FER APPROCAH
First, a strong feature space is generated via LDP, optical motion flows, and GDA to project all the feature vectors including training and testing. Then, discrete symbol sequences are generated from the features using vector quantization and applied on the corresponding expression HMM. For testing an expression image sequence, the testing symbol sequence is applied on all the trained HMMs and one is chosen with the highest likelihood. Fig. 1 shows the basic steps of training and testing of expressions through HMMs. 
A. Pre-processing of Depth
The images of different expressions are captured by a depth camera [30] where the camera generates RGB and distance information (i.e., depth) simultaneously for the objects captured by the camera. Fig. 2 shows a depth and pseudo color image of a surprise expression where the pixel differences of different face parts are very much clear in depth and pseudo color images. Figs. 3(a) and (b) show five generalized depth faces from a surprise and anger expressions respectively.
B. LDP Feature Extraction
The Local Directional Pattern (LDP) assigns an eight-bit binary code to each pixel of an input depth image. This pattern is then calculated by comparing the relative edge response values of a pixel in eight different directions. Kirsch, Prewitt and Sobel edge detector are some of the different representative edge detectors that can be used. Amongst which, the Kirsch edge detector [26] detects the edges more accurately than the others as it considers all eight neighbors. Given a central pixel in the image, the eight directional edge response values {d i }, i=0,1,.. Figure 3 . Example sequential depth images of (a) surprised and (b) anger facial expression.
where p m is the p-th most significant directional response. The presence of a corner or an edge represents high response values in some particular directions and therefore, it is interesting to know the p most prominent directions in order to generate the LDP. Here, the top-p directional bit responses d k are set to 1. The remaining bits of 8-bit LDP pattern are set to 0. Finally, the LDP code is derived by (1) . .
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To describe the LDP features, a depth silhouette image is divided into non-overlapping rectangle regions and the histogram is computed for each region. Furthermore, the whole LDP feature E is expressed as a concatenated sequence of histograms 1 2 ( , ,,..., )
where s represents the number of non-overlapped regions in the image. However, the LDP features from the depth faces can be represented as E .
C. Optical Flow Features
The optical flows of the facial expression images from the consecutive facial expression frames are obtained using LucasKanade method [22] . Then, the flow region is divided into subblocks to compute the average flow vector. Fig. 7 shows two consecutive surprise images and corresponding optical flows. The vectors are then converted to a single row vector as 1 2 , , ..., t
where t is the number of average vectors and each element consists of two components along x-and y-axis. 
D. Augmented LDP and Motion Features
From the above analysis, it can be noticed that both the feature extraction approaches extract robust features for FER. Hence, both the LDP and optical flow features for an expression image can be augmented together to get improved features. Thus, the augmented features a frame can be represented as 
E. GDA on Augmented Features
Generalized Discriminant Analysis (GDA) is a discriminant analysis approach that produces an optimal discriminant function that maps the input samples into the classification feature space on which the class identification of the samples is determined. Thus, the goal of GDA is to maximize following equation as
where B q and T q are the between-class and total scatter matrices of the depth face features after mapping them into a Gaussian kernel function. Thus, the depth face features of different expressions can be extended by GDA as Fig. 8 shows an exemplar plot of 3-D GDA representation of the LDP features of all the facial expression depth images that shows a good separation among the representation of the depth faces of different classes.
F. HMMs for FER
To decode the depth information-based facial expression features, discrete HMM is employed. Since discrete HMMs are usually trained and tested with discrete symbol sequences, the features are to be symbolized by comparing with the codebook vectors. The codebook is developed by Linde, Buzo and Gray (LBG)'s algorithm on the depth face feature vectors from the training datasets [21] . HMMs have been used extensively to solve a huge number of complex problems in various applications [21] . A basic HMM can be denoted as
where the parameters of HMM l , p , A , and B represent the possible states, initial probability of the states, state transition probability matrix, and observation symbols' probability matrix respectively. Fig. 9 shows a trained Neutral expression. Details information regarding HMMs can be obtained from [21] . For testing a facial expression video for recognition, the obtained discrete observation symbol sequence W from the corresponding time-sequential depth images is used to determine the proper model by means of highest likelihood computation of all N trained expression HMMs as follows. 
III. EXPERIMENTAL RESULTS
A FER database was built for six different expressions which are Surprise, Sad, Happy, Disgust, Anger, and Neutral. For training and testing facial expression model, 20 and 40 image sequences were applied. To compare the proposed features with the other feature extraction methods, all methods were implemented with the HMMs to recognize aforementioned six different facial expressions. First of all, RGB camera-based experiments were tried and then they were followed by the depth videos with the same experimental setups.
Regarding RGB video-based experiments, all the face images were converted to the gray scale first. For the PCA feature case, the eigenvectors were computed from all the dataset and selected 100 eigenvectors to train the HMMs. As shown in Table 1 , the average recognition rate obtained using PCA is 58%, the lowest recognition rate in the experiments. Then, ICA features were employed. Table 2 shows the improved average recognition rate (i.e., 76.25%) using ICA. Then, LBP is applied for FER as presented in Table 3 , the average recognition rate utilizing LBP representation of facial expression images is 80.42%, which is higher than the PCA and ICA recognition rates. Furthermore, optical flow was performed on the database and it achieved the recognition rate of 81.25% as shown in Table 4 . Then, LDP was performed on the database and it achieved the recognition rate of 82.08% as shown in Table 5 . To obtain more robust features, GDA was employed on the augmented features achieved the total average recognition rate of 84.17% as shown in Table 6 . Thus, LDP-GDA showed its superiority over the other feature extraction methods by achieving the highest recognition rate. For depth image-based experiments, the setups were kept same as RGB-based work. The average recognition rate using PCA on depth faces is 62% as shown in Table 7 . Table 8 shows the average recognition rate ICA feature which is 80.41%. As shown in Table 9 , the average recognition rate utilizing LBP is 83.50%, which is higher than that of depth face-based FER applying PCA and ICA. Then, optical flow was tried on the depth faces that achieved the average recognition rate of 89.16% as shown in Table 10 . Furthermore, LDP was tried on the same database that achieved the average recognition rate of 90.41% as shown in Table 11 . Finally, GDA was employed on augmented LDP and optical flow motion features and achieved the highest average recognition rate of 97.50% as shown in Table 12 . Thus, GDA on augmented LDP and optical flow features for depth face-based FER showed its superiority over all other feature extraction methods including RGB camera-based approaches.
IV. CONCLUSION
Facial expression is considered to be a visible manifestation of cognitive activity, intention, personality, and psychopathology of a person. Besides, it really plays a vital communicative role in interpersonal relations. In this work, a depth video-based robust FER system has been proposed using LDP, optical flows, and GDA features for facial expression feature extraction and HMM for recognition. The proposed method has been compared with other traditional approaches including RGB video-based ones and the recognition results show its superiority over others. In future, the system can be analyzed further with various parameter changes in different environments such as real-time FER.
