We evaluated three key components in modeling hyperspectral remote-sensing reflectance in the visible to shortwave-infrared (Vis-SWIR) domain of high-sediment-load (HSL) waters, which are the relationship between remote-sensing reflectance (R rs ) and inherent optical properties (IOPs), the absorption coefficient spectrum of pure water (a w ) in the IR-SWIR region, and the spectral variation of sediment absorption coefficient (a sed ). Results from this study indicate that it is necessary to use a more generalized R rs -IOP model to describe the spectral variation of R rs of HSL waters from Vis to SWIR; otherwise it may result in a spectrally distorted R rs spectrum if a constant model parameter is used. For hyperspectral a w in the IR-SWIR domain, the values reported in Kou et al. (1993) provided a much better match with the spectral variation of R rs in this spectral range compared to that of Segelstein (1981) . For a sed spectrum, an empirical a sed spectral shape derived from sample measurements is found working much better than the traditional exponential-decay function of wavelength in modeling the spectral variation of R rs in the visible domain. These results would improve our understanding of the spectral signatures of R rs of HSL waters in the Vis-SWIR domain and subsequently improve the retrieval of IOPs from ocean color remote sensing, which could further help the estimation of sediment loading of such waters. Limitations in estimating chlorophyll concentration in such waters are also discussed.
INTRODUCTION
Knowledge of the distribution of suspended particulate matters (SPMs) in the water column is important for many applications and ecosystem studies [1] [2] [3] . To meet this demand, numerous studies were carried out in past decades to develop remotesensing algorithms to retrieve the concentration of SPM ([SPM], g∕m 3 ) from various satellite measurements [2, [4] [5] [6] [7] [8] [9] [10] . Since most algorithms are empirical in nature, the applicability of such algorithms is then limited to data or regions with similar characteristics as those used for the algorithm development. To mechanistically understand the spectral variation of water color with high loadings of SPM-a necessity to develop widely applicable algorithms for [SPM] retrieval-there were also a few modeling studies based on radiative transfer [2, 3, 11, 12] .
Results from these modeling studies provided in general reasonable qualitative explanations of the spectral variation of remote-sensing reflectance (R rs , sr −1 ) in the visible-to-nearinfrared (Vis-NIR, 400-900 nm) domain for varying loading of sediments. However, some spectral variations observed in the measured R rs spectra were not well explained, and the spectral match between measured and modeled R rs was not uniform across the spectrum [11, 12] . At the same time, it has been quite vague regarding the reasons for such spectral-selective closure in R rs modeling.
A remote sensor, either ship-borne or space-borne, measures total-upwelling radiance (L t ), which can be converted to waterleaving radiance (L w ) after correcting contributions from the water-surface reflection and path radiance [13] [14] [15] . L w varies with both downwelling irradiance (incident light) and water constituents. To separate these two factors, the remote-sensing reflectance (R rs ) is defined as
R rs is an apparent optical property [AOP] [16] , which is fundamentally determined by the inherent optical properties [IOP] [16, 17] of water constituents, while it also weakly varies with sun angle and viewing angle [18] . Here we examine the key components in modeling hyperspectral R rs of high-sediment-load (HSL) waters, which refer to those where sediments make significant contributions to the absorption and scattering properties. Specifically, we discuss three important components involved in the theoretical interpretation of spectral R rs of HSL waters after assuming the power-law function of wavelength is still applicable to the backscattering spectrum of suspended sediments [11, 19, 20] . These components are (1) the relationship between R rs and IOPs, (2) the hyperspectral absorption coefficient of pure water (a w , m −1 ) in the NIR-SWIR domain, and (3) the spectral model of sediment absorption coefficient (a sed , m −1 ). In particular we extend the spectral coverage to the shortwave-infrared (SWIR) region, as information in these bands is useful for the estimation of SPM concentrations [9] and for the correction of atmospheric contributions for remote sensing of coastal/in-land turbid waters [21, 22] . The effort is not intended to develop algorithms for the retrieval of [SPM] or for the correction of atmosphere contributions but rather to improve the bases for better understanding of the spectral variation of R rs of HSL waters in the Vis-SWIR domain. Such an understanding is important for the development and processing of the next generation of ocean color satellite sensors, including Plankton, Aerosol, and Ocean Ecosystem and Geostationary Coastal and Air Pollution Events. Both are intended to have hyperspectral capabilities covering the Vis-SWIR domain.
DATA
To evaluate the three components on interpreting hyperspectral remote-sensing reflectance of high-sediment-load waters, both synthetic and field-measured data were used, and the following provides a summary of the datasets.
A. In Situ Data
In situ data obtained from the Subei Bank and the Changjiang (Yangtze) River estuary (see Fig. 1 for locations) were used in this effort, where both locations are famous for high concentrations of sediments due to run-off from the Changjiang River and the resuspension of bottom sediments by tidal currents. Table 1 summarizes the properties measured and used. The measurements of R rs followed the above-surface approach [14, 23] , i.e., a spectral radiometer was used to measure total above-surface radiance (L t , in raw digital counts or in radiometric units), downwelling sky radiance (L sky ) from the reciprocal angle of measuring L t , and radiance leaving a standard gray card (L g ). R rs was then calculated as [15, 24, 25] R rs λ ρ π
with ρ the reflectance of the gray card and F (0.023 and spectrally constant) the Fresnel reflectance of air-sea surface. Note that this processing of calculating R rs is slightly different from that in Mobley [14] , as another parameter (Δ, sr −1 ) is implemented to account for the skylight from other directions that are also reflected into the sensor's field of view by the roughened sea surface [15] . Δ was considered wavelength independent but varied from measurement to measurement. This extra procedure here is named as a second-order correction. For the measurements in the Subei Bank and the upper mouth of the Changjiang River estuary (the red diamonds in Fig. 1 ), a GER 1500 spectroradiometer (Spectra Vista Corporation, USA) was used, which covers wavelengths up to 1100 nm, so value of Δ was determined by setting the average of R rs (965-990 nm) to be 0 for each station as the absorption coefficient of pure water reaches a local maximum (∼50 m −1 ) around this band. For the measurements in the lower mouth of the Changjiang River estuary, an ASD spectroradiometer (ASD Inc., Boulder, CO) was used [26] that covers wavelengths up to 2500 nm. For these measurements, the value of Δ for each station was determined by setting the average of R rs (1600-1650 nm) to be 0, as data in the longer wavelengths became too noisy due to the extremely high absorption of pure water [27] . Figure 2(a) shows an example of R rs spectra with and without this second-order correction, where Δ was ∼0.003 sr −1 for this case, a value about two times the R rs at 550 nm of oceanic waters [28] . However, because the absorption coefficients in the 1600-1650 nm range are greater than 1000 m −1 , R rs of nearly all natural waters at this band should be hardly detectable [27] . Figure 2 (b) presents hyperspectral R rs spectra from these measurements after applying this second-order correction, where R rs (815) is in a range of 0.005-0.05 sr −1 due to high load of suspended sediments, and the spectral shapes of these R rs are similar to those in the literature [20, 29] .
Separately, the absorption coefficient of suspended particles corresponding to the R rs measurements at the Subei Bank and the upper mouth of the Changjiang River estuary (red symbols in Fig. 1) were measured from surface water samples. As Babin and Stramski [30] , the absorption coefficient was measured with a dual-beam PE Lambda 950 spectrophotometer equipped with an integrating sphere (150 mm in diameter) after sample filtration with GF/F filters following the filter-pad technique [31] . Because of the high scattering from the nonpigmented particles, the transmittance-reflectance (T-R) method [32] was followed for the measurements. a sed was further measured after pigment extraction by methanol [33] with the same T-R scheme, and the final a sed was obtained after subtracting the lowest value in the near-infrared (800-900 nm) following Babin and Stramski [30] . This procedure might overcorrect a sed because a sed is not necessarily negligible in the longer wavelengths [34, 35] . But, because this bias is spectrally flat, such an adjustment does not affect the spectral curvature of a sed . The resulted a sed at 440 nm was as high as ∼5.0 m −1 , which suggests equivalent [SPM] as high as ∼500 g ∕m 3 by assuming a 0.01 m 2 ∕g specific absorption coefficient at 440 nm [30, 35, 36] .
B. Synthetic Data
Spectral R rs of waters with [SPM] set as 1, 5, 10, 50, 100, 500, 1000, and 2000 g∕m 3 were simulated using Hydrolight (v5.2) [37] . Wavelengths were set in a range of 360 to 990 nm with a 10 nm resolution. In these simulations, the specific absorption coefficient of SPM was set as 0.001 m 2 ∕g, and the specific scattering coefficient of SPM was set as 0.1 m 2 ∕g [38] ; both were set as spectrally independent. The phase function for particle scattering was based on Fournier and Forand [39] with a backscattering to scattering ratio of 0.03, a value generally representing scattering of inorganic particles [40, 41] . These parameters used in the IOP setups may not match exactly the features of sediment absorption and scattering coefficients [30, 35, 36, 42] , but it is appropriate here, as the objective of the simulations is to evaluate the relationship between R rs and IOPs of any wavelength rather than to have the simulated R rs spectrum match field-measured R rs . The simulations, on the other hand, did cover the general range (∼0 to ∼0.08 sr −1 of R rs observed in the field [20, 26, 29] . Further, concentration of chlorophyll ([Chl]) was kept as 1 mg∕m 3 for these simulations, while the absorption of colored dissolved organic matter (CDOM) at 440 nm was kept the same as that of the chlorophyll absorption coefficient at this wavelength, which was simulated following Bricaud et al. [43] .
KEY COMPONENTS IN MODELING SEDIMENT-DOMINATED R rs
A. Analytical Model for Remote-Sensing Reflectance R rs is fundamentally a function of the total absorption (a, m −1 ) and total backscattering (b b , m −1 ) coefficients of water constituents [17] , which can be easily converted from the subsurface remote-sensing reflectance (r rs , sr −1 ), defined as the ratio of upwelling radiance to downwelling irradiance evaluated just below the surface [44] . For easy implementation, there have been generally two r rs -IOP relationships employed for the interpretation of spectral r rs of HSL waters and [SPM] retrievals. One is [6, 9, 26, 29] R rs spectra measured in the Subei Bank and the upper mouth of the Changjiang River estuary (blue curves, the red diamonds in Fig. 1 ) and the lower mouth of the Changjiang River estuary (green curves, 20 stations).
with g 1 a constant. The other one is [12, 45] r rs λ Rλ Q ; (4a)
Here R is the subsurface irradiance reflectance, which is defined as the ratio of upwelling irradiance to downwelling irradiance evaluated just below the surface [46, 47] . Q is the so-called Q-factor [18, 48] , evaluated just below the surface, which is defined as the ratio of upwelling irradiance to upwelling radiance, with a value ranging from ∼3 to 6 for nadirlooking radiance [18, 49] .
Equation (3) was approximated oceanic waters [50] where the ratio of scattering to absorption coefficients is generally less than tens [50, 51] . This is no longer the case for HSL waters, as this ratio could be as high as hundreds at some wavelengths; consequently it is questionable to apply Eq. (3) to such extreme waters.
The model by Eq. (4), on the other hand, is based on the relationship of subsurface irradiance reflectance [12, 45] , where the model for R was developed for scattering media where the upwelling and downwelling irradiances can be considered nearly equal to each other [52, 53] . This is consistent qualitatively for HSL waters but should be limited to wavelengths with a high scattering-to-absorption ratio, because this ratio is highly wavelength-dependent for aquatic environments. Further, in the application of the model by Eq. (4), it requires a specification or approximation of the "Q factor" and was usually taken as a constant [12, 45] . This might be generally applicable, as the variation of Q was found in a small range spectrally for the remote-sensing domain [18, 54] .
To demonstrate numerically the applicability of both models in simulating remote-sensing reflectance spectrum of HSL waters, a model parameter (g) for r rs is calculated from the Hydrolight simulations, gλ r rs λ uλ ;
with u the ratio of b b ∕a b b . Figure 3 (a) shows how g varies with u for these simulations. As presented in many studies for oceanic waters [18, [55] [56] [57] , the value of parameter g is not a constant but rather varies over a factor of two between the low and high ends, even for HSL waters. Therefore, if a constant g value is used to model the r rs spectrum as shown in Eq. (3), it is likely to overestimate r rs for low u (e.g., regions in the SWIR domain) while underestimating r rs for high u (e.g., regions in the Vis domain). It is necessary to point out that because remote-sensing reflectance is a measure of the radiance in a specific direction, the value of g for a b b ∕a b b ratio depends on the details of the scattering phase function of particles [17, 58] .
Thus if the phase function used in the Hydrolight simulations is changed, the magnitude of the g versus b b ∕a b b dependence will likely change accordingly, but the general trend between g and b b ∕a b b will remain. The equivalent g value of the r rs model by Eq. (4) is calculated from the ratio of the modeled r rs [Eq. (4b), with the Q parameter set as 3.25 [45] ] to u, and Fig. 3 (a) also compares the g values from this model with the values obtained from Hydrolight simulations. Not too surprisingly, because the model for R was developed for high-scattering media [52, 53] , the resulted g values from Eq. (4) match Hydrolight g values very well for u values higher than 0.5 (equivalent scattering-toabsorption ratio is ∼60). But it overestimates Hydrolight g values by about 80% for u values less than ∼0.1 (equivalent scattering-to-absorption ratio is ∼4). This suggests that the model by Eq. (4) works the best for wavelengths (e.g., the green/yellow wavelengths for HSL waters, see Fig. 2) with r rs (i.e., u) values very high (u > ∼0.5, r rs > ∼0.07 sr −1 ); however, it will likely overestimate the r rs values by ∼80% for other wavelengths (e.g., the blue or SWIR bands for HSL waters). Because the scattering-to-absorption ratio of oceanic and coastal waters is highly wavelength-dependent and this ratio reaches decades only in some wavelengths of HSL waters, the above results (and the nature of the R model) indicate that the r rs model by Eq. (4) is applicable to limited wavelengths associated with limited aquatic environments. This may not be that critical if the focus is to retrieve [SPM] empirically from Research Article remote-sensing reflectance [9, 12] , as the empirical algorithm coefficients between R rs (or r rs ) and [SPM] may compensate this uncertainty in modeling r rs .
There are also models developed to explicitly account for the different effects of molecular and particle scatterings [59] in formulating remote-sensing reflectance [57, 60] , and one of the models used particle-scattering weighted contribution to describe the g parameter:
with the constants adopted in Eq. (6) with those from the above Hydrolight simulations for HSL waters. It is found that, although the model of Eq. (6) was developed based on a completely different particle phase function (the average of Petzold [61, 62] backscattering efficiency is 1.8%), the g coefficients modeled by Eq. (6) match the Hydrolight simulations very well (the average difference is 6.2%, and maximum difference is 12.2%). Additionally, they reasonably reflect variation of Hydrolight g (and thus the spectral variation of r rs for a given set of IOPs) for the wide range of u values of HSL waters. The difference in the g values is a result of different particle scattering phase functions used in the two series of Hydrolight simulations, which highlights the fact that in the practice of remote sensing it measures photons in one specific direction rather than the entire backward-scattered domain and that the exact phase function of particle scattering is not known at the time of taking remote-sensing measurements.
Further, compared to the relationship [ Fig. 3(b) ] between g and b b ∕a b b shown in Lee et al. [60] , there are no obvious multiple g values for a given b b ∕a b b value from these simulations. This is because the contribution to r rs from the water molecule scattering is negligible for HSL waters, and it is simply the phase function of particle scattering that plays the role for all wavelengths. Because the ∼6% error is equivalent to or better than that of in situ measurements of AOPs and IOPs and the error is quite uniform for varying u values, the model by Eq. (6) will be used in the following to assess the impact of different spectral models of a sed on the interpretation of hyperspectral r rs and the analytical inversion of IOPs, although other models [56, 57] may also be used for this task. The ∼6% error of Eq. (6) in modeling g will affect the accuracy of retrieving b bp from r rs because r rs is generally proportional to b bp .
B. Hyperspectral Absorption Coefficient of Pure Water in the NIR-SWIR Domain
Hyperspectral absorption of pure water (a w , m −1 ) is a basic optical property required to model spectral r rs , and the values of a w in the NIR-SWIR are critical to model r rs in this spectral region, as other water constituents have either insignificant or negligible contributions. There have been quite many reports regarding a w values in the UV-to-Vis domain [63, 64] , with the latest one derived from the "clearest" natural waters [65] . For a w in the NIR-SWIR domain, although the values reported in Hale and Querry [66] have been widely used in atmospheric and oceanic studies [27] , values of hyperspectral a w are found only in Segelstein [67] and Kou et al. [27] . The a w values of Segelstein [67] (with a spectral resolution ∼5 nm in the NIR domain) were compiled from the literature, while the values of Kou et al. [27] (with a spectral resolution ∼1 nm in the NIR domain) were measurements of water samples with a Fourier transform infrared spectrometer. These two a w spectra in general show very good agreement for the NIR-SWIR domain (see Fig. 4 , where S_81 for Segelstein [67] and K_93 for Kou et al. [27] ), but they do show large differences around 750-1100 nm (see Table 2 for values of selected wavelengths). In particular their spectral curvatures are quite different, as evidenced by their spectra of normalized first-order derivative (also see Fig. 4 ); thus it is useful and important to determine if the later results of Kou et al. [27] are indeed a more appropriate a w spectrum to model hyperspectral r rs . We used the normalized firstorder derivative (NFD) of a spectrum Sλ for this analysis, which is defined as
Here S represents a spectrum, and λ x is the middle wavelength between λ 1 and λ 2 . Compared to the conventional firstorder derivative, it is easier to visualize the curvature changes of Sλ when values of Sλ involves several orders of magnitude (such as a w from NIR to SWIR bands).
For this evaluation of the a w spectra, we compared the NFD spectrum of a w with the NFD of R rs in the 750-1300 nm range, as the spectral shape of R rs in the NIR-SWIR domain is primarily determined by that of a w . For the calculation of NFD of R rs (NFD Rrs ), Sλ R rs λ. And, to minimize the impact of measurement errors or noises on the calculated spectral curvature, spectrally smoothed R rs λ of remote-sensing reflectance with R rs 1060 > 0.005 sr −1 (a total of eight stations with SPM > 170 g∕m 3 ) were used, and the average spectrum of the 8 NFD Rrs is presented in Fig. 5 and used in subsequent statistical analysis. For the comparison of a w curvature with R rs curvature, because R rs is inversely proportional to a w , Sλ 1∕a w λ was used and the resulted NFD of each absorption spectrum is represented as NFD 1∕aw . Figure 5 compares the averaged NFD Rrs with NFD 1∕aw of the two hyperspectral a w λ. Clearly NFD 1∕K _93 matches NFD Rrs much better, where the coefficient of determination (R 2 ) between NFD Rrs and NFD 1∕K _93 is 0.84 for the spectral window of 750-1300 nm (700-750 nm range was excluded due to stronger influences of other water constituents of HSL waters), while it is 0.67 between NFD Rrs and NFD 1∕S_81 . In particular, both NFD Rrs and NFD 1∕K _93 show values as 0 at ∼810 nm, indicating a match between local maximum of R rs and local minimum of a w . In addition to the lower correlation between NFD Rrs and NFD 1∕S_81 , there are a few zigzags in NFD 1∕S_81 for wavelengths in the ∼820-900 nm range, indicating a result of nonsmoothness of a w−S−81 from compilations of a w values from sources of courser spectral resolutions [67] . These results support the a w values of Kou et al. [27] for hyperspectral modeling of r rs of HSL waters in the NIR-SWIR domain. We therefore formed a hyperspectral (400-1350 nm, 5 nm resolution) a w spectrum by combining the a w values in Lee et al. [65] for 350-545 nm, Pope and Fry [63] for 550-720 nm, and Kou et al. [27] for 725-2500 nm. This a w spectrum was then employed in the following studies.
C. Spectral Model of Sediment Absorption Coefficient and its Impact on R rs Modeling 1. Spectral Feature of a sed
For HSL waters, unlike most marine environments, the absorption coefficient of suspended sediments a sed λ dominates the total absorption coefficient for the visible spectral domain; thus the quality in modeling spectral a sed will have a significant impact on the interpretation of hyperspectral R rs . Traditionally, a default and standard practice is to express spectral a sed as an exponential-decay function of wavelength [42, [68] [69] [70] with or without a positive offset [71] :
and the spectral slope (S sed , nm −1 ) is generally in a range of 0.003-0.011 nm −1 [30, 36, 68] . However, as demonstrated in Fig. 6 where the average (along with standard deviation) of measured a sed spectral shapes is presented, a sed spectrum of HSL waters does not necessarily follow the exponential decay function as commonly adopted [30] . Likely due to its terrigenous origin [30, 42, 71] , it rather shows at least three segments for the 400-800 nm range, with each segment having its own decrease rate with the increase of wavelength. The two inflection points of the three segments are around 430 and 560 nm, and such spectral features in a sed λ are also presented in the measured spectra shown in Babin et al. [42] , Babin and Stramski [30] , Astoreca et al. [36] , Estapa et al. [71] , and Rottgers et al. [35] , which indicates that it is not an isolated phenomenon of waters in the Subei Bank and the upper mouth of the Changjiang River estuary. This special spectral feature of a sed can be further highlighted by comparing the NFD of the measured a sed spectrum with the NFD of an exponential decay function (also shown in Fig. 6 ). For an exponential decay function, its NFD spectrum is spectrally flat; but the NFD spectra of the [67] and K_93 for the a w spectrum of Kou et al. [27] . H&Q_73 for the a w spectrum of Hale and Querry [66] . (Right) a w spectra of S_81 and K_93 for the 700-1000 nm range, along with their normalized first-order derivatives (right axis), respectively. Research Article measured a sed show quite distinctive spectral characteristics with two pronounced local maxima at ∼430 nm and ∼560 nm. Because of this complex spectral variation, a mathematical function like Eq. (8) cannot accurately describe the wavelength dependence of a sed , and this inaccuracy has significant consequences on the analytical inversion of R rs as demonstrated below.
Impact of Spectral a sed Model on R rs Inversion
To assess the impact of a sed spectral variation on the modeling of R rs spectrum and the inversion of IOPs from an R rs spectrum, two schemes to model a sed spectrum were implemented to invert R rs . As described by Eq. (3), spectral r rs (and then R rs ) is a function of both spectral a and spectral b b . Following conventional practices [11, 70] , the total absorption coefficient (a) is expressed as a a w a ph a y a sed ;
with a ph and a y the absorption coefficients of phytoplankton and yellow substance, respectively. a ph λ is expressed as [70] a ph λ a ph 440a
and the spectral shape of phytoplankton absorption coefficient, a ph λ, was obtained from IOCCG Report #5 [70] with a corresponding a ph 440 as 0.1 m −1 (equivalent [Chl] is ∼3 mg∕m 3 ). Further, a ph λ for wavelengths longer than 800 nm is considered the same as a ph 800. Spectral a y is expressed following Bricaud et al. [72] : a y λ a y 440e −S y λ−440 ;
with the exponent constant (S y , nm −1 ) taken as 0.0176 nm −1 [42] . Because phytoplankton and water molecules have negligible contributions to the scattering processes of sedimentdominated waters, the total backscattering coefficient (b b ) is essentially those from the suspended sediments (b b-sed )
Spectral b b-sed is further expressed as [11, 19, 38] 
with parameter X representing b b-sed at 440 nm and Y for the power coefficient of the b b-sed spectrum. Two schemes were used separately to model the spectral variation of a sed :
Scheme A: As usual [11, 68, 70, 71] , the spectral dependence of a sed is modeled as Eq. (8), i.e., an exponential-decay function of wavelength with two free variables [a sed 440 and S sed ] to describe the spectral variation of a sed . Scheme B: The spectral variation of a sed is modeled as
with a sed an averaged spectral shape of a sed λ instead of an exponential decay function of wavelength, which is defined as a sed λ normalized to a sed 440. a sed was derived from measurements made in waters of the Subei Bank and the upper mouth of the Changjiang River estuary (the diamonds of Fig. 1 ), and this averaged spectral shape is presented in Table 3 . The added variable (B sed ) is spectrally flat, which basically accounts for the positive offset at the NIR wavelength [71] and the variations in the steepness of a sed λ. Therefore, compared to Eq. (8), the spectral variation of a sed is also modeled with two free variables (A sed and B sed ) to represent both changing magnitude and steepness for different loading and likely compositions of sediments. In addition, this model reflects the observations that a sed is not negligible in the NIR wavelengths [35, 36, 71] .
There are thus six variables [a ph 440, a y 440, a sed 440, S sed , X , and Y for Scheme A; a ph 440, a y 440, A sed , B sed , X , and Y for Scheme B] to model an R rs spectrum from the visible to NIR-SWIR domain after these modeling steps. To numerically derive the values of these variables for a given R rs spectrum, an objective function between modeled and measured R rs is defined as
with N the total number of wavelengths used in the calculation. obj Rrs provides a quantitative measure of spectrally averaged absolute relative difference between modeled and measured R rs for the Vis-SWIR domain. The wavelengths of the short end (λ S ) and the long end (λ L ) depend on valid R rs measurements. For measurements made by a GER 1500 instrument for waters in the Subei Bank and the upper mouth of the Changjiang River estuary (the red diamonds in Fig. 1 ), this range is 400-950 nm. Values of the six variables could then be derived by minimizing obj Rrs , i.e., so-called spectral optimization [73, 74] . For HSL waters, because of the limited (5% or less) contributions of a ph and a y to the total absorption coefficient [2, 26, 29] , values of a ph 440 and a y 440 could not be well derived from such an optimization process. Therefore, their values were determined a priori [both a ph 440 and a y 440 were fixed as 0.1 m −1 for all measurements in this study] based on general knowledge of the research regions, and four parameters [a sed 440, S sed ; X , and Y for Scheme A; A sed , Fig. 6 . Spectral shape (left axis, green curves; average and standard deviation from five stations) of measured sediment absorption coefficient (a sed , normalized at 440 nm), and an exponential-decay function (red curve) with an exponential component as 0.0076 nm −1 . Also included are the NFD spectra (right axis) of measured a sed (blue curves) and that of the exponential model (red dashed line). NFD spectrum (average and standard deviation) of measured a sed is truncated at 700 nm, as it is too noisy for the longer wavelengths.
B sed , X , and Y for Scheme B] were left for the optimization process. This reduction in number of variables also improves derivation efficiency and limits the digital compensation between a y and a sed because both decrease rapidly with the increase of wavelength. The initial values for the four parameters were set as (2.0, 0.005, 1.0, 0.1 for Scheme A and 2.0, 0.1, 1.0, 0.1 for Scheme B), and the optimizer used for this optimization process is the Solver included in the MS Excel [75] .
After the optimization is achieved (i.e., obj Rrs is minimized), the spectrum of absolute relative difference between measured and modeled R rs Dif Rrs of each station is calculated as 
Dif Rrs thus provides a measure of the spectral fitness between modeled and measured R rs spectra and places equal weightings on both measured and modeled R rs spectra for the evaluation of Dif Rrs . Figure 7 presents the averaged Dif Rrs spectrum (and standard deviation) for the measurements of HSL waters in the Subei Bank and upper mouth of the Changjiang River estuary (a total of five stations) when Scheme A was used to model the a sed spectrum. It is found that this difference is generally about 3%-7% for the visible domain, similar as results of earlier studies [11] . Dif Rrs is ∼5% for wavelengths shorter than 420 nm, which could be due to imperfect removal of surface reflected skylight [15, 76] and/or imperfect parameterizations of both a y and a sed : Dif Rrs values are higher for wavelengths in the NIR region (700-900 nm), which are generally due to (1) R rs values are generally lower in these bands, so the ratio to a lower value could easily result in higher relative difference and (2) because of the lower R rs value in these bands, these wavelengths have relatively lower weighting on obj Rrs ; therefore the numerical solution process will try to focus more on wavelengths having higher R rs values. A quite unique output from this scheme is that Dif Rrs is not uniform spectrally in the visible domain similarly, as shown in Doxaran et al. [11] ; it shows four wide-width (∼100 nm) bands of higher Dif Rrs values, indicating spectrally selective matching rather than uniform matching across the spectral range. This spectrally selective feature is further presented in Fig. 8 where examples of "matched" R rs spectra are presented, and this limited closure is pronounced for the ∼500-700 nm range.
Because Eq. (8) cannot accurately describe the spectral feature of a sed , it also resulted in a mismatch between modeled and measured a sed spectra, indicating a large difference in the optimization derived spectral a sed [see Fig. 8(b) and Fig. 9 ]. Dif ased represents the absolute relative difference between the measured and the retrieved a sed λ defined similarly as quantifying the fitness between the measured and the modeled spectral R rs , For this evaluation, because initially the measured a sed spectrum was biased to 0 for the 800-900 nm range and it is known that a sed values in the NIR are not exactly zero [32, 35] , the spectrum of a mea sed used in Eq. (17) was positively biased to match that of a mod sed at 900 nm, in a way to overcome the uncertainties in scattering correction during a sed measurements and processing. For the spectral range of 400-800 nm, the averaged Dif ased values are ∼30-60% when Scheme A was used to describe the a sed spectrum, and again this difference is spectrally selective. This result is not so surprising due to the fact that Eq. (8) cannot accurately describe the spectral variation of a sed for such constituents. These results highlight that the use of an exponential function will not result in agreement in spectral curvature between measured and modeled R rs spectra [see Fig. 8 (a) for an example] for such waters, which further affects the retrieval of IOPs.
On the other hand, when Scheme B was employed to describe the a sed spectrum, we see significantly improved results in the fitness of both R rs and a sed spectra (see . With the new a sed model (also two free variables as that in Scheme A), value of Dif Rrs is around 2% in the visible domain and generally uniform across the spectral range, indicating a close fitness between modeled and measured R rs for the Vis-NIR spectral domain. Again, values of Dif Rrs are higher for the 800-950 nm range, a result of generally low R rs values in these spectral regions (see above). More importantly, in addition to the better fitness of the R rs spectrum, much better results were achieved in the retrieved a sed a sed 440 in a range of 2.1-4.5 m −1 ] where the averaged Dif ased is generally ∼16% ∼ 10% and no significant spectral variation (see Fig. 9 ). This result indicates very good agreement between the retrieved and measured a sed spectra for such extreme conditions, as there are always non-negligible uncertainties in both measured R rs and a sed spectra [35, 77, 78] . It is necessary to point out that as usual a power-law function of wavelength [Eq. (13) ] has been used to model the spectrum of particle backscattering coefficient [6, 19] , which may or may not be exactly the case for the various organic and inorganic particulates in aquatic environments. Further improvements on the closure of R rs modeling are expected after hyperspectral measurements of b bp are available.
In short, the mismatch in spectral curvature of a sed by Eq. (8) not only affects the interpretation of hyperspectral R rs in the visible-IR domain but also the retrieval of a sed from R rs via spectral optimization. This mismatch spills to particle backscattering coefficient and then total absorption coefficient (see Fig. 10 ), where b bp 440 could differ by a factor of two in order to achieve a minimized obj Rrs (and still much higher obj Rrs values compared to Scheme B, see Fig. 7 ) between modeled and measured R rs spectra. These results highlight the importance in accurately modeling a sed spectrum of HSL waters for analytical interpretation and inversion of such waters.
Test of the New a sed Model with Measurements at Other Areas
This contrast in modeling a sed spectrum of HSL waters and its application in R rs inversion were further applied to R rs data independently measured at the lower mouth of the Changjiang River estuary (the yellow plus in Fig. 1 , a total of 20 stations with [SPM] in a range of ∼7-700 g∕m 3 ) and the Gironde estuarine (a total of 6 stations, see Doxaran et al. [29] for locations), where [SPM] was in a range of ∼6-1700 g∕m 3 . Data samples in the Gironde Estuary were selected from numerous field measurements carried out between 1996 and 2001. They correspond to clear blue sky and quasi-plane water surface conditions and are representative for different tidal conditions (neap-spring tides) and of different river-flow conditions. All the modeling and inversion procedure are the same as applied to measurements made in the Subei Bank, except λ L was changed to 1350 nm for measurements made at the lower mouth of the Changjiang River estuary by an ASD. Figure 11 compares Dif Rrs spectrum between Schemes A and B for these measurements, and again, much better fitness (especially for measurements at the lower mouth of the Changjiang River estuary) was achieved with Scheme B to model the spectral variation of a sed for these waters. Unfortunately, there were no concurrent sample measurements of a sed to further evaluate the a sed retrievals. These results suggest a likely broad application of the a sed spectral shape (Table 3 ) and the new a sed model (Eq. 14) for HSL waters.
SENSING CHLOROPHYLL CONCENTRATION IN HSL WATERS FROM R rs
For the retrieval of a constituent from an R rs spectrum, it is critical for this constituent to have adequate spectral signature in R rs . As an example, Fig. 12 shows simulated hyperspectral R rs spectra for HSL waters by artificially adding more spectral information of phytoplankton (represented by 3 ), values of Dip Chl are less than 1.0. These results highlight the daunting challenge to accurately retrieve information of chlorophyll concentration (phytoplankton) in HSL waters from passive remote sensing [80] , even if we have a perfect R rs spectrum from any remotesensing platform, although it could be successful to retrieve [Chl] in highly productive waters [81, 82] or where the relative contribution of a ph is higher. Thus likely the only environmental information that could be well retrieved from R rs of HSL waters will be the loading of suspended sediments, as has been demonstrated in numerous studies [3, 4, 29, 83, 84] . This is not a surprising finding, though, as fundamentally for sediment-dominated waters, due to the significantly reduced availability of light, it is not an ideal condition for phytoplankton to grow in the upper water column, maybe except for the surface skin layer. Consequently, the design of an ocean color satellite sensor could relax its requirement for observations of such waters. 
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CONCLUSIONS
It is well known that the model parameter (g) of remote-sensing reflectance of oceanic waters is not a constant for varying water constituents and varying wavelengths, and the results here further highlight that it is necessary to use a more generalized r rs -IOP model to describe the spectral variation of r rs of HSL waters; otherwise it may result in a spectrally distorted r rs spectrum if a constant model parameter is used. In addition, to describe the spectral variation of r rs in the IR-SWIR domain, a w measured by Kou et al. [27] would provide a much better match with the spectral variation of r rs . More importantly, both field measurements of a sed spectra and modeling of hyperspectral r rs indicate that the a sed spectrum of HSL waters does not necessarily follow the commonly used exponentialdecay function with the increase of wavelength. Consequently the use of such a function would result in lower quality in r rs closure and higher uncertainty in the derived IOPs from spectral optimization. This is because for HSL waters, a sed plays a dominant role in modulating the total absorption spectrum and then the spectral shape of r rs . The empirical a sed spectral shape derived from sample measurements, on the other hand, is found working very well in interpreting hyperspectral r rs for a wide range of waters, which further improves the semianalytical retrieval of IOPs from an r rs spectrum. This empirical model for a sed spectrum might be also applicable for waters with fewer loadings of sediments, because the impact of a sed to the total absorption will be less significant for such cases, although the model may not be that accurate spectrally. On the other hand, the spectral signatures in both a sed and r rs are likely indicators of the terrigenous origin of such sediments. Further, as would be expected, there is no or very limited detectable information of phytoplankton in r rs spectrum for HSL waters. These results improve our understanding of the spectral variation of r rs of HSL waters and the potentials and limitations of passive remote sensing of such waters. 
