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Preface 
Before October 1995 the ILL was unusual in the fact (compared with most neutron 
sources around the world) that it never had a residual stress team or indeed a dedicated 
instrument to carry out residual stress measurements. The ILL used expertise from 
outside, e.g. Peter Webster (Salford) and Mike Hutchings (AEA). Residual stress 
measurements were performed using a slit arrangement that was built by Sal ford 
University using the D I A detector bank (which is usually used for crystallographic 
purposes). The disadvantage of not having any on-site experts in the field meant that 
any new users could not use their time effectively, relying on written manuals for set-
up instructions. 
In October 1995 the ILL started to build a residual stress team by appointing me, a 
Ph.D. student, to be the initial on-site set of hands. One of the initial duties was to be 
the local contact for a number of experiments e.g. 
Residual Stresses in peened aluminium alloy plate 5-26-26 
G Mills, WP Kang, Pl Webster Salford University 
Prediction of fatigue thresholds 5-26-25 
G A Webster, AN Ezeilo , M R Chorlton Imperial College 
Pl Webster Salford University 
Being involved in experiments such as these gave me some good hands-on experience 
on what the experimenter is expecting and what can be achieved on D I A. 
In FebruarylMarch 1996 the second member of the present Residual Stress team was 
appointed. Although not at first an expert in this field either, choosing Dr. Thilo 
Pirling as the resident post-doe has proved extremely fruitful. The ILL has now a 
world class strain scanner and being involved in the new developments with Thilo has 
been an enjoyable learning experience. 
The results in this thesis are based upon the following main experiments 
May 96 Carbon Steel Experiments at Rez NPI Cz 
Feb97 Aging in Glue joints Dla ILL Fr 
Feb97 Carbon Steel Experiments Dla ILL Fr 
April 97 Plastic deformation in Copper Iron and Steel HMI D 
Qct 97 Plastic deformation in bent tubes Dla ILL Fr 
Jan 98 Plastic deformation In Copper and Nickel Pearl ISIS GB 
Feb 98 Shrinkage Stresses in Glue Joints Dla ILL 
July 98 Plastic deformation in Metals D I a ILL 
plus approximately 15 days test time accumulated throughout the 3 years at the ILL. 
With Thanks to Alan Hewat and Thilo Pirling for allowing me to squeeze in a few 
days here and there. 
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Abstract 
This thesis is concerned with the physical principles, methodology and applications of 
neutron diffraction in the measurement of residual stress. Work on three main areas is 
presented. 1) Carbon steels 2) Data and Peak Broadening analysis and 3) Single lap 
glue shear joints. The Carbon steels section shows the drastic effect of the content of 
carbon on the measured stress. This is an aspect which has been somewhat neglected 
in the past. The carbon is in the form of cementite, which is a hard compound and 
causes the carbon steel to act like a composite material, the ferrite acting as a soft 
matrix and the cementite as a reinforcement. The consequence of this is that the two 
components develop high microstresses with plastic deformation. This is clearly 
illustrated in the work of [Bon 97] where values of approx. 460 MPa in the residual 
stress in the ferrite are balanced by negative residual stresses of 2300 MPa in 
cementite yielding an overall macro residual stress of zero. In this work it has been 
shown that even knowledge of the cementite and ferrite residual stresses and fractions 
may not be sufficient to accurately calculate the macro stress since the ferrite 
unloading curve is non linear. The use of a single valued constant modulus to convert 
from strain to stress is hence not valid. 
Peak shape analysis enables dislocation density and cell size estimates to be made. 
The thesis examines several methods of data weighting and deconvolution in order to 
asses the best means of extracting this information from standard residual stress data. 
Care should be taken for the peaks with very low backgrounds when finding the 
Gaussian and Lorentzian components. A weighting that avoids the strong bias of zero 
and I counts in the detector channels should be used e.g. W = I I( 10 + Y). Lorentzian 
and Gaussian components can be successfully extracted from asymmetrical peaks (of 
peaks that broaden symmetrically), using deconvolution method 1, although the data 
should be of good quality. Reproducibility has been shown in the Gaussian, 
Lorentzian and FWHM for different instruments at different institutes. This is 
extremely important for the use of these values for peak broadening analysis and for 
estimation of the plastic deformation within a sample. 
The neutron diffraction technique has been used to investigate the longitudinal 
stresses in the adherend produced as a result of cure and due to the application of a 
tensile load in a single lap shear joint. The results throw doubt on widely used finite 
element predictions. 
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Chapter 1 Introduction to Strain Measurement by Diffraction 
Residual stress measurements using neutron diffraction are becoming more 
commonplace due to the increasing availability of facilities and perfection of the 
technique. They have been in the past largely overlooked when designing components 
due to the cost and complexity of measurements. Efforts however have been made 
with industry to make the technique more accessible. V AMAS (The Versailles Project 
on Advanced Materials and Standards) supports trade in high technology products 
through international collaboration. It aims to provide the technical basis for drafting 
codes of practice and specifications for advanced materials usually through designated 
'Technical Working Areas' (TWA's). It embraces databases, test methods, 
measurement procedures, design methods and materials technology. 
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Figure 1.1 The 'learning circle' hi-lighting the important steps within a residual stress 
experiment. 
One such project, V AMAS TW A 20 'Stress measurement by neutron diffraction', is 
designed to help industry and research get the best from diffraction experiments. Each 
of the 6 areas depicted in Figure 1.I have been improved. 
At the ILL advances in instrumentation, such as Dr. Thilo Piriing's Double diverging 
radial collimator - PSD combination (August 1997) and sample environment (such as 
the ILL stress-rig May 1997) have helped users at the ILL obtain much better results 
than previously possible using simple slit systems. 
The aIm of this introductory chapter is to bring together important fundamental 
concepts simply from the wealth of information available. Often literature can be 
confusing and it is hoped that some of this confusion will be stripped away in what 
follows. Some good introductory texts are referenced at the end of this chapter [Noy 
87] and [Nye 57]. 
1.1 Theoretical Understanding of a Sample 
Before measurements are made on components a good grasp of what forces, strains 
and stress fields are is required. Often the main aim of an experimenter is to obtain a 
strain and stress tensor at various locations within a sample. Sometimes measurements 
are made simpler and quicker when the principal directions are known a priori. First 
some basic concepts should be explained. 
1.1.1 Deformation 
All solid materials deform when they are subjected to extemalloads. The deformation 
manifests itself in displacements of the points in the body under load from their initial 
(unloaded) positions. 
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Figure 1.2 Stress strain response curve of the bulk behaviour of a solid (in tension) 
1.1.2 Elastic deformation 
This is a defonnation from which the sample can recover to its original fonn upon 
unloading. The extent of elastic defonnation in a polycrystalline material is usually 
small. This is because elastic defonnation displaces the material atoms from their 
original positions but not to totally new positions. As long as the forces set up in the 
body due to external loading are below a certain limit (the yield point), the 
defonnation is recoverable. The usually linear elastic relationship between stress and 
strain can be described by Hooke's law. 
1.1.3 Plastic deformation 
If the load limit (yield point) is exceeded, the material undergoes plastic defonnation. 
In this case some pennanent defonnation remains after the load has been removed. 
Plastic strains caused by such defonnations are generally much larger than elastic 
strains and there is no simple linear relationship between stresses and strains. 
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1.1.4 Stress and Strain 
L 
F~L ____________________________ ~---+~ 
Figure 1.3 A sample in uniaxiallensian 
The stress cr and strain E are defined in the following equations: 
F 
(7=- 1.I 
A 
L-L 
8= a 1.2 
La 
Where F is the applied load and A is the cross-sectional area of the bar. Lo is the 
original length of the bar and L is the new length of the bar. 
One can consider an axially loaded bar shown in Figure 1.3 where the loading forces 
are uniformly distributed over the ends. Under the action of these external forces the 
material deforms and an internal force field is set up which exactly balances the 
external forces once equilibrium has been achieved. The stress is defined as the force 
per unit area (eq 1.1). Strain is defined as the deformation per unit length (eq 1.2). 
Due to the large deformations usually encountered in plasticity these values are 
defined with respect to the instantaneous specimen dimensions rather than the original 
specimen dimensions. True strain (eq 1.3) is defined as the sum of incremental strains 
over the total deformation length. 
4 
L dL L 
C TRUE = J-=ln-
Lo L La 
1.3 
For small deformations, i.e., (L-1o) «10, true strain is equal to the engineering strain 
given by: 
1.4 
1.1.5 Displacements and Strains 
Displacements of points in a solid subjected to an external load from their original 
positions may be due to rigid body translation and rotation in addition to deformation. 
Strain is only produced by deformation and so the other two components must be 
subtracted. 
Displacement of points in 
solid 
1 1 
Rigid body Deformation Rotation 
transformation 
I Shape change Dimensional 
Distortion change Dilatation 
Figure 1.4 Depicts the possible WiryS of displacement of points within a sample. 
From the definitions in Figure 1.4 the bar in Figure 1.3 has undergone dilatation as 
there has only been a change in the dimension. Any shape change is known as 
distortion. Distortion would have been caused by external shear stresses on the 
sample. 
5 
Materials deform in response to forces. Forces are vector quantities (or tensors of first 
rank). A force requires a direction and a magnitude to completely specifY it in an 
orthogonal co-ordinate system (Figure 1.5 a). The way in which the material reacts to 
the external forces naturally depends on the internal properties of the material (Figures 
1.6, 1.7). 
Stresses are caused by loading forces and reqUire the specification of nine 
components, six of which are independent in an orthogonal co-ordinate system. 
Stresses are defined as force per unit area and are described by a tensor of the second 
rank (eq 1.5). The stress state at a particular point of a specimen can be characterised 
for a given system of co-ordinates by this 3x3 tensor. The tensor is symmetric. The 
diagonal elements are the normal components, while the rest are the shear 
components. 
[
0"11 
aij = 0'12 
0"" 
1.5 
By convention, the second index defines the normal of the plane in which the stress 
acts, and the first index indicates its direction. Tensile stresses are positive and 
compressive ones negative (Figure 1.5b) 
There exists a system of co-ordinates in which the off-diagonal elements go to zero. 
The diagonal elements in this case are called the principal stresses. Each stress state 
can be characterised by the three principal stresses and the directions of the principal 
stresses with respect to a reference system. This is often the goal of an experimenter 
when doing residual stress measurements. The experimenter measures the strains and 
stresses in one set of co-ordinates and converts to another set of co-ordinates (the 
principal axes). Often however samples are symmetrical and assumptions on the 
directions of principal stresses can be made and thus the amount of time required for 
measurements is reduced as only 3 directions need to be measured. 
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Figure 1.5 Forces and Stresses 
Internal response External forces 
of system 
F 
Figure 1.6 Represents the two main systems, External and Internal. Examples of internal 
systems are represented in Figure 1.7. 
Isotropic Single Single phase- Multiphase-
Materials -" Crystals Polycrystals Polycrystals 
Figure 1.7 Materials systems in ascending order of complexity (in terms of internal response 
of stresses). 
Each of the systems above will be briefly described. 
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1.1.6 System 1: Isotropic materials 
Figure 1.8 An isotropic material with respect to the Young's Modulus 
The material is homogeneous. The Young's modulus (E) is the same III every 
direction (Figure 1.8) , therefore the material is isotropic with respect to E. 
Considering a unit cube within an isotropic material subjected to a homogeneous 
tensile stress crI I along the XI axis. The stress crll will cause a tensile strain gll along 
the XI axis and compressive strains E22, E33 along the transverse directions X2, X3. The 
elastic behaviour of an isotropic solid is completely described by the form of Hooke's 
law in equation 1.6. 
equation 1.6 
I I 1 
Ell = E[all - v(a" +a33 ] E" = -[a" - v(all + a J3 ] E33 = -[a33 - v(al! +a,,] E E 
1 1 1 
YZ3=G a23 Y31 = Ga31 YIZ = Galz 
Where Ell, E22 and E33 are the normal strains and Yl2 Y23 and Y31 are the shear strains, v 
is Poisson's ratio and G is the shear modulus. 
so as crI I is the only finite stress in this example then equation 1.6 becomes: 
1.7 
1.8 
8 
So it is seen for isotropic materials, normal stresses causes only dilatation. Pure 
distortion ( shape change) occurs when a shear stress is applied to the material. Also 
the response depends on only two quantities E and v. 
Table 1.1 Bulk Young's Moduli and Poisson ratios 
Material E(GPa) v 
Aluminium 70.3 0.345 
Copper 129.8 0.343 
Tungsten 411.0 0.280 
Iron 211.4 0.293 
Molybdenum 320.0 0.293 
An idea of the representative values of E and v are shown in Table 1.1. The only 
material however that is almost isotropic with respect to E is Tungsten. 
1.1.7 System 2 : Anisotropic materials: Single Crystal 
Figure 1.9 An anisotropic material with respect to the Young's Modulus 
The material is homogeneous. The Young's modulus (E) is different in different 
directions, (Figure 1.9) therefore the material is anisotropic with respect to E. Single 
crystals, or the grains in a polycrystalline material, are homogeneous (in a 
macroscopic sense) but anisotropic solids. Thus the simple equations between stress 
and strain given in the above section (eq 1.6) are no longer applicable and a more 
general treatment that takes into account the particular structure of single crystals is 
required. 
The most general case of Hookean (linear) elasticity, each strain component is a linear 
function of every stress component. 
9 
Hooke's law for such anisotropic materials is of the form 
1.9 
The individual compliances, Sijmn form a fourth-order tensor. 
Conversely 
1.10 
where, Cijmn are the elastic constants and are also a fourth-order tensors. Here Sijkl , 
C;jkl are the compliance and stiffness moduli of the crystal under consideration. 
Equation 1.9 means that if a general homogeneous stress is applied to a single crystal, 
the resulting homogeneous strain is linearly related to each component of the stress 
tensor through the appropriate component of the compliance tensor. It is seen that, for 
a general anisotropic crystal, in contrast to an isotropic solid, the shear stresses, as 
well as the normal stresses, contribute to the strain in a normal direction and vice 
versa. For example 
1.11 
There are therefore 81 constants in the Sijkl tensor·- but thankfully due to symmetry 
where Cijkl = Cij1k and Sijkl = Sijlk and also Cijkl = Cjikl and Sijkl = Sjikl the number is 
brought down to 36 for both tensors. This can then be represented by matrix notation 
i.e. two subscripts instead of four. This notation is called the contracted notation or 
matrix notation and it obtained by contracting the first pair of suffixes and the last pair 
into a single number, each according to the following set of rules. 
Table 1.2 Rules for the contracted matrix notation. 
tensor notation II 22 33 23,32 31,13 12,21 
matrix notation 1 2 3 4 5 6 
10 
I 
S'kI =-S 1) 2 mn 
I Ski = -Smn 1) 4 
And so equation 1.11 is simplified to: 
if m and n = 1,2 or 3 
if m or n = 4, 5 or 6 
if m and n = 4,5 or 6 
1.12 
Not all of these terms are finite and independent. By considering the strain energy 
[Nye 57] 
1.14 
The number is reduced to 21 for a general anisotropic crystal. A particular crystal 
symmetry reduces still further the number of independent constants. For cubic 
materials there are only three independent constants 
s" S" S" 0 0 0 
S12 SII S12 0 0 0 
S12 S" S" 0 0 0 cubic 1.15 
0 0 0 S •• 0 0 
0 0 0 0 S •• 0 
0 0 0 0 0 S •• 
The elastic behaviour of isotropic materials (system I) can be described in terms of a 
matrix of elastic constants that is identical to that for cubic crystals except that S44 = 
2(SII - SI2) in fact SI I = -vIE and SI2 = 2(1 + v)1E for isotropic materials. 
II 
Table 1.3 The number of independent constants for various crystal systems. 
Crystal System Independent Constants No. of non zero elements 
Triclinic 21 21 
Orthorhombic 9 9 
Hexagonal 5 9 
Cubic 3 (eq 1.15) 9 
Isotropic 2 9 
As the symmetry increases, the number of independent constants in the stiffness and 
compliance matrices decrease. 
The stiffnesses and compliances are defined in the unit cube axes, <100>, (Figure 
1.1 0) which are also called the crystal axes. The compliance ( or stiffness) tensor in 
any other co-ordinate system can be calculated from the transformation law for fourth 
rank tensors. 
1.16 
Smnop are the compliances defined in the crystal axes, aij are the direction cosines 
bet~een the systems, and S'ijkl is the desired elastic compliance in the new system. 
Similarly 
1.17 
12 
[DOl] 
[DID] 
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Figure 1.10 The 'Crystal axes' 
Table 1.4 Elastic constants C in 10/0 Pa and Sin 10.11 Pa'! 
Material CII C I2 C44 SII SI2 S44 
Aluminium 10.82 6.13 2.85 1.57 -0.57 3.51 
Copper 16.84 12.14 7.54 1.5 -0.63 133 
Iron 23.70 14.10 11.60 0.80 -0.28 0.86 
Molybdenum 46 17.6 11 0.28 -0.08 0.91 
Tungsten 50.1 19.8 15.14 0.26 -0.07 0.66 
Table 1.4 shows some examples of compliances and elastic constants for cubic 
systems. 
Load in any Resolve onto Resolve onto axes 
direction crystal axes of interest. 
Figure 1.11 Order of calculation of stresses 
The elastic response of a crystal along any set of directions may be calculated by 
resolving the stress state onto the crystal axes, using the matrices of elastic constants 
to find the strains along the crystal axes and then resolving these strains onto the axes 
of interest (Figures 1.11, 1.12). The following example is taken from an excellent 
book by W.F.Hosford [Hos 93]. 
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Figure 1.12 Resolving stress onto the crystal axis. 
Here [/OO) = 1, [O/o}=2, [OOl} = 3 (Figure 1.10) 
The stress Od is in an arbitrary direction and can be resolved onto the crystal axes: 
_ 2 
01 - (J, Od 023 = ~YOd 
_ ~2 02 - Od 031 = Y(J,Od 
03 = 10d 012 = (J,~Od LIS 
Where a, ~ and y are the direction cosines. 
From the matrix of elastic constants eq LIS , (assuming a cubic crystal structure) the 
corresponding strains are: 
El/Od = Sl1 (J,2 + S12~2 + SI21 
E2/0d = S12 (J,2 + Sl1~2 + SI21 
E3/Od = S12 (J,2 + S12~2 + S IIy2 
y2)iOd = S44~Y 
Y31/0d = S44ya 
Y12/0d = S44(J,~ 
Resolving these components onto the d axis 
14 
l.l9 
Substituting eq 1.19 into eq 1.20 
By substituting the identity (a2 + ~2 + i ) = I in the form 
If d is expressed by direction indices [hid], 
a = hl.Jh' + e +1' 
~ =kI.Jh' +k' +1' 
y=lI.Jh' +k' +1' 
and equation eq 1.22 can be written as 
_1_= S + (2S" -2S" +S44)(k'I' +I'h' +h'k') 
Ed 11 (h' +k' +1')' 
1.23 
1.24 
F or an isotropic material, lIE is independent of direction. This requires 
1.25 
According to equation 1.24, the extreme values of E in a cubic crystal occur in the 
[100] and [11 I] directions. 
15 
IIE[loo] = SIl 1.26 
1.27 
1.28 
The ratio in equation 1.28 represents the largest possible anisotropy in cubic crystals. 
See Table 1.5. 
Table 1.5 Extreme values a/Young's modulus in some Cubic systems 
Material E<III:JE<IOO> E<IOO> E<1l1> 
Aluminium 1.22 63.7 76.1 
Copper 3.20 66.7 191.1 
Iron 2.51 125.0 272.7 
Molybdenum 0.79 357.1 291.6 
Tungsten 1.00 384.6 384.6 
As pointed out before, Tungsten is isotropic with respect to the Young's Modulus. 
1.1.8 System 3 : Single pbase PolycrystaI 
Figure 1.13 An anisotropic polycrystal with respect to the Young's Modulus. 
In principle it should be possible to obtain the elastic moduli for a polycrystal from a 
weighted average of the elastic behaviour of all orientations of crystals. Figure 1.14 
indicates another parameter that bas to be taken into account, texture. 
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Polycrystal 
Random Polycrystal Textured Polycrystal 
Figure 1.14 A Polycrystal may have texture 
There are three main models which 'combines' random single-crystals to form a 
polycrystal. Voigt's model assumes that the strain is uniform throughout the 
polycrystal and the Reuss model assumes that the stress is uniform. Most residual 
stress measurements are made on polycrystals so a good model is needed. The Voigt 
model turns out to be a valid lower bound and the Reuss a valid upper bound. The 
average of these two (the Hill model) is more realistic and is also close to another 
model called the Kroener model. 
Only the equations for the Voigt (eq 1.29, 1.30) and Reuss model (eq 1.31,1.32) (for 
a cubic crystal system) will be stated here. The Kroener model is more complex [Noy 
87] and will not be mentioned here. In any case the Reuss and Voigt average (Hill) is 
a good approximation to the Kroener model. 
V hkl = 
2S" + 6(S" - S,,) 
S"(2S,, +2S'2 -S")+S'2(3S,, -4S'2) 
2S" (S" + S'2 + 2S,,) - 2S" (2S'2 + S,,) 
Ehkl = { ( ) } S" - Ahk/ 2 S" - S'2 - S" 
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1.30 
1.31 
S" + AhkJ{2(S" -S,2)-S .. I2} 
S" - AhkJ {2(S" - S'2) - S .. } 1.32 
The above equations assume random polycrystals. Texture is usually particular to a 
sample and is modelled by an 'orientation distribution function' (ODF) and combined 
with a polycrystalline model, either the ones already mentioned or others. 
1.1.9 System 4 : Multiphase polycrystal 
Figure 1.15 An anisotropic multi phase polycrystal with respect to the Young's Modulus. 
An example of this type of system will be described in greater detail in chapter 2 
where steel is used as an example of a multiphase material. This is far more complex 
than a single phase polycrystal. The two phases could have vastly different properties 
in terms of elastic constants, yield points, texture and work hardening. 
1.2 Residual Stresses 
This section outlines how residual stresses can be generated. Examples are the elastic 
response to a 'plastic deformation field' and the elastic response to thermal shrinkage. 
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Figure 1.16 The elastic response to plastic deformation 
Example I: If one imagines two cube regions next to each other within the same 
sample each having different plastic deformations I, 2 as indicated on the stress/strain 
graph then the elastic mismatch between the two regions in this direction would be the 
strain E = (0"2 -O"I)IE. This is a macrostress. Often the elastic response to plastic 
deformation can extend for long distances throughout a sample. 
Example 2: A ring and plug sample (Plug diameter is slightly greater than the inner 
ring diameter at room temperature). A plug cooled in liquid nitrogen is placed in a 
ring which is at 50°C. The ring and plug are allowed to reach equilibrium at room 
temperature. The plug expands and the ring contracts and a residual stress field is 
created. 
Plug 
.... ~. 
~ .. , .. '~" 
.~............. ", 
/' . 
, ') 
t...... /i 
...•. ~ .... 
......... .............. ~ .•.... 
Ring 
Figure 1.17 Ring and plug sample 
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Internal stresses (Residual stresses) are present in almost all solid materials and 
components. Their presence is not obvious and they are not due to an existence of an 
external load (although they may have been caused by one). These internal stresses 
arise from almost every step of manufacturing processing and they are often 
detrimental. Sometimes however they are introduced purposely and are beneficial (e.g. 
compressive stresses at surfaces to keep any small cracks shut). The consequences of 
detrimental residual can be significant. They can cause stress corrosion or early 
fracture and difficulty in dimensional control, etc. Residual stresses can determine to a 
large extent the behaviour of, for example welded structures which are present in ship 
constructions, pipelines and oil rigs. 
Many definitions of Residual Stresses exist: 
'A stress state which exists in the bulk of a material without application of an external 
load (including gravity) or other source of stress, such as a thermal gradient, is called a 
residual stress. All residual stress systems are self-equilibrating; the resultant force 
and the moment which they produce must be zero.' [Jam 96] 
Basically the stresses arise from the elastic response of the material to an 
inhomogeneous distribution of nonelastic strains such as plastic strains, precipitation, 
phase transformations, misfit, thermal expansion strains etc. 
According to T. Leffers et al [Lef 92]: 'At any point in a sample - whether it is a small 
tensile specimen or a large structural component like a pressure vessel - it is the case 
that the stress is the sum of the stresses from all the dislocations in the sample plus the 
stresses caused by other phenomena. ' 
Another definition: 
" Residual Stresses are self-equilibrating internal stresses existing in a free body 
which has no external forces or constraints acting on its boundary." [Mur 87] 
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These Residual stresses can be broken down into further groups (Figure 1.18) 
Residual Stress 
I I 
Macrostresses Microstresses Submicrostresses 
0"1 0"" O"m 
Linearly Independent 
Dependent on of macrostress 
Macrostress 
Figure 1.18 Classes of Residual Stresses. 
Table 1.6 Classification of Residual Stresses 
Stresses acting over a large volume are Residual stresses of the first kind -
macrostresSeS 0"1 'Type l' 
Deviations from the macrostress in one Residual stresses of the second kind 
phase or grain then are microstresSeS 0"" 'Type 2' 
Stress fluctuations on a SUbmicroscopic Residual stresses of the third kind 
scale e.g. in one grain near dislocations O"m 'Type 3' 
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Figure 1.19 Visual Representation of Residual stresses. 
Stresses fluctuate strongly from grain to grain and even within a grain. Engineers are 
normally only interested in averages over macroscopic distances (macrostresses) as 
there exists a good knowledge relating their size and sign to the performance of the 
material [Pin 92]. Microstresses however should not be ignored. A superposition of 
RS of the I st, 2nd and 3rd kind determines the total RS state at a particular point. 
1.2.1 Macrostresses 
Macrostresses act over 'large volumes' where the large volume should have 
representative volume fractions of all phases and grain orientations. These are the 
stresses traditionally associated with residual stresses and are the stresses that would 
be measured by dissection methods. Macrostresses are the stresses that would develop 
in a homogeneous material (micro stresses are present because real materials are not 
homogeneous). Macrostresses are also the stresses usually desired by the engineer but 
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the influence of microstresses in the diffraction measurements have to be taken into 
account. 
Definitions of macrostresses and microstresses are found throughout the literature. 
The best equation definitions have been found in the thesis of Karel Van Acker [Ack 
96] and are used here (eq 1.33 to 1.38). 
The macrostress O"M is defined as a nearly homogeneous stress across large volumes, 
over several grains (Figure 1.19 0"1) 
fariV 
(J" =_v __ 
M fdV 1.33 
v 
The volume V is defined here as a volume around the considered point of the material 
in which all phases and grain orientations are represented by their volumes fractions. 
The volume however is still small in relation to the component. 
The micro stresses are the differences between the real stresses present and the 
macrostress value. Macrostresses will typically arise from different amounts of plastic 
deformation in different regions of a body e.g. in surface layers - because of the 
constraining effect of the bulk, where the plastic deformation is minimal. Since the 
surface will constrain the bulk in retum, the bulk will also have residual stresses as 
well, even though it has not suffered deformation. It is also possible to have residual 
stresses when a multi-phase body, where the phases have different yield points, IS 
pulled in uniaxial tension . 
.... ___ F __ ~L __________________ ~~F ________ • .~amPle r-.
Figure 1.20 A Sample under stress. 
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A macrostress can be 'simulated' in a stress rig (Figure 1.20). Each end of the stress 
rig can represent two different regions of 'plastic deformation' and the elastic response 
of the sample is the macrostress (when the sample is below its yield point). The 
principal axes of the stresses will be naturally the axial direction and two axes 
mutually perpendicular to this direction. 
1.2.2 Microstresses 
After yield in uniaxial tension and removal of the load, the macrostress field in the 
deformed material will be negligible since the material will have the same plastic 
strains at all depths. The inhomogeneous distribution of yield points in the material 
volume, however causes an inhomogeneous partitioning of the plastic strains between 
the phases, which, due to the constraining effect of the stronger phases on the weaker 
ones, cause a residual stress field to form. Such incompatibilities already occur on 
elastic loading if the elastic properties of the material vary from grain to grain. When 
an external load is applied to a polycrystalline aggregate consisting of hard and soft 
. particles, the hard particles are loaded more heavily than the soft ones. If the total 
stress is tensile, the all is tensile in the hard particles and compressive in the soft 
particles. The most obvious reason for a variation of the elastic response is the 
presence of different phases, but even within one phase, elastic anisotropy of grains 
can lead to considerable microstresses. These stresses can be present in a single phase 
material also, if, for any reason, plastic deformation is inhomogeneously distributed 
between the grain of the polycrystalline body. 
For aluminium, elastic anisotropy is small (Table 1.5), but it is rather strong in ferritic 
steels and even stronger in austentic steels: Here, the ratio of Young's modulus of the 
hardest (Ill) and the softest (100) direction is a factor of2 and 3 respectively. 
After plastic flow, the main cause for microstresses is usually not the variation of the 
elastic response from grain to grain, but the variation of the yield strength, either 
because the grains belong to different phases or because the yield strength depends on 
the crystallographic direction. As the yield strength depends not only on the 
orientation of the grain, but also on the dislocation density, microstresses may also 
develop because grain parts located near grain boundaries act as hard areas and those 
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in the interior as weak ones. After cold working, microstresses may easily exceed 
macrostresses (see the steel example in chapter 2 for an example of this), so that 
experimental data on lattice strains should be interpreted with caution. 
Theoretical understanding of microstresses due to plastic anisotropy, the so-called 
grain interaction stresses, is poor and stresses cannot always be easily predicted. 
Therefore, the experimentaiist has to find ways to detect the presence of micro stresses 
and to separate them from macrostresses. 
Microstresses are deviations from the macrostress in one phase or grain (represented 
by crI! in Figure 1.19) and act on a smaller scale than the macrostresses. As they are 
deviations from the macrostress they can be denoted by I'm (eq 1.34) These 
microstresses can themselves be subdivided; which will be discussed later. 
fadO 
1'10" = Of dO -O"M 
o 
1.34 
where 0 stands for the volume of one grain or one phase. An individual grain will be 
characterised also by its orientation g. If the volume 0 is as large as the volume V 
defined in the previous paragraph, then I'1cr is zero. 
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Figure 1.21 Definitions of micro stresses. 
Van Acker [Ack 96] has classified the microstresses in two ways (Figure 1.21). The 
term 'interaction' is used because such stresses only exist in a multi-phase or poly-
crystalline material and not in single-crystals. 
1.2.3 Elastic Interaction Stress 
That part of the microstress dependent on the sum of the residual macrostress and 
applied load stress (if any) is the elastic interaction stress /j.ea (eq 1.35). It will vanish 
when the macrostress is lowered to zero (as in the case of the stress-rig analogy in 
Figure 1.4, the remaining microstresses after unloading are residual interaction 
stresses). It also means that imposing a load stress during service of a component will 
change the elastic interaction stress. This can be understood by the origins of these 
stresses. There is basically one cause: the difference (mismatch) in elastic constants 
between grains and phases. The response of a grain in a single-phase material to an 
imposed strain is dependent on the orientation g of that grain. As already pointed out 
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grains have generally hard and soft directions and directions in-between have values 
of moduli between these extreme values. In that case, the symbol l1'cr(g) is more 
appropriate. In a multi-phase material, one has to make clear in which phase the 
elastic interaction stress is considered. This is always denoted by a small Greek 
symbol (a., 13, .. ) superscript after the cr, for example l1'crC1(g). In general, one phase 
contains separate grains with different orientations. However, it is possible that one is 
interested in the microstress in one phase averaged over all grain orientations of that 
phase. This stress is called here the total phase elastic interaction stress (eq 1.35). 
J l1' 0-" (g)!" (g)dg 
Il.e aa = !.v_" _-;-____ _ 
J!"Cg)dg 1.35 
v' 
f'(g) is the orientation distribution function for the grains of phase a.. The integral of 
the total phase elastic interaction stress over the entire sample is not zero if the 
macrostress is not zero and if the elastic constants of the phases are different. 
Sometimes these microstresses are known as "microstresses due to elastic 
incompatibilities. " 
Another way of describing them is the concept of stress transfer coefficients f''ukl. The 
coefficients f'ijkl indicate the increase of the local stress cra in phase (J. with the 
macrostress and the load stress cr A 
1.36 
With this fourth rank tensor f' defined by equation above, the elastic interaction term 
can now be written as: 
1.37 
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Where I is the unity tensor. 
It is clear from the equation that the elastic interaction term is linearly dependent on 
the sum of macro and load stress, when the sum is still in the elastic region. A similar 
expression can be derived for the grains of a single-phase material. The aspect of the 
f' tensor can be modelled by the linear elastic models (such as the Reuss or Kroener 
models). 
1.2.4 Residual Interaction Stresses 
This is the part of the microstress independent of the macrostress. If we are able to cut 
an intermediate volume V out of a single-phase polycrystal then at that moment the 
macrostress will relax totally in V. The elastic interaction stress will vanish too. It is 
still possible that some microstresses are left in the grains (grain microstresses). They 
are denoted by the symbol 6'cr(g) and are the value of the microstresses when the 
macrostress is zero. 
These stresses are all consequences of plastic deformation. 
It is possible that the crystallites do not begin to yield at the same moment when 
loading the material, since their yield locus is different. Secondly, it is also possible 
that the crystallites work harden at a different rate during the plastic deformation. This 
will cause inhomogeneities in the dislocation density. Finally, the plastic deformation 
is followed by an elastic unloading. The latter can vary from grain to grain because of 
differences in elastic constants. 
All the above definitions can be combined in a general equation because all the above 
stresses exist at the same time in real materials. The local stresses at a point, i.e. the 
real stress, therefore is a sum of macro- and micro stress in that point. In a single phase 
material, the local stress cr(g) can be written as: 
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a(g) = aM + aA + t.ea(g) + t.'a(g) 1.38 
although the stresses around individual dislocations and point defects (type 3 residual 
stresses) are ignored in eq 1.38. 
1.3 Measuring Residual Stresses 
1.3.1 Instrumentation 
There are many methods of performing measurements on components. The most 
promising technique however (because of its many advantages) is the Diffraction 
technique. Here the displacement of planes of atoms within a component can be 
accurately measured and this is effectively a microscopic strain gauge. Any external 
(applied) stress or internal (residual) stress will cause a change in the interplanar 
(lattice d) spacings. The experimenter often would like to measure a tensor. When the 
lattice spacing d(hkl) of a diffraction plane (hkl) is measured in different directions in 
the material a strain and stress tensor can be derived. Diffraction is sensitive to all 
three types of residual stresses and gives more detailed information on the stress state 
than any other technique. 
The incoming beam has wavevector k and the scattered beam has wavevector k'. The 
vector defined as Q = k' -k is known as the scattering vector and defines the direction 
in which the strain is measured (Figure 1.22). 
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Figure 1.22 Schematic diagram of a neutron strain scanner. 
The neutron diffraction method can be divided into two sections, those operating from 
a monochromatic source and those using neutrons from a time of flight system. 
Strains can be directly measured whereas stresses need to be worked out later using a 
suitable modulus. 
Neutrons will coherently scatter from crystalline materials according to the Bragg law 
2dsin6 = nt.. 1.39 
where d is the lattice spacing, 26 is the angle between incoming and scattered 
neutrons, the scattering angle, and lambda is the neutron wavelength. After 
differentiation of the equation, we obtain: 
30 
(d-do)/d = -Ll9cote 1.40 
The left hand side is the neutron strain, where do is the d spacing under zero stress and 
theta represents the scattering angle at this d spacing. An unstressed sample IS 
therefore required to give absolute strains. 
1.3.2 Stress and strain measurements at the ILL 
The vast majority of stress measurements at the ILL have been carried out on D I a. 
D I a is a high resolution powder diffractometer which is mostly used for structure 
refinement and various other crystallographic studies. The monochromator consists of 
Germanium crystals cut on the III plane. It is situated on the H22 neutron guide tube 
in hall A and receives thermal neutrons from a heavy water moderator at 300K. 
Sample Gal~ge volume 
='!= Secondary 
slit 
I Detector I 
Primary 
beam 
Figure 1.23 Experimental set-up using a slit/detector configuration Dl a (Feb. 97 - Aug. 97) 
[pir 98} 
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Figure 1.24 Final experimental set-up using a radial collimator/detector configuration DJ a 
(from AugustJ997) [pir 98]. 
The strain scanner on 0 I a has been through a number of changes through the years 
(Figure 1.23, Figure 1.24). The final set-up (Figure 1.24) has a number of advantages 
over that shown in Figure 1.23. The radial collimator defines a sharper gauge volume 
than the slit configuration. Also there is no peak clipping as one makes through 
surface measurements (which is ideal for peak shape analysis) and the surface effect 
becomes more predictable [Pir 98]. The background is also reduced and this 
advantage is explained in chapter 3. 
1.3.3 Strain sensitivity 
The peak shift due to engineering strains can be a little as 0.0010 (When the Bragg 
angle at 2 theta is around 90°). The diffractometer must therefore have sufficient 
resolution (Lld/d) to detect these small shifts. The instrument resolution is given by: 
1.41 
Where 9m = monochromator Bragg angle (Ola take off angle 29m =122°, 9m = 61°) 
Ll9m = divergence of the beam from the monochromator (Ola: 2Ll9m = 0.15° at 90°) 
9s = sample Bragg angle (29s = 90° as an example) 
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Ll.8s = spread in sample angle (2Ll.8s = 0.3° for example) 
As 8s increases the sensitivity increases. However if 29s > 90°, this will increase the 
dimensions of the gauge volume reducing spatial resolution. Equation 1.41 gives a 
value of 0.003 for the resolution of Dla. A strain scanner has normally a resolution 
order of magnitude of 10-3 to 10-4 and so the above figure is of the correct order of 
magnitude. In the fmal set-up (Figure 1.24) there is a resolution of 2theta of 0.022° 
per channel of the PSD (Position Sensitive detector). A typical peak of 0.3° FWHM 
(Full width half maximum) then contains more than 20 points. From the fitting 
routines, peak positions can be determined typically to 0.00 I ° which corresponds to 
an accuracy in strain of 10-5 or typically < 10 MPa stress. 
1.3.4 Some definitions 
Gauge volume This is the region of intersection between the incident and scattered 
beams which are defined by masking slits or radial collimators, centred at a reference 
point on the axis of rotation of the sample table. The strain distribution of the sample 
is determined by scanning the sample through the gauge volume. 
Gauge area This is the horizontal cross-section through the gauge volume. 
1.4 What the Engineer Wants 
The engineer usually wants to know the macroscopic residual stress field, or 
macrostress, in the sample. He requires the orientation and magnitude of the principal 
stress components as a function of position in the sample which IS usually an 
inhomogeneous distribution. With this information, (usually with a continuum 
mechanics approach), he can then calculate the net effect of an applied stress by 
adding it to the residual stress vectorially. The component maximum loading, fatigue 
life, etc. can therefore be estimated. An accurate and non-destructive measurement of 
residual stress fields has been one of the major problems facing engineers for many 
years. The neutron diffraction method utilises the penetrating power of neutrons in 
most engineering materials to determine this stress field. Diffraction measures the 
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separation of lattice planes within grains of polycrystalline engineering materials, thus 
providing an internal strain gauge. The technique is now called neutron strain 
scanning (NSS) and has an accuracy to usually better than 50 microstrain (10'\ 
1.4.1 The Behaviour of Bragg Peaks 
With the neutron diffraction technique, stresses are determined from strains measured 
on crystal planes in suitably oriented crystal lites, using appropriate elastic constants. 
However, for the information to be of engineering usefulness, it is necessary that the 
results obtained from the neutron diffraction measurements represent bulk behaviour 
consistent with engineering determinations. This is most likely to be the case for those 
materials that are isotropic and less likely for those that exhibit texture and 
crystallographic anisotropy. [Eze 92] 
Stress 
//Ideal response of Bragg reflection 
,/ representing macrostress 
/1/'/ 
Bulk Behaviour 
Strain 
Figure 1.25 Ideal response of a Bragg reflection. 
The ideal Bragg reflection would be one whose angular position remains linearly 
related to the bulk elastic strain even after plastic deformation of the bulk material (i.e. 
no development of residual interaction microstresses or grain microstresses see Figure 
1.25). This would mean that an elastic macrostress at each point in a sample would be 
measured independent of the plastic deformation. However in real materials plastic 
deformation causes microstresses and the ideal situation is not realised. One could 
think of the development of these microstresses as a moving of do i.e. a zero offset. If 
one knew the zero offset then that particular Bragg reflection could in principle be 
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used. However the easiest solution is to find a 'well behaving' Bragg peak. One way 
of doing this is to follow the performance of the reflections by stressing a sample in-
situ in a stress-rig and observing the behaviour of several Bragg peaks as a function 
of applied load and after unloading. 
A.N.Ezeilo et al. [Eze 92] made this type of measurement on a nickel superalloy at 
Polaris ISIS (Table I. 7, Figure 1.26). Surprisingly the 222 differs a great deal from 
the Ill. One would think that these would be the same. The 200 is shown to be the 
worst performer and the III and 311 the best as they lay closer to zero after the 
removal of stress, i.e. show the smallest development of microstress. 
In V AMAS it is generally accepted that the 200 reflection in FCC materials is most 
strongly susceptible to the residual interaction stresses and is therefore unsuitable for 
measurement of macrostrains. The 311 or III are usually used. 
Table 1.7 'Residual stresses' developed in Nickel superalloy [Eze 92J 
Crystallographic plane 'Residual stress' (MPa) axial direction 
III 58 
200 180 
220 -96 
311 71 
222 -123 
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Figure 1.27 Schematic representation of the behaviour of the 222 and 200 in a Nickel 
supera//oy. [Eze 92) 
1.5 Summary 
The basic principles of strain and stress have been presented here. These principles are 
needed so that a residual stress measurement can be carried out successfully and that 
data are interpreted correctly. 
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Chapter 2 Carbon Steels 
2.1 Introduction 
Carbon steels are essentially composites of hard brittle cementite in a soft ductile ferrite 
matrix. This two phase composition has to a large extent been ignored in the use of 
diffraction methods to evaluate residual stresses in steels and may account for the 
disparities that are frequently observed between diffraction based and other methods of 
residual stress measurement. The work described here is a study of the loading and 
unloading behaviour of Bragg reflections in steels and demonstrates the serious errors 
that can occur if the stress in the cementite phase is not taken into account. The work also 
demonstrates that the unloading curve for ferrite is not linear and that further errors in 
stress evaluation will occur if the stress in the ferrite phase is calculated using an elastic 
modulus which is a constant. Some work on the loading of high carbon steel has been 
done by another Loughborough University Group (Neil W.Bonner and Geoffrey 
F .Modlen of the department of Manufacturing Engineering) and this will be 
acknowledged when referred to during this chapter. 
Manufacture of Residual Stresses in 
Carbon Steels Carbon Steels 
I, Amount of 
1'\ Carbon 
Mecbanical Properties of Unloading properties of 
Carbon Steels Carbon Steels 
.. 
1/ yield point 
I' 
• Experimental 
Multiphase Model of Measurement~ Loading properties of 
Carbon Steels --. Carbon Steels 
Figure 2.1 The general layout of this chapter. 
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2.2 Manufacture of Carbon Steels and Mechanical Properties 
Carbon steels are arguably still one of the most important engineering metals and as such 
have been the subject of numerous investigations over many years into residual stresses in 
steel components. Carbon Steels account for 90% of all steel production [Ashby 80]. One 
reason for this is that Carbon is the cheapest and most effective alloying element for 
hardening iron. The mechanical properties are strongly dependent on both the carbon 
content and on the type of heat treatment. Steels are normally worked at high temperature 
(rolling for example) and are cooled down slowly to room temperature. This process is 
known as normalisation (as opposed to quenched steels). Table 2.1 shows the classes of 
different normalised carbon steels. 
Table 2.1 Types o/Normalised Steel 
Amount %Weight Carbon Type of steel 
0- 0.3 % Low carbon steel (mild steel) 
0.3 - 0.8 % Medium carbon steel 
0.8 - 1.7 % High carbon steel 
1.7%-4% Cast iron 
Table 2.2 Phases in the Fe-Fe3C system 
Phase Atomic Packing 
Austenite y f.c.c Stable polymorph of Fe between 914°c 
and 1391°C 
Ferrite a b.c.c Stable polymorph of Fe below 914°c 
Fe)C (Cementite) complex Hard brittle compound 
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Figure 2.2 Schematic phase diagram of the iron-carbon system[Ashby 80} 
The room temperature microstructure can be inferred from the Fe-C phase diagram. From 
the diagram (Figure 2.2) it can be seen that at room temperature iron is Cl. phase (ferrite) 
with a B.C.C structure. There is also a small interstitial solution of C (Maximum 
solubility of 0.035 wt % C occurs at 723°C). The rest of the carbon is in the form of a 
hard and brittle chemical compound of Fe and C containing 25 atomic % (6.7 wt % ) C 
known as cementite 
The room temperature microstructure of carbon steels depends on the carbon content. If a 
steel is of eutectoid composition (0.8 wt % C) and is cooled below 723°C pearlite nodules 
nucleate at y grain boundaries and the whole microstructure transforms to pearlite. 
Pearlite is the composite eutectoid structure of alternating plates of Cl (Fe) and Fe3C. It 
occurs in low, medium and high carbon steel. It is a mixture of the two separate phases Cl 
and Fe3C in the proportions of 88.5% by weight of Cl to 11.5 % by weight ofFe3C, 
If the steel contains less than 0.8% C (a hypoeutectoid steel) then the y starts to transform 
as soon as the alloy enters the Cl + Y field (Figure 2.2). "Primary" Cl nucleates at y grain 
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boundaries and grows as the steel is cooled. The remaining y (when of eutectoid 
composition) transforms to pearlite as usual. The room temperature microstructure is then 
made up of primary a + pearlite. 
If the steel contains more than 0.80% C (a hypereutectoid steel) then we get a room 
temperature microstructure of primary Fe3C plus pearlite instead. 
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Figure 2.3 Some mechanical properties of carbon steel [Ashby 801 
Figure 2.3 shows the effects of the carbon content on the mechanical properties of 
normalised carbon steels. The Fe3C acts as a strengthening phase and thus the yield 
strength ( cry ) and tensile strength (crTS) increase linearly. The tensile strength is the point 
at which the material will fracture. 
The ferrite provides ductility and the cementite strength. Ferrite is cubic and has a unit 
cell size in the range 0.2860 to 0.2862 om depending on the percentage of dissolved 
carbon and the production method [PearsonJ. Cementite in steel is normally orthorhombic 
with lattice parameters 0.5092, 0.6745, and 0.6713 om [JCPDS 86]. The larger lattice 
spacings and orthorhombic structure of cementite together with the small percentage of 
the compound in a typical steel means that in X -ray or neutron diffraction measurements 
of the diffraction peak intensities observed from the cementite phase are only a very small 
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fraction of the ferrite peak intensities. A typical ratio of cementite to ferrite peak intensity 
is I :60. This renders the study of the cementite peak shifts in normal residual stress 
diffraction measurements almost impractical. 
2.3 Multipbase Model of Carbon Steels 
As was pointed out in chapter I, most engineering materials are inhomogeneous and the 
macroscopic mechanical behaviour will be a composite of the behaviours of the 
material's components and their interactions. The multiphase system (Figure 1.7) is one 
of the most complex in terms of modelling and prediction of response to external forces. 
Isotropic polycrystals (e.g. Tungsten) will form mainly macrostresses with maybe very 
small micro stresses (due to differences in yield strengths of groups of grains at different 
orientations). The production of microstresses becomes increasingly likely the more 
anisotropic the material becomes (in terms of elastic constants, yield strengths etc.) and 
the more phases it has. 
Determination of the engineering macrostresses by diffraction is complicated greatly by 
the existence of interphase microstresses caused by the existence of these phases. High 
carbon steel is an example of a multiphase polycrystalline material. In steel such stresses 
are formed because the cementite bears a higher elastic stress under load than that carried 
by the ferrite (after plastic deformation). Steel may be considered as a composite material 
with the ferrite as the matrix and the cementite as a strong, hard reinforcement. 
Understanding how the individual phases interact to produce the bulk mechanical 
response of the material is important to the interpretation of diffraction results. 
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Figure 2.4 Composition of a carbon steel. 
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Figure 2.5 The loading of a multi phase material (such as steel). 
Figure 2.5 shows the 'problems' associated with a multiphase material. The diagrams 
indicate two phases but of course there could be more. 
It must be emphasised that similar effects (depicted in Figure 2.5) are present in single-
phase polycrystals (and hence within the individual phases of a multiphase material) -
where different orientations of grains have different elastic moduli, yield points and work 
hardening. The effects are usually smaller than with a multi phase material as the 
differences in these values are usually smaller. The effects naturally should always be 
taken into account. 
Even on loading (before macroscopic 'bulk' yielding starts), a large difference in the 
elastic moduli of the phases can cause micro stresses to develop. 
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Fortunately both cementite and ferrite have very similar elastic moduli (see Table 2.3 and 
also [Mio 94]) so that a measurement of elastic strain in one phase (almost exclusively 
the ferrite) provides a stress which is representative of the complete material i.e. load 
transfer from the ferrite to the cementite is therefore negligible. As a result the phase 
elastic interaction stress (the difference between the stress in a phase and the macroscopic 
applied stress) is expected to be small. However this equality of stress in both phases will 
only apply when the material is loaded to stresses below the material yield stress. 
Table 2.3 Results o/Neutron elastic constants from N.Bonner et al [Bon 97] 
Phase Lattice Modulus Tensile Axis Diffraction Poisson' s Ratio 
plane E(GPa) 
Ferrite (llO) 212± 16 0.28 ± 0.03 
Ferrite (200) 179 ± 4 0.36 ± 0.04 
Ferrite (2ll) 212 ± 8 0.30 ± 0.03 
Cementite (112) 152 ± 16 0.29 ± 0.09 
Cementite (123) 186 ± 35 0.29 ± 0.12 
The yield stress of cementite is typically 2-3 times more than that of the ferrite [Ray 92] 
although there is evidence for the cementite in Pearlite to plastically deform earlier [Win 
92]. After the steel yields the stresses in the ferrite and cementite phases are no longer 
equal with the cementite carrying the higher stress. This will be true in both low carbon 
steels where the ferrite grains will yield first and also in high carbon steels where the 
ferrite platelets in the pearlite will yield before the cementite. Since residual stresses are 
produced when a material undergoes plastic deformation the residual stresses in the 
ferrite and cementite phases in any component of interest will not be equal. This poses a 
problem to the engineer who wishes to measure macro residual stresses in steel 
components by means of diffraction experiments. The only stresses that can be readily 
measured are the ones in the ferrite phase but since material has undergone plastic 
deformation these will almost certainly differ from the material macrostresses which are 
the stresses of interest. This problem may explain the frequent disagreement that is 
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observed between diffraction measurements of residual stresses and finite element 
calculations or other measurement methods. The general trend is usually observed to be 
the same but the absolute values can differ by amounts of up to 300 MPa [Abo 90]. The 
effect increases the more carbon there is in the steel. In the work described in this chapter 
a high carbon steel is used and it is therefore an extreme example. Lower carbon steels 
are expected to be less affected but even then caution should be taken. 
The results of Neil Bonner et al [Bon 97] show a rapid divergence in the stresses in the 
cementite and ferrite phases of a high carbon steel after the yield point and a resultant 
residual stress when the sample is unloaded which differs in sign for the two phases and 
whose magnitude increases as a function of applied plastic strain. They found the elastic 
strains in the cementite to be greater than in the ferrite indicating that the cementite acts 
as a reinforcing phase. 
Calculations of the residual stress in the ferrite are normally made by either using X-ray 
or Neutron elastic constants determined from the single crystal compliances using Reuss 
or Kroener methods or from values measured by carrying out a subsidiary experiment in 
which the material of the component of interest is loaded to loads below its yield point 
and the elastic modulus directly determined. The latter is the preferable method since it 
involves none of the assumptions of the theoretical models. This is the method used by 
Bonner et al [Bon 97] (Table 2.3) to calculate their stresses and is based on the 
observations that the stress-strain curve in the elastic (pre-yield) region is accurately 
linear for all Bragg planes. The elastic constant used in the stress calculation is then the 
appropriate one taken from the slope of the measured stress X-ray or neutron strain curve. 
The above considerations lead to the conclusion that residual stress measurements in 
steels require measurements of the strain in both the ferrite and cementite phases if an 
accurate estimation of the material macro stress is to be obtained. However even if values 
for both phases are available the conversion of measured strain to stress is always carried 
out on the assumption that the elastic modulus is a constant whose value is the same as 
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that observed during loading. Finite element modelling of a medium carbon steel by 
Zhonghua and Haicheng [Zho(A) 90], [Zho(B) 90] has predicted that after an initial linear 
unloading region the intergranular stresses between the ferrite and cementite rich grains 
will lead to reverse deformation of the ferrite. They therefore predict that the unloading 
curve for the ferrite grains will be non linear and hence use of the pre-yield linear loading 
modulus will lead to erroneous values of the ferrite residual stress. 
Although the model used by Zhonghua and Haicheng is actually a medium carbon 
quenched steel, the parameters used for their model also describe the high carbon steel 
very well. They used ferrite and martensite for their dual-phase steel model. The Young's 
modulus and Poisson's ratio for both ferrite and martensite used was 197 GPa and 0.3 
respectively which is comparable to the values in Table 2.3. The values for the yield 
points used were that of pure iron (approx. 250 MPa) and 1200 MPa for the martensite. 
The volume fraction of the martensite was 0.16 which is comparable to the cementite in 
high carbon steel volume fraction (0.12). Values for the yield point of cementite are 
thought to be 2-3 times higher than ferrite. However due to the Pearlite morphology [Win 
92] it is thought that the cementite will remain in the elastic region for small macro 
plastic strains (below 2%). Bonner et al. [Bon 97] reported peak broadening and hence 
possible plastic deformation of the cementite after larger strains. 
This chapter describes work carried out to investigate the unloading as well as loading 
response of a low and high carbon steel. The results obtained indicate that the unloading 
stress strain curves for the steels are indeed non-linear and therefore throw even more 
doubt on the accuracy of residual stress determinations in steels obtained by neutron or X-
ray diffraction. 
2.3.1 Phase microstress 
Phase micro stresses are similar to grain microstresses and are independent of the 
macrostress state. In chapter I it was indicated that any residual stresses in the sample in 
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Figure 1.19 after the load was removed (after the sample had undergone plastic 
deformation) were microstresses. 
The phase microstresses can be described very well by the equations used by Acker [Ack 
96]. The notation il'era(g) is adopted for the phase microstress tensor. The 'total phase 
microstress' is the average of the phase microstress in an intermediate volume of phase 
aya. g represents the orientation of grains within a phase. 
f il' aa (g)f(g)dg 
il' aa = -,-V_" _-:-___ _ 
ff(g)dg 
2.1 
V" 
Ll'era needs not to be zero. However, the total phase microstress has to' be in equilibrium 
, 
with the total phase microstresses of other phases, weighted with their respective volume 
fractions ca. For two phase materials (phase a and ~): 
2.2 
This equation can easily be derived from the definition of microstress. Indeed, the integral 
of the micro stress in an intermediate volume has to be zero. 
Equation 2.2 corresponds to the equation used by Bonner et al [Bon 97] 
fear.erear + (I - fear )erfe,' = er,pp!. 2.3 
where fear is the volume fraction of the cementite, erear. erfe, is the stress in the cementitel 
ferrite. Obviously equation 2.2 is the situation where there is no applied load erapp!. 
According to Acker [Ack 96] the total phase stress can be written as 
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2.4 
Where aM is the macrostress. aA is the applied stress. L1ea n(g) is the phase elastic 
interaction stress and L1'an (g) is the phase microstress. 
Neil Bonner et al [Bon 97] assumed that the phase elastic interaction stress was zero, due 
to the fact that the two phases have very similar elastic constants (Table 2.3). 
Applied 
Macrostress 
550 MPa 
ferrite 
reflections 
.// 
High carbon steel 
550 MPa Axial Phase stress (MPa) 
Figure 2.6 Schematic diagram of Cementite and Ferrite (Bragg) behaviour after yielding 
[Bon 97J 
The macrostress (as measured by a strain gauge on a specimen) against lattice spacing 
stress is shown by the straight line of gradient I in Figure 2.6. The lattice macrostress 
corresponds to the applied macrostress below yield point. Both cementite reflections 
mentioned in Table 2.3 have a slope which decreases (the load is being transferred to the 
cementite) and the slopes of the ferrite reflections increase. 
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2.4 Experimental Measurements 
In the present work, neutron diffraction experiments were carried out on cylindrical 
samples of mild (Iow carbon) steel (0.135 %C, 0.18% Si 0.72% Mn; wt.%) and high 
carbon steel (1.01 %C, 0.25% Si, 0.32%Mn; wt.%). The samples were stressed in situ in 
the neutron beam and observations made of the neutron elastic strain as a function of 
applied load. The experiments were carried out using the D I a diffractometer at the 
Institute Laue Langevin in Grenoble and the TKSN-400 diffractometer at the Czech 
Nuclear Physics Institute in Rez. All samples were annealed at 600°C for 2 hours in a 
vacuum and slow cooled before use. The main aims of the experiments were a) to check 
the linearity of applied stress v neutron measured elastic strains for the elastic loading 
portion of the stress-strain curve, b) to observe differences in the behaviour after yield 
between the neutron measured strains in the steels and c) to attempt to observe the 
linearity of the elastic unloading curve. Instrumental and time constraints meant that in 
most experiments only a very limited number of ferrite 8ragg peaks could be observed 
and it was not possible to follow whilst observing several Bragg peaks a complete 
loading, plastic deformation and unloading cycle. However it is believed that the data 
obtained are sufficient to confirm the finite element model of steel deformation of 
Zhonghua and Haicheng [Zho(A) 90], [Zho(B) 90] and hence to throw doubt on the 
accuracy of 'traditional' diffraction measurements of stress in steels. 
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Figure 2.7 Applied stress versus- Neutron measured strain for a mild steel sample at loads 
below yield. Ll 2 J J, 0 J J O. Open symbols loading, filled symbols unloading. 
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Figure 2.7 shows pre-yield applied stress-neutron measured strain data for a sample of 
mild steel. The 110 data are rather more scattered than the 211 and the moduli obtained 
by straight line fitting to both the loading and unloading 211 data (226 GPa) corresponds 
closely to the values predicted by the Kroener and Reuss models. Figure 2.8 illustrates 
data from another mild steel sample which has been loaded to just below yield and then 
incrementally loaded to the post yield region. In both samples described above the strain 
is measured with the scattering vector in the direction of the applied stress for all planes. 
The final plastic true strain in the second sample was 0.21 (21%). Only the residual strain 
when fully unloaded was measured for this sample but it is worth noticing that the 
unloading residual strain is negative for all peaks. Consideration of equilibrium 
conditions would suggest that it should balance to zero. This result is what is to be 
expected if the unloading stress strain curve follows the general shape predicted by 
Zhonghua and Haicheng and which is schematically redrawn in Figure 2.9. 
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Figure 2.8 Applied Stress versus Neutron measured strain for a mild steel sample loaded beyond 
yield (yield stress" 250 MPa ). e200, • 310, • 222, J;.. 110, T 211. Filled symbols loading, 
open symbols residual strain on unloading. Experiment performed at ISIS (Polaris). 
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Figure 2.9 Diagram after Zhonghua and Haicheng of the behaviour of ferrite and cementite 
during loading and unloading of a model steel. Vertical axis Applied stress (MPaj , horizontal 
axis effective stress in phase (MPa). Yield occurs at A. OABC represents the behaviour of 
cementite, OADE ferrite. 
In Figure 2.9 the line OA is the initial elastic loading for which strains in both phases are 
the same. At A yield occurs and strain in the ferrite (AD) for any given applied load is 
less than in the cementite (AB). Unloading leads to essentially linear behaviour in the 
cementite (BC) but non - linear behaviour in the ferrite (DE). The observations that all the 
measured Bragg planes in Figure 2.6 deflect in an 'upward' direction from the linear 
shows that after yield the incremental load is being transferred to the cementite. Had the 
load been distributed among grains of ferrite it would be expected that some reflections 
would deflect upward and others downward depending on the Bragg reflection and hence 
the set of grains und!!r observation. This latter is the behaviour that would be expected 
after yield in a pure polycrystalline metal. Figure 2.10 shows the behaviour of a 99.9% 
pure polycrystalline copper sample where the Bragg plane strains are measured in the 
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loading direction and in which the deviation from linearity in opposite senses of the III 
and 200 planes is clearly visible while the 311 remains essentially linear. A less 
comprehensive set of data from only the 200 and 211 peaks of a pure iron sample with 
strains measured perpendicular to the loading direction shows a similar effect with 
residual strains of opposite sign for the two measured peaks after unloading. 
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Figure 2.10 Applied Stress versus neutron measured strain. Loading a sample 0199.9% Copper . 
• 311. 0200, t.111. 
Figure 2.11 shows stress - neutron strain curves for the 110 plane in two samples of high 
carbon steel which has been loaded beyond yield and then unloaded (yield stress -
approximately 500 MPa). The deviation from linear behaviour is clear as is the non 
linearity of the unloading curve. In both cases the initial portion of the unloading curve is 
approximately linear with a modulus approximately equal to the loading modulus before 
deviating from a straight line when the relaxed strain is of the same order as that which 
ferrite sustained before initial yielding. The ILL sample had a final true plastic strain of 
0.02 (2%) and the Rez sample 0.026 (2.6%). 
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Figure 2.11 Applied stress versus neutron measured strain for two high carbon steels.All 
Moduli are in GPa 
Figure 2.12 shows a limited set of data for the ferrite 110 and 211 peaks measured using 
X·rays at HMI Berlin in a direction perpendicular to the loading direction in a further 
sample of high carbon steel. The sample was loaded to a stress lower than yield (238 
MPa) , then loaded to give a plastic strain of 1.6% (538 MPa) , and it was then unloaded 
in three stages (393 MPa, 180 MPa , 0 MPa ). It can be seen that for both Bragg planes 
the initial loading and unloading plots have slopes which correspond closely to the values 
expected from the single crystal elastic constants with deviations occurring in both the 
loading and unloading slopes when plastic deformation and reverse plastic deformation 
occurs. In both cases the residual strain is positive. Cementite peaks measured in the same 
experiment (Figure 2.13) were very weak and could not be fitted with sufficient accuracy 
to evaluate moduli but showed residual strains on unloading of the opposite sign to those 
of the ferrite peaks. These results are in agreement with the results of Bonner [Bon 97]. 
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Figure 2.12 Applied axial stress against radial strain for the 110 and 211 reflections for a 
further sample of high carbon steel .110, 0211. Vertical axis applied stress, horizontal axis 
strain in units of ]()-J. 
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Figure 2.13 HMI X-ray results of two cementite reflections and aferrite reflection after tensile 
plastic deformation. 
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Cementite has a orthorhombic structure and its elastic properties will be anisotropic but 
the Young's moduli all have values around 200 GPa. This will explain the apparent 
difference in moduli in the cementite in Figure 2.13. The X -ray wavelength used was that 
of Cobalt (1.789 A) and the peaks of Cementite were 211 and 102 at 50.2° and 51Y 
respectively. Both were fitted with limited accuracy but show a similar trend to that of the 
model of Zhonghua and Haicheng (but here in perpendicular 'Poisson' direction to the 
applied stress). 
2.5 Plastic Deformation Evolution 
Petr Lukas of the Nuclear Physics Institute, Rez (Czech Republic) kindly applied peak 
broadening analysis (Figure 2.14) to the I?w carbon steel an~ high carbon steel stress-
strain results in Figure 2.20. The results show nicely the evolution of dislocation density 
when yielding. The dislocation density in the high carbon steel is approximately 3 times 
more than in the low (mild) carbon steel in this case and its evolution is also steeper. This 
is consistent with the view that for a given strain, decreasing the interparticle spacing 
causes an increase in dislocation density and thus the rate of dislocation formation. The 
mechanical behaviour of alloys strengthened by a coarse dispersion of hard particles is 
characterised by a high initial rate of work hardening [WiI64]. This can be seen in Figure 
2.14. According to Orowan fOro 48] the flow strength depends on the stress necessary to 
force dislocations through the precipitates. In coarse dispersions it will be easier for the 
dislocations to pass between the particles of cementite. 
Petr Lukas used the Granato Luecke theory [Gra 56(A)], [Gra 56 (B)] to find the change 
in Young's modulus due to work hardening. He found that the maximum modulus change 
was 1.04 % for high carbon steel and 0.6 % for low carbon steel. These values are very 
small and almost negligible (if the theory is correct). No detail of the theory will be given 
here. 
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Figure 2.14 The Dislocation Density Evolution in high and low carbon steel. 
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2.6 Unloading behaviour 
During unloading there is evidence that the yield stress of the ferrite is reached, as a result 
the ferrite carries less of the unloading stress of the multi-phase bulk material and more is 
carried by the cementite. A distinction between what can be seen with neutrons and a 
'tensile testing machine' has to be made here. In Figure 2.15 (1) the bulk behaviour of 
high carbon steel is similar to that in Figure 2.18. No noticeable change in Young's 
modulus is seen in the elastic regions. The bulk response of the individual phases Figure 
2.15 (2) are shown in Figure 2.9. 
Unloading 
Behaviour 
I I 
Bulk Behaviour Bragg Reflection 
1 Behaviour 
I I 
I 2 I I 3 I 
Ferrite Bulk Cementite Bulk Ferrite Bragg Cementite Bragg 
Behaviour Behaviour Behaviour Behaviour 
Figure 2.15 Making a distinction between bulk and Bragg behaviour. 
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Figure 2.16 Schematic representation offerrite and cementite. 
In Figure 2. I 6 a possible mechanism of what is happening is depicted. If one imagines 
two layers, one of ferrite and one of cementite stuck together then a visual process can be 
envisaged. In 1 the multiphase material is pulled in tension. The yield point of ferrite is 
reached first (2) (one can assume that the cementite does not yield at least for plastic 
deformation <2%). After the ferrite planes start to yield, the neutron measured strain 
follows line 2 (in Figure 2.17), until point 3 is reached at maximum load. As the load 
(Stress) is removed initially both phases unload elastically. The compressive yield point 
of the ferrite is reached at 4 and exceeded. One would think that the dislocation density 
(due to extra plastic deformation) would increase (Figure 2.14). Unfortunately there are 
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not enough points to conclude this. The last point in the high carbon steel (Figure 2.14) 
shows a drop in dislocation density although this is not conclusive due to the large scatter. 
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1 Strain =0 
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Figure 2.17 The general response of Fe 110 in high carbon steel (related to Figure 2.16). 
This seems to be what is happening in the high carbon steel, although one needs more 
unloading points to see the shape more clearly. From the mechanism described in Figure 
2.16 one may expect the linear region B to be 'twice' the 'length' of A (assuming that the 
compression yield point is the same magnitude as the tensile yield point). The region 
appears to be shorter than this. One possible explanation is a 'permanent softening' due to 
the Bauschinger effect. High carbon steels, once plastically deformed in one direction are 
easier to deform in the reverse direction. 
It must be pointed out that the 'Neutron Bragg Strain' 'sees' only the elastic component 
of the reflections. For example the ferrite on its own may have Bragg reflections that 
behave as that in Figure 2.17. The bulk response is of that in Figure 2.18. 
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Figure 2.18 The difference between bulk behaviour and Bragg reflection behaviour. 
The model of Zhonghua and Haicheng in Figure 2.9 depicts bulk response of the phases 
and cannot be directly compared to the behaviour of the stress strain response of the 
reflections. In Figure 2.18 the apparent Young's modulus of bulk pure iron becomes 
small. Harder reflections will deflect downwards having apparent Young's moduli of 
nearly zero and softer reflections will deflect upwards having apparently very large 
Young's moduli. In a carbon steel, all ferrite reflections are the soft reflections and the 
cementite hard. 
The model of Zhonghua and Haicheng predicts reverse plastic deformation in the ferrite 
phase when the applied macro stress is reduced to zero. This is consistent with what is 
observed in the experiments described here. 
Figure 2.19 shows two low carbon steel samples. The final true plastic strain was 0.058 
and 0.069 of sample 1 and 2 respectively. 
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Figure 2.19 Two low carbon steel samples after tensile plastic deformation. 
Figure 2.20 shows the large difference in yield point stress for low and high carbon steels 
(220 MPa and 520 MPa respectively) after uniaxial tension. The loading response is 
similar in both steels (Young's modulus of approx. 230 GPa ). To within experimental 
error the unloading response of the low carbon steel is linear but not for the high carbon 
steel. The phase stress in the ferrite in the high carbon steel is 3-4 times higher after small 
plastic strain. 
62 
High Carbon Steel and Low Carbon Steel Rez May 96 
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Figure 2.20 Comparison of Stress vs Strain Curves of a Low Carbon Steel and High Carbon 
Steel at Rez Fe 110 (Axial direction). 
2.7 Residual Stresses in Carbon Steels 
In general it can be seen that the greater the amount of carbon, the greater the micro strains 
and microstresses produced. From Figure 2.20 one can see the amount of microstress in 
the low carbon steel in the ferrite phase is -100 MPa and in the High Carbon Steel -360 
MPa after tensile deformation (here a Young's modulus of230 GPa was used). 
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Figure 2.21 Axial Lattice Strain in Ferrite Phase [Ban 97} 
Figure 2.21 is a schematic diagram of the results of the high carbon steel of Banner et al 
[Bon 97]. The axial lattice strain approaches a constant value (± 2 x 10-3 : ± 460MPa) 
after approximately 4% plastic macrostrain. This appears to be the same in 110, 200 and 
211 planes. Figure 2.8 shows that the majority of planes in the low carbon steel after 21 % 
strain go to - 5 X 10-4 (-130 MPa). One may therefore predict that the ferrite reflections in 
this low carbon steel will follow the dotted line in Figure 2.21. Similar values of strain for 
the low carbon steel can be seen in Figure 2.19 and 2.20. This shows the influence of the 
content of carbon. 
X-ray work performed by D.V.Wi1son et. al [Wil 64] shows the performance of a low 
carbon and high carbon steel at the surface. All samples were strained in tension 
uniaxially. Measurements were made perpendicular to the strain direction and converted 
to the strain direction by assuming eq 2.5. The advantage of neutrons over x-rays is that 
they see the bulk behaviour and so one cannot directly compare these values although one 
can see a similar response. 
1 
"28r1 = -6,2 = -6r3 2.5 
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-----
where Er' is the longitudinal residual strain (direction of strain) and Er2 and Er) are 
mutually perpendicular transverse strains. 
Table 2.4 X-ray diffraction strains (in units of 1 (f6) in low and high carbon steels. 
Reflection Carbon wt. % Istrain Carbon wt. % Istrain Carbon wt. % Istrain 
0.04 wt. % 7% I.IS wt. % 1% US wt. % 7% 
Fe 310 - 390 - SOO -IS00 
Fe 220 - 100 - 220 -700 
Fe 211 - 100 - 300 - 900 
Fe]C 121 - 1000 3000 
Fe]C 210 - 900 3300 
Fe)C 211 - 170 5000 
Fe)C 125 - 160 -
Even a small amount of carbon (0.04% wt.%) has the effect of causing negative 
microstresses in all (here) ferrite reflections. These values are approximately twice that of 
the magnitude expected in a pure iron polycrystaI except that in a polycrystaI some planes 
will have positive values of residual strain. The amount of cementite in the low carbon 
steel was not enough to make any x-ray measurements with and so the measurements are 
not shown. The high carbon steel here is of a higher carbon content than the one used in 
the neutron experiments. The strains appear to be lower than in the neutron experiments. 
This is probably due to relaxation at the surface of the steel and the assumption of 
equation 2.5. 
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Figure 2_22 Axial Lattice Strain in Cementite Phase {Ban 97 J 
Figure 2.22 is a schematic diagram of the results of the cementite response in high carbon 
steel of Bonner et al [Bon 97]. The axial lattice strain approaches a constant value (± I x 
10-2 : ± 2300MPa) after approximately 4% macrostrain. This appears to be the same in 
the 112, 123 cementite planes. 
2.8 Discussion 
The results of this work show that steels behave broadly in the manner described by the 
finite element model of Zhonghua and Haicheng. This has considerable consequences for 
the measurement of macro residual stresses. Even if several ferrite peaks are measured the 
averaged residual stress will still be in error since the cementite residual stress will almost 
certainly differ from that of the ferrite and the 'true' macro stress will be a weighted sum 
of the stresses in the two components. This is clearly illustrated in the work of [Bon 97] 
where values of approx. 460 MPa in the residual stress in the ferrite are balanced by 
negative residual stresses of 2300 MPa in cementite yielding an overall macro residual 
stress of zero. It has however been shown in this work that even knowledge of the 
cementite and ferrite residual stresses and fractions may not be sufficient to accurately 
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calculate the macro stress since the ferrite unloading curve is non linear and hence the use 
of a single valued constant modulus to convert from strain to stress is not valid. 
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Chapter 3 Treatment of Data and Deconvolution Techniques 
3.1 Aim 
One of the aims of this chapter is to see how reproducible peak shape and widths are 
using different instruments and set-ups (e.g. comparison of peak widths on spallation 
sourcesrrOF (e.g. ISIS) and reactor/steady state sources (e.g. ILL) when 
measurements are made on the same sample). If it is reproducible the FWHM and 
shape of the peak could be used to give clues to the amount of plastic defonnation in a 
sample. The final aim was to try different approaches to extract the Lorentzian and 
Gaussian components accurately from diffraction peaks that broaden symmetrically in 
order to find the most appropriate method for neutron diffraction work. A number of 
simple convolution and deconvolution programs were tried to find a best procedure in 
the case where the 'instrumental resolution' peak is asymmetrical and an analytical 
solution is not available. 
3.2 Introduction 
In general a diffraction peak has four important parameters: position, height, width 
and shape. The area under the curve is related to the latter three parameters. In 
residual stress measurements, and indeed crystallography in general, the position is 
the most important parameter because this carries information about the d·spacing. 
The width and shape can indicate size broadening and dislocation density and are 
sparingly used despite this information often being available. This is normally due to 
the difficulty of interpretation and of obtaining these parameters because of the need 
to remove the instrument resolution function. The order of ease of obtaining 
parameters with a normal fitting program is firstly position and then intensity (both 
easiest as these are normally independent of the instrument resolution), followed by 
the width and then shape (shape being the hardest). Extracting the width and the shape 
from the influence of the resolution of the instrument can be problematic especially 
when there is asymmetry. 
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For peak broadening analysis to be viable the data should be of a high quality. With 
Residual Stress experiments (at neutron sources) the statistics obtained are normally 
just enough to determine the position (either in 28 or d) to a certain accuracy. Ideally 
an accuracy of ±O.OOI ° at 28 = 90° would be required. An accuracy of ±0.002° to 
±0.004° at 28 = 90° is usually very acceptable, whereas ±0.010 would be an upper 
limit. Without weighting, the fit normally has a 'coefficient of determination' of r < 
0.99 for a residual stress experiment (this is defined by equation 3.1). With better 
quality data r > 0.99 the shape can reveal more about the microstructure. The 
coefficient of determination (r) is one way a 'goodness of fit' can be quantified. The 
nearer to I the better the fit. The nominator in eq 3.1 is sometimes called the 'Sum of 
squares due to error' and is the weighted sum of squared residuals (this is the quantity 
that is normally minimized in least-squares refinements). The denominator is the 
'Sum of squares about the mean'. 
n 
LW,CY, -yY 
r2 = 1- 2"-='-, ____ _ 
n 
3.1 
LW,(Y, _y)2 
i",1 
Where Yi is the y data value, y, is the calculated y value, Wi is the weight and y is the 
mean of the y data values. 
Bragg peaks contain information on the state of plastic strain within a sample. Plastic 
strain is associated with microstress (type 3 residual stresses) due to defects such as 
dislocations and these cause broadening and shape changes in Bragg diffraction peaks 
whose analysis can reveal details of the microstructure and plastic defonnation of the 
material and hence hardness and yield strength. This information, which is contained 
in the peak profile, is often not utilized to its fullest extent. The results of the tests 
described in this chapter show that simple measurements based on Bragg peak widths 
can indeed be used to provide a reasonable estimate of plastic deformation at little 
extra cost in terms of experimental time. 
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To extract all infonnation from a peak, the resolution function of the instrument has to 
be subtracted from the data. Optical instruments are affected by 'spreading' or 
'blurring' phenomena [Jan 84]. The goal of an experimentalist is the recovery of a 
spectrum as it would be observed by a perfectly resolving instrument. Normally there 
is a compromise between resolution and flux on a neutron diffractometer. One can 
'reduce' the wavelength spread of the emerging beam from a monochromator (and 
hence increase the resolution) but this is at the expense of the amount of flux 
impinging on the sample. In the case of neutron diffractometers the response 
(instrument resolution) function may have a FWHM that varies such as that in Figure 
3.1. 
Instrument Resolution Function of 01 A 
1.2,--------------------------, 
0.8 
::E 
..... :I: 0,6 ~ 
0,4 
0,2 
0 
0 20 40 60 80 100 120 140 160 
2 Theta 
Figure 3.1. Variation of the FWHM resolution junction for DIa (High Resolution 
Diffractometer ILL). This shows that DIa has best resolution in the 28 = 80-120° region. 
This is ideal for strain scanning as engineers usually choose 28 to be as close to 90° as 
possible in order to achieve good spatial resolution, i.e. a cubic gauge volume. 
Figure 3, I has been created by the Caglioti equation (eq 3.2). For angle dispersive 
data, the dependence of the FWHM (or H here) has been typically modelled by this 
equation so that the resolution can be represented within a Rietveld program. 
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3.2 
Where U, V and W are the refinable parameters, e is theta in degrees and H is the 
FWHM. For low and medium resolution diffractometers the values obtained for the 
FWHM are much higher and the sample broadening constitutes a small percentage of 
the total broadening. For high-resolution instruments the instrumental profiles are 
sufficiently narrow so that the broadening of the intrinsic diffraction profile from 
specimen defects become more apparent. Naturally it is easier to extract the Gaussian 
and Lorentzian components from a higher resolution diffractometer. 
I 'Stressed' Peak I l'Unstressed' Reference Peak 
I Instrument I 
I 
Symmetrical Instrumental Peak Asymetrical instrumental peak 
e.g. D1a ILL e.g. PearllSIS 
I 
IFiltering of data if possible I 
I Symmetrical tilting Routine Asymetrical Voigt (eq 3.4) I Pearson IV (eq 3.10) 
I I I I 
Position Intensity Width IShape 
I 
dstressed Istressed FWHMstressed 
d,ef = do I,ef FWHMref 
I I I 
Strain Indication of Possible simple use of FWHM for 
measurement Texture plastic deformation estimation. 
eq 1.40 evolution eq 3.22 
Figure 3.2 This indicates the immediate use of the parameters obtained by a fitting routine 
by direct comparison to a reference sample. 
72 
Figure 3.2 shows the possible immediate use of the parameters from a fitting routine. 
Position and intensity and the FWHM can be easily obtained whether the peak is 
symmetric or asymmetric with readily available fitting routines. As described in 
Chapter 1 the strain can be calculated using eq 1.40. Section 3.7 shows a possible 
simple method for using the FWHM for plastic strain estimation. 
I 'Stressed' Peak 'Unstressed' Reference Peak 
Removal of Instrument 
resolution 
I 
Synunetricallnstrumental Peak Asymetrical instrumental peak 
e.g. Dla ILL e.g. PearllSIS 
..c 
-
Direct Analytical Deconvolution Convolution Analytical solution 
solution using Voigt Methods methods (if one is available). 
function eq. (3.4) 
I I 
I I I I I 
Gaussian Lorentzian Gaussian Lorentzian 
Components Component Components Component 
Gstressed Lstrcssed 
Gref ~ Gdecon Lref ~ Ldecon Gdecon Ldccon 
Figure 3.3 Derivation of peak parameters from symmetrically broadened peaks (A peak that 
broadens symmetrically normally broadens 'Voigteanly'. A Lorentzian and Gaussian 
component can therefore be extracted with an accuracy depending on the reference sample 
peak and the stressed sample peak.) 
The 'real' FWHM (due only to sample broadening after the removal of the 
instrumental resolution) is normally easy to obtain from symmetrical peaks but 
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becomes harder to obtain the more asymmetrical the peak is. The 'real' shape (if the 
peak broadens symmetrically) is normally Voigtean (and hence the shape is described 
by a Gaussian and Lorentzian component: eq 3.4, Figure 3.3). If the sample 
broadening is asymmetric then a Pearson IV (eq 3.10) describes the shape very well. 
However the amount of useful information that can be extracted from asymmetrical 
broadening is severely restricted by the data quality and analysis is only viable if the 
data is of exceptionally good quality Figure 3.4(see chapter 4 for an explanation of 
asymmetrical broadening). Different Bragg peaks behave in a different manner, some 
broadening symmetrically and some asymmetrically. Two examples of symmetrically 
broadening Peaks are Ni III and Cu I V. Two examples of asymmetrically 
broadening peaks are Ni 200 and Cu 200. 
,'Stressed' Peak I 'Unstressed' Reference Peak 
Removal of Instrument 
resolution 
I 
Synunetrical Instrumental Peak Asymetrical instrumental peak 
e.g. Dla ILL e.g. Pearl ISIS 
I 
Deconvolution 
Methods 
Figure 3.4 Derivation of peak parameters from asymmetrically broadened peaks. (A peak 
that broadens asymmetrically normally broadens with a 'Pearson IV shape '. The amount of 
information that can be obtained from asymmetrical peak in terms of shape is limited) 
3.3 Choice of Peak Fitting Function 
Bragg peaks at Reactor neutron monochromatic sources are normally symmetrical 
(except at very low angles and very high angles). Dla provides a symmetrical 
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Gaussian instrument resolution for a wide range of angles. The usual peak fitting 
shapes chosen are therefore Gaussian and Voigt functions. D I a is designed to be high 
resolution over a wide range of angles. [Hew 76] 
3.3.1 Definitions or Gauss and Voigt Functions. 
The Gauss function is defined by: 
Where lI{) is the amplitude of the Gaussian 
a, is the centre 
a2 is the width (or standard deviation) 
3.3 
The Voigt Function can be represented as follows. The Voigt function is the result of 
an analytical convolution of a Gaussian and a Lorentzian. It therefore ranges from 
pure Lorentzian to Gaussian type, depending on the ratio of the widths. 
y = ao j exp(-t') dt 
.J2;rG -~~+(x-al -t)' 
lI{) = area of the Gaussian 
a, = centre 
G = Gaussian width 
L = Lorentzian width 
2G' ..fiG 
3.4 
The integral fonn is not used in the fitting routine as this would require a lot of 
computer time. A more direct equivalent is used in the peak fitting package used. 
This fonn of Voigt has the advantage that direct analytical deconvolutions can be 
made with the widths. Fitting a 'stressed' peak (obtaining GSlressed and Lstressed) and a 
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reference 'unstressed' peak (G",r and Lrer) one has expressions to find the 
deconvoluted widths: 
G2 -G2 G2 decon - stressed - ref Ldecon = Lstn:sse<! - Lrer 3.5 
The integral breadth is defined as: 
3.6 
Where 3{) is the area under the peak and Imax is the maximum intensity. Integral 
breadths are often used in peak broadening analysis (chapter 4). 
The Lorentzian integral breadth (sometimes known as the Cauchy breadth) in the case 
of the above form of Voigt equation is: 
3.7 
whereas the Gaussian integral breadth is 
PG = .. /2;rG 3.8 
Some X-ray instruments have a slightly different shape to a Voigt function and are 
often fitted with a Pearson VII function. 
3.9 
where 3{) = amplitude 
a) = centre 
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a2 = width (FWHM in this case) 
a3 = shape 
Asymmetrical peaks may be fitted well using a Pearson IV. 
y = -'~------='----------------3.IO 
(
I +_a; )-0) 
4a' 3 
where 1Io = amplitude, al = centre, a2 = width, a3 is a shape parameter and 14 is an 
asymmetry parameter. When the asymmetry parameter is zero then this function 
assumes a Pearson VII shape. 
3.4 Reference specimen 
Peak profile positions and shapes are affected by the shortcomings of the instrument. 
One usually relies on reference specimens although these are seldom perfect. The 
reference sample is nonnally a zero stress annealed sample which should give a 'd 
zero' 29 position and a stress free peak profile. Relative detenninations of peak 
positions, Gaussian and Lorentzian width values can however be obtained even if the 
reference sample is not entirely perfect. A standard sample should be available, which 
exhibits negligible structural broadening. Truncation of the measurement range is 
inevitable in practice, which hinders background estimation and invokes spurious 
oscillations in the Fourier coefficients (when deconvoluting using Fourier techniques). 
This problem exists in both the reference sample and experimental 'stressed' sample. 
Care must be taken how the background is fitted and to avoid the truncation of the 
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tails. According to R.Delhez et al [Del 88] a reference sample should have the 
following properties. 
1) The material should be ideally crystallized 
2) Grain size should be large enough to avoid significant size broadening and should 
be small enough to avoid bad crystal statistics. 
3) Transparency (absorption) should be the same as for the sample analyzed 
4) Positions of the reference peak profiles should be the same as for the peak. profiles 
analyzed. 
3.5 Instruments with Symmetrical Resolution Functions :Example Dla 
3.5.1 Optimizing Peak Fitting Routines by reducing background 
The ability of a fitting program to return reliable parameters is important. The 
optimization of a fit is greatly enhanced by having a low flat background. This means 
it is necessary to have very good screening around the secondary optic (slit or 
collimator) and the detector. Because a collimator can be situated a fixed distance 
from the sample it can be very well screened with B4C and cadmium without 
adjustment. Presently on Dla, the collimator and PSD (Position sensitive detector) 
are completely covered with B4C and are effectively closed in. A slit ideally needs to 
be as close to the sample as possible and leaves a large distance between itself and the 
PSD. This distance has to be screened and although this is not impossible it poses 
practical problems, especially when the slit has to be adjusted. Another important 
factor is that the collimator defines a gauge volume that is sharper than that defined by 
a slit (Figure 3.6). The majority of the background is emitted from this defined gauge 
volume. The less well defined gauge volume of a slit allows background from other 
parts of the sample to reach the detector. In this case not only is the background higher 
but can also be influenced more by the shape of the sample. An irregularly shaped 
sample may provide more background from a certain direction causing a sloping or 
irregular background. 
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Figure 3.5. The background around a 'weak peak' after an acquisition time of 900 seconds 
Gauge volume =lmm3, CMC = ceramic matrix composite. 
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Figure 3.6. Definition of gauge volume using a slit and radial collimator 
If the data points are treated as statistical events (assuming that all detectors have been 
corrected for in terms of efficiency) the weighting is then usually taken to be 
I/variance or I1Yobserved [Pri 93]. 
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The present mode of operation on Dla (as from July 1998) the PSD has a 256 channel 
setting. Each channel (as in Figure 3.5) represents 0.024° in 2 theta (This depends on 
the distance between the sample and the detector). 
Because the background can be so low (see Figure 3.5) there is a larger probability 
that a detector may register zero counts. Obviously a normalized weighting of 
I/Yob,erved would be unrealistic as zero would be infinitely weighted and a weighting of 
I/(I + Yob,erved) should be used. This too may also be too biased and a weighting I/(a + 
Yobserved) (where a >1) may have to be used. In order to study the effects of weighting 
on the analysis of experimental results and to test the fitting package [Jandel 97], 
simulated data and Real data were fitted and analysed. 
3.5.2 Simulation of data 
Twenty peaks were created from a perfect Voigt shape (Figure 3.7) and a random 
background. Ten Voigt peaks of intensity 19 counts and 10 of2xl9 counts were added 
to a background randomly varying from 0 to 5 (Similar to that seen in Figure 3.5). 
This gave a Signal to background ratio(Q) of approximately 10 and 20 respectively. 
Although unrealistic in the fact that there is a perfect peak hidden within a 
background, it should show the performance of the fitting package and indicate which 
weighting is necessary. The flat background is typical of the present set-up on Dla, 
although the amount of background emitted from a sample naturally depends upon its 
incoherent scattering properties. 
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Figure 3.7 Voigt Parameters Position = 87.32614°, G = 0.094911°. L= 0.079274°. 
Amplitude = 18.9885 counts, FWHM = 0.320091°. 
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Figure 3.8. Simulated Bragg Peak using the addition of the VOigt and background in the 
previous figure. 
8) 
All 20 peaks were fitted with 3 weighting schemes. No weighting (W=I), Weighting 
W=I/(Yobserved +1) and W=lI(Yobserved +10). The position, FWHM, Lorentzian 
component and Gaussian Component were compared to the actual known values 
quoted in Figure 3.7. 
The first important observation from the results (summarized as average differences 
from the actual value in Table 3.1) is the fact that the position appears to be more 
accurately determined from a no weighting scheme. Figure 3.9 shows all the results 
for the position of the Q = I 0 (V oigt amplitude I x 19) set of simulations. It seems that 
the position, FWHM and Amplitude are more accurately determined using no 
weighting (W=I). The numbers in bold in Table 3.1 indicate the lowest values. 
Error In Position (Signal to Background ratio approximately =10) 
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Figure 3.9 Position Q = 10: • = Weighting 1/(10+}) • • = No Weighting. A = Weighting 
1/(1+ }). 
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Table 3.1 Numbers show Average difference from the actual value (of the set of JO) 
after fitting with a Voigt function. The numbers in bold indicate the lowest values. 
Q=lO position amp G L FWHM r2 
W=1 0.00386 0.83 0.0253 0.0387 0.0121 0.8927 
W-(Y+1) 0.00511 1.15 0.0340 0.0325 0.0188 0.7020 
W=(Y+lO) 0.00414 0.90 0.0274 0.0398 0.0130 0.8238 
Q=20 
W=I 0.00197 0.59 0.0052 0.0087 0.0061 0.9688 
W=(Y+1) 0.00394 0.94 0.0094 0.0098 0.0117 0.8438 
W=(Y+I0) 0.00336 0.59 0.0081 0.0096 0.0088 
Table 3.2 Average of the position, difference from actual value and Standard 
Deviation in Position (about average). The lowest standard Deviation values are in 
bold. 
Q=10 position Q=20 position 
W=1 87.32768 W=1 87.32585 
0.001537 -0.000288 
0.00471 0.002963 
W= 87.32709 W= 87.32432 
1/(l+Y) 0.000948 1/(l+Y) -0.001827 
0.006256 0.004483 
W= 87.32736 W= 87.32456 
I/(lO+Y) 0.001214 I/(lO+Y) -0.001583 
0.004875 0.003915 
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Simulated Data: Position: Averages and Standard Deviations 
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Figure 3.10 Position: • = No Weighting . • = Weighting 11(1+Y) . .. = Weighting 11(IO+y) • 
• = Actual Value. Each point with an error bar shows the numerical average of the position 
of the 10 simulations. The error bar represents the standard deviation. 
Simulated Data: FWHM: Average. and Standard Deviation. 
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Figure 3.11 FWHM- • = No Weighting . • = Weighting ll(I+Y)." = Weighting J!(IO+y) . 
• = Actual Value. Each point with an error bar shows the numerical average of the position 
of the 10 simulations. The error bar represents the standard deviation. 
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Simulalad Data: LOlllntzlan Component Averages and Standard Deviations 
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Figure 3.12 Lorentzian Component: • = No Weighting • • = Weighting 1/(1+ J? ... = 
Weighting 1/(10+ l:J .• = Actual Value. Each point with an e"or bar shows the numerical 
average of the position of the 10 simulations. The error bar represents the standard 
deviation. 
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Figure 3.13 Gaussian Component: • = No Weighting • • = Weighting 1/(1 + I? ... = 
Weighting 1/(10+ YJ. -= Actual Value. Each point with an e"or bar shows the numerical 
average of the position of the 10 simulations. The error bar represents the standard 
deviation. 
A study of Figs 3.11 to 3.13 shows that a weighting ofw=1 gives the best results for 
the positions. The weighting w = y+ 1 0 is marginally better for obtaining for the 
determination of Gaussian and Lorentzian width parameters. One must compare these 
simulations with real data. 
85 
3.5.3 Comparing Real data to the Simulations 
The data used so far were simulations. Real data are now presented. Although one 
cannot have an absolute actual value for each parameter one should be able to see 
some trends. Sixteen peaks (four sets of four) were obtained from the same CMC 
Ceramic metal composite) sample. Within each set the same peak was acquired four 
times for 900 seconds thus assuring theoretically, the same position width and shape. 
From the conversion of the PSD channel numbers to 2theta the same offset number 
was used and therefore all peaks appear to have the same 29 value (around 87.5°). In 
reality this is not the case but this will not affect the results. Of the four sets 2 were 
relatively weak peaks and the other two stronger. All peaks were fitted using the same 
weighting systems that were used in the simulations and fitted in the same range from 
85.75° to 89°. The four in each set were then added together to find a statistically 
better fit, providing an 'actual value'. The average of the 4 individual fits and the 
standard deviation thereof were compared to this statistically better fit. 
The following eight diagrams show one peak from each of the four sets and the 
statistically better fits. 
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Figure 3.14 One ojjour weak peaks (after 900 seconds acquisition time). 
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Figure 3.15 The jour Set 1 peaks added together, Peak is possibly asymmetric 
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Set 2 
Real Data: Alumlna Peak 900 seconds 
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Figure 3,16 One of 4 peaks (set 2) 
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Figure 3.17 The four Set 2 peaks added together: Symmetrical and Gaussian 
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Set 3: Stronger Peak 
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Figure 3.18 One of 4 peaks 
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Figure 3.19 The four Set 3 peaks added together: Tails can be seen- more Voigtean in shape. 
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Set 4 Strong peaks 
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Real Data: Strong Peak 3600 Seconds 
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Figure 3.21 The four Set 4 peaks added together. This is more Gaussian in shape. 
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The results shown in Table 3.3 indicate that the position is more accurately 
determined by using no weighting (W=l) as was the case for the simulated data. The 
shape however is better determined using one of the other weighting schemes. This is 
logical as a weighting W=I/(I+y) should 'model' the tails more accurately as the 
background and tails are weighted more strongly. The results in Table 3.3 are depicted 
in Figures 3.22 to 3.25. 
Table 3.3 Standard deviation about the average values obtainedfrom the fits. 
Weighting position amp G L FWHM 
Set I I 0.0054 1.61 0.0164 0.0134 0.0478 
Set I I/(l +y) 0.0120 1.35 0.0172 0.0400 0.0397 
Set I 1/(IO+y) 0.0066 1.49 0.0139 0.0186 0.0464 
Set 2 I 0.0080 1.0455 0.0107 0.0127 0.0145 
Set 2 1/(1 +y) 0.0096 1.67 0.0057 0.0065 0.0079 
Set 2 I/(lO+y) 0.008426 1.619756 0.007893 0.008042 0.010842 
Set 3 I 0.0089 0.42 0.0175 0.0220 0.0118 
Set 3 1/(1 +y) 0.014205 0.863565 0.01586 0.014764 0.023606 
Set 3 I/(lO+y) 0.011963 0.282389 0.013089 0.015074 0.013495 
Set 4 I 0.003257 5.500087 0.006836 0.004777 0.011378 
Set 4 I/(l +y) 0.002929 5.500263 0.005811 0.004658 0.012477 
Set 4 1/(IO+y) 0.003566 5.656179 0.00578 0.004604 0.011589 
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Real Data:Posltions:Averages and Standard Deviations 
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Figure 3.22 Positions: • ~ No Weighting . • ~ Weighting //(1+ l? .. ~ Weighting 
//(10+ l? Each point with an error bar shows the numerical average of the 4 peaks. The 
error bar represents the standard deviation about this average. Points without e"or bars are 
the fit values of the four peaks added together. 
It can be seen clearly in Figure 3.22 that within the first 3 sets the standard deviation 
about the average is significantly smaller when no weighting is used. For Set 4 (the 
stronger peaks) the standard deviations are almost the same. Since most residual stress 
peaks are similar to those seen in the first 3 sets this result should be born in mind. 
This is maybe a consequence of the flat background on D I a. The position of the peak 
is largely determined by the flanks i.e. the rapid fall either side of the centre. These 
flanks are made more sensitive by using no weighting compared to l/(Y +a) in the fit 
and are more pronounced when there is a flatter background [Pir 98]. 
For the determination of the FWHM, no particular weighting scheme seems to be 
advantageous (Figure 3.23). For the determination of the Gaussian and Lorentzian 
values in general the weighting I/(Y+I0) appears to be the best (Figures 3.24 and 
3.25). This is further investigated in section 3.5.4. 
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Real Data: FWHM: Averages and Standard Deviations 
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Figure 3.23 FWHM. = No Weighting • • = Weighting 1/(1+J?, ~ = Weighting 1I(10+J? 
Each point with an error bar shows the numerical average of the 4 peaks. The error bar 
represents the standard deviation about this average. Points without error bars are the fit 
values of the four peaks added together. 
Real Data:Gausslan Width: Averages and Standard Deviations 
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Figure 3.24 Gaussian component:. = No Weighting, • = Weighting 1/(1 + J? '" = 
Weighting 1/(10+ J? Each point with an error bar shows the numerical average of the 4 
peaks. The error bar represents the standard deviation about this average. Points without 
error bars are the fit values of the four peaks added together. 
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Real Data: Lorentzian Width: Averages and Standard Deviations 
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Figure 3.25 Lorentzian component:. = No Weighting . • = Weighting 11(1 +}) ... = 
Weighting 1/(10+ J? Each point with an error bar shows the numerical average of the 4 
peaks. The error bar represents the standard deviation about this average. Points without 
error bars are the fit values of the four peaks added together. 
In general the first 3 sets of peaks are not ideal for peak broadening analysis. Set I has 
a peak that is possibly asymmetrical. Set 4 exhibits less scatter in the determination of 
G and L and it is peaks of this quality that are best suited for peak broadening 
analysis. Set 2 and 3 show too much scatter in the Gaussian and Lorentzian 
components. 
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Set 2 Peaks: Positions and errors 
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Figure 3.26 Positions in Set 2: • = No Weighting, .= Weighting 11(1 + n, ~ = Weighting 
11(10+ n, t1= 'Actual Value '(The four peaks added together). Each point shows the position 
of each peak, the error bar represents the error returned in the software package. 
The results from Set 2 (Figure 3.26) show clearly the scatter in position determination. 
With no weighting the scatter appears smaller about the actual value (line). Possibly 
worrying is that the error bars returned in the fits are not representative of the true 
actual value. Only 3 of the 12 error bars actually cross the 'actual value' line 
(assuming that the statistically better fit is the actual value). Assuming that the error 
bar encompass a 68.3% chance of including the 'correct' value this is a rather low 
percentage. 
3.5.4 Extracting the Gaussian and Lorentzian width values 
So far we have seen the positions are generally more accurately extracted using no 
weighting. This weighting scheme is obviously not suitable for the peak shape as the 
tails need to be modelled correctly. This requires a correct estimation of background. 
As mentioned before to successfully extract the Gaussian and Lorentzian component, 
a peak of good quality is needed, preferably good enough to give values of G and L 
with accuracy in the region of ± 0.003·0.005°. 
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Further investigations into which weighting scheme is most suitable for the extraction 
ofG and L are described below. 
Six samples of pure Nickel with different plastic deformations were investigated and 
the I11 reflection studied in each case. The gauge volume was 2x2xI mm2. The 
wavelength 2.99 A. The acquisition time for each peak was purposely varied (Table 
3.4). Each was fitted with a Voigt function with a constant background function. 
When using a linear background the same values of G and L for each peak were found 
which indicated how flat the background really was. 
Table 3.4 The goodness ofpeakjit'; for 6 Nickel samples. 
True Strain Live Time Amplitude r r r 
seconds W=I W=l/(J+Y) W=l/(IO+Y) 
Sample I 0 337 239 0.9961 0.9703 0.9884 
Sample 2 0,06 546 464 0.9952 0.9761 0.9866 
Sample 3 0,11 507 642 0.9969 0.9856 0.9908 
Sample 4 0,16 369 624 0.9961 0.9875 0.9909 
Sample 5 0,19 801 1428 0.9986 0.9935 0.9951 
Sample 6 0,21 345 468 0.9963 0.9848 0.9909 
Table 3.5 Estimation of background from the reference sample. 
Sample Acquisition Background Time Ratios 'Actual 
Time (Seconds) From (relative to Background' 
Reference reference) 
Sample I 337 1.6 ± 0.2 I 1.6 
(Reference) 
Sample 2 546 1.62 2.59 
Sample 3 507 1.50 2.41 
Sample 4 369 1.09 1.75 
Sample 5 801 2.38 3.80 
Sample 6 345 1,02 1,64 
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In general (at neutron sources) 'unstrained' peaks tend to be Gaussian in nature and 
strained peaks Voightean. An unstrained sample (Sample I) could not only serve as a 
do reference and profile reference but also a background reference as a Gaussian does 
not have large tails extending into the background. The tails developed after plastic 
deformation will spread a distance in 2 theta typically 2-3 times the FWHM. 40 
background points from the extremes of the spectrum were averaged from the Nickel 
III reference. Estimations of the background for the other peaks were then calculated 
from the count times ratios relative to this reference background. All peaks were then 
fitted with a Voigt and constant background function and the values obtained for the 
background fit were compared to the 'actual background' in Table 3.5. These 
comparisons are shown in Figure 3.27. 
Values of Constant Background for Different Welghtings 
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Figure 3.27 Resultsfrom the Backgroundfitsfor the different weighrings. 
Any fit that accurately models the background is more likely to give the correct values 
for the Gaussian and Lorentzian components. In Figure 3.27 this appears to be the 
1/(10 +Y) weighting. To make the data in Figure 3.27 clearer, the data was rescaled 
with respect to the reference sample I (Figure 3.28). 
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Scaled Values of Constant Background (wrt Reference sample) 
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Figure 3.28 Scaled values for the constant background fit. 
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From Figure 3.28 it can be seen that using a weighting 1 does not estimate the 
background correctly. It also highlights the problem of using a weighting of 
W=lI(I+Y) when one has a very low background. A zero count in the background 
would have a non-normalized weighting of 1 and a count of 1 a weighting 0.5 i.e. 
zeros are weighting twice as much as 1 s. This pulls down the estimate of the 
background. As the tails of the Voigts grow over the detector (with increased plastic 
strain), the counts become higher and this problem becomes smaller. Using a 
weighting of W=lI(lO+Y) in this case effectively substitutes a more realistic 
weighting for the increases in background and reduces the low background weighting 
problem. This weighting scheme follows the calculated 'actual background' curve 
much better. The last two samples (0.19 and 0.21 plastic true strain) are significantly 
thinner than the others and so the effective gauge volume is smaller. This would 
explain the decrease in background. 
This shows that in principle the background itself (for a specific substance) can be 
modeled and fed-back into the fitting routine possibly making a even better fit. 
The Gaussian and Lorentzian components extracted using the different weighting 
schemes are now compared (Figure 3.29 and Figure 3.30). 
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Figure 3.29 The Ni III Lorentzian component from the different weighting schemes, 
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Figure 3.30 Ni III Gaussian component from the different weighting schemes. 
The difference between the W=lI(I+Y) and W=lI(lO+y) weighting schemes are 
small but noticeable. The error is shown in Figure 3.29 and Figure 3.30 for L and G 
on the W=I/(Y+ I) curve. In some places a shift of approximately haIf of this error can 
be seen. As the W=lI(lO+Y) weighting follows the background more closely, this 
should be the value used and trusted. 
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3.5.5 Background Fitting with non linear backgrounds 
As has been seen, taking into account the background is a very important aspect of 
peak shape analysis. One obvious way to find the background is to add all scans 
together and find a statistically better background (assuming that there is enough 
background information and that the Voigtean tails do not confuse calculation). When 
using a slit.as a secondary optic care must be taken as to whether samples were in the 
same position and of the same shape. Differently shaped samples and/or differently 
positioned samples tend to give slightly different backgrounds. 
It is important to see (when fitting the data) if the values for the fitted background are 
'the same', i.e. within experimental error for different scans. One should of course 
take into account the counting time to make correct comparisons. The following 
experimental data from samples of plastically deformed copper (performed at the NPI 
Rez, Czech Republic) have had their background fitted with a quadratic function (eq 
3.11). 
3.11 
Where x in this case is in channels. 
Table 3.6 Values o/parameters in quadratic backgrounds. 
ao a. al 
Cuhl 198.64 ± 2.98 -0.3717± 0.0113 0.000348 ± 1.039ge-05 
Cuh2 203.44 ± 4.52 -0.3884 ± 0.0156 0.000367 ± 1.3807e-05 
Cuh3 202.91 ± 4.37 -0.3918 ± 0.0150 0.000373 ± 1.3177e-05 
Cuh4 198.91 ± 4.46 -0.3670 ± 0.0157 0.000343 ± 1.431ge-05 
Cuh6 202.77 ± 4.80 -0.3668 ± 0.0171 0.000342 ± 1.6065e-05 
Cuh 202.99 ± I. 99 -0.3772 ± 0.0075 0.000353 ± 7.1496e-06 
(1+2+3+4+6) 
/5 
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Because the background is so high (Figure 3.31) a weighting of lIy was used without 
any complications. The values (of scans Cuh I to Cuh6) are all the same within 
experimental error (the samples were the same shape and in the same position- so 
there is no reason for the background to be different). Adding the scans and dividing 
by the number of scans (5 in this case) and fitting the peaks and background gives 
values that have smaller errors (last row in Table 3.6). These values can then be used 
for the background of each individual scan. 
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Figure 3.31 One of/he Rez Scans 
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Copper Scans Added Together 
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Figure 3.32 The five scans added together 
In principle the appropriate background can thus be removed from each scan and the 
peaks fitted. 
3.5.6 Peaks that broaden Asymmetrically 
As neutron diffraction peaks (at Reactor sources monochromatic sources) are usually 
symmetrical, peaks that broaden asymmetrically are very easily observed. Other 
sources of neutrons such as a pulsed neutron source or an X -ray kit may produce 
asymmetrical resolution functions which can cause problems in terms of making 
shape change observations. Certain reflections e.g. the Copper 200 and Nickel 200 
peaks tend to be asymmetrical after plastic deformation (Figure 3.33). 
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Asymmetrical Broadening of Nickel 200 
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Figure 3.33 Zero strain reference peak (taller symmetrical peak) and 0.21 plastic 
deformation peak Ni 200 (shorter asymmetrical peak) 
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In general the amount of information that can be extracted from asymmetrical 
broadening is limited (See chapter 4). In the case of asymmetry the Pearson IV 
function (equation 3.10) may be the better fit. Here the position is the place of highest 
intensity. 
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Copper 200 Peak fitted with Pearson IV 
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Figure 3.34 Copper 200 fitted with a Pearson IV 
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When fitting a peak, one should be aware of asymmetry. The peak in Figure 3.15 is 
possibly such an example that may go unnoticed. In this case a Pearson IV should be 
used. 
Table 3.7 Parameters o/Copper 200 peak in Figure 3.34, Weighting l/(Y+ la). 
Centre ° FWHM o Amplitude counts r' 
Pearson IV 111.7677 0.5484 2087 0.997637 
± 0.0026 ± 19 
Voigt 111.7418 0.5748 2050 0.991788 
± 0.0031 ± 33 
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Table 3.7 shows the difference in position using two different fitting functions. The 
Pearson IV is the better fit. 
It has been observed that the copper III (which broadens symmetrically) broadens 
with a similar response in the radial and axial direction (Figure 3.35). This is also true 
of the Nickel III reflection. 
FWHM of Copper 111 In Axial and Radial Direction 
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Figure 3.35 Copper i i i broadens similarly in axial and radial direction (Dia ILL). 
In Figure 3.36 the Copper III and Copper 200 FWHMs are plotted against true 
plastic strain from the results obtained at ISIS. The radial and axial direction are 
measured with different detectors. The 'radial direction' detector appears to have a 
much larger instrument broadening than the 'axial direction' detector (by comparing 
the Copper III in Figure 3.35) of 1.9 in units of A"IOOO. This value is taken from 
each radial measurement (for a first approximation) for direct comparison to the axial 
direction (Figure 3.37). 
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Comparsion of Cu 111 and 200 in two directions 
15,---------------------------------------, 
g 
o 
14,5 
14 
:;;; 13,5 L--------~ 
E 
~ 13 
g> 12,5 
<t 12 .~ ~ 11,5 L----:;~--~ 
~ 11 
10,5 
10+-------4--------+-------4--------~----__4 
° 
0,05 0,1 0,15 0,2 0,25 
True Strain 
___ isis 200 axial 
___ isis 200 radial 
......- isis 111 radial 
"""*-1518 111 axial 
Figure 3.36 Copper III and 200 from Pearl1S1S (uncorrected). 
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Figure 3.37 Copper III and 200 from PearllS1S (Corrected). 
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The copper III broadens similarly to that observed in Figure 3,35, although there is 
more scatter, The copper 200 however shows a 'splitting' after a small amount of 
plastic deformation, which is a characteristic of peaks which broaden asymmetrically. 
The axial direction initially broadens at a 'faster rate' than in the radial direction and 
then they broaden at similar rates. A plausible explanation for this is presented in 
chapter 4. 
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3.6 Instruments with Asymmetrical Resolution Functions :Example Pearl ISIS 
3.6.1 An Accurate Representation of Shape 
Voigt functions are very good at modelling the tails of symmetrical peaks (at steady 
state neutron monochromatic sources). For Asymmetrical Peaks the choice of function 
is not so clear. Pearson IV functions fit peaks on Dla after asymmetrical broadening. 
At Pearl (ISIS) a function which is a convolution of an exponential and Voigt function 
is used for fitting single peaks. Ordinary peak fitting packages may not have such 
functions and a Pearson IV is often used for fitting asymmetrical functions. Here the 
ISIS peaks are used as an asymmetric example. The Pearson IV on its own fits well. 
However in the deconvolution programs used towards the end of this chapter an 
accurate smooth noise-free representation of the data is needed. For this it is very 
important to observe the residuals to see if information is being lost. Figure 3.39 
shows the residuals for just the Pearson IV fitting of the peak in Figure 3.38. Figure 
3.40 shows the residuals for 'the envelope' of a Pearson IV and Lorentzian function. 
The Pearson IV on its own will give the position and intensity. For accuracy in 
representation of shape the combination of two functions have been used. 
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Figure 3.38 Copper III Fitted with a Pearson IV/ Lorentzian combination 
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Figure 3.39 Residuals of Pearson IV junction jitted to a single peak 
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Figure 3.40 Residuals of Pearson IV + Lorentzian function jitted to a single peak 
Table 3.8 Fit of ISIS peak with Pearson IV (Residuals Figure 3.39) 
r2= 0.9938 Centre Amplitude Width Shape Asymmetry 
al aO a2 a3 
Pearson IV 2.08942 1.0329 0.0092 2.16 -1.83 
± 5.3563e-05 ±0.009 ± 0.0002 ±0.05 ±0.09 
Table 3.9 Fit of two functions given a more accurate shape (Residuals Figure 3.40) 
r= 0.9990 Centre Amplitude Width Shape Asymmetry 
al aO a2 a3 
Pearson IV 2.08974 0.9356 0.0086 2.85 -4.85 
Lorentzian 2.08458 0.2199 0.0035 
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3.12 
Equation 3.12 is the Lorentzian function. The fit represented in Table 3.9 can be 
reproduced in a FORTRAN program and used for further analysis in the study of peak 
shape changes and their interpretation in terms of dislocation density and crystallite 
size changes. The errors have not been quoted as only the value (obtained by a least 
squares fit) is used in the programs. The fit shape will be noise free which is 
something that is needed for the deconvolution techniques as these are sensitive to 
nOise. 
3.6.2 Extracting the Gaussian and Lorentzian width values 
In general the extraction of Gaussian and Lorentzian widths is more problematic with 
asymmetrical peaks. In the absence of an analytical solution one has to use a 
deconvolution technique. The representation of shape described by an analytic 
function fitted to the data is used in the deconvolution. 
Three different methods are used: 
I) Deconvolution Method 1 : This is a iterative deconvolution process. 
2) Deconvolution Method 2 : This uses the central limit theorem. 
3) Deconvolution Method 3 : This uses a combination of the above methods. 
3.6.2.1 Definition of Convolution 
Most instruments cannot resolve the finest detail. Instruments are designed to observe 
some quantity while an independent parameter is varied. Isolated measurements are 
often disturbed by undesired contributions which' add up' by convolution. 
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In simple terms this is a blurring or smoothing operation. In this case a 'sample 
response' function is convoluted with a smoothing 'instrument response' function to 
yield a smoother output. The process of convolution is one in which the product of 
two functions is integrated over all space. 
~ 
11.,. = g2.· j,. = fg28' 1,.-28' d(20') 3.13 
where h29 is the final observed profile and g,9 and f29 are shape functions contributing 
to the resulting profile. g is traditionally the instrument response profile and f is the 
sample response. Each point in the convolution is the result of summing the product 
of g and f over all possible values for f29 . If this operation cannot be performed 
analytically, a lot of computer time will be used to evaluate it numerically (although 
with today's computers this time is becoming negligible) 
If g(x) has unit area then h is a weighted integral of the f function. In the study of 
instrumental resolution, the convolution integral is often thought of in this way. 
~ 
fg(x)dx = 1 3.14 
One may say that g(x) IS normalized. Function g then describes very well the 
'instrument response' . 
If f and g are peaked functions (such as in diffraction), the area under their 
convolution product is the product of their individual areas. Thus if g represents 
instrumental spreading, the area under the peak is preserved through the convolution 
operation. 
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3.6.2.2 Deconvolution Method 1 
This uses a variation of one of the Techniques mentioned by 1annson [Jan 94] and also 
Petr Lukas of the NPI (Czech republic). The response function is convoluted with a 
Voigt function and the resulting shape (by varying the Voigt parameters) is fitted into 
a 'Strained Peak'. 
Traditionally the image function (what is seen by the diffractometerlspectrometer) is 
referred to as i(x). The true broadening (due to the sample) is referred to as the object 
function o(x) and the spread due to the instrument is called the spread s(x) 'blurring 
phenomenon'. One has to obtain the object function o(x) from the image data i(x) and 
from the known spread function s(x). o(x) is the true spectrum that would be 
observed by the ideal, perfectly resolving spectrometer (free of spreading due to s). If 
one has a perfectly resolving instrument, then s is a Dirac function. 
~ 
i(x) = Is(x - XI)O(XI)dx l 3.15 
The spread function s may be found from a reference sample (free of sample 
broadening). This is then used as the response function of the instrument. 
The solution for o(x) is to some degree uncertain, and that may be written as the sum 
of a desired solution o(x') and a spurious part 9(x'): 
o( Xl) = O(XI) + O(XI) 3.16 
The unwanted spurious part 9(x') may be part of a solution so that eq 3.15 holds true. 
This will be any 9(x') for which: 
~ 
Is(x,XI ).9(x l )dx l = 0 3.17 
I11 
can be summed with o(X') to form a valid solution. The problem is one of uniqueness 
one must know that deconvolution is giving us the o(x) solution, free from the 
spurious components Sex). 
The Fourier transform version of eq 3.17 (eq 3.18) gives a clue to where the spurious 
component may make its influence. 
S(w)0(w)=0 3.18 
Instrumental distortion is characterized by the passage of low frequencies and the 
attenuation or complete loss of high frequencies. The transfer function Sew) must be 
large for w small, and small or vanishing for w large. When w is small, clearly 
0(w)=0 3.19 
For w large, when Sew) = 0 , It is here that the spurious part 0(w) could take on any 
finite value whatsoever. The spurious component of the solution, 8(w), therefore has 
only high-frequency content. This is the reason why a smooth representation of the 
data is used. Noise in the data normally has a high frequency representation in Fourier 
space and this effects the solution greatly. 
Iterative methods have the advantage of allowing control of spurious fluctuations by 
interaction with the solution as it evolves. It is well known that large systems of linear 
equations can be solved iteratively provided that the diagonal element is larger than 
any of its neighbours in the same row. The object function is assumed to be Voigtean 
and this is convoluted with the Spread (instrument response) to form the image 
function: 
I=s®o 3.20 
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Figure 3.41 Examples of response and imagefunctions 
Figure 3,41 shows a 'zero strain peak' (taller and thinner peak) and a 0,11 true 
'strained peak' (shorter and wider peak), Both peaks have been normalised to an area 
of 1. The zero strain peak is used as the instrument response function (although this 
may not be ideal) and this is convoluted with a Voigt function and the result is fitted 
into the 'strained peak' The area of the Voigt should be approximately 1 as the area is 
conserved. 
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Figure 3.42 The convolution of response and Voigtfitted into Strained Peak, 
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Figure 3.43 Residuals ofthejit in Figure 3.42 
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Figure 3.44 The convolution of response and Voigtjitted into Strained Peak + Residuals 
From Figure 3.44 it can be seen that the convolution of the zero strain peak and a 
Voigt function fits the strained peak very well as the residuals are very small. The 
residuals are enlarged in Figure 3.43. 
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Table 3.10 The results/or Copper 111 From the deconvolutionprogram 
True Strain 
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0.11 
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-<l.2 
Oaussian Lorentzian Area 
A*IOOO A*IOOO 
0.64 0.15 1.007 
0.94 0.305 1.014 
1.18 0.42 1.015 
1.30 0.45 1.012 
1.5 0.50 1.013 
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Figure 3.45 Results of Deconvolution Method I. 
Figure 3.45 shows the same set of six pure copper samples measured at the ILL and 
ISIS. The Oaussian and Lorentzian component (0 and L) were extracted using eq 3.5 
for the symmetrical ILL data. Deconvolution Method 1 was used for the IS IS data. 
The angle sensitive 'multibank' detector on Dla and the PSD/collimator set-ups are 
compared here. The errors for the ISIS data are difficult to estimate as one is 
manipulating smooth versions of the original data. In general however there is very 
good agreement with the results from the deconvolution method and that obtained 
from the same samples measured at ILL. Since all measurements were made on the 
same set of samples this result provides evidence that the techniques do indeed 
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provide true G and L width values for the samples, independent of the instrument used 
in the measurement. 
3.6.2.3 DecoDvolutioD Method 2 
This utilizes the Central limit Theorem. A curve obtained by integrating a function is 
smoother than the function itself [Jan 84]. This characteristic also applies to the 
convolution integral. An instrumentally smeared spectrum is smoother than the 
original as it would be observed by a perfect instrument. 'The central-limit theorem 
states that when a function f(x) is convolved with itself n times, in the limit n ~ 00, 
the convolution product is Gaussian with variance n times the variance of f(x), 
provided that the area, mean, and variance of f(x) are finite.' [Jan 84] This implies 
that if two Gaussians are convolved, the result is a Gaussian with a variance equal to 
the sum of the variances of the components. Even if two functions are not Gaussian, 
their convolution product will have a variance equal to the sum of the variances of the 
component functions. 
Most peak-like functions become more Gaussian-like when convolved with one 
another. One exception is the Lorentzian shape. If two Cauchy (Lorentzian) 
distributions having half-width ~, and ~2 are convolved, the result is a similar 
distribution that has a half-width of 6x, + 6X2. [Jan 84] If n Cauchy distributions 
having half width 6xc are convolved, the result is a Cauchy distribution of half-width 
n6xc· 
This implies that an asymmetrical peak becomes more symmetrical when convoluted 
with a Gaussian. One idea of the author (whether this is original or not it is not 
known) is to convolute a large-width Gaussian to the asymmetrical peaks, large 
enough so a symmetrical Voigt function can be fitted with good accuracy (i.e. not 
much asymmetry is left after convolution). The?retically this should enhance the 
Gaussian component and keep the Cauchy (Lorentzian) component (if any) the same. 
This could in principle be done directly with the data but a smoothed version (fit) of 
the data is preferred as noise is propagated through a convolution. The asymmetry is 
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almost 'obliterated' after the convolution (Figure 3.46). The area under the pure 
Gaussian was made to be exactly 1 so that the area is cons"rved (and hence the 
convolution is flatter and broader). One can then observe the area and make sure it is 
around the value of 1 for each operation. 
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Figure 3.46 Using the Copper III data (ISIS) each peak was convoluted with a large 
Gaussian. 
Table 3.11 Thejits of the lsis peaks convoluted with a Gaussian (Using voigt 
jUnction) 
True Strain FWHM Gauss Lorentz 'r Area 
A*lOOO A·lOOO 
0 72.839 30.558 0.82 0.99997555 1.0055 
0.06 72.923 30.570 0.88 0.99997718 1.0018 
0.11 73.088 30.575 1.01 0.99997674 1.0065 
0.16 73.214 30.597 1.08 0.99997710 1.0069 
0.21 73.295 30.570 1.21 0.99997605 1.0075 
0.25 73.357 30.590 1.23 0.99997696 1.0076 
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Figure 3.47 Results using deconvolution method 2 compared to analytic function fits of ILL. 
This method does not perform as well as the previous deconvolution method. It is 
however the simplest method and can be used as an approximation. 
3.6.2.4 Deconvolution Method 3 
Another possibility is to convolute the original asymmetrical peak with its mirror 
image. This has the advantage of the result being symmetrical and also 'amplifies' the 
Gaussian and Cauchy component information i.e. the Gaussian component will be "2 
times more and the Cauchy 2 times more (according to the central limit theorem). 
The convolution is a different shape to a Voigt. The function is a Pearson VII or 
Pearson IV shape with the asymmetry term A4=O (Figure 3.48). The results of the fits 
with a Pearson IV are given in Table 3.12. 
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Table 3.12 Fits o/the 'mirrored' convolutions using a Pearson IV 
Strain Amp A2 A3 A4 Area r 
0 0.0470 13.605 2.0132 -1.07Ie-06 0.999 0.99999813 
0.06 0.0454 14.216 2.0578 -5.64e-07 0.990 0.99999905 
0.11 0.0440 14.737 2.0518 1.327e-06 0.997 0.99999919 
0.16 0.0425 15.256 2.0576 5.1 1 24e-07 0.996 0.99999878 
0.21 0.0421 15.276 2.0347 1.6 1 65e-06 0.994 0.99999595 
0.25 0.0412 15.793 2.0733 7.3306e-07 0.994 0.99999494 
U sing these shapes (described very well by the Pearson IV) the peaks were 
deconvoluted using the program developed in Deconvolution Method I. 
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Figure 3.48 Solid line shows the convolution of Peak in Figure 3.38 with itself and the 
mirror image. The stars show the fit with the deconvolution program. 
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Table 3.13 Results of Deconvolution Method 3 
True Strain Gaussian Lorentzian Area ofVoigt 
A*1000 A*1000 
0,06 1.21 0.14 0.994 
0,\1 1.67 0.42 1.036 
0,16 2.04 0.65 1.059 
0,21 2.00 0.78 0.986 
0,25 2.38 0.85 1.006 
Table 3.14 Division ofG and L according to Central limit theorem 
Gauss Lorentz Gauss/"2 Lorentzl2 
0,06 1.21 0.14 0.86 0.07 
0,\1 1.67 0.42 1.18 0.22 
0,16 2.04 0.65 1.44 0.33 
0,21 2.00 0.78 1.41 0.40 
0,25 2.38 0.85 1.68 0.43 
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Figure 3.49 Results of Deconvolution 3 compared to analytic junction fits of ILL 
The results of deconvolution method 3 (Figure 3.49) do not appear to agree with the 
ILL results (assuming the ILL results are the actual Gaussian and Lorentzian 
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components). Deconvolution method I appears to be the best method to extract the 
Gaussian and Lorentzian components. 
3.7 Using FWHM as a simple analysis 
So far choice of function to obtain the positions widths, shapes and shape 
representations accurately has been discussed. One can extract the Gaussian and 
Lorentzian components relatively easily if the peaks are of a certain quality. 
The FWHM however can also be in principle be used as a simple indication of plastic 
defonnation. It has been found that in most reflections that broaden symmetrically, the 
broadening is the same in the axial direction as in a direction perpendicular to the 
plastic strain. The broadening can therefore be used as a simple measure of plastic 
defonnation irrespective of the direction of measurement, relative to the direction of 
defonnation. 
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Figure 3.50 Broadening of the Ni 111 reflection at wavelength 2.99 on D 1 a. 
To test this the data from the same set of pure copper samples was analyzed in tenns 
of FWHM. Another different set of samples (same material and same annealing 
conditions) were investigated at Rez in the Czech Republic. For direct comparison all 
FWHMs were converted to ~d in Angstroms*IOOO. 
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3.21 
The ISIS (TOF) data was already converted into units of Angstroms. 
Table 3.15 FWHM Copper 111 Peak measured using different methods (axial 
direction). 
True 1S1S }..=3.515 }..= 2.99 }..= 2.99 True Rez 
Strain PSD/colli multibank PSD/colli Strain }..= 1.61 
0 11.63 4.253 5.580 4.55 0 6.068 
0.06 11.79 5.103 6.117 5.11 
0.11 12.15 5.543 6.485 5.76 0.128 6.965 
0.16 12.42 5.624 6.692 5.87 
0.21 12.48 5.998 6.831 6.26 
0.25 12.8 6.043 6.999 6.29 0.239 7.421 
Figure 3.51 and 3.53 shows simply the change in FWHM wrt a reference sample. To 
compare the FWHM the resolution function has to be removed. This can be done 
using equation 3.22. 
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Figure 3.51 Comparison of the change of FWHM with different instruments and set-ups. 
It is well known that cold-worked materials exhibit peak broadening. During average 
residual stress experiments the quality of the peak enables an accurate determination 
of the position in d or 29 but not in general its shape. The FWHM however is the next 
most accurate parameter that can be fitted. The usefulness of using the FWHM 
depends on its reproducibility on different instruments. 
The use of eq. 3.22 is only truly valid if the curves are pure Gaussians (i.e. A direct 
consequence of the central limit theorem). Voigt shapes (with small Lorentzian 
components) can also be treated in this way. The ISIS peaks are the least Gaussian in 
shape and this equation should only be used as an approximation. Equation 3.22 has 
been used to produce the data shown in Figure 3.52. 
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Broadening after Subtraction of Resolution 
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Figure 3.52 Copper J J J (axial direction) after removal ofresolutionfonction. (eq3,22). 
Four sets of data fall on the same curve. This curve would be a valid FWHM strain 
calibration curve. Most peaks were Voigt (with a small Lorentzian contribution) and 
so the validity of taking the squares is justified. The ISIS peaks are asymmetrical and 
so would have to be deconvoluted to obtain the corrected FHMW s, although the 
approximation is not too bad. It is very important to measure the 'zero profile' 
reference very well in each case. 
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Change in FWHM wrt Unstrained Sample (Ni 111) 
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Figure 3.53 Increase in FWHM wrt Unstrained reference Nickel sample. 
Although only 2 measurements were made with Nickel I I I at ISIS- the values for the 
increase in FWHM fit very well to previous measurements made on the same 
material, The measurements at HMI, RISO and Rez were made by Swallowe et al 
[Swa 95], For the Nickel I I I the measurements in Figure 3.53 appear to be 
independent of the resolution function. In general the application of equation 3.22 is 
needed to remove the resolution function (as in Figure 3.52) for direct comparisons to 
be made to other instruments. 
3.8 Conclusions 
In the present mode of operation of Dla, no-weighting appears to return a more 
reliable value for the position in 2 theta. Care should be taken for the peaks with very 
Iow backgrounds when finding the Gaussian and Lorentzian components. A weighting 
that avoids the strong bias of zero and I counts in the detector channels should be 
used e.g. W = I/(lO + Y). Lorentzian and Gaussian components can be successfully 
extracted from asymmetrical peaks (of peaks that broaden symmetrically), using 
deconvolution method I, although the data should be of good quality. Reproducibility 
has been shown in the Gaussian, Lorentzian and FWHM for different instruments at 
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different institutes. This is extremely important for the use of these values for peak 
broadening analysis and for estimation of the plastic deformation within a sample. 
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Chapter 4 Peak analysis 
4.1 Aim 
The aim of this chapter is to make use of the analysis techniques described in Chapter 
3 and see what practical information one can obtain from a Bragg peaks width and 
shape. Obviously the better the resolution (for example at a synchrotron source) the 
better resolved the components of the peak broadening, however at neutron sources 
with lower resolution information can still be extracted. Chapter 3 investigated how 
to extract the Lorentzian and Gaussian components and also suggested a simple 
method for estimating the plastic deformation from the FWHM. 
4.2 Use ofthe FWHM to estimate plastic deformation 
In the previous chapter a simple method of using the FWHM to estimate the plastic 
deformation was suggested. For this to be of use, there should be a formula relating 
the plastic strain to the FWHM. One possible formula [Swa 95], [Swa 96] is given by 
equation 4.1: 
fJFWHM = a + bE/ 4.1 
-------
where a, b and c are constants for a particular material and peak, fJ is the breadth 
(FWHM) and E the plastic strain. This simple relationship has been found to be valid 
in tensile tests for the metals copper, nickel and iron. The use of such a relationship 
opens up the possibility of evaluating both the plastic strain as well as the elastic 
residual strain during the course of standard residual stress measurements using 
diffraction techniques. However the previous experiments for which equation 4.1 has 
been found to hold have all been performed on cylindrical samples which have been 
deformed only in uniaxial tension along the cylinder axis. Engineering components 
will generally have undergone a rather more complex deformation process and both 
tensile and compressive plastic strains will occur. In order for the method to be used 
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to evaluate plastic strains a calibration curve of peak width against plastic strain must 
be obtained which can then be used to determine the variation in plastic strain 
throughout the component from the relevant peak widths. The best method of 
obtaining such a calibration curve is to use samples of material of the component of 
interest and apply known plastic strains to these samples. A subsidiary diffraction 
experiment then provides the required constants in equation 4.1. Chapter 3 has also 
indicated that the copper III reflection broadens identically in both the axial 
direction (along direction of the strain) and perpendicular direction. This indicates 
that with certain reflections the absolute plastic strain could be evaluated In any 
direction. 
4.2.1 Plastically Deformed Tubes Experiment 
In order to test the techniques of Chapter 3 on a sample of realistic engineering form, 
an experiment was carried out on bent hollow tubes ofCu and Fe in which the known 
plast~c deformation of various parts of the tube is compared to values derived from 
equation 4.1, using as the calibration samples small uniaxially deformed samples 
made from either the tube material itself or a similar material. 
Both hollow tubes had an outside diameter of I inch (25.4rnm). The copper tube was 
composed of99.9% purity metal with a wall thickness of3rnm and the iron tube had 
a purity of 99.5% and wall thickness 2rnm. Both tubes had a spiral line of pitch 
0.8rnm lightly scored on the surface and after armealing in vacuum at 600°C for 3 
hours they were bent on a hardened and polished steel former. Neutron diffraction 
experiments were carried out on the D I a diffractometer at the Institute Laue Langevin 
(except the iron calibration which was performed at Rez Czech Republic) using the 
recently developed improved residual strain scarming system with a radial collimator 
which gave a well defined sampling volume of I x I x I mm3 [Pir 98]. This was one of 
the first experiments to use this system. Measurements were made using the Cu 200 
and III peaks and the Fe 110 peak in both the axial and radial directions. The points 
chosen for measurement were those corresponding to the maximum tensile and 
compressive plastic deformations and those very close to the neutral axis. A tube is 
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illustrated in Fig 4.1 and the arrows on the figure show the definition of the axial and 
radial directions . 
Gauge Volume 
Tension Axial 
Point near Neutral 
Axis Axial 
Compression Axial 
Compression Radial 
Figure 4.1 Schematic diagram of a tube used in the experiment 
Tension Radial 
The copper calibration samples were made from the tube material and the iron 
samples from rods of the same purity iron as the tube purchased from the same 
supplier. Both sets of calibration samples were subjected to the same annealing 
process as the tubes and had TML YFLA-2 post yield strain gauges mounted on 
them before being uniaxially tensile strained in a stress- rig. The plastic strain in 
the tube material was determined from the change in spacing of the surface lines. 
4.2.2 Results 
All peaks were fitted with a Voigt function and a linear background using the 
Jandel Peakfit package [Jandel 97] (With a Weighing of I/(Y+IO). The FWHM 
widths of the calibration samples as a function of plastic strain are illustrated in 
Figure 4.3, and 4.4 together with a best fit function to the calibration points of the 
form ofEq 4.1. 
The iron data are statistically the best. Figure 4.2 shows that the broadening after 
the same amount of plastic deformation is the same in the compression and tension 
regions. Table 4.1 shows results obtained from the calibration curve (measured at 
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Rez - Czech republic). Widths are converted into Angstroms*1000 by eq 4.2 where 
d= d spacing in Angstroms, A. is the wavelength in Angstroms, 9 is theta in radians. 
The Copper 200 calibration curve was measured on the same instrument set-up so 
no conversIOn was necessary. 
Iron Tube (110 Bragg Peak) 
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Figure 4,2: Iron tube (i10) Bragg Peak Widths (The bottom, middle and top scans represent 
the Lorentzian, Gaussian and FWHM widths of the Voigt function respectively. The strains 
were worked out from the scored lines on the tube. The accuracy from this method is 
approximately:!: 10%. The sets of 3 points represent measurements taken with gauge volume 
centres within the wall of the tube separated by 0.3 mm. Reflection was measured using a 
wavelength of2.99A (2B = 95.2°). gauge volume Imm'). 
/1d = :teosB /10 
2Sin'O 
4.2 
Equation 3.22 was applied to the values (in Table 4.1) for the FWHM in Angstroms 
using the straight axial width as the 'instrument response width'. These widths are 
placed on the Rez calibration curve so that the true strain can be estimated (Figure 
4.3) 
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Table 4.1 Results for iron tube from Rez calibration curve (Figure 4.3) 
Iron 110 Conversion ofFWHM True Strain from True Strain from 
(degrees) to Rez scored Line 
Angstroms· 1 000 Iron Rod Calibration 
A = 2.99 29 = 95.2 Calibration 
Straight (axial ) 0.400 = 6.45 0 0 
Point near Neutral 0.460 - 7.42 0.024 0.02 ± 10% 
axis (axial) 
Compression (axial) 0.500 = 8.07 0.080 0.092 ± 10% 
Tension (axial) 0.510 = 8.23 0.095 0.095 ± 10% 
Rez Calibration CUlVe (Iron 110) 
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Figure 4.3: The unbroken curve is a best fit of the REZ data (separate points). Referring to 
equation i: a= 0.004 b= 8.949 and c = 0.2386. Using the widths in Figure 4.2 (and 
converting to Angstroms" 1000 using equation 4.2. the reSUlting true strains can be 
estimated. These widths are represented by. 
Table 4.1 shows a comparison of the plastic strains in the iron tube derived from the 
calibration curve of Fig 4.3 and that estimated by the change in surface line spacing. 
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The agreement can be seen to be good. The error with this technique depends on how 
well the calibration curve has been measured. There is some scatter in the points in 
the above calibration. The error in the FWHM evaluation was ± 0.005° for the tube 
which corresponds to ± 0.0005 true strain on the graph. 
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Figure 4. 4 The unbroken curves are bestfits of the cut tube data (separate points). 
Referring to equation 1: Above (axial) curve a = 0.372 b = 0.715 c = 0.485. Lower (radial) 
curve a = 0.368 b= 0.981 c= 0.986 
Table 4.2 Comparison o/True strains from Figure 4.4 
Copper 200 True Strain from True Strain from 
ILL Cut tube Calibration Scored line Calibration 
Point near Neutral 0.071 0.04 ± 10% 
axis 
Tension Radial 0.099 0.12 ± 10% 
Tension axial 0.103 0.12 ± 10% 
Unlike the case of the iron 110 results a divergence (or splitting as seen in chapter 3) 
of the 200 peak broadening between the axial and radial directions can be seen in the 
copper samples. However the copper 111 peak exhibits no splitting and thus, in the 
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case of the Ill, peak a single calibration curve would be enough to detennine sample 
plastic defonnation irrespective of the direction of measurement. Figure 4.5 shows 
the copper III results. Unfortunately there was a large amount of scatter in the 
Copper results compared to the iron results for the reasons discussed below in the 
discussion section. 
Figure 4.5 The bottom, middle and top scans represent the Lorentzian, Gaussian and 
FWHMwidths of the Voigtjunction respectively. The strains were worked outfrom the 
scored lines on the tube. The accuracy from this method is approximately:l: 10%. Each scan 
passes within the tube (thickness 3mm) in steps of 0.3 mm Reflection was measured using a 
wavelength of2.99A (28 = 91.6°) Gauge volume was 1mm'. 
4.2.3 Discussion 
Firstly one problem encountered should be mentioned. As this was a new set-up 
(Collimator with PSD) initial problems with the PSD settings caused gamma 
radiation as well as neutrons to be detected. A'shallow humped' background was 
the result of this. It was thought originally that the collimator fonned this 
background but only after the experiment was finished was the problem finally 
resolved. The effect of this on the results for the iron data is small as the iron tube 
provided strong 110 Bragg Peaks. The effect on the copper data is more 
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pronounced and has caused scatter in the evaluation of the widths for both the 
copper 200 and III data. 
The tubes and rods were made by a drawing process and show the same texture and 
are thus comparable. Samples having different texture and purity may not display the 
same performance and so the peak broadening behaviour should be studied with 
appropriate calibration samples in each experiment. The results for each peak are 
discussed separately below. 
Iron 110 
Normally the best and most accurate way to have a calibration sample of the material 
being measured is to measure it on the same instrumental set up. This ensures direct 
comparison with the calibration sample. Because the Iron data was of a good 
statistical nature this inter-laboratory calibration was valid. The performance of the 
110 peak shows that it is ideal for plastic deformation estimation because of its 
similar performance in compression and tension. The axial direction possibly 
broadens slightly more than in the radial direction. 
Copper 200 
The peak exhibits a more complicated behaviour. The 200 broadens asymmetrically 
which means the Gaussian and Lorentzian components cannot be extracted. It appears 
however that the 200 FWHM peak width measurements could be used to map out not 
only the magnitude of plastic deformation but possibly also its direction since the 
observed broadening has a directional dependence. More measurements however 
should be made to study the behaviour in both tension and compression before this 
proposal can be verified. A complication in the interpretation of the data is that the 
range of calibration points obtained was small and thus the calibration curves are 
extrapolated well beyond the available data in order to estimate strains in the bent 
tube samples. This will considerably reduce the accuracy of the strain estimates. 
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Copper I11 
The broadening appears to be the same (from Figure 4.5) in the compression and 
tension directions - and also in the axial and radial directions. This is useful for 
obtaining an absolute value of the plastic deformation at any point in the sample. 
The plots show that, within the experimental error associated with the peak width 
determination the plastic deformation can be evaluated. In a typical strain scanning 
experiment width change can be determined to about 10% (unless longer measuring 
times are used in order to improve the measurement statistics). This method can give 
a good estimation especially across a sample showing trends of plastic deformation. 
4.2.4 Elastic Strain Gradients 
Because the radial collimator defines a gauge volume that is much sharper than a slit 
[Pir 98] the effect of elastic strain gradients causing peak broadening is reduced. The 
peak shift position will give information about the elastic strain gradients and care 
should be taken to see how much these gradients effect the peak width. In the case of 
steep gradients the peak will be broader (e.g. a strain gradient giving a peak shift of 
0.05°mm-1 for a peak of 0.4° width will cause a broadening of approximately 5% with 
a secondary 'slit' of I mm). Making more than one measurement using different sized 
secondary' slits' at areas of high stress gradient can provide information on the effect 
of the strain gradient on the peaks width. 
4.2.5 Two component composite model (Why the Copper 200 broadens 
asymmetrically) 
Plastic deformation of materials containing a heterogeneous dislocation distribution 
give rise to residual long-range stresses. Deformed copper has a dislocation cell 
structure [Bie 93] (Figure 4.7), with hard cell walls and softer cell interiors. In a 
polycrystal residual stresses vary from grain to grain, i.e. there is a different mean 
stress existing in different grains. The mean residual stresses in these grains are the 
'residual interaction microstresses' (Chapter I). The variation in stresses across the 
135 
cells are sometimes categorized between that of type 2 and type 3 residual stresses 
(sometimes referred to as type 2.5 stresses[Lef 92)). 
Plastic deformation requires compatibility during deformation of neighbouring grains. 
With randomly oriented grains the activated slip systems and elastic constants vary 
from grain to grain. As already mentioned in Chapter I and 2 the extent of work 
hardening, plastic deformation, elastic deformation mean that mean stresses vary 
from grain to grain (Figure 4.6). 
Type 2.5 stress 
Type 2 stress 
(J S tress I'--\-+-~rl-~ 
Grain 3 
Zero Stress 
Grain I Grain 2 
Figure 4.6 Schematic diagram of the local residual internal stresses of adjacent grains. 
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Grain 
Cell interior 
Cell wall 
Figure 4.7 Schematic diagram of a grain with cell structure 
The two regions, interior and wall, in the copper grains act like a composite [Bie 93]. 
The model in chapter 2 (Figure 2.16) can therefore be used here to describe what is 
happening. The hard grain walls can be thought of as equivalent to the cementite and 
the grain interior to the softer ferrite. The volume fractions of the two composite 
components depends largely here on the average grain size and the morphology 
thereof. As with the steel the two regions will be expected to have their own 
characteristic Bragg reflection although this time at almost the same angle (Figure 
4.8). Initially (assuming the polycrystalline copper sample is well annealed) the two 
regions will have the same strain and hence the same d spacing (Figure 4.8). 
After the sample has undergone uniaxial tensile plastic deformation the harder grain 
walls will be in tension and the soft grain interior in compression. The peak will 
broaden and an asymmetry will develop (as the two peaks in Figure 4.8 move in 
opposite directions). The opposite would be true if the sample was in compression, 
the asymmetry would be the opposite sense. These relative shifts are superimposed 
on an overall shift of the whole peak corresponding to the microstress and 
macrostress developed in the set of grains. 
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Figure 4.8 Both components have the same strain and hence the same Bragg angle. 
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Figure 4.9 Development of asymmetry in Copper 200 Bragg reflection in axial direction 
(after tensile plastic dejormation). 
Figure 4.9 shows what would be observed in the axial direction of a measurement. 
Taking a measurement in the radial direction, the peaks would not move so far apart 
due to the Poisson effect and the Bragg peak would be expected to be less 
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asymmetrical and the envelope less broad. The asymmetry will be in the opposite 
direction. As with the ferrite and cementite, the strain becomes 'saturated' after a 
small plastic strain. This explains the initial 'splitting' and then further plastic 
deformation causes broadening at the same rate for both measurement directions 
(Figure 3.36). 
The above description offers an explanation of what is observed in copper 200 and 
Nickel 200. This is not observed in the copper Ill, however. This is because the 200 
in both metals is a soft direction. The Young's modulus of the 200 direction in copper 
is 67 GPa which is 1/3 of that in the III direction. Any strain is therefore 'amplified' 
for a given stress and the difference in the properties of the cell wall and interiors can 
be easily observed. 
4.3 Single - line profile analysis using the Voigt function 
The peaks that broaden symmetrically do so normally in a Voigtean manner. Most 
profiles are therefore described by Voigt functions [Del 88], [Kei 82], which are 
convolutions of Lorentzian (or Cauchy) and Gaussian functions. After obtaining the 
integral widths (eq 3.7 and 3.8) the Lorentzian and Gaussian components of the pure, 
only structurally broadened profile follow from: 
4.3 
4.4 
where the superscript f refers to a pure, only structurally broadened profile, h to a 
measured profile of the sample, and g to a profile corresponding to a hypothetical 
ideal reference sample (subscript 0). 
In the single peak analysis which is appropriate for use at neutron sources, it can be 
assumed that the Lorentzian component of the f profile is solely due to finite 
crystalline size and that the Gaussian component of the f profile is solely due to 
microstrain [Kei 82]. 
139 
(D) = A.cosO 
v p~ 
<&>= p~ 
4 tan 0 
4.5 
4.6 
Where A. is the wavelength employed, 9 is the Bragg angle, the v denotes a volume 
weighted average and <e > is a measure for the microstrain. The integral widths are in 
radians in the 2theta scale. 
Dv is the effective dimension of coherently diffracting 'blocks'. The dislocation 
density can be deduced from the mean squared microstrain by a comparison of the 
single dislocation energy and stored energy of the lattice [Luk 97]. 
4.7 
Where b is the Burgers vector, F is the factor describing interaction between 
dislocations (F= 1 in the simplest case) and the constant k can be approximated k,,,} 2A 
(where A '" 2 for profiles close to the Cauchy shape and A '" 11/2 for Gaussian shape) 
4.3.1 Using the Lorentzian Components 
The Lorentzian components from Table 3.13 were converted using equation 4.5. In 
this case A.= 2.99 A, 9 = 45.8° for the copper 111 reflection. Equation 3.7 was used to 
convert the Lorentzian component into the integral breadth (in radians). 
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Figure 4.10 Comparison of resultant cell size from Lorentzian data (Copper Ill) to 
experimental electron microscope observations ofGracio et af [Gra 89J 
4.3.2 Using the Gaussian components 
The stress-strain curve of a polycrystalIine material is often to be of the fonn [Hon 
84]: 
0" = 0"0 + BEp" 4.8 
Where 0"0 is the initial stress, B is a material constant, Ep is the plastic strain and a. = 
0.5. 
Fitting the stress-strain curve of the pure copper samples (Figure 4.11) with equation 
4.8 yield the following values. 
0"0= 0 MPa 
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B = 500 ± 20 MPa 
a. = 0.566 ± 0.020 
The value of a. is close to 0.5, which shows this sample can also be described 
reasonably well using equation 4.8. 
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Figure 4.11 Stress strain curve for pure copper 
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It is accepted that dislocation density scales with plastic strain with a relationship of 
the form [Hon 84]: 
p=po+cEl 4.9 
where po is the initial dislocation density, C is a material constant and Ep is the 
plqstic strain. The value of p is 1± 0.5. 
The Gaussian components in Table 3. \3 (when suitably scaled) can be used to 
estimate the dislocation densities in the copper samples. Using a value for the Burgers 
vector (b = 2.55 x 10.10) [Bie 93], a value for k of2 and F=I, the dislocation densities 
can be estimated using equation 4.7. 
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It can be seen that in this case scaling the stress-strain curve (Figure 4.11) by a 
suitable constant causes the dislocation density and stress-strain curve to coincide. 
This implies that the value for ~ in equation 4.9 is also 0.566, which is consistent 
with equation 4.9. The Gaussian component of the peak can therefore be assumed to 
be a good estimate of the dislocation density, although equation 4.7 would have to be 
scaled correctly to give the correct values for the dislocation density. In principle this 
can be done by using a few calibration samples of known plastic strain and known 
dislocation densities measured by microscopic techniques. 
4.3.3 Discussion 
At high plastic strain dislocations form cell structures which effectively divide the 
material into small coherent scattering volumes. Electron microscope based 
observations of Gracio et al [Gra 891 indicate that copper forms closed dislocation 
cell structures at strains greater than a few percent with cell dimensions of the same 
order as the derived coherent region sizes. The reduction in coherent region size with 
increasing strain observed in this work also follows their reported trend. The 
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dislocation cell sizes depend on the initial crystallite sizes, with larger crystal lites 
producing larger cell dimensions. Points in Figure 4.10 for the Gracio work are taken 
from an initial grain size of 30~ and 250J.lm. The initial grain size in the samples 
used is approximately 20~ (from microscopic observations). This method appears 
to be a valid measure of the coherent diffracting volume sizes. The Gaussian 
component of the peak can be (as well as the FWHM) used here to estimate the 
plastic strain and also the dislocation density. Equation 4.7 would have to be scaled 
correctly to give the correct values for the dislocation density. In principle this can be 
done by using a few calibration samples of known plastic strain and known 
dislocation densities. 
4.4 Conclusion 
In summary the plots illustrated in this work show that, within the experimental error 
associated with the peak width determination, plastic deformation can be evaluated 
from peak widths FWHM. Further analysis of the peak shape giving the Lorentzian 
and Gaussian components can indicate a realistic dislocation cell structure evolution 
of the copper grains and can give a good estimation of the dislocation density. 
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Chapter 5 Direct Measurement of Longitudinal Strains and 
Stresses within Single Lap Shear Adhesive Joints using Neutron 
Diffraction 
5.1 Introduction 
A great deal of work using analytic and finite element techniques has been carried out 
to predict the distribution of strains and stresses within single lap shear (SLS) 
adhesive joints [Ada 74, 92,97], [Cro 81], [Tsa 94]. Of particular note is a recent 
overview of this topic by Adams et. al. [Ada 97] and the reader is referred to the 
references contained therein. The previously reported studies have concentrated on 
modelling the effects of adherend modulus and thickness, adhesive type and spew 
fillet geometry on the strains and stresses within the SLS joint with externally applied 
loads. Existing models to explain the SLS joint performance utilise the fundamental 
bulk mechanical properties of the adhesive and adherends and, principally, consider 
the strains and stresses in the adhesive layer. There is, however, less available 
literature describing such distributions in the adherend and a distinct lack of direct 
measurements of the stresses and strains within the adherend. This information is 
necessary to validate the existing models of joints. 
To date, photoelastic studies have been used to provide an indication of the strains and 
stresses within polymeric adhesives and adherends; these experiments do not replicate 
the situation within much higher modulus metallic adherends. Strain gauges and 
Moire interferometry have been used to evince such information but these techniques 
have their limitations since they only provide direct measurements of the surface 
strains. 
Neutron diffraction is a technique which has been used to study residual and other 
strain and stress distributions within bulk metal pieces [Abo 90],[Hut 92]. This is fully 
explained in Chapter I. A particular difficulty in the use of diffraction methods for 
strain measurement is the determination of the zero strain lattice parameter do since, 
except in the case of annealed powders, it is difficult to be sure a specific sample is 
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truly free of residual stress. In the study described in this chapter only comparative 
data is considered so the detennination of an absolute do is not critical. 
The main objective of the study was to evaluate the usefulness of neutron strain 
scanning applied to the SLS adhesive joint. Experiments were carried out to 
investigate the following: a, the presence of residual strains within the adherends of 
SLS joints introduced by shrinkage during the high temperature cure phase of an 
epoxide adhesive and; b, the longitudinal (i.e. along the length of the joint) stress 
distributions within "unaged" and "aged" SLS joints in the loaded condition. 
5.2 Experimental 
This experiment was the first in which a slit mask for the double diverging collimator 
was used. This slit mask is positioned between the collimator and position sensitive 
detector and reduces the gauge volume and thus increases the spatial resolution. A slit 
mask of 0.5 mm was used and the gauge volume was 2*2*0.5 mm3. The collimator 
defines a gauge volume sharper than that of a slit and was ideal for this application. 
a 
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Figure 5.1 The dimensions of the joints used in the study. All dimensions in mm. a) side view, 
b) plan view. 
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SLS adhesive joints were prepared using 50mm x 16mm x 3mm CRI mild steel 
adherends (see Figure 5.1). The adherends were grit blasted and subsequently 
degreased in acetone prior to assembly. Additionally, the samples used in the residual 
strain experiment (a) were vacuum annealed for 4 hours at 700 DC and then slow 
cooled and demagnetised in order to reduce the level of residual stress in the sample 
before bonding. The adhesive used was Araldite A V119, a 120 DC curing single part 
epoxide supplied by Ciba Polymers with a I % addition of 250 micron "Ballotini" 
glass spheres for bondline thickness control. The joint overlap area was 16 mm x 10 
mm. For the aging experiments (b) two types of joints were analysed. These were 
freshly prepared "unaged" samples and "aged" samples. The "aged" samples were 
prepared by immersion in deionised water at 60 DC for approximately 10 days with a 
simultaneously applied load of I kN. 
The Dla diffractometer at the Institut Laue-Langevin used for these experiments has a 
number of user selectable neutron wavelengths ranging from I A to 4 A. The Bragg 
peak with maximum intensity for the steel used in this experiment was found to be the 
110 peak, however, constraints imposed by the use of the in-situ stress rig meant that 
the most suitable peak to use in the ageing experiment was the 211 peak. The neutron 
wavelength used for the 211 peak was 1.514 A giving a 29 of 80.60 and for the 110 
peak at A = 2.993 A giving a 29 of95.2°. In all cases the joints were orientated in such 
a configuration so as to determine the strains in the longitudinal direction. The 
symmetry of the SLS joint is such that, for maximum efficiency in the use of the 
neutron beam, only part of each sample was analysed. Figure 5.2 indicates the region 
studied as well as the x,y,z co-ordinate directions used in the study. The region chosen 
for study should, by symmetry, give a picture of the stresses throughout the joint. 
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Figure 5.2 Origin and directions of co-ordinate system for SLS joint. ( The upper section of 
the front adherend. as indicated by the dOlled lines. was the region analysed in this study). 
5.3 Results 
a) Residual strains within SLS joints: For this experiment a gauge volume of 2mm in 
the z direction x 0.5mm x 0.5 mm was selected. A summary of the longitudinal 
stress for the x,y,z points measured is given in Table I. Stresses were evaluated 
using the Kroener elastic constant (227 GPa) for the 110 plane. The stresses are 
calculated from strains measured relative to the point (2.6,8.8, I) which is close to 
the outer corner of the adherend and is generally accepted to be free of longitudinal 
stress. The x = 0.6 plane is adjacent to the central plane of the joint (the metal 
polymer interface), x = 1.6 is in the centre of the adherend and x = 2.6 close to the 
major free surface. Throughout the study the diffraction peaks were fitted with a 
Gaussian function on a linear sloping background and very good fits to all peaks 
were obtained. The centre of the Gaussian was taken as a measure of peak position 
and the accuracy of the fit generally gave an error of the order of±O.OOSo in 26. 
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Table 5.1: Curing stress (MPa) as a jUnction of position in adherend. For definitions 
of position see Figure 5.2, all dimensions in mm. Accuracy of the stress measurements 
is ± lOMPa. Positive values indicate tension, negative values compression. 
z-1 z-4 z-7 
y x -0.6 x 1.6 x 2.6 x-0.6 x - 1.6 x-2.6 x -0.6 x - 1.6 
0.5 -28 I -25 
1.2 7 -14 -3 
1.9 42 -3 7 
5 -7 19 15 
8.1 42 -9 18 
8.8 -25 -13 0 
0.5 2 30 -2 
1.2 7 -6 16 
1.9 39 33 23 
5 39 33 19 
8.1 -8 -16 -4 
8.8 5 -32 -3 
0.5 -I 20 
1.2 II -15 
1.9 31 -6 
5 27 21 
8.1 6 5 
8.8 0 -12 
b) The aged and unaged samples were both loaded to 2.5 kN in a stress rig which 
enabled measurements to be made under load in-situ in the neutron beam. For these 
measurements a larger gauge volume of2mm (z direction) x lmm x lmm was used in 
order to allow the measurements to be carried out in the time available using the 211 
Bragg peak. Space constraints imposed by the use of the stress rig meant that the more 
intense 110 peak could not be used as previously. The elastic modulus for the 211 
Bragg peak was obtained by carrying out a subsidiary experiment in which the peak 
position in a portion of the sample well away from the joint was monitored as the 
sample was loaded in increments of 600 N to 2.4 kN. A straight line fit to the stress-
strain curve obtained gave a modulus of 224 ± 30 GPa; this is in good agreement with 
the theoretical value of 219 GPa. A strain gauge with a 1 mm gauge length bonded on 
the surface close to the position (3,8,7) in the co-ordinate system used in these 
experiments and in such an orientation so as to detect longitudinal strains showed no 
change in resistance as the load on the joint was increased from 0 to 2.5 kN. It can 
therefore be concluded that this position remains stress free. The d spacing at the 
measurement position (2,8,8) was therefore used as the do and strains, and hence 
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stresses, measured relative to this point. Because of the use of a larger gauge volume 
two rather than three x planes (planes parallel to the adherend surface) were examined 
in these experiments. The central planes of these gauge volume were at x = 2 and x = 
O. Ibis latter measurement plane will include contributions from metal on both sides 
of the adhesive but the longitudinal stress should be almost the same at points just on 
either side of the glue line so the measurement will give a good indication of the stress 
in the metal close to the glue line. The results are set out in Table 5.2. 
Table 5.2: Stress (MPa ± 15 MPa) in "aged" and "unaged"joints under a 2.5 kN 
load. All x,y,z positions in mm. 
x y unaged aged unaged aged unaged aged 
z=2 z=2 z=5 z=5 z=8 z=8 
0 8 230 184 177 176 155 152 
0 6 218 187 160 165 129 149 
0 4 223 213 177 162 114 134 
0 2 249 233 206 200 190 208 
2 8 57 11 2 -11 0 0 
2 6 71 53 70 27 54 -8 
2 4 68 53 81 46 61 31 
2 2 54 38 68 57 65 42 
2 0 61 44 79 62 70 38 
The x = 0 results summarised in Table 5.2 show very large values of stress. However 
if the 2.5 kN load is averaged over an xz plane, and the reasonable assumption that the 
stress falls away rapidly with distance from the glue line is made, the stresses are not 
unreasonable. Since the purpose of this experiment was to make comparative tests of 
the stress distributions in loaded aged and unaged joints the differences between the 
stress values in the joints is required. These differences are set out in Table 5.3 and 
clearly show a redistribution of load occurring with ageing. The load carried by the 
aged sample is considerably decreased around the 'leading edge corner' (x = 0, z = 2, 
y = 2,4) and in consequence increased in the central region (x = 0, z = 8, Y = 4,6,8). 
This is likely to be due to plasticisation of the adhesive in the outer areas of the joint 
and a consequent reduction in load carrying capacity and relaxation in the strain of the 
adjacent metal. 
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Table 5.3: Stress differences (MPa) as a/unction o/position in adherend between an 
aged and unaged SLS joint. All x,y,z positions in mm 
x y !la, Z = 2 !la, Z = 5 6.a, Z = 8 
(unaged-aged) (unaged-aged) (unaged-aged) 
0 8 46 1 3 
0 6 31 -5 -20 
0 4 10 15 -20 
0 2 16 6 -18 
2 8 46 13 0 
2 6 18 43 62 
2 4 IS 35 30 
2 2 16 1I 23 
2 0 17 17 32 
5.4 Discussion 
The results of experiment a) summarised in Table 5.1 can be compared with the 
modelling predictions of Adams et. al. for curing stresses in a single lap joint [Ada 
92]. Adams predictions are for shrinkage and cooling to produce tensile stresses 
throughout the adhesive layer which are of constant magnitude along the central 
region of the joint but decrease towards the joint edges. These should be balanced by 
compressive stresses in the adherend whose general distribution follow the same 
pattern as the adhesive stresses i.e. greater and of constant magnitude along the central 
region and decreasing towards the edges. However the results of these experiments 
do not agree with these predictions, the stress close to the interface (x = 0.6) which is 
the region that should be compared to the modelling results are not uniform along the 
central region and are in fact generally tensile in the centre and compressive at the 
edges. Therefore they disagree in almost all respects with Adams predictions. 
However it should be noted that the accuracy of the experimental results are ± 10 MPa 
and that the system (AV 119/steel) differs from that used by Adams et. al. (A YI031 AI) 
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so a direct comparison of stress magnitudes is not valid although the general form of 
the results should be similar. 
Due to time constraints measurements were only made in the y direction (figure 5.1). 
Measurements ideally should have been made in the other two directions to see how 
the stresses equilibrate. 
Tsai and Morton [Tsa 94] have modelled the stresses in the adherends in a loaded 
SLS joint and predict that the stresses are maximum along the joint edge (x ; 0, y = 0 
plane) and decrease to a low and almost constant value within the first 10% of the 
joint length. They also predict that the load should remain almost constant over xy 
planes before dropping off as the edge of the joint is approached. These predictions 
can be compared with the unaged data from Table 5.2. The general form of the 
stresses agree with the finite element predictions in that the stresses close to the joint 
ends are greater than the values in the central region. However there is not sufficient 
resolution in the y direction to see if the detail agrees with that of the model but the 
magnitude of the stresses in the central region do seem too large compared to the 
model. Stresses in the region of 200 MPa may seem unrealistically large but they are 
of the same order as those reported by Kawada and Ikegami [Kaw 92] from strain 
gauge measurements on steel embedded in epoxy and we therefore have confidence in 
their validity. The data over a given xy plane adjacent to the glue line does not agree 
with the model predictions. The stress is consistently greater close to the free surface 
and decreases as the central line is approached. This is opposite to the model 
predictions. 
5.5 Conclusion 
The studies described here have been of a preliminary nature and have demonstrated 
the use of neutron strain scanning in the provision of information on adhesively 
bonded SLS joints. To date only limited neutron beamtime has been available for data 
acquisition and in consequence relatively large gauge volumes have been used in 
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order to provide suitably high quality data for analysis. A reduction in gauge volwne 
giving better spatial resolution and the opportunity to investigate a greater nwnber of 
points within the adherend would clearly be of benefit. In addition three dimensional 
strain distributions could be obtained so that peel forces close to the metal-polymer 
interface could be evaluated. All of these improvements would be at the expense of 
much increased experimental time. 
The present study has provided useful information on the residual stress pattern 
caused by adhesive cure and the loading of both aged and unaged joints. The data 
obtained has cast doubt on the results of recent finite element models and provided 
evidence for load redistribution during aging of joints. More work in this field is 
clearly required since it provides the only method of obtaining three dimensional 
strain distributions within the adherend and validating current finite element models. 
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Chapter 6 Conclusions 
6.1 Introduction 
The aim of the work described in this thesis is to investigate possible extensions to the 
engineering use of the neutron strain scanning technique that has been pioneered over 
the past 20 years. The approach has been to make use of data contained in peak shapes 
to extend the method to estimation of plastic as well as elastic strains. Further analysis 
can yield crystallite sizes as well as dislocation densities. However for accurate 
determination of parameters that can be used care must be taken in the fitting and 
deconvolution of the data. Methods of data fitting and deconvolution are compared 
using synthetic and real data and conclusions drawn as to the best methods to use at 
neutron sources. 
Consideration is also given to difficulties involved in using diffraction methods to 
investigate residual stresses in steels, a very common engineering material, and 
extensions of the method to the technologically very important area of adhesive joints. 
The conclusions of each chapter are summarised in the following paragraphs. 
6.1 Chapter I: This acts as a general introduction and presents concepts for the basic 
theory behind residual stress measurements. It pointed out that care must be taken in 
choosing the most suitable Bragg reflection (when not using the time of fligbt method 
which obtains a range of Bragg reflections simultaneously). It brings together 
important fundamental concepts from the wealth of information available. 
6.2 Chapter 2: This underlines the potential error in calculation of stress when 
assuming that the ferrite behaves similarly to the bulk behaviour of a carbon steel. The 
211 or 110 ferrite reflections are the ones used usually in such measurements. Both 
these show a large development of microstresses, especially with a high precipitate 
volume of 12% of cementite. The error in measurement can be as much as 500MPa 
and this should be taken into account. The results show that steels behave broadly in 
the manner described by the finite element model of Zhonghua and Haicheng. This 
has considerable consequences for the measurement of macro residual stresses. Even 
if several ferrite peaks are measured the averaged residual stress will still be in error 
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since the cementite residual stress will almost certainly differ from that of the ferrite 
and the 'true' macro stress will be a weighted sum of the stresses in the two 
components . This is clearly illustrated in the work of [Bon 97] where values of 
approx. 460 MPa in the residual stress in the ferrite are balanced by negative residual 
stresses of 2300 MPa in cementite yielding an overall macro residual stress of zero. It 
has however been shown in this work that even knowledge of the cementite and ferrite 
residual stresses and fractions may not be sufficient to accurately calculate the macro 
stress since the ferrite unloading curve is non linear and hence the use of a single 
valued constant modulus to convert from strain to stress is not valid. 
6.3 Chapter 3: This looks at different methods of weighting data on the latest mode of 
operation of the Dla strain scanner. It is found that no-weighting gives the most 
reliable determination of position. A weighting of 1/(10 +y) when the background is 
very low shows the best shape determination. With symmetrically broadening peaks 
the Gaussian and Lorentzian components are easily extracted. Deconvolutioning 
peaks with an asymmetrical resolution function to find the Lorentzian and Gaussian 
components is possible using simple deconvolution techniques when there is not an 
analytical solution available. The values obtained for the Gaussian and Lorentzian 
components and also the FWHM show that results can be reproduced at different 
institutes indicating their possible usefulness. These values can be used to estimate the 
amount of plastic deformation within an engineering sample and also indicate the 
evolution of the microstructure relative to a 'stress free' reference (which is 
investigated in Chapter 4). 
6.4 Chapter 4: The feasibility of relating simply the plastic strain to the FWHM is 
investigated and the information that can be extracted from the Gaussian and 
Lorentzian components of a Voigt fitting function is discussed. The results indicate 
that the FWHM can indeed be used as a good estimation of the plastic deformation 
within a sample. The Lorentzian component can indicate a realistic dislocation cell 
structure size estimate of the copper grains. This is shown from the comparisons to the 
results obtained from Gracio et al [Ora 89] which used electron microscope analysis. 
The Gaussian component (when suitably scaled) can give a good estimation of the 
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dislocation density. This extra information is available with little extra effort and may 
provide the engineer with important information about the state of various regions 
within a component. Areas of high plastic deformation may be undesirable in terms of 
safety of a component and peak broadening analysis can be used to advantage. 
6.5 Chapter 5: This describes work on the investigation of stress distributions in 
single lap joints. The present study has provided useful information on the residual 
stress pattern caused by adhesive cure and the loading of both aged and unaged joints. 
The data obtained has cast doubt on the results of recent finite element models and 
provided evidence for load redistribution during aging of joints. More work in this 
field is clearly required since neutron or synchrotron work provide the only method of 
obtaining three dimensional strain distributions within the adherend and conflict with 
current finite element models must be resolved. 
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