The formation factor, the dimensionless electric resistivity of porous rock/sediment saturated with conductive fluid, is an important quantity in geophysical exploration for petroleum reservoirs and groundwater aquifers. The renormalization technique is a promising approximation method for the quick estimation of the formation factors from large three-dimensional images of porous geo-materials obtained by X-ray microtomography. In the present study, we applied the renormalization technique to various pore-scale image sets of real geo-materials (sandstones, pumice, lava, and sandy sediments). The purpose is to explore the factors controlling the estimation accuracy of the formation factor. The results revealed that the accuracy increases with increasing (i) porosity, (ii) degree of the pore elongation along the direction of the applied electric field, and (iii) size of the initial subsystem with which the renormalization step starts and with decreasing (iv) pore or grain size. Most importantly, a high degree of elongation of the pore structure along the applied field ensures good accuracy even if the porosity is low, the initial subsystem is small, and the pore or grain size is large.
Introduction
The formation factor refers to the electrical resistivity of porous rock/ sediment saturated with a conductive fluid, normalized by that of the bulk fluid (e.g. Guéguen and Palciauskas, 1994) . It is an important quantity in geophysical exploration because petroleum reservoirs and high salinity/porosity aquifers can often be characterized by high and low resistivity, respectively (e.g. Constable and Srnka, 2007; Jinguuji et al., 2007; Mitsuhata et al., 2006) . There is a need to calculate formation factors from large three-dimensional (3-D) images of porous rocks/ sediments obtained by, for example, X-ray computed tomography (CT) in order to interpret geophysical exploration data or laboratory core data (e.g. Arns et al., 2005; Auzerais et al., 1996; Han et al., 2009; Øren et al., 2007; Øren and Bakke, 2002) . One of the possible methods to calculate the formation factor using the 3-D digital pore-scale images is to directly solve the Laplace equation about the electric scalar potential for the steady-state electric current. The recent progress of the computers barely allows us to solve the 3-D Laplace equation numerically (e.g. Arns et al., 2001; Øren et al., 2007) . However, it takes a great deal of time and memory to solve a large-scale Laplace equation even with a high-performance computing system. The renormalization technique (e.g. Daïan et al., 2004; King, 1989; Lu and Mai, 2007; Lunati et al., 2001; Pancaldi et al., 2007; Qi and Hesketh, 2005; Renard and de Marsily, 1997 ) is a promising approximation method for the fast estimation of the formation factor. This technique is based on repeatedly calculating the effective resistivity of a small-scale electrical network system and gradually upscaling to the original large-scale system.
There have been some reports on renormalization using 2-or 3-D images (e.g. Babadagli, 2006; Gautier and Noetinger, 1997; Green and Paterson, 2007; Karim and Krabbenhoft, 2010; Renard et al., 2000; Sahimi and Mehrabi, 1999) . However, the applicability of this technique to high-resolution pore-scale images of real geo-materials has not been examined extensively. In the present study, we applied the renormalization technique to a number of sets of CT images of natural geo-materials (sandstones, pumice, lava, and sandy sediments) having various porosities, degrees of anisotropy, and pore/ grain sizes. Although there are some variations for the renormalization scheme (e.g. Gautier and Noetinger, 1997; Green and Paterson, 2007; Karim and Krabbenhoft, 2010; Renard et al., 2000) , we focused on the original one developed by King (1989) . To check the estimation accuracy of the formation factor value estimated by the King's method, the exact formation factor value was calculated by directly solving the large-scale Laplace equation. The discrepancy between the estimated and exact values was analyzed carefully to discuss the factors controlling the estimation accuracy, namely porosity, pore anisotropy, pore/grain size and initial subsystem size with which the renormalization step starts.
Estimate of the formation factor from 3-D porous media images by renormalization

Outline of renormalization method
The procedure to estimate the formation factor, F, from pore-scale rock/sediment images by renormalization is described. Although slightly modified, the procedure basically obeys the original renormalization scheme by King (1989) . We assume that the solid mineral grains are non-conductive, and the pores are completely saturated with a conductive fluid. A cubic image subsystem with a specific formation factor value is represented by six resistors running in three orthogonal directions (Fig. 1a) . If the resistivity of the voxel is 1 Ω, all the six resistors are of 0.5 Ω. Eight such subsystems are extracted based on the arrangement of voxels in the original 3-D image system (Fig. 1b) . It is essential that the relative position of the eight subsystems be the same as that in the original system. An electric potential difference of 1 V is applied to the system. Equipotential conditions are applied on the two opposite faces while insulators or no-flow boundary conditions are assumed on other four faces (Karim and Krabbenhoft, 2010) .
As a most important process of the renormalization, we numerically calculate the effective resistivity of the electric circuit of Fig. 1b as follows. Fig. 1c is a 2-D circuit equivalent to Fig. 1b . Although each subsystem has six resistors in Fig. 1a , the number of the effective resistors is four in Fig. 1c because there are two dangling resistors through which no electric current occurs. There are twenty-one currents to be determined in the circuit. We constructed simultaneous linear equations with twenty-one variables using Ohm's law and Kirchhoff's law, and solved the equations numerically by an original Methematica® program, Kurikomi_single_voxel_256. Although King (1989) calculated the effective resistivity using the star-triangle transformation, we calculated it more directly and explicitly by solving the simultaneous linear equations of Fig. 1c numerically. We performed successive image extraction and effective resistivity calculations. As a result, the original system consisting of numerous subsystems with different formation factors is upscaled to a system with a single resistivity (Karim and Krabbenhoft, 2010) , which is the estimated formation factor value, F ren , for the original system (Fig. 1d) .
In the present study, the most simple and primitive renormalization scheme beginning with a minimum subsystem of 2 × 2 × 2 = 8 voxels, is employed mainly; the system size of the original 3-D CT image is taken to be 256 3 voxels. Thus, eight renormalization steps are required to obtain an F ren value (Fig. 1d) . The subsystem at the first renormalization step consists of completely non-conductive voxels with F = ∞ (i.e. solid voxels or isolated pore voxels) and completely conductive ones with F = 1 (i.e. percolated pore voxels). It should be noted that such renormalization starting with 2 × 2 × 2 voxels is applicable to the estimation of the formation factor and thermal/ material diffusivity, but not the Darcy permeability. This is because the Darcy flow essentially requires a parabolic flow profile surrounded by solid walls within each subsystem, which cannot expressed by a single voxel. In other words, the definition of the permeability of a single voxel is inadequate for both solid voxels and pore voxels. Renormalization schemes beginning with different subsystems of  16  3 , 32   3   , 64   3 , and 128 3 voxels (not 2 3 voxels) were also employed for some CT images. The purpose is to examine the effects of the initial subsystem size on the estimation accuracy of F ren . The whole system size of the CT image is fixed to be 256 3 voxels, and the resistivity upscaling was performed according to the same 2 × 2 × 2 network model of Fig. 1b . Thus, the use of the initial subsystem of 16 3 , 32 3 , 64 3 , and 128 3 voxels requires four, three, two, and one renormalization steps to obtain an F ren value, respectively. It is technically difficult to construct simultaneous linear equations for the currents flowing in such large subsystems. Thus, the formation factors for the large initial subsystems were determined numerically by solving the Laplace equation with the successive over-relaxation (SOR) method (e.g. Humphries, 1997) to be described in Section 3.
Factors controlling the estimation accuracy of F ren
There are three possible factors controlling the estimation accuracy of the renormalization technique: (i) percolated pore porosity, ϕ; (ii) initial subsystem size compared with representative elementary volume; (iii) pore anisotropy in relation to the direction of the applied electric field.
Concerning factor (i), undesirable overestimate of the formation factor occurs during upscaling or coarsening for a porous media with low ϕ. An example is illustrated for a two-dimensional case in Fig. 2a . Since a percolated pore channel (six red voxels) exists from the top to the bottom of the original system (4 × 4 voxels), the resistance of the system is not infinite but 6 Ω. Although the green subsystem contains two conductive red voxels, the resistance for the subsystem becomes infinite after the first renormalization step. Because of the orthogonal (non-diagonal) resistor network model employed in Fig. 1a , the upscaled resistance of the system of 4 × 4 voxels also becomes infinite after the second renormalization step. This leads to overestimation of the formation factor for low-ϕ images. If the porosity of the image system is so large that the blue solid voxel marked "×" in Fig. 2a instead becomes a pore voxel, such divergence to infinity is obviously avoided. Based on percolation theory, overestimation of the formation factor due to low porosity frequently occurs below the percolation threshold (e.g. Karim and Krabbenhoft, 2010) . The renormalization was applied in the present study to images of geo-materials having various ϕ values to discuss the effects of the porosity on the estimation accuracy of F ren .
With regard to factor (ii) above, the size of the initial subsystem with which the renormalization step starts is important in terms of the representative elementary volume. The representative elementary volume refers to the smallest volume over which a measurement can be made that will yield a value representative of the macroscopic system (Al-Raoush and Papadopoulos, 2010; Bear and Bachmat, 1990) . It is much larger than a few voxels in order to cover several tens of pores and grains (Clausnitzer and Hopmans, 1999) . The use of an initial subsystem as large as (or larger than) the representative a b Fig. 2 . Possible factors affecting the estimation accuracy of the renormalization technique. (a) Undesirable overestimate of the formation factor occurs due to the low porosity. (b) The path of the electric current in the original system is distorted by the subdivision using insulators which the current cannot penetrate.
elementary volume yields better accuracy in the formation factor estimation by the renormalization. The subsystem size of 2 × 2 × 2 voxels at the first renormalization step of Fig. 1d is definitely smaller than the representative elementary volume. Thus, the small size of the subsystem employed can be a factor decreasing the accuracy of the F ren value. To explore the effects of the factor (ii), two approaches were taken in the present study as follows. We compared the accuracy of the renormalization results for various initial subsystem sizes with a fixed CT image. We also compared the accuracy between images having various pore/grain sizes with a fixed initial subsystem size of 2 × 2 × 2 voxels.
The third controlling factor (iii) concerns pore anisotropy and this concept is illustrated in Fig. 2b for a 2-D case. Renormalization implies that the original system is divided into four subsystems (eight for 3-D) and the effective resistivity of each subsystem is determined using Ohm's law and Kirchhoff's law. The path of the electric current in the original system is distorted in the subsystems to be almost parallel to the insulators which the current cannot penetrate. This path distortion yields the undesirable artifact that the true resistivity of the original system is not equal to the upscaled resistivity of the four subsystems. For example, if the pore is compressed (oblate) along the direction of the applied electric field, the electric current normal to the applied electric field dominates in the original system. Because such a current direction normal to the insulators is suppressed in the divided subsystems, the current path is strongly distorted, reducing the estimation accuracy of F ren . On the other hand, if the pore is elongated (prolate) along the direction of the applied electric field, the electric current parallel to the gradient (and also to the insulators) dominates in the original system. Fortunately, such a current path parallel to the insulators is not significantly distorted in the divided subsystems in Fig. 2b , ensuring the estimation of F ren with high accuracy. We applied renormalization to images of geo-materials having various degrees of pore anisotropy to examine the effects of the prolate/oblate anisotropy on the estimation accuracy of F ren .
Application to CT images of natural geo-materials
We applied the renormalization scheme of Fig. 1 to extensive sets of 3-D X-ray CT images of sandstones, pumice, lava, and sorted sandy sediments. The estimated formation factor, F ren , was compared with the exact value for each image obtained by solving the large-scale Laplace equation numerically. Special care was taken to examine the effects of factors (i)-(iii) described in the previous Section 2.2 on the estimation accuracy of F ren .
Nine 3-D images of natural porous geo-materials obtained by X-ray CT imagery are shown in Fig. 3 . A CT image of randomly packed synthetic glass beads is also shown as an analogue of a well-sorted sandy sediment. All image dimensions are 256 3 voxels. For the Berea sandstone with a formation factor of 19 measured in a laboratory, a single cylindrical sample with a diameter of 6 mm was imaged at two different spatial resolutions to examine the effect of the pore voxel size on the estimation accuracy ( Fig. 3a,b) . The high-resolution image set of the Berea sandstone shown in Fig. 3a was acquired by a MicroXCT system (Xradia, California, USA) with cubic voxel dimensions of 2.1 3 μm 3 ; the low-resolution set shown in Fig. 3b was obtained using a different micro-focus CT apparatus (Toscaner-30000, Toshiba IT & Control Sys. Corp.) with cubic voxel dimensions of 6.8 3 μm
3 . An Ito pumice cylinder sampled from the same locality as Nakashima et al. (2008) was imaged using an SP-μCT system (SPring-8 synchrotron radiation facility; Uesugi et al., 1999) with cubic voxel dimensions of 4.6 3 μm 3 (Fig. 3f ). Randomly packed mono-sized glass beads with diameters of 2.1 mm (Fig. 3j) were imaged using a micro-focus CT system, SMX-225S, by Shimadzu (Kyoto, Japan; Nakashima and Nakano, 2009) with cubic voxel dimensions of 47 3 μm 3 . Other images (i.e. Fig. 3c,d ,e,g,h,i) are reproduced from our previous publications (Nakashima, 2005; Nakashima et al., 2008; Nakashima and Kamiya, 2007; Nakashima and Yamaguchi, 2004) . As previously described, pore anisotropy is an important factor influencing the estimation accuracy of F ren . Thus, we analyzed the degree and direction of pore elongation/compression by a method based on the use of autocorrelation ellipsoids (Nakashima et al., 2008) . The results revealed that the pores in Fig. 3a ,b,c,h,i,j are almost isotropic, those in Fig. 3f ,g are prolate along the direction of the orange arrow, and those in Fig. 3d ,e are oblate with respect to the same direction. The degree of pore elongation/compression can be determined using the lengths of the major and minor axes of the autocorrelation ellipsoid. It is defined as the ratio of the length of the major axis to that of the minor axis for prolate pores (larger than unity), and the reciprocal of the value for oblate pores (less than unity); the calculated values for the images shown in Fig. 3 are listed in Table 1 .
The ten CT image sets seen in Fig. 3 are too small a number to determine the effects of porosity, pore or grain size, and pore anisotropy on the accuracy of F ren . Thus, a number of 3-D image sets were synthesized on a computer (Fig. 4) . The conventional erosion- -voxel images of natural porous geo-materials obtained by X-ray CT imaging followed by cluster labeling processing. A CT image of synthetic glass bead pack is also shown. The direction of the applied electric field is indicated by an orange arrow. Red: percolated pore cluster; Blue: solid mineral grains; Green: isolated pore clusters. dilation technique (e.g. Matsushima et al., 2009 ) was applied to Fig. 3 to obtain images with various porosities (Fig. 4a,b) . The geological mechanisms generating such high-porosity ( Fig. 4a ) and low porosity (Fig. 4b ) rocks/sediments are dissolution of mineral grains by the attack of acidic fluid and precipitation of silica/calcite from oversaturated groundwater, respectively. To examine the effects of pore/ grain size, two kinds of image sets were prepared. The first is an isotropically expanded image set of Fig. 3b with a magnification factor of two (Fig. 4d) . Expanded sandstone images having various porosities were generated by the erosion-dilation technique. The second is a set of randomly placed overlapping cubes with no conductivity. This overlapping cube model, similar to the Swisscheese model (Karim and Krabbenhoft, 2010) , is a computergenerated model for well-sorted sandstones. The cube dimensions range from 1 3 voxels (Fig. 4c ) to 8 3 voxels (Fig. 4e) . Random-cube images with various porosities were prepared by systematically changing the number of the cubes embedded in the image system. An anisotropic pore structure was created by uniaxial image elongation (e.g. Fig. 4h ) along the direction of the orange arrow in Fig. 3 for the Chichibu, Shirahama, and Tako sandstone samples, and by image compression (e.g. Fig. 4i ) along the arrow for the two sandy sediments (Kagoshima and Niijima sand samples) and the bead pack. 3-D images of overlapping parallel rods and disks with various porosities were also synthesized (Fig. 4f,g ). The porosity values were varied by changing the number of the rods/disks embedded in the image system. These respectively represent models of extremely elongated pumice with prolate pores (Nakashima et al., 2008) and of nematic clay gels (Porion et al., 2003; Suzuki et al., 2004) with oblate pores with respect to the direction of the applied electric field.
In the present study we examine renormalization using 3-D CT images. It is essential that pore-scale images of the geo-materials are available, and every eight steps of upscaling in Fig. 1d are performed according to the actual order of the voxels in the 3-D images. If the 3-D images were not available, the renormalization accuracy would significantly decrease. To demonstrate this, we performed the renormalization without actual CT images as follows. Assuming that only the porosity data of the geo-material is available, we constructed a hypothetical random-dot image (e.g. Fig. 4c ) having the same percolated porosity value as the geo-material. Then we upscaled the formation factor for the hypothetical porous media image according to the scheme of Fig. 1d . The upscaled formation factor value for the random-dot image was compared with that for the actual CT image of the geo-material.
A 3-D image processing technique referred to as pore cluster labeling (e.g. Nakashima and Kamiya, 2007) was applied to each image in Figs. 3-4 . In the processing, a conventional image segmentation method (i.e. global thresholding; Peth, 2010) was used for the choice of the threshold to distinguish the pore and solid. The 3-D connectivity of the pore voxels was examined in the processing, and each pore voxel was assigned to one of the numerous pore clusters. The purpose of the cluster labeling is to extract a single percolated pore cluster through which the electric current can flow across the system. The volume fraction of the percolated pore cluster, ϕ, is listed in Table 1 for Fig. 3 . Because the current does not flow in the isolated or non-percolated pore clusters, isolated pore voxels should be treated as the non-conductive voxels. Thus, we assumed that only percolated pore voxels are conductive, and that solid voxels and isolated pore voxels are non-conductive. This discrimination of percolated pore voxels from isolated pore voxels is needed to compare the F ren values with the formation factors obtained by solving the large-scale Laplace equation for the percolated pore cluster. The renormalization scheme beginning with a minimum subsystem of 2 3 voxels (Fig. 1d ) was applied to all cluster-labeled image sets mentioned above to evaluate the effects of porosity, pore/ grain size, and pore anisotropy on the accuracy of F ren . Renormalization schemes beginning with different initial subsystems of 16 3 , 32 3 , 64 3 , and 128 3 voxels were also applied to the ten CT images of Fig. 3 to examine the effects of the initial subsystem size on the estimation accuracy of F ren . The porosity, ϕ, was also upscaled in the present study because it is an important quantity in the Archie's law. The porosity is simply a volume fraction (not conductivity) of the percolated pore cluster of the 3-D image system. Thus, there is no need to use the electric network model (Fig. 1c) for the porosity upscaling. The upscaling of the porosity was performed by calculating the arithmetic mean of the porosity of the eight subsystems. It started with 2 × 2 × 2 = 8 voxels, and ended after the eightfold coarsening steps. As the upscaling step of Fig. 1d proceeds, the porosity distribution converges to a single value according to the central limit theorem.
To check the estimation accuracy of F ren , the exact formation factor value, F true , was calculated by solving the 3-D Laplace equation for the steady-state electric current (e.g. Arns et al., 2001; Nakashima and Nakano, 2009) . The 3-D distribution of the electrostatic potential in the 256 3 voxels was determined numerically by the conventional SOR method using a Methematica® program, ResistM6_z with an ActiveBasic executive file. The ResistM6_z program passed a test of the accuracy and reliability using a different Laplace solver programmed by C language (Nakashima and Nakano, 2011) . The boundary conditions of the partial differential equation were as follows: an equipotential surface (Fig. 1b) sandwiching the cubic 256 3 voxels was introduced, and the Neumann condition was assumed for the insulators in Fig. 2b . The local electric current can be calculated by taking the spatial difference of the potential distribution. The sum of the local current flowing into (or out of) the 256 3 voxels system is reciprocally proportional to the bulk resistivity of the fluid-saturated porous media. Thus, the formation factor can be calculated by normalizing the sum of the inflow (or outflow) for the CT image by that for the reference image with a porosity of 100 vol.%. The abovementioned Mathematica® programs, Kurikomi_single_-voxel_256 and ResistM6_z, are publicly available at http://staff.aist. go.jp/nakashima.yoshito/progeng.htm.
Results
Three examples of each step of the renormalization procedure of Fig. 1d are shown using Archie plots (i.e. log-log graph of F and ϕ) in Fig. 5 , which graphically demonstrates how the broad distribution of data points converged to a single value, F ren . The 256 3 data points for the original 256 3 voxels system are omitted in Fig. 5 because their positions are trivial, namely (ϕ, F) = (100 vol.%, 1) or (0 vol.%, ∞). As reported by Nakashima and Yamaguchi (2004) , the data points (ϕ, F) were scattered broadly on the F − ϕ plane for natural geo-materials (Fig. 5a,b) . By contrast, all data points for the parallel rods (Fig. 5c ) clearly obeyed the following Archie's law:
where the percolated porosity, ϕ, is in vol.%. This is because Eq. (1) corresponds to the Wiener bound for completely straight conductive pores (e.g. Renard and de Marsily, 1997) . Renormalization results for the ten CT images in Fig. 3 are listed in Table 1 . The results in Table 1 and those for computer-generated images by the erosion-dilation technique (e.g., Fig. 4a,b) with different porosities are plotted together in Fig. 6 . F ren was estimated by the renormalization using an initial subsystem of 2 × 2 × 2 = 8 voxels. Broken lines representing factor-of-two variations (i.e. F ren = 2 × F true and F ren = F true /2) are indicated as a tentative criterion for an acceptable level of accuracy. The error in the F true value is derived from the insufficient conversion of the SOR iteration, which appears as a disagreement between the total electric current flowing into and out of the 256 3 voxels system. However, we confirmed that all errors in F true were less than the size of the data points in Fig. 6 , and so error bars are not displayed. The estimation error of F ren calculated by |F true − F ren |/F true depends strongly on porosity (Fig. 6b) , suggesting (Fig. 3a) . (b) Ito pumice (Fig. 3f) . (c) Parallel rods (Fig. 4f) for which the data points of F ren and F true are located at the same position and are difficult to distinguish. The theoretical lower bound, Eq. (1), is indicated by a broken line.
that the renormalization procedure fails for some low porosity images, yielding an F ren value of infinity. It should be noted that a quick estimate of the formation factor for large 3-D complex porous media images is possible using the renormalization technique. The reason is that the time-consuming numerical solution of the large-scale Laplace field equation is not needed. A personal computer (PC) with an Intel Core2® Duo T7600 CPU (2.33 GHz) and 2 GB RAM running Windows XP® was used for the calculation of F ren by Kurikomi_single_voxel_256 and F true by ResistM6_z. For example, the CPU times required to obtain F ren and F true were 6 min and 7 h for Fig. 3a , 6 min and 13 h for Fig. 3b , and 6 min and 64 h for Fig. 3e , respectively. Although the CPU time for F true calculation significantly depends on the porosity and pore throat distribution, and varies from image to image, the examples suggest that the renormalization method examined here is several orders of magnitude faster than the full-scale Laplace field solution method.
The results of renormalization for the hypothetical random-dot images having the same percolated porosity values as the real geomaterials in Fig. 6 are summarized in Fig. 7 . We obtained a formation factor estimation, F rand , by upscaling a 3-D random-dot image (e.g. Fig. 4c ) with an initial subsystem of 2 × 2 × 2 = 8 voxels. Because the random media images were considered as imitations or substitutes of the actual CT images, the estimation error of Fig. 7b was calculated using F true for the actual CT image (not for random-dot image). The accuracy of F rand is significantly lower particularly for large-F true (Fig. 7a) or low-ϕ (Fig. 7b) images. This demonstrates that if the actual 3-D images were not available, the renormalization accuracy would significantly decrease. The use of the random media image could be equivalent to perform the renormalization by neglecting the voxel order of the actual CT image. Thus, Fig. 7 depicts the less accurate upscaling carried out by neglecting the actual order of the voxels in the 3-D image, demonstrating the advantage of our renormalization scheme in which the actual order of the voxels in the 3-D image is exactly considered.
The effects of the pore/grain size on the estimation accuracy of F ren are shown in Fig. 8 . F ren was estimated by the renormalization with an initial subsystem of 2 × 2 × 2 = 8 voxels. Two kinds of 3-D image sets were upscaled. The first is for Berea sandstone 2 (Fig. 3b) with various porosities produced by erosion-dilation operations (e.g. Fig. 4a ). The pore/grain size of the Berea sandstone 2 image was changed by the Fig. 6 . Accuracy of the formation factor estimation for 3-D images of natural geomaterials using the renormalization technique starting with 2 × 2 × 2 voxels. A solid line (exact agreement) and two broken lines (factor-of-two variation) are indicated. (a) Cross-plot of the true (horizontal axis) and estimated (vertical axis) formation factors. (b) Estimation error as a function of the percolated porosity. Fig. 7 . Same as Fig. 6 but for renormalization of random-dot porous media images having the same percolated porosity as the geo-materials in Fig. 6 . isotropic image expansion operations with factor-of-two followed by image cropping (e.g. Fig. 4d ). The second is a set of randomly placed overlapping cubic grains with zero conductivity; the cube volume ranges from 1 3 voxels (identical to random-dot porous media, Fig. 4c) to 8 3 voxels (Fig. 4e) . As for the two Berea sandstone 2 image sets in Fig. 8 , the line connecting data points for the original image is systematically located beneath the line for the expanded image. As for the four cubic grain image sets, the lines connecting data points also systematically shift downwards with decreasing cube size. These data trends demonstrate that the estimation accuracy increases with decreasing pore/grain size. Results for the renormalization using various initial subsystems are shown in Fig. 9 . The tentative dimension of the representative elementary volume in Fig. 9 was calculated as follows. The side length of the representative elementary volume of porous media is several times the pore/grain size (Clausnitzer and Hopmans, 1999) . The reciprocal of the surface-to-volume ratio of the pore cluster is a rough estimate of the pore size (e.g. Nakashima and Watanabe, 2002) . We calculated the ratio using the result of the pore cluster labeling processing described in Section 3. The value of the reciprocal of the surface-to-volume ratio multiplied by five was chosen as a tentative side length or dimension of the representative elementary volume. As predicted in Section 2.2, Fig. 9 evidently shows that the accuracy increases with increasing initial subsystem size. For example, the estimation accuracy for the three sandstones shown in Fig. 3c,d ,e is poor, since F ren is infinite (Table 1) . The accuracy for the three sandstones greatly improves if the initial subsystem size is 32 3 , 64 3 or 128 3 voxels, larger than the dimension of the representative elementary volume.
The renormalization results for the 3-D image sets with an anisotropic pore structure are shown in Fig. 10 . F ren was estimated by the renormalization using an initial subsystem of 2 × 2 × 2 = 8 voxels. Uniaxial image elongation/compression along the direction of (Fig. 4g) and rods (Fig. 4f) are also indicated in (a). Estimation error as a function of the image elongation/compression ratio is shown in (b).
the orange arrow in Fig. 3 using an affine transformation was applied to some image sets of Fig. 3 to obtain an anisotropic pore structure (Fig. 4h,i) . Computer-generated images of overlapping parallel rods and disks with various porosities (e.g. Fig. 4f,g ) were also upscaled. Fig. 9a shows that renormalization of the rod images (e.g. Fig. 4f ) with a pore structure completely parallel to the direction of the applied electric field yielded an exact estimation (F ren = F true = 100/ϕ, see Eq. (1)). While the estimation accuracy for the original 3-D images of the three sandstones was poor (F ren = ∞, see Table 1 ), the sandstone images elongated along the direction of the applied electric field yielded acceptable accuracy within the factor-of-two envelope. For nematic disk images with an oblate pore structure with respect to the direction of the applied electric field, the discrepancy between F ren and F true rapidly increases with decreasing porosity (e.g. F ren = 3.7, F true = 2.2 for ϕ = 94 vol.% and F ren = ∞, F true = 12 for ϕ = 75 vol.% in Fig. 10a) , demonstrating that the renormalization accuracy is poor for parallel disks. Although the estimation accuracy for the original images of the two sandy sediments and bead pack was reasonable (Table 1) , the images uniaxially compressed along the direction of the applied electric field yielded poor accuracy. These results demonstrate that pore anisotropy has an important influence on the estimation accuracy of F ren . Fig. 6 evidently shows that the estimation accuracy increases with increasing porosity (F ren → F true as ϕ → 100 vol.%). Thus, the renormalization technique of Fig. 1d ensures high accuracy for various geomaterials with large porosity. On the other hand, the estimation accuracy is poor for low porosity images due to the factor described in Fig. 2a . The critical ϕ value below which F ren becomes infinity is closely related to the percolation threshold of the pore network. The value of the percolation threshold found in the literature is~31 vol.% for site percolation in a 3-D simple cubic lattice (Stauffer and Aharony, 1994) . This threshold value is the total porosity including both percolated and isolated pores. We estimated via cluster labeling analysis that a total porosity of~31 vol.% corresponds to ϕ ≈ 12 vol.% for an isotropic random-dot porous media. Fig. 6b agrees well with this prediction that F ren = ∞ for almost isotropic porous media (e.g. Berea sandstones 1 and 2, Kagoshima & Niijima sands, and beads) with ϕ b~12 vol.%, suggesting that our simulations were performed in a reliable manner. Apparently the prediction breaks down for Ito pumice and Tako sandstone for which F ren is not infinite even for much smaller values of ϕ (4.9 vol.%, Ito pumice) and is infinite even for much larger values of ϕ (22 vol.%, Tako sandstone). This is a consequence of the anisotropic pore structure of the samples (see the elongation/compression ratio for pores in Table 1 ), and will be discussed later.
Discussion
Effects of porosity
Effects of initial subsystem size compared with representative elementary volume
We used two approaches to examine the above mentioned effects on the estimation accuracy of F ren . One is to compare the accuracy between images having various pore/grain sizes with fixed initial subsystem size of 2 × 2 × 2 voxels (Fig. 8) . In Fig. 8 , the accuracy for the isotropically expanded Berea sandstone 2 image set is poor compared with that for the original image set without expansion and with a smaller pore size. The accuracy for the random-cube porous media becomes worse with increasing cube dimension or grain size. The voxel number of the representative elementary volume is larger for the expanded sandstone images and large-cube images. Therefore, as described in Section 2.2, the simulation results shown in Fig. 8 are a consequence of the fact that the estimation accuracy decreases with increasing representative elementary volume.
Another approach we used to examine the effects of the initial subsystem size is to compare the accuracy between results for various initial subsystem sizes with a fixed image of 256 3 voxels (Fig. 9) . The most primitive and least accurate renormalization scheme starting with a minimum subsystem of 2 × 2 × 2 voxels (Fig. 1d ) was intentionally employed in Figs. 6-8 and 10 to enhance the discrepancy between F ren and F true and to discuss the causes for the discrepancy. Fig. 9 evidently shows that (i) the small size of the starting subsystem of 2 × 2 × 2 voxels is responsible for the discrepancy, and that (ii) more accurate estimation is possible by beginning with a subsystem larger than the representative elementary volume. Unfortunately, the use of a larger initial subsystem increases the CPU time because the calculation of the formation factors of the eight initial subsystems by the SOR method is time-consuming. For example, the CPU time required for the calculation of F ren for the initial subsystems of 2 3 , 32 3 , 64 3 , and 128 3 voxels of the Tako sandstone (Fig. 9 ) was 6 min, 67 min, 2 h, and 14 h, respectively using the Windows XP® PC with an Intel Core2® Duo T7600 (2.33 GHz). This trade-off between accuracy and CPU time should be considered carefully when deciding the optimum size of the starting subsystem for actual 3-D images having various whole system sizes and representative elementary volumes.
In Table 1 , we have upscaled two image sets with different voxel sizes (2.1 3 and 6.8 3 μm 3 , see Fig. 3a ,b) for the same Berea sandstone sample. The high-resolution image (Fig. 3a) is more reliable than the low-resolution image (Fig. 3b) because the former yielded an F true value of 17, almost equal to the F value of 19 for a rock core measured in a laboratory. However, Table 1 indicates that the estimation error, | F true − F ren |/F true , is worse for the high-resolution image set (2.4 versus 1.0). The voxel number of the representative elementary volume for Fig. 3a is larger by a factor of approximately 3 (6.8 μm/2.1 μm) than that for Fig. 3b . This is the likely cause for the poor accuracy of the renormalization estimation obtained using the high-resolution image set. This example suggests that renormalization starting with a system larger than 2 × 2 × 2 voxels is necessary to obtain an accurate F ren value for a high-resolution CT image set. In fact, the estimation accuracy of the Berea sandstone 1 image greatly improves if the initial subsystem size of larger than 32 3 voxels was used (Fig. 9 ).
Effects of pore anisotropy
The effects of pore anisotropy relative to the direction of the applied electric field are evident from Table 1 and Figs. 6 and 10. In Table 1 , the estimation accuracy is fair (F ren ≈ F true ) for Ito pumice (Fig. 3f) and Niijima lava (Fig. 3g) having prolate pores significantly elongated along the direction of the applied electric field. As seen in Fig. 6b , for Ito pumice and Niijima lava, reasonable accuracy is obtained for lower porosities compared with almost isotropic porous media such as Berea sandstones 1 and 2, Kagoshima & Niijima sands, and beads. Fig. 10 shows that the renormalization process for images having prolate pores along the direction of the applied electric field (e.g. Fig. 4f,h ) is more accurate than for those having oblate pores (e.g. Fig. 4g,i) . For example, the estimation accuracy for the Chichibu, Shirahama, and Tako sandstones is poor in Table 1 . However, it improves rapidly with increasing image elongation (Fig. 10b ). An elongation ratio of a few times is common for naturally deformed rocks (e.g. Toriumi, 1982) . Thus, the renormalization technique could yield an accurate estimation of the formation factors for such deformed rocks if the direction of the elongation and that of the applied electric field are the same. On the other hand, as demonstrated by the two sandy sediments and the bead pack, the estimation accuracy decreases considerably with increasing image compression along the applied electric field (Fig. 10b) . As described in Section 2.2, this sensitive dependence of the accuracy on the pore anisotropy is an inevitable consequence of the boundary conditions specifying the presence of insulators surrounding the subsystems (Fig. 2b) .
For the image containing parallel rods (Fig. 4f ), the electric current is completely parallel to the insulators. Thus, the effects of the insulators are negligible, and the renormalization yields an exact estimation (F ren = F true ) for any low porosity and for any large pore/ rod diameter (Fig. 10a) . Thus we can conclude that a sufficiently prolate pore structure ensures good accuracy even if the porosity is low, the initial subsystem is small, and the pore/grain size is large.
Remarks
We focused on the electric transport properties of geo-materials in the present study. Thermal and material diffusion are also important transport properties for natural geo-materials (e.g. Nakashima et al., 2008) and industrial composite materials (e.g. Nakajima, 2007) . There is a need to calculate the effective diffusivity of the heterogeneous system having a complex pore structure and strong diffusivity contrast within the porous media. Fortunately, steady-state thermal/ material diffusion obeys the same Laplace equation with respect to the temperature or concentration. Thus, the renormalization technique used in the present study could also be applied to the quick estimation of thermal/material diffusivity of geo-materials and composite materials if 3-D images are available.
Conclusions
The renormalization technique was applied to 3-D CT images of natural geo-materials (sandstones, pumice, lava, and sandy sediments) to investigate the estimation accuracy of the formation factor. The results revealed that the accuracy increases with increasing (i) porosity, (ii) degree of the pore elongation along the direction of the applied electric field, and (iii) size of the initial subsystem with which the renormalization step starts and with decreasing (iv) pore or grain size. In particular, a high degree of elongation of the pore structure along the applied field ensures good accuracy even if the porosity is low, the initial subsystem is small, and the pore or grain size is large. Taking into account the above four points affecting the estimation accuracy, the renormalization method can produce a rough but quick estimate of the formation factor of a large pore-scale rock/sediment image for which the full-scale numerical Laplace simulation is timeconsuming. The Mathematica® programs, Kurikomi_single_voxel_256 and ResistM6_z, used to calculate F ren and F true , respectively are available on the authors' homepage to facilitate further study on the renormalization method for 3-D images of geo-materials and composite materials.
