+ ion to the miliKelvin regime, using optimally shaped pulses, is computed.
I. INTRODUCTION
Ultracold molecules are a new form of matter with unique quantum properties [1] . The additional internal structure, for example, their dipole moments, will determine their collective properties [2] . The promise of new physics has initiated a quest to trap and cool molecules to their quantum degeneracy [3, 4] . Experiments that aim to approach such a state of matter in the ground state of the molecule are now at the focus of several groups. The difficulty stems from the additional requirement of also cooling the internal degrees of freedom, vibration, and rotation, and fine and hyperfine structure.
Two general directions have been followed to obtain ultracold neutral molecules: (i) Direct trapping and cooling of stable molecules. Typically the first step is stopping and trapping the molecules, followed by additional cooling of internal degrees of freedom [5] . These methods include buffer gas cooling [6] , sympathetic cooling [7] , and field manipulation (radiative cooling) [8, 9] . (ii) Indirect methods that assemble ultracold molecules from ultracold atomic species. The most studied method employs photoassociation from free atoms [10] or enhancing the process via a Feshbach resonance [11] . The typical trap depth of molecules, which serve as the starting point for the internal cooling which is further needed in order to approach quantum degeneracy, is of the order of hundreds of miliKelvins [12] .
Molecular ions are relatively easy to isolate and trap spatially due to their strong Coulombic interactions, but are more difficult to cool internally. The initial temperatures for the internal cooling for ions are thus much higher and could even reach room temperature.
The present study is devoted to the study of cooling internal degrees of freedom of trapped ionic molecules. In analogy with laser cooling of atoms, a sequential laser cooling of vibration and rotation based on narrowband lasers was suggested, addressing all transitions [13] . As an alternative to this complicated comb spectrum, one can imagine a broadband spectrum where the unwanted transitions are removed. This alternative cooling scheme was suggested based on a shaped broadband sequence of pulses followed by spontaneous emission [14] . Optimal control theory was used to find the required pulse shape [15, 16] . Analyzing the cooling mechanism revealed that the target state became a dark state to the excitation pulse, thus optically pumping all other states. This idea was realized experimentally for vibrational cooling of photoassociated cesium molecules [17] . The experimental success inspired additional studies of broadband cooling [18, 19] .
Cooling rotational degrees of freedom is a more difficult task due to smaller energy spacings and a large number of available states [19] . Nevertheless, for hydrides with a relatively large rotational spacing, carefully shaped broadband excitations can lead to cooling [20] .
A recent experimental study [20] demonstrated rotational cooling to the ground rotational level J = 1/2 of AlH + by filtered broadband excitation. For this molecular ion, the excitation from the X 2 ground electronic state to the first excited A 2 state resulted in a minimal modification of the electronic internuclear potential. Under these conditions, the Franck-Condon (FC) factors which determine the branching of a vibrational state during the excitation and emission eliminate practically all the transitions between states with different vibrational quantum number v (see Fig. 1 ). Despite its experimental robustness, the filtered broadband method is limited by the resolution of the applied filter, and hence subrotational cooling is difficult. The cooling is slow (140 ms) so that ∼10 6 cycles of excitation relaxation are needed to reach a steady-state temperature of T ∼ 4 K (see Fig. 1 ).
The present theoretical study is aimed at exploring schemes to enhance the cooling rate of AlH + and reach a lower target temperature. We will employ optimal control theory to find broadband-shaped pulses that can enhance the rotational cooling.
The paper is arranged as follows: Section II presents the model for the light-matter interaction framework. Section III describes the theoretical tools that are used for achieving control. Section IV presents the results, which are discussed and summarized in the concluding Sec. V. 
II. THE LIGHT-MATTER INTERACTION MODEL
To model the full dynamics of the molecule on two electronic surfaces, the state of the systems is described by the combined density operator,
where P g/e are the projection operators of the ground and excited electronic state,Ŝ +/− are the electronic raising and lowering operators, ρ g/e are the density operator for the rovibrational ensemble within the ground and excited electronic states, and ρ c is the density operator of the nuclear coherence between the surfaces. The Hamiltonian of such a system iŝ
whereĤ g/e is the ground and excited rotational Hamiltonian. The interaction of the system with light is described byV t ,
whereμ q is the transition dipole moment along the q spatial direction and ε q (t) represents the time-dependent field along the same direction. H g/e are the field-free rovibrational Hamiltonians. For mildly cold temperatures (T initial 20 K) and high vibrational frequency, we can assume that the molecules are initially in their ground v = 0 state. Moreover, vibrational excitations in the electronic transition are negligible due to the highly restricting FC factors [20] . As a result, the modeling is thus restricted to v = 0.
The rotational states of the model are expanded by the symmetric top basis [21] ,
. This state is an intermediate between Hund's case (a) and case (b), where L is coupled to the internuclear axis and S is uncoupled from the nuclear axis. Each (J,M) level has four rotational levels associated with it, two of each parity:
The energies are given by
B e = 6.85 cm −1 is the rotational constant for the excited electronic state, and A e = 106 cm −1 is the spin-electronic orbital coupling.
The ±X assigns the corresponding eigenvectors,
and
where
The additional energy split by the coupling of the molecular magnetic moment and the nuclear rotation is small enough and 
where β = 1/k b T and the sets |J M± and {E i } are the eigenstates and eigenenergies of the system, and Z is the partition function. For the AlH + at the temperature of 5 K, close to the final temperature in [20] , less than 0.01 of the population occupies J > 1 2 and only four states are thermally populated. In the present study, we assume an initial temperature of 20 K, which restricts the population occupation up to J = The evolution of the system will be governed by the Liouville-von Neumann equation [22] 
where the first term is the coherent dynamical part governed by the Hamiltonian and the second term is the dissipative part of the dynamics governed by the Liouvillian superoperator. This equation represents the dynamics of an open quantum system. For optical transitions with multiple pulses, there is a distinct timescale separation between the light-induced step which occurs in less than a picosecond and is unitary, the incoherent decay which occurs in tens of nanoseconds, and the pulse repetition rate which is in the MHz to KHz range. Within this picture, each cooling cycle could be separated into two parts: (1) The short-time interaction of the external field and the molecular system. Since this step is unitary, the density operator can be decomposed to energy eigenstates and each component can be computed in a wave-function framework. Then, (2) a slow and field-free spontaneous decay takes place. In this step, the coherences developed between energy eigenstates during the laser-controlled step are erased. The probability of transformation from a given excited-state energy eigenstate to the ground-state manifold of states is dictated by Fermi's golden rule,
Note that while the former coherent step yields only unitary transformations and therefore does not change the purity, the latter decay step is a unidirectional positive map which does not maintain the purity and thus change the temperature of the system.
The final nonequilibrium steady state of the system does not have to be thermal. To associate an effective temperature to the state, we employ the von Neumann entropy to scale the purity and, consequently, define the effective temperature. The idea came from information theory where the entropy is related to the probability distribution of an ensemble [22] . The entropy is defined as
where ρ is the density matrix of the system and P j is the probability to be in the energy eigenstate j , which is the only contribution to the entropy, under the assumption that quantum coherences do not survive the spontaneous-emission incoherent step. Equality will be obtained when the system is diagonalized in the energy domain. It is important to note that entropy is invariant under unitary transformation, and therefore any steady state reached after cooling can be transformed by unitary transformation to a passive state with the same entropy [23] . To define a temperature of any nonthermal state, we associate it with the temperature of a thermal state with the same von Neumann (vN) entropy.
III. CONTROLLING THE SYSTEM
Quantum optimal control theory (OCT) is a branch of coherent control, a quantum-mechanical-based method for controlling dynamical processes. The basic principle is to control quantum interference phenomena typically by shaping the phase of laser pulses [24] [25] [26] [27] . OCT is formulated as a maximization problem and seeks a time-dependent field that maximizes the expectation value of an operator in final time.
Consider a quantum system in an initial stateρ 0 = 
where i (T ) describes the state that results from the interaction of the system with the field,
at the final time T . Here,q are spatial directions. The governing of the dynamics of the system by the Schrödinger equation i ∂ ∂t |ψ =Ĥ |ψ , with the Hamiltonian
is enforced by adding an additional cost term to the functional, according to the Lagrange-multiplier method,
where { χ k (t)|} are the set of time-dependent Lagrange multipliers.
To regularize the solution with a limitation over the intensity, another penalty term to the functional is added [28] ,
where α q are scalar Lagrange multipliers. The overall object of maximization is the following functional:
The maximization of the fitness J is the control task. Functional derivatives with respect to the various field and wave-function components are then taken, resulting in the following system of equations (22) and (23). Each of the set of the |χ k (t) Lagrange multipliers will obey a time-reversed Schrödinger equation,
with the boundary conditions |χ k (T ) =Ô| k (T ) [29] . The Krotov iterative method is applied to obtain a monotonic growth of the fitness J at each iteration with the correction field,
where ε l+1 q (t) is the correction for the field after the kth iteration, for the polarization direction q. At each given time step, each field polarization component is modified separately.
Note that the scheme of Eqs. (22) and (23) is somewhat similar to the simultaneous optimization scheme that is needed for unitary transformations and quantum gates. However, for cooling each of the cycles at the final transformation erases the relative quantum phase between the various optimized basisset initial states. This leaves the resulting fitness measurement at the level of classical transition probability between the initial and final state and removes the need to evaluate quantum phases.
IV. RESULTS
The target of the OCT algorithm is to cool by increasing the purity of the system at the final steady state after multiple cycles. Assuming that the target of the process is to reach a pure, single state, any proposed mechanism for the process [20, [30] [31] [32] has to maintain the population of the single target state while allowing the population of all other states to repopulate selectively. However, as was shown by [32] , the specific choice of the precooling transformation is a subtle issue.
As implied by the ergodic theorem [33] , for any initial state under multiple cycles of a given field-driven unitary transformation and subsequent decay, the final state will be the invariant under the whole transformation. After many excitation-relaxation cycles, the memory of the initial state will be erased.
Let U be a unitary operator and D be a dissipative operator; there is a stationary state that will obey
where φ can be any initial state. That is, under a given U and D, the system will finally evolve from any state into the single stationary .
One can obtain the state by diagonalization of the transformation operator S † DS. The stationary state is then given by the eigenstate with a unit eigenvalue, while the next eigenvalue indicates the rate of convergence of the system to the steady state. Using the ergodic theory compels the system to be closed. Since D is fixed, the task is to find the unitary transformation U that will lead to the designed stationary state.
In order to estimate to which extent the system can be controlled by a single field polarized to the Z spatial axis, we start with a restricted problem. Figure 2 displays the initially populated states at temperature of T ∼ 5 K and the population after a controlled field operation. For this temperature, only the nearly degenerate J = 1/2 four-states are populated. The target was to move the population to the excited state at J = 1 2 and eliminate any transitions to higher-J states that will open decay channels to even higher states. The control field is able to manipulate the system towards the target state with a fitness of 99.9%. However, under a single field that is polarized linearly to the Z direction, no coherent transitions between different M states are allowed. For this example, the final population can be restricted to the lower F 1 states, but the single linearly polarized light cannot break the symmetry between the two M states, limiting the final state that can be reached.
To break the symmetry between different M states, a second perpendicular field is used to control coherent transitions between M states. This addition could be understood as a timedependent polarization of the field, an experimental control tool that was used for several applications [34, 35] . different M, but the symmetric dynamics for different M states cannot be violated for such a field.
To restrict the system to a closed excitation-relaxation cycle, the control will have to take into account the decay to the ground J = 3/2 levels and repump this population to the restricted J = 1/2 manifold in the excited state. Figure 5 indicates the desired and eliminated transitions for the control target in the manifold problem.
We chose |J = ,F 1 as the target stationary state of the transformation. The minimal subspace for the optimization has to include the J = 1/2,3/2 manifold; hence, due to the ergodic theorem, the optimization will be able to handle any initial population distribution within these states and lead it to the invariant state. Specifically, a thermal distribution with such occupancy corresponds to an initial temperature of ∼20 K. After excitation, all of the population will be scattered on the states with (J = Figure 7 presents the obtained highly structured two components of the time-dependent control field.
Analysis
As expected, the time-domain picture for the field is difficult to encrypt. Some insight could be gained with the inspection of fields in the frequency domain, as shown in Fig. 8 . Some of the main peaks in the pulse spectrum can be assigned directly to the energy difference between states in the manifolds (some examples are denoted explicitly). To estimate the temperature of the obtained steady state, we first compute its entropy, as described in Eq. (15) . Figure 9 plots the entropy of the state after each excitation-relaxation cycle. A monotonic decrease of the entropy is a clear indication for the cooling of the system. Lindblad has shown that under a completely positive map, the conditional entropy is monotonically decreasing [36] . Figure 10 shows the dependence of the computed vN entropy of the thermal state as a function of the temperature of the system. The curve is then used to calibrate the temperature of any given state. As denoted on the curve, at the initial state the entropy corresponds to a temperature of ∼20 K, while at the final steady state the entropy corresponds to ∼230 mK. Figure 11 shows the the energy difference between the thermal state and the obtained state after every excitationrelaxation cycle. It is interesting to note that E does not decrease monotonically.
At the first cycles, the absorbed energy is greater than the emitted and the excess energy goes to excite the population, while the entropy keeps descending. After ∼10 cycles, E starts to converge monotonically, more population resides at lower energy, and E decreases.
V. CONCLUSIONS
Cooling molecules using coherent control is an efficient universal method. The light-matter interaction allows energy and entropy transfer between molecules and photons. The mechanism depends on the symmetry of the electronic structure, with insignificant vibrational transitions high FC factors. Our modeling for AlH + demonstrates that cooling to the subkelvin regime can be achieved by optimal control (∼230 mK), and can be extended to cool other molecules with a similar electronic structure with almost unity FC factors.
Using two perpendicular linearly polarized light or polarization shaping overcomes symmetry constraints, allowing colder target temperatures.
The mechanisms (energy transfer from the particle to the light medium), used in the ergodic theorem, can be further utilized to find a unitary transformation that will obtain the desired results with higher efficiency [33] . The vibrational Hamiltonian
where T is the kinetic energy, p is the momentum operator, and V (which depends on r) is the potential-energy operator. We use the Morse potential as the potential-energy operator. It is a convenient interatomic interaction model for the potential energy of a diatomic molecule and accounts for the anharmonicity of real bonds (especially if we are in a low vibrational mode). The Morse potential-energy function is of the form
Here, r is the distance between the atoms, r e is the equilibrium bond distance, D e is the well depth (defined relative to the dissociated atoms), and a controls the "width" of the potential. The eigenvalues of the Hamiltonian that was found by solving the Schrödinger equation (which serves as the main diagonal) matches the analytical values,
The Franck-Condon factors are a multiplicative component of the intensity of electronic transitions between initial and final states of the same or different vibrational number. The FC factors are defined as
where and are the vibrational eigenfunctions at each electronic structure.
APPENDIX B: THE ROTATIONAL HAMILTONIAN
In a diatomic molecule, the addition of a second atom breaks the symmetry. In atoms, the motion of the electrons takes place in a spherically symmetric field of force, but this is no longer the case in molecules. The new axis of symmetry is the internuclear axis z. The total angular momentum is
where R is the nuclear rotational angular momentum R = N − L, L is the electronic orbital angular momentum, S is the electronic spin angular momentum, and N is the total angular momentum excluding electronic spin N = J − S. It is important to note that L and S are coupled with the internuclear axis, and the projection on that signed as and , respectively. The projection of the total angular momentum (J) on the molecule axis is = + , and the projection on the space fixed axis (Z) is M. Also, the electronic Hamiltonian is invariant under reflections in any plane containing the internuclear axis. If an operator performs a reflection in the molecule-fixed (x,z) plane, then the commutation with the Hamiltonian will be zero. Thus we can conclude that there exist two degenerate eigenfunctions. Since both functions have the same energy, but have some interaction between the rotational motion and the electronic states, it leads to a small splitting in the energy of the two states, which is known as doubling [21] .
Hund's cases
We will use Hund's coupling cases to represent the rotational state (at different electronic states). Hund's cases are idealized cases where specific terms appearing in the molecular Hamiltonian and involving couplings between angular momenta are assumed to dominate over all other terms. There are five cases, but most diatomic molecules can be found somewhere between the cases (a) and (b).
Case (a). L is electrostatically coupled to the internuclear axis, and S is coupled to L by spin-orbit coupling. Then both L and S have well-defined axial components and , respectively. defines a vector of magnitude, = + , pointing along the internuclear axis. Combined with the rotational angular momentum of the nuclei R, we have
In this case, the precession of L and S around the nuclear axis is assumed to be much faster than the rotation of and R around J. The good quantum numbers in case (a) are , S, , J, and . The Hund's case (a) coupling scheme is shown schematically in Fig. 12 .
Case (b). The spin-orbit coupling is weak or nonexistent (in the case = 0). In this case, we take
and assume L precesses quickly around the internuclear axis. Good quantum numbers in this case are , S, N, and J. The Hund's case (b) coupling scheme is shown schematically in Fig. 13 . Using these quantum numbers, we can represent any quantum state and any rotational wave function by superposition. For Hund's case (a), the rotational wave function is a symmetric top wave function |J M . The rotational wave function for a linear molecule (such as the one we use) has only two rotational degrees of freedom and therefore we can write any rotational wave function as [21] |J M = 2J + 1 4π 
In the 2 , = 0 (the projection of L on the internuclear axis) and S = 
where P ± denotes the sign of the linear combination and is related to the parity of the wave function. The rotational Hamiltonian for this electronic energy is
B is the rotational constant, α is a vibration-rotation interaction constant, and γ v is the spin-rotation constant. Solving the Schrödinger equation for this Hamiltonian will give two sets of energy levels corresponding to each parity fragment (P + and P −), , 3 2 , which accounts to the Hund's cases (a) and (b) where L is coupled to the internuclear axis and S is uncoupled from the nuclear axis. Each J(M) level has four rotational levels associated with it,
