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Populations of oscillators can display a variety of synchronization patterns depending on the
oscillators’ intrinsic coupling and the coupling between them. We consider two coupled, symmetric
(sub)populations with unimodal frequency distributions and show that the resulting synchronization
patterns may resemble those of a single population with bimodally distributed frequencies. Our
proof of the equivalence of their stability, dynamics, and bifurcations, is based on an Ott-Antonsen
ansatz. The generalization to networks consisting of multiple (sub)populations vis-a`-vis networks
with multimodal frequency distributions, however, appears impossible.
PACS numbers: 05.45.Xt
The Kuramoto model is seminal for describing syn-
chronization patterns in networks of phase oscillators. It
has been investigated to great detail in numerous stud-
ies using different approaches; see, e.g., [1, 2] for review.
The analytical treatment typically relies on the forma-
tion of a common variable, the so-called order parameter,
and seeks to pinpoint its dynamics. The more recently
suggested ansatz by Ott and Antonsen [3] proved par-
ticularly fruitful for analyzing this dynamics. It applies
to the thermodynamic limit, i.e. to infinitely large pop-
ulations, and it contains major simplifications including
the ’parametrization’ of the phase distribution’s Fourier
transform. Abrams and co-workers [4] were the first to
describe the dynamics of two coupled populations using
the Ott-Antonsen ansatz, confirming earlier results based
on perturbation techniques [5, 6]; see also Laing’s exten-
sion including heterogeneity and phase lags [7]. Similarly,
Kawamura and co-workers [8] derived a collective phase
sensitivity function to describe synchronization across
subpopulations, but they assumed only very weak cou-
pling between them. A detailed bifurcation analysis of
these dynamics without such restrictions, however, is still
missing.
We discuss a network of two populations of Kuramoto
oscillators with unimodally distributed natural frequen-
cies. The dynamics will be compared with that of a single
population of oscillators with bimodally distributed fre-
quencies. The latter case has been extensively studied by
Martens and co-workers [9]. Here we prove that a two-
population network does fully resemble the case of one
network with bimodally distributed frequencies. By con-
trast, the extension to more than two populations or to
multimodal frequency distributions remains a challenge,
if at all possible.
Let us consider two symmetrical populations. Both
consist of N phase oscillators θσ,k, with σ = 1, 2 and
k = 1, . . . , N . The oscillators have natural frequen-
cies ωσ,k distributed according to a Lorentzian of width
Λ1 = Λ2 = Λ that are centered around +$0 and −$0,
respectively. We assume all-to-all coupling within each
population with strengthKint, and also all-to-all coupling
across populations with strength Kext. The correspond-
ing dynamics obeys the form
θ˙σ,k = ωσ,k +
Kint
N
N∑
j=1
sin(θσ,j − θσ,k) +
+
Kext
N
N∑
j=1
sin(θσ′,j − θσ,k) (1)
with (σ, σ′) = (1, 2) or (2, 1). We consider the limit
N → ∞ and introduce continuous, time-dependent dis-
tribution functions fσ of the subpopulations. The inte-
gral of fσ over phase and frequency defines the (local)
order parameters
zσ =
∫
R
∫ 2pi
0
fσ(ω, θ, t) e
iθ dθ dω ,
i.e. a (circular) ’mean value’ for each population σ. The
Ott-Antonsen ansatz [3] incorporates the 2pi-periodicity
of fσ and further simplifies its Fourier series to a single
Fourier component ασ(ω, t), i.e.
fσ(ω, θ, t) =
gσ(ω)
2pi
{
1+
[ ∞∑
n=1
ασ(ω, t)
neinθ + c.c.
]}
.
With the normalization∫ 2pi
0
fσ(ω, θ, t) dθ = gσ(ω) :=
Λ
pi
1
(ω − ωσ)2 + Λ2
,
where ω1/2 = ±$0, the dynamics of the order parameters
zσ reduces to
z˙σ = − (Λ∓ i$0) zσ + Kint
2
zσ
(
1− |zσ|2
)
+
+
Kext
2
(
zσ′ − z2σz∗σ′
)
. (2)
Since gσ(ω) are continuous, non-constant frequency dis-
tributions, the Ott-Antonsen manifold comprises the en-
tire dynamics [10]. Next, we rewrite the order parameters
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2as zσ = ρσe
iφσ such that with the assumed symmetry
ρ := ρ1 = ρ2 the system (2) transforms into
ρ˙ = −Λρ+ ρ
2
(1− ρ2) [Kint +Kext cosψ]
ψ˙ = 2$0 −Kext(1 + ρ2) sinψ ;
(3)
here we introduced the mean relative phase between the
subpopulations as ψ = φ2−φ1. Finally, we rescale the
parameters by means of τ = Kint · t, κ = Kext/Kint,
∆ = 2Λ/Kint and ω0 = 2$0/Kint, substitute q= ρ
2, and
transform q(t) → q(τ) as well as ψ(t) → ψ(τ) if not
stated otherwise [11]. Then, we find for 0 < ρ < 1
q˙ = q [1−∆− q + κ(1− q) cosψ]
ψ˙ = ω0 − κ(1 + q) sinψ ;
(4)
from hereon the dot notation refers to the derivative with
respect to τ . The system (4) resembles Eqs. (25&26) in
[9] with the addition of the bifurcation parameter κ. For
κ= 1 both systems agree entirely [12]. As we will show,
however, the additional bifurcation parameter κ, does not
alter the qualitative bifurcation scheme of our network.
Hence, we can understand the bimodal formulation as
an equivalent representation of the network consisting of
two symmetric subpopulations.
Before discussing (4) in more detail, we briefly analyze
the stability of the fully incoherent state q=0. Following
Martens et al. [9], we linearize (2) around z1 = z2 = 0
and find two pairs of degenerated eigenvalues
λ1/3 = λ2/4 = 1−∆∓
√
κ2 − ω20 (5)
expressed in the aforementioned, rescaled parameters.
Given the rotational invariance of the incoherent state,
we expected this degeneracy. The incoherent state is lin-
early stable if and only if the real parts of these eigen-
values are less than or equal to zero. Using κ ≥ 0 and
ω0 ≥ 0 we find the stability boundary as
∆ = 1 +
{ √
κ2 − ω20 for κ ≥ ω0
0 otherwise
, (6)
which can be confirmed by perturbing the uniform distri-
bution f(ω, θ, t) = (2pi)−1; see Montbrio´ and co-workers
[5] or Okuda and Kuramoto [13]. Crossing this bound-
ary for κ≥ω0 corresponds to a degenerated transcritical
bifurcation, while crossing the half line ∆ = 1 resembles
a degenerated supercritical Hopf bifurcation; see Fig. 1,
where the red plane displays the Hopf bifurcation and
the orange cone the transcritical one.
Coming back to the system (4) we realize that its fixed
points satisfy 1−∆−q=κ(1−q) cosψ and ω0 =κ(1+q) sinψ.
Combining these using cos2 ψ+ sin2 ψ = 1 yields κ2 =
((1−∆−q)/(1−q))2 + (ω0/(1+q))2, or, equivalently,
ω0 = ±1 + q
1− q
√
∆(2− 2q −∆)− (1− κ2)(1− q)2 (7)
FIG. 1. Bifurcation boundaries. Red plane: Hopf, orange
cone: transcritical, green plane (within green lines): saddle
node, blue: homoclinic bifurcation. Blue line: Bogdanov-
Takens curve, yellow: intersection of Hopf and SN, black lines:
cross-section at κ = 0.8, see also Fig. 3.
as the implicit form of a hyperplane of fixed points
qs = qs(ω0,∆, κ). After inserting ∂ω0/∂q = 0 in (7),
the solution ω0 = ω0(∆, κ) forms a surface (green in
Fig. 1) across which a saddle-node bifurcation appears.
If both subpopulations contain oscillators with identi-
cal natural frequencies ωσ, i.e. if ∆ = 0, then the
saddle-node curve emerges from κ = ω0/2. We stress
this because in the literature the saddle-node curve has
only been approximated numerically, while here we find
that the Ott-Antonsen ansatz allows for deriving an
analytical solution in a straightforward manner. The
saddle-node plane starts at (ω0,∆) = (2κ, 0) and ap-
proaches tangentially the transcritical bifurcation plane
at (ω0,∆) = 1/4
(√
8κ2−2+2√1 + 8κ2, 3+√1+8κ2
)
.
This solution is consistent with the intersection point
(ω0,∆)κ=1 =
(√
3/2, 3/2
)
reported in [9].
Can a change in κ lead to new bifurcation be-
havior? To show that this is not the case, let
G1(q, ψ; ∆, ω0, κ) denote the right-hand side of (4) and
define G2(q, ψ; ∆, ω0, κ) = det
{
∂(q,ψ)G1(q, ψ; ∆, ω0, κ)
}
.
For κ = 1 it follows that
G(q, ψ; ∆, ω0, κ) :=
(
G1(q, ψ; ∆, ω0, κ)
G2(q, ψ; ∆, ω0, κ)
)
= 0 (8)
along the saddle-node curve; cf. Eq. (33) in [9]. Accord-
ing to the implicit function theorem, there is no qualita-
tive change in the (∆, ω0)-bifurcation diagram if
∂κG(q, ψ; ∆, ω0, κ) 6= 0 (9)
for any neutrally stable fixed point (q, ψ; ∆, ω0, κ) =: x.
Here, however, we have to extend this to a family of
fixed points xs = x(∆) along the saddle-node curve
parametrized by ∆. Therefore, if (9) holds for a fixed
point x1, i.e. if ∂κG(x1) 6= 0, then we still may end up
at another point x2 on that curve. We circumvent this
case by also requiring for any arbitrary a ∈ R
∂κG1(q, ψ; ∆, ω0, κ) 6= a·∂∆G1(q, ψ; ∆, ω0, κ) (10)
at every point along the saddle-node curve. Fig. 2 shows
that the inequality (9) holds for all xs. We note that,
3because ψ˙ is independent of ∆, it suffices to consider
only the second equation of ∂κG1, which is non-zero for
0≤∆<4. That is, the bifurcation diagram is persistent
against (small) perturbations around κ=1 and there are
no bifurcations of co-dimension larger than 2.
Δ
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FIG. 2. Partial derivatives of ∂κG along the saddle-node-
plane at κ = 1; left panel: ∂κG1(∆), right panel: ∂κG2(∆).
For co-dimension 2, Martens and co-workers suggested
the existence of Bogdanov-Takens points on the saddle-
node plane below the Hopf bifurcation that can be identi-
fied numerically. In fact, the reduced dynamics (4) has a
Jacobian along the saddle-node plane that is (conjugate
to) a diagonal matrix with only one zero eigenvalue in
the parameter range under study. This underlines the
saddle-node character of that plane, but more impor-
tantly, it shows that these equations cannot be exploited
for bifurcation points of co-dimension 2.
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FIG. 3. Bifurcation boundaries: cross-section of Fig. 1
at κ < 1; red: Hopf, orange: transcritical, green: saddle
node, blue: homoclinic, blue point: Bogdanov-Takens bifur-
cation. Insets: (q, ψ)-phase portraits (in polar coordinates) in
their specific parameter regions, red circle: stable fixed point,
gray: unstable fixed point, green: saddle point. The bista-
bility region (red/blue) overlaps with the oscillatory regime
(blue/gray). (a) Coexistence of two stable fixed points, (b)
a stable fixed point outside a stable limit cycle, (c) the more
regular, stable limit cycle away from the SN curve.
In the Supplementary Material we provide more de-
tails of the bifurcation scheme including numerical sim-
ulations. The latter demonstrate the existence of a mul-
tistability region; cf. Fig. 3 and Martens et al.’s Figs. 5
& 7a. Multistability has been reported independently in
[5, 7, 9, 13]. The red parameter region, bounded by the
transcritical cone (orange curve), the Hopf plane (red)
and the saddle-node plane (green), reveals the coexis-
tence of another stable, but non-trivial fixed point next
to the stable incoherent solution (separated by a saddle
point). In the blue parameter region left to the saddle-
node plane and below the red Hopf plane, the incoherent
solution has undergone a supercritical Hopf bifurcation
such that a stable limit cycle coexists with the pair of
stable fixed and saddle points. For the stability proper-
ties of our solutions we refer to section IV. in [9]. Due to
the equivalence of both the bimodal and the two subpop-
ulation system, the stability results there can be readily
adopted. Note that the equivalence also holds when in-
troducing a time delay; see Supplementary Material.
Particularly interesting for future applications are
the limit cycle oscillations in the (q cosψ, q sinψ)-plane
shown in Figs. 3(b) and (c). There, both q(t+T ) = q(t)
and ψ(t + T ) = ψ(t) mod 2pi hold for all t ∈ R given
a fixed period length T = T (∆, ω0,K). We study
these oscillations in more detail by introducing the global
complex-valued order parameter z = (z1 +z2)/2, whose
magnitude |z| = R reads [14]
R =
ρ√
2
√
1 + cosψ (11)
with ρ =
√
q. If ψ˙(t) 6= 0, then R(t) will oscillate. We
would like to note that in this case oscillations in R would
be even observable without q being periodic. However,
for all parameter values outside the oscillatory regime,
the dynamics contains stable fixed points at which ob-
viously ψ˙ = 0, i.e. R → const. As can be seen in Fig.
3(b), the limit cycle is deformed: it is neither circular
nor symmetric about the origin. Then, also q oscillates,
i.e. not only the global order parameter R oscillates, but
so do the local ones ρ = ρ1 = ρ2. For larger ω0 the
limit cycle gains symmetry, but does not become a per-
fect circle. Hence oscillations contain higher harmonics;
see Fig. 3(c). Future studies will address more details of
the parameter-dependency of frequency and amplitude of
the ρ and R oscillations as well as their phase difference.
Given that two coupled networks and networks with bi-
modal frequency distributions are equivalent, it appears
obvious to seek for generalizations, here the case of more
than two subpopulations. Anderson and co-workers stud-
ied communities of oscillators in systems with multiple
subpopulations [15]. They included mixes of attractive
and repulsive couplings (in our notation Kint and Kext
should differ in sign) rendering the dynamics too diverse
for analytical treatment. Closer to our approach, how-
ever, is the work by Komarov and Pikovsky [16] who
showed a variety of synchronization characteristics as well
as the emergence of chaotic states in the case of three
positively coupled subpopulations.
We sketch the case of three subpopulations with uni-
modal frequency distribution each: gσ(ω) = (Λ/pi)/((ω−
(−$0, 0,+$0))2+Λ2) with peaks at (−$0, 0,+$0) [17].
This is compared to oscillators with a symmetric, tri-
4modal frequency distribution: g(ω) = β · g1(ω) + α ·
g2(ω) + β · g3(ω) with α = (4$20 − 2Λ2)/(12$20), and
β = (4$20 +Λ
2)/(12$20). The systems read
θ˙σ,k = ωσ,k +
3∑
τ=1
Kσ,τ
N
N∑
j=1
sin(θτ,j − θσ,k) (12a)
θ˙k = ωk +
K
3N
3N∑
j=1
sin(θj − θk) , (12b)
where Kσ,τ = K|σ−τ | with K0 denoting the internal
coupling strength Kint within each population, K1 the
coupling strength between adjacent populations, and K2
that between distant populations, see Fig. 4. In (12b)
we have k = 1, . . . , 3N . Again, we introduce (local) order
2Δ 2Δ2Δ
K2
K1K1
KintKintKint
a) b) g(ω)
-ω0 ω0 ω0
FIG. 4. (a) Three all-to-all coupled networks; (b) symmetric
trimodal frequency distribution function.
parameters zσ = ρσe
iφσ . Since the two outer populations
are considered symmetric, we use ρ13 ≡ ρ1 = ρ3 and that
φ2−φ1 = φ2−φ3 := ψ. By this we find the dynamics of
(12b) after rescaling τ = (K/2) · t and ω0 = 2$0/K and
∆ = 2Λ/K and κα = α and κβ = β as
ρ˙13 = ρ13
[
−∆+(1−ρ213)(κα ρ2ρ13 cosψ+κβ(1+cos 2ψ)
)]
ρ˙2 = ρ2
[
−∆+(1−ρ22)(κα+2κβ ρ13ρ2 cosψ
)]
ψ˙ = ω0−
(
1+ρ213
)(
κα
ρ2
ρ13
sinψ+κβ sin 2ψ
)
.
Accordingly we rescale the system (12a) using K=Kint+
K1+K2 and τ = (K/2) · t, ∆ = 2Λ/K, ω0 = 2$0/K and
abbreviate κα,β = 2K1,2/K, which yields
ρ˙13 = ρ13
[
−∆+(1−ρ213)(κ0+κα ρ2ρ13 cosψ+κβ cos 2ψ
)]
ρ˙2 = ρ2
[
−∆+(1−ρ22)(κ0+2κα ρ13ρ2 cosψ
)]
ψ˙ = ω0−
(
1+ρ213
)[
κα
ρ2
ρ13
sinψ+κβ sin 2ψ
]
,
where κ0 = 1 − κα − κβ . Both systems can display a
richer dynamical behavior than the dynamics (4) since
they, e.g., contain coupling terms of first and second har-
monics, that may result in a 2 :1 phase synchronization.
When it comes to linking the two, we realize that they
are only identical for the special case
κα = κβ =
1
3
⇒ α = β .
As α and β only differ by Λ2/(4$0), this implies Λ→ 0,
hence the distribution function will consist of three δ-
peaks and the inhomogeneity is strongly reduced. As
a consequence, the Ott-Antonsen manifold does not ex-
hibit the whole dynamics of our system [10] and our de-
scription will remain incomplete, as has been found by
Martens in [18] for even stronger symmetry assumptions
in a network of three populations.
We conclude that, while stability, dynamics, and bifur-
cations of a symmetric two population system of phase
oscillators are equivalent to a single population with bi-
modal frequency distribution, one cannot readily general-
ize this to a multimodal/multiple subpopulation system.
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Supplementary material – coupled networks and networks with bimodal frequency
distributions are equivalent
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BIFURCATION SCHEME FOR TWO COUPLED NETWORKS
We give a comprehensive overview of the bifurcation scheme of system (4) that read
q˙ = q [1−∆− q + κ(1− q) cosψ]
ψ˙ = ω0 − κ(1 + q) sinψ .
(4)
Recall that ∆, ω0, and κ are the (scaled) parameters denoting the distribution widths, the distance between the peaks
of the distribution functions, and the ratio of external to internal coupling, respectively. Since q = ρ2 denotes the
squared (local) order parameter of each subpopulation, for the solutions-of-interest we have 0 ≤ q ≤ 1 and all the
parameters being non-negative. We also note that for κ = 0, the external coupling Kext vanishes, therefore leaving
two separate, non-interacting networks; see Fig. 1.
~
KintKint
Kext
Ω" = 𝜛0Ω1 = −𝜛0
2∆ 2∆ Ω1," = ±𝜛0
2∆ 2∆
K
FIG. 1. Two all-to-all coupled networks (left) with unimodal frequency distributions each; a single all-to-all coupled network
(right) with a symmetric bimodal frequency distribution function; cf. main text Eqs.(1&3) where details are provided.
In line with the main text, the red plane in Fig. 2 displays the supercritical Hopf bifurcation while the orange
cone represents the transcritical bifurcation. Between the green curves (exact formulas in the main text) we find the
saddle-node plane, which denotes the parameter values, for which a pair of a stable fixed point and a saddle point
emerges as a neutral fixed point.
Along the saddle-node plane, however, we have to distinguish two cases of this bifurcation. For all points on the
plane with ∆ bigger than some critical value ∆c, the neutral fixed point emerges away from the stable limit cycle
(for ∆ ≤ 1), or away from the stable incoherent solution (∆ ≥ 1). For ∆ ≤ ∆c < 1 the creation of that fixed point
takes place directly on the limit cycle, where ∆c denotes the value for the co-dimension 2 bifurcation points (blue) on
the green plane in Fig. 2 — for κ = 1 this critical parameter is ∆ = ∆c ≈ 0.7384. In particular, the emergent fixed
point is about to split into a pair of a stable fixed point and a saddle point, therefore it destroys the limit cycle by
forcing the period to infinity. This is a saddle-node infinite-period bifurcation (SNIPER). The (blue) critical curve
∆c = ∆c(ω0, κ), which separates the two types of saddle-node bifurcations, consists of Bogdanov-Takens points, i.e.
bifurcation points of co-dimension 2.
Furthermore, numerics reveals a plane connecting the (blue) Bogdanov-Takens curve with the (red) curve
{∆ = 1, κ = ω0 |κ, ω0 ≥ 0}. The latter curve comprises the parameter values for which the saddle point (emerg-
ing from the saddle-node bifurcation) collapses with the stable incoherent solution, which then becomes unstable.
2FIG. 2. Bifurcation boundaries (front and back view). Red plane: Hopf, orange cone: transcritical, green plane (within green
lines): saddle node, blue: homoclinic bifurcation. Blue line: Bogdanov-Takens curve, yellow: intersection of Hopf and SN,
black lines: cross-section at κ = 0.8, see also Fig. 3.
Along the blue plane in Fig. 2, a homoclinic bifurcation takes place. Here, the saddle point approaches the limit
cycle, which is therefore destroyed in the end. Fig. 3 displays the cross-section at κ = 0.8 of the three-dimensional
bifurcation boundaries, and elucidates the generic dynamical behavior within the corresponding parameter regions.
Note that this cross-section is representative for all κ > 0 as has been proven in the main text. Unfortunately,
analytical formulas for the homoclinic and Bogdanov-Takens bifurcations are still missing both in the bimodal case
as well as in the subpopulation approach, so that we here rely on the numerics.
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FIG. 3. Bifurcation boundaries (left) and bistability region(dashed/right): cross-section of Fig. 2 at κ < 1. Red: Hopf, orange:
transcritical, green: saddle node, blue: homoclinic, blue point: Bogdanov-Takens bifurcation. Insets: (q, ψ)-phase portraits (in
polar coordinates) in their specific parameter regions, red circle: stable, gray: unstable fixed point, green: saddle point. The
right figure is a detailed view of the dashed box in the left figure.
INFLUENCE OF TIME DELAY ON THE EFFECTIVE COUPLING STRENGTHS
An alternative case for deriving the main text’s Eq. (4) is to introduce delays. For this we consider two subpopulations
of oscillators that follow a unimodal frequency distribution with distinct peaks as in the left part of Fig. 1. We assume
again all-to-all coupling, yet this time with the same coupling strength K = Kint = Kext within as well as across
subpopulation boundaries. By contrast, however, we introduce population-specific time delays τσ,σ′ , such that the
dynamics of the k-th oscillator of population σ is governed by
θ˙σ,k(t) = ωσ,k +
K
N
2∑
σ′=1
N∑
j=1
sin (θσ′,j (t− τσ′,σ)− θσ,k(t)) ,
where k = 1, . . . , N and σ = 1, 2. For simplicity, we consider the time delay within populations to be negligible
compared to that across boundaries, hence without loss of generality we have τσ,σ′ = 0 and τσ,σ = τ > 0. If we further
3assume the time delay τ  2pi/ω0 and also the coupling strength K being sufficiently small, we can approximate
θσ′,j(t− τ) by means of Taylor such that
θσ′,j(t− τ) ≈ θσ′,j(t)− τ θ˙σ′,j(t) ≈ θσ′,j(t)− τ [ωσ′ +O(K)] ≈ θσ′,j(t)− ασ′ ,
where ασ′ = τωσ′ with ωσ′ = ±$0. Hence, we can replace the time delay by phase lag parameters, cf.[1, 2].
The population-specific phase lag parameters depend on the mean frequency of the oscillators, such that we have
γ := α1 = −α2. Consequently, the governing equations read
θ˙1,k = ω1,k +
K
N
N∑
j=1
sin(θ1,j − θ1,k) + K
N
N∑
j=1
sin(θ2,j − θ1,k − γ)
θ˙2,k = ω2,k +
K
N
N∑
j=1
sin(θ2,j − θ2,k) + K
N
N∑
j=1
sin(θ1,j − θ2,k + γ) .
Now, we use again the Ott-Antonsen theory and perform the same steps for this system as we have done in the
main text. We end up with the dynamics for the local order parameters
z˙σ = −(Λσ − iΩσ)zσ + K
2
zσ
(
1− |zσ|2
)
+
K
2
e−iγ
(
zσ′ − z2σz∗σ′e2iγ
)
,
where we have let the oscillators’ frequencies follow symmetric Lorentzians, gσ(ω) = (Λσ/pi)/(((ω − Ωσ)2 + Λ2σ)2),
with Λ1 = Λ2 =: Λ and Ω1 = $0 = −Ω2. As in the main text, we further introduce polar coordinates for the local
order parameters, zσ = ρσe
iφσ . For symmetry reasons we set ρ := ρ1 = ρ2, and let Ψ denote the difference of the
mean phases. Then, we scale according to t˜ = K2 t,∆ =
4Λ
K , ω0 =
4$0
K and write q = ρ
2. Hence, we arrive at
q˙ = q [1−∆− q + (1− q) cos(ψ + γ)]
ψ˙ = ω0 − (1 + q) sin(ψ + γ) ,
where the dot-notation refers to the derivative with respect to t˜. In particular, this is exactly the same system (4) as
in the main text for κ = 1, and as Eqs.(25&26) in Martens et al. [3]. Merely, the mean phase difference is shifted by
the (constant) phase lag parameter γ. But due to the 2pi-periodicity of Ψ, this phase shift does not alter the original
dynamics.
Therefore, we may conclude that population-specific time delay does not change the effective coupling strengths,
as would have led to κ 6= 1 in system (4). Note, however, that our derivation was based on a restricted size of time
delays. If allowing more general time delays, the phase lag approximation cannot hold anymore. As has been shown,
e.g., by Yeung and Strogatz in [4], already one single network with time delay can exhibit bistability and an oscillating
order parameter. Hence, we may expect that the dynamics of two coupled networks may reveal even more delicate
synchronization patterns, which await to be explored.
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