ABSTRACT Level set estimation (LSE) is the process of using noisy observations of an unknown function to estimate the region(s) where the function values lie above a given threshold. It has a wide range of applications in many scientific and engineering areas, such as spectrum sensing or environment monitoring. In this paper, we study the energy-efficient LSE of a time-varying random field under a total power constraint. The fusion center of a wireless sensing system performs LSE by using discrete-time samples collected by a sensor. An accurate LSE usually requires a large number of samples to be collected and transmitted. However, most wireless sensing systems operate with a stringent power constraint that may not be able to meet the high energy demands imposed by the large amount of data. The gap between energy demands and supplies is a direct result of the so-called big data problem. It is critical to develop energy-efficient sampling schemes that can bridge this gap by reducing the amount of data required by LSE. Two sampling schemes are considered in this paper: 1) a dynamic active sampling scheme that sequentially and adaptively selects the next sampling instant in a myopic manner with knowledge learned from previous samples and 2) a uniform sampling scheme that employs a fixed sampling rate to minimize the LSE error probability in the long term. The exact analytical cost functions and their respective upper bounds of both sampling schemes are developed by using an optimum thresholding-based LSE algorithm. The design parameters of both sampling schemes are optimized by minimizing their respective cost functions. The analytical and simulation results demonstrate that both sampling schemes can significantly reduce the amount of data collected by the system while obtain accurate LSE under a stringent power constraint. In addition, the uniform sampling scheme slightly outperforms the dynamic active sampling scheme.
I. INTRODUCTION
Level set estimation (LSE) is the process of using noisy observations of an unknown function defined on a Hilbert space to estimate the region(s) where the function amplitude lies above a given threshold. It has a wide range of applications in many scientific and engineering areas. For example, the objective of spectrum sensing in cognitive radio networks is to identify the boundary of ''spectrum holes'' in the space, time, and frequency domains [1] . Other applications include the monitoring of the contours of pollution, sunlight, temperature, or rainfalls for biosystem ecology tracking [2] , [3] , etc. In these and many other applications, identifying level sets is the primary task, while estimating the value of the function away from the level set boundary is often secondary, if not irrelevant.
Consequently, level set estimation can be equivalently considered as a mapping problem that draws the level contour or boundary in a random field.
LSE can be performed by applying standard binary classifications to the implicit function using probability models [4] - [6] . The binary classification approach ignores the difference between the actual function value and the threshold, and such information contains salient information that can improve the LSE accuracy. Another popular approach is to estimate the values of the underlying functions through regression, and then obtain the level set by thresholding the estimated function values at the critical value [7] , [8] .
Most LSE methods are applicable in a static setting, that is, the measurements in the field are given or passively provided [8] - [10] . Recently, it has been proposed to dynamically adjust the sensing strategy based on past sensing results [11] - [13] by using active learning [14] . The dynamic LSE employs sequential decision makings, and it can accurately track the level set in a time-varying random field. None of the above mentioned works consider the constraints imposed by the limited energy supply, which is one of the main performance limiting factors in wireless sensing systems.
An accurate LSE usually demands a large amount of data to be collected, processed, and transmitted, and energy is consumed during the sensing and transmission of each data sample. However, most low power wireless sensors are equipped with extremely limited energy supplies such as small batteries or energy harvesting devices. The limited energy supplies in wireless sensing systems may not be able to meet the high energy demands imposed by the large amount of data. The big gap between energy supplies and demands is a direct result of the so-called ''big data'' problem, and it imposes formidable challenges for system designs. Under a total power constraint, more data samples in a unit time results in less energy per sample, or a lower signal-tonoise ratio (SNR) per sample at the FC, and this will negatively affect the estimation performance. On the other hand, a higher sampling rate means a stronger temporal correlation among the samples, which may positively contribute to the estimation accuracy [15] . Therefore there is a fundamental tradeoff between the amount of sensing data and energy supply. It is critical to identify the optimum sensing scheme that can balance this tradeoff, such that we can significantly reduce the amount of data to be collected and still achieve an accurate LSE under a stringent power constraint.
In this paper, we study the optimum LSE in a powerconstrained wireless sensing system by explicitly identifying and optimizing the data-energy tradeoff. A wireless sensor samples the time-varying random event and transmits the discrete-time samples to a fusion center (FC), which performs LSE by using distorted observations of the discrete-time samples. The optimum sampling of a power-constrained wireless sensing system that can minimize the estimation mean squared error (MSE) of a random field has been studied in [15] , [16] . The LSE problem studied in this paper is different from [15] , [16] , in that our objective is not to reconstruct the entire function, but to estimate the level set of the underlying function.
We introduce a Gaussian process (GP) prior model to capture the temporal correlation inherent in the random field [17] . Under the GP framework, we first show that the time-averaged LSE error can be achieved by performing a GP regression with all discrete-time data samples and then thresholding the regression results. With the thresholdingbased LSE method, two sampling schemes are considered in this paper: a dynamic active sampling scheme that sequentially and adaptively selects the next sampling instant by using knowledge learned from previous samples, and a uniform sampling scheme that employs a fixed sampling rate.
For uniform sampling with a given sampling rate, we know the exact sampling instants for all future samples, thus the uniform sampling scheme can minimize the LSE error probability averaged over the entire time duration. On the other hand, dynamic active sampling needs to select the sampling instants sequentially, thus the optimization needs to be performed in a myopic manner, that is, the cost function is the LSE error probability averaged in time up to the next possible sampling instant.
Exact analytical cost functions and their respective upper bounds of both sampling schemes are developed by following the GP prior model, and they are expressed as functions as various system parameters, such as the hardware energy consumption, the power constraint of the sensor, the probability distribution of the random field, and the sampling instants, etc. The optimum sampling schemes are designed by minimizing their respective cost functions. Numerical and simulation results demonstrate that both sampling schemes can balance the data-energy tradeoff by significantly reducing the amount of required data while still achieving accurate LSE, and the uniform sampling scheme slightly outperforms dynamic active sampling.
The remainder of this paper is organized as follows. The system model and problem formulation are given in Section II. Section III presents an optimum LSE estimation algorithm if the sampling scheme has been selected. The dynamic active sampling and uniform sampling are developed in Sections IV and V, respectively. Numerical and simulation results are presented in Section VI, and Section VII concludes the paper.
II. SYSTEM MODEL
We consider the sensing and monitoring of the level set of a time-varying random event, x(t), where t is the time variable. The random event can be used to model temperature, air pressure, or density of toxic gases, etc.
Assumptions 1: We make the following assumptions about the random event x(t):
1) The prior distribution of {x(t)} is a zero-mean Gaussian process (GP) with covariance function
2) The Gaussian process is wide sense stationary in time, and
where ρ ∈ [0, 1] is the temporal correlation coefficient. At time t, we are interested in identifying the γ -level set of {x(t)}, which is define as
We assume γ > 0 without loss of generality.
The level set will be estimated by using distorted observations of the random event. Due to energy limit, the sensing system can only take discrete-time samples of the continuous-time random event. The collected discrete-time VOLUME 3, 2015 samples are transmitted to a fusion center (FC). Denote the sampling instants as t i , for i = 1, 2, · · · . It is assumed that the i-th sampling operation consumes an energy of E 0i = E c + E i Joul, where the constant E c is due to hardware power consumption, and E i is the transmission energy of the i-th sample. The samples observed at the FC can be represented as
where ξ i includes the effects of observation noise and channel distortions. It is assumed that ξ i is zero mean Gaussian distributed with variance σ 2 . The sensor operates under the constraint of a fixed power P 0 . The energy allocated to the i-th sample is thus E 0i = P 0 (t i − t i−1 ). Consequently, the transmission energy per sample is
At time t, the FC will obtain an estimated level set,Ŝ(t), by using the set of discrete-time samples, {y(t i )|t i ≤ t}. We define the level set estimation error at time t as the symmetric difference between the level set of interest, S(t), and the estimated level set,Ŝ(t):
where (S(t),Ŝ(t)) = (S(t) ∩Ŝ c (t)) ∪ (S c (t) ∩Ŝ(t)) denotes the symmetric difference, S c is the complement of S, and I{E} = 1 if event E is true and 0 otherwise. The level set estimation (LSE) problem can then be formulated as
The optimization problem involves two steps: first, how to choose the sampling instants {t i } i ; second, once {t i , y(t i )} i is given, how to estimate the level set by using the knowledge of {y(t i )} i .
The choice of the sampling intervals plays a critical role on the LSE performance. Under a fixed power constraint, a larger interval between two consecutive samples means more energy per sample, thus a higher signal-to-noise ratio (SNR) per sample. On the other hand, a larger interval results in weaker temporal correlation between the two samples, and this might negatively impact the estimation accuracy. Therefore it is important to identify the sequence of sampling intervals that can balance the tradeoff between SNR and sample correlation.
In this paper, we will consider two different sampling scenarios by adding additional constraints to the optimization problem in (5).
• Dynamic Active Sampling: After collecting the first n samples, the sensor dynamically selects t n+1 based on the knowledge of all previous samples {y(t i )} n i=1 in a myopic manner, such that the expected error up to time t n+1 ,
• Uniform Sampling: Uniform sampling adds an additional constraint, t i+1 − t i = d, ∀i, to the optimization problem in (5) . In this case, we can optimize the value d to minimize the expected estimation error. Uniform sampling employs a constant sampling period to minimize the global cost function as t → ∞, while the dynamic active sampling adjusts the sampling instant in a myopic manner to minimize the cost function up to the next sampling instant, by using knowledge learned from the previous samples. We will study the design and performance of these two sampling schemes in Sections IV and V, respectively.
Before moving to the two different sampling schemes, we first study in Section III the optimum estimation of level set once {y(t i )} i are known at the receiver. The results will provide the analytical form of the conditional LSE error given {y(t i )}, which can be used to facilitate the optimum sampling designs in Sections IV and V.
III. OPTIMAL LEVEL SET ESTIMATION IN GP
In this section, we study the optimal level set estimation if the sampling instants, t n = [t 1 , · · · , t n ], and the discrete-time samples, y n = [y(t 1 ), y(t 2 ), . . . , y(t n )] T , are known at the FC. This is the operation performed at the FC after the sampling instants, {t n } n , have already been chosen through one of the sampling schemes to be discussed in the next two sections.
Define r xy n (t) := E[x(t)y T n ] ∈ R n and R y n y n := E[y n y T n ] ∈ R n×n , where R is the set of real numbers. From (1) and (3), the i-th element of the vector r xy n (t) is √ E i k(t, t i ), and the (i, j)-th element of the matrix R y n y n is E i E j k(t i , t j ) + σ 2 δ ij , with δ ij = 1 if i = j and 0 otherwise.
Due to the GP modelling, given y n , the distribution of x(t) is still Gaussian, with meanm n (t) and variancek n (t) given bŷ
The GP regression based LSE algorithm is given in Algorithm 1.
Algorithm 1 GP Regression Based Level Set Estimation
1: Input: t n and y n 2: Run GP regression for ∀t ∈ [0, t n ]:
Thresholdm n (t):
Theorem 1: Algorithm 1 is optimal with given {t n , y n }, i.e., it minimizes the conditional LSE error, E[e(Ŝ(t n ))|y n ].
Proof: Under the GP modelling on x(t) and y(t), S(t n ) is also a random process. Given the observation history y n , we can always obtain a posterior distribution of S(t n ).
Given y n , the expected LSE error can be calculated as
Therefore, the optimal estimator that minimizes (8) is to let
for every t ∈ [0, t n ]. Since x(t) given y n is still Gaussian distributed with mean and variance given in (6) and (7), we have
where Q(·) is the Gaussian-Q function. The optimal estimator defined in (9) is then reduced to comparem(t) with γ . Ifm(t) > γ , the probability in (10) is greater than 1/2, thus, we should let t ∈Ŝ(t n ); otherwise, we let t ∈Ŝ c (t n ).
A byproduct of the proof of Theorem 1 is the conditional LSE error given y n , and the result is given as follows.
Corollary 1: The minimum conditional LSE error with given y n is
The results in Theorem 1 and Corollary 1 will be used to facilitate the designs of dynamic active sampling and uniform sampling in the next two sections.
IV. DYNAMIC ACTIVE SAMPLING
In this section, we consider the dynamic active sampling scheme, where the FC dynamically selects the next sensing instant t n based on the sensing history y n−1 . With the information extracted from sensing history y n−1 , the FC obtains updated information regarding the current function value x(t), which is different from its prior distribution. With such information, the FC can adaptively select t n in a myopic manner, with the goal to minimize 1 t n E[e(Ŝ(t n ))|y n−1 ], the expected normalized level set estimation error up to t n .
The optimization problem in (5) in the dynamic active sampling case can be reformulated as
where
is the hardware energy normalized by the power constraint. The cost function, 1 t n E[e(Ŝ(t n ))|y n−1 , t n ], depends on both past observations, y n−1 , and potential future sampling instant, t n . It should be noted that value of y(t n ) at t n is not available during the sensing set selection stage, even if t n is given.
The cost function in (12) can be alternatively expressed as
The reason that we take another layer of expectation with respect to y n on the right hand side (RHS) of (13) is due to the fact that y n is unknown before the selection of t n . The value of y n will be revealed only after sensing sample is collected at time t n . The observation history up to time t n−1 is used to obtain an initial estimate of the distribution of x(t), i.e., its posteriori meanm(t) = E [x(t)|y n−1 ] and covariancek(t, t ) = E x(t)x(t )|y n−1 −m(t)m(t ), which can be expressed as
It should be noted thatm(t) andk(t, t ) defined in (6) and (7) are conditioned upon y n , and they are different from m(t) andk(t, t ) defined in (14) and (15), which are conditioned upon y n−1 . The results in (14) and (15) provide a rough sketch of the level set. Once t n is chosen, they can be used in combination with y(t n ) to refine the level set estimation based on Algorithm 1. we first decompose the estimation error in (11) as a function of (t n , y n ) and (t n−1 , y n−1 ).
The difference between (m(t),k(t, t )) and (m(t),k(t, t )) is directly related to the impacts of selecting t n on the expected level set estimation error. To identify the relationship, define the following variables.
wherer xy n := E(x(t)y(t n )|y n−1 ) = √ E nk (t, t n ), and r y n y n := E(y(t n )y(t n )|y n−1 ) = E nk (t n , t n ) + σ 0 .
With the notation in (16) and (17), we have the following theorem regarding the decomposition ofm(t) andk(t, t ). (6) and (7) can be decomposed in the following form
Theorem 2: The posteriori mean and variance, m(t) andk(t, t), defined in
We use the notation ofm(t) andk(t, t) instead ofm n (t) and k n (t, t) in Theorem 2 and following part in this section for concise notations.
Proof: The proof relies on the conditional distribution of jointly Gaussian distributed random variables. Consider three jointly Gaussian distributed random vectors, x, z 1 , and z 2 , and we have the following relationship
where the notations, µ a|b = E(a|b) and
, are used in the above expressions, with a, b, and c being three random vectors.
If we let x = x(t), z 1 = y n−1 , and z 2 = y n = x(t n ) + ξ , then
In addition, it can be easily shown that µ z 2 |z 1 =m(t n ), and
Substituting the above equations into (20) and (21) yields (18) and (19) .
We note thatm(t) andk(t, t) depend on (t n−1 , y n−1 ) only, σ 2 h (t, t n ) depends on t n−1 and t n , while h(t, t n ) depends on (t n−1 , y n−1 ) and (t n , y n ). Moreover, given (t n−1 , y n−1 ) and t n , h(t, t n ) is a Gaussian random variable with zero mean and variance σ 2 h (t, t n ), with the randomness contributed by y(t n ). As a result, the results in Theorem 2 decomposê m(t) andk(t, t) into two parts, one part depends on t n−1 , and the other part depends on t n .
In order to simplify notations, we define
With the decomposition given in Theorem 2, we have the following results regarding the cost function in (12) .
Theorem 3: The cost function in (12), J (t n ) := 1 t n E [e(Ŝ(t n ))|y n−1 , t n ], with respect to the sensing location t n is
where λ(t) depends on (t n−1 , y n−1 ) only and δ(t) depends on y n−1 and t n as defined in (26). Proof: From (13), Corollary 1, and Theorem 2, the cost function in (12) can be alternatively expressed as
Since h(t, t n ) ∼ N (0, σ 2 h (t, t n )), it is straightforward that the random variable Y is Gaussian distributed with mean
. With Craig's alternative expression of the Q-function [18] , we have
Combining (30) with (31) yields
This completes the proof. Theorem 3 gives the exact explicit expression of the cost function of the optimization problem. It is expressed as a double integral, and might be difficult to evaluate. To simplify calculation, we develop an upper bound of the cost function. The upper bound is obtained by applying sin θ ≤ 1 to (27), and the result is given in Corollary 2.
Corollary 2: The cost function in (12) with respect to the sensing time t n is upper bounded by
.
In the upperbound (32), the variables λ(t) andk(t, t) are independent of the choice of t n , and the choice of t n will only impact σ 2 h (t, t n ). We propose to minimize the upper bound given in (32). Define α(t) = 
In the integrand in the objective function in (33), the weight α(t) is a function of λ(t), which is defined in (26). We note that in its definition, the numerator |m(t) − γ | measures the deviation ofm(t) from the threshold γ , which is then normalized by k (t, t), the estimated standard deviation. The larger the value of λ(t), the less likely an classification error will happen at time t. This is reflected by α(t), since it is decreasing in λ(t). With a small weight α(t), the term α(t)τ (t) plays a less important role in the optimization (33). The solution to (33) thus automatically allocates more resources to the locations with larger α(t).
Since the cost functionJ (t n ) in (33) is continuous and differentiable with respect to t n , the optimum value of t n must be one of the zero-slope points ofJ (t n ). Therefore, the optimum value must be one of the solutions toJ (t n ) = 0, which can be expressed as
The above problem can be solved numerically with the fsolve function in Matlab. Our numerical results indicate there is always just a unique solution to the above equation for all configurations considered in this paper. The dynamic active sampling picks the sampling sequentially in a myopic manner. It attempts to minimize the cost function evaluated up to the next sampling instant. Next we will study the uniform sampling scheme, which tries to minimize the global cost function evaluated as t → ∞.
V. OPTIMAL UNIFORM SAMPLING
In this section, optimal uniform sampling scheme will be studied. we will first find the unconditional LSE error probability using the results from Algorithm 1. The analytical results will then be used to identify the optimum sampling rate that can minimize the LSE error probability.
A. LSE ERROR PROBABILITY IN UNIFORM SAMPLING
With uniform sampling, the sensor takes samples at uniform intervals with sampling period d = t i+1 −t i . The dimension of the problem is reduced significantly, that is, the optimization variable is reduced to a single variable d, as against the time sequence {t i } i in the original problem.
With the additional constraint of uniform sampling, the optimization problem in (5) can be reformulated as
The unconditional LSE error probability in (36) can be alternatively expressed as
From (37) and Corollary 1, the cost function depends on the posteriori meanm n (t) and variancek n (t). From (6) and (7), we havê
. (39) where
∈ R n . The posteriori mean is a function of y n , whereas the posteriori variance is a constant independent of y n . Since y n is zero-mean Gaussian distributed, it can be easily shown that m n (t) is zero-mean Gaussian distributed with variance being
From (39) and (40), we havek n (t) = k(t, t) − σ 2 m (t). The variance in (40) depends on a number of factors, such as the correlation coefficient ρ, the sampling period d, the energy per sample E, and the time instant t. As n → ∞, we have the following asymptotic results of σ 2 m n (t) andk n (t). Proof: Define a new vector, x n = [x(d + µd), x(2d +µd), · · · , x(nd +µd)] T , which is obtained by shifting x n to the right by µd seconds. The posterior covariance matrix of x n given y n isR x n x n := E[x n x T n |y n ], which can be expressed aŝ
. Since the value ofk n (t) in (39) is on the diagonal ofR x n x n , we have
From (1), R x n x n is a symmetric Toeplitz matrix with the (i, j)-th element being ρ |i−j|d . Similarly, the matrix R x n x n is an asymmetric Toeplitiz matrix with the first row being [ρ |µd| , ρ |µ−1|d , · · · , ρ |µ−(n−1)|d ], and the first column [ρ |µd| , ρ |µ+1|d , · · · , ρ µ+(n−1)|d ] T .
The Toeplitz matrix, R x n x n is uniquely determined by the sequence {ρ |n|d } n , whose discrete-time Fourier transform (DTFT), x n x n (ω) = +∞ n=−∞ ρ |n|d e −jnω , is
The Toeplitz matrix, R x n x n , is uniquely determined by the sequence, {ρ |µ+n|d } n . The DTFT, x n x n (ω) = +∞ n=−∞ ρ |µ+n|d e −jnω , can be calculated as
. (46) Based on [19, Lemma 2] , R x n x n is asymptotically equivalent to a circulant matrix, C x n x n = U H n D x n x n U n , where U n is the unitary discrete Fourier transform (DFT) matrix with the (i, l)-th element being (
, and D x n x n is a diagonal matrix with its k-th element being
Similarly, the Toeplitz matrix, R x n x n , is asymptotically equivalent to a circulant matrix, C x n x n = U H n D x n x n U n , where D x n x n is a diagonal matrix with its k-th element being In Theorem 4, the asymptotic posteriori variance σ 2 e (µ) is expressed as an explicit function of a number of parameters, such as the SNR γ 0 , the sampling period d, the normalized hardware energy d c , the temporal correlation coefficient ρ, and the relative time location µ.
From Theorem 4, as n → ∞,m n (kd + µ) is a zero-mean Gaussian random variable with variance 1 − σ 2 e (µ). Therefore, the statistical properties ofm n (t) as n → ∞ are periodic in t with period d. Definê m(µ) := lim n→∞mn (kd + µ). We have the following corollary regarding the distribution ofm(µ).
e (µ)). With the asymptotic results in Theorem 4 and Corollary 3, we can get the explicit expression of the cost function in (36), and the result is given in the following theorem.
Theorem 5: The cost function in (36), J := lim n→∞ 1 nd E [e(Ŝ(nd))], can be expressed as
Proof: We first consider the conditional cost function, lim n→∞ 1 nd E[e(Ŝ(nd))|y n ]. From (11) and (37), the cost function can be expressed as
Performing change of variable, t = (i − 1)d + µd, in the above integral yields, and using the results from Theorem 4, we have
dµ (49) In the conditional cost function in (49), there is only one random variable,m(µ) ∈ N (0, 1 − σ 2 e (µ)), which is a function of y n . Therefore the unconditional cost function can be expressed as
With Craig's alternative expression of the Q-function [18] , (50) can be reformulated as
, which is a non-central χ 2 -distributed random variable with one degree-of-freedom and the non-centrality parameter
. The MGF of Z is given in (31). Combining (51) with (31) yields (48). The results in Theorem 5 give the exact analytical expression of the cost function, which is expressed as a function of the optimization parameter d, and other system parameters such as the SNR γ 0 , the temporal correlation coefficient ρ, and the normalized hardware energy consumption d c . Thus, given {γ 0 , ρ, d c }, we can identify d ≥ d c that minimizes the cost function J in (48). The integrand in (48) has only elementary functions, and the integration limits are finite. Thus the integrals in (48) can be easily evaluated with numerical integrations with high precision.
B. OPTIMUM SAMPLING RATE
Due to the complicated form of the double integrals in (48), it might be difficult to directly minimize the exact cost function with respect to d. We resort to an upper bound of d to simplify the optimization.
The following corollary provides an upper bound of the cost function expressed in a closed-form.
Corollary 4: The asymptotical expected LSE error in (48) is upper bounded by
Proof: It can be easily shown that the integrand in (48) is an increasing function with respect to θ for θ ∈ [0, π/2]. Thus we have
Due to the concavity of √ x, the asymptotic LSE error can be upper-bounded again as
Substituting (41) into (54) and simplifying yields (52).
Given the complicated form of the exact LSE error probability in (48), we propose to instead minimize the error probability upper bound in (52). It will be shown in the numerical results that minimizing the exact error probability or its upper bound yields almost the same values of the optimum sampling rates.
Since the upper bound in (53) is continuous and differentiable with respect to d, the optimum value of d that minimizes g(d) must be one of the zero-slope points of g (d) . Therefore, the optimum value of d must be one of the solutions to g (d) = 0, which can be expressed as
and
Again the above problem can be solved numerically with the fsolve function in Matlab. Our numerical results indicate the LSE error probability upper bound, g(d), defined in (53) is quasi-convex in d and there is always just a unique solution to w(d) = 0 for all configurations considered in this paper.
VI. NUMERICAL AND SIMULATION RESULTS
In this section, numerical and simulation results are presented to demonstrate the performance of the proposed level set sensing and estimation algorithms in both uniform sampling and active sampling scenarios. Without loss of generality, the level set threshold γ is set to 0.1. Figs. 1 and 2 compare the LSE error probabilities between dynamic active sampling and uniform sampling. For the dynamic active sampling, the optimum value of t n is obtained by solving (34); for the uniform sampling, the optimum value of d is calculated by equaling (55) zero. Each point in the simulation results are obtained by averaging over 500 independent trials. The LSE error probability are calculated over a time period of t = 150 seconds, and both algorithms converge in this time frame. In Fig. 1 , the power law coefficient is ρ = 0.5. In Fig. 2 , the SNR is γ 0 = 20 dB. The performance of uniform sampling consistently outperforms that of dynamic active sampling for all system configurations. The performance difference between the two narrows as the normalized hardware energy consumption d c decreases. The performance of both schemes degrades as d c increases, because more energy is consumed by the hardware. 3 compares sampling rates between dynamic active sampling and uniform sampling. For the dynamic active sampling, the value of sampling rates is obtained by dividing the accumulated number of samples in the time frame by the duration of this time frame. For the uniform sampling, the optimum value of sampling rate is the reciprocal of the optimum d. In terms of sampling rate, there is always a gap between the two sampling schemes for all system configurations. The optimum uniform sampling yields more sampling actions than the dynamic active sampling in the same time frame, which partly explains its better performance in term of LSE error probability shown in Figs. 1 and 2 . Fig. 4 shows the asymptotic LSE error probabilities and their corresponding upper bounds of uniform sampling as a function of the sampling rate r =
. The SNR is γ 0 = 10 dB, and the normalized hardware energy consumption d c is fixed as 0.05, which corresponds to a maximum sampling rate of r max = 20 Hz. The simulation results are obtained with n = 100 samples yet the analytical results are derived by using n → ∞. The simulation results with finite n match very well with the analytical results with infinite n, thus the asymptotic analytical results provide a very good approximation of the performance of practical systems with a finite n. For all system configurations, when the sampling rate approaches its boundaries at 0 or r max = 20 Hz, the LSE error probability approaches Q(|γ |), the error probability of random decisions. At 0 Hz, no sample is collected by the sensor. At r max , all energy is consumed by the sensing operation thus no information is transmitted to the FC. The optimum sampling rates that minimize the error probability upper bound in (52) are obtained by equaling (55) zero and marked in the figure. The optimum sampling rates that minimize the exact error probability in (48) are obtained through exhaustive search. It is observed that the sampling rates that minimize the upper bound or the exact expression are almost the same. For example, when ρ = 0.9, the two optimum sampling rates are 1.85 Hz and 1.81 Hz, respectively. Therefore minimizing the upper bound provides a reasonably accurate approximation of the true optimum sampling rate. Fig. 5 shows the optimum sampling periods d * as a function of d c for uniform sampling. The SNR is set as γ 0 = 10 dB. The results that minimize the upper bound in (52) or the exact error probability in (48) are shown in the figure. Again, minimizing the upper bound or the exact error probability yields almost identical optimum sampling periods, for all system configurations. The optimum sampling period is an increasing function in ρ, in that a larger ρ renders a stronger correlation between two adjacent samples. It is also an increasing function in d c , because more energy needs to be allocated for each sample with a higher hardware energy consumption.
The minimum LSE error probabilities and their upper bounds are shown in Fig. 6 as a function of the SNR for systems with uniform sampling. The results are obtained by first identifying the optimum sampling period d * by zeroing (55), and then plugging the values in (48) or (52). The value of ρ is 0.8. As expected, a higher d c or a higher hardware energy consumption always results in a higher LSE error probability. The impact of d c on the LSE is very small when the SNR is low, and it is more pronounced at high SNR. In addition, the gap between the minimum LSE error probability and its upper bound narrows as SNR increases.
VII. CONCLUSIONS
The optimum level set estimations of a time-varying random field with a wireless sensor under a power constraint has been studied in this paper. The optimum designs were performed to minimize the time-averaged LSE error probability by choosing a sequence of sampling instants. Two sampling schemes have been considered, a dynamic active sampling scheme that adaptively selects the next sampling instant in a myopic manner based on knowledge learned from previous samples, and a uniform sampling scheme that uses a fixed sampling period to minimize the global cost function. The exact analytical cost functions and their respective upper bounds for both sampling schemes have been developed by using an optimum thresholding-based LSE algorithm. The cost functions and upper bounds were expressed as explicit functions of their respective design parameters, and they are minimized by choosing the next sampling instant for dynamic active sensing, or the optimum sampling rate for uniform sampling. Numerical and simulation results demonstrate that both algorithms can obtain accurate LSE with a small number of samples under a stringent power constraint, and the uniform sampling scheme slightly outperforms the dynamic active sampling scheme. 
