This pedagogical note introduces the accounting-based variance decomposition methodology of Vuolteenaho (2002) in a relatively simple format for the edification of accounting scholars and doctoral students who wish to use variance decomposition in their research. In addition to presenting an example that explicates the variance decomposition approach, we provide well-documented SAS and STATA programs for estimating variance decompositions from cross-sectional time-series data.
Introduction
The purpose of this note is to introduce the accounting-based variance decomposition methodology of Vuolteenaho (2002) in a relatively simple format for the edification of accounting scholars and doctoral students who wish to use variance decomposition in their research. In addition to presenting a simple example that explicates the variance decomposition approach, we provide potential users with well-documented SAS and STATA programs for estimating variance decompositions from cross-sectional time-series data. The essential importance of variance decomposition analysis to accounting research is that it provides an alternative (variance-based) approach to measuring ''value relevance'' that is complementary to the standard ''value relevance'' earnings response coefficient (ERC) workhorse. Readers interested in the variance decomposition ''philosophy'' and its applications to accounting research are referred to *Rotman School of Management University of Toronto **Arison School of Business Interdisciplinary Center (IDC) Herzliya We thank Steve Monahan and Mohan Venkatachalam for the impetus to write this note. We thank Yiwei Dou and Xiaohua Fang for programming assistance.
the synthesis study by Callen (2009) . 1 The current note focuses on ''how to'' rather than on ''why. '' 
Some Definitions
The Vuolteenaho (2002) variance decomposition model decomposes the variance of unexpected returns into the variance of earnings news, the variance of discount rate news-defined formally below-and their covariances. The model assumes that the accounting clean surplus relation holds. A formal proof of the model is included in Appendix A. 2 The equation upon which the variance decomposition is based takes the form:
where r t denotes the (log) cum dividend stock return at time t and E tÀ1 (r t ) denotes the market's expectation at time t À 1 of the stock return at time t.
3 Thus, the dependent variable (r t À E tÀ1 (r t )) is the unexpected stock return from period t À 1 to t. Ne t denotes earnings news at time t defined as the market's revision from period t À 1 to t of (the appropriately discounted sum of) expected future earnings over the lifetime of the firm. For example, earnings news could be the market's revision of the discounted sum of period t and period t þ 1 expected earnings, provided no other future earnings are expected to change. Nr t denotes discount rate news at time t defined as the market's revision from period t À 1 to t of (the appropriately discounted sum of) expected future discount rates (expected future returns) over the lifetime of the firm.
Eq. (1) is essentially an identity with the following intuitive interpretation. Because the price of a security is the present value of expected future dividends, a revision to returns has only two potential sources, revisions to expected future dividends-measured here by earnings because of the clean surplus relation-and revisions to expected future discount rates, over the lifetime of the firm. Eq. (1) indicates that a positive shock to expected future earnings results in a positive shock to returns whereas a positive shock to expected future discount rates results in a negative shock to returns, just as an increase in the expected yield reduces bond prices.
Formally, earnings news is defined as follows:
1. Other accounting studies that use the variance decomposition methodology include Bhat (2008) , Callen and Segal (2004), Callen, Hope, and Segal (2005) , Callen, Livnat, and Segal (2006) , and Callen, Segal, and Hope (2010) .
2. It is not necessary to read the appendix to understand the remainder of this note.
where MV t is market value of equity at time t, D t total cash dividends at time t, and DMV t ¼ MV t À MV tÀ1 . We follow the common convention in this literature in denoting variables by uppercase letters and their log by lower case letters.
where DE t ¼ E t À E tÀ1 denotes the revision from period t À 1 to period t, r is a discount rate and roe t is the (log) return on book value equity at time t.
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Note that earnings news can be decomposed into the conventional earnings surprise DE t roe t plus the revision to future earnings ÁE t P 1 j¼1 & j roe tþj . Thus earnings news generalizes the notion of an earnings surprise to the entire gamut of future earnings over the firm's lifetime.
Similarly, discount rate news is defined formally as:
The variance decomposition is obtained by taking variances across eq. (1) Estimating the components of eqs.
(1) and (4) requires, in turn, estimates of expectations over the lifetime of the firm. These are obtained by assuming a system of log-linear dynamic equations for market returns, return on equity and any other variables assumed to affect market returns and return on equity. This is similar to the Ohlson (1995) and Feltham-Ohlson (1995 , 1996 models in which linear dynamics are assumed for the same reason-namely, estimating expectations of the variables of interest over time. Like Ohlson (1995) and Feltham-Ohlson (1995 , 1996 , the dynamic is assumed to have an autoregressive structure but, unlike their equations, we allow for all equations to be interrelated in a multivariate Vector Autoregressive (VAR) system. 6 To simplify the discussion, we assume the simplest VAR structure possible for an accounting-based analysis, which takes the form:
4. Formally, roe t ¼ log 1 þ X t =BV tÀ1 ð Þwhere X t is earnings in period t and BV t is book value of equity at period t. Note that the definition of the variables in this note are given by the Vuolteenaho model (2002) and are not arbitrary. Thus, the division by prior book value equity in the above definition (as opposed say to prior period market value) is model driven.
5. The terms on the right-hand side of eq. (4) are often called variance contributions in the literature in that they contribute to the variance of unexpected returns.
6. For the implications of this, see Callen (2009) . 7. All variables are assumed to be mean adjusted in this formulation.
where Z 1t and Z 2t are mean-zero error terms. We will now compute the revision to returns (r t À E tÀ1 (r t )), earnings news (Ne t ), and discount rate news (Nr t ) for the VAR system of eqs. (5a) and (5b). Because the computations are simplified by matrix notation, we reformulate eqs. (5a) and (5b) as follows:
where
As shown by Shiller (1988a, 1988b) and Vuolteenaho (2002) , earnings news and discount rate news can be computed as follows:
and
where 0 denotes the transpose operator, e 0 k ¼ 0; . . . ; 1; . . . ; 0 ð Þis a row vector with one as the kth element, and zero elsewhere and
The term (I À rG) À1 is the matrix equivalent of the present value of a sum.
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As in Vuolteenaho (2002) , eqs. (7) through (9) presuppose that discount rate news is computed directly and that earnings news is computed residually, by subtracting discount rate news from unexpected returns. In Section 4, we will explore other options.
We now are ready to compute the components of eqs. (1) and (4) for the VAR system of eqs. (5a) and (5b). It follows immediately from eq. (5a) that unexpected returns can be expressed as the error term:
8. Eq. (8) be can proved fairly easily and similarly eq. (7). Specifically, it follows from eq. (6) that
1 À 2 t and so on ad infinitum. Thus,
In a slightly more complicated fashion, earnings news and discount rate news can be expressed as simple linear functions of the error terms:
where the k i are functions of the parameters of G. To see this, substitute eqs. (5a) and (5b) into eq. (7) to yield the following:
To check these calculations, note that subtracting eq. (12) from eq. (11) yields eq. (1), Ne t À Nr t ¼ 1t ¼ r t À E tÀ1 r t ð Þ, as required. Eqs. (10), (11), and (12) yield the components of eq. (1) provided that the parameters of eqs. (5a) and (5b) and the errors Z 1t and Z 2t are known. In general, this is not the case, and the parameters and error terms have to be estimated. We discuss estimation in Section 4. In this section, we assume that we have the relevant estimates from estimating eqs. (5a) and (5b). LetNe t andNr t denote the estimated earnings news and discount rate news, respectively. These estimated news items are obtained by replacing the parameters a k and b k in eqs. (10), (11), and (12) by their estimates k and k and the error terms it by their residual equivalent it . Otherwise, the formulas are the same.
We now show the computation of the (sample) variances of eq. (4) for our example [eqs. (5a) and (5b)] assuming that we have the relevant estimates. Specifically, let P ¼ 1 n t 0 t À Á denote the estimated Variance-Covariance matrix of the residuals. Let! k be identical to l k -see eq. (9)-with the parameters of G replaced by the parameter estimates. Following Schiller (1998a, 1998b) and Vuolteenaho (2002) , the variances in eq. (4) can be estimated by the following:
The variances and the covariance contributions for the above example will take on the simple quadratic form:
where the h i are functions of the estimated parameters. More specifically,
4. Estimation Issues Vuolteenaho (2002) estimates the variance decomposition of discount rate news and earnings news over the entire sample or over portfolios of firms. This approach allows for only a limited analysis of the cross-sectional variation of the news components. An alternative approach is to estimate the VAR at an aggregated level, but then compute the news components and their variances using firm-year-level residuals. For example, one can estimate each equation of the VAR system [e.g., eqs. (5a) and (5b)] separately either by panel data regression techniques or by weighted least squares for each industry. A common approach is to use the Fama-French (1997) industry classification. This will yield VAR parameters at the industry level, but the residuals will be at the firm-year level. Firm-year-level estimates of Nr and Ne and their variances can then be computed using the formulas above.
In the discussion of the example, discount rate news is computed directly as per eq. (8) and earnings news is computed residually as r t À E tÀ1 (r t ) À Nr i to obtain eq. (7). This approach guarantees the equality of eq. (1) by construction. An alternative approach estimates earnings news directly and discount rate news residually. In the latter case,
This approach also guarantees that eq. (1) holds by construction. However, the two approaches may well yield different estimates of the news items and their variances. In fact, one should anticipate that the news item that is estimated residually incorporates more of the error in the unexpected return relation than the news item that is estimated directly.
9 A third approach estimates both earnings news and discount rate news directly, in which case, the equality of eq. (1) cannot be guaranteed.
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For simplicity, the equations and the example above assumed that returns are measured gross of the risk-free rate. In empirical work, it is common to subtract (the log of one plus) the risk-free rate from returns, which requires that the risk-free rate be subtracted either from earnings news or discount rate news. If the former is true, then earnings news is defined as
where i t ¼ log 1 þ risk À free rate ð Þ . r is the average log market-to-book ratio and is estimated as the convex combination of the log dividend-to-book value and the log dividend-to-price ratios for the United States. Because the convex combination for the United States historically is approximately 4 percent, r is often assumed empirically to take on a value of 0.967 as in Vuolteenaho (2002) . However, the exact value of r appears to have little impact on the results within the range between 0.95 and 1.
The Programs: General Issues
The SAS and STATA programs to implement a variance decomposition using cross-sectional time-series data are included in Appendix B. These programs assume that the VAR is of the following form:
9. As shown in Appendix A, eq. (1) holds as an approximation. 10. In a study that evaluates the relative ''value relevance'' of earnings components, it is a good idea to measure the news items of all earnings components directly so that the earnings components are computed on the same basis.
where bm t denotes the log book to market ratio at time t.
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Each equation is estimated by weighted least squares. These programs estimate earnings news residually and discount rate news directly as in Vuolteenaho (2002) . The programs also indicate how to estimate earnings news directly. Because the news items are measured at the firm-year level, we set n ¼ 1 in eqs. (13a) through (13d).
The programs estimate the VAR coefficient matrix, discount rate news (henceforth return news) and earning news, and the variance contributions of return news and earnings news at the firm-year level. To control for industry effects, the program estimates the variables for each industry separately using macros. The industries are defined according to Fama and French (1997) . The initial data set, labeled ''INIT'', requires the following variables:
1. Firm Identifier: The program uses PERMNO. 2. Year: The program uses YEARA.
Return variable: Labeled in the program as LogR. LogR is computed as
the log of one plus the annual cum dividend return minus the log of one plus the annualized three month Treasury bill rate. 4. Earnings variable: Labeled in the program LogE. LogE is computed as the log of one plus ROE minus the log of one plus the annualized threemonth Treasury bill rate. ROE is computed as income before extraordinary items (DATA18) scaled by beginning of period book value of equity (DATA60). 5. Book-to-Market variable: Labeled in the program LogBM. LogBM is computed as log of the book-to-market ratio at year end. 6. Industry Identifier variable: Labeled in the program IND. IND takes the values of one to T where T is the number of industries.
In addition, the program requires one lag of each of LogR, LogE, and LogBM, labeled as LogR1, LogE1, and LogBM1, respectively. Overall, INIT should include PERMNO, YEARA, IND, LogR, LogE, LogBM, LogR1, LogE1, and LogBM1. One should remove the bottom and top 1 percent of each of LogR, LogE, LogBM, LogR1, LogE1, and LogBM1 to mitigate the impact of outliers.
11. The accounting studies cited in footnote 1 use this three-equation VAR formulation.
APPENDIX A

Proof of the Vuolteenaho Return Decomposition Relation (2002)
The Vuolteenaho (2002) return decomposition relation is derived from the definition of the log book-to-market ratio and the accounting clean surplus relation. Formally, define BV t to be the book value of equity at time t, MV t the market value of equity at time t, D t dividends at time t, X t earnings in period t, and D is the differencing operator. From the book-to-market ratio definition, the following is obtained:
where the second equality follows from the accounting clean surplus relation:
Taking logs of both sides of eq. (1) yields the log book-to-market ratio (bm t ):
If D t ¼ 0, then eq. (A3) can be written in the convenient log-linear form:
where roe t ¼ log 1 þ X t =BV tÀ1 ð Þ¼the log of (one plus deflated) earnings and
Þ ¼ the log of (one plus) the cum dividend equity return.
If D t 6 ¼ 0, then eq. (A3) can no longer be expressed directly in log-linear form. To maintain the log-linearity property, Vuolteenaho (2002) applies a Taylor series approximation to eq. (A3)-expanding around a convex combination of the unconditional means of the log dividend-to-book value and the log dividend-to-price ratios-thereby yielding the log-linear pricing relation:
where x t ¼ approximation error and r ¼ discount rate coefficient.
Iterating eq. (A5) forward N periods gives the following:
Assuming the book-to-market ratio follows a covariance stationary process, the variance of the last term of eq. (A6) converges to zero as the horizon N increases to infinity, yielding the following:
Taking the change in expectations from time period t À 1 to t and assuming that the change in expectations of the cumulative (discounted) error approximation is sufficiently small gives the following:
where E t ¼ the expectations operator at time t and DE t (.) ¼ E t (.) À E tÀ1 (.). Eq. (A8) is the Vuolteenaho (2002) return decomposition relation. It can be expressed more succinctly as follows:
where 
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