Erasure codes have been considered as one of the most promising techniques for data reliability enhancement and storage efficiency in modern distributed storage systems. However, erasure codes often suffer from a time-consuming coding process which makes them nearly impractical. The opportunity to solve this problem probably rely on the parallelization of erasure-code-based application on the modern multi-/many-core processors to fully take advantage of the adequate hardware resources on those platforms. However, the complicated data allocation and limited I/O throughput pose a great challenge on the parallelization. To address this challenge, we propose a general multi-threaded parallel coding approach in this work. The approach consists of a general multi-threaded parallel coding model named as MTPerasure, and two detailed parallel coding algorithms, named as sdaParallel and ddaParallel, respectively, adapting to different I/O circumstances. MTPerasure is a general parallel coding model focusing on the high level data allocation, and it is applicable for all erasure codes and can be implemented without any modifications of the low level coding algorithms. The sdaParallel divides the data into several parts and the data parts are allocated to different threads statically in order to eliminate synchronization latency among multiple threads, which improves the parallel coding performance under the dummy I/O mode. The ddaParallel employs two threads to execute the I/O reading and writing on the basis of small pieces independently, which increases the I/O throughput. Furthermore, the data pieces are assigned to the coding thread dynamically. A special thread scheduling algorithm is also proposed to reduce thread migration latency. To evaluate our proposal, we parallelize the popular open source library jerasure based on our approach. And a detailed performance comparison with the original sequential coding program indicates that the proposed parallel approach outperforms the original sequential program by an extraordinary speedups from 1.4x up to 7x, and achieves better utilization of the computation and I/O resources.
Introduction
The past decades have witnessed the rapid increasement of large data volumes in all aspects of daily life, including high energy physics, astronomy, bio-informatics, social networks [1] , and so on. To the storage industry, such large data volumes bring great opportunities along with stringent challenges on "how to store and manage the data with both high performance and cost efficiency". This is known as the big data challenges. The erasure code technique is promising for modern large scale distributed storage systems because of its high reliability. In large scale distributed storage systems, data failure handling is a routine rather than an exception. Normally, redundancy technologies are indispensable to ensure the data reliability. Replication and erasure codes are widely used as redundant techniques to improve the data reliability. The replication technique has been vastly employed in traditional distributed storage systems [2] , [3] . However, it is too expensive to afford in big data era due to the low storage efficiency. In contrast, erasure codes can significantly reduce the storage overhead, which brings less storage devices, greener energy consumption, higher reliability, and lower management cost.
Coding * performance is of vital importance in erasurecode-based storage applications, in which the data has to be encoded before being written to the system, and decoded after being read from the system. This coding process has an unpleasant high latency, which is seen as a great limitation in time-critical applications.
It is feasible and necessary to parallelize the coding process of erasure codes.
Stagnated by the single-core clock frequency limitation, modern processors accelerate application processing in a parallel manner by employing multi-even many-core architectures into practice. Traditional optimization strategies usually focus on the coding algorithms, in which multiplication operations are translated into bitwise exclusive-OR operations or table lookup operations [4] , [5] . However, those strategies cannot adequately use resources in multi-core processors. As a matter of fact, the coding process of erasure codes divides the data into a large number of small non-intersecting pieces which can be performed in a parallel manner. This inherent parallelism provides a great opportunity to reduce the coding latency through exploiting multi-core CPU processing power. To parallelize the coding process of erasure codes, the challenges lie in parallelism digging, data allocation, and I/O control. Moreover, the development of a general approach for all erasure codes is also critical in order to avoid trivial modifications of the original coding algorithms.
In this paper, a general multi-threaded parallel coding approach is presented to improve the coding performance in erasure-code-based storage applications. The approach consists of a general multi-threaded parallel coding model named as MTPerasure, and two parallel coding algorithms: one is the static data allocation based parallel coding algorithm, noted as sdaParallel, and the other is the dynamic data allocation based parallel coding algorithm, noted as ddaParallel. MTPerasure is a general multi-threaded parallel coding model applicable for all erasure codes without any modification requirements for the original coding algorithms.
To eliminate the synchronization latency among multiple threads under dummy I/O mode, the sdaParallel divides data into several parts and allocates them to different threads statically. In order to improve the I/O throughput under disk I/O mode, the ddaParallel employs two threads to execute the I/O reading and writing independently. An efficient queue structure is designed to organize the buffers, through which the data strips are assigned to different threads dynamically. Moreover, a specific thread scheduling algorithm is also proposed to reduce the threads migration latency.
The remainder of this paper is organized as follows. In Sect. 2, we provide a brief overview and detailed analysis on the traditional sequential coding process of erasure codes, and find out their bottleneck through a code profiling of jerasure, which is a popular sequential erasure codes library for storage applications. In Sect. 3, we present our MTPerasure model, together with a detailed analysis on its performance and efficiency. Thereafter, a static data allocation based parallel coding algorithm sdaParallel is proposed for dummy I/O environment in Sect. 4, and a dynamic data allocation based parallel coding algorithm ddaParallel is proposed for local disk I/O environment in Sect. 5. In Sect. 6, we give a brief description on the jerasure based implementation principles of our approach first, and then we carry out a thorough experiment to perform the evaluation on our parallel coding approach. And a quantitative comparison with the sequential coding program is performed in this section as well. We provide the related works of this paper in Sect. 7, and outline our conclusions and point out some directions for future work in Sect. 8.
Bottleneck Analysis of the Sequential Coding Program
In this section, we first introduce the basic concepts of erasure codes, and then take the popular sequential erasure codes library jerasure as an example to make a code profiling, thus to find out the bottleneck of the sequential coding.
Preliminaries
Erasure codes are common redundant techniques to improve the data reliability and availability in storage applications.
In the erasure-code-based storage system, each data object is firstly divided into k blocks. These data blocks are then encoded into n(k < n) blocks and stored separately in n different storage nodes. When accessing the original data object, one needs to download at least k blocks † from the n encoded blocks, and then decode them to generate the original data object. Figure 1 and Fig. 2 illustrate the encoding and decoding process of erasure codes, respectively. The data organization of an erasure-code-based storage system is presented in Fig. 3 . In such a system, the data object is organized as an array of n data blocks with the same size. Among these blocks, k of the n blocks are data blocks, labeled as D 0 , D 1 , · · · , D k−1 , and the rest m blocks are parity blocks, labeled as P 0 , P 1 , · · · , P m−1 , where n = k + m.
Coding Principles of Jerasure
Jerasure [7] is an open source library for erasure codes in storage applications implemented in C/C++. Jerasure supports a wide variety of erasure codes, including Reed-Solomon (RS) code, Cauchy-RS (CRS) code, etc., and it was firstly released by J. Plank in 2007. From then on, jerasure has been evaluated thoroughly [7] and has been proven to be a highly efficient implementation of erasure codes. Therefore, jerasrue has been vastly deployed and tested in many storage systems, such as HDFS-RAID [8] in † Though our approach adapts to all erasure codes, here we only consider the MDS erasure codes for description simplicity, more information about erasure codes can be referred to [6] , [7] . Facebook, DiskReduce [9] in CMU, and [10] in Microsoft Research, etc. However, jerasure is a sequential coding program with no parallelization.
We analyze the program of jerasure library, and show how jerasure encode a data object in Fig. 4 . Generally, an original file on the disk, referred as the original data object in our work, is divided into strips. Each time k successive strips, noted as DS 0 , DS 1 , · · · , DS k−1 , are read into a data buffer, then these k strips are encoded and m parity strips are generated in a parity buffer, noted as PS 0 , PS 1 , PS m−1 . These original k data strips and the generated m parity strips are combined into a stripe. Finally, the n strips from one stripe are written into n different block files. After that, another k strips are read into the data buffer, and the process repeats until the whole original data object has been encoded. The decoding process of jerasure is the reverse of encoding process, thus we only analyze the encoding process of jerasure in this paper.
As shown in Fig. 3 and Fig. 4 , in the traditional coding process of erasure codes, coding is executed sequentially on a stripe-by-stripe basis, and only one stripe is encoded each time. In fact, for each stripe the data flow and the control flow are independent. Therefore, multiple independent stripes can be executed in parallel to improve the encoding performance. Decoding is a reverse process of encoding process in jerasure library. Each time at least k active data and/or parity strips from n blocks are read into the memory to perform the decoding process in order to generate the original data object. This process can also be executed in parallel as well.
Although J. Plank claimed that the jerasure library are fast enough to exploit the speeds of disks and CPUs [7] , we still believe that a parallelized extension of this library according to our parallel coding approach can better utilize the computer resources, specially on the mainstream multicore processors. To testify our hypothesis, we make a code profiling of jerasure's encoding process in the following section.
Profiling of Jerasure
As illustrated in Sect. 2.2, the sequentially executed coding process has no data dependance, thus can be executed in parallel. But all the coding process should read the data through the I/O, which means that the parallel coding optimization is limited by the throughput of I/O. In order to find out the bottleneck of jerasure library accurately and make a better optimization of the computer resources, a code profiling of jerasure is carried out using the popular tool GNU profiler.
Before the code profiling, we examine the I/O speed of the disk using Linux tools hdparm under our experimental environment, which is described in Sect. 6.2 in detail. The results are shown in Table 1 . The cached reading means the operating system do some optimization like prefetching or caching for the commonly used data, in which way the speed is able to reach about 10 GB/sec. In order to get the real coding calculation speed, we eliminate the I/O process influence by reading/writing the data directly from/to the memory through the memcpy function in C library (The speed of memory copy and memory reset is examined using a simple utility program we implement, and the speed of coding calculation is examined using the Cauthy-RS erasure code). From the table one can observe that although the coding speed is faster than the speed of the buffered reading, but much slower than that of the cached reading and the memory copy. Thus, the jerasure library has a large headroom for coding performance optimization.
In the code profiling, we run a jerasure encoding process using the Cauthy-RS Code to encode a disk file sized of 2.42 GB. To illustrate more comprehensively, we give each method an abbreviation and a simple description in Table 2 . A detailed call graph of these methods is described in Fig. 5 , in which each rectangle represents a method in the profiling, and the number in the rectangle represents the percentage of the total time that was spent on the method and its children. The arrow depicts the invoke relationship between two methods, and the rectangle pointed to is the child. The number nearby the arrow represents the times that the child method has been invoked by the parent method. From Fig. 5 , one can observe that the encoding calculation, which is represented by dark rectangles linked with bold arrows, consumes the most time in the whole process, thus becomes the bottleneck of the program. Moreover, the encoding function galois region xor has been executed 188,936 times, which accounts for 88.59% of the total execution time. We find a similar routine in the decoding process code profiling. Therefore, if we do create multiple threads to perform the coding calculation in parallel, and overlaps the function execution like galois region xor, the performance of the coding process would be improved dramatically.
Multi-Threaded Parallel Coding Model
Based on the aforementioned analysis, we propose a general multi-threaded parallel coding approach for erasure-codebased storage applications. The approach consists of a general multi-threaded parallel coding model named as MTPerasure, and two parallel coding algorithms: one is the static data allocation based parallel coding algorithm, noted as sdaParallel, and the other is the dynamic data allocation based parallel coding algorithm, noted as ddaParallel. In this section, we present the MTPerasure model of our approach and provide a detailed analysis on its performance and efficiency.
Model Description
OpenMP is a simple and popular model to parallelize a sequential program. To parallelize the coding process with OpenMP, the independent iterations are found out and parallelized with OpenMP directives, according to which the iterations are unrolled and assigned to different threads. One shortage of the OpenMP-based parallelization is that it is a fine-grained method, in which each thread executes the coding on a small data packet. This results in frequently thread creation and recycling, together with high latencies. In fact, an OpenMP based parallelization of the Cauchy-RS code is implemented at first, but the experiment result demonstrates almost no performance improvement. Another shortage is that the OpenMP-based parallelization is a trivial and bothersome process, because the original algorithms have to be modified according to the specific coding method.
Aiming to solve the aforementioned problems, we propose a general parallel coding model named MTPerasure as a solution. The proposed MTPerasure coding model is adaptable for all erasure codes without any modifications of the original coding algorithms. The work process of the erasure-code-based storage system can be summarized into three stages, namely the I/O Reading Stage, the Coding Stage, and the I/O Writing Stage. MTPerasure focuses on the high level data allocation rather than the coding iterations. In this coarse-grained parallelization, data are separated and assigned to a thread to execute the original coding procedure, as illustrated in Fig. 6 . In this manner, multiple threads with different data pieces are executed in parallel on multiple cores. Therefore, the whole performance of the system can be improved.
Model Analysis
By overlapping the execution of I/O process and coding process like a pipeline, the MTPerasure model can achieve a better utilization on the I/O throughput thus improves the system efficiency. To be more specific, in MTPerasure, To quantitatively analyze the performance speedup of the proposed MTPerasure model, we assume that the time consumed by the I/O reading stage, the coding stage and the I/O writing stage are t 1 , t 2 and t 3 , respectively. There are t threads to perform the coding calculation on a data object sized M. Each thread performs the coding on x buffers, each buffer consists of k strips, and each buffer is of size M t×x and each strip is of size M t×x×k . Then the total time time s for coding the whole data object in a sequential manner can be expressed as:
In an ideal situation, all the stages can be executed simultaneously, thus the total time, T ime p ideal , for the whole data object encoding in a parallel way can be expressed as:
In this case, the speedup is presented in Eq. (3), which demonstrates that the speedup equals to the number of threads.
However, in practical storage systems with one I/O channel, only one reading or writing operation can be executed at the same time. Therefore, there are some stalls in the pipeline due to the I/O hazard, as demonstrated in Fig. 7 with dark rectangles. These stalls puts a penalty on the overall speedup; but if the number of thread is large enough, the encoding calculation stage can be fully overlapped by the reading stage and the writing stage. In this case, the time consumption for a practical system can be expressed as:
and the speedup can be expressed as:
In order to fully overlap the encoding stage, the number of reading stages and the number of coding threads should satisfy a relationship as follows:
From Eq. (5) one can observe that, when the number of encoding threads t is large enough (Eq. (6)), the speedup increases with the growth of t 2 . Equation (6) tells us that when one thread is doing the encoding calculation, at least ceil(t 2 /t 1 ) threads are required to fully overlap the encoding stage. Figure 7 shows when t 2 ≤ t io , 2 threads are required to fully utilize the resources; while Fig. 8 shows when 2t io ≤ t 2 ≤ 3t io , 4 threads are necessary.
However, in a practical system, many other factors such as cache miss, I/O throughput, system load etc., have a great impact on the system efficiency. Therefore, the threads number may not exactly equals to the theoretical value.
Static Data Allocation Based Parallel Coding
Under the dummy I/O mode, multiple threads can read data at high speed simultaneously without synchronization. This is similar to the network I/O where data are distributed on many different nodes. The key idea of MTPerasure is to maximize the I/O throughput, and execute the coding process in a parallel mode. To further improve the coding performance by utilizing the dummy I/O mode, a static data allocation based parallel coding algorithm, noted as sdaParallel, is proposed in this section.
In the sdaParallel algorithm, the data object is statically divided into several successive data parts, which are approximately equal sized and assigned to different threads to complete the coding process. The execution process of each thread is the same as the original sequential program but handles only one data part instead of the whole data object. Figure 9 illustrates how the algorithm works. Since the reading, coding, and writing operations are processed in the same thread, data transfers between the threads as well as data synchronization are eliminated.
The sdaParallel can be separated into three steps. Firstly, the original data object is divided into t small data parts, which are composed of many successive data buffers; Secondly, each data part is considered as a smaller data object and then is assigned to a single thread; Lastly, each thread reads data strips from its assigned data part into memory, performs the encoding calculation, and then writes the results back through the I/O channels. In such a way, the separated t data parts are encoded in t independent threads concurrently, which can fully take advantage of a multi-core processor platform. Algorithm 1 lists the process of the sdaParallel algorithm.
Dynamic Data Allocation Based Parallel Coding
In modern storage systems, data are usually stored on magnetic disks. Under this disk I/O mode, data reading and writing speeds are limited by mechanical constraints such as magnetic head movement and rotational latency. When reading data from a disk, separating the data reading operation from data calculation can improve the overall performance, as the continuous successive I/O reading reduces disk magnetic head movement and improves the There are three concerns in the basic idea of ddaParallel. Firstly, organizing the data into efficient queue structures to avoid data copy among different threads. Secondly, separating the I/O from the encoding to improve the I/O throughput. Thirdly, binding the coding thread to limited CPUs with a specific thread scheduler to reduce the thread migration and improve the coding performance.
Queue Structures
In the ddaParallel algorithm, we employ queue structures to organize the data buffers in order to avoid data copy among different threads. Two principles are followed in our design: firstly, the idle buffers are organized into queues for reuse to avoid memory re-allocation. Secondly, data strips and parity strips are separated to different queues thus they can be accessed simultaneously by different threads and the synchronization latency is reduced. Based on this two principles, a 5-queue structure is proposed to manage all the involved buffer structures. Here, we use idle to denote an allocated buffer with no data filled, and pending to denote a buffer fill with data and ready for further processing, such as encoding, writing, and so on. Figure 10 presents the structures and relationship of these 5 queues, and the following list provides a detailed explanation of these queues.
• Idle Data Strips Queue organizes the spare memory buffers which can be used to be filled with data strips from k data blocks. An item of the queue is a data buffer consists of k data strips. • Pending for Encode Data Strips Queue organizes the data buffers ready for encoding. An item of the queue is a data buffer that consists of k data strips. • Idle Parity Strips Queue organizes the spare memory buffers which can be used to be filled with m parity strips. An item of the queue is a parity buffer that consists of m parity strips. • Pending for Write Data Strips Queue organizes the data strips that have finished encoding and ready for output. An item of the queue is a data buffer consists of k data strips. • Pending for Write Parity Strips Queue organizes the parity strips that are generated from encoding process and ready for output. An item of the queue is a parity buffer that consists of m parity strips.
Algorithm Description
There are three modules in the ddaParallel algorithm, namely the reading module, the encoding module, and the writing module. The ddaParallel works like the Tomasulo algorithm [11] , in-order reading, out-of-order encoding, and in-order writing. The data reading module has a single thread which continuously reads data from the I/O channel into memory buffers. This module can be summarized into three steps: Firstly, applying for a spare buffer from the Idle Data Strips Queue, or allocating a new buffer if there is no item in the queue and the system has enough memory. Secondly, reading the data into the acquired buffer. Thirdly, appending the buffer into the Pending for Encoding Data Strips Queue which wake up the encoding threads waiting at the queue. Algorithm 2 lists the data reading process.
In the data encoding module, there are several threads waiting at the Pending for Encoding Data Strips Queue. As long as there are items consists of k strips in the Pending for Encoding Data Strips Queue, a thread is woken up to perform the encoding in three steps. Firstly, the thread pops an data buffer from the Idle Parity Strips Queue and applies a parity buffer from the Idle Parity Strips Queue. Secondly, an encoding calculation is performed on the data buffer to generate m parity strips, which is written to the applied parity buffer. Lastly, the original item of k strips is appended to the Pending For Write Data Strips Queue, and the generated item is appended to the Pending for Write Coding Strips Queue, which will wake up the threads waiting at the queue. Algorithm 3 describes the process of encoding module.
The writing module has two writing threads, one for data blocks, and another for parity blocks. The data writing thread is waiting at the Pending for Write Data Strips Queue,
if any item appears in the queue, the thread is woken up to fetch the item and write every strip in the item to a designated block file. At last, the item is append to the Idle Data Strips Queue for reuse consideration. The process of the parity writing thread is similar to the data writing thread, excepting that the parity writing thread is waiting at the Pending for Write Parity Strips Queue, in which each of the item consists of m parity strips. And the idle items are appended to the Idle Parity Strips Queue. Algorithm 4 and Algorithm 5 describes the process of data and parity writing process, respectively.
Thread Scheduler
In ddaParallel, the speedup of coding is affected by the thread scheduler which balances the computational workload across the CPUs or cores † . The Linux kernel includes algorithms for detecting skewed workloads across CPUs, enabling process migration to less busy processors. However, in the multi-core based multi-threaded systems, a problem of these algorithms would be that frequent migration of threads among different CPUs incurs much performance overhead. The CPU affinity provides us a good opportunity to design an application-specific thread scheduler. The CPU affinity is the tendency for a process to run on a given CPU as long as possible without being moved to some other processors. The kernel affinity technology enable the programmers to schedule their processes in a particular manner.
The Linux kernel process scheduler inherently enforces what is commonly referred to as soft CPU affinity, which means that processes generally do not frequently migrate between processors.
This state is desirable because processes that seldom migrate often incur less overhead. Nevertheless, for a multi-threaded application, all the threads inherit the affinity of the parent process and consider few about the application's characteristics. Thus, all the threads are spread evenly over all the CPUs. Therefore, to acquire a high performance in the multi-core environment, an application-specific thread scheduler is necessary for a multi-threaded system. In the Linux system, interruptions are usually handled by the first CPU, noted as CPU 0 , and all the threads are dispatch to different CPUs, including CPU 0 , to achieve the goal of load balance. The load balance request may result in thread switch among different CPUs, which damages the performance because cache invalidation occurs when a thread ceases to execute on one CPU and then recommences execution on another. In our thread scheduler, we try the best to dispatch different coding threads to run on different CPUs, moreover, to restrict the thread to a single core.
Our thread scheduler works only when the number of CPUs is larger than 2, otherwise, the threads are scheduled by the system scheduler. When the thread number equals to 3 or 4, one CPU is assigned to execute the reading and writing process, and other CPUs are assigned to encoding. When there are enough CPUs, the CPU 0 focuses on interruptions processing, CPU 1 execute the reading and writing, and the encoder threads are dispatched to other CPUs. A consistent hash method [12] is employed to schedule the encoding threads evenly to the CPUs. Algorithm 6 lists the dispatching process of our scheduler.
Implementation and Evaluation
In this section, we first introduce how we implement our parallel approach based on the jerasure library. And then some experiments are carried out to evaluate our parallel execution model together with the two algorithms. And for simplicity, the implementation and the evaluation only describe the encoding process. The evaluation of the decoding process shows the similar conclusions as the encoding process does.
Implementation
To evaluate our algorithms, we extend the jerasure library to implement our parallel coding approach. We implement a parallel encoder and decoder, which encodes and decodes a file in parallel, respectively.
As shown in Fig. 12 , the program of sdaParallel consists of three modules, namely the Parameter Parser, the Data Separator, and the Parallel Encoder.
• Parameter Parser module parses and verifies the parameters that are needed for the parallel coder, such as thread number t, etc. • Data Separator module separates the data object into t data parts. The separation is based on the buffer, which means the original data object are separated into a bunch of buffers, which are then divided into t data parts. • Parallel Coder module consists of t threads, which performs the reading, coding, and writing process on its assigned data part just as the sequential program does.
As shown in Fig. 13 , the program of ddaParallel consists of 5 modules, namely the Parameter Parser, the Reader, the Writer, the Queue Manager, and the Parallel Coder. Fig. 12 Program structure of the sdaParallel Fig. 13 Program structure of the ddaParallel • Parameter Parser module do the same thing as the sdaParallel program does. • Reader module continues reading data into the data buffer, which is managed by the queue manager. • Writer module continues writing out data that have finished coding. In the encoding program, we have two writing threads, one for writing data and the other for writing parity. And for decoding, there are only one writing thread to output the decoded original file. • Queue Manager module is in charge of managing the 5 queues as structured in Fig. 10 . • Parallel Coder module has many threads, each of which performs coding on the data that have been read into the memory. The module append the data buffer and parity buffer into corresponding queues, which will be written out by the Writer module later. The module contains a thread scheduler, which schedules the multiple coding threads to gain a higher efficiency than the default system scheduler.
Experimental Setup
Our experiment is carried out on a server node in our test bed. The hardware and software environment is listed in Table 3 . In order to acquire the pure time consumed by the encoding calculation, we use a dummy I/O method implemented by the traditional jerasure library, in which the I/O reading is replaced by a memory copy process, and the I/O writing is replaced by a memory reset process.
We first explain the parameters used in the experiment in next section, and then the specified experiments are described and utilized to analyze the relationship between the coding performance of our parallel execution model and the related parameters, including the code methods, the buffer size, the packet size, the word size, and the thread number. All evaluations take the traditional sequential jerasure program as the baseline to calculate the speedup.
Parameters Explanation
The parameters shared by both the sequential and parallel programs are summarized and explained as follows:
• Buffer size(bufSize). Size of a Data Buffer. • Word size(ω) We run the experiment for each coding method in the jerasure library, and vary the parameters each time in order to analyze the effect of each parameter on the system performance.
Experiment and Analysis
In this section, we first show the effect of our thread scheduler in Sect. 6.4.1, which is followed by some experiments on our parallelized approaches of both sdaParallel and ddaParallel algorithms with our specific thread scheduler. All experiments are carried out under both Dummy I/O mode and Real I/O mode, with the same throughput size. The experiments explore the effect of the interested system parameters, including the code methods, the buffer size, the packet size, the word size, and the thread number on the coding performance. In each experiment, one of the interested system parameters is set to be varied in a specific range, and the rest of the parameters are set to be constant. The data object is a file of 375MB, and other constant values for these parameters are arbitrarily set as: bu f size = 512KB, packetS ize = 8KB, ω = 8, and threadNum = 8. For comparison, we calculate a Speedup to evaluate the performance improvement gained by our parallelized program. Equation (7) presents how the Speedup is calculated. All the experiments are executed 10 times and the average value is obtained as the final result. Without special specification, the encoding speed in the following experiments are examined including both the I/O and encoding calculation.
Speedup =
Time of sequential program executing a task Time of parallel program executing the same task (7) For clarity and simplicity, the figures are labeled with some abbreviations, which are explained as follows: 
Thread Affinity
In order to evaluate the efficiency of our thread scheduler, we perform an experiment under Real I/O mode to study the thread affinity for the ddaParallel in this section. In the experiment, we employ ddaParallel to encode a data file which is a video file sized of 375MB. Other parameters are set as ω = 8, packetS ize = 8K and bu f size = 512KB. We evaluate how the thread affinity affects the scheduler efficiency while the thread number and CPU number changes. Figure 14 demonstrates the efficiency of our thread scheduler when the encoding thread number equals to 8 and the CPU number changes. Figure 14 (a) presents the encoding speed comparison results, while Fig. 14 (b) presents the speedup that the thread scheduler brings in. From the figure one can observe that, as the number of CPUs increases, the performance improvement brought by our thread scheduler increases. The reason can be explained as that in the default scheduler, the larger number of CPUs it is, the higher probability that a thread switches, thus the larger latency induced by the thread scheduling. Addressing this problem, the times of thread mitigation are restricted in our scheduler, thus less performance penalty is introduced in our system. Figure 15 shows the results that how the number of threads affects the efficiency of thread scheduler. Figure 15 (a) presents the encoding speed comparison, while Fig. 15 (b) presents the speedup in comparison with using default thread scheduler. From the figure one can observe that, as the number of threads increases, the performance improvement brought by our thread scheduler increases. The reason is very similar to the one in previous experiment, which can be explained as that there are less threads competing with each other to execute on a CPU in our scheduler, because the times of thread mitigation are restricted thus less performance penalty is introduced.
Coding Methods
In this section, we aim to find out how the parallel program performs in different coding methods in the jerasure library. To achieved that goal, detailed comparisons are made between the coding performance using the original sequential program and our parallel program for each coding method. Figure 16 presents the encoding performance of each method under dummy I/O mode. Figure 16 (b) indicates that parallelization has a remarkable performance Figure 17 shows the encoding performance of each method under the real I/O mode. For every coding method, the ddaParallel improves the performance dramatically. But for the sdaParallel, the improvement is not as significant as the ddaParallel. For some coding method, the sdaParallel even decreases the performance (for instance, cauchygood). The reason is that when under the real I/O mode, I/O throughput becomes the bottleneck of the overall performance; and in the sdaParallel, the data throughput might be reduced due to the competing read/write requests on the hard disk drive. However, Fig. 17 (b) indicates that under the real I/O mode, the ddaParallel can still get a significant speedup ≥ 1.4x for all the code method.
From Fig. 16 and Fig. 17 , one can observe that the parallelization has a significant performance improvement on the coding performance under both dummy I/O mode and real I/O mode. Especially for the original reed-sol-van (RS) code, the speedup under dummy I/O mode approaches 7x, almost equals to the number of threads (which is 8). The reason is that there are few data dependence inside the RS code, which makes it very suitable for parallelization. Although the improvements of the other code methods are not as remarkable as the one for RS code, they still gain an obvious improvement through the parallelization.
Buffer Size
In this section, we aim to evaluate the impact of buffer size on the encoding performance, and moreover, to find out an optimized value for the buffer size of the parallel program. Figure 18 depicts the encoding performance of both parallel and sequential program under the dummy I/O mode. And Fig. 19 shows the encoding performance under the real I/O mode. Figure 18 (a) and Fig. 19 (a) show that for both the parallel and the sequential coding program, the encoding speed reaches its maximum value when the buffer size is set Fig. 18 (b) and Fig. 19 (b) , we find that both the sdaParallel and ddaParallel reach their maximum speedup when the buffer size approaches to 512KB. The reason is that for a smaller buffer it introduces more read operations which increases the I/O latency thus decreases the performance, and for a larger buffer it brings more data to be encoded at one time which increases the cache miss rate thus decreases the performance. The buffer size 512KB seems to be a good balance between those two effects.
Packet Size
In this section, we are going to demonstrate the impact of packet size on the overall encoding performance, and to find out an optimized value for packet size to get maximum encoding performance. Figure 20 depicts the results that how the parallel coding program and the sequential coding program perform as the packet size varies. From Fig. 20 (a) and Fig. 20 (b) , one can observe that when the packet size is small, the encoding speed is also very small, but the encoding speed increases fast with the packet size, and it approaches to its maximum value when the packet size is about 2 13 B = 8KB; after that the encoding speed decreases with the packet size. As pointed out in [7] , larger packets perform better than lower ones. But as packet size increases, the L1 cache miss rate also increase, which downgrades the performance.
As presented in Fig. 20 , when the packet size is very small, our parallel coding program performs worse than the sequential one, and the speedup is below 1. We contribute the reason of this phenomena to cache miss rate as well. In fact, the coding process is performed on the basis of packet in the library. Hence, when the packet size is very small, a packet can be read into the cache and be processed at one time; when there are multiple threads simultaneously executing on the CPU, the cache miss rate increases due to the limited cache size. Furthermore, the CPU utilization of our parallel coding program is observed through the top tool † and the results shows that when the packet is small, the CPU utilization of our program is about 700%-800% on the server platform detailed in Table 3 .
Word Size
In this section, we are going to investigate the impact of word size on the overall encoding performance, and to find out an optimized value for word size to get the maximum encoding performance. Figure 21 presents how the parallel coding program performs when the word size varies. Figure 21 (a) and Fig. 21 (b) shows the encoding speed under the dummy I/O mode and the real I/O mode, respectively. And Fig. 21 (c) depicts the speedup of the parallel coding program in comparison with the sequential one.
From Fig. 21 (a) one can clearly observe that the encoding speed improvements made by the the sdaParallel algorithm are significant under the dummy I/O mode while the improvements made by the ddaParallel is significant under the real I/O mode. Furthermore, from Fig. 21 (a) one can find that, under the dummy I/O mode, the sdaParallel, the ddaParallel and the sequential coding program have the same performance trend, in which the performance increases with the word size at first and decreases when the word size is greater than 11.
From Fig. 21 (c) one can observe that, under the dummy I/O mode, the sdaParallel has a high and steady † top is a task manager program found in many Unix-like operating systems. It produces an ordered list of running processes selected by user-specified criteria, and updates it periodically. speedup which is larger than 5x; and under the real I/O mode, the ddaParallel has a steady speedup which is larger than 1.5x.
Threads Number
Thread number represents the parallelization level of an application. However, more threads also means more resource consumption and more resource competition. To figure out the exact impact of thread number on the encoding performance, we carry out an experiment for both the sdaParallel and ddaParallel with the thread number varying from 1 to 20. Figure 22 depicts the experiment results of our parallel coding program and sequential one under the dummy I/O mode. From Fig. 22 (a) , one can observe that the encoding performance increases with the thread number at first and decreases due to the increasing resource competition when the number of threads exceeds certain value. In our experiment, the sdaParallel reaches the maximum performance when thread number is 11.
Similarly, the encoding speed of the ddaParallel algorithm reaches the maximum performance when the thread number is 4, as depicted in Fig. 22 (a) . However, the Figure 22 (b) presents the speedup of the sdaParallel and ddaParallel, which has a same trend with the encoding speed since the number of thread in the sequential program equals to 1. Figure 23 depicts the encoding performance under the real I/O mode. From Fig. 23 (a) one can observe that the performance of the ddaParallel improves when the number of threads increases and it reaches the maximum performance when the number equals to 8. After that, the performance fluctuates as the thread number increases. This is because that under the real I/O mode, the I/O throughput limits the performance optimization space, as expressed by Eq. (5) . Therefore, when the parallelization gain reaches certain value, the I/O throughput bottleneck and the unpredictable cache miss rate matters thus the performance decreases.
Related Works
Compared with the replication technology, the erasure code technology consumes much less storage space when providing the same level of fault-tolerance.
Many works [13] , [14] have been published on evaluating and comparing systems based on replication and erasure codes, and their results show that the erasure codes consume much less resources and the mean time to failure (MTTF) of an erasure encoded system can be several orders of magnitude higher than that of a replicated system with the same storage overhead and repair period. Therefore, the erasure code technology draws increasing research attentions in distributed storage systems, especially when we are entering the big data era when data volumes becomes much larger than ever [15] , [16] .
Classical coding techniques concern about the tradeoff among redundancy, fault tolerance, coding efficiency. According to the space overhead, Maximum Distance Separable (MDS) codes are optimal, in which the number of coding nodes(m) is equal to the number of failures tolerated. The most popular class of MDS erasure codes is the Reed-Solomon code (RS code) [17] , which is the only MDS code for arbitrary k and m, and also the only MDS coding alternative suitable in large number of storage applications [18] . However, the RS code have a drawback of expensive computations.
To improve the performance, most works have been directed to find efficient codes with faster or lower operations. Blomer et al present Cauchy Reed-Solomon (CRS) coding [4] , which converts all coding operations from multiplications on Galois Field to to bitwise XORs, and also use the Cauchy distribution matrix rather than the standard Vandermonde distribution matrix. Plank improved the CRS coding further more by an efficient Cauchy matrix construction method [5] . To the best of our knowledge, this is the state of art for RS coding.
Some works on coding performance improvement relax the space optimality with non-MDS codes, such as Low-Density Parity-Check (LDPC) codes [19] , HoVer codes [20] and WEAVER codes [21] . The LDPC code can only tolerate an average of m/ f failures, where f is an overhead factor with a minimum (and optimal) value of one. Both Hover and WEAVER codes are time-optimal when m satisfy some certain conditions. Some studies on erasure coding focus on other metrics. For example, sparse graph codes [22] - [24] reduce coding complexity and balance the tradeoff of redundancy and reliability. Parity array codes [25] - [28] are based solely on XOR operations to generate redundant elements and are generally designed with the objective of low coding and updating complexities. There are a very important work focus on the repair of the erasure codes, such as [29] - [32] , but this area has little concern with this paper, so we will not discuss it here.
There are not many works that focus on the parallelization of erasure codes to utilize the multi-core processors. Curry accelerate the coding performance of the original RS codes on Graphical Processing Units (GPU) [33] , [34] . Wyrzykowski propose a method that can map all erasure codes to the Cell/B.E. and GPU multicore architecture [35] . However, these works need program rewriting to adapt to the GPU architecture. P. Sobe et al translate the XOR based coding to equations [36] , based on the translation, they propose a method to map multiple equations to multi-core processors, thus to parallelize the RS coding process [37] . This method is complex to implement for the equation generation, interpretation, calculation and mapping, therefore they do not conduct a practical experiment evaluation.
J. Plank et al. design and implement an open source library for storage applications, named as jerasure [7] . The jerasure library is written in C/C++ under Linux environment, and includes some common erasure codes such as Cauchy Reed-Solomon Code and Classic Reed-Solomon Code etc. They also perform a full-scale evaluation and make a thorough comparison with some other library in their later work [7] .
In recent years, erasure coding attracts increasing attention from both academe and industry, which has been applied in many large-scale distributed storage systems. In academe, Z. Zhang et al. [10] integrate the jerasure library with HDFS [3] , [38] through the Java Native Interface (JNI), so as to made some experiments in the real distributed systems. B. Fan et al. [9] implement erasure codes in HDFS to compare with the original redundancy strategy replication. Y. Wang et al. [39] compared the replication with one kind of erasure codes, Tornado code [40] in storage systems. And analyze the advantages in the following four aspects, data availability, storage cost, bandwidth cost and I/O cost. In Industry, Google [41] and Microsoft Azure [42] adopt Reed-Solomon codes to save order of magnitude storage cost under the same redundancy compared with 3way replication. Facebook introduces an implementation of RAID-5 (based on XOR) and RAID-6 (based on Reed-Solomon code) in Hadoop Distributed File System (named HDFS-RAID) [43] . All these results show that erasure codes can dramatically decrease the storage cost while providing the same level of redundancy as replication. However, little of these works focus on the parallelization of erasure codes.
Conclusions and Future Directions
In this work, we propose a general multi-threaded parallel coding approach to improve the coding performance of ensure codes in storage applications. As a demonstration, we take the popular sequential library jerasure as the baseline to implement our parallel coding approach. To better understand the execution process, a code profiling is performed to analyze the bottleneck of the original sequential jerasure program. Based on the analysis, a general multi-threaded parallel coding approach applicable for all erasure codes is proposed. This approach consists of a multi-threaded parallel coding model named as MTPerasure and two parallel coding algorithms named as sdaParallel and ddaParallel. The two parallel coding algorithms are proposed to adapt for the dummy I/O mode and the real I/O mode, respectively. After that, our approach is implemented by parallelizing the jerasure utilizing the algorithms we propose, and a thorough experiment is then carried out to evaluate the performance of our proposal. The impacts of several critical system parameters on the encoding performance, namely the coding methods, the buffer size, the packet size, and the word size, thread number are fully investigated in the experiments. The obtained performance results are compared with the one of original sequential coding program and the comparison results indicate that the parallelization improves the performance from all aspects significantly.
According to the experiment evaluations, several important conclusions can be made as follows:
Multi-threaded parallel effect: The parallelization improves the performance dramatically. Experimental results have demonstrated that a speedup of at least 1.4x, under some circumstance up to 7x can be achieved by the proposed multi-threaded parallel coding approach. Furthermore, this multi-threaded parallel coding approach can better utilize the computing resources provided on the modern multi-core processor platforms.
Parallelization and I/O mode: The parallel coding process can make better utilization of CPU resources, as well as I/O throughput, through a pipelined manner. However, to maximize the I/O throughput, the parallelization algorithm needs to be well designed. In this work, we propose two different algorithms to address this problem: one is the ddaParallel suitable for the local disk I/O mode, while the other is the sdaParallel suitable for the dummy I/O mode. The experimental results have demonstrated that both of the algorithms can improve the encoding performance significantly.
Future directions: 1). The combination of the GPU and the CPU. The CPU is suitable for processing the various data types, especially for the data with complex control logic, while the GPU is suitable for processing the unified, independent large-scale data and clean computing environment without interruption. The computation of the Reed-Solomon shows the two characteristics. Thus, we believe the combination of the GPU and CPU will achieve an optimized improvement. 2). From Table 1 one can conclude that the whole performance still have a wide gap between the I/O speed and the coding speed, thus we believe it is worth to invest further work to dig out the data locality and cache characteristics to improve the coding performance further more. 3). The investigation carried out in this work confirms the advantage of the parallelization. The parallelization narrows or even eliminates the performance gap between different erasure codes. Therefore, we might pay more attention on the practical implementation of erasure-code-based storage systems in the future work, or we might utilize the proposed parallelization algorithms to improve other metrics of erasure codes, such as reducing the repair cost, and so on.
