Revisiting distance-based record linkage for privacy-preserving release of statistical datasets by Herranz Sotoca, Javier et al.
Revisiting Distance-Based Record Linkage for
Privacy-Preserving Release of Statistical Datasets
Javier Herranza, Jordi Ninb, Pablo Rodr´ıguezb, Tamir Tassac
aDept. de Matema`tica Aplicada IV,
Universitat Polite`cnica de Catalunya,
Barcelona, Spain
email: jherranz@ma4.upc.edu
bDept. d’Arquitectura de Computadors,
Universitat Polite`cnica de Catalunya,
Barcelona, Spain
Phone:+34 93 401 6995, Fax: +34 93 401 7055
email: {nin,pablor}@ac.upc.edu
cDepartment of Mathematics and Computer Science,
The Open University,
Ra’anana, Israel
email: tamir tassa@yahoo.com
Abstract
Statistical Disclosure Control (SDC, for short) studies the problem of privacy-preserving
data publishing in cases where the data is expected to be used for statistical analysis. An
original dataset T containing sensitive information is transformed into a sanitized version
T ′ which is released to the public. Both utility and privacy aspects are very important in
this setting. For utility, T ′ must allow data miners or statisticians to obtain similar results
to those which would have been obtained from the original dataset T . For privacy, T ′ must
significantly reduce the ability of an adversary to infer sensitive information on the data
subjects in T .
One of the main a-posteriori measures that the SDC community has considered up to
now when analyzing the privacy offered by a given protection method is the Distance-Based
Record Linkage (DBRL) risk measure. In this work, we argue that the classical DBRL
risk measure is insufficient. For this reason, we introduce the novel Global Distance-Based
Record Linkage (GDBRL) risk measure. We claim that this new measure must be evaluated
alongside the classical DBRL measure in order to better assess the risk in publishing T ′
instead of T . After that, we describe how this new measure can be computed by the data
owner and discuss the scalability of those computations.
We conclude by extensive experimentation where we compare the risk assessments offered
by our novel measure as well as by the classical one, using well-known SDC protection
methods. Those experiments validate our hypothesis that the GDBRL risk measure issues,
in many cases, higher risk assessments than the classical DBRL measure. In other words,
relying solely on the classical DBRL measure for risk assessment might be misleading, as the
true risk may be in fact higher. Hence, we strongly recommend that the SDC community
considers the new GDBRL risk measure as an additional measure when analyzing the privacy
offered by SDC protection algorithms.
1. Introduction
Nowadays, a huge amount of (digital) data is collected, processed, stored and eventually
released to the public, in order to be used for different purposes. Sometimes, parts of the
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data contain sensitive information on individual users, and a careless dissemination of it
could be inconsistent with current privacy laws. Therefore, data owners are required to
protect the collected information before granting third parties access to it.
Studies in various areas of computer science have been dedicated to this problem in
the last years. For instance, the data mining area mainly considers the interactive setting:
in that setting, the data owner collects and stores the data T ; external entities may then
submit queries f(·) on the data, to which the data owner replies with an approximate answer
y ≈ f(T ) that, on one hand, should be sufficiently close to the true answer f(T ), and, on
the other hand, should not leak any significant information on the sensitive values contained
in T . This problem led to the appearance of privacy-preserving data mining [3, 37].
A different scenario is that of data publishing [17], where the data owner collects and
stores some original (and sensitive) data T and then releases a modified or perturbed version
T ′ of it. The release is made independently of the queries that could be submitted later on
by external entities. The particular case in which the expected information on T that is of
interest to external users is of statistical nature (means, averages, variances, correlations,
etc.) has received a lot of attention and has led to the appearance of an independent area:
Statistical Disclosure Control (SDC, for short) [13, 58]. The goal of SDC is to design and
analyze different methods to protect a dataset T in such a way that: (1) the released version
T ′ allows external entities to obtain relatively accurate statistical information on T , and (2)
the released dataset T ′ does not introduce privacy threats for the confidential information
contained in T .
The SDC community proposed in the last decade many protection methods like noise
addition, rank swapping, microaggregation and others. It also considered different ways to
analyze both the utility level and the privacy level offered by such methods. Regarding
utility, the current measures of (probabilistic) information loss all follow the same approach
of measuring the difference between computing some statistical functions on the original
data T and on the released data T ′. Those measures are well accepted as they capture the
utility of the published data for the purposes of statistical analysis. In this paper we focus
on the second aspect by which SDC methods are evaluated, i.e. the privacy which they
offer.
Defining good privacy measures for SDC methods is not as simple as defining utility
measures, due to their dependence on the adversarial model. The first thing that needs to
be done is to define both the goals and the resources of the attacker who is trying to break the
privacy barrier. Regarding the goals, the SDC community has considered two possibilities
[13]: first, an interval disclosure attacker may try to find a good approximation for some
sensitive value in T ; second, a link disclosure attacker may try to link a perturbed record
of T ′ with an original (non-perturbed) record obtained from another source. An interval
disclosure attacker is not assumed to have additional resources (other than T ′). However,
when considering link disclosure attackers, one has to define what are the external resources
available to them. As it happens in cryptography, the most recommendable option (in
order to ensure privacy even in the worst case) is to assume that the attacker has obtained
some information on all original records in T , and then he uses this information in order
to infer links between protected records in T ′ and original records in T . (See for example
[20, 35, 50, 51, 56, 61, 62].) The goal of the attacker is then to infer correct links between the
records in T (which typically include non-sensitive information, called quasi-identifiers, such
as age, location, profession etc.) and the records in T ′ (that may include additional sensitive
information such as medical or financial data) in order to reveal sensitive information on
the data subjects. A link disclosure measure can be defined as the percentage of correct
links that the attacker may infer between original and protected records.
But then a new problem emerges: what is the best strategy for an attacker to find correct
links? Different attackers could use very different strategies, and it is impossible to take
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all such strategies into account when defining a link disclosure measure. One of the linkage
strategies for the attacker which has been widely adopted by the SDC community up to
now is the so-called distance-based record linkage. A distance-based record linkage strategy
finds, for every protected record v′j ∈ T ′, an original record vi ∈ T which minimizes the
distance to v′j , for some pre-specified distance function (for instance, the Euclidean distance
if all attributes in T are numerical). The pair (vi,v
′
j) is then added to the list of links,
and then the number of correct links, divided by |T |, gives a distance-based record linkage
(DBRL for short) measure of disclosure risk. This is the only distance-based link disclosure
measure that is typically considered in the SDC area when analyzing and comparing SDC
protection methods.
1.1. Our contributions
The main contribution of this work is in observing that the classical DBRL disclosure
measure is insufficient in order to analyze the privacy offered by SDC protection methods.
The reason is that, when computing the DBRL measure, different protected records in T ′
may be linked to the same original record in T . For example, it is possible that some record
v in T will be, at the same time, the closest original record to both v′i1 and v
′
i2
in T ′.
However, the record v ∈ T has in T ′ only one true perturbed image (which could be v′i1 or
v′i2 or even another record in T
′). Namely, the true global linkage is a bijection (or a perfect
matching) between the records of T and those of T ′: each original record in T has exactly
one protected image in T ′. Hence, a clever attacker may try more accurate strategies to
find links between records of T and records of T ′. For instance, if an attacker runs the
classical DBRL process and observes that more than one protected record is linked to the
same original record, he would choose different candidates for the correct links. Therefore,
the classical DBRL-based privacy definition for SDC methods has to be revisited.
We would like to point out that the fact that an attacker may use his background
knowledge that the correct record linkage is a bijection was already observed in [35] and
was implemented in RELAIS, a software for record linkage that was developed at the Italian
National Statistical Office. It was also used in the context of record linkage; in that context it
is sometimes known as the exclusivity constraint [18]. However, and maybe even surprisingly,
this type of constraint has never been taken into account by the SDC community for the
purpose of risk assessment.
We make a first and important step in this direction by introducing the Global Distance-
Based Record Linkage (GDBRL) risk measure. Namely, we propose a new privacy measure
that offers a more careful assessment of the risk of link disclosure for existing (or future)
SDC protection methods. The new measure is also based on distances between original and
protected records, but it takes into account the fact that the true linkage between the records
in T and the records in T ′ is a perfect matching. After formally defining the new measure
and describing algorithms to compute it, we ran experiments with datasets of different sizes,
which are protected with different parameterizations of several SDC methods, in order to
compare the values obtained by the classical DBRL measure and the new measure. The
obtained results show that the new linkage strategy (which could be launched by attackers
that have a global knowledge of the table) works in the majority of the cases better (and
in some cases even much better) than the classical one, and so the new privacy measure is
more realistic in those cases. This means that, in practice, the level of privacy preservation
offered by existing SDC methods may be (much) worse than that which was implied by
using the classical DBRL measure. As many of these SDC methods are being used in real-
life applications by companies, cloud services, statistical agencies, etc., there is an urgent
need to modify the privacy definitions that are being currently considered in this area,
since presumably protected data may continue to be published under a wrong impression
of providing a sufficient level of privacy for the data subjects.
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1.2. Organization of the paper
In Section 2 we describe the traditional framework of SDC protection (by perturbation),
we sketch four specific and very popular SDC methods, and we recall the utility and privacy
measures that are typically considered in this setting. In Section 3 we introduce the new
global distance-based link disclosure measure. After formally defining the measure, we
explain how it can be computed for any given pair of datasets — T (original) and T ′
(protected). Then, we describe in Section 4 the experiments that we ran in order to compare
the classical DBRL measure with the new GDBRL measure, when analyzing the level of
linkage privacy that is offered by given SDC protection methods. The results show that the
proposed linkage strategy is more effective than the classical ones, in the majority of the
cases. We conclude the paper in Section 5 with some final remarks and possible lines for
future work in this area.
2. Overview of perturbation-based methods for protecting statistical datasets
2.1. The usual framework
A statistical database is a table T = {v1, . . . ,vN}, where for each 1 ≤ n ≤ N , the record
vn consists of M+L attributes, vn = (vn(1), . . . ,vn(M),vn(M+1), . . . ,vn(M+L)). Some
of the attributes in the table may be found also in other publicly available databases (for
example, the age of the individual who is the subject of the corresponding record, or the
number of children she or he has). Such attributes may be used by an adversary in order
to link records in the released de-identified database to records in publicly accessible iden-
tified databases. Those attributes are called quasi-identifiers. Of the remaining attributes,
some may be of sensitive nature. The privacy goal is to limit an adversary from using his
knowledge of the quasi-identifier values of some target individuals in order to infer those
individuals’ sensitive information.
Herein, we assume that the first M attributes are the quasi-identifiers, while the last L
attributes are the remaining ones. For concreteness (especially in the experimental part of
the paper) we will assume that the quasi-identifiers are numerical attributes; however, the
ideas in the paper can easily be extended to nominal attributes.
A typical mechanism of statistical disclosure limitation alters the quasi-identifier entries
of the table, but retains the remaining attributes (and, in particular, all sensitive ones). The
resulting table, which is released in lieu of T , is a table T ′ = {v′1, . . . ,v′N}, where, for all
1 ≤ n ≤ N , (v′n(1), . . . ,v′n(M)) ∈ RM is a modification of the quasi-identifier part of vn,
i.e. (vn(1), . . . ,vn(M)), while v
′
n(j) = vn(j) for all M + 1 ≤ j ≤M + L.
2.2. Some classical SDC perturbative methods
There are three main families of SDC protection procedures [58]: (i) perturbative meth-
ods, which introduce some kind of error/change into each element of the original data, (ii)
generalization methods, that replace the original values with less specific ones, and (iii)
synthetic data generators, which produce synthetic data that resembles the original one.
Our newly suggested measure is relevant for methods belonging to procedures (i) or (iii),
but it is less relevant for methods in procedure (ii), as we explain in Section 3.4 (see item
(c) there) and Section 4.1.2. Let us sketch the working of some specific SDC protection
methods (in (i) or (iii)) that process numerical attributes, and that will be used later in our
experiments.
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2.2.1. Additive noise
This is perhaps the simplest and most intuitive data perturbation method. In methods
that are based on additive noise [30], each value vn(j) of the attribute j in the original
dataset T is replaced with v′n(j) = vn(j) + n,j , for 1 ≤ n ≤ N and 1 ≤ j ≤ M , where all
noise terms n,j are drawn from the normal distribution N (0, σ2 ), in the simplest implemen-
tation of noise addition. The variance σ2 is proportional to the variance of the corresponding
original attribute. Namely, if σ2j is the variance of the distribution of the values along the
jth attribute in the table, then the variance that is used in generating the noise terms n,j
is σ2 = ασ
2
j for some preset α. As a result, values of the jth attribute in T and in T
′
have the same means and covariances, but not the same variances (σ2j = (σ
′)2j/(1 + α)) nor
correlation coefficients.
2.2.2. Rank swapping
Rank swapping [10] with parameter p with respect to the jth attribute is defined as
follows. Firstly, the records of T are sorted in an increasing order of the values vn(j),
1 ≤ n ≤ N . To simplify notation, let us assume that the records are already sorted, i.e.
that vn(j) ≤ vm(j) for all 1 ≤ n < m ≤ N . Then, each value vn(j) is swapped with another
value vm(j), randomly and uniformly chosen from the limited range n < m ≤ n + p · N100 .
When rank swapping is applied to a given dataset, the above described swapping procedure
is executed for each of the quasi-identifiers in a sequential manner.
The parameter p is used to control the swapping range; it is usually considered as a
percentage of N , the total number of records in T . As noted in [46], the fact that each
value is swapped with a value in a fixed, closed (and possibly public) rank makes this
basic rank swapping method more prone to re-identification attacks, whence the resulting
privacy protection is reduced. To mitigate this drawback, two variants of rank swapping are
proposed in [46], where some values (with a small but still non-negligible probability) are
swapped with values out of the theoretical rank.
2.2.3. Rank Shuﬄing
The first idea in the design of rank shuﬄing [26, 25] is more or less the same as in rank
swapping: each attribute is considered independently, and records are ordered according
to the values of the considered attribute. But then, the swapping step is replaced with a
shuﬄing step: a random permutation inside some block of (close) records.
The first step of rank shuﬄing is to sort the records of T in an increasing order of the
values vn(j), 1 ≤ n ≤ N . Then, one selects two parameters — a width q of a sliding window
and a sliding parameter s ∈ [1, q]. The initial window consists of the records v1, . . . ,vq.
Next, all values vn(j) within that window are randomly shuﬄed, and then the shuﬄing
window is shifted s positions (so that the next window consists of the records with indices
s + 1, . . . , s + q). The values in attribute j within that window are shuﬄed in a similar
manner. That process repeats until the sliding windows cover all records in the table. The
whole procedure is run for each attribute to be protected, in a sequential manner.
2.2.4. IPSO
The Information Preserving Statistical Obfuscation (IPSO) procedure was proposed in [6]
and later on was improved in [44]. The idea of this synthetic method is to take the con-
fidential attributes (denoted as Tc) of T as independent variables and the non-confidential
attributes (denoted as Tnc) as dependent variables. A multiple regression of Tnc on Tc is
computed; the obtained model is used to generate a new sample T ′nc for the non-confidential
attributes. Finally, the dataset T = T ′nc||Tc is released.
Depending on the way in which the regression is computed, preserving more or less
statistical functions of the original data, three different forms of IPSO (denoted A, B and
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C) can be considered. The most ambitious one is IPSO-C, which obtains the best results in
terms of data utility, because the multivariate multiple regression model that is used therein
preserves both the covariance matrix of Tnc and the matrix of regression coefficients from
Tc to Tnc. Therefore, in our experiments we will only consider that form.
2.2.5. Data Shuﬄing
Data shuﬄing [43] can be thought of as a combination of synthetic and shuﬄing tech-
niques. As in IPSO, the first step is to generate a new synthetic dataset T˜ by using a data
model, built from multiple regression analysis on T . Then, the values of each attribute are
sorted in an increasing order, in both T and T˜ . Next, the first value of that attribute in T˜ is
replaced with the first value in T , and so on. Finally, the sorting is undone, and the process
is repeated for the following attribute to be protected. In this way, the resulting dataset T ′
contains exactly the same values as T , but shuﬄed in a controlled way.
2.2.6. Microaggregation + Differential Privacy
Microaggregation is one of the most common methods that are used to obtain k-anonymity
[48, 54] for numerical data. That method starts by partitioning the data records into disjoint
groups of k or more records that are close to each other. Then, all records within each of
these groups are replaced by the group’s centroid. In this way, the probability of identify-
ing an original record from T in the modified database T ′ is limited since all k (or more)
records in each group in T ′ have the same probability to correspond to that original record.
To achieve minimum information loss, the goal is to find an optimal microaggregation that
minimizes the sum of distances between original records and protected records (centroids).
Since finding an optimal solution to this problem is NP-hard [47] (for the general multivari-
ate case), many effective heuristic algorithms have been proposed to provide good quality
results, like MDAV [12], CBFS[34], or the more general purpose sequential algorithm [22].
Differential privacy [14] has emerged in the last years as a rigorous theoretical privacy
model. The main technique in differential privacy is to add to query results over the under-
lying database a noise (typically Laplacian) which is calibrated to the global sensitivity of
the query (being the maximal amount by which the query result may change if one adds to
the database a single record). In the SDC scenario that we consider in this work, the goal is
to publish a sanitized table T ′ having the same structure and size as the input table T , so
that the users of that data could apply on it any type of statistical analysis. The standard
solution of adding Laplacian noise, in this case, should consider as possible queries all the
identity queries that request a specific value of the dataset; this leads to a so large parameter
for the Laplace distribution that the resulting perturbed data becomes statistically useless
[7, 49]. (See [8] for a thorough discussion of limitations and challenges of the differential
privacy paradigm.)
To overcome this problem and to improve the utility of methods offering differential
privacy, several recent studies [9, 24, 36, 52, 53, 63] propose a hybrid approach: to combine
the Laplacian noise idea with other methods like generalization or microaggregation. In our
experiments, we will consider one specific SDC method resulting from this approach, that
was recently proposed in [52, 53]. The idea is to first apply on T a microaggregation method;
such methods usually have low global sensitivity. Then the Laplacian noise technique is
applied on the resulting microaggregated dataset T¯ , by taking into account, as the queries
f , the identity functions for all the centroids in T¯ . This SDC method has one parameter k
for the microaggregation phase, and another parameter  for the differential privacy phase.
2.3. Classical utility and privacy measures
A good SDC protection method must achieve a good trade-off between utility and pri-
vacy. In other words, the protected dataset T ′ must be:
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• Similar enough to T so that statistical values computed on T ′ are very similar to those
that would be computed directly on T . In other words, the (statistical) information
loss that is caused by the transition from T to T ′ must be small.
• Different enough from T so that an attacker has a small probability either to precisely
estimate a sensitive value of T or to correctly link an original record from T (for which
he supposedly knows the quasi-identifiers) with its protected image in T ′. These
probabilities are denoted as the disclosure risks.
Information loss (IL) measures evaluate the amount of statistical utility that was lost
in the protected dataset T ′, in comparison to the original dataset T . Several approaches
are used in the SDC community to calculate the information loss. In [13] the authors
calculate the average divergence of some statistical values when they are computed on both
the original and the protected datasets. A probabilistic variation of these measures (PIL)
was presented in [40] to ensure that the information loss value is always within the interval
[0,1]. The standard PIL takes into account five specific statistical values: mean, variance,
covariance, correlation coefficient and quantiles.
Regarding privacy, two types of disclosure risk measures can be considered, depending
on the intention and the resources of the adversary. Firstly, if the adversary cannot obtain
any information from an external data source, he can still try to get an approximation of
the original values. Interval Disclosure (ID) is one of the approaches to model this scenario.
This measure is very similar to the measure presented in [4], where the disclosure risk is
quantified by measuring how closely the original values of a protected attribute can be
estimated.
Secondly, an adversary who observes the protected dataset T ′ may know the values of
some of the original attributes of T , that he has obtained from an external data source. The
goal of this adversary is to link a protected record in T ′ with its correct original attributes
(record linkage). Specifically, we make the usual assumption of privacy-preserving data
publishing models such as k-anonymity or `-diversity, that the adversary knows the value of
some attributes in the table T (those are called quasi-identifiers, and as stated in Section 2.1
above, we assume that those are attributes 1 ≤ m ≤M). We also assume that the adversary
acquired this knowledge for all data subjects in the table T ; as stated earlier, such a strong
assumption is also very common, e.g. [20, 35, 50, 51, 56, 61, 62]. Hence, the adversary has,
on one hand, the projection of T onto its first M attributes, and on the other hand the
published table T ′ in which the first M attributes are perturbed, and it includes additional
L attributes that could be sensitive. The percentage of correct links established by the
adversary between the original and protected datasets is therefore a measure of disclosure
risk, known as the Linkage Disclosure (LD) risk. When the attributes are numerical, a
natural option for the adversary is to find pairs of original and protected records at small
(Euclidean) distance. The resulting measure is known as Distance-Based Record Linkage
(DBRL for short) disclosure measure.
Let us thus proceed by formally defining the classical way in which the Distance-Based
Record Linkage disclosure measure has been considered until now in the SDC literature.
Definition 2.1. Let d(·, ·) be a metric on RM . For each 1 ≤ n ≤ N let Bn be the subset of
records v′ ∈ T ′ that minimize the distance d(vn,v′), where the distance is evaluated on the
projection of the two records on their first M entries. Let χn be an indicator variable that
equals 1 if and only if v′n (the real image of vn in T
′) is in Bn. Then
P (T, T ′) :=
1
N
N∑
n=1
χn
|Bn|
is the DBRL disclosure risk measure of T ′ [13].
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In other words, P (T, T ′) is the average success probability of the adversary, if he tries
to link v ∈ T to one of its closest records in T ′, where ties are broken arbitrarily.
In the next section we define and discuss some alternative DBRL disclosure risk measures
that are based on a stronger adversarial assumption.
3. A global DBRL disclosure risk measure
As discussed in Section 2.3, the usual DBRL disclosure measure is based on the assump-
tion that the adversary knows only the quasi-identifier attributes in a single record in T ,
say (v(1), . . . ,v(M)). When such an adversary looks for the image of v in T ′, he looks for
a record v′ ∈ T ′ that is closest to v in its quasi-identifier attributes (that is the strategy
that underlies Definition 2.1). However, such an assumption is rather limited. For the sake
of achieving a better privacy guarantee, a more widely accepted adversarial assumption
(see, e.g. [20, 35, 50, 51, 56, 61, 62]) is a stronger one: the adversary knows the set of
individuals who contributed their information to the database and was able to extract their
quasi-identifier information from publicly available databases. Such an adversary knows the
projection of T on its quasi-identifier attributes. He then wishes to trace the image of his
target individual in T ′ in order to infer from it the corresponding sensitive information of
that individual.
An adversary who knows the quasi-identifier attributes in all records in T can rule out
many links that the weaker adversary may consider as possible links. Specifically, since the
adversary knows that the true linkage between the records in T and T ′ is a bijection, he
may rule out links that are not part of any such bijection. Moreover, instead of looking for
a record v′ ∈ T ′ which is closest to the original record v ∈ T that he targets, he may look
for a full linkage between the records in T and those in T ′ where the sum of all distances
between linked pairs is minimal. We proceed to formalize those adversarial strategies.
Let
δ := max
1≤n≤N
d(vn,v
′
n) (1)
be the maximal distortion when releasing T ′ instead of T , and let ∆ be some upper bound
on δ. (Recall that, as discussed in Section 2.1, the record v′n in T
′ is the distorted image of
the record vn in T , 1 ≤ n ≤ N .) There are several scenarios that we may consider: (a) The
data owner publishes the sanitized table T ′ together with some value ∆ ≥ δ, possibly even
∆ = δ; such a scenario may occur in order to provide for the data miner a guarantee on the
precision of the sanitized data, and, consequently, on the reliability of the analysis which
is going to be performed on the sanitized data. (b) When publishing T ′, the data owner
usually publishes information about the method of protection that has been used and the
corresponding security parameters (in accord with Kerckhoffs’ principle [29]); the adversary
may use this information in order to derive an upper bound ∆ on δ. (c) No information is
released by the data owner, or the adversary is unable to derive a meaningful upper bound
∆. In that case we can take ∆ =∞. In any of these cases, we will denote the release of the
original table T as 〈T ′,∆〉.
Definition 3.1. Let 〈T ′,∆〉 be a release of the table T . The corresponding bipartite graph
G = GT,〈T ′,∆〉 is a graph on the set of nodes V := T ∪ T ′, where the set of edges E consists
of all pairs (v,v′) where v ∈ T , v′ ∈ T ′, and d(v,v′) ≤ ∆.
Note that if the value of ∆ which is released with T ′ is greater than or equal to
max1≤n,m≤N d(vn,v′m) (the maximal distance between any record in T and any record
in T ′) then ∆ is redundant. In that case, G is a complete bipartite graph, containing all N2
edges between a node in T and a node in T ′.
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A perfect matching in G is a set of N edges that cover all 2N nodes of G. Namely, it is a
set of edges of the form {(vn,v′pi(n)) : 1 ≤ n ≤ N}, where pi is a permutation on {1, . . . , N}.
Clearly, G has at least one perfect matching, which is the one that corresponds to the
identity permutation and describes the true linkage of all records: {(vn,v′n) : 1 ≤ n ≤ N}.
Indeed, since d(vn,v
′
n) ≤ ∆ for all 1 ≤ n ≤ N , all of those N pairs of nodes are edges in G
(as implied by Definition 3.1), and that set of edges is a perfect matching in G.
There are several attack strategies that the strong adversary may attempt to launch,
given the bipartite graph G = GT,〈T ′,∆〉. The basic strategy is to apply the Hungarian
method (also known as the Kuhn-Munkers algorithm [31, 42]), which finds a perfect match-
ing of minimal-cost in a weighted bipartite graph. Namely, it finds a permutation pi over
{1, . . . , N} that minimizes the sum of distances
N∑
n=1
d(vn,v
′
pi(n))
over all such permutations. Then, if the adversary targets a record vn ∈ T , he will link it
to v′pi(n) ∈ T ′. In that case, the average adversarial success probability is the percentage of
true links in pi. This motivates the next definition.
Definition 3.2. Let 〈T ′,∆〉 be a data release for T and let pi be a minimal-cost perfect
matching in the corresponding bipartite graph G = GT,〈T ′,∆〉. Then
PG(T, 〈T ′,∆〉) = |1 ≤ n ≤ N : pi(n) = n}|
N
(2)
is the Global DBRL (or GDBRL) disclosure risk measure of 〈T ′,∆〉.
3.1. On the time complexity of computing the global DBRL measure
The runtime of the Hungarian algorithm is O(N · |E|), where E is the set of edges
in the bipartite graph G = GT,〈T ′,∆〉. If ∆ is not published (or, equivalently, if ∆ ≥
max1≤n,m≤N d(vn,v′m)), then G is a complete bipartite graph, containing all N
2 edges be-
tween any node in T and any node in T ′, whence the runtime of the algorithm is O(N3). The
cubic dependence on N renders the algorithm practical only for moderately sized datasets
(say, no more than N = 100, 000), as we discuss in Section 4.3. If, however, the data owner
publishes ∆ = δ, where δ is as in Equation (1), then that reduces the number of edges in
the bipartite graph G significantly and then it is possible to run the Hungarian algorithm
on G for much larger datasets.
We proceed to describe in the next two sub-sections manners for accelerating the runtime
of the Hungarian algorithm.
3.1.1. Accelerating the runtime of the Hungarian algorithm when ∆ is non-trivial
If the value of ∆ in the data publication 〈T ′,∆〉 is non-trivial, in the sense that it
enables eliminating at least one edge from the complete bipartite graph, it is possible to
further reduce the edge set E before applying the Hungarian algorithm. In order to describe
that second reduction phase, we first introduce the following definition.
Definition 3.3. An edge in G is called perfectly-matchable if there exists a perfect matching
in G that includes it. The subgraph of G that consists of all perfectly-matchable edges in G
is denoted Gpm.
The graph G = GT,〈T ′,∆〉 with ∆ ≥ δ has at least one perfect matching that consists of
all true links {(vn,v′n) : 1 ≤ n ≤ N}, since, by the definition of δ, all those N pairs of nodes
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are edges in G. All the true links are clearly perfectly-matchable, since they constitute a
perfect matching. Therefore, they are all included also in Gpm.
It is clear that every edge of G that is not an edge in Gpm can be ruled out, since it
cannot stand for a true link, because a true link must be perfectly-matchable. On the other
hand, the edge set of Gpm cannot be further reduced since every such edge belongs to some
perfect matching in G, and each such perfect matching describes a “possible world”, namely,
a possible linkage between the records of T and those of T ′.
Given a bipartite graph G = (V,E) that has at least one perfect matching, then with
the knowledge of that perfect matching it is possible to find all perfectly-matchable edges
in G in time that is linear in |V |+ |E| [55]. If no such perfect matching is known upfront,
it is needed first to find one and then proceed to find all perfectly-matchable edges in
additional linear time. Therefore, the data owner (who knows the true perfect matching
{(vn,v′n) : 1 ≤ n ≤ N}) can execute that reduction phase in linear time; that is a reasonable
thing to do, towards computing the global DBRL disclosure risk, because of the high cost
of the Hungarian algorithm — O(|V ||E|). The adversary, on the other hand, needs to find
first a perfect matching in the bipartite graph, a procedure that has runtime of O(|V |1/2|E|)
[27].
3.1.2. Approximating the GDBRL measure
Here we propose an approach that the data owner may take in order to compute a very
good approximation of the GDBRL measure. Our experiments show that this approach may
significantly reduce the number of edges in the resulting bipartite graph, and, consequently,
reduce the runtime of the Hungarian algorithm.
Definition 3.4. For each 1 ≤ n ≤ N , let h(n) be the number of records v′m ∈ T ′ such that
d(vn,v
′
m) < d(vn,v
′
n). Namely, h(n) indicates the number of perturbed records v
′
m ∈ T ′
that are closer to vn than its true perturbed image v
′
n. In addition, h := max1≤n≤N h(n).
Definition 3.5. Let G1 = G1T,T ′ (resp. G
2 = G2T,T ′) be the bipartite graph with the set of
nodes V := T ∪ T ′, where an edge connects vn ∈ T and v′m ∈ T ′ if there exist at most h
(resp. h(n)) records v′′ ∈ T ′ such that d(vn,v′′) < d(vn,v′m).
Note that G1 (resp. G2) would have represented all possible links between records in T
and T ′ if the data owner had published h (resp. h(n), 1 ≤ n ≤ N) alongside T ′. However,
since we do not suggest to publish that information, then G1 and G2 are known only to the
data owner. Assuming that pit is the minimal-cost perfect matching that was found in Gt,
t = 1, 2, then the corresponding approximated Global DBRL disclosure risk measure of T ′
(denoted AGDBRLt) is defined as the percentage of true links in pit:
AGDBRLt =
|1 ≤ n ≤ N : pit(n) = n}|
N
, t = 1, 2 . (3)
Our experiments show that both AGDBRL1 and AGDBRL2 are very good approxima-
tions of GDBRL and that their computation is significantly faster than that of GDBRL; see
Section 4.4 for more details.
3.2. Examples
Here, we provide two examples of a toy dataset, T , and a sanitized version of it, T ′,
and how the classical DBRL measure P (T, T ′) and the proposed global DBRL measure
PG(T, 〈T ′,∞〉) assess the risk in releasing those sanitized versions. In the first example, the
value of GDBRL is larger than that of the DBRL measure; the second example is of a case
in which the opposite occurs.
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Example 1. The first dataset consists of four records T = {v1,v2,v3,v4} in R2:
v1 = (1, 0),v2 = (0, 1),v3 = (−1, 0),v4 = (0,−1) .
The corresponding perturbed dataset is T ′ = {v′1,v′2,v′3,v′4} where
v′1 = (0, 0),v
′
2 = (0, 2.1),v
′
3 = (−2.1, 0),v′4 = (0,−2.1) .
Here, P (T, T ′) = 1/4, since the closest record to vn is v′n only in one of the cases (n = 1).
However, as the minimal-cost perfect matching between the records in the two datasets is
the true linkage, we get that PG(T, 〈T ′,∞〉) = 1.
Example 2. Here too we have four records in both T and T ′, but this time they are of
dimensionality 1:
v1 = 1,v2 = 2,v3 = 3,v4 = 4 .
v′1 = 2,v
′
2 = 3,v
′
3 = 4,v
′
4 = −0.1 .
As in the previous example, P (T, T ′) = 1/4 since the closest record to vn is v′n only in one of
the cases (n = 1). However, the minimal-cost perfect matching is {(v1,v′4), (v2,v′1), (v3,v′2), (v4,v′3)},
and since it has an empty intersection with the true matching {(v1,v′1), (v2,v′2), (v3,v′3), (v4,v′4)},
we get in this case PG(T, 〈T ′,∞〉) = 0.
As shown later in Section 4, our experiments found cases where the GDBRL measure
(with either ∆ =∞ or ∆ = δ) issued risk assessments that were greater than or equal to the
risk assessments of the classical DBRL measure, but also cases where the opposite happened.
Therefore, both the theoretical examples in this section and the experimental results support
the following recommendation: both measures — DBRL and GDBRL — should be used
alongside each other in order to better assess the risk in publishing a sanitized version of
a given dataset. (Moreover, since the computation of the GDBRL measure requires to
compute all pairwise distances between records in T and in T ′, the marginal computational
cost to compute also the DBRL measure is negligible.)
3.3. Computing a perturbed version of the database and evaluating its privacy preservation
Until now, the Statistical Disclosure Control community has considered the DBRL mea-
sure as the only distance-based measure of the Linkage Disclosure risk. We introduced the
GDBRL measure and explained why it is essential to use that measure in order to assess the
privacy level which is offered by some data release T ′ for the data subjects in T . Motivated
by the examples in Section 3.2 and our experimental results, we propose to use the two
measures together. Here we summarize the main steps in computing a perturbed version T ′
of T and evaluating its privacy preservation using those two measures.
1. The data owner chooses a protection method and corresponding security parameters,
and uses them to compute T ′.
2. He computes the maximal distortion δ of that perturbed version (see (1)), and then
decides on an upper bound ∆ ≥ δ to be published alongside T ′.
3. He computes the usual DBRL disclosure risk measure P (T, T ′) (Definition 2.1). If it
is too large, he returns to Step 1 to recompute T ′, until the DBRL disclosure risk
measure is sufficiently small. Otherwise, he continues to the next step.
4. He computes the GDBRL measure (or AGDBRL1 or AGDBRL2).
5. If the computed measure of record linkage is too large, he returns to Step 1 to recom-
pute T ′. Otherwise, he releases 〈T ′,∆〉.
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We do not specify here the exact steps that are taken when either of the two disclosure
risk measures is too large. If that happens (in Step 3 or Step 5 above), the data owner needs
to decide how to regenerate T ′ towards the end of finding T ′ that complies with the privacy
requirement. One thing that the data owner may do is to regenerate T ′ using the same
parameters that govern the magnitude of perturbations. As the data protection mechanism
is random, it is possible that by such regeneration, he may find T ′ that meets the required
privacy goal. If several such attempts fail, the data owner may proceed to increase the
perturbation governing parameters. If even such actions do not result in the sought-after
privacy compliance, the data owner may switch to another SDC protection method, or even
decide to withhold the release of that dataset. In the summary above we concentrate solely
on the principles of the protection mechanism and, in particular, how to use the two (or
more) privacy measures when computing a perturbed view of a given dataset using a given
SDC method.
3.4. Concluding remarks
(a) We assumed that the adversary knows the quasi-identifier attributes in all of the
records of the original dataset T . Therefore, he has two datasets — T (projected on its
quasi-identifier attributes) and T ′ (in which the quasi-identifier attributes were subjected to
some perturbation, but the sensitive attributes remained intact) — both having the same
number of records, and he looks for an optimal perfect matching between them. Such an
adversarial assumption is rather strong, but as we clarified earlier it is a very common one in
privacy-preserving data publishing in particular and in cryptography in general, in order to
ensure a higher level of privacy or secrecy. In particular, it means that if the data owner has
decided to use only a subset of the records in T (for example, by removing from it outlier
records) then our adversary knows what is the final subset T that was used for producing the
published T ′. Of-course, it is possible that the actual adversary is not that well-informed
as that theoretical adversary. Namely, the actual adversary may have |T | > |T ′| (if he
does not know what subset of T was used by the data owner for producing T ′) or that
|T | < |T ′| (if he was not able to get information on the quasi-identifiers of all records in T );
also a combination of those two scenarios is possible. However, even such an adversary may
practice the same global attack as we described here: he could add to either T or T ′ dummy
records until they become of equal length, construct the corresponding bipartite graph where
all edges to the dummy nodes have the same weight, and then look for an optimal perfect
matching in the resulting graph. The success of such an adversary is expected to be no
larger than that of the theoretical adversary, because usually less information translates to
less accuracy in discovering links. This is why it is customary to assume the theoretical
adversary in trying to make risk assessments in this context. In addition, in trying to make
risk assessments one has to model one adversary; as it is impossible to model all such partial-
knowledge adversaries, the usual choice is to assume the strong adversary that we described
here.
(b) There are many settings in which the sensitive information is some one-to-one map-
ping between two known sets of items. Two such settings are described in [15] and [33]. [15]
discusses an anonymous communication system in which the linkage between sent messages
and received messages is to be obfuscated. [33] discusses a release of transaction databases in
which the identity of items in each transaction needs to be protected. Both studies suggest
measures to assess the risk of revealing correct links. Their measures differ significantly from
ours, as they are based on the number of all possible perfect matchings in the underlying
bipartite graph (and not on the number of correct links in an optimal perfect matching).
Computing that number is computationally intractable; moreover, those measures assess
the probability of the adversary finding the true perfect matching which reveals all of the
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true links, but they do not assign a succ ess probability to finding other perfect matchings
that reveal some (or even most) of the true links.
(c) Both DBRL and GDBRL can be easily extended to the case of generalization, since
there is a very natural definition of distance between the original records v ∈ T and the
generalized records v′ ∈ T ′. Specifically, d(v,v′) = ∞ if v′ does not generalize v, and
d(v,v′) = IL(v′) otherwise, where IL(v′) is any measure of information loss in general-
ized records (e.g. [2, 21, 22, 45]). However, we concentrate here on perturbation-based
methods for protecting statistical datasets for the following reason. When the data is being
generalized, then it is always generalized until some syntactic privacy criterion is met, e.g. k-
anonymity [48, 54] (every generalized record has at least k−1 additional generalized records
that have the same generalized quasi-identifiers), or `-diversity [38] (the data is generalized
until the distribution of sensitive values in each block of indistinguishable records becomes
sufficiently diverse). Hence, when generalization is applied, it is always applied towards such
a syntactic privacy criterion. In such cases DBRL is never used, and so we do not propose to
use GDBRL in such cases either. The DBRL measure (and so is the GDBRL) are intended
to be used in case of perturbation, swapping or shuﬄing techniques. If such techniques are
applied, then none of the syntactic definitions of privacy are applicable and then DBRL (or
GDBRL) can be used.
4. Experimental evaluation
In this section we describe the experiments that we ran in order to demonstrate the
necessity in our new global disclosure risk measures, alongside the classical DBRL measure.
In our extensive experimental evaluation, we compared the disclosure risks as measured by
the following measures:
• DBRL: That is the usual disclosure risk measure, Definition 2.1.
• GDBRL: That is the measure PG(T, 〈T ′,∞〉), Definition 3.2.
• GDBRL-δ: That is the measure PG(T, 〈T ′, δ〉), with δ as in Equation (1).
4.1. Experimental setup
4.1.1. The datasets
We consider three census datasets, called Census, Large Census and Very Large Census.
They were extracted from the US Census Bureau using the Data Extraction System [60].
The data that was used to create this dataset was extracted from the file-group “March
Questionnaire Supplement - Person Data Files” of the data source “Current Population
Survey of the year 1995”.
The smallest dataset Census contains 1080 records, and it consists of all records that
are complete (in the sense that they have information for all 13 attributes). Large Census
contains all 13518 records in which at most one attribute value is missing. (Those two
datasets have already been considered in the literature before, e.g. [11].) The largest dataset
Very Large Census contains all 27753 records in which at most two attribute values are
missing.
All three datasets contain 13 attributes; a complete description of these attributes can
be found in Table 1
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Name Description
AFNLWGT Final weight (2 implied decimal places)
AGI Adjusted gross income
EMCONTRB Employer contribution for health insurance
ERNVAL Business or farm net earnings in 19
FEDTAX Federal income tax liability
FICA Social security retirement payroll deduction
INTVAL Amount of interest income
PEARNVAL Total person earnings
POTHVAL Total other persons income
PTOTVAL Total person income
STATETAX State income tax liability
TAXINC Taxable income amount
WSALVAL Amount: Total wage & salary
Table 1: Attributes Description.
4.1.2. The SDC methods
We protected the original census datasets with different parameterizations of the SDC
methods that were described in Section 2.2:
1. Noise addition methods (NA) [30], using the following values of the standard deviation
parameter: σ ∈ {15, 20, 25, 30}.
2. Rank swapping (RSwp), using the p-distribution variant that was proposed in [46]. The
chosen values for the parameter p were p ∈ {2, 5, 10}.
3. Rank shuﬄing (RShf), as proposed in [25, 26], where the width of the sliding window
was q ∈ {2, 3, 4} and the sliding parameter was s = q.
4. For the IPSO synthetic method (IPSO) we implemented the IPSO-C model in [44].
We partitioned the attributes into two blocks (attributes 1-6 and attributes 7-13) in
order to build the data model, based on the multiple regression coefficients between
these two blocks. That is, the data model for attributes 1-6 is built by taking into
account the regression coefficients between attributes 1-6 and attributes 7-13, and the
same for the data model for attributes 7-13.
5. Data shuﬄing (DShf), as proposed in [43], where we build the data model in the same
way as in IPSO-C.
6. For the method described in [52, 53], combining microaggregation and differential
privacy (MicDP), we used k ∈ {15, 25} and  ∈ {1, 10}. We also ran experiments
with smaller values of , like  = 0.1, but in this case the perturbation method MicDP
became both very secure (the resulting linkage disclosure was zero) and utterly useless
(the added noise completely destroyed the utility of the data). For this reason, we
decided not to include such unrealistic parameterizations in our experiments.
We did not consider k-anonymity methods (like plain microaggregation) in our experi-
mentation for the simple reason that the DBRL measure is not relevant for such methods,
and, consequently, neither are the new GDBRL measures. Indeed, since in the output of
such methods each record has at least k−1 other records that coincide with it when projected
on the quasi-identifier attributes, the DBRL measure, as well as the GDBRL measures, will
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always issue values that are at most 1/k, when applied on the output of such protection
methods. Namely, in k-anonymity methods the privacy level is set upfront (by setting a
value for k) and thus there is no need to evaluate the level of privacy a-posteriori. Our contri-
bution (in the form of introducing the GDBRL measures as an enhancement of the existing
DBRL measure) is relevant only for SDC methods in which there is no a-priori setting of
the privacy level, and, consequently, it is necessary to evaluate the privacy a-posteriori on
the resulting output T ′. For such methods, the classical DBRL measure was so far the
only distance-based mean for such privacy assessments, and here we suggest new so-called
GDBRL measures that offer better assessments, as demonstrated by our experiments herein.
4.1.3. The experiments
For each of the SDC methods and for each setting of the relevant parameters, we eval-
uated and compared the three privacy measures — the classical DBRL one and the two
GDBRL measures that we presented herein, all of them by taking into account the Eu-
clidean (`2) metric,
d(v,v′) =
 ∑
1≤j≤M
|v(j)− v′(j)|2
1/2 . (4)
(See Section 4.5 for some experiments with different distances.) The results are shown in
Tables 2, 3 and 4 and are discussed below. Note that we did not evaluate the utility of
those SDC methods since the contribution of the present study is not in introducing a new
SDC method or in suggesting a new approach to measuring utility, but in presenting new
measures to estimate the privacy that is offered by SDC methods.
All experiments were performed in an Intel Xeon CPU E5-2630L 2.00GHz with 64 GB
of RAM. The operating system installed is Ubuntu 11.10, with kernel Linux 3.0.0 x86 64.
We used C++ compiled with gcc 4.6.1 (with optimization flag -O3) to implement the com-
putation of the different disclosure risk measures.
4.2. Discussion of the results
Tables 2, 3 and 4 show the disclosure risk results as obtained by the DBRL, GDBRL,
and GDBRL-δ measures, for the different datasets — Census, Large Census and Very Large
Census, respectively. Each row in any of these three tables refers to one selection of a pro-
tection method and a corresponding security parameter. For each selection of a protection
method and a security parameter, we executed five different runs. The second, third and
fourth columns in each table refer to the three disclosure risk measures (DBRL, GDBRL,
and GDBRL-δ) and they show the average number of correctly linked records, and the aver-
age value of the disclosure risk measure (which equals the percentage of the correctly linked
records).
As emerge from our results, in many cases the proposed GDBRL measures issue risk
assessments that are larger (or equal) to the corresponding risk assessment of the classical
DBRL measure. More precisely, from the 48 cases included in our experiment (16 protection
methods and parameter settings for each of the 3 datasets), the GDBRL measures gives
larger values in 28 cases, while the DBRL measure gives larger values in the other 20
cases. However, out of these latter 20 cases, there are 10 cases where the DBRL value
(and hence also the GDBRL value) was less than 0.5%, which means that the difference
is quite meaningless. More importantly, for those parameterizations of the corresponding
perturbation methods, the risk is very low and so the utility of the methods becomes also
very low. Most of these cases correspond to the perturbation method MicDP.
As illustrative examples, if we look at the results in Table 3 for the protected table that
was obtained by additive noise with σ = 25, we observe a risk increase of 7% (for GDBRL)
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or 6% (for GDBRL-δ), with respect to the classical DBRL risk. The protection method
where the increase in the risk evaluation is most prominent is IPSO-C; for that method,
the difference in the risk assessments are 17%, 55% and 61% for Census, Large Census and
Very Large Census, respectively. These particular results for IPSO-C illustrate the message
of this work perfectly: some methods that could be considered as quite secure by the SDC
community may turn out to be quite insecure once the new GDBRL measures are taken
into account.
SDC DBRL GDBRL GDBRL-δ
method Links % DR Links % DR Links % DR
N
A
σ = 15 971.6 0.90 1060.6 0.98 974.0 0.90
σ = 20 840.4 0.78 1022.2 0.95 863.0 0.80
σ = 25 680.0 0.63 912.2 0.84 842.8 0.78
σ = 30 556.2 0.51 786.2 0.73 786.2 0.73
R
S
w
p p = 2 957.8 0.89 1030.8 0.95 968.2 0.90
p = 5 411.6 0.38 583.2 0.54 554.2 0.51
p = 10 74.4 0.07 137.2 0.13 131.8 0.12
R
S
h
f q = 2 89.8 0.08 59.4 0.06 59.4 0.06
q = 3 41.2 0.04 27.2 0.03 27.2 0.03
q = 4 21.2 0.02 19 0.02 19 0.02
IPSO 415.0 0.38 1074.0 0.99 1074 .0 0.99
DShf 27.7 0.03 22.0 0.02 22.0 0.02
M
i
c
D
P
k = 15  = 1 1.4 0.00 1.6 0.00 1.6 0.00
k = 15  = 10 1.4 0.00 0.8 0.00 0.8 0.00
k = 25  = 1 0.8 0.00 2.4 0.00 2.4 0.00
k = 25  = 10 3.4 0.00 1.8 0.00 1.8 0.00
Table 2: Disclosure risk results for the census dataset
An interesting, albeit not surprising observation is that, according to all measures, the
risk decreases when the size of the database increases. This effect is very evident when we
move from the Census dataset to the Large Census dataset (see, for instance, the GDBRL
values for additive noise in Tables 2 and 3). Basically, when the size of the dataset increases,
it is more difficult for the adversary to find the correct links (with both the classical and
the new approaches) because the number of close records in T ′ for a given record vn ∈ T
increases.
4.3. Scalability of the Hungarian method
The main problem when applying the Hungarian method on very large graphs (in our
case, when the datasets are very large) is the amount of information that must be stored
in memory during the optimization process. The Hungarian method stores the weights of
all edges in the bipartite graph. In our case, if the bipartite graph is complete, then the
distances d(v,v′) for all v ∈ T and v′ ∈ T ′ must be stored, which means a memory cost
of O(N2), where N is the number of records in the dataset. Furthermore, if we want to
optimize the runtime of the Hungarian method by simplifying some data access operations,
the real memory cost can be even worse.
The only solution to manage this amount of data in cases where N is very large is to
use hard disk memory. Alas, this solution increases the time cost of each access to data.
This may have a serious impact on the global runtime (which is O(N3) when the bipartite
graph is complete), rendering the algorithm impractical for values N ≥ 100, 000, at least for
standard computers like the ones that we used in our experiments.
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SDC DBRL GDBRL GDBRL-δ
method Links % DR Links % DR Links % DR
N
A
σ = 15 4485.8 0.33 5810.6 0.43 5451.0 0.40
σ = 20 2830.4 0.21 3943.8 0.29 3643.6 0.27
σ = 25 1899.4 0.14 2825.6 0.21 2658.6 0.20
σ = 30 1355.0 0.10 2107.0 0.16 2107.0 0.16
R
S
w
p p = 2 4660.2 0.34 5838.0 0.43 5782.6 0.43
p = 5 451.6 0.03 779.4 0.06 774.4 0.06
p = 10 48.0 0.00 103.6 0.01 105.2 0.01
R
S
h
f q = 2 760.8 0.06 254.4 0.02 254.4 0.02
q = 3 233.2 0.02 64.4 0.00 64.4 0.00
q = 4 98.4 0.01 32.4 0.00 32.4 0.00
IPSO 1496.0 0.11 8963.0 0.66 8963.0 0.66
DShf 51.0 0.00 43.7 0.00 43.7 0.00
M
i
c
D
P
k = 15  = 1 1.2 0.00 1.4 0.00 0.6 0.00
k = 15  = 10 1.0 0.00 0.8 0.00 0.5 0.00
k = 25  = 1 0.8 0.00 0.6 0.00 0.8 0.00
k = 25  = 10 1.8 0.00 1.0 0.00 1.4 0.00
Table 3: Disclosure risk results for the large census dataset
Several solutions to this problem may be considered if more sophisticated resources are
available. For instance, the usage of persistent memories (such as flash memory, which is
currently the only available possibility) should decrease the time cost of each access to data
stored in rotational disks.
A different solution could consist in distributing the data (the input for the Hungarian
algorithm) across many computing nodes, and providing the involved applications with
a single namespace, which can be done by a distributed file system (as in MapReduce
Distributed File System [5, 19]) or by using key/value pairs (as in most NoSQL databases [32,
41] and systems like the one in [16]).
In the near future, such solutions might be combined with other technological advances,
like remote direct memory access (RDMA) or new persistent memories like Solid State Disks
(SSD), so that the scalability problem of the Hungarian algorithm is overcome, and then
the risk measures that we introduced in this work could be computed even for much larger
datasets.
4.4. Approximating the GDBRL measure
Here we report experiments with the approximations of GDBRL, AGDBRL1 and AGDBRL2,
as defined in Section 3.1.2. As these measures are suggested for use only when the dataset
is large, we focused on the largest dataset Very Large Census and evaluated them in each
of our experiments on that dataset. The results are shown in the last two columns in Ta-
ble 4. We can see there that AGDBRL1 is an extremely good approximation for GDBRL.
The maximal deviation between the two is of 0.0036% (in MicDP with k = 25 and  = 1),
while the average deviation over all 16 experiments is 0.000495%. AGDBRL2 is somewhat
less accurate approximation but it is still a very good one: the maximal deviation for that
approximate measure is 0.97% (for RSwp with p = 5) and the average deviation over all 16
experiments is of 0.0817%. Table 5 shows the runtimes of computing GDBRL, AGDBRL1,
and AGDBRL2 on the Very Large Census dataset.
As can be seen in the table, there is a small number of cases in which using either of the
approximate measures does not reduce the computation runtime. This happens because the
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SDC DBRL GDBRL GDBRL-δ AGDBRL1 AGDBRL2
method Links % DR Links % DR Links % DR Links % DR Links % DR
N
A
σ = 15 8181 0.29 10651 0.38 10651 0.38 10651 0.38 10651.0 0.38
σ = 20 5314 0.19 7366 0.27 7366 0.27 7366 0.27 7366.0 0.27
σ = 25 3603 0.13 5384 0.19 5383 0.19 5384 0.19 5383.8 0.19
σ = 30 2570 0.09 4050 0.15 4049 0.15 4050 0.15 4049.2 0.15
R
S
w
p p = 2 8108 0.29 10114 0.36 10114 0.36 10114 0.36 10114.2 0.36
p = 5 730 0.03 1294 0.05 1115 0.04 1294 0.05 1025.4 0.04
p = 10 65 0.00 161 0.01 58 0.00 161 0.01 56.2 0.00
R
S
h
f q = 2 1342 0.05 344.4 0.01 344.4 0.01 344.4 0.01 356.5 0.01
q = 3 337.4 0.01 77.4 0.00 77.4 0.00 77.4 0.00 77.4 0.00
q = 4 152.6 0.01 39.4 0.00 39.4 0.00 39.4 0.00 40 0.00
IPSO 2965 0.11 7658 0.28 7658 0.28 7658 0.28 7658.0 0.28
DShf 81.7 0.00 72.0 0.00 72.0 0.00 72.0 0.00 71.7 0.00
M
i
c
D
P
k = 15  = 1 1.2 0.00 0.8 0.00 0.8 0.00 0.8 0.00 0.8 0.00
k = 15  = 10 0.8 0.00 0.8 0.00 0.4 0.00 0.4 0.00 0.4 0.00
k = 25  = 1 1.2 0.00 0.4 0.00 1.4 0.00 1.4 0.00 1.4 0.00
k = 25  = 10 1.2 0.00 2.2 0.00 1.4 0.00 1.4 0.00 1.4 0.00
Table 4: Disclosure risk results for the very large census dataset
perturbation that was applied in those cases was very strong, whence the distance between
an original record and its protected version became large. Such large distances gave rise
to large values of h(n) in Definition 3.4 and, as a result, the number of edges that were
removed from the bipartite graph was much smaller. Moreover, such edges are of such high
weight that they are not visited by the Hungarian algorithm. Therefore, the benefit in terms
of runtime from removing those edges is negligible. Since the runtime for computing the
AGDBRL measures also includes the computation of the values h(n), 1 ≤ n ≤ N , and the
pruning of the bipartite graph, the overall runtime for computing the AGDBRL measures
becomes slightly larger than that of computing of GDBRL measure. However, in most of
the cases the runtime for computing AGDBRL1 or AGDBRL2 is lower than the runtime
for computing GDBRL, sometimes even substantially. Given the high accuracy of those
approximate AGDBRL measures, we suggest adopting them for larger datasets because of
their potential to reduce the computation time significantly.
4.5. Using other metrics
The definition of the DBRL and GDBRL measures depend on a definition of a metric on
RM , d(·, ·). In all of our experiments so far we used the Euclidean (`2) metric, see Equation
(4). Here we consider the possibility of using other metrics when running the different record
linkage processes based on distances between original and protected records. In particular,
we consider the absolute (or `1) distance,
d(v,v′) =
∑
1≤j≤M
|v(j)− v′(j)| ,
and the Mahalanobis distance [39], which has been previously considered by the SDC com-
munity for the purpose of record linkage [59].
We have repeated the DBRL, GDBRL and GDBRL-δ experiments for the smallest
dataset, Census, in order to compare the results obtained with these three different dis-
tances. The average number of correct links can be found in Table 6. For the noise addition
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SDC method GDBRL AGDBRL1 AGDBRL2
N
A
σ = 15 515.00 81.48 42.85
σ = 20 550.67 151.91 72.16
σ = 25 676.09 241.21 103.36
σ = 30 279.07 345.57 162.36
R
S
w
p p = 2 3986.45 1106.39 853.60
p = 5 2919.99 2058.45 1537.81
p = 10 13666.98 4286.49 285.13
R
S
h
f q = 2 11609.15 11273.10 1045.08
q = 3 15428.51 14062.25 853.60
q = 4 20489.06 17535.62 688.85
IPSO 5098.69 3960.37 2743.87
DShf 2278.34 2424.80 1806.22
M
i
c
D
P
k = 15  = 1 34001.49 28811.26 28811.26
k = 15  = 10 29812.22 28529.26 28529.26
k = 25  = 1 31056.93 27154.10 27154.10
k = 25  = 10 24335.04 25503.12 25503.12
Table 5: Runtimes (in seconds) for computing the global measures for the very large census dataset
and rank swapping protection methods, the best linkage results are obtained by considering
the Euclidean distance. For rank shuﬄing, IPSO and data shuﬄing, considering the ab-
solute distance leads to more correct links. Furthemore, in some of these cases (rank and
data shuﬄing), the combination of standard DBRL and the absolute distance is the one
which leads to the best linkage results (outperforming GDBRL). For IPSO, once again, the
GDBRL measure widely outperforms the classical DBRL measure.
The conclusions from this experiment reinforce the main message of this study: in order
to have a more precise analysis of the privacy offered by a perturbation method when applied
to a particular dataset, it is preferable to consider several privacy measures, for instance, to
consider both DBRL and GDBRL measures, with different metrics.
4.6. Categorical attributes
Even if distance-based record linkage seems more suitable for the case of numerical
attributes, the ideas presented in this study can be extended also to the case of categori-
cal attributes. A first problem is that many protection methods in this setting are based
on suppression or generalization, towards meeting some syntactic privacy condition such
as k-anonymity or `-diversity; as explained in Section 4.1.2 or in item (c) in Section 3.4,
distance-based measures are less suitable in the presence of such a syntactic privacy condi-
tion. Hence, we consider here a perturbative method for categorical data which does not
apply suppressions or generalizations; the method that we chose is PRAM [23]. The idea
of PRAM is that the values of a categorical variable in the original dataset are changed
into other categories, taking into account pre-defined probabilities, which are stored in a
transition (Markov) matrix. These probabilities can depend on a parameter α. It is also
possible to apply the perturbation to sub-groups of records independently, if a stratification
mode is chosen.
If we assume that the categorical attributes in the dataset do not have a hierarchi-
cal/sorted relation, then the natural distance to be considered, for the comparison between
original and protected records, is the Hamming distance, d(v,v′) = |{j : v(j) 6= v′(j)}|. Of
course, if there is some (semantic) structure or order or hierarchy that can be defined on the
set of values of some of the categorical attributes, then other distances can be considered.
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SDC DBRL GDBRL GDBRL-δ
method Eucl. Abs. Mah. Eucl. Abs. Mah. Eucl. Abs. Mah.
N
A
σ = 15 971.6 960.4 524.6 1059.0 1046.8 571.8 974.6 963.4 526.2
σ = 20 840.4 824.6 419.8 1021.9 1002.7 510.5 863.1 846.9 431.1
σ = 25 680.0 663.2 308.4 911.9 889.4 413.6 841.8 821.0 381.8
σ = 30 556.2 536.2 249.2 784.2 756.0 351.4 784.2 756.0 351.4
R
S
w
p p = 2 957.8 978.6 519.4 1030.6 1053.0 558.9 968.7 989.8 525.3
p = 5 411.6 383.8 163.4 583.6 544.2 231.7 554.8 517.3 220.2
p = 10 74.4 59.0 31.6 137.7 109.2 58.5 131.7 104.4 55.9
R
S
h
f q = 2 89.8 167.4 34.2 59.4 110.8 22.6 59.4 110.8 22.6
q = 3 41.2 82.6 20.8 27.1 54.4 13.7 27.1 54.4 13.7
q = 4 21.2 44.2 10.4 19.2 40.0 9.4 19.2 40.0 9.4
IPSO 415.0 676.0 676.0 1074.0 1074.0 1074.0 1074.0 1074.0 1074.0
DShf 27.7 32.7 26.3 22.4 26.5 21.3 22.4 26.5 21.3
M
i
c
D
P
k = 15  = 1 1.4 1.0 1.4 1.6 1.1 1.6 1.6 1.1 1.6
k = 15  = 10 1.4 2.0 1.4 0.8 1.1 0.8 0.8 1.1 0.8
k = 25  = 1 0.8 1.0 1.4 2.4 3.0 4.2 2.4 3.0 4.2
k = 25  = 10 3.4 4.8 4.0 1.8 2.5 2.1 1.8 2.5 2.1
Table 6: Average number of correct links for the census dataset (1080 records), with 3 different distances
We ran experiments on two datasets with categorical attributes: the Household dataset
is obtained by selecting the 493 different records (repeated records are deleted) in the dataset
testdata in [57], which comes from the International Household Survey Network [28]. Each
record contains values for 8 categorical attributes. The Adult dataset is obtained by first
selecting the 8 categorical atributes in the Adult Data Set available at the UCI repository
[1], extracted from the US Census Bureau, and then deleting the repeated records, that
is, those with identical values for these 8 attributes; this results in a categorical dataset
with 8688 different records. We protected these two datasets with the version of PRAM
available at the R-sdcMicro package [57], with α = 0.5 and with no stratification. Then we
computed the DBRL, GDBRL and GDBRL-δ measures by taking into account the original
and protected datasets, and the Hamming distance. The obtained results are shown in
Table 7. Once again, in these examples, the number of correct links obtained with the
GDBRL strategy is higher than with the DBRL strategy. Hence, also in scenarios that
involve categorical attributes, other distance-based measures like GDBRL, and not only
DBRL, should be considered to analyze the privacy level.
Dataset DBRL GDBRL GDBRL-δ
(#records) Links % DR Links % DR Links % DR
Household (493) 237 0.48 280 0.56 270 0.54
Adult (8688) 4712 0.54 5564 0.64 5376 0.62
Table 7: Disclosure risk results for the Housing and Adult dataset, protected with PRAM
5. Conclusion and future work
In this work we have revisited the classical measure of distance-based record linkage
(DBRL) risk, that is widely considered by the Statistical Disclosure Control (SDC) com-
munity when analyzing the privacy offered by specific dataset protection methods, in the
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scenario of privacy-preserving data publishing. We have proposed another measure, the
global distance-based record linkage (GDBRL) risk, which takes into account the fact that
for any SDC protection method there exists a bijection between the original records in the
dataset T and the protected records in the sanitized (and released) dataset T ′. We ran ex-
periments with different datasets and well-known protection methods, in order to compare
the results obtained by the classical DBRL measure and the new GDBRL measure. The
results of the experiments support our initial intuition: the new measure issues in many
cases higher risk values than the ones issued by the classical measure. In some cases, those
differences are quite significant. Hence, relying solely on the classical DBRL measure in
order to assess the privacy risks for a given sanitized version might be quite misleading: the
true risk can be much higher than the risk as estimated by that measure.
Therefore, we believe that there is an urgent need to add the new risk measure, GDBRL,
to the set of measures that should be taken into account when analyzing the privacy offered
by SDC protection methods. We stress that, in our opinion, measures like DBRL or GDBRL
must co-exist with other approaches like differential privacy, in this setting of privacy-
preserving data publishing.
As we have discussed in Section 4.3, the computation of the new GDBRL measure may
be prohibitive if the datasets are very large, due to the memory and time complexities of the
Hungarian algorithm. As future work, we would like to consider possible solutions to this
scalability problem, which might involve the usage of more complex computing architectures.
A different line of future work is the study of disclosure risks that emerge from combining
record linkage and interval disclosure techniques. For instance, an interval disclosure mech-
anism could be run first in order to select records with very similar (expected) confidential
values, and then the record linkage process could be run on subsets of similar records only.
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