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Abstract—A new parametric inversion technique to locate cylin-
drical structures has been developed for borehole radar cross-
hole measurements. The technique calculates prediction errors,
focusing on curve shapes of first-arrival times, and explicitly uses
known parameters on a target. Two schemes to compare the
measured first-arrival time curves with the calculated ones are
proposed. One is by taking the errors between curve gradients of
measured and calculated first-arrival times, and the other is by
taking the cross correlation between calculated first-arrival times
and measured data. The schemes do not need to select the true
first-arrival times, which makes this inversion technique robust
and easy to use. This technique is validated with synthetic data
sets modeling a metallic pipe in homogeneous and heterogeneous
medium models. By both models, the inversion technique is able to
retrieve the exact location of the pipe, though it employs a rather
simple forward model, which can be solved by only geometrical
calculations. The technique is applied to measured data sets, and
it successfully estimates a pipe location in good agreement with
known information. The inversion is also used for an air-filled
subsurface cavity with a very simplified forward model, which
considers only Snell’s law at the cavity-subsurface media interface.
It is also able to locate the cavity at a similar location estimated by
other conventional techniques.
Index Terms—Borehole radar, cross-hole, ground-penetrating
radar (GPR), inverse problem, pipe detection, tunnel detection.
I. INTRODUCTION
SURFACE ground-penetrating radar (GPR) has beenbroadly used in many applications in order to nonde-
structively investigate the subsurface, e.g., in geological and
archeological surveys, for detecting buried objects and studying
subsurface cavities, because of its easy usage, quick operation,
and visualization capabilities. However, surface GPR cannot be
used for deeper underground sensing due to the strong attenua-
tion of electromagnetic waves in the subsurface medium. Bore-
hole radar is generally used for such deep underground surveys.
In the measurement, antennas are scanned vertically, yielding
data with high resolution in the vertical direction but relatively
poor resolution in the horizontal, which makes it difficult to
determine the horizontal location of objects with high accuracy.
One can achieve higher resolution in the horizontal direction by
using higher frequencies or shorter pulsewidths at the expense
of the detectable range.
Numerous imaging, tomography, and inversion techniques
have been studied for borehole measurements using two or
more wells, i.e., cross-hole measurements. For instance, the
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technique proposed in [1] uses a forward–backward time-
stepping (FBTS) method and can successfully reconstruct prop-
erty distributions of a medium from synthetic noise-free and
noisy data. This method, however, requires a large number
of iterations to solve the inverse problem in time domain.
Jia et al. [2] proposed a hybrid algorithm that combines generic
and Levenburg–Marquardt algorithms in order to reduce the
search region and to optimize the physical parameters. In
contrast, the method described in [3] solves inverse problems
in the frequency domain to obtain many physical parameters.
These techniques iteratively modify the model and compare
modeled data to measured data. Since most conventional in-
version techniques deal with the overall wavefields, they are
still computationally expensive and are not suitable for on-site
data processing. As another approach, a reverse-time migration
technique has been proposed, and it could successfully image a
subsurface cavity [4]. However, it may not generally work well
unless the measurements are under optimum conditions, e.g.,
low amounts of noise and relatively dense sampled traces.
Similar inversion techniques have been developed in other re-
search fields such as medical engineering, where the technique
of dipole tracing (DT) has been used to find electrical dipoles
in the human brain and heart tissue for biological activity
measurements [5], [6]. In this technique, the ideal potential
distribution with assumed electric dipoles is calculated by the
boundary element method, and it is compared with the data
measured by many electrodes on the scalp or chest. The mini-
mized squared difference between the measured and calculated
data indicates true electric dipole locations. In this technique,
since the object to be located is known, and almost the same
model structure of the organs can always be used, solving the
inverse problem is not difficult. While a target is known in most
cases for geological surveys, we cannot however know how
much inhomogeneity the subsurface medium has. Therefore,
the robustness of the technique and the initial guess are rather
important, and a large number of iterations is required. More-
over, they require very dense data to achieve an accurate result.
It is difficult to carry out measurements to acquire appropriate
data due to the spatial and temporal limitations of the surveys,
especially by borehole radar in urban areas.
Buried pipes often present obstacles to subsurface con-
structions such as subways and tunnels. It is often difficult
to determine the location from the documents drawn at the
time of the original installation, making the design prior to
new construction rather difficult. In this paper, a new inver-
sion technique is proposed for a cylindrical structure, and it
uses known parameters on the target explicitly. The proposed
algorithm is demonstrated for a metallic pipe with synthetic
data generated by the finite-difference time-domain (FDTD)
method with a homogeneous and an inhomogeneous media
0196-2892/$20.00 © 2006 IEEE
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to show effectiveness and robustness. Then, it is applied to a
field measurement data set. In addition, the inversion is applied
to an air-filled cavity. Locating a cavity by borehole radar is
still a challenging problem, and there are many studies using
inversion [2], [3], imaging [4], and tomographic techniques [7],
[8]. Finally, we interpret the results and discuss the potential
and the further applications of our technique.
II. ALGORITHM OF THE INVERSION
A. Strategy of the Inversion
The technique tries to estimate the location of a buried
metallic pipe and an air-filled cavity by the following proce-
dure, using cross-hole fan measurement data (i.e., a transmitter
is fixed at particular depths, and a receiver is scanned along
the borehole axis). The object location is assumed, the first-
arrival times are calculated for various transmitter and receiver
positions, and the curve of the calculated first-arrival times is
compared to that of the measured data. The calculation and
comparison are repeatedly done while changing the assumed
location. The assumed location that yields a curve shape most
similar to that of the measured curve is determined to be the
location of the object.
The inversion method is essentially the same as other inver-
sion techniques with respect to the comparison of calculated
and measured signals. One difference is that this technique
deals only with first-arrival times. To perform the comparison,
times representing the first arrivals need to be selected. It is
the most important feature in the algorithm in that the selected
first-arrival times do not have to be true because the comparison
focuses on the shape of their curves. Hence, the inversion
is almost independent of the method of first-arrival picking.
Another difference is that this technique just estimates a loca-
tion, and it does not image anything. Therefore, this technique
requires less computing resources and fewer data sets. More-
over, it can use known information efficiently and explicitly,
which is the reason it can work well even if it uses rather sim-
ple calculations. Conversely, conventional inversion techniques
must consider complex scatterings to obtain an accurate image.
Modeling with less realistic scattering mechanisms leads to
errors and loss of accuracy, meaning that the conventional
inversion techniques are much more sensitive to error by model
inaccuracies than this technique.
B. Calculation of Approximated First-Arrival Times
1) Metallic Pipe: In general, there is information available
prior to the measurements. Such a priori information is very
important and helpful for the measurements and interpretations,
and it should be utilized as much as possible. In this technique,
we suppose that the following information is known:
1) material of the object;
2) dimension of the object.
Moreover, the following must be known when boreholes are
drilled:
1) approximate location of the object;
2) direction of the object;
3) separation between two boreholes.
Fig. 1. Two-dimensional geometry of a cross-hole measurement for a buried
metallic pipe.
Such information simplifies the inversion problem. With the
information, an approximated first-arrival time can easily be
calculated with an assumption that the surrounding medium is
homogeneous and the cylindrical object is perpendicular to the
interborehole plane.
In the case of a metallic pipe as two-dimensionally (2-D)
illustrated in Fig. 1, the shortest propagation path gives a first
arrival. The shapes of the first-arrival curves resulting from
those paths are different for various locations of the pipe, trans-
mitter, and receiver. If the pipe is located between the antennas,
a signal cannot pass through the metallic pipe and propagates
along the curved surface of the pipe. As shown in Fig. 1, there
are two possible propagation paths of such creeping waves: L
and L′. Since the inversion uses only the first-arrival time, the
shorter one, which is L in this case, is selected. The length
of path L with the buried pipe at a particular location (z, x)
can be represented as a function of object location (z, x) and
transmitter and receiver depths zt and zr. The approximated
first-arrival time with a particular configuration can be given by
tcal(z, x, zt, zr) = L(z, x, zt, zr)/v (1)
where v is the velocity of the electromagnetic wave in the
subsurface medium, and it is assumed that the creeping wave
propagates with velocity v.
2) Cavity: Here, a model is considered to keep the calcula-
tions simple for an air-filled cavity with an assumption that the
shape of the cavity in the considering plane is a circle. Only
Snell’s law is taken into account in deciding the propagation
paths, as shown in Fig. 2. When a propagation path passes
through the cavity, the approximated first-arrival time can be
expressed as
tcal(z, x, zt, zr) = (L1 + L2)/v + L3/c (2)
where L1 and L2 are the propagation lengths in the surrounding
medium, L3 is inside the cavity, and c is the velocity in the
air. Since the velocity in the cavity is higher than that in the
subsurface medium, it is possible that a first arrival given by a
path L1, L2, and L3 passing through the cavity is faster than
that given by a straight path L′ even though the straight path
is shorter. Thus, the first-arrival times given by all the possible
paths must be calculated, and the fast one must be selected.
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Fig. 2. Two-dimensional geometry of a cross-hole measurement for an air-
filled cavity.
C. Evaluation of Calculated First-Arrival Time Curve Shapes
The calculated first-arrival curves are compared with first-
arrival curves from the measured data. The similarities of the
curves can be calculated for various pipe locations, and the
highest similarity indicates the true location. Picking an accu-
rate first-arrival time from a measured trace is difficult because
of the noise, limited frequency bandwidth, and zero-time offset
in a time-domain system. In general, the results of techniques
using selected first-arrival times strongly depend on the quality
of the picks. Here, two schemes for evaluating the similarity
of two curves, focusing on their shapes, are proposed, and they
ideally do not depend on the manual picks. The first scheme
works by taking the error of the curve gradients, whereas the
second uses one-dimensional correlation. Hereafter, they are
termed as the gradient error scheme and the correlation scheme,
respectively.
1) Gradient Error Scheme: It is easy to select the time
tmeas(zt, zr) at the maximum amplitude in a measured trace,
where zt and zr denote the depths of a transmitter and a
receiver, respectively. The times tmeas(zt, zr) obtained by this
manner are no longer true first-arrival times, whereas it is as-
sumed that the curves connecting the selected times are parallel
to the true first-arrival curves. Then, the similarity between
the measured curves tmeas(zt, zr) and the calculated curves
tcal(z, x, zt, zr) can be evaluated by taking the error e(z, x, zt)
between the gradients of tmeas(zt, zr) and tcal(z, x, zt, zr),






dzr|∂zr tmeas(zt, zr)−∂zr tcal(z, x, zt, zr)|
(3)
where Nr is the number of receivers for a transmitter. This error
can be calculated for each transmitter depth. The low value
indicates the high similarity of the curves, indicating the high
probability of the object location. A total error for a series of
transmitter depths etotal(z, x) is given by physical conjunction
of the errors e(z, x, zt) and can be calculated by integration





dzte(z, x, zt) (4)
where Nt is the number of transmitters used in this calculation.
A lower error region in the distribution of the total error
etotal(z, x) indicates a higher probability of the location of the
object.
2) Correlation Scheme: To take a cross correlation, a ref-
erence must be constructed from the calculated first arrival
tcal(z, x, zt, zr); here, we construct a binary reference
H(z, x, zt, zr, t) = δ (t − tcal(z, x, zt, zr)) . (5)
The one-dimensional (1-D) cross correlation between the ref-
erence H(z, x, zt, zr, t) and the measured data S(zt, zr, t) is
calculated to time t, and the similarity R(z, x, zt) of the first-
arrival curves at a transmitter depth zt is defined as the maxi-
mum absolute value of the integration along the receiver depth









dτdzrS(zt, zr, τ)H(z, x, zt, zr, t−τ)
∣∣∣∣ .(6)
To obtain the total correlation Rtotal(z, x), those similarity





dztR(z, x, zt). (7)
In the distribution of the total correlation Rtotal(z, x), a higher
correlation region indicates a higher probability of the object
location. The amplitude of a measured signal directly relates to
the correlation value, and each signal has different amplitudes
due to the different lengths of propagation paths and the radia-
tion patterns of the antennas. Therefore, each signal S(zt, zr, t)
has to be normalized because the weights of the correlation
values have to be the same in order to integrate (6) and (7). In
this scheme, the similarities can be evaluated without picking
operations.
By the schemes, we can avoid the error of selecting the
true first-arrival times from the measured data, and we do
not need to consider how to define them. This makes the
inversion technique simple, robust, and easy to operate. Both
schemes have advantages and disadvantages. The gradient error
scheme requires picks of times representing first arrivals, and
sometimes it has less objectivity. However, if the curves can
be determined successfully, this technique works well and is
robust and stable. In the correlation scheme, one does not need
to determine the curves, whereas the result strongly depends
on a reference signal. If the reference signal is constructed
unsuccessfully, this technique is very sensitive to noise in the
measured signals. Of course, a measured or a synthetic wavelet
such as a Gaussian pulse and a sync function can be employed
as a reference signal. Nevertheless, the technique must have
more parameters to be specified, making it less objective and
usable. Thus, binary reference signals consisting of only 0 and
1 are used in the formation and in the succeeding discussions.
III. EXAMPLES WITH SYNTHETIC DATA
The inversion scheme is applied to synthetic data gener-
ated by a three-dimensional (3-D) FDTD simulation with the
configuration shown in Fig. 3. The parameters used in the
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Fig. 3. Model for the FDTD calculation at y = 5.0 m. The transmitter is set
at depths of 11.0, 11.5, 12.0, 12.5, and 13.0 m, and the receiver is set at depths
in the range of 10.0–14.0 m with 0.1-m steps.
TABLE I
PARAMETERS FOR FDTD CALCULATIONS
Fig. 4. Radar profiles obtained by FDTD calculations with a homogeneous
medium model. The transmitter is set at depths of (a) 11.0, (b) 11.5, (c) 12.0,
(d) 12.5, and (e) 13.0 m. The target is a metallic pipe having a diameter of
1.0 m, and it is located at a depth of 12.0 and 2.0 m from the transmitter
borehole.
simulation are shown in Table I. A second-derivative Gaussian
pulse is used as the source excitation, and the frequency range is
10–200 MHz, which gives a wavelength of 1–2 m in a medium
with a permittivity of 20 ε0. A 1.0-m-diameter metallic pipe is
modeled at a depth of 12.0 and 2.0 m apart from the transmitting
borehole.
A. Homogeneous Medium Model
We set a constant permittivity and conductivity of 20 ε0 and
0.01 S/m, respectively, for a homogeneous medium model. The
modeled radar profiles are shown in Fig. 4. The parameters used
in the inversion calculations are summarized in Table II. In the
gradient error scheme, the times at positive maximum ampli-
TABLE II
INVERSION PARAMETERS FOR THE SYNTHETIC DATA WITH
THE HOMOGENEOUS MEDIUM MODEL
Fig. 5. Error distributions calculated from synthetic data with the homoge-
neous medium model for the transmitter at depths of (a) 11.0, (b) 11.5, (c) 12.0,
(d) 12.5, and (e) 13.0 m.
Fig. 6. Total error distribution obtained by the summation of all the errors
shown in Fig. 5. The white cross indicates the minimum error, and it is at a
depth of 12.0 and 2.0 m from the transmitting borehole.
tudes are selected from the data. Fig. 5 shows the errors for
each transmitter depth. In those figures, the low-error regions
are not localized and spreading along the lines connecting the
transmitter positions and the center of the pipe, and the location
cannot be clearly estimated. Fig. 6 shows the distribution of
the total error obtained by summation of all the errors. The
distribution has a localized low-error region. The minimum
error indicates a depth of 12.0 m and a horizontal distance of
2.0 m apart from the transmitter borehole. It is exactly the same
as the location of the modeled pipe. In the correlation scheme,
the reference signals are constructed as one-pixel rectangular
pulses, i.e., one pixel is set to 1 or, otherwise, 0 in a trace.
The correlation distributions for five transmitter depths are
shown in Fig. 7. Similar to the gradient error scheme, the high-
correlation regions are spreading. Fig. 8 shows the summed
correlation distribution. The high-correlation region is localized
in this figure, and the maximum value is at a depth of 12.0 and
2.0 m from the transmitting borehole. It is also exactly the
same as the pipe location. In the inversion operations, the
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Fig. 7. Correlation distributions from the synthetic data with the homoge-
neous medium for the transmitter at depths of (a) 11.0, (b) 11.5, (c) 12.0,
(d) 12.5, and (e) 13.0 m.
Fig. 8. Total correlation distribution obtained by the summation of all the dis-
tributions shown in Fig. 7. The black cross indicates the maximum correlation,
and it is at depths of 12.0 and 2.0 m from the transmitting borehole.
Fig. 9. Relative permittivity distribution of the simulated heterogeneous
medium. (a) Vertical slice at y = 5.0 m and (b) histogram of the permittivities.
pipe location is assumed every 0.1 m in both the vertical and
horizontal directions.
B. Heterogeneous Medium Model
For demonstrating a more realistic situation, a heterogeneous
medium is simulated in a 3-D space employing a stochastic
fractal model [9]. The vertical slice of the simulated hetero-
geneous model and its histogram are shown in Fig. 9. The
model consists of 14 permittivities, ranging from 16.5–23.0 ε0,
and a constant conductivity of 0.01 S/m. The distribution of
permittivities has a mean of 19.5 ε0, a standard deviation of
1.1 ε0, and a correlation length of 5 m. For the inversion, we
assume a homogeneous medium of 20.0 ε0. Fig. 10 shows the
total error and correlation distributions. Although the localized
regions are deformed compared to the homogeneous medium
case shown in Figs. 6 and 8, they possess the minimum error
and the maximum correlation values at the exact modeled
location.
Fig. 10. Results of the inversion technique from synthetic data with the
heterogeneous model using (a) the gradient error scheme and (b) the correlation
scheme. The minimum error marked by a white cross in (a) indicates a depth of
12.0 and 2.0 m from BH1. The maximum correlation value marked by a black
cross in (b) indicates a depth of 12.0 and 2.0 m from BH1.
Fig. 11. Geometrical sketch of the site for the field measurements in Sendai,
Japan, in 2004.
IV. APPLICATION TO MEASURED DATA
A. Metallic Pipe
Field measurements were carried out in an urban area in
the city of Sendai, Japan, in September 2004. The target is a
metallic pipe for water supply having a diameter of 0.9 m and
is buried at a depth of about 12.0 m. There were two boreholes
with a separation of 3.3 m on both sides of the pipe, as shown
in Fig. 11. We carried out various borehole radar measure-
ments such as single-hole, cross-hole parallel, and cross-hole
fan measurements using a radar system developed by Tohoku
University, which is a vector-network-analyzer-based stepped-
frequency continuous-wave (SFCW) radar system [10]. A fre-
quency range of 2–402 MHz was used in the measurements,
and dipole antennas having a length of 900 mm were used
as a transmitter and a receiver. The dominant frequency of
the measured data is about 80 MHz. Fig. 12 shows the radar
profiles obtained by the cross-hole fan measurements, in which
the transmitter was set in borehole BH1 at depths of 11.0,
11.5, 12.0, 12.5, and 13.0 m and the receiver was scanned
at depths in the range of 10.0–14.0 m with a 0.1-m step
in BH2.
Since discontinuities can be found in the radar profiles, the
subsurface may be layered with two kinds of media. Thus, a
two-layer model is constructed for a 2-D transverse electric
(TE) FDTD method in order to obtain the approximated arrival
times. The layer interface is set at a depth of 12.5 m, and the
relative permittivities are assumed to be 25 ε0 and 20 ε0 for
the upper and lower media, respectively, as shown in Fig. 13.
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Fig. 12. Radar profiles obtained by cross-hole fan measurements for a buried
metallic pipe in Sendai, Japan, in 2004. The transmitter was set in BH1 at depths
of (a) 11.0, (b) 11.5, (c) 12.0, (d) 12.5, and (e) 13.0 m.
Fig. 13. Model for the 2-D TE FDTD calculation in order to obtain the
approximated arrival time. The cell size is 0.1 m × 0.1 m. The permittivity
of the upper and lower layers is set to 25 ε0 and 20 ε0, respectively.
TABLE III
INVERSION PARAMETERS FOR THE MEASURED
DATA WITH THE METALLIC PIPE
Fig. 14. Results of the inversion for the pipe using (a) the gradient error
scheme and (b) the correlation scheme with field measurement data. The
minimum error in (a) indicates a depth of 12.4 and 2.0 m from BH1. The
maximum correlation value in (b) indicates a depth of 12.4 and 2.1 m
from BH1.
In the FDTD calculations, the cell size is 0.1 m × 0.1 m, and
the time step is 0.1 ns. An absorbing boundary condition (ABC)
is not implemented in the FDTD model, and the calculation is
Fig. 15. Geometrical sketch of the site for the field measurements in Korea
in 2000.
Fig. 16. Radar profiles obtained by the cross-hole fan measurements for an
air-filled cavity in Korea in 2000. The transmitter is set at depths of (a) 70,
(b) 75, (c) 80, (d) 85, and (e) 90 m.
Fig. 17. Results of the inversion for the air-filled cavity using (a) the gradient
error scheme and (b) the correlation scheme. The minimum error in (a) indicates
a depth of 80 and 4.5 m from B1.
terminated when a first arrival is observed. An approximated
arrival time is selected from the measured data by a threshold at
40% of the maximum amplitude in each trace for the gradient
error scheme. The threshold is determined as it gives smooth
curves. Three-pixel rectangular pulses are used as the reference
for the correlation scheme, as summarized in Table III. The pipe
locations are assumed with 0.1-m steps in both schemes. Both
results shown in Fig. 14 indicate similar locations, a depth of
12.4 and 2.0 m from BH1 by the gradient error scheme, and a
depth of 12.4 and 2.1 m from BH1 by the correlation scheme.
Those locations agree well with the known information that the
pipe is close to borehole BH2 rather than BH1.
B. Cavity
Data for locating an air-filled cavity were acquired in Korea,
in 2000 [4]. The vertical profile of the site is illustrated in
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TABLE IV
INVERSION PARAMETERS FOR THE MEASURED DATA WITH THE CAVITY
Fig. 15. The radar system used in the measurements is also
our radar system [11], and dipole antennas were used as a
transmitter and a receiver. The dominant frequency of the data
is about 65 MHz. The site consists of a cavity between two
boreholes separated by 19.5 m, and the cavity has a diameter
of about 3.0 m. For the cross-hole fan measurements, the
transmitter was placed in borehole B2 in a range of 70–90 m
for every 5m, and the receiver scans in borehole B1 between
70–90 m for every 0.125 m. The profiles are shown in Fig. 16,
and we can easily find anomalies due to a cavity around a depth
of 80 m.
Fig. 17 shows the results of the inversion. As summarized in
Table IV, the data acquired by the transmitter at depths of 75,
80, and 85 m are used. In Fig. 17(a), we can see a well-localized
region and the minimum error at a depth of 80 and 4.5 m from
B1. It is in good agreement with the imaging result of [4].
However, in Fig. 17(b), the maximum correlation is at a depth
of 75.5 and 8 m from B1. The reason for the inaccurate result is
that the correlation has a high response not only at first arrivals
but also at other scattered waves in the measured data because
it takes the cross correlation between the binary reference and
raw measured data for a cavity, which possesses relatively high-
energy scattered wave compared to the metallic pipe case. Thus,
the gradient error scheme is suitable for a cavity.
V. DISCUSSION
A result of a borehole radar tomography calculated from the
same data, considering straight ray paths, is shown in Fig. 18.
It is very noisy and almost impossible to discern anything
from the image. This unsuccessful result is due to the sparse
sampling and small measurement region. In addition, tomog-
raphy can generally work well for an object whose properties
are gradually changed, but it cannot clearly image an object
that possesses high contrast of properties to the surrounding
medium such as an artificial object like a metallic pipe. How-
ever, the inversion can work well for such objects rather than
low-contrast objects because the deformation of the arrival time
curve is greater with a high-contrast object. Therefore, the
inversion technique is more suitable in determining a buried
pipe location than the tomographic technique in this situation.
Since the changes of arrival time curves by an air-filled
cavity is larger than that by the metallic pipe, the localization
in the error distribution is better. Thus, the technique is more
suitable for a cavity than a metallic pipe. The result by the
Fig. 18. Distribution of the propagation velocity obtained by travel time to-
mography, considering straight ray paths with the measured data for the metallic
pipe. There is no clear contrast in this image, and it is almost impossible to get
any valid information from this result.
correlation scheme is inaccurate, and it seems that the scheme
is not suitable for a cavity. It would work accurately if the
reference includes not only first arrivals but also scattered
wavefields, e.g., by means of FDTD for a forward modeling.
Another possible solution is that the cross correlation is taken
between the binary reference and the binary data, which is
constructed by selecting first-arrival times from the measured
data. By this manner, the scattered wavefields in the measured
data are eliminated, and the cross correlation can be taken only
for first arrivals.
The inversion of the synthetic data for a metallic pipe
needs only 15% of the computation time of an algebraic
reconstruction technique (ART)-based straight ray tomography
whose terminate condition is within 0.001 ns of the maximum
update. In this case, the forward model is obtained by simple
geometric calculations; thus, the computation is much faster
than that of the tomographic technique. In fact, the forward
model calculation by FDTD in the case of the measured data
takes more time to compute. However, we can prepare the mod-
els prior to measurements if a piece of information is available
beforehand, and the on-site computation (i.e., evaluations of
curve shapes) can be done very quickly.
VI. CONCLUSION
An estimation technique of the buried location for a cylindri-
cal structure with a parametric approach is discussed, and it is
applied to the synthetic and measured data. For the synthetic
data with both homogeneous and heterogeneous media, the
technique can retrieve the exact location of a pipe. It indicates
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that the technique is rather robust against the heterogeneity.
Moreover, it can estimate the pipe and cavity location for
measured data in agreement with known information, in cases
where travel time tomography cannot image due to sparse
sampling and a small measurement region. This shows that
our technique is more suitable for the estimation of an object
location with sparse data when certain information on the object
is known. Further, it only requires rather simple calculations
that can be done quickly. The result shows an obvious solution
unlike other imaging techniques, which generally need interpre-
tations of the resulting image. Therefore, the method is robust,
simple, stable, and easy to operate. It can easily be applied on-
site, and it is an enormous advantage for the practical use for
underground surveying.
The technique, which delays or quickens first arrivals with
small modifications of the forward model, can be applied to
other bistatic radar transmission measurements such as vertical
radar profiling (VRP) measurements and to other objects. For
two or more objects, a more complex forward model has to be
considered. In those complicated cases, FDTD can be used for
the forward modeling as we used in the case of the metallic
pipe. For FDTD, two dimensions may be enough; it does
not need an ABC and extra calculation space, and it can be
terminated when the first arrival is observed. It still has less
computing costs. Therefore, it possesses high potential for use
in various applications.
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