In this paper, we propose a Big-M smoothing method for solving the P 0 matrix linear complementarity problem. We study the trajectory de ned by the augmented smoothing equations and global convergence of the method under an assumption that the original P 0 matrix linear complementarity problem has a solution.
Introduction
In this paper we consider the linear complementarity problem (LCP) t T s = 0; s = Mt + q; and t; s 0; where M is an n n P 0 matrix and q is an n dimensional vector. A matrix M 2 R n n is called a P 0 matrix if max i:t i 6 =0 t i (Mt) i 0; for all t 2 R n ; t 6 = 0:
A linear complementarity problem is called a P 0 matrix LCP if the matrix M is a P 0 matrix. The class of the P 0 matrix LCP includes the monotone LCP and the P matrix LCP. The P 0 matrix LCP has been studied extensively under additional conditions 5, 11] .
A di erentiable function on R n is called a P 0 function if its Jacobian is a P 0 matrix at every point in R n . A nonlinear complementarity problem (NCP) is called a P 0 function NCP if the involved function is a P 0 function. Kojima, Megiddo and Noma 10] proved the existence of a trajectory in the interior of the feasible set of the P 0 function NCP under some additional conditions. Their results in uenced the development of interior point methods and non-interior point methods, and led several continuation methods for solving P 0 function NCP.
Recently, Facchinei and Kanzow 7] applied regularization methods for solving a continuously di erentiable P 0 function NCP under the following assumption.
Assumption 1.1 The solution set of the P 0 function NCP is nonempty and bounded.
This assumption is weaker than that Kojima, Megiddo, Noma and Yoshise used in 10, 11] . Moreover it includes the monotone NCP with an interior point, and the P 0 and R 0 NCP 5] . After Facchinei-Kanzow's encouraging work, several algorithms and theoretical results on regularization methods for the P 0 function NCP have been developed 14, 15, 16] under Assumption 1.1. In particular, Ravindran and Gowda 15] generalized the results of Facchinei and Kanzow 7 ] to a continuous P 0 function variational inequality problem with box constraints. Facchinei and Kanzow 7] gave a counterexample to show that it is not possible to remove the boundedness assumption of the solution set for regularization methods for solving the P 0 matrix LCP, and the P 0 function NCP.
In this paper, we study a \Big-M" smoothing method for the P 0 matrix LCP under the following assumption, which removes the boundedness assumption of the solution set from Assumption 1.1. Assumption 1.2 The P 0 matrix LCP has a solution.
Big-M interior point methods have been studied for solving the monotone LCP 12] . The methods add one inequality, with a positive number ? as the right-hand-side bound, to bound the variables of the problem. If this inequality contains an original solution, then the augmented problem has a solution and it is also a solution to the original problem. One can always set ? su ciently big such that the inequality does contain a solution, assuming that it exists. However, the techniques used in Big-M interior point methods heavily rely on the monotone property, which cannot be carried over from the monotone LCP to the P 0 matrix LCP. One di erence, for example, is that the existence of an interior feasible point implies the bounded solution set for the monotone LCP, but it is not held for the P 0 matrix LCP. It is not di cult to verify that M is a P 0 -matrix and that this LCP has the strictly feasible point (1; 1; 1; 1; 1; 1)
T . However, the solution set of the LCP contains the unbounded line (x 1 ; 0; 0; 0; 0; 1) T for all x 1 0. The generalization of Big-M methods to the P 0 matrix LCP is nontrivial, see 11] . In order to make the Big-M smooth path and its neighborhood be bounded, we have to slightly destroy the P 0 property. Furthermore, in contrast with the trajectory analysis given by Kojima, Megiddo and Noma 10], the existence of su ciently short central path is not guaranteed under Assumption 1.2, see Example 2.1.
We use k k to denote k k 1 : We use e for a vector with all entries equal to 1 and I for a diagonal matrix with all diagonal entries equal to 1. Notice that N is not a P 0 matrix, since N n+2;n+2 = ?1. Although we can easily construct a P 0 matrix which satis es Results 1{3 of Lemma 2.1, e.g. set N n+2;n+2 = 1, the resulting LCP may have a unbounded solution set. It seems to the authors that it is hard to construct a Big-M model for the P 0 matrix LCP which has both the P 0 property and the boundedness of the solution set. This contrasts with the monotone LCP, for which we always can construct a Big-M model having a bounded solution set without loss of the monotone property 12, 17] .
Nevertheless, the matrix N is a block lower triangular matrix and its rst block is an (n + 1) (n + 1) P 0 matrix, i.e., N 
and for i = n + 2 j i (x i ; y i ; " 1 ) ? (x i ; y i ; " 2 )j (
Now we show the nonsigularity of H 0 (z; "). Let is nonsingular.
Notice thatÑ is a P 0 matrix, and We de ne the Big-M smooth path as a set of solutions z(") for all 1 " > 0, i.e., S " = fz : H(z; ") = 0; 1 " > 0g:
We choose the following neighborhood around the Big-M smooth path:
where c is a positive constant. By construction of (cf. Lemma It is notable that Assumption 1.1 does not guarantee the existence of a solution of (2.8) for every " > 0. The following example shows that even if the P 0 matrix LCP(M; q) has a unique strictly complementarity solution, the central path can be very short. Precisely, for any " 0 > 0, changing an element in q can make that the central path does not exist for all " " 0 even if the resulting P 0 matrix LCP has a unique strictly complementarity solution. Furthermore, if the solution set is unbounded, the central path may not exist for all " > 0. On the other hand, the Big-M smooth path may be \much longer" than the central path. 2 ) = (0; 1 2 ; ? 1 2 ; 0): We cannot say that the solution of (2.8) is unique for every " > 0, since N is not a P 0 -matrix, Nevertheless, we can say that the solution is locally unique. This result is given by the following theorem. Theorem 2.2 Suppose that M is a P 0 matrix. Let z " be a solution of (2.8). Then its 2(n + 1) components (z " ) i ; i = 1; 2; : : : ; n + 1; n + 3; : : : ; 2(n + 1) + 1, that is, ((x " ) i ; (y " ) i ); i = 1; 2; : : : ; n + 1, are unique. Moreover the following results hold.
1. If H 0 (z " ; ") is singular, then z " is the unique solution of (2.8). 2. If H 0 (z " ; ") is nonsingular, then z " is the unique solution of (2.8) in a neighborhood of z " .
Proof: 1. Letx = (x 1 ; : : : ; x n+1 );ỹ = (y 1 ; : : : ; y n+1 );z = (x;ỹ) and (z; ") = ( 1 (x 1 ; y 1 ; "); : : : ; n+1 (x n+1 ; y n+1 ; "))
Thenz is a solution of
SinceÑ is a P 0 matrix and~ is given by 1 , by Theorem 2.3 in 4],z " is the unique solution of (2.9).
1. Assume that (2.8) has two solutions z 1 " and z 2 " . Then (z 1 " ) i = (z 2 " ) i , i = 1; : : : ; n + 1; n + 3; : : : ; 2(n + 1) + 1: By the structure of the (n + 2)th component of H, we obtain Moreover the spectral radius of G 0 (z " ) is zero. By Ostrowski Theorem 13], we claim that z " is the unique solution of (2.8) in a neighborhood of z " : Results 1 and 2 of Theorem 2.2 may be explained by square functions. f(x) = x 2 = 0 has a unique zero x = 0, which is multiple roots, and its derivative is singular Step 0 (Initial Step ) Choose x 0 ; y 0 ; " 0 such that kH(z 0 ; " 0 )k c" 0 and H 0 (z 0 ; " 0 ) is nonsingular. Step 2 (Line Search)
Let k be the maximum of the values 1; 1 ; 2 1 ; : : : such that
Step 3 ; for i = n + 3; : : : ; 2(n + 2):
By the de nition of H, the parameter " is not involved in the rst n+2 components of H, i.e., it is a strictly decent direction for kH( ; ")k at z. As a result, the corresponding linear search step length and " reduction step length are both bound below by a positive constant. Notice that the function H and its Jacobian H 0 are continuous in a neighborhood of ( z; " At the end of this paper, we consider the Big-M smooth path for Example 1.1, which is a P 0 matrix LCP but its solution set is unbounded.
