ABSTRACT Mixed models provide a novel approach to the analysis of radar tracking residuals by considering randomness from different sources. Through properly considering randomness, mixed models can provide greater power to determine the statistical significance of various parameters needed for radar calibration. This paper applies a mixed models approach to the analysis of radar tracking residuals from calibration satellites observed by the Cobra Dane radar and finds a time dependent bias in the azimuth residuals.
Biases in radar observations can degrade the correlation and fusion of tracks from multiple sensors. They can also degrade the accuracy of project-ahead trajectories based on limited radar observations from a single radar. One way to minimize these problems is to estimate the bias as part of the state vector using augmented state Kalman filters or SchmidtKalman filters [1] [2] [3] [4] . Such approaches can be computationally intensive and, although the computational difficulties can be reduced by various methods of decoupling the bias estimation from the state estimation, they are not always implementable in real-time [5] , [6] . For real time applications, the filter can also be subject to being ''ill-conditioned'' due to limited or redundant tracking observations [7] . These techniques can also be dependent on the nature of the bias [8] .
A more direct approach to detecting and subsequently removing biases from radar observations is through the use of dedicated radar calibration measurements on single or multiple calibration sources. Often, these calibration sources are satellites whose trajectories are well-known from other independent sources. Ideally, the electromagnetic and mechanical properties of these satellites are also well defined so that the radar observations can be correctly interpreted [9] . A traditional analysis would examine radar residuals as a function of time, observing coordinate and/or face position (for phased array radars). The residuals would be examined for normalcy taking into consideration sampling and tracking time, as well as any track filter corrections applied during data collection or post processing. Any biases identified could then be interpreted in terms of the underlying physics of the observed object, its properties and dynamics, the observing environment and the operation of the radar itself. The ability of such an analysis to explain the results, based on the physics, depends on the amount, type and quality of the data available for analysis.
In many cases, observations are available, but without the level of detail needed to create physics-based models of radar residuals. Mixed models are an alternative for analyzing radar residuals. These are statistical models that incorporate both fixed and random effects and are used in many areas of the physical, biological and social sciences [10] [11] [12] [13] [14] . They are particularly useful when measurements are made repeatedly on the same objects or in cases where the observations can be grouped into clusters. This is exactly the case when radar observations are made of dedicated calibration satellites for the purpose of detecting, and then removing, biases in the observations. A drawback to the mixed models approach is that, unlike physics-based modeling, there is no a priori ''right'' statistical model. Different mixed models can potentially produce nearly equally good results. They do, however, have the advantage of being well suited to examination of problems where a large amount of data exists and there are several factors that might contribute to a data trend or variation but the specific mechanism that produces these trends is unknown. This paper applies the mixed models approach to the problem of analyzing possibly time-varying radar residuals when there is a lack of detailed data regarding the electromagnetic and mechanical properties of the calibration satellites, thus making detailed physics-based modeling impractical.
A. JOINT SPACE OPERATIONS CENTER RADAR RESIDUALS
The United States Joint Space Operations Center (JSpOC), a component of U.S. Strategic Command's Joint Functional Component Command for Space, utilizes the Space Surveillance Network (SSN) to detect, track, catalog and identify man-made objects in Earth orbit [15] . The SSN consists of 29 optical and radar sensors located around the world whose observations are used to support the U.S. Department of Defense's Space Catalog. This catalog includes the orbital information (elements/ephemerides) derived from SSN observations of objects greater than 10 cm in size [16] .
To maintain the accuracy and determine the precision of SSN sensor measurements, the JSpOC directs the collection of calibration data consisting of the tracking of specially designated calibration satellites. The position information of these calibration satellites is derived independently of the SSN network via satellite laser ranging or on-board global positioning system measurements and is used to produce a reference orbit that is typically accurate to the centimeter level [17] . The position information from this reference orbit is then compared to the calibration satellite positions reported by the SSN sensors to produce a set of residuals (the difference between the truth and SSN observations in sensor coordinates-azimuth, elevation and range for radar observations). The residuals from each individual SSN sensor are compiled and published by the JSpOC in a Calibration Summary Information Report and are posted on the Space Data Source website (https://www.spacedatasource.org). These residuals provide a basis for quantifying and understanding the sensor's performance and also provides a source of information for assessing a variety of radar and environmental parameters. The Calibration Summary Information only reports the range, azimuth, and elevation from the radar track filter and its residual when compared to the reference orbit. These position residuals tend to be about an order of magnitude smaller than the radar measurement residual, which is the difference between the estimated position from the track filter and the radar measurements. This is because the position residuals include the smoothing effect of the tracking (orbit determination) process.
Shown in Fig. 1 is one of the radars tasked by the JSpOC called Cobra Dane. Cobra Dane is a single-face, L-band phased array radar located on Shemya Island, Alaska, at the far western end of the Aleutian Islands. This radar was designed as a precision tracker. Preliminary studies of JSpOC Cobra Dane residual data in late 2004 and 2005 by the Massachussetts Institute of Technology Lincoln Laboratory discovered a bias in the azimuth residuals from Cobra Dane whose magnitude and sign were a function of azimuth angle. This azimuth dependent bias in the radar residuals manifests itself as an apparent slope across the Cobra Dane radar face. If such a slope or bias is not taken into account and compensated for, then the accuracy of Cobra Dane's radar tracks could be degraded and, possibly, any missions these tracks might support.
As a result of these studies, the Institute for Defense Analyses (IDA) requested and received access to JSpOC's Space Data Source website and began obtaining the Calibration Summary Information Reports for Cobra Dane. These reports were parsed and the residual data placed into a database that currently contains Cobra Dane calibration satellite residuals from December 2004 through January 2012. The database structure simplifies building time-series histories of the residuals and allows the multi-dimensional aspect of the data (satellite, time, radar coordinates, etc.) to be more easily explored. Fig. 2 shows the results of the initial IDA bias analysis. This analysis uses Cobra Dane radar calibration data from 2005. The x-axis in both plots is the relative azimuth position of the calibration satellite relative to the radar boresight. The azimuth boresight is at a relative azimuth of 0 degrees (which is at 319 degrees from true north). The y-axis in the top plot is the elevation of the calibration satellite on the radar face. The y-axis in the lower figure is the azimuth residual value.
In the top plot, the radar face has been broken up into five degree bins in both azimuth and elevation. Within each bin, the average azimuth residual has been computed. In addition, the angle bins have been colored such that black represents either the extreme negative or positive values for the average azimuth residual. The black bins on the left of the figure are extreme negative values while the black bins on the right are the extreme positive values. The various shades of red represent negative azimuth residuals and blues represent positive residuals. The purpose of this color scheme is to highlight the transition between negative and positive average azimuth residuals, which is shown by the transition from red to blue. The white angle bins represent locations where no radar calibration satellite was observed. If the radar residual values were random and had zero mean, the top chart in Fig. 2 would have a red/blue speckled appearance. The systematic transition from red to blue (going from left to right) indicates VOLUME 1, 2013 a slope in the radar residuals exists across the Cobra Dane radar face.
The lower plot in Fig. 2 shows the raw azimuth residual data plotted against the relative azimuth position. This figure also shows an apparent bias in the azimuth residuals. The difference in scale between the legend for the top chart in Fig. 2 and the y axis on the bottom chart is because the average residual value is shown in the top chart and the raw residual data is shown in the bottom chart.
The apparent bias in the azimuth residual is qualitatively illustrated in Fig. 2 . This bias is referred to as an ''apparent'' bias because the source of the bias could be internal to the Cobra Dane radar, or it could be external to the radar. If it is external to the radar, then the Cobra Dane radar itself does not have a bias, but the external effect manifests itself as an ''apparent'' bias in the Cobra Dane radar observations. The result in Fig. 2 compares well with the Lincoln Laboratory results that covered the time-frame from late 2004 to early 2005. Large negative average azimuth residuals gradually change to large positive average azimuth residuals as the radar face is traversed from the left to the right. This implies a systematic effect in radar observations across the radar face, but is not sufficient to determine whether this bias is due to the environment, satellite sampling, or is inherent to the Cobra Dane radar itself.
The focus of this paper is on the azimuthal bias because the span of azimuths is larger than the span of elevations, which increases the magnitude of the apparent bias at the extreme azimuths. Therefore, the subsequent mixed models analysis will be applied only to the azimuth residuals. Note, however, that similar biases are seen in the elevation and range residuals as well.
B. RADAR BIAS
Although radar waves propagating through the atmosphere are subject to systematic and random errors in range and elevation angle due to tropospheric turbulence and ionospheric scintillations, it seems unlikely that this effect alone could be the cause of the apparent bias. Such errors are the result of both variations in the velocity of the radar signal and the bending of the propagation path due to the gradient in the refractive index and are most acute at low elevations (< 5 degrees) where propagation through the lowest layers of the atmosphere is greatest. The apparent azimuthal bias in Fig. 2 is, however, observed at elevation angles significantly higher than 5 degrees.
The azimuth residuals are also subject to tropospheric fluctuations, due to the relative motions of air masses and the radar beam, but this effect is more than an order of magnitude less than that for elevation. The random nature of these effects makes it unlikely that the dominant cause of a systematic azimuth bias across the entire Cobra Dane radar face is atmospheric in origin because tropospheric errors are independent of radar frequency below 20 GHz and ionospheric effects are most significant for radars operating at less than 1 GHz (principally VHF/UHF radars). The L-band (1.2 GHz) operating frequency for Cobra Dane means the tropospheric and ionosphere effects are relatively minor.
A distinct source of azimuth bias is inherent in the nature of the phased array radar operations. Phased array radars are subject to beam distortion effects associated with offboresight viewing. These effects manifest themselves by a reduction in the signal-to-noise ratio (SNR), resulting in an increase in the variance of the radar measurements if the SNR reduction is significant enough. The magnitude of the Cobra Dane residual values shown in Fig. 2 are largest at the extreme relative azimuths which is consistent with the previous studies by the Lincoln Laboratory [18] . However, it is unclear how off-boresight phased array radar effects could result in residuals of different signs between the left and right sides of the radar.
If atmospheric and off-boresight effects are unlikely to result in a systematic bias, then perhaps the spatial distribution of the ensemble of calibration satellites could be the cause. Since the calibration satellite sample itself is a convenience sample, 1 the JSpOC data do not uniformly cover the entire Cobra Dane radar face. Some of the non-uniformity results from the fact that the JSpOC calibration data do not include the full period when the satellite is in the Cobra Dane field of view. The residual entries in the JSpOC's Calibration Summary Information Reports are given at approximately 10 seconds intervals, and not at the 1 Hz tracking rate typical of Cobra Dane. Also, the majority (72%) of tracks are 60 seconds or less in duration. 1 The ensemble is based on satellites for which independent high precision ephemeris data are available, hence it is a convenience sample. The ensemble of satellites was not selected based on any other criteria, such as spanning the Cobra Dane radar face or having the same radar cross-section. This limits the amount of the radar face that the satellite track can traverse.
The obvious spatial clustering of observations in Fig. 3 could produce an apparent bias because of correlations within these clusters, even though the spatial clusters might contain the radar residuals from multiple satellites.
Most of the calibration satellites have complex shapes. 2 The SNR from each will vary depending on their presentation to the radar as well as the observing coordinates (azimuth, elevation and range). It is possible that the nonuniformity in the sampling of the calibration satellites and their physical properties could be responsible for the apparent bias. Also, the radar residuals from any given calibration satellite might be correlated while simultaneously being uncorrelated with the radar residuals from other calibration satellites.
The sampling of the calibration satellites also changes over time, as illustrated in Fig. 4 , thus making it possible to study the apparent bias under different combinations of calibration satellites. It is possible that a particular combination of satellites, with their varied presentations to the radar along with different radar cross sections (both of which can affect the signal-to-noise ratio) coupled with the non-uniform, clustered satellite sampling, could result in the apparent bias seen in Fig. 2 .
Because of the uncertainties in the physical parameters of the calibration satellites, the environmental conditions when the calibration satellites are observed, and the potential for a complex correlation structure induced by the spatial sampling of calibration satellites and possible correlations between radar residuals from the same satellite, a mixed models approach is applied to the time-series of Cobra Dane radar residual data. By using such an approach, the variances and covariances due to all of the uncertainties above can be accounted for, and thus the statistical power to quantitatively determine whether an azimuth residual bias exists can be increased. The following analysis uses Cobra Dane data from 2005-2010. Table 1 provides descriptive statistics for the Cobra Dane radar observations used in this paper. These statistics span the time frame from the beginning of 2005 to the end of 2010. Each Cobra Dane satellite track in the database is generally sampled every ten seconds. As the track time increases, both the azimuth and elevation residuals usually decrease until they achieve a steady-state condition beyond which the residuals no longer decrease. The number of observations in Table 1 includes only the last data point of each calibration satellite track to maximize the probability that this steady-state condition has been reached. Using steady state values avoids contaminating the assessment of whether a bias does or does not exist with varying residual values due to short Cobra Dane track times. All of the results presented in this paper are derived from the data (or a subset of the data) summarized in Table 1 . Observe that the means for both azimuth and elevation residuals are nearly zero and the maximum/minimum values are symmetric about this mean. Fig. 5 provides a graphical look at the entire data set for the six year period plotted against all combinations of azimuth residual, elevation residual, relative azimuth, and elevation and grouped by the calibration satellite ID. Histograms of the azimuth residuals, elevation residuals, relative azimuths, and elevations are plotted along the diagonal. The chart in panel (o) shows the same data as in Fig. 3 except it is now color-coded by satellite ID.
Consider the plots in panels (a) and (f) of Fig. 5 . These panels show histograms of the azimuth and elevation residuals with a normal distribution overlay. These panels indicate the combined residuals (regardless of satellite and time of the observation) in both azimuth and elevation appear to be roughly normally distributed, which is beneficial to any sort The differences in azimuth residuals and sampling across the Cobra Dane radar face are further explored in Fig. 6. Fig. 6 shows a box and whisker plot of the distribution of azimuth residuals broken out by satellite and integrated over the entire five year time frame studied in this paper. The bottom and top edges of each box indicate the inter-quartile range (IQR), or the range of values between the 25th and 75th percentiles. The diamond symbol inside the box represents the mean azimuth residual, while the line in the box represents the median of the azimuth residuals by satellite. The whiskers outside the box represent either the maximum or minimum values, or 1.5 times the IQR, whichever is smaller. The symbols above the top whisker and below the bottom whisker show outliers, which are defined as values that are more than 1.5 * IQR from the box. Fig. 6 shows that satellite 16 908 has a heavy distribution of large negative values for azimuth residual and satellite 26 620 has a heavy distribution of large positive values for azimuth residual consistent with the observations from Fig. 5 . An analysis of variance (ANOVA) was performed to determine whether different satellites have different mean values for azimuth residuals. Not surprisingly, the Levene homogeneity of variance test indicates that the variance in azimuth residuals is not the same for all satellites. After taking this into account, the ANOVA of azimuth residual grouped by satellite indicates that there is a statistically significant difference between the mean azimuth residuals for at least two of the satellites. Satellites alone account for 14.0% of the variability in the azimuth residual. Fig. 7 to produce an apparent slope (bias) in the azimuth residual as a function of relative azimuth, even taking into account the heterogeneity of the variance as a function of relative azimuth. The analysis presented in the next section properly accounts for the satellite-specific and FOV-specific nature of the Cobra Dane radar observations which is necessary to determine whether a bias actually exists. second quarter CY2005, and so on. The figure shows that the variance appears to be dependent on time. However, it is not clear if this dependence on time is due to the changing set of calibration satellites or other factors.
III. ANALYSIS
Thus far, mostly qualitative assessments of the Cobra Dane bias have been presented graphically. Quantitative measures of the bias are presented in this section.
Many of the physical parameters of the calibration satellites and the environment at the time the calibration satellite observations were made that are needed to develop a physics-based model of the Cobra Dane radar residuals are not available in the data from the JSpOC. Specifically, parameters such as the calibration satellite radar cross sections and orientations relative to Cobra Dane, atmospheric conditions, and space weather conditions were not available. For this reason, a statistical model is developed. The model selected to represent these data is a multi-level mixed effects model, or equivalently a random coefficients model [19] . Mixed models are often used in observational studies because the observer is unable to create experimental conditions where all parameters are controlled for except for a random error. Under such conditions, mixed effects can occur because of clustering in the data. This clustering can result in correlations between observations that manifest themselves as random effects between subjects for some parameters while other parameters remain constant across subjects. In the model used in this paper, the calibration satellite is treated as a random effect categorical variable.
The model starts with the following equation 
where β 00 , β 10 , β 20 , β 30 , β 1n and β 2n (where n goes from 1 to 23 and represents the quarter in which the observation was made) are estimated fit parameters and b * 0j , b * 1j , and b * 2j are random variables that take on different values for each satellite. In this manner, the random effects due to each satellite are incorporated into the model.
The b 0j term has the following interpretation. It is the random intercept for azresid ij . It is random because of the b * 0j term in Equation 2. Thus, each satellite has its own idiosyncratic intercept value. The b 1j term is the slope for the relative azimuth term and it, too, is a random variable because of the b * 1j . In addition, b 1j also varies for each quarter because of the β 1n qtr nij term. Note that qtr is a categorical variable, not a continuous variable. Therefore, there are actually 23 qtr variables represented by dummy variables, notionally referred to as qtr n where n goes from 1 to 23. Table 2 shows the values for these dummy variables. Quarter 24 does not have a dummy variable and corresponds to the case where qtr 1 = qtr 2 = · · · = qtr 23 = 0. The way time is modeled here allows each quarter to have its own independent effect on the azimuth residuals. 3 Various models with combinations of relaz and el with range, azimuth rate, elevation rate, and range rate were analyzed, but, based on the Akaike Information Criterion, range rate produced the best fitting model. (4) contains only the estimated β 00 , β 10 , β 1n , β 20 , β 2n , and β 30 terms (where n goes from 1 to 23) and looks like a standard multiple regression equation. It is referred to as the fixedeffects portion of the equation. For observations in quarter n, β 10 + β 1n is the fixed effect slope, or bias, of the azimuth residuals because this is the coefficient for the relaz ij term. 4 If this coefficient is statistically significantly different from zero, then, on average, a slope in the azimuth residual as a function of relative azimuthal position exists for that quarter. If the β 10 and β 1n (where n goes from 1 to 23) terms are not statistically different from zero, then no fixed effect bias exists. Any apparent bias, like that illustrated in Fig. 7 , might then be a result of the data (satellite) sampling. The second half of Equation 3,
contains only the random variable terms and is referred to as the random-effects portion of the equation. The values of b * 1j (where j represents the jth satellite) are predicted, not estimated. These predictions represent the satellite-specific variations in azimuth residual as a function of relative azimuth. This study does not attempt to determine the source of these satellite-specific variations since they are considered random effects. The SAS statistics package was used to compute the parameters in the mixed model. SAS first estimates the parameters in Equation 4 , the fixed effects, and then predicts the values for the random variables in Equation 5 [20] . Consider first only the coefficients for the intercept, relaz, el, and rngrate variables. These results are shown in Table 3 . The coefficient of particular interest is relaz (β 10 ), which is the slope (or bias) of the azimuth residual across the Cobra Dane radar face for quarter 24. The estimate for β 10 is 0.000011. SAS performs the statistical t-test do determine whether this coefficient is statistically significantly different from zero. In statistical terms, the null hypothesis being tested is H 0 :β 10 = 0 versus the alternative given by H a :β 10 = 0. The t-value for testing whether this coefficient is statistically significant is 0.13 which gives a p-value of 0.8962. For a typical 95% significance level, p-values larger than 0.05 mean that the null hypothesis cannot be rejected. This means the coefficient is not significantly different from zero and therefore no fixed-effect bias exists across the Cobra Dane radar face in the azimuth direction in quarter 24. The other terms are statistically significant at the 0.05 level. Table 4 shows the coefficient estimates for the interaction between quarter and relative azimuth (the β 1n ). All but three of the quarters are statistically significant. The nonsignificant values are colored in red. Since quarter is used as a fixed effect in the model, it is important that most of the quarters have statistically significant coefficients. Otherwise, quarter would not be a valid fixed effect and the model would be misspecified. Table 4 as a function of quarter along with the 95% confidence interval. At the time of Lincoln Laboratory's preliminary study (using data from December 2004 through February 2005, which corresponds to quarter 1 in the figure), the estimate for the fixed effect slope is quite large compared to the estimate for quarter 24, which is not statistically significantly different from zero. Thus, Lincoln Laboratory's original qualitative finding is validated, but by using the mixed models approach the random effects due to the individual calibration satellites can be properly accounted for when quantifying the magnitude of the azimuth dependent bias. Possible causes for the time dependence of this coefficient will be discussed shortly. Table 5 looks at the random effects due to satellites. The number for the prediction in Table 5 is the value of b * 1j in Equation 2, which represents the apparent slope in azimuth due to satellite j. Since these are predictions, the interpretation of the ''Pr > |t|'' column is no longer a p-value for determining statistical significance. Instead, it is simply a measure of how far the prediction is from the mean satellite effect. In this case, satellites 16 908, 22 076, and 26 997 (colored in red) have the largest absolute random effects. They also have the smallest relative standard errors. These random effects contribute directly to the relative azimuth coefficient in . In this case, the large values in the column labeled ''Pr > |t|'' for most of the satellites affirms the use of satellite as a random effect. If the majority of these values had been less than 0.05, then satellites would probably not be a random effect and would instead be a fixed effect. Table 6 is similar to Table 5 , except now the predictions are for b * 0j in Equation 2, which represent the overall offset (or intercept) due to satellite j. Observe that the same three satellites (colored in red) have the largest absolute predicted values and the smallest relative errors. These predicted values contribute directly to the intercept term in Equation 1. Tables 3  through 6 . The lines described in the legend are the regressions of the azimuth residual predictions on relative azimuth for each satellite using the model in Equations 1 and 2 with the values in Tables 3 through 6 . This figure clearly shows that the azimuth residuals plotted against the relative azimuth have dramatically different behaviors for different satellites. Note that satellite-specific slopes and intercepts can be realized without resorting to a mixed models approach by allowing for interactions between satellites and azimuth position. These interactions can be solved for using the multiple regression methodology. However, as discussed earlier, this does not allow for an additional source of uncertainty due to the random effects from each satellite. It is this added flexibility that makes the multi-level mixed model (or random coefficients model) the appropriate way to analyze this data.
IV. INTERPRETATION OF RESULTS

Fig. 10 graphically shows the results presented in
Unfortunately, the mixed models approach cannot specify why the calibration satellites have different slopes and intercepts, some dramatically different from the others. This is because the random effects of each satellite are postulated as part of the mixed model itself. Satellite 16908, located to the far left in Fig. 10 , has the largest slope and most negative intercept of all the observed calibration satellites. While it is tempting to attribute this to large off-boresight effects, it is unclear why this effect is not observed on the far right side of Cobra Dane. Fig. 11 is similar to Fig. 10 , except the predictions are now broken out by quarter (labeled qtryear in the legend). This figure clearly show the effect of the decrease of the β 1n coefficients (where n represents the quarter and ranges from 1 to 23) as quarter increases (graphed in Fig. 9 ). Observe how the earlier quarters have much steeper slopes compared to the later quarters. This is because β 1n contributes to the slope in relative azimuth as described by the second equation in Equations 2. Larger values of β 1n mean larger slopes as a function of relative azimuth. 5 The reason for the time variation in the slope of azimuth residuals, like the dependence on calibration satellites, cannot be determined solely from the mixed model approach.
The true power of the mixed models approach, using both fixed and random effects, comes from its ability to explain more of the variability in the data than using the fixed effects alone. One way to approximate the amount of variance reduction is by computing the residual variance for both the full model given by Equations 1 and 2 and for an intercept-only model, i.e. the mean of all the azimuth residuals averaged over all satellites, quarters, and the entire radar face. The ratio of these two values can be interpreted as a ratio of variance reduction, akin to the R 2 measure in multiple regression, which ranges from 0 to 1 and indicates how much of the variance in the data is explained by the model. Fig. 12 shows a plot of the variance reduction computed for each quarter aligned over the Cobra Dane calibration satellite residuals (across the entire radar face) plotted against time. This figure shows that, on average, about 40% of the variability in the data is explained by the mixed model. The first three quarters of data, labeled A, show the model best fits the data in this time period with about 60% of the variance explained. After the first three quarters, the percentage of variance explained drops to about 40%. The point labeled B shows a quick drop in the amount of variance explained, which coincides with a dramatic decrease in the overall residual variance, shown in the time series plot of azimuth residuals below the variance reduction plot. A definitive explanation for this dramatic decrease in variance is not given here, but it might coincide with upgrades to the Cobra Dane radar processing software and hardware that happened in approximately this timeframe. There is nothing in the mixed model (Equation 1) to account for such a quick decrease in residual variance so it is not surprising that the model cannot explain the result and consequently has a decrease in the amount of variance explained. At the beginning of 2007, there is also a dramatic decrease in the amount of variance explained. The cause of this decrease is still under investigation, but might be related to Cobra Dane modifications made as a result of a nearly contemporaneous flight test.
Although the focus of this paper is on the azimuth residuals as a function of relative azimuth, Table 3 indicates that the azimuth residuals are also a function of elevation since β 20 is statistically significantly different from zero. Thus, at least in quarter 24, there is a slope or bias in the azimuth residuals as a function of elevation. Further analysis of the azimuth residual in the elevation direction is not included in this paper.
V. CONCLUSION
A mixed models approach to the analysis of residuals from Cobra Dane radar observations of calibration satellites has been presented here. Since there are a number of unknown or unmeasured parameters associated with the calibration satellites that could affect the measured residuals, a multiple regression method using dummy variables for each satellite is unsuitable for the analysis of these data. The main constraint to the multiple regression model is that the azimuth residual as a function of azimuth position would vary for each calibration satellite in exactly the same way except for a constant, satellite-specific offset. A mixed models approach that incorporates random effects for each calibration satellite overcomes this restriction by allowing both the slope and intercept of the azimuth residuals as a function of azimuth position to randomly vary by satellite. The result, shown in Fig. 10 , is that each calibration satellite has its own idiosyncratic slope and intercept, some of which are dramatically different from the others. By properly accounting for these random effects, a larger portion of the variance in the azimuth residual data is explained, thus increasing the statistical power to determine whether a time-varying slope, or bias, exists. The model presented here accounts for, on average, about 40% of the variability seen in the data for each quarter. For the first three quarters studied, the average variability accounted for is about 60%. The large decrease from 60% to 40% indicates that one or more variables of importance to understanding the azimuth residual are not included in the model. Thus, even though the model is a significant improvement over the multiple regression model, there is still significant potential for improvement.
After taking into account these random satellite effects, the slope of the azimuth residuals as a function of azimuth position is found to vary depending on time. This time-varying azimuth slope decreases over time. In 2010 the magnitude of the slope is an order of magnitude smaller than it was in 2005. The cause of this decrease has not been determined but could be due to effects either external to the radar (environmental effects) or internal to the radar (such as system upgrades or software updates). If the cause is external to the radar, the model might benefit by including environmental parameters as either fixed or random effects.
If additional data that included Cobra Dane maintenance and upgrades were available, then the model could be improved to include this information and a larger proportion of the variance might be explainable. For example, the significant drop in the explained variance in mid-2008 shown in Fig. 12 might be due to a Cobra Dane maintenance or upgrade event. If maintenance and upgrade data were available to confirm such an event, then the model in Equation 1 could be improved by including an additional random effect to account for the maintenance/upgrade event. The addition of this random effect could conceivably adjust the variance/covariance to account for the decreased volatility observed in mid-2008 and thus explain a larger proportion of the variance. This would, in turn, decrease the confidence intervals around the estimated parameters and make hypothesis tests of these parameters even more statistically powerful.
The mixed models approach is a powerful tool for analyzing calibration data from systems of radars. In addition to Cobra Dane, the JSpOC also directs the collection of radar calibration data from the Ballistic Missile Early Warning System (BMEWS) and PAVE PAWS radars. The BMEWS are located at Thule Air Base, Greenland and Royal Air Force Station Fylingdales, England while the PAVE PAWS radars are located at Cape Code Air Force Station in Massachussetts, Beale Air Force Base in California, and Clear Air Force Station in Alaska. These are all UHF, phased array radars with relatively uniform hardware and software between them. The mixed models approach could potentially be applied to the entire global system of radars by adding an additional random effect for the different radar sites. This would amount to adding an additional subscript, say k, to Equations 1 and 2 to account for the multiple radar sites, and additional equations to account for the radar site random effects in Equation 2. Such an approach would treat these radars, which have traditionally been analyzed separately, as a global, integrated system of radars. These radars each experience the same space weather environment (which can affect radar beam refraction and bending), track many of the same satellites (although at different times and with different aspect angles), and have many radar hardware and software commonalities. Thus, it is reasonable to postulate that some portion of the variability in each radar's individual residual measurements is common to each of the BMEWS and PAVE PAWS radars. The mixed models approach provides a method for extracting this common variance while simultaneously accounting for idiosyncracies between each calibration satellite and radar site.
Mixed models provide a powerful tool for the analysis of complex systems where all variables are either not known, or are unmeasured. Incorporating random effects to account for these unknowns can significantly increase the amount of variance that can be explained resulting in increased statistical power for hypothesis testing. This can be especially helpful in determining whether performance or operational requirements have been met for complex defense systems. While mixed models are commonly used in the social sciences such as economics, political science, psychology, and public health, as well as statistics, they are not often used in the analysis of calibration, test and evaluation data for complex systems. This paper illustrates the benefit of the mixed models approach to a specific precision tracking sensor.
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