Abstract The objective of this study is to develop a Modified Rational Equation (MoRE) that combines the advantages of the Rational Equation (e.g. simplicity and global acceptance) and those of the standard US Department of Agriculture (USDA) Soil Conservation Service (SCS) curve number (CN) method (e.g. easy parameterization and extensive verification across the world). Herein, the hypothesis is that the MoRE is more accurate, consistent and robust than the SCS-CN method and its improved versions in predicting runoff in watersheds with limited data. The MoRE was designed to have a simple structure that is described by four intrinsic parameters: CN, permanent wilting point, field capacity and saturation soil moisture, and does not include initial abstraction as a variable. An evaluation of 77 USDA small agricultural watersheds indicated that CN of the MoRE has different physical meanings from CN of the SCS-CN method. The MoRE (mean Nash-Sutcliffe coefficient, E > 0.73) performed better than the SCS-CN (mean E < 0.32) and the four improved models (mean E < 0.56) in reproducing the runoff of the study watersheds. Performance of all six models varied greatly between watersheds, as well as between events, but was independent of watershed drainage area. However, the model performances tend to be better for watersheds and/or events with a runoff-to-rainfall ratio of between 0.1 and 0.3 than for those with a ratio outside this range. The MoRE has the most consistent and robust performance. 
Les performances du modèle ont cependant tendance à être meilleure pour les bassins versants et/ou les événe-ments ayant un rapport écoulement sur pluie compris entre 0,1 et 0,3 que pour ceux où il n'appartient pas à cet intervalle. La méthode MoRE est celle qui obtient les performances les plus cohérentes et les plus robustes.
INTRODUCTION
Determination of direct runoff (Q) from rainfall (P) is fundamental to a range of hydrological applications (Viessman and Lewis 2002, Wang and Melesse 2005) , such as engineering design (Debo and Reese 2003) , flood forecasting (Nash and Sutcliffe 1970, Hapuarachchi et al. 2011) , and assessing effects of watershed best management practices (Arnold et al. 1998 , Wang and Melesse 2006 , Wang et al. 2008 , Wang et al. 2010 , Nalbantis et al. 2011 . In practice, the rainfall-runoff process is most commonly modelled using either the Rational Equation (Mulvaney 1851 , Turazza 1880 , Kuichling 1889 or the US Department of Agriculture (USDA) Soil Conservation Service (SCS; presently Natural Resources Conservation Service or NRCS) curve number (CN) method (USDA-NRCS 2004) , because these two methods are simple, easy to understand, and applicable for gauged as well as ungauged watersheds (Wigham 1970 , Sharma and Singh 1992 , Kurothe et al. 2001 , Sahu et al. 2007 . The Rational Equation is often recommended for estimating design peak runoff from impervious areas (Guo 2001) and small (<40 ha) rural watersheds (Hewlett and Hibbert 1967, Hayes and Young, 2005) , and is rarely used to predict direct runoff depth or volume (Debo and Reese 2003) . The tabulated values (e.g. USDOT-FHA 1984) and documented formulas (e.g. Rossmiller 1980 ) for the runoff coefficient (C) of the Rational Equation are good for estimating peak runoff only.
The SCS-CN is one of the most popular methods to estimate volume of direct surface runoff from rainfall (Ponce and Hawkins 1995) . The method is based on a tremendous amount of field experiment, has been widely used in the USA and across the world, and has been integrated into several rainfall-runoff simulation models (Arnold et al. 1998 , Michel et al. 2005 . The standard formulation (USDA-NRCS 2004) of the SCS-CN method assumes a long-term average soil moisture condition prior to the start of runoff, and a ratio of 0.2 of initial abstraction (I a ) to potential maximum retention after runoff begins (S). The first assumption is not always the case for a period of interest in a given area and can result in unreasonable sudden jumps in estimated runoff (Michel et al. 2005 , Ali et al. 2010 , Sahu et al. 2010 , while the second assumption has no scientific basis, is very ambiguous, and has raised inconclusive arguments (Silveira et al. 2000 , Baltas et al. 2007 , Sahu et al. 2007 , Shi et al. 2009 , Wang et al. 2010 .
Recognizing the limitation of these two assumptions, researchers (e.g. Michel et al. 2005 , Sahu et al. 2007 , Wang et al. 2008 , Sahu et al. 2010 have proposed some improvements to the original SCS-CN method. Michel et al. (2005) made explicit a soil moisture accounting (SMA) procedure that lies behind the SCS-CN method, unveiled several inconsistencies in the way of accommodating antecedent moisture conditions (AMCs), and proposed a new version (equation (A1), see Appendix) of the original formula that is more consistent from the SMA point of view. In this new formulation (hereafter referred to as the "Michel Model"), I a can be either negative or positive and is not a fraction of S, and the original SCS-CN formula is the case for I a > 0 only. The Michel Model was proposed in a continuous perspective and eliminates sudden jumps in estimated runoff by introducing two more parameters, namely V 0 , the soil moisture store level at the beginning of an event, and S a (= I a + V 0 ), the hydrological condition of the system at the beginning of the event. Michel et al. (2005) noted that negative I a corresponds to an initial "bonus" and means that there is already some flow at the beginning of an event. However, the bonus is not generated by the event of interest and thus it may be inappropriate to include it in the formulation.
In theory, when V 0 reaches its upper limit at saturation soil moisture (θ sat ), I a will approach to zero and runoff, Q, will be equal to precipitation, P. That is, the minimum value for I a is zero and cannot be negative, whereas the probable maximum value for I a is the product of θ sat and the soil layer thickness. Initial abstraction, I a is a function of V 0 and tends to decrease with the increase in V 0 and vice versa. Therefore, I a will reach its maximum value when V 0 reaches its lower limit at permanent wilting point ψ, but it will be minimal when V 0 reaches its upper limit. Thus, the Michel Model seems not unquestionable in defining the "intrinsic parameter of soil moisture reservoir" as S a = I a + V 0 . Given this definition, Michel et al. (2005) found that their model was not sensitive to S a for 140 French test basins and concluded that the original SCS-CN formula, which is part of the Michel Model, is only applicable for very dry antecedent conditions. This is inconsistent with the findings from a variety of practical applications that the original SCS-CN formula works well throughout the USA, except in the arid Southwest (Hjelmfelt 1991) . For very dry conditions, the SCS-CN formula has often not appeared applicable and usually gives too high a runoff for large rainfall events (Debo and Reese 2003) . The inconsistency may be attributed to the fact that the Michel Model is a reformulation of the SCS-CN formula and allows I a < 0 (i.e. initial "bonus" flow) as discussed above.
As an amendment to the Michel Model, Sahu et al. (2007) suggested that V 0 be equal to the sum of pre-antecedent moisture level (V 00 ) 5 days before the onset of rainfall and a fraction of the part of rainfall that is not transformed into runoff (P 5 -Q 5 ), where P 5 is the antecedent 5-day rainfall and Q 5 is the resulting runoff. This expression for V 0 assumes that V 00 is zero or a fraction of S and that the Michel Model is valid for P = P 5 . The assumption of V 00 as zero is likely invalid for many watersheds, in particular those with a humid or semi-humid climate where V 00 may be high most of the time, while the assumption of V 00 as a fraction of S does not obviate debating the assumption of I a = 0.2S of the original SCS-CN method. In addition, Sahu et al. (2007) assumed that S and S a are invariant throughout the previous 5 days, although the soil moisture store level increases as a result of P 5 , which raises a question as to the authors' intention in deriving the expression for V 0 . Nevertheless, Sahu et al. (2007) evaluated the Michel Model with this V 0 expression (hereafter referred to as the "Michel-Sahu Model", expressed as equations (A1) and (A5)) for 82 USDA watersheds with areas varying from 0.17 to 71.99 ha and mostly located in southern and south-central USA. The results indicated that the Michel-Sahu Model performed significantly better than both the Michel Model and the original SCS-CN method.
Moreover, Sahu et al. (2010) reformulated a model proposed by Mishra and Singh (2006) to develop an improved version (hereafter referred to as the "Sahu-Mishra-Eldho Model", expressed in equations (A8) to (A10)). The reformulation hypothesized that the ratio of Q to (P -I a ) is equal to that of the sum of cumulative infiltration after runoff starts and the antecedent soil moisture store level to the maximum retention S 0 , and that I a is a fraction of the difference between S 0 and the antecedent soil moisture store level. The Sahu-Mishra-Eldho Model assumes that the antecedent soil moisture store level can be estimated as a function of P 5 and that a watershed of interest is always dry 5 days before the onset of a rainfall event. Again, this second assumption may be rarely valid for many watersheds. The test results for the same 82 watersheds used by Sahu et al. (2007) indicated that the Sahu-Mishra-Eldho Model performed better than the original SCS-CN method. Previously, Wang et al. (2008) proposed a modified SCS-CN model, namely MoCN, by hypothesizing that S = S I -M, where S I is the potential maximum retention for AMC-I (Hjelmfelt 1991 , USDA-NRCS 2004 and M is the retention depletion as a function of soil moisture. Herein, S I is identical to S 0 of the SahuMishra-Eldho Model. The MoCN method obviates sudden jumps in CN with AMC, mimics interactions between soil moisture dynamics and the rainfallrunoff process, and is a continuous model. The vaule of I a is computed as a nonlinear function of P and S. An evaluation in a north-central USA agricultural watershed indicated that the MoCN model noticeably outperformed the original SCS-CN method for long-term, continuous time-step simulation.
Despite reported better performances, the proposed models mentioned above, namely the Michel, Michel-Sahu, Sahu-Mishra-Eldho and MoCN models, still require the antecedent hydrological condition (e.g. V 0 , V 00 , or I a ) to be determined a priori, which is a model application limitation similar to the second assumption (i.e. I a = 0.2S) of the original SCS-CN method. The objective of this study was to propose a new rainfall-runoff model (hereafter referred to as the "Modified Rational Equation", or MoRE) that combines the advantages (e.g. simplicity and global acceptance) of the Rational Equation with those (e.g. easy parameterization and extensive verification across the world) of the original SCS-CN method, and amends the structural inconsistencies (Michel et al. 2005) of the SCS-CN method using a SMA procedure. As with that in the MoCN model, the SMA procedure in the MoRE computes instant potential maximum retention as S = S I -M. However, unlike the SCS-CN method and the other four models, the MoRE computes Q as a function of S/P. The hypothesized advantages of the MoRE include that it does not require initial hydrological condition (e.g. I a ) be determined; it uses easily-available data for model parameterization, and is comparable with, or better than, the aforementioned four models, as well as the original SCS-CN method. The evaluation of the MoRE was conducted in 77 of the 82 USDA small agricultural watersheds in which Sahu et al. (2007) and Sahu et al. (2010) conducted their studies.
DESCRIPTION OF THE RATIONAL EQUATION
The Rational Equation (Mulvaney 1851 , Turazza 1880 , Kuichling 1889 , Chow 1964 ) may be expressed as:
( 1) where Q p is the peak discharge (m 3 s -1 ); C is the runoff coefficient (-); i is the average rainfall intensity (mm h -1 ) spanning the time of concentration, t c (h); and A is the drainage area of the catchment or watershed of interest (ha). Usually, t c is defined as the time required for a drop of water to travel from the most hydraulically distant point in a watershed to its outlet (Wigham 1970) . A variety of formulas for t c have been developed (Papadakis and Kazan 1987, Viessman and Lewis 2002) , but those formulas could give inconsistent values (Hayes and Young 2005) for a given watershed. If a watershed is gauged, its t c can be visually estimated as the time difference from the end of excess precipitation on a hyetograph to the inflection point on the recession portion of the resulting flow hydrograph.
Rainfall intensity, i, must be computed with respect to t c . That is, for storms with a total rainfall, P, within duration t, i should be computed as:
The term C is a dimensionless empirical coefficient that depends on the "abstractive and diffusive properties of the watershed" (Ponce 1989 ). As mentioned above, values for C in the literature (e.g. ASCE 1969, Viessman and Lewis 2002) are good for estimating the proportion of rainfall that would be converted into direct runoff from an impervious catchment or a small rural watershed. The value of C can range from zero to one, with "0" indicating that none of the rain falling on the watershed generates runoff, and "1" indicating that all of the rain is converted into direct runoff. Watersheds that have a more gentle land surface slope, higher infiltration rate, larger available soil storage, more extensive vegetation cover and larger surface storage, usually have a lower value for C. In contrast, watersheds that have a steeper surface slope, larger percentage of impervious surface, more sparse vegetation cover, and smaller surface storage, tend to have a higher C value.
DESCRIPTION OF THE SCS-CN METHOD
The SCS-CN method (Mockus 1949 , USDA-NRCS 2004 can be expressed as:
where Q is the direct runoff (mm); P is the rainfall (mm; P > Q); I a is the initial abstraction (mm); and S is the potential maximum retention after runoff begins (mm). Equation (3) assumes that the total maximum possible loss for a storm of interest is equal to the sum of I a and S. Here, I a includes canopy interception, infiltration during early parts of the storm, and surface depression storage. The USDA-NRCS (2004) suggests that I a /S = 0.2 and S be computed as:
where CN is the curve number. The SCS defines three levels of AMC (Hjelmfelt et al. 1982) : AMC-I is for dry conditions that correspond to wilting point, AMC-III is for wet conditions that correspond to field capacity, and AMC-II is for average conditions that correspond to soil moisture between wilting point and field capacity. Hjelmfelt (1991) stated that AMC-II can be interpreted as the soil moisture condition associated with the median curve number, CN II , and that AMC-I and AMC-III can be defined as the soil moisture conditions associated with the curve numbers of 90 and 10% exceedence frequencies, respectively. The curve numbers for AMC-I (CN I ) and AMC-III (CN III ) can be estimated based on CN II (equations (A11) and (A12)) (Gray et al. 1982 , Silveira et al. 2000 , Neitsch et al. 2002 , USDA-NRCS 2004 . The potential maximum retention for AMC-I, AMC-II and AMC-III (S I , S II and S III , respectively) can be computed by substituting CN I , CN II and CN III , respectively, for CN in equation (4). Herein, soil moistures between wilting point and field capacity are assumed to be associated with a single value for CN II or S II (Hjelmfelt et al. 1982 , Cronshey 1983 , Hjelmfelt 1987 , 1991 , Van Mullem 1992 . That is, both CN II and S II are assumed not to vary for soil moistures between wilting point and field capacity, though in reality they do. This assumption limits the applicability of equation (4) in predicting runoff as a continuous function of soil moisture (Silveira et al. 2000) , because the predicted runoff can have unreasonable sudden jumps (Mishra and Singh 2006) .
DESCRIPTION OF THE MoCN METHOD
To obviate the aforementioned limitation (i.e. sudden jumps in predicted runoff) of the SCS-CN method, the modified curve number (MoCN) method, developed by Wang et al. (2008) , redefines I a to include infiltration during the early parts of a storm and surface depression storage only. In addition, P is redefined as throughfall, the portion of rainfall that reaches the soil surface. Further, the MoCN method computes S as the difference between S I and a continuous variable, M, which represents the decrease in retention with increase in soil moisture, that is:
The MoCN method computes I a as:
where λ and α are coefficients, and λ varies from 0.09 to 1.0 and α from 0 to 2.82 (Wang et al. 2008) . In practice, these two coefficients can be determined using observed data for the watershed of interest through model calibration.
In the MoCN method, M is computed as a power function of soil moisture, θ :
where θ sat is the saturation soil moisture; ψ is the wilting point; S e = (θ -ψ)/(θ sat -ψ) is the relative saturation; and a and b are coefficients. For AMC-I, θ = ψ and M approaches zero. However, for AMC-III, M is equal to the difference between S I and S III . Once the soil is completely saturated, S will approach zero and M will be increased to S I . Substituting these known relationships into equation (7), we can determine a and b as:
where θ fc is the field capacity.
DEVELOPMENT OF THE MoRE
General hydrology principles (Viessman and Lewis 2002) tell us that Q can be estimated as a function of Q p , S e and t c , expressed as:
where k 0 , k 1 , k 2 and β are coefficients. Based on dimensional analysis (Finnemore and Franzini 2001) , we obtain k 1 = k 2 = 1/3. In addition, when θ = θ sat (i.e. S e = 1.0), Q = C sat P, where C sat is the runoff coefficient for the saturation condition. That is:
Solving equation (11), we obtain:
Then, substituting equation (12) along with k 1 = k 2 = 1/3 back into equation (10), we obtain:
where P is the throughfall (mm). Equating equation (3) with equation (13), we obtain:
Dividing by P both sides of equation (14), we obtain:
Dividing by P both sides of equation (6), we get:
Substituting equation (16) into equation (15), we obtain:
Generally, S e > 0 (i.e. θ > ψ). Taking the base-10 logarithm for both sides of equation (17) gives:
For typical values of α = 1.5 and λ = 0.2 (Wang et al. 2008) , f (S/P,α,λ) was computed for different S/P to generate a paired data series. Based on a regression analysis on this data series ( Fig. 1) , equation (19) is obtained: The term f (S/P,α,λ) is a continuous function of log 10 (S/P): when S/P = 1.0, f (S/P,α,λ) = −0.296; when S/P → 0, log 10 (S/P) → −∞ and f (S/P,α, λ) → 0. In order to scrutinize the dependence of equation (19) on α and λ, a sensitivity analysis was conducted to evaluate whether and how f (S/P,α,λ) varies with α and λ for S/P ≥ 1.0 and 0 < S/P < 1.0, independently. For each situation, when the sensitivity of α was assessed, λ was fixed at 0.2, which is the value for I a /S recommended by the USDA-NRCS (2004), while α was varied from 0.3 to 3.0. However, when the sensitivity of λ was assessed, α was fixed at 1.5, which is about the midpoint of its reasonable range of 0 to 2.82, while λ was varied from 0.05 to 1.0.
For S/P ≥ 1.0, the quadratic (m 1 ) and linear (m 2 ) coefficients of equation (19) become insensitive when α > 0.5 ( Fig. 2(a) ), and these two coefficients exhibit a negligible change of up to 0.03 as a result of the variation of α. The intercept (m 0 ) is a constant of −0.296. The median of f (S/P,α,λ) corresponds to α = 0.5 and λ = 0.25. For S/P < 1.0, the multiplication coefficient of equation (19) is a constant of −0.296, while the exponent coefficient becomes insensitive when α > 1.0 ( Fig. 2(b) ). As a result of the variation of λ, the exponent coefficient exhibits a change of up to 0.02 (not shown), which is very small and can be judged to be negligible. The median of f (S/P,α,λ) corresponds to α = 1.5 and λ = 0.25. Because equation (19) exhibits negligible variations for different values of α and/or λ, this equation can be considered to be independent of α and λ. Dropping α and λ, we can rewrite equation (19) as equation (20).
At S/P = 1.0, equation (20) is continuous and f (S/P) has a fixed value of −0.296. When P = 0 (i.e. there is no precipitation), Q = 0. On the one hand, when S/P = 0, f (S/P) will approach 0 and Q = P; that is, when soils are fully saturated, all throughfall is assumed to be converted into runoff, because C sat (S e ) β in equations (13) and (18) will equal one. On the other hand, when the soil moisture approaches the permanent wilting point, ψ, the MoRE assumes that all throughfall will be lost to infiltration and no runoff is generated. Thus, equations (17) (21) as given in equation (21). where P 5 is the antecedent 5-day rainfall (in mm).
The MoRE consists of equations (4), (5), (7), (8), (9), (13), (20) and (21), and has four parameters: ψ, θ fc , θ sat and CN II . The three soil water parameters (i.e. ψ, θ fc and θ sat ) can be derived from general soil databases, such as the US General Soil Map or STATSGO (USDA-NRCS 2006), while CN II can be found in existing literature (e.g. USDA-NRCS 2004) . For a given hydrological response (i.e. rainfall-runoff analysis) unit, its CN I and CN III can be estimated based on CN II (equations (A11) and (A12); Neitsch et al. 2002 , Wang et al. 2008 . The steps for using the MoRE to predict runoff depth are to compute: (a) CN I and CN III using equations (A11) and (A12); (b) S I and S III using equation (4); (c) θ using equation (21); (d) M using equations (7), (8) and (9); (e) S using equation (5); (f) f (S/P) using equation (20)
β as the back log-transformation of f (S/P); and (h) Q using equation (13).
MATERIALS AND EVALUATION METHODS
The 77 USDA small agricultural watersheds
To evaluate the MoRE and to compare against previous research, we selected 77 of the 82 USDA small agricultural watersheds that were used by Sahu et al. (2007 Sahu et al. ( , 2010 . Five of the watersheds (26863, 42013, 42015, 61004 and 62014) were not selected, because data on rainfall and runoff were not available for them. The remaining 77 watersheds, with drainage areas ranging from 0.26 to 72 ha (Fig. 3) , are located within 10 states and, thus, represent typical dry (e.g. Arizona) to wet (e.g. Pennsylvania) climatic conditions in the USA The data on rainfall and runoff for three to 35 years were downloaded from the USDA Agriculture Research Service (ARS) Water Database website at http://www.ars.usda.gov/Main/docs.htm?docid=9696. The database is a collection of rainfall and streamflow data from USA small agricultural watersheds.
For each watershed, the available data were pre-processed using a computer program written in Microsoft Visual Studio 2008 ® by the first author to derive rainfall-runoff events with a separation time of 5 days. The pre-processing resulted in 11 715 events, with between five and 562 events per watershed (Fig. 3) . Given this separation scheme, P 5 was zero by construction of the data sets for these events. Across the watersheds, the average event rainfall varied from 37 to 127 mm, while the resulting average event runoff varied from 0.98 to 51 mm (Fig. 4) . For a given watershed and spanning its available events, the event rainfall varied from 0.02 to 746 mm, while the resulting event runoff varied from 0.00 to 372 mm. The duration of the events ranged from several minutes to six days. Thus, these events are reasonably representative of common rainfall-runoff processes in reality.
Determination of soil water parameter
The boundary of each of the 77 watersheds was extracted from the US Geological Survey (USGS) National Hydrography Dataset (NHD), downloaded from the USGS website at: http://nhd.usgs.gov. The NHD is a comprehensive set of digital spatial data that contains information about surface water features, such as lakes, ponds, streams, rivers, springs and wells (USGS 2001) . The boundary was overlain with the STATSGO in ArcGIS ® to determine the soil map units within each watershed. The STATSGO was downloaded from the USDA-NRCS website at http://soils.usda.gov/survey/ geography/statsgo. The attribute table associated with the STATSGO provides percentages of gravel (particle diameter >2.0 mm), sand (0.05 to 2.0 mm), clay (<0.002 mm), and organic matter for each map unit. For each of these four soil properties, its areaweighted average was computed and taken as the value for the watershed. Subsequently, the averages were taken as inputs to the SPAW Hydrology, a computer program developed by Saxton et al. (1986) and Saxton and Rawls (2006) , to compute soil water parameters ψ, θ fc , and θ sat of the watershed. Across the 77 watersheds, the computed values for ψ, θ fc , and θ sat are 0.01 to 0.1, 0.2 to 0.42, and 0.36 to 0.45, respectively.
Model set-up
The common inputs into the six models (the MoRE, SCS-CN, MoCN, Michel, Michel-Sahu and SahuMishra-Eldho models) to be compared are: event throughfall, P, and soil moisture, θ , at start of the event. Given P 5 = 0, this study assumed that θ = ψ and P was computed as the difference between total event rainfall P t and interception loss i L , i.e. P = P t -i L, where i L was estimated using an equation developed by USDA-FS (1968), and expressed as:
For a given watershed, the models were independently calibrated using about half of the available rainfall-runoff events and validated using the remaining events. The calibration was implemented by adjusting the parameters listed in Table 1 using the Parameter ESTimation (PEST) software developed by Doherty (2001 Doherty ( , 2002 Doherty ( , 2004 to minimize differences over the calibration period between model-generated and observed runoff values. PEST is a model-independent parameter estimator with advanced predictive analysis and regularization features. Its model independence relies on the fact that it is able to communicate with a model through the latter's own input and output files, thus allowing easy calibration set-up with an arbitrary model. The PEST software implements a particularly robust variant of the Gauss-Marquardt-Levenberg method (Marquardt 1963 ) of parameter estimation. Nevertheless, PEST does not always provide global minimum (Wang and Melesse 2005) . Subsequently, the PEST-determined values for these calibration parameters were manually adjusted to further refine the models. The MoRE and SCS-CN method were calibrated by adjusting CN II only, while the MoCN method was calibrated by adjusting CN II and then α and λ in order. For the Michel Model, we assumed that its three calibration parameters, S, S a and V 0 may be estimated using equations (A2) to (A4) (see Appendix). Given P 5 = 0, CN I was substituted for CN in equation (A2) to compute S. As discussed above, CN I may be estimated based on CN II by equation (A11). Thus, the Michel Model was calibrated by adjusting CN II and then α s and z s in order. For the Michel-Sahu Model, because P 5 = 0, S 5 in equations (A6) and (A7) was computed by substituting CN I for CN in equation (A2). This model was calibrated by adjusting CN II and then α 5 , β and γ in order. Further, for the Sahu-Mishra-Eldho Model, S 0 in equations (A9) and (A10) was computed by substituting CN I for CN in equation (A2). This model was calibrated by adjusting CN II and then λ 0 and β 0 in order.
Measure of model performance
Besides visualization plots, two widely-accepted statistics, the standard error (SE; Neter et al. 1996) and the Nash-Sutcliffe coefficient (E; Nash and Sutcliffe 1970) were used to evaluate model performance. A model with more favourable statistics (i.e. smaller SE and/or higher E) was judged to be a better runoff predictor.
The Nash-Sutcliffe coefficient, E, is computed as: MoRE (4), (5), (7), (8), (9), (13) Reported by Sahu et al. (2007) . Reported by Sahu et al. (2010) . 
where Q i obs and Q i sim are the observed and predicted runoff, respectively, from the ith storm event; and Q obs is the average of Q i obs across the n storm events. Standard error, SE is computed as:
where m is the number of model calibration parameters. In this study, because all model parameters were adjusted, for the SCS-CN, m = 1, while for the MoCN and Michel-Sahu models, m = 5, for the MoRE, m = 4, and for the Michel and Sahu-Mishra-Eldho models, m = 3. The value of E can range from −∞ to 1.0, with higher values indicating a better overall fit and 1.0 indicating a perfect fit. A negative E indicates that the predicted runoffs are less reliable than if one had used the average of the observed runoffs, while a positive value indicates that they are more reliable than using this average. E is a good criterion for evaluating/comparing hydrological models (Motovilov et al. 1999 , Michel et al. 2005 , McCuen et al. 2006 , Wang et al. 2008 . In contrast, the higher the SE, the poorer is the performance of the model, and vice versa (Sahu et al. 2007) , with zero indicating a perfect fit. The SE has the advantages of being expressed in the same units as the variable, and properly accounts for the model's degree of freedom. For a one-parameter (i.e. m = 1) model, SE will be same as the root mean square error (RMSE). The RMSE is a frequently-used measure of the difference between values predicted by a model or an estimator and those actually observed or estimated (Neter et al. 1996) . Researchers (e.g. Mishra et al. 1999 , McCuen 2003 , Sahu et al. 2007 , Sahu et al. 2010 ) often use SE in evaluating hydrological models.
RESULTS AND DISCUSSION

Calibrated model parameters
The six models share one common parameter, CN II . However, the calibrated values of this parameter are distinctly different between models for a given watershed, as well as between watersheds for a given model (Table 1 ). The mean value of CN II for the MichelSahu Model is 48, and that for the SCS-CN method is 72. The mean CN II for the other four models is Fig. 5(a) Plots showing Nash-Sutcliffe coefficient (E) of the six models vs watershed drainage area for the calibration period. The six models are listed in Table 1 . Fig. 5(b) Plots showing Nash-Sutcliffe coefficient (E) of the six models vs watershed drainage area for the validation period. The six models are listed in Table 1 . Fig. 6(a) Plots showing Nash-Sutcliffe coefficient (E) of the six models vs ratio of runoff to rainfall for the calibration period. The six models are listed in Table 1 . Fig. 6(b) Plots showing Nash-Sutcliffe coefficient (E) of the six models vs ratio of runoff to rainfall for the validation period. The six models are listed in Table 1 . Fig. 7(a) Plots showing Nash-Sutcliffe coefficient (E) of the six models vs geographic region for the calibration period. The six models are listed in Table 1 . GA: Georgia, PA: Pennsylvania, IL: Illinois, OH: Ohio, OK: Oklahoma, TX: Texas, NE: Nebraska, ID: Idaho, AZ: Arizona, WV: West Virginia. Fig. 7(b) Plots showing Nash-Sutcliffe coefficient (E) of the six models vs geographic region for the validation period. The six models are listed in Table 1 Table 1. insensitive for watersheds 37001, 42006 and 42037, while β and β 0 are insensitive for about 35% of the study watersheds.
The calibrated values of CN II for the SCS-CN method are greater than those reported by Sahu et al. (2010) , but smaller than those reported by Sahu et al. (2007) , for the study watersheds (Table 1) , except for watershed 17001. This exceptional watershed was determined to have a CN II of the upper limit (i.e. 99) of the reasonable range, implying that the SCS-CN method may become hysteretic (Doherty 2004) for this watershed. For some watersheds, the CN II values for the Michel-Sahu Model are either smaller by up to 23, or larger by up to 16, than those reported by Sahu et al. (2007) . This large discrepancy is probably because those authors used all available events for model calibration (i.e. did not do model validation) and that the event separation scheme they used is different to the scheme used in this study.
In contrast, the values of CN II for the SahuMishra-Eldho Model are closer, but still not approximately equal, to those reported by Sahu et al. (2010) Table 1. ( Table 1) . For each watershed, these authors subdivided the available events into two subsets, one for model calibration and the other for model validation. However, the subsets used by Sahu et al (2007) are not exactly identical to the subsets used in this study, which may be one reason for the different values of CN II . Another reason is that the event separation scheme used is different to the scheme used in this study. Similarly, the calibrated values of the other three parameters, α 5 , β and γ , for the Michel-Sahu Model are noticeably different from those reported by Sahu et al. (2007) , whereas, the values of λ 0 and β 0 , for the Sahu-Mishra-Eldho Model are almost comparable with those reported by Sahu et al. (2010) .
Model performance
Overall, the MoRE had the best performance in reproducing the observed runoffs of the study watersheds, as indicated by the highest mean E and smallest mean SE (Table 2 ). The SCS-CN method had the worst performance. The Michel-Sahu Model did slightly better than the MoCN method, which, in turn, performed marginally better than the SahuMishra-Eldho and Michel models. The latter two models had comparable performances. However, the Sahu-Mishra-Eldho Model did better than the Michel Model for most watersheds, as indicated by its larger median E. This is consistent with Sahu et al. (2007) . However, the Sahu-Mishra-Eldho Model might have large prediction errors for some watersheds, as indicated by the larger median SE.
For some watersheds, all six models failed, as indicated by negative values of E ( Table 2 ). The MoRE, MoCN method and Michel-Sahu Model failed for seven, seven and six watersheds, respectively, while the Michel and Sahu-Mishra-Eldho models failed for 10 and 11 watersheds, respectively. For more than 45% of the watersheds, the runoffs predicted by the SCS-CN method were less reliable than if one had used the average of the corresponding observed runoffs. For those failed watersheds, the models had very large prediction errors (SE > 30 mm). Further, the values of E and SE determined in this study are not same as those reported by Sahu et al. (2007) and Sahu et al. (2010) . This may be partially attributed to the fact that the studies used different event separation schemes and data subsets for model calibration and validation. Another reason is that this study and those two previous studies made different assumptions regarding several model parameters, including V 0 and S a of the Michel Model, V 00 of the Michel-Sahu Model, and S 0 of the Sahu-MishraEldho Model.
In general, the model performances are independent of watershed drainage area (Fig. 5) . It is notable that, for the watershed with a drainage area of about 0.7 ha, the MoRE, SCS-CN method and MoCN method performed very poorly. In addition, all six models had very poor performance for the watershed with a drainage area of about 1.35 ha during the calibration periods, and for another watershed with a drainage area of about 70 ha during the validation periods. However, because the values of E for the MoRE are the least scattered, this model was judged to be most consistent and robust for the study watersheds.
All six models tend to have a better performance for watersheds and/or events with a runoffto-rainfall ratio of between 0.1 and 0.3 (Fig. 6) , a range typical for small watersheds (Hayes and Young 2005) . Also, the model performances exhibit largest variations for watersheds located in the states of Arizona, Idaho, Ohio and Oklahoma (Fig. 7) . This can be attributed to the fact that the runoff-to-rainfall ratios for the watersheds in these four states vary noticeably: 0.08 to 0.59 in Arizona, 0.07 to 0.45 in Idaho, 0.05 to 0.63 in Ohio and 0.02 to nearly 1.0 in Oklahoma. Further, for a given watershed, the model performances vary greatly from event to event (e.g. Figs 8-10) . A model may be able to reproduce well the runoff from one event, but it could have a large prediction error for another, and vice versa.
CONCLUSIONS
This study developed a continuous rainfall-runoff model, namely the MoRE, by combining the advantages of the Rational Equation with those of the MoCN, a modified version of the SCS-CN method. Like its two parent models, the MoRE has a simple structure and can be applied to watersheds with limited data. The MoRE has four intrinsic parameters: ψ, θ fc , θ sat and CN II . These can be estimated from available soil data and/or existing literature and may be subsequently refined through model calibration. Unlike the SCS-CN, MoCN, Michel, Michel-Sahu, and Sahu-Mishra-Eldho models, the MoRE does not require that initial hydrological conditions, as represented by I a , V 0 , and V 00 in the five other models, be determined, and thus eliminates the long-lasting inconclusive debate of how I a should be estimated. However, the MoRE does rely on subjective (i.e. event-separation-dependent) P 5 to estimate θ . Also, the MoRE was designed to predict runoff depth, which cannot be easily done using the Rational Equation.
The evaluation in 77 USDA small agricultural watersheds indicated that CN II of the SCS-CN method may have different physical meanings to CN II of the other five models. The calibrated values of CN II vary greatly from model to model for a given watershed, as well as from watershed to watershed for a given model. Overall, the MoRE (mean E > 0.73) did a better job than the other five models (mean E < 0.56) in reproducing the runoffs of the study watersheds, but all six models tend to have a very poor performance (negative E and SE > 30 mm) for watersheds with a runoff-to-rainfall ratio of <0.1 or >0.3. Also, all six models' performances vary greatly from event to event for a given watershed, but are independent of watershed drainage area. Nevertheless, because the values of E and SE for the MoRE are least scattered for the study watersheds, this model was judged to be most consistent and robust of the six models compared.
APPENDIX
The Michel Model (Michel et al. 2005) can be expressed as:
where Q is the runoff (mm); P is the rainfall of an event (mm); V 0 is the soil moisture store level at the beginning of the event (mm); S a is the hydrological condition of the system at the beginning of the event (mm); and S is the potential maximum retention (i.e. loss) after runoff begins (mm). The Michel Model has three calibration parameters, including S a , V 0 , and S. It is not necessary for S to be linked with Soil Conservation Service (SCS) curve number (CN) and for S a to be a fraction of S. Nevertheless, this study assumes that these three parameters can be estimated as: S = 25.4 100 CN − 100 (A2)
where θ is the soil moisture at the beginning of the event; z s is the depth of the soil horizon; and α s is a coefficient. In this study, the calibration was implemented by adjusting CN, α s and z s . The Michel-Sahu Model (Sahu et al. 2007 ) consists of equation (A1) and another three equations expressed as:
(S 5 − S a5 − V 00 ) (S 5 ) 2 + (S 5 − S a5 − V 00 ) P 5 (A5) S a5 = α 5 S 5 (A6)
where P 5 is the antecedent 5-day rainfall (mm); V 00 is the pre-antecedent moisture level 5 days before the onset of rainfall (mm); S a5 is the hydrological condition of the system at the beginning of the antecedent 5-day rainfall (mm); S 5 is the potential maximum retention after runoff begins from the antecedent 5-day rainfall (mm); α 5 , β, and γ are coefficients; and V 0 is as defined in equation (A1). The Michel-Sahu Model has five parameters, including α 5 , β, γ , S 5 and S. In this study, S 5 was estimated by substituting CN I , the value of CN for antecedent moisture condition I or AMC-I (USDA-NRCS, 2004), for CN in equation (A2). Because CN I can be estimated based on CN II (equation (A11); Gray et al. 1982 , Silveira et al. 2000 , Neitsch et al. 2002 , USDA-NRCS, 2004 , the value of CN for AMC-II (USDA-NRCS 2004), the calibration was implemented by adjusting α 5 , β, γ and CN II .
The Sahu-Mishra-Eldho Model (Sahu et al. 2010) where I a is the initial abstraction (mm); S 0 is the potential maximum retention in completely dry condition (mm), which thus is independent of the antecedent soil moisture and depends fully on watershed characteristics; M 0 is the antecedent soil moisture (i.e. the soil moisture before runoff begins; mm); λ 0 and β 0 are coefficients; and Q, P and P 5 are as defined above. The Sahu-Mishra-Eldho Model has three parameters, including λ 0 , β 0 and S 0 . In this study, S 0 was estimated by substituting CN I for CN in equation (A2). Again, because CN I can be estimated based on CN II (equation (A11)), the calibration was implemented by adjusting λ 0 , β 0 and CN II .
The values of CN I and CN III can be estimated as (Neitsch et al. 2002 , USDA-NRCS 2004 
