Integral imaging (InIm) is a highly promising technique for the delivery of three-dimensional (3D) image content. During capturing, different views of an object are recorded as an array of elemental images (EIs), which form the integral image. High-resolution InIm requires sensors with increased resolution and produces huge amounts of highly correlated data. In an efficient encoding scheme for InIm compression both inter-EI and intra-EI correlations have to be properly exploited. We present an EI traversal scheme that maximizes the performance of InIm encoders by properly rearranging EIs to increase the intra-EI correlation of jointly coded EIs. This technique can be used to augment performance of both InIm specific and properly adapted general use encoder setups, used in InIm compression. An objective quality metric is also introduced for evaluating the effects of different traversal schemes on the encoder performance.
Introduction
A growing number of 3D visualization systems are used in specialized applications where 3D observation of objects and scenes is required. Moreover technological achievements in the areas of integrated optics with sensors and network infrastructures guarantee that these systems will soon be used in a large number of different everyday applications. In general, 3D viewing methods can be divided into stereoscopic and autostereoscopic. Stereoscopic methods require additional viewing aids such as glasses or helmets. In contrast, autostereoscopic methods do not require any additional eyewear or head-mounted equipment, but all optical components needed to correctly reproduce 3D objects and scenes are integrated into the display device [1] [2] [3] .
InIm is a technique for producing highly realistic 3D color images, which was initially devised by Lippman [4] back in 1908. It is currently regarded as one of the most promising methods for autostereoscopic representation of 3D scenes [3] . Specifically, this technique provides natural viewing with full color support, enhanced detail, and adequate depth level. Moreover, multiple simultaneous viewers are supported, while most of the currently existent InIm setups for capturing and display provide omnidirectional parallax images [5, 6] . A basic InIm capturing setup is assembled by using a charge coupled device (CCD) sensor and a lens array (LA), while the reproduction setup uses a liquid crystal display (LCD) and an appropriate LA. These setups are depicted in Figs. 1(a) and 1(b), respectively.
The InIm created during capturing is a 2D array of EIs that are formed on the CCD surface behind each lens of the LA of Fig. 1(a) . The EIs form a 2D image grid, which is then projected through an appropriate LA to reproduce the originally acquired 3D scene to the viewer. A 3D display setup based on the InIm principle is shown in Fig. 1(b) .
A. Related Work
One of the main issues taken into account in every InIm encoding scheme is the exploitation of the different types of redundancy present due to inherent properties of an InIm. High inter-EI image correla-tion between adjacent pixels and high intra-EI correlation between adjacent EIs are combined and greatly increase the redundancy in an InIm.
The correlation coefficient values [7] for a square window of the central EI over the 3 ϫ 3 EI neighborhood of Fig. 2(b) is depicted in Fig. 2(c) and shows the increased degree of redundancy between neighboring EIs.
Many InIm encoders are presented in the literature, which range from InIm-specific ones [8, 9] to properly adapted generic 2D image and video coders [10, 11] . Every one of these coding schemes includes a segmentation stage in which the 2D InIm structure is decomposed into a number of distinct EIs. These EIs are rearranged into a 1D image stream and encoded. After the 2D grid of EIs is rearranged in a 1D stream, only a small portion of highly correlated neighboring EIs in the 2D grid are finally placed in neighboring positions. The traversal scheme used in the reordering process influences this portion and to a great extent determines the rate-distortion performance of the encoder. In particular, the encoders proposed in [8, 11] for omnidirectional parallax InIms introduce different InIm traversal schemes in order to retain high correlation between adjacent EIs in the constructed 1D stream.
B. Overview
In this work we propose an image traversal scheme based on the Hilbert curve, in order to increase the efficiency of encoders where EI rearrangement is performed. This is achieved by maximizing a 2D locality property of the EIs that are encoded as a single entity and therefore increasing the correlation between jointly encoded EIs. As the encoded EIs are reassembled in a static InIm at the display and projected to the viewer, large variations in the quality of different areas in the InIm can reduce the 3D effect. For this reason a quality-assessment metric is introduced for evaluating the optimality of a number of different traversal schemes previously proposed in the literature [8, 11] , taking into account the variability in the quality of different regions of an InIm. A number of different test InIms are used for evaluating the effect of the different traversal schemes for the encoders proposed in [8, 11] . This paper is organized as follows: in Section 2 we introduce previously proposed and novel traversal schemes and the metric that is used for evaluating their locality preservation property. The results of the metric are presented in the same section for the examined traversal schemes. In Section 3 the performance gain for different traversal strategies is calculated for the 3D-DCT [8] and MPEG-2 [11] encoders, while Section 4 concludes this paper. 
Image Traversal Schemes
There are many types of curve [12] that can be used in order to traverse a set of points placed on a regular 2D grid and transform them to a 1D sequence of points. One of the most discussed properties of these curves is their ability to retain the locality properties of the reordered points. For this reason a number of different measures are used [13] to evaluate their efficiency. In omnidirectional InIm coding these curves are used in order to rearrange the EIs in a 1D stream of images preserving the highest possible correlation among jointly encoded EIs.
In this work we evaluated the performance of previously proposed traversal schemes [11] along with the one based on the Hilbert curve. The different traversal schemes are depicted in Fig. 3 .
A. Locality Preservation Properties
The locality preservation properties of each of these space filling curves can be evaluated by estimating a large number of different metrics, such as the ones proposed in [13] . The Hilbert curve outperforms all previously proposed curves, achieving performance very close to the boundary values of these metrics. In this paper we propose an appropriate metric for evaluating the efficiency of the different traversal schemes, which is defined as the ratio between the EI distances in the 2D grid and their distance in the 1D stream as given by Eq. (1):
In this equation i, j are the indices of the EIs in the constructed 1D stream and d͑·͒ is their Euclidean distance in the 2D InIm structure. Specifically, if ͑w i , c i ͒ and ͑w j , c j ͒ are the row and column indices of the two EIs in the 2D InIm structure, then the distance is defined by Eq. (2):
Next, we calculate the mean value, r , and the standard deviation, , of this quantity for each traversal scheme. A simulation performed for InIms with different numbers of EIs showed that the Hilbert curve achieves the minimum mean and standard deviation values for r ij that are almost invariant regardless of the number of EIs contained in an InIm. In contrast, as shown in Fig. 4 , the corresponding values for the other traversal schemes dramatically diverge as the number of EIs increases. In the same figure, a nonlinear increase of the standard deviation is observed for traversals other than the Hilbert curve, which increases the possibility for jointly encoding low correlated EIs and thus reducing the overall encoder performance.
Specifically, the performance of the different traversal schemes was evaluated over InIms having 2 p ϫ 2 p EIs, where p ϭ 2 , . . . , 5. However, in order to traverse InIms with arbitrary sizes, generalizations of the previous traversal schemes have to be used. The proposed traversal schemes can be categorized as periodic or aperiodic. The aperiodic traversal schemes, such as spiral and perpendicular scans, can be subjectively expanded to arbitrary sized grids but do not preserve locality among neighboring points of the 2D grid. In contrast, the periodic parallel traversal can be straightforwardly extended for arbitrary sized grids, and the Hilbert traversal can be extended by using a number of generalizations proposed in the literature [14 -16] . The Hilbert traversal outperforms the parallel traversal scheme even for arbitrary sized grids as shown in [14] . An extensive discussion of the properties of the Hilbert curve and its high clustering performance, along with different application fields, can be found in [17] [18] [19] .
B. Encoder Efficiency
An accurate way to measure the degree of similarity and hence the redundancy in a group of jointly coded EIs in the 1D stream is the calculation of the correlation coefficient between the EIs of the group. The correlation coefficient constitutes a similarity metric between images and can be used for accurate motion estimation [20] . As already shown in Fig. 2 , strong correlation exists between neighboring EIs in the 2D grid. However, when the EIs are rearranged in the 1D stream the correlation between consecutive EIs is affected by the choice of the traversal scheme. The 1D stream is further segmented in groups of EIs, and the EIs of each group are jointly encoded. High correlation among the EIs of the same group greatly affects the encoder perfor- mance as the information redundancy is greater among EIs of the group, and therefore they can be more efficiently encoded.
In Fig. 5 a comparison of the different traversal schemes for a characteristic InIm is presented. An InIm of 8 ϫ 8 EIs is traversed by using the different traversals, and the rearranged EIs in the 1D stream are divided into groups of eight EIs. Figure 5(a) clearly shows that the Hilbert traversal scheme outperforms others in terms of correlation among EIs of the same group. This can be attributed to the high-locality-preservation property of the Hilbert curve. In fact the locality-preservation property of the Hilbert curve increases the probability of passing through neighboring EIs that contain parts of the same object in the scene and thus increases the redundancy within the jointly encoded EIs of each group. The strong directionality of the other traversal schemes usually forces them to leave and reenter an object many times during the traversal, and as a result they jointly encode suboptimal EI groups in terms of similarity and hence information redundancy. However, the self-similarity of the Hilbert curve guarantees that each quadrant of the InIm will be exhaustively visited by the traversal, which increases the performance even in scenes with multiple objects.
A simple experiment was set up to demonstrate how the highly directional properties of the rest of the traversal schemes highly affect the encoders' performance. The InIm used for producing the results of Fig. 5(a) was rotated by 90°, and the correlation coefficients were recalculated for all groups of EIs. As is shown in Fig. 5(b) , the Hilbert curve retains the highest correlation among the EIs of each group. In contrast, the rest of the curves and especially the parallel scan are highly affected by the orientation of the objects of the scene.
Experimental Results
A number of different images are used to evaluate the effect of the different traversal schemes in both types of encoder. In the experiments a number of synthetic and physically acquired InIms were used. Four sample InIms of different complexities and arbitrary positions of objects and the original scenes used for computational generation or acquisition are shown in Fig. 6 .
The synthetic InIms depicted in Figs. 6(a) and 6(b) were generated by using a ray-tracing technique. The LA that was used in the ray tracer was constructed by using constructive solid geometry (CSG) principles, and the original 3D scene, which is inset in Figs. 6 (a) and 6(b), is a commonly available scene of the public domain software named POV-RAY [21] . The implementation details are contained in previous work of the authors [22, 23] . The dimensions of all computationally generated images were 2048 ϫ 2048 pixels. In Fig. 6(a) Fig. 6(b) contains 256 ϫ 256 EIs. For the realworld objects a simple capturing setup like the one described in [24] was used for physical acquisition. The dimensions of the physically acquired InIms in Figs. 6(c) and 6(d) are 1280 ϫ 1280 pixels, and they contain 16 ϫ 16 and 64 ϫ 64 EIs, respectively. The original objects are also inset in Figs. 6(c) and 6(d).
A. Performance Evaluation
There are primarily two different approaches for evaluating the performance of image encoding techniques based on subjective or objective evaluation metrics [25, 26] . The most used metric for objective 2D image quality assessment is the peak-signal-to-noiseratio (PSNR), which is given by PSNR dB ϭ 10 ϫ log 10ͩ 255
where the mean squared error (MSE) is calculated by using Eq. (4): MSE ϭ
where I͑i, j͒ are the intensity values of an 8 bit, grayscale, N ϫ M pixel, original uncompressed InIm, and I r ͑i, j͒ are the intensity values of the decompressed InIm. However, this measure estimates the overall image quality and does not take into account the special structure of the displayed InIm. In detail, as (5) and (6), respectively: 
B. MPEG-2 Evaluation
Whenever an MPEG-2 strategy is employed to encode a video sequence, the quality of the reproduced sequence varies between frames as a result of the encoding process. In the case of video sequences these fluctuations are not perceived by the observer because of the rapid succession of frames. On the other hand, InIms encoded by using an MPEG-2 encoder also exhibit this kind of PSNR variation between EIs, resulting in poor 3D image quality. The use of the Hilbert curve traversal for the InIm decomposition also manages to substantially decrease these variations relative to previously proposed traversal schemes. In the present context we introduce the relative standard deviation, given as PSNR ͞PSNR, which quantifies the fluctuation of the PSNR value for each traversal scheme and acts as an index of homogeneity characterization for the displayed InIm.
The results for all traversal schemes for both PSNR and PSNR ͞PSNR values for the representative InIm shown in Fig. 6 (a) are depicted in Figs. 7(a) and 7(b), respectively. As is shown in Fig. 7 , the values of the PSNR in the case where the Hilbert curve traversal is used are higher than the other traversal schemes. In addition there is a significant decrease in the PSNR values, indicating that as better localization between jointly encoded EIs is achieved both quality and PSNR fluctuations are improved.
C. 3D-DCT Evaluation
The same methodology was applied for the 3D-DCT encoder [7] targeting InIms that are assembled from a large number of low-pixel-count EIs. The PSNR and PSNR ͞PSNR values for the 3D-DCT applied to the InIm of Fig. 6(d) are depicted in Figs. 8(a)-8(b) , respectively. The results show that using this encoder for small-sized EIs has an impact on the variability of the PSNR values owing to the absence of the motion estimation procedure present in the MPEG-2 case. The PSNR variation was lower in all traversal schemes than in the MPEG-2 case, with the Hilbert scan achieving the lowest value among the other curves, as depicted in Fig. 8. 
Conclusions
In this work, in order to take advantage of the high 2D correlation of neighboring EIs, an efficient omnidirectional InIm traversal scheme based on the Hilbert curve was presented for optimizing the performance of InIm encoders that rearrange the EIs in a 1D stream. A metric for evaluating the locality preservation properties of such curves is also presented to assess their performance for different InIm sizes. Finally, a quality-assessment objective metric was also introduced, in addition to the PSNR value, to describe the property of homogeneity that should be preserved when coding InIms. The results show that the Hilbert curve scan validates the locality measure predictions and achieves both greater image quality in terms of PSNR and lower PSNR fluctuation values than previously proposed traversal schemes.
