The condition number of a smooth convex function, namely the ratio of its smoothness to strong convexity constants, is closely tied to fundamental properties of the function. In particular, the condition number of a quadratic convex function is precisely the square of the diameter-to-width ratio of a canonical ellipsoid associated to the function. Furthermore, the condition number of a function bounds the linear rate of convergence of the gradient descent algorithm for unconstrained minimization.
Introduction
Let f : R m → R ∪ {∞} be a convex function. The condition number of f is the ratio
where L f and µ f are respectively the smoothness and strong convexity constants of the function f as detailed in Definition 1 below. The condition number
is closely tied to a number of fundamental properties of the function f . In the special case when f is a quadratic convex function the condition number has the following geometric insight. Suppose f (u) = (f (u 0 ) − f ⋆ ).
The references [3] [4] [5] [8] [9] [10] [11] , among others, discuss the above type of linear convergence and a number of interesting related developments. In particular, Necoara, Nesterov and Glineur [9] establish linear convergence properties for a wide class of first-order methods under assumptions that are weaker than strong convexity.
Let f : R m → R ∪ {∞} and A ∈ R m×n be such that conv(A) ⊆ dom(f ). We propose a relative smoothness constant L f,A and a relative strong convexity constant µ f,A of the function f relative to the reference polytope conv(A). See Definition 2 below for details. Our main results highlight the tight connection between the relative constants and geometric features of the polytope conv(A). In particular, we establish some interesting relationship between the relative smoothness and strong convexity constants and the diameter and facial distance of the polytope. The facial distance was introduced by Peña and Rodríguez [12] albeit in a more restricted context. These relationships in turn enables us to show that the relative condition number . In particular, we provide the following interesting geometric insight on the relative condition number when f is quadratic. Suppose f (u) = 1 2 Qu, u + b, u where Q is symmetric and positive definite. As we detail in Section 2 below, in this case the relative condition number
is precisely the square of the ratio of the diameter to the facial distance of the polytope conv(Q 1/2 A). For a general convex function, we show that the relative condition number L f,A µ f,A can be bounded above by the product of the classical condition number L f µ f and the square of the ratio of the diameter to the facial distance of conv(A). The latter quantity can be seen as a kind of condition number of the polytope conv(A).
We also illustrate how the relative condition number bounds the linear convergence rate of first-order methods for the minimization problem
More precisely, we show that the iterates generated by both the Frank-Wolfe algorithm with away steps and a version of the projected gradient algorithm have objective values that convergence linearly to f ⋆ with linear convergence rate bounded by
. We should note that the linear convergence of the Frank-Wolfe algorithm with away steps and the projected gradient algorithm, as well as of other first-order methods had been previously established in [1, 6, 9, 11, 12] under various kinds of assumptions. Our approach based on the relative condition number yields a proof of linear convergence for the Frank-Wolfe algorithm with away steps that is significantly shorter and simpler than the ones previously presented in [1, 6, 12] . Our approach also reveals some simple ideas at the root of the proofs of linear convergence properties of these first-order algorithms. Our work draws on and relates to the recent articles [1, 6, 7, 9, 12] . Our construction of L f,A and µ f,A is in the spirit introduced by Lu, Freund, and Nesterov [7] . Lu et al. [7] extend the concepts of smoothness and strong convexity constants by considering them relative to a reference function, see [ proposed by Lacoste-Julien and Jaggi in [6, Appendix C] . The quadratic functional growth constant, as well as other more restrictive growth constants, were proposed by Necoara, Nesterov, and Glineur [9] to give conditions that ensure the linear convergence of first-order methods. A similar quadratic growth approach was also used by Beck and Shtern [1] to established the linear convergence of a conditional gradient algorithm with away steps for non-strongly convex functions. In contrast to the approaches in [1, 6, 9, 12] , our construction of the relative constants applies to any choice of norm in R n . Our results reveal interesting geometric insights when this norm is the ℓ 1 norm. Our construction of the relative constants L f,A , µ f,A , µ ⋆ f,A and all of our results concerning them scale appropriately, that is, they scale by λ whenever the objective function f is replaced byf = λf for some constant λ > 0. In particular, the relative condition number
and all of our bounds on it are invariant under positive scaling of f .
The remainder of the paper is organized as follows. Section 2, the main section of the paper, presents our central ideas and results, namely the construction of relative smoothness and strong convexity constants and their main properties. Section 3 illustrates how the relative condition number bounds the linear rate of convergence of the Frank-Wolfe algorithm with away steps and of the projected gradient algorithm for problem (1).
Condition number relative to a polytope
This section presents the central ideas of this paper. We introduce the relative smoothness and relative strong convexity of a function relative to a polytope and establish their main properties. We will use the following notation. Let ∆ n−1 ⊆ R n denote the standard simplex, that is, ∆ n−1 := {x ∈ R n + : x 1 = 1}. For convenience, we will make the following slight abuse of notation. For A ∈ R m×n we will also write A to denote the set of columns of A. The precise meaning of A will be clear from the context.
For A ∈ R m×n consider the following polytope generated by A conv(A) := {Ax : x ∈ ∆ n−1 }.
For u ∈ conv(A) let Z(u) := {z ∈ ∆ n−1 : Az = u}. Suppose R n is endowed with a norm
The relative Lipschitz and strong convexity constants
To motivate our main construction we first recall the classical notion of smoothness and strong convexity constants.
Definition 1. Suppose R m is endowed with a norm · and f :
Next, we present our main construction.
Definition 2. Let R m be endowed with a norm · , A ∈ R m×n have at least two different columns, and f :
(a) Define the smoothness constant L f,A of f relative to A as follows
(b) Define the strong convexity constant µ f,A of f relative to A as follows
The relative constants are natural extensions of the classical ones. Observe that a differentiable function f :
Likewise, a differentiable function f : R m → R ∪ {∞} is L f,A -smooth and µ f,A -strongly convex on conv(A) ⊆ dom(f ) for A ∈ R m×n if and only if for all u ∈ conv(A) and x ∈ ∆ n−1
The relative smoothness and strong convexity constants L f,A and µ f,A are closely related to the curvature constant C A f and geometric strong convexity constant µ A f proposed by Lacoste-Julien and Jaggi in [6, Appendix C] . However, the construction in [6, Appendix C] follows a fairly different path. In particular, the definition of µ A f is tied to some variants of the Frank-Wolfe algorithm for problem (1) . By contrast, our construction of L f,A and µ f,A depends only on the pair (f, A), applies to any norm in R n , and does not depend on any particular algorithm. As we discuss in Section 3, the relative condition number
bounds the linear rates of convergence of the projected gradient algorithm and of the Frank-Wolfe algorithm with away steps for problem (1) . We also note that in the special case when R n is endowed with the Euclidean norm ℓ 2 , the strong convexity constant µ f,A is related to the quadratic gradient growth condition defined in [9] .
Geometric properties of the relative constants
We next present some geometric properties of the constants L f,A and µ f,A . The properties below show that these constants are finite and positive when f is L f -smooth and µ f -strongly convex for some L f , µ f > 0. The properties below also yield a nice analogy between the relative condition number
and the usual condition number
Our results rely on the concept of facial distance introduced by Peña and Rodríguez [12] . Let R m be endowed with a norm · . For A ∈ R m×n with at least two different columns the facial distance Φ(A) is defined as follows
Here faces(conv(A)) denotes the set of faces of conv(A) and dist(F, G) = inf
Observe that Φ(A) > 0 for all A ∈ R m×n with at least two different columns.
The following example illustrates the facial distance for two canonical polytopes, namely the standard simplex and the ℓ 1 unit ball. ⌋. In particular for F = conv{e 1 , . . . , e k } we get
In this case Φ(A) is attained at any face of conv(A) of dimension (m − 2). In particular, for F = conv{e 1 , . . . , e m−1 } we get
Some of the results below are stated in terms of the diameter of a set defined as follows.
The alternative characterizations of diam(A) and Φ(A) in the following proposition provide the crux for the geometric properties of L f,A and µ f,A . We defer the proof of Proposition 1 to Section 2.4 since it relies on Lemma 2 below. Proposition 1. Suppose R n is endowed with the ℓ 1 norm · 1 . Then for all A ∈ R m×n with at least two different columns
.
Corollary 1. Suppose R n and R m are respectively endowed with the ℓ 1 norm · 1 and the ℓ 2 norm · 2 , and f (u) = 1 2 Qu, u + b, u for some b ∈ R m and Q ∈ R m×m symmetric and positive definite. Then for all A ∈ R m×n with at least two different columns
Corollary 1 yields the following analogy between the relative condition number
of a strongly convex quadratic function f . Under the assumptions of Corollary 1 it readily follows that
Furthermore, observe that 2λ max (Q 1/2 ) and 2λ min (Q 1/2 ) are respectively the diameter (length of longest principal axis) and the width (length of shortest principal axis) of the ellipsoid
In particular,
Observe the striking resemblance between (2) and (3).
Corollary 2. Let R n be endowed with the ℓ 1 norm · 1 . Suppose A ∈ R m×n has at least two different columns and f :
The following proposition gives an identity and bound similar to those in Proposition 1 for the general case when R n is endowed with an arbitrary norm. We defer the proof of Proposition 2 to Section 2.4. Proposition 2. Let R n and R m be endowed with arbitrary norms and A ∈ R m×n have at least two different columns. Then
and
Corollary 3. Let R n and R m be endowed with arbitrary norms. Suppose A ∈ R m×n has at least two different columns and f : R m → R ∪ {∞} is L f -smooth and µ f -strongly convex on
A refinement of the relative strong convexity constant
The construction of the constants L f,A and µ f,A is global as it depends on f and the entire set conv(A). We next describe a local refinement of the strong convexity constant. Theorem 1 gives a lower bound for µ ⋆ f,A similar in spirit to the lower bound for µ f,A in Corollary 2. The statement and proof of Theorem 1 rely on the concept of local facial distance (an extension of the facial distance) introduced in [12] . Suppose R m is endowed
Observe that ū v > 0 ifū = 0. For nonempty
ForĀ ∈ R (m+1)×n with at least two different columns and v ∈ R m let
The local facial distance Φ v (Ā) is defined as follows
Observe that Φ v (Ā) > 0 for all v ∈ R m andĀ ∈ R m×n with at least two different columns. Furthermore, the facial distance can be recovered a special case of the local facial distance:
, faces(conv(Ā)) = {F × {0} : F ∈ faces(conv(A))}, and ū v = u for all
Theorem 1. Suppose R n is endowed with the ℓ 1 norm. Let A ∈ R m×n , b ∈ R m , and E ∈ R p×m be such that EA b T A has at least two different columns. Let f : R m → R ∪ {∞} be defined by f (u) = g(Eu) + b, u where g : R p → R ∪ {∞} is µ g -strongly convex on conv(EA) for some µ g > 0. Then v = f (u) and
Observe that the bound in Theorem 1 scales appropriately in the following sense. Suppose we replace f (u) = g(Eu) + b, u byf (u) := λf (u) = λg(Eu) + λb, u =:g(Eu) + b , u for some λ > 0. Then µ ⋆ f ,A = λµ ⋆ f,A , µg = λµ g , ∇g = λ∇g and thus v andĀ are unchanged. Therefore all terms in inequality (8) scale exactly by λ.
The following corollary specializes Theorem 1 to the special case when the objective function f is a convex quadratic function. In that case µ ⋆ f,A is positive regardless of the strong convexity of f . Corollary 4. Let A ∈ R m×n , b ∈ R m and Q ∈ R m×m be such that Q is symmetric positive semidefinite and
f (u) and
The next example describes a simple case when µ The proof of Theorem 1 relies on Lemma 1 and Lemma 2 below. These lemmas in turn use the following notation. For x ∈ ∆ n−1 , let I(x) := {i ∈ {1, . . . , n} : e i , x > 0}. Lemma 1. LetĀ ∈ R (m+1)×n have at least two different columns and v ∈ R m . Supposē u ∈ F (v) and x ∈ ∆ n−1 are such thatĀx =ū. Then for d :=Ā
Proof. This proof is a modification of the proof of [12, Proposition 1] . Let I := I(x) and J := {j ∈ {1, . . . , n} :ā j ∈ F (v)}. We will prove the following inequality that evidently implies (9):
To that end, observe that the right-hand side in (10) can be computed via the following primal-dual pair of linear programs (11) and max
Observe that (11) is feasible because in particular the triple (y I , z J , λ) defined by taking y I = x I , any z J ≥ 0 such thatū =Ā J z J and 1 T J z J = 1, and λ = Ā x −ū satisfies the constraints in (11) . Furthermore, (11) is evidently bounded since any feasible (y I , z J , λ) must have y I and z J bounded andĀ I y I −Ā J z J = λd with d = 0. Therefore both (11) and (12) attain their finite optimal values. Let (ŷ I ,ẑ J ,λ) and (p,t,τ ) be optimal solutions to (11) and (12) respectively. Thenλ = Ā IŷI −Ā JẑJ . By complementary slackness,ẑ j > 0 if and only ifā j ∈ Argmin ℓ∈J ā ℓ ,p . Likewise,ŵ i > 0 if and only ifā i ∈ Argmax ℓ∈I ā ℓ ,p . ThereforeĀ J z J ∈ G := Argminū ∈F p,ū ∈ faces(F ) andĀ IŷI ∈ conv(Ā \ G). To finish, observe that
Lemma 2. LetĀ ∈ R (m+1)×n and v ∈ R m . Then for allū ∈ F (v) and x ∈ ∆ n−1
Proof. SupposeĀx =ū as otherwise there is nothing to show. To prove (13) we proceed by contradiction. Assume
Let d :=Ā 
By (9) there exist y, z ∈ ∆ n−1 with I(y) ⊆ I(x) andĀ(y − z) = Φ v (Ā)d. Thus for δ > 0 sufficiently small the linear program (15) has a feasible solution (w, t) = δ · (y − z, Φ v (Ā)) with t = δ · Φ v (Ā) > 0. Assumption (14) thus implies that (15) has an optimal solution (ŵ,t) with 0 <t
. Consider the modification of (15) obtained by replacing x withx: max
Proceeding as above, it follows that (16) has a feasible solution (w ′ , t ′ ) with t ′ > 0. This implies that (ŵ + w ′ ,t + t ′ ) is feasible for (15) andt + t ′ >t which contradicts the optimality of (ŵ,t) for (15).
Proof of Theorem 1. The optimality conditions for min
f (u) and all u ∈ conv(A)
Next, observe that the strong convexity of g and (17) imply that for all x ∈ ∆ n−1 and
Putting together (18) and (19) we get
Proofs of Proposition 1 and Proposition 2
Proof of Proposition 1.
For Φ(A) we prove the two inequalities separately. From Lemma 2 applied toĀ = A 0 and v = 0 it follows that for all u ∈ conv(A) and
. For the reverse inequality, let F ∈ faces(conv(A)) be such that ∅ = F = conv(A) and Φ(A) = dist(F, conv(A \ F )). Then Φ(A) = Ax −û for someû ∈ F andx ∈ ∆ n−1 with Ax ∈ conv(A \ F ). Since Ax ∈ conv(A \ F ), without loss of generality we may assume thatx ∈ ∆ n−1 is chosen so that i ∈ I(x) ⇒ a i ∈ F. Since F is a face, it follows that Az ∈ F ⇒ I(z) ∩ I(x) = ∅. In particular dist(x, Z(û)) = 2 and thus
Proof of Proposition 2. For (4) observe that
Aw w .
For (5), observe that for all x, y ∈ ∆ n−1 we have x − y = n i=1 e i , x − y e i and hence
Thus Proposition 1 yields
Linear convergence of first-order methods
This section discusses linear convergence results for two first-order algorithms for the problem ( 
3.1 Frank-Wolfe algorithm with away steps Algorithm 1 gives a description of the Frank-Wolfe algorithm with away steps for (1) . This version of the algorithm has been previously discussed in [1, 6, 12] . Algorithm 1 relies on the following notation. Given u = Ax ∈ conv(A), let I(x) := {i ∈ {1, . . . , n} : e i , x > 0}. The set I(x) describes the support of u = Ax, that is, the indices of the columns of A that appear with positive weight in the convex combination u = Ax.
A critical detail in Algorithm 1 is the choice of step size α k in Step 9. The construction of L f,A implies that for α ∈ [0, α max ]
Algorithm 1 Frank-Wolfe algorithm with away steps 1: Pick x 0 ∈ ∆ n−1 ; put u 0 := Ax 0 ; k := 0 2: for k = 0, 1, 2, . . . do 3:
v := a j − u k ; w := e j − x k ; α max := 1 (regular step)
6:
v := u k − a ℓ ; w := x k − e ℓ ; α max := e ℓ ,x k 1− e ℓ ,x k (away step) 8: end if 9: choose α k ∈ [0, α max ] 10:
To simplify our analysis of linear convergence we will assume that α k in Step 9 is chosen via
This is evidently possible only in the ideal case when L f,A is known. In the more realistic case when L f,A is not known, a standard backtracking procedure can be used to choose a constant L > 0 bounded above by a constant multiple of L f,A and such that the step size
k . Our ensuing analysis would then apply with L f,A replaced by a constant multiple of it. For the remainder of this subsection we will assume that α k is indeed chosen via (21). Combining this assumption and (20) applied to a = ∇f (u k ), v and b = 4L f,A we obtain
The following result provides the crux of the linear convergence of Algorithm 1.
Lemma 3. Suppose R n is endowed with the ℓ 1 norm · 1 , and A ∈ R m×n and f : R n → R∪{∞} are such that µ 
Proof. The choice of regular versus away steps in Step 5 and Step 7 imply that if u k = Ax k ∈ conv(A) then Case 2: α k = α max ≥ 1. In this case |I(x k+1 )| ≤ |I(x k )|. Furthermore, (22) and (24) imply that
Case 3: α k = α max < 1. In this case |I(x k+1 )| ≤ |I(x k )| − 1. Furthermore, (22) implies that
Therefore to finish it suffices to show that in the first k iterations Case 3 can occur at most k/2 times. Since |I(x 0 )| = 1 and |I(x i )| ≥ 1 for i = 1, 2, . . . , it follows that for each iteration when Case 3 occurred there must have been at least one previous iteration when Case 1 occurred. Hence in the first k iterations Case 3 could occur at most k/2 times.
Projected gradient
Algorithm 2 gives a description of the projected gradient algorithm for (1) . This version can be seen as a particular case of more general gradient schemes like those discussed in [2, 11] .
Algorithm 2 Projected gradient algorithm 1: Pick x 0 ∈ ∆ n−1 ; 2: for k = 0, 1, 2, . . . do
3:
choose L > 0 4:
5: end for
Like the choice of step size α k in Step 9 of Algorithm 1, the choice of L in Step 3 is a critical detail in Algorithm 2. The construction of L f,A implies that
To simplify our analysis of linear convergence we will assume that Step 3 chooses L = L f,A . This is possible only if L f,A is known. In the more realistic case when L f,A is not known, a standard backtracking procedure can be used to choose L bounded above by a constant multiple of L f,A and such that the next iterate x k+1 ∈ ∆ n−1 chosen at Step 4 satisfies
Our ensuing analysis would then apply with L f,A replaced by a constant multiple of it. The assumption that L = L f,A in Step 3 of Algorithm 2 combined with (20) readily imply that for all z ∈ ∆ n−1 such that ∇f (Ax k ), A(z − x k ) ≤ 0
