While the equilibrium properties, states, and phase transitions of interacting systems are well described by statistical mechanics, the lack of suitable state parameters has hindered the understanding of non-equilibrium phenomena in diverse settings, from glasses to driven systems to biology. The length of a losslessly compressed data file is a direct measure of its information content: The more ordered the data is, the lower its information content and the shorter the length of its encoding can be made. Here, we describe how data compression enables the quantification of order in non-equilibrium and equilibrium many-body systems, both discrete and continuous, even when the underlying form of order is unknown. We consider absorbing state models on and off-lattice, as well as a system of active Brownian particles undergoing motility-induced phase separation. The technique reliably identifies non-equilibrium phase transitions, determines their character, quantitatively predicts certain critical exponents without prior knowledge of the order parameters, and reveals previously unknown ordering phenomena. This technique should provide a quantitative measure of organization in condensed matter and other systems exhibiting collective phase transitions in and out of equilibrium. arXiv:1708.04993v3 [cond-mat.soft] 
Intuitively, the more ordered a system is, the shorter the description required to specify a typical microstate. If the probability distribution of the ensemble of microstates is known, then the Shannon entropy [1] provides a quantitative measure of the information content and order. For a random variable X the Shannon entropy is defined as
which may be thought of as the average uncertainty in X.
Here, p(x) is the probability that a given signal x is generated by a given source; in physics terms, this may be thought of as defining an ensemble. If we take x to specify microstates of a thermodynamic ensemble, and p(x) to be the probabilities of their occurrence, then Eq. 1 reproduces the thermodynamic entropy appropriate to this ensemble. It is important to understand that the framework of equilibrium statistical thermodynamics provides a-priori probabilities, but this is not the case for systems out of equilibrium, making the explicit computation of H in general impossible [2] . Knowledge of the probability distribution is not required for the algorithmic approach to information content pioneered by Kolmogorov and Chaitin [4, 5] . This approach culminated in the definition of the Kolmogorov complexity K [6] , as (loosely speaking) the length of the shortest computer program able to generate a given data sequence. Under fairly general conditions, H and K are closely related, and become equal in the large system limit [6] . However, although elegant, the Kolmogorov complexity is not typically computable, and so can not be used for physical systems. In this paper we study an easily accessible proxy for these measures, which we will refer to as Computable Information Density (CID), which is proportional to the length of a losslessly com-pressed data string [7] . Concretely we define:
where L(x) is the total binary code length of the compressed sequence, and L is the length of the original sequence x (the number of sites in the system). We have used the LZ77 compression algorithm [9] (though other choices of universal codes are available), with extrapolation to the thermodynamic limit performed according to Eq. S11; see SI for a description of the algorithm and a discussion of the extrapolation. The problem of finding a faithful minimum encoding is the province of lossless data compression, and is commercially important in data storage and telecommunication. Shannon's source coding theorem [1] states that (in the large system limit) the length of the shortest encoding a file can have without loss of information is H. Thus, asymptotically optimal data compression algorithms may be used to approximate H for a broad class of data [10] , approaching it in the thermodynamic limit of large systems. Unlike the Shannon (or ordinary thermodynamic) entropy, CID is well-defined for any given sequence [11] . This has the important consequence that CID may be defined for finite portions of a system, allowing us to study its behavior and correlations in both space and time.
Data compression was first applied to the twodimensional Ising model by Sheinwald, Lempel and Ziv [12] as a benchmark for image compression. More recently, application to statistical physics has been mostly through the analysis of the time dependence of single-site variables. For equilibrium systems, a time series of the spin or the Edwards-Anderson autocorrelation parameter at a given site, obtained by Monte Carlo simulation, was used to locate the critical points of the 3D Edwards-Anderson spin glass [13] and the 2D and 3D Ising models [14, 15] , and to approximate the entropy of the 2D Ising model [15] . Data compression has also proven a useful tool in the definition and characterization of complexity of one-dimensional dynamical models, such as cellular automata and dynamical systems [16] [17] [18] [19] [20] [21] [22] , as well as for turbulence [23] . Methods based on data compression have also been used to estimate the entropy production of a non-equilibrium stationary state [24, 25] and to detect the onset of chaos in biological systems [26] [27] [28] .
In this paper, we study the extent to which we can operationally define and use data compression in manybody non-equilibrium systems, in particular those where the nature of ordering is unclear. To this end, we study the compression of entire microstates, rather than time series of single variables. We consider several different interacting non-equilibrium systems, both on and offlattice, in one and two dimensions [29] . We show that CID provides an easily applied and quantitatively accurate measure of information content which can serve as a simple and sensitive way to quantify order, its evolution in time, and its dependence on control parameters [30] . In particular, we show that non-equilibrium analogs of both discontinuous and continuous phase transitions are well characterized by singularities in CID, that certain critical exponents can be extracted without a priori knowledge of the order parameter, and that previously unknown ordering phenomena can be discovered.
To illustrate the use of CID, we consider a particularly simple model with a non-equilibrium phase transition, the Conserved Lattice Gas (CLG) in 1D. Initially, N particles are distributed randomly on L ≥ N sites with no multiple occupancy. An occupied site is considered 'active' if one of its neighbors is also occupied. The dynamics consist of moving particles randomly from active sites to unoccupied neighboring sites, as illustrated in Fig. 1a (in practice we implement random sequential updates, so we displace one particle at a time). The statistical state of the system is characterized by the order parameter f a , the fraction of sites that are active. An 'absorbing state' is attained when f a = 0, at which point the dynamics ends. No absorbing states are possible for densities ρ ≡ N/L higher than the geometrical limit ρ G = 0.5. For absorbing state models in general [35] , it is well known that there exists a critical density ρ c , such that for ρ > ρ c the system evolves to an active, fluctuating steady state with a well-defined f a > 0, while for ρ < ρ c ≤ ρ G , the system evolves to an absorbing state. The 1D CLG is atypical in the sense that ρ c = ρ G [35] , but will be seen to have non-trivial correlations in the absorbing phase. For the 1D CLG the total number of possible absorbing state configurations is (1−ρ)L ρL when ρ ≤ ρ G and 0 otherwise; an example of one such state is shown in Fig. 1a for t = t end . States of the 1D CLG may be represented simply as a binary string of 0's and 1's signifying the occupation of the sites. These strings can easily be compressed by a large variety of universal codes, we do so by the 'unrestricted' Lempel Ziv string-matching code, also known as LZ77 algorithm [9] .
We analyze a 1D CLG model of size L = 10 5 with periodic boundary conditions, for 99 densities in the range 0.01 ≤ ρ ≤ 0.99. Starting from random (Bernoulli distributed) initial configurations, we let the system evolve for 10 7 full cycles (sweeps) by random sequential updates. At regular time intervals we measure the CID by LZ77.
In Fig. 1b we show the CID as a function of ρ for different times, with the inset indicating the CID time evolution profiles. At time t = 0 the CID matches the Shannon entropy of a Bernoulli sequence H = −ρ log ρ − (1 − ρ) log(1 − ρ), and at low and high densities ρ the entropy remains unchanged in time. For densities near the critical point ρ c = 0.5 the system organizes in time and the entropy tends to 0 at the critical point, where only a single absorbing state is allowed. We fit the time dependent CID in the inset of Fig. 1b and the fraction of active sites f a (t) (not shown) with the functional form y(t) = (y 0 − y ∞ )e −t/τ (t/t 0 ) −δ + y ∞ , where y 0 and y ∞ are the zero and infinite time limits, respectively, and δ and t 0 are fitted parameters that are roughly constant for all densities. In Fig. 1c we show the characteristic time τ as a function |ρ − ρ c |. Analysis of the CID reveals a divergence of the correlation time (critical slowing down) in quantitative agreement with measurements performed on the time decay of f a , which is the standard order parameter for the analysis of this model. The transition is thus continuous in nature and a fit of τ shows a powerlaw divergence of the form τ ∼ |ρ − ρ c | −ν , with ν = 3 ± 0.3.
Analysis of the CID immediately shows the extent that the dynamics orders the states. In the upper portion of Fig. 1d we show the CID of the final (absorbing or stationary active) states as obtained by the dynamics (blue circles). On the active side, ρ > ρ c , we compare dynamically obtained states (blue circles) with uniformly sampled unrestricted active states (blue triangles), as well as with uniformly sampled active states with no '00' pairs (red diamonds) since they are disallowed by the dynamics [36] . The perfect match in CID between this latter set and those obtained from the dynamics indicates that this is precisely the ensemble sampled by the dynamics. That the CID of the unrestricted active states is much higher than these clearly highlights the degree to which the dynamically accessible states are more ordered than the unrestricted active states.
Ordering due to the dynamics is even more dramatic in the absorbing phase ρ < ρ c . Comparison of the CID between uniformly sampled absorbing states (red squares) and those arrived at by the dynamics (blue circles) shows that the dynamical states are more ordered than the random absorbing states, with the relative gap between the two growing as ρ → ρ c . This shows that the dynamics sample only a small subset of ordered states out of all the possible absorbing states. To understand the nature t = 0 the system is in an active randomly sampled state (active sites in red) and the possible moves prescribed by the dynamics are indicated by the arrows. When the particle density is below the critical density ρ c , the system relaxes to an absorbing state, such that the fraction of active sites f a = 0. (b) Time dependence of the CID as a function of particle density ρ, a cycle corresponds to L randomly attempted moves. The system orders as a function of time, developing a cusp-minimum at the critical density ρ c = 0.5. The inset shows the CID time evolution profile for several densities. (c) Characteristic time τ as a function of |ρ − ρ c |, as measured by the decay of f a and CID, showing identical relaxation and critical exponent ν = 3 ± 0.3 from both measures. Lines of best fit (dashed black lines) were obtained by bootstrapped minimum mean square error fits using a robust covariance estimator [32, 33] . (d) Top panel: comparison of the random initial states, states found by the dynamics after 10 7 cycles, uniformly sampled absorbing states below ρ c , and active states without 00 pairs above ρ c . Lower panel: fraction of active sites as a function of ρ, red dashed line is the exact solution from
Ref. [34] .
of the ordering we compute the autocorrelation function g(r) ≡ x i x i+r − x 2 [37] for the random absorbing states ( Fig. 2a ) and the dynamically sampled absorbing states (Fig. 2b) . In both cases the values of g(r) alternate between positive and negative values due to the effective nearest neighbor repulsion, but as ρ → ρ c it is apparent that the correlations are much longer ranged for the dynamically sampled absorbing states than for the random absorbing states. These longer ranged correlations indicate that the dynamics spreads out the particles in a very uniform way as the critical point is approached, a point which was not appreciated in this model before it was revealed by CID.
We next consider a two-dimensional system, a discrete are occupied by more than z max particles. The model allows for an unlimited number of particles at each site and the initial configuration is generated by depositing N = ρL particles at random on the lattice sites, where L = M 2 is the total number of sites. At each time step one active site is selected and all of its particles redistributed to the neighboring sites at random. This procedure is performed repeatedly, until either there are no active sites or the system arrives to a stationary (steady) state with a characteristic average fraction of active sites f a . Here, we take z max = 1, such that ρ G = 1 and ρ c ≈ 0.683. An example of an initial random state and a final absorbing state is given in Fig. 3a .
In order to compute the CID of a two or higher dimen-sional system we flatten the grid. In 2D, we use a Peano-Hilbert space filling curve [38] ; this is also known as a 'Hilbert scan' and it requires M = 2 m . This scan, which covers the lattice in a self-similar fashion and preserves locality [39] has been shown to give optimal (distortionfree) compression as L → ∞ [40] . In Fig. 3 we show results for the 2D Manna model of size 2 10 × 2 10 over 246 densities in the range 0.3 ≤ ρ ≤ 0.95, evolved for approximately 10 6 full cycles. In the CLG the alphabet (possible site occupancies) is {0, 1}, whereas in the Manna model the alphabet may contain any positive integer and its size may change as the system evolves. A reduction in alphabet size during the evolution contributes to a decrease in the CID. In Fig. 3b we show the time evolution of the CID as a function of ρ. The inset shows the CID time evolution profiles for some of the densities; the curves are averaged over 6 independently sampled random initial conditions. Note that the CID is > 1 for the initial random configurations because the alphabet size is greater than 2.
At long times, the system develops a sharp cusp-like minimum around ρ c ≈ 0.683 indicating a continuous phase transition, and the critical slowing-down is characterized in Fig. 3c . The correlation times measured from the CID and the fraction of active sites f a are in quantitative agreement with each other and we obtain critical exponent ν = 1.3 ± 0.2, in agreement with the known value [35] . In Fig. 3c we compare the states after 10 6 iterations with randomly generated absorbing states, i.e. random binary sequences where 1's and 0's occur with frequency ρ and 1 − ρ, respectively; these have degeneracy L ρL . For the Manna model, ρ c < ρ G , hence the CID for random absorbing states is a smooth function around ρ c . The inset shows how the absorbing states found by the dynamics have smaller CID and thus are more ordered than the uniformly sampled ones. Recent studies of the 2D Manna and related models [41] indicate that they are hyperuniform [42] at the critical point, meaning that in this limit large-scale density fluctuations are anomalously suppressed.
The utility of the CID measure rests on the possibility to analyze experimental data, which do not, typically, lie on a lattice. We therefore investigate a 2D continuum system, the "random organization" (RandOrg) model [43] , which was developed to explain the reversibleirreversible transition observed in experiments on sheared colloidal suspensions [44] . In RandOrg, the state of the system is given by positions of particles in real space, and in order to calculate the CID, the space must be discretized (quantized). We choose a grid size such that there is at most one particle center in each box. Note that the resulting configurations is a coarse-grained representation of the original system and therefore the CID estimate may be subject to systematic deviations; we briefly discuss this issue in SI.
In the simplest variant of RandOrg, identical disks are At φ ≈ 0.37 the CID drops precipitously, indicating ordering associated with clustering and motility induced phase separation [45] . Representative configurations are shown for φ = 0.37, 0.39, 0.86. For the initial quenched configurations (yellow curve) the flat region for φ 0.88 corresponds to samples consisting of small grain crystals. The inset shows the time dependence of the CID for different densities.
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initially distributed randomly in space, with disks being considered active if they overlap. At each time step a randomly selected active disk is given an independent random displacement , whose size is typically a fraction of a particle diameter. The control parameter for this model is the area fraction, φ = N a 0 /A, where A is the area of the system and a 0 is the area of a particle. In this system φ G = φ close packed ≈ 0.91, while φ c ≈ 0.43 in the limit → 0. RandOrg can be considered a continuous version of the Manna model and has been shown to belong to the same universality classv [46] . An example of an initial random state and a final absorbing state is given in Fig. 4a .
We study RandOrg using a box of fixed area A, and generate initial configurations by randomly depositing N = 26569 × φ monodisperse disks with diameter d for 256 area fractions in the range 0.05 ≤ φ ≤ 0.8. We then let the system evolve for approximately 1.5 × 10 6 full cycles with = d/3 and periodic boundary conditions. For this system φ c ≈ 0.364. We quantize the coordinates of the system using a square grid fine enough that the centers of two non-overlapping disks cannot occupy the same grid site and also require that the total number of bins be 2 m ×2 m , which is required by the Hilbert scan; in practice this results in a bin-size of approximately d/ √ 3.
In Fig. 4b we show the time evolution of the CID as a function of φ and in the inset we show the CID time evolution profiles for some of the area fractions; the curves are averaged over 7 independent random initial conditions. As we would have expected by analogy with the Manna model, at long times the system develops a CID cusp around φ c ≈ 0.364 and the critical slowing down is characterized in Fig. 4c . Note the remarkable agreement between the correlation times measured from the fraction of active particles f a and from the CID; we find ν = 1.2 ± 0.2 on either side of the transition. In Fig 4d we compare the CID of RandOrg final stationary states with those of an equilibrium hard-disk fluid, corresponding to uniformly sampled absorbing states. The CID of the hard-disk fluid is smooth around φ c because the hard disk fluid does not crystallize until the melting density φ melting ≈ 0.71. The inset shows how the absorbing states found by the Manna dynamics are more ordered than those of the hard-disk fluid; just as for the Manna model, the absorbing states of RandOrg at the critical point are hyperuniform [41] .
With our last example, we show that CID analysis is not limited to absorbing state models. Here we consider a system of active Brownian particles exhibiting a motility-induced phase separation at a characteristic area fraction φ c ; such behavior has been seen in experiments [47] and studied in theory [48] [49] [50] . The model by Fily and Marchetti [48] consists of soft disks interacting via a short-ranged repulsive harmonic force F ij = k(d−|r ij |)Θ(d−|r ij |)r ij /|r ij | where k is the spring constant, d is the particle diameter, Θ is the Heavyside step function and r ij = r i − r j . The particles self-propel at fixed speed v 0 with orientationn i = cos θi sin θi . The dynamics are overdamped, with mobility µ and zero-mean Gaussian rotational white noise η i (t) with rotational diffusion rate ν r , and are governed by the equations
We prepare the system by depositing N = 16384 × φ monodisperse disks in a fixed area for 95 area fractions in the range 0.01 ≤ φ ≤ 0.95. We minimize the energy by steepest descent [51] , and then let the system evolve under periodic boundary conditions with velocity v 0 = 0.1, mobility µ = 1, rotational diffusion rate ν r = 5 × 10 −4 , and spring constant k = 1. We evolve the system according to Eq. 3 for time t max = 3 × 10 5 and time step ∆t = 10 −2 . We quantize the coordinates analogously to the protocol we followed for the RandOrg model, with a bin-size of approximately d/ √ 5. In Fig. 5 we show the CID as a function of area fraction at different times, and in the inset we show the CID time evolution profiles; curves are averaged over 6 independent random initial configurations.
At the lowest area fractions, the system is in an homogeneous gas-like state, and although the system is changing constantly with time, the CID remains unchanged from that of the initial non-overlapping random configurations. As seen in the inset, at φ c ≈ 0.37 (the third curve from the bottom in the inset), the CID remains essentially constant until about t ≈ 10 4 iterations, when it drops, indicating the formation of a more ordered state. Inspection of the configurations shown at the top of Fig. 5 show this to be the result of a phase separation into dense liquid-like and less dense gas-like regions. The step-like discontinuity in the CID between the initial time and the long-time steady state indicate a first order phase transition. These results confirm the density and velocity dependent phase transition previously reported [49] , but present a clearer indication of the transition and clearly identify it as first order, in agreement with existing theoretical results [45, 52] . In the SI we show results for a different velocity, which shifts the critical point. At still higher densities, the CID is not monotonic in time, initially increasing before dropping. In this case the initial configurations, after relaxing by steepest decent to a configuration with no overlaps, are highly structured, and almost crystalline. When the particle activity is turned on, the order initially becomes disturbed. At later stages the phase separation sets in and a different order sets in, reducing the CID.
In this work we made a particular choice of universal code for data compression (LZ77), but other approaches are worth exploring, such as Kieffer-Yang grammar-based codes [53] [54] [55] and deep neural networks [56, 57] . Image compression techniques based on machine learning approaches have recently resurged due to improved methods for training deep networks [58] [59] [60] and may inspire the development of better CID estimators.
The advent and use of powerful lossless data compression algorithms is a half century old. During this period, its application to many problems as well as its limitations have been extensively explored. Lossless compression not only provides a bound for entropy, but it is a surprisingly good one. The aim of this paper has been to illustrate that the CID provides a useful and readily implemented measure for systems out of equilibrium, accurately predicting critical points of phase transitions, their first or second order nature, and even yielding some critical exponents. It allows a quantitative comparison of different states of a system and their time evolution, and it enables the discovery of new phases whose order can subsequently be characterized and studied. These features give us reason to think that CID may find wide use in many areas of statistical many body physics, especially in the study of disordered and glassy systems, and make an important contribution to our understanding of correlation and organization.
LEMPEL ZIV STRING-MATCHING CODE (LZ77)
Data sequences can be compressed by a large variety of universal codes; we do so by the 'unrestricted' Lempel Ziv string-matching code, also known as LZ77 algorithm [1, 2] . Starting from the first character in the string, we decompose the sequence into 'longest previous factors' (LPF), that are the longest subsequences that we encounter that have already occurred in the past. We represent each factor with the tuples (i, ) where i is the index/pointer to the position of the matching subsequence (or the character itself when it is observed for the first time) and is the length of the matching subsequence.
The algorithm is best illustrated with an example. Consider the sequence x = abcbabababab of length L = 12 and alphabet α = {a, b, c} of size |α| = 3.
Taking the first character of the string to be at position 1, we get, for this example: LZ77(x) = {(a, 0), (b, 0), (c, 0), (2, 1), (1, 2), (5, 6)}. To understand this, we note that, at the outset, no factors have been identified, so that the first factor is the first character, x 1 = a and the length of the matching subsequence is obviously 0, hence the LPF is (a, 0). Moving one position to the right, we encounter x 2 = b, which has not yet been seen, and likewise for the next character, x 3 = c, thus we have LPF (b, 0) and (c, 0), respectively. Moving to the next position 4, we see that of the subsequences starting at this position, (b, ba, bab, ...), only the single character subsequence b has been encountered (at position 2); and the LPF is (2, 1) instructing the decoder to copy 1 character starting at position 2. Starting at the following position 5, we note that the words a and ab have already occurred (starting at position 1), but not aba, abab, . . . thus the LPF is (1, 2) instructing the decoder to copy 2 characters beginning at position 1. Moving to position 7 we note that the entire remaining string, ababab, corresponds to the previous subsequence x 5 x 6 = ab copied cyclically for 6 characters, thus the LPF is (5, 6) . This gives us a list of C = 6 tuples with which the entire original string may be reconstructed; it is the LZ77 encoding of the sequence.
The total binary code length L(x) of the LZ77 encoding can be computed from the number C of longest previous factors: It takes log(|α|+L) bits to specify a position in the sequence x or a location in the dictionary α, and for a prefix code it takes log j + O(log log j ) bits to specify j , the length of the matching subsequence for the j-th factor [2] . Hence the total binary code length is bounded as
(S1) where the final bound was obtained by concavity of the log (Jensen's inequality), we assumed L |α|, and all log are base 2 throughout. The CID is simply the ratio
Note that the CID is not the same as the compression factor (or compressibility) [3] = CID log |α| ,
corresponding to the amount of information per character of the binary representation of the uncompressed sequence x, although they are equivalent for binary sequences (when |α| = 2). Thus, we have that 0 ≤ ≤ 1 while the CID ≥ 0 is not bounded from above and it is indeed an information 'density'.
RATE OF CONVERGENCE
How well a code compresses a sequence is measured in terms of the 'redundancy'
that is the amount by which the average CID ≡ L(x)/L exceeds the entropy (per character) of the source. Shannon had demonstrated that the redundancy cannot be negative and there exist an optimal code for which the redundancy is zero [4] . It can be shown that when the sequence x is sampled from a stationary and ergodic process, LZ codes achieve optimal compression, hence R → 0 as L → ∞, and for individual deterministic sequences LZ77 codes do at least as well as the empirical (block) entropy, if not better [2] . The rate at which optimality can be attained is rather slow, in general ∼ 1/ log L. Knowledge of the precise redundancy rate would allow an effortless extrapolation to arXiv:1708.04993v3 [cond-mat.soft] 22 Jun 2018 the thermodynamic limit (L → ∞); unfortunately, such precise bounds are not known in general [5] and the question of how to best extrapolate finite-size measurements of the LZ complexity is still open. In what follows we analyse two examples for which the exact value of the entropy is known analytically, namely a Bernoulli sequence and the two-dimensional Ising model, and try to gain some insight into the rate of convergence of LZ77, on the basis of numerical results and some already established theoretical results.
Redundancy bounds of Markov sources
The general class of unifilar Markov sources includes the models for which each output depends statistically on the last l symbols. Savari [6] obtained the following bounds for positive entropy (H > 0) and zero entropy (H = 0) unifilar Markov sources
with A = 2 and B = 2(S + 1), where S is the number of states of the Markov source [7] .
Deterministic sequences
In Fig. S1 we show the CID computed by LZ77 for a number of deterministic sequences. We can divide the sequences into three groups: (i) the periodic sequences that converge to zero entropy as ∼ log L/L, in agreement with Savari [6] ; (ii) the quasiperiodic sequences (fixed points of morphisms) that converge to zero as ∼ (log L) 2 /L, in agreement with Constatinescu and Ilie [8] ; (iii) deterministic but statistically pseudorandom sequences that approach a plateau for large L, these include the digits of π (sequence A000796 of OEIS [9] ) and the 'maximally unpredictable' Ehrenfeucht-Mycielski sequence (sequence A007061 of OEIS [9] ). It is clear that the CID as measured by LZ77 despite being an algorithmic complexity is rather similar to the empirical (block) entropy in that its value depends on the statistical properties of the sequence and usually cannot discern finite pseudorandom sequences from truly random ones, despite they can be constructed by a relatively simple algorithm and therefore have Kolmogorov complexity per character K = 0.
Extrapolation for H > 0 source
As we have seen LZ77 converges quickly (∼ log L/L) for both periodic and quasiperiodic sequences. However, FIG. S1: CID of deterministic sequences of length L computed by LZ77 and normalized by log |α|, where |α| is the alphabet size (defined as compression factor in Eq. S3). OEIS [9] sequence numbers are reported along with the sequence names. We consider three types of sequences. Periodic sequences (∼ log L/L): a periodic sequence with unit '10' ( periodic-10 ) and a sequence of all '1' (periodic-11 ). Quasiperiodic sequences (fixed points of morphisms ∼ (log L) 2 /L): Rudin-Shapiro (A020985); Baum-Sweet (A037011); Dragon (A014577); Thue-Morse (A010060); Fibonacci word (A003849). Pseudorandom sequences (∼ O(1)): a pseudorandom binary sequence generated using the Mersenne Twister pseudorandom number generator [10] ; Ehrenfeucht-Mycielski (A007061); and the digits of π (A000796).
when the source has positive entropy the rate of convergence becomes exponentially slow (∼ log log L/ log L), meaning that a careful extrapolation to the thermodynamic limit L → ∞ is necessary.
Let us denoteĤ L ≡ E(CID(x)), then by rearranging Eq. S5 we can write an estimator for H
where we have replaced the inequality with an equality by substituting A (the asymptotic upper bound) with an effective A , which is simply the rate at which the relative error goes to zero, sincê
The obvious approach to obtain H is a direct extrapolation to log log L/ log L → 0 by finite size scaling analysis, so thatĤ
where the interceptĤ ∞ is our estimate for H andÂ is our estimate for A , that is unique to the source. Alternatively, if the asymptotic value of the entropy is known, A can be estimated directly from Eq. S7 for finite L.
Note that if we were to compute the entropy of a thermal equilibrium system then we would need to fitĤ ∞ andÂ for each temperature.
The second approach that we propose, and the method of choice in the main text, is to use a lower bound forÂ computed from random binary sequences. The simplest way of doing so is to use the fact thatÂ should be independent of L when this is large, then from Eq. S7 we can writeÂ
whereĤ (rand) L is the average CID for a random binary sequence and we have used the fact that H (rand) = 1. This choice is equivalent to the following bound estimator
(S11)
In Figs. S2d,S3d we verify thatÂ is minimal for binary random sequences.
Numerical results
We perform finite size scaling analysis for two model systems: (i) Bernoulli random sequences, defined so that each element of the sequence is i.i.d. with value 1 with probability ρ and 0 with probability 1 − ρ, (ii) the twodimensional Ising model with nearest-neighbour ferromagnetic interactions (J > 0) and no external field, simulated by Wolff dynamics [11] at temperature T .
Bernoulli sequences
We generated Bernoulli sequences for 21 values of ρ in the range 0 < ρ ≤ 0.5 for 8 different system sizes L = 2 2m with 6 ≤ m ≤ 13, and computed the CID by LZ77. In Fig. S2a we show the extrapolation according to Eq. S9. In Fig. S2b we show the estimated entropyĤ L as a function of system size against the theoretical expectation (dashed line) and the extrapolated valuesĤ ∞ by Eq. S9 (blue squares) and Eq. S11 (red triangles) for the largest system size L = 2 26 . Normalising by the entropy of a random binary sequence (Eq. S11) clearly gives more accurate results than a direct extrapolation (Eq. S9), as it can be inferred by the relative error in Fig. S2c . In Fig. S2d we show thatÂ is minimal for high entropy and monotonically increasing with decreasing entropy. Also note thatÂ ≤ 2 over almost the whole range, as suggested by Savari, until H → 0 andÂ diverges (note that in this limit the extrapolation should be done according to Eq. S6).
Ising model
We simulated the two-dimensional Ising model for 50 temperatures in the range 0.1 ≤ T /J ≤ 5 for 10 different system sizes L = 2 m × 2 m with 4 ≤ m ≤ 13, scanned the configurations according to a Hilbert curve and computed the CID by LZ77. In Fig. S3a we show the extrapolation according to Eq. S9. In Fig. S3b we show the estimated entropyĤ L as a function of system size against the theoretical expectation (dashed line) and the extrapolated valuesĤ ∞ by Eq. S9 (blue squares) and Eq. S11 (red triangles) for the largest system size L = 2 26 . In this case normalising by the entropy of a binary random sequence (Eq. S11) does not necessarily yield a lower error, though it is preferrable because more stable across temperatures, as it can be seen in Fig. S3c . In Fig. S3d we show thatÂ is minimal for high entropy and roughly monotonically increasing with decreasing entropy, with a small deviation from monotonicity near the critical point (the details of this feature depend on the system size, so it is not clear what its origin is). In this case the asymptotic upper boundÂ ≤ 2 does not quite hold, although this is probably a finite size effect since as L grows,Â consistently decreases. Note that for this system we expect finite size effects to be enhanced by the scanning of a two-dimensional structure into a one-dimensional sequence.
Finally, in Fig. S4 we compare the entropiesĤ ∞ estimated by the two proposed approaches, Eq. S9 and Eq. S11, against the theoretical expectation H. Though the estimates are all in the vicinity of the expected value, as well as monotonic for these systems, for a given H the extrapolated valuesĤ ∞ for a given method do not always agree between the two systems, since sources with the same entropy may converge at different rates.
CONTINUUM SYSTEMS
One of the more exciting applications of the CID is to continuum systems. For this class of problems we must discretise the system's degrees of freedom (e.g. the particle coordinates) according to some protocol, for instance according to a square or an hexagonal grid, before they can be compressed.
Consider a quantization of the support of a random variable X in n bins, and let us denote the quantized (discrete) random variable as X (n) . The analogue of the entropy for a continuous distribution is known as differential entropy h(X) = − p(x) log p(x)dx (S12) FIG. S2: Analysis of Bernoulli sequences generated for 21 values of ρ in the range 0 < ρ ≤ 0.5 for 8 different system sizes L = 2 2m with 6 ≤ m ≤ 13, and computed the CID by LZ77. (a) Empty circles correspond to CID measurements with the corresponding ρ indicated by the colorbar. The filled circles correspond to the exact value in the limit L → ∞. Solid lines connecting the circles are a guide to the eye while the dashed lines correspond to linear fits of the 5 largest sizes for each ρ. (b) Empty circles correspond to CID measurements with the corresponding system size L indicated by the colorbar. The dashed black line is the exact value in the limit L → ∞. The red triangles correspond toĤ ∞ as computed by Eq. S11 and the blue squares as computed by Eq. S9. (c) Relative error as a function of ρ forĤ ∞ as computed by Eq. S11 (red triangles) and Eq. S9 (blue squares). (d) Effective relative rate of convergenceÂ estimated from Eq. S7 (red circles) using the exact asymptotic value of the entropy and from Eq. S9 (blue squares) as in (a). and to determine X with log n bits of accuracy we require on average H(X (n) ) ≈ h(X) + log n bits of information [12] . This means that specifying a continuous random variable to arbitrary precision is not possible as it requires an infinite amount of information.
In addition, the resulting configuration is a coarsegrained representation of the original and the CID estimation may be subject to systematic deviations, due for instance to the convolution of a square grid with the system's coordinates. These effects are known in information theory as "rate distortion" [12] . Put simply, despite using a lossless data compression algorithm, through quantization of a continuous configuration, we inevitably lose some information and introduce systematic errors. Physically, this is a coarse-graining issue and the choice of the the best protocol to adopt depends on the problem at hand. The possibility of developing a protocol that minimizes rate-distortion in an unsupervised fashion for the kind of problems we consider remains to be explored. [11] . We simulated the two-dimensional Ising model for 50 temperatures in the range 0.1 ≤ T /J ≤ 5 for 10 different system sizes L = 2 m × 2 m with 4 ≤ m ≤ 13, scanned the configurations according to a Hilbert curve and computed the CID by LZ77. (a) Empty circles correspond to CID measurements with the corresponding temperature T /J indicated by the colorbar. The filled circles correspond to the exact value in the limit L → ∞. Solid lines connecting the circles are a guide to the eye while the dashed lines correspond to linear fits of the 5 largest sizes for each temperature. (b) Empty circles correspond to CID measurements with the corresponding system size L indicated by the colorbar. The dashed black line is the exact value in the limit L → ∞. The red triangles correspond toĤ ∞ as computed by Eq. S11 and the blue squares as computed by Eq. S9. (c) Relative error as a function of T /J forĤ ∞ as computed by Eq. S11 (red triangles) and Eq. S9 (blue squares). Inset shows details of the curves in a linear plot. (d) Effective relative rate of convergenceÂ estimated from Eq. S7 (red circles) using the exact asymptotic value of the entropy and from Eq. S9 (blue squares) as in (a). Inset shows details of the curves in a linear plot.
IMPLEMENTATION DETAILS
Numerical simulations were performed using the open source libraries Pele [13] and MCPele [14] . LZ77 compression was performed using the open source library Sweetsourcod [15] wrapping the linear time algorithms for LZ77 by Karkkainen, Kempa and Puglisi [16] [17] [18] . We adopt the KKP2 algorithm from [19] , capable of performing the LZ77 factorization in O(N ) time complexity. The implementation of the Hilbert curve in Sweetsourcod is based on the method by Skilling [20] and adapted from [21] . critical point. We prepare the system by depositing N = 16384 × φ monodisperse disks in a fixed area for 95 area fractions in the range 0.01 ≤ φ ≤ 0.95. We minimize the energy by steepest descent, and then let the system evolve under periodic boundary conditions with velocity v 0 = 0.15, mobility µ = 1, rotational diffusion rate ν r = 5 × 10 −4 , and spring constant k = 1. We evolve the system according to Eq. 3 (main text) for time t max = 2× 10 5 and time step ∆t = 0.67×10 −2 . Curves are averaged over 6 independent random initial configurations. At φ ≈ 0.43 the CID drops precipitously, indicating ordering associated with clustering and motility induced phase separation [22] . Representative configurations are shown for φ = 0.42, 0.43, 0.90. For the initial quenched configurations (yellow curve) the flat region for φ 0.88 corresponds to samples consisting of small grain crystals. The inset shows the time dependence of the CID for different densities.
