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Abstract
The paper presents a method to compute the Jacobi’s elliptic func-
tion sn on the period parallelogram. For fixed m it requires first
to compute the complete elliptic integrals K = K(m) and K ′ =
K(1 − m). The Newton method is used to compute sn(z,m), when
z ∈ [0,K] ∪ [0, iK ′). The computation in any other point does not re-
quire the usage of any numerical procedure, it is done only with the
help of the properties of sn.
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1 Introduction
The paper presents a method to compute the Jacobi’s elliptic function sn
on the period parallelogram. For fixed m ∈ (0, 1) it requires first to compute
the complete elliptic integrals K = K(m) and K ′ = K(1−m). The function
to compute the first complete elliptic integral uses the arithmetic-geometric
mean, as a consequence of Gauss’s theorem.
The Newton method to solve a nonlinear algebraic equation is used to
compute sn(z,m), when z ∈ [0,K]∪ [0, iK ′). The computation in any other
point does not require the usage of any numerical procedure, it is done only
with the help of the properties of sn and its values on some points from
[0,K] ∪ i[0,K ′).
The validity of the method is exemplified with the help of a Scilab ap-
plication. The obtained results are very good approximations of the values
given by the corresponding functions from Scilab and Mathematica.
The computation of the elliptic integrals and of the elliptic functions were
studied in many papers, e.g. [2], [3], [5], as well as the included bibliography.
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2 Incomplete elliptic integral of first kind
The following incomplete and complete elliptic integrals of first kind are
defined respectively by, [9],
F (φ,m) =
∫ sinφ
0
dt√
(1− t2)(1−mt2) =
∫ φ
0
dθ√
1−m sin2 θ
and
K(m) =
∫ 1
0
dt√
(1− t2)(1−mt2) = F (
pi
2
,m).
In order to compute F (φ,m) we recall a result established by Carl
Friedrich GAUSS (1777-1855) in 1799, [7], [1]:
Theorem 2.1 If a and b are positive reals and M(a, b) is their the arithmetic-
geometric mean then
1
M(a, b)
=
2
pi
∫ pi
2
0
dx√
a2 cos2 x+ b2 sin2 x
. (1)
For a > b > 0 and 0 ≤ φ ≤ pi2 we shall take care of the integral
I(a, b, φ) =
∫ φ
0
dx√
a2 cos2 x+ b2 sin2 x
=
1
a
∫ φ
0
dx√
1−
(
1− b2
a2
)
sin2 x
=
(2)
=
1
a
F
(
φ, 1− b
2
a2
)
and
I(a, b,
pi
2
) =
1
a
K
(
1− b
2
a2
)
.
Thus, the equality (2) may be rewritten as 1M(a,b) =
2
apiK
(
1− b2
a2
)
or
K
(
1− b
2
a2
)
=
pi
2
1
1
aM(a, b)
=
pi
2
1
M(1, ba)
.
As in [7], for I(a, b, φ) the changing of variables
sinx =
2a sinϕ
a+ b+ (a− b) sin2 ϕ
2
leads to the sequence
I(a, b, φ)
def
= I0(a0, b0, φ0) = I1(a1, b1, φ1) = I2(a2, b2, φ2) = . . . (3)
where
Ik(ak, bk, φk) =
∫ φk
0
dϕ√
a2k cos
2 ϕ+ b2k sin
2 ϕ
and the upper integration limits are generated by the sequence
sinφk−1 =
2ak−1 sinφk
ak−1 + bk−1 + (ak−1 − bk−1) sin2 φk
.
The sequence (sinφk)k∈N is decreasing and consequently the sequence (φk)k∈N
is convergent. It results that
sinφk = ak−1 −
√
a2k−1 cos2 φk−1 + b
2
k−1 sin
2 φk−1
(ak−1 − bk−1) sinφk−1 = yk (4)
φk = arcsin yk.
From (3) it results
I(a, b, φ) = lim
k→∞
Ik(ak, bk, φk) =
φ∞
M(a, b)
,
with φ∞ = limk→∞ φk. Using (2) we get
I(a, b, φ) =
1
a
F
(
φ, 1− b
2
a2
)
=
φ∞
M(a, b)
and consequently
F
(
φ, 1− b
2
a2
)
=
aφ∞
M(a, b)
=
φ∞
1
aM(a, b)
=
φ∞
M(1, ba)
.
Denoting m = 1 − b2
a2
, (a > b > 0 ⇔ 0 < m < 1), the above equation
becomes
F (φ,m) =
φ∞
M(1,
√
1−m) . (5)
Therefore the computation of F (φ,m) returns to generate iteratively the
sequences (ak)k, (bk)k, (φk)k until a stopping condition is fulfilled. The
3
initial values are a0 = 1, b0 =
√
1−m and φ0 = φ. For a0 = 1, instead of
the sequences (ak)k, (bk)k we may compute the sequences, [8],
s0 = b0
sk+1 =
2
√
sk
1+sk
p0 =
1
2(1 + s0)
pk+1 =
1
2(1 + sk)pk
.
Then limk→∞ pk = M(1, b0).
If φ = pi2 then φ∞ =
pi
2 and we retrieve
K(m) =
pi
2M(1,
√
1−m) . (6)
From a practical point of view and as a drawback the method is not
applicable when φ is small, e.g. 0 < φ < 10−5. The cause is the presence
of the factor sinφk−1 in the denominator in (4). In this case, from the
Maclaurin series expansion of F (φ,m) we get F (φ,m) ≈ φ− m6 φ3.
3 The Jacobi elliptic function sn
The Jacobi elliptic function sn(z,m) may be defined by the equation,
[1],
z =
∫ sn(z,m)
0
dt√
(1− t2)(1−mt2) . (7)
Throughout this paper the variable m is fixed and we use the shorter
notation sn(z), omitting m.
We shall use the following Jacobi elliptic functions, too
cn2(z) = 1− sn2(z), dn2(z,m) = 1−m sn2(z).
Again we shall use the shorter notation dn(z).
If
K = K(m) and K ′ = K(1−m)
then the parallelogram period is the rectangle D = [0, 4K) + i[0, 2K ′) and
the points K ′i and 2K + iK ′ are poles of first order, [8].
The following properties of the function sn will be used, [8], [6]:
•
sn(−z) = −sn(z) (8)
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•sn(x+ y) =
sn(x)cn(y)dn(y) + sn(y)cn(x)dn(x)
1−m sn2(x)sn2(y) (9)
cn(x+ y) =
cn(x)cn(y)− sn(x)sn(y)dn(x)dn(y)
1−m sn2(x)sn2(y) (10)
dn(x+ y) =
dn(x)dn(y)−m sn(x)sn(y)cn(x)cn(y)
1−m sn2(x)sn2(y) (11)
• Because sn(K) = 1, cn(K) = 0, dn(K) = √1−m from the above
equalities it results
sn(K ± z) = cn(z)
dn(z)
(12)
cn(K + z) = −√1−m sn(z)
dn(z)
(13)
dn(K + z) =
√
1−m
dn(z)
(14)
• Knowing that sn(2K) = 0, cn(2K) = −1, dn(2K) = 1, from (9) it
results
sn(2K ± z) = ∓sn(z) (15)
• Knowing that sn(K + iK ′) = 1√
m
,dn(K + iK ′) = 0 from (9) it results
sn(z +K + iK ′) =
1√
m
dn(z)
cn(z)
. (16)
The computation of sn(z) depends on the position of z in D and we
suppose that we know K and K ′.
• If z ∈ [0,K] or z ∈ i[0,K ′) then sn(z) will be the solution u of the
equation
Φ(u) =
∫ u
0
dt√
(1− t2)(1−mt2) − z = 0. (17)
• Otherwise and excepting the poles the value of cn(z) will be com-
puted using the properties of the function sn and its values on some
points from [0,K] ∪ i[0,K ′), without any other additional numerical
procedure.
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Computing sn(z) in the segment [0, 4K)
The following cases arise:
1. z ∈ [0,K]. Equation (17) may be solved using the Newton method
with the iterations
uk+1 = uk − Φ(uk)
Φ′(uk)
= uk − (F (arcsinuk,m)− z)
√
(1− u2k)(1−mu2k)
The linear interpolation between sn(z, 0) and sn(z, 1) gives the initial
approximation u0 = (1−m) sin z +m tanh z.
If z is small enough the method is rapidly converging and for z near
K we set z′ = K−z and after computing sn(z′) = w′ as was described
above, using (12) we have
sn(z) = sn(K − z′) = cn(z
′)
dn(z′)
=
√
1− w′2
1−m w′2 .
2. z ∈ (K, 4K). Let be
z′ =

2K − z if z ∈ (K, 2K]
z − 2K if z ∈ (2K, 3K]
4K − z if z ∈ (3K, 4K)
.
After computing sn(z′) = w′, z′ ∈ [0,K], we have
sn(z) =
{
w′ if z ∈ (K, 2K]
−w′ if z ∈ (2K, 4K) .
Indeed, if z ∈ (K, 2K] then
sn(z) = sn(2K − z′) = sn(z′) = w′;
if z ∈ (2K, 3K] then
sn(z) = sn(2K + z′) = −sn(z′) = −w′
and if z ∈ (3K, 4K) then
sn(z) = sn(4K − z′) = sn(−z′) = −sn(z′) = −w′.
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Computing sn(z) for z ∈ i(0, 2K ′) \ {iK ′}.
The following cases arise:
1. z ∈ i[0,K ′). Writing z = iy, y ∈ [0,K ′), we are looking for the solution
of the equation (17) in the form u = iv, v ∈ R. After the change of
variable t = is there is obtained the equation
Ψ(v) =
∫ v
0
ds√
(1 + s2)(1 +m s2)
− y = 0. (18)
According to the Newton method, the iterations are
vk+1 = vk − Ψ(vk)
Ψ′(vk)
=
= vk −
(∫ vk
0
ds√
(1 + s2)(1 +m s2)
− y
)√
(1 + v2k)(1 +m v
2
k)
starting with v0 = y. The above integral is computed using a quatra-
ture procedure.
2. z ∈ i(K ′, 2K ′]. Let be z′ = z − iK ′ = iy′ with y′ ∈ (0,K ′). From (16)
we have
sn(z) = sn(iK ′ + iy′) =
1√
m
dn(iy′ −K)
cn(iy′ −K) .
After using (13) and (14) it results
sn(z) =
1√
m sn(z′)
.
Computing sn(z) in the rectangle period
We describe here how to compute sn(z) when z belongs to the rectangle
period excepting the poles and the lower and the left sides.
Let z = x+ iy such that x ∈ (0, 4K) and y ∈ (0, 2K ′).
The following cases arise:
1. y 6= K ′. Using (9) we have
sn(z) = sn(x+ iy) =
sn(x)cn(iy)dn(iy) + sn(iy)cn(x)dn(x)
1−m sn2(x)sn2(iy) .
sn(x), sn(iy) are computed as was presented above and then compute
cn(x), cn(iy), dn(x),dn(iy). It must be taken into account that if x ∈
(K, 3K) then cn(x) = −√1− sn2(x).
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2. y = K ′. We deduce through (14)
sn(z) = sn(K + iK ′ + x−K) = 1√
m
dn(x−K)
cn(x−K) .
As above, applying (13) and (14) we obtain
sn(z) =
1√
m sn(x)
.
On poles, z ∈ {iK ′, 2K + iK ′}, we set sn(z) =∞.
In his way we have computed the value of sn(z) for any z ∈ D.
4 Numerical results
Numeric computing softwares contains functions to compute elliptical
integrals and elliptical functions. We recall some methods in Mathematica
and Scilab in Table 1.
Meaning Function signature
Mathematica
F (φ,m) EllipticF[φ,m]
K(m) EllipticK[m]
sn(z,m) JacobiSN[z,m]
cn(z,m) JacobiCN[z,m]
dn(z,m) JacobiDN[z,m]
Scilab
F (φ,m) delip(φ,
√
m)
sn(z,m) %sn(z,m)
Table 1: Elliptical function in Mathematica and Scilab.
We developed a Scilab program based on the method presented in this
paper. The values K and K ′ were computed using (6). Because the numbers
have a floating point representation two numbers are considered to be equal
if their distance is less than a tolerance.
Some results are given in Table 2. The function JacobiSN from Mathe-
matica gives similar values (excepting the poles).
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The 3D image of the modules of the function sn(z, 0.81) computed on D
is given in Figure 1.
Finally we show the visualization of the complex function, using the
method presented in [4]. In a point the value of the function is represented
by a color obtained projecting that value into the colors cube. The procedure
is based on the stereographic projection.
The Figure 2 is given for calibration, representing the visualization of
the identity function.
The Figure 3 contains the visualization of sn(z, 0.81), z ∈ D. The zeros
are colored in black while the poles are colored in white.
Figure 1: For m = 0.81 the 3D image of the modules of sn.
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Figure 2: Function w 7→ w,w ∈ [−5, 5] + i[−5, 5]
Figure 3: Function w = sn(z, 0.81), z ∈ D.
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