Abstract. Word spotting in natural scene images has many applications in scene understanding and visual assistance. We propose Soft-PHOC, an intermediate representation of images based on character probability maps. Our representation extends the concept of the Pyramidal Histogram Of Characters (PHOC) by exploiting Fully Convolutional Networks to derive a pixel-wise mapping of the character distribution within candidate word regions. We show how to use our descriptors for word spotting tasks in egocentric camera streams through an efficient text line proposal algorithm. This is based on the Hough Transform over character attribute maps followed by scoring using Dynamic Time Warping (DTW). We evaluate our results on ICDAR 2015 Challenge 4 dataset of incidental scene text captured by an egocentric camera.
Introduction Reading text in the wild is an important task in many computer vision applications as text carries semantically rich information about scene content and context. For instance, egocentric cameras have been used for assisting visually impaired people by reading text detected in the scene. Deep Convolutional Neural Networks (DCNNs) have become the standard approach for many computer vision tasks, and DCNN methods are also state-of-the-art for text understanding tasks. Text Proposals [1] has been fused with a Fully Convolutional Network (FCN) [2] to achieve high recall while considering significantly fewer candidate regions [3, 4] demonstrating optimal performance in comparison to a state-of-the-art general object detector [5] on text detection tasks. This approach has been applied to compressed images [6] which has been evaluated on incidental scene text images captured by an egocentric camera. The Pyramidal Histogram Of Characters (PHOC) approach for word spotting was proposed in [7] . The PHOC encodes the spatial character distribution within words in a binary vector. In [8] a word spotting technique was proposed which recognizes characters individually and extracts a bounding box of each query word according to text proposals. In comparison, we propose a model capable of learning characters and words simultaneously. In addition, for localizing query words we employ a novel line detection technique instead of a text proposal pipeline. In this paper we address the challenge of spotting text in egocentric scene images. At the same time we propose a general framework without restricting the recognizable words to a fixed lexicon or dictionary. Typical out-of-dictionary words include price tags, telephone numbers, URLs, dates or other cases with punctuation marks. The contributions of this paper are the following. First, we introduce Soft-PHOC, a novel mid-level word representation that captures intraword character dependencies. Second, we propose a training strategy to learn to arXiv:1809.00854v1 [cs.CV] 4 Sep 2018 effectively encode unlabeled images. Third, we present a Hough Transform based proposal approach for text detection. Fourth, we propose a novel technique to extract multi oriented bounding boxes for text detection based on text lines and their orientation. The robustness of the approach stems from the capacity of the Soft-PHOC encoder to simultaneously represent each character individually and the entire word. Furthermore, we argue that detecting words with bounding boxes may be inconsequential, and that the same information can be obtained by just a line.
The Soft-PHOC Descriptor We propose an FCN [2] model to reproduce a special flavor of Soft-PHOC in order to learn intermediate image representations that loosely correspond to character heatmaps. By looking at words in a pyramidal manner we are able to capture spatial character dependencies and obtain a soft probability distribution of characters over word patches in scene images. Exploiting the concept of PHOC (Pyramidal Histogram Of Characters) [7] , we devised a procedure for labeling text in natural scene images to learn correlations between characters within words. Labelings are encoded directly in the image, establishing a correspondence between pixels and elements of the annotation. We first present our labeling strategy by synthesizing the annotation from a word transcription and then we show how to encode it with reference to the spatial extent of the word in the scene. As in standard PHOC, we follow a pyramidal approach to build the histogram of characters but for each word we set the number of levels n in the pyramidal representation equal to the number of characters it contains. For each level L = 1, ..., n in the pyramid, we divide the annotation into L spatial segments which we use as bins to build an histogram of characters. All the histograms for the different levels are then summed together to provide a compact labeling of the transcription, encoding the position of its characters. This is possible since every histogram is encoded as a fixed length patch with bins of varying width, depending on the level. The resulting annotation is a tensor of size H × W × C where H and W can be arbitrarily chosen and C is the number of class characters (38 including alphanumeric characters plus an additional one for punctuation). Since we want to encode the annotation inside the image reference frame, we choose H and W equal to the height and width of the rectified cropped word we are encoding. Therefore at each level L, the annotation tensor is divided into a corresponding number of bins, to which we assign the characters while building the histogram. Since the pixels occupied by the characters and by the bin sections may not be perfectly overlapped, we define the lower and upper bounds of the region of influence for the character at position p as:
where the l p and u p define the region of interest of the character within the word (i.e. the pixels corresponding to the bin of the histogram). The final annotations are then L1-normalized to obtain a pixel-wise valid character probability distribution. The described annotation procedure is depicted in Fig. 1 .
Experimental Results
We propose two evaluation techniques. One is based on detecting a text line and one on bounding box detection. In both cases, as shown in Fig. 2 , the output character probabilities are combined to obtain heatmaps for the bigrams in the query. By accumulating and thresholding the heatmaps we get a binary mask which provides a query-specific region of attention that helps to focus only on relevant regions. Then, using the Hough Transform, we find a set of proposal lines for each query. In order to localize a word we sample the output map along each proposal line and compare it to the Soft-PHOC embedding of the query through Dynamic Time Warping (DTW). Since the research community tends to represent words based on bounding boxes, in order to compare our method with the state-of-the-art in word spotting we applied a bounding box extraction technique from the detected text lines. If the angle of the line segment is between ±45
• , we define a vertical line (i.e. with an angle of 90
• ) passing in the middle of the horizontal line and with length equal to the one of the horizontal segment divided by number of characters in the query. Accordingly, if the angle of the line is between 90
• ± 45
• , we define a horizontal line (i.e. with an angle of 0
• ) which passes in the middle of the detected line and with length equal to the one of the vertical segment multiplied by the number of characters in the query word. Therefore, we can obtain a final bounding box by considering these two lines. Some qualitative results are shown in Fig. 3 .
Conclusions
We proposed an intermediate representation of images based on individual characters. Our Soft-PHOC representation maintains local information about the character distribution of entire words. We addressed a word spotting task exploiting bigram heatmaps and Hough Transform to localize text lines, which are then scored with DTW. We evaluated our proposed model in two different scenarios: one based on line detection and the other on bounding box detection. Our experiments indicate that detecting lines in comparison with a bounding boxes is geometrically simpler and more efficient for detecting query words in scene images.
