Introduction
Let B(X ) denote the algebra of operators (equivalently, bounded linear transformations) on a Banach space X . For A, B, C ∈ B(X ), let M C denote the upper triangular operator A C 0 B and let M 0 = A ⊕ B. The spectrum, and certain distinguished parts thereof, of the operators M C and M 0 has been studied by a number of authors in the recent past; see references. Of particular interest here is the relationship between the spectral, the Fredholm, the Browder and the Weyl properties. Given a Banach space operator T , let σ(T ), σ a (T ), σ b (T ), σ e (T ), σ w (T ), σ ab (T ) and σ aw (T ) denote (respectively) the spectrum, the approximate point spectrum, the Browder spectrum, the (Fredholm) essential spectrum, the Weyl spectrum, the essential Browder approximate point spectrum and the essential Weyl approximate point spectrum of T . (see [4, 9, 10, 11, 19, 20] ). Again, letting SP (T ) denote the spectral picture of T , P 0 (T ) = {λ ∈ isoσ(T ) [6, Theorem 3.3] . In current terminology, an operator T satisfying accσ(T ) ⊆ σ w (T ) (resp., accσ a (T ) ⊆ σ aw (T )) is said to satisfy Browder's theorem, or Bt (resp., a-Browder's theorem, or a − Bt); if T satisfies σ(T ) \ σ w (T ) = P 0 (T ) (resp., σ a (T ) \ σ aw (T ) = P a 0 (T )), then T said to satisfy Weyl's theorem, or W t (resp., a-Weyl's theorem, or a − W t). In this paper, we introduce most of our notation and terminology in Section 2, Section 3 is devoted to proving a number of complementary results, and Sections 4 and 5 are devoted to proving our main results. We start Section 4 by characterizing operators M 0 and M C satisfying Bt: much of the work here is an extension of the characterizations known to hold for single linear operators T satisfying accσ(T ) ⊆ σ w (T ). A natural progression here leads us to consider conditions under which M 0 satisfies Bt =⇒ M C satisfies Bt, and vice versa. Next, we characterize operators M 0 and M C satisfying a − Bt, and this is followed by a consideration of conditions ensuring M 0 satisfies a − Bt =⇒ M C satisfies a − Bt (and vice versa). We consider W t and a − W t for the operators M 0 and M C in Section 5. Here we prove a necessary and sufficient for the equivalence M 0 satisfies W t ⇐⇒ M C satisfies W t for operators M C such that σ w (M C ) = σ w (A) ∪ σ w (B), which is then applied to deduce a number of known results. For operators M 0 and M C such that σ aw (M 0 ) = σ aw (M C ), we prove a sufficient condition for the implications M 0 satisfies a − W t =⇒ M C satisfies a − W t and M C satisfies a − W t =⇒ M 0 satisfies a − W t, once again applying the ensuing theorem to deducing some known results.
Almost all our results extend, with evident minor changes, to the case in which A is a Banach space operator in B(X ), B is a Banach space operator in B(Y) and C is a Banach space operator in B(Y, X ). We shall, however, restrict ourselves to operators M 0 and M C ∈ B(X ⊕ X ).
Notation and terminology
In the following, the diagonal operator M 0 and the upper triangular operator M C will be defined as in the introduction, and T ∈ B(Y) shall denote a general Banach space operator. With C denoting the complex plane,
Then the upper semi-Fredholm spectrum σ SF + (T ), the lower semi-Fredholm spectrum σ SF − (T ), the (Fredholm) essential spectrum σ e (T ), the Weyl spectrum σ w (T ), the Weyl essential approximate point spectrum σ aw (T ) and the Weyl essential surjectivity spectrum σ sw (T ) of T are the sets
Here σ a (T ) and σ s (T ) denote the approximate point spectrum and the surjectivity spectrum of T , respectively. The ascent asc(T ) of T and the descent dsc(T ) of T are, respectively, the least non-negative integers n and m such that
if no such integer n (resp., m) exists, then asc(T ) = ∞ (resp., dsc(T ) = ∞). It is easily verified, see [22, Exercise 7, Page 293] , that
for every λ ∈ C. The Browder spectrum σ b (T ) and the Browder essential approximate point spectrum σ ab (T ) of T are the sets
Let σ x (T ) denote σ(T ) or a distinguished part thereof; let accσ x (T ), isoσ x (T ), R 0 (T ) and P 0 (T ) denote the accumulation points of σ x (T ), the isolated points of σ x (T ), the finite rank poles of (the resolvent of) T and the isolated points of σ(T ) which are eigenvalues of T of finite multiplicity, respectively. (Recall that λ ∈ isoσ(T ) is a pole if and only if asc(
In keeping with current terminology, [1, 11, 14, 15, 19] , we say that T satisfies :
Remark 2.1. Calling the conditions above "theorems" is a bit of a misnomer: it would be more appropriate to call these conditions "Browder's condition", "aBrowder's condition" etc.
It is well known, [1, 2, 14, 15] , that T satisfies Bt ⇐⇒ T * satisfies Bt, T satisfies a − Bt =⇒ T satisfies Bt, T satisfies a − W t =⇒ T satisfies W t =⇒ T satisfies Bt and T satisfies a − W t =⇒ T satisfies a − Bt. The one sided implications here are strict (in the sense that the reverse implication in general fails). A necessary and sufficient condition for T to satisfy Bt (resp., a − Bt) is that T has SVEP on {λ ∈ σ(T ) : λ / ∈ σ w (T )} (resp., on {λ ∈ σ a (T ) : λ / ∈ σ aw (T )}); a necessary and sufficient condition for T to satisfy W t (resp., a − W t) is that T satisfies Bt and P 0 (T ) ⊆ R 0 (T ) (resp., T satisfies a − Bt and P 
. Any further notation, incidental or otherwise, will be introduced on an as and when required basis.
Some Complementary Results
We start by gathering together some technical results, all known, which will be used in the sequel, often without further reference. The following implications hold [17, Chapter IV, Article 38]: Theorems 3.16, 3.17] . From this it follows that if both T and
For an operator P ∈ B(Y) and σ x (T ) a subset of σ(T ), let
A straightforward argument then proves that the following relations hold:
Remark 3.1. (i) Let r(T ) and r w (T ) denote the spectral radius r(T ) = sup{|λ| : λ ∈ σ(T )} and the Weyl spectral radius r w (T ) = sup{|λ| : λ ∈ σ w (T )}. Then (I) taken alongwith the equality part of (IV) implies that r(M C ) = r(M 0 ) and
. To see this, start by observing that both M 0 and M C have SVEP at λ; in particular, both A and
We have proved the following improved version of [20, Corollary 6] :
In particular, if one of A and B is either polynomially compact or a Riesz operator or has countable spectrum or spectrum with empty interior, then [20, Corollary 5] . Later on we shall prove further conditions which imply the equality of these spectra.
Proof. Since σ(M C ) ⊆ σ(A) ∪ σ(B), it would suffice to prove the reverse inclusion. Let λ / ∈ σ(M C ). Then the invertibility of M C −λ implies that A−λ is left invertible, B − λ is right invertible and ind(
A − λ) + ind(B − λ) = 0 (which, since α(A − λ) = β(B − λ) = 0 implies that β(A − λ) = α(B − λ)). Assume, to start with, that σ w (M C ) = σ w (A) ∪ σ w (B). If β(A − λ) = 0, then λ ∈ σ w (A) ∩ σ w (B) ⊆ σ(M C ), a contradiction. Hence β(A − λ) = α(B − λ) = 0, which implies that λ / ∈ σ(A) ∪ σ(B). Assume now that σ aw (M C ) = σ aw (A) ∪ σ aw (B). If β(A − λ) = α(B − λ) = 0, then ind(A − λ) < 0 and ind(B − λ) > 0. This, since already λ ∈ Φ + (A) ∩ Φ − (B), implies that λ ∈ Φ − + (A) ∩ Φ + − (B). Observe that if (also) λ / ∈ σ aw (B), then λ ∈ Φ 0 (A) ∩ Φ 0 (B) =⇒ β(A − λ) = α(B − λ) = 0. Consequently, λ ∈ σ aw (B). But then λ ∈ σ(M C ) -once again a contradiction. Hence β(A − λ) = α(B − λ) = 0, and so λ / ∈ σ(A) ∪ σ(B).
Proposition 3.2 extends [4, Proposition 3] and [11, Corollary 6]. It is easily seen that if
A relation of type (IV) between σ aw (M C ) and σ aw (M 0 ) is seemingly not possible. Indeed:
, or the range of B −λ is not closed, or the essential embedding Evidently 
The following technical lemma will be required in our next result.
, then the mapping λ −→ γ(T − λ) is not continuous if and only if γ(T − λ) > 0.
Proof. We consider the case λ ∈ isoσ a (T ); the proof for the other case is similar.
) is not continuous if and only if the mappings
. Lemma 3.5 applies, and we conclude that the mappings λ −→ γ(A − λ) and λ −→ γ(B * − λI * ) are not continuous.
If we let R(T ) denote the set of poles (of the resolvent) of T , and ρ(T ) the resolvent set of T , then R(M 0 ) = R(A) ∪ R(B) (= {R(A) ∩ ρ(B)} ∪ {R(A) ∩ R(B)} ∪ {ρ(A) ∩ R(B)}).
The following proposition is an immediate consequence of the observations that:
If λ ∈ R(A) ∪ R(B), then the inequalities asc(M
C − λ) ≤ asc(A − λ) + asc(B − λ) and dsc(M C − λ) ≤ dsc(A − λ) + dsc(B − λ) imply that λ ∈ R(M C ). Also, since α(M C − λ) ≤ α(A − λ) + α(B − λ), λ ∈ R 0 (A) ∪ R 0 (B) =⇒ λ ∈ R 0 (M C ); cf. [4, Theorem 1]. Observe that if λ ∈ R 0 (A) ∪ R 0 (B), then A, A * , B and B * have SVEP at λ. Proposition 3.8. (i). If either A * or B has SVEP on R 0 (M C ), then λ ∈ R 0 (M C ) if and only if λ ∈ R 0 (A) ∪ R 0 (B). (ii). If σ(M C ) = σ(A) ∪ σ(B), then λ ∈ R 0 (M C ) if and only if λ ∈ R 0 (A) ∪ R 0 (B).
Proof. (i). We have to prove that
, and this forces λ ∈ Φ 0 (A). The proof now follows from the fact that A and B * have SVEP at λ in the first case, and A and B have SVEP at λ in the second case. 
Bt and a − Bt
In the following, alongwith considering necessary and (/or) sufficient conditions for M 0 and M C to satisfy Bt or a − Bt, we consider conditions for the implications
We start by characterizing operators M 0 satisfying Bt: many of these conditions are known to be equivalent for a single operator satisfying Bt (see, for example, [2] ). Recall that T satisfies Bt if accσ(T ) ⊆ σ w (T ). 
x). asc(A−λ) and asc(B −λ), or dsc(A−λ) and dsc(B −λ), are finite on
Proof. The equivalence of the conditions (i), (v), (vi) and (xi), for every Banach space operator, is well known [2] ; we prove the equivalence of the remaining conditions to (i). 
C . Now apply (a slightly modified) Proposition 3.6. 
This completes the proof. 
It is easily seen, argue as for a single linear operator [15, 2, 12] , that the following implications hold: 
Proof. The proof in both the cases is very similar: we consider the case
It is easily seen that the discontinuity of the mappings
Since this is a contradiction, we must have
The example of the unitary operator 
. Hence both A and B have SVEP at λ =⇒ M 0 has SVEP at λ. 
Our next result leads to a number of conditions for M 0 satisfies Bt to imply M C satisfies Bt.
The hypothesis M C has SVEP on σ w (M 0 ) \ σ w (M C ) in the proposition above may be satisfied in a variety of ways: for example, if A and 
Proof. Evidently σ w (M
, and the following implications hold:
This completes the proof.
Next, we consider a − Bt for operators M 0 and M C . Recall that T satisfies a − Bt if and only if accσ a (T ) ⊆ σ aw (T ).
Theorem 4.9. The following conditions are equivalent: 
(iv). A and B have SVEP on
Proof. The proof of the proposition is the same as that for a single linear operator; see [2] . 
The following theorem shows that this happens in a variety of ways.
Proof. (i). The hypothesis
C . Then the hypothesis that A and A * have SVEP on
, which (once again) leads to the conclusion that σ aw (M C ) = σ aw (A) ∪ σ aw (B). Applying part (i), the proof follows.
and this forces
, which leads us to the equality
. Once again, we conclude that σ aw (M C ) = σ aw (A) ∪ σ aw (B). The proof now follows from an application of part (ii) (since both A and A * have SVEP on σ aw (M C ) C ).
W t and a − W t
The problem that we consider in this section is that of finding necessary and (/or) sufficient conditions for the implications M 0 satisfies W t ⇐⇒ M C satisfies W t and Proposition 3.2) . Suppose that M 0 satisfies W t; then M 0 satisfies Bt, and so
holds if and only if
where the equality R 0 (M 0 ) = R 0 (M C ) follows from Proposition 3.8. Again, if M C satisfies W t, then (M C satisfies Bt and)
where (once again) the equality R 0 (M C ) = R 0 (M 0 ) follows from Proposition 3.8. Thus, the statements of the theorem are equivalent if and only if
The theorem has a number of consequences: some of these are listed below. Recall that the spectral picture SP (T ) of T is the set σ e (T ), the holes and pseudoholes in σ e (T ), and the indices associated with these holes and pseudoholes. Recall from 
By hypothesis, A is isoloid; hence λ ∈ P 0 (A), which implies that both A and
). The hypothesis µ ∈ isoσ(A) =⇒ µ ∈ R 0 (A) implies that P 0 (A) ⊆ R 0 (A), and the hypotheses µ ∈ isoσ(A) =⇒ µ ∈ R 0 (A) and µ ∈ isoσ(B) =⇒ µ ∈ R 0 (B) imply that P 0 (M 0 ) ⊆ R 0 (M 0 ); hence, since A and B satisfy Bt implies M 0 (has 
Again, the implications 
Next, we prove an a − W t analog of Theorem 5.1. The following corollary appears in [7, Theore 3.5] . Recall that T is a-isoloid if T is isoloid at every λ ∈ isoσ a (T ). 
