We study the list decodability of different ensembles of codes over the real alphabet under the assumption of an omniscient adversary. It is a well-known result that when the source and the adversary have power constraints P and N respectively, the list decoding capacity is equal to 1 2 log P N . Random spherical codes achieve capacity with constant (as a function of the blocklength) list sizes, and the goal of the present paper is to obtain a better understanding of the smallest achievable list size as a function of the gap to capacity. We show a reduction from arbitrary codes to spherical codes, and derive a lower bound on the list size of typical random spherical codes. We also give an upper bound on the list size achievable using nested Construction-A lattices and infinite Construction-A lattices. We then define and study a class of infinite constellations that generalize Construction-A lattices and prove upper and lower bounds for the same. Other goodness properties such as packing goodness and AWGN goodness of infinite constellations are proved along the way. Finally, we consider random lattices sampled from the Haar distribution and show that if a certain number-theoretic conjecture is true, then the list size grows as a polynomial function of the gap-to-capacity.
I. INTRODUCTION AND PRIOR WORK
In this paper, we study communication in the presence of a power-constrained adversary. This is a point-to-point communication problem where a sender wants to communicate a message of nR bits m P t0, 1u nR to a reciever through a real-valued channel corrupted by a malicious omniscient adversary. The transmitter uses n channel uses to send a signal x P R n across the channel. The adversary can corrupt the transmitted signal by adding a noise vector s P R n , which is allowed to be any noncausal function of the transmitted signal and the transmission protocol. The sender and the adversary have power constraints of P and N respectively, i.e., we impose the restriction that }x} ď ? nP and }s} ď ? nN . The goal is to design a transmission scheme that provides a high data rate R while ensuring an arbitrarily low probability of error of decoding at the receiver. This problem turns out to be equivalent to the sphere packing problem, which asks for the maximum R such that there is a set of 2 nR points within a ball of radius ? nP such that every pair of points is spaced 2 ?
nN apart. Finding the capacity of this channel remains an open problem, but nonmatching upper and lower bounds are known [1] , [2] .
We study a slight variant of this problem, where instead of uniquely decoding the transmitted message m, the receiver attempts to recover a list of L codewords with the guarantee that the transmitted codeword lies in this list. This is called the list decoding problem, also known as multiple packing, which is well studied at least in the context of binary adversarial channels [3] . In this paper, we attempt to systematically study upper and lower bounds on achievable list sizes for various ensembles of random codes for the real channel.
List decoding for adversarial channels is an interesting problem in its own right, but can also be a very useful tool in several other problems. For instance, Langberg [4] showed that if there exists a coding scheme that achieves a list size that is at most polynomial in the blocklength n, then even a small amount of shared secret key (just about Θplog nq bits kept secret from the adversary) between the sender-receiver pair suffices to ensure that the true message can be uniquely decoded by the receiver. List decoding can also serve as a useful proof technique for studying other adversarial channels [5] , [6] .
For the quadratically constrained adversarial channel, it is known that if the transmission rate R is greater than 1 2 log P N , then no coding scheme can achieve subexponential (in n) list sizes. On the other hand, it is also known that random spherical codes of rate R ă 1 2 log P N can achieve constant (in n) list sizes. We can therefore call 1 2 log P N to be the list decoding capacity of this channel. Once this is established, it is of interest to find the least possible list sizes that are achievable as a function of δ :" 1 2 log P N´R . In this paper, we will show that it suffices to only study spherical codes, where all codewords x have norm }x} " ? nP . It is known that random spherical codes have list sizes upper bounded by Op 1 δ log 1 δ q. We show that "typical" random spherical codes have list sizes which grow as Ωp1{δq. In an attempt to devise more "practical" coding schemes that achieve the list decoding capacity, we look for structured codes that can guarantee small list sizes. Specifically, we investigate a class of nested lattice codes and find lower bounds on the list size. We show that random nested Construction-A lattices achieve list sizes 2 Op 1 δ log 1 δ q . To the best of our knowledge, this is the first such result which shows that lattice codes can achieve constant list sizes. However, the list sizes are exponentially worse than the list sizes for random spherical codes. We conjecture that there exist lattice codes that achieve list sizes of Op 1 δ log 1 δ q and provide some heuristic calculations which suggest this. We then relax the power constraint of the transmitter and study the list decodability of infinite constellations. Infinite constellations (ICs) generalize lattices, and to the best of our knowledge, were first studied systematically in the context of channel coding by Poltyrev [7] . Poltyrev showed that there exist ICs that are good codes for the additive white Gaussian noise channel. In this paper, we introduce an ensemble of periodic infinite constellations and study upper and lower bounds on the list size of typical ICs. A list decodable code for the power-constrained (for both the transmitter and the adversary) adversarial channel can be obtained by taking the intersection of the IC with a ball of radius ? nP . We show that the code obtained by taking this intersection achieves list size Op 1 δ log 1 δ q.
II. OUR RESULTS
Let us now formally describe the problem. The sender encodes a message m P t0, 1u nR into a codeword x in R n which is intended for the receiver. The sender has a transmit power constraint, which is modeled by demanding that the L 2 norm }x} must be at most ? nP for some P ą 0. The transmission is observed noncausally by an adversary who corrupts the transmitted vector by adding a noise vector s to x. The adversary has a power constraint of nN , which means that }s} ď ? nN for some N ą 0. However, s is allowed to otherwise be any function of x and the codebook. The receiver obtains y " x`s. The list decoder takes y as input and outputs a list of L messages, and an error is said to have occurred if the true message m is not in this list.
Definition 1 (List decodability over R). Let P, N P R ą0 and L P Z ą0 . We say that a code C Ă R n is pP, N, Lq-list decodable if ‚ The code satisfies a maximum power constraint of P , i.e., we have }x} 2 2 ď nP for all x P C. ‚ An omniscient adversary with power N cannot enforce a list size greater than L, i.e., for all x P C and all s P Bp0, ? nN q, we have 1 |C X Bpx`s, ? nN q| ď L. The rate of C is defined as RpCq :" 1 n log |C|. A rate R P R is said to be achievable for pP, N, Lq list decoding if for all sufficiently large n, there exist codes C Ă R n having rate RpCq ě R that are pP, N, Lq list decodable.
In the definition above, we do not prohibit L from being a function of n. In many applications, it suffices to have list sizes that grow as Opn γ q for a suitably small γ. However, in this paper, we aim for constant (in n) list sizes.
Definition 2 (List decoding capacity). Fix any P, N ą 0. We say that CpP, N q is the list decoding capacity if for every 2 δ ą 0, there exists a γ ą 0 such that CpP, N q´δ is achievable for pP, N, Opn γlist decoding, and for every δ ą 0, there exist no codes of rate CpP, N q`δ which are pP, N, 2 opnq q-list decodable.
It is a folklore that CpP, N q " 1 2 log pP {N q 1 tP ěN u and a proof can be found in [6] .
The class of problems that we are interested in is the following: ‚ Suppose that we desire a target rate R " CpP, N q´δ, for some small δ ą 0. Then what is the smallest list size L that we can achieve? Specifically, we are interested in the dependence of L on δ. ‚ What are the fundamental lower bounds on the list size for a fixed δ? ‚ If we restrict ourselves to structured codes, e.g., nested lattice codes, then what list sizes are achievable? It was shown in [6] that O`1 δ log 1 δ˘l ist sizes are achievable using random spherical codes. Let Spx, rq :" ty P R n : }yx } " ru denote the pn´1q-dimensional sphere of radius r around x. Then
Fix any δ ą 0, and define R :" CpP, N q´δ. Let C be the random codebook obtained by choosing the codewords independently and uniformly over Sp0,
?
Our contributions for pP, N, Lq list decoding can be summarized as follows: ‚ We derive lower bounds on the list size of random spherical codes. We show that if R " CpP, N q´δ, then L grows as Ωp1{δq with high probability. ‚ We then investigate the achievable list sizes for random nested lattice codes, and show that R " CpP, N q´δ and L " 2 Op 1 δ log 1 δ q is achievable using Construction-A lattices. ‚ Based on a known conjecture for random lattices, we provide some heuristic calculations which suggest that lattice codes might achieve list sizes of Oppolyp1{δqq.
We then perform a systematic study of list decoding infinite constellations in R n . An infinite constellation is defined as a countable subset of R n . Definition 4. An infinite constellation C Ă R n is said to be pN, Lq-list decodable if for every y P R n , we have |C X Bpy, ?
nN q| ď L. The density of the constellation is defined as ∆pCq :" lim sup aÑ8 |C X r0, as n | a n .
The normalized logarithmic density, defined as log ∆pCq n is a measure of the "rate" of the infinite constellation. The effective volume of C is defined as V pCq " 1{∆pCq, and the effective radius r eff pCq is defined as the radius of a ball having volume equal to V pCq.
Clearly, every lattice is an infinite constellation. We show that if Λ is a random Construction-A lattice with r eff pΛq ě ?
We also introduce a class of random periodic infinite constellations C with r eff pCq " ? nN 2 δ which have list sizes that grow as Op 1 δ log 1 δ q. Additionally, we show a matching lower bound on the list size for these random infinite constellations.
Remark 5. Definition 1 satisfies the requirements for list decoding in the presence of an omniscient adversary with a maximum probability of error constraint. The reason being that we want small list sizes for every x P C and every attack vector s P Bp0,
? nN q. For L " 1, our problem reduces to one of packing nonintersecting balls of radius ? nN such that their centers lie within Bp0, ? nP q. We could relax the problem by assuming that messages are picked uniformly at random and the adversary knows only the codebook but not the transmitted codeword. This model of an oblivious adversary was studied by Hosseinigoki and Kosut [9] who showed that the list decoding capacity for this problem is 1 2 logp1`P {N q1 tLąN {P u . An intermediate model that lies between the omniscient and oblivious list decoding problems is that of a "myopic" adversary who sees a noncausal noisy version of the transmitted codeword. This problem was studied in [6] .
III. REDUCTION FROM ANY CODE TO A SPHERICAL CODE
We first show that it suffices to prove a lower bound on list size for spherical codes. 3 Lemma 6. Suppose that there exists a pP, N, Lq-list decodable code C Ă Bp0, ? nP q of rate R. Then, there exists à P, N, P 4N L˘-list decodable code C 1 Ă Sp0,
? nP q of the same rate.
We briefly sketch the proof idea. Given any pP, N, Lq-list decodable code contained in the ball Bp0,
? nP q, we can construct a pP, N, P 4N Lq-list decodable code on the sphere Sp0,
? nP q. Indeed, we first perturb some of the codewords a little bit to ensure that there are not too many codewords aligned along a same radius. We then radially project all codewords onto the sphere. Since the original code is list decodable, it is not hard to see, via a covering argument, that the projected code is also list decodable with only a constant blow-up in list size.
IV. LIST SIZE LOWER BOUND FOR UNIFORMLY RANDOM

SPHERICAL CODES
Although we are not able to obtain a lower bound on arbitrary spherical codes, we can obtain a lower bound on uniformly random spherical codes. Proposition 7. Fix P ą N ą 0, and let C " 1 2 log P N . If C is a random spherical code in Sp0,
? nP q of rate C´δ, then
for every c 1 ă C. 3 Proofs and other technical details are omitted due to lack of space, but they can be found in [10] .
The proof follows along the lines of [11] and is a straightforward second moment calculation. Indeed, the list decodability can be witnessed by certain appropriately defined random variable. We can compute the first and second moment of this random variable. The probability of list decoding error then can be bounded from below using Chebyshev inequality. A list size lower bound will pop out at the end of the above calculation.
We would like to emphasize that the above result only implies that a typical random code is not pP, N, c 1 {δq list decodable with high probability. This does not claim the nonexistence of pP, N, c 1 {δq list decodable codes of rate C´δ.
V. LIST DECODING NESTED CONSTRUCTION-A LATTICE CODES
A. Nested lattice codes
Recall that a lattice Λ is a discrete subgroup of R n , and can be written as GZ n where G is called a generator matrix of Λ. Let Q Λ pxq denote the closest point in Λ to x, and rxs mod Λ :" x´Q Λ pxq. Let VpΛ 0 q :" Q´1 Λ p0q denote the fundamental Voronoi region of Λ 0 . Further, let r cov pΛq, r eff pΛq, r pack pΛq respectively denote the covering, effective, and packing radii of the lattice Λ, i.e., the radii of the ball circumscribed around VpΛ 0 q, ball with volume equal to VolpVpΛ 0 qq, and ball inscribed within VpΛ 0 q. The determinant (or covolume) of Λ is equal to the volume of VpΛq and denoted det Λ. If Λ 0 , Λ are two lattices in R n with the property that Λ 0 Ĺ Λ, then Λ 0 is said to be nested within (or, a sublattice of) Λ. A nested lattice code with a fine lattice Λ and coarse lattice Λ 0 Ĺ Λ is the lattice code Λ X VpΛ 0 q. Refer to Appendix C in the long version [10] for a quick introduction and Zamir's book [12] for a detailed exposition of basic lattice concepts.
We first present an upper bound on the list size for nested lattice codes. We start with a (full rank) coarse lattice Λ 0 that satisfies r cov pΛ 0 q r eff pΛ 0 q ď 2 δ{8 (9)
Such lattices are guaranteed to exist (for sufficiently large n) by [8] . The lattice is suitably scaled so that r cov pΛ 0 q " ? nP and this will ensure that the codebook satisfies the power constraint. Note that scaling the lattice by a constant factor scales r pack , r eff and r cov by the same amount, and the ratios in (9) and (10) remain unchanged. Let G Λ0 be a generator matrix for Λ 0 , and q be the smallest prime number that satisfies 1`aP {N {q ď 2 δ{8 . Note that q is independent of n. Bertrand's postulate guarantees that
Let R " 1 2 log P N´δ , and κ be an integer such that 4 κ n log q " R.
We define an ensemble of fine lattices as follows: Choose an nˆκ generator matrix G lin uniformly over F nˆκ q . This defines a linear code CpG lin q over F q . Let Λ 1 :" 1 q ΦpCpG lin qq`Z n , where Φ is the natural embedding of F n q into R n . In other words, Φ operates componentwise on vectors, and maps 0, 1, . . . , q´1 P F q to 0, 1, . . . , q´1 P R. Our fine lattice is Λ :" G Λ0 Λ 1 . It is easy to verify that Λ is always a sublattice of Λ 0 . Our nested lattice codebook is then C :" Λ X VpΛ 0 q.
We are able to show the following result, which implies Theorem 8.
PrrC is not pP, N, 2 Opplog 2 δq{δq q-list decodables " 2´Ω pnq .
The proof is an adaption of its counterpart of list decodability of random linear codes over F q to the reals. Crucial to the proof is concentrating the number of lattice points in a ball. As in the q-ary random linear code case, we are being loose when dealing when correlation among a list of lattice codewords. The probability of list decoding error becomes easy to bound if we extract log L statistically independent codewords from a size-L list. This is doable due to the following simple facts.
1) Linearly independent messages give rise to statistically independent codewords. 2) There must be at least log L linearly independent messages in an L-tuple of messages. However, the calculations are more intricate than that for linear codes, and require us to choose some parameters carefully. And unlike F q , we look at the Euclidean ball. Unfortunately, this type of argument leads to an exponential dependence on 1{δ of list sizes. Bringing that down remains an intriguing open question.
VI. INFINITE CONSTELLATIONS
We now direct our attention to infinite constellations. Recall that an infinite constellation C is a countably infinite subset of R n . The effective radius of the infinite constellation is defined as the radius of the n-dimensional ball having volume equal to 1{∆pCq, i.e., r eff pCq :" pV n ∆pCqq´1 {n where V n denotes the volume of a unit n-ball.
Let α ą 0. We allow α to be a function of n. Define A :" r0, αq n . We will study infinite constellations of the form C " C 1`α Z n for finite sets C 1 Ă A. In other words, C is obtained by tiling a finite subset of points from within a cube. Since the infinite constellation (IC) is a tiling, it suffices to study finite sets of points in the space R n mod A. 5 For any set D Ă R n , define D˚:" D mod A.
Note that if C 1 forms a group with respect to addition modulo A, then the resulting IC is a lattice. Construction-A lattices are essentially obtained by taking C 1 as an embedding of a linear code over a finite field into A.
A. List decodability of random Construction-A lattices
We claim that list decodability of nested Construction-A lattice codes implies a list decoding result for infinite Construction-A lattices.
Lemma 13. Let pΛ 0 , Λq be a pair of nested lattices with Λ 0 Ă Λ. Suppose that the nested lattice code Λ X VpΛ 0 q is pP, N, Lq-list decodable. Then, the infinite lattice Λ is pN, Lqlist decodable.
Using Lemma 13 and Theorem 8, we have Theorem 14. Let Λ be a random Construction-A lattice drawn from the ensemble of Sec. V-B with Λ 0 having covering radius 2 ?
nN . Then, there exists a constant c ą 0 independent of n, δ such that as long as r eff pΛq ą ?
B. An ensemble of regular infinite constellations Having established a list decoding result for infinite lattices, we now turn to the problem of determining optimal list sizes for infinite constellations. Do there exist ICs C for which the list size is at most Oppolyp1{δqq for all ? nN ď 2´δr eff pCq? To study this, we define an ensemble of periodic infinite constellations. We call this an pα, M q infinite constellation (IC). An pα, M q random IC C is obtained by selecting M points C 1 " tx 1 , . . . , x M u independently and uniformly at random from A " r0, αq n and then tiling. Therefore, C "
The reason why we introduce this new class of ICs is because it is very simple to work with. We can very easily prove several nice properties that would be otherwise complicated for random lattices. We feel that this is a natural counterpart of uniformly random codes over finite fields. Moreover, we can obtain a code for the power-constrained channel by taking the intersection of the IC with Bp0, ? nP q. The following is a simple application of Chernoff bound, and can be used to tightly concentrate the rate of a powerconstrained code. The idea of the proof is rather standard and particularly easy to implement for ICs due to their periodic structures. The calculations can be reduced within the cube A. An appropriate quantization is also useful when we need to take a union bound over "all" received vector y's.
D. List size lower bound for random infinite constellations
Lemma 17. Let C be an pα, M q random IC chosen so as to satisfy r eff pCq{ ? nN " 2 δ . Then,
The proof again follows from a second moment calculation and is almost identical to the one for random spherical codes given in Sec. IV.
These random ICs have other interesting geometric properties which are much harder to prove for lattices [8] .
E. Packing and AWGN goodness
The packing radius of an IC r pack pCq is defined to be half the minimum distance between two points. We say that an infinite constellation is good for packing if r pack pCq{r eff pCq ě 0.5´op1q. It turns out that a greedy construction is good for packing.
We say that an pα, M q infinite constellation C is good for AWGN (Additive White Gaussian Noise) [7] , [8] if for z " N p0, σ 2 Iq and x " UpC X Aq, we have Prr}z} ą }x`z´x j } for some x j P Cs " 2´Θ pnq where the probability is over the random choice of the codeword x and the noise z. This is equal to the probability that a codeword different from the transmitted one is closer to the recieved vector when a random codeword is transmitted through an AWGN channel.
The following proposition recovers the achievability part of Poltyrev's [7] result:
Proposition 18. Fix δ ą 0 and N ą 0. A random p4 ? nσ 2 , M q constellation with M chosen so as to satisfy r eff { ? nσ 2 ą 2 δ is good for AWGN with probability 12´Θ pnq .
VII. LIST DECODABILITY OF HAAR LATTICES
Encouraged by recent results such as [13] and [14] , we pose the following conjecture and use it to show conditional results on list decodability of Haar lattices. See Sec. XI, XII of [10] for more motivation and background about why we believe this to be true with a good chance.
Conjecture 19 (Poisson moment assumption). Let B be any symmetric set in R n of volume V " 2 Opnq and k " cn for some constant 0 ă c ă 1. Then
where Y " PoispV {2q and Λ " µ is drawn from the Haar distribution on the space of determinant-1 lattices L n . Recall that the k-th moment of a Poisson random variable is
We are able to show that a Haar lattice with ball shaping has polyp1{δq list size whp conditioned on Conjecture 19.
Lemma 20. If Conjecture 19 is true, then there exists a lattice Λ such that Λ X Bp0,
? nP q has rate CpP, N q´δ and is P, N, Op1{δ 1`1{c q˘-list decodable.
Indeed, let R " 1 2 log P N´δ for some small constant δ ą 0. Sample a lattice Λ from the Haar distribution µ on L n . The lattice codebook is then nothing but C :" αΛ X Bp0, ? nP q. It turns out that when scaled by an appropriate α to operate at a rate R, such a code is polynomially list decodable whp.
We would like to remark that Lemma 20 can be proved even under the relaxed assumption that the moments are subexponential/less than a certain exponential term. See [10] for details. We also conjecture that Construction-A lattices achieve Oppolyp1{δqq list sizes, but believe that proving this would be difficult.
