novel method which instead of LPE, extracts features in a discretized scale-space representation that 48 has been constructed in advance, and name this new method as Global-Prior Extraction (GPE). The 49 rest of this paper is organized as follows. In section 2, we give a brief introduction for GPE. In section 3, 50 we present an approach to compute feature responses in a discretized scale-space representation and 51 to represent these responses by a 3-dimensional array. In section 4, we carry out a method for finding 52 local features in the array to achieve the extraction of features. In section 5, we test the algorithm of 53 GPE and compare results with some classical extractors. We conclude our work in section 6. 54 2. Sketch of GPE 55 Suppose f (u, v) (u, v ∈ R) to be a 2-dimensional signal and K(·; t) (t ∈ R + ) to be a kernel with width √ t. Then the scale-space representation of f (u, v) is (cf.
[4]) L(u, v; 0) = f (u, v), L(·, ·; t) = K(·, ·; t) * f .
Using the scale-normalized derivative D, the scale space (1) can be transformed to (cf. [3]) DL(·, ·; t) = DK(·, ·; t) * f .
(2)
Assume that K(· ; ·) is an appropriate kernel that sensitively responds to a certain class of features, which is applied as a detector for some kinds of features. Then in any bounded open set Ω ⊂ R 2 × R + the following expression To choose a suitable kernel for our method, we consider the normalized LoG
where
and G(·; ·) is the Gaussian kernel.
87
The LoG is preferable due to its excellent performance on scale-space feature detecting.
88
Mikolajczyk pointed out that the LoG is the most efficient one to draw interesting points over a (4) is a strict rotation-invariant integral kernel when the integral region is a finite disk. The rotation 91 invariance will be justified by the following reasoning.
92
Suppose that A is a 2-by-2 orthogonal matrix and ξ is a vector in R 2 . It is obvious that
where D is a disk centred at Ac with radius identical to that of the disk D. 
102
Suppose the current scale to be σ 2 . For a given signal f (u, v), it follows that
When r > 4σ, the function g(r) = r( r 2 σ 2 − 2)e − r 2 σ 2 is monotonically decreasing. It is easy to know that
Then we have
Considering that the maximal gray level is 256, we further have
Then we set
and estimate DL(u, v, ; σ) by v(4σ). Inequality (6) gives an upper bound of the error in this estimation. Utilizing this upper bound, we can preclude points not satisfying the tolerance of computation error from feature candidates. Therefore, we introduce a relative error threshold α, and construct a threshold for feature response:
whereσ is the maximal width of kernels used in the computation of drawing features. Hence the function to determine features is:
103
In summary, we set the radius of the convolution template in GPE as r T = 4σ, and introduce a 104 relative error threshold α to ensure that all features obtained are computed under a given tolerance. width of kernels, which should be set in advance. A pseudo-code for this algorithm is shown in Table   110 1. illumination invariance. Table 2 shows the algorithm for extracting features in GPE. special situations, i.e., viewpoint change with more than 40 degrees for the structured scene in Figure   149 1(a), the viewpoint change with degrees greater than 60 for the textured scene in Figure 2 
