Abstract: We investigate the structure and stability of the steady states for a bacterial colony model with density-suppressed motility. We treat the growth rate of bacteria as a bifurcation parameter to explore the local and global structure of the steady states. Relying on asymptotic analysis and the theory of Fredholm solvability, we derive the second-order approximate expression of the steady states. We analytically establish the stability criterion of the bifurcation solutions, and show that sufficiently large growth rate of bacteria leads to a stable uniform steady state. While the growth rate of bacteria is less than some certain value, there is pattern formation with the admissible wave mode. All the analytical results are corroborated by numerical simulations from different stages.
Introduction and preliminaries
We consider the following nonlinear reaction-diffusion system u t = ∆(r(v)u) + σu(1 − u), x ∈ Ω, t > 0,
x ∈ Ω, t > 0.
(1.1)
. The quantities u(x, t) and v(x, t) stand for the density of bacteria and acy-homoserine lactone (AHL) secreted by Vibrio fischeri, respectively. The positive constants σ and D measure, respectively, the logistic growth rate of the bacteria and the diffusion rate of AHL. The diffusion rate of bacteria is state-dependent on v modeled by the positive motility function r (v) . At the present, for the model (1.1), the rigorous mathematical results are very limited. The mechanism of stripe formation of (1.1) was analyzed in [1] when r(v) is a piecewise decreasing function. In [2] , authors discussed the pattern solutions and their stability when the diffusion rate of u has a drop at some critical AHL concentration, that is, r(v) is a step function. The apriori L ∞ − bound, the global existence of classical solutions, the non-existence of pattern solutions and the numerical results of pattern formation and wave propagation were established in [3] when the system (1.1) is located in a two-dimensional bounded domain with zero Neumann boundary conditions and some conditions are imposed on the motility function r(v). When σ = 0 (namely bacteria have no growth), some results on the existence of global solutions were obtained in [5, 6] .
As stated in [3] , the model (1.1) can be transformed to u t = ∇ · (r(v)∇u + ur ′ (v)∇v) + σu(1 − u), x ∈ Ω, t > 0,
which is a chemotaxis model of Keller-Segel type proposed in [7] if the cells/ bacteria do not sense the concentration between receptors, more details can be found in [7] and [8] . The problem of how diffusion, logistic growth and chemotaxis can interact and how such interaction influences the dynamics of some particular systems has been extensively investigated in the literature, see [9] - [11] and references therein. In this paper, let (1.1) be subject to the Neumann boundary conditions ∇u · ν = ∇v · ν = 0, x ∈ ∂Ω, t > 0, (1.3) where ν is the outward unit normal vector on ∂Ω and the domain Ω ⊂ R 2 is bounded and has smooth boundary, the initial data The condition (1.3) means that there is no flux of either bacteria or AHL across the boundary of the domain, and thus (1.1) is a closed system. Since r(v) → 0 as v → ∞, by the apriori L ∞ − bound of v established in [3] , the case of degeneracy will not happen here. Due to the assumption r ′ (v) < 0, we call AHL concentration being of the repressive effect on bacterium motility.
For the readers' convenience, some notations used in this paper are presented here. Let W m,p (Ω, R N ) for m ≥ 1, 1 < p < +∞ be Sobolev space of R N -valued functions with norm 
where C is a constant independent of t.
The following properties of the negative Laplacian operator −∆ with zero Neumann boundary condition on Ω will be used later. There is a sequence of eigenvalues λ ∞ i=0 satisfying
Each λ i has multiplicity m i ≥ 1. Let ϕ ij , i ≥ 0, 1 ≤ j ≤ m i , be the normalized eigenfunctions corresponding to λ i . Let S(λ i ) be the eigenspace associated with
where denotes the direct sum of subspaces and dimS(λ i ) = m i . Clearly, the non-constant steady states of the system (1.1) with (1.3)-(1.4) are necessarily positive non-constant solutions to the elliptic system
(1.8)
The boundedness of positive classical solutions of (1.8) was proved in [12] . 
provided that D ≥ D 0 , where B is independent of D and σ.
It is obvious that the system (1.8) has two constant solutions, i.e., (u(x), v(x)) ≡ (0, 0) and (u(x), v(x)) ≡ (1, 1) for all x ∈ Ω. Linearizing (1.8) at (0, 0) and (1, 1) respectively, by a simple computation, we know that (0, 0) is always unstable. For the linearized system around the point (1, 1), the eigenvalue ρ i , i = 0, 1, 2, · · · satisfies 10) where k = √ λ i and λ i , i = 0, 1, 2, 3, · · · is defined in (1.6). By the standard stability theory, for the stability/instability of the steady state (1, 1) we have a critical discriminant
It is easy to check that if there is i such that σ i > 0, then there must exist a positive integer i c such that
Note that (1.12) implies that
(1.14)
Moreover, if we regard λ i as a real number and use (1.13), then at
the maximum of σ i , denoted by σ c , is attained as
It is clear that σ c ≥ σ a , and that if i a such that (1.15) is true, then σ c = σ a . We now have the lemma below. (ii) ω * is unstable if 0 < σ < σ a ; Usually, we call k a = λ ia the admissible wave number.
(iii) ω * is linearly stable if σ > σ c .
Naturally, we may expect the existence of non-constant steady states as the constant solutions are unstable and figure out their structure. The aim of this paper is to study the existence and structure of positive solutions of (1.8) in one dimensional space Ω = (0, l), l > 0 by applying the bifurcation theory and to establish the stability/unstability of each bifurcation branch. By Lemma 1.3, we shall fix constants D and l, and regard σ as a bifurcation parameter satisfying 0 < σ < σ a .
(1.17)
The local bifurcation theory will be used to precisely describe the structure of positive solutions near the bifurcation points. The global bifurcation theory is then employed to prove that these bifurcation curves can be prolonged as long as σ is less than a certain critical values. The asymptotic analysis and the adjoint theory are applied to derive the expression of the steady states. Furthermore, the linearized stability theory and some analytical techniques are used to give the stability criterion of the bifurcating solutions. Numerical simulations are carried out to demonstrate all the theoretical results.
Global bifurcation
With Ω = (0, l), l > 0 the system (1.8) reads as
The eigenvalue problem
has a sequence of simple eigenvalues
whose corresponding eigenfunctions are
Obviously, the set of eigenfunctions constitutes an orthogonal basis in L 2 (0, l). Let
then X is a Banach space with the usual C 2 norm, and
is a Hilbert space with the inner product
By expanding the second-order derivative term in the first equation, we have the system (2.1) in the form of
Define the map P : Λ −→ Y by
where ω = (u, v) and Λ = (0, σ a ) × B is a bounded set in (0, ∞) × X. Hence, looking for the solutions of (2.1) is exactly equivalent to looking for the zero points of this map. Let ω * = (u * , v * ) = (1, 1), then we have
We recall that, for a number α > 0, (α, ω * ) is a bifurcation point of the equation P = 0 with respect to the curve (σ, ω * ), σ > 0 if every neighborhood of (α, ω * ) contains zeros of P in (0, ∞) × X not lying on this curve. Then the results on local bifurcation of solutions for (2.1) are as follows.
Theorem 2.1. Suppose that (1.5), (1.12) and (1.17) are true. If j is a positive integer such that
, and σ j = σ k for all integers k = j, (2.6) then (σ j , ω * ) is a bifurcation point of P = 0 with respect to the curve (σ, ω * ), σ > 0, where σ j is defined in (1.11). Furthermore, there is a one-parameter family of non-trivial solutions Γ j (ε) = (σ(ε), u(ε), v(ε)) of the problem (2.1) for |ε| sufficiently small, where σ(ε), u(ε), v(ε) are continuous functions, σ(0) = σ j and
The set of zero-points of P consists of two curves (σ, ω * ) and Γ j (ε) in a neighborhood of the bifurcation point (σ j , ω * ).
Proof. For the fixed j, according to Theorem 1.7 of [13] , we need to verify the following conditions:
(1) the partial derivatives P σ , P ω , and P σω exist and are continuous,
). Because we have
it is clear that the linear operators P σ , P ω , and P σω are continuous. Condition (1) is verified.
which means that, by the definition of ϕ i in (2.4), all coefficients must vanish, that is,
This equation has a nonzero solution provided that
which holds if and only if
Obviously, if i = 0, then σ = 0, which is excluded by the assumption of the theorem. In view of (2.6), the equation (2.10) holds only for i = j and
Then, by solving the equation (2.9) with i = j, we have
where
where (2) is thus satisfied.
We know that
, and so condition (3) is verified. The proof is completed.
Remark 2.1. (a) Theorem 2.1 and Lemma 1.3 show that if σ j ∈ (0, σ c ), then (σ j , ω * ) is a bifurcation point with respect to the trivial branch (σ, ω * ). The number of such bifurcation points is equal to the number of j for which σ j ∈ (0, σ c ), that is i c for given D and l, see the expression (1.12). (b) By Theorem 2.1, let Υ be the closure of the non-trivial solution set of P = 0, then Γ j is the connected component of Υ ∪ {(σ j , ω * )} to which (σ j , ω * ) belongs, and in a neighborhood of the bifurcation point the curve Γ j is characterized by the eigenfunction ϕ j . In the open interval (0, l) the function ϕ j has exactly j zeros, thus we call the non-constant solutions in Γ j mode j steady states.
We next apply the global bifurcation theory of Rabinowitz, in particular, Corollary 1.12 in [14] , and the Leray-Schauder degree for compact operators to give the information on the bifurcating curve Γ j far from the trivial equilibrium. Following the idea of [15] , we first rewrite the system (2.5) as
wheref andg are higher-order terms ofũ andṽ,
Dr (1) ,
Note that g 1 < 0 and f 0 > 0. Let F σ and F be the inverse operator of
Then the boundary value problem (2.13) can be rewritten in the matrix form
Obviously, for any given σ > 0 the linear operator M (σ) is compact on X. On closed σ subintervals of (0, ∞) the operator H(σ, ω) is compact on X and H(σ, ω) = o( ω ) for ω near zero uniformly.
The result below will play a critical role in the proof of the global bifurcation of the solutions to (2.1).
Lemma 2.2. Assume that (1.5), (1.12), (1.17) and (2.6) are satisfied. Then 1 is an eigenvalue of M (σ j ) with algebraic multiplicity one.
has one unique solution Φ = 1 + Dλ j 1 ϕ j , which shows that 1 is an eigenvalue of M (σ j ) with the unique eigenfunction. Thus, we have dim ker(M (σ j ) − I) = 1. Next we will prove that the eigenvalue 1 is simple. It is well known that the algebraic multiplicity of 1 is equal to the dimension of the generalized null space
By the definition of F σ and F , the system (2.15) can be expanded as
By σ = 0 and (2.6), we know that det A * i = 0 if and only if i = j and
φ j , and we know that (M (σ j ) − I)Φ = 0 has one unique solution (up to a constant multiple
Thus, the desired result follows.
We now state the results on the global bifurcation of the boundary value problem (2.1).
Theorem 2.3. Suppose that (1.5), (1.12), (1.17) and (2.6) are true. Then the projection of the bifurcation curve Γ j onto the σ−axis is an interval (0, σ j ). Furthermore, the system (2.1) has at least one non-constant positive solution if σ ∈ (0, σ a ) and σ = σ k for any positive integer k.
Proof. By the proof of Lemma 1.1, we know that the linear operator I − M (σ) : X → X is a bijection when σ ∈ (0, σ a ), σ = σ j and lies in a small neighborhood of σ j as well as O is an isolated solution of (2.14) for this fixed σ. The index of this isolated zero of the map I − (T (σ, .) is given by
where B is a sufficiently small ball centered at O, and β is the sum of the algebraic multiplicities of the eigenvalues of M (σ) that are larger than 1. For our bifurcation analysis, we necessarily verify that this index changes as the bifurcation parameter σ crosses σ j , i.e., for ε > 0 sufficiently small,
Indeed, if ̺ is an eigenvalue of M (σ) corresponding to an eigenfunction (ϕ, ψ), then we have
Once again let ϕ = ∞ i=0 a i ϕ i and ψ = ∞ i=0 b i φ i , then the above system can be expanded as
Then the set of eigenvalues of M (σ) consists of all ̺ ′ s that solve the characteristic equation
Taking σ = σ j , if ̺ = 1 is a root of (2.18), then it is concluded that
and thus by the assumption we have j = i. Therefore, if we do not count the eigenvalues corresponding to i = j in (2.18), M (σ) has the same number of eigenvalues which are larger than 1 for all σ close to σ j , and have the same multiplicities. So we need only to consider the case of i = j in (2.18). Let ̺(σ) and ̺(σ) be the two roots of (2.18), then we have
Obviously
which implies that M (σ j − ε) has exactly one more eigenvalue larger than 1 , than M (σ j + ε) does, and by using the same method as Lemma 1.1 we can prove that the algebraic multiplicity of this eigenvalue is one. Hence, (2.17) is verified. Now by the argument in the proof of Theorem 1.3 and Corollary 1.12 in [14] , we conclude that Γ j either meets ∂Λ or meets (σ k , 0) for some k = j and σ k > 0. It is easy to check that the system (2.1) is reflective. Thus, we can follow the idea in [16] - [17] and use a reflective and periodic extension method exactly same as that in [15] to show that the first alternative must occur. Then, by Lemmas 1.2 and 1.3, we know that the desired results are true. The proof is completed.
Stability of bifurcating branches
In this section we shall study the stability of steady states ( u(x), v(x)) bifurcating from ω * = (u * , v * ) = (1, 1) by using the asymptotic analysis and perturbation method. We first look for the asymptotic expression of steady states ( u(x), v(x)). To proceed, we let
where 0 < ǫ ≤ 1. Then expand u(x) and v(x) as power series in ǫ, that is,
Substituting (3.1) and (3.2) into (2.5), we collect the coefficients of O(ǫ) and O(ǫ 2 ), respectively, and then have the following two systems
and
Directly solving the system (3.3) yields a unique non-constant solution (up to a constant multiple for any integer j)
as long as σ 0 is equal to 
for some positive integer i a , and here σ ia 0 is exactly σ a in Section 2. It is observed that i a is the wave mode maximizing σ j 0 such that σ ia 0 is the maximum bifurcation value. We shall call i a the admissible wave mode corresponding to the admissible wave number in Section 2.
In order to solve (3.4), we consider its adjoint system
This system has a non-constant solution Solving this equation yields
Then G 1 in (3.4) can be simplified to
By this, we can set a particular solution of (3.4) as
Substitution of (3.10) into (3.4) leads to
On account of σ 1 = 0, we need to find the expression of σ 2 . Again substituting (3.1) and (3.2) into (2.5) and equating the coefficients of O(ǫ 3 ), we have
Then applying the solvability condition l 0 u 2 G 2 dx = 0 of (3.12) yields
(3.14)
We now know that when the parameter σ given by (3.1) lies in the neighborhood of σ j 0 for each j = 1, 2, · · ·, i c , the bifurcating solution ( u, v) is described by (3.2) with (u 1 , v 1 ) and (u 2 , v 2 ) formulated by (3.5) and (3.10), respectively. To bring out the relationship between the solution ( u, v) and its bifurcation location σ j 0 , we denote ( u, v) by ( u j , v j ), that is,
Normally, ω * = (u * , v * ) is called the base term of the non-constant steady state ( u, v) whose shape and amplitude primarily depend on the leading term (u 1 , v 1 ) when ǫ is small, that is, (3.16) which shows the maximum change of the bacterial density from the base term. Taking into account (2.4) and (3.5), the leading term has wave mode j. Thus, j is called the principal wave mode of the solution (
We shall analyze the stability of the solution (3.15) located at the jth bifurcating branch by discussing the sign of the principal eigenvalue of linearized system of (2.1) around ( u j , v j ). Let
and substitute it into (2.1). Then the linearized system of (2 .1) is
where 
By (1.7), we replace (ϕ ′′ 0 , ψ ′′ 0 ) by −λ m (ϕ 0 , ψ 0 ). Then the existence of a non-zero solution (ϕ 0 , ψ 0 ) yields the following equation
where σ j 0 is given by (3.6). By (3.7), if j = i a , when the positive integer m = i a such that E < 0, then the equation (3.20) has a positive root γ 0 > 0 which implies that ( u j , v j ) is unstable. So we have a conclusion as follows:
Proposition 3.1. The non-constant steady state ( u j , v j ) in (3.15) is unstable when j = i a . In other words, if ( u j , v j ) is stable, then it is necessary that j = i a .
We shall derive a sufficient condition for the stability of the non-constant steady states with the admissible wave mode i a . Through a simple calculation, we find that the principal eigenvalue of (3.19) is γ 0 = 0 with the eigenfunction
Next, we compute γ 1 . Again carrying out the computation of obtaining (3.19) and equating the O(ε) terms leads to
Applying the solvability condition of (3.21), we have
where (u 2 , v 2 ) is given by (3.9) with j = i a . Solving (3.22) for γ 1 , we have
(3.23)
Due to γ 1 = 0, we need further to compute γ 2 . We first simplify G 3 as
By this, a particular solution of (3.21) (ϕ 1 , ψ 1 ) is of the following form
where d i (i a ) is given by (3.11). Again we use the same computation of obtaining (3.19) , but now equate the O(ǫ 2 ) terms, and then get the following system including
Again using the solvability condition of (3.24), we have In view of (3.23), we know that the stability of ( u ia , v ia ) completely depends on the sign of η, and thus we have the result below. Next we numerically verify the asymptotic expressions of patterns in (3.15) and the selection mechanism of modes of stable steady states (i.e., pattern solutions) established in Proposition 3.1 and Theorem 3.2. By the analytical results, the stable wave mode is j = i a = 6, and thus the wave number of stable pattern with small amplitude is 3, i.e., there are 3 peaks; moreover, the second-order approximation of the pattern solution in (3.15) is specified by u ia ≈ 1 + ǫ1.8883 cos(0.9425x) + ε 2 (−1.7828 + 8.1736 cos(1.885x)),
which is plotted in (a) of Figure 2 .
In Figure 2 , we show the comparison between the stationary state (4.2) predicted by the asymptotical analysis and the stationary states reached starting from different initial functions computed by numerically solving the system (1.1). It is seen that all the three simulation solutions (b) − (d) are qualitatively in very good agreement with the analytical solution (a), that is, all of them have three peaks (each of two boundary peaks evidently only counts as a half peak). The quantitative discrepancy is caused by ignoring the higher order terms of (4.2). It is also demonstrated that the bifurcation branch emanating from the maximum bifurcation point (i.e., the sixth one here) is stable since all the three simulation solutions (b) − (d) tends to the steady state with wave mode j = 6 after about running time t = 56, 1200 and 350, respectively. This verifies the stability criterion established in Proposition 3.1 and Theorem 3.2.
In Figure 3 , we show the evolution of pattern starting from different initial locations. it is also observed that the sixth bifurcation branch is stable which is precisely predicted by our analytical results in Proposition 3.1 and Theorem 3.2. We see that solutions starting from different perturbation of the constant state finally reach the stationary pattern (i.e, the sixth bifurcation branch) which possesses 3 wave peaks (i.e., the wave mode j = 6). Figure 4 displays the process of pattern formation of a solution from the initial state to the stable steady state. The initial state with 2 wave peaks (i.e, the wave mode is j = 4) is unstable, as seen in Figure 4 (i) where the aggregation pattern with j = 4 is bifurcated and followed with the pattern having 4 wave peaks (i.e, j = 8) at about t = 60. Due to the unstability of pattern with j = 8 predicted by Proposition 3.1, as we see from Figure 4 (ii), at about t = 650 merging (i)
(ii) (iii) phenomenon appears, then this unstable solution transits to a stable state with the wave mode j = 6 by reducing the 3 wave peaks in the interior of the domain to 2 ones, which can be seen in Figure 4 (iii). This once again confirms the stability criterion stated in Proposition 3.1 and Theorem 3.2.
Conclusion
In this work, we present the detailed information of steady states near the trivial equilibrium and the global structure of the steady states of (1.1) with (1.3)-(1.4). The second-order approximation of non-constant steady states is also derived. Then by using the standard linear stability analysis and analytical technique, we further establish the stability/unstability of the bifurcation branches. It is shown that the growth rate of bacteria σ substantially influences the dynamical behavior of the model (1.1). Particularly, under some appropriate conditions on the motility function r(v), when the growth rate of bacteria is sufficiently large (i.e, for σ > σ c ), the system will keep stabilization around the uniform state (1, 1); while for σ ∈ (0, σ a ), the pattern formation must occur, and thus the density of bacteria and AHL always depends on their location. The principal wave mode of stationary pattern coincides with the admissible one which maximizes bifurcation values. The analytical results are corroborated by direct simulations of the underlying system (1.1) with (1.3)-(1.4) through different stages. There are various interesting questions arising from our present analytical and numerical studies. The existence of non-constant steady states and the propagation of pattern in a large domain have been rigorously discussed and organized as a separate paper. It is noted that (i)
(ii) (iii) Figure 4 : Numerical simulation of the transition from the given initial data to the stable state ( u 6 , v 6 ). σ = 0.32, the initial function (u 0 , v 0 ) is the second-order approximation of (3.15) with j = 4 and a(4) replaced by 1.2a (4) .
when σ ∈ [σ ia , σ c ] and σ = 0 whether there are pattern formation has not been discussed yet, which may be investigated by applying the approaches similar to that in [19] - [21] . The global attractivity of non-constant steady state with the admissible wave mode still remains open. The bifurcating and emerging process in the pattern formation are numerically presented in Figures  3 and 4 , but the mathematical behavior of the merging process is not well understood yet. All these questions are very interesting and challenging. We think it is worthwhile to explore theories and methods of solving them in the future.
