A with codes that can be represented as the Cartesian product of two linear codes. This paper first generalizes the product construction to arbitrary number of levels. More importantly, the existence of a sequence of such lattices that are good for quantization and Poltyrev-good under multistage decoding is proved. This family of lattices is then used to generate a sequence of nested lattice codes based on the recent construction of Ordentlich and Erez. This allows one to achieve the same computation rate of Nazer and Gastpar for compute-and-forward with multistage decoding, which is termed multistage computeand-forward.
I. INTRODUCTION
Compute-and-forward is a novel information forwarding paradigm in wireless communications in which relays in a network compute functions of signals transmitted from multiple transmitters and forward them to a central destination. With the assumption of channel state information only at receivers, Nazer and Gastpar in [2] implement and analyze the latticebased compute-and-forward where an identical lattice code is used at each transmitter and linear integer combinations of messages are computed at the relays with integer coefficients carefully chosen according to the channel coefficients and signal-to-noise ratio (SNR).
The lattice codes adopted in [2] are based on those generated by Construction A [3] [4] whose decoding complexity typically depends on decoding of the underlying linear codes. One main drawback of the Construction A lattices is that in order to be Poltyrev-good, the underlying linear codes have to be implemented over very large prime fields, which in turn results in high decoding complexity.
To alleviate the drawback, in [1] , a novel lattice construction called product construction with two levels of linear codes is proposed by the authors for reducing the decoding complexity. In this paper, we first generalize this construction to arbitrary number of levels by showing the existence of ring homomorphisms. Using this generalized construction, we show the existence of a sequence of lattices that are good for meansquared error (MSE) quantization and Poltyrev-good under multistage decoding. The proposed lattices are then used to generate an ensemble of nested lattice codes by extending a recently proposed ensemble of Ordentlich and Erez [5] . We This work was funded in part by the National Science Foundation under Grant CCF 1302616. then apply the proposed nested lattice codes to Nazer and Gastpar's framework and show that the same computation rates can be achieved with multistage decoding, which we term multistage compute-and-forward.
The paper is organized as follows. In Section II and Section III, we state the problem studied and briefly recap the lattice-based compute-and-forward strategy in [2] . We then present in Section IV the proposed product construction of lattices and show the goodness of such lattices. In Section V, an ensemble of nested lattice codes is then proposed and applied to the lattice-based compute-and-forward. Section VI concludes the paper. The reader is referred to [6] [7] and the reference therein for details about lattices and nested lattice codes.
A. Notations
Throughout the paper, we use Z, R, and C to represent the set of integers, real numbers, and complex numbers, respectively. Vectors are written in lowercase boldface and matrices are written in uppercase boldface. Random variables are written in Sans-Serif font. We use × to denote the Cartesian product and use ⊕ and ⊙ to denote the addition and multiplication operations, respectively, over a finite field where the field size can be understood from the context.
II. PROBLEM STATEMENT
The network considered in this paper is the compute-andforward relay network first studied by Nazer and Gastpar in [2] . Consider a K source nodes M destination nodes AWGN network as shown in Fig 1. Each source node has a message w k ∈ {1, 2, . . . , W }, k ∈ {1, . . . , K} which can alternatively be expressed by a length-N ′ vector over some finite field, i.e., w k ∈ F N ′ p with W = p N ′ . This message is fed into an encoder E N k whose output is a length-N codeword x k ∈ C N . The transmitted signal is subject to the average power constraint given by
The signal observed at destination m is given by
where h mk ∈ C is the channel coefficient between the source node k and destination m, and Z m [n] ∼ CN (0, 1). One can also define the channel model for using the channel N times as
In Nazer and Gastpar's setting, instead of individual messages, each destination node is only interested in computing a function of messages
Upon observing y m , the destination node m formsû m = G N m (y m ) an estimate of u m . These functions are then forwarded to the central destination which can recover all the messages given sufficiently many functions. Definition 1 (Computation codes). For a given set of functions f 1 , . . . , f M , a (N, N ′ ) computation code consists of a sequence of encoding/decoding functions (E N 1 , . . . , E N K )/(G N 1 , . . . , G N M ) described above and an error probability given by
Note that we consider that all the transmitters transmit at a same rate for the sake of simplicity; a more general model where they can have different rates was considered in [2] . 
Note that the first condition is equivalent to saying that W ≥ 2 N R(hm,fm) .
In practice, since no cooperation among relays are assumed, a greedy protocol which mimics the behavior of linear network coding is considered in [2] that each relay computes and forwards the function with the highest computation rate. After that, if given those functions, the central destination is able to recover all the messages, the decoding is successful. Otherwise, the central destination declares failure. The achievable computation rate for the transmitters is then min m R(h m , f m ).
III. LATTICE-BASED COMPUTE-AND-FORWARD IN [2]
In [2] , Nazer and Gastpar proposed a novel paradigm called compute-and-forward which exploits the algebraic structure of lattices. Using lattices for communication has a rich history in the literature. Typically, a lattice that is Poltyrev-good is required to guarantee reliable communication [8] [9] [10] . In addition to the Poltyrev-goodness, shaping has to be taken into account in order to achieve the AWGN channel capacity. By carefully shaping the lattices with their sublattices, Erez and Zamir show that indeed lattices can achieve AWGN capacity with lattice decoding [6] . Functional computation in physical layer with such lattices has been realized to asymptotically approach the capacity for the bidirectional relay networks in [11] [12] . One of the main contribution of [2] is to provide a means to harness interference when there is no channel state information at transmitters. In the sequel, we briefly summarize the main results and the coding scheme in [2] .
In [2] , the functions f m are chosen to be linear combinations of codewords with coefficients being Gaussian integers a m = [a m1 , . . . , a mK ]. Hence, the functions are completely characterized by those coefficients and the achievable computation rates are written as R(h m , a m ). These integer combinations of codewords correspond to linear combinations of messages
where b mk σ(a mk ) with σ being the ring homomorphism used in Construction A for the underlying lattice [3] [4] .
Each source node adopts an identical nested lattice code of Erez and Zamir [6] as coding scheme. For a given Gaussian integer vectors a m = [a m1 , . . . , a mK ] T , using the linearity of lattice codes, the relay m directly computes the linear combination u m . This leads one to the main result of [2] which is the achievable computation rates provided in the following Theorem.
Theorem 3 (Nazer-Gastpar). For given channel coefficients h m and Gaussian integer vector a m , the following computation rate is achievable at the relay m.
At the central destination, one can invert the matrix B = [b 1 , . . . , b M ] to recover all the messages if the matrix is invertible.
Remark 4. The coding scheme in [2] in fact separately transmits signals in the real and the imaginary parts. Here, for simplicity, we describe the scheme by directly looking at the complex field and Gaussian integers. In fact, this has motivated the generalization of the compute-and-forward paradigm to the ring of Eisenstein integers in [13] where each element in A is chosen from
IV. PROPOSED PRODUCT CONSTRUCTION OF LATTICES AND ITS GOODNESS Motivated by [14, Theorem 2] , a novel construction of lattices called product construction over F 2 q was proposed in [1] . Here, we generalize the product construction to arbitrary number of levels as shown in Fig. 2 . Note that the proposed product construction can be used for generating lattices over Z, Z[i], and Z[ω]. In this paper, we particularly focus on Z for the sake of simplicity. The proposed lattices heavily rely on the existence of ring homomorphisms described in the following. Theorem 5. Let p 1 , p 2 , . . . , p L be a collection of distinct rational primes. There exists a ring isomorphism M :
is a ring homomorphism.
Proof: It follows that
where (a) follows from that p l Z, l ∈ {1, . . . , L}, are relatively prime, (b) is from Chinese Remainder Theorem [15] , and (c) is due to the fact that in a PID, every prime ideal is maximal [15] . Therefore, there exists a ring isomorphism M from the product of fields × L l=1 F p l to the quotient ring Z/Π L l=1 Z. Moreover, the modulo operation is a natural ring homomorphism; hence, σ M −1 • mod Π L l=1 p l is a ring homomorphism. Example 6. Consider Z and an ideal 6Z. Since 6 = 2 · 3 and 2 and 3 are relatively prime, 2 · 3Z = 2Z ∩ 3Z. One has that
One isomorphism M(v 1 , v 2 ) where v 1 ∈ F 2 and v 2 ∈ F 3 is given as follows,
whose addition and multiplication are defined componentwise.
Let M be a ring isomorphism described above. One must have M(0, . . . , 0) = 0. Let C l , l ∈ {1, . . . , L}, be the set of all linear (N, m l ) codes over F p l and C C 1 × . . . × C L . i.e., C is the collection of all codes that can be represented as the Cartesian product of L linear codes whose input lengths are m 1 , . . . , m L , respectively, over F p l . The construction consists of the following steps. 2) Define Λ * M(C 1 , . . . , C L ) where for all the vectors c 1 , . . . , c L with equal length, M(c 1 , . . . , c L ) is defined as the elementwise mapping. 3) Replicate Λ * over the entire R N to form Λ Λ * + Π L l=1 p l Z N Note that scaling by real numbers does not change the structure of a lattice; therefore, throughout the paper, we use Λ Λ * + Π L l=1 p l Z N and Λ Π L l=1 p l −1 Λ * + Z N interchangeably.
Note that this construction differs from Construction D [16] in that the product construction solely relies on the ring isomorphism while Construction D requires the underlying linear codes to be nested. For the constellations generated by the proposed product construction, we can show the following properties.
Theorem 7. Λ is a lattice.
Proof: Let us first write q Π L l=1 p l . Since M(0, . . . , 0) = 0 and 0 ∈ C l , we have 0 ∈ Λ. Let c l 1 , c l 2 ∈ C l and let
where ζ 1 , ζ 2 ∈ Z N . It is clear that λ 1 , λ 2 ∈ Λ. One has that
where
Note that (a) follows from that M is an isomorphism, and (b) is due to the fact that C l for l ∈ {1, . . . , L} are linear codes. Moreover, choosing ζ 2 ∈ Z N such that ζ ′ 3 = 0 and choosing c l 2 such that c l 1 ⊕ c l 2 = 0 make λ 2 the additive inverse of λ 1 . Theorem 8. There exists a sequence of such lattices that are simultaneously good for MSE quantization and Poltyrev-good under multistage decoding.
Proof: (Sketch) Here by Poltyrev-good, we mean achieving the Poltyrev-limit only instead of the Poltyrev-exponent [8] and the proof for Poltyrev-good lattices closely follows the proof by Forney in [10] . When proving the Poltyrev-goodness, unlike Construction A lattices letting p → ∞ and Construction D lattices letting L → ∞, for the product construction lattices, we let Π L l=1 p l → ∞ and allow one to play with these two parameters. The proof of the existence of lattices good for MSE quantization is a modification of the recent result by Ordentlich and Erez in [5] . Please see [17, Appendix A] for details.
Remark 9. This construction allows us to achieve the Poltyrev-limit with a significantly lower decoding complexity compared to Construction A lattices as now the complexity is not determined by the number of elements in Λ * but by the greatest divisor in the prime factorization of |Λ * |. However, the complexity is higher than that of the Construction D lattices in [16] [10] where the complexity is always dominated by coding over F 2 . But such lattices may not be immediately suitable for compute-and-forward as for such lattices, integer linear combinations of lattice points may not correspond to linear combinations of codewords in finite field.
V. PROPOSED MULTISTAGE COMPUTE-AND-FORWARD
In this section, the proposed lattices are used to generate a sequence of nested lattice codes. Due to the multilevel nature, the proposed nested lattice codes admit multistage decoding and hence are computationally less complex. We then use the proposed nested lattice codes for compute-and-forward and obtain similar achievable computation rates with multistage decoding.
A. Main Result
Let p 1 , . . . , p L be rational primes and M : × L l=1 F p l → Z/Π L l=1 p l Z be the ring isomorphism. We note that each integer a mk ∈ Z can be represented as
whereā mk ,ã mk ∈ Z. Moreover, eachā mk can be represented by its coordinate in × L l=1 F p l as a mk = M(b 1 mk , . . . , b L mk ).
In our proposed scheme, each transmitter decomposes its message w k into L sub-messages w l k over F p l for l ∈ {1, . . . , L}. The function we aim to compute at the relay m is given by
for l ∈ {1, . . . , L}. We are ready to state the main result.
Theorem 10. For given channel coefficients h m and integer vector a m , the computation rate R(h m , a m ) described in (8) is achievable under multistage decoding at the relay m.
B. Proof of the Main Result
We prove the result for h mk ∈ R. For the case h mk ∈ C, one can send signals along real and imaginary part independently or consider Z[i] or Z[ω] directly. In order to maintain the multilevel structure, we consider an ensemble of nested lattice codes that can be regarded as a generalization of the ensemble in [5] rather than the frequently used one by Erez and Zamir in [6] . We first generate pairs of nested linear codes (C l f , C l c ) such that C l c ⊆ C l f for l ∈ {1, . . . , L} as follows,
where G l c is a N × m l c matrix and
whereG l is a N × (m l f − m l c ) matrix. We then generate (scaled) lattices Λ f and Λ c from the proposed product construction with the linear codes C l f and C l c , respectively, as follows.
where γ = 2 √ N P . Clearly, Λ c ⊆ Λ f and the design rate is given by
The design rate becomes the actual rate if every G l f is fullrank which will be fulfilled with high probability. Moreover, setting
ensures that the second moment converges to P with high probability and the coarse lattice is good for MSE quantization as shown in [17, Appendix A] . Besides, at the level l for l ∈ {1, . . . , L}, randomly choosing G l f would result in a capacityachieving linear code with high probability, which in turns gives us a Poltyrev-good lattice [17, Appendix A] . Therefore, in the following, we can assume that the coarse lattice is good for MSE quantization and the fine lattice is Poltyrev-good.
The transmitter k bijectively maps (w 1 k , . . . , w L k ) to a lattice point 
2014 IEEE International Symposium on Information Theory Moreover, with the relationship a mk =ā mk +ã mk , one can further write
where ζ ∈ Z N and (a) is because M(.) is a ring isomorphism. One can then decode the fine lattice point corresponding to t eq,m by decoding the equivalent codewords K k=1 b l mk ⊙ c l k level by level. This in turn gives an estimate of u l m for l ∈ {1, . . . , L}. From the Gaussian approximation principle of MSE quantization good lattices [18] [19, Remark 5] , the equivalent noise would become Gaussian in the limit as N → ∞. Thus, asymptotically, the probability of error is guaranteed to vanish whenever Vol(Λ f ) is larger than the volume of the noise ball since Λ f is Poltyrev-good under multistage decoding. Precisely speaking, similar to [17, Appendix A], one can show that the equivalent channel seen at each level with the noise z eq,m is regular. Let z * eq,m be the i.i.d. Gaussian random vector having distribution N (0, σ 2 eq,m ). Using the fact that D(Z eq,m Z * eq,m ) = h(Z eq,m ) − N 2 log 2π exp(1)σ 2 eq,m , one can show that the error probability can be made arbitrarily small under multistage decoding whenever
which converges to 2π exp(1)σ 2 eq,m in the limit as N → ∞ if the coarse lattice is good for quantization [18] .
The computation rate per real dimension achieved by this scheme is given by 
where (a) requires N → ∞ and the coarse lattice to be good for MSE quantization. When N is sufficiently large, one can choose the parameters N , p l , m l c , and m l f such that the design rate is arbitrarily close to the achievable computation rate derived above. Now, minimizing over m completes the proof.
One example of the proposed multistage compute-andforward is provided below.
Example 11. Consider the isomorphism in Example 6. Let The product construction of lattices has been generalized to arbitrary number of levels of linear codes. The existence of a sequence of such lattices that are good for MSE quantization and Poltyrev-good under multistage decoding has been shown. This has allowed us to achieve the Poltyrev-limit with a much lower decoding complexity. A novel framework named multistage compute-and-forward has been proposed based on such lattices and its computation rates under multistage decoding has been derived which are the same as those in [2] .
