We generalize a fixed point theorem in partially ordered complete metric spaces in the study of A. Amini-Harandi and H. Emami 2010 . We also give an application on the existence and uniqueness of the positive solution of a multipoint boundary value problem with fractional derivatives.
Introduction
Let S denote the class of those functions β : 0, ∞ → 0, 1 which satisfies the condition β t n −→ 1 implies t n −→ 0. 
Application to Fractional Differential Equations
In this section, we consider the unique positive solution for a general higher order fractional differential equation by using the generalized fixed point theorem
where n − 1 < α ≤ n, n ∈ N and n ≥ 3 with 0 < μ 1 < μ 2 < · · · < μ n−2 < μ n−1 and n − 3
Recently, there has been a significant development in the study of fractional differential equations; for more details we refer the reader to 4-12 and the references cited therein.
For the convenience of the reader, we present some notations and lemmas which will be used in the proof of our results. 
where n α 1, α denotes the integer part of number α, provided that the right-hand side is pointwise defined on 0, ∞ . 
Proposition 3.4 see 13, 14 . Let α > 0, and f x is integrable, then
where c i ∈ R i 1, 2, . . . , n , n is the smallest integer greater than or equal to α. 
Lemma 3.5 see 15 . Let x t I μ n−1 u t , then BVP 3.1 is equivalent to the following BVP:
and with property
3.10
In our considerations, we will work in the Banach space E C 0, 1 ; R with the classical metric given by d x, y sup 0≤t≤1 |x t − y t |. Notice that this space can be equipped with a partial order given by x, y ∈ C 0, 1 , x ≤ y ⇐⇒ x t ≤ y t for any t ∈ 0, 1 .
3.11
In 2 , it is proved that C 0, 1 , ≤ satisfies condition 2.3 of Theorem 2.2. Moreover, for x, y ∈ C 0, 1 , as the function max{x, y} ∈ C 0, 1 , C 0, 1 , ≤ satisfies condition 15 . Consider the cone
Note that as P is a closed set of C 0, 1 , P is a complete metric space. It is well known that the BVP 3.7 is equivalent to the integral equation 
3.13
Now, for u ∈ P we define the operator T by 
3.14
Then from the assumption on f and 3.10 , we have T P ⊂ P.
3.15
We also introduce the following class of nondecreasing functions B by φ : 0, ∞ → 0, ∞ satisfying the following: and there exist a function φ ∈ B and constants 0 < θ
18
. . , n with x i ≥ y i and t ∈ 0, 1 . Then problem 3.1 has a unique nonnegative solution.
Proof. We check that the hypotheses in Theorem 2.2 are satisfied. Firstly, the operator T is nondecreasing by the hypothesis. Then for any u ≥ v, we have 
3.19
Noticing that
and take
, θ n . 
For u / v, we have 
3.24
Finally, since the zero function satisfies 0 ≤ T 0, Theorem 2.2 tells us that the operator T has a unique fixed point in P , or, equivalently, the BVP 3.1 has a unique nonnegative solution x in C 0, 1 . Proof. By Theorem 3.6, the problem 3.1 has a unique nonnegative solution. We prove the nonnegative solution is also positive.
Otherwise, there exists 0 < t * < 1 such that x t * 0, and But on the other hand, since f t 0 , 0, . . . , 0 / 0, t 0 ∈ 0, 1 , we have f t 0 , 0, . . . , 0 > 0, by the continuity of f, we can find a set Ω ⊂ 0, 1 satisfying t 0 ∈ Ω and the Lebesgue measure μ Ω > 0 such that f t, 0, . . . , 0 > 0 for any t ∈ Ω. This contradicts to 3.29 . Therefore, x t > 0, that is, x t is positive solution of 3.1 . 
3.30
Then the BVP 3.30 has a unique positive solution.
Proof. Since 
