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FÄUGGV¶ENY ALKALMAZ¶ASA P¶AROS
ÄOSSZEHASONL¶IT¶AS M¶ATRIX EGY
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KOM¶AROMI ¶EVA
Budapesti Corvinus Egyetem
A dolgozatban a dÄont¶eselm¶eletben fontos szerepet j¶atsz¶o p¶aros Äosszehasonl¶³t¶as
m¶atrix priorit¶asvektor¶anak meghat¶aroz¶as¶ara ¶uj megkÄozel¶³t¶est alkalmazunk.
Az A p¶aros Äosszehasonl¶³t¶as m¶atrix ¶es a priorit¶asvektor ¶altal de¯ni¶alt B kon-
zisztens m¶atrix kÄozÄotti elt¶er¶est a Kullback-Leibler relat¶³v entr¶opia-fÄuggv¶eny
seg¶³ts¶eg¶evel m¶erjÄuk. Ezen elt¶er¶es minimaliz¶al¶asa teljesen kitÄoltÄott m¶atrix
eset¶eben konvex programoz¶asi feladathoz vezet, nem teljesen kitÄoltÄott m¶atrix
eset¶eben pedig egy ¯xpont probl¶em¶ahoz. Az elt¶er¶esfÄuggv¶enyt minimaliz¶al¶o
priorit¶asvektor egyben azzal a tulajdons¶aggal is rendelkezik, hogy azAm¶atrix
elemeinek Äosszege ¶es a B m¶atrix elemeinek Äosszege kÄozÄotti kÄulÄonbs¶eg ¶eppen
az elt¶er¶esfÄuggv¶eny minimum¶anak az n-szerese, ahol n a feladat m¶erete. ¶Igy
az elt¶er¶esfÄuggv¶eny minimum¶anak ¶ert¶eke k¶et szempontb¶ol is lehet alkalmas az
A m¶atrix inkonzisztenci¶aj¶anak a m¶er¶es¶ere.
Kulcsszavak: AHP, p¶aros Äosszehasonl¶³t¶as m¶atrix, tÄobbszempont¶u dÄont¶esek,
Kullback-Leibler relat¶³v entr¶opia, elt¶er¶esfÄuggv¶enyek, konvex program.
1 Bevezet¶es
Az AHP (Analytic Hierarchy Process) a tÄobbszempont¶u dÄont¶esi probl¶em¶ak
kezel¶es¶ere alkalmas elj¶ar¶as. Kulcseleme a p¶aronk¶enti Äosszehasonl¶³t¶asok {
m¶ask¶ent: p¶aros Äosszehasonl¶³t¶asok { haszn¶alata. A p¶aros Äosszehasonl¶³t¶as a
dÄont¶eshoz¶o v¶elem¶eny¶enek numerikus reprezent¶aci¶oja az egyes dÄont¶esi alter-
nat¶³v¶ak fontoss¶ag¶ar¶ol minden egyes m¶asik dÄont¶esi alternat¶³v¶ahoz viszony¶³tva
egy adott krit¶erium szempontj¶ab¶ol: aij azt mutatja meg, h¶anyszor fontosabb
az i-edik alternat¶³va a j-edikn¶el. Nyilv¶anval¶o, hogy
aij > 0 ; aii = 1 ; aij =
1
aji
; i; j = 1; . . . ; n ;
ahol n a dÄont¶esi alternat¶³v¶ak sz¶ama. Az AHP alkalmaz¶asa sor¶an az egyes al-
ternat¶³v¶akhoz priorit¶asokat hat¶arozunk meg { ezeket az irodalomban gyakran
preferencia ¶ert¶ekeknek, vagy s¶ulyoknak is nevezik. Ha a dÄont¶eshoz¶o a fontos-
s¶agok meg¶³t¶el¶es¶eben konzisztens lenne, vagyis ha aij = aikakj lenne minden
i; j; k indexh¶armas eset¶en, akkor az n alternat¶³v¶ahoz tartoz¶o priorit¶asokat
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(preferencia ¶ert¶ekeket, s¶ulyokat) kÄonnyen megkaphatn¶ank. De a dÄont¶eshoz¶ok
meg¶³t¶el¶ese rendszerint csÄokken}oen konzisztens az alternat¶³v¶ak sz¶am¶anak nÄo-
veked¶es¶evel. A k¶erd¶es ez: hogyan rendeljÄunk az egyes alternat¶³v¶akhoz pri-
orit¶asokat { az n alternat¶³v¶ahoz priorit¶asvektort { ha a megadott A = faijg 2
Rn£n p¶aros Äosszehasonl¶³t¶as m¶atrix nem konzisztens? Az alapelk¶epzel¶es az,
hogy olyan p = (p1; . . . ; pn) vektor alkalmas a dÄont¶eshoz¶o priorit¶asainak a
kifejez¶es¶ere, amely eset¶eben az A m¶atrix a B = fpi=pjg konzisztens m¶atrixt¶ol
lehet}oleg kev¶ess¶e t¶er el.
Az AHP-vel jelzett kutat¶asi terÄulet ¶es m¶odszertan Thomas L. Saaty nev¶e-
hez f}uz}odik [1980], aki sz¶amos cikket, kÄonyvet szentelt a saj¶at¶ert¶ek m¶odszer
(EM) kifejleszt¶es¶ere ¶es vizsg¶alat¶ara { kÄozÄulÄuk egyet emelÄunk itt ki, amely-
ben a szerz}o a m¶odszer legfontosabb tulajdons¶agait foglalja Äossze [2003].
E m¶odszer l¶enyege az, hogy a priorit¶asvektort ¶³gy kapjuk: p = argfAp =
¸maxpg, ahol ¸max az A m¶atrix legnagyobb saj¶at¶ert¶eke. Mivel ¸max ¶ert¶eke n,
ha a m¶atrix konzisztens, ¶es nagyobb n-n¶el egy¶ebk¶ent, ez¶ert az inkonzisztencia
m¶er}osz¶am¶aul Saaty a (¸max¡n)=(n¡1) ¶ert¶eket, illetve ennek egy tapasztalati
konstanssal vett szorzat¶at v¶alasztotta. A m¶odszer tanulm¶anyoz¶as¶ara iskola
alakult, amelynek sz¶amos jeles k¶epvisel}oje kÄozÄul itt hivatkozunk P. T. Harker-
re ¶es k¶et dolgozat¶ara [1987 ¶es 1987a]. A m¶asodikban Harker a nem teljesen
kitÄoltÄott p¶aros Äosszehasonl¶³t¶as m¶atrix eset¶evel foglalkozik. MegjegyezzÄuk,
hogy a hi¶anyz¶o elemek kitÄolt¶ese ¶erdek¶eben a c¶elprogramoz¶as illetve a fuzzy
preferencia rel¶aci¶ok alkalmaz¶as¶ara is vannak tÄorekv¶esek, ld. M. Fedrizzi ¶es
S. Giove dolgozat¶at [2007].
Hi¶anyos m¶atrixok megl¶etekor tÄobb f¶ele k¶erd¶es vet}odik fel. Az egyik az,
hogy szÄuks¶eges-e a dÄont¶eshoz¶ot tov¶abb k¶erdezgetni n¶ezet¶er}ol az alternat¶³v¶ak
fontoss¶ag¶at illet}oen { pl. ha a dÄont¶eshoz¶o csak a m¶atrix els}o sor¶at tÄoltÄotte
ki, akkor ezzel megadta a priorit¶asait, amelyekkel a hi¶anyz¶o elemeket m¶ar
¶ugy tudjuk kitÄolteni, hogy konzisztens m¶atrixot kapjunk. Ez azonban nincs
Äosszhangban azzal a tapasztalattal, hogy a dÄont¶eshoz¶ok dÄont¶esei ¶altal¶aban
nem konzisztensek, ez¶ert n¶eh¶any tov¶abbi elemre is szÄuks¶eg van, hogy m¶elyebb
betekint¶est kapjunk a dÄont¶eshoz¶onak az alternat¶³v¶ak fontoss¶ag¶at illet}o v¶ele-
m¶eny¶ebe. Ha a m¶atrix l¶enyegesen tÄobb elem¶et tÄolti ki a dÄont¶eshoz¶o, akkor
szembesÄul a v¶elem¶enyeib}ol fakad¶o inkonzisztenci¶aval, ¶³gy hajlik kor¶abbi v¶e-
lem¶enyei felÄulvizsg¶alat¶ara. Ezek azonban olyan ,,puha" k¶erd¶esek, amelyekkel
e dolgozat nem foglalkozik.
A m¶odszerek m¶asik csoportj¶at olyan ,,t¶avols¶agminimaliz¶al¶asi" elj¶ar¶asok
alkotj¶ak, amelyekben a p = (p1; . . . ; pn) priorit¶asvektorra kikÄotjÄuk, hogy az
A m¶atrix a B = fpi=pjg konzisztens m¶atrixhoz a ,,legkÄozelebbi" legyen.
A ,,legkÄozelebbi" sz¶o jelent¶es¶et}ol fÄugg az alkalmazott m¶odszer, kÄulÄonbÄoz}o
m¶odszerek rendszerint kÄulÄonbÄoz}o p vektorokhoz vezetnek. E m¶odszerek kÄozÄul
a legismertebbek:
² p 2 argminP
i
pi=1;p>0
P
i
P
j(aij ¡ pi=pj)
2 { legkisebb n¶egyzetek m¶odszere
(LSM);
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² p 2 argminP
i
pi=1;p>0
P
i
P
j(aijpj ¡ pi)
2 { s¶ulyozott legkisebb n¶egyzetek
m¶odszere;
² p 2 argminP
i
pi=1;p>0
P
i
P
j(aij ¡ pi=pj)
2 pj
pi
{ chi-n¶egyzet m¶odszer;
² p 2 argminP
i
pi=1;p>0
P
i
P
j(lnaij ¡ ln pi + ln pj)
2 { logaritmikus legkisebb
n¶egyzetek m¶odszere (LLSM).
S. I. Gass ¶es T. Rapcs¶ak [2004] a fenti k¶et ir¶anyzatot Äosszekapcsolta, J.
Krov¶ak [1987] numerikusan Äosszehasonl¶³totta az EM, az LSM ¶es LLSM m¶od-
szereket. E. U. Choo ¶es W. C. Wedley e m¶odszerekr}ol sz¶ol¶o Äosszefoglal¶o
cikk¶ere [2004], illetve A. Ishizaka ¶es A. Labibnak az AHP ¶uj fejlem¶enyeit
bemutat¶o cikk¶ere [2011] h¶³vjuk fel itt a ¯gyelmet, az ut¶obbit aj¶anlva azon
¶erdekl}od}o olvas¶onak, aki az AHP hatalmas irodalm¶ar¶ol ¶attekint¶est akar sze-
rezni. Megeml¶³tjÄuk, hogy m}ukÄodik az AHP iskola magyar kutat¶oi csoportja
is, mindenekel}ott a SZTAKI Oper¶aci¶okutat¶as Laborat¶orium¶aban ¶es a Corvi-
nus Egyetem Oper¶aci¶okutat¶as Tansz¶ek¶en, Rapcs¶ak Tam¶as ¶es Temesi J¶ozsef
kezdem¶enyez¶es¶ere alakult. Tagjai jelent}os publik¶aci¶okkal j¶arultak hozz¶a az
AHPm¶odszertan¶anak a fejleszt¶es¶ehez, kÄozÄottÄuk Boz¶oki S., FÄulÄop J. ¶es R¶onyai
L. [2010], Csat¶o L. [2012], Boz¶oki S., FÄulÄop J., Poesz A. [2011] cikkei az EM ¶es
LLSM m¶odszerek alkalmaz¶as¶aval a nem teljesen kitÄoltÄott p¶aros Äosszehason-
l¶³t¶as m¶atrixok optim¶alis kieg¶esz¶³t¶es¶er}ol kÄozÄol eredm¶enyeket, Temesi J. cikke
[2010] ¶es Farkas A., P. Lancaster, R¶ozsa P. dolgozata [2003] a p¶aros Äossze-
hasonl¶³t¶as m¶atrixok konzisztenci¶aj¶at tanulm¶anyozta, K¶eri Gerzson munk¶aja
[2005] a p¶aros Äosszehasonl¶³t¶as m¶atrixokra fogalmaz meg krit¶eriumokat.
A jelen dolgozat a p¶aros Äosszehasonl¶³t¶as m¶atrix egy priorit¶asvektor¶anak
meghat¶aroz¶as¶ara olyan m¶odszert alkalmaz, amely a ,,t¶avols¶agminimaliz¶al¶asi"
elj¶ar¶asok csoportj¶aba tartozik. T¶avols¶ag helyett azonban elt¶er¶est kell mon-
danunk, mert az alkalmazott fÄuggv¶eny nem teljes¶³ti a t¶avols¶agfÄuggv¶enyek
minden tulajdons¶ag¶at. A kÄovetkez}o r¶eszben bemutatunk k¶et elt¶er¶esfÄuggv¶eny-
csal¶adot, amelyek tagjai alkalmasak lehetnek arra, hogy ezekkel m¶erjÄuk az
A p¶aros Äosszehasonl¶³t¶as m¶atrix ¶es a priorit¶asvektorb¶ol k¶epzett B = fpi=pjg
konzisztens m¶atrix elt¶er¶es¶et, kÄozels¶eg¶et. A harmadik r¶eszben az A ¶es B
m¶atrixok elt¶er¶es¶et a pi ¶es aijpj ¶ert¶ekeknek az inform¶aci¶oelm¶eletben, statisz-
tik¶aban ¶es sz¶amos m¶as terÄuleten alkalmazott Kullback-Leibler relat¶³v entr¶o-
pia-fÄuggv¶eny alkalmaz¶as¶aval kapott elt¶er¶eseinek Äosszegek¶ent fogjuk fel (erre
a tov¶abbiakban A ¶es B Kullback-Leibler elt¶er¶esek¶ent hivatkozunk), bemu-
tatjuk az ¶³gy sz¶armaztatott (K-L) minimaliz¶al¶asi modellt, amelynek a tu-
lajdons¶agait tanulm¶anyozzuk: bizony¶³tjuk a c¶elfÄuggv¶eny konvexit¶as¶at, ¶es
hogy a modellnek van egyetlen pozit¶³v megold¶asa. A negyedik r¶eszben a
c¶elfÄuggv¶enynek a modell param¶etereit}ol val¶o fÄugg¶es¶et vizsg¶aljuk ¶es egyben a
konzisztencia nÄovel¶es¶enek m¶odj¶ara teszÄunk javaslatot. Az ÄotÄodik r¶eszben al-
goritmust javaslunk a feladat megold¶as¶ara, felhaszn¶alva a feladathoz tartoz¶o
Kuhn-Tucker stacion¶arius pont probl¶em¶at alkot¶o egyenletrendszert; bemu-
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tatjuk, hogy a feladat egyetlen p optim¶alis megold¶as¶ahoz tartoz¶o c¶elfÄuggv¶eny-
¶ert¶ek, amely az A m¶atrix ¶es az optim¶alis p vektor ¶altal meghat¶arozott B
m¶atrix Kullback-Leibler elt¶er¶ese, egyenl}o a k¶et m¶atrix elemeinek Äosszegei
kÄozÄotti kÄulÄonbs¶eg n-ed r¶esz¶evel is (n a feladat m¶erete). A hatodik r¶eszben
vizsg¶aljuk a nem teljesen kitÄoltÄott p¶aros Äosszehasonl¶³t¶as m¶atrix eset¶en kapott
feladatot, amelyet egy ¯xpont-probl¶em¶aval azonos¶³tunk. V¶egÄul a numerikus
sz¶am¶³t¶asokat illusztr¶aljuk k¶et klasszikus p¶eld¶an. Az Äosszefoglal¶as ¶es az iro-
dalom z¶arj¶ak a dolgozatot.
2 Entr¶opiaszer}u elt¶er¶esfÄuggv¶enyek
Az x 2 Rn vektornak az y 2 Rn vektort¶ol val¶o elt¶er¶es¶et m¶er}o fÄuggv¶enynek
a kÄovetkez}o k¶et tulajdons¶aggal kell rendelkeznie: a) nemnegat¶³v legyen, ¶es
b) ¶ert¶eke akkor ¶es csak akkor legyen 0, ha x = y. Nem kÄoveteljÄuk meg a
t¶avols¶agfÄuggv¶eny tov¶abbi tulajdons¶agait: nem ¶³rjuk el}o a szimmetricit¶ast ¶es
a h¶aromszÄog-egyenl}otlens¶eget.
A k¶et legismertebb elt¶er¶esfÄuggv¶eny-csal¶ad: a Bregman-divergencia ¶es a
Csisz¶ar-f¶ele '-divergencia.
A Bregman-divergencia (ld. Bregman [1967]) arra az ¶eszrev¶etelre ¶epÄul,
hogy egy X0 ½ Rn ny¶³lt halmazon ¶ertelmezett tetsz}oleges n-v¶altoz¶os szigo-
r¶uan konvex, di®erenci¶alhat¶o f fÄuggv¶enyre fenn¶all, hogy
f(x)¡ f(y) > rf(y)(x¡ y) ; 8x; y 2 X0 ; x 6= y :
¶Igy d(x; y) = f(x)¡ f(y)¡rf(y)(x¡ y) elt¶er¶esfÄuggv¶eny, mert d(x; y) > 0 ¶es
d(x; y) = 0 akkor ¶es csak akkor, ha x = y.
Ha p¶eld¶aul f(x) =
Pn
i=1 x
2
i , akkor d(x; y) =
Pn
i=1(xi¡yi)
2 { az euklideszi
t¶avols¶ag n¶egyzet¶et kapjuk. Ha f(x) =
Pn
i=1 xi lnxi, xi > 0 (i = 1; . . . ; n),
akkor d(x; y) =
Pn
i=1(xi ln
xi
yi
+yi¡xi), y > 0 { ez a Kullback-Leibler relat¶³v
entr¶opia-fÄuggv¶eny. Ha f(x) = ¡
Pn
i=1 lnxi, xi > 0 (i = 1; . . . ; n), akkor
d(x; y) =
Pn
i=1(¡ ln
xi
yi
+ xiyi ¡ 1) { ez a Burg entr¶opia.
Tov¶abbi p¶eld¶akat ¶es gazdag irodalomjegyz¶eket tal¶alhat az ¶erdekl}od}o olvas¶o
pl. Kiwiel dolgozat¶aban [1997].
A Bregman-divergencia nem korl¶atoz¶odik a szepar¶abilis fÄuggv¶enyekre, a
Csisz¶ar-f¶ele '-divergencia (ld. Csisz¶ar Imre [1967]) azonban igen. A sz¶oban
forg¶o '(t) a pozit¶³v f¶elegyenesen ¶ertelmezett k¶etszer di®erenci¶alhat¶o szigor¶u-
an konvex val¶os fÄuggv¶eny az al¶abbi tulajdons¶agokkal:
'(1) = 0 ; '0(1) = 0 ; '00(1) > 0 ; lim
t!0
'0(t) = ¡1 ;
Az x 2 Rn++ vektornak az y 2 R
n
++ vektort¶ol val¶o '-divergencia elt¶er¶es¶et
ekkor ¶³gy kapjuk:
d(x; y) =
nX
i=1
di(xi; yi) =
nX
i=1
yi'(
xi
yi
) :
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KÄonny}u bel¶atni, hogy ekkor di(xi; yi) folytonosan di®erenci¶alhat¶o ¶es szigor¶uan
konvex az els}o v¶altoz¶oj¶aban, limt!+1 d0(t; a) = +1, limt!0 d0(t; a) = ¡1,
d0(a; a) = 0, ha a > 0. Ha p¶eld¶aul '(t) = t ln t ¡ t + 1, akkor a Kullback-
Leibler relat¶³v entr¶opia-fÄuggv¶enyt kapjuk. Ha '(t) = ¡ ln t+ t¡ 1, akkor
di(xi; yi) = yi ln
yi
xi
+ xi ¡ yi :
Ha '(t) = (
p
t¡1)2, akkor di(xi; yi) = (
p
xi¡
p
yi)2 { ez a Hellinger t¶avols¶ag
n¶egyzet¶enek egy konstans-szorosa.
Tov¶abbi p¶eld¶akat tal¶alhat az ¶erdekl}od}o olvas¶o pl. Iusem, Svaiter, Teboulle
dolgozat¶aban [1994].
3 Az A ¶es B m¶atrixok elt¶er¶es¶enek m¶er¶ese a
Kullback-Leibler relat¶³v entr¶opia-fÄuggv¶eny
seg¶³ts¶eg¶evel
Minthogy a B = fpi=pjg m¶atrix elemei v¶altozatlanok, ha a p vektort egy po-
zit¶³v sz¶ammal megszorozzuk, a p vektor normaliz¶al¶asa ¶erdek¶eben bevezetjÄuk
a
Pn
i=1 pi = 1 felt¶etelt. Ebben ¶es a kÄovetkez}o r¶eszekben feltesszÄuk, hogy az
A m¶atrix teljesen kitÄoltÄott.
Mind a s¶ulyozott legkisebb n¶egyzetek m¶odszere, mind a legkisebb n¶egy-
zetek m¶odszere a Bregman fÄuggv¶enyek csal¶adj¶aba tartoz¶o elt¶er¶esfÄuggv¶enyt
alkalmaz: a pi ¶es az aijpj, illetve az aij ¶es a pi=pj (i = 1; . . . ; n; j = 1; . . . ; n)
¶ert¶ekek kÄulÄonbs¶egeinek n¶egyzetÄosszeg¶enek minimaliz¶al¶asa form¶aj¶aban keresi
a priorit¶asvektort. E m¶odszerek el}onyeir}ol ¶es h¶atr¶anyair¶ol az olvas¶o a hi-
vatkozott dolgozatokb¶ol is t¶aj¶ekoz¶odhat.
A jelen dolgozatban egy m¶as megkÄozel¶³t¶est aj¶anlunk: A ¶es B elt¶er¶es¶et a
pi ¶es az aijpj ¶ert¶ekeknek a Kullback-Leibler relat¶³v entr¶opi¶aval m¶ert elt¶er¶ese
Äosszegek¶ent hat¶arozzuk meg. Ez azt jelenti, hogy a priorit¶asvektort olyan
p0 = (p01; . . . ; p
0
n) vektor form¶aj¶aban keressÄuk, amely minimaliz¶alja az elt¶er¶e-
sek Äosszeg¶et, amelyre
p0 2 argminP
i
pi=1;p>0
X
i
X
j
(pi ln
pi
aijpj
+ aijpj ¡ pi) :
Mi¶ert j¶o ez a m¶odszer?
² mert a minimumpont egy¶ertelm}u;
² mert a minimumpont pozit¶³v ¶es a p0 vektor form¶aj¶aban kinyilv¶an¶³tott
sorrendek nem v¶altoznak, ha a vektort megszorozzuk egy pozit¶³v kon-
stanssal;
² mert B priorit¶asvektora szint¶en p0 akkor, ha elemeit p0 elemei seg¶³ts¶e-
g¶evel hat¶arozzuk meg;
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² mert nem kell az alkalmaz¶ashoz a p¶aros Äosszehasonl¶³t¶as m¶atrixnak tel-
jesen kitÄoltÄottnek lennie (csak ÄosszefÄugg}onek);
² mert p0 azzal a tulajdons¶aggal rendelkezik, hogy az optim¶alis c¶elfÄugg-
v¶eny-¶ert¶ek legnagyobb csÄokken¶es¶et az A m¶atrix aij elem¶enek ¶es recipro-
k¶anak v¶altoztat¶as¶aval, a tÄobbi elem v¶altozatlanul hagy¶asa mellett akkor
¶erjÄuk el, ha ezt az elemet az optim¶alis p0i=p
0
j ¶ert¶ekkel helyettes¶³tjÄuk.
Ezeket az ¶eszrev¶eteleket igazoljuk a kÄovetkez}o r¶eszben, amelyben el}oszÄor az
al¶abbi matematikai programoz¶asi feladat tulajdons¶agait vizsg¶aljuk:
(K-L)
C(A; p) =
nX
i=1
nX
j=1
(pi ln
pi
aijpj
+ aijpj ¡ pi)! min
p 2 P = f p 2 Rn+ :
nX
j=1
pj = 1g p > 0 ;
ahol A az adott p¶aros Äosszehasonl¶³t¶as m¶atrix, Rn+ a nemnegat¶³v t¶ernegyed.
A C(A; p) fÄuggv¶enyt a tov¶abbiakban az A p¶aros Äosszehasonl¶³t¶as m¶atrix ¶es
a p elemei seg¶³ts¶eg¶evel meghat¶arozott konzisztens B m¶atrix Kullback-Leibler
elt¶er¶es¶enek nevezzÄuk ¶es az A ¶es B kÄozels¶egek¶ent fogjuk fel. A (K-L) feladat
egy optim¶alis p megold¶as¶ab¶ol sz¶armaztatott B m¶atrix pedig e felfog¶asnak
megfelel}oen a ,,legkÄozelebbi" az A p¶aros Äosszehasonl¶³t¶as m¶atrixhoz. Felh¶³vjuk
a ¯gyelmet arra, hogy ez a de¯n¶³ci¶o tetsz}oleges k¶et m¶atrix, vagy ak¶ar a B
¶es A m¶atrixok { a sorrend fontos! { elt¶er¶es¶enek, kÄozels¶eg¶enek m¶er¶es¶ere nem
alkalmas.
Vizsg¶aljuk a (K-L) feladatot. El}oszÄor vegyÄuk ¶eszre, hogy a c¶elfÄuggv¶eny
¶ertelmez¶esi tartom¶anya a pozit¶³v p vektorok Rn++ ny¶³lt halmaza, ez¶ert vizs-
g¶alnunk kell majd azt a k¶erd¶est, felveszi-e a minimum¶at C(A; p) a korl¶atos,
z¶art, konvex P halmaz ¶es Rn++ metszet¶en. Az els}o ¶all¶³t¶asokban C(A; p) tu-
lajdons¶agait p 2 Rn++ vektorokra vizsg¶aljuk.
VegyÄuk ¶eszre, hogy C(A;p) di®erenci¶alhat¶o a P halmaz relat¶³v bels}o pont-
jainak halmaz¶an: a
rel intP = fp 2 Rn++ :
nX
j=1
pj = 1g = P \Rn++
halmazon, hiszen a fÄuggv¶enyt alkot¶o Äosszeg minden tagja di®erenci¶alhat¶o a
rel intP halmazon.
1. ¶All¶³t¶as. Ha p 2 Rn++, akkor a C(A;p) fÄuggv¶eny nemnegat¶³v ¶es ¶ert¶eke
0 akkor ¶es csak akkor, ha pi = aijpj minden i; j indexp¶ar (i = 1; . . . ; n;
j = 1; . . . ; n) eset¶en.
Bizony¶³t¶as. EmeljÄuk ki a c¶elfÄuggv¶enyben pi-t rÄogz¶³tett i ¶es j indexek eset¶en
(megtehetjÄuk, mert pi a feltev¶es szerint pozit¶³v):
pi ln
pi
aijpj
+ aijpj ¡ pi = pi(¡ ln
aijpj
pi
+
aijpj
pi
¡ 1) :
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Mint ismeretes, lna · a ¡ 1 8a 2 R++ eset¶en ¶es egyenl}os¶eg teljesÄul akkor
¶es csak akkor, ha a = 1. Az ¶all¶³t¶as fenn¶all teh¶at a C(A; p)-t alkot¶o Äosszeg
minden tagj¶ara, ¶³gy mag¶ara az Äosszegre is. 2
2. ¶All¶³t¶as. C(A; p) szigor¶uan konvex ¶es di®erenci¶alhat¶o a rel intP halmazon.
Bizony¶³t¶as. ¶Irjuk fel a C(A;p) fÄuggv¶eny tagjait az al¶abbi m¶odon:
C(A;p) =
nX
i=1
(npi lnpi ¡ pi
nX
j=1
lnaij ¡ pi
nX
j=1
ln pj +
nX
j=1
aijpj ¡ npi) :
Az x lnx szigor¶uan konvex fÄuggv¶eny ¶ertelmez¶esi tartom¶anya az R++ pozit¶³v
ny¶³lt f¶elegyenes, a fÄuggv¶enyt azonban a szok¶asoknak megfelel}oen lez¶arhatjuk
a limx!0 x lnx = 0 ln 0 = 0 fÄuggv¶eny¶ert¶ek-ad¶assal. ¶Igy a C(A; p)-t alkot¶o
fenti szumm¶aban az els}o tag, ¶es a m¶asodik, negyedik ¶es ÄotÄodik tag, amelyek
line¶arisak, Äosszege:
C1(A;p) =
nX
i=1
³
npi ln pi ¡ pi
nX
j=1
lnaij +
nX
j=1
aijpj ¡ npi
´
szepar¶abilis z¶art szigor¶uan konvex fÄuggv¶enyt alkot Rn+- n. C(A;p) fenn-
marad¶o tagja
C2(A;p) = ¡
nX
i=1
pi
nX
j=1
ln pj =
³
¡
nX
j=1
pj
´³ nX
j=1
ln pj
´
;
¶es C2(A; p) = ¡
Pn
j=1 ln pj a rel intP tartom¶anyon, vagyis szigor¶uan konvex.
Ezzel az ¶all¶³t¶ast bel¶attuk. 2
A kÄovetkez}o ¶all¶³t¶as itt le¶³rt bizony¶³t¶asa FÄulÄop J¶anost¶ol sz¶armazik, aki
ezt az eredeti k¶eziratban szerepl}o el¶egg¶e kÄorÄulm¶enyes gondolatmenet helyett
aj¶anlotta.
3. ¶All¶³t¶as. C(A;p) felveszi a minimum¶at a rel intP halmazon, a minimum-
pont egy¶ertelm}u.
Bizony¶³t¶as. Az egy¶ertelm}us¶egC(A;p) szigor¶uan konvex volt¶ab¶ol kÄovetkezik.
A l¶etez¶est kell bizony¶³tanunk. VegyÄuk ¶eszre, hogy az el}oz}o bizony¶³t¶asban sze-
repl}o C1(A; p) fÄuggv¶eny a minimum¶at a korl¶atos ¶es z¶art P halmazon felveszi,
jelÄolje a minimum¶ert¶eket L. V¶alasszunk egy tetsz}oleges p^ 2 P , p^ > 0 pon-
tot ¶es legyen K = C(A; p^). Az optim¶alis megold¶as szempontj¶ab¶ol P azon p
pontjai ¶erdekesek, amelyekre K ¸ C(A;p). B¶armely p 2 P , p > 0 eset¶en
¡ ln pi ¸ 0, mivel pi < 1, i = 1; . . . ; n, ¶³gy
L¡ ln pi · L¡
nX
j=1
ln pj · C(A;p) ; 8p > 0; p 2 P; i = 1; . . . ; n :
V¶alasszunk tetsz}olegesen egy ·p 2 P pontot, amelyre ·p > 0 ¶es K ¸ C(A; ·p).
Ekkor L¡ ln ·pi · K, azaz
·pi ¸ eL¡K ; i = 1; . . . ; n :
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A P halmaznak a K ¸ C(A; p) felt¶etelt kiel¶eg¶³t}o pontjai teh¶at kompakt hal-
mazt alkotnak, amelyen a folytonos C(A; p) fÄuggv¶eny szÄuks¶egk¶eppen felveszi
a minimum¶at. A minimumpont egyben C(A;p) minimumpontja a P halma-
zon. Ezzel az ¶all¶³t¶ast bel¶attuk. 2
4 Konzisztencia
A kÄozels¶eg fenti de¯n¶³ci¶oja alapj¶an az A p¶aros Äosszehasonl¶³t¶as m¶atrixhoz
l¶etezik pontosan egy ,,legkÄozelebbi" B konzisztens m¶atrix: a (K-L) feladat
egyetlen optim¶alis megold¶as¶at alkot¶o p priorit¶asvektor elemeib}ol alkotott h¶a-
nyadosok m¶atrixa. Mivel az elt¶er¶es nemnegat¶³v ¶es z¶er¶o akkor ¶es csak akkor,
ha a k¶et m¶atrix egyenl}o, ez¶ert a k¶et m¶atrix elt¶er¶ese egyben az Am¶atrix inkon-
zisztenci¶aj¶anak m¶er¶es¶eÄul is szolg¶alhat. Ebben a meg¶allap¶³t¶asban Saaty (1987)
gondolatmenet¶et kÄovettÄuk, aki az inkonzisztencia m¶er¶es¶ere az¶ert alkalmazta
a C:I: = (¸max ¡ n)=(n ¡ 1) relat¶³v elt¶er¶est (ill. ennek egy konstanssal val¶o
szorzat¶at), mert ¸max > n. Hasonl¶oan ehhez a gondolatmenethez, javasoljuk
a relat¶³v elt¶er¶es ¶es egyben az inkonzisztencia m¶er¶es¶ere a minC(A;p) ¶ert¶eket,
amely javaslatot a kÄovetkez}o r¶eszben le¶³rt 1. KÄovetkezm¶eny sz¶and¶ekunk sze-
rint meggy}oz}oen al¶at¶amasztja.
A kÄovetkez}o k¶erd¶es az, hogyan kellene megv¶altoztatnunk az A m¶atrix
i0-adik sor¶aban ¶es j0-adik oszlop¶aban l¶ev}o ai0j0 elemet, illetve ennek a re-
ciprok¶at a j0-adik sorban ¶es i0-adik oszlopban, hogy az A tÄobbi elem¶enek
v¶altozatlanul hagy¶asa mellett a legnagyobb csÄokken¶est ¶erjÄuk el a c¶elfÄuggv¶eny-
¶ert¶ekben.
4. ¶All¶³t¶as. Adott i0; j0 indexp¶ar ¶es adott p priorit¶asvektor eset¶en az A ¶es
B m¶atrixok Kullback-Leibler elt¶er¶ese akkor csÄokken a legnagyobb m¶ert¶ekben,
ha az ai0j0 ¶ert¶ek¶et a pi0=pj0 h¶anyadossal helyettes¶³tjÄuk; C(A;p), mint ai0j0
fÄuggv¶enye pi0=pj0 egy kÄornyezet¶eben konvex.
Bizony¶³t¶as. Minimaliz¶alni akarjuk adott p mellett a
C(A; p) =
X
i
X
j
(pi ln
pi
aijpj
+ aijpj ¡ pi)
fÄuggv¶enyt, mint a pozit¶³v ai0j0 -ban egyv¶altoz¶os fÄuggv¶enyt. ¶Irjuk fel a de-
riv¶altj¶at:
dC(A;p)
dai0j0
=
³
pi0 ln
pi0
ai0j0pj0
+ ai0j0pj0 ¡ pi0 + pj0 ln
pj0
1
ai0j0
pi0
+
1
ai0j0
pi0 ¡ pj0
´0
=
³
¡pi0 lnai0j0 + pj0ai0j0 + pj0 lnai0j0 +
pi0
ai0j0
´0
= ¡
pi0
ai0j0
+ pj0 +
pj0
ai0j0
¡
pi0
a2i0j0
=
³
1 +
1
ai0j0
´³
pj0 ¡
pi0
ai0j0
´
:
Mivel ai0j0 negat¶³v nem lehet, ez¶ert a deriv¶alt ¶ert¶eke 0, amint ezt v¶artuk
is, ha: ai0j0 = pi0=pj0 . N¶ezzÄuk meg, hogy e pontban konvex-e. ¶Irjuk fel a
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C(A; p) fÄuggv¶eny ai0j0 szerinti m¶asodik deriv¶altj¶at:
d2C(A;p)
da2i0j0
=
pi0
a2i0j0
¡
pj0
a2i0j0
+
2pi0
a3i0j0
=
1
a2i0j0
³
pi0 ¡ pj0 +
2pi0
ai0j0
´
:
Ha pi0¸ pj0 , akkor d
2C(A; p)=da2i0j0> 0. Ha pi0< pj0 , akkor d
2C(A; p)=da2i0j0
> 0, ha 0 < ai0j0 < 2pi0=(pj0 ¡ pi0). Adott tetsz}oleges priorit¶asvektor
eset¶en teh¶at C(A; p) mint ai0j0 fÄuggv¶enye konvex a pozit¶³v sz¶amegyenesen,
ha pi0 ¸ pj0 ¶es konvex a (0;
2pi0
pj0¡pi0
) tartom¶anyban, ha pi0 < pj0 . A pi0=pj0
¶ert¶ek eleme mindk¶et tartom¶anynak:
pi0
pj0
·
2pi0
pj0 ¡ pi0
, pj0 ¡ pi0 · 2pj0 ,¡pi0 · pj0 :
Ez¶ert C(A;p) konvex e pont egy kÄornyezet¶eben. Ezt akartuk bel¶atni. 2
VegyÄuk ¶eszre, hogy az ai0j0 = pi0=pj0 helyettes¶³t¶essel az A ¶es B m¶atrixok
Kullback-Leibler elt¶er¶ese csÄokken¶es¶enek nagys¶aga maga az elt¶er¶es:
pi0 ln
pi0
ai0j0pj0
+ ai0j0pj0 ¡ pi0 + pj0 ln
pj0
1
ai0j0
pi0
+
1
ai0j0
pi0 ¡ pj0 :
Ha teh¶at abb¶ol a szempontb¶ol vizsg¶aljuk meg az A m¶atrixot, hogy a konzisz-
tencia nÄovel¶ese ¶erdek¶eben melyik Äosszehasonl¶³t¶as eset¶eben aj¶anljuk a dÄont¶es-
hoz¶onak, hogy vizsg¶alja felÄul a dÄont¶es¶et, akkor A azon elem¶et kell kiv¶alasz-
tanunk, amelyre e csÄokken¶es a legnagyobb. Mivel ez egyben a legnagyobb
elt¶er¶es kiv¶alaszt¶as¶at is jelenti, a v¶alaszt¶as Äosszhangban van Saaty (2003) k¶et
javasolt m¶odszer¶evel is: az egyik a legnagyobb elt¶er¶es, a m¶asik a legnagyobb
csÄokken¶es (Harker, 1987) kiv¶alaszt¶as¶anak felel meg.
5. ¶All¶³t¶as. Legyen p0 az A p¶aros Äosszehasonl¶³t¶as m¶atrix priorit¶asvektora {
a (K-L) feladat optim¶alis megold¶asa {, ¶es a B m¶atrix elemeit a p0 elemeinek
h¶anyadosai alkoss¶ak. Akkor a B m¶atrix priorit¶asvektora is p0 .
Az ¶all¶³t¶as kÄovetkezik abb¶ol, hogy a B m¶atrixnak Äonmag¶at¶ol val¶o elt¶er¶ese
0, mikÄozben minden m¶as pozit¶³v m¶atrixt¶ol val¶o elt¶er¶ese pozit¶³v az 1. ¶All¶³t¶as
szerint.
5 A Kullback-Leibler relat¶³v entr¶opia mini-
maliz¶al¶asa: a feladat megold¶asa
¶Irjuk fel C(A;p) gradiens¶et:
@
@pi
C(A; p) =
nX
j=1
aji+
nX
j=1
lnaji+n ln pi¡
nX
j=1
ln pj¡
Pn
j=1 pj
pi
; i = 1; . . . ; n :
Kihaszn¶altuk, hogy aij = 1=aji, i = 1; . . . ; n, j = 1; . . . ; n. ¶Irjuk fel a
(K-L) feladathoz tartoz¶o stacion¶arius pont probl¶em¶at. A probl¶em¶at ¶es az
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itt kÄovetkez}o ¶all¶³t¶asokat ld. Mangasarian kÄonyv¶eben [1969]. Olyan p =
(p1; . . . ; pn; !; v1; . . . ; vn) ¶ert¶ekeket keresÄunk, amelyek kiel¶eg¶³tik az al¶abbi fel-
t¶eteleket:
(K-T)
nX
j=1
pj = 1 ; p = (p1; . . . ; pn) 2 Rn++
@C(A; p)
@pi
¡ ! ¡ vi = 0 ; vi ¸ 0 ; i = 1; . . . ; n ;
nX
j=1
vjpj = 0 :
Legyen p0 = (p01; . . . ; p
0
n) a (K-L) feladat optim¶alis megold¶asa { ez a 3. ¶All¶³t¶as
¶ertelm¶eben l¶etezik ¶es pozit¶³v. Az optimalit¶as szÄuks¶egess¶eg¶ere vonatkoz¶o Kuhn-
Tucker t¶etel azt mondja ki, hogy a) mivel Rn++ ny¶³lt ¶es a (K-L) feladat
c¶elfÄuggv¶enye ¶es felt¶eteli fÄuggv¶enyei di®erenci¶alhat¶ok a p0 2 Rn++ pontban;
b) mivel a (K-L) felt¶etelrendszere regul¶aris: line¶aris; ez¶ert l¶eteznek olyan
v01 ; . . . ; v
0
n ¸ 0, !
0 du¶alis v¶altoz¶o ¶ert¶ekek, hogy (p01; . . . ; p
0
n; !
0; v01 ; . . . ; v
0
n)
egyÄuttesen megold¶as¶at alkotj¶ak a (K-T) feladatnak. Minthogy p0 2 Rn++,
ez¶ert a
Pn
j=1 v
0
j p
0
j = 0 komplementarit¶asi felt¶etel csak akkor teljesÄul, ha
v01 = 0, . . ., v
0
n = 0.
Az ¶all¶³t¶as ford¶³tva is fenn¶all. Az optimalit¶as el¶egs¶egess¶eg¶ere vonatkoz¶o
Kuhn-Tucker t¶etel azt mondja ki, hogy ha (p01; . . . ; p
0
n; !
0; v01 ; . . . ; v
0
n) megol-
d¶asa a (K-T) feladatnak, akkor a) mivel Rn++ ny¶³lt ¶es konvex; b) mivel a (K-
L) feladat c¶elfÄuggv¶enye ¶es felt¶eteli fÄuggv¶enyei di®erenci¶alhat¶ok a p0 2 Rn++
pontban ¶es konvexek az Rn++ konvex halmazon, ez¶ert p
0 optim¶alis megold¶asa
a (K-L) feladatnak.
A (K-L) feladat egyetlen pozit¶³v optim¶alis megold¶asa, ¶es csak az, teh¶at
kiel¶eg¶³ti a kÄovetkez}o probl¶em¶at:
(K-T)
nX
j=1
pj = 1 ; p 2 Rn++
nX
j=1
³
ln
pi
aijpj
¡
pj
pi
+ aji
´
= ! ; i = 1; . . . ; n :
A (K-T) feladatb¶ol kit}unik az ! v¶altoz¶o jelent¶ese. Szorozzuk meg az i-edik
felt¶etelt pi-vel, ¶es adjuk Äossze az egyenleteket. Azt kapjuk, hogy
nX
i=1
pi
nX
j=1
³
ln
pi
aijpj
¡
pj
pi
+ aji
´
= !
nX
i=1
pi , C(A;p) = ! :
! teh¶at az adott p vektorhoz tartoz¶o, egyben optim¶alis, c¶elfÄuggv¶eny-¶ert¶eke
a (K-L) feladatnak, ! nemnegat¶³v ¶es 0 akkor ¶es csak akkor, ha aij = pi=pj
minden i, j indexp¶arra. M¶eri az A m¶atrix ¶es a p vektor ¶altal meghat¶arozott B
m¶atrix Kullback-Leibler elt¶er¶es¶et. De vegyÄuk ¶eszre azt is, hogy az A m¶atrix
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reciprok volta miatt
nX
i=1
nX
j=1
³
ln
pi
aijpj
¡
pj
pi
+ aji
´
=
nX
i=1
nX
j=1
³
aji ¡
pj
pi
´
= n! ;
vagyis ! az ¶atlaga az A m¶atrix illetve a B m¶atrix elemei Äosszegeinek kÄulÄonb-
s¶eg¶enek, ilyen ¶ertelemben is m¶eri az A m¶atrix B-t}ol val¶o elt¶er¶es¶et. Foglaljuk
ezt Äossze:
1. KÄovetkezm¶eny. A (K-T) feladat egyetlen (p0; !0) megold¶as¶ara fenn¶all,
hogy
!0 = min
p2P;p2Rn++
C(A;p) = C(A;p0) ; !0 =
1
n
nX
i=1
nX
j=1
³
aij ¡
p0i
p0j
´
:
A stacion¶arius pont probl¶ema al¶abbi vizsg¶alat¶aval ¶es ¶atalak¶³t¶as¶aval az a
c¶elunk, hogy a (K-L) feladat megold¶as¶ara m¶odszert mutassunk be a (K-T)
feladat megold¶asa r¶ev¶en. Az egyenletrendszert alak¶³tsuk ¶at. El}oszÄor ¶³rjuk fel
mindk¶et oldalt logaritmusfÄuggv¶eny form¶aj¶aban:
(K-T)
nX
j=1
pj = 1 ; p 2 Rn++
ln
³
pni ¢
nY
j=1
ajieaji ¢
nY
j=1
1
pj
e¡pj=pi
´
= lne! ; i = 1; . . . ; n :
Figyelembe v¶eve, hogy a logaritmus szigor¶uan nÄovekv}o fÄuggv¶eny, ez¶ert az
i-edik egyenletben a k¶et oldal egyenl}o, ha az argumentumok egyenl}ok:
nY
j=1
ajieaji = e! ¢
nY
j=1
pj ¢
1
pni
e1=pi ; i = 1; . . . ; n :
Osszuk el az els}o egyenlet k¶et oldal¶at a m¶asodik, . . ., n-edik egyenlet megfelel}o
oldalaival! Az oszt¶as elv¶egezhet}o, mert a szorzatok minden t¶enyez}oje pozit¶³v.
Az al¶abbi ekvivalens feladathoz jutunk:
(K-T)
X
j
pj = 1 ; p 2 Rn++ ;
1
pni
e1=pi =
Q
j ajie
aji
Q
j aj1e
aj1
¢
1
pn1
e1=p1 ; i = 2; . . . ; n :
Az i = 1 eset azonoss¶ag. KÄonnyen l¶athat¶o, hogy
² f(x) = 1xn e
1=x a pozit¶³v f¶elegyenesen ¶ertelmezett pozit¶³v, szigor¶uan
csÄokken}o, di®erenci¶alhat¶o konvex fÄuggv¶eny, lim
x!0
f(x) = +1, lim
x!+1
f(x)
= 0;
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² f¡1(y) a pozit¶³v f¶elegyenesen ¶ertelmezett pozit¶³v, szigor¶uan csÄokken}o,
di®erenci¶alhat¶o konvex fÄuggv¶eny, lim
y!0
f¡1(y) = +1, lim
y!+1
f¡1(y) = 0;
² pi = f¡1(Cif(p1)), ahol Ci =
¡Qn
j=1 ajie
aji
¢
=
¡Qn
j=1 aj1e
aj1
¢
, i =
2; . . . ; n;
² f¡1(Cif(p1)) a pozit¶³v f¶elegyenesen ¶ertelmezett pozit¶³v, szigor¶uan nÄo-
vekv}o, di®erenci¶alhat¶o fÄuggv¶eny, limp1!0 f
¡1(Cif(p1)) = 0, limp1!+1
f¡1(Cif(p1)) = +1, (f¡1)0(Cif(p1)) > 0 (p1 > 0).
A (K-T) feladat ¶³gy a
g(p1) =
nX
i=1
f¡1(Cif(p1)) = 1
egyenlet form¶aj¶aban ¶³rhat¶o fel, ahol C1 = 1. A fentiek szerint g(p1) a po-
zit¶³v f¶elegyenesen ¶ertelmezett pozit¶³v, szigor¶uan nÄovekv}o, di®erenci¶alhat¶o
fÄuggv¶eny, limp1!0 g(p1) = 0, limp1!+1 g(p1) = +1, g
0(p1) > 0, (p1 > 0).
A g fÄuggv¶eny j¶o tulajdons¶agai miatt az egyenlet megold¶as¶ara alkalmaz-
hat¶ok ismert numerikus m¶odszerek: a biztosan konvergens intervallumfelez}o
m¶odszer ¶es a h¶urm¶odszer, valamint a j¶o kezd}opontok v¶alaszt¶asa eset¶en hat¶e-
konyabb szel}o m¶odszer, ak¶ar egyszer}u Excel programk¶ent is. A szel}o m¶od-
szerrel val¶o megold¶as menet¶et bemutatjuk:
a. Kiindul¶ask¶ent v¶alasszunk k¶et pozit¶³v p11, p
2
1 ¶ert¶eket, amelyekre g(p
1
1) ·
1, g(p21) ¸ 1 . Ha valamelyikre egyenl}os¶eg teljesÄul, akkor az elj¶ar¶as
v¶eget ¶er. KÄulÄonben: legyen k = 3, folytassuk az elj¶ar¶ast a b. l¶ep¶essel.
b. Hat¶arozzuk meg pk1 -t a kÄovetkez}o m¶odon:
pk1 = p
k¡1
1 ¡
g(pk¡11 )¡ 1
g(pk¡11 )¡ g(p
k¡2
1 )
(pk¡11 ¡ p
k¡2
1 ) :
c. Ha g(pk1) = 1, akkor az elj¶ar¶as v¶eget ¶er. KÄulÄonben: legyen k = k + 1,
folytassuk az elj¶ar¶ast a b. l¶ep¶essel.
(A sz¶oban forg¶o egyenletek kiel¶eg¶³t¶es¶et a szok¶asoknak megfelel}o ,,el¶eg nagy
pontoss¶aggal" kÄoveteljÄuk meg. Hogy alkalmank¶ent milyen pontoss¶agot c¶el-
szer}u el¶erni, erre itt nem t¶erÄunk ki. Az egyenlet megold¶as¶ara az Excel solvere
is haszn¶alhat¶o term¶eszetesen, de el}ofordul, hogy egy egyszer}u solver nem
tal¶al megold¶ast, mert a kisz¶am¶³tand¶o priorit¶asok 0-hoz kÄozeli ¶ert¶ekek ¶es ez
kilend¶³theti a kÄozel¶³t}o elj¶ar¶ast a menet¶eb}ol.)
6 A (K-L) feladat nem teljesen kitÄoltÄott p¶aros
Äosszehasonl¶³t¶as m¶atrix eset¶en
A Kullback-Leibler relat¶³v entr¶opia elt¶er¶esfÄuggv¶eny ez esetben kevesebb tagot
tartalmaz. Legyenek az A m¶atrix megadott (kitÄoltÄott) elemeihez tartoz¶o
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index-halmazok soronk¶ent a kÄovetkez}ok: ¡i = f j : aij > 0; (i; j) kitÄoltÄott g.
Nyilv¶anval¶o, a p¶aros Äosszehasonl¶³t¶as m¶atrix pozit¶³v reciprok volta miatt,
hogy j 2 ¡i akkor ¶es csak akkor, ha i 2 ¡j . Ekkor a (K-L) feladat, az
elt¶er¶esfÄuggv¶eny gradiense ¶es a feladathoz tartoz¶o Kuhn-Tucker stacion¶arius
feladat az al¶abbi lesz:
(K-L-1)
C(A; p) =
nX
i=1
X
j2¡i
³
pi ln
pi
aijpj
+ aijpj ¡ pi
´
! min
p 2 P = f p 2 Rn+ :
nX
j=1
pj = 1 g ; p 2 Rn++ :
(K-T-1)
@C(A;p)
@pi
=
X
j2¡i
³
ln
pi
aijpj
¡
pj
pi
+ aji
´
; i = 1; . . . ; n ;
nX
i=1
pi = 1 ; p 2 Rn++ ;
X
j2¡i
³
ln
pi
aijpj
¡
pj
pi
+ aji
´
= ! ; i = 1; . . . ; n :
(A fenti szumm¶akban a megfelel}o tag 0 ¶ert¶ek}u, ha ¡i Äures.) A nem teljesen
kitÄoltÄott A m¶atrixot ÄosszefÄugg}onek nevezzÄuk, ha b¶arhogyan is v¶alasztjuk az
f1; 2; . . . ; ng indexhalmaz egy I val¶odi r¶eszhalmaz¶at, az
S
i2Ifj : j 2 ¡ig hal-
maz b}ovebb, mint az I halmaz: 9k 2
S
i2Ifj : j 2 ¡ig, hogy k nem eleme az
I halmaznak. Ez m¶ask¶ent azt jelenti, hogy A nem ÄosszefÄugg}o, ha a sorokat ¶es
oszlopokat (az alternat¶³v¶akat) Äosszehangolt m¶odon ¶atrendezhetjÄuk ¶ugy, hogy
az eredm¶enyÄul kapott m¶atrix dekompon¶alt: a kitÄoltÄott elemek els}o csoportja
a m¶atrix bal fels}o k1 sor¶aban ¶es oszlop¶aban helyezkedik el, a marad¶ek pedig
a k1+1-edik, . . ., n-edik sorban ¶es oszlopban, k1 < n. A kitÄoltÄott ¶es nem tel-
jesen kitÄoltÄott p¶aros Äosszehasonl¶³t¶as m¶atrix gr¶af reprezent¶aci¶oja seg¶³ts¶eg¶evel
az ÄosszefÄugg}os¶eget is j¶ol lehet szeml¶eltetni, err}ol ld. p¶eld¶aul Boz¶oki-FÄulÄop-
R¶onyai cikk¶et [2010].
Nem teljesen kitÄoltÄott A m¶atrix eset¶eben a (K-L-1) feladat konvexit¶as¶ara
nem t¶amaszkodhatunk. T¶amaszkodhatunk azonban arra az ¶eszrev¶etelre,
hogy C(A;p) ¶ert¶eke nem v¶altozik, ha adott p > 0 priorit¶asvektor mellett a
m¶atrix hi¶anyz¶o elemeit kitÄoltjÄuk a pipj ¶ert¶ekekkel. JelÄolje A(p) azt a {teljesen
kitÄoltÄott{ m¶atrixot, amelynek elemei a kÄovetkez}ok:
aij(p) =
½
aij; ha j 2 ¡i
pi
pj
kÄulÄonben.
Vil¶agos, hogy C(A;p) = C(A(p); p). A (K-L) probl¶em¶at teh¶at nem teljesen
kitÄoltÄott A p¶aros Äosszehasonl¶³t¶as m¶atrix eset¶en a kÄovetkez}ok¶eppen ¶³rjuk fel:
(K-L-1)
C(A; p) = C(A(p); p) =
nX
i=1
X
j2¡i
³
pi ln
pi
aijpj
+ aijpj ¡ pi
´
! min
p 2 P ; p 2 Rn++ :
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Vizsg¶aljuk a c¶elfÄuggv¶eny ¶ert¶ek¶et. Legyen adott a p1 2 Rn++ ¶es legyen p
2 =
argminp2P C(A(p
1); p). A 3. ¶All¶³t¶as ¶ertelm¶eben p2 l¶etezik ¶es pozit¶³v. Nyil-
v¶anval¶o, hogy C(A(p1); p) > C(A(p1); p2) minden p2-t}ol kÄulÄonbÄoz}o p > 0 vek-
tor eset¶en, p1-t is bele¶ertve, ha p1 6= p2, vagyis C(A(p1); p1) > C(A(p1); p2).
VegyÄuk ¶eszre m¶asfel}ol, hogy C(A(p1); p1) = minp2P C(A(p); p1), a 4. ¶All¶³t¶as
szerint. Ha teh¶at a (K-L-1) feladatnak van p^ > 0 optim¶alis megold¶asa, azaz
C(A(p^); p^) = min
q2P
min
p2P
C(A(p); q) ;
akkor a p^ pontra fenn¶all, hogy
(¤)
C(A(p); p^) ¸ C(A(p^); p^) ¶es C(A(p^); q) > C(A(p^); p^)
minden p 2 P; q 2 P; q 6= p^ eset¶en .
A (*) tulajdons¶ag teh¶at maga ut¶an vonja, hogy p^ ¯xpontja az al¶abbi lek¶epe-
z¶esnek:
f(p) : P ! P; f(p) = argmin
q2P
C(A(p); q) :
Azt, hogy ha p^ a (*) tulajdons¶aggal rendelkezik, akkor optim¶alis megold¶asa
lenne a (K-L-1) feladatnak, vagyis hogy p^ nem csak lok¶alis, hanem glob¶alis
minimumpont lenne, csak akkor ¶all¶³thatn¶ank, ha a feladat konvexit¶as¶at is
bel¶atn¶ank { erre ebben a dolgozatban nem kerÄul sor.
A tov¶abbiakban nem teljesen kitÄoltÄott p¶aros Äosszehasonl¶³t¶as m¶atrix ese-
t¶en olyan priorit¶asvektor keresÄunk { ¶es ennek birtok¶aban a feladatunkat
megoldottnak tekintjÄuk {, amely a (*) tulajdons¶aggal rendelkezik. Ilyen pri-
orit¶asvektor l¶etez¶es¶ere az al¶abbiakban konstrukt¶³v bizony¶³t¶ast adunk.
6. ¶All¶³t¶as. TegyÄuk fel, hogy az A nem teljesen kitÄoltÄott p¶aros Äosszehasonl¶³t¶as
m¶atrix ÄosszefÄugg}o. Ekkor a (K-L-1) feladatnak van olyan pozit¶³v megold¶asa,
amelyre a (*) tulajdons¶ag teljesÄul.
Bizony¶³t¶as. Induljunk ki tetsz}oleges pozit¶³v p0 2 P vektorb¶ol. Hozzuk l¶etre
a pk sorozatot, ennek a k = 1; 2; . . . elem¶et az al¶abbi m¶odon:
Vizsg¶aljuk meg el}oszÄor, hogy pk¡1 rendelkezik-e a (*) tulajdons¶aggal.
Ha igen, k¶eszen vagyunk, az elj¶ar¶as befejez}odÄott. Ha nem, legyen pk =
argminp2P C(A(p
k¡1); p). A 3. ¶All¶³t¶as ¶ertelm¶eben pk l¶etezik ¶es pozit¶³v.
Az elj¶ar¶ast folytatjuk. Ha az elj¶ar¶as v¶eges l¶ep¶esben befejez}odik, akkor az
¶all¶³t¶asban szerepl}o pontot l¶etrehoztuk, a bizony¶³t¶as befejez}odÄott. Ha nem,
akkor egy v¶egtelen sorozatot kapunk. Mivel a sorozat minden tagja a P
korl¶atos z¶art halmazb¶ol sz¶armazik, ez¶ert kiv¶alaszthat¶o a fpkgk=0;1;... v¶egtelen
sorozatb¶ol egy konvergens fpkjgj=0;1;... r¶eszsorozat. JelÄolje e sorozat hat¶ar-
¶ert¶ek¶et p^:
p^ = lim
j!1
pkj ; p^ 2 P :
A sorozat tagjaira fenn¶allnak az al¶abbi egyenl}otlens¶egek:
!kj¡1 = C(A(p
kj¡1); pkj) ¸ C(A(pkj ); pkj ) > C(A(pkj); pkj+1) = !kj :
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Mivel f!kjg alulr¶ol korl¶atos pozit¶³v csÄokken}o sorozat, ez¶ert l¶etezik a limesze:
lim
j!1
!kj = limj!1
C(A(pkj ); pkj ) =
= lim
j!1
C(A(pkj¡1); pkj) = lim
j!1
C(A(pkj); pkj+1) = ! ¸ 0 :
Ha p^ > 0, akkor
lim
j!1
C(A(pkj); pkj ) = min
p2P
C(A(p^); p) =
= min
p2P
C(A(p); p^) = C(A(p^); p^) = ! ¸ 0 ;
ekkor teh¶at p^ rendelkezik a (*) tulajdons¶aggal ¶es az ¶all¶³t¶ast bizony¶³tottuk.
Bel¶atjuk m¶eg, hogy p^ > 0. Ez kÄovetkezik. VegyÄuk ¶eszre, hogy minden
± > 0 sz¶amhoz l¶etezik olyan r index, hogy C(A(pkj ); pkj) < ! + ±, ha
j > r, mivel C(A(p); p) folytonos fÄuggv¶enye p-nek ¶es C(A(pkj ); pkj ) csÄokken}o
sorozat, amely ! ¸ 0 ¶ert¶ekhez tart. V¶alasszunk ±-t.
VegyÄuk ¶eszre, hogy p^j > 0 legal¶abb egy indexre, mivel
Pn
j=1 p^j = 1.
TegyÄuk fel az ¶all¶³t¶assal ellent¶etben, hogy legal¶abb egy i indexre p^i = 0.
VegyÄuk ¶eszre, hogy e feltev¶es mellett van olyan i0, j0 indexp¶ar { ¶es ezt itt
kiv¶alasztjuk {, hogy p^i0 = 0, p^j0 > 0 ¶es az A m¶atrix (i0; j0)-adik helye ki
van tÄoltve. Ha ugyanis minden i indexre, amelyre p^i = 0 fenn¶allna, hogy
p^j = 0, ha j 2 fj : j 2 ¡ig, akkor az I = fi : p^i = 0g indexhalmazra azt
kapn¶ank, hogy I =
S
i2Ifj : j 2 ¡ig, ellentmond¶asban azzal a feltev¶essel,
hogy A ÄosszefÄugg}o. ¶Irjuk fel C(A(pkr ); pkr ) ¶ert¶ek¶et:
C(A(pkr ); pkr ) =
X
i2f1;...;ng;j2¡i
³
pkri ln
pkri
aijp
kr
j
+ aijpkrj ¡ p
kr
i
´
=
=
X
i2f1;...;ng;j2¡i
(i;j);(j;i)6=(i0;j0)
³
pkri ln
pkri
aijpkrj
+ aijpkrj ¡ p
kr
i
´
+
+ pkri0 ln
pkri0
ai0j0p
kr
j0
+ ai0j0p
kr
j0 ¡ p
kr
i0 + p
kr
j0 ln
pkrj0
aj0i0p
kr
i0
+ aj0i0p
kr
i0 ¡ p
kr
j0 :
A szumma minden tagja nemnegat¶³v, ÄosszegÄuk ¶es ¶³gy tagjaik ¶ert¶eke is kisebb,
mint ! + ±. ¶Irjuk fel az Äosszeg utols¶o tagj¶ara vonatkoz¶o egyenl}otlens¶eget
r¶eszletesebben:
pkrj0 ln p
kr
j0 ¡ p
kr
j0 lnaj0i0 ¡ p
kr
j0 ln p
kr
i0 + aj0i0p
kr
i0 ¡ p
kr
j0 < ! + ± :
De a bal oldalon l¶ev}o tagok kÄozÄul ¡pkrj0 ln p
kr
i0 ! +1 , ha j ! +1, mikÄozben
a tÄobbi tag v¶eges ¶ert¶ekhez tart. Ellentmond¶asra jutottunk teh¶at azzal a
feltev¶essel, hogy a p^ priorit¶asvektornak lehet 0 ¶ert¶ek}u eleme. Ezzel az ¶all¶³t¶ast
bizony¶³tottuk. 2
A 6. ¶All¶³t¶asb¶ol ¶es bizony¶³t¶asa gondolatmenet¶eb}ol kÄovetkezik, hogy a (K-
T-1) feladatnak van megold¶asa, azt azonban nem z¶artuk ki, hogy egyn¶el tÄobb
megold¶asa is lenne. B¶armely megold¶as¶ara azonban fenn¶all a kÄovetkez}o
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2. KÄovetkezm¶eny. A (K-T-1) feladat egy (p0; !0) megold¶as¶ara fenn¶all,
hogy
!0 = min
p2P;p2Rn++
C(A(p0); p) = C(A(p0); p0) ; !0 =
1
n
nX
i=1
X
j2¡i
³
aij ¡
p0i
p0j
´
:
7 Numerikus vizsg¶alatok
K¶et klasszikus p¶eld¶at v¶alasztottunk abb¶ol a c¶elb¶ol, hogy az eredm¶enyeket
m¶as szerz}ok eredm¶enyeivel ÄosszevethessÄuk. A teljesen kitÄoltÄott p¶aros Äossze-
hasonl¶³t¶as m¶atrix-szal kapcsolatos sz¶am¶³t¶asokat a ,,T¶avols¶ag Philadelphi¶at¶ol"
p¶eld¶aval, a nem teljesen kitÄoltÄott esetben pedig a ,,A csal¶ad h¶azat v¶as¶arol"
p¶eld¶aval is illusztr¶aljuk, mindkett}o Saaty h¶³res kÄonyv¶eb}ol [1980] sz¶armazik.
7.1 ,,T¶avols¶ag Philadelphi¶at¶ol"
Ebben a p¶eld¶aban a dÄont¶eshoz¶o hat v¶arost hasonl¶³tott Äossze azoknak Philadel-
phi¶at¶ol val¶o relat¶³v t¶avols¶aguk tekintet¶eben. E v¶arosok (alternat¶³v¶ak) sorra:
Kair¶o, Toki¶o, Chicago, San Francisco, London, Montreal. A m¶atrixnak el¶eg
lenne csak a jobb fels}o h¶aromszÄog¶et feltÄuntetni, a bal als¶o h¶aromszÄog szÄuk-
s¶egk¶eppen a reciprok ¶ert¶ekeket tartalmazza:
0
BBBBB
@
1 1=3 8 3 3 7
3 1 9 3 3 9
1=8 1=9 1 1=6 1=5 2
1=3 1=3 6 1 1=3 6
1=3 1=3 5 3 1 6
1=7 1=9 1=2 1=6 1=6 1
1
CCCCC
A
Al¶abb az els}o sorban a jelen dolgozatban le¶³rt m¶odszerrel kapott priorit¶as-
vektort, a m¶asodik sorban pedig Saaty saj¶at¶ert¶ek m¶odszer¶evel kapott ered-
m¶enyt tÄuntettÄuk fel. A harmadik sorban pedig az alternat¶³v¶ak sorrendj¶et,
amely a k¶et priorit¶asvektor eset¶eben ugyanaz lett:
0;24368 0;42483 0;03444 0;10662 0;14868 0;03176
0;26185 0;39749 0;03343 0;11639 0;16424 0;02660
2 1 5 4 3 6
Ugyanezt a m¶atrixot nem teljesen kitÄoltÄott¶e alak¶³tottuk Harker [1987b] p¶el-
d¶aja nyom¶an. KitÄoltÄottek maradtak az (1,2), (1,3), (2,5), (3,6), (4,5) ¶es (5,6)
elemek, p¶arjaik ¶es a f}odiagon¶alis. Az ¶³gy kapott priorit¶asvektort al¶abb a
dolgozatban le¶³rt m¶odszerrel az els}o, illetve Harker m¶odszer¶evel a m¶asodik
sorban tÄuntettÄuk fel, a harmadikban pedig ism¶et az alternat¶³v¶ak sorrendj¶et,
amely a k¶et vektor eset¶eben ism¶et ugyanaz lett:
0;1859 0;5371 0;0261 0;0570 0;1704 0;0235
0;2339 0;4612 0;0382 0;0659 0;1734 0;0273
2 1 5 4 3 6
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MegjegyezzÄuk, hogy C(A; p) optim¶alis ¶ert¶eke 0,442755 a teljesen kitÄoltÄott
m¶atrix eset¶eben, ¶es C(A(p); p) ¶ert¶eke 0,015089, amikor p = (0,1859; 0,5371;
0,0261; 0,0570; 0,1704; 0,0235). Ezeket az ¶ert¶ekeket az inkonzisztencia m¶er-
t¶ek¶enek tekintjÄuk, ¶es amint v¶artuk, l¶enyegesen kisebb a hi¶anyos elemeket
tartalmaz¶o m¶atrix eset¶eben.
7.2 ,,A csal¶ad h¶azat v¶as¶arol"
Az eredeti m¶atrix Saaty kÄonyv¶eben teljesen kitÄoltÄott, itt arra a nem teljesen
kitÄoltÄott v¶altozat¶ara vonatkoz¶o sz¶am¶³t¶asi eredm¶enyeket mutatjuk be, ame-
lyet Boz¶oki, FÄulÄop ¶es R¶onyai haszn¶alt [2010]. Ezt a nem teljesen kitÄoltÄott
m¶atrixot az al¶abbi t¶abl¶azat tartalmazza, ha a kivastag¶³tott elemeket elhagy-
juk. A m¶atrix sorai ¶es oszlopai ¶altal k¶epviselt szempontok sorra a kÄovetkez}ok
voltak: m¶eret, kÄozleked¶es, szomsz¶eds¶ag, kor, a kert, korszer}us¶eg, ¶allapot, ¶ar.
A t¶abl¶azatot kitÄoltÄottÄuk a sz¶am¶³t¶asunk eredm¶enyek¶ent kapott p =(0,1439;
0,0695; 0,1063; 0,0318; 0,0242; 0,0525; 0,0657; 0,5061) priorit¶asvektor seg¶³t-
s¶eg¶evel, a hi¶anyz¶o elemeket p¶otoltuk teh¶at a kivastag¶³tott ¶ert¶ekekkel.
0
BBBBBBBB
@
1 5 3 7 6 6 0; 3333 0; 25
0;2 1 0;6539 5 2;8754 3 1;0588 0;1429
0;3333 1;5293 1 3;3451 3 2;0264 6 0;2101
0;1429 0;2 0;2989 1 1;3146 0;25 0;4841 0;125
0;1667 0;3478 0;3333 0;7607 1 0;4608 0;2 0;0478
0;1667 0;3333 0;4935 4 2;1701 1 0;7991 0;1667
3 0;9445 0;1667 2;0658 5 1;2514 1 0;1297
4 7 4;7602 8 20;9332 6 7;7081 1
1
CCCCCCCC
A
Az eml¶³tett szerz}ok k¶et m¶odszer seg¶³ts¶eg¶evel hat¶arozt¶ak meg a hi¶anyz¶o
elemek ¶ert¶ek¶et. Az els}o a saj¶at¶ert¶ek m¶odszer, a m¶asodik az LLSM { a loga-
ritmikus legkisebb n¶egyzetek m¶odszere { kiterjeszt¶ese nem teljesen kitÄoltÄott
p¶aros Äosszehasonl¶³t¶as m¶atrixok eset¶ere. A k¶et eredm¶eny { mind a priori-
t¶asvektor, mind a hi¶anyz¶o elemek ¶ert¶ekei tekintet¶eben l¶enyegesen elt¶er. Az
¶altalunk kapott eredm¶eny az LLSM seg¶³ts¶eg¶evel kapott eredm¶enyhez kÄozelebb
¶all, a kapott priorit¶asvektorok nem azonosak term¶eszetesen, de az egyes al-
ternat¶³v¶ak ¶altaluk meghat¶arozott sorrendjei is ink¶abb csak a kis priorit¶as¶u
alternat¶³v¶ak eset¶eben cser¶el}odnek fel. A tanuls¶ag, ha egy¶altal¶an van, tal¶an
az lehet, hogy ¶erdemes tÄobb m¶odszert alkalmazni ¶es a konkr¶et alkalmaz¶as il-
letve a konkr¶et p¶aros Äosszehasonl¶³t¶as m¶atrix ismeret¶eben tov¶abbi elemz¶eseket
v¶egezni az egyes alternat¶³v¶ak fontoss¶ag¶at illet}oen.
8 ÄOsszefoglal¶as
A dolgozatban a dÄont¶eselm¶eletben fontos szerepet j¶atsz¶o p¶aros Äosszehasonl¶³t¶as
m¶atrix priorit¶asvektor¶anak meghat¶aroz¶as¶ara ¶uj megkÄozel¶³t¶est alkalmaztunk:
az A p¶aros Äosszehasonl¶³t¶as m¶atrix ¶es a priorit¶asvektor ¶altal de¯ni¶alt B kon-
zisztens m¶atrix kÄozÄotti elt¶er¶est a Kullback-Leibler relat¶³v entr¶opia-fÄuggv¶eny
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seg¶³ts¶eg¶evel m¶ertÄuk. Ezen elt¶er¶es minimaliz¶al¶asa teljesen kitÄoltÄott m¶atrix ese-
t¶eben konvex programoz¶asi feladathoz vezetett, nem teljesen kitÄoltÄott m¶atrix
eset¶eben pedig egy ¯xpont probl¶em¶ahoz. A Kullback-Leibler elt¶er¶esfÄuggv¶enyt
minimaliz¶al¶o priorit¶asvektor egyben azzal a tulajdons¶aggal is rendelkezik,
hogy az A m¶atrix elemeinek Äosszege ¶es a B m¶atrix elemeinek Äosszege kÄozÄotti
kÄulÄonbs¶eg ¶eppen az elt¶er¶esfÄuggv¶eny minimum¶anak az n-szerese, ahol n a fel-
adat m¶erete. ¶Igy az elt¶er¶esfÄuggv¶eny minimum¶anak ¶ert¶eke k¶et szempontb¶ol
is lehet alkalmas az A m¶atrix inkonzisztenci¶aj¶anak a m¶er¶es¶ere. A feladat
vizsg¶alata sor¶an alkalmazott bizony¶³t¶asok egy r¶esze konstrukt¶³v volt, egyben
elj¶ar¶ast adott a priorit¶asvektor kisz¶am¶³t¶as¶ara. Nyitva maradt j¶o n¶eh¶any k¶er-
d¶es, amelyek tov¶abbi elemz¶est ig¶enyelnek, pl. a nem teljesen kitÄoltÄott p¶aros
Äosszehasonl¶³t¶as m¶atrix eset¶eben a 6. ¶All¶³t¶as bizony¶³t¶as¶aban szerepl}o sorozat
{ ¶es nem csak a r¶eszsorozat { konvergenci¶aj¶anak a vizsg¶alata. ¶Erdekesnek
l¶atszik egy k¶³s¶erlet a Burg entr¶opia mint elt¶er¶esfÄuggv¶eny alkalmaz¶as¶ara is.
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APPLYING THE KULLBACK-LEIBLER RELATIVE ENTROPY FUNCTION
FOR DETERMINING PRIORITIES FOR THE PAIRWISE COMPARISON
MATRIX
In this paper we apply a new approach for determining a priority vector for the
pairwise comparison matrix which plays an important role in Decision Theory. The
divergence between the pairwise comparison matrix A and the consistent matrix
B de¯ned by the priority vector is measured with the help of the Kullback-Leibler
relative entropy function. The minimization of this divergence leads to a convex
program in case of a complete matrix, leads to a ¯xed-point problem in case of
an incomplete matrix. The priority vector minimizing the divergence also has the
property that the di®erence of the sums of elements of the matrix A and the matrix
B is n times the minimum of the divergence function where n is the dimension of the
problem. Thus we developed two reasons for considering the value of the minimum
of the divergence as a measure of inconsistency of the matrix A.
