We present a depth-integrated Boussinesq model for the e cient simulation of nonlinear wave-body interaction. The model exploits a 'unified' Boussinesq framework, i.e. the fluid under the body is also treated with the depth-integrated approach. The unified Boussinesq approach was initially proposed by Jiang [26] and recently analysed by Lannes [29]. The choice of Boussinesqtype equations removes the vertical dimension of the problem, resulting in a wave-body model with adequate precision for weakly nonlinear and dispersive waves expressed in horizontal dimensions only. The framework involves the coupling of two di↵erent domains with di↵erent flow characteristics. Inside each domain, the continuous spectral/hp element method is used to solve the appropriate flow model since it allows to achieve high-order, possibly exponential, convergence for non-breaking waves. Fluxbased conditions for the domain coupling are used, following the recipes provided by the discontinuous Galerkin framework. The main contribution of this work is the inclusion of floating surface-piercing bodies in the conventional depth-integrated Boussinesq framework and the use of a spectral/hp element method for high-order accurate numerical discretization in space. The model is verified using manufactured solutions and validated against published results for wave-body interaction. The model is shown to have excellent accuracy and is relevant for applications of waves interacting with wave energy devices.
Introduction 1
Wave models based on depth-integrated Boussinesq-type wave equations, e.g. [41, 2, 33] 
26
The current study, which expands and improves the concepts introduced in [18] , presents the underlying formu-27 lation of the method as well as verification and validation of the numerical model. Although the model is not limited 28 to applications in marine renewable energy, the rationale for developing a medium fidelity wave-body model is found and they are widely used for their simplicity and e ciency, e.g. see [34] . Thus, the LFP models can not account for 
44
The paper is structured as follows. In section 1 we outline the governing equations based on the enhanced 45 Boussinesq-type equations of Madsen and Sørensen (MS) [33] . Further, the fluid under the body is defined and it 46 is illustrated that high-order terms are negligible in the body domain under the assumption of no rotational degrees 47 of freedom. The numerical discretisation in space and time is described in section 3. In particular we discuss the Finally, the the conclusions are found in section 5. 
Governing Equation

55
We present here the governing equations of the nonlinear wave-body interaction problem. In the proposed unified
56
Boussinesq approach, the domain is decomposed into an outer free surface sub-domain ⌦ w and a inner sub-domain ⌦ b 57 that represents the area under the structure, as shown in figure 1 . The present work is limited to straight-sided body 58 interfaces that are assumed vertical at the wave-body intersection. Additionally, only heave motion is considered 59 here for simplicity. Boussinesq-type models for free surface flows can be derived from the fully nonlinear potential 
Free surface domain
68
The shallow water approximation is relevant only for very long waves and, in general, when the dispersion parameter h 0 is less than ⇡ ⇡/20, with  = 2⇡/ 0 the wavenumber and h 0 the still water depth. To account for the dispersive e↵ects taking place for shorter waves, we consider Boussinesq-type models that includes weakly nonlinear and dispersive e↵ects. In this work we will employ the enhanced Boussinesq-type model proposed by Madsen and Sørensen (MS) [33] which can be written (assuming constant bathymetry) as
where d(x, t) is the water depth measured as the height of the water column and q(x, t) is the mass flux. The mass flux is simply q = du in which u(x, t) is the depth-averaged horizontal velocity. The acceleration of gravity is denoted by g. Please note the use of horizontal gradient (r) and Laplace ( ) operators. In eq. (1b) the total specific pressure is defined as P(x, t) = gd(x, t) + ⇧(x, t).
Here ⇧(x, t) represents the pressure at the free surface and it is equal to the atmospheric pressure. It is custom to set Proposition 1. Under the standard assumption of the Boussinesq theory of
and in absence of pitch, roll and yaw, all terms accounting for higher-order dispersive e↵ects in the inner domain are 82 negligible, within the classical Boussinesq truncation of O(µ 4 , µ 2 ", " 2 ).
83
Proof. Introducing the inner domain nondimensional variables
where ⌘ is the instantaneous wave elevation and w the vertical velocity component. The nondimensional MS problem readsd
From the mass eq. (5) rd tt + r(r ·q t ) = 0,
but in the inner domain the water elevation is at the bottom of the body, therefore d represent the body geometry and rd tt = 0 as it is the derivative of a constant value in space and the dispersion term is zero. To demonstrate that the term r( P) = 0, consider the nondimensional momentum eq. (5b) under the Boussinesq assumption eq. (3):
the variabled =h 0 + O(") so we simplify eq. (7) to express it in the form
Taking the gradient of the divergence of eq. (8)
for a constant bathymethry,h 0 can be moved out the derivation
but we know that r(r ·q t ) = 0, which proves that r( P ) is within the asymptotic error and within this assumption 84 leads to the conclusion that this term is negligible.
85
Thanks to proposition 1, it is possible to use the NSW model in the inner domain. The total pressure P is evaluated by taking the divergence of eq. (1b) with
Introducing the vertical acceleration a = d tt , and using the continuity eq. (1a) we have
and assuming that all variables are continuous, we can change the order of the space and time derivative a = r · (q t ).
Combining eqs. (11) and (13), we can show that in both the inner and outer domains the total pressure satisfies the following equation
Figure 2: 1D Layout of the problem describing the nonlinear wave-body interaction in a domain decomposition framework. layer (denoted by ⌦ l ) in which the flow is described by the NSW equations (eqs. (21a) and (21b) with ↵ MS = B = 0).
Boundary and coupling conditions
91
The role of this layer is to introduce a first transition between non-hydrostatic and hydrostatic conditions, and a
92
second between free surface and constrained flow. Note that the equations of the coupling layer can be found setting 93 the dispersive term D in eq. (25b) to zero.
94
The flow in separated domains is coupled through the mass flux q and the total pressure P. At the interface between the body and free surface domains, (x li , y li ) 2 ⌦ l \ ⌦ b the coupling conditions at the waterline read
where (q l , P l ) 2 ⌦ l and (q b , P b ) 2 ⌦ b . Note that the pressure coupling condition eq. (16) can be expanded and written also as
When coupling the two free surface domains, at (x wl , y wl ) 2 ⌦ w \ ⌦ l , ⇧(x wl , y wl ) is zero and the condition states that the wave elevation and the flow must be equal through the interface
On the external boundaries of the outer domains (on the far field), we impose the absorption of the wave, thus
Complete model
95
We introduce the linear operators 
98
We have a set of three equations which have to be satisfied
(1/15, 1/3 + ↵ MS ),
where the mass eq. (21a) has been multiplied by g such that all the models are solved in (P, q) formulation. The main di↵erence between the free surface domain and the body domain is that in ⌦ w the total pressure and the free surface elevation are readily obtained by eq. (21a), automatically satisfying eq. (21b) (which should include high order terms).
On the other hand, in the inner domain ⌦ b , the relation (22a) acts as a constraint on the flux divergence, exactly as in incompressible flow. In particular, this is where the coupling with the dynamics of the body appear. For a purely heaving body, the vertical acceleration will be determined by the application of Newton's second law to the body
The hydrodynamic force F h is evaluated integrating the hydrodynamic pressure ⇧ over the body bottom
where ⇢ w is the water density, m b the mass of the body and n 
Numerical Model
102
The focus of this paper is to model wave and wave-body interaction in 2D (vertical plane) using a coupled 1D system of PDEs. As the domains will be coupled following a DG-FEM approach the equations are re-written as a first order system by introducing auxiliary variables. In the free surface domain, unless otherwise stated, we will solve the 1D MS eqs.(21) P t + gq x = 0 ; (25a)
where we have multiplied the mass eq. (25) by g such that we can use the same set of variables (P, q), through all the domains. The transition domain (c 2 ⌦ l ) is given by eq. (25) with D ⌘ 0. In the body domain we solve the non dispersive 1D NSW system (22)
w dP x = 0 ; (26c)
Spatial Discretization
Consider the domain ⌦, which can represent the any of the domains presented, and a test function ' defined in the discrete space V
where P p is the space of polynomials of degree at most p. We propose a spectral/hp element approach to discretize in space the models presented in section 1. Following a DG-FEM type recipe based on double integration by parts on each sub-domain [10, 24] , we multiply the eqs. (25) and (26) by ' and integrate in each domain to obtain the weak form. However, the systems present non-conservative products, namely the dP x terms, which are not continuous over the boundaries from the free surface domains to the body one. The non-conservative products are handled by introducing penalty terms consistent with a local linearization of the quasi-linear form of the system [10, 6, 37] . The weak form of the free surface equations reads:
where n represents the outward pointing normal vector. In general, the integral boundary terms are in the form
wheref represent a numerical flux through the boundary interface and f the value of the function on the boundary for x inside the domain. Note that the numerical flux between the domains is often based on an approximate Riemann solver for the advective parts [20] and a local discontinuous Galerkin type [46] or hybridizeable discontinuous Galerkin [44] for the higher-order terms. Here we have used simple central fluxeŝ
Substituting in eq. (29), we obtain the jumps between the domains for first derivative terms
where u + is the values on the boundary in the neighbor domain. The coe cient multiplying non conservative terms is treated taking the average value of the depth on the two side of the boundarŷ
This simple choice allows to recover the conservative form in the hydrostatic free surface region, as we have exactly thatd
In the same manner, we evaluate the weak formulation in the body domain
with the force balance on the body surface
Definition 1. We define as hydrostatic equilibrium, the state
with d b (x) and h 0 equilibrium depths under the body and in the free surface regions, linked by the hydrostatic equilibrium relation
Proposition 2. The variational formulations eqs. to variations of the total pressure P may contribute to to form.We look at each domain separately.
108
In the outer domain, by definitionP w = gh 0 and constant in time. So eqs. (28b)-(28f) lead to N = F = G = D = 0.
109
The only term which may remain is the one related to the jump of the total pressure between the outer domain and the
However, as in the latter we also have by definitionP l = gh 0 , these jumps are also 111 identically zero.
112
In the coupling layerP l = gh 0 and it is constant in time, so only terms which may give a non-zero contribution are the one related to total pressure jump with the below body region R
ndx. IfP b = gh 0 too, then the proof is achieved. This is easily seen from the force balance on the body at steady state. In particular, substituting the hydrostatic equilibrium eq. (36) in the force balance eq. (35), using eq. (37), one gets to the condition
which must be true independently on the body shape and on the domain size. In particular, this is true ifP b = gh 0 113 throughout the inner domain, which also satisfies the auxiliary relations eqs. (34c) and (34d).
114
To obtain a fully discrete model, we now replace the unknowns with a spectral/hp element approximation spanned by high-order polynomial basis functions j
f j (t) are expansion coe cient of f in the domain ⌦ and N do f the number of degrees of freedom in the domain considered. Following the standard Galerkin formulation the test function and the interpolation polynomial are the 8 Figure 3 : Representation of the global first derivative matrix same, i.e. ' 2 span{ j }. In this study we use the abscissas of the Gauss-Legendre-Lobatto quadrature rule to define the nodal Lagrange polynomials [28] . We introduce then the mass and di↵erentiation matrices, defined as
having defined ⌦ the domain of interest, ⌦ + the domains at its right and left. The first derivative coupled matrices Q andQ can be written as
In particular D andD are the first derivative matrices internal to the domain ⌦ , C andC are the coupling matrices internal to the domain ⌦ and C + andC + are the coupling matrices that evaluate the value in the domain ⌦ + on the interface @⌦ \ @⌦ + . A representation of the global Q matrix is presented in figure 3 as an example. The semi-discrete formulation of eq. (22) reads
where 1, in eq. (42d), represents a vector of ones as the acceleration is a scalar variable. The subscripts {w, l, b} indicates if the matrices are defined in the domains ⌦ w , ⌦ l and ⌦ b respectively. The global discrete linear operator are defined as In this paper we implement an extrapolated backward di↵erentiation formula of third order (eBDF3). The eBDF3 scheme has the same computational cost of the explicit Euler time integration. Thus, the eBFD3 with spectral/hp elements method results in a very e cient method in time and space to solve our wave-body interaction problem. Introducing the notation f n = f (x, t n ), the time derivative for eBDF3 time integration is expressed as
for constant time steps t. The nonlinear term are evaluated at time n + 1 by a linear extrapolation. This extrapolation is
The time step t is chosen in relation with the mesh dimension x through a standard CFL condition [14] . For the grid 123 convergence studies, t is appropriately reduced such that the error in time is always dominated by the error in space.
124
Note that the linear operator B As already mentioned, in the case of a moving body the acceleration is defined by Newton's second law
We define the vector w of the Gauss-Lobatto-Legendre integration weights giving the discrete formulation
We can prove the following proposition.
127
Proposition 4. Provided that the matrixK b is invertible, the discrete acceleration eq. (47) is
where the added mass is defined as
Moreover, in case of constant depth and flat bottom body d 
Proof. Consider the discretized first order formulation presented in eqs. (25)-(26). For simplicity we define the free
We replace the first derivative matrixQ b according to the definition in eq. (41) (
We define the matricesK b andG f using the definition of w b and w f in eq. (51a) and collecting the matrices,
From the definition of total pressure eq. (2) and invertingK b , we have an expression for ⇧
Eq. (53) is substituted in the discrete formulation of the acceleration eq. (47)
Note that M b 1a n+1 = wa n+1 , in fact
From the definition of Gauss-Lobatto-Legendre basis function, we get that
As a consequence
and by analogy with the notation used for the pressure integral in eq. (47)
To show that the added mass is always non-negative for constant depth and flat bottom body, consider the quadratic function w 
We also know that Z
Using eq. (60) in eq. (59a), it can be shown that
Since the matrix M 
In the same way, for the free surface-body coupling matrices and it can be shown that
Since also the matrix M f is PD, it exists a matrix B f such that
As a consequence of eqs. (61) and (64), we can substitute the first
So K b is positive semi-definite (PSD). When it is invertible also its inverse must be PSD [25] and the added mass is 128 non-negative for constant depth.
129
Remark 2. Note that non positive added mas can occur in the free surface flow with floating structure [36] . Here, for flat structure, the above proposition shows that accounting for added mass has a stabilizing e↵ect. This result can be generalized within an order O( x) if a truncated Taylor series is introduced:
where C i is a mesh dependent constant. Eq. (67) can be readily used to show that
where D is the diagonal of d b (x i ). This leads to the conclusion that for bodies having a bounded variation profile,
130
accounting for the added mass will still provide a stabilizing e↵ect, at least on a fine enough grid.
131
For non-flat bottom body, we can not demonstrate the non-negativeness analytically. However, we have shown 
At the hydrostatic equilibrium, the pressure is constant through all the domains. This means that
and the auxiliary variable Mw b =Q bPb is also equal to zero. Using the matrices introduced in eq. (52) 
where I is the identity matrix. Eq. (72) at equilibrium (d b ,P b ) is satisfied.
136
The strategy adopted to solve the whole problem is to evaluate at each step first the added mass M add and the 
Numerical Results
143
We consider in this section di↵erent tests to demonstrate the versatility of the proposed spectral/hp depth-integration This test allows us to examine the behaviour of the solution at the coupled interfaces. As anticipated, the free surface 
Grid convergence for the free surface model
160
An exact solution for the MS model does not exist. The convergence of the mixed wave model is evaluated using the manufactured solution method. We consider a known function ⇣(x ct) = A cos(x ct), with A the wave amplitude and c the phase speed, to be imposed as the solution of the problem, i.e.
Equation (73) will not exactly satisfy the original di↵erential equation and the substitution will result in a residual r(⇣) , 0. This residual is treated has the source term for the di↵erential equations considered, such that for NSW and MS free surface models, we have
Now the function ⇣(x ct) is the exact solution of the problem and that can be compared to the numerical one for a 161 convergence study. We have chosen ⇣(x ct) = A sin(x ct) since it is a simple, periodic, C 1 (R ⇥ R + ) function of 162 which we can calculate all the derivatives. Thus the residuals r(⇣) are known exactly.
163
This residual terms act as source terms for the equation and are discretized in space. The discretized model is
The source term is evaluated exactly at time step t n+1 . The convergence of the NSW and MS equations is shown in odd polynomial order and sub-optimal rate p for even polynomial order. The sub-optimal convergence rate is caused 166 by the choice of centred fluxes [8] . 
Grid convergence for a fixed inner model
168
We use a similar approach to test the convergence for a manufactured model with a fixed structure in the central domain, see figure 7. The manufactured solution considered reads
where h d is the draft of the body. As for the free surface convergence test, the models solved are MS for the free 169 surface domains and NSW in the body domain. The convergence of the method is presented in figure 8 for the depth 170 and total pressure. This can be due to the discontinuity in depth and nonlinear term which can not be solved exactly 171 and results in oscillation around the coupling nodes.
172
We remark here on the e ciency of the spectral element method: considering a simulation of one period T = step (number of time step N t = 64000 over two wave periods) and the convergence is computed using this solution.
185
The resulting convergence plot is reported in figure 9 . The rate of convergence in time is seen to be 3, same as the 186 theoretical convergence rate of the eBDF3 scheme. 
Forced motion test
188
This test includes forced oscillation of a box with a round bottom [29] , shown in figure 10a . The body is placed with its center at x = 0 and the water flume extends for 200m before and after it. The body is composed by a rectangular box of height H = 2R sin(⇡/3) R and width 2R The circular segment has radius 2R with the center placed on the vertical line passing through the middle point. The density of the object is half the density of water, ⇢ b = 0.5⇢ w . We can easily evaluate the mass of the object as m = ⇢ b V where V is the volume
In the test we use R = 10m. The fluid domain is defined with a still-water depth h 0 = 15m and density of water ⇢ w = 1000kgm 3 . The structure moves in a forced motion starting from initial position z C,eq = 4.57m and an oscillation of 2m over 10s time. The height z C,eq corresponds to the equilibrium in case of the free floating body and can be calculated as
The numerical setting is: polynomial order p = 3, N w = 25 free surface elements and N b = 5 internal elements.
189
In the hydrostatic case, we have an analytic solution for the water elevation at the contact points x + and x , where water and body interact, [29] . The evolution of the water level at x ± is described by
v G = d t is the given velocity of the center of gravity of the object. The parameter ⌧ 0 is obtained from
with C(r) given by
and r 0 = 
Decay test
197
For the decay test, we consider the same structure as in the previous test freely floating in the vertical direction. The body is released from an initial position z C,0 di↵erent from the equilibrium position z C,eq . In the simulation the body starts with the center of gravity below the water line z C,0 = z C,eq 2m and it returns to the equilibrium position. We can validate the model solving the semi-analytical solution for the movement of the body's center of gravity, given by the di↵erential equation [29]
the parameters ⌫(˙ G ) and ( G ) are defined as
with h w (t) = d eq + G (t) the position of the wetted surface, d eq the geometry of the bottom of the body at rest and ⇣ e,± = ⇣ e (t, x ± ) = d e (t, x ± ) h 0 . The added mass term m add and the sti↵ness coe cient c
We define a variance operator as 
210
We can not use the NSW model since the solitary wave is dispersive and it will not be able to solve it correctly, gives acceptable results.
234
We tested three set of waves of increasing steepness = A , where A is the wave amplitude and the wave length. These are listed in the table 1. The main results in figure 17 are presented in terms of the Response Amplitude Operator (RAO), which is evaluated as
where ⌘ i is the elevation of the body. We notice that, for linear waves in figure 17a , we can retrace the behavior of the 
Multiple bodies
249
With our framework, we can use the domain decomposition to simulate multiple bodies. In this section we consider enhanced and the destructive ones minimized. 
Conclusion
269
We have presented a nonlinear numerical model for wave-body interaction using Madsen and Sørensen equations.
270
These models are based on depth-integrated Boussinesq-type equations, a computationally e cient method for wave In spite of these challenges ahead we believe the present work indicates that a medium-fidelity unified Boussinesq to two horizontal spatial dimensions as well as allowing the body to move in more degrees of freedom.
290
Acknowledgement
291
This work was performed within the Ocean ERANET project MIDWEST, funded by the French agency ADEME,
292
Swedish Energy Agency SWEA and Portuguese agency FCT. We warmly thank Dr. D. Lannes for many useful and interesting discussions and suggestions. 
