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Разработка предложений по продвижению 
университета в международном 
институциональном рейтинге QS на основе 
методов статистического анализа*
Цель исследования. Целью исследования является выработка 
научно-обоснованных предложений по повышению целевых пока-
зателей деятельности университета в международном институ-
циональном рейтинге QS до требуемых значений с учетом наличия 
совокупности латентных (скрытых) факторов, от изменения 
которых зависит степень достижения заданных значений базовых 
показателей и, как следствие, уровня рейтинга университета.
Материалы и методы. Для достижения поставленной цели 
использованы методы статистического анализа (корреляцион-
но-регрессионный и факторный анализ), позволившие выявить 
степень влияния латентных факторов на базовые показатели и 
главного показателя (рейтингового функционала). В ходе иссле-
дования решены следующие задачи: идентификация латентных 
факторов, влияющих на базовые показатели деятельности уни-
верситета, оценка их значимости и степени влияния на базовые 
показатели, а также их группирование. На основе результатов 
корреляционно-регрессионного и факторного анализа сфор-
мулированы мероприятия по достижению заданных значений 
показателей институционального рейтинга QS университета.
Результаты. Предложен подход к решению задачи обеспечения 
условий для достижения требуемых значений показателей дея-
тельности университета в международном институциональном 
рейтинге QS с использованием моделей, разработанных на 
основе методов корреляционно-регрессионного и факторного 
анализа. Получены оценки взаимосвязей показателей и рейтинга 
университета на основе методов корреляционно-регрессионного 
анализа. Проведен сравнительный анализ полученных резуль-
татов по университетам референтной группы. Решена задача 
идентификации факторов, оказывающих влияние на изменение 
значений показателей, проведена оценка степени этого влияния. 
С учетом полученных результатов выработаны обоснованные 
предложения по достижению требуемых значений базовых по-
казателей и рейтингового функционала университета.
Заключение. Полученные в ходе исследования результаты, позво-
лили обосновать мероприятия, необходимые для решения задачи 
достижения заданных показателей деятельности университе-
та. На основе корреляционной модели получены корреляционные 
зависимости между рейтинговым функционалом и базовыми 
показателями. Интерпретация результатов факторного ана-
лиза позволила выявить совокупность факторов, оказывающих 
существенное влияние на базовые показатели. Показано, что 
мероприятия по достижению заданных показателей необходимо 
провести с учетом выявленных корреляционных зависимостей 
между факторами и базовыми показателями, а также резуль-
татами интерпретации разработанной факторной модели.
Ключевые слова: корреляционно-регрессионный анализ, фактор-
ный анализ, базовые показатели, институциональный рейтинг
The purpose of the study. The purpose of the study is to develop 
scientifically based proposals to increase the university performance 
indicators in the international institutional rating QS to the required 
values, taking into account the presence of a combination of latent 
(hidden) factors, the degree of achievement of the set values of the 
basic indicators and, as a result, the university ranking level. 
Materials and methods. To achieve this goal, methods of statistical 
analysis (correlation-regression and factor analysis) were used, which 
made it possible to identify the degree of influence of latent factors on 
basic indicators and the main indicator (rating functional). During the 
study, the following tasks were solved: identification of latent factors 
affecting the basic indicators of the university, an assessment of their 
significance and degree of influence on the basic indicators, as well 
as their grouping. Based on the results of the correlation - regression 
and factor analysis, measures are formulated to achieve the specified 
values of the QS University institutional rating indicators.
Results. An approach to solving the problem of providing conditions 
for achieving the required values of university performance indicators 
in the international institutional ranking QS using models developed 
based on the methods of correlation-regression and factor analysis is 
proposed. Estimates of the relationship of indicators and university 
ranking based on the methods of correlation and regression analysis 
are obtained. A comparative analysis of the results obtained at the 
universities of the reference group is made. The problem of identifying 
factors that influence the change in the values of indicators is solved; 
the degree of this influence is assessed. Based on the results obtained, 
reasonable proposals have been developed to achieve the required 
values of the basic indicators and the rating functional of the university.
Conclusion. The results obtained in the course of the study made 
it possible to justify the measures necessary to solve the problem 
of achieving the specified performance indicators of the university. 
Based on the correlation model, correlation dependencies between 
the rating functional and basic indicators are obtained. Interpretation 
of the results of factor analysis allowed us to identify a set of factors 
that have a significant impact on the basic indicators. It is shown 
that measures to achieve the specified indicators must be carried out 
taking into account the revealed correlation dependencies between 
factors and basic indicators, as well as the interpretation results of 
the developed factor model.
Keywords: correlation-regression analysis, factor analysis, basic 
indicators, institutional rating
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Введение
Как известно, Министер-
ством образования и науки за-
пущен «Проект 5-100», который 
представляет собой государ-
ственную программу поддерж-
ки крупнейших российских 
вузов [1]. Целью проекта явля-
ется повышение престижности 
российского высшего образо-
вания и вывод не менее пяти 
университетов из числа участ-
ников проекта в сотню лучших 
вузов трёх авторитетных ми-
ровых рейтингов: Quacquarelli 
Symonds (QS), Times Higher 
Education (THE) и Academic 
Ranking of World Universities. 
В настоящее время в инсти-
туциональный рейтинг QS во-
шли 25 российских университе-
тов [2, 3]. На первом месте среди 
российских вузов находится 
Московский государственный 
университет им. М.В. Ломоно-
сова, который вошел в топ-100 
институционального рейтинга 
на 84-ой позиции, на втором 
месте – Новосибирский наци-
ональный исследовательский 
государственный университет 
(231-я позиция), участвующий 
в «Проекте 5-100», на третьем 
месте – Санкт-Петербургский 
государственный универси-
тет (234-я позиция). Высшая 
школа экономики (ВШЭ) по 
состоянию на 2020 г. зани-
мает 322-ю позицию, Наци-
ональный исследовательский 
технологический университет 
«МИСиС» – 451-ю позицию, 
РЭУ им. Г.В. Плеханова – 776-ю 
позицию.
За последние 5 лет россий-
ские вузы показали заметную 
динамику по вхождению в топ-
500 институционального рей-
тинга QS, увеличив свое пред-
ставительство в полтора раза 
(с 9 до 16) в основном бла-
годаря участникам «Проекта 
5-100». Этот показатель явля-
ется одним из основных ори-
ентиров федерального проекта 
«Молодые профессионалы». 
С учетом вышесказанно-
го, руководством РЭУ им. 
Г.В. Плеханова была сформу-
лирована задача передвинуться 
в мировом рейтинге универси-
тетов QS к 2025г. на позицию, 
которую сегодня занимает 
«МИСиС». С этой целью был 
проведен анализ условий до-
стижения заданной позиции и 
на основе разработанных мо-
делей обоснованы предложе-
ния по обеспечению выполне-
ния поставленной задачи.
Поставленная задача ре-
шалась в 3 этапа. На первом 
этапе проведен анализ корре-
ляции базовых показателей, 
обеспечивающих продвиже-
ние РЭУ им. Г.В. Плеханова в 
институциональном рейтинге 
QS World University Ranking: 
академическая репутация, ре-
путация у работодателя, отно-
шение числа студентов к числу 
научно-педагогических работ-
ников, цитирования на препо-
давателя, международные пре-
подаватели, международные 
студенты. Перечисленные по-
казатели включены в систему 
рейтингования университетов 
и представлены в информа-
ционно-аналитической си-
стеме QS-analytics. На основе 
методов корреляционно-ре-
грессионного анализа в сре-
де аналитической платформы 
Deductor 5.3 рассчитаны коэф-
фициенты попарной корреля-
ции значений функционала и 
базовых показателей для РЭУ 
им. Г.В. Плеханова и универси-
тета «МИСиС». На основе по-
лученных значений проведен 
анализ корреляции показате-
лей обеспечивающих продви-
жение РЭУ им. Г.В. Плеханова 
в институциональном рейтин-
геQS World University Ranking
Результаты расчетов позво-
лили выявить тесноту связей 
между базовыми показателя-
ми и рейтинговым функцио-
налом. На следующем этапе 
исследования были выявлены 
скрытые (латентные) факторы, 
влияющих на базовые показа-
тели деятельности университе-
та, с использованием методов 
факторного анализа. Прове-
дена оценка их значимости и 
степени влияния на базовые 
показатели, а также их группи-
рование. Применение матема-
тического аппарата факторно-
го анализа позволило снизить 
размерность решаемой задачи 
и обеспечить группирование и 
структурирование полученных 
данных. 
Интерпретация результатов 
факторного анализа позволи-
ла выявить латентные факто-
ры, обеспечивающие основной 
вклад в получение конечного 
результата. На третьем эта-
пе исследования выполнено 
обоснование совокупности 
мероприятий по достижению 
плановых показателей для по-
вышения институционального 
рейтинга QS университета. 
Таким образом, предложен 
подход к решению задачи обе-
спечения условий для дости-
жения требуемых значений 
показателей деятельности уни-
верситета в международном 
институциональном рейтинге 
QS с использованием моделей, 
разработанных на основе ме-
тодов статистического анализа.
Анализ корреляции 
показателей, 
обеспечивающих 
продвижение  
РЭУ им. Г. В. Плеханова 
в институциональном 
рейтингеQS World University 
Ranking
В институциональном рей-
тинге лучших вузов мира QS 
World University Ranking уни-
верситеты оцениваются по 
значению рейтингового функ-
ционала, рассчитываемого на 
основе следующих шести базо-
вых показателей [4]: 
– академическая репутация 
(АР), вносит 40% вклада в зна-
чение рейтинга; 
– репутация у работодателя 
(РР) – 10% вклада в значение 
рейтинга; 
– отношение числа сту-
дентов к числу научно-педа-
гогических работников (НПР) 
(ОСП), – 20% вклада в значе-
ние рейтинга; 
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– цитирования на препо-
давателя (ЦП) – 5% вклада в 
значение рейтинга;
– международные препода-
ватели (МП) – 20% вклада в 
значение рейтинга; 
– международные студенты 
(МС) – 5% вклада в значение 
рейтинга.
Каждый показатель имеет 
вес, равный степени вклада в 
значение рейтингового функ-
ционала. Значение рейтинго-
вого функционала R рассчиты-
вается по формуле (1):
 R w xi i
i



1
6
,  (1)
где wi – вес соответствующего 
показателя; xi – его значение.
За основу для расчетов взя-
ты следующие исходные дан-
ные по университету за пери-
од 2013–2019 гг.: рейтинговый 
функционал, базовые показа-
тели – академическая репута-
ция; репутация у работодателя; 
отношение числа студентов к 
числу НПР; цитирования на 
преподавателя; международ-
ные преподаватели; междуна-
родные студенты.
На основе методов кор-
реляционно-регрессионного 
анализа в среде аналитической 
платформы Deductor 5.3 с ис-
пользованием модуля «Корре-
ляционный анализ» рассчита-
ны коэффициенты попарной 
корреляции значений функ-
ционала и базовых показате-
лей для РЭУ им. Г.В. Плеха-
нова и для «МИСиС» (табл. 1) 
с использованием критерия 
Пирсона (позволяет оценить 
значимость различий между 
фактическим и теоретическим 
количеством характеристик 
выборки). 
Аналогичным образом рас-
считаны коэффициенты по-
парной корреляции между ба-
зовыми показателями. 
В соответствии со шкалой 
Чеддока (табл. 2) проведена 
оценка тесноты связей коэф-
фициентов корреляции [4].
Проведенные расчеты по-
зволили сделать следующие 
выводы.
Выявлено наличие сильной 
связи рейтингового функцио-
нала с базовыми показателями: 
«Отношение числа студентов к 
числу НПР» (r = 0,939), «Ре-
путация у работодателей» (r = 
0,726) и «Международные сту-
денты» (r = 0,604). Сила свя-
зи рейтингового функционала 
с остальными индикаторами 
практически отсутствует.
Для рейтингового функци-
онала «МИСиС» наибольшая 
теснота связи выявлена для 
базовых показателей «Акаде-
мическая репутация» (0,854) и 
«Цитирования на преподавате-
ля» (0,883), наименьшая – для 
индикатора «Международные 
преподаватели».
Более надежным критерием 
для оценки тесноты связей яв-
ляется статистическая оценка 
коэффициентов парной корре-
ляции путем сравнения его аб-
солютной величины с таблич-
ным значением rкрит, которое 
выбирается из специальной 
таблицы [5]. Если выполня-
ется неравенство |rрасч ≥ rкрит|, 
то с заданной степенью веро-
ятности (обычно 95%) можно 
утверждать, что между рас-
сматриваемыми числовыми 
совокупностями существует 
значимая линейная связь. То 
есть − гипотеза о значимости 
линейной связи не отвергает-
ся. В случае же обратного соот-
ношения, т.е. при |rрасч < rкрит|, 
делается заключение об отсут-
ствии значимой связи.
В соответствии с таблицей 
«Критические значения кор-
реляции τкрит для уровня зна-
чимости α = 0,05, вероятности 
допустимой ошибки в про-
гнозе 0,95 и степени свободы 
f = n – k = 4 (для заданного 
числа измерений n = 6 коли-
чества вычисленных констант 
k = 2, в формуле для вычисле-
ния r участвуют две константы 
–x и –y), найдено табличное 
значение rкрит = 0,811.
Результаты расчетов (про-
верки гипотез) представлен-
ные в табл. 3 практически под-
твердили оценки, полученные 
по шкале Чеддока, за исклю-
чением индикатора «Междуна-
родные студенты».
Расчет коэффициентов де-
терминации (R = r2), представ-
ляющих собой меру изменчи-
вости результата y (значение 
рейтингового функционала) в 
процентах от изменения фак-
тора (базового показателя) x 
показал, что для базового по-
казателя «Число студентов по 
отношению к преподавателю» 
r2 = 0,9063 = 90,3% означает, 
что 90,3% вариации (измен-
чивости) функционала опре-
деляется базовым показателем 
Таблица 1
Матрица корреляции рейтингового функционала с базовыми 
показателями при использовании критериев Пирсона 
№ 
п/п Базовые показатели
Рейтинговый 
функционал РЭУ
Рейтинговый 
функционал МИСИС
1. АР 0,152 0,854
2. РР 0,726 0,607
3. ОСП 0,939 0,511
4. ЦП 0,141 0,883
5. МП 0,182 0,494
6. МС 0,604 0,667
Таблица 2
Шкала Чеддока
Коэффициент парной корреляции Сила связи
до 0,3 Практически отсутствует
0,3–0,5 Слабая
0,5–0,7 Заметная
0,7–0,9 Сильная
0,9–0,99 Очень сильная
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«Число студентов по отноше-
нию к преподавателю».
На следующем этапе ис-
следования проведена иден-
тификация и интерпретация 
скрытых (латентных факто-
ров), влияющих на базовые 
показатели с использованием 
методов факторного анализа, 
который представляет собой 
класс процедур многомерно-
го статистического анализа, 
направленный на выявление 
латентных переменных (фак-
торов), отвечающих за нали-
чие линейных статистических 
связей (корреляций) между 
наблюдаемыми переменными 
[6–8].
Идентификация латентных 
факторов и оценка их 
значимости на основе 
факторного анализа
Факторы представляют со-
бой группы определенных пе-
ременных, коррелирующих 
между собой больше, чем с 
переменными, входящими в 
другой фактор. Таким образом, 
содержательный смысл факто-
ров может быть выявлен путем 
исследования корреляционной 
матрицы исходных данных.
Для оценки влияния ла-
тентных факторов на базовые 
показатели использован один 
из наиболее распространенных 
методов факторного анализа – 
метод главных компонент, ко-
торый позволяет уменьшить 
(редуцировать) большое число 
связанных между собой (за-
висимых, коррелирующих) 
переменных, так как большое 
количество переменных су-
щественно затрудняет анализ 
и интерпретацию полученных 
результатов [9]. 
Математическая модель 
факторного анализа представ-
ляет собой набор линейных 
уравнений, в котором каждая 
наблюдаемая переменная xi 
выражается в виде линейной 
комбинации общих факторов 
F1, F2, …, Fn и уникального 
фактора Ui [10]: 
 x a F Ui
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где xi – переменная, i = 1, m, 
(m – количество переменных); 
n – количество факторов; n ˂ m, 
aik — факторная нагрузка; Fk — 
общий фактор, k = 1, n; Ui — 
частный фактор.
Процедура факторного ана-
лиза включает в себя следую-
щие этапы [11,12].
Этап 1. Построение корре-
ляционной матрицы системы 
переменных путем расчета ко-
эффициентов линейной корре-
ляции Пирсона. 
Этап 2. Извлечение факто-
ров и расчет факторных нагру-
зок aik, являющихся основным 
предметом интерпретации. На 
этом этапе используются ме-
тоды компонентного анализа 
(метод главных компонент), 
главных факторов и макси-
мального правдоподобия. При 
решении поставленной задачи 
использован наиболее распро-
страненный метод, которым 
является метод главных ком-
понент. Он позволил выделить 
в многомерном пространстве 
группы тесно коррелирующих 
между собой переменных и за-
менить их без потери инфор-
мативности главными компо-
нентами. 
Математическая модель ме-
тода главных компонент пред-
ставлена формулой (3).
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где: yj — главная компонента; 
αij — коэффициент, отража-
ющий вклад переменной zi в 
главную компоненту yi; zi — 
стандартизированная исходная 
переменная, zi = (xi − ̅xi)/si, si – 
дисперсия, i = 1, k.
Вычисление главных ком-
понент сводится к вычис-
лению собственных векто-
ров и собственных значений 
(λ1, λ2, …, λk) корреляционной 
матрицы исходных данных. 
Значения αij являются фак-
торными нагрузками. Они 
представляют собой коэффи-
циенты корреляции между ис-
ходными переменными и глав-
ными компонентами. Факторы 
включают в себя те перемен-
ные, для которых |αij| ˃ 0,7.
Для сокращения размерно-
сти пространства Y = (y1, y2, 
…, yk) посредством отсечения 
неинформативных перемен-
ных использован критерий 
Кайзера, связанный с соб-
ственными значениями: в чис-
ло главных компонент вклю-
чены переменные, которым 
соответствуют собственные 
значения λi ˃ 1, так как их ин-
формативная ценность выше.
Этап 3. Вращение фактор-
ного решения, которое ис-
пользуется в том случае, если 
выделенные факторы невоз-
можно достаточно наглядно 
интерпретировать. 
Для анализа и интерпрета-
ции полученных результатов 
используются варимакс-метод 
и квартимакс-метод [14–16]. 
Варимакс-метод, наиболее ча-
сто используемый на практи-
ке, целью которого является 
минимизация количества пе-
ременных, имеющих высокие 
нагрузки на данных фактор, 
(что способствует упроще-
нию описания фактора за счет 
группировки вокруг него толь-
ко тех переменных, которые с 
ним связаны в большей сте-
Таблица 3
Сила связи между функционалом и индикаторами
№ 
п/п R = r
2 rрасч rкрит Сила связи
1. Академическая репутация 0,140 0,811 Незначимая
2. Международные преподаватели 0,194 0,811 Незначимая
3. Международные студенты 0,636 0,811 Незначимая
4. Отн. числа студентов к числу преподавателей 0,952 0,811 Значимая
5. Репутация у работодателей 0,854 0,811 Значимая
6. Цитирования на преподавателя 0,174 0,811 Незначимая
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пени, чем с остальными), ис-
пользован быть не может, так 
как в решаемой задаче пере-
менные (базовые показатели) 
не могут быть редуцированы, 
поскольку они все являются 
значащими. С учетом выше-
сказанного для интерпретации 
результатов факторного анали-
за использован квартимакс-ме-
тод, который обеспечивает ре-
дуцирование (минимизацию) 
количества факторов, необхо-
димых для объяснения вариа-
ции переменной.
Математический аппарат 
факторного анализа позволил 
решить две следующие задачи 
[17, 18]:
1) снижение размерности 
числа используемых перемен-
ных за счет их объяснения 
меньшим числом факторов; 
2) группирование и струк-
турирование полученных дан-
ных.
На основе метода главных 
компонент вычислены соб-
ственные значения факторов 
и построена матрица фактор-
ных нагрузок, которая пред-
ставляет собой коэффициенты 
корреляции между исходными 
переменными (базовыми по-
казателями) и главными ком-
понентами (факторами). Соб-
ственное значение фактора λi 
отражает его вклад в диспер-
сию переменных, объясняемую 
влиянием общих факторов. В 
соответствии с критерием Кай-
зера, считается, что те факто-
ры, у которых этот показатель 
меньше 1,0, не вносят значи-
тельного вклада в объяснение 
результата. Вторым расчетным 
показателем является процент 
объясняемой дисперсии пере-
менных.
Принято считать, что при 
обоснованном факторном 
решении выбирают столько 
факторов, чтобы они в сумме 
объясняли не менее 70–75% 
дисперсии. В отдельных слу-
чаях этот показатель может до-
стигать 85–90%. Матрица фак-
торных нагрузок иллюстрирует 
силу связи переменной с фак-
тором. Чем выше факторная 
нагрузка по абсолютной вели-
чине, тем выше сила связи.
Таким образом, основным 
предметом интерпретации ре-
зультатов выполненного фак-
торного анализа явилось из-
влечение значимых факторов 
и расчет факторных нагрузок.
Ниже представлены резуль-
таты идентификации факто-
ров, связанных с базовыми по-
казателями, которые сведены в 
табл. 4.
Расчеты на основе метода 
главных компонент проведены 
в среде аналитической плат-
формы Deductor 5.3 с исполь-
зованием модуля «Факторный 
анализ». Анализ и интерпре-
тация полученных результатов 
проведены на основе кварти-
макс – метода [19,20].
В табл. 5 представлены ре-
зультаты расчета: собственных 
значений факторов матема-
тической модели факторного 
анализа на основе метода глав-
ных компонент; объёма объяс-
няемой дисперсии в % (вклада 
каждого фактора в получаемый 
результат) и суммарного про-
цента дисперсии (суммарного 
вклада факторов в окончатель-
ный результат). Для повыше-
ния точности результата при 
интерпретации учтены фак-
торы, имеющие собственные 
значения меньше 1 (значения 
3, 4).
В решаемой задаче знача-
щими являются первые 4 фак-
тора, обеспечивающие вклад в 
получение результата, равный 
99%. При этом вклад первого 
фактора равен 61,91%; второ-
го фактора – 22,73%; третье-
го фактора 9,75%, четвертого 
фактора –4,60%. 
На основе результатов иден-
тификации факторов построе-
на матрица факторных нагру-
зок (табл. 6). Используемый 
метод корреляции факторов – 
максимум взаимно корреля-
ционной функции. Расчеты 
проведены для уровня зна-
чимости 0,50, позволяющего 
Таблица 4
Идентификация факторов, влияющих на базовые показатели
Базовые 
показатели
Факторы 
x1 x2 x3 x4 x5
АР Наличие извест-
ных научных 
школ и диссерта-
ционных советов
Наличие тесной коллаборации 
(число совместных научных 
проектов)с зарубежными вузами 
и научными организациями
Наличие востре-
бованных направ-
лений и профилей 
подготовки
Наличие базо-
вых кафедр на 
предприятиях
Уровень квали-
фикации НПР
РР Уровень подготов-
ки (компетенций) 
студентов 
Востребованность выпускников 
у работодателя
Наличие базо-
вых кафедр на 
предприятиях
Уровень квали-
фикации НПР
ОСП Число НПР Уровень оплаты НПР
ЦП Число публикаций
В БД Scopus, WoS
Стимулирующие 
факторы
Уровень квали-
фикации НПР
МП Уровень оплаты 
международн.НПР
Наличие тесной коллаборации 
(число совместных научных 
проектов) с зарубежными вуза-
ми и научными организациями
Уровень квали-
фикации НПР
МС Наличие мест в 
общежитии для 
межд. студентов
Дополнительные площади для 
образоват. деятельности
Кол-во НПР с 
языковой подго-
товкой
Уровень квали-
фикации НПР
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учесть достаточное количество 
факторов. Проведена факто-
ризация матрицы (процедура 
извлечения факторов) для раз-
личных уровней значимости. 
Чем выше факторная нагрузка 
по абсолютной величине, тем 
сильнее связь переменной с 
фактором.
Ниже представлена интер-
претация результатов фактор-
ного анализа. В соответствии 
с результатами идентификации 
факторов, представленными в 
табл. 4, наиболее значимыми 
факторами, оказывающими 
влияние на базовые показате-
ли, являются:
– Фактор 1 (включает со-
вокупность частных факторов: 
Число НПР, Уровень их ква-
лификации и Наличие тесной 
коллаборации (число совмест-
ных научных проектов) с за-
рубежными вузами и научны-
ми организациями) влияет на 
базовые показатели РР, ЦП, 
МП, МС;
– Фактор 2 (включает со-
вокупность частных факторов: 
Число НПР, Уровень оплаты 
НПР) влияет на базовый пока-
затель ОСП;
– Фактор 3 (включает со-
вокупность частных факторов: 
Наличие известных научных 
школ и диссертационных сове-
тов, Наличие тесной коллабо-
рации (число совместных науч-
ных проектов) с зарубежными 
вузами и научными организа-
циями, Число НПР, Уровень 
их квалификации) влияет на 
базовый показатель АР;
– Фактор 4 (включает со-
вокупность частных факторов: 
Уровень подготовки (компе-
тенций) студентов, Востребо-
ванность выпускников у ра-
ботодателя, Наличие базовых 
кафедр на предприятиях) вли-
яет на базовый показатель РР.
Таким образом, результа-
ты интерпретации показали, 
что наибольшее влияние на 
базовые показатели оказыва-
ют факторы 1, 2, 3. Т.е. задача 
увеличения значений базовых 
показателей напрямую свя-
зана с увеличением частных 
показателей, характеризую-
щих: Число НПР и Уровень 
их квалификации; Наличие 
тесной коллаборации (число 
совместных научных проектов) 
с зарубежными вузами и науч-
ными организациями; Уровень 
подготовки (компетенций) 
студентов, Востребованность 
выпускников у работодателя, 
Наличие базовых кафедр на 
предприятиях, Наличие из-
вестных научных школ и дис-
сертационных советов. 
Обоснование мероприятий 
по достижению плановых 
показателей для повышения 
институционального 
рейтинга QS университета 
Результаты, полученные в 
п.п. 1, 2 позволили обосновать 
совокупность мероприятий по 
приращению значений част-
ных показателей (факторов), 
необходимых для решения за-
дачи достижения показателей 
деятельности университета к 
2025 г., соответствующих уров-
ню показателей «МИСиС» в 
2019 г.
Получены корреляционные 
зависимости между функци-
оналом и базовыми показа-
телями. Выявлено наличие 
сильной связи функционала 
с показателями: «Отноше-
ние числа студентов к числу 
НПР» (r = 0,952), «Репутация 
у работодателей» (r = 0,854) 
и «Международные студенты» 
(r = 0,636) Сила связи функци-
онала с остальными базовыми 
показателями является незна-
чимой.
Наибольший вклад (98,9%) 
в получение конечного резуль-
тата (значения рейтингового 
функционала и соответству-
ющего ему места в рейтинге 
QS) вносят следующие част-
ные показатели: Число НПР 
и Уровень их квалификации; 
Наличие тесной коллабора-
ции (число совместных науч-
ных проектов) с зарубежными 
вузами и научными организа-
циями; Уровень подготовки 
(компетенций) студентов, Вос-
требованность выпускников у 
работодателя, Наличие базо-
вых кафедр на предприятиях, 
Наличие известных научных 
школ и диссертационных со-
ветов.
Мероприятия по увеличе-
нию значений частных пока-
зателей необходимо провести 
с учетом полученных корреля-
Таблица 5
Результаты расчета собственных значений факторов, объёма 
объясняемой дисперсии в % и суммарного вклада факторов в результат
Главные 
компоненты
Собственное 
значение
Вклад в результат,  
%
Суммарный вклад,  
%
Значение 1 3,715 61,9133 61,9133
Значение 2 1,364 22,7306 84,6439
Значение 3 0,585 09,7485 94,3924
Значение 4 0,276 04,5992 98,9916
Значение 5 0,060 01,0067 99,9983
Значение 6 0,000 00,0017 100,0000
Таблица 6
Матрица факторных нагрузок 
Переменные 
(базовые показатели)
Окончательные факторы (Квартимакс-метод) 
Уровень значимости: 0,50
Фактор 1 Фактор2 Фактор3 Фактор4
АР 0,8793
РР 0,6390 0,5336
ОСП 0,9853
ЦП 0,9690
МП 0,9890
МС 0,8496
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ционных зависимостей наибо-
лее значимых факторов, влия-
ющих на базовые показатели.
Заключение
В ходе проведенного иссле-
дования получены следующие 
результаты:
 – получены оценки взаи-
мосвязей показателей и рей-
тинга университета на основе 
методов корреляционно-ре-
грессионного анализа;
– проведен сравнительный 
анализ полученных результа-
тов по университетам рефе-
рентной группы; 
– решена задача идентифи-
кации факторов, оказывающих 
влияние на изменение значе-
ний базовых показателей, про-
ведена оценка степени этого 
влияния; 
– на основе интерпретации 
результатов факторного ана-
лиза выявлена совокупность 
факторов, оказывающих суще-
ственное влияние на базовые 
показатели;
– выработаны обоснован-
ные предложения по дости-
жению требуемых значений 
базовых показателей и рейтин-
гового функционала универси-
тета; 
– предложен подход к реше-
нию задачи обеспечения усло-
вий для достижения требуемых 
значений показателей деятель-
ности университета в между-
народном институциональном 
рейтинге QS с использованием 
моделей, разработанных на ос-
нове методов статистического 
анализа.
Полученные в ходе иссле-
дования результаты, позволили 
обосновать целесообразность 
выполнения мероприятий, 
необходимых для решения за-
дачи достижения заданных 
показателей деятельности уни-
верситета.
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