When we have only interval ranges x i ; xi] of sample values x1; : : : ; xn, what is the interval V ; V ] of possible values for the variance V of these values? There are quadratic time algorithms for computing the exact lower bound V on the variance of interval data, and for computing V under reasonable easily verifiable conditions. The problem is that in real life, we often make additional measurements. In traditional statistics, if we have a new measurement result, we can modify the value of variance in constant time. In contrast, previously known algorithms for processing interval data required that, once a new data point is added, we start from the very beginning. In this paper, we describe new algorithms for statistical processing of interval data, algorithms in which adding a data point requires only O(n) computational steps.
Introduction: Data Processing in Intelligent Systems -From Computing to Probabilities to Intervals
Let's start with a big picture. Before we describe a specific problem that we solve in this paper, let us first describe how, in our view, this problem fits into a big picture of information processing in intelligent systems. Readers who are familiar with this big picture and/or who are only interested in our technical results can skip this subsection.
One of the main specific features of information processing in intelligent systems is that in such systems, we often have very limited knowledge. As a result, processing of imprecise information is necessary in intelligent systems.
A typical example is the processing of linguistic information, i.e., information represented by experts in terms of words from a natural language. This information can be modeled, e.g., by fuzzy sets (see, e.g., [16, 25] ). For such modeling, when an expert states that a value is, say, small but not very small, we describe this expert information in terms of an appropriate fuzzy set.
A particular case of such a statement is when an expert states that the actual value is between, say, 0.1 and 0.3. After such a statement, the only information about the actual (unknown) value of the desired quantity is that it belongs to the interval 0:1; 0:3] -and each interval (and, more generally, each set) can be viewed as a particular example of a more general concept of a fuzzy set.
Since the knowledge about each quantity is represented in such a form, it is necessary to be able to develop inference procedures for such observations. Mathematical analysis of this problem is therefore crucial for designing intelligent systems. In this paper, we analyze an important particular case of this set-valued data. Specifically, in this paper, we investigate the computational aspects of processing interval-valued data. Let us now describe our problem and its motivation in more detail.
Why data processing? In intelligent systems, there are at least two sources of information about physical quantities: measurements and expert estimates.
In many real-life situations, we are interested in the value of a physical quantity y that is difficult or impossible to measure directly and difficult for experts to estimate. Examples of such quantities are the distance to a star and the amount of oil in a given well.
Since we cannot measure or estimate the value y of the desired physical quantity directly, a natural idea is to measure or estimate y indirectly. Specifically, we find some easier-to-measure or easier-to-estimate quantities x 1 ; : : : ; x n which are related to y by a known relation y = f(x 1 ; : : : ; x n ). For example, to find the resistance R, we measure or estimate current I and voltage V , and then use the known relation R = V=I to estimate resistance as e R = e V = e I. This relation may be a simple functional transformation, or a complex algorithm (e.g., for the amount of oil, a numerical solution to an inverse problem). It is worth mentioning that In the vast majority of these cases, the function f(x 1 ; : : : ; x n ) that describes the dependence between physical quantities is continuous. In such cases, to estimate y, we first measure or estimate the values of the quantities x 1 ; : : : ; x n , and then we use the results e x 1 ; : : : ; e x n of these measurements or estimates to to compute an estimate e y for y as e y = f(e x 1 ; : : : ; e x n ). Comment. In this paper, for simplicity, we consider the case when the relation between x i and y is known exactly; in practical situations, we often only know an approximate relation between x i and y.
Why interval computations? From computing to probabilities to intervals. Neither measurements nor estimates are 100% accurate, so in reality, the actual value x i of quantity i can differ from the result e x i obtained by measurement or by estimation. Because of these measurement (estimation) errors x i def = e x i ? x i , the result e y = f(e x 1 ; : : : ; e x n ) of data processing is, in general, different from the actual value y = f(x 1 ; : : : ; x n ) of the desired quantity y [29] . It is desirable to describe the error y def = e y ? y of the result of data processing. To do that, we must have some information about the errors of direct measurements and/or estimates.
What do we know about the errors x i related to expert estimation? Often, an expert can provide bounds x i and x i for the estimated quantity x i . Then, the actual (unknown) value of x i belongs to the interval x i = x i ; x i ].
Often, these bounds come in the form of an unsigned error estimate i on the expert's estimation accuracy: for example, an expert may say that the actual fish population in a lake is 50,000 20,000. In this case, e x i =50,000, i =20,000, so x i = e x i ? i and x i = e x i + i .
Comment.
For readers who may be interested in how the above description is related to fuzzy sets, here is an explanation. Often, in addition to (or instead of) the bounds, an expert can provide bounds that contain x i with a certain degree of confidence (not necessarily represented by a probability). Often, we know several such bounding intervals corresponding to different degrees of confidence. Such a nested family of intervals is also called a fuzzy set, because it turns out to be equivalent to a more traditional definition of fuzzy set [6, 16, 23, 24, 25] (if a traditional fuzzy set is given, then different intervals from the nested family can be viewed as -cuts corresponding to different levels of uncertainty ).
What do we know about the errors x i of direct measurements? First, the manufacturer of the measuring instrument must supply us with an upper bound i on the measurement error. If no such upper bound is supplied, this means that no accuracy is guaranteed, and the corresponding "measuring instrument" is practically useless. In this case, once we perform a measurement and get a measurement result e x i , we know that the actual (unknown) value x i of the measured quantity belongs to the interval x i = x i ; x i ], where x i = e x i ? i and x i = e x i + i .
In many practical situations, we not only know the interval ? i ; i ] of possible values of the measurement or estimation error; we also know the probability of different values x i within this interval. This knowledge underlies the traditional engineering approach to estimating the error of indirect measurement, in which we assume that we know the probability distributions for measurement errors x i . In practice, we can determine the desired probabilities of different values of x i by comparing the results of measuring with this instrument (or results of expert estimation) with the results of measuring the same quantity by a standard (much more accurate) measuring instrument. Since the standard measuring instrument is much more accurate than the one used, the difference between these two measurement results is practically equal to the measurement error; thus, the empirical distribution of this difference is close to the desired probability distribution for measurement error. There are two cases, however, when this determination is not done:
First is the case of cutting-edge measurements, e.g., measurements in fundamental science. When the Hubble telescope detects the light from a distant galaxy, there is no "standard" (much more accurate) telescope floating nearby that we can use to calibrate the Hubble: the Hubble telescope is the best we have.
Second is the case of many commercial measuring instruments. In this case, in principle, every sensor can be thoroughly calibrated, but sensor calibration is so costly -usually costing ten times more than the sensor itself -that manufacturers rarely do it.
In both cases, we have no information about the probabilities of the x i ; the only information we have is the upper bound on the measurement or estimation error. Therefore, after we perf ormed a measurement and got a measurement result e x i , the only information that we have about the actual value x i of the measured quantity is that it belongs to the interval x i = e x i ? i ; e x i + i ]. In such situations, the only information that we have about the actual value of y = f(x 1 ; : : : ; x n ) is that y belongs to the range y = y; y] of the function f over the box x 1 : : : x n : y = y; y] = ff(x 1 ; : : : ; x n ) j x 1 2 x 1 ; : : : ; x n 2 x n g:
For continuous functions f(x 1 ; : : : ; x n ), this range is an interval. The process of computing this interval range based on the input intervals x i is called interval computation; see, e.g., [13, 14, 15, 22] .
Comment. When, instead of a single interval, we have several intervals corresponding to different levels of confidence, we must perform interval computations on each level [6, 16, 23, 24, 25] . In straightforward interval computations, we repeat the computations forming the expression for f (or, more generally, a program for computing f) step-by-step, replacing each operation on real numbers by the corresponding operation on intervals. It is known that, as a result, we get an enclosure Y y for the desired range.
In some cases, this enclosure is exact. In more complex cases (see examples below), the enclosure has excess width.
There exist more sophisticated techniques for producing a narrower enclosure, e.g., a centered form method. However, for each of these techniques, there are cases when we get an excess width. The reason for such an excess width is that, as shown in [18, 32] , the problem of computing the exact range is known to be NP-hard even for polynomial functions f(x 1 ; : : : ; x n ) (actually, even for quadratic functions f).
In this paper, we analyze a specific class of interval computations problems -when the algorithm f(x 1 ; : : : ; x n )
is one of the traditional statistical data processing algorithms such as computing the mean or a variance of the population sample x 1 ; : : : ; x n .
From the statistical viewpoint, this problem is a particular case of robust statistics. Interval uncertainty means that we do not know the exact probability distribution for measurement or estimation error; instead, we only know that this distribution belongs to a known collection of distribution -namely, to the collection of all probability distributions that are non-zero only in the given interval. Situations when we only know a collection of distributions are described by robust statistics (see, e.g., [12] ), and our problem of estimating population variance is in line with the problems traditionally solved by robust statistics: many known algorithms in the area of robust statistics also return a guaranteed robust estimate for the population mean and population variance, which holds for a collection of distributions. One may expect that these problems have already been solved in robust statistics. However, while robust statistics does have a lot of useful and interesting results about the guaranteed bounds on the mean for many classes of distributions, the problem of how to actually compute guaranteed bounds on the population variance has not (as we have been able to determine) yet been solved.
Comment. In this paper, we solve a very specific problem related to a combination of interval and probabilistic uncertainty. For a more general context and for other practical problems related to such a combination, see, e.g., [2, 3, 4, 5, 7, 10, 20, 21, 23, 30, 31, 33, 34] The practical importance of this question was emphasized, e.g., in [26, 27] on the example of processing geophysical data.
Bounds on E. For E, the straightforward interval computations leads to the exact range: Even more sophisticated methods of interval computations also sometimes lead to an excess width.
Reason: in the formula for the mean E, each variable only occurs once, and it is known that for such formulas, straightforward interval computations lead to the exact range (see, e.g., [11] ). In the expression for variance, each variable x i occurs several times: explicitly, in (x i ? E) 2 , and implicitly, in the expression for E. In such cases, often, dependence between intermediate computation results leads to excess width in the results of straightforward interval computations. Not surprisingly, we do get excess width when applying straightforward interval computations to formula (1).
For variance, it is known that computing V is NP-hard [8] . The very fact that computing the range of a quadratic function is NP-hard was first proven by Vavasis [32] (see also [18] ). [8] shows that this difficulty happens even for very simple quadratic functions frequently used in data processing. A natural question is: does the difficulty come from the requirement that the range be computed exactly? In practice, it is often sufficient to compute, in a reasonable amount of time, a usefully accurate estimate e V for V , i.e., an estimate e V which is accurate with a given accuracy " > 0: e V ? V ". Alas, it can be shown (see, e.g., [8] ), that for any ", such computations are also NP-hard.
It is worth mentioning that V can be computed exactly in exponential time O(2 n ): it is sufficient to try all 2 n possible combinations of values x i and x i [8] .
Feasible algorithm for computing V . For computing V , there exists a feasible algorithm [8] : specifically, our algorithm is quadratic-time, i.e., it requires O(n 2 ) computational steps (arithmetic operations or comparisons) for n interval data points x i = x i ; x i ].
This algorithm A is as follows:
First, we sort all 2n values x i , x i into a sequence x (1) x (2) : : : x (2n) .
Second, we compute E and E and select all "zones" x (k) ; x (k+1) ] that intersect with E; E]. 
If N k = 0, we take V k def = 0.
Finally, we return the smallest of the values V k as V .
A reader may be somewhat puzzled by the fact that there is a feasible algorithm for computing the smallest possible value V of the variance V , while the problem of computing its largest possible value V is NPhard.
Such a difference could not be possible, e.g., for the mean E. Indeed, for the mean, E(?x 1 ; : : : ; ?x n ) = ?E(x 1 ; : : : ; x n ). Since replacing E with ?E reverses the order, the smallest possible value of E(?x 1 ; : : : ; ?x n ) corresponds to the largest possible value of E(x 1 ; : : : ; x n ): E(?x 1 ; : : : ; ?x n ) = ?E(x 1 ; : : : ; x n ). Thus, if we have a fast algorithm for computing E, then we could apply it to the intervals ?x 1 ; : : : ; ?x n and therefore, compute E as E(x 1 ; : : : ; x n ) = ?E(?x 1 ; : : : ; ?x n ). For the variances, however, this idea will not work because V (?x 1 ; : : : ; ?x n ) = V (x 1 ; : : : ; x n ) hence V (?x 1 ; : : : ; ?x n ) = V (x 1 ; : : : ; x n ).
Another explanation is that the function V (x 1 ; : : : ; x n ) is a convex function. It is known that computing a minimum of a convex function is rather easy, but computing its maximum can be time-consuming. This algorithm A is as follows:
First, we sort all 2n endpoints of the narrowed intervals e x i ? i =n and e x i + i =n into a sequence x (1) x (2) : : : x (2n) . This enables us to divide the real line into 2n + 1 segments ("zones") x (k) ; x (k+1) ], Second, we compute E and E and pick all "zones" x (k) ; x (k+1) ] that intersect with E; E]. For each of remaining zones x (k) ; x (k+1) ], for each i from 1 to n, we pick the following value of x i : if x (k+1) < e x i ? i =n, then we pick x i = x i ; if x (k) > e x i + i =n, then we pick x i = x i ; for all other i, we consider both possible values x i = x i and x i = x i . As a result, we get one or several sequences of x i . For each of these sequences, we check whether the mean E of the selected values x 1 ; : : : ; x n is indeed within this zone, and if it is, compute the variance by using the formula (2).
Finally, we return the largest of the computed variances as V . This algorithm also works when, for some fixed K, any collection of more than K "narrowed" intervals does not have a common point.
On-Line Statistical Analysis: Problem and Results
Formulation of the problem. In practice, measurements and expert estimates can arrive one after another. It is desirable to start processing them as they come, without waiting for all of them to arrive. This is also important because often, as a result of the statistical analysis of the existing measurement results and/or expert estimates, we conclude that we do not have enough measurements and estimates; hence, we make additional measurements or expert estimates. For traditional statistical methods, this can be easily accomplished: once we know the mean E of n values x 1 ; : : : ; x n and the corresponding variance V , and a new measurement result (or a new expert estimate) x n+1 arrives, we can compute the new values E 0 and V 0 as follows: 
In other words, if we have a new measurement result or a new expert estimate, we can modify the value of the variance in constant time -i.e., by using the number of computational steps that does not grow with n. A natural question is: if we simply add a new (interval) value x n+1 , can we use the previous computations to re-compute V faster? In this paper, we show that such a speed-up is indeed possible. Specifically, we will show that it is possible to modify the algorithms in such a way that each algorithm requires only O(n) steps after a new data point x n+1 is added. In these new algorithms, to process n measurement results and expert estimates one after another, we need O(1 + 2 + : : : + n) = O(n 2 ) computational steps -same as before, but now we do not have to wait until all the measurement results and expert estimates are available.
New algorithm for computing V : main idea. This new algorithm is a modification of the above described algorithm A. Let us first describe the main three differences between the new algorithm and the previous one.
The first difference is that, in contrast to A, we will compute the values S k , N k , r k , and V k for all zones x (k) ; x k+1) ], not just for the zones that intersect with E; E] and/or for which r k belongs to the zone. (Of course, when we compute V , we compute only the smallest of the values V k corresponding to the zones that intersect with E and for which r k belongs to the zone.)
Second, instead of computing V k by using formula (3), we use the following equivalent formula: The third difference is that at the end of this algorithm, we keep not only the final value V , but we also keep all the intermediate computational results: the sequence x (i) , the values E and E, and the values S k , N k , r k , M k , and V k .
New algorithm for computing V : description and computational complexity. Let us now describe how this new algorithm works. Suppose that we have already finished applying the algorithm to n intervals x 1 ; : : : ; x n , and a new interval x n+1 = x n+1 ; x n+1 ] arrives.
First, we recompute the values E and E by applying the formulas (4). This requires a constant number of computational steps.
Then, we find the place for the new bounds x n+1 and x n+1 in the sorted sequence x (1) x (2) : : : x (2n) .
Since the sequence x (i) is sorted, finding a place for each of the bounds within this sequence can be done by bisection (binary search), i.e., in O(log(n)) steps (see, e.g., [1] ).
Each of the added bounds is either within one of the previous zone -in which case this zone splits into two new smaller zones, or it is before or after all the previous zones -in which case a single new zone is added. In both cases, adding one bound adds at most two new zones, so adding two bounds means that we have at most 4 new zones.
To proceed, we must update the values S k , N k , r k , M k , and V k corresponding to the old zones, and compute the values S k , N k , r k , M k , and V k corresponding to the new zones.
For each old zone x (k) ; x (k+1) ], the value of S k will only change if either x n+1 x (k+1) or x n+1 x (k) . In the first case, we add x n+1 to S k ; in the second case, we add x n+1 to S k . In both cases, we add 1 to N k .
Similarly, the value of M k will only change if we either x n+1 x (k+1) or x n+1 x (k) . In the first case, we add x 2 n+1 to M k ; in the second case, we add x 2 n+1 to S k . For each old zone k, once the values of S k , N k , and M k are updated, we can compute r k and V k in O(1) steps, i.e., by using the number of computational steps that remains bounded by a constant when n increases and thus, does not increase with n.
Thus, for each old zone, we need O(1) computational steps for the update.
For each new zone, explicit computation of S k and M k requires that we go over all n intervals, i.e., it requires linear time O(n). Then, we add the second interval x 2 = 2:0; 2:1]. To get the ordering of all 4 bounds, we must find the place for the two new bounds, x 2 = 2:0 and x 2 = 2:1, in the sorted sequence x (1) = 2:1 < x (2) = 2:6: We find the place for each of these bounds by bisection, so we get 2:0 < 2:1 = 2:1 < 2:6: No new bounds split the old zone 2:1; 2:6], so this zone remains, In addition to this old zone, we also have a new zone 2:0; 2:1].
In accordance with the algorithm, let us start with re-computing the values S k ; : : : corresponding to the old zone. The new interval x 2 is completely to the left of the old zone, so its upper bound 2.1 is added to S 1 and 1 to N k . As a result, for this zone, we get S = 0+2:1 = 2:1 and N = 0+1 = 1. Hence, for this zone, r = S=N = 2:1. If these three intervals are all we have, then to get the actual value of V , we consider only those zones for which r is within this zone. Out of our 4 zones, only one zone has this property: 2:1; 2:2]. For this zone, V = 0:875, so this is the desired lower endpoint V .
New algorithm for computing V : main idea. Let us now describe how we can modify the above algorithm A so that it will require linear time to update for the case when, for some fixed K, any collection of more than K "narrowed" intervals does not have a common point. Let us first describe the main difference between this modification and the original algorithm.
The first difference is that, in contrast to A, we will perform the computations for all zones x (k) ; x k+1) ], not just for the zones that intersect with E; E]. (Of course, when we compute V , we compute only the largest of the values V corresponding to the zones that intersect with E.)
Second, at the end of this algorithm, we keep not only the final value V , but we also keep all the intermediate computational results: the sequence x (i) , and, for each zone, all selected sequences x 1 ; : : : ; x n and the values E and V corresponding to these sequences. New algorithm for computing V : description and computational complexity. Let us now describe how this new algorithm works. Suppose that we have already finished applying the algorithm to n intervals x 1 ; : : : ; x n , and a new interval x n+1 = x n+1 ; x n+1 ] arrives.
First, we recompute the values E and E by applying formulas (4) . This requires a constant number of computational steps.
Similarly to the previous modified algorithm, each of the added bounds is either within a previous zone -in which case this zone splits into two new smaller zones, or it is before or after all the previous zones -in which case a single new zone is added. In both cases, adding one bound adds at most two new zones, so adding two bounds means that we have at most 4 new zones.
To proceed, we must update the sequences and the corresponding values E and V corresponding to the old zones, and compute the values corresponding to the new zones.
For each old zone, and for each corresponding sequence, we must update this sequence by adding the corresponding value of x n+1 , and then re-computing E and V . Since no more than K narrowed intervals can have a common point, for each zone, there are no more than 2 K corresponding sequences. When K is fixed, this means that we have a constant number O(1) of such sequences. For each sequence, updating E and V can be done (as we have already mentioned) in O(1) steps, i.e., in the number of steps that does not depend on n.
For each new zone, we need to find all the sequences and compute the corresponding values E and V . Finding all the sequences requires 2 K n = O(n) steps, and computing E and V for each of these sequences also requires linear time. Finally, we compute V as the largest of n values V ; this also requires linear time. We have therefore proven that our algorithm indeed requires linear time to update the lower bound V on the variance V .
