Abstract-Simple nearest neighbor classification fails to exploit the additional information in image sets. We propose selfregularized nonnegative coding to define between set distance for robust face recognition. Set distance is measured between the nearest set points (samples) that can be approximated from their orthogonal basis vectors as well as from the set samples under the respective constraints of self-regularization and nonnegativity. Self-regularization constrains the orthogonal basis vectors to be similar to the approximated nearest point. The nonnegativity constraint ensures that each nearest point is approximated from a positive linear combination of the set samples. Both constraints are formulated as a single convex optimization problem and the accelerated proximal gradient method with linear-time Euclidean projection is adapted to efficiently find the optimal nearest points between two image sets. Using the nearest points between a query set and all the gallery sets as well as the active samples used to approximate them, we learn a more discriminative Mahalanobis distance for robust face recognition. The proposed algorithm works independently of the chosen features and has been tested on gray pixel values and local binary patterns. Experiments on three standard data sets show that the proposed method consistently outperforms existing state-of-the-art methods.
Image Set Based Face Recognition UsingI. INTRODUCTION T HIS paper deals with the problem of face recognition from image sets where classification is based on a collection of query images rather than a single one. Each training class is represented by one or more labeled image sets referred to as the gallery. During classification, a query (test) image set is assigned the identity of the nearest class using some distance criterion. More often than not, multiple face images of a person are available for training and testing. These images may come from multiple surveillance cameras, personal photo Fig. 1 . Illustration of unconstrained and constrained face reconstruction. Top row: Class mean and orthogonal basis form unlikely faces in unconstrained reconstruction and more likely faces when self-regularization constraint is imposed on the coefficients of the basis vectors. Second row: Linear combination of set samples result is unlikely faces when one of the coefficients is negative but more likely faces when all α coefficients are constrained to be positive.
albums or online resources and correspond to different facial appearances under varying pose, illumination and expressions.
Within a set, the common semantic relationship is shared across individual face images since they all belong to the same person. These facial images complement the appearance variations of the person under different conditions. While image sets offer more opportunities for face recognition, they also pose new challenges to the classification task. Image sets contain more information that is useful for accurate classification. However, they introduce a challenging problem of image set modeling that can exploit their internal semantic relationships. Single sample based classification models cannot exploit these semantic relationships.
Video based recognition is a special case of image set classification where a temporal relationship between the consecutive frames is assumed. In set classification, temporal relationships between the images of a set may not exist. For example, the images in a photo album are not temporally contiguous.
Simple extension of nearest neighbor approaches to set classification does not exploit the semantic relationships between the set samples. Therefore, some techniques model sets as linear subspaces or manifolds [37] (approximated as a collection of subspaces) and measure distances between them. While the nearest neighbor approach is too rigid, the subspace distance model is too flexible in the sense that it allows matches between any combination of the subspace basis vectors. However, not all combinations of the basis vectors form a meaningful face. In fact, most unconstrained combinations result in impossible faces that are even outside the human face space. This is illustrated in Fig. 1 . To ensure that the distance between two subspaces is measured at points that correspond to possible faces of the respective classes, certain constraints must be put in place. We propose two such constraints for robust facial image set classification.
An image set is represented jointly by its sample images and its affine hull estimated from the samples. We define betweenset distance as the distance between the nearest points of their affine hulls under self-regularization and non-negativity constraints. As a linear combination of the orthogonal basis vectors of the affine hull, each nearest point is constrained by a self-similarity regularization on the model coefficients. This requires the nearest point to be similar to the individual components (the scaled basis vectors) used to generate it. As a linear combination of set samples, the nearest point is constrained by non-negativity on the sample coefficients so that the nearest points are physically meaningful (see Fig. 1 ). The problem is formulated as a constrained convex optimization and the Accelerated Proximal Gradient Projection (APGP) algorithm (APG [55] variant) is proposed to solve it. Note that Cevikalp and Triggs [9] find the nearest points between the affine hulls of image sets without any constraint.
Our second contribution is adaptive distance metric learning for image set classification. To the best of our knowledge, this is the first time distance metric learning has been formulated for image set classification. Using only the relevant data i.e. the nearest pairs of points between the query and all the gallery sets as well as the active samples used to generate them, we learn a more discriminative Mahalanobis distance metric by preserving the similarity relationships among data in a large margin framework. Thus, in addition to the labeled gallery data, the unlabeled query data are also used to learn query specific metrics at run time. Experimental results on three benchmark datasets, UCSD/Honda, CMU Mobo and YouTube celebrities, show that the proposed approach consistently outperforms state-of-the-art methods.
II. RELATED WORK

A. Image Set Classification
Parametric model-based approaches such as [8] , [18] , [31] , [52] have been commonly used for image set classification. These methods regard an image set as some parametric distribution and estimate the distribution parameters by maximizing the likelihood of the observed set data. The distance between two image sets is computed by measuring the difference between their corresponding distributions using e.g. Kullback-Leibler divergence [31] . One pitfall of parametric methods is that the estimated distributions cannot well characterize the image sets if a strong statistical correlation does not exist within the set data. In such a situation, good classification performance cannot be guaranteed based on the differences in distributions alone.
To overcome the limitations of parametric approaches, some methods take a nonparametric model-free approach. The advantage of nonparametric methods is that they do not require any statistical assumption but rely directly on the geometric properties of set data. For example, [16] , [29] , [32] use linear subspaces, estimated from the set data, to model image sets. The Canonical Correlation Analysis (CCA) [10] is used to compare subspaces of two image sets. CCA finds K smallest angles between two linear subspaces and computes the associated canonical correlations which are the cosines of these angles. The sum of all canonical correlations indicates the similarity between two subspaces. CCA has been applied to different subspaces extracted from image sets. For example, the Mutual Subspace Method (MSM) [32] applies CCA on subspaces estimated from PCA. Alternatively, the Orthogonal Subspace Method (OSM) [6] extracts the classspecific subspace which is orthogonal to those of all other classes. It also provides a systematic way to decide the optimal dimension of the subspaces based on the eigenvalues. Similar to OSM, the Constrained Mutual Subspace Method (CMSM) [29] finds a constrained subspace by minimizing the variance of the entire class distribution. However, the subspace dimension needs to be set empirically in CMSM. Kernel extensions of the standard CCA have also been proposed including the kernel CCA [21] , kernel CMSM [17] and kernel OSM [16] . Further extensions of CCA include the Locally Orthogonal Subspace Method (LOSM) [44] and Boosted Principal Angles [53] which combine local and global principal angles.
The single subspace idea has also been extended to model an image set as a mixture of multiple subspaces [28] , [49] . Similar to [3] , [36] , [37] , [48] , these methods represent an image set as a nonparametric manifold in some low-dimensional space. The manifold is approximated by piecewise linear subspaces. Such manifold representations can model the illumination variations of faces very well [11] , [30] . The piecewise linear models are estimated by clustering the set data into flat structures [37] , [49] or a hierarchy [28] , [36] . The between-set distance is then defined as the distances between individual linear subspaces. For example, Manifold-to-Manifold Distance (MMD) [36] , [37] integrates the distances between locally linear models. The dissimilarity, computed using CCA, between the closest subspace pair of the two involved manifolds is used to define the MMD. To measure subspace distance, samplebased and structure-based distances are combined [37] or the distance between the two sample means is simply used [36] .
Recently, the geometric set distance method [9] has shown promising performance for image set classification. This method models an image set as a simple geometric structure in a high-dimensional feature space i.e. affine or convex hull. Unlike other methods, it dynamically searches for the closest points on the affine or convex hulls of two sets and measures the distance between them. However, without any constraint, each closest point is an arbitrary affine combination of sample images in the corresponding set. Such a combination can result in faces that are practically nonexistent.
Instead of batch learning, incremental learning [42] - [44] has also been used for image set classification. With multiple principal angles between either global or local subspaces, the boosting technique is applied to further improve classification performance [45] , [46] , [52] . However, a common aspect of existing techniques is that they utilize either the image samples of the set or the subspace structure estimated from samples separately. We argue that these two parts are in fact related and should be jointly utilized to regularize each other for better classification. This is achieved by the proposed selfregularized non-negative coding which combines both the structure information and the image samples.
B. Distance Metric Learning
Existing set classification methods rely on simple Euclidean metric to measure the between-set distance. Some methods learn a linear transformation of sample images (which is equivalent to a metric) for improved discriminative power in the transformed feature space. For example, an iterative method to find the optimal transformation which preserves the discriminant information for CCA was proposed by Kim et al. [47] . Wang and Chen [36] applied general graph embedding on manifold data to find an embedding space to better separate different classes. However, these methods learn a global metric using only labeled training data, which cannot guarantee good performance in general at every location of the feature space.
For single image classification, many methods have been proposed to learn a better Mahalanobis distance [1] , [7] , [12] - [14] , [40] , [51] , [56] . The underlying principle is to preserve the similarity relationships between data pairs extracted from the label information i.e. intra-class distance should be less than inter-class distance [33] . For example, Discriminative Component Analysis (DCA) [39] learns a Mahalanobis metric by simultaneously minimizing intra-class distances and maximizing inter-class distances. Alternatively, [19] enforce the large margin constraint between the intraclass and inter-class distances. Wolf et al. [22] learn One-Shot and Two-Shot Similarity (OSS and TSS) measures based on discriminative learning using unlabeled background samples. A comprehensive literature survey of distance metric learning is beyond the scope of this paper and the interested reader is referred to [23] , [24] . In general, learning local distances from the local context information is proven to be better than learning a single global metric [4] , [25] . Moreover, semisupervised metric learning [22] , [26] , [39] , [50] which utilizes unlabeled data has been shown to achieve better performance than supervised metric learning.
Learning local distances in a semi-supervised way has not been previously formulated for image set classification. In this paper, we fill this gap and propose an adaptive distance metric learning method that learns a query specific Mahalanobis distance metric for each query set at run time.
III. FACE SET REPRESENTATION
We represent an image set jointly by its sample images and an affine hull model derived from the samples. This joint representation is robust as it includes both sample and structure information. Let X c = [x 1 , x 2 , . . . , x n c ] represent the c th image set, where x i is a feature vector of the i th image.
The image features can be simply the high dimensional pixel values or any other features such as PCA coefficients or Local Binary Patterns (LBP) [41] . The affine hull of a class is estimated as
which can also be represented with another parametric form
where
x i is the class mean and U c is a p c dimensional orthonormal basis obtained from Principle Component Analysis of the centered matrixX c = [
The former is a constrained representation while the latter is an unconstrained representation.
Each image set is represented as a triplet (X c , μ c , U c ). Compared to tight representations such as the convex hull, the affine hull can model relatively more unseen appearances of a set through affine combinations of its samples. Such a loose representation is particularly appealing in the context of small set sizes. On the downside, a loose representation also includes combinations that fall outside the face space. To avoid this, we impose two constraints discussed in the next section.
IV. SELF-REGULARIZED NON-NEGATIVE CODING
Given two facial image sets a and b, we can measure the between-set distance by finding their nearest points arg min
which can be reformulated as a least square problem arg min
with the analytic solution
This solution is not robust as it gives the unconstrained pair of nearest points of the affine hulls. Since the nearest points can be represented as a linear combination of either sample faces or the orthogonal affine hull basis, we extend (4) as arg min
where v and α are coefficients of the basis vectors and the samples respectively. The second term is added to impose the non-negativity constraint on the sample coefficients (details in Section IV-B). The second term minimizes the distance between the two representations thus implicitly ensuring that the corresponding combination of the samples is an affine combination. Such a formulation makes (6) simple by removing the constraints α = 1. Since both representations are of the same point, the second term should be ideally zero. However, in practice, it has a finite value as the feature dimension is much larger than the set size and the affine hull only models the most significant p c principle dimensions.
A. Self-Regularization Constraint on the Affine Hull Basis
Not all linear combinations of the affine hull basis vectors represent a valid point of the set. In fact, many unconstrained linear combinations result in points that do not represent the class (see Fig. 1 ). We propose a simple self-regularization constraint that forces the linear combinations of the basis vectors to produce a meaningful point. More precisely, we constrain the individual basis vectors to be similar to the final linear combination. When comparing two sets, we find their optimal nearest points which are also similar to the basis elements of the affine hull used to generate them. Self-regularization ensures that the points are correct representatives of their corresponding sets. This is achieved by minimizing the sum of all the squared Mahalanobis distances between the generated combination and the individual basis elements. Given a linear combination
where p c is the number of columns in U , U ( j ) is the j th column of U and v ( j ) is the j th element of v. Since
, we can simplify (7) as
Minimizing R v over v, in fact, minimizes the Mahalonobis distance of x from the class mean μ for an inverse covariance matrix which can be estimated from the probability distribution of the set samples. A point that has a smaller Mahalanobis distance from the mean of the distribution has greater probability to be a valid set sample compared to an arbitrary combination of the basis vectors. Combining (8) with (6) gives the following regularized optimization to find the optimal nearest points between two face sets arg min
where λ 2 is a trade-off parameter that controls the relative importance of the regularizers. We assume = I for simplicity.
Note that the Local Coordinate Coding (LCC) [20] and its simplified variant, Locality-constrained Linear Coding (LLC) [15] , also utilize the relationships between the basis elements and the vector to be approximated to regularize the linear coding. However, our self-regularization is different because the vector to be approximated as a linear combination of the basis elements is one of the optimization variables and therefore, not known as in the case of LCC and LLC.
B. Non-Negativity Constraint on Sample Coefficients
We use the prior knowledge that every set sample belongs to the same subject. Since only a positive combination of the samples is mathematically explainable and physically meaningful, we constrain the sample coefficients α to be non-negative. A non-negative combination of facial images, or its features, is more likely to represent a valid face as shown in Fig. 1 . Note that the non-negativity constraint is imposed on the sample coefficients but not the coefficients of the basis vectors because the orthogonal basis is computed using Principal Component Analysis and its vectors may not correspond to valid faces. A negative value of a basis vector is also a valid basis vector but a negative face is not physically meaningful. Thus, it is not reasonable to enforce non-negativity on the coefficients of the basis vectors.
Combining the two constraints, the proposed selfregularized non-negative coding corresponds to the following constrained optimization problem arg min
, the corresponding optimal nearest points are Figure 2 shows the nearest points between a query set and gallery sets of the same person and different persons. The images in the first column correspond to unconstrained nearest points and the images in the second column correspond to the optimal nearest points from the proposed self-regularized nonnegative coding. The proposed technique can better separate different identities while the simple unconstrained nearest points introduce confusion.
C. Proof of Convexity
We first prove that (10) is jointly convex with respect to the variables v a , v b , α a and α b . We define three matrices
where 0 X denotes a zero matrix with the same size as X. Using these matrices,
which is a non-negative combination of three least square terms that are convex with respect to y. Since a non-negative linear combination of convex functions preserves convexity [38] , f (v a , v b , α a , α b ) is jointly convex in all the variables. Similarly, R v a + R v b can be reformulated by defining a matrix 
Then we can reformulate
Since U T a U a and U T b U b are both positive semi-definite matrices and (
) and (
) are non-negative, the matrix E is also positive semi-definite. Hence, R v a + R v b is convex with respect to y. Reapplying the non-negative linear combination rule [38] , the final objective function, which is the non-
is jointly convex with respect to all variables. Note that the non-negativity constraints on α a and α b , are special linear constraints on y and do not affect convexity. Thus, we have proven that (10) is a convex optimization problem.
D. Optimization of Self-Regularized Non-Negative Coding
To find the optimal nearest points of two face sets using (10), we extend the Accelerate Proximal Gradient (APG) method [2] , [55] by projecting the sample coefficients to the non-negative orthant. After initializing all variables and the step size t for the first two iterations, the iterative procedure starts and continues until the solution converges. At each iteration, some proximal points are carefully selected to update the current solution. The proximal points are adaptively computed from the solutions of the previous two iterations using the current step size. This is different from standard gradient descent methods where the current solution is directly used. By computing the gradients at the proximal points, we can update the current solution by backtracking line search along the direction of the gradients. The main difference from the standard APG method is that the updated sample coefficients are projected onto the non-negative orthant to ensure their nonnegativity while the basis coefficients are updated in a standard way. The proposed Accelerated Proximal Gradient Projection (APGP) is summarized in Algorithm 1.
There are two advantages of using the proposed APGP algorithm to solve (10) . Firstly, such a first-order method is straight forward and easy to implement. Since the corresponding optimization problem is jointly convex with respect to all variables (v a , v b , α a , α b ) , it is guaranteed to achieve the Algorithm 1 Accelerated Proximal Gradient Projection global solution. Secondly, similar to APG, the proposed APGP algorithm improves upon the linear convergence rate of standard gradient descent methods and achieves a non-asymptotic convergence rate of O( 1 k 2 ). Such a quadratic convergence rate has proved to be the best among all first-order methods.
V. ADAPTIVE DISTANCE METRIC LEARNING
Existing methods compute the between-set distance from either the sample or the structure information. In the former case, simple Euclidean distance is measured between the sample means or the nearest points of two sets. In the latter case, the canonical correlations, which are the cosines of the smallest angles between two linear subspaces, are used. Both metrics give equal weight to every feature dimension which may not be optimal for measuring the distance between complex image sets. Direct application of existing single image based metric learning techniques to image sets is impractical due to the sheer volume of the data. Moreover, learning a single global metric for all sets cannot consistently achieve good performance over the entire feature space. In this Section, we formulate the distance metric learning problem specifically for image set classification and adaptively learn a query set specific distance metric during matching. To the best of our knowledge, this is the first time distance metric learning has been formulated in the context of image set classification.
A. Problem Formulation
Recall that we represent each face set by a triplet (μ, U, X). The Mahalanobis distance between two face sets S a and S b is
where N b a and N a b are the optimal nearest points obtained from the solution of (10). The matrix M must be positive semidefinite (M 0) for the corresponding Mahalanobis distance to be a valid metric. The Euclidean distance is a special case of the Mahalanobis distance where M is an identity matrix. Our goal is to adaptively learn a better distance metric for each query set during matching such that the metric can better model the characteristics of the query set in the local context.
We match a query set to every face set in the gallery and extract their nearest points (N b a and N a b ) and the active samples used to generate them. The active samples of a set are those whose corresponding coefficients are nonzero:
where x i is the i th sample of the set and α * (i) is the i th element of α * . Alternatively, we can extract a fixed number of samples with the largest coefficients. Let us denote the nearest point and active samples of a set by . By collecting the ( a , b ) pairs between an unlabeled query set a and all the gallery sets b, we learn a Mahalanobis distance which is specific to the query set. Note that b inherit their labels from the corresponding gallery set whereas the label of the query set and hence the label of a is unknown.
B. Large-Margin Distance Metric Learning
The goal of distance metric learning is to learn a Mahalanobis distance that keeps the data with the same class labels close while separates the data with different class labels. We learn the Mahalanobis distance in a large margin framework from a set of pairwise constraints [19] . However, unlike [19] , we generate the pairwise constraints only from the ( a , b ) pairs relevant to the query set a. For each gallery set b, we identify K most similar target neighbors (ϒ x ) for every x ∈ b . The distances between x and ϒ x are desired to be small because they belong to the same class. We also identify a set of impostors x = {y | l y = l x and ||y − x||
where l y and l x denote the class labels. The impostors degrade the classification performance because they are not well separated from ϒ x with a large margin. A better distance metric must push the impostors away from ϒ x for robust classification. For the unlabeled query set, we use the prior knowledge that all its points have the same label. Therefore, we extract the target neighbors of all x ∈ a but ignore its impostors because a is unlabeled. Minimizing the distance to the target neighbors of unlabeled data is equivalent to enforcing the neighborhood smoothness among the unlabeled data as in many semi-supervised learning methods [26] , [50] . The target neighbors of the gallery are identified prior to metric learning and only the impostors are updated during run time.
We extend the large margin metric learning method [19] to learn the matrix M from the pairwise constraints of all ( a , b ) pairs. Denote the similarity constraints of the query and gallery sets as S q and S g respectively and the dissimilarity constraints of the gallery sets as D g . Both S q and S g contain the pairs ( , ϒ) whereas D g contains the pairs ( b , ). We can design the loss function as
where [x] + = max(x, 0) is the standard hinge loss function and the outer most summation is over all gallery sets G.
where w controls their relative importance. By introducing a series of slack variables ξ mnl , the learning of a positive semidefinite matrix M from S q , S g and D g can be formulated as a semi-definite programming problem:
The efficient solver of [19] can be used to directly optimize (20) . The algorithm initializes M as an identity matrix and iteratively computes the sub-gradient of the objective function at the current solution and updates the solution along the negative gradient direction to minimize the objective function. After every gradient step, the updated M t is projected onto the cone of all positive semi-definite matrices to ensure that it is a valid metric. Due to the special structure of the objective function, the optimization can be accelerated by maintaining the active set of triplets (x m , x n , x l ) (where (x m , x n ) ∈ S g and (x m , x l ) ∈ D g ) that violate the margin constraints and bookkeeping from one iteration to the next.
C. Dimension Weighted Mahalanobis Distance
With the learned positive semi-definite matrix M, we can directly compute D M (·, ·) between two sets using (16) . However, gallery sets have different number of image samples and hence, affine hulls of different dimensions. Minimizing dimensionality (number of columns in U b ) of the affine hull of a gallery set increases, the null space of
reduces and so does its minimum distance from the affine hull of a given query set. This can create a bias towards larger gallery sets. To avoid this bias, we modify the standard Mahalanobis distance by dimension weighting
where p a and p b are the affine hull dimensions of the set a and b respectively. We use (21) to compute the distances of a query set to all gallery sets and perform classification using the nearest neighbor rule.
VI. EXPERIMENTAL EVALUATION
We evaluate the effectiveness of the proposed method on three standard datasets i.e. UCSD/Honda [18] , CMU Motion of Body (Mobo) [35] and YouTube Celebrities dataset [27] . These datasets have been widely used in the literature to evaluate image set classification algorithms. They contain multiple video sequences of different subjects. In our experiments, we regard every video sequence as an image set and its frames as the sample images. Image sets have different sizes due to the different lengths of video sequences. We automatically detect human faces using [34] or track faces using [5] based on the ground truth location at the first frame. The cropped faces are resized to small grayscale images. We only apply histogram equalization on the resized grayscale face images to reduce illumination variations. Fig. 3 shows some cropped face images of the three datasets after resizing. Table I lists the parameters of the porposed approach for each database. Common parameters across databases are as follows. For each nearest point, we extract 5 active samples with the largest coefficients. For each nearest point and its active samples, we extract 2 most similar target neighbors in all the training sets. The parameter w is set to 1.0 to give equal importance to F S (M) and F D (M).
A. Compared Methods
We first compare the proposed method with the baseline NN method which simply computes the nearest points between two affine hulls without any constraint and uses the Euclidean distance. We also apply the dimension weighting (DW) mechanism of Section V-C on the baseline method to analyze its effect. Next, we extensively compare the proposed method with several state-of-the-art image set classification methods. A brief overview of these methods follows. DCC [47] optimizes a discriminative function to maximize the canonical correlations of within-class sets and minimize the canonical correlations of between-class sets. MMD [37] computes the manifold-to-manifold distance by integrating the distances between pair of subspaces from one of the involved manifolds. MDA [36] seeks an embedding space where manifolds of different classes are better separated while the manifolds of the same class become more compact. AHISD [9] computes the geometric distance between the nearest points of the corresponding affine hulls of the sets. CHISD [9] computes the distance between the nearest points of the convex hulls of the image sets. SANP [54] finds the sparse approximated nearest points between image sets i.e. it jointly minimizes the between-set Euclidean distance and maximizes the sparsity of their sample approximations. We do not include exemplarbased methods in our comparison because set-based methods generally outperform exemplar-based methods [9] , [37] .
Since MDA implementation is not publicly available, we carefully implement it. For the remaining methods, we use the standard implementations provided by their authors. The parameters of each method are manually optimized as follows. For DCC, the dimension of the embedding space is set to 100. The subspace dimensions are set to 10 which preserves 90% energy and the corresponding 10 maximum canonical correlations are used to define set similarity. For MMD and MDA, the parameters are configured according to [36] , [37] . Specifically, the ratio between Euclidean distance and geodesic distance is optimized according to the feature type (2 for pixel values and 5 for LBP histograms). The maximum canonical correlation is used in defining MMD. For MDA, the number of betweenclass NN local models and the dimension of MDA embedding space are tuned for different datasets as specified in [36] . The number of connected nearest neighbors for computing geodesic distance in MMD and MDA is fixed to its default value of 12. There is no parameter setting for AHISD. For CHISD, we set the error penalty similar to [9] (C = 100 for pixels and C = 50 for LBP in linear SVM). Both methods apply PCA to preserve 90% energy as in [9] . pixel values after histogram normalization as features. For classification, we follow the standard configuration used in [9] , [36] , [37] and select 20 video sequences (one per subject) for training and the remaining 39 for testing. Since face detection [34] fails on non-frontal poses, about 30% of the frames were discarded and the resulting sets contained 12 to 645 samples.
B. Results
UCSD/Honda
In the first experiment, we compare the proposed method (SRN-ADML) with the baseline method (NN). To carefully analyze the improvements due to individual components, we report results for different combinations in Table II . We can see that the self-regularized non-negative (SRN) coding improves over the simple nearest points (NN) and the adaptive distance metric learning (ADML) further boosts the classification performance of the proposed method. Moreover, the dimension weighting (DW) generally reduces the bias to the large sets and improves the classification performances in all cases.
In the next experiment, we compare our complete algorithm (SRN−ADML+DW) to existing state-of-the-art in different experimental setups by reducing the set size. We set an upper bound m for both query and gallery set sizes. When a video contains more than m frames, only the first m are used for training and testing. If a video contains less than m frames, all of them are used. Table III summarizes the error rates. When more samples are used, the performances are generally better. The proposed method and SANP achieve perfect classification on the full video sequences, but when the set samples are reduced, the proposed method achieves the best performance. Note that the performance of AHISD and CHISD are lower than those reported in [9] because the images are resized to 20 × 20 instead of 40 × 40.
Interestingly, DCC, MDA and MMD outperform AHISD and CHISD on the full length videos but their performances degrade more heavily when the set sizes are reduced. On the other hand, AHISD and CHISD do not perform as well as the first three methods on large sets but their performances do not degrade as heavily. SANP achieves perfect classification on the YouTube Celebrities Dataset: This dataset was originally collected for video-based face tracking and recognition in [27] . It contains 1910 video sequences of 47 celebrities (actors, actresses and politicians) collected from YouTube. The video sequences have low quality due to compression and motion blurr. We detect a face in the first frame and then track it using [5] . When tracking fails, we discard the remaining video. Over 50% frames were discarded and the resulting sets contain 8 to 400 frames. We resize the tracked faces to 30 × 30 grayscale images and directly use the pixel values as features. We divide the whole dataset equally into five folds. For each fold, we randomly select three image sets per celebrity for training and another six image sets for testing. Table IV summarizes the average error rates and the associated standard deviations. The proposed method outperforms all other methods. Note that the performances of all methods are relatively low on this dataset because it contains large appearance variations in poses, illuminations and expressions. Moreover, faces are not accurately cropped due to tracking errors in low quality videos.
CMU Mobo Dataset: CMU Motion of Body (Mobo) dataset contains four different walking patterns (slow, fast, inclined and carrying a ball) of 24 different subjects. Each walking pattern is captured from different views by multiple cameras. We used Local Binary Pattern (LBP) features provided by [9] for this dataset. Faces were detected using [34] and resized to 40 × 40. Uniform LBP histograms were extracted using a circular 8 neighborhood system from 8 × 8 square regions of the cropped and resized face images. Similar to [9] , one set per subject is randomly selected for training and the remaining three are used for testing. We repeat the random selection ten times to evaluate the general performances of every method.
The average error rates and standard deviations are summarized in Table V . The proposed method achieves the minimum classification error and the smallest standard deviation and outperforms the nearest performing method (SANP) by achieving 43% lower error rate and 33% lower standard deviation. Fig. 4 shows the CMC (Cumulative Match Characteristic) curves for the above three experiments. The proposed method achieves the best performances from rank 1 to 10 on the YouTube data and from rank 1 to 4 on the Mobo data. Moreover, the proposed method consistently achieves the best performance on different feature types (pixels values in the case Honda and YouTube databases and LBP features in the case of Mobo database). This is an advantage over other methods whose performance fluctuate with feature types. For example, excluding the proposed approach and SANP, MDA achieves the best performance using pixel values on the Honda dataset whereas CHISD achieves the best performance using LBP features on the Mobo dataset. Table VI compares Equal Error Rates (EER) of all methods on the three datasets. In case of YouTube and Mobo datasets, average EERs and standard deviations are given for 5-fold and 10-fold experiments respectively. The proposed method acheives the best overall performance.
C. Analysis
It is worth mentioning that pose variations are present both in the training and test partitions of all three datasets. However, our approach does not require exactly similar poses to be present in both partitions. Nearby poses are approximated as non-negative combinations of the respective test and training samples during optimization.
D. Timing
Table VII lists the average time for matching two sets in the YouTube database using a Matlab implementation on a 2.67GHz machine. Timing is given for individual components (SRN and ADML) as well as the complete algorithm (SRN−ADML+DW). Although, our method is computationally more expensive, it is more accurate and for the first time formulates semi-supervised distance metric learning for image set classification. Our approach does not have an offline training phase and can therefore, easily adapt to unseen data. The proposed ADML is more efficient than global distance metric learning methods. Global methods take the complete training data into account for learning a distance metric which not only becomes computationally expensive but also results in a distance metric that is not locally optimal for individual query sets. On the other hand, the proposed ADML learns the distance metric from only a small subset of the data that is relevant to a query set. Thus, compared to global methods, our approach is not only more efficient but learns a distance metric which is more optimal for each specific query set.
VII. CONCLUSION
We presented self-regularized non-negative coding with adaptive distance metric learning for image set based face recognition. To compute the between-set distance, we enforce self-regularization and non-negativity constraints on the unknown nearest points of their affine hulls. These constraints ensure robustness of set classification by reducing the effects of spurious nearest points between image sets of different classes. The corresponding constrained convex optimization is solved efficiently by combining the accelerated proximal gradient method with non-negative projection. To further improve classification, we proposed a novel formulation to adaptively learn a better Mahalanobis metric specific to a query set. Our formulation adaptively selects the relevant data and extracts similarity relationships from both labeled gallery and unlabeled query data. The proposed method outperforms existing state-of-the-art on three benchmark datasets.
