Multiple Window Moving Horizon Estimation by Al-Matouq, Ali & Vincent, Tyrone
Multiple Window Moving Horizon Estimation ?
Ali Al-Matouq a, Tyrone Vincent a,
aDepartment of Electrical Engineering and Computer Science, Colorado School of Mines 1600 Illinois St., Golden, CO 80401, USA
Abstract
Long horizon lengths in Moving Horizon Estimation are desirable to reach the performance limits of the full information estimator. However,
the conventional MHE technique suffers from a number of deficiencies in this respect. First, the problem complexity scales at least linearly
with the horizon length selected, which restrains from selecting long horizons if computational limitations are present. Second, there is no
monitoring of constraint activity/inactivity which results in conducting redundant constrained minimizations even when no constraints are
active. In this study we develop a Multiple-Window Moving Horizon Estimation strategy (MW-MHE) that exploits constraint inactivity to
reduce the problem size in long horizon estimation problems. The arrival cost is approximated using the unconstrained full information
estimator arrival cost to guarantee stability of the technique. A new horizon length selection criteria is developed based on maximum
sensitivity between remote states in time. The development will be in terms of general causal descriptor systems, which includes the
standard state space representation as a special case. The potential of the new estimation algorithm will be demonstrated with an example
showing a significant reduction in both computation time and numerical errors compared to conventional MHE.
Key words: Moving Horizon Estimation, Descriptor Systems
1 Introduction
Inequality constraints in estimation problems can arise from
known boundaries in the dynamics of the system emerging
from physical insight and can be viewed as additional a-
priori information. The added value of inequality constraints
in state estimation is well known and demonstrated in many
fields, see for example the studies given in [30] and [19]. In-
equality constraints may also arise in convex filtering prob-
lems as in `1 trend filtering and total variation de-noising
[11] or when other densities with finite support describe the
system and/or measurement noise [30], [17],[4].
Unfortunately inequality constraints in the estimation prob-
lem generally prevents the use of recursive solutions for
finding the estimates [27], [29]. The moving horizon esti-
mate (MHE), on the other hand, is found by limiting the
estimation problem to a window of measurements and sys-
tem dynamic updates that slides with time while partially
accounting for past measurements through an extra penalty
cost term, referred to as an arrival cost [27]. The horizon
length is selected based on many factors, including computa-
tional limitations, system observability and model accuracy.
? This paper was not presented at any IFAC meeting. Correspond-
ing author A. A. Al-Matouq. Tel. +001-720-934-3591. Fax +001-
303-869-5009.
Email addresses: aalmatou@mines.edu (Ali Al-Matouq),
tvincent@mines.edu (Tyrone Vincent).
Higher estimation accuracy, in terms of mean square error,
may be achieved by using long horizon lengths or alter-
natively, finding more accurate arrival cost approximations,
provided that the model uncertainties are well accounted for
[29]. Efforts to improve arrival cost approximations can be
found in [27] and in [11] for linear state space systems and
in [27], [32], [26], [33] and [22] for non-linear state space
systems.
The conventional sliding window technique in Moving Hori-
zon Estimation, however, can become computationally inef-
ficient. For example, at certain times the solution of the in-
equality constrained state estimation problem may be iden-
tical to the solution of the unconstrained problem; i.e. drop-
ping the inequality constraints from the sliding window min-
imization problem for these states has no effect on the value
of the estimates. For linear systems, these unconstrained
state estimates can be determined using simple recursive so-
lutions and hence there is no added value in including these
states in the minimization problem and they create an un-
necessary computational burden. Moreover, numerical er-
rors associated with window minimizations increase with
the size of the sliding window used.
Recently in [11] an approximation hypothesis was used to
derive a simple arrival cost update for general staged QP
problems with sufficiently large horizon lengths by assuming
that the active and inactive state constraints of the last state
in the moving horizon window remain respectively active or
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inactive indefinitely after exiting the window. Consequently,
equality constraints corresponding to the active inequality
constraints were included in the arrival cost update. How-
ever, no stability analysis was provided using this method,
nor means for selecting the sufficiently large horizons.
This technique seems very attractive but can cause prob-
lems when the horizon is not chosen large enough to sat-
isfy the active constraint hypothesis. If short horizons are
used, for example, then estimator divergence may result if
the presumably indefinite active constraint is not really ac-
tive after smoothing the state (i.e. after more measurements
are collected). This overweighting of past data may result in
neglecting new data and potentially can cause estimator di-
vergence if the coupling between the states in time is strong
[29]. On the other hand, dropping inequality constraints from
the minimization problem once they pass outside the win-
dow has no destabilizing effect, as the estimator will possess
the guaranteed convergence and stability properties of the
unconstrained estimator.
In view of the above, a numerical algorithm that accounts
for active constraints over large horizons without compro-
mising stability or efficiency is developed. This is achieved
by using an arrival cost approximation that guarantees sta-
bility by exploiting regions of constraint inactivity to auto-
matically reformulate the objective function into a reduced
form. A complete convergence and stability analysis for our
selection of the arrival cost for descriptor MHE is given in
the appendix using analogies with the presentation given in
[27] and [29] for state space systems.
Figure 1 shows an explanation of our new proposed strategy
that enables efficient long horizon estimations. A short slid-
ing window objective function is used to scan for states with
active constraints. The inequalities associated with states
that never became constrained inside the sliding window are
dropped from future minimizations assuming they will re-
main unconstrained. On the other hand, inequalities asso-
ciated with states that were constrained inside the sliding
window objective remain in subsequent minimizations and
form fixed windows that are augmented to the sliding win-
dow. These fixed windows, (within the intervals [a1,b1] and
[a2,b2] as shown in Fig. 1) remain in the estimation problem
until their influence on the current state is negligible. In ef-
fect, the objective function is adaptively modified according
to the activity of constraints while exploiting constraint inac-
tivity to reduce problem complexity. The algorithm was im-
plemented using the semi-definite programming solver [31]
with the CVX parser in Matlab [18] and is available on-line.
In conventional MHE, the horizon length is often selected
based on computational limitations because of the linear
growth of problem complexity with horizon length. If the
system to be estimated, however, operates mostly inside the
region defined by the inequality constraints, and intermit-
tently operates near the constraints, than the new MW-MHE
can be used to exploit regions of constraint inactivity to per-
form long horizon estimation efficiently. This also promotes
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Fig. 1. Multiple Window Formulation
selecting horizon lengths based on the sensitivity between
remote states in time rather than based on implementation
restrictions. Hence, a new tuning method for selecting the
horizon length based on a user specified minimum magni-
tude of acceptable coupling between distant states in time is
also developed in this study.
The development will be in terms of general causal descrip-
tor systems, which includes the standard state space repre-
sentation as a special case. Our motivation for descriptor
systems is estimation problems that involve differential al-
gebraic models ubiquitous in simulation environments [7],
and problems that involve singularly perturbed systems [21].
Descriptor systems have been also used in unknown input
estimation in [13] which avoids improvising a random walk
model on the input signal. Moreover, other staged QP filter-
ing and estimation problems can benefit from the descriptor
system framework, like `1 trend filtering and total variation
de-noising [11]. Descriptor moving horizon estimation was
first considered in [8].
The paper is organized as follows. Section 2 presents the
constrained full information estimation problem for descrip-
tor systems followed by the required assumptions. The Mov-
ing Horizon approximation is then presented in Section 3
following the theme given in [28], where the relationship be-
tween full information and moving horizon estimation was
analysed using dynamic programming. Section 4, which is
the main contribution of this study, will present the mul-
tiple window moving horizon estimation algorithm and a
new tuning parameter based on the coupling between re-
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mote states in time. Finally, Section 5 will demonstrate the
potential of the new MW-MHE algorithm with an example.
The appendix sections details the proofs of theorems used
in this study.
The following notation is used in this study: R represents
the set of real numbers; A ∈ Rn×m is an n×m matrix with
real values; ‖z‖A := zT A−1z; ‖A‖i2 is the matrix induced two
norm for matrix A; {xk}ba =: {xa,xa+1, · · · ,xb} represents a
sequence of vectors and T TS =: {S,S+1, · · · ,T −1} is the
set of integers from S to T −1. When S = 0 the subscript is
not included. Optimal decision variables are denoted as xˆa|b
which stands for the optimal solution for xa at time b and
optimal objectives are denoted by Ĵ
2 The Full Information Estimation Problem for De-
scriptor Systems
In this section, we provide essential introductory material
that will also serve as an extension to the study in [28] to
linear causal descriptor systems. We first present here the
full information estimator (FIE) which value lies in defining
a desirable state estimator.
The full information filtering problem for linear, discrete,
time invariant, causal descriptor systems is defined as finding
an estimate of the current state xT at time T given the initial
state estimate x¯0 and its corresponding uncertainty matrix
P0, the noisy measurement sequence y1, · · · ,yT , the input
sequence u0, · · · ,uT and the following descriptor model:
Exk+1 = Axk +Buk +wk (1)
yk+1 = Hxk+1+ vk (2)
xk ∈ X, wk ∈W, vk ∈ V, for k ∈T T (3)
where X,W,V are convex polyhedral sets with 0 in the in-
teriors of W,V, xk ∈Rn, yk ∈Rm, uk ∈Rq and the matrices
E,A ∈ Rn1×n, B ∈ Rn1×q and H ∈ Rm×n.
2.1 Main Assumptions
(1) The matrix [E A] is assumed to be full row rank; i.e.
there is no dependency between the rows of the matrix
pencil λE −A. This will eliminate the possibility of
having over-determined subsystem blocks in the Kro-
necker canonical decomposition of the descriptor sys-
tem that will constrain the input sequences uk,wk and
the initial condition x0 [16], [9].
(2) The matrix [ET HT ]T is assumed to be full column
rank. This condition will guarantee the ability of es-
timating states that are unspecified by the system dy-
namics of (1). More precisely, if the descriptor sys-
tem (1) contains an under-determined system block in
the Kronecker decomposition, then the above condition
will guarantee having measurements available for the
unspecified states. These states will be estimated us-
ing information coming from the noisy measurements
only. Observable states (states with both measurements
and system dynamics) can be revealed using Kalman
decomposition of descriptor systems given in [5]. A
program was developed for this purpose and can be
downloaded from [2].
(3) The index of the regular part of the descriptor system
is assumed to be at most one. In other words, the state
trajectory for xk is independent of future values of the
input and noise sequences; i.e. the system is causal.
Causality is not a limiting assumption for most practi-
cal purposes because non-causal (high index) time in-
variant systems can be transformed to causal descriptor
systems using index reduction techniques as described
for example in [23] and [24].
Additional assumptions for ensuring MHE estimator stabil-
ity will be given later in Appendix B.
2.2 Descriptor Full Information Estimator
Definition 1 Full Information Estimator: [27], [29]
The full information state estimate xˆ f ullT |T is found from solving
the following minimization problem:
Ĵ f ullT := minζ
JT (ζ ) (4)
s.t. xk ∈ X, wk ∈W, vk ∈ V and (1)-(2), k ∈T T
where
ζ =
{{xk}T1 ,{wk}T−10 ,{vk}T−10 }
JT (ζ ) =(
‖Ex1−Ax¯0−Bu0‖2
P(−)0
+
T−1
∑
k=1
‖wk‖2Q+
T−1
∑
k=1
‖vk‖2R
)
P(−)0 = AP0A
T +Q
and xˆ f ullT |T is extracted from the xT element of the solution ζˆ
The positive definite weighting matrices P(−)0 ,Q,R are spec-
ified by the user to penalize deviations according to the un-
certainties as usual.
The constrained full information estimator acquires the de-
sirable properties of stability and optimality provided that the
system is detectable and stabilizable (defined in Appendix
B). Optimality of the estimate can be established by relating
to stochastic arguments assuming truncated normal distribu-
tions on x¯0,wk and vk, and finding the resulting MAP esti-
mate. This was shown, for example, for state space systems
in [17] and for causal linear descriptor systems recently in
[3] with the utility of quasi-Kronecker-Canonical decompo-
sition using real transformation matrices [16], [6].
However, the FIE is computationally intractable since the
minimization problem grows unbounded with time. Hence,
3
kxˆk|T
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∑
k=T−N
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Fig. 2. Information Coverage in MHE
it is desired to come as close as possible to the optimality
performance of FIE while using a technique that is compu-
tationally tractable. A well known approximation technique
to FIE is fixed window size MHE which will be briefly re-
viewed next.
3 Descriptor Moving Horizon Estimation
The moving horizon estimate is found by limiting the es-
timation problem in (4) to a window of measurements and
dynamic updates that slides with time while accounting for
past measurements through an extra penalty cost term, re-
ferred to as an arrival cost [27].
The arrival cost ZT (xT ) for the constrained full information
problem is defined by the following partial minimization
problem: [29]
ZT (xT ) := min
ζ
JT (ζ )
s.t. xk ∈ X, wk ∈W, vk ∈ V and (1)-(2), k ∈T T−1
where
ζ =
{{xk}T−11 ,{wk}T−20 ,{vk}T−20 } .
Hence, the constrained full information filtering problem (4)
can be rewritten as follows:
Ĵ f ullT = minζ
ZT−N(xT−N)+
T−1
∑
k=T−N
‖wk‖2Q+
T−1
∑
k=T−N
‖vk‖2R
s.t. xk ∈ X, wk ∈W, vk ∈ V and (1)-(2), k ∈T TT−N
where
ζ =
{{xk}TT−N ,{wk}T−1T−N ,{vk}T−1T−N} .
Figure 2 depicts the information coverage of the arrival cost
and the sliding window cost in MHE. Approximation tech-
niques for finding the arrival cost, however, are inevitable
as finding the exact arrival cost ZT (xT−N) analytically is a
combinatorial problem [15].
A technique for retaining tractability of this minimization
problem is moving horizon estimation.
Definition 2 Moving horizon estimation[27],[29]
The moving horizon state estimate xˆmheT |T is found from solving
the following minimization problem:
ĴmhT := min
ζ
JmhT (ζ ) (5)
s.t. xk ∈ X, wk ∈W, vk ∈ V and (1)-(2) k ∈T TT−N
(6)
where
ζ =
{{xk}TT−N ,{wk}T−1T−N ,{vk}T−1T−N}
JmhT (ζ ) = Z¯
mh
T−N(xT−N)+
T−1
∑
k=T−N
‖wk‖2Q+
T−1
∑
k=T−N
‖vk‖2R
and xˆmheT |T is extracted from the xT element of the solution ζˆ
The symbol ĴmhT is used to denote the optimum value of (5).
Here, Z¯mhT−N(xT−N) serves as an approximation of the arrival
cost ZT−N(xT−N) and N is the length of the sliding window.
One known technique for approximating ZT−N(xT−N) is us-
ing the arrival cost for the unconstrained estimation problem.
Theorem 3 The arrival cost for the unconstrained full in-
formation problem at time k = T is given by:
J−T (xT ) = min{xk}T−11
JT (x1,x2, · · · ,xT )
=‖ExT − zT‖2
P(−)T−1
+ ĴT−1 (7)
where, zT := Axˆ
(+)
T−1+BuT−1 and xˆ
(+)
T−1,P
(−)
T−1 are found from
the following recursions starting at time k = 1 and ending
at time k = T −1:
xˆ(+)k =P
(+)
k H
T R−1yk +P
(+)
k E
T (P(−)k−1)
−1(Axˆ(+)k−1+Buk−1)
P(+)k =(E
T (P(−)k−1)
−1E +HT R−1H)−1 (8)
P(−)k =AP
(+)
k A
T +Q
PROOF. See Appendix A for detailed calculations of the
arrival cost and a simple derivation for the associated de-
scriptor Kalman recursions. Descriptor Kalman recursions
were previously derived in [12] and [20] with the most gen-
eral case derived in [25]. Descriptor Kalman recursions for
the case when mixed stochastic and deterministic compo-
nents are considered can be found in [1].
Note that the constant term ĴT−1 in (7) has no influence on
the minimization problem and can be eliminated. Hence, the
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following prior weighting will be selected as an approxima-
tion of the true arrival cost ZT−N(xT−N):
Z¯mhT−N(xT−N) :=
‖ExT−N−Axˆ(+)T−N−1−BuT−N−1‖2P(−)T−N−1 (9)
This selection will correspond to the exact arrival cost (minus
the constant term ĴT−N−1) when no constraints are active
before time k = T −N. Furthermore, this selection of the
prior weighting will guarantee convergence and stability of
the Moving Horizon Estimator (5) as an observer as given
by the following theorem.
Theorem 4 If system (1) with measurement sequence (2) is
detectable and stabilizable (defined in appendix B), and the
noise and disturbance sequences assumed zero; i.e. wk =
vk = 0, then the iterative minimization of (5) using prior
weighting (9) leads to convergence of the optimal state es-
timates to the true value of the states. Furthermore, the re-
sulting moving horizon estimator is an asymptotically stable
observer.
PROOF. See appendix B.
Without loss of generality, the polyhedral constraints (3) can
be described as inequalities in the following form:
Ecxk+1 ≤ Acxk +dc, k ∈T TT−N (10)
where Ec,Ac ∈ Rnineq×n and dc ∈ Rnineq . From now on, the
decision variables for minimization will be {xk}TT−N alone
which is possible due to the assumption [ET HT ]T that guar-
antees one to one correspondence between {xˆk}TT−N and
{wˆk, vˆk}TT−N−1. Algorithm I summarizes conventional Mov-
ing Horizon Estimation for descriptor systems.
4 Multiple Window Moving Horizon Estimation
Long horizon lengths in MHE are desirable to reach the per-
formance limits of the full information estimator (4). How-
ever, in the conventional MHE technique the problem com-
plexity scales at least linearly with the horizon length se-
lected. For example, excluding arrival cost calculations (9),
an efficient interior point method implementation that ex-
ploits structure for solving (5) will have a complexity of
O(Nn3) per Newton iteration. [14] Furthermore, during pe-
riods when constraints are inactive, the MHE technique con-
ducts inequality constrained minimizations that can result
in unnecessary numerical errors compared to recursive so-
lutions for unconstrained minimizations.
In this section we develop a new strategy for moving hori-
zon estimation for general linear descriptor systems that en-
ables long horizons with reduced computation compared to
Algorithm I: Descriptor System MHE
Initialization: Given x¯0,P0 solve (4) up to time T = N
Find xˆ(+)T−N−1,P
(−)
T−N−1 using (8) with xˆ
(+)
0 = x¯0, P
(+)
0 = P0
For T = N,N+1, · · · ,Tf inal :
(1) Solve the following minimization and extract xˆmheT |T :
min
{xk}TT−N
Z¯mhT−N(xT−N)+
T−1
∑
k=T−N
‖wk‖2Q+
T−1
∑
k=T−N
‖vk‖2R
s.t. (1)-(2) and
Ecxk+1 ≤ Acxk +dc, k ∈T TT−N
(2) Update arrival cost:
(a) Find xˆ(+)T−N , P
(−)
T−N using (8) and xˆ
(+)
T−N−1,P
(−)
T−N−1
(b) Set T = T +1
(c) Construct new arrival cost using (9)
repeat
traditional fixed window size MHE. A small sliding window
objective function is augmented with fixed cost terms in the
past corresponding to states that were determined to be con-
strained inside the sliding window, while intermediate in-
equality constraints between the sliding window cost and the
fixed costs are eliminated from subsequent minimizations.
This allows reformulating the objective into a significantly
smaller minimization problem, especially when periods of
constraint inactivity dominate. The fixed cost terms remain
in the estimation problem until there influence on the cur-
rent state is negligible. Stability is maintained by using the
arrival cost for unconstrained minimization and the horizon
length for the fixed cost windows are selected based on the
magnitude of coupling between past and current states.
4.1 MW-MHE Approximation
To begin describing the new MW-MHE approximation, the
full information estimator problem (4) is first reformulated
in a form suitable for our purpose.
Theorem 5 Given positive definite weighting matrices
P(−)0 ,R and Q and [E
T HT ]T full column rank, the full
information estimator objective (4) can be rewritten as:
min
{xk}T1
T−N−1
∑
k=1
‖xk− xˆsmk (xk+1)‖2Γsmk +SC({xk}
T
T−N) (11)
s.t. Ecxk ≤ Acxk−1+dc, (1), (2) for k ∈T T ,
where
SC({xk}TT−N) = Z¯mhT−N(xT−N)+
T−1
∑
k=T−N
(‖wk‖2Q+‖vk‖2R)
5
kxˆk|T
as bs T −N T
IC︷ ︸︸ ︷ FCS︷︸︸︷ UCS︷ ︸︸ ︷ SC︷ ︸︸ ︷
Fig. 3. Multiple Window Formulation
and
xˆsmk (xk+1) = xˆ
(+)
k +Γ
sm
k A
T Q−1(Exk+1−Axˆ(+)k −Buk)
Γsmk = ((P
(+)
k )
−1+AT Q−1A)−1 (12)
PROOF. The proof is by induction; using repeated mea-
surement and time update reformulations for k = 1, · · · ,T ,
as described in Appendix A, the cumulating objective will
result in (11).
Remark 6 The recursions for xˆsmk (xk+1),Γ
sm
k presented in
(12) correspond to the Kalman smoothing recursions for
descriptor systems derived in Appendix A and also in [20].
Note that xˆsmk depends on the decision variable xk+1.
Referring to Figure 3, suppose we desire to approximate
the minimization of (11) by dropping the inequality con-
straints (10) before time k = as and within the time interval
k ∈ [bs+1,a(s+1)−1] after assuming constraint inactivity in
this region, where as < bs < a(s+1) < T . Consequently, the
objective (11) can be partitioned as follows:
JmwT :=
:=IC({xk}as−11 )︷ ︸︸ ︷
as−1
∑
k=1
‖xk− xˆsmk (xk+1)‖2Γsmk +
:=FCs({xk}bsas )︷ ︸︸ ︷
bs
∑
k=as
‖xk− xˆsmk (xk+1)‖2Γsmk
+
:=UCs({xk}
a(s+1)−1
bs+1
)︷ ︸︸ ︷
a(s+1)−1
∑
k=bs+1
‖xk− xˆsmk (xk+1)‖2Γsmk +SC({xk}
T
T−N) (13)
where JmwT denotes the MW-MHE objective, IC({xk}as−11 )
an initial cost window with no constrained arguments,
FCs({xk}bsas) a fixed cost window with constrained argu-
ments and UCs({xk}a(s+1)−1bs+1 ) an unconstrained fixed cost
window. The subscripts on FCs,UCs is used to allow multi-
ple fixed cost windows as introduced later. Since inequality
constraints are not imposed before time as clearly we have
IC = 0 by selecting xk = xˆsmk (xk+1), k = 1,2, · · · ,as − 1.
Also, since no inequality constraints are imposed on the in-
termediate cost UCs, we can partially minimize this term as:
UC(−)s (xbs+1,xa(s+1)−1) := min{xk}
a(s+1)−2
bs+2
UCs({xk}a(s+1)−1bs+1 )
= ‖xbs+1− xˆsmbs+1‖2Γsmbs+1 +‖xa(s+1)−1− xˆ
sm
a(s+1)−1‖2Γsma(s+1)−1
Furthermore, by subsequent application of the recursions in
(12), we may express xˆsmbs+1 in terms of xa(s+1)−1 as follows:
xˆsmbs+1 =xˆ
(+)
bs+1+Γ
sm
bs+1A
T Q−1(Exbs+2−Axˆ(+)bs+1−Bubs+1)
=Ms2xbs+2+ r
s
1
=Ms3xbs+3+M
s
2r
s
2+ r
s
1 = · · ·
=Mscs xa(s+1)−1+
cs−1
∑
i=1
Msi r
s
i (14)
where
Ms1 =I, M
s
q = M
s
q−1Γ
sm
bs+q−1A
T Q−1E, (15)
rsq−1 =xˆ
(+)
bs+q−1−Γsmbs+q−1AT Q−1(Axˆ
(+)
bs+q−1+Bubs+q−1)
cs =a(s+1)−bs,q = 2,3, · · · ,cs (16)
Thus we may rewrite the intermediate unconstrained cost as:
UC(−)s =‖xbs+1−Mscsxa(s+1)−1−
cs−1
∑
i=1
Msi r
s
i ‖2Γsmbs+1
+ ‖xa(s+1)−1− xˆsma(s+1)−1(xT−N)‖2Γsma(s+1)−1 (17)
where Msi ,r
s
i are given by the recursions in (15), (16). Con-
sequently, the MW-MHE problem (13) becomes:
ĴmwT = min
ζ
FCs({xk}bsas)+
UC(−)s (xbs+1,xa(s+1)−1)+SC({xk}TT−N) (18)
s.t. Ecxk+1 ≤ Acxk +dc, k ∈ {[as,bs]∪T TT−N}
where
ζ =
{
{xk}bs+1as−1,{xk}Ta(s+1)−1
}
.
This is a convenient form since the intermediate uncon-
strained states xbs+2, · · · ,xa(s+1)−2 are eliminated from the
objective function (13) at the expense of simple recursive
calculations for finding Msi , r
s
i given by (15), (16). Excluding
the cost for calculating Γsmk , an efficient interior point method
implementation that exploits structure for solving (18) will
have an approximate complexity of ∼ O((T −N +1)n3)+
O((bs− as + 3)n3) per Newton iteration. Hence, when the
intermediate interval [bs+1,a(s+1)−1] is large and assumed
to be a region where no constraints are active then significant
complexity reductions for long horizon estimation problems
can be achieved. The extra calculations involved for find-
ing Γsmk per iteration are of order ∼O(n3) that can be made
efficient using square root factors. [10]
4.2 MW-MHE Algorithm
Based on the MW-MHE approximation, a general algorithm
can be synthesized that can handle multiple fixed and uncon-
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Start
1) Solve (4) up to time T = N given x¯0,P0
2) Find xˆ(+)T−N,P
(−)
T−N using (8) with xˆ
(+)
0 = x¯0, P
(+)
0 = P0
3) Set New window flag “on”, FC =UC = 0, smin = 1, S = 0, a1 = b1 = 0
4) Extract xˆmwT |T and xˆ
mw
T−N|T from ζˆ , Update A (T −N) (20)
Initialization
1
A (T −N) =
{ /0}?
Is S≥ smin and
T > bsmin +NFC +1?
1) Set T = T +1,
2) Reconstruct FCi,UC
(−)
i for s = smin, · · · ,S−1 from memory
3) Calculate and store xˆ(+)T−N, P
(−)
T−N using xˆ
(+)
T−N−1,P
(−)
T−N−1 (8)
4) Construct Z¯mhT−N(xT−N) (9) and SC({xk}TT−N) (12)
5) Solve (19); Extract xˆmwT |T and xˆ
mw
T−N|T ; Update A (T −N) (20)
Solve All Windows
1) Set New Window flag “on”, a(S+1)= T−N,cS = a(S+1)−bS
2) If S≥ smin
(a) Calculate & store MScS and r
S
cS−1 (15), (16)
(b) Construct xˆsma(S+1)(xT−N) and xˆ
sm
bS+1
(xa(S+1)−1) (12),(14)
(c) Construct UC(−)S (17)
Detach First Window and Grow UC(−)S
1) Elliminate FCsmin,UCsmin
2) Clear memory {xˆ(+)k ,P(+)k ,Γsmk , k ≤ bsmin}
3) Clear memory {Msmini ,rsmini }, i = 1, · · · ,csmin
4) smin← smin+1
Elliminate Last Window
1
Is new
Window flag
On?
1) S← S+1, aS = T −N, bS = T −N−1
2) Set New Window flag “off”
3) UC(−)S = 0, M
S
1 = I, and
rS1 = xˆ
(+)
bS+1
−ΓsmbS+1AT Q−1(Axˆ
(+)
bS+1
+BubS+1)
Form New Window
1) bS← bS+1
2) Calculate & store ΓsmbS using P
(+)
bS
(12)
3) Construct xˆsmbS (xbS+1) using xˆ
(+)
bS
(12)
4) Construct FCS using {xˆsmk (xk+1),Γsmk }
for k = aS, · · · ,bS (21)
Grow Window
yesno
yes
no
yes
no
Fig. 4. Multiple Window Moving Horizon Estimation Aglorithm
strained windows. This is the basis of the new MW-MHE
algorithm that is depicted in the flowchart given in Figure
4. An explanation of the algorithm will proceed.
Starting at time T = 1, for the first N iterations, we solve
the full information estimator problem given in (4). At each
subsequent time; i.e. T > N, the following MW-MHE min-
imization problem is solved:
min
ζ
s
∑
s=smin
(
FCs({xk}bsas)+UC
(−)
s (xbs+1,xa(s+1)−1)
)
+SC({xk}TT−N) (19)
s.t. Ecxk+1 ≤ Acxk +dc, k ∈ {{[as,bs]}Ssmin ∪T TT−N},
where
ζ =
{
{xk}bs+1as , xa(s+1)−1, {xk}TT−N
}
.
Note that the number of fixed cost windows is indexed
by s; s = smin is the index of the first fixed cost window
(farthest in time), s = S is the index of the last fixed cost
window (nearest in time). For each fixed cost window s,
the time when constraints first became active after exiting
the sliding window is recorded in as and the subsequent
time when constraints first became inactive (after being ac-
tive) is recorded in bs. Consequently, FCs({xk}bsas) is the sth
fixed cost window associated with the interval [as,bs] and
UC(−)s (xbs+1,xa(s+1)−1) is the sth unconstrained cost window
associated with the interval [bs+1,a(s+1)−1]. Note that the
first term in FCsmin({xk}b
smin
asmin ) corresponds to the arrival cost
of the unconstrained minimization upto time asmin −1. The
filtered estimate xˆmwT |T and the smooth estimate xˆ
mw
T−N|T are
extracted from the minimizer of (19) ζˆ after every minimiza-
tion. At each iteration, the index set of active constraints
A (T −N) is found as follows:
A (T −N) := {l : E lcxˆmwT−N|T = AlcxˆsmT−N−1|T +dlc} (20)
where E lc,A
l
c,d
l
c correspond to the lth row of Ec,Ac,dc re-
spectively and xˆsmT−N−1|T is the corresponding unconstrained
smooth estimate found from (12) with xT−N = xˆmwT−N|T . The
active constraint set can be deduced, for example, using the
dual variables in primal-dual interior point solvers. Begin-
ning with time T = N, if the active constraint set A (T −N)
is empty, then no fixed cost or unconstrained cost windows
are formed and normal moving horizon estimation proceeds
by minimizing SC({xk}TT−N). If, however, the active set
A (T −N) is non-empty, then a new fixed cost window, in-
dexed by i = S is constructed by setting as = bs = T −N.
The index bs is incremented if the active set A (T −N) con-
tinues to be non-empty after subsequent minimizations. At
the same time FCs({xk}bsas) is constructed as follows:
FCs({xk}bsas) =
bs
∑
k=as
‖xk− xˆsmk (xk+1)‖2Γsmk (21)
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At the first point in time when A (T −N) becomes empty
(after being non-empty), the fixed cost window is ”detached”
in that no further elements are added and an unconstrained
fixed cost window is constructed by recording a(s+1) = T −
N and setting a ”New Window” flag to ”on”. The timer
a(s+1) is incremented until A (T −N) becomes non-empty
again (after being empty). At the same time the recursions
for expressing xˆsmbs+1(xbs+2) in terms of xˆ
sm
a(s+1)−1(xT−N) are
updated using (15), (16) to construct UC(−)s (xbs+1,xa(s+1)−1)
according to (17).
At any point in time there will be S−smin+1 fixed cost win-
dows and S− smin +1 unconstrained cost windows that are
retrieved from memory to construct the objective function
(19). This objective is minimized subject to the inequality
constraints (10) within the time interval specified by the time
indices as,bs and within the sliding window interval [T −
N,T ]. If at any time the condition T > bsmin +N+NFC +1
is satisfied, where NFC is a tuning parameter to be defined
later, then both the fixed cost window and the unconstrained
cost window furthest in time, indexed by smin, are eliminated
from the minimization problem (19) and the new objective
is constructed accordingly for the next minimization.
Using this algorithm, a significant reduction in problem size
complexity for long horizon length estimation problems is
possible with guaranteed stability and with less numerical
errors. Moreover, if the assumption of inactive constraints
within the unconstrained regions is satisfied, then the perfor-
mance of the estimator will approach that of the FIE given
by solving (4). This will be demonstrated in the next section
with an example.
4.3 Horizon Length Selection
The new MW-MHE algorithm promotes selecting horizon
lengths based on the sensitivity between remote states in
time rather than based on implementation restrictions. This
new criteria for selecting the horizon length will now be de-
veloped. The magnitude of coupling between terminal states
xbs+1 and xa(s+1)−1, can be inferred from the first cost term
in (17) via the following matrix norm:
‖(Γsmbs+1)−1Mscs‖i2 (22)
where ‖ ·‖i2 corresponds to the matrix induced 2-norm. We
establish the following stability theorem.
Theorem 7 Given that the system (1),(2) is detectable and
stabalizable [25], then:
‖(Γsmbs+1)−1Mscs‖i2→ 0 as cs, bs→ ∞ (23)
PROOF. See Appendix C for proof of this theorem and Ap-
pendix B for definitions of detectability and stabalizability.
This theorem implies that the wider the gap in time be-
tween the terminal states xbs+1 and xa(s+1)−1, the less sensi-
tive their values become to each other. Using this measure
of dependency, we define a maximum lag tuning parameter
NFC, which corresponds to the maximum number of sliding
window minimization steps required before dropping the in-
equality constraints within the time interval k ∈ [as,bs] that
is selected based on the following criteria:
‖(Γsmbs+1)−1MsNFC‖i2 ≤U (24)
where U is a specified upper bound on the magnitude of
acceptable coupling between remote states selected by the
user. Consequently, referring again to Figure 3 when T >
bs +NFC +N + 1, the inequality constraints within the in-
terval k ∈ [as,bs] can be safely dropped based on the spec-
ified maximum sensitivity between the remote states xbs+1
and xa(s+1)−1. Upon satisfying this condition and dropping
the inequality constraints, the arrival cost approximation at
time k = T −N will be embedded in SC({xk}TT−N) given by
Z¯mhT−N(xT−N), which is the unconstrained arrival cost term
used in normal MHE (Algorithm I). A fixed value of NFC
can be selected based on the steady state value of Γsmk which
corresponds to the solution of the algebraic Riccati equation
(C.1) shown in Appendix C.
Remark 8 The stability proof for MW-MHE follows the sta-
bility proof for MHE given in Appendix B since the reformu-
lation (11) was used in showing convergence and stability
of the MHE estimator. It can be also argued that the MW-
MHE is essentially dropping inequality constraints from the
normal MHE which has no destabilizing effect since the un-
constrained MHE is essentially the descriptor Kalman filter
that is stable under detectability and stabilizability assump-
tions as given in [25].
Remark 9 The basis for dropping inequality constraints in
the MW-MHE is the assumption that if the state exits the
sliding window with no constraints active, then the uncon-
strained solution given by (12) will not violate any con-
straints in future minimizations. This hypothesis can be ver-
ified, if desired, using the smooth recursions given in (12).
Another improvement to the technique is to impose only the
inequality constraints identified by the active set A (T −N)
and to drop the inequalities once the state becomes inactive
after smoothing. Nevertheless, it was observed in simulation
that these added improvements have less significance than
dropping inequalities for the inactive states once exiting the
sliding window.
5 Example
To illustrate the performance of the MW-MHE algorithm,
the numerical example of the electromechanical actuator
with an unknown input presented in [8] will be used with
additional inequality constraints on the unknown input. The
state variables are the motor shaft velocity ωm, the elastic
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torque δθ and the load shaft velocity ωc, while the con-
trol input is the stator current ie. The unknown disturbance
d is due to coulomb friction and load disturbances with
known lower and upper limits given as dl =−35 and du = 35
respectively. The objective is to estimate the state vector
xk = [ωm,ωc,δθ ]T and the unknown input d using mov-
ing horizon estimation. For details of the model equations,
model parameters and estimator parameters the reader is re-
ferred to [8].
The descriptor model was simulated using randomly gen-
erated disturbance sequences of zero mean and variance 1.
The value of d was varied in steps as shown in the lower part
of Figure 5. Additive white Gaussian noise was then added
to the output measurements obtained from simulation with
zero mean and variance of 0.1.
We first implemented the full information estimator (FIE)
given by (4) in Section 2. Second, the normal moving hori-
zon estimator (MHE) given by Algorithm I was implemented
with different horizon lengths N. Third, the multiple window
moving horizon estimator (MW-MHE) was implemented
with a horizon length of N = 1 and different values for the
time lag parameter NFC. The result of these experiments are
shown in Table 5.
Table 5 shows the comparison in terms of total mean square
error performance for all the four state estimates combined.
The amount of reduction in computation time that was
achieved using MW-MHE compared to MHE is also shown
as a percentage. Finally, the associated magnitude of cou-
pling between distant states using equation (22) was found
for each value of NFC.
The results indicate that the full information estimator gives
a lower bound on mean square error performance of 120.
Also, the mean square error values for both the MHE and
MW-MHE almost match for the horizon lengths selected as
expected, but deviate with long horizons in favour for the
MW-MHE algorithm. This can be attributed to less numeri-
cal errors, which is expected since the optimization problems
are smaller in size. Also, from Table 5, we notice that as
the horizon length increases both MHE and MW-MHE give
lower mean square error values and approaches the m.s.e
value for FIE. The reduction in computation time achieved
by the MW-MHE ranges from 17%−56% with more reduc-
tion at longer horizons. The last column in Table 5 shows
that the magnitude of coupling between distant states de-
creases with increasing values of NFC as predicted in this
study. Figure 5 shows one of the estimation results for ωm
and d for comparison.
6 Conclusion
A new strategy for moving horizon estimation for general
linear descriptor systems that enables long horizons with re-
duced computation compared to traditional techniques was
developed. A method for selecting the horizon length based
Fig. 5. Results for estimating x1 = ωm (top) and d (bottom) with
N = 30 and NFC = 29
on a condition number of a matrix that couples remote states
was also developed. Computational efficiency was achieved
by exploiting constrained inactivity and numerical errors
were reduced by using a short sliding window objective.
Moreover, our analysis was generalized for descriptor sys-
tems that admits estimation using differential algebraic mod-
els and problems involving unknown inputs. Estimator sta-
bility was proven using the arrival cost for unconstrained es-
timation. The example presented show the advantages using
this new strategy in reducing computational requirements
and numerical errors associated with long horizon estima-
tion.
Extension to non-linear moving horizon estimation will not
include simple recursions as in the linear case. However,
intelligent management of the inequality constraints can be
achieved using similar techniques to the ones presented in
this paper. This and other problems involving `1 and Huber
penalties will be subjects for future studies.
Acknowledgements
This work was partially supported by the Saudi Arabian
Ministry of Higher Eduction.
9
FULL (mse) MHE (mse) N MW-MHE(mse) (N,NFC) time reduction % ‖(Γsm1 )−1MsNFC‖2
120.1 319.9 5 318.8 (1,4) -17 % 0.2872
120.1 215.6 10 213.0 (1,9) -34 % 0.281
120.1 177.8 15 173.7 (1,14) -42 % 0.27
120.1 155.6 20 150.5 (1,19) -48 % 0.254
120.1 132.0 30 125.0 (1,29) -56 % 0.215
Table 1
Performance Comparison between FIE, MHE and MW-MHE for the Electromechanical Actuator Example
A Descriptor MHE Arrival Cost Calculation
The following lemma will be used in finding the arrival cost
for descriptor MHE.
Lemma 10 [1] Assuming the matrices P and S are symmet-
ric positive definite, the following are identities:
‖x− z‖2P+‖y−Mx‖2s = ‖x− xˆ1‖2Γ1 +‖y−Mz‖2Σ (A.1)
‖Ex− z‖2P+‖y−Mx‖2s = ‖x− xˆ2‖2Γ2 +‖Exˆ2− z‖2P
+‖y−Mxˆ2‖2s (A.2)
where,
Σ= MPMT +S
Γ1 = (P−1+MT S−1M)−1 Γ2 = (ET P−1E +MT S−1M)−1
xˆ1 = z+Γ1MT S−1(y−Mz) xˆ2 = Γ2(ET P−1z+MT S−1y)
PROOF. See appendix section of [1].
Proof of Theorem (3)
The objective function (4) at time k = 1 is given by:
J1(x1) = (
Measurement Update 1︷ ︸︸ ︷
‖Ex1−Axˆ(+)0 −Bu0‖2P(−)0 +‖y1−Hx1‖
2
R) (A.3)
Using equation (A.2), the following substitutions can be
made: x ← x1, z ← Axˆ(+)0 + Bu0 = z0, P ← P(−)0 , y ←
y1, M←H, S← R, xˆ2← xˆ(+)1 and Γ← P(+)1 . Consequently,
(A.3) can be written as:
J1(x1) = ‖x1− xˆ(+)1 ‖2P(+)1 + Ĵ1
where
P(+)1 = (E
T (P(−)0 )
−1E +HT R−1H)−1
xˆ(+)1 = P
(+)
1 (E
T (P(−)0 )
−1z0+HT R−1y1)
Ĵ1 = ‖y1−Hxˆ(+)1 ‖2R+‖Exˆ(+)1 −Axˆ(+)0 −Bu0‖2P(−)0
Similar reformulations can be used during any subsequent
measurement updates. The matrix P(+)1 is symmetric positive
definite; i.e.
xT [ET HT ]
[
(P(−)0 )
−1 0
0 R−1
][
E
H
]
x> 0 ∀x 6= 0 (A.4)
because [ET HT ]T is full column rank and P0 and R are both
symmetric positive definite by assumption.
The objective (4) at time k = 1 with a time update can be
written as:
(
Time Update 1︷ ︸︸ ︷
‖x1− xˆ(+)1 ‖2P(+)1 +‖Ex2−Ax1−Bu1‖
2
Q)+ Ĵ1 (A.5)
Since P(+)1 and Q are both symmetric positive definite, iden-
tity (A.1) can be used to reformulate the objective. After
making the appropriate substitutions into (A.1), (A.5) will
become:
(‖x1− xˆsm1 (x2)‖2Γsm1 +‖Ex2−Axˆ
(+)
1 −Bu1‖2P(−)1 + Ĵ1) (A.6)
P(−)1 = AP
(+)
1 A
T +Q
Γsm1 = ((P
(+)
1 )
−1+AT Q−1A)−1
xˆsm1 (x2) = xˆ
(+)
1 +Γ
sm
1 A
T Q−1(Ex2−Axˆ(+)1 −Bu1) (A.7)
Notice, that xˆsm1 depends on x2 and hence provides a
smoothed like estimate when constraints (3) are not taken
into account. Note also that both P(−)1 and Γ
sm
1 are both
symmetric positive definite since P(+)1 and Q are symmetric
positive definite.
Now the arrival cost term at time k = 1 can be obtained by
minimizing (A.6) over x1. This can be achieved by selecting
x1 to be equal to (A.7) to obtain the following:
J−2 (x2) =‖Ex2− z1‖2P(−)1 + Ĵ1 (A.8)
where, z1 := Axˆ
(+)
1 −Bu1. By induction, subsequent mea-
surement and time updates for k = 2, · · · ,T − 1 will result
in the arrival cost given by (7).
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B Proof of Theorem 4
The necessary detectability and stabilizability assumptions
are first presented, followed by a formal definition of ob-
server asymptotic stability.
Assumption 11 Detectability:[25]
System (1), (2) is called detectable if:
rank(
[
µE−φA
H
]
) = n
for all complex pairs (µ,φ) 6= (0,0) such that |µ| ≥ |φ |.
Assumption 12 Stabilizability:[25]
System (1) is called stabilizable if:
rank(
[
µE−φA Q 0
µH 0 R
]
) = n1+m
for almost all complex pairs (µ,φ) 6= (0,0) and |µ| ≥ |φ |.
Note, verifying detectability and stabilizability using the
above conditions is difficult in practice. The alternative is to
use Kalman decomposition of descriptor systems [5],[2].
Definition 13 Observer Asymptotic Stability[27]:
The Moving Horizon estimator (5), which results in finding
the estimates xˆmh1 , · · · , xˆmhT , is an asymptotically stable ob-
server for the system:
Exk+1 =Axk +Buk (B.1)
yk+1 =Hxk+1 (B.2)
if for any ε > 0, there corresponds a δ > 0 and a positive
integer T˜ such that if ‖Ex1−Axˆ(+)0 −Bu0‖ ≤ δ then ‖xˆmhT −
x∗T‖ ≤ ε ∀T ≥ T˜ . Furthermore, xˆmhT → x∗T as T → ∞, where
x∗T are the true values of the state found by solving (B.1).
Proof of Theorem 4
The presented proof is analogous to the proofs presented
in [27] and in [29] for state space systems and is extended
to descriptor systems. We first make reference to stability
results of the descriptor Kalman filter given in [25]. We then
find the limiting value of the arrival cost (9) based on Kalman
filter convergence which allows us to find an upper bound
for the moving horizon cost sequence {ĴmheT }. The limiting
values of the moving horizon estimates xˆmhT are then sought
followed by application of Definition 13.
Theorem 14 [25]
Suppose that (1)-(2) is both detectable and stabilizable, then
for any initial condition P(+)0 > 0, the recursion for P
(+)
k
converges exponentially fast to P(+)∞ which is the unique
positive semi-definite solution of the algebraic descriptor
Riccati equation:
P(+)∞ =(E
T (AP(+)∞ A
T +Q)−1E +HT R−1H)−1 (B.3)
Furthermore, the steady state Kalman filter given by:
xˆ(+)k+1 =LAxˆ
(+)
k +LBuk +Kyk+1 (B.4)
L =P(+)∞ E
T (P(−)∞ )
−1, K = P(+)∞ H
T R−1
P(−)∞ =AP
(+)
∞ A
T +Q
is stable.
PROOF. See Theorem 4.3 of [25] for proof of the general
case when R ≥ 0 and when both wk and vk are possibly
correlated. Our less general case follows by setting R> 0 and
S= 0 in the same proof. Note that (B.3) can be expressed as:
P(+)∞ =(LA)P
(+)
∞ (LA)
T +
(
L K
)(Q 0
0 R
)(
LT
KT
)
which is consistent with equation (4.35) in [25].
Corollary 15 The Kalman filter recursion (B.4) converges
to the true value of the state x∗k when wk = vk = 0.
PROOF. As shown in [25], the error dynamics can be ex-
pressed as:
x˜k+1 =LAx˜k +Lwk−Kvk (B.5)
where, x˜k = xk− xˆ(+)k . Since LA is stable from Theorem 4.3
of [25], then x˜k→ 0 as k→∞when wk = vk = 0 and therefore
xˆ(+)k → x∗k
Lemma 16
lim
T→∞
Z¯mhT−N(x
∗
T−N) = 0 (B.6)
PROOF. This follows from Corollary 15 since xˆ(+)T−N−1→
x∗T−N−1 and P
(−)
T−N−1→ P(−)∞ as T → ∞, then:
lim
T→∞
Z¯mhT−N(x
∗
T−N) =
lim
T→∞
‖Ex∗T−N−Axˆ(+)T−N−1−BuT−N−1‖2P(−)T−N−1 = 0
Lemma 17 Let ĴmheT given by (5), then ĴmhT ≤ Z¯mhT−N(x∗T−N)
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PROOF. Since the true state sequence x∗k is feasible, then:
ĴmhT ≤ JmhT ({x∗k}TT−N). But since Ex∗k+1−Ax∗k−Buk = 0 and
yk−Hx∗k = 0 (assuming wk = vk = 0) then JmhT ({x∗k}TT−N) =
Z¯mhT−N(x
∗
T−N) and the result follows.
Reformulating the moving horizon optimal cost using (11)
it can be shown that:
ĴmhT =
T−1
∑
k=T−N
‖xˆmhk − xˆsmk (xk+1)‖2Γsmk +‖xˆ
mh
T − xˆ(+)T ‖2P(+)T
(B.7)
From lemma (17) and corollary (16) we can write:
lim
T→∞
ĴmhT ≤ limT→∞ Z¯
mh
T−N(xˆ
∗
T−N) = 0
Hence from (B.7) and the above inequality, we can conclude
that ‖xˆmhT − xˆ(+)T ‖2P(+)T
→ 0 as T → ∞. Furthermore, since,
P(+)k → P(+)∞ > 0 then xˆmhT → xˆ(+)T and consequently xˆmhT →
x∗T as T → ∞.
Applying the observer asymptotic stability definition 13: we
assume that the initial term ‖Ex1−Axˆ(+)0 −BuT‖≤ δ , where
xˆ(+)0 ∈ X, then ĴmhT ≤ δ 2. Consequently, from the conver-
gence result above we can find an ε such that ‖xˆmhT −xT‖≤ ε
for all T ≥ T˜ . Furthermore, since xˆmhT → x∗T as T → ∞ then
the MHE is an asymptotically stable observer.
C Proof of Theorem (7)
Assuming the system is detectable and stabilizable, then the
sequence Γsmk will converge to the finite positive definite so-
lution corresponding to the solution of the algebraic Riccati
equation (B.3):
Γsm∞ =((P
(+)
∞ )
−1+AT Q−1A)−1 (C.1)
In other words, as bs,a(s+1)−1→∞, where a(s+1)−1≥ bs,
and: ‖(Γsmbs+1)−1Mcs‖2 → ‖(Γsm∞ )−1(Γsm∞ AT Q−1E)cs‖2.
Hence, the stability of the matrix Γsm∞ AT Q−1E is sufficient
for the convergence of (23) to zero. Let M := Γsm∞ AT Q−1E,
we can rewrite M as follows:
M =((P(+)∞ )
−1+AT Q−1A)−1AT Q−1E
=((P(+)∞ −P(+)∞ AT (Q+AP(+)∞ AT )−1AP(+)∞ )AT Q−1E
=P(+)∞ A
T Q−1E−P(+)∞ AT (P(−)∞ )−1AP(+)∞ AT Q−1E
=P(+)∞ A
T (I− (P(−)∞ )−1AP(+)∞ AT )Q−1E
=P(+)∞ A
T ((P(−)∞ )
−1(P(−)∞ )− (P(−)∞ )−1AP(+)∞ AT )Q−1E
=P(+)∞ A
T (P(−)∞ )
−1E
We may now rewrite P(+)∞ in terms of M as follows:
(P(+)∞ )
−1 =ET (P(−)∞ )
−1E +HT R−1H
=ET (P(−)∞ )
−1(P(−)∞ )(P
(−)
∞ )
−1E +HT R−1H
=ET (P(−)∞ )
−1AP(+)∞ A
T (P(−)∞ )
−1E
+ET (P(−)∞ )
−1Q(P(−)∞ )
−1E +HT R−1H
=MT (P(+)∞ )
−1M+ Q¯ (C.2)
where, Q¯ =ET (P(−)∞ )
−1Q(P(−)∞ )
−1E +HT R−1H
Since (P(−)∞ )−1 > 0 and R−1 > 0 then Q¯ > 0. Furthermore,
since (P(+)∞ )−1 > 0 then by Lyaponov, (C.2) implies that M
is stable. Hence, the matrix norm sequence (22) converges
to zero with increasing value of the time gap cs and since:
‖(Γsm∞ )−1(Γsm∞ AT Q−1E)a(s+1)−1‖2
≤ ‖(Γsm∞ )−1‖2.‖(Γsm∞ AT Q−1E)a(s+1)−1‖2
and Γsm∞ < ∞ the result follows.
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