On the classification of singular and nonsingular extremals for the Pontryagin maximum principle  by Dunn, Joseph C
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 17, l-36 (1967) 
On the Classification of Singular and Nonsingular Extremals 
for the Pontryagin Maximum Principle 
JOSEPH C. DUNN] 
Systems Research Section, Giwmnum Aircraft Engineering Corporation 
Bethpage, New York 
Submitted by Rickmd Bellman 
The impetus for the present work came partially from one of Kalman’s 
lectures on the theory of optimal control and the calculus of variations, dating 
back to 1960 [I]. Part of this lecture dealt with the connection between the 
Bellman-Hamilton- Jacobi partial differential equation and the Pontryagin 
maximum principle; more specifically, Kalman described circumstances 
under which one could identify the characteristic curves of the B-H-J 
equation with extremal trajectories satisfying the requirements of the 
maximum principle. In the process of establishing this result, it was necessary 
to relate certain partial derivatives of the pseudo-Hamiltonian function, H, 
to the corresponding partial derivatives of the maximized (or minimized) 
pseudo-Hamiltonian Ho, since the Pontryagin maximum principle is phrased 
in terms of the former, whereas the canonical characteristic differential 
equations are stated in terms of the latter. 
But Kalman was able to establish the desired relationship only under 
several rather restrictive smoothness assumptions on the equations of state, 
on the boundary of the set of admissible control inputs, etc. As it turns out, 
however, one can deduce an even stronger result under the hypotheses 
usually invoked in the proof of the maximum principle [2], hypotheses which 
are considerably weaker than those employed by Kalman. Of still greater 
interest is the fact that this strengthened result also has a valid converse for 
processes having compact admissible control input sets, a requirement 
which is often satisfied in practice. 
Thus, under the compactness assumption, one is able to show that the 
canonical characteristic differential equations exist on a region, R, if and only 
if the extremals of the maximum principle are described in R by an unique 
system of differential equations. Furthermore, if this unique system of 
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differential equations exists, it necessarily coincides with the canonical 
characteristic equations. This theorem constitutes the fundamental result of 
the present paper; it can be put to good use in the following directions. 
To begin with, it is probably well known that the extremal trajectories 
of the maximum principle (i.e., state-costate trajectory pairs satisfying the 
conditions of Pontryagin’s theorem) can be identified with the solutions of 
a collection of systems of ordinary differential equations analogous to the 
Euler-Hamilton equations, following an elimination of the control input 
variables, u, via the max H operation. In general, the members of this 
collection are distinct on certain regions of the state-costate-time domain, 
and indistinguishable elsewhere (e.g., a multiplicity of distinct systems may, 
but need not, occur in places where H exhibits multiple maxima with respect 
to the admissible control input variables). In any case, extremals which happen 
to lie substantially within regions of the first kind noted above, frequently 
present quite severe computational and theoretical difficulties. On this 
account, it would seem that most authors are inclined to describe these 
objects as “singular” extremals, although a carefully expressed, general 
definition of this term does not appear to exist at this rudimentary level in 
the contemporary literature. However, in view of the above-mentioned 
extension of Kalman’s result, it is possible to construct such a definition, 
together with a straightforward method of characterizing the singular 
extremal in terms of the (Lebesgue) measure of the subset of its points at 
which the maximized pseudo-Hamiltonian, Ho, fails to have a derivative 
(i.e., at which the canonical characteristic differential equations fail to exist). 
It is also possible to establish a close relationship between the proposed 
general definition of singularity and a widely accepted specialized definition 
devised by Haynes and Hermes [3] for the special case where control variables 
enter linearly into the equations of state. Moreover, where differences do 
arise between the two definitions, one can show an advantage of the former 
over the latter. 
At the end of the spectrum opposite from singularity, there are other 
extremals that have the desirable property of lying entirely within neigh- 
borhoods, N, of the state-costate-time domain throughout which the systems 
of (extremal) differential equations are not distinct, i.e., the extremals within 
N are characterized by an unique system of differential equations. In the 
light of our previous claim, all such extremals are embedded in the solutions 
of the characteristic equations. This will permit us to infer a number of 
additional properties reminiscent of the nonsingular extremal arc found in 
the classical calculus of variations. For this reason, we shall borrow the 
classical term to describe the class of extremals outlined above. 
It is curious that little or not attention has been given to the notion of 
a nonsingular extremal in modern discourses OR optimal control theory. 
SINGULAR AND NONSINGULAR EXTREMALS 3 
We say it is curious because our results will indicate that the only extremals 
generally susceptible of treatment from both the theoretical and computational 
standpoints would seem to belong in this subclass (an analogous situation 
prevails in the classical calculus of variations). In this connection, we 
should emphasize at the outset that nonsingularity, whether understood in 
the present sense or in the classical sense, (i.e., when circumstances permit 
an application of the classical test for nonsingularity in the nonclassical 
control theoretic setting), is not the logical negation of singularity. In other 
nerds, there will exist extremals that are neither singular nor nonsingular. 
The failure of the contemporary literature to make a distinction between 
nonsingular and “not singular” extremals tends to leave one with the incorrect 
impression that only the singular extremal is intransigent; this last observation 
is significant in that it adds to the case against the so-called “indirect” method 
of synthesizing optimal control solutions. In any event, the extension of 
Kalman’s result will permit us to sketch a fairly complete picture of the 
nonsingular extremal. 
We conclude our introductory remarks with a brief outline of the work 
to follow. The main body of the text is divided into three major parts, each 
dealing with a different aspect of the subjects touched upon above: Part 1 
establishes three basic lemmas which provide the generalization of Kalman’s 
result, together with several other essential mathematical conclusions. 
Since these lemmas are not dependent upon the peculiar structure of the 
pseudo-Hamiltonian, H, (i.e., linearity in the co-state variables), they are 
formulated in general terms in order to facilitate their proofs. 
Part 2 begins with a brief review of the basic terminology and pertinent 
theorems of control theory, as required. Particular care is exercised in 
constructing the systems of differential equations whose solutions coincide 
with the extremals of the maximum principle. The totality of extremals is 
then partitioned into three disjoint subcategories, along the lines indicated 
above. Considerable effort is expended on the development of the properties 
of first category, or nonsingular, extremals, e.g., we will establish an existence 
theorem for nonsingular extremals, an embedding theorem, a theorem about 
the impossibility of corners on nonsingular extremals, and, finally, a theorem 
linking the classical and nonclassical notions of nonsingularity. Following this, 
attention is focused on the third category, or singular extremal, mainly with 
a view toward establishing the relationship between the general definition of 
singularity proposed here and the specialized definition of Haynes and 
Hermes. 
Part 3 brings the discussion to a close with several general, intuitive 
observations on the computational problems encountered when one attempts 





Let y E P, z E ET, and let g(., a)” denote a function from Em x ET into El. 
Furthermore, let 2 denote an arbitrary nonempty subset of E’ and let the 
operation 
sz;gdY, 1 (1) 
define a function 
go(*) = y(-9 4 (2) 
from Em into the extended real line (-co, 031. Thus, for each fixed value of 
YE-@, and every value of z E Z, 
AYY 4 G P(Y)- (3) 
At each point y E Em, the operation (1) also induces a subset 8(y) C Z 
consisting of all those elements of Z for which the function g(y, *) attains 
its maximum value on the set Z, i.e., 
@(Y) = (2 I 2 E z, dY9 4 = $(YN* (4) 
In the absence of further restrictions on the set U and the function g(*, s), 
it may happen that O(y) is empty. This will occur if the function g(y, *) 
does not have a maximum value on 2. On the other hand, 8(y) may contain 
many elements. In any event, when O(y) is not empty, the following lemma 
is nontrivial. 
LEMMA 1. Let y E Em, let 1 E En”, let h denote an arbitrary real number 
da&ent from zero, and let h * l denote multiplication of the oector I by the real 
scalar h. Suppose that the directional derivative 
exists at y for each z E 8(y). Furthermore, suppose that 
also exists at y. Then, 
QAYJ 4 = %?c.Yh v2 E Q(y). (7) 
*To avoid confusion, we will henceforth employ the notation f(a), or sometimes 
Simply& to distinguish between a function f(.) and its value f(x) at x, also the symbol 
E” will always stand for the r dimensional real Euclidean vector space. 
SINGULAR AND NONSINGULAR EXTRFMALS 5 
PROOF. By hypothesis, the following limit exists for all x E 8(y): 
But, by definition [cf. Eq. (3)], 
hence 
$(y + h - 0 - g(y + h - 4 4 2 0, Vzi E @(Y), (9) 
!‘s 
gob + h - 4 - dy + h * z, 4 > o 
h I , vx E WY), (10) - 
whereas 
lim $(y+h-z)-Ay+h*z~2) <o 
h-ro- h , 
VZE 6(y). (11) 
Since these two limits are necessarily equal for each 2 E 8(y), one concludes 
that 
WYY) - DzdYs 4 = 0 (12) 
Q.E.D. 
If the function g(*, *) is now required to satisfy certain additional smooth- 
ness assumptions and if 2 is a closed and bounded (i.e., compact) subset of Er, 
then the converse of Lemma 1 is also true, viz, 
LEMMA 2. Suppose that: 
(i) g(*, a) is continuous on E” X 2. 
(ii) For some fixed Z E E m, D&s, a) exists and is continuous on Em x Z. 
(iii) Z is a compact subset of ET. 
Furthermore, suppose there exists a real number v(y) such that at the point 
YEE~, 
JMY, 4 = T(Y), v2 E O(y). (13) 
Then, D&(y) also exists at y and 
Q?(Y) = dY’)* (14) 
PROOF. The proof is somewhat involved and is best accomplished in 
three stages. First, we will show that there exists a nonempty class, V(E*), 
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consisting of all the functions, c(e), which map Em into Z and which satisfy 
the condition 
g(-, 4*)) = $(*I* (15) 
In other words, if c(m) E %‘(E”), then c(y) E O(y) for all y E Em. Conversely, 
if z E O(y), then there is some c(a) E V(P), such that z = c(y). Next, we 
will show that hypotheses (i) through (iii) and condition (13) imply that, 
lb $(Y + h - 0 -dY, C(Y + h .4) 
A-10 h = D&y, z) = v(y), Vc(-) E q(E”). (16) 
Finally, we will prove that (16) implies (14). 
First of all we must recall that a continuous function attains its maximum 
value on a compact set, hence, for all y E Em, O(y) is nonempty hypotheses 
(i) and (iii)]. By definition, 
g(E”) = {c(e) 1 c(e) : Em + Z, and c(y) E O(y), Vy E Em}, (17) 
Therefore, ‘i4(Em) is nonempty. 
If we suppose that (16) is not valid for some c*(a) E V(P), then there 
exists a positive real number E and a sequence of real numbers, h, , different 
from zero such that: 
lim h,, = 0, n+m 
$(Y + 4 * 0 - g(y, C*(Y + hn .4) 
h 
- T(Y) 1 > E; Vn, (18) 
liz c*(y + h,, - 1) = 5, 5 E 2. 
The existence of {h,} follows at once from the assumption that (16) is false, 
and the fact that 2 is compact. 
Furthermore, for each n, there is a corresponding real number an , 
0 < 01~ < 1, such that 
$(Y + hn * 0 - g(y, C*(Y + h, - 9 
4, 
=&+h,Ac*(y+hn * 0) - dy, C*(Y + k * 0) 
h, 
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(Mean Value Theorem for derivatives). Therefore, we must have 
lim$(Y+h~‘z)-~c*(Y+h,~z)) 
n-K0 Ta 
= ~,m,D,g(y + OL, - (hn * 0, c*(Y + ha * I)) 
= Dz‘dY, t-1 z 11(Y) = D&Y, c*(Y)>> (20) 
in view of (18, (a)-(c) hypothesis (ii)), and the boundedness of {s}. We 
must also conclude that 
5 # c*(Y). (21) 
But 
Therefore, 
g(y, 4 f g(y, 0, vz E z (24 
on account of conditions (18, (a)-(c) and hypothesis (i)). It follows from (18c.) 
and (22) that 
5 E WY), and Dz.d~, 5) f ‘I(Y), (23) 
which contradicts (13) and establishes the validity of (16). We must now 
prove that (16) implies (14). 
Observe that 
$(Y+h.z)-g(Y,c(Y+h.z)) 
2 $(Y + h * 4 - go(y) 3 g(y + h a I, c(y)) -go(y); Vc(-) E %(z@). 
(24) 
Therefore, in view of (16) 
WY, C(Y)) 3 lim $(Y + h * 0 - “(r) 
h-O+ h > Ddy, c(y)); Vc(-> E v(@‘) 
(25) 
I.e., 
ii?+ ‘(’ ’ h * ‘) - ‘(‘) = DL(y, c(y)); 
--f h 
Vc( *) E %T(P). (26) 
In a similar fashion, we conclude that 
lim f(y + h ’ ‘1 -go(y) = D,g(y, c(~)); 
h+O- h 
Vc( *) E %qlP), (27) 
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hence, 
DLYO(Y) = kz 
g”(Y + h * 0 -P(Y) = Dlg(y, s); 
h Vz E G(Y) (28) 
Q.E.D. 
If condition (13) of Lemma 2 is satisfied pointwise throughout a nonempty 
subset A C Em, then it happens that D,gO(-) not only exists throughout A but 
is also continuous there. This result constitutes the last of our general lemmas. 
LEMMA 3. Suppose that hypotheses (i) through (iii) of Lemma 2 are satis$ed 
by g(*, -) and 2. Furthermore, suppose there exists a subset A C Em, and a function 
r]( -) from A into El, such that for some I E Em, 
W4*)) = 7)(-J; Vc( -) E %‘(Em) (29) 
holds identicuh’y on A. Then r](e) is continuous on A, I$&‘(-) exists on A, and 
ago(*) = 4’) (30) 
on A. 
PROOF. The existence of D&(e) and t i s relationship to T(S) [Eq. (30)] 
follow at once from Lemma 2, hence we have only to prove that 7(e) is 
continuous on A. 
Suppose the contrary; then there exists a point, p E A, a function, 
c*(s) E %‘(Em), a positive number E, and a sequence {y,J such that 
(4 ynnA,yn fp;% and l&Y?% = P, 
lb) I don) - rl( P>I = I Q-d~n 9 c*(m)) - D,g(P, c*( P))I > l ; Vn’n, (31) 
and 
The- existence of {y,> derives from the assumption that T(S) is discontinuous 
at p, and from hypothesis (iii). Furthermore, in view of hypothesis (ii) and 
Eqs. (31), (a)-(c)), it follows that, 
;z W(Y~ > c*(m)) = WP, 5) # Dd P, C*(P)) = T(P). (32) 
and therefore, 
!: # C”(P). (33) 
But, 
g(y?z ,4 < P(m) = g(m > c*(m)); tr’z E 2% vn- (34) 
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Hence, 
g(z4 4 G dP3 5); VZEZ, (35) 
[hypothesis (i) and Eq. (31, (c)l, in other words 5 E 8(p). But there must 
then exist a function c(e) E %(Em) such that 
C(P) = 5 z C”(P), (36) 
and 
Qd P, 4 24) = ad A t-1 f 4 I+ (37) 
In this way, we have reached a contradiction of condition (30), and the 
function q(m) is evidently continuous on A. Q.E.D 
2. APPLICATION TO CONTROL THEORY 
Our objective now is to translate the lemmas of Part 1 into theorems that 
uncover the fundamental relationships existing between the extremals of 
the Pontryagin maximum principle, the solutions of a certain class of systems 
of differential equations induced by the maximum principle, and the smooth- 
ness properties of the maximized pseudo-Hamiltonian function. During 
this part of the discussion, we will suggest a scheme for classifying extremais 
of the maximum principle. The proposed classification will recognize three 
distinct types of extremals: 
(a) first category extremals, to be called nonsingular extremals, 
(b) second category extremals, including those extremals which are 
sectionally nonsingular, 
(c) third category extremals, to be called singular extremals. Each subclass 
will be circumscribed initially by certain elementary criteria which reflect 
the operational difficulties involved in generating its constituent extremals. 
However, we will then prove that within the framework of a very large class 
of contemporary rate control process problems, one can also identify the 
various categories listed above via a simple inspection of the smoothness 
properties of the maximized pseudo-Hamiltonian. This observation in turn 
provides new insight into the nature of the various extremals, insight which 
cannot be gained directly from the primary definitions. 
We might also mention in passing that an extension of one of Kalman’s 
results, noted previously in the Introduction, will follow as an early by- 
product of the basic theorems required to carry out the program described 
above. 
It is now necessary to recall several conventional definitions and assump- 
tions. At the outset, we might observe that the elementary notions of time, 
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state, costate, process, system, control input, etc., will be invoked frequently 
in the sequel; in the strictest sense, these must be regarded here as undefined 
terms although their meanings are in most cases intuitively clear. However, 
we can be precise about how these notions are represented within the class 
of mathematical models that will interest us. 
DEFINITION 1. The time is represented by a real number t, and every 
real number t corresponds to a possible value of time, i.e., time takes on 
values from the continuum El. 
DEFINITION 2. We assume that at any given time, t, the state of a process 
can be described completely by an n-tuple of real numbers, x = {xl,..., x”}, 
that every such n-tuple corresponds to a possible state of the system, and that 
the collection, X, of state representations, x, has all the properties of the n 
dimensional Euclidean vector space En; in other words, we assume that 
X = E”. 
DEFINITION 3. We assume that at any given time, t, the controlling 
influence which can be brought to bear on a process is completely described 
by an r-tuple of real numbers, u = (ul,..., ur}, called the control input. Further- 
more, we allow that not all such r-tuples correspond to a physically realizable 
or permissible control influence. At any given instant, t, those r-tuples which 
are realizable and permissible are said to constitute the set U(t) of admissible 
control inputs. For each fixed t E El, it is convenient to regard U(t) as some 
prespecified, nonempty subset of the r dimensional Euclidean vector space ET. 
DEFINITION 4. A continuous-time rate control process is described by 
its equations of state which are required to have the form 
(38) 
where f is a function from Es x El x ET into En. For reasons of mathematical 
expediency, we shall require that 
(a) the function f is continuous on En x El x ET; 
(b) for each fixed (t, U) belonging to El x ET, the function f(*, t, u) is 
differentiable and its derivative is continuous on En x El x Er.3 
s These assumptions constitute very nearly the weakest possibie hypotheses capable 
of sustaining any sort of comprehensive control theory for the continuous time rate 
process. We might also note that they are identical to those usually employed in 
the development of the Pontryagin maximum principle, cf Ref. 2. 
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DEFINITION 5. A function, u(e), from an interval, IC B into ET, is 
said to be an admissible control function if u(t) E U(t) for all t E I and if 
u(e) satisfies certain smoothness requirements designed to ensure the 
existence (in a local sense) and uniqueness of initial value solutions for the 
differential equations 
(39) 
The weakest smoothness assumption employed in practice demands that an 
admissible control function, u(*), is bounded and measurable (in the Lebesgue 
sense) on its interval of definition and we shall accept this requirement here. 
Thus, the set Q of all admissible control functions consists of all the bounded 
and measurable functions u( .) which map the intervals I C El into ET and 
satisfy the condition 
u(t) E U(t), VtEI. (40) 
DEFINITION 6. A function, x(a), from an interval, IC El, into En is said 
to be a state trajectory of the process (38) if and only if x(e) is a solution of 
the differential equations (39) on I for some u(e) E !2, i.e., if and only if x( .) 
is absolutely continuous on I and 
2 (9 =fCx(t), 4 WI 
for some u(*) E I, and for almost all values of t E I (except possibly on a set of 
Lebesgue measure zero).4 An admissible control function, u(m), which 
satisfies this requirement is said to generate the trajectory x(e). 
DEFINITION 7. The costate of a process is described by an n-tuple of 
real numbers + = (#r ,..., +,J. Furthermore, we assume that every such 
la-tuple corresponds to a possible value of costate and that the set Y of all 
costates has the structure of En, i.e., Y = En. 
DEFINITION 8. The relationship between state and costate is fixed by 
the equations of costate, 
where #, x, and f (x, t, U) have been resolved with respect to some orthonormal 
basis, a, on the space, En, and where a/ax* denotes the usual partial derivative 
4 Cf. Ref. 4, p. 42. 
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taken with respect to the jth component of LS. Since the function f( *, t, U) is 
differentiable (cf., Definition 4) the choice of 99 is immaterial. 
DEFINITION 9. A function, I&*), from an interval, 1, into En is said to be 
a costate trajectory corresponding to a given state trajectory, x(.), and one 
of its generating control functions u(m) on I, if #(*) is solution of the (linear) 
differential equations 
4i - = -g, g (x(t), t, u(t)); 
dt 
i = I ,..., n, 2 El. (42) 
Associated with every pair, {x(e), u(e)}, w h ere u(e) generates x(m), there is an 
uncountable infinity of corresponding costate trajectories, viz, the totality 
of solutions of the differential equations (42). 
DEFINITION 10. The pseudo-Hamiltonian function, H, is defined by the 
following rule, 
H(#, x, t, u) = i 1CliP(xt 4 4 = + *.f(x> 4 10, (43) 
i=l 
where * denotes the scalar product of the vectors $ andf(x, t, u). In view of 
(43) and the smoothness properties of f(., 7, *), (cf., Definition 4), H is 
evidently a function from En x En x El x Er into El, satisfying the 
following requirements: 
(4 Ht., *, *, .) is continuous on En x En x El x ET; 
(b) for each fixed (t, u) belonging to El x ET, the function H(*, *, t, u) is 
differentiable and its derivative is continuous on En x En x El x ET. 
The function H(*, *, -, -) derives its name from the fact that the equations 
of state (38) and costate (41) can be expressed in the following form: 
The structure of Eqs. (44) recalls Hamilton’s canonical form for systems of 
ordinary differential equations, although (44) does not constitute a system of 
differential equations until a value u* [or schedule of values, w*(-)] has been 
selected; thus the term pseudo-Hamiltonian. 
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DEFINITION 11. Associated with H, there is a second function HO 
induced by the operation. 
SUP H(#, x, t, 4, 
ueU(t) (45) 
where U(t) denotes the set of admissible control inputs at time t (cf., Defini- 
tion 3). The function HO is defined by the rule 
and has its range in the extended real line (-co, co]. It is sometimes called 
the “maximized” pseudo-Hamiltonian although this terminology is not 
strictly correct since H(t,b, x, t a) need not always have a maximum value on 
U(t). Later, we shall see that whenever Ho is differentiable, it possesses all 
the properties of a genuine Hamiltonian. 
With these fundamental definitions in hand, we shall now offer the following 
statement of Pontryagin’s maximum principle. The reader is referred to Ref. 2 
for a detailed explanation of the maximum principle and its significance in 
problems of optimal control. 
THE MAXIMUM PRINCIPLE. A trajectory, x(e), generated by u(.) E Q on 
an interval 1, satisfies the maximum principle if and only if there exists 
(at least) one corresponding costate trajectory, $(*), such that 
(i) H@(t), x(t), t, u(t)] = HO[$(t), x(t), t] almost everywhere on I; 
(ii) The pair j+(e), x(e)} sa 1s es t’ fi certain mixed boundary conditions 
imposed at the end points to and t, of the interval. In general, these bound- 
ary conditions will take the form of an inequality together with a system of 
equations e.g., 
and 
~‘Woh x(to), to 7 4(h), +w t1) = 0, 1 = I,..., 2n. (48) 
The specific character of the functions go and 9 is determined by the 
particular control process under consideration, more precisely, by the 
performance index and the (state) boundary conditions of this process. For 
present purposes, any further elaboration is unnecessary and we shall simply 
refer to (ii) as the two-point boundary condition specified by the maximum 
principle. 
Having phrased the maximum principal in this way, we will now find it 
convenient to introduce the following terminology; 
14 DUNN 
DEFINITION 12. A pair of functions, {+(.), x(.)1, given on an interval 
I C El, is said to be an extremal (of the maximum principle) on I if and only if: 
(a) ~(0) is a trajectory generated by some u(a) E Q on I, 
(b) #(a) is a costate trajectory corresponding to the pair {x(e), u(a)} on I, 
(c) 1,4(e) satisfies condition (i) of the maximum principle on I. 
Thus, it is evident that to ask for all the trajectory-control function pairs 
which satisfy the maximum principle merely means to ask for all the extremals 
which satisfy the boundary conditions (ii) of the maximum principle. The 
following theorem shows that the task of producing the totality of extremals 
{#(*), z(m)} satisfying condition (ii) is equivalent to a well-known and formi- 
dable problem in the theory of ordinary differential equations. 
THEOREM 1. Let g denote the class offunctions c(-, *, *) from En x En x El 
into ET, satisfying the condition 
H(-, -> ~3 c(., -3 -1) = H”(., a> .) (49) 
identically on En x En x El. Let 9 denote the corresponding class of systems of 
da&rential equations 
4, - 
dt - g ($4 x9 4 44 x9 0) a 
i = l,..., 72 
dxi _ aH 
c(* * .)E%? 
(50) 
dt t v 64, 
x, t, 4, x, t)), 
resolved with respect to some orthonomuzl basis 9 on En. Suppose that 9, 
and therefore 9, is nonempty. Then a pair of functions (#( -), x(e)} constitutes an 
extremal on an interval I if and only if there exists a c*(-, -, -) E V such that: 
(4 c*M*), 4-1, -1 E Q!, 
(ii) {#(*), x(e)} is a solution of the system of dz@-ential equations in 9 
corresponding to c*(*, *, *). 
PROOF. Suppose that conditions (i) and (ii) are satisfied by the pair 
(#(*), x(a)}, and let u( .) = c*(#(.), x(m), *). Then u(e) E 52, I$(*), x(m)} is 
absolutely continuous, and 
44(t) 
-zzx 
dt - g Wh x(t), 4 441 = - g1 +t g [x(4, 4 WI I 
dx&> __ = g w(t), 4th t, u(t)1 = f,[x(t), t, u(t)] 
(51) 
dt 
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almost everywhere on I, i = I,..., rz. Thus, X( .) is a trajectory generated by 
u( *), and +( *) is a costate trajectory corresponding to {x( *), u(m)}. Furthermore, 
for all t E I. Hence (4(e), X( a)} is an extremal. 
Conversely, suppose that i+(e), x(e)} is an extremal. Let U( .) E G generate 
x(e) and let 8 denote the set of points t E I where (cI(*) satisfies condition (52) 
above. Furthermore, let A denote the corresponding locus of points (#, x, t) 
described by {#(*), x(a)} as t takes on values in 0, i.e., 
A = {(A x, t) I (4, x, t> = W(t), x(t), t), t E 0). (53) 
Finally, let c denote any member of V (which is nonempty, by hypothesis) 
and construct a new function c* according to the following rule: 
(54) 
Clearly, c*(*, a, a) is also in %; but the Lebesgue measure of the set I - 0 is 
necessarily zero when {9(m), x(a)} is an extremal [condition (i) of the maximum 
principle] ; hence, 
c*(#(->, x(.)9 -1 = u(-); u(*) EQ, (55) 
almost everywhere on I, {#(a), x(e)} is absolutely continuous on I, and 
k(t) 
- = fib+>, 6u(t)1 = g Mt), x(t), t, c*(#(t), x(t), t)], dt 
h = l,..., ?I. (56) 
almost everywhere on I. Q.E.D. 
COROLLARY 1. When V is not the empty set, the problem of jkding all 
the extremals which satisfy condition (ii) of the maximum principle is precisely 
equivalent to finding all the (admissible) solutions of the two-point boundary 
value problem spec$ed by condition (ii) for each of the systems of differential 
equations in the class 9. 
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REMARK. For certain specific types of rate processes, it is quite con- 
ceivable that V is empty. e.g., if there are points (4, X, t) E En x En x El 
where the function H(#, x, t, .) has no maximum value on the set U(t). One 
could formulate an analogue of Theorem 1 for these processes. However, 
the value of such a theorem does not justify the inconveniences entailed in 
its formulation. In any event, we shall shortly limit our consideration to 
processes characterized by compact admissible control input sets U(t). The 
class V is never empty in this case. 
We now make the following trivial observation. Let V(N) denote the class 
of functions c(*, ., a) which map a neighborhood NC En x En x El, i.e., 
a connected open subset of En x En x El, into ET and satisfy condition (49) 
throughout N (rather than the entire space En x En x El). If V is not empty, 
the V(N) is not empty and consists simply of all the members of V restricted 
in their domain to the neighborhood N. Thus, we have the following corollary 
of Theorem 1. 
COROLLARY 2. Suppose that V and therefore 9 is nonempty and let N 
denote any neighborhood containing all the points (#, x, t) described by a pair 
of functions {#(a), x( -)} g iven on an interval I. Then {#(a), x(a)} is an extremal 
if and only if there exists a c*(*, -, -) E F(N) such that: 
(4 c*(#(*), 4-h -1 E Q, 
(b) {I/( -), x( .)} is a solution of the system of d.@rentiaZ equations in the class 
Q(N), corresponding to c*. 
It should now be obvious that the computational difficulties involved in 
extracting all the extremals lying in any given neighborhood N increase with 
the number of distinct systems of differential equations in the class g(N). 
However, it is important to recognize that a one-to-one correspondence need 
not exist between the elements of V(N) and the distinct elements of g(N). 
To be more precise, the number of elements in V(N) may equal or exceed 
the number of distinct systems in g(N). Thus, in particular, the fact that 
%‘(N) consists of a single member constitutes a sufficient but not necessary 
condition for 53(N) to contain a single member. This observation will have 
some rather interesting ramifications later in the consideration of singular 
and nonsingular extremals. 
Our preceding remarks suggest that a special name should be given to 
extremals lying in neighborhoods N throughout which S@(N) collapses to 
exactly one distinct system of differential equations. We shall employ the 
terms nonsingular extremal to describe these objects because their properties 
are, to a limited extent, similar to those of the nonsingular extremal curve 
found in the classical variational literature (e.g., Bliss, Ref. 5). Before 
developing these properties, however, we should first construct a formal 
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definition of the nonsingular extremal and for this purpose it is convenient 
to introduce the notion of a singular point and the singular set. 
DEFINITION 13. a) A point p : (tJ, x, t) E En x En x El, is said to be 
a singular point if every neighborhood N of p contains a point q (possibly p 
itself) at which two or more members of the class B(N) are distinct. Con- 
versely, if there is some neighborhood N* I) {p} such that 9(N*) consists 
of exactly one member, then p is said to be a nonsingular point; b) the set Q 
of all singular points is called the singular set. The set R of all the nonsingular 
points is called the nonsingular set. 
We now have the following self-evident theorem. 
THEOREM 2. Suppose that the chss 533 is norzempty. Then 
(a) Q n R = o (the empty set), 
(b) Q u R = E” x En x El, 
(c) R is an open subset, i.e., a union of neighborhoods in En x En x E 
(possibZy the empty set). Furthermore, if R is not empty, then the class 9(R) 
consists of exactly one member, 
(d) Q is a closed subset of En x En x El (possibly the empty set). 
PROOF. 
(a) A point p cannot be simultaneously singular and nonsingular, hence 
QnR=m. 
(b) Every point p is either singular or nonsingular, hence 
QuR = En x En x El. 
(c) If R is empty, then R is open. If R is not empty, then to each p E R 
there corresponds a neighborhood N*, R 3 N* 3 p, hence R is again open. 
Furthermore, .9(R) must consist of exactly one member, else there must 
exist a point q E R n Q, which is not possible in view of (a). 
(d) Q is the complement of R [cf., (a) and (b)]; but R is open, hence Q 
is closed. 
Theorem 2 suggests the following concise definition of nonsingular 
extremal (once again we ask the reader to bear in mind our tacit assumption 
that 9 is not empty). 
DEFINITION 14. An extremal {I/J(*), x(e)} given on an interval I is said 
to be nonsingular if and only if it lies entirely in the nonsingular set R. 
There is a strong temptation to say that all other extremals are singular. 
However, this convention would conflict with terminology already in 
40911711-2 
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existence and so it is perhaps better to divide the remaining extremals into 
two disjoint subclasses according to degree of contact with the singular set, 
Q. As we shall see subsequently in Part 3, there is some practical justification 
for this separation. 
DEFINITION 15. An extremal, {#( .), x(.)1, given on an interval I, is said 
to be singular if and only if the set, 
c\: = it / t E I,Mt)> x(t), 4 E Q> 
has positive Lebesgue measure in 1. 
(57) 
Observe that if 01 is nonempty but has Lebesgue measure zero, then the 
extremal (#( .), x(a)> is neither singular nor nonsingular. Thus, we have 
divided the totality of extremals into three disjoint categories, viz: 
Category I-nonsingular extremals, 01 = 0 
Category II-extremals which are neither singular nor nonsingular; 
oi # 0, measure (a) = 0 
Category III-singular extremals; 01 # 0, measure (a) > 0. 
Since no convenient label occurs to the author for extremals in Category II, 
we shall simply refer to these objects in the sequel, as second category 
extremals. An important subclass of second category extremals consists of 
all those extremals which are sectionally nonsingular, i.e., which consist of 
a finite number of nonsingular subarcs with junction points in the singular 
set Q. Certain types of extremals generated by “chattering” control functions 
also belong in the second category. 
Our objective now is to link the fundamental notions of singularity and 
nonsingularity set out above, with the behavior of the derivative of the 
function H”( -, ., t) on the space En x E” x El, and, in particular, to establish 
several interesting properties of the nonsingular extremal which flow from 
this connection. To this end we offer the following theorems. 
THEOREM 3. Suppose that %?, and therefore 9, is nonempty and let &? 
denote an orthonormal basis on En. Furthermore, let V, denote the da&rential 
operator 
I 
a a a 
v, = alCl, P-**P a*, + ax, >*-.> 
a -- - ax, 7 (58) 
and suppose that V,HO(#, x, t) E En x En exists at the point (#, x, t). Then, 
V,fW, *, t, 64 x, t>) = V,H”W, x, t); Vc(*, *, *) E v. (59) 
PROOF. Recall properties (a) and (b) of the function H (cf., Definition lo), 
let y = (#, x), 2 = U(t), and apply Lemma 1. 
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COROLLARY 1. If H is diferentiable with respect to the control input 
vmiables, u, and if % contains a differentiable member c*( -, *, a), then VaHO(*, *, *) 
exists with respect to every orthonormal basis ~3, and 
V&(-, -, -, c(*, -, -)) = VaHO(*, -, a), Vc(-, ., a) E v (W 
holds identically on En x En x El [cf., Eq. (49), and the chain rule for implicit 
dz$%rentiation]. 
We note in passing that Corollary 1 extends a similar result established by 
Kalman in Ref. 1 (cf., discussion preceding Theorem 5.11). 
The next corollary returns to the mainstream of the discussion, viz, the 
classification of singular and nonsingular extremals. 
COROLLARY 2. Let 
A ={plp~E~ x En x E1,VBHo(p)exists}. 
Then the interior of the set A is contained in the nonsingular set R, and the 
complement of A is contained in the singular set Q, i.e., 
and 
int(A) CR (61) 
C(A) C Q. (62) 
Corollary 2 does not rule out the possibility that the frontier of A may 
have points in common with both Q and R. Thus, we have not yet succeeded 
in constructing a satisfactory circumscription of the sets Q and R via the 
smoothness properties of the function Ho. For this purpose, we require not 
only Theorem 3 but its converse as well. But to establish the converse, it 
is necessary to limit our considerations to rate processes characterized by 
compact admissible control input sets U(t). Fortunately, this restriction 
is not particularly significant since a very large number of rate control 
processes fulfill the compactness requirement. In any event, we have the 
following theorem. 
THEOREM 4. Suppose that for all t E El, U(t) is a compact subset of Er. 
Then V,HO(#, x, t) exists at the point (4, x, t) if and only if there is some 
77 E En x En such that 
V,H(#, x, t, c(#, x, 4) = rl, Vc(-, *, -) E v. 
If 11 does exist, then 




PROOF. Observe that the class V is nonempty in view of the compactness 
hypothesis and the smoothness properties of H (cf., Definition 10). Then, 
let y = (#, x), Z = U(t), and apply Lemma 2. 
COROLLARY 1. If V consists of a single member, c*, then 9 consists of 
a single member, V,Hs exists throughout En x En x El, and 
(65) 
identically on En x En x El. 
Corollary 1 extends Kalman’s result in another direction (cf., Corollary 1 
of Theorem 2, this discussion). However, for our purposes, we are more 
interested in 
COROLLARY 2. Let the set A have the meaning assigned in Corollary 2 of 
Theorem 2. Then, 
int(A) = R (66) 
and 
C[int(A)] = Q (67) 
One could also express (67) as follows; 
where - denotes set closure. Equation (68) asserts that the set of points p 
at which V,HO(p)f *l t as s o exist [i.e., the set, C(A)], is dense in the singular set Q. 
COROLLARY 3. Every nonsingular extremal is a solution of the following 
system of d.$%rential equations in Hamilton’s canonical form: 
4 
dt= - g ($4 x, t) 
i = l,..., ?1 
dxi aHo 
(4, x, t> E R 
(69) 
dt , - w 04, x9 4. 
Conversely, every solution {1+4(s), x(e)> of Eqs. (69) which also satisfies the 
admissibility requirement, 
for some c* E V, c*(+(*), x(e), a) E 9, (70) 
constitutes a nonsingular extremal. 
Corollary 3 substantiates one of our earlier remarks about the Hamiltonian- 
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like properties of the function Ho. Moreover, it shows that the single system 
of differential equations in the class g(R) [cf., Theorem 2, part (c)] has a very 
special form, viz., the canonical form of Eqs. (69). This observation is crucial 
to an understanding of the relationship between extremals of the maximum 
principle, and the characteristic curves associated with the Bellman-Hamilton- 
Jacobi partial differential equation. In this connection, the reader may wish 
to consult Kalman’s discussion in Ref. 1 (especially Theorem 5.11 on the 
maximum principle) and the extension of his results provided by Theorems 3 
and 4 and their corollaries. 
If the admissible control input set is time invariant as well as compact, 
then it turns out that V,H” is continuous on the nonsingular set R. More 
precisely, 
THEOREM 5. Suppose that for all t E E1 , U(t) = U, a compact subset of 
Er. Furthermore, suppose there exists a subset A C En x En x El, and a function 
17 from A into Em x En, such that 
V,H(*, ., +, c(‘, *, .)) = v(., a, .); Vc(-, a, .) E V (71) 
holds identically on A. Then 7 is continuous on A, VdHo(*, ., a) exists on A and 
VaHO(-, -, *) = rl(‘, *, -) (72) 
on A. 
PROOF. Let y = (#, x, t), let 2 = U, and apply Lemma 3. 
COROLLARY 1. If U(t) = U, then VaHo(*, *, .) is continuous on the 
nonsingular set R. 
COROLLARY 2. If U(t) = U, a nonsingular extremal has no l‘corners,” i.e., 
{#(t), x(t)} is continuously dz@entiable. This conclusion follows at once from 
Corollary 1 and the fact that a nonsingular extremal is 0: solution of the ds@rential 
equations (69). 
COROLLARY 3. If U(t) = U, there passes through each point of the non- 
singular set R at least one solution of the differential equations (69), i.e., at least 
one nonsingular extremal. This follows from the continuity of VtBHO and the 
fundamental existence theorems for ordinary differential equations (cf., Ref. 4). 
Corollary 3 constitutes a primitive embedding lemma for nonsingular 
extremals, i.e., it asserts that every nonsingular extremal is embedded in 
a family of neighboring nonsingular extremals. This basic property, which 
is not generally displayed by second category extremals and singular extremals, 
is crucial in the development of sufficient conditions for optimality based on 
embedding arguments (e.g., field theoretic sufficiency proofs). 
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We will now conclude our discussion about the general properties of 
nonsingular extremals by establishing a connection between the definition 
of nonsingularity adopted here, and the classical notion of a nonsingular 
extremal curve. For this purpose, we will require several additional definitions 
to translate the pertinent classical ideas into the terminology of control 
theory. 
DEFINITION 16. A pair of functions {#(a), x(a)> given on an interval I, 
constitutes an extremal arc in the classical (Euler-Hamilton) sense if: 
(a) x(.) corresponds to some u(s) E Q; 
(b) u(.) is continuous (not merely measurable and bounded), and 
u(t) E int U, where U = n, (U(t)); 
(c) #( *) corresponds to {~(a), U(S)}, i.e., t satisfies Eqs. (43); 
(d) +( .) satisfies the condition, 
g W(t), x(t), 4 u(t)) = 0, i = l,..., r; t EI. 
DEFINITION 17. An extremal arc satisfies the Weierstrass condition 
0nIif 
qfv), x(t), u(t), t) = HO(W, x(t), 4, t EI. (73) 
Notice that the requirement of Definition 17 is nothing more than condition 
(i) of the maximum principle, hence an extremal arc satisfying the Weierstrass 
condition is an extremal in the sense of Definition 12. The converse is false 
however, since u(*) need not satisfy condition (a) of Definition 16, and (73) 
need not imply condition (d). In fact, this is the proper time to observe that 
the derivatives, aH/au, appearing in (b) above, do not necessarily exist in 
our formulation (cf., Definition 10). However, in the classical frame of 
reference, it is customary to assume that the function H is actually twice 
continuously differentiable; therefore, in particular, the first and second 
partial derivatives aHi&, and a2H/&+ auj exist and are continuous. These 
assumptions are invoked, tacitly, below. 
DEFINITION 18. An extremal arc {#(a), x(e)} is nonsingular in the classical 
sense on an interval I, if and only if the determinant 
(74) 
does not vanish for any t E I. 
LEMMA 4. If{+(-), x(e)}, corresponding to u(o), is a nonsingular extremal in 
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the classical sense, then there exists a neighborhood, IV, containing ($(*), x( -)} 





PROOF. The lemma is established by applying an extended version of the 
well-known implicit function theorem of the calculus to the system of 
(finite) equations, 
gu9 x, t, u) = 0, i = l,..., r, ($4 x, 4 u) 65 N, (75) 
where Jtr denotes some neighborhood of the continuous curve {t/(t), x(t), u(t)} 
throughout which the determinant (74) d oes not vanish. The existence of 
such a neighborhood is assured by the continuity of this determinant(following 
from the assumed continuity of the partial derivatives, a2N/M iM) and its 
persistence of sign along {I/(*), x(v)} (D e m ion 18). Further details of this fi ‘t’ 
rather elaborate proof can be found in Bliss (Ref. 5, especially Appendix I, 
Theorem 2.1) and therefore we shall not bother to reproduce them here. 
DEFINITION 19. A nonsingular extremal arc {#(s), x(e)} is said to satisfy 
a neighborhood form of the Weierstrass condition if its associated function 
4.5 -7 .) (Lemma 4) satisfies the condition 
H(*, *, *, v(*, *, *)) = HO(-, *, -) (76) 
throughout some neighborhood iV containing {$( -), x( -)}, i.e., if 
4’, *1 *) E V(N). (77) 
Notice that if a nonsingular extremal arc satisfies a neighborhood form of 
the Weierstrass condition, then it satisfies the ordinary Weierstrass condition 
(Definition 17). Hence it is an extremal in the sense of Definition 12. One 
can say much more, however, viz.: 
THEOREM 6. Every extremal arc (#(a), x(a)} which is nonsingular according 
to Definition 18, and which satisfies a neighborhood form of the Weierstrass 
condition, is a nonsingular extremal according to Dejinition 14. 
PROOF. We have to prove that {#(e), x(m)} is contained in the nonsingular 
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set R. But, according to Corollary 2 of Theorem 4, R coincides with the 
interior of the set, 
A = {p 1 p E En x En x El and VaHo( p) exists at p>. (78) 
Hence, we must show that {$(a), x(a)} C int(A). 
Observe that the function v(., *, *) associated with {#(e), x(e)> is con- 
tinuously differentiable throughout some neighborhood N of {#(a), x(e)}, 
(Lemma 4), and satisfies Eq. (76) by hypothesis. It follows from the existence 
of aH/&+ and the usual theorems for implicit differentiation that VBHo exists 
throughout the open set N, so that int(A) 3 N 3 {4(e), x(e)}. Q.E.D. 
REMARK. The converse of Theorem 6 is obviously false, since an extremal 
which is nonsingular according to Definition 14 need not even qualify as an 
extremal arc in the classical sense, as previously noted. 
The reader’s attention is now directed to the singular extremals of Defini- 
tion 15. By their very nature, these objects do not encourage the formulation 
of general statements about their properties. Thus, a singular extremal may 
or may not have corners. It may or may not be embedded in a family of 
neighboring extremals, and so on. For these reasons, perhaps, there is no 
significant reference to or treatment of, singular extremal arcs in the classical 
variational calculus. Evidently, the concept of a singular extremal belongs 
to the contemporary literature of optimal control theory, where it springs 
from certain observations about the computational difficulties encountered 
in constructing approximations of extremals via the numerical integration 
of the systems of ordinary differential equations in the class 9. The general, 
although somewhat imprecise view held here is that a state-costate trajectory 
pair {#(e), x(a)}, corresponding to u(a) E r;2, ought to be called “singular” if 
condition (i) of the maximum principle fails to provide any “information” 
about the control function u(.) over a substantial portion of the curve 
(C(e), x(e)}; i.e., if the operation does not prescribe, uniquely, the values, u(t), 
almost everywhere along {I,!J( .), X( .)}, [which will happen when H has multiple 
maxima on the set U(t)]. 
This vague notion of singularity seems to carry with it the impression 
that the maximum principle does not provide a system of differential equations 
necessarily satisfied by the “singular” extremal, whereas we have already 
seen that for virtually all processes of practical interest, every extremal is 
a solution of one of the systems of differential equations in the class 9. The 
real difficulty resides in the fact that, in general, no single system in 9 
characterizes every extremal. Moreover, it can happen that individual 
extremals are solutions of particular members of 9 which fail to exhibit the 
smoothness properties desirable for the successful application of numerical 
integration procedures. This is the case for the singular extremal, and, 
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to a lesser extent, for the second category extremal, as we shall see in Part 3 
of this discussion. 
What we have tried to do in this paper is to formulate general concepts 
of singularity and nonsingularity with precision (Definitions 13 through 15), 
and at the same time to devise a simple method of identifying the various 
kinds of extremals (Theorems 3 and 4). Our efforts in this direction are not 
unique, although they would seem to yield a more general classification scheme 
than any hitherto reported in the literature of control theory. In fact, as we 
have already indicated above, and in our introductory remarks, this literature 
does not appear to contain a clear cut definition of singularity beyond the 
class of rate processes which for which: 
(a) the control input variables, u, enter linearly into the equations of state, 
i.e., processes for which the function f appearing in Eq. (38) has the form; 
fi(X, t, U) = ai(% t) + i b*i(% +‘G i = l,..., ?r. (79) 
j-1 
(b) The set of admissible control inputs is the time invariant unit hypercube 
in ET, i.e., for all t, U(t) = V, where U is described by the system of ine- 
qualities, 
I%1 < 1 i = l,..., r. (80) 
[In the more general instance where U is an arbitrary rectangular parallel- 
epiped in EC, it is a relatively simple matter to introduce a transformation on 
the control input variables u, reducing U to the unit hypercube without 
upsetting the form of Eq. (79).] 
In 1963, Haynes and Hermes [3] published a precise notion of singularity 
for this class of process. Their definition is closely related, although not 
quite equivalent, to that which derives from an application of Definition 15 
under these special circumstances. Our objective now is to explore the 
differences and similarities which do exist in this area. We shall begin by 
paraphrasing the Haynes-Hermes definition: 
DEFINITION 20. [Haynes-Hermes]. For each value of i, j = l,..., t let, 
(81) 
define a (switching) function from En x En x El into El. Let r(Z) denote 
the set, 
W) = &b, x, 4 I a4 x, t) = 01 (82) 
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and let r denote the set 
r = i, r(E). (83) 
Z=l 
Then, an extremal (I/(*), x(a)} given on an interval I, is called “singular” 
if the set 
/3={tltEl and W(t), 4% t) E r> (84) 
has positive Lebesgue measure in I. 
The motivation for this definition derives from the fact that the function H 
has the following form for the class of systems in question: 
Hence, if si = 0 at the point (4, X, t), H is constant with respect to the 
control input variable uz. It follows that there are infinitely many distinct 
functions, c, in the class 97, e.g., if c E g, then the Zth component of c may 
take on any value between -1 and + 1 [cf., Eq. (80)] at the point (#, X, t). 
At first, one might therefore expect that the systems of differential equations 
in the class 9 are also distinct at (#, X, t), but this is not necessarily the case. 
In fact, it will turn out that there are some extremals which are singular 
according to Definition 20 but nonsingular according to Definition 14. To 
support this observation, we must establish a connection between the existence 
of V&a at the point($,x, t),and the event,s,(+, x,t) = 0, for some 1 = l,..., T. 
THEOREM 7. Let @(I) denote the set, 
@(l) = w, x, t) I &4 x, t) f 01 = C(V)), [cf., Eq. (82)]. VW 
Then; 
(a) Q(1) is an open set 
(b) @ = r; 0(Z) = C(r), is an open set 
I=1 
(c) r is a closed set 
(d) 0 C R (i.e., the nonsingular set of De$nition 13) 
(e) r r) Q (the singular set of DeJinition 13) 
PROOF. 
(a) If sg # 0 at (+, X, t), then there exists a neighborhood N of (4, X, t) 
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throughout which sr # 0. This follows at once from the continuity of sr . 
Thus, if p E Q(Z), there exists an N such that @(Z) 3 N 3 ( p}, i.e., @(I) is open, 
(b) @ is the finite intersection of open sets. Therefore @ is open. 
(c) r is the complement of the open set Qi, hence r is closed. 
(d) We must show that p E @ -+ VaHo( p) exists; in other words, 
Cp C int A = R (cf., Corollary 2, Theorem 4). First, we observe that the 
maximized pseudo-Hamiltonian has the form 
which can be expressed as 
on the set @, where sgn denotes the Signum, or algebraic sign function. Now, 
the first term in Eq. (88) is obviously differentiable with respect to (4, X) 
everywhere, and sgn(s (# r , X, t)) is constant on every connected open subset 
of 0. It follows that p E @ + VBHO( p) exists (with respect to any orthonormal 
basis L@). 
(e) Since @ CR, it is obvious that I’ = C(@) 3 C(R) = Q. Q.E.D. 
Notice that Theorem 7 does not rule out the possibility that r n R is 
nonempty. Thus, an extremal which is singular according to Definition 20 
might actually be nonsingular according to Definition 14. The following 
example bears out this conjecture. 
Suppose that &(x, t) = 0, i = l,..., 11, I = I,..., r throughout some 
neighborhood M C En x El. It follows that 
HO = f +jfz&x, t) (89) 
i-l 
throughout En x X, hence VaH” exists throughout Em X JY and therefore 
En x MC R. But, we also have 
sz(IcI, x, 4 = 5 $khz(% t> = 0, I = l,..., Y 
i-l 
(90) 
throughout En x X. Thus En x X C r. Consequently, the set r n R 
contains En x JY and therefore is nonempty. 
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We observe that all the extremals lying in En x N are solutions of the 
single system of canonical differential equations: 
44 ET ($4 x, t) = - f *z g (x, t) dt - - axi Z=l 
aH dxi 
dt 2 
- qy (?h x, 4 = 4(x, 2). 
(91) 
These extremals are nonsingular according to Definition 14 but singular 
according to Definition 20. Our contention now is that the extremals in 
En x J do not deserve the onerous description, “singular,” since they are 
perfectly well characterized by the single system of differential equations (91). 
This simple example underscores a fundamental difference between the 
Definitions 15 and 20; the former ties the notion of singularity to the 
occurrence of multiple distinct members in the class 9, whereas the latter 
associates singularity with the occurrence of distinct members in the class V. 
These two notions are not strictly equivalent and we have just seen one 
special advantage of the former over the latter. Furthermore, this advantage 
manifests itself with even greater force for the more general control processes 
which are nonlinear in the control input variables. For such processes, it may 
prove difficult merely to characterize an extremal which is singular in the 
spirit of Definition 20, whereas the general notion of singularity expressed 
in Definition 15 will always have an alternative representation involving the 
existence of VBHo (i.e., provided that the sets U(t) are compact). 
We will now bring this investigation to a close with several informal and 
rudimentary observations about the computational problems encountered 
when one attempts to approximate the various kinds of extremal via the 
numerical integration of the systems of differential equations in the class B. 
We shall limit our explicit commentary to the initial value integration problem, 
although what we shall say naturally will have an implicit bearing on the 
construction of approximate solutions of the two-point boundary value 
problem specified by condition (ii) of the maximum principle. We shall also 
tacitly assume that the compactness hypothesis of Theorem 4 is in force. 
3. COMPUTATIONAL CONSIDERATIONS 
In Corollary 3 of Theorem 4, we have seen the relationship that exists 
between nonsingular extremals and the solutions of the canonical differential 
equations (69). This relationship suggests that approximations of the non- 
singular extremal can be obtained from a numerical integration of these 
equations. However, the efficacy of such a procedure depends upon the 
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existence and uniqueness of initial value solutions for the equations (69). 
For instance, if no solution exists through a given initial point (#,, , x0 , t,,), 
then no meaning can be assigned to any “approximating” curve constructed 
through (+,-, , x ,, , to) via numerical integration. Alternatively, if several 
distinct solutions pass through (J# ,, , x,, , to), then it is likely that any straight- 
forward numerical integration of Eqs. (69) will fall prey to serious instabilities. 
We shall soon see a graphic illustration of the source of these instabilities, in 
connection with second category extremals. 
The issues of existence and uniqueness for the solutions of Eqs. (69) are, 
of course, intimately related to the smoothness properties of the right sides 
of these equations, i.e., the smoothness of V,HO. If the set of admissible 
control inputs is time invariant, then one is at least assured that VaHo is 
continuous on the nonsingular set R (Theorem 5). Consequently, there will 
always exist at least one solution of Eqs. (69) through each initial point 
wo 9 x0 P 0 t ) E R (Corollary 3 of Theorem 5). The question of uniqueness 
remains, however, since something stronger than the continuity of VdHo is 
required to rule out the possibility of multiple solutions, e.g., a Lipschitz 
condition on VBHo with respect to the variables (I/, x). Unfortunately, it is 
not clear, in general, that Lipschitz continuity of VSHo (or for that matter 
any other sufficient condition for uniqueness) follows directly from our 
assumptions on the smoothness of H (Definition 10) and the time invariance 
and compactness of the admissible control input set. 
Thus, one is likely to encounter difficulties in the approximation of non- 
singular extremals unless VBHo is not merely continuous on R, but Lipschitz 
continuous (or the equivalent) as well. Fortunately, however, it frequently 
happens that VdHo is continuously differentiable on R (hence Lipschitz 
continuous on every compact subset of R) for many applications of practical 
interest.6 In any event, the issue is easily decided via a simple inspection of 
the smoothness properties of Ho, for the specific process under consideration. 
It is probably clear at this point that no general rule of correspondence can 
exist between solutions of the canonical equations (69) and singular extremals. 
To see this, one need only recall that the set 01 associated with a singular 
extremal has positive measure (Definition IS), i.e., a singular extremal need 
not lie almost everywhere within a domain on which the right sides of 
5 For example, because the function f appearing in the equations of state (38) is 
often smoother than Definition 4 requires, and because the class ‘8 often contains 
a member which is differentiable on the nonsingular set R. In a similar vein, we also 
observe (without proof) that whenever circumstances permit an application of the 
classical test for nonsingularity (Definition 18), it will turn out that VpH” is differen- 
tiable in some neighborhood of every extremal which is nonsingular in the classical 
sense and which satisfies a neighborhood form of the Weierstrass condition (Defini- 
tion 19). 
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Eqs. (69) are defined. Under these circumstances, the singular extremal 
obviously cannot be regarded as a solution of Eqs. (69). Nevertheless, 
each singular extremal is a solution of some system of differential equations 
in the class 9; the difficulty lies in deciding which members of 53 actually 
generate singular extremals. In other words, before one can set about con- 
structing approximations of singular extremals via numerical integration 
procedures, one must first identify the subclass of differential equations 
capable of producing these objects. 6 Assuming that this has been accom- 
+,x THE SlNGU.lAR SET Q 
THE NONSINGULAR SET 
FIG. 1. A typical singular-nonsingular set configuration. 
@Considerable effort has already been expended in this direction, for processes 
linear in the control input variables; the interested reader is referred to the work 
of Kelley [6] and Kelley et al. [7] for further details. These authors base their 
investigations on the Haynes-Hermes definition of singularity (Definition 20). How- 
ever, their analyses are equally sensible in rhe present context. 
SINGULAR AND NONSINGULAR EXTRBMALS 31 
plished, one has still to contend with the fact that the right sides of these 
“singular” differential equations are almost invariably discontinuous at 
points on the frontier of the singular set Q [notice that on the nonsingular 
set R, every member of ~2, including the “singular” members, coincides with 
the canonical system (69)]. Hence the existence and uniqueness questions, 
THE SINGULAR SET Q 
FIG. 2. A nonsingular extremal. 
raised earlier in connection with the nonsingular extremal, must be faced 
again here, although with considerably less confidence in a favorable outcome. 
Moreover, a similarly negative prognosis also applies to the second category 
extremal. 
We recall that the set (Y associated with a second category extremal is 
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nonempty but has measure zero. Thus, a second category extremal (#( +), X( -)I, 
given on an interval I, “satisfies” the equations 
d#(t) LVf” 
- = aSl, Mt), 4th 4 dt 
(92) 
for almost all values oft E 1. Nevertheless, it is not proper to regard (4(t), x(t)) 
as a solution of the canonical differential equations (69) on R, since this 
curve leaves the region R at several (possibly infinitely many) points. However, 
it is correct to say that each second category extremal is, in a trivial sense, 
a solution of every system of differential equations in 9, since any two 
THE SINGULAR SET Q 
L 
FIG. 3a. Extremal families. 
t 
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systems in ~3 are identical to one another, and to the canonical system (69), 
almost everywhere along a second category extremal. This fact at least serves 
to remove the first difficulty encountered with singular extremals (i.e., the 
problem of deciding which members of 53 are capable of generating singular 
extremals). However, the second and more urgent difficulty remains, in that 
THE SINGULAR SET 4 
FIG. 3b. Extremal families. 
the right sides of every member of ~3 are likely to be discontinuous on the 
frontier of the singular set Q. It is worthwhile to consider the possible 
consequences of these discontinuities. 
Figure 1 displays a schematic representation of a common singular- 
nonsingular set configuration. The plane of the figure represents the 2n + 1 
dimensional state-costate-time domain, the singular set Q is a 2n dimensional 
409/V/I-3 
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smooth hypersurface in this domain, and the nonsingular set R consists of 
two open sets R, and R, separated by the manifold Q. We suppose that 
V,H” is Lipschitz continuous on every compact subset of R (i.e., of R, and 
R2) so that exactly one nonsingular extremal passes through each point of R. 
Let us now follow one such extremal from a starting point ($. , x0 , to) E R, 
(Fig. 2) up to a point q in the singular manifold Q (assuming that this can 
be done). It is now entirely possible that: 
(a) the extremal cannot be continued across the manifold Q and thus 
either comes to a “dead end” or follows a path within Q; or, 
(b) there are several distinct ways of continuing the extremal across Q 
and/or within Q, i.e., the extremal “splits” at q. 
Figures 3a and 3b illustrate how this might happen. 
*. x 
THE SlN?ULAR SET Q 
CURVE 
FIG. 4a. Numerical approximation of second category extremals. 
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In Fig. 3a, we are asked to visualize a process for which the nonsingular 
extremals in R, approach the manifold Q asymptotically. Hence our extremal 
which intercepts Q in the finite portion of the plane cannot be continued 
across Q. In Fig. 3b, we imagine that all the nonsingular extremals lying in 
the sector shown in R, converge on the point q. Under these circumstances, 




FIG. 4b. Numerical approximation of second category extremaIs. 
our extremal can be continued across Q in a variety of ways. Let us now 
consider what one might expect from a numerical integration procedure in 
these two separate instances. 
In case (a), it is obvious that a numerical integration scheme is oblivious to 
the fact that Q is impenetrable, and so will continue its approximation curve 
across Q to the sampling point qn+r E R, as shown in Fig. 4a. Having arrived 
36 DUNN 
at qn+l , this curve will then attempt to follow the nonsingular extremal 
passing through qn+l . However, the composite curve obtained in this way 
certainly does not approximate an extremal, since no extremal can pass 
through Q. This is especially disturbing since there is no obvious reason why 
the numerical integration scheme should not converge under these circum- 
stances. In other words, one should not expect the behavior (e.g., the stability) 
of the numerical integration process to reflect the impenetrability of Q. 
In case (b), the numerical integration process is likely to become unstable 
beyond the singular set Q. The source of this instability is depicted in Fig. 4b. 
We observe that the course taken by the approximation curve following its 
penetration of Q, is critically dependent upon the location of the sampling 
point qn+l. Small variations in the position of this point will result very 
quickly in a substantial divergence of the subsequent paths. But the location 
of qn+l is obviously a function of grid size computational errors and so forth. 
The difficulties encountered under these circumstances speak for themselves. 
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