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Abstract 
In this thesis, I have looked at how to evolve locomotion in both predefined and undefined directions for 
a quadruped robot using a simulator, and developed a way to reduce the amount of different directions 
needed through a simple mirroring from one direction to its opposite. The goal is to evolve fast gaits in a 
multitude of directions. Gaits are evolved in simulation and the best in each direction are tested on a 
quadruped robot. The results show a high speed on the robot, with a 1.8 and 1.6 times improvement 
over 2 different algorithms. As well as a 1.75 times improvement in simulation over a previous 
implementation, with the robot tests coming out even. In the end, I have looked at how the differences 
between simulation and reality might be reduced. 
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 Introduction Chapter 1
1.1 Goals 
The goal of this thesis is to explore the possibility of using a Genetic Algorithm to evolve quadruped gaits 
for specific directions, and looking at how to reduce the effective simulation time when evolving for 
multiple directions of several runs, and then testing these gaits on hardware. I want to do this by looking 
at how symmetry can be used to mirror an evolved gait from one direction to another. Finally I wish to 
compare my gaits against gaits produced by other algorithms. 
1.2 Outline 
I will here quickly explain the contents of each of the following chapters. 
The Background chapter is an introduction to the theory on which my experiments build and a 
presentation of some other research done on evolving walking gaits on the QuadraTot.  It is there to 
help understand the basics of what is happening in the later chapters. 
In Chapter 3 I explain the ideas and theory behind the experiments that I will conduct. Chapter 4 
contains all my experiments along with their results. 
After that there is Chapter 5, here I present some ideas that I had while working on this that I did not get 
the chance to implement properly, and which could be interesting to look into later. 
The final chapter is the Discussions chapter, where I will go a bit more in depth on the results from 
Chapter 4 as well as compare my results to experiments done by others, ending with the final 
conclusion. 
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 Background Chapter 2
 
2.1 The Theory 
I will now give a brief introduction to the underlying theory behind the evolution of walking gaits. I will 
first explain what robots and evolution is, then the basic theory behind the methods I will use, and then 
a few different approaches to give an idea of the differences between different implementations of 
evolution. 
2.1.1 Robotics 
Robotics is a branch of Informatics that deals with design, construction and application of robots, as well 
as the software controlling the robots. It is a fast growing field with application in many areas, including 
industry, e.g. automated assembly, packaging and mass production; domestic appliances, e.g. the 
Roomba1, a cleaning robot; military, e.g. UAVs (Unmanned Aerial Vehicle), the TALON2 and other SUGVs 
(Small Unmanned Ground Vehicle); medicine, e.g. prosthetic limbs, autonomous surgery and laboratory 
research; and space exploration, e.g. the Mars rovers. 
The idea of robots and automation dates back millennia, at least as far as 300 BC when the Chinese 
inventor and mechanical engineer Yan Shi presented a human-sized mechanical figure [1]. The word 
robot originates from a 1920 play called “R.U.R. (Rossum’s Universal Robots)” by Karel Čapek, about 
thinking human-like robots that rebel against humanity and ends up destroying humanity.  
The term robotics comes from Isaac Asimov’s Three Laws of Robotics originally from one of his short 
stories “Runaround(1942)” detailing how a robot should act, though what is portrayed as robots in “I, 
Robot” and “R.U.R” is more like what we would call androids today (robots that look/act human). 
The robots I am interested in for this thesis are less human-like than what Asimov and Čapek envisioned, 
for example the QuadraTot (shown in figure 2.3). The QuadraTot is a small robot designed to test and 
evolve locomotion for quadruped robots, it is described in Chapter 2.3. 
2.1.2 Evolution 
Evolution is, in its simplest form, change over time. Small changes carrying over from one generation to 
the next, with beneficial changes that helps survival sticking around and spreading, and changes that 
hurt survival being weeded out by natural selection. 
In computer science the concept of evolution has been used to aid in everything from developing 
software to the behavior of robots and other systems and even the hardware that comprises them. To 
my mind, one of the big reasons it is used is the sheer ease with which evolution can be implemented 
                                                          
 
1
 http://www.irobot.com/us/ 
2
 http://www.qinetiq-na.com/ 
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into the design of software or hardware. All you need is a suitably representation of the problem (the 
genome), one or more ways to change the genome in random ways (mutations), and a measure by 
which to determine the quality of genomes relative to each other (fitness). Different approaches to 
implementing this along with examples showing how this work can be found in Chapter 2.2. 
2.1.3 Genetic Algorithms 
Genetic Algorithms (GA) are closely modeled on Darwin’s theories of natural selection and biological 
evolution. To start, we need a way to encode our solution (genes/chromosomes); this is usually an array 
of numbers, each representing a part of the problem. Doing this properly is essential to get a good 
solution, and the more knowledge we have of the problem the better. For example, if we want to find 
the optimal wheel sizes and placements for a new Mars rover we could encode each wheel as 4 
numbers: x, y, z, r (where x, y, z encode the position and r is the radius of the wheel). We then need a 
startup stage where we generate initial population, this can be a set of completely random candidates 
or it can be biased towards or against particular solutions we suspect are good/bad. To stay with the 
Mars rover example we could here disallow wheels be placed on top of the vehicle or have a radius 
below a certain threshold. When we have the basic representation of each solution we have to create 
what I feel is the single most important factor in a GA, the fitness function; if this function does not work 
properly you will not get anywhere. It can be a numerical evaluation of the candidate, a simulation of its 
behavior, or a real world experiment. What the best way is depends entirely on the problem we want to 
solve, for the above example a simulation where the rover had to be able to drive over/past a series of 
obstacles would be the best choice. An actual physical test would of course be the best, but the cost of 
building each candidate solution would be prohibitively expensive in both time and money. 
10 
 
 
 After each candidate has been ranked it’s time to select the parents for the next generation. We want 
to find the best solution, so taking the top candidates as parents is a logical choice. However it is not 
always the best choice, doing that would certainly bring us to a solution faster, but we run the risk of 
getting stuck in a local maximum, whereas if we keep some of the suboptimal candidates they may lead 
us to either a better local maximum or if we’re really lucky to the global maximum. When parents are 
selected, it’s time to make a new generation of candidate solutions, usually through mutation and/or 
crossover. Mutation works on a single parent and usually operates on a low probability per gene (with 
p=0.005 or thereabouts) and adds/subtracts a random number within a given range from the value of 
the gene. Crossover works on two parents; it usually splits each of them in two at a random point and 
swaps the split parts so that you have two children composed of part of each parent. The final part is 
fine-tuning the parameters for parent selection and child generation, which is a skill that comes with 
practice.  
2.1.4 Evolutionary Strategy 
Another possible approach could be Evolutionary Strategies (ES). ES is now fairly similar to GA, with the 
exceptions that some of the parameters that govern the evolution are part of the chromosomes and it 
works on real-valued functions and not only discrete functions. In its early days, however, it was a lot 
more different due to being individual based as opposed to GA which was population based. As a result 
it only used mutation. There was no survivor selection as there only was one survivor. It also 
incorporates something called the “1/5 success rule” which changes the size of the mutation steps 
based on how fast we are progressing. If we are improving fast (more than 1/5th of mutations are 
beneficial) we try larger steps to improve efficiency, but if we are moving slowly we try smaller steps.  If 
you are doing well you can afford to take bigger steps to go faster in the right direction and avoid 
Figure2.1: Basic overview of the process guiding a GA.  
http://www.embedded.com/design/analog-design/4017981/Analog-Circuit-Design-Using-Genetic-Algorithms 
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detours. And if you’re going slowly you should take smaller steps so you can more easily find the hill 
instead of jumping over the base (or even top) all the time.  
2.1.5 Genetic and Evolutionary Programming 
GP and EP are similar to GA with one major difference, these are used to optimize and evolve code (and 
more recently analog circuits). In GP we have a set of answers; we just need the right formula/program 
that gives these answers. Here we encode each solution as a tree structure; mutations then become 
random changes to a tree node (which represents a small piece of code, tree nodes are usually 
operators and terminal nodes operands) and crossover becomes an exchange of subtrees. The fitness 
function is a simple score of how well it fits the expected output. In EP, however, we have a more or less 
fixed structure to our program; it’s the parameters we evolve. There’s also no set representation (can be 
trees, can be finite state machines, etc.) and the operators therefore have to be tailored to the chosen 
representation. 
2.1.6 When and where should we use EA? 
Before we move on to how I will use this in chapter 3, let’s take a short look at when it is good to use EA.  
EAs are random and do not guarantee that we actually reach a global optimum, so why should we use it 
over other existing algorithms? What if there are no other solutions? Or what if those solutions are 
infeasible due to a large search space or complexity? Then we might just settle for a solution that is not 
optimal, but good enough. Another good trait of EA is that we can get a solution at any time, which will 
be at least an approximation of the actual solution.  
When looking at robotics, where in the design process should we use EA? In Evolutionary Robotics: 
Exploring New Horizons [2] Doncieux mentions 4 areas where EA is useful: 
 Parameter tuning 
 Evolutionary aided design 
 Online evolutionary adaptation  
 Automatic synthesis 
Parameter tuning is the most common one, and the most mature. It is mostly an optimization task. 
Evolutionary aided design is a bit different, here we have the algorithm giving humans the output, and 
the experts then propose new solutions.  Online evolutionary adaptation is a very interesting one as it 
does not just use EA in the design step, but also when the robot is complete so that it can adapt to new 
situations. Automatic synthesis is the least mature, but is very promising. It allows building a robot from 
scratch through evolution, but there are still many problems left to solve here. [2] 
2.2 Previous Work 
There has been quite a bit of work done in the area of evolving walking gaits for robots, both on the 
QuadraTot robot and other platforms. I will here give a small summary of a few different approaches to 
the problem. 
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The first approach I will cover is “Evolution of locomotion in a simulated quadruped robot and transferal 
to reality” by Glette et al [3]. In this paper, they evolve gaits for the QuadraTot in simulation and test 
those gaits on hardware. The simulator is a relatively simple GA (Genetic Algorithm) using the Simple GA 
method from the GALib library. Their results are promising, with the speed of the robot in hardware 
exceeding the simulated speed in one case (17.8 cm/s on hardware, 16.4 cm/s in simulation).  
HyperNEAT (Hypercube-based NeuroEvolution of Augmented Topologies) is a fascinating algorithm that 
exploits regularity in movement to produce fast gaits. “Evolving Robot Gaits in Hardware: the 
HyperNEAT Generative Encoding vs. Parameter Optimization” by Yosinski et al [4] compares the 
HyperNEAT algorithm against other algorithms for evolving gaits that are also biased towards regular 
movement to see if that is the cause of HyperNEAT’s performance or if there are other factors involved. 
All of the experiments were done purely on the QuadraTot. HyperNEAT outperformed the other gaits, 
and all of them outperformed the hand-designed reference gait. The performance of HyperNEAT is 
attributed to its ability to exploit symmetries and regularities of a higher complexity than the simpler 
parameterized, as well as it being able to explore a far larger area of the search space. 
In “Learning Fast Quadruped Robot Gaits with the RL PoWER Spline Parameterization” Shen et al 
compare the previously mentioned HyperNEAT algorithm and the GA used in [3] to a new 
Reinforcement Learning algorithm: Policy learning by Weighted Exploration with the Returns (RL 
PoWER) [5]. This algorithm was proposed by Kober and Peters in [6]. In this paper the RL PoWER 
algorithm outperformed HyperNEAT both in the top run and when comparing the average run, while the 
GA had the top single run. They conclude that Reinforcement Learning is a better fit for evolving gaits 
than the generative encoding of HyperNEAT. 
The previous papers all used the QuadraTot robot. The QuadraTot is not the only robot used for evolving 
gaits for quadruped robots. Another example is the Aracna3. The paper “Aracna: An Open-Source 
Quadruped Platform for Evolutionary Robotics” by Lohmann et al [7] describes the robot and the 
reasoning behind designing it. Mainly it was to create a cheap, open-source platform that is more light-
weight and less prone to servo failures than other open-source platforms like the QuadraTot. It 
accomplishes this by replacing the onboard computer of the QuadraTot with a much smaller 
microcontroller (370g vs. 47g) and getting a smaller battery instead of the two larger batteries on the 
QuadraTot. It also reduces the weight of each leg by moving the servos to the main body. These changes 
lead to a somewhat different shape of the legs and how they are controlled. Each leg has 2 joints (hip 
and knee) controlled by separate four-bar linkage4 mechanisms. This change keeps the walking pattern 
very similar to the QuadraTot, and allows for a different representation of movement by using the speed 
of each servo. This works because of the four-bar linkage mechanism which ensures that a rotating joint 
                                                          
 
3
 Additional information about this robot can be found at: http://creativemachines.cornell.edu/aracna 
4
 A closed loop linkage consisting of 4 bodies (bars) and 4 joints in a loop. 
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will move the leg back and forth through its range of motion. It is still possible to use specific positions 
to control the movements of the robot. 
2.3 The Robot: QuadraTot 
 
Figure 2.2: The QuadraTot robot in a crouched position. http://quadratot.yosinski.com 
The QuadraTot robot was developed by Juan Zagal at the Cornell Creative Machines Lab, primarily for 
use in research on gait learning. Gait learning is an important task that is crucial to allowing robots 
access to more rugged terrain. Designing these gaits by hand is not easy. Evolved gaits not only take less 
time to create, they are also better than hand designed gaits (see for example [5], where all the tested 
evolved gaits outperformed the hand-designed gait). 
The robot has 9 joints, 2 in each leg and 1 central joint (see Fig 3.1 for a better look). Each of the joints is 
actuated by a servo, a Dynamixel AX-18A for the central joint and each of the inner leg joints, and a 
Dynamixel AX-12A for each of the outer leg joints. The power supply is separate to lessen the load on 
each joint. Simulation is done with the NVIDIA PhysX library. [3] In figure 2.3 the on-board computer and 
battery is visible. These are removed to lessen the strain on the servos and reduce weight. The robot is 
instead controlled via a USB connection to a PC.  
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The QuadraTot measures 12.7 cm across the base, and 31.75 cm with its legs crouched like in figure 2.3, 
and 68 cm with legs fully extended. Without the on-board computer and battery it weighs 1.39 kg. [8] 
The robot I use is the same one used in [3], which was printed on the Objet Connex 500 3D Printing 
System. It also has an extra feature that is not part of the original design to improve traction; silicone 
rubber ‘socks’ (these can be seen in figure 4.1 along with a fully extended view of the robot).  
 
 
2.4: Simulator 
All the gaits are evolved in a simulator to cut down on evolution time and lessen strain on the actual 
robot. The simulator I use is a slightly modified version of the one used by Glette et al. in [3]. For 
evolution I use the SimpleGA method from the GALib library with a population of 60 individuals and 
evolve over 300 generations. Fitness is determined based on the speed of the evolved gait. Exact fitness 
functions for the different tests are presented in Chapter 3.1. 
 
The robot is simulated using the NVidia PhysX library, as it gives a good approximation for collision 
detection, rigid body motion, and motorized joints. The 3D model used to represent the robot is the 
same as in [3]. I used the same constraints on range for joint angles, allowing movement between -106⁰ 
Figure 2.3: Robot moving in simulator. The robot is moving towards the bottom right corner of the picture, using the 
forward-facing leg to pull itself forward and the backwards-facing leg to push forward. 
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and 75⁰ for the inner joints, -141⁰ and 125⁰ for the outer joints, and -53⁰ and 53⁰ for the central joint. 
Friction was set to 0.9, which is somewhere between the 2 values used in [3]. 
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 Implementation Chapter 3
3.1 Fitness function 
The fitness function is a measure of how well any given solution performs based on a set of criteria. In 
this case it is mainly speed. We want the robot to move as fast as possible, so a simple function could be 
something like: 
   Fitness = Distance travelled / simulation time  
This is the fitness function that will be used for the first experiment. It gives a measure of the average 
speed of the robot during the simulation, and using this directly makes it easier to get a feeling for how 
good or bad the simulated solution is. It also makes it easier to compare with tests on the actual robot 
and/or other work. 
Sometimes we want to direct the evolution a bit more and want more than just speed. We want speed 
in a specific direction. To accomplish this there either needs to be a penalty for moving off course or a 
reward staying close to the specified direction. One way of doing this is taking the distance vector and 
taking the dot product5 of the distance vector and a direction vector. This gives us the distance travelled 
in the specified direction scaled to any number we want based on the length of the direction vector. The 
fitness function will then look something like this (with the direction being straight forward):  
  Fitness = (Distance ∙ (1, 0, 0))/time 
This gives the speed along the specified direction. Anything below zero is filtered out and given a score 
of 0 (this corresponds to solutions moving in the opposite direction). Any solutions that go off course 
will be penalized by only getting a part of the actual speed awarded from the fitness function. Further 
penalty based on the difference in angle from the wanted direction could be applied, but that would 
remove the primary reason for choosing this format; seeing the speed directly, as well as making it more 
cumbersome to gauge the fitness of tests on hardware. An example fitness function that penalizes 
based on angle could look like this: 
  Fitness = ((Distance ∙ (1, 0, 0))/time) – Xα 
Where α is the angle between the distance vector and the desired direction, and X is some multiplier to 
increase/decrease the impact this term has on the overall fitness. This is not a function that will be used 
here, but is an example of how fitness functions can easily be expanded to account for and 
penalize/reward different behavior. 
                                                          
 
5
 Dot product works by multiplying each part of vector a with the corresponding part of vector b: 
  [a, b, c]∙[d, e, f] = ad + be + cf   
In this case using a vector like [1, 0, 0] zeroes out anything I don’t want. For diagonals I use [sqrt(2), 0, sqrt(2)] so 
that the length of the vector is still 1 to avoid scaling issues. 
17 
 
 
3.2 Mirroring 
 
Figure 3.1: Robot joints, a shows a top down view of the robot and how each joint moves, while b, c, d and e show the robot 
in various stages of motion.  http://quadratot.yosinski.com/browser/figures/topdown2.jpg 
Doing the above for many directions requires a lot of simulation for each direction you want to go. As 
you can see from the above figure, the QuadraTot robot is symmetrical around the central joint (8). 
Taking advantage of this could reduce the amount of simulation necessary by at least half. A single 
solution in one direction could be mirrored to move in the opposite direction by simply changing which 
legs do the moving. For example if the solution is moving to the left you could mirror it to the right by 
swapping 0 with 4, 1 with 5, 2 with 6 and 3 with 7.  
Below is an example gait: 
0.355556 0.388889 0.244444 0.205556 0.333333 0.311111 0.222222 
0.222222 0.190476 0.0440945 -0.792913 -0.0976378 -0.743307 -0.2 -
0.714961 -0.184252 -0.785827 0.0839216 0.270588 0.415686 0.709804 0.8 
0.619608 0.694118 0.294118 0.235294 0.858824 
This particular gait has a fitness of 26.4013 and is moving to the right. In order to mirror this there are a 
few things we can do to make it easier. The gait is made up of 27 numbers, 3 for each of the 9 servos 
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that control the robot representing 3 target states for each servo. The gait numbers correspond to 
servos 0-8 repeated 3 times. These will be split into 3 groups of 9 like this: 
 P10, P11,. . ., P18, P20,. . ., P28, P30,. . ., P38. 
To mirror this we follow the example from above and swap 0 with 4, 1 with 5, 2 with 6 and 3 with 7, 
leaving the central joint, controlled by servo 8, untouched. The first group will then look like this: 
 P14, P15, P16, P17, P10, P11, P12, P13, P18 
The mirrored gait then looks like this and should move to the left at the same speed the original moved 
to the right:  
0.333333 0.311111 0.222222 0.222222 0.355556 0.388889 0.244444 
0.205556 0.190476 -0.2 -0.714961 -0.184252 -0.785827 0.0440945 -
0.792913 -0.0976378 -0.743307 0.0839216 0.619608 0.694118 0.294118 
0.235294 0.270588 0.415686 0.709804 0.8 0.858824 
 
3.3 Robot testing 
Doing the above in simulation is all well and good, but without testing on the actual robot it doesn’t tell 
us all that much. For my tests on the actual robot I will use a mixture of Motion Capture (MoCap) 
software/hardware and a camera + measuring tape to gather data and evaluate fitness.  
The tests are performed on a rug to maximize traction as the floor I have available is quite slippery on its 
own.  I came to this decision after running a few initial tests on the floor where the robot kept slipping 
and performed rather poorly. Similar tests on the rug avoided a lot of slipping and provided speeds 
closer to simulation. There will be 2 different test durations. One will be 10 seconds to match the 
simulation time, and one will be 30 seconds to see how well it works over a longer period. This is done 
both to test the accuracy of the simulation in relation to the QuadraTot, and to see if the gaits can keep 
up the speed over a longer period of time. 
The test area is pictured below in Figure 3.2. The QuadraTot is placed by the tape on the far left side, 
oriented so that it will move towards the center of the rug. This gives a good area for movement both 
forward and to the sides if a gait is not perfectly straight.  
19 
 
 
The MoCap system is an infrared camera-based NaturalPoint OptiTrack motion capture system with 8 
cameras spread around the test area (area shown in Figure 3.2). To track the position of the robot 3 
reflective markers were placed on it, one of which is visible in Figure 4.1 (the other two had fallen off 
just before that picture; one is partly visible inside the main frame of the robot). The position was 
sampled at 60 Hz and logged.  
Figure 3.2: Test area for the QuadraTot. Start position set to the tape near the far left edge of the rug to maximize possible 
area for movement. Not shown here are the MoCap cameras surrounding the test area. 
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 Experiments Chapter 4
I have prepared 3 simulation experiments that aim to increase the mobility of the QuadraTot by allowing 
more varied movement and looking at ways to reduce the amount of evolution needed to get 
movement in specific directions (and combining these to allow changing direction to avoid obstacles). I 
have also prepared 2 experiments to test on the actual robot and compare with the simulation results. 
The simulation experiments can be divided into 2 categories based on the freedom the robot has in its 
movements: 
- Free movement: Allows movement in any direction 
- Directional Movement: Restricts movement to a predefined direction 
Experiment 1 falls into the first category while experiment 2 and 3 falls into the second. Each 
experiment will be explained in more detail along with the results in the following subchapters. 
Comparisons between experiments and other publications will be saved for the discussions in Chapter 6. 
After the simulations there will be some tests on the actual robot to see how well the evolved gaits 
translate to real hardware. The robot tests will involve the best of the evolved gaits in each direction as 
well as testing the results of experiment 3. 
4.1 Free Movement 
4.1.1 Description 
The first experiment is a test of the ability to evolve movement with no restrictions on direction. This is 
primarily to get a basis for comparison for the later experiments and to become familiar with the 
simulation software. The simulation will run 10 times, with 300 generations each run. For each 
evaluation the robot starts flat on the ground with its legs extended similar to how the QuadraTot is 
positioned in figure 4.1.  
In this experiment the fitness function is very simple and only promotes one thing; speed. Direction is 
not considered. The function is this: 
 Fitness = Distance / simulation time 
This gives a very simple and straightforward metric of the robot’s performance and allows for easy 
comparison both between simulations and testing on the real robot. The settings for the simulator are 
the same as described in Chapter 2.4. 
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Figure 4.1: QuadraTot at its starting position, ready for tests (the bright white circle is one of the MoCap markers). 
4.1.2 Results 
Table 4.1: Free Movement results (cm/s) 
Fitness  
26.8573 23.2765 
24.9394 25.8673 
25.2021 23.3504 
28.7194 26.1923 
22.4416 27.1528 
 
Movement without any restrictions on direction gives good results. The gaits are generally moving 
diagonally to the right, with the fastest moving almost perfectly towards the right. I would have 
expected a slightly more even distribution of directions when there are no restrictions.  
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Average fitness is 25.3999. Without anything to compare this to yet it is hard to say how good this is, but 
it looks decent for a robot to move just over a full body length each second. In Figure 4.1 below I show 
the top individuals from each generation from a near average run (run 3). Most of the improvement 
happens in the first 2/3rds of the run, after which the gait is near a local maximum and slows down 
considerably finding only 1 improvement in the last 100 generations. This lack of change near the end is 
generally referred to as the gait plateauing, and is a good way to find out when to stop evolution if time 
or hardware wear and tear is a constraint.  
One peculiar thing I have noticed is that most of the final gaits as well as during evolution are showing a 
distinct arcing movement. Even the best run shows an arcing movement.  I’m not sure if the robot itself 
or the simulator representation of it has some flaw that causes it to arc. However I doubt this, as I would 
then expect the arcs to be predominantly towards 1 direction, but the gaits are split roughly 50/50 
between arcing left/right. The arcs are also wide enough that the robot does not turn very far in the 10 
seconds it is evaluated on, so there might simply be that the truly horrible arcs that turned the robot 
completely around were weeded out early (I did see some examples of that in the earlier generations) 
and the remaining simply didn’t negatively affect the fitness enough to be overtaken by straighter 
alternatives. There are also far more ways to move along an arc than there are for moving straight 
forward, it would therefore have to penalized pretty harshly to be removed completely. This is also not 
the case here, as the robot does not have any requirements to move in any specific direction.  As long as 
it gets far away from the start location a slight turning will only marginally affect it. 
Figure 4.2: Top individual fitness per generation for run 3, ending at 25.2 cm/s. 
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4.2 Directional Movement 
4.2.1 Description 
This experiment builds on the previous one by putting a new restriction on the simulation via the fitness 
function. The robot is no longer allowed to move freely, but is penalized for moving in the wrong 
direction. Utilizing the fitness function described in Chapter 3.1 the movement of the robot is limited to 
1 pre-defined direction. Allowing the robot to move in predefined directions allows for better 
controllers that can steer the robot with much more control than the more uncertain directions the 
previous experiment evolved. 
In this experiment I will limit the number of runs per direction to 5, down from 10. This is because there 
will be 8 directions simulated for; forward, backward, left, right and the diagonals between them. This 
should give a good range of motions. 
4.2.2 Results 
Table 4.2: Directional Movement results  (cm/s) 
Direction Run 1 Run 2 Run 3 Run 4 Run 5 Average 
Forward 23.9447 22.9817 23.5529 18.2947 21.1186 21.9785 
Right 19.4122 18.188 21.8597 19.4161 26.4013 21.0554 
Backwards 21.3574 24.3021 20.4407 24.7898 20.8664 22.3513 
Left 26.0075 24.0597 20.848 14.9807 20.8055 21.3423 
Diagonal Forward Right 14.9363 21.7226 19.1083 23.6271 18.2943 19.5377 
Diagonal Backward Right 19.0864 25.9467 25.4246 21.9562 21.4665 22.7761 
Diagonal Forward Left 19.6254 21.5371 23.0103 25.3326 15.2181 20.9447 
Diagonal Backward Left 24.5116 23.3115 23.0779 24.2449 24.5024 23.9297 
 
When the direction of movement is restricted I would expect an overall lower fitness value due to parts 
of the initial population likely being given a score of 0 for moving in the opposite direction. Thus giving a 
smaller pool of viable candidates compared to the first experiment. There is also a high variation of 
fitness values between runs in the same direction, going as far as a difference of 11cm/s in the case of 
run 1 and 4 for left movement as seen in Table 4.2 above.  This exemplifies the importance of doing 
multiple runs of a GA to get good results. Just 1 run runs the risk of being stuck in a local optimum, more 
runs allows for more of the search space to be explored and thus lessens the risk of getting stuck at a 
local optima. 
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Overall movement towards the left and backwards (including diagonals) seems the highest. While this 
may simply be chance in the few runs I ran here, Diagonal Backward Left was clearly the most consistent 
of the directions with no more than a 1.43 cm/s difference between the top (run 1) and bottom (run 3) 
individuals. Back and Left were slightly less consistent but still very well represented, having the 3rd 
highest average (back) and the overall top individual (left run 1). 
There is also a tendency towards left arcs in this experiment. It looks like the forward left leg (servo 
2/3?) is moving less than the other three. This turning is less visible in the diagonal direction, mainly due 
to the way the robot moves diagonally. Here it has 1 leg pointing straight forward that it uses to drag 
itself forward and one pointing straight backwards that is used to push forward. This gives less room for 
turning than other directions where the gaits rely more heavily on all 4 legs. 
4.3 Mirroring 
4.3.1 Description 
Repeating the process above for each direction is tedious and time consuming. Could there be a way to 
reduce the amount of simulation required to get movement in all the wanted directions? By utilizing the 
symmetry of the robot this should be possible. One way to do this is by taking a solution that goes in 1 
direction and mirror it so that it moves in the opposite direction (how to do this is explained in chapter 
3.2), doing this would mean that in order to get movement in 8 directions one would only need to 
evolve for 4 directions.  
Figure 4.3: Top fitness for each generation for a simulation going forwards. As expected the growth is much higher in the 
beginning, unlike Figure 4.1, where it starts off a bit slower and gets a late boost. 
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In this experiment I will evolve in 4 different directions (right, forward, both forward diagonals) and 
mirror them and compare the fitness values of the original simulations to that of their mirrored 
counterparts on the physical robot. These tests will be 10 seconds each.  
4.3.2 Results 
Table 4.3: Mirror fitness (cm/s) 
Direction Fitness Sim Fitness Robot Mirrored Fitness Robot 
Forward 25.0953 16.2 15.4 
Right 26.6102 8.8 10.3 
Diagonal Right 22.0081 5 4.1 
Diagonal Left 25.1984 7.6 6.5 
 
And it does work fairly well, if not perfectly. Some of the difference can be attributed to human error in 
start/stop timing as that was done by hand. Here are 2 examples of how the mirrored gaits differed 
from the originals: 
- The Forward Mirror had a much more pronounced arc in its movement. Though this did not 
impact it too much.  
- Diagonal Left Mirror was pushing itself backwards from time to time, which severely 
hampered its movement. At the same time it lacked the arc that its original displayed. 
There is certainly room for improvement here, but I would say the experiment was a success as it 
showed that it is possible to get roughly similar speeds by mirroring, thus saving a lot of simulation time.  
The diagonals did much worse than I had expected, considering how well they were represented in the 
top of the previous experiment. However it looks like the method of pulling with the front leg and 
pushing with the back leg does not translate well from simulation to reality, leading to either just a slow 
crawl that arcs off to the side (Diagonal Right) or violent movement that either also veers off course or is 
working against itself as much as it is pushing forwards (Diagonal Left) 
Another issue I realized was that the central joint was not perfectly symmetrical. This is due to the 
weight being unevenly distributed due to the servo being on one side and the other side being clear. The 
joint itself is also slightly off-center with the servo being on the larger part of the main body. This causes 
my initial assumption about the central joint to fall apart, namely that it would effectively mirror itself 
when weight was moved from one leg to its mirrored counterpart (I will look at ways to remedy that in 
Chapter 5.4). All in all this causes the mirror to be imperfect, and is likely the cause of the Diagonal Left 
mirror working against itself, and how the Forward mirror gained its extra arcing movement and speed. 
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4.4 Robot tests 
4.4.1 Description 
Evolving gaits in the simulator is all well and good, but how does these gaits perform outside the 
simulator on actual hardware? In this experiment several different gaits of varying fitness will be tested 
on the QuadraTot to see how they hold up against their simulated counterparts.  
The testing will be 2 gaits from each of the 8 directions as well as 2 gaits without any restriction on 
direction. The gaits will be tested for 10 seconds to compare them to simulation, and then for 30 
seconds to see how they hold up after a longer session. This second, longer test will reward those gaits 
that move in a straighter line over those that turn to either side, as well as provide a more accurate view 
of how these gaits would perform in real-world applications where the robot might be required to move 
in the same general direction for extended periods of time. 
Due to the way the testing area is set up any graphs or plots are likely to show things moving in the 
wrong direction. This is simply a result of trying to maximize the area the robot has to move in by setting 
the starting position to one edge of the testing area, and orienting the robot so that it always starts 
movement towards the middle (see figure 3.2 for a view of the testing area). 
4.4.2 Results 
The chosen gaits were the 2 best gaits from Chapter 4.1 and the 2 best in each direction from Chapter 
4.2.  
Table 4.4: 10 second robot test  
Direction Fitness Sim Fitness HW Direction Fitness Sim Fitness HW 
Free 1 28.7194 17.5 Diag. Forward Right 1 23.6271 11.7 
Free 2 27.1528 15.7 Diag. Forward Right 2 21.7226 1.8 
Forward 1 23.9447 4.6 Diag. Forward Left 1 25.3326 12.2 
Forward 2 23.5529 14.9 Diag. Forward Left 2 23.0103 3.2 
Right 1 26.4013 12.5 Diag. Back Right 1 25.9467 12.5 
Right 2 21.8597 9.8 Diag. Back Right 2 25.4246 16 
Back 1 24.7898 10.4 Diag. Back Left 1 24.5116 17.6 
Back 2 24.3021 16.6 Diag. Back Left 2 24.5024 10.1 
Left 1 26.0075 5.3    
Left 2 24.0597 14.9    
 
As is pretty clear from the above table, the fitness given from the simulation is a fair bit higher than the 
actual robot, though a few of the lower fitness gaits travelled a lot farther than their fitness indicates. 
For example Right 2 and both Back 1 and 2 did a complete 180 degree turn, cutting their fitness 
noticeably. Most of the other did lesser turns or did not move exactly in the desired direction.  
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There are a few other things not related to the gaits themselves that can affect the fitness of the robot. 
These include the surface the robot moves on, imperfections in the physics or in the representation of 
the robot in the simulator and human error in timing the tests.  
The main difference I see between simulation and reality is that in the simulation the legs support the 
robot fully and its belly is slightly above ground at all times. This does not translate to the actual robot 
which tends to mostly drag itself along the floor and only occasionally lift its belly. This might account for 
a lot of the decreased distance since dragging itself on its belly adds a lot of friction it would not see if it 
the legs were able to keep it higher. Some of the gaits manage to keep above ground most of the time, 
but their balance is off and whenever they lift a particular leg (usually one of the forward legs) they hit 
the ground. This slows them down and hinders the back legs from pushing forward properly. This was 
the case for Diagonal Forward Right 2, it tried to pull itself forward with its forward leg, and then push 
with its back leg. Which works for some gaits (like Diagonal Back Left 1), but this gait kept sticking its 
knee into the ground negating any efforts by the back leg to push it forward. 
The gait that travelled the farthest from the starting point was in fact not the one receiving the highest 
fitness, but one near the middle of the pack (Diagonal Forward Left 1). This was due to it turning a bit 
too much. Without restrictions on direction it would have received a fitness of 18.5. 
 
Table 4.5: 30 second robot test 
Direction Fitness Sim (10s) Fitness HW Direction Fitness Sim (10s) Fitness HW 
Free 1 28.7194 11.667 Diag. Forward Right 1 23.6271 6.5 
Free 2 27.1528 9.167 Diag. Forward Right 2 21.7226 0.3 
Forward 1 23.9447 3.2 Diag. Forward Left 1 25.3326 5.233 
Forward 2 23.5529 4.93 Diag. Forward Left 2 23.0103 1.16 
Right 1 26.4013 2.8 Diag. Back Right 1 25.9467 2.1 
Right 2 21.8597 7.567 Diag. Back Right 2 25.4246 4.5 
Back 1 24.7898 7.43 Diag. Back Left 1 24.5116 7.433 
Back 2 24.3021 9.167 Diag. Back Left 2 24.5024 5.166 
Left 1 26.0075 5.0    
Left 2 24.0597 3.33    
 
There is a big difference with the added testing time. This additional time makes it so that deviations 
from the desired direction (especially turning movements) affect the fitness much more here than in 
simulation or the shorter test. All of the tested gaits performed worse on the longer test, even the ones 
that moved perfectly straight like Diag. Forward Right 1.  
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Some of the types of movement exhibited seem a bit unstable. In the 10s tests pulling with the front leg 
and pushing with the back leg worked for a few of the diagonal directions, but in the 30s tests most of 
them failed and pushed backwards instead of pulling forwards with the front legs either stopping them 
almost completely (Diag. Forward Right/Left 2, see Fig 4.5) or hindering them severely (Diag. Back Left 
1/2). 
 
 
  
Figure 4.4: Diagonal Forward Right 2. This plot shows the movement of the gait in simulation and on hardware for 10s test. 
On hardware it failed completely and just pushed back and forth using its front and back leg, leaving it standing in place.  
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 Future Work Chapter 5
5.1 Turning 
It would be interesting to teach the robot to turn in place, but I think that would need more freedom of 
movement for the robot. It would be very hard to get it turn in place without the legs being able to 
move sideways and not just up/down.  
 
5.2 Evolve for target speeds 
Evolving for pure speed is all well and good, but if you want a good controller for the robot it should be 
able to do more than just charge ahead at full speed. And with the reduction in simulation time from 4.3 
doing different simulations for different speeds is a lot more feasible. Mirroring also makes it so that you 
can get equivalent speeds for opposing directions.  
Ideally a robot should be able to move at many different speeds in each direction, and evolving for this 
is not particularly hard, though it requires more time and the fitness function will no longer be a direct 
measurement of speed. The simplest way I can see of doing it is to set a target speed V and give a score 
based on how close to it the evolved gait is. For example like this: 
 Fitness = (distance/simulation time) - V 
Take the absolute value of this and the lower your fitness score is, the closer it is to your desired speed 
(with 0 being a perfect match). 
Another approach could simply be to change the frequency of the controller to speed up/slow down a 
gait, but changing movement too much can lead to balance issues with some gaits (consider human 
gaits, there is a clear difference between running/walking apart from the speed our legs move with) so I 
think it would produce better results to evolve new gaits for different speeds.  
For lower speeds you might want to add some more conditions to select the best candidate, like how 
stable the movement is or how much force it puts on the servos so that you can avoid a gait that looks 
like a spider on LSD. 
 
5.3 Improving the mirror 
Mirroring worked pretty well in my initial tests, but there are still many things that can be done to 
improve it. For example the central joint of the QuadraTot, my initial assumption there was that when 
the weight moves from the original leg to the mirrored one, the movement of the central joint would 
flip over and effectively mirror itself. What I forgot about here was that the two halves of the robot have 
a different weight due to the central servo being on one side. This means that the movement will not be 
perfectly mirrored. It would be interesting to see how this can be mitigated. One possible way to do this 
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might be to manually increase the desired movement to try and force the robot to use more effort to 
move the central joint.  
Another interesting possibility to further reduce simulation time would be to attempt a 90 degree mirror 
as well, though this would rely more heavily on finding a good way to deal with the central joint. If this 
could be accomplished simulation time would be halved again for a 75% reduction in simulation time. 
For 8 directions you would only need to evolve 2 directions that are at 45 degree angles to each other 
(or to one of their mirrors).  
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 Discussion Chapter 6
As a conclusion I will discuss my results and compare them to each other and some previous work on 
the QuadraTot robot.  I will start with looking at how my first two experiments worked out and the 
downsides/benefits to the approaches used.  
6.1 Free Movement vs Directional Movement 
Here I will go into a bit more detail surrounding the pros and cons of choosing Free or Directional 
Movement for simulation. 
It is pretty clear from Table 4.1 and 4.2 that no restrictions on movement give a higher overall fitness. 
The average fitness from experiment 4.1 (25.3999) is higher than all but 3 of the gaits evolved in 
experiment 4.2. The downside here is of course that I have little control over which direction the robot 
moves with no restrictions in place. So the slightly lower fitness values can be forgiven for the added 
control a few restrictions gives to the direction of the robot, especially when the robot cannot turn in 
place. If that were possible Free Movement would be better as there would be no need for the robot to 
move in predefined directions. 
The big downside to Directional Movement, however, is that it requires a lot more simulation time than 
Free Movement. Without the restrictions on directions you can just run a number of simulations, take 
the best and call it a day. With the restrictions on direction you need to repeat the process for each of 
the directions you want the robot to move in, leading to a large increase in simulation time. I 
compensated a bit for this in these experiments by halving the amount of runs per direction from 10 
down to 5, but the restrictions still increased the simulation time by a factor of 4. I find this to be an 
acceptable tradeoff in order to get a wide range of motions, especially when the simulation time can be 
further reduced by mirroring. 
6.2 Mirroring 
As I mentioned in Chapter 5.4 there’s plenty of room to improve the mirroring, but this was a good test 
of the idea. To me the most interesting improvement to make here would be to add 90 degree mirroring 
to further reduce the simulation time. For the QuadraTot this might be possible, but the ideal robot for 
such a mirror would be completely symmetric along two axes as that would make it trivial and provide 
the biggest gain (such as the Aracna described in [7] and Chapter 2.1).  
Cutting down on the simulation time like this also allows more time for fine-tuning the simulation to for 
example evolve for different speeds to create a more complete controller that doesn’t just send the 
robot moving ahead at full speed, but can instead choose to move at a leisurely walk, a dead run or 
somewhere in between. I will not do that here as this is only a test to show that it works. 
Can this be used for other robots? The short answer is yes. Provided the robot is symmetrical along at 
least one axis. Will it be as easy? That depends on how the gaits are encoded, but it shouldn’t be too 
hard. And if you want to evolve a large amount of different gaits it can easily be automated with a short 
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script. I chose not to for these tests as it was just as fast to do it by hand, but for a larger amount of gaits 
it would be simpler to do it with a script. 
Overall I would say that mirroring was a success. It gives a fitness value reasonably close to the original 
with almost no additional time investment, leading to a halving of the necessary simulation time, which 
was the original goal of the test. 
6.3 Robot vs simulation 
The tests in Chapter 4.4 were a bit disappointing. I had expected some difference between the 
simulation and reality, but a reduction of more than 40% was higher than expected. I will here take a 
look at some of the possible reasons why the evolved gaits performed so much worse on the robot than 
in simulation. 
I mentioned some reasons in 4.4.2, namely inaccuracies in the simulator either regarding the robot or 
the physics, as well as human errors in timing the experiments. I’m sure these all contributed in some 
way to the reduced fitness when transferring to the actual robot. One thing I think had a large impact is 
the friction set in the simulator. My very first robot tests was done on a much slipperier floor and then 
the gait Free 1 only managed a speed of 7.8 cm/s compared to the 17.5 cm/s it on the rug the rest of my 
tests were performed on. Evolving with this in mind or testing on a surface with closer friction to what 
the simulator used might have produced a much smaller reality gap than what was seen here. 
Increasing the testing time to 30 seconds had a negative effect on the fitness of all the tested gaits, 
which I would expect from most of them since they are not moving in a straight line in the desired 
direction. Any deviation from the desired path will have a larger effect when the testing time is 
increased, and turning increases the effect even more. In simulation the turns seen did not generally 
        Figure 6.1: Diagonal gait in simulation. The robot is moving away in the direction of the top left leg. 
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affect the fitness too much as the turn would be in a relatively wide arc that is not too noticeable in the 
first 10 seconds, but become much more noticeable when the testing time is increased. A longer 
simulation time would lessen this effect somewhat as any gait that veers too far off course would be 
penalized heavily as it starts to move more and more towards other directions. 
If getting straight movement is a priority simulation time should be increased to the 20-30s window so 
that any turning is penalized more (a lot of the gaits in 4.4 did a full 180 degree turn before the test 
ended). It might not get 100% straight movement, but the longer the simulation time the more wide 
arcs will be penalized, which in turn should give straighter gaits.  
Increasing the simulation time for each individual does have the added cost of increasing the total 
simulation time. So it is something that might not always be ideal, but in conjunction with the mirroring 
from 4.3 you can save a lot of time so that doubling the simulation time for each individual does not 
result in a net increase in total simulation time. 
Another reason might lie in the simulator itself, it is not a perfect representation of reality and some of 
the gaits might have taken advantage of inaccuracies that allowed it to move farther in simulation than 
the hardware would allow it to.  
A good example of something that worked in the simulator, but generally not on the hardware was a 
type of movement typical of diagonal gaits (Figure 6.1 shows a still frame of this type of movement). 
Diagonal gaits move so that one of the legs is pointed in the direction the robot is moving. These gaits 
typically use that leg to pull the robot forwards, while using the opposite backwards-facing leg to push. 
When this works it works very well (see Diagonal Back Left 1 in table 4.4), but in the majority of cases it 
fails. Usually due to the pushing and pulling working against each other and slowing the robot down 
drastically. 
6.4 My results vs previous works 
I have shown how my results compare to each other, but how do they compare to what others have 
published on the QuadraTot platform? I will here compare my results to the works I described in 
Chapter 2.1.  
Genetic Algorithm 
I will start by comparing my results to the most similar experiment, which was done on an earlier version 
of the same simulator I have used. The simulator was described in Chapter 2.4. The gaits evolved by 
Glette et al. were not aiming for any particular direction [3] so I will primarily compare them to the Free 
Direction gaits from Chapter 4.4. The comparison is shown in table 6.1. 
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Table 6.1: GA comparison gait speeds (cm/s) 
 Simulation Hardware 
Gait from [3] 1 18.3 10.5 
Gait from [3] 2 16.4 17.8 
Free 1  28.7 17.5 
Free 2  27.15 15.7 
 
My gaits performed much better in simulation, being roughly 10 cm/s faster there, but that advantage 
did not carry over to tests on the QuadraTot where the second gait from [3] performed better than its 
simulation and narrowly beat out my top performer. The changed parameters between my 
implementation and that of Glette et al. in [3] have unfortunately not had much impact on the 
performance of the QuadraTot, even if the simulated speeds improved by 75%. 
HyperNEAT 
Before I compare my results to the paper on HyperNEAT (Hypercube-based NeuroEvolution of 
Augmented Topologies) I will quickly describe what HyperNEAT is. HyperNEAT is a form of ANN 
(described in Chapter 2.2.4) that uses a few special tricks to create more symmetrical and repetitive 
results, which suits the evolution of walking gaits well. These tricks involve keeping objects that are 
close together on the actual hardware close together in the neural network (locality), and the ability to 
generate repeating patterns (with small variations) from a single set of neurons in the network. This is 
achieved by using Connective Compositional Pattern Producing Networks (Connective CPPNs) which is a 
variation of CPPN where instead of feeding single nodes from a 2D grid it is fed 2 nodes and the output 
interpreted as the connectivity between the nodes. This can generate symmetry, imperfect symmetry 
and repetition with or without variation. NEAT is then used to train the CPPNs as a way of increasing 
complexity and allowing regularities to form [4]. 
The HyperNEAT gaits were evolved purely on hardware, with 9 individuals across 3 species over 20 
generations. Doing this gives it an advantage in not having to worry about differences between 
simulation and reality, while it also severely limits the scope of the evolutions. With a simulator it could 
easily have done 10 times as many generations with a much smaller population using only a fraction of 
the time it takes to evolve purely on hardware. 
The results in this paper were measured in a slightly different way than the method I used, so they will 
be converted to cm/s. For this I use a formula from [9]: 
X body lengths/minute / 60 sec/min * 12.7cm/body length = 0.21167 X cm / sec 
This gives a speed of 9.67 cm/s for the top candidate from [4] which had a reported speed of 45.7 body 
lengths/m. The comparison to my gaits is shown in Table 6.2 below. 
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Table 6.2: HyperNEAT comparison gait speeds (cm/s) 
 Simulation Hardware 
HyperNEAT [4]   - 9.67 
Free 1 28.7 17.5 
Free 2 27.15 15.7 
 
Considering the difference in evolution time (20 generations vs. 300) this is not all that bad.  In figure 4.1 
I show the top individuals for each generation for one of the runs with no restrictions on direction, there 
the speed was still slightly higher after ~20 generations (~14 cm/s), but with the hardware trials being at 
best 40% below the simulation HyperNEAT did comparatively well after 20 generations. I believe the 
addition of a simulator to HyperNEAT would be very beneficial, considering the high complexity of the 
gaits produced by HyperNEAT. 
These experiments are also not conducted on the same robot or the same location, making direct 
comparisons hard. It would have been interesting to try both gaits on the same physical robot and 
surface. Nevertheless the speed of the HyperNEAT is good given its highly limited evolution. 
HyperNEAT produces highly complex gaits (an example is shown in figure 9 in [4]), this added complexity 
over sinusoid gaits allows for a wider variety of movement and should increase speed over that of a 
sinusoid since it should be able to recreate all sinusoid movements as well as a large amount of non-
sinusoid movements. When compared to my gaits this is, however, not the case. As seen in figure 6.2 
below my best gait (Free 1) is much simpler, consisting only of sinusoids with varying amplitude and 
frequency. It is, however, highly coordinated between the servos on each leg and between the legs. This 
leads me to believe that coordinated movement is more important for fast gaits than high complexity. 
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Figure 6.2: Commanded servo positions over 1.2 seconds for the gait Free 1. . It shows good coordination between servos on 
the same leg (blue/red (1), cyan/purple(2), green/yellow(3) and brown/yellowish(4) green). It also shows coordination 
between leg 1 and 2, and leg 3 and 4. Legs 1/2 and 3/4 are opposing legs (with 1/3 being the front legs and 2/4 being the 
back legs) and are phase-shifted roughly 90  and 45 degrees in relation to each other respectively. This creates a natural 
looking walking pattern. 
RL PoWER 
The final algorithm I will compare my work to is a Reinforcement Learning algorithm called Policy 
learning by Weighting Exploration with the Returns (RL PoWER) [5] [6]. Again I will quickly explain the 
algorithm before comparing it to my work. 
The RL PoWER algorithm relies on splines to represent the policy parameterization. Only the highest 
ranked parameterizations by the importance sampling technique [10] [11] of the PoWER algorithm are 
evolved further.  This is done to limit the exploration space since the evolution is done in hardware. The 
splines were set to 3 knots per servo for each of the legs (the central joint servo was not used). The 
corresponding parameterized gait is then calculated for one time cycle of 1.8 seconds for each servo and 
then repeated for the duration of the 12 second trial. 
For [5] a total of 900 trials were performed over 3 separate runs, the highest single individual is shown 
in table 6.x. The average speed was 7.62 cm/s. 
Table 6.3: RL PoWER comparison gait speeds (cm/s)  
 Simulation Hardware 
RL PoWER [5]   - 11.05 
Free 1 28.7 17.5 
Free 2 27.15 15.7 
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Again direct comparisons are hard because of different tests, but it seems pretty clear that my GA 
outperformed RL PoWER. This algorithm was also evolved purely on the robot, and could also benefit 
from the use of a simulator.  
Like my GA gait, the RL PoWER produces very simple gaits using only sinusoids that are still capable of 
fast movement.  The RL PoWER algorithm produces very coordinated gaits, which is not something my 
gaits do by default. My GA is capable of that, but does not promote it. The overall highest fitness gait 
from 4.4.2 (17.6 cm/s, Diagonal Back Left 1 ) does show high coordination between the servos on each 
leg and between legs. The servo positions for that gait are shown in figure 6.3. The same is true for the 
gait Free 1 shown above in figure 6.2. This leads me to believe that coordination is desirable in a gait, 
and might be worth promoting in some fashion. 
 
Figure 6.3: Plot of commanded servo positions for the gait Diagonal Backwards Left 1. It shows good coordination between 
servos on the same leg (blue/red (1), cyan/purple(2), green/yellow(3) and brown/yellowish(4) green). It also shows 
coordination between leg (1) and (2), and leg (3) and (4). Leg (3) and (4) are however working in a phase-shifted 
coordination. This is consistent with the normal movement pattern for diagonal gaits, which is pulling with the forward-
facing leg and pushing with the backwards-facing leg.  
 
6.5 Conclusion 
In this work I have used a GA to evolve gaits for the QuadraTot platform that moves in specific 
directions, as well as developed a method of cutting down on the simulation time when doing so. I also 
tested the GA for unspecified directions where it performed on par with a GA evolved on an earlier 
version of the simulator and outperformed the other algorithms it was compared to. 
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I found a couple of interesting types of gaits that were very coordinated, for example the diagonal gaits 
coordinated the front and back legs in a push/pull fashion. This type of gait received the overall highest 
fitness among my gaits at 17.6 cm/s, but this type of gait was unfortunately very hit and miss, with other 
gaits using the same general pattern failing completely when testing on hardware after performing well 
in simulation due to the pushing and pulling working against each other instead of in tandem. 
The gaits I have found and the gaits I have compared them to leads me to believe that coordination 
between legs is a good trait and should be promoted, preferably through the algorithm so that the 
fitness function can remain as a simple measure of speed to more easily allow comparison between 
different algorithms, and even different robot platforms entirely.  
Simulation helped my gaits massively as it allowed far more evaluations than evolving purely on 
hardware, and conferred a big advantage over the gaits I have compared with. However, I do not think 
the pure simulation I have done is ideal, as the simulator is not perfect. There are inaccuracies that lead 
to problems, perfectly illustrated in table 6.1 where my gait is 10 cm/s faster in simulation, yet is 
marginally slower on the actual hardware. Further tuning of the simulation parameters help in reducing 
this large difference between simulation and reality. It might also be reduced by employing a few tests 
on hardware during simulation to weed out the individuals with the largest discrepancy between 
simulation and reality. For future works it would be a good idea to investigate ways of reducing the 
difference between simulation and reality, for example by the method I proposed above. There is also 
plenty of room to improve the idea of mirroring, either by mitigating the slight asymmetry of the 
QuadraTot or by implementing it on a different and symmetrical platform like the Aracna. 
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