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AN IDELIC VIEW OF IDEALS
SHIN-EUI SONG
Abstract. Ideles and adeles can be viewed as a generalization of Minkowski
theory. Instead of embedding a number field into a product of archimedean com-
pletions, one embeds into a product of all of its completions with some restriction.
This survey starts with a review of point-set topology and constructs the real
numbers from the rational numbers. Then we recap the concepts from local field
and global fields. We, then, define adeles and ideles, and explore their properties.
The ideles Ik modulo k
∗ maps surjectively to the ideal class group Clk, and the
compactness of C0
S
will give rise to an alternative proof to the Dirichlet’s S-unit
theorem and the finiteness of ideal class group.
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Notation
Let F be an ordered field, We use F>0 := {x ∈ F | x > 0} and similarly
F≥0 := {x ∈ F | x ≥ 0}. We also use F<0, F≤0 which are defined likewise.
Generally, F will denote an arbitrary field and k will denote a number field. K
will be used for a field extension of both F and k.
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Part 1. Preliminaries
We assume that the reader has learned the ideal-theoretic approach. That is, the
reader should be familiar with Dedekind domains, discrete valuation ring, and the
unique factorization into product of prime ideals. Chapter 1 from Neukirch should
suffice.
1. Point-set Topology
Let X be a topological space, then a neighborhood of x ∈ X is a subset V ⊂ X
which contains an open set U containing x, i.e.
x ∈ U ⊂ V
The sequence {xn} in X is said to converge to x ∈ X if for all open set U ⊂ X
containing x, there exists N ∈ N such that xn ∈ U whenever n ≥ N . A topological
space X is a Hausdorff space if for any two distinct points x1 and x2 in X , there
exist two open sets U1 and U2 that contain x1 and x2 respectively, with U1∩U2 = ∅.
Proposition 1.1. Let X be a Hausdorff space and let {xn} be a convergent sequence
in X, then {xn} converges to an unique limit point.
Proof. Suppose that the sequence {xn} converges to x and x′, then there exists two
disjoint open sets Ux and Ux′ containing x and x
′ respectively. However, there exist
N1, N2 ∈ N such that
n ≥ N1 ⇒ xn ∈ Ux
n ≥ N2 ⇒ xn ∈ Ux′
then xn ∈ Ux ∩ Ux′ for n ≥ max(N1, N2), which contradicts that the two open
sets are disjoint. Hence any convergent sequence converges to an unique point in a
Hausdorff space. 
A point x in a topological space X is called an isolated point of S ⊂ X if there
exists a neighborhood V of x with V ∩ S = {x}. A discrete set is a subset of X
consisting only of isolated points. Notice that if a topological space X has a discrete
topology, one point subset {x} of X is open. This is equivalent to saying that every
point x ∈ X is an isolated point of X . Hence we have that a subset S ⊂ X is
discrete if and only if S has a discrete topology as its subspace topology.
A limit point x of a set Y is a point where every neighborhood of x contains a
point that is not x. A subset Y of a topological space X is called dense if either
x ∈ Y or x is a limit point in Y .
Proposition 1.2. Let Y ⊂ X be dense and U ⊂ X be an open set. Y ∩ U 6= ∅.
Proof. Pick x ∈ U . If x /∈ Y , then x is a limit point of Y . Clearly U is a neighbor-
hood of x, so, by the definition of a limit point, U ∩ Y 6= ∅. 
Proposition 1.3. Let Z be a Hausdorff space and f1, f2 : X → Z be continuous
maps. If f1 and f2 coincide in some dense subset Y of X, then f1 = f2.
Proof. Suppose that f1(x) 6= f2(x) for some x ∈ X , then there exists open sets
U1 and U2 of Z containing f1(x) and f2(x) respectively that is disjoint. Define
U = f−11 (U1) ∩ f−12 (U2) which is open by continuity. We have that x ∈ U , so U is
not empty. Also, for any x′ ∈ U ,
f1(x
′) ∈ U1 and f2(x′) ∈ U2 ⇒ f1(x′) 6= f2(x′)
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as U1∩U2 is empty. Thus f1 and f2 disagrees in all U , however, because U ∩Y 6= ∅,
this leads to a contradiction. 
Let (X, τ) be a topological space and ∼ be an equivalence relation on X . Then
we let Y = X/ ∼ and give the topology on Y defined by
τY = {U ⊂ Y | p−1(U) ∈ τ}
where p : X → Y is the canonical epimorphism. Or equivalently,
τY = {U ⊂ Y |
⋃
[x]∈U
[x] ∈ τ}
The space (Y, τY ) will be called the quotient space of X and τY will be called the
quotient topology.
Let Xi be a topological space and let
X =
∏
i∈I
Xi
for some indexing set I with canonical projections pi : X → Xi. The product
topology of X is defined to be the coarsest topology for which all pi are continuous.
This means that open sets of the form
p−1i (Ui) = Ui ×
∏
j∈I,j 6=i
Xj
must be in the product topology. As a topology is closed under union and finite
intersection, we can see that all open sets are unions of the form∏
i∈S
Ui ×
∏
i/∈S
Xi
where S ⊂ I is a finite subset. The finiteness of S comes from the fact that the
topology is only closed under finite intersection.
Let X be a topological space and K ⊂ X be a subset of X . Then {Uα} ⊂ τ is
called an open cover for K if
K ⊂
⋃
Uα
and we say that {Uα} covers K. An open subcover of {Uα} is simply a subset that
covers K. The space X is called compact if for any collection of open sets {Uα}
which covers X , i.e.
X =
⋃
Uα
there exists a finite collection U1, . . . , Un ∈ {Uα}. Similarly, a subset K ⊂ X is
called compact if for any open cover for K, there exists a finite open subcover for
K. Compactness is a global property in the sense that compact set is compact
space in its own right. We give the following characterization.
Proposition 1.4. K is a compact subset of X if and only if K is a compact space
as a subspace of X.
Proof. Let K ⊂ X be a compact subset, and let {U ′α} be an open cover for K in
the subspace topology. we have U ′α = Uα ∩K for some open set Uα in X . So we
see that {Uα} is an open cover of K in X . There exists a finite subcover {Ui}ni=1
by compactness. {Ui ∩K}ni=1 gives the desired finite subcover of {U ′i}ni=1.
Conversely, let K be a compact subspace of X . If {Uα} is an open cover for K
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with Uα ⊂ X open, {Uα∩K} is an open cover in the subspace topology and induces
a finite subcover {Ui ∩K}ni=1 in the subspace topology. {Ui}ni=1 is a finite subcover
of {Uα} for K. 
Proposition 1.5. Let S be a closed subset of a compact set K, then S is also
compact.
Proof. Let {Uα} be an open cover for S, then {Uα} ∪ {Sc} is an open cover for K.
Then there exists {Ui}ni=1 ∪ {Sc} a finite subcover. Because Sc ∩ S = ∅, {Ui}ni=1
gives a subcover for S. 
Proposition 1.6. Let X be a compact space, then all its quotient space is also
compact.
Proof. Let Y be a quotient space of X , and let {Uα} be a open cover for Y ,
{q−1(Uα)} is an open cover of X . Hence there exists a finite subcover {q−1(Ui)}ni=1.
So, by surjectivity, {q(q−1(Ui))}ni=1 = {Ui}ni=1 is a finite subcover of {Uα}. 
Proposition 1.7. Let X be a discrete and compact space, then X has only finitely
many points.
Proof. If X is endowed with a discrete topology, then collection of all singletons {x}
for x ∈ X is an open cover of X . As there exists a finite subcover, we immediately
get X is finite. 
Theorem 1.8 (Tychonoff). Let {Kα} be any collection of compact spaces Kα, then∏
Kα
is a compact space.
Let X be a topological space, then X is called locally compact if every point of X
has a compact neighborhood. A compact space X is also locally compact, because
for all point x ∈ X , the space X becomes the compact neighborhood of x.
Proposition 1.9. Let X1, . . . , Xn be locally compact spaces, then
X =
n∏
i=1
Xi
is a locally compact space.
Proof. Let (xi)
n
i=1 be a point in X , then for each xi, there exists a compact neigh-
borhood Vi and an open set Ui containing xi such that Ui ⊂ Vi. Then
(xi) ∈
∏
Ui ⊂
∏
Vi
then
∏
Vi is compact by Tychonoff’s theorem and
∏
Ui is open in the product
topology as it is a finite product. Hence (xi) has a compact neighborhood. 
Infinite product of locally compact spaces is not locally compact in general. The
above proof goes wrong as infinite product
∏
Ui of open sets are not in general
open. By [9], we have that the only locally compact Hausdorff topological vector
space are finite-dimensional. Infinite product of Hausdorff topological space over
real cannot be finite-dimensional, so we see that it will never be locally compact.
To resolve this problem, we will later introduce the restricted product.
Let G be a group which is endowed with a topology. If the multiplication ∗ :
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G× G → G is continuous with G× G given a product topology and the inversion
x−1 : G → G is continuous, then G is called a topological group. If R is a ring
endowed with a topology such that the addition + : R×R→ R, negation − : R→
R, and multiplication ∗ : R× R→ R are continuous then R is called a topological
ring. Finally, a field F is called a topological field if F is a topological ring and, in
addition, x−1 : F× → F× is continuous. In short, a topological algebraic structure
is a topological space if all its operations are continuous.
We now give an example of a locally compact topological field R constructed from
Q and will prove the basic properties of R.
2. Construction of R
One of the famous methods in completing the rational numbers Q is to use
Dedekind cuts, but in this survey we will use Cauchy sequences to fill in the gaps
in the rational numbers. The following procedure generalizes to number fields and
will be use to construct ideles and adeles. Rational numbers will be denoted a, b
to be distinguished with real numbers soon to be defined. The absolute value
|x| : Q→ Q≥0 is defined by
|a| :=
{
a if a ≥ 0
−a if a < 0
The absolute value satisfies the following well-known properties
Proposition 2.1. Let |x| be the absolute value of Q defined above, then
i) |a| ≥ 0 and |a| = 0 if and only if a = 0,
ii) |ab| = |a||b|,
iii) |a+ b| ≤ |a|+ |b| (Triangle inequality)
We omit the tedious proof. A sequence {an}∞n=1 or simply {an} in Q is called a
Cauchy sequence if for any ε ∈ Q>0, there exists a positive integer N ∈ N satisfying
|an − am| < ε whenever n,m ≥ N
The terms in a Cauchy sequence become closer together as the indices increase;
however, there are Cauchy sequences that do not converge in a non-complete spaces.
The construction of R starts by constructing the ring of Cauchy sequence and
embedding the rationals to the ring of Cauchy sequence of Q. Then we consider the
quotient ring which turns out to field by taking the quotient of some nice sequences.
Lemma 2.2. Every Cauchy sequence {an} is bounded, i.e. there exists M ∈ Q≥0
such that |an| ≤M for all n.
Proof. Let ε = 1, then there exists N such that n ≥ N implies that |an − aN | < ε.
We let M = max{|an| | n ≤ N}+ 1, then
|an| ≤ M if n < N
|an| ≤ |an − aN |+ |aN |
< 1 + (M − 1)
= M if n ≥ N

Proposition 2.3. Let {an} and {bn} be Cauchy sequences, then so are {an + bn}
and {anbn}.
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Proof. For a fixed ε ∈ Q>0, there exists N1, N2 such that
|an − am| < ε/2 ∀ n,m ≥ N1
|bn − bm| < ε/2 ∀ n,m ≥ N2
then if we let N = max(N1, N2), then
|(an + bn)− (bm + bm)| ≤ |an − am|+ |bn − bm| < ε/2 + ε/2 = ε
hence sum of Cauchy sequences is a Cauchy sequence.
For the product, we have that |an|, |bn| ≤ B for some bound B, and for a fixed
ε ∈ Q>0, there exists N such that |an − am|, |bn − bm| < ε/2B for all n,m ≥ N .
Then we get
|anbn − ambm| = |anbn − anbm + anbm − ambm|
≤ |an||bn − bm|+ |bm||an − am|
≤ B · ε
2B
+B · ε
2B
= ε
hence product of Cauchy sequences is a Cauchy sequence. 
The set of all Cauchy sequences R is a ring. In fact, R forms a subring of
∞∏
i=1
Q
the countably infinite product of Q. Let A = {an} ∈ R such that
an =
{
1 if n = 1
0 if n 6= 1
and B = {bn} ∈ R such that
bn =
{
1 if n = 2
0 if n 6= 2
AB = 0 ∈ R, hence we see that R is not a domain.
Let N = {A ∈ R | an → 0 as n→∞} be the set of all null sequences, a Cauchy
sequence that converges to 0.
Proposition 2.4. N is an ideal of R
Proof. Let B,C ∈ N , and A ∈ R, with B = {bn} and C = {cn}, then for any given
ε ∈ Q>0, there exist N ∈ N such that n ≥ N implies that
|bn| < ε/2
|cn| < ε/2
hence |bn + cn| ≤ |bn|+ |cn| < ε/2 + ε/2 = ε. Hence B + C ∈ N .
Also, let A ∈ R, there exists M ∈ Q≥0 which bounds |an|, and there exists N ∈ N
such that |bn| < ε/M whenever n ≥ N , then for n ≥ N ,
|anbn| = |an||bn|
≤ M |bn|
< ε
This shows that AB ∈ N , so N is an ideal of R. 
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Let R = R/N , then we would like to discuss the nonzero element in R. We will
use x, y ∈ R for the elements and x = [A] will denote the equivalence relation of
A ∈ R. If A = {an}, then we agree that [an] := [A]. Let [A] ∈ R be nonzero, then
A is a Cauchy sequence that does not converge to 0. By taking the converse of the
definition of convergence, we have
There exists ε ∈ Q>0 such that for all N ∈ N, there exists M ≥ N such that
|aM | ≥ ε. (†)
Proposition 2.5. The composition
Q →֒ R։ R
is an inclusion and R is a field.
Proof. Let [an] ∈ R nonzero. Fix ε ∈ Q>0, then {an} Cauchy implies that there
exists N such that |an − am| < ε whenever n,m ≥ N . By (†), there exists M ≥ N
with |aM | > ε. If we let n ≥M , then∣∣|an| − |aM |∣∣ ≤ |an − aM | < ε
implies that −ε < |an| − |aM | ⇒ 0 < |aM | − ε < |an|. (††) Hence there exists N
such that |an| > 0 for all n ≥ N .
Let [bn] with bn = 0 for n < M and bn = a
−1
n for n ≥ M . Then we get
[an][bn] = [1]. But we must first prove that {bn} is a Cauchy sequence. By the
notation above, for all n ≥M , we get
|aM | − ε < |an| ⇒ 1|an| <
1
|aM | − ε
Let B = 1/(|aM | − ε), then for a fixed γ ∈ Q>0, there exists N ≥ M , such that
|an − am| < γ/B2 whenever n,m ≥ N
which implies
|a−1n − a−1m | =
|an − am|
|an||am| <
γ
B2
·B2 = γ
This shows that {bn} is a Cauchy sequence. We have shown that every nonzero
element in R has a multiplicative inverse, hence R is a field once we prove that
[1] 6= [0]. But clearly {1} does not converge to 0. Finally for any a, b ∈ Q,
b 6= a⇒ a− b 6= 0⇒ {a− b} 6→ 0⇒ [x− y] 6= 0
proves the injectivity of the composition. 
We have extended Q into a larger field R using the absolute value |x|. The absolute
value can be also extended canonically to a function of R as follows,
|x| : R→ R
defined by
[an] 7→ [|an|]
The inverse triangle inequality∣∣|an| − |am|∣∣ ≤ |an − am|
shows that {|an|} is a Cauchy sequence. Also let {an} be a null sequence, then
[|an|] = [0] as ||an|| = |an|, so the map is well-defined.We want to check that the
absolute value extended to R satisfies the three properties stated in proposition 2.1.
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However, we have not defined an order in R. Suppose x = [an] ∈ R nonzero, then
we know that |an| − an = 0 or −2an and that there exists M such that B ≤ |an| for
some B ∈ Q≥0 and for n ≥ M by (††) in Proposition 2.5. Let ε < 2B, then there
exists N ≥M such that∣∣(|an| − an)− (|am| − am)∣∣ < ε whenever n,m ≥ N
as {|an| − an} is also a Cauchy sequence. If |an| − an = 0 and |am| − am = −2am,
then we get
2B ≤ | − 2|am|| < ε < 2B
leads to a contradiction. Hence this shows that n ≥ N , |an| − an = 0 or |an| − an =
−2an. In particular, |x| = x or |x| = −x for x ∈ R. Thus we have that the absolute
value of R is analogous to the case of Q. We denote
R≥0 := {x ∈ R | |x| = x}
and it isn’t hard to see that Q≥0 ⊂ R≥0. We define R>0 similarly, and define
elements in R>0 to be positive and elements in R<0 to be negative. From now on,
when we say the absolute value of R, then we mean |x| : R→ R≥0 such that
|x| =
{
x if x ∈ R≥0
−x if x ∈ R<0
Now we say x ≤ y if y−x ∈ R≥0. Observe that if x = [an] and y = [bn], then x ≤ y
is equivalent to saying that there exists N such that whenever n ≥ N ,
an − bn ≤ 0
With this order, we can prove that the new absolute value |x| satisfies the three
properties of an absolute value, and d(x, y) := |x−y| defines a metric on R. Cauchy
sequence and convergence of R is analogous to the case of Q.
Proposition 2.6. Q is a dense subfield of R.
Proof. This proposition explains the motivation of the construction of R using
Cauchy sequences. Given x = [an] ∈ R and ε ∈ Q>0, there exists N such that
|an − am| < ε whenever n,m ≥ N
In particular,
|an − aN | < ε whenever n ≥ N
Exactly says that
|x− [aN ]| < [ε] in R
This shows that Q is dense. 
The proposition above shows that the statements of the form “For a fixed ε ∈
Q>0” can be replaced by “For a fixed ε ∈ R>0” by denseness. A field is Dedekind
complete if it satisfies the least upper bound property and is Cauchy complete if
all Cauchy sequence converges. We will first prove that R is Cauchy complete and
prove that it is Dedekind complete.
Theorem 2.7. R is Cauchy complete.
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Proof. Let {an} ∈ R, then we have {[an]} a Cauchy sequence in R. The definition
of Cauchy sequence immediately implies that {[an]} → [an]. Hence all rational
Cauchy sequence converges in R. Let {xn} be a Cauchy sequence in R, then there
exists rn ∈ Q such that
|xn − rn| < 1/n
by denseness, hence limn→∞ xn − rn = 0. The convergence of {rn} implies the
convergence of {xn}. 
As the purpose of this survey is not introducing analysis, we assume properties
such as the least upper bound property, archimedean properties, and Heine-Borel,
and other standard results from analysis.
Theorem 2.8. R is a locally compact topological space.
Proof. By Heine-Borel theorem, x ∈ B(x, 1) ⊂ B(x, 1), hence R is a locally compact
space. So we prove that the four operations +,−, ∗, x−1 is continuous.
Let f = +, and U = B(g, r). We fix (a, b) ∈ f−1(U) which shows that |g−a−b| =
r′ < r. There exists ε > 0 such that r′ + ε < r. Now consider two open sets
U1 = B(a, ε/2) and U2 = B(b, ε/2)
Let (c, d) ∈ U1 × U2, then
|g − c− d| = |g − a− b+ a+ b− c− d|
≤ |g − a− b|+ |a+ b− c− d|
< r′ + ε/2 + ε/2 = r′ + ε < r
shows that (a, b) ∈ U1 × U2 ⊂ f−1(U). f−1(U) is open and + is continuous.
Let f = −, then for B(x, r),
f−1(B(x, r)) = {y ∈ R | − y ∈ B(x, r)}
= {y ∈ R | | − y − x| < r}
= {y ∈ R | |(−x)− y| < r}
= B(−x, r)
hence the preimage is open, and − is continuous.
Let f = ∗ and U = B(g, r) and fix (a, b) ∈ f−1(U). Let |g − ab| = r′ and
we have ε > 0 such that r′ + ε < r. We let ε1 = min(
√
ε/
√
3, ε/3|b|) and ε2 =
min(
√
ε/
√
3, ε/3|a|). Consider two open sets
U1 = B(a, ε1) and U2 = B(b, ε2)
then for all (c, d) ∈ U1 × U2, we have c = a + γ1 and d = b+ γ2 with |γi| < εi. We
then have
|ab− cd| = |ab− (a + γ1)(b+ γ2)|
= | − aγ2 − bγ1 − γ1γ2|
≤ |aγ2|+ |bγ1|+ |γ1γ2|
< |a| ε
3|a| + |b|
ε
3|b| +
√
ε√
3
√
ε√
3
=
ε
3
+
ε
3
+
ε
3
= ε.
We conclude by observing that
|g − cd| = |g − ab+ ab− cd| ≤ |g − ab|+ |ab− cd| < r′ + ε < r
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which proves that f−1(U) is open.
Let f = −1 : R∗ → R∗ and U = B(x, r), then fix y ∈ f−1(U), the consider
γ = min
( |y|
2
,
|y|2
2
ε
)
with open set B(y, γ). Similarly from above, we let |x− y−1| = r′ and let ε ∈ R>0
such that r′ + ε < r. Fix z ∈ B(y, γ), then we have that∣∣|z| − |y|∣∣ ≤ |z − y| < |y|
2
implies that
|y| − |z| < y
2
⇒ 1
2
|y| < |z| ⇒ 1|z| <
2
|y|
The above inequality not gives us
|x− z−1| = |x− y−1 + y−1 − z−1|
≤ |x− y−1|+ |y − z||y||z|
< r′ +
(
2
|y|
)( |y|2
2
ε
)(
1
|y|
)
= r′ + ε < r

AN IDELIC VIEW OF IDEALS 11
Part 2. Local Fields
R R/N
k k kp
Ok Op Ov
Ok/pn Op/(πn) Ov/pnv∼ ∼
q.f. q.f. q.f.
algebraic
completion
inverse
limit
topological
completion
k: number field
Ok: the ring of integers of k
Op: the valuation ring of k with respect to vp or localization (Ok)p
Ov: the inverse limit of Op/(πn), or the valuation ring of kp
R: ring of cauchy sequence of k,
N: maximal ideal of R consisting of null sequences
kp: completion of k with respect to vp
p: prime ideal of Ok
π: prime element of Op
pv: the unique maximal ideal of Ov
3. Abstract Valuation
A valuation of the field F is a function ϕ : F → R≥0 satisfying
i) ϕ(x) = 0⇔ x = 0,
ii) ϕ(xy) = ϕ(x)ϕ(y),
iii) There exists C such that for any x ∈ F ,
ϕ(x) ≤ 1⇒ ϕ(1 + x) ≤ C (1)
Let ϕ be a valuation such that ϕ(x) = 0 for x = 0 and ϕ(x) = 1 for all x ∈ F ∗,
then ϕ is called a trivial valuation.
Any valuation ϕ defines a homomorphism of F ∗ → R>0. We have that ϕ(1) =
ϕ(1 · 1) = ϕ(1)ϕ(1) ⇒ ϕ(1) = 1. Also, 1 = ϕ(xx−1) = ϕ(x)ϕ(x−1). Dividing by
ϕ(x), ϕ(x−1) = ϕ(x)−1. Furthermore, 1 = ϕ(−1)ϕ(−1) = ϕ(−1)2, then ϕ(−1) = 1.
Any root of unity in C is of the form
cos(2πm/n) + i sin(2πm/n)
where 1 ≤ m ≤ n. The number of the form above is real if and only if sin(2πm/n) =
0 if and only if cos(2πm/n) = ±1. Therefore, if ζ is a root of unity in F , ϕ(ζ) = 1.
Let F be a finite field, then for nonzero a ∈ F , there exists n 6= m positive
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integers such that xn = xm. However, ϕ(x) > 0 with ϕ(x)n 6= ϕ(a)m whenever
n 6= m. Hence, only valuation of a finite field F is the trivial valuation.
Proposition 3.1. (1) can be replaced by
ϕ(x+ y) ≤ Cmax(ϕ(x), ϕ(y)) (2)
Proof. Without loss of generosity, assume that ϕ(x) ≤ ϕ(y), then ϕ(x/y) ≤ 1 ⇒
ϕ(x/y + 1) ≤ C. Multiplying ϕ(y) on both side we get
ϕ(x+ y) ≤ Cϕ(y) = Cmax(ϕ(x), ϕ(y))
The case when ϕ(y) ≤ ϕ(x) is exactly the same.
Conversely, ϕ(x) ≤ 1, then max(ϕ(x), ϕ(1)) = ϕ(1), so
ϕ(x+ 1) ≤ Cmax(ϕ(x), ϕ(1)) = C

Lemma 3.2. If α ∈ R>0 and ϕ be a valuation of F , then ϕα is also a valuation of
F .
Proof.
i) ϕα(x) = 0⇔ (ϕ(x))α = 0⇔ ϕ(x) = 0⇔ x = 0,
ii) ϕα(xy) = (ϕ(xy))α = (ϕ(x)ϕ(y))α = ϕ(x)αϕ(y)α = ϕα(x)ϕα(y),
iii) Let C ∈ R such that
ϕ(x) ≤ 1⇒ ϕ(x+ 1) ≤ C
then
ϕα(x) ≤ 1⇒ ϕ(x)α ≤ 1⇒ ϕ(x) ≤ 1⇒ ϕ(x+ 1) ≤ C ⇒ ϕ(x+ 1)α ≤ Cα (3)
The last line shows that if C is a real number number that satisfies (1) for
ϕ, then Cα satisfies (1) for ϕα.

If ϕ is a valuation of F , we define Sϕ to be the set of all real numbers satisfying
the condition (1), i.e.
Sϕ := {C ∈ R | ϕ(x) ≤ 1⇒ ϕ(1 + x) ≤ C for all x ∈ F}
Then 1 = ϕ(1) = ϕ(1 + 0) ≤ C shows that 1 is a lower bound of Sϕ. Thus we may
define the norm of a valuation denoted
||ϕ|| = inf Sϕ
Proposition 3.3. Let C = ||ϕ||, then C ∈ Sϕ.
Proof. C = ||ϕ|| implies that there exists a sequence of numbers Dn that converges
to C. In fact, for each n, there exists Dn ∈ Sϕ such that Dn − C < 1/n, then
Dn → C. For any ϕ(x) ≤ 1, we have that
ϕ(1 + x) ≤ Dn
then n→∞, we get
ϕ(1 + x) ≤ C
which exactly states that C ∈ Sϕ. 
Proposition 3.4. For all α ∈ R>0, ||ϕα|| = ||ϕ||α.
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Proof. If C ∈ Sϕ, then by (3), Cα ∈ Sϕα. Hence we get a canonical bijection
between Sα and Sϕα by
C 7→ Cα
i) Let ||ϕ|| = C, for all D ∈ Sϕα, D1/α ∈ Sϕ ⇒ Cα ≤ D, hence Cα is a lower
bound of Sϕα .
ii) C ∈ Sϕ ⇒ Sα ∈ Sϕα .
This concludes that ||ϕ||α = inf Sϕα = ||ϕα||. 
Lemma 3.5. Let ϕ be a valuation of F , then
||ϕ|| ≤ 2⇒ ϕ(x1 + · · ·+ xn) ≤ 2nmax(ϕ(x1), . . . , ϕ(xn))
Proof. ||ϕ|| ≤ 2 implies that ϕ(x1 + x2) ≤ 2max(ϕ(x1), ϕ(x2)), so by induction, we
have
ϕ(x1 + x2 + · · ·+ xr) ≤ 2rmax(ϕ(x1), . . . , ϕ(xr))
then for any n, we have a unique r such that 2r ≤ n < 2r+1, then
ϕ(x1 + · · ·+ xn) = ϕ(x1 + · · ·+ xn + 0 + · · ·+ 0)
≤ 2r+1max(ϕ(x1), . . . , ϕ(xn))
≤ 2nmax(ϕ(x1), . . . , ϕ(xn))
where we have added 0 in order to make it into 2r+1 terms. 
Proposition 3.6. Let ϕ be a function from F to R≥0 satisfying
i) ϕ(x) = 0⇔ x = 0,
ii) ϕ(xy) = ϕ(x)ϕ(y),
then we have that
||ϕ|| ≤ 2⇔ ϕ(x+ y) ≤ ϕ(x) + ϕ(y)
Proof. If the triangle equality holds,
ϕ(x+ y) ≤ ϕ(x) + ϕ(y) ≤ max(ϕ(x), ϕ(y)) + max(ϕ(x), ϕ(y)) = 2max(ϕ(x), ϕ(y))
hence ||ϕ|| ≤ 2.
Suppose ||ϕ|| ≤ 2, then we observe
(ϕ(x+ y))n = ϕ
(
xn +
(
n
1
)
xn−1y + · · ·+
(
n
n− 1
)
xyn−1 + yn
)
≤ 2(n+ 1)max
(
ϕ
((
n
i
)
xn−iyi
))
≤ 2(n+ 1)max
(
2
(
n
i
)
ϕ(x)n−iϕ(y)i
)
≤ 4(n+ 1)
n∑
i=1
((
n
i
)
ϕ(x)n−iϕ(y)i
)
= 4(n+ 1)(ϕ(x) + ϕ(y))n
We take the nth root and let n→∞, then we get the triangle inequality. 
Theorem 3.7. Let ϕ be a valuation of F and Tϕ be a topology with the fundamental
open sets
B(x, ε) = {y ∈ F | ϕ(x− y) < ε}
then Tϕ is a Hausdorff space.
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Proof. Let ϕ be a valuation of F , then for any α ∈ R>0, we have that the funda-
mental open sets of ϕ and ϕα are the same. In fact,
Bϕ(x, ε) = {y ∈ F | ϕ(x− y) < ε} = {y ∈ F | ϕα(x− y) < εα} = Bϕα(x, εα)
This shows that Tϕ = Tϕα.
We can assume that ϕ satisfies the triangle inequality because if ||ϕ|| > 2, then
we can always find α ∈ R≥0 such that ||ϕα|| = ||ϕ||α ≤ 2. We first show that the
fundamental open sets is actually a basis.
i) x ∈ B(x, 1),
ii) Let y ∈ B(x, ε), with ϕ(x − y) = λ. Then we have 0 < γ < ε − λ, so that
for any z ∈ (y, γ), we have that
ϕ(x− z) = ϕ(x− y + y − z) ≤ ϕ(x− y) + ϕ(y − z) < λ+ ε− λ = ε
For any two fundamental open sets B(y1, ε1), B(y2, ε2), and a point x ∈
B(y1, ε1) ∩ B(y2, ε2), we just shown that there exists B(x, γi) ⊂ B(yi, ε2).
Furthermore, x ∈ B(x, γ1) ∩ B(x, γ2) = B(x, γ) ⊂ B(y1, ε1) ∩ B(y2, ε2),
where γ = min(γ1, γ2).
This shows that the fundamental open sets are indeed a basis and defines a topology
on F . Now if x and y are two distinct points with ϕ(x − y) = ε, we have the two
distinct open sets B(x, ε/2) and B(y, ε/2), for any z in the intersection, we have
ε = ϕ(x− y) = ϕ(x− z + z − y) ≤ ϕ(x− z) + ϕ(z − y) < ε/2 + ε/2 = ε
which gives a contradiction. 
A topology induced by a valuation ϕ will be always be denoted by Tϕ. Viewing
the field F as a topological space via Tϕ, we have the following characterization of
convergence.
xn → 0 in Tϕ if and only if ϕ(xn)→ 0 in R
For one direction, we have that fix ε > 0, then for because B(0, ε) is an open set
containing 0, there exists N such that n ≥ N ⇒ xn ∈ B(0, ε). This is translated
into
n ≥ N ⇒ |ϕ(xn)− 0| < ε
hence ϕ(xn)→ 0 in R.
Conversely, let U be an open set containing 0, then because 0 is an interior point
of U . Hence there exists ε > 0 such that 0 ∈ B(0, ε) ⊂ U . For this ε, there exists
N such that
n ≥ N ⇒ |ϕ(xn)| < ε⇒ xn ∈ B(0, ε) ⊂ U
Hence the usual metric convergence is equivalent to the topological convergence.
Furthermore, we know that in R, we have
ϕ(xn)→ 0 in R⇔ ϕ(x) < 1⇔ x ∈ B(0, 1)
Theorem 3.8. Let ϕ1 and ϕ2 be nontrivial valuations of F and x ∈ F be arbitrary,
then the following are equivalent
i) ϕ2 = ϕ
α
1 for some α ∈ R≥0,
ii) Tϕ1 = Tϕ2,
iii) Tϕ1 ⊃ Tϕ2, i.e. Tϕ1 is a stronger/finer topology than Tϕ2,
iv) ϕ1(x) < 1⇒ ϕ2(x) < 1,
v) ϕ1(x) ≤ 1⇒ ϕ2(x) ≤ 1,
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vi)
 ϕ1(x) < 1 ⇔ ϕ2(x) < 1ϕ1(x) ≤ 1 ⇔ ϕ2(x) ≤ 1
ϕ1(x) > 1 ⇔ ϕ2(x) > 1
Proof.
(i) ⇒ (ii):
B2(x, r) = {y ∈ F | ϕ2(x− y) < r} = {y ∈ F | ϕα1 (x− y) < r}
= {y ∈ F | ϕ1(x− y) < r1/α} = B1(x, r1/α)
The above shows that the fundamental open sets of both topology coincide,
so two topologies coincide.
(ii) ⇒ (iii): Obvious
(iii) ⇒ (iv):
ϕ1(x) < 1⇒ x→ 0 in Tϕ1
which implies that any open set U in Tϕ1 , there exists n ≥ N such that
xn ∈ U . Any open set in Tϕ2 is an open set in Tϕ1 , so the same criterion
holds. This implies that
x→ 0 in Tϕ2 ⇒ ϕ2(x) < 1
(iv)⇒ (v): Suppose ϕ1(x) = 1 and ϕ2(x) > 1 for contradiction. Because ϕ1
is nontrivial, there exists y ∈ F such that ϕ1(y) < 1, so ϕ2(y) < 1. Because
ϕ2(x) > 1 there exists n ∈ N such that ϕ2(1/y) < ϕ2(x)n ⇒ 1 < ϕ2(xny).
ϕ1(x
ny) = ϕ1(y) < 1⇒ ϕ1(xny) < 1
gives a contradiction.
(v) ⇒ (vi): Now suppose ϕ1(x) < 1 and ϕ2(x) = 1 and let y ∈ F such that
ϕ2(y) > 1. There exists n ∈ N such that
ϕ1(x)
nϕ1(y) < 1⇒ ϕ2(xny) < 1
but ϕ2(x
ny) = ϕ2(y) > 1, a contradiction. This shows that ϕ1(x) < 1 ⇒
ϕ2(x) < 1. The contrapositive of the assumption gives ϕ2(y) > 1⇒ ϕ1(y) >
1. Then we have
ϕ1(x) > 1⇒ ϕ1(1/x) < 1⇒ ϕ2(1/x) < 1⇒ ϕ2(x) > 1
ϕ2(x) < 1⇒ ϕ2(1/x) > 1⇒ ϕ1(1/x) > 1⇒ ϕ1(x) < 1
Thus it remains to show that
ϕ1(x) = 1⇔ ϕ2(x) = 1
But by the result above ϕ1(x) = 1 ⇒ ϕ2(x) ≥ 1 and ϕ2(x) ≤ 1, hence
ϕ2(x) = 1. The analogue proof gives us the desired result.
(vi)⇒ (i): The last proof uses the fact that Q is dense in R. Now let x ∈ F
such that ϕ1(x) > 1, and thus ϕ2(x) > 1, then we define
α =
logϕ2(x)
logϕ1(x)
and claim that
ϕ2 = ϕ
α
1
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Suppose
γi =
logϕi(y)
logϕi(x)
for any y ∈ F . If we could show that γ1 = γ2, then we show that logϕ1(y)/ logϕ2(y) =
logϕ2(x)/ logϕ1(x), hence for any y ∈ F ,
ϕ1(y)
α = ϕ1(y)
logϕ2(x)/ logϕ1(x) = ϕ1(y)
logϕ2(y)/ logϕ1(y) = ϕ2(y)
so it suffice to show that γ1 = γ2. Now let m/n be a rational number such
that m/n ≥ γ1, then
m/n ≥ γ1 ⇔ m logϕ1(x) ≥ n logϕ1(y)
⇔ ϕ1(xm) ≥ ϕ2(yn)
⇔ ϕ1(xm/yn) ≥ 1
⇔ ϕ2(xm/yn) ≥ 2
⇔ ϕ2(xm) ≥ ϕ2(yn)
⇔ m logϕ2(x) ≥ n logϕ2(y)
⇔ m/n ≥ γ2
Performing the same procedure, we get m/n ≤ γ1 ⇒ m/n ≤ γ2. By the
denseness of Q, we can always fined sequences of Q {qi} from above and
{ti} from below that converge to γ1. We clearly have that
ti ≤ γ2 ≤ qi
with limi→∞ ti = limi→∞ qi = γ1 gives that γ2 = γ1 by comparison theorem.

Two nontrivial valuations are equivalent if the two induces the same topology.
This is clearly a equivalence relation, and by the theorem, we have that its equiva-
lence class is
p = [ϕ] = {ϕ′ | Tϕ = Tϕ′} = {ϕ′ | ϕ′ = ϕα for some α ∈ R≥0}
The equivalence class of valuations are called a place, but, in the case of number
theory, places will be called the prime divisor. The deep connection between the
primes and the places will be established in the next section.
Let ϕ and ϕ′ be two equivalent valuations, then ϕ′ = ϕα. Then we have that
||ϕ′|| > 1⇔ ||ϕ||α > 1⇔ ||ϕ|| > 11/α = 1
and similarly,
||ϕ′|| = 1⇔ ||ϕ|| = 1
Let p be a prime divisor of F , then p is called archimedean if ||ϕ|| > 1 for all
ϕ ∈ p. p is called nonarchimedean if ||ϕ|| = 1 for all ϕ ∈ p. Our next goal in this
paper will be classifying all prime divisors in a number field k. The above remark
shows that prime divisors are either archimedean or nonarchimedean.
Let K,F be fields with a field embedding µ : F → K. Then for any valuation ϕ
of K,
ϕµ = ϕ ◦ µ
is easily verified to be a valuation of F . Furthermore, if α ∈ R>0, then
(ϕα)µ(x) = ϕ(µ(x))α = (ϕµ)α
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hence sends equivalent valuations to equivalent valuations. Hence µ induces a map
µ∗ sending prime divisors of K to prime divisors of F by composing with the
valuations of K.
Let µ : F → K be a field embedding with q a prime divisor of K. Let p := µ∗(q),
then µ becomes a topological mapping between the topological spaces (F, Tp) and
(K, Tq). We may view F as a subspace of K viewing the homeomorphism F ∼=
µ(F ), hence the field embedding can be viewed as a topological embedding, thus
continuous. In fact, we have ϕ = ψ ◦ µ for some ψ ∈ q and ϕ ∈ p. ψ(x− y) < ε⇒
ψ(µ(x)− µ(y)) < ε. Furthermore, this shows that
{xn} Cauchy/null sequence in F ⇒ {µ(xn)} Cauchy/null sequence in K
4. Nonarchimedean valuation of k
A valuation of a number field k will be sometimes called a multiplicative valuation
or an absolute value because the concept of valuation is a generalization of the usual
absolute value of Q. From now on F will denote arbitrary field, and k will denote
number field.
Proposition 4.1. Let ϕ be a valuation of an arbitrary field F , then the following
are equivalent
i) p = [ϕ] is nonarchimedean,
ii) ϕ(x+ y) ≤ max(ϕ(x), ϕ(y)) for all x, y ∈ F ,
iii) {ϕ(n · 1) | n ∈ Z} is bounded.
Proof. The equivalence of i) and ii) are clear from previous remarks. So we assume
ii). Then by induction we have that
ϕ(x1 + · · ·+ xn) ≤ max(ϕ(x1), . . . , ϕ(xn))
Then ϕ(n · 1) ≤ ϕ(1) which is bounded above ϕ(1).
Now assume iii), then for all n, we have ϕ(n) ≤M for some M .
[ϕ(x+ y)]n ≤ ϕ((x+ y)n)
= ϕ
(
n∑
i=1
(
n
i
)
xiyn−i
)
≤ 2(n+ 1)max
[
ϕ
((
n
i
)
xiyn−i
)]
≤ 2(n+ 1)M max(ϕ(x)iϕ(y)n−i)
≤ 2(n+ 1)Mϕ(x)n
where in the last inequality, we assumed that ϕ(x) ≥ ϕ(y), then by taking the nth
root of unity, we get
ϕ(x+ y) ≤ n
√
2(n+ 1)Mϕ(x) = n
√
2(n+ 1)M max(ϕ(x), ϕ(y))
taking n→∞, we see that
ϕ(x+ y) ≤ max(ϕ(x), ϕ(y))

Now our task is to classify all nonarchimedean prime divisors of Q. We first
introduce another form of valuation that resembles the properties of the logarithmic
function. An exponential valuation of F is a function v : F → R ∪ {∞} satisfying,
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i) v(x) =∞⇔ x = 0,
ii) v(xy) = v(x)v(y),
iii) v(x+ y) ≥ min(v(x), v(y)).
First note that v induces a homomorphism v : F ∗ → R with v(F ∗) a subgroup of
additive group R. Let G ⊂ R be a subgroup and suppose that G is not discrete,
then there exists x ∈ G that is not an isolated point. This means that for all
ε ∈ R>0, there exists yε ∈ G such that |x − yε| < ε. This is again tantamount to
saying that for all ε ∈ R>0, there exists 0 < yε < ε such that x ± yε ∈ G. Let
z ∈ R\G with a fixed ε ∈ R>0. We would like to show that B(z, ε) ∩ G 6= ∅. By
the archimedean property we have n ∈ N,
nx ≤ y < nx+ |x|
then if z − nx < ε, then nx ∈ B(z, ε) ∩ G. So we suppose that z − nx = δ > ε.
There exists 0 < yε < ε and m such that myε < δ < (m+ 1)yε, so that
0 ≤ δ −myε < yε < ε
so
|nx+myε − z| = |myε − δ| < ε
So we may conclude that nx+myε ∈ B(0, ε), so G is dense in R. We thus showed
that any subgroup of R is either discrete of dense in R. We call an exponential
valuation v discrete if v(F ∗) is a discrete subgroup of R.
Furthermore, if G is a discrete subgroup of R, and suppose G 6= 0, then there
exists s ∈ R where s is the smallest positive number in G. Unless, 0 is not an
isolated point in G. Now suppose there exists t ∈ G, such that t 6= ns for all n ∈ Z,
then for some n, we have
ns < t < (n+ 1)s
with 0 < t−ns < s contradicting the minimality of s. Hence all discrete subgroup of
R is of the form sZ. The discrete exponential valuation v is normalized if v(F ∗) = Z
meaning that s = 1.
The exponential valuation of Q arises from observing the fundamental theorem
of arithmetic and extending to Q, but because our main goal is to study Ok, we
give a generalized construction using the unique factorization of ideals. For a fixed
p a prime ideal of Ok, for all fractional A of Ok, we have the decomposition
A =
∏
q
prime ideal
qeq(A)
We get a map v˜p : Jk → Z defined by A 7→ eq(A) where Jk is the group of fractional
ideals of Ok. This map induces a map vp : k → Z ∪ {∞} by the composition
k∗ → Pk →֒ Jk v˜p−−→ Z
with 0 7→ ∞. Suppose x, y ∈ F with
(x) =
∏
pep (y) =
∏
pfp
where (x) denotes the fractional ideal generated by x, then
i) vp(x) =∞⇔ x = 0 by construction,
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ii) We observe that
(xy) = (x)(y) =
∏
p prime ideal
pep+fp
clearly shows that vp(xy) = vp(x) + vp(y).
iii) We may assume that ep ≤ fp, with n = ep, then we have that
x, y ∈ pn ⇒ x+ y ∈ pn
We get the desired result that vp(x+ y) ≥ vp(x) = min(vp(x), vp(y)).
Let v be an exponential valuation of F , then we may choose q > 1 and define
ϕv : F → R≥0 by
x 7→ q−v(x)
which is, in fact, a nonarchimedean valuation of F . Conversely, for any nonar-
chimedean valuation ϕ of F , we can define an exponential valuation vϕ : F →
R ∪ {∞}
x 7→ − logϕ(x)
By the remark above, we see that there exists a canonical bijection v ↔ ϕ, and for
a fixed q > 1, we see that another bijection vα ↔ ϕα. So we will interchangeably
use v ∈ p and ϕ ∈ p for nonarchimedean prime divisor p.
Lemma 4.2. Let v be a nonarchimedean exponential valuation of a number field k,
then
v = svp
for some s ∈ R>0 and a unique nonzero prime ideal p.
Proof. We first prove existence of such p. Let
p := {α ∈ Ok | v(α) > 0}
We have that v(α) = ∞ > 0, and v(1) = v(1) + v(1) ⇒ v(1) = 0. Also, v(1) =
v(−1 · −1) = 2v(−1)⇒ v(−1) = 0. For any n ∈ Z, v(n) ≥ v(1) = 0.
Now let α ∈ Ok nonzero, then by definition, there exists an equation
αn + an−1α
n−1 + · · ·+ a0 = 0
with n smallest possible, ai ∈ Z. Moving the lower terms to the other side, we get
αn = −an−1αn−1 − · · · − a0
Let 0 ≤ j < n with aj 6= 0,
v(−ajαj) ≥ jv(α)
If v(α) > 0,
v(αn) ≥ v(−an−1αn−1 − · · · − a0) ≥ v(−ajαj) ≥ jv(n) ≥ (n− 1)v(n)
and we have nv(α) = v(αn), so we get
nv(α) ≥ (n− 1)v(α)⇒ v(α) ≥ 0
which yields a contradiction. This proves that for all α ∈ Ok, v(α) ≥ 0.
Next step is to show that p is a prime ideal. But this is easy to see as x, y ∈ p,
v(x+ y) ≥ min(v(x), v(y)) > 0, hence x+ y ∈ p, and for all x ∈ Ok and y ∈ p, we
have v(x) ≥ 0, v(y) > 0. v(xy) = v(x) + v(y) > 0. Finally, v is not identically 0 for
k∗ because v is not trivial. v is not identically 0 for all Ok\{0}. In fact, if it was,
then for any x/y ∈ k∗, v(x/y) = v(x)− v(y) = 0− 0 = 0. We have shown that p is
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nonzero.
Suppose vp(α) = 0, then we will show that v(α) = 0. To prove this we need
another lemma.
Lemma 4.3. Let p ⊂ Ok be a prime ideal with α ∈ k∗, then α = a/b with vp(b) = 0
for some a, b ∈ Ok.
Proof. Let (α) = AB−1 where A,B is an ideal of Ok with (A,B) = Ok, i.e. rela-
tively prime. Then we have vp(B) = 0 as vp(α) ≥ 0. Because B(α) = A, we have
that [A] = [B], where [ ] denotes the ideal class.
Let [A] be any arbitrary ideal class, then A has an unique decomposition,
A =
n∏
i=1
pepi
with epi ∈ Z. Now fix a p prime ideal with and let π ∈ pm\pm+1, then we have
(π) = pm
∏
qfqi
where m = epi . By chinese remainder theorem, we have an element x relatively
prime to p and divisible by pi, qi that is not p, then taking sufficiently large l, we
get
(π−1xl)A
represents [A], is an integral ideal, and is relatively prime to p.
Let C ∈ [A]−1 = [B]−1 with C an integral ideal relatively prime to p, then we get
(α) = AC(BC)−1
AC = (a),BC = (b) giving us
α =
a
b
with vp(b) = 0 as both B,C are relatively prime to p. 
By the lemma, we easily get
vp(α) = vp(a/b) = vp(a)− vp(b) = vp(a) = 0
a, b ∈ Ok and a, b /∈ p, we have v(a) = v(b) = 0 by definition. For any α ∈ k∗,
n = vp(α) ∈ Z, and for π ∈ p\p2, we get vp(π) = 1. vp(απ−n) = 0, so v(απ−n) = 0.
v(α) = v(πn) = v(π)n = v(π)vp(α)
Let s = v(π) which is positive as π ∈ p, we get the desired result.
Now for uniqueness, let v = s1vp1 = s2vp2 , then
p1 = {α ∈ Ok | vp1(α) > 0} = {α ∈ Ok | s1vp1(α) > 0}
= {α ∈ Ok | s2vp2(α) > 0} = {α ∈ Ok | vp1(α) > 0} = p2
hence the prime ideal p is unique. 
We thus have shown that the only nonarchimedean prime divisor p of a number
field k is [vp]. Our next goal would be to classify all archimedean valuations of
k,but we need completion which is a generalized technique used to construct the
real numbers from Q.
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5. Completion
Let p be a prime divisor of a field F , then a p-Cauchy sequence is a sequence
{xn} in F such that
xn − xm → 0 as n,m→∞ in Tp
F is said to be p-complete if all p-Cauchy sequences converge. A field extension F̂
of F with a prime p̂ with a field embedding µ : F → F̂ is said to be a p-completion
of F if
i) F ⊂ F̂ ,
ii) µ(F ) ⊂ F̂ is dense,
iii) (F̂ , p̂) is p̂-complete.
Notice that once we have found F̂ satisfying ii) and iii), we may use set-theoretical
trick to make F̂ into an extension of F . We find S which is a set bijective to F̂ −F
with respect to a bijection ψ. Let F˜ = S ∪F , then the bijection ψ can be extended
to Ψ : F̂ → F˜ . Then F˜ is an extension of F by for all x, y ∈ F˜ ,
xy := Ψ(Ψ−1(x)Ψ−1(y)) and x+ y := Ψ(Ψ−1(x) + Ψ−1(y))
Theorem 5.1. Let F be a field with a prime divisor p. A p-completion of F exists,
and it is essentially unique. In other words, if
(F̂1, p̂1, µ1) and (F̂2, p̂2, µ2)
are two p-completions of F , then there exists an unique isomorphism
σ : F̂1 → F̂2
which is an extension of 1F : F → F such that σ∗(p̂2) = p̂1.
Proof. We choose ϕ ∈ p such that ||ϕ|| ≤ 2. In other words, ϕ satisfies the triangle
inequality. We let R be the set of all p-Cauchy sequences in F , then addition and
multiplication defined componentwise makesR into a ring as seen in Proposition 2.3.
Let X = {xn} ∈ R, then there exists a canonical way to extend ϕ by putting
ϕ˜(X) = lim
n→∞
ϕ(xn)
then the reverse triangle inequality Proposition A.1 shows that the ϕ(xn) is Cauchy,
|ϕ(xn)− ϕ(xm)| ≤ ϕ(xn − xm)
and the fact that R is complete shows that the limit converges. We can easily see
that for any X, Y ∈ R,
i) ϕ˜(X) ≥ 0, as ϕ(xn) ≥ 0 for all n.
ii) ϕ˜(XY ) = ϕ˜(x)ϕ˜(Y ), as
ϕ˜(XY ) = lim
n→∞
ϕ(xn)ϕ(yn) = lim
n→∞
ϕ(xn) lim
n→∞
ϕ(yn) = ϕ˜(X)ϕ˜(Y )
iii) ϕ˜(X + Y ) ≤ ϕ˜(X) + ϕ˜(Y ) as
ϕ˜(X + Y ) = lim
n→∞
ϕ(xn + yn) ≤ lim
n→∞
ϕ(xn) + ϕ(yn) = ϕ˜(X)ϕ˜(Y )
hence ϕ˜ defines a valuation of R. Next we define the subset of N of R by
N := {X ∈ R | X = {xn}, lim
n→∞
ϕ(xn) = 0}
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called the null sequences of F . We define F̂ := R/N and see that it is a field is
proven similarly to Proposition 2.5. Also, let N ∈ N be a null sequence, then we
have
ϕ˜(A) ≤ ϕ˜(A+N) + ϕ˜(N) = ϕ˜(A+N) ≤ ϕ˜(A)
shows that ϕ˜ is well-defined for the cosets of the form X +N . We have that ϕ˜ is
a valuation for F̂ . We let p̂ = [ϕ˜]. Also, we have a monomorphism µ : F → F̂
by x 7→ [x] where [xn] stands for the equivalence class of {xn} in F̂ . We have that
µ∗(p̂) = p because
ϕ˜(µ(x)) = lim
n→∞
ϕ(x) = ϕ(x)
Now consider [X ] ∈ F̂ with X = {xn} ∈ R. For each n, [X ]− µ(xn) is represented
by the sequence
{x1 − xn, x2 − xn, . . .}
Then by using the property above,
lim
n→∞
ϕ˜([X ]− µ(xn)) = lim
n→∞
(
lim
m→∞
ϕ(xm − xn)
)
= 0
as {xn} is a Cauchy sequence. This shows that µ(F ) is dense in F̂ . We have found
an element in F that is arbitrary close to a point in F̂ .
Finally consider a Cauchy sequence {[X ]n} of F̂ , then by density, there exists
yn ∈ F such that
ϕ˜([X ]n − µ(yn)) < 1/n
for each n, then we have {[X ]n−µ(yn)} is a null sequence which shows that {µ(yn)}
is a Cauchy sequence in F̂ . Then because ϕ˜µ = ϕ, we have that {yn} is a Cauchy
sequence in F . Let [Y ] ∈ F˜ with Y = {yn}, then we have
ϕ˜([Y ]− µ(yn)) = 0⇒ ϕ˜([Y ]− [X ]n) = 0
hence F̂ is p̂ complete. The uniqueness is due to the following more general propo-
sition, 
Proposition 5.2. Consider K,F be two fields with prime divisors q and p respec-
tively. Suppose there exists a field embedding σ : F → K such that σ∗(q) = p. Let
(F̂ , p̂, µ) and (K̂, q̂, λ) be p, q completion of F,K respectively, then there exists a
unique monomorphism σ̂ : F̂ → K̂ such that
i) (σ̂)∗(q̂) = p̂,
F̂ K̂
F K
σ̂
σ
µ λ
ii) σ̂ ◦ µ = µ′ ◦ σ,
Proof. Let x ∈ F̂ . By denseness of F , there exists a Cauchy sequence {xn} in F
such that µ(xn)→ x in F̂ . By assumption we have µ∗(p̂) = p, σ∗(q) = p, λ∗(q̂) = q.
{xn} Cauchy in Tp ⇔ {σ(xn)} Cauchy in Tq ⇔ {λ(σ(xn))} Cauchy in Tq̂
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as K̂ is complete, we not define σ̂ by
σ̂(x) = lim
n→∞
λ(σ(xn))
i) Suppose {yn} is another Cauchy sequence that converges to x. We have that
{xn − yn} is a null sequence in Tp, then {λ(σ(xn − yn))} is a null sequence
in Tq̂. Hence
lim
n→∞
λ(σ(xn)) = lim
n→∞
λ(σ(yn))
ii) We have that σ, λ, limn→∞ has the additive, multiplicative property, hence
σ̂ is a homomorphism,
iii)
σ̂µ(x) = lim
n→∞
λ(σ(x)) = λ(σ(x))
shows that the diagram commutes.
iv) Let σ̂(x) = σ̂(y), then we have limn→∞ λ(σ(xn)) = limn→∞ λ(σ(yn)) ⇒
xn − yn is a null sequence in F , hence limn→∞ µ(xn − yn) = 0 ⇒ x =
limn→∞ µ(xn) = limn→∞ µ(yn) = y.
Next step is to prove that (σ̂)∗(q̂) = p̂. Let ϕ ∈ q̂, then we use that notation ϕλ for
ϕ ◦ λ, then ϕλσ ∈ σ∗(λ∗(q̂)) = σ∗(q) = p. As µ∗(p̂) = p, there exists θ ∈ p̂ such that
θµ = ϕλσ. Now let x ∈ F , then we have that
x = lim
n→∞
µ(xn)
ϕσ̂(x) = ϕ(σ̂(x))
= ϕ
(
lim
n→∞
λ(σ(xn))
)
= lim
n→∞
ϕλσ(xn)
= lim
n→∞
θµ(xn)
= θ
(
lim
n→∞
µ(xn)
)
= θ(x)
hence we have proved that ϕσ̂ ∈ p̂. In particular, (σ̂)∗(q̂) = p̂.
As we have proved existence, we are left to show uniqueness. Let σ̂1, σ̂2 be two
extensions of σ with the desired properties, then σ̂1(µ(F )) = σ̂2(µ(F )) with µ(F )
dense in F̂ . Because a continuous mapping agrees in a dense set, and K̂ is Hausdorff,
we conclude that σ̂1 = σ̂2. 
Let every exponential valuation of v ofK, we have a completion Kv which extends
canonically to a exponential valuation of Kv denoted again by v. There exists a
unique extension v to Kv, the algebraic closure of Kv. The unique extension exists
due to the following theorem.
Theorem 5.3. Let F be complete with respect to the valuation ϕ. If K/F is an
algebraic extension, ϕ is extended to a unique extension of ϕ to a valuation of L.
If [K : F ] <∞, then the extension is given by
ϕ′(x) = n
√
ϕ(NKF (x))
and L is complete respect to the extension.
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Proof. We start with [K : F ] <∞. Clearly NKF (x) = xn for x ∈ F , hence ϕ′|K = ϕ.
Because ϕ(y) ≥ 0, ϕ′(x) ≥ 0, and n√x = 0, ϕ(x) = 0, NKF (x) = 0 ⇔ x = 0 shows
that ϕ′(x) = 0⇔ x = 0. Also all three functions, n√x, ϕ,NKF are all multiplicative
implies that ϕ′ multiplicative. So it remains to show that ϕ′(x) ≤ 1⇒ ϕ′(1+x) ≤ 1.
Obviously, ϕ′(x) ≤ 1 ⇒ n
√
ϕ(NKF (x)) ≤ 1 ⇒ ϕ(NKF (x)) ≤ 1. Let f = mF (x)(t)
be the minimal polynomial of x over F with f = tr + · · ·+ a0. Then NKF (x) = ±ad0
where d = [K : F (x)] by Proposition A.3. This gives that ϕ(ar)
d ≤ 1⇒ ar ∈ O ⇒
f ∈ O[t] by Corollary 7.2. We now put g(t) = f(t− 1), then g(1 + x) = f(x) = 0
with g minimal polynomial of 1 + x over F .
NKF (1+x) = (±g(0))d = (±f(−1))d = ±((−1)d+· · ·+ar) ∈ O ⇒ ϕ(NKF (1+x)) ≤ 1
ϕ′(1 + x) ≤ 1 then easily follows.
If K/F is infinite, then we observe that
K =
⋃
E
E
where E runs over all finite intermediate field of K/F . For each E, there exists an
extension ϕE of E. Let x ∈ K, then x ∈ E for some E. We define ϕ′(x) = ϕE(x).
To finish the proof we need uniqueness which is dealt in a more general setting. 
An finite dimensional F -vector space X is said to be normed over (F, ϕ) if there
exists a norm function ‖x‖ : X → R, satisfying,
i) ‖ζ‖ ≥ 0 and ‖ζ‖ = 0⇔ ζ = 0,
ii) ‖xζ‖ = ϕ(x)‖ζ‖,
iii) ‖ζ + η‖ ≤ ‖ζ‖+ ‖η‖.
Let (E,ϕ′) be a extension of (F, ϕ), then the additive group E with ‖x‖ = ϕ′ is
normed over (F, ϕ). Also, if X is a finite dimensional vector space over F with
w1, . . . , wn as its basis, then for all ζ ∈ X , ζ = a1w1 + · · ·+ anwn. Define
‖ζ‖ = max(ϕ(ai))
which runs over all i, then ‖x‖ becomes a norm of X and call it the canonical norm.
Theorem 5.4. Let F be complete respect with p and let ϕ ∈ p with ‖ϕ‖ ≤ 2. Sup-
pose that X is a finite dimensional vector space over F , and |x| be any norm on X
over (F, ϕ), then X is complete topological group in the metric topology determined
by |x| and there exists C1, C2 > 0 such that
C1‖ζ‖ ≤ |ζ | ≤ C2|ζ |
for all ζ ∈ X.
Proof. Let {ζm} be Cauchy sequence respect to |x|, then for all ε ∈ R>0, we have
‖ζm1 − ζm2‖ < ε whenever m1, m2 ≥ N
with ζm = am,1w1 + · · ·+ am,nwn. We then have a natural inequality,
ϕ(zm1,i − zm2,i) ≤ ‖zm1 − zm2‖ < ε
shows that each component is a Cauchy sequence in F , thus there exists aj such
that am,j → aj . Let ζ = a1w1 + · · ·+ anwn, then we claim that ζm → ζ . For any ε,
and for all i, there exists Ni such that
m ≥ Ni ⇒ ϕ(am,i − ai) < ε
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then if N = max(Ni), implies that
m ≥ N ⇒ ‖ζm − ζ‖ = max(ϕ(am,i − ai)) < ε
which proves the claim. Furthermore, proves that X is complete with respect to
‖x‖.
Let ζ = a1w1 + · · · anwn, then
|ζ | = |a1w1 + · · ·+ anwn|
≤ |a1w1|+ · · ·+ |anwn|
= ϕ(a1)|w1|+ · · ·+ ϕ(an)|wn|
≤ ‖ζ‖|w1|+ · · ·+ ‖ζ‖|wn| = C2‖ζ‖
if we let C2 = |w1|+ · · ·+ |wn|. If n = 1, then ϕ = |x|, hence the result is immediate.
Suppose that we have the conclusion for n− 1-dimensional. Then we define
Yi = Fw1 + · · ·+ Fwi−1 + Fwi+1 + · · ·+ Fwn
then X = Yi + Fwi. We have that Yi is complete by induction hypothesis. Yi
complete implies that Yi closed in X as all limit point of Yi has a Cauchy sequence
in Yi. Since X is a topological group, Yi + wi is closed. Because 0 /∈ Yi + wi, so
0 /∈ ∪ni=1(Yi + wi) which is also closed. There exists a neighborhood of 0 disjoint
from the union. Hence there exist C1 such that
|ηi + wi| ≥ C1
for all ηi ∈ Yi. If ζ = a1w1 + · · ·+ anwn| nonzero with ϕ(ar)‖ζ‖, then ar 6= 0, and
|a−1r | = |(a1/ar)w1 + · · ·+ wr + · · ·+ (an/ar)wn| ≥ C1
hence we have that |ζ | ≥ C1ϕ(ar) = C1‖ζ‖.
For all y ∈ B| |(x, ε), y ∈ B‖ ‖(x, ε/C1) ⊂ B| |(x, ε), and similar process shows
that the topology induced by both norms are equivalent. 
Proposition 5.5. Let F be p-complete and K/F be finite. If an extension of p
exists, then it is unique. Furthermore, if K/F be algebraic extension, then the
extension of p is unique if it exists.
Proof. First for the finite case, we choose ϕ ∈ p such that ‖ϕ‖ ≤ 2, with ϕ1, ϕ2 be
two extensions of ϕ to K. Then by above, ϕ1 = ϕ
α
2 because they induce the same
topology. Furthermore, ϕ1|F = (ϕ2|F )α ⇒ ϕ = ϕα ⇒ α = 1. We thus see that they
are equal.
Now for algebraic extension K/F , let ϕ1, ϕ2 be two distinct extensions of ϕ to K,
then there exists x ∈ K such that ϕ1(x) 6= ϕ2(x), but ϕ1 and ϕ2 coincide in F (x).
Hence leads to contradiction. 
Let K/F be finite with ϕ ∈ p be valuation of F and ψ ∈ q be valuation of K
extending ϕ. Also, we have the canonical extension ϕ˜ of ϕ to Fp. We also have
unique extension ϕ of ϕ˜ to Fp.
We first show that Fp ⊂ Kq. If we denote [xn]p ∈ Fp for the p-Cauchy sequence
with xn ∈ F . Similarly, [xn]q denote q-Cauchy sequence with xn ∈ K. As F ⊂ K,
we consider the map [xn]p 7→ [xn]q. For xn, yn ∈ F ,
[xn]p = [yn]p ⇔ lim
n→∞
ϕ(xn − yn) = 0⇔ lim
n→∞
ψ(xn − yn) = 0⇔ [xn]q = [yn]q
show that the map is well-defined and injective. Hence we proved the inclusion of
Fp into Kq.
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Fp/F and K/F finite implies that KFp/Fp is finite. As K and Fp both lies inside
Kq, we have KFp ⊂ Kq. If ψ˜ denote the canonical extension of ψ, then we give
KFp the valuation ψ˜|KFp, then since it extends ψ, we see that it must be uniquely
determined and KFp is complete. Observing the tower of fields,
K ⊂ KFp ⊂ Kq
we see that every completing via q, we get
Kq ⊂ KFp ⊂ Kq ⇒ Kq = KFp
Hence Kq/Fp is a finite extension. We are now ready to prove the extension theorem
which is the following
Theorem 5.6 (Extension Theorem). Let K/F be a finite extension and ϕ ∈ p be
a valuation of F , then every extension ψ of ϕ arises as the composite ψ = ϕ ◦ τ for
some embedding τ : K → Fp.
Proof. With the above notation, Kq ⊂ Fp shows that ϕ|Kq = ψ˜ as ψ˜ is the unique
extension of ϕ˜. Because Kq/Fp finite, we have a Fp-embedding,
τ : Kq → Fp
Clearly, ϕ ◦ τ is a valuation of Kq, and (ϕ ◦ τ)|Fp = ϕ ◦ τ |Fp = ϕ|Fp = ϕ˜. We have a
F -embedding, τ |p : K → Fp,
ϕ˜ = ϕ ◦ τ |Fp

Before we classify the archimedean valuations of a number field k, we state the
theorem due to Ostrowski.
Theorem 5.7 (Ostrowski). Let K be complete respect to an archimedean valuation
|x|, then there exists an isomorphism σ of K to either R or C. If p∞ denotes the
prime divisor of |x| and q∞ denotes the prime divisor of the usual absolute value of
either R or C, then σ∗(q∞) = p∞.
Proof. K having archimedean valuation implies that K has characteristic 0, the
prime field of K is isomorphic to Q. By Proposition 5.2, we may assume that
R ⊂ K. Next we prove that K is algebraic over R, then K is embedded in C, hence
K = R or K = C.
So consider ζ ∈ K and a continuous map f : C→ R defined by
f(z) = |ζ2 − (z + z)ζ + zz|
with z + z, zz ∈ R. We first observe that lim
z→∞
f(z) =∞. If we let ζ = a + bi, then
f(z) = |(a+ bi)2 − 2Re(z)(a + bi) +Re(z)2 + Im(z)2|
then Im(z)→∞ easily shows that f(z)→∞.
Let z0 be any complex number, then let M = f(z0), then there exists N such
that |z| > N ⇒ |f(z)| > M . There exists zm ∈ C such that f(zm) is minimal in
f(B(0, N)) as B(0, N) is compact. Hence there exists a minimum value for f . We
let f(zm) = m. Because {m} is closed in R, we have
S = {z ∈ C | f(z) = m}
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is nonempty, bounded, and closed as f is continuous. Also because S is closed,
there exists z0 such that |z0| ≥ |z| for all z ∈ S, i.e. the supremum. It suffices to
show that m = 0, then ζ is algebraic over R.
Suppose for contradiction that m > 0, then there exists 0 < ε < m and a
polynomial in real coefficients
g(x) = x2 − (z0 + z0)x+ z0z0 + ε
with roots z1, z1 ∈ C. If z0 ∈ R, then we have
g(x) = x2 + z20 + ε⇒ z1 =
√
z20 + ε
If z0 ∈ C\R, then we have that Re(z0) = Im(z1). Let’s denote it a. z0 = a+ bi and
z1 = a+ ci. Then we have a
2 + c2 = a2 + b2 + ε⇒ c = √b2 + ε.
Because
z0z0 + ε = z1z1 ⇒ |z1| > |z0| ⇒ f(z1) > m
Let n ∈ N be fixed and consider another real polynomial
G(x) = [g(x)− ε]n − (−ε)n =
2n∏
i=1
(x− αi) =
2n∏
i=1
(x− αi)
then clearly G(z1) = 0, so we may assume that z1 = α1 without loss of generosity.
Now we substitute ζ , then we get
|G(ζ)|2 =
2n∏
i=1
f(αi) ≥ f(α1)m2n−1
Furthermore,
|G(ζ)| ≤ |g(ζ)−ε|n+ |−ε|n = |ζ2− (z0+z0)ζ+z0z0|n+εn = f(z0)n+εn = mn+εn
then
f(α1)m
2n−1 ≤ (mn + εn)2
f(α1)
m
≤
(
1 +
( ε
m
)n)
then as n→∞, we get f(α1) ≤ m, which contradicts our assumption. 
Proposition 5.8. Let ϕ be an archimedean valuation of Q, then there exists α ∈
R≥0 such that for all x ∈ Q,
ϕ(x) = |x|α
where |x| the usual absolute value of Q.
wh
Proof. Let m,n ∈ Z both greater than 1. For any integer t > 0, we can write
mt = a0 + a1n + · · ·+ asns
where ai ∈ Z and 0 ≤ ai < n with as 6= 0. Because as ≥ 1, we have that ns ≤ mt,
which taking the log gives s logn ≤ t logm. We thus have
s ≤ t logm
log n
Also we have that ϕ(n) ≤ ϕ(1) + · · ·+ ϕ(1) = n for any n, so we get
ϕ(ai) ≤ ai < n
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It follows that
ϕ(mt) ≤ ϕ(a0) + · · ·ϕ(as)ϕ(n)s
≤ n(1 + · · ·ϕ(n)s)
≤ n(s+ 1)Ms where M = max(1, ϕ(n))
≤ n
(
1 + t
logm
logn
)
[max(1, ϕ(n))]t(logm/ logn)
Take the tth root of unity, we get
ϕ(m) ≤ max(1, ϕ(n))(logm/ logn)
Now we assert that ϕ(n) > 1 for n > 1 because if there exists n0 > 1 with ϕ(n0) ≤ 1,
then we get
ϕ(m) ≤ 1 for all m ∈ Z
which contradicts Proposition 4.1 which says that archimedean valuation has {ϕ(m) |m ∈
Z} unbounded. Hence we achieve a relationship
ϕ(m) ≤ ϕ(n)logn/ logm ⇒ ϕ(m)1/ logm ≤ ϕ(n)1/ logn
Because m,n were arbitrary, we get the equality
ϕ(m)1/ logm = ϕ(n)1/ logn = eα
for some α ∈ R>0 because ϕ(m) > 1⇒ ϕ(m)1/ logm > 1. Hence we get
ϕ(n) = eα logn = nα
for any n > 1, so for any nZ, ϕ(n) = |n|α. By multiplicative property of |x|, we
conclude that ϕ(x) = |x|α for all x ∈ Q. 
Let k be a number field and ϕ be an archimedean valuation, then we have that ϕ is
an extension of |x|, the absolute value of Q. Because k/Q is an algebraic extension,
by the existence theorem, all archimedean valuations arise from σ : k → C as
C = Q|x|, i.e. classified by the complex embeddings of k, Hom(k,C). We have
Hom(k,C) := {σ1, . . . , σn}
where σ1, . . . , σr is the real embeddings of k and σr+1, σr+1, . . . , σr+s, σr+s which are
complex embeddings of k. Thus we have r + 2s = n. Because |σ(x)| = σ(x)σ(x) =
|σ(x)|, we have σi and σi induces the same topology. Now consider the following
set of valuations Mk
σ1, . . . , σr+s, vp
where vp is the normalized discrete nonarchimedean valuations of k with p varies
over all prime ideals of k. Mk is called the canonical set of k. We will use v ∈ Mk
to mean both the archimedean and nonarchimedean valuations of k to unify the
notation.
Proposition 5.9. Let v1, v2 ∈Mk, then v1 and v2 are not equivalent.
Proof. We will prove later in Lemma 8.3 that for any two distinct vi with its corre-
sponding valuation ϕi, there exists x ∈ k such that
ϕ1(x) > 1 and ϕ2(x) < 1 (†)
Because the set B(0, 1) consists of x ∈ k such that xn → 0 as n → ∞, B(0, 1) is
determined the topology. (†) clearly shows that B(0, 1) is distinct elements in the
canonical set, hence v1 and v2 are not equivalent. This easily extends to the fact
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that kv1 and kv2 are not isomorphic as their B(0, 1) are different when restricted to
k. 
We conclude this section by observing that Mk is, in fact, a system of represen-
tatives of all prime divisors of k, hence the name canonical set of k.
6. Topology on local fields
Let O be a Dedekind domain with p be a prime ideal. Op, the localization of O
at p is a discrete valuation ring. We have (π) is the unique maximal ideal of Op.
We define
An := Op/(π)n
which gives a inverse system with canonical epimorphisms. We let
Oav := lim←−
m
Am
where the superscript a refers to its algebraic construction. Because for any m, we
have an isomorphism
O/pm ∼= Op/(π)m
we get Oav = lim←−
m
O/pm which is analogous to the construction of p-adic numbers
from integers. By the definition of the inverse limit, the elements in Oav is of the
form (xi) where πm(xm) = xm−1 with πm : Am → Am−1 the canonical epimorphism.
If |Ok/p| = pf with (p) = p ∩ Z, then we can choose a system of representatives
of a0, . . . , apf−1 with 0 included, then for any (xi) n Oav ,
x1 ≡ c0 (modπ)
So we consider x1 − c0 = (xi − c0), then because x1 − c0 is divisible by π, the first
coordinate is 0, then because we have the commutative diagram
Op
Op/(π)n Op/(π)m
πn
πnm
πm
with πnm : Op/(π)n → Op/(π)m a canonical epimorphism. We see that all xi − c0
are divisible by π, hence
x− c0 = (xi − c0)
= (πx′i)
= π(x′i)
we may continue the process and realize that
x = c0 + (x− c0)
= c0 + (πx
′)
= c0 + π(c1 − (x′ − c1))
= c0 + c1π + c2π
2 + · · ·
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where ci are chosen from the system of representatives. Hence we clearly get that
all elements in Oav can be uniquely expressed as a infinite sum of the form
∞∑
n=0
cnπ
n
which correspond to x = (xi) with xi =
∑i
n=0 cnπ
n.
Now we will construct the ring of integers Ov topologically when v is a nonar-
chimedean valuation. We may define the following invariants
i) Ov = {x ∈ kv | v(x) ≥ 0} = {x ∈ kv | ϕv(x) ≤ 1}, the valuation ring of kv.
ii) pv = {x ∈ kv | v(x) > 0} = {x ∈ kv | ϕv(x) < 1}, the maximal ideal of Ov
iii) Uv = {x ∈ kv | v(x) = 0} = {x ∈ kv | ϕv(x) = 1}, the unit group of Ov.
We observe that v is discrete as v is nonarchimedean exponential valuation of a
number field, hence Ov is a discrete valuation ring with some fixed prime number
π ∈ Ov.
Proposition 6.1. We have the isomorphism
Ov/pnv ∼= Op/pOnp
In particular, Ov/pv is finite.
Proof. We first need to show that Ov is the closure of Op. For any Cauchy sequence
{xn} of Ov that converges to x, we have that ϕp(xn) ≤ 1 ⇒ ϕp(x) ≤ 1 ⇒ x ∈ Ov,
hence Ov is closed. Now let x ∈ Ov\Op. We have x = lim
n→∞
xn for xn ∈ k. Because
ϕp is discrete, we have that there exists n0 such that n ≥ n0 ⇒ ϕp(x) = ϕp(xn) ≤ 1.
This is same as saying that xn = an/bn for some an, bn ∈ Ok with ϕp(bn) = 1.
Because we know that p = (π) for some prime element, we can always find yn such
that
bnyn ≡ an (mod πn)
Then We have ϕp(xn − yn) ≤ 1
(pf )n
. x = lim
n→∞
yn, hence x ∈ Op, the closure of Op.
Combining the two, we se e that Ov is a closure of Op.
Now consider the map
a 7→ a (mod pnv ) defined for Op → Ov/pnv
The same prime element in Op is also a prime element for Ov as they are both
discrete valuation ring. Thus the kernel is simply pOnp , so we now show that the
map is surjective. Let x ∈ Ov, then there exists a ∈ Op such that
ϕp(x− a) ≤ 1
(pf)n
because it either lies inside Op or is a limit point, then by definition x− a ∈ pnv , i.e.
x ∼= a (mod pnv ). The isomorphism has been established. 
Hence we can choose a system of representative of Ov/pv from Ov containing 0
which will be denoted R where pf = |Ov/pv| with (p) = p ∩ Z and f = [Ok/p :
Z/(p)].
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Theorem 6.2. Every element x in kv can be uniquely expressed into the form
x =
∞∑
i=m
aiπ
i
where m ∈ Z with ci ∈ R. Furthermore, every such infinite sum represents an
element of kv with v(x) = m.
Proof. Let x = πmu with u ∈ O∗v . Let Ov/pv ∼= Op/pOp, then u ∈ Ov/pv has
a unique nonzero representation a0 ∈ R. Hence we have u = a0 + πb1 for some
b1 ∈ Ov. Assume a0, . . . , an−1 ∈ R satisfies
u = a0 + · · ·+ an−1πn−1 + πnbn
with ai uniquely determined by bn = an + πbn+1, then by the same process, we
obtain
u = a0 + · · ·+ anπn + πn+1bn+1
Then we have uniquely determined
∑∞
i=m aiπ
i by u, and this converges to u because
πn+1bn+1 converges to 0. 
We consider the open balls
B(0, p−fs)
where s ∈ Z, then
y ∈ B(0, p−fs)⇔ vp(y) > s⇔ y =
∞∑
n=s+1
cnπ
n
Hence we immediately see that
i) Ov = B(0, pf),
ii) pv = B(0, 1),
iii) Uv = Ov − pv.
by comparing the definition. Now for any fundamental open sets B(0, γ), by dis-
creteness, we have
B(0, γ) = B(0, γ − ε)
for sufficiently small ε > 0. Hence all fundamental open sets are closed. It follows
that Ov, pv, Uv are all open and closed. In fact, for any fundamental open sets
B(x, p−fs) and B(0, pf) we have a homeomorphism
y 7→ π−s−1(y − x)
Theorem 6.3. kv is locally compact topological field with compact subsets Ov and
O∗v.
Proof. The proof that kv is a topological field coincides with the proof that R is a
topological space in Theorem 2.8. Let’s consider
Am := Op/pOmp
then we have that Am is finite, hence compact, so by the Tychonoff theorem, we
have that the product
∞∏
m=1
Am
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is compact. Let (am) /∈ Ov, then there exists m0 such that ϕm0(am0) 6= am0−1 with
ϕm0 : Am → Am−1, the canonical epimorphism. Now consider the set
{a0} × · · · × {am0} ×
∏
m>m0
Am
is open in the product topology, and is disjoint from Ov since beginning of every
element has ϕm0(am0) 6= am0−1. This shows that Ocv is open, and thus Ov closed.
Ov is a closed subset of
∏
Am, hence Ov is compact. O∗v is a closed subset of Ov,
hence compact. 
We conclude by saying that because any two fundamental open sets are homeo-
morphic, and fundamental open sets are open, closed, and compact simultaneously.
We have established in the previous section that there was a unique representation
of the same form for Ov, so we have established a algebraic isomorphism
Ov ∼= Oav
We then define vap : Oav → Z∪{∞} by vap (x) = m, where m is the smallest such that
cm is nonzero. Under the isomorphism above, we see that v
a
p induces an exponential
valuation of Ov. This coincide with normalized discrete valuation vp.
For all Op/(π)n, we give discrete topology and give the product∏
Op/(π)n
the product topology. Finally, one gives Oav the subspace topology. We will continue
to denote Op/(π)n = An. Then the fundamental open sets in the product topology
is of the form,
∞∏
n=1
Bn ∩Oav
where Bn ⊂ An, and Bn = An for almost all n. Then because of the finiteness the
above set is of the form
U =
(
m∏
n=1
Bn ×
∞∏
n=m+1
An
)
∩Oav
then any x ∈ U , we have that x ∈ B(x, p−fm) ⊂ U . In fact, if y ∈ B(x, p−fm), then
y − x =
∞∑
n=m+1
cnπ
n ⇒ y = x+
∞∑
n=m+1
cnπ
n
then because x ∈ U and the n-th coefficient where n > m doesn’t matter, so we
have y ∈ U . This shows that the metric topology is finer.
Conversely, if x ∈ kv with
x =
∞∑
n=1
cnπ
n
then we have that
B(x, p−fm) =
m∏
n=1
{cn} ×
∞∏
n=m+1
An
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hence we have that the metric topology and the topology induced by the inverse
limit coincide. We have thus established an algebraic and topological isomorphism
Ov ∼= Oav
= lim←−Op/(π)n∼= lim←−Ok/p
n
7. Hensel’s Lemma
For a field F with a nonarchimedean prime divisor p, we denote O or Ovp to be
its valuation ring and denote p to be the unique prime ideal of O. κ = O/p will
always denote the residue class field of F with respect to p.
Lemma 7.1 (Hensel’s Lemma). Let F be complete with respect to the nonar-
chimedean prime divisor p, and let f ∈ O[t] be primitive, i.e. f 6= 0 in κ[t].
Suppose f admits a factorization
f = GH in κ[t]
with G,H relatively prime polynomials in κ[t], then there exists g, h ∈ O[t] such
that
i) f = gh,
ii) g = G, h = H,
iii) deg(g) = deg(G).
Proof. To simplify the notation , we will use the following convention deg(f) = df .
It is clear that df ≤ df and dG + dH = df ≤ df , hence dG ≤ df − dG. We let
g1, h1 ∈ O[t] with g1 = G and h1 = G, with dg1 = dG and dh1 = dH . This can be
easily done by observing that
G = ast
s + · · ·+ a0
can be represented by
g1 = ast
s + · · ·+ a0
We may assume that G is monic because f = (as
−1G)(asH), so from now on, G and
g1 is monic. Because (G,H) = 1, there exists α, β ∈ O[t] such that αG + βH = 1.
This equality and the modulo p factorization of f show that f−g1h1, αg1+βh1−1 ∈
p[t], i.e. all coefficient of these polynomials are all nonzero. Let v ∈ p, then v be
the canonical extension of v to F (t). We let
ε = min (v(f − g1h1), v(αg1 + βh1 − 1))
If ε = ∞, then we have that f − g1h1 has all of its coefficient 0, which gives the
desired f and g, so we assume that 0 < ε < ∞. Because there are only finite
number of coefficients, there exists π ∈ p, one of the coefficient, such that v(π) = x.
For all i ∈ N, we would like to find gi, hi such that
i) f ≡ gihi (mod πi),
ii) gi = G and hi = H ,
iii) gi ≡ gi−1 (mod πi−1), hi ≡ hi−1 (mod πi−1) for i ≥ 2,
iv) dgi = dG and dhi ≤ df − dG.
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Let ci denote the coefficient of f−g1h1, then v(ci) ≥ v(π)⇒ v(ci/π) = v(ci)−v(π) ≥
0. This shows that there exists di ∈ O such that ci = πdi ⇒ f − g1h1 ∈ πO[t],
hence i) is satisfied. ii) and iv) is satisfied by construction. Now suppose that we
have established the result for n− 1 with n ≥ 2 and also that we have found
gn = gn−1 + π
n−1u
hn = hn−1 + π
n−1v
for some u, v ∈ O[t], then it is clear that iii) is satisfied. Notice that we have not
used the induction hypothesis of iii), so the construction can be used for i = 2. Also
because π ∈ p, it is clear that
gn = gn−1 + πn−1u = gn−1 = G and hn = hn−1 + πn−1v = hn−1 = H
Now to show we observe the following equivalence
f ≡ gnhn (mod πn) ⇔ f ≡ gn−1hn−1 + πn−1(gn−1v + hn−1u) + π2n−2uv (mod πn)
⇔ f ≡ gn−1hn−1 + πn−1(gn−1v + hn−1u) (mod πn)
⇔ f − gn−1hn−1 ≡ πn−1(gn−1v + hn−1u) (mod πn)
⇔ w := f − gn−1hn−1
πn−1
≡ gn−1v + hn−1u (mod π)
for the last equality comes from the observation that
x ≡ πn−1y ( mod πn)⇔ x = πn−1y+πnz ⇔ x/πn−1 = y+πz ⇔ x/πn−1 ≡ y ( mod π)
We now start to actually find u, v ∈ O[t]. Because g1 is monic, by Euclidean
algorithm for polynomials, we have that wβ = g1q + u in O[t] with du < dg1.
αg1 + βh1 ≡ 1⇔ wαg1 + wβh1 ≡ w (mod π)
Plugging in wαg1 + (g1q + u)h1 ≡ w ⇒ (wα + qh1)g1 + uh1 ≡ w (mod π). Denote
v to be the polynomial obtained by replacing all coefficient of wα + qh1 that is
divisible by π into 0. We still get the modulo equivalence αv + βu = w, and gives
us i).
We are left to prove iv).
du < dg1 ⇒ dgn = deg(gn−1 + πn−1u) = dgn−1 = dG
Suppose for contradiction that dhn > df − dG,
hn = hn−1 + π
n−1v and dhn−1 ≤ df − dG ⇒ dv > df − dG
dgn−1 = dG and dhn−1 ≤ df − dG ⇒ deg(f − gn−1hn−1) ≤ df ⇒ w ≤ df
Now we come back to the equality vg1 + uh1 ≡ w (mod π). Because deg(vg1) ≥
deg(uh1), we have that the leading coefficient of vg1 + uh1 is not divisible by π.
However, because dw < dvg1 we have that
vg1 + uh1 = w + πγ
for some γ with dγ > w. The right hand side has leading coefficient divisible by π
leading into contradiction.
For all i, we have gi(x) = a
(i)
0 + · · · + a(i)r−1tr−1 + tr with r = dG. First let
m ≥ n ≥ N , then we claim that
a
(n)
j ≡ a(m)j (mod πN)
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which can be easily established by induction from a
(n)
j ≡ a(n−1)j (mod πn−1). Fur-
thermore, we define ϕ(x) = e−v(x). Let q = e−ε, then
πN |x⇔ v(x) ≥ v(π)N = Nε⇔ e−v(x) ≤ e−Nε ⇔ ϕ(x) ≤ qN
Thus we have that {a(i)j } is a Cauchy sequence for fixed j, hence converges to aj ∈ O
as F is p-complete. For n ≥ i,
ϕ(a
(i)
j − a(n)j ) ≤ qi ⇒ ϕ(a(i)j − aj) ≤ qi ⇒ aj − a(i)j ≡ 0 (mod πi)
Clearly, if a ≡ 0( mod πi) ⇒ ϕ(a) < qi for all i, thus ϕ(a) = 0 ⇒ a = 0. We can
finally conclude that
f ≡ gihi ≡ gh (mod πi) for all i ⇒ f = gh
dg = dgi = dG with g = gi = G and h = hi = H complete our proof. 
Corollary 7.2. If f = a0+· · ·+antn ∈ F [t] is irreducible, then v(f) = min(v(a0), . . . , v(an)) =
min(v(a0), v(an)). In particular, if f is monic and irreducible, i.e. an = 1, then
f ∈ O[t]⇔ a0 ∈ O
Proof. First f primitive has the following equivalences
f primitive ⇔ aj /∈ p⇔ v(aj) = 0⇔ v(f) = 0
where aj is some coefficient in f . If v(g) = α 6= 0, then v(g/α) = 0, hence all
polynomial has the form g = αf where f is primitive. If we have proved the result
for primitive polynomials, then
v(g) = v(αf) = v(α) + f = v(α) + min(v(a0), v(an)) = min(v(αa0), v(αan))
So we may assume f to be primitive. Now suppose min(v(a0), v(an)) > 0, then
there exists r such that v(ar) = 0, v(ai) > 0 for i ≥ r and 0 < r < n. The
existence follows from v(f) = 0. f = f · 1 = GH modulo p. But dG = r < n gives
contradiction.
Now further suppose that f is monic, then v(f) = min(v(1), v(a0)) = v(a0), so if
v(a0) ≥ 0⇒ v(ai) ≥ 0 for all i. v(f) ≥ 0⇔ f ∈ O[t] completes the proof. 
8. Product Formula
If k is a number field, Ok is the algebraic integer of k with p ⊂ Ok a prime ideal.
Let p|p, then we say that p lies over p ∈ Z. If the prime number is indexed with i,
i.e. pi, then we denote its corresponding exponential valuation vi. Also, we note its
corresponding valuation by ϕi.
Recall that we may define the absolute norm of N : Jk → Q where Jk is the
group of all fractional ideals of k by A 7→ |O/A|. Many classical textbooks show
that N is indeed extended from the norm from k to Q in that if x ∈ k, and (x) is
the principal ideal generated by x, then
N((x)) = |NkQ(x)|
Proposition 8.1. Let p1, . . . , pm be lying over p, and let ϕi and ϕ be the corre-
sponding valuations respectively, then we have
ϕ(N(x)) =
m∏
i=1
ϕi(x)
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Proof. By the unique factorization,
(x) =
m∏
i=1
pnii × A
where A is relatively prime to pi for all i. By definition vi(x) = ni where vi is the
corresponding exponential valuation of pi, hence with fi = [Ok/pi : Z/pZ], we have
that ϕi(x) = p
−fini. Then we have that
m∏
i=1
ϕi(x) = p
−
∑
fini
On the other hand, we have that
N(x) =
m∏
i=1
N(pi)
ni ×N(A) = p
∑
fini ×N(A)
because A is the product of power of primes other than p, we have that
ϕ(N(x)) = p−
∑
fini
hence we may conclude the proof. 
Theorem 8.2. Let x ∈ k∗, then we have∏
v∈Mk
ϕv(x)
nv = 1
where nv = 1 when v is nonarchimedean or real archimedean, and nv = 2 when v
is complex archimedean.
Proof. We first let k = Q, then by multiplicity we prove for x = p, a prime number.
Let ϕq be the valuation for prime q, then
ϕq(p) =
{
1/p if q = p
1 if q 6= p
Then clearly, ∏
v∈MQ
ϕv(p)
nv = |p|ϕp(p) = |p|/p = 1
Now for general number field k, we have that∏
v∈Mk
ϕv(x)
nv =
∏
v∈Mk\S∞
ϕv(x)
∏
v∈S∞
ϕv(x)
nv
=
∏
v∈Mk\S∞
ϕv(x)|N(x)|
=
∏
p
ϕp(x)|N(x)|
=
∏
p
∏
p|p
ϕp(x)|N(x)|
=
∏
p
ϕp(N(x))|N(x)|
=
∏
v∈MQ
ϕv(N(x)) = 1

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Lemma 8.3. Let v1, v2 ∈Mk with k a number field be two distinct valuation in Mk,
then there exists x ∈ k such that ϕ1(x) > 1 and ϕ2(x) < 1.
Proof. Let v1 = vp and v2 = vq where p, q are two distinct prime ideals of Ok.
Consider an element x ∈ q\p and y ∈ p\q. Then we have ϕp(x) > 1 and ϕq(x) ≤ 1.
If ϕq(x) 6= 1, then x works. If ϕp(y) 6= 1, then we have that y−1 works. If both
ϕp(x) = ϕq(y) = 1, then xy
−1 works.
Let v1 = σ for some σ ∈ Hom(k,C), and v2 = vp then we consider x ∈ p ∩ Z.
ϕ1(x) > 1 and ϕ2(x) < 1 as inverse of a rational integer is never integral. If v1 is
nonarchimean and v2 is archimedean, then x
−1 will for for x ∈ p ∩ Z.
Now for v1, v2 both archimedean, we know that it arises from different complex
embeddings of k, we see that there exists x ∈ k such that ϕ1(x) 6= ϕ2(x). Without
loss of generosity, suppose that there exists r such that ϕ1(x) < r < ϕ2(x), then we
see that
ϕ1(r/x) > 1 and ϕ2(r/x) > 1

We have seen the equivalence
ϕ(x) < 1⇔ x ∈ Bϕ(0, 1)
so we have that for two distinct v1 and v2, the open ball centered at 0 of radius 1
is different for all v, i.e. v1 and v2 are inequivalent.
Lemma 8.4. Suppose v1 and v2 are two distinct elements in Mk. Suppose x ∈ k
satisfies ϕ1(x) > 1 and ϕ2(x) < 1, then the sequence
zm =
xm
1 + xm
converges to 1 with respect to v1 and converges to 0 with respect to v2.
Proof. By performing the same procedure, we get the usual theorems of limit, i.e.,
given xn, yn sequences in k, and a valuation ϕ of k, suppose xn → x and yn → y,
then
i) ϕ(xn + yn)→ x+ y,
ii) ϕ(xnyn)→ xy,
iii) ϕ(xn/yn)→ x/y for yn 6= 0 for all n and y 6= 0.
In particular, ϕ2(x
m/(1 + xm)) = ϕ2(x
m)/ϕ2(1 + x
m) → 0/1 = 0. Also, we get
ϕ1(x) > 1⇒ ϕ1(1/x) < 1⇒
ϕ1
(
xm
1 + xm
)
= ϕ1
 11
xm
+ 1
 = 1/ϕ1( 1
xm
+ 1
)
→ 1/1 = 1

Theorem 8.5 (Approximation theorem). For distinct v1, . . . , vs ∈Mk, x1, . . . , xs ∈
k, not necessarily distinct, and ε > 0, there exists x ∈ k such that
ϕi(x− xi) < ε
for all i = 1, . . . , s.
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Proof. We first show that there exists yi such that ϕi(yi) > 1 and ϕj(yi) < 1 for all
j 6= i. We have proved the case when i = 2, so we may proceed by induction. Also,
without loss of generosity, we may assume that i = 1. So suppose by inductive
hypothesis we have y such that
ϕ1(y) > 1 and ϕi(y) < 1
for i = 1, . . . , s−1. If ϕs(y) < 1, then we are done, so first we assume that ϕs(y) = 1.
Let z ∈ k be such that ϕ1(z) > 1 and ϕs(z) < 1. Then we can let m large enough
so that ymz works, so we are left with the case where ϕs(y) > 1. We then let
zm =
ym
1 + ym
which converges to 1 with respect to both v1 and v2, and zm will converge to 0
with respect to v2, . . . , vs−1. Pick z such that ϕ1(z) > 1 and ϕs(z) < 1, then for
sufficiently large m, we see that zmz works.
Now we are given yi such that
ϕi(yi) > 1 and ϕj(yi) < 1 for j 6= i
Then letting zi = yl/(1+yl) for some appropriate l, we see that zi is arbitrary closed
1 with respect with vi and arbitrary close to 0 with respect with vj with j 6= i. By
letting x = z1x1 + · · · zsxs with the inequality
ϕi(x− xi) ≤ ϕi(z1)ϕi(x1) + · · ·+ ϕi(zi − 1)ϕi(xi) + · · ·+ ϕi(zs)ϕi(xs)
can be arbitrary small. 
Part 3. Adeles and Ideles
9. Restricted product
Let G be a topological group, with ∗ : G× G → G denote its continuous multi-
plication. For any g ∈ G, we define
ig : G→ G×G defined by h 7→ (g−1, h)
For any open set U × V ⊂ G× G, with U, V open in G, we have i−1g (U × V ) = V
if g−1 ∈ U and ∅ otherwise. This shows that ig is continuous. The composition
G
ig−−→ G×G ∗−→ G
which sends h ∈ G to g−1h, we see that the preimage of a subset H of G is simply
gH . Hence for any open set H ⊂ G, we get gH is also open by continuity.
Let Gv be a locally compact topological groups with Kv ⊂ Gv be compact subsets
which is defined for almost all v. We use MG be the set of indices, and S∞ ⊂ MG
be the subset which consists of all indices where Kv is not defined. A restricted
product IG of Gv with respect to Kv is a subset of the direct product∏
Gv
consisting of (xv) ∈
∏
Gv where xv ∈ Kv for almost all v, i.e. for all but finitely
many v. We do not give IG the subspace topology, but we consider the subset∏
v∈S
Uv ×
∏
v/∈S
Kv
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where Uv ⊂ Gv open sets and S ⊂ MG be a finite subset containing S∞ to be the
basis of the topology for J . The simplest set of this form is
IS =
∏
v∈S
Gv︸ ︷︷ ︸
(1)
×
∏
v/∈S
Kv︸ ︷︷ ︸
(2)
(1) is locally compact as S is finite and (2) is compact by Tychonoff, so the total
product is locally compact. (The space itself is the compact neighborhood of every
point in the space.) We easily see that
IG =
⋃
S∞⊂S
S finite
IS
hence for all x ∈ IG, there exists a compact neighborhood Ki ⊂ IS of x for some
IS containing x, as IS is locally compact. IG is itself locally compact. Because we
haven’t used any properties of Gv being topological groups, we may generalize the
construction to simply collection of Xv locally compact topological spaces with Kv
compact subsets with a locally compact restricted product IX .
Proposition 9.1. Let Gv be a locally compact set with Kv be a compact subset
of Gv defined for almost of v ∈ MG with MG for some indexing set, then the
restricted product of Gv with respect to Kv is a topological group. Furthermore, if
Gv are topological rings (resp. topological fields), then the restricted product is also
a topological ring.
Proof. Let f be an operation whether it be + or ∗, then consider an open set(∏
Uv ×
∏
Ov
)
×
(∏
U ′v ×
∏
Ov
)
=
∏
(Uv × U ′v)×
∏
(Ov ×Ov)
then its preimage will have the form∏
f−1v (Uv × U ′v)×
∏
f−1v (Ov ×Ov)
where f =
∏
fv with fv : Gv → Gv×Gv, the operation function for each component.
We know that the preimages are open as kv are all topological rings. The same
reasoning works for negation. 
We have shown that for all v ∈ Mk where k is a number field, kv is locally
compact. For all nonarchimdean prime divisors v, we have a compact subset Ov of
kv. The restricted product of kv with respect to Ov will be called the adeles of k,
denoted Ak. If we have compact subsets O∗v with k∗v, then the restricted product
will be called the ideles of k and will be denoted Ik.
10. Finiteness and Unit Theorem
Let ϕ : Ik → R>0 be a map defined by
x 7→
∏
v
ϕv(xv)
then the map is clearly an epimorphism. Because for any element, we can adjust one
of the archimedean valuations. The next step is to show that the map is continuous.
We first prove a lemma that the product of positive reals slightly changes if each
term changes slightly. Let (b1, b2) be an interval in R. For any x ∈ Ik such that
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ϕ(x) ∈ (a, b) and let S be the finite subset ofMk containing all valuations such that
ϕv(xv) 6= 1 then we have ∏
v∈Mk
ϕv(xv) =
∏
v∈S
ϕv(xv)
then by Lemma A.2, there exists ε ∈ R such that
b1 <
∏
v∈S
(ϕv(xv)− ε) and
∏
v∈S
(ϕv(xv) + ε) < b2
Now consider the open set
U =
∏
v∈S
B(xv, ε)×
∏
v/∈S
O∗k
Clearly x ∈ U , and for any y ∈ U ,
ϕ(y) =
∏
v∈S
ϕv(xv) =
∏
v∈S
ϕv(yv−xv+xv) ≤
∏
v∈S
ϕv(xv)+ϕv(xv−yv) ≤
∏
v∈S
ϕv(xv)+ε < b2
The reverse triangle inequality implies that
|ϕv(xv)− ϕv(yv)| ≤ ϕv(xv − yv)⇒ ϕv(xv)− ϕv(yv) ≤ ϕv(xv − yv)
⇒ ϕv(xv) ≤ ϕv(xv − yv) + ϕv(yv)⇒ ϕv(xv)− ϕv(xv − yv) ≤ ϕv(yv)
ϕ(y) =
∏
v∈S
ϕv(yv) ≥
∏
v∈S
ϕv(xv)− ϕv(xv − yv) ≥
∏
v∈S
ϕv(xv)− ε > b1
which shows that U is a subset of the preimage of (a, b). We, thus, have shown that
the preimage is open and that the map is continuous. Clearly, {1} ⊂ R>0 is closed,
the ker(ϕ) is closed and will be denoted I0k.
The second map to consider is a map from the ideles to the fractional ideals of
k∗ denoted, Jk,
ψ : Ik → Jk
then the map is defined by
x 7→
∏
vp∈Mk\S∞
pvp(xvp )
For any fractional ideal ∏
p
pep
we have an element x = (xv) in the preimage by setting xv = ep if v = vp and xv = 1
otherwise. This show that the map is surjective. The kernel of this map consists of
elements such that ϕv(xv) = 1 for all v ∈ S∞. For x ∈ k∗, we have that ψ(x) = (x)
where the latter is the principal ideal generated by x. If we denote Pk to be the
principal ideals of k∗, then we get an induced surjective map
Ik/k
∗ → Jk/Pk
with I→ Jk/Pk. The kernel of the ψ is clearly IS∞ .
Claim 10.1. We get an isomorphism
Ik/k
∗IS∞
∼= Jk/Pk = Clk
where Clk is the ideal class group.
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Proof. Let αx be such that α ∈ k∗ and x ∈ IS∞ , then consider the ideal (αx).
Because (αx) = (α)(x), in the image, it is equivalent to (x). x ∈ IS∞ implies that
(x) is, in fact, Ok. Now conversely, suppose x ∈ Ik be such that (x) ∈ Pk, then
there exists α ∈ k∗ such that (x) = (α). We have that (xα−1) = Ok. We know that
xα−1 ∈ IS∞ , hence xα−1 = y for some y ∈ IS∞ . We conclude that x = αy, hence
the kernel is k∗IS∞ . 
Similar to the ideal class group, we have Ck = Ik/k
∗ and call it the idele class
group. The relationship between the two class groups can be drawn from the epi-
morphism
Ck → Clk
For any finite set S containing S∞, we denote kS = IS ∩ k∗ called the S-units of k.
Ck is generalized to
CS = IS/kS
We will call CS the S-idele class group.
Claim 10.2. The kernel of Ck → Clk is CS∞.
Proof. The kernel is the image of k∗IS∞ under Ik/k
∗, then k∗ cancels, and we are
left with IS∞ . This shows that the kernel is IS∞/kS∞ which is CS∞ . 
We restrict the domain of the function by considering I0k. We denote
I0S = IS ∩ I0K
C0S = I
0
S/kS
Claim 10.3. The map is still surjective when we shrink the domain from Ck to C
0
k
with its kernel C0S∞
Proof. The first goal is to prove that C0k → Clk is surjective. Let A be a fractional
ideal of k, then by the surjectivity of the original map, there exists x ∈ Ik such that
(x) = A. Consider φ(x), then we can change x by one of its archimedean properties
and get x′ so that φ(x′) = 1. Ck = Ik/k
∗ implies that x′ ∈ C0k .
As we can view C0k ⊂ Ck, the kernel is clearly I0S∞/kS∞ which is C0S∞. 
The claims above combine to establish the isomorphism
C0k/C0S∞ ∼= Ck
Before we prove the topological property of C0k , consider the following notation, for
any x ∈ Ik,
L(x) := {α ∈ k∗ | |α|v ≤ |xv|v for all v ∈Mk}
Let λ(x) = |L(x)|, the order, then what we want to show is that if |x| is sufficiently
large, then λ(x) > 0. Observe that L(x) has a canonical bijection with L(αx) for
any α ∈ k∗ by
y 7→ αy
Proposition 10.4 (Stronger Approximation Theorem). Let k be a number field,
then there exists ck which is depended only on k such that for all x ∈ Ik,
λ(x) ≥ ckϕ(x)
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Proof. Let n = [k : Q] and w1, . . . , wn be the integral basis of Ok, then define
c := sup
v∈S∞,i
(ϕv(wi))
Then the above immediately implies that
ϕv(w1) + · · ·+ ϕv(wn) ≤ c
Let av = c/ϕv(xv), then av < 2av, so there exists rv ∈ Q and ε ∈ R>0 such that
(r − ε, r + ε) ⊂ (av, 2av), then by the aaproximation theorem, there exists α ∈ k∗
such that
ϕv(α− rv) < ε
for all v ∈ S∞, then
|ϕv(α)− ϕv(rv)| ≤ ϕv(α− rv) < ε
we get
ϕv(rv)− ε < ϕv(α) < ϕv(rv) + ε
which implies
c
ϕv(xv)
< ϕv(α) <
2c
ϕv(xv)
Now for αx, consider all finite v such that ϕv(αxv) > 1. By letting m be divisible
highly by all v, we see that ϕv(mαx) ≤ 1 for all nonarchimedean v, i.e. for all
v ∈Mk\S∞. Let z = mαx, then we have
mc < ϕv(zv) < 2mc for v ∈ S∞ and for some m ∈ Z,
ϕv(zv) ≤ 1 for v ∈Mk\S∞
By the second inequality, we have that (z), the fractional ideal corresponding to
z is an integral ideal of k. Hence we have that N(z) = |Ok/(z)|. Let Γ := {y ∈
Ok | y = a1w1 + · · · + anwn, 0 ≤ ai ≤ m}. Then Γ has (m + 1)n elements. By
the pigeonhole principal, we see that there exists an equivalence class in Ok/(z)
with more than mn/N(z) elements. In fact, if all equivalence classes have less that
mn/N(z), we have |Γ| ≤ mn/N(z) · N(z) = mn < (m + 1)n = |Γ|. We thus have
a Γ′ ⊂ Γ with more than mn/N(z) elements which fall into the same equivalence
class. Let y1 ∈ Γ′ be fixed, and we vary y2 ∈ Γ′.
If y1 =
∑
aiwi and y2 =
∑
biwi,
ϕv(y1 − y2) = ϕv
(∑
aiwi −
∑
biwi
)
= ϕv
(∑
(ai − bi)wi
)
≤
∑
ϕv(ai − bi)ϕv(wi)
≤ m
∑
ϕv(wi) ≤ mc ≤ ϕv(zv)
for all v archimedean. We had that −m ≤ ai − bi ≤ m. Because y1 − y2, zv ∈ Ok,
we see that y1 − y2 ∈ (z) ⇒ ϕv(y1 − y2) ≤ ϕv(zv) for nonarchimedean v. This is
because y1 − y2 is more divisible by p then zv. y1 − y2 ∈ L(z), so
mn/N(z) ≤ |Γ′| ≤ λ(z)⇒ 1/N(z) ≤ λ(z)m−n
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For any z ∈ Ik, we have that∏
v∈Mk\S∞
ϕv(zv) =
n∏
i=1
∏
p|pi
ϕp(zp) =
n∏
i=1
p
−
∑
fpnp
i = 1/N(z)
Hence
ϕ(z) =
∏
v∈Mk\S∞
ϕv(zv)
∏
v∈S∞
ϕv(zv) = 1/N(z)
∏
v∈S∞
ϕv(zv) ≤ λ(z)m−n(2mc)n = λ(z)2ncn
We conclude that
λ = (2ncn)−1ϕ(z)
Because mα ∈ k∗, we see that ϕ(z) = ϕ(x) by the product formula and λ(x) = λ(z),
hence letting ck = (2
ncn)−1 
Lemma 10.5. Let x ∈ Ik with ϕ(x) ≥ 2/ck, then there exists α ∈ k∗ such that
1 ≤ ϕv(αxv) ≤ ϕ(x)
for all v ∈Mk.
Proof. We have 2 ≤ ckϕ(x) ≤ λ(x), then there exists β ∈ λ(x) nonzero such that
ϕv(β) ≤ ϕv(xv) for all v ∈Mk. Consider α = β−1, then
1 ≤ ϕv(αxv)
and
ϕv(αxv) =
∏
w
ϕw(αxw)∏
w 6=v
ϕw(αxw)
≤ ϕ(αx)
1
= ϕ(αx) = ϕ(x)
In fact,
1 ≤ ϕw(αxw)⇒ 1 ≤
∏
w 6=v
ϕw(αxw)

Proposition 10.6. C0k is compact
Proof. By the product formula, ϕ(x) = 1, so we get a well-defined map
ϕ : Ck → R≥0
with the kernel C0k , because it is the image of I
0
k under Ik/k
∗. First we show that for
any ρ ∈ R≥0, ϕ−1(ρ) is homeomorphic to C0. Let xρ ∈ Ik be such that ϕ(xρ) = ρ.
We can find such by modifying it by one of its archimedean components. Then we
see that ϕ−1(ρ) = xρC
0
k . In fact,
ϕ(x1) = ϕ(x2)⇒ x1x−12 ∈ ker(ϕ) = C0k ⇒ x1 ∈ x2C0k
thus homeomorphic as Ik is a topological group.
Choose ρ > 2/ck and pick x ∈ ϕ−1(ρ), then by the stronger approximation
theorem, we get αx ∈ k∗ such that
1 ≤ ϕv(αxxv) ≤ ρ
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for all v ∈Mk. We have that vp takes no values between 1 and pf where (p) = p∩Z
and f = [Ok/p : Z/pZ], and there are only finitely many primes p such that pf ≤ ρ,
hence we have that
1 ≤ |αxxv|v ≤ ρ for v ∈ S
|αxxv|v = 1 for v /∈ S
for some S∞ ⊂ S ⊂ Mk finite subset. We define
T =
∏
v∈S
(
B(0, ρ)−B(0, 1)
)
×
∏
v/∈S
O∗v
then as each term is compact, we have T compact by Tychonoff. ϕ−1(ρ) is contained
inside the image of T as we can change the elements in ϕ−1(ρ) by elements in k∗.
The image of T is compact and ϕ−1(ρ) is a closed subset of compact space T . ϕ−1(ρ)
is compact. 
Theorem 10.7. The class group Clk for a number field k is finite.
Proof. C0S∞ is an open subset of C
0
k , hence C
0
k/C
0
S∞ is discrete, and compact as C
0
k
is compact. {{x}}x∈X is an open covering where X = C0k/C0S∞ . By compactness,
there exists a finite subcover, i.e. C0k/C
0
S∞
is finite. The isomorphism
C0k/C
0
S∞
∼= Clk
implies that Clk is finite. 
Theorem 10.8 (Dirichlet S-Unit Theorem). For any finite set S ⊂ Mk, kS has
rank s− 1 where s = |S|.
Proof. Consider the log map on ideles
log : IS → Rs
defined by
log(x) = (logϕ1(x1)
n1 , . . . , logϕs(xs)
ns)
where ϕi corresponds to vi ∈ S, and xi is the vi-component of x ∈ IS. Also, ni is
1 or 2 depending whether ϕi is real or complex embedding, respectively. As each
component is a composition of continuous maps, they are continuous. Consequently,
log is continuous.
By definition x ∈ I0S implies that ϕ(x) = 1 and ϕv(xv) = 1 for v /∈ S. It
follows that log(I0S) lies inside the hyperplane H which is composed of elements
(y1, . . . , ys) ∈ Rs such that
y1 + · · ·+ ys = 0
We may, without loss of generosity, assume that vs is archimedean. The following
n− 1 vectors
(a1, 0, . . . , 0,−a1)
(0, a2, . . . , 0,−a2)
...
(0, 0, . . . , as−1,−as−1)
are linearly independent for ai nonzero. We conclude that dimR(H) = s−1. Because
all vectors lies inside log(I0S), we have just proved that it generates H .
Claim 10.9. log(kS) is discrete in R
s.
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Proof. Let T be a bounded subset of Rn, then the value of archimedean valuation
on log(kS)∩ T is bounded. If the coefficient of polynomials over Z that satisfies an
element in k∗ is not bounded, then we need a x ∈ k with a bigger valuation to make
f(x) = 0. The coefficients of f is thus bounded. Because the coefficients are in Z
and the degree is bounded by [k : Q], we have only finitely many such polynomials.
Note that we don’t have to assume that the polynomial is monic, hence all elements
in k satisfies some polynomial with coefficient in Z. T ∩ log(kS) is, thus, finite. 
Claim 10.10. Let X be a discrete subset of Rs, then it is free abelian of rank
dim(RX) where RX is the R-span of X.
Proof. We use induction on the dimension of RX . If dim(RX) = 1, then X discrete
implies that there exists nonzero x ∈ X such that x is closest to 0. Now suppose
X is generated by y which exists as dim(RX) = 1. y = kx for some k ∈ R. There
exists t ∈ Z such that |k−t| < 1. Then ty−x is closer to 0 than x which contradicts
the minimality of x.
We now assume that dim(RX) = m > 1 with basis x1, . . . , xm of RX . Let X0
be the subgroup of X generated by x1, . . . , xm−1, then by the induction hypothesis,
we have
X0 = Zx1 + . . .+ Zxm−1
Also, let X ′ be the subset of X consisting of elements of the form
a1x1 + . . .+ amxm
where 0 ≤ ai < 1 for i = 1, . . . , m− 1 and 0 ≤ am ≤ 1 with ai ∈ R. The constraints
make X ′ into a bounded subset of a discrete set X , hence it is finite. We choose
x′ ∈ X ′ with
x′ = a′1x1 + · · ·+ a′mxm
such that the coefficient of xm is minimal, i.e. |a′m| is minimal. Choose an arbitrary
element x ∈ X , then there exists t ∈ Z such that x− tx′ has its m-th coefficient am
satisfy 0 ≤ am < a′m. There exists x0 ∈ X0 such that x − kx′ − x0 ∈ X ′. Because
|a′m| was minimal, we have that am = 0, hence x−kx′−x0 ∈ X0. By the restriction
0 ≤ ai < 1, we see that x − kx′ − x0 = 0. We have already established linear
independence, so we have shown that
X = Zx1 ⊕ · · · ⊕ Zxn
as desired. 
Let W be the R-span of log(kS). Because log(kS) ⊂ W , there exists an induced
epimorphism
log : I0S/kS = C
0
S → H/W
We have proved that I0k is closed, so taking the subspace topology and the quotient
topology, we see that C0S is a closed subset of C
0
k . This shows that C
0
S is compact.
As log is continuous, H/W is a compact subset of Rn for some n.
Suppose that X is a compact subset of Rn. X is then of the form
X = X1 × · · · ×Xn
As projection maps are continuous by definition, Xi are compact. Xi is a subgroup
of R, hence it is either discrete or dense in R. Xi discrete implies that Xi is discrete
and compact, i.e. finite. The only finite subgroup of R is 0. If Xi is dense in R,
then Xi compact implies that Xi closed. Xi = R, i.e. we have that X is of the form
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Rl for some l. Rl is compact if and only if l = 0. H/W = 0⇒ H = W .
We have proved that log(kS) has rank s− 1. The map log : kS → log(kS). Then
the kernel is x ∈ k such that ϕv(x) = 1 for v archimedean valuation. The image of
the kernel is thus bounded, so by similiar argument, the kernel is finite. Hence kS
and log(kS) have the same rank. 
Appendix A. Lemmas
Proposition A.1 (Reverse Triangle Inequality). Let ϕ be a valuation of a field F
with ||ϕ|| ≤ 2, then we have
|ϕ(x)− ϕ(y)| ≤ ϕ(x− y)
where |x| is the usual absolute value of R.
Proof. For any x, y ∈ F ,
ϕ(y) = ϕ(y − x+ x) ≤ ϕ(y − x) + ϕ(x)
which implies
ϕ(y)− ϕ(x) ≤ ϕ(x− y)
then by symmetry we get
|ϕ(x)− ϕ(y)| ≤ ϕ(x− y)

Lemma A.2. Let a1, . . . , an, b ∈ R≥0 with b ∈ (b1, b2), then there exists ε ∈ R>0
such that if
n∏
i=1
ai = b
then
b1 <
n∏
i=1
(ai − ε) and
n∏
i=1
(ai + ε) < b2
Proof. Let 0 < γ < min(|b1 − b|, |b2 − b|) and define ε = min(l, γ) with l to be
defined later then
n∏
i=1
(ai + ε) =
n∏
i=1
ai + ε
m∑
j=1
εeε,ja
e1,j
1 · · · aen,jn
≤ b+ εl
(l =
m∑
i=1
a
e1,j
1 · · · aen,jn )
≤ b+ γ
l
l
≤ b+ γ < b2
Similarly, we have that
n∏
i=1
(ai − ε) ≥
n∏
i=1
ai + ε
m∑
i=1
(−ε)eε,jaej,11 · · · aej,nn
≥ ai − εl
≥ ai − γ
l
l
≥ ai − γ > b1
AN IDELIC VIEW OF IDEALS 47
which concludes the proof. 
Proposition A.3. Let K/F be finite and x ∈ K. Tx : K → K be a F -vector space
homomorphism defined by y 7→ xy. If f is the characteristic polynomial of Tx and
g be the minimal polynomial of x over F , then f = gd where d = [K : F (x)].
Proof. We have a simple tower
K/F (x)/F
let m = [F (x) : F ], then 1, x, . . . , xm−1 is its basis. Also let w1, . . . , wd be the
F (x)-basis of K. This gives us
w1, w1x, . . . , w1x
m−1; · · · ;wd, wdx, . . . , wdxm−1
a F -basis of K. Let g(t) = tm + c1t
m−1 + · · ·+ cm. Then the matrix representation
of Tx with respect to such basis is a block matrix on the diagonal with each block
0 1 0 · · · 0
0 0 1 · · · 0
0 0 0
. . . 1
−cm −cm−1 −cm−2 · · · −c1

the characteristic polynomial is then∣∣∣∣∣∣∣∣
t −1 0 · · · 0
0 t −1 · · · 0
0 0 t
. . . 1
cm cm−1 cm−2 · · · c1
∣∣∣∣∣∣∣∣ = t
∣∣∣∣∣∣∣∣∣
t −1 · · · 0
0 t · · · ...
...
...
. . . −1
cm cm−2 · · · c1
∣∣∣∣∣∣∣∣∣− (−1)
∣∣∣∣∣∣∣∣∣
0 −1 · · · 0
0 t · · · ...
...
...
. . . −1
cm−1 cm−2 · · · c1
∣∣∣∣∣∣∣∣∣
The left determinant is equal to (tm−1 + · · · + cm−1) by induction, and the right
matrix is also by induction simply cm. The above expression is equal to
t(tm−1 + · · · cm−1) + cm = tm + c1tm−1 + · · ·+ cm
Thus have thus shown that f = gd. 
In particular, if x ∈ F , then the minimal polynomial is t − x, hence the charac-
teristic polynomial is (t − x)n where n = [K : F ] as F (x) = F . Then the norm
which is the determinant is xn, i.e. NKF (x) = x
n for x ∈ F .
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Appendix B. Quotes
Ideles and adeles are a basic innovation. In addition to making class-
field theory easier to formulate, they have interesting new properties
themselves, and are essentially to understanding L-functions, Galois
representations, and automorphic forms. A huge amount of cur-
rent research concerns these topics and their interconnections, which
taken together go by the name “non-abelian class field theory” but
really have broader interest. (Don Blasius)
When considering the adeles and ideles, it is their topology as much
as their algebraic structure that is of interest. Many important re-
sults in number theory translate into simple statements about the
topologies of the adeles and ideles. For example, the finiteness of the
ideal class group and the Dirichlet unit theorem are equivalent to a
certain quotient of the ideles being compact and discrete.
(Tom Weston)
In classical number theory, one embeds a number field in the Carte-
sian product of its completions at the archimedean absolute values,
i.e. in a Euclidean space. In more recent years (more precisely since
Chevalley introduced ideles in 1936, and Weil gave his adelic proof of
the RiemannRoch theorem soon afterwards), it has been found most
convenient to take the product over the completions at all absolute
values, including the p-adic ones, with a suitable restriction on the
components. (Serge Lang)
The role held in local class field theory by the multiplicative group
of the base field is taken in global class field theory by the idele class
group. The notion of idele is a modification of the notion of ideal.
It was introduced by the French mathematician Claude Chevalley
(1909-1984) with a view to providing a suitable basis for the im-
portant local-to-global principle, i.e., for the principle which reduces
problems concerning a number field K to analogous problems for
the various completions Kp. Chevalley used the term ideal element,
which was abbreviated as id. el. (Neukirch)
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