Impacts of aerosol on mixed-phase cloud evolution play a potentially important role in Arctic climate, but remain poorly understood. The way in which aerosol, clouds and turbulence interact, is speculated to significantly modify the cloud evolution.
Introduction
The Arctic has experienced since early 1990's more prominent warming than the rest of the world (Walsh and Crane, 1992 ) (Wendisch et al., 2013) . This phenomenon of Arctic Amplification (Serreze and Francis, 2006) has generated a great amount of interest (Holland et al., 2003) (Overland et al., 2016) (Graversen., 2016) . While low-level mixed-phase clouds are abundant 20 in the Arctic climate, they significantly affect the surface radiative budget (Tsay et al., 1989) (Liu et al., 2017) . Therefore, they are expected to play a very significant role in the Arctic Amplification (Kay et al., 2016) . While the widespread melting of sea-ice and opening of leads is likely to lead to changes in the amount and the composition of mixed-phased clouds (Morrison et al., 2012) (Jun et al., 2016) (Chernokulsky et al., 2017) , these changes are likely to create feedback loops due to changes in Roode et al., 2012), mid-latitudes (Corbetta et al., 2015) (van Laar et al., 2019) , as well as polar areas (Neggers et al., 2019) .
It was also widely used and in studies of neutral boundary layers (Ouwersloot et al., 2016) as well as stable boundary layers (Tomas et al., 2015) . Furthermore, the scalability of DALES allow it to be utilised for simulating with various domain sizes 190 (Griewank., 2018) DALES has taken part in various model intercomparison studies, such as stratocumulus-cumulus transition (Dussen et al., 2013) (de Roode et al., 2016) and the CONSTRAIN experiment (de Roode et al., 2019) of the GRAYZONE project.
Demi-lagrangian Frame of Reference
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As recently argued by Pithan et al. (2016) and Neggers et al. (2019) , the main motivation for doing adopting a Lagrangian configuration in the Arctic is that air masses evolve very slowly, in an area where dense networks for estimating boundary conditions and lateral forcings is totally absent Firstly, a model domain with a separate conditions on the inflow and the outflow would require detailed boundary conditions for the whole time period. Secondly, a clear benefit of Lagrangian setup is that lateral advective forcings become zero in the air mass of interest, which significantly reduces the impact of uncertainties in the 200 estimate of such forcing terms. Thirdly, a spatial domain that would include both the area over sea-ice as well as downwind over the open water would be extremely large for any practical computational purposes. With an aim to follow the evolution of convective clouds in the Arctic, the model is set in a demi-lagrangian frame of references.
In this demi-Lagrangian study we follow an 'air parcel' that is advected from over a cold surface (e.g. sea ice) to over 205 a relatively warm surface, e.g. MIZ or open water. The word "demi" here refers to the fact that the whole domain moves with the low level flow; this means that above the mixed-layer inversion, the movement vector can differ from the actual wind at those altitudes. The spatial (and temporal) changes in the surface condition along the trajectory of the moving air parcel are replaced by the temporal changes in surface conditions with time. Similarly, spatial changes in advective tendencies in the free atmosphere along the trajectory are replaced by large-scale tendencies dependent on time and altitude. The Lagrangian 210 approach has been widely used outside the Arctic -there have been various examples of "small domain simulations in a frame of reference moving with the mean wind have been used to explore some aspects of the evolution of roll convection" (Liu et al., 2004) . Despite some degree of simplification, model studies with periodic boundary conditions and a moving frame of reference have demonstrated their usefulness in the studies of convective systems .
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In this study, we implement demi-Lagrangian approach similar to the method used for subtropical marine cloud transitions by Bretherton et al. (1999) . An issue of this method is that it does not capture the effect of the different advection speeds due to shear within the AML. However, this issue is of a minor importance when the AML is well-mixed. Although the aforementioned approach was originally used for the boundary-layer transition in tropics, it has recently also been applied for high-latitude conditions. Examples include, amongst other simulations of a large CAO over Gulf stream where the wind 220 velocity is not constant with height (Skyllingstad and Edson, 2009) , or simulations of shallow Arctic mixed layer (Neggers et al., 2019) .
Back-trajectories
The starting step in the configuration of a case with moving frame of reference is determining the movement of the investigated 225 air parcels. The dropsonde launches during RF05 and RF20 serve as a starting time and location for back-tracking the parcel movement. While the focus is on the air masses in the lower troposphere, we follow the air mass at the level 950 hPa upstream based on large-scale NWP data. The large-scale data is obtained from the products of Integrated Forecasting System (IFS) of the European Centre for Medium-range Weather forecasts (ECMWF).
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For more details on this approach, we refer to Neggers et al. (2019) , and will only briefly be summarised here. A combination is used of IFS analyses (available every 12 hours) and short-range forecasts (available every 3-hours), which effectively yields a four-dimensional dataset of the atmospheric state variables at 3-hourly temporal resolution and 0.1x0.1 degree spatial resolution. Horizontal advective forcing is represented through prescribed advective tendencies, calculated through horizontal averaging within a 0.5
• × 0.5
• -wide column around the location of interest. The forcings are estimated at points along 235 the trajectories, with the wind velocity at 950 hPa being subtracted from the wind profiles in the calculation of the advective tendencies. Vertical large-scale advection is represented using a prescribed subsidence profile, by which advection becomes interactive with the simulated vertical gradients. The subsidence profile is linearized between the thermal inversion z i and the surface (Sandu and Stevens, 2011) (Neggers et al., 2017 ) (Loewe et al., 2017 (Sotiropoulou et al., 2018) . in the vicinity of previously released dropsonde DS01 (see Figure 1 ). This allows us to confront the thermal inversion heights extracted from the ECMWF forecast with the dropsonde sampling. The correction of the inital thermodynamic profiles and the surface conditions over the sea-ice follows the iterative method of "microgrids" described in detail in Neggers et al. (2019) . Figure 4 .a shows that the modelled altitude of inversion is significantly higher than in the dropsonde soundings DS01 and DS08.
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For the RF05 case the initial conditions are adjusted as follows: Based on the observed inversion height at DS01 the height of the inversion in the initial state is lowered to 500 m. Below that height the temperature is reduced by 4 K, again inspired by comparison to DS01 and DS08, while the total specific humidity is adjusted such that the relative humidity is conserved within the mixed layer. Furthermore, between the old and new mixed layer height the temperature gradient is extrapolated downwards, humidity is set constant at free tropospheric values, and any cloud condensate is removed (Neggers et al., 2019) . Finally, the 255 skin temperature over sea-ice is similarly adjusted by -4 K. After this correction, the inversion heights generally agree with said soundings (see Figure 4 .b).
Microphysics
The DALES code was modified to include the extension for the full mixed-phase microphysics based on Seifert and Beheng 260 (2006a) . The scheme then treats subsaturation and supersaturation by the standard saturation adjustment which takes place after the collection and conversion microphysical processes (Seifert and Beheng, 2006b ). This parameterisation scheme has been utilised in a number of numerical models of atmosphere. These are for example LESs such as UCLA-LES ( represented by only one moment while the cloud droplet number concentration is defined as a constant parameter depending on the environment (Ackerman et al., 2009 ) (de Roode et al., 2019 . This is also the case of the current default version of DALES, where only the warm part of the microphysics scheme is included (Heus et al., 2010) . The overview covers the setting of microphysical parameters for the size as velocity of hydrometeors, as well as for particle mass distribution of hydrometeors under the assumption of generalised gamma distribution. 
to introduce additional variability due to vertical changes in aerosol concentrations along the parcel trajectory, we set the initial ] in other runs (including the control run ccn100). The sensitivity to the setting of the initial cloud droplet number is addressed in Appendix A1.
295
Due to the relatively short time-scales involved, the additional sources of CCN are neglected. This applies both to the surface flux of aerosols, as well as production of aerosols from the decay of non-nucleating aerosols. This topic is further addressed in the discussion 5.
Numerical Grid Configuration
The choice of the model domain is motivated by the conditions in the Arctic troposphere. The horizontal extend of the model domain is 25.6 km in both directions. This is approximately four times more than the width of the convective rolls and other convective structures commonly observe in the Arctic troposphere (Muller et al., 1999) . The vertical extent of the domain is set to 4900 m, which allows us to capture both the AML as well as a large part of free atmosphere above it. The sponge layer 305 is applied in the top 1 km of the computational domain to prevent the reflection from the rigid top boundary.
The horizontal resolution is set 50 m in both directions. With the focus on turbulence and microphysical processes, the vertical resolution is higher in the lower part of the model domain, starting with 25 m by the ground and decreasing with the altitude to 60 m by the domain top. The sensitivity of model results to this setup is addressed in Appendix A2; and for further 310 details about the model setup, we refer to the statement on code and data availability.
Results
The results section is divided into two parts. Firstly, we provide a brief comparison of the modelled AML with the observations. 
Vertical Structure and Time Evolution
The time development of the lower troposphere in RF05 depicted in Figure 5 .a shows a nearly textbook example of a CAO.
The initially shallow AML undergoes rapid deepening and warming due to increase in the surface temperature after 6 hour.
Originally thin cloud later thickens due to adiabatic cooling with increasing altitude, as well as moisture transported from the 325 surface. The comparison of vertical profiles of horizontally averaged potential temperature and humidity with the measurement from the dropsonde shows a reasonable agreement (see Figure 6 .b). The height of the AML is well reproduced, as well as the strength of the inversion both in temperature and humidity. Slight negative biases exist in both the potential temperature and humidity. The cloud layer significantly thickens from 10 hour onward. Over the whole time period, the liquid phase is dominating, with the ice phase contributing only 1-10 % of the total cloud water content (see Figure 8 .a). However, the ice hydrometeors dominate the precipitations. At the time of dropsonde, most of the precipitation is in the form of larger ice crystals and snow.
In the following hours, and increasing amount of graupel appears. This is mostly due to the thickening of the cloud (see Figure   7 .a) and an increasing contribution of riming processes (see Figure 9 .a). Although the precipitation in the bottom part of the 
Impact of CCN Concentrations on Precipitation
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The simulations in the model ensemble of RF05 show relatively few differences during the first 12 hours. This is followed by an increasing amount of variability in the following hours. After the model spin-up, there are differences in the number of cloud droplets. These differences are however not proportional. With the thickening of the cloud after 10 hours, differences in the LWP between the model runs appear and continue growing (see Figure 11 .a). This is primary caused by the differences in the precipitation rates (see Figure 11 .e). However, there are relatively small differences in the IWP, mostly caused by the differences in the amount of snow (see Figure 11 .c). The model Figure 11 .b further shows that differences in the LWP starts growing with the increase in LWP after 5 hour. These differences temporary disappear with the rapid growth of 375 the clouds around 10-12 hour, but again appear soon after. While there are significant differences between the control run and runs ccn60 and ccn200, the differences between ncc200 and ncc250 mostly appear only after 18 hour. Similarly to to model ensemble RF05, runs with lower CCN concentrations generate more precipitation (see Figure 11 .f).
Further evaluation of the tendencies in microphysical processes reveals significant variations between the later stages of 380 model runs. Although ice hydrometeors still grow mostly by the deposition (see Figure 14) , both model ensembles exhibit wide spread in riming of cloud droplets on ice hydrometeors (see Figure 14 .b and d). In the RF05 runs, the riming tendencies are virtually negligible until 12 hours, it quickly grows afterwards. The riming rates in ncc20 and ncc40 runs are approximately twice as high as in the control run, while the riming rates in ncc200 run are by nearly order of magnitude lower. In RF05, the riming rates in ncc60 run is slightly higher than in the ncc100 control run. Meanwhile, riming rates in ncc200 and ncc250 are 385 usually by an order of magnitude lower. Due to favourable temperature ranges within the cloud layer the ice multiplication by
Hallett-Mossop process increases the number of ice crystals in all runs of the model ensemble. However, the tendency in ice secondary ice production is in runs ncc200 and ncc250 usually by an order of magnitude lower than in the control run and ncc60.
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It is important to stress that the spread in the potential temperature of AML between the runs in neither RF05 nor RF20 exceed a half of K degree. Therefore, the differences in riming rates (Figure 14 ) are almost exclusively caused by different sizes of cloud droplets. Changes in the size of of hydrometeor due to riming and the number of secondary ice particles than further influence other other microphysical processes. Overall, the results indicate that although the riming processes account for less than half of the precipitation budget, they are responsible for most of the differences in LWP in the last 5 hours of 395 models runs (see Figure 14) . The model ensembles RF05 and RF20 further reveal spread in the water vapour. Figure 13 shows that model runs with lower CCN concentrations generally exhibit lower water vapour content in the cloud layer. In RF20 case, the effect of CCN is effect is strongest in the middle of the cloud layer, where is the majority of precipitation forming (see Figures 13.b and d) . The (c) Figure 16 . The incidence scatter plot of TKE differences with the differences in sublimation rates in RF20: a) ncc20, b) ncc200, c) ncc250.
On the y-axis are differences in the horizontally averaged TKE between the run and the control run (ccn100), while on the x-axis are differences in horizontally averaged sublimation rate in the model. Each blue dot corresponds to sampling at one time at one altitude. Red cross markers then highlight points where the absolute difference in TKE exceeded threshold 0.1 m 2 s −2 and the difference in sublimation rates exceeded 0.01 g m −2 s −1
(2018) and Tan and Storelvmo (2019), we find that ice cloud particles are mostly responsible for the formation of precipitation.
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Ice particles are mostly growing by the deposition, since saturated vapour pressure over ice surface is lower than the saturated pressure over water.
However, the mass of precipitating particles can also grow due to riming of cloud droplets. This is particularly relevant when the cloud depth is increasing. The increased depth of the cloud increases the number of collisions between ice particles 450 and cloud droplets, leading to higher riming rates. Deeper clouds thus allow the development of rimed snowflakes (as well as graupel), which is in agreement with the observational evidence from polar climates (Young et al., 2016) . The analysis of two model ensembles indicate a clear impact of modified CCN concentrations on the precipitating processes, as well as the turbulence in the boundary layer. We are going to focus on this topic in the following paragraphs.
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The CCN modifies the number of droplets, resulting into changes in ice formation. Under low CCN concentrations, precipitation tend to form easily and remove the water from the cloud layer (Mauritsen et al., 2011) . Similarly to studies of Lance et al. (2011) and Zamora et al. (2017) , we find that a higher CCN concentration leads to a higher number of cloud droplets, and subsequently suppressed ice formation and increased LWP. Lower CCN concentrations generally lead to faster formation of solid precipitation, resulting into more water being removed from clouds. Still, there is also a negative feedback loop, as Figure A1 . The LWP in the set for the sensitivity test to initial cloud droplet number in a) R05 and b) RF20 cases. Runs start with the same initial CCN concentration (ccn100), but different initial cloud droplet number concentrations (see A2). The value ranges were adapted to better show differences in the model ensembles, thus they differ between the left and the right column. 
