Computing the non-equilibrium dynamics that follows a quantum quench is difficult, even in exactly solvable models. Results are often predicated on the ability to compute overlaps between the initial state and eigenstates of the Hamiltonian that governs time-evolution. It is, however, generically not possible to find these analytically and overlaps are known in only a handful of cases. Here we develop a numerical approach to preferentially generate the states with high overlaps for a quantum quench starting from the ground state of an initial Hamiltonian. We use these preferentially generated states, in combination with a "high overlap states truncation scheme" and a modification of the numerical renormalization group, to compute non-equilibrium dynamics following a quench in the Lieb-Liniger model. The method is non-perturbative, works for reasonable numbers of particles, and applies to both continuum and lattice systems. It can also be easily extended to more complicated scenarios, including those with integrability breaking.
Introduction
Non-equilibrium strongly correlated systems have been the subject of intense study over the last decade [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Spurred on by experiments in ultra-cold atomic gases [11] [12] [13] , questions of a fundamental nature have taken the center stage: What general principles govern properties of a non-equilibrium system? Are there non-equilibrium phases that have no equilibrium analogue? How does an isolated quantum system equilibrate and thermalize when time-evolution is unitary? In the process of addressing such questions, it was realized that conservation laws play a central role in the description of non-equilibrium physics, strongly restricting the dynamics that can occur and the processes that govern equilibration [6, [14] [15] [16] [17] [18] [19] [20] [21] . Nowhere is this more evident than in integrable models, where the presence of an extensive number of local conservation laws leads to an absence of thermalization [14, 15] .
Integrable quantum many-body systems may, at first glance, appear to be little more than an academic curiosity. One may imagine that for an extensive number of local conservation laws to exist, there must be an extreme fine-tuning of a many-body Hamiltonian, and hence there is little chance of them being realized in an experimental system. Surprisingly, however, this is not the case! Perhaps the simplest non-trivial example is the Lieb-Liniger model [22] [23] [24] of delta-function interacting bosons confined to a single spatial dimension, which is almost perfectly realized in many cold atomic gas experiments (see, e.g., Ref. [11, [25] [26] [27] ), including those that probe non-equilibrium dynamics. Thus integrability, and the influence of conservation laws, can be directly examined in experiment. 1 As a result, non-equilibrium dynamics of the Lieb-Liniger model has received a significant amount of theoretical attention . In many of these studies the system is driven out of equilibrium via a quantum quench [59] of the interaction strength. Analytical studies have focused on cases where the initial states are eigenstates of the Lieb-Liniger model with either c = 0 or c = ∞, due to simplifications (both cases being 'non-interacting' in nature) that allow one to explicitly compute overlaps between the initial state and eigenstates of the Hamiltonian governing time-evolution. With these overlaps at hand, expectation values of local operators in the long-time limit can be computed via, for example, the quench action method [5, 19] . Generally, accessing the real-time dynamics of observables is still an outstanding challengeaway from the mentioned special initial states it is not known how to proceed. Analytically, one does not know how to compute the overlaps, a crucial ingredient for existing approaches, whilst numerically it is tough to deal with continuum models in a rigorous and well-controlled manner. Brute force computations, using the coordinate Bethe ansatz, are limited to very small numbers of particles, N ∼ 5, and scale super-exponentially as ∝ (N !) 2 without additional approximations [41, 45] .
In this work, we develop a novel numerical approach, motivated by the truncated spectrum approach [60] , that allows one to compute overlaps. Our algorithm allows us to efficiently express the initial state in terms of the most important eigenstates of the Hamiltonian governing time evolution. With these overlaps at hand, we can then study the structure of the overlaps away from analytically tractable limits, compute real-time dynamics, and access the long time limit via the diagonal ensemble [15] . Here we present proof-of-principle computational results for interaction quenches in the Lieb-Liniger model for a reasonably small number of particles (although, we note, well beyond the reaches of 'brute force' coordinate Bethe ansatz computations [41, 45] ).
The truncated spectrum approach has recently been used to compute overlaps and nonequilibrium dynamics in both the Ising field theory [61] [62] [63] [64] [65] and the sine-Gordon model [66] [67] [68] [69] . There are some fundamental differences between the approach taken here and those previously considered. We will explicitly work with a strongly correlated computational basis formed from eigenstates of an interacting integrable quantum system. Strong correlations are then inherently built into the basis, in contrast to the non-interacting bases of the Ising and sine-Gordon models. Furthermore, our approach abandons the conventional, energy-ordered, Hilbert space truncation metric and instead we are able to preferentially target the states contributing the largest overlaps. Our approach reduces the computational cost of calculations by orders of magnitude, as we will see below.
Layout
In Sec. 2 we introduce the system that we study, the Lieb-Liniger model, and its exact Bethe ansatz solution. We also discuss our quench protocol and formulation of the quench problem in terms of a perturbed Hamiltonian. Following this, in Sec. 3 we first describe the "ideal" numerical solution to the quench problem, and then discuss the development of the high overlap states truncation scheme (HOSTS) -an attempt to construct precisely this. To do so, we describe how the basic truncated spectrum approach works and apply it to the problem. This reveals that: (i) the traditional truncated spectrum approach is not well-suited to the problem; (ii) numerical renormalization group extensions of this method are also not wellsuited to the problem. The numerical renormalization group results give us inspiration for an alternative algorithm, based upon a better "ordering metric" for the Hilbert space truncation. We explore this and, putting all these results together, can construct the initial state to reasonable accuracy at some (not insignificant) burden.
With this high overlap states truncation scheme in place, we then explore how to preferentially generate high overlap states for the truncation scheme. This is discussed in Sec. 3.5 and we illustrate its application in efficiently constructing a given initial state to high precision for a non-perturbative quench. This is not easily achievable within the conventional truncated spectrum approach. We also provide a number of additional convergence checks of our initial state in this section. With this algorithm at hand, we are able to compute real time non-equilibrium dynamics following a quench, as discussed in Sec. 4 , and access the long-time limit via the diagonal ensemble.
In Sec. 5 we study strongly non-perturbative quenches, where numerical renormalization group approaches within high overlap truncation scheme need some modification. A modified algorithm, the matrix element renormalization group (MERG), is detailed in this section. We illustrate the breakdown of the HOSTS algorithm and the success of MERG in computing nonequilibrium dynamics following strongly non-perturbative quenches. We conclude in Sec. 6, where we also suggest a number of future directions for studies.
The Lieb-Liniger model
The Lieb-Liniger model describes indistinguishable bosons confined to move in a single spatial dimension, which are coupled via an ultra-local density-density interaction. On a ring of circumference R the Hamiltonian reads [22, 23] 
Here m is the mass of boson and c is the interaction strength. Here we will focus on the case of repulsive interactions, c > 0, and henceforth we set 2m = = 1 to define our units. We will consider the case of unit density N/R = 1 herein.
Bethe Ansatz Solution
The Lieb-Liniger model is integrable and exactly solvable [22] [23] [24] ; N -particle eigenstates |{λ} N are characterized by a set of N real rapidities {λ} N = {λ 1 , . . . , λ N } that satisfy the Bethe equations
These states have momentum P ({λ} N ) and energy E({λ} N ) given by
Integrability of the model is realized through an infinite family of conserved quantities, whose eigenvalues take the form
where Q 1 = P , Q 2 = E. We work with eigenstates |{λ} N that are normalized as [24] :
where N is the N × N "Gaudin matrix", with elements
and
2.1.1 Characterizing eigenstates via integers: Logarithmic Bethe equations
The N -particle eigenstates, |{λ} N , can be characterized via sets of unique quantum numbers, {I}, which are integer or half-odd integer (depending on the parity of the particle number N ).
There is a one-to-one correspondence between sets of quantum number and sets of rapidities, defined via the logarithmic Bethe equations
where the quantum numbers satisfy
for N even,
and a Pauli principle, I j = I l for j = l.
The mapping between quantum numbers and rapidities satisfies λ j > λ l if I j > I l , due to the monotonic nature of the second term on the right of Eq. (8) . From the definition of the energy in terms of the rapidities, Eq. (3), it then follows that the ground state configuration of quantum numbers is a "Fermi sea" of quantum numbers that are symmetrically distributed about the origin. In the large c limit, the rapidities crystallize on to λ j → (2π/R)I j , as if describing noninteracting fermions.
Equilibrium and non-equilibrium properties
The Lieb-Liniger model is perhaps the simplest non-trivial integrable model, with many of its equilibrium properties being well understood. This includes both thermodynamic properties and correlation functions of local operators [24] . There also known expressions for scalar products [70] , as well as determinant representations of matrix elements of local operators in the eigenbasis [70] [71] [72] [73] [74] [75] , some of which are detailed in the appendix (and will be used further in this work). Recently, exact results for the full counting statistics and local correlation functions have been obtained [54] .
Non-equilibrium properties of the model following a quantum quench are much less well understood, with important studies only emerging over the past six years [34] [35] [36] [37] [38] [39] [40] 42, 43, 47, 48] . Such studies have been rather restricted, relying on knowledge of the overlaps of eigenstates of the Hamiltonian at different interaction strengths. These can, in some special limits, be extracted from the integrability of the model and simplifications which occur in those limits. Away from these cases, such studies of non-equilibrium properties are hampered by lack of knowledge of the overlaps and a dearth of techniques for calculating them.
Recently, there have been a number of works that study the emergence of non-equilibrium steady states in the Lieb-Liniger, in the context of dynamics starting from inhomogeneous initial states [44, 49, 50, [52] [53] [54] [55] [56] [57] [58] . These studies have been enabled by the generalized hydrodynamics framework [44, 76] , an adaptation of hydrodynamics to the case of integrable systems. This framework has also allowed the computation of the Drude weight in the Lieb-Liniger model [77] . To be clear, we will be considering only cases with translational invariance here, i.e. global quantum quenches.
The Quench Protocol
We consider the following problem. The system is initialized in the ground state of the LiebLiniger model (1) at interaction strength c i > 0. At time t = 0 the interaction strength is instantaneously changed c i → c f > 0 and the system subsequently evolves in time according to H(c f ). Of interest to us is how to compute the time-evolution and long-time limit of expectation values of observables for generic values of the initial and final interaction strengths, c i and c f .
For approaches such as the quench action [5, 19] a crucial role is played by the overlaps. The overlaps describe how an initial state |Ψ i is projected onto the eigenstates |{λ} 
Thus the overlaps directly determine how the initial state evolves in time
Analytically computing the overlaps is a formidable task, even with the toolbox of integrability at hand. Indeed, it is generally not known how to perform such a calculation, with analytical overlaps having only been obtained in a handful of tractable cases [37, [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] .
Formulation in terms of a perturbed Hamiltonian
The time-evolved state, Eq. (11), requires knowledge of how the initial state (the ground state of H(c i ), the initial Hamiltonian) is expressed in terms of eigenstates of the final Hamiltonian, H(c f ). If we can construct the initial Hamiltonian directly in the basis of eigenstates of the final Hamiltonian, diagonalization would yield the overlaps directly. In practice, we are dealing with a continuum bosonic model, so one must truncate the constructed Hamiltonian to obtain a finite matrix that one can diagonalize. This is a so-called truncated spectrum approach or approximation.
The manner in which we are formulating this problem, working directly with strongly correlated basis states, is different to previous applications of truncated spectrum approaches to non-equilibrium dynamics [61] [62] [63] [64] [65] [66] [67] [68] . In these case, a computational basis of non-interacting fermions/bosons was used, with both the initial state and final eigenbasis being constructed from these computational states.
For the case at hand, we are able to construct the initial Hamiltonian in the final basis through exact knowledge of eigenstates and matrix elements from integrability of the model [74, 75] . We begin by writing the Hamiltonian in the form
In this manner, we have written the initial Hamiltonian as a 'perturbation' of the final Hamiltonian. 2 In the ground state (zero momentum) sector with fixed particle number N , the matrix elements of the initial Hamiltonian can then be written as
Here, as above, |{λ} (n) N are N particle eigenstates of the final Hamiltonian H(c f ). We will often call these "computational basis states". We see from (13) that we require matrix elements of the operator g 2 (0) = Ψ † (0) 2 Ψ(0) 2 between computational basis states. Known results for these are recapitulated in Appendix A.
3 Developing a high overlap states truncation scheme
The ideal truncation scheme
At the heart of the problem under study is how to truncate the initial Hamiltonian, constructed in the computational basis, to obtain optimal convergence of physical quantities. The timeevolved wave function (11) clearly points the way. Consider organizing the computational basis by the magnitude of the overlap w (n) = | {λ} (n) |Ψ i |. Truncation to the N tot computational states with highest overlaps
will give bounded errors for (bounded) physical observables. That is, saturating the norm of the state |Ψ i to
the maximal error max [·] on the time-evolution of a bounded operator A is
Here A(t) approx is the operator evaluated within the time-evolved approximate state |Ψ(t) approx , A m,n = {λ} (m) |A|{λ} (n) are the matrix element of operator A in the computational basis, and max m,n (A m,n ) denotes its maximal value. Thus if s(N tot ) is sufficiently small, for any bounded operator the errors are small. An expansion such as Eq. (14) is all well and good, but we do not a priori know the overlaps. Thus we are unable to order the computational basis according to the overlaps, and we must develop an approach that mimics this. This is the subject of the remainder of this section, where we develop a "high overlap states truncation scheme". We do so in a sequence of steps, drawing inspiration from conventional truncated spectrum methods, adaptations, and their failures, to eventually arrive at an efficient high overlap states truncation scheme.
The truncated spectrum approach
The Lieb-Liniger model is a continuum field theory of interacting bosons. The Hilbert space is spanned by infinitely many states, and the Hamiltonian is thus a matrix with infinite dimensions. In the formulation of our problem as a perturbed Hamiltonian, Sec. 2.2.1, the perturbed Hamiltonian is a dense matrix in the computational basis. To proceed, we have to truncate the Hilbert space in some manner to obtain a finite matrix, which can then be diagonalized to obtain the eigenstates (and their energies) and hence the overlaps.
As a starting point, we take inspiration from standard truncated spectrum methods [60, 91, 92] . If the perturbing operator in Eq. (12) is renormalization group relevant, it will:
1. Flow to strong coupling as the renormalization group is taken to the low energy limit, leading to a strong mixing between low-energy states in the computational basis |{λ} (n) .
2. Flow to weak coupling in the ultraviolet (high energy), meaning that high energy states |{λ} (n) are approximate eigenstates of the perturbed Hamiltonian too.
3. As a corollary to the above points, the operator cannot strongly couple low-energy and high-energy states in the computational basis.
In our scenario, in the non-interacting limit the perturbing operator has scaling dimension 'zero'. 3 This is similar to the scenario encountered in the 1 + 1D φ 4 theory, which has been studied extensively with truncated spectrum methods [94] [95] [96] [97] [98] [99] [100] [101] [102] [103] [104] . This suggests that perhaps the same method may achieve success here. The simplest possible truncation, motivated by the 'decoupling' of low-and high-energy computational basis states, is to introduce an energy cutoff Λ and consider all computational 3 That is, the two-point function of the free bosonic field is logarithmic in form. In the conformal field theory context [93] , this reflects the fact that Ψ is not a primary field. See, e.g., Ref. [94] for a detailed discussion of the analogous case in the scalar φ 4 model. (1) with c i = 20 is constructed in terms of eigenstates for c f = 10, with N = 10 particles at unit density, using the truncated spectrum approach.
states with energy below the cutoff. This is the truncation originally envisaged by Yurov and Zamolodchikov in the context of perturbed conformal field theories [91, 92] . Convergence of the ground state energy (for example) can then be checked as a function of the cutoff energy Λ. As a first example, we show this for the c i = 20 ground state of ten particles constructed in terms of c f = 10 computational basis states in Fig. 1 . The convergence of the ground state energy with Λ is consistent with an exponential fit (although, we note, that we do not have many decades of data to fit over). For many models (see the review article [60] ) it has been found that convergence can be slow, requiring energy cutoffs far beyond those one can treat with exact diagonalization. This can be seen clearly in Fig. 1 : to get the ground state energy to within just 1% of the exact value, we would expect to have to include many hundreds of thousands of states. Various techniques have been developed to counter this, as discussed in [60] , ameliorating the effects of the cutoff. In the following section we discuss and implement one such approach: a numerical renormalization group extension.
Numerical renormalization group extension
To combat slow convergence of the eigenstates and eigenvalues, we supplement the truncated spectrum procedure with a numerical renormalization group extension. The numerical renormalization group was first introduced by Wilson to tackle the Kondo problem [105] and since then has become a vital tool for tackling impurity problems [106] , including in the context of dynamical mean field theory (see, e.g., Ref. [107] ). Its application to truncated spectrum methods was first suggested by Konik and Adamov in 2007 [108] , and has since been applied to tackle a number of problems beyond the reach of the plain truncated spectrum approach [109] [110] [111] [112] [113] [114] .
The numerical renormalization group procedure for the truncated spectrum approach is (1) is constructed in terms of c f = 10 eigenstates for 10 particles. NRG-E is performed with N s = 600 and ∆N s = 200 (corresponding to an initial energy cutoff of Λ ≈ 50). We plot every other NRG-E step; excellent agreement between the results of the numerical renormalization group and the truncated spectrum approach is seen (left panel). The numerical renormalization group procedure can access number of basis states far beyond those accessible to full diagonalization (right panel).
formulated as follows:
1. Construct the computational basis {|{λ} (j) } and order by energy E({λ} (j) ).
Construct a truncated
Hamiltonian from the first N s + ∆N s computational basis states, |{λ} (1) , . . . , |{λ} (Ns+∆Ns) and diagonalize it to obtain approximate energies and eigenstates, |E (1) , . . . , |E (Ns+∆Ns) .
3. Discard the highest ∆N s approximate eigenstates |E (Ns+1) , . . . , |E (Ns+∆Ns) , from the truncated Hamiltonian.
4. Construct a new basis of N s +∆N s states from the remaining N s approximate eigenstates and the next ∆N s states in the computational basis.
5. Construct the Hamiltonian in this new basis, and diagonalize it to obtain new approximations to the eigenstates and their energies.
6. Return to the third step.
This process is continued, obtaining new approximate eigenstates after each cycle of steps 3 to 5, until the required convergence is reached or the computational basis is exhausted. With such a procedure, it is possible to construct the ground state of a perturbed Hamiltonian in terms of many hundreds of thousands or millions of the computational basis states [109, 115] .
As an illustration, in Fig. 2 we present the convergence of the ground state energy E 0 with c i = 20 as a function of the number of computational basis states considered in the numerical renormalization group procedure. The computational basis is formed from eigenstates of the Hamiltonian with c f = 10. As a first check, the numerical renormalization group procedure (performed with N s = 600 and ∆N s = 200, corresponding to an energy cutoff at the first step of the procedure of Λ ≈ 50) is compared to full diagonalization in Fig. 2(a) . Despite the small size of the numerical renormalization group Hamiltonian (of total dimension N s +∆N s = 800), we see that the obtained results accurately reproduce the full truncated spectrum results of Fig. 1 . The numerical renormalization group does, however, allow us to consider many more basis states than can be tackled with full exact diagonalization in a time and memory efficient manner. This is illustrated in Fig. 2(b) , where we consider 280, 000 computational basis states in our numerical renormalization group procedure. This allows us to converge energies to below 3.5% at the end of the procedure, which is significantly smaller than the level spacing E 1 − E 0 for the parameters under consideration.
Ordering by an alternative metric
As can be seen in Fig. 2(b) , the convergence of the ground state energy E 0 with the number of basis states is slow: To reach a precision of 2% it is likely that one will need to consider more than 10 6 basis states. It is also evidence that the convergence obtained within the numerical renormalization group procedure has a lot of structure: there are steps of the procedure where the ground state energy is approximately constant, whilst at other steps it rapidly drops. One can then ask: is there an alternative ordering of the computational basis states that prioritizes the "important" states, where these large drops occur, and so improve the convergence?
To begin tackling this problem of modifying the ordering metric, we follow the suggestions of Refs. [18, 112, 115, 116] (see also the discussion in [60] ) and take a pragmatic approach. We order the computational basis states according to the values of the matrix elements
Here |Ẽ j are the three lowest energy eigenstates of the initial Hamiltonian, i.e. those states we are trying to construct. In practice, |Ẽ j are first constructed via the truncated spectrum approach with a small energy cutoff (corresponding to circa two thousand states) and these approximate eigenstates are then used to construct the matrix elements (17) . This procedure attempts to capture those states |{λ}
that hybridize with and contribute most strongly to the low energy states.
To get some understanding of how this change of metric, Eq. (17), modifies the states being considered within the numerical renormalization group procedure, we present the configurations of quantum numbers {I j } (recall Eq. (9)) that characterize the one hundred highest weight states according to this metric. We show these in Fig. 3 . There is clearly a significant change in ordering of the states as compared to energy ordering. Most of the highest weight states under the metric (17) describe pairs of "highly excited quantum numbers" that have moved away from the "Fermi sea" of quantum numbers centered on zero, leaving behind holes. We see that in a family of states with fixed configuration of quantum numbers close to zero, states containing the most excited quantum numbers generally have highest weight. It is also apparent that one of the highest weight states is the ground state of the final Hamiltonian.
Convergence of the ground state energy with matrix element metric
The reordering presented in Fig. 3 seems a little surprising, but leads to considerable improvement in the convergence of the numerical renormalization group results. This is shown in , where after only seven numerical renormalization group steps, the convergence of the ground state energy is already lower than that obtained with over 10 5 states in the energyordered numerical renormalization group procedure. For the computational basis considered, we have essentially saturated our approximate representation of the initial state. With this significant improvement in convergence, we work with alternative (non-energy ordered) metrics in the remainder of this work.
The problem with the procedure as laid out, at the moment, is there is still a need to generate a very large computational basis, compute the weight according to the metric (17), reorder and then perform the numerical renormalization group procedure. The total size of this computational basis essentially introduces an energy cutoff and this limits the extent to which we can saturate the approximate representation of the state. . We see that the alternative ordering leads to massive improvement in the convergence of the ground state energy (and similar improvement is seen in low-lying excited states) for fixed number of basis states. NRG-ME was performed with N s = 600, ∆N s = 120 with a total of 280, 000 basis states.
Crucially, insights from the following two sections will allow us, in Sec. 3.5, to throw off the shackles of needing to generate a large computational basis to matrix element order, and instead we will realize a way to preferentially generate the high overlap states.
The overlaps: Convergence and structure
Beyond examining the convergence of the energy, other checks are critical in ascertaining the validity of results obtained within the truncated spectrum and its numerical renormalization group extensions. Above, we are able to compute exactly (from the Bethe ansatz) the energy to which our obtained state should be approaching, giving us a quantitative measure of convergence. We have seen that reasonable convergence can be obtained provided a sufficiently large number of eigenstates are included in the computational basis.
Having constructed an approximation to our initial state, we directly have the overlaps at hand. These are essential for computing non-equilibrium dynamics and the long time steady state following a quench. It is worthwhile, at this point, to examine that the overlaps themselves are well converged (which should follow directly from the convergence of the energy). In Fig. 5 we plot the square of the overlaps | Ψ i |{λ} (n) | 2 as a function of the energy E({λ} (n) ) of computational basis state |{λ} (n) . 4 Results are presented at two well-separated steps of 4 We note that these overlaps are related to the statistics of work done [117] :
giving the coefficients of the delta functions. This quantity has been studied, for example, in the Ising field 
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Figure 5: The overlaps {λ} (n) |Ψ i between the ground state of the Lieb-Liniger model with c i = 20 and eigenstates |{λ} (n) of the c f = 10 Lieb-Liniger model with energy E({λ} (n) ). The ground state |Ψ i is constructed in terms via the NRG-ME procedure, and we present results after 50 and 100 steps, showing that the dominant overlaps are well-converged. This is not surprising in light of Fig. 4 .
the numerical renormalization group procedure (conducted with metric (17)). We see clearly that large overlap computational basis states large have well-converged overlaps, being almost identical at the two different steps of the procedure. The computational states with very small overlaps are physically unimportant (recall Sec. 3.1) and clearly subject to floating point errors of the numerical implementation. A significant message to take from Fig. 5 (and implicitly from Fig. 4 ) is that computational basis states with large energies can contribute significantly to the initial state. Indeed, in Fig. 5 we see a band of "high overlap states" with square overlaps ∼ 10 −4 − 10 −5 extending out to high energies. We note that the results of Fig. 5 are well-converged with numerical renormalization group step, but cannot be well-converged with regards to increasing the size of the computational basis. This is evident from the fact that our procedure produces states with Ψ i |Ψ i approx = 1, and there is no reason to believe high overlap states stop at energy E({λ} (n) = 180, the effective energy cutoff of our computational basis. Note that this does not imply that physical quantities are not well converged with the size of the basis (we indeed observe that physical quantities are well converged).
With convergence at fixed computational basis size confirmed for the high overlap states, let us now illustrate the structure of these high overlap states. From the point of view of analytical calculations, there are only a handful of examples where overlaps can be computed [37, 42, 43, 80, 81, 118] , so numerical routines have significant potential when brought to bear on such a problem.
For the c i = 20 → c f = 10 quench, the configurations of the quantum numbers in the highest 100 overlap states are shown in Fig. 6 . The states are organized from highest weight theory in Refs. [61, 63] . (bottom of the plot) to lowest weight (top of the plot). We see that the highest weight overlap is with the ground state of the final Hamiltonian in this case. As we proceed up the plot, we see a pair of excited integers move away from the Fermi sea about the origin, and the left behind holes moving around within the Fermi sea.
At first glance, it may be a little surprising that the high overlap state integers shown in Fig. 6 are ordered so differently to those of matrix element metric, Fig. 3 . In some sense, this tells us that we are dealing with an "easy quench" where the overlaps rapidly converge converge if we get approximately the correct ordering metric. In the next section we will construct an alternative metric, taking some inspiration from the information in Fig. 6 and combining it with other knowledge, that more accurately reproduces the optimal ordering.
Efficient generation of high overlap states
In the previous sections we have established the efficacy of ordering the computational basis based upon information about the perturbing operator (recall Sec. 2.2.1). However, as we have already highlighted, there is a clear issue with the procedure that has been discussed. This is best illustrated by Figs. 4 and 5: The saturation of the error in the ground state energy in this modified numerical renormalization group procedure is ultimately set by the energy cutoff of the truncated basis on which we perform the new ordering. The behavior of the overlaps as a function of energy, Fig. 5 , clearly shows that high energy computational basis states can contribute significantly to the initial state. Indeed, we see in Fig. 5 that computational basis states with E ∼ 10 2 − 10 3 can have square overlaps as large as ∼ 10 −4 .
Following this procedure, if we wish to achieve precision of sub-1% in the energy of the state for ten particles, we will need to first generate a large basis of size ∼ 10 6 , then order according to the metric (17) , and then perform a truncated spectrum or numerical renormalization group procedure. The ordering step requires computing matrix elements for all computational basis states. This is computationally costly, even if much more efficient than working with an energy-ordered numerical renormalization group procedure. Instead, it would be much better if we could preferentially generate the high overlap states necessary for our algorithms.
In this section we will formulate such a preferential state generation procedure. This will be based upon the philosophy of the abacus (Algebraic Bethe Ansatz-based Computation of Universal Structure factors) Hilbert space scanning algorithm. A general overview of this approach, developed to tackle the computation of equilibrium dynamical correlation functions, can be found in Ref. [119] .
The essential insight for applying abacus-inspired methods to the non-equilibrium problem at hand is contained within Figs. 6. There one can see that the largest overlap is with the ground state of the final Hamiltonian, herein denoted |{λ} (0) . The matrix element metric, Eq. (17), then approximately orders the states that hybridize most strongly with |{λ} (0) via the perturbing operator g 2 (x), i.e. the |{λ} (n) that maximize
Here we use the short hand P n = P ({λ} (n) ). Formulated in this manner, the case for applying an abacus-like algorithm is clear. Consider computing the equilibrium dynamical correlation function of g 2 (x):
Here g 2 (x, t) = e iHt g 2 (x)e −iHt is the time-evolved g 2 operator. The dynamical correlation function S(k, ω) can be evaluated by inserting the resolution of identity between the two operator and summing the resulting Lehmann spectral representation
Once again, we use a short hand notation E n = E({λ} (n) ). Thus the states with highest weight under the metric (17) State Number
Bethe Quantum Numbers 2I j Figure 7 : The configurations of integers {I j } in the first 400 states generated via preferential scanning and ordered according to the metric (22) for the c i = 20 → c f = 10 quench. (Highest weights correspond to lowest state numbers.) Notice the similarity with Fig. 6 , the output of the NRG-ME procedure; the preferential scanning algorithm efficiently generates those basis states with the largest overlaps.
We are, of course, not aiming to compute equilibrium correlation functions here, but instead non-equilibrium dynamics. By approximating the initial state in the metric (17) by |{λ} (0) we can motivate an abacus-like scheme to generate the states with high weight on this metric. We can, however, draw some inspiration from perturbation theory to construct a better metric. If we have the state with highest overlap with the state we are trying to construct (here this state is |{λ} (0) ), the perturbation theory tells us the first order term in the expansion for the approximation state should be
Thus a better metric is obviously apparent: we should organize our computational basis states according to the their weights w |{λ}
Here is a simple numerical factor introduced to avoid a divergence for the case of (n) = (0) (we take = 0.1). States generated in an abacus-like scanning according to their matrix elements weights can easily be post-sorted according to (22) . 6 Implementing this procedure, the 400 highest weight states for the c i = 20 → c f = 10 quench for ten particles are shown in Fig. 7 . This is clearly rather different to the pure matrix element ordering, Fig. 3 , and is much more in keeping with the results shown in Fig. 6 . In the next section we will see that this ordering leads to excellent convergence of the initial state energy, and the ordering may be close to optimal in some scenarios (we will later see an example where this does not appear to be the case). In light of the data presented in Fig. 7 , it is hardly surprising that energy-ordering the basis fails to give good convergence: Even within the first 400 state there are states with highly excited quantum numbers, i.e. states with high energies. As we are now able to generate computational basis states without an implicit (or explicit) energy cutoff, we expect to be able to saturate the energy of the initial state to a much larger extent (recall Fig. 4) .
We call this procedure a "high overlap states truncation scheme." We note that we used both abacus and an independently written Hilbert scanning routine within this manuscript. This has helped provide independent checks of the preferential state generation for all our results.
Checking convergence within the high overlap states truncation scheme
With a high overlap states truncation scheme at hand, there is no longer an energy cutoff within the computational basis. The presence of an energy cutoff ultimately governed the value to which the energy of the initial state could saturate in the previous sections (for example, in Fig. 4 the maximum saturation to within ∼ 0.035E exact ). This means that now we can saturate agreement to much less than 1%, while doing so at a significantly decreased computational burden. Before discussing this in more detail, it is worth first re-evaluating how we assess convergence within the high overlap states truncation scheme. So far, we have checked how the energy of the state varies with the number of computational basis states, but it is not entirely clear how one and if one can extrapolate these results to understand the exact one. There is, for example, no obvious scaling law for the energy as a function of number of basis states.
Within our truncation scheme, a central role is played by the weights of the computational basis states under the metric (22) . One potential option for assessing convergence of computed quantities is to plot against this weight (i.e., plotting quantities as a function of the smallest considered weight (22)). We will see that this leads to a reasonable extrapolation scheme, as compared to the number of considered computational basis states. 7
Convergence of the energy
Let us now examine the convergence of the energy of the initial state constructed with the basis of high overlap states via the numerical renormalization group. This is shown, as a function of the number of basis states in Fig. 8(a) . The computational basis states are generated preferentially by running the abacus algorithm for 30 seconds and then reordering the generated states according to the metric (22) . This yields an ordered basis of 220,743 states, on which we subsequently perform the numerical renormalization group procedure (in fact, we see that excellent convergence is achieved for basis sizes accessible to full diagonalization). We see very rapid convergence of the initial state energy, requiring only a few thousand computa- log 10 E({λ} (n) )
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Step 30 tional states to obtain a convergence of under 1%. This should be contrasted to the traditional energy ordering, see Figs. 1 and 2, where we would likely require > 10 6 computational basis states to reach the same level of convergence. In Fig. 8(b) we also present the convergence of the initial state energy E 0 as a function of the lowest weight (22) included in each iteration of the numerical renormalization group procedure. We show data for two different total basis sizes N tot , which shows that at very small included weights there is some dependence on N tot . This implies that our preferential state generation routine has not generated all the computational basis states with weights above a given small value.
Convergence of the overlaps
We have just seen that the high overlap states truncation scheme yields excellent convergence of the initial state energy. Let us now turn attention to the overlaps themselves, and how these converge. We present example data in Fig. 9 for the c i = 20 → c f = 10 quench with ten particles. In Fig. 9(a) we present the overlaps (as a function of energy of the computational basis state) at three steps of the numerical renormalization group procedure. From this figure, we can make a few observations. Firstly, we observe that the high overlap states truncation scheme is indeed preferentially targeting high overlap states. The overlaps generated at early stages of the numerical renormalization group procedure are larger and remain well converged at later steps. Secondly, we see that the quench generates very high energy states: by just the thirtieth step of the procedure, we are probing states with energies E({λ} (n) ) 10 4 (for reference, the ground state energy is E exact = 26.9684027 . . .). Thirdly, there appear to be clear "families of states" within this plot, whose overlaps at high energies can quite easily be predicted by extrapolation.
We can directly compare the results of our computation to those in Fig. 5 , obtained from the original matrix element ordering without preferential generation of high overlap states. As compared to Fig. 9(b) , we see that the high overlap states truncation scheme avoids dealing with the large number of low overlap states (as it was constructed to do), targeting instead the few high overlap states within the energy window of Fig. 5 . The truncation scheme is clearly working as desired.
Convergence of local expectation values
We have focused thus far on obtaining the energy of the initial state to high precision. One may ask is this convergence criteria is indeed the same as correctly constructing the initial state? In this section we turn our attention towards local properties of the constructed state. In particular, we consider the behavior of expectation values of local operators within both the exact initial state and the approximation initial state. This will allow us to establish that we are correctly reproducing local observables within the state, not only its energy.
To start with our study of local correlations, let us note a trivial point. Particle number N is conserved within the Hamiltonian, which when combined with translational invariance ensures that the expectation value of the local density within all eigenstates (and the approximate initial state) satisfies {λ} N |Ψ † (x)Ψ(x)|{λ} N = N/R by construction. Thus our state of course satisfies this restriction, by construction.
Convergence of the energy implies that local expectation values of the operators appearing within the Hamiltonian should also be converging. We confirm this in Figs. 10 and 11 , where we present the difference between the constructed and exact values of expectation values of g 2 (0) and ∂ x Ψ † (0)∂ x Ψ(0), respectively. We see that the former operator, g 2 (0), is not quite so well converged as ∂ x Ψ † (0)∂ x Ψ(0). This makes some sense: we construct the state to ensure the energy is well converged, and in the large c limit of the Lieb-Liniger model it is the kinetic energy that dominates the interaction energy (this is particularly apparent in the c = ∞ limit, where the model maps to non-interacting fermions). Nonetheless, we do see that we are correctly capturing expectation values of local operators within the constructed states and, when plotted as function of lowest included weight, the convergence to the exact value seems reasonable. 
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Non-equilibrium dynamics from the high overlap states truncation scheme
Having developed the high overlap states truncation scheme, we have so far used it to construct an initial state (motivated by non-equilibrium dynamics) and we have studied the properties of this approximate state. In this section we turn our attention to computing the non-equilibrium dynamics following the c = c i → c f sudden quantum quench. The time-evolved state can easily be obtained from Eq. (11), truncated to include N tot terms via the high overlap states truncation scheme, as in Eq. (14) . We use such a representation to first examine the timeevolved wave function via the return amplitude and the fidelity, before turning our attention to the time-evolution of local observables.
The return amplitude and the fidelity
To begin, we consider a particularly simple quantity to evaluate: the return amplitude
This return amplitude has received significant attention in the context of quantum quenches, where it was realized that
can display non-analytic behavior, related to dynamical quantum phase transitions (see, e.g., [120] for a review and [121] for an example experiment). The absolute value squared of the return amplitude,
is known as the fidelity.
Here the return amplitude and the fidelity will serve as useful test-beds for understanding the effect truncation of the Hilbert space has on non-equilibrium quantities. This may, in principle, be quite different to the behavior shown in the convergence of the initial state energy studied above. This is because the energies of the eigenstates |{λ} (n) entering Eq. (14) are unbounded, while each term appearing within the return amplitude (and the fidelity) is bounded. Indeed, we see precisely this difference in Fig. 12 , where we show the time-evolution of the return amplitude and the fidelity at short times. For small numbers of states in the truncated Hilbert space, N tot , both of these quantities are well converged, unlike the initial state energy for the same number of states, see Fig. 8 . This is particularly convenient, as we can achieve excellent convergence of time-evolved physical quantities for (very) small number numbers of states.
We note that bench marking convergence of time-evolution with the return amplitude, or the fidelity, is also convenient as it involves evaluating only a single sum over the final eigenstates. It can, thus, be evaluated very efficiently even if one requires N tot large. In the next subsection, we consider time-evolution of local observables, which requires evaluating a double sum over the truncated Hilbert space.
Time-evolution of local observables
Having examined the return amplitude, which depends solely on the time-evolved wave function, we turn our attention to the non-equilibrium behavior of local observables O. These are computed by evaluating the double sum over the truncated Hilbert space
Clearly for any observable of interest O we require knowledge of the matrix elements between the Bethe eigenstates, {µ} (m) |O|{λ} (n) .
Having understood how the truncation of the wave function affects the return amplitude, we check whether the same excellent convergence occurs in the time-evolution of local quantities. We focus on the operator O = g 2 (0), whose matrix elements are given in Appendix A. Its timeevolution, g 2 (t) = Ψ(t)|g 2 (0)|Ψ(t) , is shown in Fig. 13 for the same quench as previously. We observe convergence properties similar to the return amplitude and the fidelity, see Fig. 12 , i.e. excellent convergence for small numbers of states within the truncated Hilbert space.
The results of this subsection, taken with those of the previous one, are strongly suggestive that we will be able to efficiently generate the time-evolution of observables for relatively large numbers of particles with modest computational resources. We show an example of this in Sec. 4.2.3.
Comparison to the coordinate Bethe ansatz
As a check of our results, we turn attention to results within the literature. In particular, in Ref. [45] a quench of the interaction parameter c i = 100 → c f = 3.7660 was considered via the coordinate Bethe ansatz. This is a large, challenging quench where the interaction parameter changes drastically. The energy density between the initial c i ground state and the final ground state c f is significant and presumably many excitations are generated in the quench. This is a challenging scenario for any numerical approach, and it will allow us to assess the precision of our results. (We note that calculations of non-equilibrium time-evolution at finite c i and c f are very limited in the literature.)
The coordinate Bethe ansatz calculations of Ref. [45] are computational intensive, and scale very poorly with particle number. Data is limited to cases with just small numbers of particles, N = 5 in the case at hand [45] . Our algorithm is currently limited to even numbers of particles, to avoid technical issues in dealing with coinciding rapidities that often occur with N odd. Thus we will compare the N = 5 results of Ref. [45] to N = 4 data obtained within our high overlap states truncation scheme (we will discuss N = 6 later).
Our comparison to results of the coordinate Bethe ansatz is shown in Fig. 14 , where the data from Fig. 4 of [45] was extracted directly from the image. For N = 4 particles, our data is generated with N tot = 5000 states via full diagonalization (i.e. we do not need to use the numerical renormalization group). We see excellent agreement up to the finite size revival time. This is promising, as the computational effort within our scheme is rather modest in such a scenario. These results further confirm that the high overlap states truncation scheme is correctly capturing all of the physics within the problem.
The long time limit: The diagonal ensemble
Beyond accessing finite time dynamics of observables, we can also access the long-time limit, t → ∞. Here a number of simplifications occur, as detailed in many works (see, e.g., [15] ); for example, with the overlaps at hand, we can compute the diagonal ensemble result for the 
This describes the infinite time limit of the time-averaged observables in the large system size limit (see, e.g., the discussion in the appendix of [45] )
If the observable O relaxes to a stationary value in a sufficiently fast manner then that long time limit of the expectation value (without time averaging) will be reproduced
see, for example, Ref. [122] . As such, the diagonal ensemble can be a computationally convenient way to access the infinite time limit if overlaps are known. We illustrate that our truncation scheme can evaluate the diagonal ensemble in Figs. 15. We first study the convergence of the diagonal ensemble result as a function of the truncated Hilbert space dimension (left panel), before comparing the extrapolated N tot → ∞ result to the real-time dynamics shown in Fig. 13 (right panel) . We see well-behaved and rapid convergence of the diagonal ensemble value to its "non-truncated" limit, and that is captures well the values to which local observables relax at intermediate times. We note that fluctuations about the diagonal ensemble value within the real time dynamics are large for the system sizes considered.
We note that expectation values of local operators, long after a quench in an integrable model, are expected to be described by a generalized Gibbs ensemble [6] . In the case of the Lieb-Liniger model, one can run into issues constructing this ensemble because of the asymptotic behavior (in rapidity space) of the steady state root distribution, which leads to diverging expectation values of ultra-local charges. This can, in principle, be remedied by working with a different set of charges (see, e.g., Ref. [48] ), but we do not pursue that approach here. 
An example with larger numbers of particles
So far, we have examined quenches with relatively small numbers of particles, N = 4, 6, 10.
It is worth emphasizing that even for these numbers of particles, exact calculations via the coordinate Bethe ansatz are computationally expensive, and exact calculations with N = 10 corresponding to summing ∝ (N !) 2 ∼ 1.3 × 10 13 terms. To even contemplate exact evaluation for N = 20 particles, ∝ 5.9×10 36 terms, seems futile. Instead the high overlap states truncation scheme, in combination with the numerical renormalization group, gives one a handle on such problems. Here, we consider the c i = 20 → c f = 10 quench for a larger numbers of particles (N = 20) as an illustrative example. We leave detailed study, both of larger numbers of particles and different quenches (as well as expanding on results presented above), to future works [123] . Results for the energy convergence and the time-evolution of the fidelity, F(t), are shown in Fig. 16 .
Strongly non-perturbative quenches
In this section, we consider quenches where the perturbing operator δH = (c i − c f )Rg 2 (0) has matrix elements {λ} (n) |δH|{λ} (m) that are large compared to the energy difference between these states and the unperturbed ground state. We call such quenches "strongly non-perturbative". In such cases the metric (22) discussed in the previous section, which was motivated by leading order perturbation theory, may no longer be justified. Higher order terms are expected to be large and, as a result, we may need to modify the weight used to select and order states. More importantly (as we will see), we need to re-examine the assumptions behind the numerical renormalization group procedure discussed in Sec. 3.3, and modify this accordingly.
When matrix elements of the perturbing operator are very large, contributions of a given computational basis state to the ground state can be mediated via another, intermediate computational basis state. If this contribution is significant, we need to take this into account, and such contributions are implicitly missed in the standard numerical renormalization group procedure (as discussed in Sec. 3.3) if these states are not included within the same iteration step. For strongly non-perturbative quenches, these contributions can be important and so need to be taken into account.
An example of what can go wrong in a numerical renormalization group procedure that doesn't take these important contributions into account is shown in Fig. 17 . Initially the numerical renormalization group procedure appears to be functioning correctly, with convergence looking similar to Figs. 4 and 8. However, following a number of iterations we see an obvious error occurring, with the energy of the constructed initial state becoming lower than expected (indeed, becoming wildly incorrect). Further comparison with full diagonalization shows that the numerical renormalization group result for a given number of basis states is consistently below the exact (full diagonalization) result for the same set of basis states, another signal of a problem with the procedure.
The matrix element renormalization group algorithm
To deal with the issues discussed in the previous section for strongly non-perturbative quenches, we developed a reworking of the numerical renormalization group procedure that we refer to as the matrix element renormalization group. The main differences between the matrix element renormalization group and the conventional one are:
1. The approximate eigenstates obtained at each step of the algorithm (from diagonalization of a truncated Hamiltonian) are kept, unlike in the conventional case where one discards ∆N s states at each iteration.
2. When introducing new states computational basis states, we select which of the approximate eigenstates to include in the Hamiltonian via some weight that is based upon higher order terms in a perturbation-series-like expansion of the wave function.
The matrix element renormalization group takes seriously the idea that matrix elements of the perturbing operator, rather than energy, are the important quantity when operators are not strongly renormalization group relevant. The central idea is that computational basis states |{λ} (j) included at a given step can mediate strong coupling between the approximate ground state and approximate "excited states" obtained at an earlier iteration. These "approximate states" must then be included in the truncated Hamiltonian at this diagonalization step to ensure an accurate description of the ground state. So, instead of blindly removing the high energy approximate "excited states" at each step of algorithm (as in the conventional numerical renormalization group), we temporarily remove those states that are most weakly coupled to the approximate ground state via interactions mediated by the new computational basis states.
The steps of the matrix element renormalization group are as follows:
1. Construct the computational basis |{λ} (j) via preferential state generation and order the states according to the metric (22).
2. Construct the truncated Hamiltonian from the N s + ∆N s highest weight computational basis states. Diagonalize this to obtain approximate energies and eigenstate,
Our notation is that |E 3. Take the next ∆N s computational basis states |{λ} (j) and compute the "second order weight" for each of the approximate eigenstate |E
Here δH = cR × g 2 (0) is the perturbing operator (see Sec. 2.2.1), and E , and the ∆N s computational basis states introduced in step 3:
Retain the rest of the eigenstates within {Ē
6. Construct the Hamiltonian from this truncated basis, and diagonalize it to obtain the approximate eigenstates |E 
which we relabel as |E
with an expanded range on i.
8. We then take the next ∆N s computational basis states |{λ} (j) and compute a new set of second order weights, on the complete set of "excited approximate eigenstates"
9. The procedure is then repeated from Step 4: the approximate eigenstates are ordered according to their weights, w 2 , to form |Ē
. The highest weight N s of these are taken, along with the approximate ground state and the new computational basis states, to form the Hamiltonian. This is diagonalized to find approximate eigenstates |E
and the process is repeated, with an ever-growing set of "approximate eigenstates" and updated second order weights.
To be explicit, after the next iteration there is a set of N s +3∆N s approximate eigenstates 
and so forth.
The matrix element renormalization group has some disadvantages when compared to the conventional numerical renormalization group. Firstly, it is much more memory intensive: a complete set of approximate eigenstates must be retained in the procedure, while in the conventional routine we only need keep track of N s such approximate eigenstates states. Secondly, there is some additional computational burden associated with updating the eigenstates at each step of the procedure. However, we have seen that the conventional numerical renormalization group fails (see Fig. 17 ) so these savings in memory and computations compared to the matrix element renormalization group are moot.
There are a couple of alternative, complementary, schemes that could be used to construct the initial state. Firstly, there exist "sweeping" improvements of the conventional numerical renormalization group (see, e.g., their discussion in [60] ). It is not clear, however, that these work in scenarios where the numerical renormalization group fails in the manner discussed in the previous section. Secondly, one could invoke iterative diagonalization (via, e.g., Lanczos or Davidson) within a given truncated basis. In such a procedure, one would have check convergence of results with basis size, but one can (in principle) deal with very large bases. How quickly such iterative diagonalization converges, with our matrix being dense, is not clear.
We have yet to explore this avenue, but it is an interesting direction for future works. log 10 E {λ} (n) }
Step 30 Fig. 9 ). Bottom row: MERG and full diagonalization results for the N = 4 particle quench c i = 100 → c f = 3.7660: (c) the convergence of the energy of the initial state with the number of basis states; (d) the time-evolution of g 2 (t) with 2500 basis states.
Results from the matrix element renormalization group
With the matrix element renormalization group algorithm in place, we can employ it to tackle problems that are inaccessible to the conventional numerical renormalization group.
However, in the first case, we check that the matrix element renormalization group correctly reproduces results in cases where the conventional numerical renormalization group approach works. This is a basis sanity check: can we reproduce the initial state and its dynamics in these simpler cases. Our first example is c i = 20 → c f = 10 quench studied earlier in this work. We present the convergence of the energy and the overlaps in Figs. 18(a)-(b) . In particular, Fig. 18(b) should be compared to Fig. 9 obtained previously. We see excellent agreement between the conventional numerical renormalization group and the matrix element renormalization group in this scenario.
As a second check, we turn our attention to the harder quench considered in the previous section for N = 4 particles, c i = 100 → c f = 3.7660. Here we check against full diagonaliza- Fig. 18(c) , and the non-equilibrium dynamics of observables, Fig. 18(d) .
With the matrix element renormalization group correctly reproducing both full diagonalization (in small bases) and conventional numerical renormalization group (in large bases) results, we examine the problematic scenario discussed in the previous section. In this strongly nonperturbative quench, matrix element renormalization group is vital for correctly constructing the initial state. In scenarios where the conventional numerical renormalization group fails, such as Fig. 17 , the matrix element renormalization group continues to function. This is shown in Fig. 19 , where there is no spurious sudden jump to negative values.
In Fig. 19 we see a number of features. Firstly, these convergence of the initial state energy shows some plateaus and jumps, which implies that the metric (22) is not the perfect one. Understanding how to construct the most convergent metric for a given problem is an outstanding challenge, which requires further investigations. Secondly, we see that for N = 6 particles the problem is very challenging: By including > 40, 000 states, we still only achieve initial state energies correct to within ∼ 6%. Whilst a better ordering metric might improve this, it still seems likely that strongly nonperturbative quenches will present a significant numerical challenge. This is further supported by Fig. 20 , where we show the time-evolution of g 2 (t) as compared to results from the coordinate Bethe ansatz discussed previously. 8 We see that even a truncated wave function (14) with 40,000 states included does not accurately realize the short time dynamics of observables. At longer times, once the steady state plateau is approached (and high energy modes have dephased, effectively averaging to zero), the truncated wave function does describe g 2 (t) well.
Conclusions
Even in the presence of integrability, the computation of non-equilibrium dynamics following a quantum quench remains a great challenge for theory. Well-controlled numerical approaches are vital for accessing the physics away from analytically tractable limits, including for the cases of finite-time dynamics of observables. Here we have presented a proof-of-principle investigation of finite-c to finite-c quenches in the Lieb-Liniger model using a high overlap states truncation scheme, in combination with full diagonalization, the numerical renormalization group, and a new matrix element renormalization group algorithm. We have worked with interacting computational basis states, which intrinsically have built-in strong correlations, and we have systematically constructed initial states in terms of high overlap states, for quenches starting from ground states. Using these, we have computed both real-time dynamics and the long-time limit of physical observables following a quench.
uation of a double sum over the states composing the MERG wave function at each time step. As this is computationally intensive, we additionally truncated the double sum to include only the most important contributions. To do so, we take the double sum in Eq. (26) , compute the diagonal contributions (n = m). Then, for each n, we organize the contributions m = n in terms of their absolute values and then sum m until we saturate the sum to 99% of its exact value. This significantly reduces the computational burden whilst only very slightly changing the real-time dynamics.
In our development of a high overlap states truncation scheme, and the matrix element renormalization group, we have highlighted the important role played by the ordering of the computational basis. Applying the conventional metric, energy of the computational basis states, we observe poor convergence of properties of the initial states. This poor convergence means applying conventional "truncated spectrum methods" (in their naive form) requires the use of unfeasibly many computational basis states. By modifying the metric, to a "matrix element" focused one that takes into account the structure of the operator coupled to the quench parameter, we achieve orders-of-magnitude improvement in the convergence of properties of the initial state with truncated Hilbert space size. This was studied in detail in Secs. 3. Along the way, we were able to develop a routine that preferentially generates the states with high overlap following a quench, and this enabled efficient convergence of the initial state energy to sub-percent precision.
This improved convergence opened the door to computing non-trivial non-equilibrium dynamics for numbers of particles far beyond the reach of brute force computations. This was discussed in Sec. 4. Convergence of real-time non-equilibrium dynamics of local observables with the number of computational basis states was surprisingly fast: for N = 10 particles c i = 20 → c f = 10 quench, well-converged results for time-evolution of g 2 (0) are obtained with just thousands of states (some of which are of very high in energy). The long-time limit was also shown to be efficiently accessed via the diagonal ensemble, with results agreeing with the intermediate time dynamics, as expected.
In the case of strongly non-perturbative quenches, we found that conventional numerical renormalization group improvements have to be significantly modified to achieve accurate results. This modification, the so-called matrix element renormalization group, takes seriously that the properties of the perturbing operator should govern the whole procedure. We found this modification to be necessary in the "large quench" studied previously in the literature [45] , c i = 100 → c f = 3.7660, when considering more than four particles. Our results were compared to the coordinate Bethe ansatz results of Zill et al. [45] , and were found to be in excellent agreement. We note, however, that such strongly non-perturbative quenches remain challenging problems, with the quench projecting the initial state on to many states with sizable overlaps. This makes it tough to tackle even relatively small numbers of particles, even with our computationally efficient approach. This seems like an insurmountable problem with introducing additional approximations, beyond the scope of this work, or alternative Hilbert space ordering metrics.
The presented high overlap states truncation scheme, combined with full diagonalization and renormalization group improvements, can be applied to many other models and scenarios. Perhaps the most interesting is to consider the case with integrability-breaking where, provided matrix elements of the integrability-breaking terms are known, one can directly apply the same approach. This enables, for example, non-perturbative studies of prethermalization (see, e.g., Refs. [8, [28] [29] [30] [31] ) in continuum quantum gases. Other interesting directions include extensions to other integrable continuum models, such as two-component Bose and Fermi gases or the sine-Gordon regime away from the ultra-relevant perturbation limit [67] .
Extending these methods to lattice models should also be possible, using strongly correlated integrable eigenstates. Such an algorithm may complement existing ones: being able to tackle longer times, but smaller systems, than the time-dependent density matrix renormalization group, but larger system sizes than exact diagonalization. It may also be interesting to implement the ideas behind the matrix element renormalization group to lattice and impurity models, invoking a Wilsonian numerical renormalization group-like picture with strongly correlated basis states. These points remain for future works.
The approach implemented within this work for simulating continuum one-dimensional models provides an alternative, complementary approach to continuum matrix product state methods [124, 125] . Utilizing the solvability of a proximate integrable point, time evolution is easy within our approach and can be performed to long times with high precision. This opens the door to novel, non-perturbative studies of non-equilibrium dynamics in models of relevance to cold atomic gases.
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A Matrix elements
In the main text, we have made use of many known expressions for matrix elements of operators. In this appendix, we provide a summary of these results taken from Refs. [70, 71, 74, 75] . 
That is, the expectation value is simply the average density. Off-diagonal matrix elements can be expressed in terms of a single determinant, as can easily be obtained from [71] . These read:
where, explicitly, {µ} N = {λ} N . In the above, we use the following notations for functions and matrices:
and K(λ j , λ l ) is given in Eq. (7) . Notice that J 1 implies that the matrix element element of the density operator between non-identical states within the same momentum sector vanish.
A.2 Off-diagonal matrix elements of g 2 (0): determinant representation
An efficient, single determinant representation for the off-diagonal matrix elements of g 2 (0) is provided by Piroli and Calabrese [75] :
Here explicitly: (i) the sets of rapidities do not coincide ({µ} N = {λ} N ); (ii) no individual elements of the sets coincide (µ j = λ k ∀j, k). In Eq. (41) the following functions and matrices are required:
Furthermore V ± j is given in Eq. (39), K(λ j , λ l ) is defined in Eq. (7), Q 3 ({λ}) is given by Eq. (4), and λ p , λ s are arbitrary complex numbers.
Within the main text, we consider states within the same momentum sector, where
A.3 Matrix elements of g K (0)
We now recount known results for matrix elements of the operator
as derived by Pozsgay [74] . We have implemented these expression both for the diagonal elements of g 2 (0).
A.3.1 Diagonal elements
The diagonal elements of g K (0) are given by:
where M is an N × N matrix with elements M jl = (λ j ) l−1 , for l = 1, . . . , K, N jl for l = K + 1, . . . , N. ,
and N is the Gaudin matrix, see Eq. (6). Here it should be understood that the rapidities are ordered as {λ} = {λ + }, {λ − } . Whilst this is a sum of determinants, so not as computationally efficient to evaluate as the previous single determinant representation, it is still relatively easy to compute numerically.
A.3.2 Off-diagonal elements
The off-diagonal matrix elements for g K (0) read:
where W is an N × N matrix with elements W j,l =(µ j ) l−1 , for l = 1, . . . , K,
and the Bethe states are normalized as in Eq. (5).
