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Abstract 
We consider a sequence of integer-valued random variables X,, n ~> 1, representing a special 
Markov process with transition probability 2,, :, satisfying P~.: = (1 - ,~n, :)P,,- i,e + 2,,:_ 1P~- l,: -  I. 
Whenever the transition probability is given by ~,n,: = q~"+~:+~" and 2,/ = 1 - qVn+~t+~,, we 
can find closed forms for the distribution and the moments of the corresponding random vari- 
ables, showing that they involve functions such as the q-binomial coefficients and the q-Stirling 
numbers. In general, it turns out that the q-notation, up to now mainly used in the theory of 
q-hypergeometrical series, represents a powerful tool to deal with these kinds of problems. In 
this context we speak therefore about q-distributions. Finally, we present some possible, mainly 
graph theoretical interpretations of these random variables for special choices of ct, fl and 7. 
I. Introduction 
The most common complexity measure in the running time analysis of algorithms 
is the 'worst-case complexity'. Nevertheless, extensive tests of  algorithms increasingly 
show that there is often a considerable discrepancy between the empirical results and 
the theoretical worst-case analysis. This is particularly true for some problems in the 
algorithmic graph theory. It is therefore not surprising that in recent years there has 
been a growing interest among computer scientists for the theory of  random graphs, 
in the hope that average-case analyses based on these models would help closing the 
gap between theoretical and empirical results. 
In this paper we consider a three parameter family of  Markov chains. We show that 
for special choices of the parameters, the random variables defined by these chains 
describe a set of  different graph parameters on random graphs. The results we have 
obtained are of considerable importance not only to the average-case analysis of graph 
algorithms, but also in a variety of  other fields, such as biology (population growth), 
particle physics (nuclear decay, collisions) and queue-theory. In particular they repre- 
sent a closed frame for the mathematical background of many other works, such as 
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[4,22] on transitive closure and reduction in acyclic digraphs, [5] on q-Stifling num- 
bers [19,20,10] on approximate counting, [3] on particle physics, [6,23] on greedy 
cardinality matching algorithms, and [7] on Volterra's theory and population growth. 
Let us therefore define a particular Markov chain, usually called a birth process, 
with following characteristics: 
MCI: The chain starts at epoch 1 in the state 1; 
MC2: Direct transition from a state : is possible only to the state : + 1; 
MC3: The probability that from epoch n -  1 to epoch n a transition takes place from 
state : to state : + 1 is )~n,:. 
I f  we denote by P,,: the probability that the process is in the state : at epoch n, 
then this Markov chain can be described by the following recursive equation: 
Pl,1 = 1 and Pn, :  =(1 - )~n, : )Pn_ l , :+~.n , : _ lPn_ l , : _ l  for n~>2. (1) 
The aim of this paper is to derive at any time n exact formulae for the distribution and 
the first two moments of a random variable defined by (1), namely for the following 
transition probabilities: 
2,,: = q~: +13,+7 (2) 
and 
2n, e = 1 - qT:+f ln+7,  (3) 
where ~,fl and 7 are such that 0~<2,,:~<1 for all 0~<:~<n. 
It turns out that a pure number-theoretical notation, the q-notation, represents the 
natural way to express all our formulae. Let us therefore introduce the following math- 
ematical notation. 1 
• The q-natural numbers are defined for any integer n by 
1 -q"  - -  - l  +q+qZ +. . .+q ' - I  (4) [n]q =~ [n ] -  1 - -q  
• The q-shifted factorial is defined for any integer n by 
and 
(a;q)0 = (a)0 = 1 (5) 
n-1 
(a;q), =--(a), = 1I (1 --aq j) for n~>l. (6) 
j=0 
Whenever no misunderstanding can arise, by the q-shifted factorials as well as by the 
following q-formulae we will drop the q. 
• The q-binomial coefficient is defined for a real x and an integer : by 
[~]  [~]  r I  1 -qx - j+ l  = (7) 
q j=l 1 - -  qJ 
i For more details on these topics see [11, 15, 13]. 
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Whenever x is an integer n we also speak about Gaussian polynomial, and in this case 
it can be alternatively defined by 
[:] { = = (q)~(q).-I 
q 0 otherwise. 
We also have the following relations: 
(8) 
[~]=l+q+. . .+q~- l=[n] ,  (10) 
= -1  + [n -1  
Many times the Gaussian polynomials arise due to their relationship with certain finite 
products. The q-binomial theorem states, for instance, that 
(z), = ( -  1)JzJq(;). (14) 
y==0 
• The q-Stirlin9 numbers of the second kind are defined for integers n, k as the sum of 
the t n+k-1 ' k ) products, each with k factors (repeated factors allowed) which may be 
formed from'the first n q-natural numbers [1], [2] . . . . .  [n] (for k = 0 we will define 
them as 1 ). We will follow the notation of Knuth [14] for the usual Stirling numbers 
and by analogy we will denote them by 
In particular, they satisfy the recurrence 
n -1  n 
their definition can be extended to all reals n by 
de=f (1 _ q)-k Z (- -1)J  J + n 
j=0 \k  - j  j " 
(16) 
(17) 
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• For q --* 1 the q-analogs tend to their classical counterparts, especially 
[,] (n) 
[n]l =n  and E 1 ~/ 
• Following the notation of [15], we will write ai(n) for the sum of ith powers of the 
divisors of n, i.e. 
ai(n) = Z di. (18)  
din 
In particular, then ao(n) will denote the number of divisors of n. The divisor generating 
functions, i.e. the generating functions of the ai(n), will be denoted by 
Si(q) = Z ai(n)q'. (19) 
n>~l 
Notice that So(q) is equivalent o the better-known Lambert Series; finally, by L,(q) 
we will denote the Lambert Series truncated after n terms, i.e. 
qJ 
L.(q) = 1 ~ qJ" (20) 
.i-I 
In the rest of this paper we will also use the conventional notation in probability theory: 
for a random variable X we will denote by P[X = (] the probability that X will take 
the value { while for the expectation of X we will write E[X] and for its variance 
Vat[X]. 
2. Markov chains 
The aim of this section is to derive at any time n exact formulae for the distribu- 
tion and the first two moments of a random variable defined by (1) with transition 
probabilities (2) resp. (3). 
Let us start by 2,,,- = q ~f+/~"+~' and consider the generating function 
gn(z) = Zz/P.,,~; (21) 
/=1 
then, by (1), we have 
n 
gn(z ) = Zz / ( (1  - -  )~n,r )Pn-l,,~ + 2n, r'-lPn-l,r-I ) 
/-1 
n 
=gn--l(Z)-- ZZ[JLn, fPn--l,[-~- ZZ ' )m, / - IPn - l , [ - I  
/=1 f= l  
= gn- I ( z )  - -  ql~n+Tgn-l(Zq~) + zq/3n+Tgn-l(zq~) 
= gn-l(z) -- q~n+7(1  - -  z)gn-l(zq~). 
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By induction we can now prove 
Lemma 2.1. The closed form of this generating function is given by 
n--I 
gn(z ) = z Z (-1)/  q/(~+l~+)')+l~( ~ ~l ) z; q~ )/ [ n -1 ]  
f 
/ =0 q/~ 
(22) 
Proof. In order to simplify the notation of the proof let us set 
• /=[ (~+f l+7)+f l ({+1)  
2 " 
For n = 1 the proof is trivial and for n )2  we have 
gn(Z) = gn-l(Z) -- q/~n+;'(1 -- z)gn-I(zq ~) 
n--2 [2] 
=zZ(_ l ) /qe~l (z ;q~)  t n{  qt~ 
/=0 
n-2 
{ ¢ 
/=0 
Y 
n- I  
- z  Z ( -1) /q* ' (z ;q~)~q#(" - ' - / )  E~-21 ] qtl 
/=1 
='+z(  1) n-I q"-'( ~) - q z;q ~-I 
+ z /~=l ( -1)/  q~J (z; q~)/ ( qlI qlI 
n- I  
f /=0 ql~ 
1= ql~ 
(23) 
Once we have found a closed form for the generating function, we can determine 
the distribution and the first two moments of the corresponding random variable. 
Theorem 2.2. Let X1,X2 .... be a Markov chain defined by a process of type (1) 
with transition probability 2n,/ = q~+#n+;'. Then at any (discrete) time n the random 
variable Xn has the following distribution: 
n--I 
/=k-1 / ¢ k -1  q,'  
where 
• / =#(c~+f l+7)+f l / (+  1 ) 
2 ' 
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In the case where c~ = 0 the moments are given by 
E[Xn] = 1 + q2/~+~'[n - 1]q/,, 
= -~- , 
1 q/~ 2 qe 
while for a > 0 we get 
n--1 
E[Xn]=l+Z(-lf+lqe~(q~;q~)t~-I [ n-1]E 
{= 1 ql~ 
and 
n_, ] 
E[(Xn) 2] = E[X,~] +2Z(--1)l+lq*'(q~;q~)l-1 In -- 1 (1 -- Lt_l(q~)). 
ql~ ?=1 
(25) 
(26) 
(27) 
(28) 
and 
[d ' l [  1 -~gn(Z) z=l = £ga({__  1)Z{-2pn, g =/~[(Xn)2]  _ E[Yn]" 
f= l  J z= l  
In g,(z) the only term containing z is z (z; g~)e so that we only need to determine the 
first two derivatives of  this term. If  ~ = 0 we have 
[ dz(z;q°)flz=l = [ dz (1 -  z)flz=l 
= [(1 - zy" - z¢(1 - z) E-1]z=l 
1 1 i f (=O,  
= - if E= 1, 
0 otherwise, 
the coefficient of  z k in gn(z) corresponds then to P[Xn = k]. 
For the proof of  the moments we notice that 
/ 
j=O qZ 
Proof. In order to prove (24) we expand the term (z;q~)¢ in the generating function 
gn(z) according to the q-binomial theorem (14): 
D. Crippa, K. Simon~Discrete Mathematics 170 (1997) 81-98 87 
and 
and 
= [ -2 f (1  - z )  f -1  Jr- zg~(~ - l )(1 -- Z)/-2]z=l 
;2  i f (=  1, 
= i f /=2,  
0 otherwise. 
On the other hand, for ~ > 0 we obtain 
I~Z(Z;q~)r]z=l= [~Z(1-Z)(Zq~;q~)e-l]z=l 
= [d  ( (1 -2z ) (zq~;q~)e- l+Z(1-z )d (zq~;q~)r -1 ) ]  
=-2(q~;q=)/-1--2Izd(zq~;q=)e-ilz=l 
1--1 qV 
- (q~;q~) / -1Z  1 - qV 
.j=l 
= - (q~;  q~)~_l(2 - 2L t - i (q~) ) .  
Expressions (25) - (28)  fol low directly therefrom. 71 
z=l 
q fli+). P[Yi = 1] = and 
Then we can express Xn as 
Xn = I + Y2 + . . . + Y,, 
P[~ = 0] = 1 - q[~i+~,.. 
(3o) 
where the Yi are pairwise- independent random variables with a Bernoull i  distribution. 
Accordingly,  we find 
E[X.] = 1 + ~ E[Y,.] 
i=2 
(29) 
Remark .  The case ~ = 0 could also have been treated in a different way. Let us define 
the random variables Y,., i ~> 2, taking values 0 or 1 with probabi l i ty 
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n 
= 1 + Z q/~i+7 
i=2 
= 1 + q 7ql~ - q(n+l)/~ Y---7 
= 1 + q2B+~'[n - 1]q/~, 
and for the variance we get 
Var[Xn] = ~ Var[Y d 
i=2 
= Z qlti+7(1 _ q~i+'t) 
i=2 
= q,,q2~ _ q(n+l)/~ q2~, q4/~ _ q(n+l)2/~ 
1 - -  q¢¢ 1 - -  q2/~ 
= q2lJ+'[n- 1] C --q4/~+2~'[n- 1]q2/~. 
If we follow the same process for the transition probability 2n, t = 1 - q~l+~.+~ and we 
define the same generating function, we get the following recursive equation: 
g.(z) = ZOn-l(z) + ql~.+7( 1 - Z)On-l(zq ~) 
and again by induction on n we can prove 
Lemma 2.3. The closed form of this 9eneratin 9 function is given by 
n--I 
u,,~, /__.,~ ~ )(z; q~)~ f • 
f=O q x+/~ 
(31) 
Following exactly the same steps as in the proof of Theorem 2.2 we get in this case 
for the derivatives of the term containing z these results: for ~ = 0 we have 
and 
E d i { n zn-/(z;q°)e z=l = 01 
if f=O,  
if ~= 1, 
otherwise 
n(n  - 1) 
[d~22z"-r'(z;q°)e] = -2 (n - l )  
z=l 2 
0 
while for ~ > 0 we obtain 
[dzn-t (z ;q~)t ]  = - (q~;  q~)e- I  
z=l  
if f=O,  
if f=  1, 
if f=2,  
otherwise, 
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and 
dz Jz-:l = --2(q~; q~):-l( n - #) -- L:-l(q~) " 
Accordingly we derive: 
Theorem 2.4. Let X1,X2 .... be a Markov chain defined by a process of type (1) with 
transition probability 2n,: = 1 - q~Z+#n+;. Then at any (discrete) time n the random 
variable X~ has the following distribution: 
n-1 
P[X '=k]= Z (-1):+k+nq~:+~(:+~S')E { [n -11 :  , (32) 
/=n-k q~ q ~+/I 
where 
~/:~(O~-[ - f l~- ' )@f l  (~-  1)  " 2  
In the case where ~ = 0 the moments are given by 
E[X,] = n - q2~+':[n - 1]q#, 
E[ (Xn)2]=E[Xn]+n(n-1) -2q2~+"( (n -1 ) [n -11  
1 q, 
while for a > 0 we get 
n-I 
1 E[Xn] = n -- Z q~"(q~,q~):_l { (= I q ~ +# 
and 
(33) 
ll) 
2 q:: ' 
(34) 
(35) 
In general, we notice that for some special choice of the parameters c~, fl and 7 the 
expressions we have obtained in Theorems 2.2 and 2.4 can be dramatically simplified. 
An interesting case arises whenever ~=fl; then the transition probability (2) becomes 
2n, e = q~Ce+n)+:,, (37) 
Remark. Here too the case ~ = 0 can be treated as before. In particular, it results that 
the variance is the same for both choices of the transition probability. 
E[(Xn) 2] = E[X~] + n(n - 1) 
n--I 
-E  qe:(q~; q~)z-I (2(n - : )  - 2L:_l(q~)). (36) 
/=1 q~+# 
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and the probability distribution is given by 
n--I 
P[Xn=k]=Z(-1)f+k+lq~(2~+7)+~[(kT')+(~f)][n-1] [ f  k -1  
/=k- 1 q~ q~ 
n-1 ) l+k+l  qE(2a+~,)+~ ~-~ /+~ 
= Z ( -1  [(2 )+(2 )](q~;q~)n-I 
t=k-1 (q~;q~)n-t-e'(q~;q~)k-l(q~;q~)l-k+l 
n--k 1 )(2~+7)+~ [(, ~-I)+(/2t )] 
=2 Z ( -  1 )jq~j+k- (q~; q~ )n- 1 
j=0 (q';q~)n-j--k(q~;q~)k-l(q~;q~)J 
= - 1 q(k_t)(Z~+.,,)+~(k_l)2 Z(_ I ) j  n -- k 
1 q~ j=O J qX 
(14)(q2~+~+k~; q~)n-k 
In particular, for 
)~n,/ = qn+f -2 ,  
q~(~)+j(2~+~,+k~). 
we get 
{ 1,1 P [X, = k] = q(k- 1 )2 (q k )n--k. (38) 
3. Properties 
In this section we will present some properties related to the process discussed in 
Section 2. In particular, in Section 3.1, we will see that for some choices of the 
parameters it is possible to find asymptotic expressions for the expectation and the 
variance of the underlying random variable. We will also show in Section 3.2 that 
there exists a certain degree of symmetry between random variables defined by different 
transition probabilities. Finally, Section 3.3 will be devoted to possible interpretations 
of the random variables defined by (1) for some choices of the parameters. 
3.1. Asymptotic 
Let us start by considering a transition probability, for which we can find asymptotic 
expressions for the expectation and the variance of the random variable described by 
the process (1). An interesting aspect of our results is that the asymptotic expressions 
will be expressed in terms of divisor generating functions. 
2 Substitution { ~ j + k - 1. 
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Theorem 3.1. Let X, be a random variable defined by the process (1) with transition 
probability Z,,e = 1 - qt. Then for the expectation and the variance of X, we observe 
lim (n - E[X,]) = So(q) (39) 
n---+ cx3 
and 
lim Var IX,] = Sl(q). 
//---~ OG 
(40) 
Proof. We first notice that for a variable q whose value is between 0 and 1 we have 
lim 1-qn+C=l ,  cE~;  (41) 
B---+ O~ 
consequently, for fixed d we get 
lim [n]  = lim (1 -q ' - t+ l ) ' " (1 -q" ) - -  1 
,~o~ L[J ,~o¢ (1 - q ) - . . (1  - qt) (q)f" 
According to Theorem 2.4 we have 
n [ ]  
E[Xn]=n_  Zq/ (q ) i _  i n -  1 ( ' 
,t=l 
and therefore we get 
.---.~ ~ qf (q)i-1 qt 
l im(n-E[Xn] )=z . .~  ~ -- Z 1 -q~ -- S°(q)" 
f>~l f>~l 
Further, by (35) and (36), we also find 
Var [X,] = E [(X,)2] _ E [Xn] 2 
= E[Xn] - E[X,] 2 + n(n - 1) 
n- I  
[n - l l (2 (n -? ) -2L i _ l (q ) )  -Zq  f(q)/-I f 
/=1 
E l (  " En,l) n - 1 n - Zq / (q ) f _ l  ( =n - £ qe(q)l_l { 
/=1 /=1 
n--1 
+n(n -  1 ) -  Zq/(q)t_l [n-1] (2(n? - t~) -  2L~_i (q) )  
/=1 
In II [n'll = -£  q'~(q)/-l f. qr'(q)t-1 
f=l = 
n--I 
/=1 
+L/ - l (q ) ) .  
(42) 
(43) 
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Next we need 
qt q< 
(I -q<)2 - Z a'(<)q"= Z £1- 
f~>l f~>l _q<' 
(44) 
a well-known identity on Lambert series, see [17]. Additionally, we have 
q n )2 __ q2n qn 
L,(q) 2 = ~ + L,_,(q) (1 ~--qn)2 +21 _ - -~L" - l (q )  + L,_ l (q)2. 
(45) 
This, together with (42), leads to 
q/ ( 
nlim Var [X,] =-Z  1---q< Z -  
(>11 f>~l 1 - q t j  
qf 
+ 2 Z (~ + Ll-l(q))- 1 -- ql 
f>~l 
= -Z  l ---qe Z (1 -- qe)2 + 2 _ L/-l(q), 
/>11 ,~'~>I ,{>_-I 
qf 
+2 Z( f  + LE-I(q)) 1 ~qd 
f>_-I 
qe qe q2< 
= -~ 1 7 q< + 2 Z (1 ~ q~)2 ~ (1 - q<)2 
= Z -q<(1 - q<) + 2q f - q2t 
qf 
= Z (1 -- qe)2 
/>/1 
=&(q).  [] 
In [2], Andrews et al. proved the results of Theorem 3.1 by means of a new identity 
for q-series. They used this new identity to determine the asymptotic behavior of 
polynomials defined by a general class of recursive quations, including the polynomials 
for the mean and the variance of the transitive closure in random acyclic digraphs. 
In general, it is possible to derive from (42) other asymptotic expressions, as long 
as convergence is ensured. For instance, we find for 2 , /=  q:¢+/~"+~ 
lim g,,(z) = z ~ ( -  1 )?q/(~+//+7)+//(/~') z; q~)¢ 
n~o f>o (q~; q~)e' 
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lim E [Xn] = 1 + Z ( -  1 )t+l q~ (q~; qa),e-1 "~ (q/~; q~)t 
/>/o 
q2/~+;, ( 1 
, l imE[ (Xn)  2] = 1 + ~ +2q 2/3+'' 
~r~=0.  
for ~ > 0, 
+ q3/~+~. 1 ) 
(1  - q#) (1  - q2fl) 
It is left to the reader to find interesting expressions involving numbertheoretical func- 
tions by choosing special combinations of a, fl and y (see [16]). 
3.2. Symmetries 
The expressions for the distributions found in Theorems 2.2 and 2.4 present some 
similarities. Therefore, it is natural to ask whether there is a certain degree of symmetry 
between the two processes. In this section we will see that for some special choices 
of the parameters this is the case. 
Theorem 3.2. Let Xn and Yn be random variables defined by the process (1) with 
transition probabilities respectively 2n,¢ = q~t+13n+~ and 2n, f = 1 -q-~,+(~+/J)n+7. Then 
P[X. = ~] = P[Yn = n - ((  - 1)]. (46) 
Proof. Let 
P . .e=P[Xn=(]  and Qn, t=P[Y .=E] .  
We will prove this theorem by induction on n. For n = 1 we have 
PI.I = 1 = QI,I, 
so let n ~> 2. According to (1) we have then 
P~,/ = ( 1 - q~/+~"+~)Pn_ ,,~ + q~/+~"+'P~_ 1,~- 1 
= (1 - q~/+~n+;')Qn_l,n_t + q~"+l~n+'/Qn_l,n_(/_l) 
= (1 q-~(n-/)+(~+#)n+7)Qn_l,n_~ + q-a(n--(e-l))+(~+13)n+Tr) , -- ~.n-- ,,n--(f-- 1) 
= Q~,n-~L-I). [] 
An immediate consequence of Theorem 3.2 is the following: 
Corollary 3.3. Let X.  and Y. be the same random variables defined in Theorem 3.2. 
Then we have 
E[Xn] = (n + 1) - E[Y~] (47) 
E[(Xn) 2] = (n + 1) 2 - 2(n + 1)E[Y.] + E [(Y,,) 2] (48) 
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and therefrom 
Var [X~] = Var [Y~]. (49) 
3.3. Applications 
Finally, let us present some interpretations of the random variables defined by the 
process (1) for special choices of the transition probabilities. 
Let us consider first the case 
)on , /= 1 - q/ .  (50) 
In biology and in physics the process defined by this transition probability is commonly 
used to modulate growth processes (see, for instance, [8, 18, 9]). Typically though, under 
the assumption that p = 1 - q << 1, this transition probability is simplified according to 
2n, r = 1 -q /~ - ( lnq  ,.~ ~p. (51) 
In the theory of random graphs the random variable defined by (50) describes the 
cardinality of the set of nodes reachable from node 1 through a directed path. 3 In 
[22] it was shown that the distribution (32) and the moments (35) and (36) can be 
simplified to 
and 
P[Xn =k]=q ~-k - 1 =q~-k  (q)k-1 I-I (1 - qn-j), (52) 
j= l  
±E;'] E[Xn]= 1 (q)e- 
f= l  
(53) 
± 1] E[(Xn) 2] =2nE[X,]-  (2•- 1) 1 (q)n-l. (54) 
f= l  
In particular, for the expectation [22] provided the following interesting approximation: 
-El( l / log q) + Ei(qn/log q) 
E[X.] ~ , (55)  
log q exp(q n/log q) 
where Ei denotes the Exponential Integral function (see e.g. [1]). 
The transition probability 
),n,/ = q~-I (56) 
3 Consider the process in which we build a graph with n nodes from a graph with n - 1 nodes through 
addition of  the node n. Then n is reachable from 1 if  at least one o f  the nodes already reached is connected 
to n. Since every edge occurs independently with probabil ity p =- 1 - q, we find the transition probabil ity 
(50). 
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describes the number of sources (or sinks) in a random acyclic digraph (see [5] ) .  4 
The probability distribution (24) can be written in this case as 
P [Xn=k]=(1-q)n -kq(~)  n-k  " 
Further, [5] showed that this distribution can be reasonably approximated by the normal 
distribution 
1 exp(  1 (k - [n ] )2 )  
e[Xn=k]~ V/21r([n]q_[n]qz ) 2[-n-~qr_[~q2 . (58) 
According to Theorem 3.2 it is then possible to derive similar expressions for 2n,/ = 
1 - -q~- I  or, more generally, for 
).,,,/= q,+7 and '~n,f = 1 - qn+7, 7 E ~. 
Here again the distribution for 2 , /=  1 - q,-1 appears in another context when the 
simplification 
)~,,r = 1 - q , - i  ,~ - (n  - 1)lnq ~ (n - 1)p (59) 
is carried out (see [18]). 
Next let us consider 
) , , , /= qr. (60) 
This distribution plays a central role in many different algorithmic analyses, such as 
[19-22, 10, 12]. In the theory of  random graphs it is commonly observed in conjunction 
with greedy structures. Let us consider for instance the construction of a greedy stable 
set 5 S in a random undirected labeled graph with n nodes. We start by setting S = { 1 } 
and for j = 2 . . . . .  n we add the node j to the set S if j is not connected to any of  the 
nodes already contained in S. Then the growth of S is clearly described by (60). In 
a similar way we can show that the same process describes a greedy decomposition of  
a random acyclic digraph in node-disjoint paths as well as a greedy constructed clique 6 
in a random undirected labeled graph (upon substitution of  q with p). According to 
[5], expression (24) can be written as 
P[X ,=k]=(1- -q )n -kq(~){  k 1 
n -k  " 
Another classical distribution arises for 
(61) 
)~n,/= 1 - qT-/, f~<7' (62) 
4 A node is called a source resp. a sink if it does not have any predecessor resp. successor. 
5 A stable set is a set of nodes uch that no pair of nodes is incident with any edge of the graph. 
6 A clique is a set of nodes uch that every pair of nodes is incident with an edge of the graph. 
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The corresponding random variable Yn represents the number of decayed atoms at 
time n when starting with an initial quantity of atoms 7. Accordingly, we start our 
process at time 0 in state 0, i.e. 
P0,0 = 1. (63) 
The random variable Yn is then identical with the random variable Xn+l - 1, where Xn 
originates from process (1) with 
)~,/= 1 - q7-(~'-1). (64) 
An extensive treatment of this physical interpretation can be found in [3], where it is 
shown that for 
K.,e = P[7 - Y. = f] (65) 
the following closed form can be found: 7 
[ n ]q(n-'+~l'(q~-e+l)(. (66) 
Kn, e n - (  
In the theory of algorithms we encounter the random variable Y, in conjunction with the 
average-case running time for the computation of a maximal matching 8 in a bipartite 
graph. The interpretation of Y, is then the size of a greedy matching in a random 
bipartite graph having one of the two color classes of fixed size 7 and the other with 
a variable size n ~< 7. The most interesting case arises when n = 7, i.e. when both color 
classes are equinumerous. Then for (66) we obtain 
K.,/= n - (  
Accordingly, by (38), the random variable n - Y~ corresponds to the random variable 
Xn+l defined by the process (1) with 
2n , /= q~+~-2. (68) 
Following, by (27), we get the asymptotic expression 
lim n Yn q q3 q6 ql0 
- - - -  + - -  - -  + . . .  (69)  
n-~ 1 - q 1 - q2 1 - q3 1 - q4 
which ameliorates the corresponding approximation in [23]. 
Of course, there are many graph parameters that cannot be described by a process 
of type (1). I f  we consider for instance the size of a greedy matching in a random 
undirected graph, then we come up with the recursion 
Pn,/ = (1 - q(n- l ) - ( t -2))Pn_ l , t_  2 q- q(n-1)-f  Pn_l,f,  (70) 
7 Besides this no other result relevant o our work is presented. 
8 A matching is a set of edges such that no pair of edges is incident with the same node. 
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with initial conditions 
P1,0=I and Pn./=O fo r t~{0 .... ,n}. (71) 
Although this process constitutes the basis for many combinatorial pproximations ( ee 
[23,6]), no closed forms for the distribution and the moments have been presented. 
Even if this process does not fit into the definition of (1), the methods we have 
employed in Section 2 can be easily transposed in this context. So we find, for instance, 
the following recursion for the probability generating function: 
g.(z) =-- ~ ze Pn,/ = z2 gn_l(z) + qn-l(1 - z2)On._l(zq -1 ) 
/-1 
(72) 
which results in the closed form 
17-1 
9n(Z)=Z(z2)n- - l - - 'q( '~' l ) (z2;q- -2) l  [ n -  
/ = 0 1/q 
(73) 
Following the probability distribution can be simplified to 
{ (~ 0 ) I : l  if n is odd, 
P..t 
(1 _q2i-l) q("y~) if n is even, 
\i=1 
(74) 
and for the expectation we get 
,~, n -  1 
q( ~ )(q-2;q-2)t-x { l/q E[X,]=2 (n -1 ) -  
/=1 
(75) 
4. Concluding remarks 
In this paper we have analyzed two general Markov processes, providing closed 
expressions for the distribution and the moments of the underlying random variables. 
These results represent a generalization of many single results obtained in different 
fields, from biology to physics, from graph theory to algorithmic. In particular our 
process represents a natural generalization of the binomial distribution, since this is 
obtained by setting ~ = fl = 0. 
A further important result is the outlining of the dominating role played by q- 
hypergeometrical functions in this theory. This can be directly read by the constant use 
of the q-notation, in our eyes a very useful tool to deal with these kinds of problems. 
In particular, we have pointed out a strong relationship between elementary Markov 
processes and analytical number theory. 
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