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EXCEPTIONAL COLLECTIONS ON CERTAIN HASSETT SPACES
ANA-MARIA CASTRAVET AND JENIA TEVELEV
ABSTRACT. We construct an S2×Sn invariant full exceptional collection
on Hassett spaces of weighted stable rational curves with n+2markings
and weights ( 1
2
+ η, 1
2
+ η, ǫ, . . . , ǫ), for 0 < ǫ, η ≪ 1 and can be identi-
fied with symmetric GIT quotients of (P1)n by the diagonal action of Gm
when n is odd, and their Kirwan desingularization when n is even. The
existence of such an exceptional collection is one of the needed ingredi-
ents in order to prove the existence of a full Sn-invariant exceptional col-
lection on M0,n. To prove exceptionality we use the method of windows
in derived categories. To prove fullness we use previous work on the ex-
istence of invariant full exceptional collections on Losev-Manin spaces.
1. INTRODUCTION
A conjecture ofManin andOrlov states that Gorthendieck-Knudsenmod-
uli space M0,n of stable, rational curves with n markings admits a full, ex-
ceptional collectionwhich is invariant (as a set) under the action of the sym-
metric group Sn premuting the markings. The conjecture has been proved
by the authors in [CT20] by reducing it to the similar statement for several
Hassett spaces, one of which is the space under consideration in this paper.
While the proof presented in [CT20] for other needed Hassett spaces seems
valid in this particular case as well, it was not discussed in [CT20] and we
prefer to give a different and much simpler proof here.
For a vector of rational weights a = (a1, . . . , an) with 0 < ai ≤ 1 and∑
ai > 2, the Hassett space Ma is the moduli space of weighted pointed
stable rational curves, i.e., pairs (C,
∑
aipi)with slc singularities, such that
C is a genus 0, at worst nodal, curve and the Q-line bundle ωC(
∑
aipi)
is ample. For example, M0,n = M1,...,1. There exist birational reduction
morphisms Ma → Ma′ every time the weight vectors are such that ai ≥ a
′
i
for every i.
Understanding the derived categories of the Hassett spacesMa was con-
sidered in the work of Ballard, Favero and Katzarkov [BFK12], and ear-
lier, forM0,n in the work of Manin and Smirnov [MS13] (see also [Smi13,
MS14]). However, here we consider a modified question. If Γa ⊆ Sn de-
notes the stabilizer of the set of weights a, we ask whether there exists a
full, Γa-invariant exceptional collection on Ma. Theorem [CT20, Thm. 1.5]
reduces the existence of such collections on M0,n, as well as many other
Hassett spacesMa, to the following cases:
(I) The Losev-Manin spacesMa, where a = (1, 1, ǫ, . . . , ǫ), 0 < ǫ≪ 1.
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(II) The Hassett spacesMp,q, for p+ q = n (q ≥ 0, p ≥ 2) having p heavy
weights and q light weights with the following properties:
a1 = . . . = ap = a+ η, ap+1 = . . . = an = ǫ≪ 1,
pa+ qǫ = 2, 0 < η ≪ 1.
To reduce to the above cases, the authors were inspired by results of
Bergstrom and Minabe [BM13, BM14] that used reduction maps between
Hassett spaces. The existence of a full, invariant, exceptional collection in
case (I) was proved in [CT17]. The work in [CT20] proves the statement
for the spaces Mp,q in (II) with p ≥ 3 and is the most difficult part of the
argument. The current paper treats the spaces Mp,q in (II) with p = 2. We
emphasize that this case is not explicitly proved in [CT20]. However, the
proof for p > 2 seems valid even when p = 2. The proof for p > 2 requires
a lot of different comparisons between different Hassett spaces. Here we
prove that this can be avoided when p = 2. More precisely, the main space
under consideration when p = 2 is the following:
Notation 1.1. Let ZN denote the Hassett space with markings N ∪ {0,∞}
with weights of markings 0 and ∞ equal to 12 + η and the markings from
N equal to ǫ, with 0 < ǫ, η ≪ 1. We also write Zn := ZN for n = |N |
when there is no ambiguity. When n is odd, the space Zn is isomorphic to
the symmetric GIT quotient Zn = (P1)n /O(1,...,1) Gm, with respect to the
diagonal action ofGm on (P1)n, coming from Gm acting on P1 by z · [x, y] =
[zx, z−1y] (see Lemma 3.4). When n is even, Zn is isomorphic to the Kirwan
desingularization of the same GIT quotient (see Lemma 4.3).
The group S2 × Sn acts on Zn by permuting 0, ∞, and the markings
from N respectively. In a similar fashion, the Losev-Manin space LMN (or
LMn, for n = |N |) of dimension (n − 1) is the Hassett space with weights
(1, 1, ǫ, . . . , ǫ), with markings from N ∪ {0,∞} with the weights of 0, ∞
equal to 1, while markings fromN are equal to ǫ, with 0 < ǫ≪ 1. The space
LMN is isomorphic to an iterated blow-up of Pn−1 along points q1, . . . , qn
in linearly general position, and all linear subspaces spanned by {qi}. In
particular, LMn is a toric variety. The action of Sn permuting the mark-
ings fromN corresponds to a relabeling of the points {qi}, while the action
of S2, permuting 0, ∞, corresponds, at the level of Pn−1, to a Cremona
transformation with center at the points {qi}. There is a birational S2×SN -
equivariant morphism, reducing the weights of 0 and∞: p : LMN → ZN .
In particular, ZN is also a toric variety. Our main theorem is the following:
Theorem 1.2. The Hassett space Zn = M( 1
2
+η, 1
2
+η,ǫ,...,ǫ) has a full exceptional
collection which is invariant under the action of (S2 × Sn). In particular, the
K-group K0(Zn) is a permutation (S2 × Sn)-module.
Thm. 1.2 is the immediate consequence of Thm. 1.5 (case of n odd) and
Thm. 1.7 (case of n even). We now describe the collections.
Definition 1.3. If (π : U → M, σ1, . . . , σn) is the universal family over the
Hassett spaceM, one defines tautological classes
ψi := σ
∗
i ωπ, δij = σ
∗
i σj.
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Note that when n is odd, we have ψ0 + ψ∞ = 0 on Zn. For other relations,
including the case when n is even, see Section 2.
Definition 1.4. Assume n is odd. Let E ⊆ N and p ∈ Z, such that if e = |E|
we have that p+ e is even. We define line bundles on Zn as follows:
LE,p := −
(
e− p
2
)
ψ∞ −
∑
j∈E
δj∞.
As sums ofQ-line bundles, LE,p =
p
2ψ∞+
1
2
∑
j∈E ψj = −
p
2ψ0+
1
2
∑
j∈E ψj .
In particular, the action of S2 exchanges LE,p with LE,−p. The line bundles
LE,p are natural from the GIT point of view, see (3.1).
Theorem 1.5. Let n = 2s + 1 odd. The line bundles {LE,p} (Def. 1.4) form a
full, (S2 × Sn) invariant exceptional collection in D
b(Zn) under the condition:
|p|+min(e, n − e) ≤ s, where e = |E|, p+ e even.
The line bundles are ordered by decreasing e, and for a fixed e, arbitrarily.
The collection in Thm. 1.5 is the dual of the collection in [CT20, Thm.
1.10] for p = 2, with some of the constraints on the order removed. See also
Rmk. 3.7 for a more precise statement.
Consider now the case when n = 2s + 2 ≥ 2 is even. In this case the
universal family overZn has reducible fibers. For each partitionN = T⊔T
c,
|T | = |T c| = s + 1, we denote δT∪{∞} ⊆ Zn the boundary component
parametrizing nodal rational curve with two components, with markings
from T ∪ {∞} on one component and T c ∪ {0} on the other. Moreover,
δT∪{∞} = P
s × Ps and we have that Zn → (P1)n /O(1,...,1) PGL2 is a Kirwan
resolution of singularities with exceptional divisors δT∪{∞}.
Definition 1.6. Assume n is even. LetE ⊆ N and p ∈ Z, such that if e = |E|
we have that p+ e is even. We define line bundles on Zn as follows:
LE,p := −
(
e− p
2
)
ψ∞ −
∑
j∈E
δj∞ −
∑
|E∩T |− e−p
2
>0
(
|E ∩ T | −
e− p
2
)
δT∪{∞}.
The line bundles LE,p are natural from the GIT point of view, see Def. 4.6
and the discussion after. From this point of view, it is also clear that the
action of S2 exchanges LE,p with LE,−p.
Theorem 1.7. Assume n = 2s + 2 is even, s ≥ 0. The following form a full,
(S2 × Sn) invariant exceptional collection in D
b(Zn):
• The torsion sheaves O(−a,−b) supported on δT∪{∞} = P
s × Ps, for all
T ⊆ N , |T | = |T c| = s+ 1, such that one of the following holds:
– 0 < a ≤ s, 0 < b ≤ s,
– a = 0, 0 < b < s+12 ,
– b = 0, 0 < a < s+12 .
• The line bundles {LE,p} (Def. 1.6) under the following condition:
|p|+min(e, n + 1− e) ≤ s+ 1, where e = |E|, p+ e even.
The order is as follows: all torsion sheaves precede the line bundles, the torsion
sheaves are arranged in order of decreasing (a + b), while the line bundles are
arranged in order of decreasing e, and for a fixed e, arbitrarily.
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The torsion part of the collection in Thm. 1.7 is the same as the torsion
part of the collection in [CT20, Thm. 1.15] for p = 2. However, the remain-
ing parts are not the same, nor are they dual to each other, as in the case
of Thm. 1.5. There is a relationship between the dual collection {L∨E,p} and
the torsion free part of the collection in [CT20, Thm. 1.15] for p = 2, but this
is more complicated - see Rmk. 4.23 for a precise statement.
To prove that our collections are exceptional, we use the method of win-
dows [HL15,BFK12]. We then use some of the main results of [CT17, Prop.
1.8, Thm. 1.10] to prove fullness, by using the reduction map p : LMn → Zn
in order to compare our collections onZn withwith the push forward of the
full exceptional collection on the Losev–Manin space. We emphasize that
while in [CT20] we prove exceptionality and fullness on spaces like ZN in-
directly, by working on their contractions (small resolutions of the singular
GIT quotient when n is even), in this paper we prove both exceptionality
and fullness directly, by using the method of windows (for n even on the
Kirwan resolution, the blow-up of the strictly semistable locus).
As remarked in [CT17], we do not know any smooth projective toric va-
rieties X with an action of a finite group Γ normalizing the torus action
which do not have a Γ-equivariant exceptional collection {Ei} of maximal
possible length (equal to the topological Euler characteristic of X). From
this point of view, the Losev-Manin spaces LMN and their birational con-
tractions ZN provide evidence that this may be true in general. The exis-
tence of such a collection implies that the K-groupK0(X) is a permutation
Γ-module. In the Galois setting (when X is defined over a field which is
not algebraically closed and Γ is the absolute Galois group), an analogous
statement was conjectured by Merkurjev and Panin [MP97]. Of course one
may furtherwonder if {Ei} is in fact full, which is related to (non)-existence
of phantom categories onX, another difficult open question.
We refer to [CT15,CT13,CT12] for background information on the bira-
tional geometry ofM0,n, the Losev–Manin space and other related spaces.
Organization of paper. In Section 2 we discuss preliminaries on Hassett
spaces and prove some general results on how tautological classes pull
back under reduction morphisms. These results are of independent inter-
est and have been already used in a crucial way in [CT20]. In Section 3,
we discuss the GIT interpretation of the Hassett spaces Zn in the n odd
case and prove Thm. 1.5. In Section 4, we do the same for the n even case
and prove Thm. 1.7. Section 5 serves as an appendix, recalling results on
Losev-Manin spaces from [CT17] and calculating the push forward to Zn
of the full exceptional collection on the Losev-Manin space LMn. These re-
sults are used in Sections 3 and 4 to prove fullness in Theorems 1.5 and 1.7.
Throughout the paper, we do not distinguish between line bundles and the
corresponding divisor classes.
Acknowledgements. We are grateful to Alexander Kuznetsov for suggest-
ing the problem about the derived categories of moduli spaces of pointed
curves in the equivariant setting. We thank Daniel Halpern–Leistner for his
help with windows in derived categories.
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2. PRELIMINARIES ON HASSETT SPACES
We refer to [Has03] for background on the Hassett moduli spaces. Recall
that for a choice of weights
a = (a1, . . . , an), ai ∈ Q, 0 < ai ≤ 1,
∑
ai > 2,
we denote by Ma the fine moduli space of weighted rational curves with
n markings which are stable with respect to the set of weights a. More-
over,Ma is a smooth projective variety of dimension (n − 3). Note that the
polytope of weights has a chamber structure with walls
∑
i∈I ai = 1 for
every subset I ⊆ {1, . . . , n}. One obtains the Losev-Manin space LMN by
considering weights on the set of markings {0,∞} ∪N :(
1, 1,
1
n
, . . . ,
1
n
)
, n = |N |.
Replacing the weights equal to 1n with some ǫ ∈ Q, for some 0 < ǫ ≪ 1,
defines the same moduli problem, hence, gives isomorphic moduli spaces.
Similarly, the moduli space ZN of Notn. 1.1 is the moduli space with set
of markings {0,∞} ∪N and weights(1
2
+ η,
1
2
+ η,
1
n
, . . . ,
1
n
)
, η ∈ Q, 0 < η ≪ 1.
If a = (a1, . . . , an) and a
′ = (b1, . . . , bn) are such that ai ≥ bi, for all i,
there is a reduction morphism ρ : Ma → M
′
a
. This is a birational morphism
whose exceptional locus consists of boundary divisors δI (parametrizing
reducible curves with a node that disconnects the markings from I and Ic)
for every subset I ⊆ N such that
∑
i∈I ai > 1, but
∑
i∈I bi ≤ 1. For us a
special role will be played by the reduction map p : LMN → ZN which
reduced the weights of {0,∞} from 1 to the minimum possible.
For a Hassett space M = Ma, with universal family (π : U → M, {σi}),
recall that we define ψi := σ
∗
i ωπ, δij = σ
∗
i σj . Since the sections σi lie in the
locus where the map π is smooth, the identity σi · ωπ = −σ
2
i holds on S .
Therefore, −ψi = π∗
(
σ2i
)
= σ∗i σi.
Lemma 2.1. Assume M is a Hassett space whose universal family π : U → M is
a P1-bundle. Then the identity −ωπ = 2σi + π∗(ψi) holds on U , and therefore, on
M we have for all i 6= j:
ψi + ψj = −2δij .
Hence, for all distinct i, j, k, we have ψi = −δij − δik + δjk.
Proof. Indeed,−ωπ−2σi restricts to the fibers of the P1-bundle trivially, and
therefore should have form π∗(L) for some line bundle onM. Pulling back
by σi shows that L = ψi. 
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When n is odd, the universal family U → ZN is a P1-bundle and the
sections σ0 and σ∞ are distinct. Lemma 2.1 has the following:
Corollary 2.2. The following identities hold on ZN when n is odd:
ψ0 = −ψ∞ = −δi0 + δi∞, ψi = −δi0 − δi∞. (2.1)
Lemma 2.3. LetM = Ma,M
′
= Ma′ be Hassett spaces, with a = (ai), a
′ = (bi),
ai ≥ bi for all i. Consider the corresponding reduction map p : M
′
→ M. Let
(π : U → M, {σi}), (π
′ : U ′ → M
′
, {σ′i}) be the universal families. Denote by
(ρ : V → M
′
, {si}) the pull-back of (π
′ : U → M, {σi}) toM
′
. Then there exists a
commutative diagram:
U ′
v
−−−−→ V
q
−−−−→ Uyπ′ ρy πy
M
′ Id
−−−−→ M
′ p
−−−−→ M
Furthermore, identifying U ′ with aHassett spaceMa˜, where a˜ = (a1, . . . , an, 0)
(with an additional marking x with weight 0) [Has03, 2.1.1], we have:
v∗ωρ = ωπ′ −
∑
|I|≥2,
∑
i∈I ai>1,
∑
i∈I bi≤1
δI∪{x},
v∗si = σi +
∑
i∈I,|I|≥2,
∑
i∈I ai>1,
∑
i∈I bi≤1
δI∪{x},
p∗ψi = ψi −
∑
i∈I,|I|≥2,
∑
i∈I ai>1,
∑
i∈I bi≤1
δI ,
p∗δij = δij +
∑
i,j∈I,|I|≥3,
∑
i∈I ai>1,
∑
i∈I bi≤1
δI .
Proof. The spaces U and U ′ are smooth [Has03, Prop. 5.3 and 5.4]. The
existence of the commutative diagram follows from semi-stable reduction
[Has03, Proof of Thm. 4.1]. The map v is obtained by applying the relative
MMP for the line bundle ωπ′(
∑
biσ
′
i). Concretely, the relative MMP results
in a sequences of blow-downs, followed by a small crepant map:
U ′ = S1 → S2 → . . .→ Sr = V,
(all over M
′
). The resulting map v : U ′ → V is a birational map which
contracts divisors in U ′ to codimension 2 loci in V (as the relative dimension
drops from 1 to 0). Note that V is generically smooth along these loci. The v-
exceptional divisors can be identified via U ′ ∼= Ma˜ with boundary divisors
δI∪{x} (I ⊆ N ), with the property that
∑
i∈I ai > 1,
∑
i∈I bi ≤ 1.
For a flat family of nodal curves u : C → B with Gorenstein base B (in
our case smooth) the relative dualizing sheaf ωu is a line bundle on C with
first Chern class KC − u
∗KB , where KC and KB denote the corresponding
canonical divisors. In particular:
ωπ′ = KU ′ − π
′∗K
M
′ , ωρ = KV − ρ
∗K
M
′ .
Since the map v on an open set is the blow-up of codimension 2 loci in
V , it follows that KU ′ = v
∗KV +
∑
E, by the blow-up formula. Hence,
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v∗ωρ = ωπ′ −
∑
E, where the sum runs over all prime divisors E which
are v-exceptional. This proves the first identity. For the second, we identify
the sections σ′i (resp., σi) with the boundary divisors δix in U
′ (resp., in
U ). Note that the proper transform of the section si is σ
′
i and si contains
v(δI∪{x}) (|I| ≥ 2), for δI∪{x} v-exceptional if and only if i ∈ I . Moreover, in
this case, v(δI∪{x}) is contained in si (with codimension 1) and si is smooth
(sinceM
′
is). The second identity follows. By Def. 1.3 and the diagram,
p∗ψi = p
∗σ∗i ωπ = s
∗
i q
∗ωπ = s
∗
iωρ = σ
′
i
∗
v∗ωρ,
p∗δij = p
∗σ∗i (σj) = s
∗
i q
∗(σj) = s
∗
i sj = σ
′∗
i v
∗sj.
The last two formulas now follow using the first two and the fact that
σ′∗i δI∪{x} = δI if i ∈ I and is 0 otherwise. 
Corollary 2.4. Let p : LMN → ZN be the reduction map. Let s :=
⌊
n−1
2
⌋
. Then
p∗ψ0 = ψ0 −
∑
I⊆N,1≤|I|≤s
δI∪{0},
p∗ψi = −
∑
i∈I⊆N,1≤|I|≤s
(
δI∪{0} + δI∪{∞}
)
(i ∈ N),
p∗δi0 =
∑
i∈I⊆N,1≤|I|≤s
δI∪{0} (i ∈ N),
p∗δij = δij +
∑
i,j∈I⊆N,1≤|I|≤s
(
δI∪{0} + δI∪{∞}
)
(i, j ∈ N).
Lemma 2.5. On the Losev-Manin space LMN , we have ψi = 0 for all i ∈ N .
Proof. Apply Lemma 2.3 to a reduction map p : M0,N∪{0,∞} → LMN :
p∗ψi = ψi −
∑
i∈I,|I|≥2,0,∞∈Ic
δI .
The right hand side of the equality is 0 [KT09, Lemma 3.4]. Therefore,
p∗ψi = 0. As p∗O = O, by the projection formula, we have ψi = 0. 
Proof of Cor. 2.4. Follows from Lemma 2.3 and Lemma 2.5. In the notations
of the Lemma, the universal family U ′ over M
′
= LMN can be identified
with Ma˜, where a˜ = (1, 1, ǫ, . . . , ǫ, 0), with an additional marking x with 0
weight. But U ′ can also be identified with LMN∪{x} = M(1,1,ǫ,...ǫ) (here x
has weight ǫ). Via this identification, boundary divisors δJ correspond to
boundary divisors δJ , for any J ⊆ N∪{0,∞, x}. The v-exceptional divisors
appearing in the sum are δI∪{x,0}, δI∪{x,∞}, I ⊆ N , |I| ≤
⌊
n−1
2
⌋
. 
When n = |N | is even, the Hassett space ZN = M( 1
2
+η, 1
2
+η, 1
n
,..., 1
n
) of Notn.
1.1 is closely related to the following Hassett spaces:
Z ′N = M( 1
2
+ǫ, 1
2
, 1
n
,..., 1
n
), Z
′′
N = M( 1
2
, 1
2
+ǫ, 1
n
,..., 1
n
),
with weights assigned to (∞, 0, p1, . . . , pn). There exist p
′ : ZN → Z
′
N ,
p′ : ZN → Z
′′
N , reduction maps that contract the boundary divisors using
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the two different projections. The universal families over Z ′N and Z
′′
N are
P1-bundles. Lemma 2.3 applied to the reduction maps p′, p′′ leads to:
Lemma 2.6. Assume n = |N | is even. The following relations hold between the
tautological classes on the Hassett space ZN :
ψ0 = δi∞ − δi0 +
∑
i∈T,|T |=n
2
δT∪{∞}, ψ∞ = δi0 − δi∞ +
∑
i/∈T,|T |=n
2
δT∪{∞},
ψ0 + ψ∞ =
∑
|T |=n
2
δT∪{∞}.
Proof. The second relation follows from the first using the S2 symmetry,
while the third follows by adding the first two. To prove the first relation,
consider the reduction map p′ : ZN → Z
′
N . To avoid confusion, we denote
by ψ′i, δ
′
ij (resp., ψi, δij) the tautological classes on Z
′
N (resp., on ZN ). The
universal family C′ → Z ′N is a P
1-bundle. By Lemma 2.1, we have ψ′∞ =
δ′i0 − δ
′
i∞ (since δ
′
0∞ = 0). The relation follows, as by Lemma 2.3, we have
p′
∗
ψ′∞ = ψ∞−
∑
|T |=n
2
δT∪{∞}, p
′∗δ′i∞ = δi∞+
∑
i∈T,|T |=n
2
δT∪{∞}, p
′∗δ′i0 = δi0.

3. PROOF OF THEOREM 1.5
We start with a few generalities on GIT quotients (P1)nss / Gm. For n odd,
we first show that theHassett spaceZN introduced in (1.1) can be identified
with symmetric GIT quotients (P1)nss / Gm. We use the method of windows
from [HL15] to prove exceptionality of the collections in Thm. 1.5. We then
prove that the collection is full, by using the full exceptional collection on
the Losev-Manin spaces LMN (see Section 5).
3.1. Generalities on GIT quotients (P1)nss / Gm. Assume n is an arbitrary
positive integer. LetGm = Speck[z, z−1] act on A2 by z · (x, y) = (zx, z−1y).
Let PGm := Gm/{±1}. Note that PGm acts on P1 faithfully. Let 0 ∈ P1 be
the point with homogeneous coordinates [0 : 1] and let∞ = [1 : 0].
We use concepts of “linearized vector bundles” and “equivariant vector
bundles” interchangeably. For (complexes of) coherent sheaves, we prefer
“equivariant”. We endow the line bundle OP1(−1) with a Gm-linearization
induced by the above action of Gm on its total space VOP1(−1) ⊂ P
1 × A2.
Consider the diagonal action of Gm on (P1)n. For j¯ = (j1, . . . , jn) in Zn,
we denoteO(j¯) the line bundleO(j1, . . . , jn) on (P1)nwithGm-linearization
given by the tensor product of linearizations above. We denote O ⊗ zk the
trivial line bundle withGm-linearization given by the character Gm → Gm,
z 7→ zk. For every equivariant coherent sheafF (resp., a complex of sheaves
F•), we denote by F ⊗ zk (resp., F• ⊗ zk) the tensor product with O ⊗ zk.
Note that O(j¯)⊗ zk is PGm-linearized iff j1 + . . .+ jn + k is even.
There is an action of S2 × Sn on (P1)n which normalizes the Gm action.
Namely, Sn permutes the factors of (P1)n and S2 acts on P1 by z 7→ z−1. This
action permutes linearized line bundles O(j¯)⊗ zk as follows: Sn permutes
components of j¯ and S2 flips k 7→ −k.
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Notation 3.1. Consider the GIT quotient
Σn := (P
1)nss /L Gm, L = O(1, . . . , 1),
with respect to the ample line bundleL (with its canonicalGm-linearization
described above). Here (P1)nss denotes the semi-stable locus with respect to
this linearization. Let φ : (P1)nss → Σn denote the canonical morphism.
AsGIT quotientsX/ L G are by definitionProj
(
R(X,L)G
)
, whereR(X,L)G
is the invariant part of the section ring R(X,L), we may replace Lwith any
positive multiple. As the action of PGm on (P1)n is induced from the action
of Gm, Σn is isomorphic to the GIT quotient (P1)nss / PGm (with respect to
any even multiple of L). The action of S2 × Sn on (P1)n descends to Σn.
By the Hilbert-Mumford criterion, a point (zi) in (P1)n is semi-stable
(resp., stable) if ≤ n2 (resp., <
n
2 ) of the zi equal 0 or equal∞.
3.2. The space ZN as a GIT quotient when n is odd. When n is odd, there
are no strictly semistable points and the action of PGm on (P1)nss is free. In
particular, Σn is smooth and by Kempf’s descent, any PGm-linearized line
bundle on (P1)nss descends to a line bundle on Σn. Furthermore, Σn can
be identified with the quotient stack [(P1)nss/PGm] and its derived category
Db(Σn)with the equivariant derived categoryD
b
PGm((P
1)nss).
Consider the trivial P1-bundle on (P1)n with the following sections:
ρ : (P1)n × P1 = Proj(Sym(O ⊕O))→ (P1)n,
s0(z) = (z, 0), s∞(z) = (z,∞), si(z) = (z, pri(z)),
where pri : (P1)n → P1 is the i-th projection. The sections s0, resp., s∞ are
induced by the projection p2 : O⊕O → O, resp., p1 : O⊕O → O, while the
section si is induced by the map O ⊕ O → pr
∗
iO(1) given by the sections
xi = pr
∗
i x, yi = pr
∗
i y of pr
∗O(1) that define 0 and∞ on the i-th copy of P1.
Notation 3.2. Let∆i0 = pr
−1
i ({0}) ⊆ (P
1)n and∆i∞ = pr
−1
i ({∞}) ⊆ (P
1)n.
Note that ∆i0 is the zero locus of the section xi, or the locus in (P1)n
where si = s0. Similarly, let∆i∞ the zero locus of the section yi.
We now endow all the above vector bundles with Gm-linearizations. Let
L0 = O ⊗ z, L∞ = O ⊗ z
−1, Li = pr
∗
iO(1) ⊗ 1, E = L0 ⊕ L∞.
ThemapsL0 → Li,L∞ → Li (given by the sections xi, yi) areGm-equivariant,
hence, induce Gm-equivariant surjective maps E → Li. The projection
maps E → L0 and E → L∞ are clearly Gm-equivariant. While none of E ,
L0,L∞,Li are PGm-linearized vector bundles, tensoring with O(1, . . . , 1)
solves this problem, and we obtain a non-trivial P1-bundle π : P(E) → Σn
with disjoint sections σ0, σ∞ and additional sections σ1, . . . , σn.
Denote δi0 the locus in Σn where σi = σ0. This is the zero locus of the
section giving the map L∞ → Li on Σn, i.e., the section whose pull-back to
(P1)n is the section xi. Similarly, we let δi∞ the locus in Σn where σi = σ∞.
Hence, the sections xi, yi of pr
∗
iO(1)⊗1 defining∆i0,∆i∞ descend to global
sections of the corresponding line bundle on Σn and define δi0, δi∞.
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Lemma 3.3. Assume n is odd. We have the following dictionary between line
bundles on the GIT quotient Σn and PGm-linearized line bundles on (P1)n:
O(δi0) = pr
∗
iO(1) ⊗ z, O(δi∞) = pr
∗
iO(1)⊗ z
−1
ψ0 = O ⊗ z
−2, ψ∞ = O ⊗ z
2, ψi = pr
∗
iO(−2)⊗ 1.
Proof. The first two formulas follows from the previous discussion: O(δi0)
corresponds to the PGm-linearized line bundle Li ⊗ L∨∞. The remaining
formulas follow from Lemma 3.4 the identities (2.1). 
Lemma 3.4. If n = |N | is odd, the Hassett space ZN (see Notn. 1.1) is isomorphic
to the GIT quotient Σn = (P1)nss /O(1,...,1) Gm.
Proof. The trivial P1-bundle ρ : (P1)nss × P
1 → (P1)nss with sections s0,
s∞, si is the pull-back of the P1-bundle π : P(E) → Σn and sections σ0,
σ∞, σi. Since the former is a family of A-stable rational curves, where
A = (12 + η,
1
2 + η,
1
n , . . . ,
1
n), we have an induced morphism f : Σn → ZN .
Clearly, every A-stable pointed rational curve is represented in the family
over (P1)nss (hence, Σn). Furthermore, two elements of this family are iso-
morphic if and only if they belong to the same orbit under the action of
Gm. It follows that f is one-to-one on closed points. As both ZN and Σn are
smooth, f must be an isomorphism. Alternatively, there is an inducedmor-
phism F : (P1)nss → ZN which is Gm-equivariant (with Gm acting trivially
on ZN ). AsΣn is a categorical quotient, it follows that F factors throughΣn
and as before, the resultingmap f : Σn → ZN must be an isomorphism. 
3.3. Exceptionality. When n is odd, Σn is a smooth polarized projective
toric variety for the torus Gn−1m and its polytope is a cross-section of the
n-dimensional cube (the polytope of (P1)n with respect to L) by the hy-
perplane normal to and bisecting the big diagonal. In particular, the topo-
logical Euler characteristic e(Σn) is equal to the number of edges of the
hypercube intersecting that hyperplane:
e(Σn) = n
(
n− 1
n−1
2
)
= n
(
n
0
)
+ (n− 2)
(
n
1
)
+ (n− 4)
(
n
2
)
+ . . . .
By Lemma 3.3, the line bundles {LE,p} in Thm. 1.5 correspond to restric-
tions to (P1)nss of PGm linearized line bundles on (P
1)n
LE,p = O(−E)⊗ z
p, (3.1)
where O(−E) = O(j¯), with j¯ is a vector of 0’s and (−1)’s, with −1’s corre-
sponding to the indices inE ⊆ N . (Here we abuse notations and we denote
by LE,p both the line bundle on (P1)n and the corresponding one on Σn.)
The collection is (S2 × Sn)-equivariant and consists of e(Σn) line bundles.
Proof of Thm. 1.5 - exceptionality, LetG := PGm. We use the method of win-
dows [HL15]. We describe the Kempf–Ness stratification [HL15, Section
2.1] of the unstable locus (P1)nus with respect to L. The G-fixed points are
ZI = {(xi) |xi = 0 for i 6∈ I, xi =∞ for i ∈ I}
for every subset I ⊆ {1, . . . , n}. Let σI : ZI →֒ (P1)n be the inclusion
map. The stratification comes from an ordering of the pairs (λ,Z), where
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λ : Gm → G is a 1-PS and Z is a connected component of the λ-fixed locus
(the points ZI in our case). The ordering is such that the function
µ(λ,Z) = −
weightλL|Z
|λ|
,
is decreasing. Here |λ| is a euclidian norm on Hom(Gm, G) ⊗Z R. We refer
[HL15, Section 2.1] for the details. As µ(λ,Z) = µ(λk, Z) for any integer
k > 0, it follows that, in our situation, one only has to consider only pairs
(λ,ZI) and (λ
′, ZI), for the two 1-PS λ(z) = z and λ
′(z) = z−1. Recall that
weightλO(−1)|∞ = +1, weightλO(−1)|0 = −1,
weightλ(O ⊗ z
p)|q = p for all points q ∈ P
1.
It follows that weightλ′O(−1)|∞ = −1, weightλ′O(−1)|0 = +1 and
weightλL|ZI = |I
c| − |I|, weightλ′L|ZI = −|I
c|+ |I|.
The unstable locus is the union of the following Kempf–Ness strata:
SI = {(xi) |xi =∞ if i ∈ I, xi 6=∞ if i /∈ I} ∼= A
|Ic| for |I| > n/2,
S′I = {(xi) |xi = 0 if i 6∈ I, xi 6= 0 if i ∈ I} ≃ A
|I| for |I| < n/2.
The destabilizing 1-PS for SI (resp. for S
′
I ) is λ (resp. λ
′). The 1-PS λ (resp.,
λ′) acts on the conormal bundle N∨SI |(P1)n (resp., N
∨
S′
I
|(P1)n) restricted to ZI
with positive weights and their sum ηI (resp., η
′
I ) can be computed as
ηI = 2|I|, resp. η
′
I = 2|I
c|.
To see this, note that the sum of λ-weights of
(
N∨SI |(P1)n
)
|ZI
equals
weightλ
(
detN∨SI |(P1)n
)
|ZI
= weightλ
(
detTSI
)
|ZI
− weightλ
(
detT(P1)n
)
|ZI
.
Note that SI can be identified with A|I
c| and the point ZI ∈ SI with the
point 0 ∈ A|I
c|. The action ofG onA|I
c| is via z ·(xj) = (z
2xj). It follows that
weightλTSI |ZI = 2|I
c|. Similarly, the tangent space
(
detT(P1)n
)
|ZI
can be
identified with the tangent space of T0An, with the action ofG on (xj) ∈ An
being z · xj = z
2xj if j ∈ I
c and z · xj = z
−2xj if j ∈ I . It follows that
weightλ
(
T(P1)n
)
|ZI
= 2|Ic| − 2|I|. Hence, ηI = 2|I|. Similarly, η
′
I = 2|I
c|.
For the Kempf-Ness strata SI and S
′
I we make a choice of “weights”
wI = w
′
I = −2s, where n = 2s+ 1.
By the main result of [HL15, Thm. 2.10], DbG((P
1)nss) is equivalent to
the window Gw in the equivariant derived category DbG((P
1)n), namely a
full subcategory of all complexes of equivariant sheaves F• such that all
weights (with respect to corresponding destabilizing 1-PS) of the cohomol-
ogy sheaves of the complex σ∗IF
• lie in the segment
[wI , wI + ηI) or [w
′
I , w
′
I + η
′
I), respectively.
Weprove that thewindowGw contains all linearized line bundlesLE,p =
O(−E) ⊗ zp from Thm. 1.5. Recall that n = 2s + 1. Since the collection
is S2 invariant and S2 flips the strata SI and S
′
I , it suffices to check the
window conditions for SI . The λ-weight of O(−E) ⊗ z
p restricted to ZI
equals |I∩E|−|Ic∩E|+p. It is straightforward to check that the maximum
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of this quantity over all E is equal to 2s+2|I|−n+1when s is odd, or 2s+
2|I|−n−1when s is even, and the minimum to−2s, hence the claim. Since
our collection of linearized line bundles is clearly an exceptional collection
onDbG((P
1)n), it follows it is an exceptional collection in DbG(Zn). 
3.4. Fullness. We will prove the following general statement.
Theorem 3.5. The collection in Thm. 1.5 generates all line bundles
LE,p := O(−E)⊗ z
p,
for all E ⊆ N , e = |E|, p ∈ Z with e+ p even.
Proof of Thm. 1.5 - fullness. By Thm. 3.5, the collection in Thm. 1.5 generates
all the objects Rp∗(π
∗
I Gˆ) from Cor. 5.11. Fullness then follows by Cor. 5.5.
Alternatively, it is easy to see that line bundles LE,p generate derived cate-
gory of the stack [(P1)n/PGm] and we can finish as in [CT20, Prop. 4.1]. 
Proof Thm. 3.5. For simplicity, denote by C the collection in the theorem. We
introduce the score of a pair (E, p), with e = |E| as
s(E, p) := |p|+min{e, n − e}.
The collection C consists of LE,p with s(E, p) ≤ s. We prove the statement
by induction on the score s(E, p), and for equal score, by induction on |p|.
Let (E, p) be any pair as in Thm. 3.5. If s(E, p) ≤ s, there is nothing to
prove. Assume s(E, p) > s. Using S2-symmetry, we may assume w.l.o.g.
that p ≥ 0. We will use the two types of PGm-equivariant Koszul resolu-
tions from Lemma 3.6 to successively generate all objects.
Case e ≤ s. The sequence (1) in Lemma 3.6 for a set I with |I| = s + 1
followed by tensoring with LE,p = O(−E)⊗ z
p, gives an exact sequence
0→ LE∪I,p−s−1 → . . .→
⊕
J⊆I,|J |=j
LE∪J,p−j → . . .→ LE,p → 0.
We prove that each term LE∪J,p−j is generated by C for all j > 0. Note that
s(E, p) = |p|+ e = p+ e. If p− j ≥ 0, then
s(E ∪ J, p− j) ≤ (p − j) + (e+ j) = p+ e = s(E, p),
but as p− j < p, we are done by induction on |p|. If p− j < 0 then
s(E ∪ J, p− j) ≤ (j − p) + n− (e+ j) = n− e− p < e+ p = s(E, p)
since we assume e+ p > s. In particular, LE∪J,p−j is in C.
Case e ≥ s+ 1. Let I ⊆ E, with |I| = s + 1. The sequence (2) in Lemma
3.6 for the set I , followed by tensoring with LE′,p−s−1 = O(E
′) ⊗ zp−s−1,
where E′ = E \ I , gives an exact sequence
0→ LE,p → . . .→
⊕
J⊆I,|J |=j
LE′∪J,j+p−s−1 → . . .→ LE′,p−s−1 → 0.
We prove that each term LE∪J,j+p−s−1 is generated by C for all J 6= I (when
(E′ ∪ J, j + p − s − 1) = (E, p)). Note that s(E, p) = p + n − e. We let
e′ := |E′| = e− s− 1. If j + p− s− 1 ≥ 0, then
s(E′ ∪ J, j + p− s− 1) ≤ (j + p− s− 1) + (n− e′− j) = p+n− e = s(E, p).
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As p + j − s − 1 ≤ p with equality if and only if J = I , we are done by
induction on |p|. If j + p− s− 1 < 0, then
s(E′∪J, j+p−s−1) ≤ −(j+p−s−1)+(e′+j) = e−p < s(E, p) = p+n−e,
since we assume s(E, p) > s, which gives e− p ≤ s. 
Lemma 3.6. Let n = 2s + 1, I ⊆ N , |I| = s + 1. There are two types of
PGm-equivariant resolutions:
(1) The restriction to (P1)nss of the Koszul complex of the intersection of the
divisors ∆i0 (Notation 3.2) for i ∈ I , which takes the form
0→ O(−I)⊗ z−(s+1) → . . .→
⊕
J⊆I,|J |=j
O(−J)⊗ z−j → . . .→ O⊗ 1→ 0
(2) The restriction to (P1)nss of the Koszul complex of the intersection of the
divisors ∆i∞ (Notation 3.2) for i ∈ I , which takes the form
0→ O(−I)⊗ z(s+1) → . . .→
⊕
J⊆I,|J |=j
O(−J)⊗ zj → . . .→ O⊗ 1→ 0
Proof. Let G = PGm. Denote for simplicity Di = ∆i0, for all i ∈ N .
The divisors D1, . . . ,Dn intersect with simple normal crossings. Let YI :=
∩i∈IDi ⊆ (P1)n. Consider the Koszul resolution of YI :
. . .→ ⊕i<j,i,j∈IO(−Di −Dj)→ ⊕i∈IO(−DI)→ O → OYI → 0.
Each of the maps in the sequence are direct sums of maps of the form
O(−Dj1 − . . .−Djt)→ O(−Dj1 − . . . −Djt−1)
obtained by multiplication with a canonical section corresponding to the
effective divisor Djt . This can be made into a G-equivariant map:
O(−Dj1 − . . .−Djt)⊗ z
−t → O(−Dj1 − . . . −Djt−1)⊗ z
−(t−1).
since O(−Di) ⊗ z
−1 → O is the G-equivariant map given by multiplica-
tion with xi, whose zero locus is Di = ∆i0 (see Lemma 3.3 and the dis-
cussion preceding it). The Lemma follows by restriction to (P1)nss. Note
that YI ∩ (P1)nss = ∅. The proof of (2) is similar, with the only difference
that multiplication with yi, the canonical section of ∆i∞ corresponds to a
G-equivariant map O(−∆i∞)⊗ z → O. 
Remark 3.7. We explain the connection with case p = 2, q = n = 2s + 1 of
[CT20, Thm. 1.10]. The collection there is the following:
(i) The line bundles F0,E := −
1
2
∑
j∈E ψj (e = |E| is even) in the so-called
group 1 (group 1A and group 1B of the theorem coincide in this case).
(ii) The line bundles in the so-called group 2:
Tl,{u}∪E := σ
∗
u
(
ω
e+1−l
2
π (E∪{u})
)
=
e− l − 1
2
ψu+
∑
j∈E
δju = −
l+ 1
2
ψu−
∑
j∈E
1
2
ψj
where e = |E|, u ∈ {0,∞}, l ≥ 0, l + |E ∩ {u}| even (i.e., l + e odd), with
l +min{e, n − e} ≤ s− 1.
This collection is the dual of the one in Thm. 1.5. The elements in group
2with l = p− 1, u =∞ recover the dual of the collection in Thm. 1.5 when
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p > 0. Similarly, elements in group 2 with l = −p − 1, u = 0 recover the
dual of the collection in Thm. 1.5 when p < 0. The elements of group 1
recover the dual of the collection in Thm. 1.5 when p = 0.
4. PROOF OF THEOREM 1.7
We employ a similar strategy as in Section 3. We identify the Hassett
space ZN (see (1.1)) when n = |N | is even with the Kirwan resolution of
the symmetric GIT quotient Σn. We use the method of windows [HL15] to
prove the exceptionality part of Thm. 1.7. We prove fullness using previous
results on Losev-Manin spaces LMN (see Section 5).
4.1. The space ZN as a GIT quotient, n even. Assume n = 2s + 2. There
are
( n
s+1
)
strictly semistable points {pT } ∈ (P1)nss one for each subset T ⊆
N , |T | = s + 1. More precisely, the point pT is obtained by taking ∞ for
spots in T and 0 for spots in T c. Instead of the GIT quotient Σn, which is
singular at the images of these points, we consider its Kirwan resolution
Σ˜n constructed as follows.
Let W = Wn be the blow-up of (P1)n at the points {pT } and let {ET }
be the corresponding exceptional divisors. The action of Gm lifts toW . To
describe this action locally around a point pT , assume for simplicity T =
{s+ 2, . . . , n} around the point pT . Consider the affine chart
An = (P1 \ {∞})s+1 × (P1 \ {0})s+1
In the new coordinates, we have pT = 0 = (0, . . . , 0). We let ((xi), (yi)),
resp., ((ti), (ui)), for i = 1, . . . , s, be coordinates on An, resp., Pn−1. ThenW
is locally the blow-up Bl0An, with equations
xitj = xjti, xiuj = yjti, yiuj = yjui.
The action of Gm onW is given by
z ·
(
(xi, yi), [ti, ui]
)
=
(
(z2xi, z
−2yi), [z
2ti, z
−2ui]
)
.
The fixed locus of the action of Gm on ET consists of the subspaces
Z+T = {u1 = . . . = us+1 = 0} = P
s ⊆ Pn−1 = ET ,
Z−T = {t1 = . . . = ts+1 = 0} = P
s ⊆ Pn−1 = ET .
As Bl0An is the total space V(OET (−1)) of the line bundle OET (−1) =
OET (ET ) and the action ofGm onBl0A
n coincides with the canonical action
of Gm on V(OET (−1)) coming from the action of G on ET = P
n−1 given by
z · [t1, . . . , ts+1, u1, . . . , us+1] = [z
2t1, . . . , z
2ts+1, z
−2u1, . . . , z
−2us+1].
It follows thatOET (ET ) (and hence,O(ET )) has a canonicalGm-linearization.
With respect to this linearization, we have:
weightλOET (−1)|q = weightλO(ET )|q = +2, q ∈ Z
+
T , λ(z) = z, (4.1)
weightλOET (−1)|q = weightλO(ET )|q = −2, q ∈ Z
−
T , λ(z) = z.
and similarly,
weightλ′OET (−1)|q = weightλ′O(ET )|q = −2, q ∈ Z
+
T , λ
′(z) = z−1.
weightλ′OET (−1)|q = weightλ′O(ET )|q = +2, q ∈ Z
−
T , λ
′(z) = z−1.
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We denote by O(j¯)(
∑
αTET ) the line bundle π
∗O(j1, . . . , jn)(
∑
αTET )
onWn (where ji, αT integers and π : Wn → (P1)n is the blow-upmap), with
theGm-linearization given by the tensor product of the canonical lineariza-
tions above. As before, for every equivariant coherent sheaf F , we denote
by F ⊗ zk the tensor product with O ⊗ zk. For a subset E ⊆ N , we denote
O(−E) := π∗O(j¯)
with ji = −1 if i ∈ E and ji = 0 otherwise. Note that the action of S2
exchangesO(−E)⊗ zp with O(−E)⊗ z−p and ET with ET c (Lemma 4.4).
Consider the GIT quotient with respect to a (fractional) polarization
L = O(1, . . . , 1)
(
−ǫ
∑
ET
)
,
where 0 < ǫ ≪ 1, ǫ ∈ Q, and the sum is over all exceptional divisors (with
the canonical polarization described above):
Σ˜n = (Wn)ss /L Gm.
Lemma 4.1. TheGm-linearized line bundleO(j¯)(
∑
αTET )⊗ z
p descends to the
GIT quotient Σ˜n if and only if for all subsets I ⊆ N with |I| 6= s+ 1
−
∑
i∈I
ji +
∑
i∈Ic
ji + p is even
and for all subsets I ⊆ N with |I| = s+ 1, we have
−
∑
i∈I
ji +
∑
i∈Ic
ji + p± 2αI is divisible by 4.
Proof. By Kempf’s descent, a G-linearized line bundle L descends to the
GIT quotient if and only if the stabilizer of any point in the semistable locus
acts trivially on the total space ofL, or equivalently, weightλL|q = 0, for any
semistable point q and any 1-PS λ : Gm → G. By definition, weightλL|q =
weightλL|p0 , where p0 is the fixed point limt→0 λ(t) · q.
For any point q in (P1)n \ {pT } such that q = (zi) has zi = ∞ for i ∈ I
and zi 6= ∞ for i ∈ I
c, we have for λ(z) = z that limt→0 λ(t) · q is the point
with coordinates zi =∞ for i ∈ I and zi = 0 for i ∈ I
c, and hence:
weightλ
(
O(j¯)(
∑
αTET )⊗ z
p
)
|q
= −
∑
i∈I
ji +
∑
i∈Ic
ji + p. (4.2)
Note that such a point q is semistable if and only if |I| < s+ 1. Similarly, if
q has zi = 0 for i ∈ I
c and zi 6= 0 for i ∈ I , λ
′(z) = z−1:
weightλ′
(
O(j¯)(
∑
αTET )⊗ z
p
)
|q
=
∑
i∈I
ji −
∑
i∈Ic
ji + p.
Note, q is semistable iff |I| > s+1. The stabilizer of q is {±1} in both cases.
If q ∈ ET \ (Z
+
T ⊔Z
−
T ) then limt→0 λ(t) · q ∈ Z
−
T , limt→0 λ
′(t) · q ∈ Z+T and
using (4.1) we obtain
weightλ
(
O(j¯)(
∑
αTET )⊗ z
p
)
|q
= −
∑
i∈I
ji +
∑
i∈Ic
ji + p− 2αT ,
weightλ′
(
O(j¯)(
∑
αTET )⊗ z
p
)
|q
=
∑
i∈I
ji −
∑
i∈Ic
ji + p− 2αT .
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A point q ∈ ET \(Z
+
T ⊔Z
−
T ) has stabilizer {±1,±i}. The conclusion follows.

Corollary 4.2. For E ⊆ N , p ∈ Z, the line bundle O(−E)(
∑
αTET ) ⊗ z
p
descends to the GIT quotient Σ˜n if and only if for all subsets I ⊆ N with |I| 6= s+1
|I ∩ E| − |Ic ∩ E|+ p is even
and for all subsets I ⊆ N with |I| = s+ 1, we have
|I ∩ E| − |Ic ∩ E|+ p− 2αI is divisible by 4.
Lemma 4.3. If n = |N | is even, the Hassett space ZN = M0,( 1
2
+η, 1
2
+η, 1
n
,..., 1
n
) is
isomorphic to the GIT quotient Σ˜n = (Wn)ss /O(1,...,1)(−ǫ
∑
ET )
Gm.
Proof. The trivial P1-bundle (P1)n × P1 → (P1)n has sections s0, s∞, si,
which we pull back toWss × P1 → Wss which we denote still by s0, s∞, si.
The family is not A-stable at the points pT , where si = s∞ for all i ∈ T and
si = s0 for all i ∈ T
c (markings in T are identified with∞, and markings
in T c with 0). Here A = (12 + η,
1
2 + η,
1
n , . . . ,
1
n). Let C
′ be the blow-up of
W × P1 along the codimension 2 loci
ET × {0} = s0(ET ), ET × {∞} = s∞(ET ).
Denote by E˜0T and E˜
∞
T be the corresponding exceptional divisors in C
′. The
resulting family π′ : C′ → W has fibers above points p ∈ ET a chain of
P1’s of the form C0 ∪ F˜ ∪ C∞, where F˜ is the proper transform of the fiber
of W × P1 → W and F˜ meets each of C0 (the fiber of E˜0T → ET at p) and
C∞ (the fiber of E˜
∞
T → ET at p). The proper transforms of si for i ∈ T
(resp., i ∈ T c) intersect C∞ (resp., C0) at distinct points. The dualizing
sheaf ωπ′ is relatively nef, with degree 0 on F˜ . It follows that ωπ′ induces
a morphism C′ → C over Wss which contracts the component F˜ in each
of the above fibers, resulting in an A-stable family. Therefore, we have an
induced morphism F : Wss → ZN . Clearly, the map F is Gm-equivariant
(where Gm acts trivially on ZN ). As the GIT quotient Σ˜n is a categorical
quotient, there is an induced morphism f : Σ˜n → ZN . Two elements of the
family C → Wss are isomorphic if and only if they belong to the same orbit
under the action of Gm. Hence, the map f is one-to-one on closed points
(as there are no strictly semistable points in Wss, Σ˜n is a good categorical
quotient [Dol03, p. 94]). It follows that f is an isomorphism. 
Lemma 4.4. Assume n = 2s + 2 is even. We have the following dictionary
between tautological line bundles on the Hassett space ZN (idenitified with the
GIT quotient Σ˜n) and Gm-linearized line bundles onWn:
O(δi0) = pr
∗
iO(1)(−
∑
i/∈T
ET )⊗ z, O(δi∞) = pr
∗
iO(1)(−
∑
i∈T
ET )⊗ z
−1
ψ0 = O(
∑
ET )⊗z
−2, ψ∞ = O(
∑
ET )⊗z
2, ψi = pr
∗
iO(−2)(
∑
ET )⊗1,
O(δT∪{∞}) = O(2ET )⊗ 1 (|T | = s+ 1).
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Proof. Denote δT = δT∪{∞}. We start with the proof ofO(δT ) = O(2ET )⊗1.
Consider the affine chart
An = (P1 \ {∞})s+1 × (P1 \ {0})s+1
around the point pT (markings in T = {s+ 2, . . . , n} are identified with∞,
and markings in T c with 0). We have coordinates x1, . . . , xs+1, y1, . . . , ys+1.
The GIT quotient map (P1)nss → Σ is locally at pT given by
f : An → Y = f(An) ⊆ A(s+1)
2
, f((xi), (yj)) = (xiyj)ij .
The morphism F : Wss → Σ˜n = Σ˜ induced by the universal family over
Wss (proof of Lemma 4.3) is locally the restriction to the semistable locus of
the rational map (which we still call F )
F : Bl0A
n
99K Bl0Y ⊆ Bl0A
(s+1)2 .
Consider coordinates ((xi, yi), [ti, ui]) (with xitj = xjti, xiuj = yjti, xitj =
xjti) on Bl0An ⊆ An × Pn−1 and coordinates (zij , [wij ]) on Bl0A(s+1)
2
(with
zijwkl = zklwij). Consider the affine charts U1 = {t1 6= 0} ⊆ Bl0An and
V1j = {w1j 6=0} ⊆ Bl0A
r2 . The map F|U1 is the rational map
F : U1 = A
n
x1,t2,...,tr,u1,...,ur 99K V1j = A
r2
z1j ,(wkl)kl 6=1j
,
z1j = x
2
1uj , wkl =
tkul
uj
.
The exceptional divisor E˜ in Bl0A(s+1)
2
has local equation z1j = 0 in V1j ,
while the exceptional divisor ET of Bl0An has equation x1 = 0 in U1. It
follows that F ∗O(E˜) = O(2ET ). In particular, as δT = Bl0Y ∩ E˜, it follows
that F ∗O(δT ) = O(2ET ). It follows that O(δT ) = O(2ET ) ⊗ z
k, for some
integer k (the same for all T , by the Sn-symmetry). On the other hand, by
the S2-symmetry,O(δT c) = O(2ET c)⊗ z
−k. Hence, we must have k = 0.
We now prove that O(δi0) = pr
∗
iO(1)(−
∑
i/∈T ET ) ⊗ z. (Note that all
other relations will then follow by S2-symmetry and Lemma 2.6.) Clearly,
F ∗O(δi0) is the line bundle O(∆˜i0)|Wss , where ∆˜i0 is the proper transform
inW of the diagonal∆i0 in (P1)n defined by xi = 0, where zi = [xi, yi] now
denote coordinates on (P1)n. As ∆˜i0 = ∆i0 −
∑
i/∈T ET (markings in T
c are
identified with 0), it follows that
O(δi0) = pr
∗
iO(1)(−
∑
i/∈T
ET )⊗ z
k,
for some integer k. The pull-back of the canonical section of the effective
divisor δi0 (which is xi) must be an invariant section. The section xi of
OP1(1) becomes the constant section 1 in the open chart U : xi 6= 0. Con-
sidering a point q = (q1, . . . , qn) in U , with qi = ∞ and qj ∈ P1 general for
j 6= i, it follows that for the 1-PS λ(z) = z we have weightλpr
∗
iO(1)|q = −1,
weightλO⊗ z
k
|q = k, hence, the constant section 1 becomes z
−1+k under the
action of λ and we must have k = 1 for the section to be invariant. 
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Lemma 4.5. Let δT := δT∪{∞} = P
s × Ps. We have
δi∞|δT =
{
O(1, 0) if i ∈ T
O if i /∈ T
, δi0|δT =
{
O(0, 1) if i /∈ T
O if i ∈ T,
,
ψ∞|δT = O(−1, 0), ψ0|δT = O(0,−1), δT |δT = O(−1,−1).
Proof. By symmetry, it suffices to compute δi∞|δT and ψ∞|δT . Clearly, the
intersection δi∞ ∩ δT = ∅ if i /∈ T . We identify δT = M
′
×M
′′
= Ps × Ps,
where M
′
, resp., M
′′
are Hassett spaces with weights (12 + η,
1
n , . . . ,
1
n , 1),
with the attaching point x having weight 1. We identify M
′
= Ps via the
isomorphism |ψx| : M
′
→ Ps. We have δi∞|δT = δi∞ ⊗O, ψ∞|δT = ψ∞ ⊗O.
By Lemma 2.1, on M
′
we have ψ∞ + ψx = 0 since δx∞ = 0, and δi∞ =
−ψ∞ = O(1) if i ∈ T . The identity δT |δT = O(−1,−1) follows now from
the previous ones by restricting to δT any of the identities in Lemma 2.6. 
4.2. Exceptionality. Note thatWn is a polarized toric variety with the poly-
tope ∆ obtained by truncating the n-dimensional cube at vertices lying on
the hyperplane H normal to and bisecting the big diagonal. Then Σ˜n is a
smooth polarized projective toric variety for the torus Gn−1m and its poly-
tope is ∆ ∩ H . In particular, the topological Euler characteristic e(Σ˜n) is
equal to the number of edges∆ intersectingH :
e(Z˜n) = (s+ 1)
2
(
n
s+ 1
)
= s2
(
n
s+ 1
)
+ (n− 1)
(
n
s+ 1
)
(n = 2s+ 2).
Note that (s + 1)
( n
s+1
)
= n
(n
0
)
+ (n − 2)
(n
1
)
+ (n− 4)
(n
2
)
+ . . .+ 2
(n
s
)
.
Definition 4.6. For E ⊆ N , e = |E|, p ∈ Z such that p+ e is even, let
LE,p := O(−E)(
∑
T⊆N,|T |=s+1
αT,E,pET )⊗ z
p where
αT,E,p := −|xT,E,p|, xT,E,p := |E ∩ T | −
e− p
2
(4.3)
i.e., the descent to Σ˜n of the restriction to (Wn)ss of the aboveGm-linearized
line bundle onWn. By Lemma 4.4 we recover Def. 1.6:
LE,p = −
(
e− p
2
)
ψ∞ −
∑
i∈E
δi∞ −
∑
xT,E,p>0
xT,E,pδT∪{∞}. (4.4)
We write xT if there is no ambiguity. Note that xT,E,p = −xT c,E,−p.
Lemma 4.7. The action of S2 on ZN exchanges LE,p with LE,−p.
Proof. The statement follows immediately from (4.4) and Lemma 2.6. 
Proof of Thm. 1.5 - exceptionality. Lemma 4.9 implies that the torsion sheaves
Oδ(−a,−b) form an exceptional collection. Let now δ := δT∪{∞}. To prove
that {Oδ(−a,−b), LE,p} form an exceptional pair, i.e., that L
∨
|δ ⊗O(−a,−b)
is acylic, note that by Lemma 4.5 and (4.6) we have, letting αT := αT,E,p:
L∨|δ =
{
O(0, αT ) if p+ |E ∩ T | − |E ∩ T
c| ≥ 0
O(αT , 0) if p+ |E ∩ T | − |E ∩ T
c| ≤ 0,
.
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Clearly, if a, b > 0 then L∨|δ ⊗ O(−a,−b) is acylic. Consider now the case
when one of a, b is 0. Using the S2-symmetry, we may assume a = 0. Let
0 < b < s+12 . Since by (4.5) we have −⌊
s+1
2 ⌋ ≤ αT ≤ 0, the result follows.
We describe the Kempf-Ness stratification of the unstable locus in Wn.
Let G = Gm. As before, we consider (λ,Z), with a 1-PS λ : Gm → G and Z
a connected component of the λ-fixed locus. It suffices to consider λ(z) = z
and λ′(z) = z−1. The G-fixed locus inW =Wn consists of the points
ZI = {(xi) |xi =∞ for i ∈ I, xi = 0 for i 6∈ I, } ∈ (P
1)n \ {pT }
for every subset I ⊆ N with |I| 6= s+1 and the loci Z+T ⊔Z
−
T ⊆ ET , for each
subset T ⊆ N , |T | = s+ 1. The pairs (λ,Z) to be considered are therefore
(λ,ZI), (λ
′, ZI) (I ⊆ N, |I| 6= s+ 1),
(λ,Z+T ), (λ
′, Z+T ), (λ,Z
−
T ), (λ
′, Z−T ) (T ⊆ N, |T | = s+ 1).
Recall that our polarization is L = O(1, . . . , 1)(−ǫ
∑
ET ) and for any subset
I ⊆ N with |I| 6= s+ 1we have
weightλL|ZI = |I
c| − |I|, weightλ′L|ZI = −|I
c|+ |I|,
while for all subsets T ⊆ N with |T | = s+ 1 we have:
weightλL|q = −2ǫ, weightλ′L|q = +2ǫ (q ∈ Z
+
T ),
weightλL|q = +2ǫ, weightλ′L|q = −2ǫ (q ∈ Z
−
T ).
As in the n odd case, we define for any subset I ⊆ N affine subsets:
SI = {(xi) |xi =∞ if i ∈ I, xi 6=∞ if i /∈ I} ∼= A
|Ic|
S′I = {(xi) |xi = 0 if i 6∈ I, xi 6= 0 if i ∈ I}
∼= A|I|.
The unstable locus arises from the pairs with negative weight:
(λ,ZI) (for |I| > s+ 1), (λ
′, ZI) (for |I| < s+ 1),
(λ,Z+T ), (λ
′, Z−T ) (for |T | = s+ 1) :
SI ∼= A
|Ic| (for |I| > r), S′I
∼= A|I| (for |I| < s+ 1),
S+T = BlpTST = Bl0A
|T c|, S−T = BlpTS
′
T = Bl0A
|T | (for |T | = s+ 1).
The destabilizing 1-PS for SI (resp., for S
′
I ) is λ (resp. λ
′). The 1-PS λ
(resp., λ′) acts on the restriction to ZI of the conormal bundle N
∨
SI |(P1)n
(resp.,N∨S′
I
|(P1)n) with positive weights. Their sum ηI (resp., η
′
I ) is:
ηI = 2|I|, resp., η
′
I = 2|I
c|.
When |T | = s + 1, the destabilizing 1-PS for S+T (resp. for S
−
T ) is λ
(resp. λ′). The 1-PS λ (resp., λ′) acts on N∨
S+
T
|W
(resp., N∨
S−
T
|W
) restricted
to q ∈ Z+T (resp., Z
−
T ), with positive weights. Their sum η
+
T (resp., η
−
T ) is:
η+T = 4|T | = 2n, resp., η
−
T = 4|T
c| = 2n.
To see this, let q ∈ Z+T . The sum of λ-weights of
(
N∨
S+
T
|W
)
|q
equals
weightλ
(
detN∨
S+
T
|W
)
|q
= weightλ
(
detTS+
T
)
|q
− weightλ
(
detTW
)
|q
.
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We use the local coordinates introduced in 4.1 (assume again w.l.o.g that
T = {s+ 2, . . . , n}). We may assume also that the point
q = [t1, . . . , ts+1, 0 . . . , 0] ∈ Z
+
T ⊆ ET = P
n−1
has t1 = 1. Then local coordinates on an open set U = An ⊆ W around q
are given by x1, t2, . . . , ts+1, u1, . . . , us+1, with the blow-up map An → An:
(x1, t2, . . . , ts+1, u1, . . . , us+1) 7→ (x1, x1t2, . . . , x1ts+1, x1u1, . . . , x1us+1).
Then S+T ∩ U ⊆ U has equations u1 = . . . = us+1 (the proper transform of
ST : y1 = . . . = ys+1). The action of G onW induces an action on U :
z ·x1 = z
2x1, z · ti = ti (i = 2, . . . , s+1), z · ti = z
−4ti (i = 1, . . . , s+1).
It follows that
weightλ
(
detTW
)
|q
= −2− 4s, weightλ
(
detTS+
T
)
|q
= 2.
Hence, ηT = 4s + 4 = 2n. Similarly, η
′
T = 2n: for q ∈ Z
−
T and coordinates
y1, t1, . . . , ts+1, u2, . . . , us+1 on the chart u1 = 1, the action of G given by:
z ·y1 = z
−2y1, z ·ti = z
4ti (i = 1, . . . , s+1), z ·ui = ui (i = 2, . . . , s+1).
Lettingm :=
⌊
n
4
⌋
=
⌊
s+1
2
⌋
, we make a choice of windows Gw:
[wI , wI + ηI), [w
′
I , w
′
I + η
′
I), [w
+
T , w
+
T + η
+
T ), [w
−
T , w
−
T + η
−
T ),
wI = w
′
I = −(s+ 1), w
+
T = w
−
T = −4m = −n if s is odd,
wI = w
′
I = −s, w
+
T = w
−
T = −4m = −n+ 2 if s is even.
We prove that Gw contains the G-linearized line bundles that descend to
the LE,p in Thm. 1.7. Since the collection is S2 invariant and S2 flips the
strata SI and S
′
I , it suffices to check the window conditions for the strata
SI , S
+
T . For I ⊆ N , |I| > s+ 1, at the point ZI ∈ SI we have by (4.2)
weightλ
(
LE,p
)
|ZI
= |E ∩ I| − |E ∩ Ic|+ p,
which lies in [wI , wI + ηI) by Lemma 4.10.
For T ⊆ N with |T | = s+ 1, we have by (4.1) and (4.2) that
weightλ
(
LE,p
)
|q∈Z+
T
= |E ∩ T | − |E ∩ T c|+ p− 2|xT | =
=
{
0 if |E ∩ T | − |E ∩ T c|+ p ≥ 0
−4|xT | if |E ∩ T | − |E ∩ T
c|+ p ≤ 0.
,
which by (4.5) lies in [w+T , w
+
T + η
+
T ). Hence, all {LE,p} in Thm. 1.7 are
contained in the window Gw.
We now check exceptionality. Consider two line bundles as in Thm. 1.7:
LE,p = O(−E)(
∑
|T |=r
αTET )⊗ z
p, LE′,p′ = O(−E
′)(
∑
|T |=r
α′TET )⊗ z
p′ .
where αT := αT,E,p, α
′
T := αT,E′,p′. Assume that e = |E| ≥ e
′ = |E′|.
Hence, E * E′ unless E = E′. By the main result of [HL15, Thm. 2.10], we
have that RHom(LE′,p′, LE,p) equals the weight (p
′ − p) part (with respect
to the canonical action of G) of
RHomW (LE′,p′ , LE,p) = RΓ(O(E
′ − E)⊗O(
∑
T
(α′T − αT )ET )).
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Hence, letting
M0 := O(E
′ − E)⊗O
( ∑
βT≤0
(−βT )ET
)
, where βT := αT − α
′
T ,
we need to understand the weight (p′ − p) part of
RΓ
(
M0 ⊗O
( ∑
|T |=r,βT>0
(−βT )ET
))
.
Note that M0 is a pull-back from (P1)n; hence, by the projection formula,
RΓ(M0) = RΓ(O(E
′ − E)) (which is 0 if E * E′).
Consider a simplified situation. For a line bundle M on W , G := ET ,
β := βT > 0 consider the exact sequences:
0→M(−(i+ 1)G)→M(−iG)→M(−iG)|G → 0, (i = 0, . . . β − 1).
To prove that the weight (p′ − p) of RΓ(M(−βG)) is 0, it suffices to prove
RΓ(M), RΓ(M(−iG)|G) (i = 0, 1, . . . , β − 1),
have no weight (p′ − p) part. Put an arbitrary order on the subsets T with
βT > 0 (T1, T2, . . .). Applying the above observation successively, first for
M0, ET1 , then inductively for M0(−β1T1 − . . . − βiTi), ETi+1 , it suffices to
prove that for all T , the following spaces
RΓ(M0), RΓ(M0(−iET )|ET ) (i = 0, 1, . . . , β − 1)
have no weight (p′ − p) part.
We start with RΓ(M0). If E 6= E
′, then RΓ∗(M0) = 0. If E = E
′, then
M0 = O and the action of G on RΓ(M0) is trivial. Hence, unless p = p
′ (i.e.,
LE,p = LE′,p), RΓ(M0) has no weight (p
′ − p) part.
We now continue with RΓ(M0(−iET )|ET ). By the projection formula,
RΓ(M0(−iET )|ET ) =M0|pT ⊗RΓ(O(−iET )|ET ),
whereM0|pT is the fiber ofM0 at pT (we denoteM0 both the line bundle on
(P1)n and its pull back toW ). By (4.2), the action of G onM0|pT has weight(
|E ∩ T | − |E ∩ T c|
)
−
(
|E′ ∩ T | − |E′ ∩ T c|
)
.
Consider coordinates ti, ui on E = Pn−1, such that ti (resp., ui) have weight
2 (resp., weight −2). There is a canonical identification
RΓ(O(−iET )|ET ) = C{
∏
takk
∏
ubkk | ak, bk ∈ Z≥0,
∑
ak+
∑
bk = i},
with the weight of
∏
takk
∏
ubkk equal to 2
∑
ak− 2
∑
bk. As 2
∑
ak− 2
∑
bk
ranges through all even numbers between −2i and 2i, it follows that the
possible weights of elements in RΓ(M0(−iET )|ET ) are(
|E ∩ T | − |E ∩ T c|
)
−
(
|E′ ∩ T | − |E′ ∩ T c|
)
+ 2j,
for all the values of j between−i and i.
Assume now that for some 0 ≤ i ≤ βT − 1 = αT − α
′
T − 1, −i ≤ j ≤ i,(
|E ∩ T | − |E ∩ T c|
)
−
(
|E′ ∩ T | − |E′ ∩ T c|
)
+ 2j = p′ − p.
Using the definition of αT , αT ′ , it follows that ±2αT ± 2α
′
T = −2j.
Claim 4.8. None of±αT±α
′
T lies in the interval [−(αT−α
′
T−1), (αT−α
′
T−1)].
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Proof. By symmetry, it is enough to prove that none of ±αT ±α
′
T lies in the
interval [0, (αT − α
′
T − 1)]. As αT , α
′
T ≤ 0 and αT > α
′
T . Hence, it remains
to prove that −αT −α
′
T , αT −α
′
T do not lie in the interval [0, (αT −α
′
T −1)].
But clearly, −αT − α
′
T > αT − α
′
T − 1 and αT − α
′
T > αT − α
′
T − 1. 
This finishes the proof that the collection in Thm. 1.7 is exceptional. 
Lemma 4.9. Let 0 ≤ a, b ≤ s. Let δ be a divisor in a Hassett space M such that
δ = Ps × Ps and with normal bundle O(−1,−1). Assume that the restriction
map Pic(M)→ Pic(δ) is surjective. Then {Oδ(−a,−b),Oδ(−a
′,−b′)} is not an
exceptional collection if and only if one of the following happens:
• a′ ≥ a, b′ ≥ b,
• a′ = 0, a = s, b′ > b,
• b′ = 0, b = s, a′ > a,
• a′ = b′ = 0, a = b = s.
When a = a′, b = b′, we have RHom(Oδ(−a
′,−b′),Oδ(−a,−b)) = C.
Proof. As any line bundle on δ is the restriction of a line bundle on M, we
have that RHom(Oδ(−a
′,−b′),Oδ(−a,−b)) = RHom(Oδ ,Oδ(a
′− a, b′− b)).
Applying RHom(−,Oδ(a
′ − a, b′ − b)) to the canonical sequence
0→ O(−δ)→ O → Oδ → 0,
it follows that there is a long exact sequence onM
. . .→ Exti(Oδ,Oδ(a
′ − a, b′ − b))→
→ Hi(Oδ(a
′ − a, b′ − b))→ Hi(Oδ(a
′ − a− 1, b′ − b− 1))→ . . .
It is clear now that if any of the conditions in the Lemma hold, then
RHom(Oδ(−a
′,−b′),Oδ(−a,−b)) 6= 0.
Assume now that none of the conditions holds. Then either a′ < a or b′ < b.
Assume a′ < a. Since a′ − a ≥ −a ≥ −s, Oδ(a
′ − a, b′ − b) is acyclic. But in
this caseOδ(a
′−a−1, b′−b−1) is not acyclic if and only if a′ = 0, a = s and
either b′ − b > 0 or b′ − b ≤ −s (in which case, we must have b′ = 0, b = s).
This gives precisely two of the listed cases. The case b′ < b is similar. 
Lemma 4.10. Let n = 2s+ 2. For a fixed set I ⊆ N with |I| > s+ 1, we have
max
(E,p)
(
|E ∩ I| − |E ∩ Ic|+ p
)
=
{
2|I| − (s+ 3) if s is odd
2|I| − (s+ 2) if s is even,
min
(E,p)
(
|E ∩ I| − |E ∩ Ic|+ p
)
=
{
−(s+ 1) if s is odd
−s if s is even,
where the maximum and the minimum are taken over all the pairs (E, p) corre-
sponding to each line bundle LE,p in Thm. 1.7. Similarly, for T ⊆ N , |T | = s+1
max
(E,p)
(
p+ |E ∩ T | − |E ∩ T c|
)
= 2m, min
(E,p)
(
p+ |E ∩ T | − |E ∩ T c|
)
= −2m,
where m :=
⌊n
4
⌋
=
⌊s+ 1
2
⌋
.
In particular, when (E, p) are as in Thm. 1.7, the coefficients αT,E,p in (4.3) satisfy
−m ≤ αT,E,p = −|xT,E,p| ≤ 0 (4.5)
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The proof is straightforward and we omit it.
4.3. Fullness. Let C be the collection in Thm. 1.7. We denote by A ⊂ C the
collection of torsion sheaves in Thm. 1.7. We prove more generally:
Theorem 4.11. The collection C in Thm. 1.7 generates all line bundles {LE,p}
(see Def. 1.6 and Def. 4.6) for all E ⊆ N , e = |E|, p ∈ Z with e+ p even.
Proof of Thm. 1.7 - fullness. By Thm. 4.11, the collection C generates all the
objects Rp∗(π
∗
I Gˆ) from Cor. 5.11. Fullness then follows by Cor. 5.5. 
To prove Thm. 4.11 we do an induction on the score S(E, p):
S(E, p) := |p|+min{e, n − e}, (4.6)
written as S(E, p) = 2
⌊s
2
⌋
+ 2q, q ∈ Z. (4.7)
Remark 4.12. As S(E, p) is even, the range of (E, p) in Thm. 1.7 is precisely:
• If s is even: S(E, p) ≤ s,
• If s is odd: S(E, p) ≤ s+1 if e ≤ s+1 and S(E, p) ≤ s−1 if e ≥ s+2.
Using notation (4.7), (E, p) is not in the range of Thm. 1.7 if q ≥ 1 when
s is even or s is odd and e ≥ s+2, and if q ≥ 2when s is odd and e ≤ s+1.
To prove Thm. 4.11 we introduce three other types of line bundles.
Notation 4.13. Let n = 2s+ 2, E ⊆ N , e = |E| and p ∈ Z. On ZN let
RE,p = −
(
e− p
2
)
ψ∞ −
∑
i∈E
δi∞, QE,p = −
(
e+ p
2
)
ψ0 −
∑
i∈E
δi0,
VE,p := RE,p+
∑
xT,E,p<0
|xT,E,p|δT∪{∞} = QE,p+
∑
xT,E,p>0
|xT,E,p|δT∪{∞}, (4.8)
where the last equality follows from (4.9) and (4.10).
We recall for the reader’s convenience that using Notn. 4.3 we have
LE,p = −
(
e− p
2
)
ψ∞ −
∑
i∈E
δi∞ −
∑
xT,E,p>0
xT,E,pδT∪{∞}.
Therefore,
RE,p = LE,p +
∑
xT,E,p>0
|xT,E,p|δT∪{∞} (4.9)
and by using Lemma 2.6, we have also
QE,p = LE,p +
∑
xT,E,p<0
|xT,E,p|δT∪{∞}. (4.10)
We remark that using Lemma 4.4, we have:
RE,p = O(−E)(
∑
xTET )⊗ z
p, QE,p = O(−E)(−
∑
xTET )⊗ z
p,
LE,p = O(−E)(−
∑
|xT |ET )⊗ z
p, VE,p = O(−E)(
∑
|xT |ET )⊗ z
p.
Remark 4.14. It is clear by the definition that by the S2 symmetry (i.e.,
exchanging 0 with∞) the line bundle RE,p is exchanged with QE,−p. The
line bundles RE,p, QE,p will be crucial for the proof of Thm. 4.11. We note
that the line bundles VE,p are used only in the proof of Cor. 4.18.
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For every divisor δT := δT∪{∞}, we have by Lemma 4.5 that
RE,p|δT = O(−xT,E,p, 0), QE,p|δT = O(0, xT,E,p). (4.11)
From here on, the notation O(−a,−b) indicates that O(−a) (resp., O(−b))
corresponds to the component marked by∞ (resp., marked by 0).
Definition 4.15. We say that line bundles L and L′ are related by quotients
Qi if there are exact sequences
0→ Li−1 → Li → Qi → 0 (i = 1, . . . , t),
L0 = L, Lt = L
′.
Note that when L′ = L +
∑
βT δT with βT ≥ 0 for all T , the quotients Q
i
are direct sums of torsion sheaves of typeOδT (−a,−b).
Lemma 4.16. Let E ⊆ N , e = |E|, p ∈ Z, such that e+ p even. Then:
(i) LE,p and RE,p are related by quotients which are direct sums of type
OδT (−xT + i, i), 0 ≤ i < |xT | = xT (xT > 0)
(ii) LE,p and QE,p are related by quotients which are direct sums of type
OδT (i, xT + i), 0 ≤ i < |xT | = −xT (xT < 0)
(iii) RE,p and VE,p are related by quotients which are direct sums of type
OδT (−xT − i,−i), 0 < i ≤ |xT | = −xT (xT < 0)
(iv) QE,p and VE,p are related by quotients which are direct sums of type
OδT (−i, xT − i), 0 < i ≤ |xT | = xT (xT > 0),
where we denote for simplicity δT := δT∪{∞} and xT := xT,E,p. In particular, all
pairs are related by quotients of type
O(−a, ∗), O(∗,−a), with 0 < a ≤
S(E, p)
2
.
Proof. This follows immediately from (4.11), (4.9), (4.10) and (4.8). The last
statement follows by Lemma 4.17. 
Lemma 4.17. Let n = 2s+2, E ⊆ N , e = |E|, p ∈ Z, e+ p even. Then for all T
|xT,E,p| ≤
S(E, p)
2
, (4.12)
where S(E, p) is the score of the pair (E, p) (Notn. 4.6). Furthermore,
|xT,E,p| = xT,E,p =
S(E, p)
2
if and only if T ⊆ E, p ≥ 0
The proof is straightforward and we omit it. Note, (4.5) is a particular case.
Corollary 4.18. Let e = s+ 1, p ≥ 0, and (E, p) such that
S(E, p) = 2
⌊s
2
⌋
+ 2q,
with p = 2q − 1, q ≥ 1 if s is even, and p = 2q − 2, q ≥ 2 if s is odd. Assume the
following objects are generated by C:
(i) All torsion sheaves OδT (−a, 0) for all 0 < a <
⌊
s
2
⌋
+ q and all T ,
(ii) The line bundles RE,p, QE,p.
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Then OδT (−(
⌊
s
2
⌋
+ q), 0) with T = E is generated by C. Here δT := δT∪{∞}.
As C is invariant under the action of S2, it follows from Cor. 4.18 that a
similar statement holds when replacing OδT (−a, 0) with OδT (0,−a).
Proof. We claim that VE,p is generated by C. Since RE,p is generated by C by
assumption, using Lemma 4.16(iii), it suffices to prove that when xT < 0,
O(−xT − i,−i) is generated by A, for all 0 < i ≤ |xT |, i.e., |xT | <
s+1
2 . Since
the assumptions on q imply that p > 0, we have that
|xT | = −xT =
e− p
2
− |E ∩ T | ≤
e− p
2
=
s+ 1− p
2
<
s+ 1
2
,
and the claim follows. By Lemma 4.16(iv), the quotients relating QE,p and
VE,p have the form OδT (−i, xT − i) for 0 < i ≤ xT . By Lemma 4.17, we
have that xT ≤
S(E,p)
2 =
⌊
s
2
⌋
+ q, with equality if an only if T ⊆ E. Since
e = s + 1, we must have T = E. It follows that all but one quotient,
namelyOδT (−(
⌊
s
2
⌋
+q), 0) for T = E (when i = xT =
S(E,p)
2 ) are already by
assumption generated by C. Note that this quotient appears exactly once.
Since QE,p, VE,p are generated by C, it follows that this quotient is also. 
Corollary 4.19. Let q ∈ Z, q > 0. Assume that RE,p, QE,p are generated by C
whenever S(E, p) = 2
⌊
s
2
⌋
+ 2q′, with 0 < q′ ≤ q, and e = s+ 1. Then for all T ,
δT := δT∪{∞}, the following torsion sheaves are generated by C:
OδT (−a, 0), OδT (0,−a) when 0 < a ≤
⌊s
2
⌋
+ q
Proof. By the S2 symmetry, it suffices to prove the statement forOδT (−a, 0).
For any q > 0, takingE ⊆ N with e = s+1 and p = 2q−1when s is even, or
p = 2q−2when s is odd, gives a pair (E, p)with S(E, p) = 2
⌊
s
2
⌋
+2q. If s is
even, or if s is odd and q ≥ 2, the assumptions of Cor. 4.18 are satisfied. By
induction on q > 0, OδT (−a, 0) is generated by C when T = E, a =
⌊
s
2
⌋
+ q.
The only case left is when s is odd and q = 1 (p = 0). By assumptionRE,0,
QE,0 are generated by C if e = s+1 (S(E, 0) = s+1). We have to prove that
OδT (−
s+1
2 , 0) is generated by C. Taking E = T , p = 0, we have that the pair
(E, 0) is in the range of Thm. 1.7. Hence, LE,0 is in C. By Lemma 4.16 and
Lemma 4.17 LE,0 and RE,0 are related by quotients which are direct sums
of sheaves in A, with only one quotient which is OδT (−
s+1
2 , 0) for T = E
(the only possibility to have xT =
S(E,0)
2 =
s+1
2 is when T = E). Note that
this quotient appears exactly once. The statement follows. 
Lemma 4.20. (Koszul resolutions) Let p ∈ Z, E ⊆ N .
(K1) If e ≤ s+1, letting I ⊆ N \E, |I| = s+1, there is a long exact sequence:
0→ QE∪I,p−s−1 → . . .→
⊕
J⊆I,|J |=j
QE∪J,p−j → . . .→ QE,p → 0.
(K2) If e ≥ s+ 1, letting I ⊆ E, |I| = s+ 1, there is a long exact sequence:
0→ RE,p → . . .→
⊕
J⊆I,|J |=j
RE\J,p−j → . . .→ RE\I,p−s−1 → 0.
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Proof. We have
⋂
i∈I δi∞ = ∅ and the boundary divisors {δi∞}i∈I intersect
transversely (the divisors intersect properly and the intersection is smooth,
being a Hassett space). It follows that there is a long exact sequence
0→ O(−
∑
i∈I
δi∞)→
⊕
j∈I
O(−
∑
i∈I\{j}
δi∞)→
⊕
j,k∈I
O(−
∑
i∈I\{j,k}
δi∞)→ . . .
. . .→
⊕
i∈I
O(−δi∞)→ O → 0.
Tensoring this long exact sequence by −
∑
i∈E\I δi∞ −
e−p
2 ψ∞, gives the
second long exact sequence in the lemma. The first long exact sequence
is obtained in a similar way by considering the Koszul resolution of the
intersection of the the boundary divisors {δi0}i∈I . 
Lemma 4.21. Assume p ≥ 0 and E ⊆ N such that
S(E, p) = 2
⌊s
2
⌋
+ 2q,
and the pair (E, p) is such that q ≥ 1 if s is even and q ≥ 2 if s is odd. In the
notations of Lemma 4.20, we have:
(1) If e ≤ s+1 thenQE∪J,p−j in Lemma 4.20(K1) satisfies S(E∪J, p− j) ≤
S(E, p). If equality holds, then |p− j| < p if j 6= 0
(2) If e ≥ s+1 then RE\J,p−j in Lemma 4.20(K2) satisfies S(E \ J, p− j) ≤
S(E, p). If equality holds, then |p− j| < p if j 6= 0.
Proof. We prove (1). We have S(E, p) = p+ e. If p− j ≥ 0, then
S(E ∪ J, p − j) ≤ (p− j) + e+ j = p+ e = S(E, p),
and clearly |p − j| = p − j < p if j 6= 0. If p − j < 0, we prove that the
inequality on slopes is strict. We have
S(E ∪ J, p− j) ≤ (j − p) + (n− e− j) = n− p− e < e+ p = S(E, p),
since S(E, p) = e+ p = 2
⌊
s
2
⌋
+ 2q > s+ 1.
We prove (2). We have S(E, p) = p+ (n− e). If p− j ≥ 0, then
S(E \ J, p − j) ≤ (p− j) + (n− e+ j) = p+ (n− e) = S(E, p),
and clearly |p − j| = p − j < p if j 6= 0. If p − j < 0, we prove that the
inequality on slopes is strict. We have
S(E \ J, p − j) ≤ (j − p) + (e− j) = e− p < p+ n− e = S(E, p),
since e− p < s+ 1, as S(E, p) = p+ n− e = 2
⌊
s
2
⌋
+ 2q > s+ 1. 
Proof of Thm. 4.11. Case s even. For any (E, p) write the score S(E, p) as
S(E, p) = s+ 2q. (4.13)
Note that if q ≤ 0 then LE,p is already in C (Rmk. 4.12). Moreover, if q ≤ 0,
by Lemma 4.16 RE,p and QE,p are related by quotients which are direct
sums of torsion sheaves of the form O(−a, ∗) or O(∗,−a), with 0 < a ≤
|xT |. As |xT | ≤
S(E,p)
2 ≤
s
2 <
s+1
2 , such quotients are in A.
We prove by induction on q ≥ 0, and for equal q, by induction on |p|,
that RE,p, QE,p with S(E, p) = s + 2q are generated by C. By Cor. 4.19, it
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follows that all OδT (−a,−b) are generated by C. Then Lemma 4.16 implies
then that all line bundles LE,p are generated by C.
We now prove the inductive statement. For q ≤ 0, we already proved
that RE,p, QE,p are generated by C. Assume q ≥ 1. Take a pair (E, p) with
score S(E, p) = s+ 2q. Using the S2 symmetry, we may assume p ≥ 0. For
any (E′, p′)with strictly smaller score than s+2q, or equal score and strictly
smaller |p|, we have by induction that QE′,p′ , RE′,p′ are generated by C.
If e ≤ s + 1, we apply Lemma 4.20 and get a resolution for QE,p. Using
Lemma 4.21(i), all terms in the resolution are generated by C by induction.
Hence, QE,p is generated by C if e ≤ s + 1. Similarly, using Lemma 4.20,
Lemma 4.21(ii) and induction, RE,p is generated by C if e ≥ s+ 1.
We have that both QE,p, RE,p are generated by C if e = s + 1. By Cor.
4.19 and the induction assumption,OδT (−a, 0), OδT (0,−a) if 0 < a ≤
s
2 + q
are generated by C. By Lemma 4.16 we have that LE,p is related to each
of QE,p, RE,p by quotients which are direct sums of OδT (−a, ∗), OδT (∗,−a)
with 0 < a ≤ S(E,p)2 =
s
2 + q. Since for any e 6= s + 1, one of QE,p, RE,p is
generated by C, it follows that LE,p is generated by C.
Case s odd. For any (E, p) write the score S(E, p) as
S(E, p) = (s− 1) + 2q. (4.14)
We prove by induction on q ≥ 0, and for equal q, by induction on |p|, that
the line bundles RE,p and QE,p with S(E, p) = (s − 1) + 2q are generated
by C. This proves the theorem, as Cor. 4.19 gives that all torsion sheaves
supported on boundary are generated by C. The inductive argument we
did for s even goes through verbatim if q ≥ 2 (the assumption is used in
Lemma 4.21). Hence, we only need to prove that RE,p, QE,p are generated
by C for q = 0 and q = 1. We may assume w.l.o.g. that p ≥ 0.
Assume q = 0. Fix a pair (E, p) with S(E, p) = s − 1. Then (E, p) is in
the range of Thm. 1.7 and LE,p is in C. As in the previous case, by Lemma
4.16, the line bundles RE,p, QE,p are related to LE,p by quotients generated
by A. Hence, RE,p, QE,p are generated by C.
Assume now q = 1 and fix a pair (E, p) with S(E, p) = s+ 1.
Claim 4.22. OδT (−
s+1
2 , 0), OδT (0,−
s+1
2 ) are generated by C.
Proof. By Cor. 4.19, it suffices to prove that RE,0, QE,0 are generated by C
for some E with e = |E| = s + 1. Take such an E. By Rmk. 4.14, RE,0 and
QE,0 are exchanged by the action of S2. Hence, by symmetry, it suffices
to prove that RE,0 is generated by C. Consider the resolution in Lemma
4.20(ii) for (E, 0), with I = E. The terms that appear, other than RE,0, are
RE\J,−j , with J ⊆ E, j > 0. For all j ≥ 0, S(E \ J,−j) = s + 1 and all
(E \ J,−j) are in the range of Thm. 1.7. Hence, LE\J,−j are generated by C.
We claim that if j > 0, the quotients relating RE\J,−j to LE\J,−j are gen-
erated by A. By Lemma 4.16 the quotients relating RE\J,−j to LE\J,−j are
OδT (−xT + i, i), 0 ≤ i < xT = xT,E\J,−j where
xT = |(E \ J) ∩ T | −
s+ 1
2
≤ |E \ J | −
s+ 1
2
≤ s−
s+ 1
2
=
s− 1
2
.
The claim follows. It follows that for j > 0, RE\J,−j is generated by C.
Using the resolution, it follows that RE,0 is generated by C. 
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Assume that e ≤ s + 1. Then (E, p) is in the range of Thm. 1.7 and
LE,p is in C. Since RE,p, QE,p are related to LE,p by quotients OδT (−a, ∗),
OδT (∗,−a) with 0 < a ≤
S(E,p)
2 =
s+1
2 , it follows by Claim 4.22 that RE,p,
QE,p are generated by C.
Assume now that e > s + 1. Then (E, p) is not in the range of Thm. 1.7.
Note that it suffices to prove that RE,p is generated by C, since by Lemma
4.16RE,p, LE,p are related by quotients which are direct sums ofOδT (−a, ∗)
with 0 < a ≤ S(E,p)2 =
s+1
2 (generated by C by Claim 4.22). To prove RE,p
is generated by C, we do an induction on e ≥ s+ 1 (for (E, p) of fixed score
s+ 1) by using a resolution as in Lemma 4.20 for RE,p. 
Remark 4.23. For n = 2s+ 2 ≥ 2, the exceptional collection on Zn given in
[CT20, Thm. 1.15] consists of:
(i) The same torsion sheaves OδT (−a,−b) as in Thm. 1.7.
(ii) The line bundles in the so-called group 1 (group 1A and group 1B of
that theorem coincide in this case): for all E ⊆ N , with e = |E| even,
F0,E =
e
2
ψ∞ +
∑
j∈E
δj∞ −
∑
e
2
−|E∩T |>0
(e
2
− |E ∩ T |
)
δT∪{∞}. (4.15)
The line bundles F0,E are defined in [CT20] as Rπ∗(N0,E), for certain
line bundles N0,E on the universal family over Zn. One checks directly
(or see the proof of [CT20, Lemma 5.8]) that N0,E restrict trivially to every
component of any fiber of the universal family π : U → Zn. Hence,
N0,E = π
∗F0,E , F0,E = σ
∗
uN0,E ,
for any marking u. In particular, for u ∈ {0,∞}, we obtain formula (4.15).
(iii) The objects in the so-called group 2B, which in this case are line
bundles (corresponding only to the J = ∅ term in [CT20, Notn.11.5]):
T˜l,{u}∪E :=
e− l − 1
2
ψu +
∑
j∈E
δju−
−
∑
e−l−1
2
−|E∩T |>0
(
e− l − 1
2
− |E ∩ T |
)
δT∪{u}
where u ∈ {0,∞}, E ⊆ N , e = |E|, l ∈ Z, l ≥ 0 such that |E ∩ {u}| + l is
even (i.e., e+ l is odd), subject to the condition
l +min{e, n + 1− e} ≤ s (group 2B).
The formula generalizing both expressions in (ii) and (iii) is
e− p
2
ψu +
∑
j∈E
δju −
∑
e−p
2
−|E∩T |>0
(
e− p
2
− |E ∩ T |
)
δT∪{u}
which, when u = ∞, is exactly the line bundle V ∨E,p (the dual of VE,p - see
(4.13). Hence, the group 2B with l = p − 1, u = ∞ recovers all the {V ∨E,p}
when p > 0. Similarly, the group 2B with l = −p− 1, u = 0 recovers all the
{V ∨E,p} when p < 0. The elements of group 1 recover all the {V
∨
E,p} when
p = 0. A similar proof as in this section will prove that the collection in
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[CT20, Thm. 1.15] - the torsion sheaves (i) and the line bundles {V ∨E,p}, for
(E, p) as in Thm. 1.7- is a full exceptional collection.
5. PUSHFORWARD OF THE EXCEPTIONAL COLLECTION ON THE
LOSEV-MANIN SPACE LMN TO ZN
We refer to [CT17] for background on Losev-Manin spaces. Recall that
the Losev-Manin moduli space LMN is the Hassett space with markings
N ∪ {0,∞} and weights (1, 1, 1n , . . . ,
1
n), where n = |N |. The space LMN
parametrizes nodal linear chains of P1’s marked byN ∪{0,∞}with 0 is on
the left tail and∞ is on the right tail of the chain. Both ψ0 and ψ∞ induce
birational morphisms LMN → Pn−1 (Kapranovmodels) which realize LMN
as an iterated blow-up of Pn−1 in n points (standard basis vectors) followed
by blowing up
(
n
2
)
proper transforms of lines connecting points, etc. In
particular, LMN is a toric variety of dimension n−1. Its toric orbits (or their
closures, the boundary strata as a moduli spaces) are given by partitions
N = N1 ⊔ . . . ⊔Nk, |Ni| > 0 for all i, which correspond to boundary strata
ZN1,...,Nk = δN1∪{0} ∩ δN1∪N2∪{0} ∩ . . . ∩ δN1∪...∪Nk−1∪{0}
which parametrizes (degenerations of) linear chains of P1’s with points
marked by, respectively,N1 ∪ {0}, N2,. . . ,Nk−1, Nk ∪ {∞}. We can identify
ZN1,...,Nk ≃ LMN1 × . . .× LMNk ,
where the left node of every P1 is marked by 0 and the right node by∞.
There are forgetful maps πK : LMN → LMN\K , for allK ⊆ N , 1 ≤ |K| ≤
n− 1, given by forgetting points marked by K and stabilizing.
Definition 5.1. [CT17, Def. 1.4] The cuspidal blockDbcusp(LMN ) consists of
objects E ∈ Db(LMN ) such that for all i ∈ N we have
Rπi∗E = 0.
Proposition 5.2. [CT17, Prop. 1.8] There is a semi-orthogonal decomposition
Db(LMN ) = 〈D
b
cusp(LMN ), {π
∗
KD
b
cusp(LMN\K)}K⊂N , O〉
where subsets K with 1 ≤ |K| ≤ n− 2 are ordered by increasing cardinality.
Definition 5.3. [CT17, Def. 1.9] Let GN = {G∨1 , . . . , G
∨
n−1} be the set of
following line bundles on LMN :
Ga = aψ0 − (a− 1)
∑
k∈N
δk0 − (a− 2)
∑
k,l∈N
δkl0 − . . .−
∑
J⊂N,|J |=a−1
δJ∪{0}
for every a = 1, . . . , n − 1. Let Gˆ be the collection of sheaves of the form
T = (iZ)∗L, L = G
∨
a1 ⊠ . . .⊠G
∨
at
for all massive strata Z = ZN1,...,Nt , i.e., such that Ni ≥ 2 for every i and for
all 1 ≤ ai ≤ |Ni| − 1. Here iZ : Z →֒ LMN is the inclusion map. If t = 1we
get line bundles GN and for t ≥ 2 these sheaves are torsion sheaves.
Theorem 5.4. [CT17, Thm. 1.10] Gˆ is a full exceptional collection inDbcusp(LMN ),
which is invariant under the group S2 × SN .
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Clearly, by Thm. 5.4, Prop. 5.2 and adjointness, we have the following
Corollary 5.5. If E ∈ Db(ZN ) is such that RHom(E,F ) = 0 for all F of the
form Rp∗(πK
∗Gˆ), for all K ⊆ N , including K = ∅, then E = 0.
We now proceed to calculate the objects in the collection Rp∗(πK
∗Gˆ).
Proposition 5.6. Let p : LMN → ZN be the reduction map.
(1) For all I ⊆ N with 0 ≤ |I| ≤ n− 2 and all 1 ≤ a ≤ n− |I| − 1, we have
Rp∗
(
π∗IG
∨
a
)
= −aψ0 −
∑
j∈N\I
δj0 if n is odd,
Rp∗
(
π∗IG
∨
a
)
= −aψ0−
∑
j∈N\I
δj0+
∑
J⊆N,|J |=n
2
,|J∩(N\I)|<a
(
a−|J∩(N\I)|
)
δJ∪{0},
if n is even. Moreover, Rp∗O = O.
(2) If n is odd, all the torsion sheaves and their pull-backs, i.e, all sheaves T in
the collection Gˆ not considered in (1), have Rp∗(T ) = 0.
(3) If n is even, we haveRp∗
(
G∨a1⊠. . .⊠G
∨
at
)
= 0, except for sheavesG∨a⊠G
∨
b
with support Z = LMN1 × LMN2 , where |N1| = |N2| =
n
2 , when
Rp∗
(
G∨a ⊠G
∨
b
)
= O(−a)⊠O(−b),
where we use the identification p(Z) = P
n
2
−1 × P
n
2
−1.
(4) If n is even, I 6= ∅ and T ∈ GˆN\I is a torsion sheaf, then either
Rp∗
(
π∗IT
)
= 0,
or Rp∗
(
π∗IT
)
is generated by the sheaves O(−a) ⊠ O(−b) supported on
the images P
n
2
−1 × P
n
2
−1 of strata LMN1 × LMN2 with |N1| = |N2| =
n
2
and with 0 < a, b ≤ n2 − 1.
We use here that if n = 2s + 2 is even, the restriction of the map p to
a stratum of the form LMs+1 × LMs+1 is a product of reduction maps of
type LMs+1 → Ma, where a = (1,
1
2 + η,
1
n , . . . ,
1
n) (with
1
n appearing (s+1)
times). By [Has03, Rmk. 4.6], we have M0,A = Ps (the Kapranov model of
LMs+1 with respect to the first marking).
Proof of Prop. 5.6. Throughout, we denote s :=
⌊
n−1
2
⌋
. We first prove (1). As
p is a birational morphism between smooth projective varieties, we have
Rp∗O = O. We write π
∗
IG
∨
a and p
∗
(
− aψ0 −
∑
j∈N\I δj0
)
in the Kapranov
model with respect to the 0marking. We denote
H := ψ0, EJ := δJ∪{0} (J ⊆ N, |J | ≤ n− 2),
be hyperplane class and the exceptional divisors respectively. We have:
π∗IG
∨
a = −aH +
∑
J⊆N,|J |≥1,|J∩(N\I)|<a
(
a− |J ∩ (N \ I)|
)
EJ .
p∗
(
− aψ0 −
∑
j∈N\I
δj0
)
= −aH +
∑
J⊆N,1≤|J |≤s
(
a− |J ∩ (N \ I)|
)
EJ ,
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where the last equality follows by Cor. 2.4. It follows that
π∗IG
∨
a = p
∗
(
− aψ0 −
∑
j∈N\I
δj0
)
+Σ1 +Σ2,
where Σ1 consists of all the terms that appear in π∗IG
∨
a , but do not appear
in p∗
(
− aψ0 −
∑
j∈N\I δj0
)
, and Σ2 consists of the terms that appear in
p∗
(
− aψ0 −
∑
j∈N\I δj0
)
, but do not in π∗IG
∨
a , taken with a negative sign:
Σ1 =
∑
J⊆N,|J |≥1,|J∩(N\I)|<a,|J |>s
(
a− |J ∩ (N \ I)|
)
EJ ,
Σ2 =
∑
J⊆N,|J |≥1,|J∩(N\I)|>a,|J |≤s
(
|J ∩ (N \ I)| − a
)
EJ .
When |J | ≤ s, the codimension of p(EJ) in ZN is |J |. For the terms in the
sum Σ2, the coefficient of EJ satisfies
|J ∩ (N \ I)| − a ≤ |J | − 1 = codim(p(EJ ))− 1.
Hence, one may apply Lemma 5.9 successively to the terms of the sum Σ2.
We use here that the map p can be decomposed into a sequence of blow-
ups, with exceptional divisors δJ∪{0}, δJ∪{∞}, with 1 ≤ |J | ≤ s, in order of
increasing |J |. Note that the divisors EJ with fixed |J | are disjoint.
Similarly, when |N \ J | ≤ s, the codimension of p(EJ) in ZN is |N \ J |.
For the terms in the sum Σ1, the coefficient of EJ with |N \ J | ≤ s, satisfies
a−|J ∩(N \I)| ≤ n−1−|I|−|J∩(N \I)| ≤ n−1−|J | = codim(p(EJ ))−1,
so onemay apply again Lemma 5.9 to the terms of the sumΣ1 which satisfy
|N \ J | ≤ s. When n = 2s + 1, the inequality |N \ J | ≤ s is equivalent to
|J | > s. However, when n = 2s+2, the inequality |N \ J | ≤ s is equivalent
to |J | > s+1. Hence, in the case when n = 2s+2, one is left with the terms
in the sum Σ1 that have |J | = s+ 1. This proves (1).
Now we turn to the torsion objects, i.e., objects of the form π∗I (T ), where
T = iZ∗
(
G∨a1 ⊠ . . . ⊠G
∨
at
)
, Z = LMK1 × . . . × LMKt ,
where I ⊆ N ,N \I = K1⊔ . . .⊔Kt and |Kj | ≥ 2, for all j. Consider first the
case when I = ∅. If |K1| ≤ s, the map Z → p(Z) is a product of reduction
maps, the first of which is the constant map LMK1 → pt. It follows in this
case that Rp∗(T ) = 0, since RΓ(G
∨
ai) = 0. The same argument applies
when |Kt| ≤ s. It follows that Rp∗(T ) = 0, except possibly in the case
when n = 2s + 2, t = 2 and |K1| = |K2| = s + 1. In this case, the map
Z → p(Z) is a product of Kapranov maps LMs+1 × LMs+1 → Ps × Ps,
and it follows (for example by Lemma [CT17, Lemma 5.7]) that in this case
Rp∗(T ) = OPs(−a)⊠OPs(−b). This proves (3) and the case I = ∅ of (2).
Consider now the case when I 6= ∅. To compute Rp∗(π
∗
IT ), consider the
boundary divisorsD1,D2, . . . ,Dt−1 whose intersection is Z , denoting
Di = LMK1⊔...⊔Ki × LMKi+1⊔...⊔Kt (i = 1, . . . , t− 1).
For the remaining part of the proof, we denote for simplicity
K ′ = K1, K
′′ = K2 ⊔ . . . ⊔Kt
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and consider the canonical inclusions
i1 : Z →֒ D1 = LMK ′ × LMK ′′ , iD1 : D1 → LMN\I .
We resolve i1∗OZ using the Koszul complex
. . .→ ⊕2≤i<j≤tO(−Di−Dj)|D1 → ⊕2≤i≤tO(−Di)|D1 → OD1 → i1∗OZ → 0.
By our choice of D1, for all 2 ≤ i ≤ t we have O(Di)|D1 = O ⊠ O(D
′
i), for
the corresponding boundary divisor on LMK ′′ :
D′i = LMK2⊔...⊔Ki × LMKi+1⊔...⊔Kt .
By Lemma 5.10, we may choose a line bundleM on LMK ′′ such that the
restriction ofM to themassive stratumLMK2×. . .×LMKt isG
∨
a2⊠. . .⊠G
∨
at
andM⊗O(−D′i1 − . . .−D
′
ik
) is acyclic for any 2 ≤ i1 < . . . < ik ≤ t.
Consider the line bundleL = G∨a1⊠M onD1. ThenL|Z = G
∨
a1⊠. . .⊠G
∨
at .
We now: (1) Tensor the Koszul sequence with L, (2) Apply RiD1∗(−), and
(3) Apply Lπ∗I (−). Since πI is flat, we obtain a resolution for π
∗
IT with
sheaves whose support is contained in π−1I (D1). To prove (4) and the re-
maining part of (2), it suffices to show that for all 2 ≤ i1 < . . . < ik ≤ t
Rp∗π
∗
IRiD1∗
(
L ⊗O(−Di1 − . . . −Dik)|D1
)
is 0 when n is odd, or generated by the sheaves O(−a) ⊠ O(−b) (a, b > 0)
supported on the divisors P
n
2
−1 × P
n
2
−1 as in (4), when n is even. Here we
need the same statement also for Rp∗π
∗
IRiD1∗
(
L
)
(i.e., k = 0). Note that
L ⊗O(−Di1 − . . .−Dik)|D1 = G
∨
a1 ⊠
(
M⊗O(−D′i1 − . . .−D
′
ik
)
)
.
There is a commutative diagram
π−1I (D1)
i
pi−1(D1)−−−−−→ LMN
p
−−−−→ ZN
ρI
y πIy
D1
iD1−−−−→ LMN\I
where iπ−1
I
(D1)
is the canonical inclusion map and ρI is the restriction of πI
to π−1I (D1). Let q = p ◦ iπ−1(D1). As πI is flat, we have
Rp∗π
∗
IRiD1∗
(
L⊗O(−Di1−. . .−Dik)|D1
)
= Rq∗ρ
∗
I
(
L⊗O(−Di1−. . .−Dik)|D1
)
.
The preimage π−1I (D1) has several componentsBI1,I2 :
BI1,I2 = LMK ′∪I1 × LMK ′′∪I2 for every partition I = I1 ⊔ I2
We order the set {BI1,I2} as follows: BI1,I2 must come before BJ1,J2 if
|I1| > |J1| and in a random order if |I1| = |J1|. Hence, if BI1,I2 comes
before BJ1,J2 , then BI1,I2 ∩ BJ1,J2 6= ∅ if and only if J1 ( I1, in which case,
the intersection takes the form
BI1,I2 ∩BJ1,J2 = LMK ′∪J1 × LM(I1\J1) × LMK ′′∪I2 .
For simplicity, we rename the resulting ordered sequence asB1, B2, . . . , Br.
A consequence of the ordering is that Br is the component BI1,I2 with I1 =
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∅, I2 = I , and if 1 ≤ i ≤ r − 1 and Bi is BI1,I2 = LMK ′∪I1 × LMK ′′∪I2 , then
OBi(Bi+1 + . . . +Br) = O(
∑
J(I1
δJ∪K ′∪{0})⊠O = O(
∑
∅6=S⊆I1
δS∪{x})⊠O,
where the first sum runs over all J ( I1 (including J = ∅), while for the
second sum we use the identification
δJ∪K ′∪{0} = δ(I1\J)∪{x} = LMJ∪K ′ × LMI1\J ,
as divisors in LMK ′∪I1 (with x being the attaching point). Consider now
the following exact sequences resolving Oπ−1
I
(D1)
= OB1∪...∪Br :
0→ OB1∪...∪Br−1(−Br)→ OB1∪...∪Br → OBr → 0,
0→ OB1∪...∪Br−2(−Br−1 −Br)→ OB1∪...∪Br−1(−Br)→ OBr−1(−Br)→ 0,
...
0→ OB1(−B2−. . .−Br)→ OB1∪B2(−B3−. . .−Br)→ OB2(−B3−. . .−Br)→ 0.
We tensor all the above exact sequences with L⊗O(−Di1 − . . .−Dik)|D1
and apply first ρ∗I(−), then Rq∗(−). As the restriction of the map ρI to
a component Bi of the form BI1,I2 for some partition I = I1 ⊔ I2, is the
product of forgetful maps πI1 × πI2 , it follows that, if i 6= r, then
OBi(−Bi+1 − . . .−Br)⊗ ρ
∗
I
(
L ⊗O(−Di1 − . . .−Dik)|D1
)
=
=
(
π∗I1G
∨
a1 ⊗O(−
∑
∅6=S⊆I1
δS∪{x})
)
⊠ π∗I2
(
M⊗O(−D′i1 − . . .−D
′
ik
)
)
,
while
OBs⊗ρ
∗
I
(
L⊗O(−Di1− . . .−Dik)|D1
)
= G∨a1⊠π
∗
I
(
M⊗O(−D′i1− . . .−D
′
ik
)
)
.
(Recall that Br corresponds to the partition I1 = ∅, I2 = I .)
We claim that both components of all the above sheaves are acyclic. To
prove the claim, recall thatM⊗O(−D′i1−. . .−D
′
ik
) is acyclic by the choice of
M. We are left to prove that π∗I1(G
∨
a1)⊗O(−
∑
∅6=S⊆I1
δS∪{x}) is acyclic when
I1 6= ∅. Since we may rewrite the line bundle G
∨
a1 using the x marking, we
are done by the following:
Claim 5.7. Consider a forgetful map πI : LMN∪I → LMN , I 6= ∅. For all
1 ≤ b ≤ |N | − 1, the line bundle π∗I (G
∨
b )⊗O(−
∑
∅6=S⊆I δS∪{0}) is acyclic.
Proof. Using the Kapranov model with respect to the 0marking, we have
π∗I (G
∨
b ) = −bH+
∑
J⊆N∪I,|J∩N |<b
(b−|J∩N |)EJ , O(−
∑
∅6=S⊆I
δS∪{0}) = −
∑
∅6=S⊆I
ES .
As b− |J ∩N | − 1 ≥ 0, the result follows by Lemma 5.8. 
Recall that the map p either contracts BI1,I2 = LMK ′∪I1 × LMK ′′∪I2 by
mapping LMK ′∪I1 to a point if |I1 +K
′| < n2 , or by mapping LMK ′′∪I2 to a
point if |I2 +K
′′| < n2 ), or, we have |I1 +K
′| = |I2 +K
′′| = n2 and p(BI1,I2)
is a divisor in ZN which is isomorphic to P
n
2
−1 × P
n
2
−1. Hence,
Rq∗
(
OBi(−Bi+1 − . . .−Bs)⊗ ρ
∗
I
(
L ⊗O(−Di1 − . . .−Dik)|D1
))
,
Rq∗
(
OBs ⊗ ρ
∗
I
(
L ⊗O(−Di1 − . . .−Dik)|D1
))
,
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are either 0 or they are supported on the divisors P
n
2
−1 × P
n
2
−1 as above
(in particular, n is even). In the latter case, writing n = 2s + 2, as both
components of the above sheaves are acyclic, such objects are generated
by O(−a) ⊠ O(−b) for 0 < a, b ≤ s. We use here that if A is an object
in Db(LMs+1) with RΓ(A) = 0 and f : LMs+1 → Ps is a Kapranov map,
then Rf∗A has the same property, therefore it is generated by O(−a), for
0 < a ≤ s. Using the above exact sequences,
Rq∗ρ
∗
I
(
L⊗O(−Di1 − . . . −Dik)|D1
)
is either 0 or, when n is even, generated by O(−a) ⊠ O(−b) (0 < a, b ≤ s)
on Ps × Ps. Proposition 5.6 now follows. 
Lemma 5.8. [CT17, Lemma 4.6] Consider the divisor D = −dH +
∑
mIEI on
LMN written in some Kapranov model. The divisor D is acyclic if
1 ≤ d ≤ n− 3, 0 ≤ mI ≤ n− 3− |I|.
The following Lemma is well known:
Lemma 5.9. Let p : X → Y be a blow-up of a smooth subvariety Z of codimension
r + 1 of a smooth projective variety Y . Let E be the exceptional divisor. Then for
all 1 ≤ i ≤ r we have Rp∗OX(iE) = OY .
Lemma 5.10. Let Z = LMN1 × . . . × LMNt be a massive stratum in LMN and
let D1, . . . ,Dt−1 be the boundary divisors whose intersection is Z . Let
T = T1 ⊠ . . .⊠ Tt
be a sheaf supported onZ , with either Ti = O or Ti = G
∨
ai , for some 1 ≤ ai < |Ni|,
and not all Ti = O. Then there exists a line bundle L on LMN such that:
(a) L|Z = T ;
(b) L is acyclic;
(c) For all 1 ≤ i1 < . . . < ik ≤ t, the restriction L|Di1∩...∩Dik is acyclic.
In addition, L ⊗O(−Di1 − . . .−Dik) is acyclic for all 1 ≤ i1 < . . . < ik ≤ t.
Proof. The proof is by induction on t ≥ 1. The statement is trivially true
when t = 1, i.e., when Z = LMn (as L = T and there are no boundary
divisors to be considered). In addition, if all but one of the Ti’s are trivial,
say Ti = G
∨
ai , we are done by [CT17, Lemma 4.3(3)], as we can take
L = G∨ai+|N1|+...+|Ni−1|.
Assume now t ≥ 2 and at least two of the Ti’s are non-trivial. Consider
πN1 : LMN → LMN\N1 and let Z
′ = πN1(Z). Then Z
′ can be identified with
LMN2 × . . .×LMNt and the map πN1 : Z → Z
′ is the second projection. Let
T ′ = T2⊠. . .⊠Tt. By induction, there is an acyclic line bundleL
′ on LMN\N1
such that L′|Z′ = T
′ and whose restriction to every stratum containing Z ′ is
also acyclic. If T1 = O, we let L = π
∗
N1
L′ and clearly all of the properties
are satisfied. If T1 = G
∨
a , we define L = G
∨
a ⊗ π
∗
N1
L′. Clearly, L|Z = T . By
the projection formula, RπN1∗(L) = L
′ ⊗ RπN1∗(G
∨
a ). As Rπi∗(G
∨
a ) = 0 for
all i, it follows that RπN1∗(L) = 0,i.e., L is acyclic.
EXCEPTIONAL COLLECTIONS ON CERTAIN HASSETT SPACES 35
The same argument applies to show that the restriction of L to a stratum
W containing Z is acyclic. Consider such a stratum:
W = LMM1 × . . .× LMMs ,
and letW ′ = LMM2 × . . . × LMMs , considered as a stratum in in LMN\M1 .
IfM1 = N1, the restriction L|W equals G
∨
a ⊠ (L
′
|W ′) and is clearly acyclic. If
M1 6= N1, thenM1 = N1 + . . . +Ni, with i ≥ 2, and πN1(W ) is the stratum
LMM1\N1×W
′ in LMN\N1 . The restriction of L
′ to this stratum has the form
L′1 ⊠ L
′
2. Then L|W = (G
∨
a ⊗ π
′∗
N1L
′
1) ⊠ L
′
2, where π
′
N1
: LMM1 → LMN1 is
the forgetful map. Again, by the projection formula, L|W is acyclic.
We now prove the last assertion in the lemma. As L, LDi are both acyclic,
L(−Di) is acyclic (case k = 1). The statement follows by induction on k
using the Koszul resolution for the intersection ∩j∈IDj , I = {i1, . . . , ik}:
. . .→ ⊕l<j,l,j∈IO(−Dl −Dj)→ ⊕j∈IO(−Dj)→ O → ODi1∩...∩Dik → 0.

Proposition 5.6 and Lemma 3.3 have the following:
Corollary 5.11. Assume n = |N | is odd. Let p : LMN → ZN be the reduction
map. For all I ⊆ N with 0 ≤ |I| ≤ n− 2 and all 1 ≤ a ≤ n− |I| − 1, we have
Rp∗
(
π∗IG
∨
a
)
= O(−Ic)⊗ z2a−|I
c|, Ic = N \ I.
Alternatively, this is the collection of PGm-linearized line bundles
O(−E)⊗ zp, 0 ≤ |p| ≤ e− 2, 2 ≤ e ≤ n (e = |E|, E ⊆ N).
Moreover, Rp∗O = O and Rp∗E = 0 for all other objects E in the collection Gˆ.
Proposition 5.6 and Lemma 4.4 have the following:
Corollary 5.12. Assume |N | = 2s + 2 is even. Let p : LMN → ZN be the
reduction map. For all E ⊆ N , e = |E| ≥ 2 and all 1 ≤ a ≤ e− 1,
Rp∗
(
π∗N\EG
∨
a
)
= O(−E)
(∑
|a− |E ∩ T c||ET
)
⊗ z2a−e,
where |a− |E ∩ T c|| denotes the absolute value of (a − |E ∩ T c|). Moreover,
Rp∗O = O. For all G
∨
a ⊗G
∨
b supported on strata LMs+1 × LMs+1 we have
Rp∗
(
G∨a ⊗G
∨
b
)
= O(−a)⊠O(−b) (0 < a, b ≤ s),
All other pushforwards are either 0 or are generated by the above torsion sheaves.
When n = 4, the map p : LMN → ZN is an isomorphism. In particular,
the objects in Rp∗π
∗
I Gˆ form a full exceptional collection. However, it is
straightforward to see that this is different than the collection in Thm. 1.7.
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