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1. INTRODUCTION 
Let m, n, and p be fixed positive integers. Set ha = 0 and let 
- ~~<h-,<...<h_~<h~<h~<...<h~<~~. 
Consider the DAE 
(1.1) 
where the aij are real numbers. If we allow m = 0, we must demand that 
neither n nor p is zero, if m # 0 we will demand that a,, # 0. In either case a 
change in the labeling of the subscripts may be necessary. 
Simpler methods could be used if one of m, n, or p is zero. Throughout 
this paper we will use CC to indicate the double summation over i and j 
used in Eq. (1.1). Thus the characteristic function is 
h(s) = ‘j?c aijs’eshi. 
We will make no restrictions on either u-rim or usTr, , thus h(s) can simultane- 
ously have root chains which are of retarded, neutral, and advanced type. 
Thus Eq. (1.1) can be said to be typeless, or atypical with reference to the 
standard definition of type. 
Theorem 1 is an improvement on a theorem of Verblunsky [l] which is 
available in Bellman and Cooke [2, pp. 197-2081. In Theorem 3 we find a 
particular solution to Eq. (1.1) which vanishes on a specified interval 
b + h-n , v + h,]. The particular solution arises in a natural way in the proof 
of Theorem 1 if added restrictions are imposed on the forcing function f(x). 
The fact that the particular solution vanishes on the interval leads to a 
generalized Fourier-Dirichlet representation for a large class of functions. 
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Using a finite Laplace transform method, Verblunsky [l] showed that every 
solution y(x) .to Eq. (1.1) that is continuous and of bounded variation on 
every finite interval has a series representation which converges on every 
finite interval to 
y(x) -f(x)/2ano if a-,, f 0, a-,j = 0 (j= 1,2 ).‘.) m), 
Y(X) otherwise. 
Using the same method, Bellman and Cooke [2, pp. 197-2081 obtained a 
series which converged to 
A4 - fbV~,o if QDo f 0, 
Y(X) otherwise. 
a,j = 0 ( j = 1, 2 )...) m), 
The representation obtained in this paper will converge to y(x) in all cases. 
2. THE FINITE LAPLACE TRANSFORM 
We will define the finite Laplace transform of a functionf(t) defined on the 
real line, zero outside the interval [Q, b] with f(u) =f(a + 0)/2 and 
f(6) =f(b - 0)/2, by the equation 
L(f(t), a, b, s) = j” e-“y(t) dt 
a (2-l) 
provided 
The application of the finite transform method to DAE’s is credited to 
Titchmarsh [3, pp. 298-3011 and [4]. Widder [5, p. 571 has shown that 
L(f(t), a, b, S) is an entire function of s. 
The inversion integral 
converges to f(x) if x E (a, b) an d x is a point of continuity off and f is of 
bounded variation in a neighborhood of x, and converges to zero for x 6 [a, 61. 
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Suppose L( f(t), a, 6, s) =: F(s, b) - F(s, u) where F(s, V) is a meromorphic 
function of s for each fixed v E (a, b) and the value of each residue ofF(s, , U) 
is independent of w, where s, represents a fixed singularity of F(s, 6). Suppose 
further that the integral in the 1.h.s. of Eq. (2.2) is asymptotic to the summa- 
tion of residues of - F(s, v) for some fixed v, where summation takes place 
in 1 s 1 < T. Clearly, in this case, the inversion formula can be replaced by an 
infinite series convergent in (a, b). We will make this discussion more precise 
in the theorems that follow. 
First we will consider a few examples of the finite Laplace transform. 
IfO<a<6<coandRe(cu)>--1,then 
where 
L(ta, a, b, s) = s-a-l{lyct + 1, us) - T(ol + 1, bs)}, 
.F(r, x) = J”,” e-W1 dt, 1 arg x 1 < 7f 
is one of the incomplete gamma functions with I’(r, 0) = r(r) if Re(r) > 0, 
Abramowitz and Stegun [6]. If Re(ol) > - 1, we can allow a = 0, and if 
Re(or) > 0 we make no restrictions on the sign of a or b. Let 
44 = i. f 9 n = 0, I,..., . 
then 
and 
I+, x) = (n - l)! e,-,(x) e-z, n = 1, 2,..., 
L(tn, U, b, S) = n!s-n-l(en(m) e-=6 - e,(h) e+). 
Similarly, 
L(taeSt, a, b, s) = (S - /3)-“-1 {r(a + 1, u(s - B)) - rCa + 1, hs - B))>v 
where fi is complex and Re(ol) > - 1. 
3. VERBLUNSKY'S THEOREM 
In Theorems 1 and 2 we will invert the transform by using the Cauchy 
residue theorem and the contours forced on us by the location of the zeros of 
the characteristic function h(s). Bellman and Cooke [2, Chapter 121 discuss 
the contours C, and we will use their discussion and their notation. The 
contour C1 will be assumed to intersect the imaginary axis at f ~JQ .
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THEOREM 1 (Verblunsky). Assume that a,, # 0 ;f m # 0 OY that neither 
n nor p is zero if m = 0. Define L = h, - h-, . Let a, a, , 6, , b be any four 
numbers for which a + L < a, < b, < b - L. Let f  (x) be a continuous function 
of bounded wariation on the interval [a, b] withf(x) = 0 if x $ [a, 61. Let y  be a 
function of bounded variation on the interval [a + h-, , b + h,], y  is a solution 
to Eq. (1.1) on [a, b], and y  has m continuous derivatives on [a, b] and m bounded 
derivatives on [u + h-, , a] and on [b, b + h,]. Let @+Pr(x) denote the residue of 
6 [CLM + /If(t) e-St dt] 
at a root of h(s), where 
p,(s) = e-SW cc uii i s~--~Y+~)(zJ + hi) 
A=1 
+ cc aiiSiesA* jy+Ai y(t) emst dt. 
21 
(3-l) 
Then the series 
where the sum is taken over all roots within C, , converges to y(x) as l--f co 
uniformly for a,, < x < b, . 
Proof. The finite Laplace transform of Eq. (1.1) yields 
where 
h(s) 1” e+tr(t> dt = A(S) - P,(S), 
a 
P,(S) = l:f (t) e-st dt - qU(s), 
and q,(s) was defined in (3.1). 
The inversion integral is 
Y(X) = 
1 -!-iT lim - 
T-m 277~ s @z{~&) - P&N WY ds -iT 
and converges to y(x) if x E (a, b), 0 if x & [a, bj. Since 
(3.2) 
apds) 
- = e-““h(s) y(o), av 
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it follows that es2(12(s))-r +Js)/a v is an entire function of s and therefore the 
integral 
J 
e’“(h(s))-l p,(s) ds 
C 
is independent of v, a < v < b, if C is any closed contour. 
Let C,, and C,- denote the right and left halves, respectively, of C1 . Then 
Y(X) = yz [- c residues within C, of esZfV(s) (h(s))-l 
+ & jcr+ e8’~b(s) (h(d)-’ ds (3.3) 
We will now show that the integrals involved on the r.h.s. of Eq. (3.3) tend to 
zero. When m # 0, we have a,, # 0, and 
I W-l = O(l s I-“), SEC,. (3.4) 
When m = 0, we have n # 0, p # 0, and 
j h(s)l-l = O(exp(- A-,)), s E c,- 
= O(exp(sh,)), s E c,, . 
(3.5) 
The contributions from QJS) on C,- and Q~(s) on C,, are handled as fol- 
lows. Easy calculation shows that the contribution from the terms of the form 
s++-a)(h(s))-1 and of the form 
with h <j < m and x 3 a, are each of the form 
O (I,,- 
S-ieSk-CZ+a-n) ds 
which tends to zero as I--+ 00, uniformly in x if x >, a, . Similarly, the terms 
with &+-a) replaced by es(x-b) and with integration on C,, with x < b, will 
tend to zero as 1+ co. 
For the effect of the forcing functionf(x), we write 
1: e-*y(t) dt = j: e-8tf(t) dt + j’ e-8t(t) dt. (3.6) 
0 
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For fixed x E (a, b) we have shown 
(3.7) 
where the singularities included in the first two integrals are exactly the zeros 
of h(s). 
Now, since f is of bounded variation on [a, b] and x E (a, b), both 
s 1 f(t) es(*-$) dt = 0( 1 s 1-l) s E c,- (3.8) 
and 
s 
1 f(t) es(o-t) dt = O(l s 1-l) s E C,, . W) 
We have controlled 1 h(s)j-l with either Eq. (3.4) or (3.5). Therefore the 
integrals over the respective arcs of (h(s))-i times the l.h.s.‘s of (3.8) and (3.9) 
both tend to zero uniformly in x if a, < x < b, . The proof is finished. 
Remark. The choice of v E [a, b] is not specified in the proof. However, 
the initial conditions must be specified on the interval [v + h-, , v + h,]. 
THEOREM 2 (Verblunsky). Under the conditions of Theorem I, if there is a 
positive constant d such that the set of distances between pairs of zeros of h(s) is 
bounded below by d, then the series obtained converges unifOrmly in every finite 
interval. 
This is Theorem 2 in the paper of Verblunsky [l]. The changes in the proof 
of Theorem 1 do not affect Verblunsky’s proof of Theorem 2. 
4. THE PARTICULAR SOLUTION 
In Theorem 1, we assumed that the forcing function f (x) was a continuous 
function of bounded variation on [a, b]. If the initial condition is assumed to be 
y(x)=Oon[v+h-,, z, + hp], a particular solution is obtained. The partic- 
ular solution is of the form 
409/40/I-9 
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where h(s,) =T 0 and Pr(x) is the residue of the term 
e”“(h(s))--1 J-1 e-““f(t) dt. 
We thus have a “variation-of-parameters type” representation for the partic- 
ular solution. 
In the following theorem we will show that under certain conditions we can 
obtain an “undetermined-coefficients type” representation. 
In both representations, the particular solution obtained will vanish on the 
interval [V + h_, , z, + h,]. 
THEOREM 3. Under the conditions of Theorem 1, assume that the transform 
off is given by 
s 
b e-““f(t) dt = F(s, b) - F(s, a), (4.1) 
a 
where F(s, v) is a meromorphic function of s for each fixed v  E [a, b], the value 
of the residues of F(s, v) is independent of v, and 
r s 
b 
esx e-8tf (t) dt ds 
-ivz a 
z - 2G & residues of F(s, v) + 1, _ @jEF(s, a) ds + 1 eS=F(s, b) ds 
1 CL+ 
(4.2) 
and the last two integrals on the r.h.s. tend to zero as 1+ 00. 
Suppose, for simplicity, that no pole of F(s, v) is a zero of h(s) and that no 
more than a fznite number of the poles of F(s, v) lie on the contours C, . Let 
Or(x) e8@ denote the residue of eszq,(s)/h(s), where h(s,) = 0. Let d,(x) esrz 
denote the residue of - eszF(s, v)/h(s), where h(s,) = 0. Let 6,(x) es@ denote 
the residue of - esxF(s, v)/h(s) where s, is a pole of F(s, v). 
Then the series 
yI(x) = c D,e’r’, (4.3) 
Cl 
yp(x) = C 8,es+ + C d,esrz, 
CL CL 
where summation is taken over all terms within C, , each converge as 1 --j ca 
uniformly for a,, < x < b, . The function y,(x) is a continuous solution to the 
homogeneous form of Eq. ( 1.1) which satisfies the initial conditions on the interval 
[v + h-, , v  + h,] and yP(x) is a continuous particular solution of Eq. (1.1) 
which vanishes on the interval [v + h-, , v  + h,]. 
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Remarks. The first member of the r.h.s. of (4.4) is the “undertermined- 
coefficients-type” particular solution to Eq. (1 .I). The second member of the 
r.h,s. of (4.4) is thus a generalized Fourier-Dirichlet series for the negative 
of the first member on the interval [V + h-, , ZI + hB] and is also a solution to 
the homogeneous form of Eq. (1 .l). 
The conditions that no pole of F(s, V) is a zero of h(s) and that only finite 
number of poles of F(s, V) lie on contours C, can easily be modified. 
When the singular points of F(s, V) are not all poles, it may be possible to 
modify the method by deforming the contours around a branch cut which 
avoids all but a small number of the zeros of h(s). 
The proof relies on the rearrangement of absolutely convergent series and 
follows the proof of Theorem 1 if Eqs. (3.6) and (3.7) are omitted. Equations 
(3.8) and (3.9) can then be replaced by similar estimates with the lower limit of 
integration x replaced by zero. 
5. AN EXAMPLE 
Let us consider the simple DAE 
y(x - h) + 2hy’(x) - y(x + h) = xe”, (5.1) 
with fixed positive h, on the interval [a, b], b - a > 2h. The homogeneous 
form of this equation has been discussed by Dixon [7] and [8], Titchmarsh [4], 
and others. It arises from the theory of a thin elastic plate which has been 
clamped by two intersecting circular arcs. 
It is convenient to pick v = 0. In the notation of the previous sections, 
m=n=p=l, h-, = - h, h, = + h, a,, = 2h, a-,, = 1, 
a --1, PO - and h(s) = echs + 2hs - ehs. 
We seek the residues of 
6 [2hy(O) - e-*h S”, e+?(t) dt - esh 11 e-+(t) dt] + 6 [‘I . 
The residue of the second member at s = 1 is easily seen to be 
u(x) = Ne-” - 2 + 4 + (e-” + 2h + eh) xl e” 
(e-h + 2h - eh)2 
and is clearly a particular solution to (5.1). Since h(s) has a zero of multiplicity 
three at s = 0, we can compute the residue there as 
v(x) = - 3[6 - (h2/10) + 4x + x2]/2h3. 
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Thus the particular solution which vanishes on [- h, h] is of the form 
We shall not repeat the discussion of the known solutions to the homogeneous 
equation. 
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