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Resumen
El presente trabajo analiza el comportamiento de sistemas borrosos Takagi-Sugeno ante perturbaciones persistentes (caracte-
rizadas bien por cotas conocidas de amplitud o de potencia en media cuadra´tica). El ana´lisis se centra en validar que, ante una
determinada cota de potencia de perturbaciones y regio´n de condiciones iniciales, existe una regio´n inescapable (contenida en la
regio´n donde el modelo TS es va´lido como modelo de un sistema no lineal subyacente). Algunos de los problemas planteados se
formulan como problemas de desigualdades matriciales lineales (LMI), posibles de resolver de forma o´ptima por programacio´n
semideﬁnida, y otros sera´n productos de matrices variables de decisio´n y dos escalares (BMI), que son resueltos de forma iterativa.
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1. Introduccio´n
Los sistemas borrosos Takagi-Sugeno (TS) son ampliamen-
te utilizados hoy en dı´a para modelar localmente procesos no
lineales, debido a que existe una metodologı´a sistema´tica de
hacerlo (Tanaka y Wang, 2001) utilizando la te´cnica denomi-
nada “sector nonlinearity” en la literatura en lengua inglesa.
Mediante dicha te´cnica se obtienen modelos TS equivalentes
al no lineal en una regio´n de intere´s compacta Ω. La teorı´a de
estabilidad de Lyapunov es, una vez dichos modelos han sido
calculados, la herramienta ma´s utilizada para probar estabilidad
local del sistema no lineal original. Para ello se prueba estabili-
dad global del sistema Takagi-Sugeno utilizando desigualdades
matriciales lineales (Wang et al., 1996), que denotaremos con el
acro´nimo LMI ampliamente establecido en la literatura. El en-
foque es extremadamente interesante y prolı´ﬁco dando lugar a
mu´ltiples contribuciones sobre estabilidad de sistemas borrosos
con LMI; se remite al lector a los libros (Tanaka y Wang, 2001;
Matı´a et al., 2014), a los artı´culos de revisio´n (Guerra et al.,
2009; Sala, 2009; Feng, 2006) y las referencias allı´ contenidas.
Con las soluciones de las LMI, se obtienen estimados del
dominio de atraccio´n del origen, basados en las curvas de nivel
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de la funcio´n de Lyapunov (Khalil, 2002). Trabajos recientes
discuten co´mo reducir diversas fuentes de conservadurismo en
la estimacio´n de dominios de atraccio´n (Chesi, 2011; Pitarch
et al., 2012; Hancock y Papachristodoulou, 2013; Pitarch et al.,
2014). El concepto de estabilidad y dominio de atraccio´n, no
obstante, se aplica u´nicamente a sistemas sin perturbaciones.
Cuando los sistemas esta´n sujetos a entradas de perturba-
cio´n, usualmente se plantean condiciones LMI garantizando una
norma-2 (integral del cuadrado) acotada de ciertas salidas de in-
tere´s respecto a la norma-2 de la entrada si dicha norma esta´ aco-
tada (Scherer y Weiland, 2004, Cap.3). Aunque dicha caracteri-
zacio´n de la atenuacio´n de perturbaciones tiene importantes in-
terpretaciones (H∞, robustez, etc.), no obstante, si la dina´mica
es ra´pida, sen˜ales de norma-2 pequen˜a pueden tener una am-
plitud grande (si decaen ra´pidamente). Ello no es problema en
modelos globales pero, como un modelo TS deja de ser va´lido
si se abandona la regio´n Ω, para asegurar que un disen˜o de este
tipo es va´lido debe garantizarse que la energı´a de las perturba-
ciones no es suﬁciente para hacerle abandonar dicha regio´n.
Las cuestiones arriba mencionadas sobre perturbaciones no
esta´n abordadas en demasiado detalle en la literatura de ana´lisis
no lineal y de sistemas borrosos TS en particular. El concep-
to de dominio de atraccio´n cuando no hay perturbaciones debe
ser cambiado al de conjunto inescapable en caso de que e´stas
este´n presentes. El trabajo preliminar de los autores Salcedo,
Martı´nez, y Garcı´a-Nieto (2008) discute el rechazo (sub)-o´pti-
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mo de perturbaciones para acotar la norma inﬁnito (ma´ximo de
la respuesta temporal) de ciertas salidas cuando lo esta´ el pico
de amplitud de la entrada, con una interpretacio´n generalizando
el concepto de control L1 de sistemas lineales (Bhattacharyya
et al., 1995; Tadeo y Grimble, 2002) a los sistemas borrosos.
Las condiciones iniciales, no obstante, deben ser supuestas en
el origen.
En el trabajo de Wang y Liu (2013) se plantea un ana´lisis
local para sistemas TS sujetos a perturbaciones con magnitud
acotada o energı´a ﬁnita en donde, adema´s de las condiciones
H∞ habituales, se incluyen condiciones para asegurar que cier-
tos conjuntos son invariantes. Recientemente, Klug et al. (2015)
han abordado tambie´n dicha problema´tica para el caso discreto,
planteando problemas de optimizacio´n (convexa) para dar un
estimado del mı´nimo conjunto alcanzable o una cota de la ga-
nancia en norma-2 entre la entrada de perturbacio´n y la salida
controlada. Sin embargo, este trabajo no considera perturbacio-
nes persistentes.
El presente trabajo pretende generalizar las ideas anteriores
sobre dominio de atraccio´n y condiciones iniciales, buscando
obtener, para el caso de modelos borrosos Takagi-Sugeno, so-
luciones a los problemas de:
1. Consideracio´n de perturbaciones de potencia RMS aco-
tada en un intervalo de tiempo T dado.
2. Estimacio´n del mı´nimo conjunto inescapable.
3. Ca´lculo del conjunto de condiciones iniciales ma´ximo
para asegurar que la zona de modelado Ω es inescapable.
Todos los problemas esta´n relacionados y se abordara´n con una
perspectiva uniﬁcada, dado que hay compromisos inherentes.
Por ejemplo, en el segundo caso, si el conjunto inescapable
calculado es signiﬁcativamente menor que la zona de modela-
doΩ, deberı´a remodelarse el sistema: cuanto ma´s pequen˜a es la
zona de modeladoΩma´s “estrechos” son los ve´rtices del mode-
lo TS obtenido, y ma´s “lineal” es el comportamiento: remodelar
permitira´ mejorar las prestaciones garantizadas (y reducir aun
ma´s el conjunto inescapable mı´nimo probado).
En el caso contrario en el que el conjunto inescapable cal-
culado sea mayor que Ω el resultado ya no es va´lido (el estado
puede abandonar la zona donde el modelo es va´lido). Agrandar
Ω permitira´ incluir el conjunto inescapable, pero se introduce
ma´s incertidumbre y complejidad (Pitarch et al., 2012), con lo
que puede darse el caso de que tampoco pueda encontrarse una
solucio´n: en efecto, en un sistema no-lineal existen perturbacio-
nes por encima de una cierta cota que pueden inestabilizar un
punto de equilibrio localmente estable.
Este trabajo trata de abordar de forma rigurosa los anterio-
res problemas en el marco de los modelos TS. Una aproxima-
cio´n preliminar a dicha problema´tica aparece en el artı´culo de
conferencia de los autores (Pitarch et al., 2013).
La estructura del trabajo es la siguiente: la pro´xima Seccio´n
discute conceptos preliminares y el planteamiento del proble-
ma, la Seccio´n 3 discute el resultado central sobre una desigual-
dad de Lyapunov para perturbaciones persistentes, y deﬁne tres
conjuntos (inicial, transitorio y estacionario o ﬁnal) clave en el
ana´lisis de los problemas arriba considerados, en la Seccio´n 4 se
resuelven distintas instancias del problema para el caso particu-
lar de los sistemas borrosos Takagi-Sugeno con perturbaciones
y se plantean una serie de condiciones LMI o BMI (LMI mas
exploracio´n en 2 para´metros) y algoritmos adaptados a cada ca-
so. Para terminar, un ejemplo y una seccio´n de conclusiones
pone el punto ﬁnal al trabajo.
2. Preliminares
Conside´rese el siguiente sistema no lineal:
x˙ = f (x) + e(x)w (1)
donde x ∈ Rn es el vector de estado y w ∈ Rc es un vector de
perturbaciones externas1. Se asumira´ que f (0) = 0 y que tiene
primeras derivadas parciales contı´nuas.
Conside´rese una regio´n de modeladoΩ compacta que inclu-
ya al origen. Entonces, empleando la bien conocida te´cnica de
modelado borroso por sector no-lineal (en ingle´s “sector non-
linearity approach” (Tanaka y Wang, 2001)), se puede obtener
un modelo borroso Takagi-Sugeno del sistema (1) en la forma:
x˙ =
r∑
i=1
μi(x) (Aix + Eiw) (2)
donde Ai ∈ Rn×n y Ei ∈ Rn×c son los modelos lineales ve´rti-
ce, μi(x) son sus correspondientes funciones de pertenencia no
lineales y r es el nu´mero de reglas borrosas. Las funciones de
pertenencia pertenecen a Γ = {μ ∈ Rr : ∑ri=1 μi = 1, μi ≥ 0 ∀i}.
Cabe destacar que el anterior modelo TS (2) es exacto en la
regio´n de modelado Ω, i.e., (2) representa de forma totalmen-
te ﬁel al sistema (1) en dicha regio´n (Tanaka y Wang, 2001).
Como ejemplo, un proceso x˙ = −sin(x) + w puede expresarse
como x˙ = (sin(x)/x) · x + w y, considerando Ω = [−1, 1], como
el ma´ximo de sin(x)/x es 1 y el mı´nimo es 0.844, escribien-
do sin(x)/x como una interpolacio´n entre los extremos tenemos
que:
x˙ = (μ1(x) · 1 + μ2(x) · 0,844)x + w
μ1(x) + μ2(x) = 1, ∀x ∈ Ω (3)
Existen metodologı´as de ana´lisis de estabilidad y de ca´lcu-
lo de cotas a normas del sistema (2) en la literatura, usando
LMIs con una funcio´n de Lyapunov cuadra´tica en el estado
V(x) = xT Px (Ksontini et al., 2003; Chen et al., 2007; Salce-
do et al., 2008), o con funciones no-cuadra´ticas (Jaadari, 2013;
Johansson et al., 1999).
La localidad en el proceso de modelado plantea, no obs-
tante, determinadas cuestiones en el ana´lisis de estabilidad del
sistema no lineal original (1). La trayectoria de (1) sin pertur-
baciones, con condiciones iniciales x0, se denotara´ como x(t) =
1Dado que el presente trabajo aborda ana´lisis de estabilidad, el objetivo
sera´ analizar el comportamiento ante perturbaciones del sistema (1) mediante
te´cnicas borrosas. El disen˜o o´ptimo de reguladores, contemplando los desarro-
llos de en este trabajo, para sistemas x˙ = f (x) + g(x)u + e(x)w, sera´ objeto de
trabajos posteriores. Obviamente, la estabilidad con un controlador conocido
u(x) sı´ puede abordarse directamente con los resultados aquı´ propuestos.
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ψ(t, x0). Obviamente, si x(t) ∈ Ω ∀t, coincidira´ con las trayecto-
ria de (2), que denotaremos como x(t) = ψ(t, x0, μ(x(t))). Como
en gran parte de la literatura de control borroso, se tratara´ de
dar propiedades de todas las posibles trayectorias de (2), esto
es, x(t) = ψ(t, x0, μ(t)) para todo posible μ(t) ∈ Γ. De este mo-
do:
La estabilidad global de (2) so´lo implica estabilidad local
de (1).
Las condiciones iniciales x0 deben estar dentro de Ω.
Las trayectorias ψ(t, x0) no deben abandonar Ω.
En el caso de sistemas sin perturbaciones, estas cuestiones
requieren que se disponga de una metodologı´a para determinar
el dominio de atraccio´n D del sistema (1), D = {x0 ∈ Rn :
lı´mt→∞ ψ(t, x0) = 0}. En un sistema borroso, teniendo en cuenta
las anteriores consideraciones, procede la siguiente deﬁnicio´n
para todas las posibles trayectorias de (2).
Deﬁnicio´n 1. El Dominio de Atraccio´n Robusto Local (DARL)
del sistema (2), referido a una regio´n Ω, se deﬁne como el con-
junto de condiciones inicialesDΩ que cumple:
DΩ =
{
x0 ∈ Ω : ψ(t, x0, μ) ∈ Ω∀t ≥ 0,∀μ ∈ Γlı´mt→∞ ψ(t, x0, μ) = 0,∀μ ∈ Γ
}
(4)
El termino “robusto” en la deﬁnicio´n se debe al hecho de
que, con modelos TS, DΩ tiene que considerar “todas” las po-
sibles μ en el simplex Γ y no u´nicamente las particulares, proba-
blemente no lineales, μ(x) que realmente certiﬁcan la equivalen-
cia exacta con el sistema no lineal. Esta consideracio´n permi-
te utilizar las te´cnicas de modelado borroso, pagando el precio
de obtener resultados ma´s conservadores debido a la “indepen-
dencia de la forma” (Sala, 2009). De hecho, basa´ndose en lo
anterior, como (2) incluye a (1) en Ω (junto con muchos otros
sistemas), entoncesDΩ ⊂ D, es decir, encontrando el DARL de
un modelo borroso TS hemos encontrado un estimado interior
del dominio de atraccio´n de (1).
Es bien conocido que las curvas de nivel de la funcio´n de
Lyapunov Vc = {x : V(x) ≤ c} pertenecen al DARL si Vc ⊂
Ω, V > 0, V˙ < 0 ∀x ∈ Ω ∼ {0} (Slotine, 1991). En (Pitarch
et al., 2012) se presenta una metodologı´a que permite ampliar
el estimado del dominio de atraccio´n a un nivel c de la forma
Vc ∩ Ω donde Vc  Ω. En (Pitarch et al., 2014) se presenta
una metodologı´a iterativa basada en sumas de cuadrados para
ampliarlo todavı´a ma´s.
El caso de sistemas con perturbaciones esta´ menos aborda-
do en la literatura de sistemas borrosos. En dicho caso, se debe
cambiar el objeto de estudio del DARL a los Conjuntos Robus-
tamente Inescapables (CRI):
Deﬁnicio´n 2. Dado un modelo borroso (2) en una regio´n Ω y
un conjunto de pertubaciones posiblesW, un conjunto Θ ⊂ Ω
es robustamente inescapable a partir de un conjunto de condi-
ciones iniciales Θi si cumple:
x(t) ∈ Θ ∀x(0) ∈ Θi,∀w ∈ W,∀μ ∈ Γ (5)
Obviamente, dependiendo del taman˜o de Ω yW podrı´a no
existir ningu´n CRI si, para alguna condicio´n inicial, existe al-
guna perturbacio´n capaz de “sacar” a la trayectoria del sistema
de Ω desde dicha condicio´n inicial.
Cuando las perturbaciones esta´n acotadas en norma-p, esto
es,W = {w : ‖w‖p ≤ 1} y Ω tambie´n esta´ deﬁnido de forma
similar2 Ω = {x : ‖x‖∞ ≤ 1} (donde la norma inﬁnita deno-
ta el ma´ximo de los componentes), el problema puede enten-
derse de forma abstracta como comprobar si se puede acotar
la norma inducida Lp → L∞. Se tienen resultados en siste-
mas lineales (Boyd et al., 1994; Abedor et al., 1996; Palhares
y Peres, 2000) para las normas p = 2 (integral del cuadrado,
“energy-to-peak”), p = ∞ (cota ma´xima de la perturbacio´n,
“peak-to-peak”) y p = 1 (integral de valor absoluto). El disen˜o
de controladores que minimicen la norma L1 (peak-to-peak)
para sistemas lineales continuos no se puede expresar en te´rmi-
nos de LMIs (Abedor et al., 1996). En el citado trabajo, en lugar
de minimizar la norma L∞ inducida, se minimiza la norma-∗:
la mejor cota superior de la norma L∞ inducida obtenible aco-
tando el conjunto inescapable por elipsoides, mediante la reso-
lucio´n de un problema LMI o BMI, dependiendo del sistema en
particular.
La literatura sobre conjuntos inescapables en el a´mbito bo-
rroso es escasa. Ba´sicamente, los autores so´lo tienen constancia
de los trabajos de Salcedo et al. (2008); Wang y Liu (2013) y
Klug et al. (2015). El primero aborda el rechazo de perturbacio-
nes persistentes con un pico ma´ximo de amplitud (wTw ≤ γ),
generalizando el trabajo de Abedor et al. (1996) al caso borro-
so, mientras que los restantes dos abordan tambie´n el caso de
perturbaciones de energı´a ﬁnita (
∫ ∞
0 w
Tw dt ≤ γ).
No´tese que el estudio de estabilidad y dominio de atrac-
cio´n puede ser, en algunos casos, abordado mediante simula-
cio´n (Genesio et al., 1985). Sin embargo, el garantizar conjun-
tos inescapables mediante simulaciones no es una tarea fa´cil,
dado que es difı´cil calcular o “acertar” con las condiciones ini-
ciales particulares y la sen˜al w(t) exacta que constituyen el peor
caso en un sistema no lineal. Este peor caso suele ser muy dife-
rente de las simulaciones con perturbaciones aleatorias que en
promedio cancelan sus efectos.
2.1. Planteamiento del problema
El objetivo del presente artı´culo es generalizar los trabajos
arriba mencionados incluyendo enW a perturbaciones de po-
tencia acotada.
En concreto, hablaremos de potencia RMS acotada (enten-
dida como norma acotada durante un cierto periodo de tiempo
T ), esto es: ∫ t+T
t
w(t)Tw(t) ≤ β ∀t ≥ 0 (6)
El valor de T se supondra´ constante, ﬁjado a priori en base a
conocimiento sobre el proceso controlado. Existen dos casos
lı´mites de intere´s: (a) amplitud acotada ‖w(t)‖2 ≤ γ, como caso
2Obviamente, con los adecuados escalados, no hay pe´rdida de generalidad
en asumir que la cota es la unidad.
460 J.L. Pitarch et al. / Revista Iberoamericana de Automática e Informática industrial 12 (2015) 457–466 
lı´mite cuando T → 0 y (b) la norma-2 cuando T → ∞, que se
detallara´n posteriormente.
En particular, se desea analizar la estabilidad y el comporta-
miento dina´mico del sistema ante dichas perturbaciones, abor-
dando los siguientes problemas:
1. Calcular un estimado del mı´nimo conjunto inescapable,
ante condiciones iniciales en una zona preﬁjada, denota-
da como Θi, y una cierta cota β.
2. El conjunto de condiciones iniciales Θi ma´s grande que
asegure la inescapabilidad de Ω y, por tanto, la validez
del modelo TS. Cuando la cota β es nula, dicho conjunto
de condiciones iniciales sera´, obviamente, un estimado
del dominio de atraccio´n.
3. Estimar la potencia ma´xima admisible de una posible per-
turbacio´n que garantice la estabilidad del sistema (ines-
capabilidad de Ω), dado Θi.
Otros resultados de rechazo de perturbaciones en literatura
contemplan acotar la norma 2 de ciertas salidas, y(t), como las
aplicacionesH∞ a casos TS (ve´ase Tanaka y Wang (2001); Liu
y Zhang (2003)), pero no consideran regiones de inescapabili-
dad. A la inversa, en este trabajo, no consideramos cotas de la
integral de las salidas, sino limitar su valor instantaneo a una
zona. Las LMIs de atenuacio´n H∞, que derivan de minimizar
κ sujeto a V˙ + y2 − κw2 ≤ 0 podrı´an ser fa´cilmente combina-
das con las condiciones propuestas en el presente trabajo, si se
considerara oportuno en una cierta aplicacio´n.
3. Conjuntos inescapables bajo perturbaciones persisten-
tes
En esta seccio´n se presenta el ana´lisis de estabilidad pa-
ra sistemas no lineales bajo perturbaciones persistentes de un
cierto tipo, cuya caracterı´stica principal es que proporcionan
una potencia RMS limitada durante un cierto periodo de tiem-
po especiﬁcado a priori.
Teorema 1. Asu´mase, para el sistema (1), que la perturbacio´n
cumple la condicio´n (6) para un periodo temporal T conoci-
do, y que existe una funcio´n no negativa del estado V(x(t)) que
cumple:
V˙(x(t)) + αV(x(t)) − w(t)Tw(t) ≤ 0 (7)
Entonces, existe un re´gimen estacionario ﬁnal donde se veriﬁca
lı´m
t→∞V(t) ≤
β
1 − e−αT (8)
y, durante el transitorio desde una condicio´n inicial V(0), la
funcio´n V(t) puede ser acotada por:
V(t) ≤ ma´x(V(0) + β, β
1 − e−αT ) ∀t ≥ 0 (9)
Demostracio´n. Conside´rese la ecuacio´n diferencial lineal de
primer orden
V˙(t) + αV(t) − w(t)Tw(t) = −g(t)
donde en todo instante g(t) ≥ 0, por (7). Su solucio´n, con con-
dicio´n inicial V(0), es (Murphy, 2011):
V(t) = e−αtV(0) +
∫ t
0
(w(τ)Tw(τ) − g(τ))e−α(t−τ) dτ
Como g no es negativa, V(t) puede acotarse, considerando el
mayor N tal que NT < t ≤ (N + 1)T , segu´n la expresio´n:
V(t) ≤ e−αtV(0) +
∫ T
0
w(τ)Tw(τ)e−α(t−τ) dτ+
∫ 2T
T
w(τ)Tw(τ)e−α(t−τ) dτ + · · · +
∫ t
NT
w(τ)Tw(τ)e−α(t−τ) dτ
(10)
En el u´ltimo sumando, como τ ≤ t, la exponencial se puede
acotar por la unidad de modo que la integral entre NT y t se
puede acotar por β. Asimismo, acotando de forma similar la
exponencial, se tiene:
∫ (k+1)T
kT
w(τ)Tw(τ)e−α(t−τ) dτ ≤
e−α(t−(k+1)T ) ·
∫ (k+1)T
kT
w(τ)Tw(τ) dτ ≤ e−α(N−k)T · β (11)
De esta manera, despue´s de algunas manipulaciones senci-
llas, se obtiene una cota de la parte derecha de (10):
V(t) ≤ e−αtV(0) + (1 + e−αT + · · · + e−αNT )β (12)
Y como t > NT
V(t) ≤ e−αNTV(0) + (1 + e−αT + · · · + e−αNT )β = ψN (13)
No´tese que a medida que N progresa, la cota del lado derecho
de la desigualdad, denotada como ψN , es la salida de la ecuacio´n
en diferencias de primer orden discreta con condicio´n inicial
ψ0 = V(0) + β:
ψN+1 = e−αTψN + β
Por tanto es una respuesta mono´tona creciente o decreciente de-
pendiendo de la condicio´n inicial (se trata, al ﬁn y al cabo de
una respuesta ante escalo´n de primer orden ante condiciones
iniciales no nulas, bien estudiada en mu´ltiples textos ba´sicos).
Si el valor inicial ψ0 es mayor que el valor de estado estaciona-
rio ψ∞ =
β
1−e−αT , entonces la cota ma´xima sera´ el valor inicial
ψ0 = V(0) + β; en otro caso la cota ma´xima sera´ el valor esta-
cionario ψ∞. A partir de esto, se puede establecer (8) y (9).
A la funcio´n V(x) le denominaremos funcio´n de Lyapunov,
con un cierto abuso –usual, de todos modos, en la literatura,
dado que, estrictamente, las funciones de Lyapunov fueron de-
ﬁnidas por e´ste para ana´lisis de estabilidad de sistemas sin per-
turbaciones.
No´tese que, de la anterior demostracio´n, el valor de V(0)
que cambia la respuesta de creciente a decreciente sera´
V(0) + β =
β
1 − e−αT
lo que conduce al siguiente resultado.
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Corolario 1. Si se veriﬁca3
V(0) ≤ β
1 − e−αT − β =
e−αTβ
1 − e−αT (14)
entonces el sistema no abandonara´ el conjunto inescapable ﬁ-
nal dado por (8). En caso contrario, podrı´a llegar a V(t) =
V(0)+β (en particular, recibiendo una entrada impulso δ(t), de
integral igual a β, que es compatible con (6) y es, intuitivamen-
te, el peor caso).
Corolario 2 (Casos particulares). A partir del teorema, se pue-
den recuperar cotas y condiciones obtenidas en literatura an-
terior. En particular:
1. Perturbaciones acotadas en norma: si ‖w‖2 ≤ β, el teo-
rema anterior, haciendo T → ∞, resulta en
V(t) ≤ V(0) + β
Si V(0) = 0, la cota V ≤ β en este caso aparece en (Boyd
et al., 1994, Cap. 6.1.1).
2. Perturbaciones acotadas en pico: si wTw ≤ γ, el teorema
anterior, haciendo β = γT y T → 0, resulta en
V(t) ≤ ma´x(V(0), γ
α
) lı´m
t→∞V(t) ≤
γ
α
de modo que, con V(0) = 0 se tiene la cota en (Boyd
et al., 1994, Cap. 6.1.3) y (Salcedo et al., 2008, Teorema
5.1).
Demostracio´n. La demostracio´n de la primera aﬁrmacio´n es
evidente, y la segunda tambie´n tomando en consideracio´n que
lı´mT→0
γ·T
1−e−αT =
γ
α
.
Como conclusio´n de la seccio´n, se observa que, dado un
conjunto inicial Θi = {V ≤ V(0)}, el resultado anterior deﬁne
dos conjuntos importantes (ver Figura 1) en el ana´lisis de siste-
mas no lineales con perturbaciones:
un “conjunto inescapable transitorio”Θt de (9) en el cual
se garantiza que el estado nunca va a salirse en ningu´n
instante,
un “conjunto inescapable estacionario ﬁnal” Θ f de (8),
Θ f ⊂ Θt, donde el estado va a llegar y permanecer sin
escapar ﬁnalmente (una vez transcurrido un tiempo su-
ﬁcientemente largo), cuyo co´mputo es independiente de
V(0).
Obviamente, Θi ⊂ Θt y Θ f ⊂ Θt, pero no existe relacio´n de
inclusio´n necesariamente entre Θ f y Θi ya que Θ f no depende
de las condiciones iniciales.
Deﬁnidos los anteriores conjuntos, se pueden plantear al-
gunos problemas de optimizacio´n sobre los mismos. Ve´ase la
siguiente seccio´n.
3Un caso ampliamente considerado que veriﬁca (14) en la literatura es co-
menzar en el origen antes de que las perturbaciones actuen, x(0) = 0, V(0) = 0.
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Figura 1: Regiones “inicial” Θi , “ﬁnal” Θ f y “transitoria” Θt , regio´n de mode-
lado Ω.
4. Ana´lisis de modelos borrosos Takagi-Sugeno con per-
turbaciones
El Teorema 1 se puede aplicar a cualquier sistema no-lineal.
No obstante, en sistemas borrosos Takagi-Sugeno, las condicio-
nes (7), (8) y (9) podra´n ser espeﬁcadas en forma LMI o BMI,
con lo que se podra´ dar una metodologı´a sistema´tica de ca´lcu-
lo de dichos conjuntos (con cierto conservadurismo respecto al
caso no-lineal gene´rico, obviamente). E´ste es el objetivo de esta
seccio´n.
Debido a que los modelos borrosos, calculados mediante la
te´cnica “sector-nonlinearity”, son u´nicamente va´lidos de forma
local en una regio´n de modelado Ω, los anteriores conjuntos Θi,
Θt no deben abandonar Ω. Ası´, el Teorema 1 puede ser enun-
ciado, de forma local, como sigue a continuacio´n.
Teorema 2. Dado un conjunto inicial Θi, si existe una funcio´n
V(x) y un nivel de la misma V0 que satisfacen
Θi ⊂ {x : V(x) ≤ V0} (15)
{x : V(x) ≤ V0 + β} ⊂ Ω (16)
{x : V(x) ≤ β
1 − e−αT } ⊂ Ω (17)
V˙(x) + αV(x) − wTw ≤ 0 ∀x ∈ Ω (18)
entonces el sistema (1) no abandona Ω si las condiciones ini-
ciales esta´n en Θi y, ﬁnalmente, alcanza un re´gimen estaciona-
rio donde no abandona el conjunto deﬁnido por la equipoten-
cial Θ f = {x : V(x) ≤ β1−e−αT }.
Demostracio´n. La condicio´n (18) asegura que el conjunto ﬁnal
sea Θ f = {x : V ≤ β1−e−αT } por el Teorema 1. La condicio´n
(15) asegura que la equipotencial de Lyapunov V0 incluya a la
regio´n de condiciones iniciales Θi. La condicio´n (16) asegura
que la regio´n {x : V(x) ≤ V0 + β} este´ contenida en la regio´n
de modelado y la condicio´n (17) asegura que la regio´n {x : V ≤
β
1−e−αT } este´ tambie´n contenida en dicha regio´n de modelado.
Entonces, las condiciones (16) y (17) juntas implican que el
conjunto deﬁnido en (9) esta´ incluido en Ω.
Con el teorema anterior, se garantiza que la regio´n transito-
ria Θt esta´ contenida en Ω. Entonces, suponiendo que Ω es la
regio´n donde un modelo borroso TS es va´lido para representar
al sistema (1), el objetivo de esta seccio´n es particularizar las
condiciones del Teorema 2 a los sistemas (2).
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Observacio´n 1. No´tese que, para modelos globales, las con-
diciones (16)–(17) relacionadas con Ω deberı´an omitirse y la
condicio´n (18) debe cumplirse para todo x ∈ Rn. Para sistemas
inicialmente en equilibrio, la condicio´n (15) tambie´n deberı´a
despreciarse, dado que Θi = {0} y sustituir V0 = 0 en (16).
El teorema anterior sigue siendo va´lido para cualquier pro-
ceso no lineal. Enunciemos ahora algunos problemas interesan-
tes a los cuales se puede aplicar el Teorema 2, considerando el
caso particular de modelos borrosos (2), y funciones de Lyapu-
nov cuadra´ticas V(x) = xT Px. De ese modo, los conjuntos invo-
lucrados son elipsoidales y las condiciones del teorema podra´n
ser expresadas como problemas de valores propios y desigual-
dades matriciales.
4.1. Condiciones iniciales nulas
Conside´rese, en primer lugar, el caso de condiciones inicia-
les nulas Ωi = {0} y una regio´n de modelado Ω deﬁnida4 como
una bola de radio ρ
Ω = {x : xT x ≤ δ} (19)
donde δ = ρ2.
Corolario 3 (Conjunto estacionario ﬁnal). Si existe una funcio´n
candidata de Lyapunov V(x) = xT Px, P ∈ Rn×n que cumpla
P > 
1I (20)
P > (
β
1 − e−αT )δ
−1I (21)(
PAi + ATi P + αP PEi
ETi P −I
)
+ 
2iI < 0 i : 1, . . . , r (22)
donde 
1 > 0, 
2i > 0 son tolerancias deﬁnidas por el usua-
rio5, entonces el sistema (1) no abandona Ω si las condiciones
iniciales esta´n en Θi = {x : V ≤ e−αT β1−e−αT } y, adema´s, nunca aban-
dona tampoco la regio´n Θ f = {x : V ≤ β1−e−αT }.
Demostracio´n. Las condiciones (22) aseguran (18) y, junto con
(20), comprueban que V(x) es funcio´n de Lyapunov del sistema
(1) localmente en Ω por el Teorema 2. La condicion (21) ase-
gura (17). Si las condiciones iniciales esta´n en Θi ⊂ {x : V ≤
e−αT β
1−e−αT }, entonces V0 ≤ β1−e−αT − β y la condicio´n (17) sera´ siem-
pre mas restrictiva que (16) en el Teorema 2. Por lo tanto, las
condiciones (15) y (16) son innecesarias en el corolario.
No´tese que las condiciones anteriores no son LMI debido al
producto αP. Por tanto deberı´an resolverse, de forma general,
como problemas de optimizacio´n no convexa. No obstante, es
bien conocido que ﬁjando α, dichos problemas pueden ser re-
sueltos vı´a herramientas de programacio´n convexa; por ello, la
4Regiones de modelado ma´s generales (elipsoidales, interseccio´n de elip-
soides o polito´picas) podrı´an considerarse con mı´nimas modiﬁcaciones muy
simples, adaptando las condiciones en (Boyd et al., 1994) al caso en estudio.
Por ejemplo, para Ω = {x : |ρ2 − x21 |}, sustituyendo la matriz identidad en (21)
por [1 0; 0 0]. Se emplaza al lector a consultar (Boyd et al., 1994) para ma´s
detalles, omitidos por brevedad.
5Con el objetivo de asegurar positividad (o negatividad) estricta de matrices
en las implementaciones nume´ricas.
solucio´n o´ptima, en base a algu´n criterio, requiere la aplicacio´n
de estrategias de biseccio´n o exploracio´n en α, resolviendo el
problema de forma iterativa (ver detalles sobre problemas de
valores propios generalizados GEVP en (Boyd et al., 1994; Ta-
naka y Wang, 2001)).
El corolario 3 permite resolver distintos problemas de in-
tere´s en el ana´lisis de sistemas borrosos bajo perturbaciones.
Potencia de perturbacio´n ma´xima. Se puede maximizar la po-
tencia de perturbacio´n β, para asegurar que una regio´n preﬁjada
Ω es inescapable partiendo de condiciones iniciales de equili-
brio (realmente, desde un pequen˜o conjunto alrededor del ori-
gen cuyo taman˜o depende de β). Este es un problema cuasi con-
vexo que se resuelve con exploracio´n en α.
Acotacio´n o´ptima del conjunto alcanzable por las perturbacio-
nes. En este caso, se tratarı´a de minimizar el taman˜o de la re-
gio´n inescapable Ω (en particular, minizar ρ) para unas carac-
terı´sticas de perturbacio´n β, T dadas. Este problema se resuelve
explorando en α y maximizando ψ = δ−1 = ρ−2 para cada α.
Observacio´n 2. Si Θi = 0, la regio´n de intere´s viene dada por
la ecuacio´n de salida Ω = {x:xTCTCx ≤ γ2} y la perturbacio´n
esta´ acotada instantaneamente (T → 0) por wTw ≤ β, se obtie-
nen los elipsoides inescapables y las cotas descritas en (Salcedo
et al., 2008).
Debido a la posibilidad de remodelar el sistema no lineal
original para obtener un mejor modelo borroso (por ejemplo,
si el elipsoide inescapable probado no tiene un taman˜o similar
a la zona de modelado propuesta Ω), para obtener el estima-
do menos conservador sobre el sistema original se propone un
procedimiento iterativo que se detalla a continuacio´n.
La idea clave de la propuesta es empezar analizando los
conjuntos inescapables obtenidos mediante el modelo linealiza-
do del sistema (1) en el origen (con lo que la zona de modelado
inicial, denotada comoΩ[1] es, de hecho, inﬁnitesimalmente pe-
quen˜a) y, posteriormente, seguir un procedimiento iterativo de
calcular un conjunto Θ[k]f y remodelar el sistema para Ω
[k+1] =
Θ
[k]
f , repitiendo hasta alcanzar convergencia Θ
[k]
f ⊂ Ω[k] o no
factibilidad del problema. Esta idea se formaliza en el algorit-
mo descrito a continuacio´n.
Algoritmo 1. Estimacio´n del mı´nimo conjunto alcanzable des-
de el origen para un sistema no lineal mediante te´cnicas TS:
1. Calcular el modelo linealizado x˙ = Ax + Ew en x = 0 y
tomar k = 1, Ω[1] = 0.
2. Resolver el siguiente problema cuasi-LMI (LMI + explo-
racio´n en α; β y T ﬁjados):
Maximizar ψ = δ−1 sujeto a (20), (21) y (22)
3. Si el problema del paso 2 no es factible, terminar el al-
goritmo, sin poder probar estabilidad (esto es, existencia
de un conjunto inescapable acotado) del sistema (1).
4. Si el problema del paso 2 es factible, obtener Θ[k]f = {x :
V ≤ β1−e−αT }. Entonces, si Θ[k]f ⊂ Ω[k], el algoritmo termi-
na con e´xito, y Θ[k]f es el mı´nimo conjunto ﬁnal encontra-
do. Si Θ[k]f  Ω
[k] ir al paso siguiente.
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5. Hacer Ω[k+1] = Θ[k]f ∗ (1 + υ), esto es, el conjunto de mo-
delado igual al conjunto inescapable anterior escalado
por un factor ligeramente superior a uno (ﬁjar υ positi-
vo suﬁcientemente pequen˜o, cuanto ma´s pequen˜o, mayor
nu´mero de pasos y mejor precisio´n del resultado). Ob-
tener un nuevo modelo TS (2) del sistema (1) en dicha
regio´n, con diferentes Ai, Ei. Hacer k = k + 1 y volver al
paso 2.
4.2. Condiciones iniciales no nulas
A cuntinuacio´n, se discutira´n las modiﬁcaciones resultantes
de considerar un conjunto de condiciones iniciales distinto del
origen. Conside´rese un conjunto de condiciones iniciales deﬁ-
nido por una bola de radio ρ0, deﬁniendo δ0 = ρ20 en:
Θi = {x : xT x ≤ δ0} (23)
Obviamente, el caso ma´s sencillo es si, con los resultados
de la seccio´n 4.1, el conjunto Θi es suﬁcientemente pequen˜o
para veriﬁcar Θi ⊂ {x : V ≤ e−αT β1−e−αT }. En ese caso, los conjuntos
inescapables son ide´nticos a los obtenidos empezando desde el
origen. En caso que la citada inclusio´n pudiera no ser cierta, el
siguiente resultado particulariza el Teorema 2 al caso borroso
TS.
Corolario 4 (Conjunto inescapable desde condiciones iniciales
preﬁjadas Θi). Si existe una matriz P y escalares positivos γ,
δ0, δ, que veriﬁcan
P > 
1I (24)
P < δ−10 I (25)
P > (1 + γβ)δ−1I (26)
P > (
γβ
1 − e−αT )δ
−1I (27)(
PAi + ATi P + αP PEi
ETi P −γI
)
+ 
2iI < 0 i : 1, . . . , r (28)
donde 
1 > 0, 
2i > 0 son como en el Corolario 3, entonces el
sistema (1) no abandona Ω y el estado se mantendra´ siempre
dentro de Θ f = {x : V ≤ β1−e−αT } despue´s de un tiempo suﬁcien-
temente largo. La funcio´n V(x) asociada para el Teorema 2 es
V(x) = γ−1xT Px = V0xT Px.
Demostracio´n. Las condiciones (24) y (28) aseguran que V(x)
es funcio´n de Lyapunov del sistema (1) localmente en Ω, como
en el Corolario 3. Entonces, las condiciones (25), (26) y (27)
aseguran (15), (16) y (17) respectivamente.
Los problemas de intere´s que pueden resolverse mediante
este corolario son:
Ma´xima potencia de perturbacio´n. Se tratarı´a de maximizar β
paraΩ yΘi preﬁjadas, obtenie´ndose entonces la ma´xima poten-
cia de perturbacio´n permitida para asegurar que las trayectorias
del sistema se mantienen dentro de la regio´n de modelado si
comienzan en Θi. El problema es LMI con exploracio´n en α.
Maximizar el conjunto de condiciones iniciales. Minimizando
φ (φ = δ−10 ) para un determinado β y Ω preﬁjados, se obtiene
el ma´ximo radio del conjunto Θi que asegura que el sistema no
abandona Ω debido a las perturbaciones. El problema es, como
el anterior, LMI con exploracio´n en α.
Acotacio´n del conjunto alcanzable. La tercera opcio´n es mini-
mizar ρ con β y Θi conocidas. Ello obtendrı´a un estimado de
la mı´nima regio´n de modelado, i.e., mı´nimo conjunto inesca-
pable, empezando desde un determinado conjunto de CI y con
potencia de perturbaciones conocida.
Este tercer problema requerirı´a de exploracio´n en dos para´me-
tros (α y ψ = δ−1). Aunque podrı´a ser concebible dicha imple-
mentacio´n, en lugar de realizar esta tediosa exploracio´n en 2
para´metros, este problema se considerara´ como de desigualda-
des matriciales bilineales (BMI), y se resolvera´ de forma itera-
tiva con el procedimiento que se expone a continuacio´n.
El procedimiento iterativo de resolucio´n de BMI propues-
to se basa en, a partir de una condicio´n inicial ﬁjada (de forma
arbitraria o con algu´n criterio de factibilidad), resolver un pro-
blema convexo en cada iteracio´n (Goh et al., 1994) obtenido
por linealizacio´n. La idea ba´sica es avanzar en la direccio´n del
gradiente de la BMI con cada iteracio´n (Kanev et al., 2004).
Suponiendo que en el problema original aparezca el pro-
ducto de dos variables de decisio´n M y K, se propone linealizar
dicho producto de la siguiente manera
MK = (M0 + ΔM)(K0 + ΔK) ≈ M0K0 +M0ΔK + K0ΔM (29)
donde M0,K0 son los valores iniciales (o soluciones de la itera-
cio´n anterior) y ΔM,ΔK son sus respectivos incrementos, que
sera´n las nuevas variables de decisio´n. En la linealizacio´n ante-
rior, el te´rmino ΔM ·ΔK ha sido despreciado intencionadamente
para aproximar el problema BMI original en un problema LMI.
Esta aproximacio´n sera´ aceptable en la pra´ctica siempre y cuan-
do los susodichos incrementos de variables sean suﬁcientemen-
te pequen˜os entre iteraciones.
En particular, para resolver el tercer problema solventando
los productos αP y ψγ, se ha disen˜ado el siguiente algoritmo6:
Algoritmo 2. Mı´nimo conjunto inescapable desde CI lejos del
origen.
1. Identiﬁcar todas las variables de decisio´n del Corolario
4 que este´n involucradas en productos bilineales, tal que
en (29), i.e., γ, ψ = δ−1, α y P.
2. Tomar un valor inicial de estas, γ[0], δ[0], α[0] y P[0], para
la primera iteracio´n (k = 0).
3. Sustituir γ, δ, α y P en (24)-(28) por su expresio´n en no-
tacio´n incremental (por ejemplo, γ = γ[k] + Δγ, etc.), y
sustituir las expresiones no lineales en ellas por la linea-
lizacio´n aproximada.
6Una linealizacio´n similar a (29) del te´rmino γ · (1 − e−αT )−1, aproximando
su incremento como Δ
(
γ(1 − e−αT )−1
)
≈ (1 − e−α0T )−1Δγ − γ0T · e−α0T · (1 −
e−α0T )−2Δα, ha sido tambie´n utilizada.
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4. Resolver el problema LMI de minimizar Δδ sujeto a las
anteriores restricciones, donde las nuevas variables de
decisio´n son los incrementos de las variables listadas en
el paso 1.
5. Si el problema del paso anterior no es factible, el algo-
ritmo termina aquı´ sin haber probado estabilidad. Si es
factible ir al siguiente paso.
6. Con los valores obtenidos, ﬁjar δ = δ[k] + Δδ, α = α[k] +
Δα y remodelar el sistema (1) en la regio´n (19) deﬁnida
por el nuevo δ.
7. Comprobar factibilidad del problema en el Corolario 4,
ahora LMI7. Si el problema es factible, hacer k = k + 1,
γ[k] = γ, δ[k] = δ, α[k] = α, P[k] = P y volver al paso 3.
Si no es factible, reducir los incrementos sugeridos por
la linealizacio´n, en base a un factor de escala libremente
elegido 0 < ν < 1, Δδ = νΔδ, Δα = νΔα e ir al siguiente
paso.
8. Mientras |Δδ| > 
, siendo 
 > 0 la precisio´n deseada de
acercamiento al o´ptimo, volver al paso 6. Si |Δδ| ≤ 
,
el algoritmo ﬁnaliza y el mı´nimo estimado de la regio´n
inescapable esta´ deﬁnido por:
Θt =
{
x : ma´x
(
xT P[k]x ≤ 1 + βγ[k], xT P[k]x ≤ βγ
[k]
1 − e−Tα[k]
)}
Observacio´n 3. Los valores de inicializacio´n de variables en el
Algoritmo 2 pueden tomarse de forma arbitraria, incluso que se
correspondan con un punto no factible. Sin embargo, este algo-
ritmo solo garantiza convergencia a un mı´nimo factible (local o
global) si los valores de inicializacio´n corresponden a una solu-
cio´n factible del problema BMI (Kanev et al., 2004).
Una vez calculado el mı´nimo conjunto inescapable partien-
do desde un cierto conjunto inicial Θi, se puede calcular un es-
timado del conjunto ﬁnal Θ f utilizando las condiciones del Co-
rolario 3. La base de dicho co´mputo esta´ en considerar que, una
vez se tiene el sistema no lineal modelado en la regio´n inesca-
pable (ﬁjada para el Corolario 4 o calculada por el Algoritmo 2
segu´n el caso), el efecto de las condiciones iniciales desapare-
ce despue´s de un periodo de tiempo suﬁcientemente largo, por
tanto nos encontramos en el mismo caso que el de calcular el
conjunto estacionario con CI nulas.
Adema´s, existe la posibilidad de remodelar el sistema no li-
neal original para obtener un mejor modelo borroso, por ejem-
plo si el elipsoide estacionario ﬁnal encontrado es sensiblemen-
te ma´s pequen˜o que la zona de modelado. Por tanto, para ob-
tener el estimado menos conservador sobre el sistema origi-
nal se propone un procedimiento iterativo similar al Algorit-
mo 1, reduciendo la regio´n Ω en cada iteracio´n: esto es hacer
Ω[k+1] = Θ
[k]
f mientras Θ
[k]
f ⊂ Ω[k]. Esto es posible debido al
hecho de que, una vez asegurado que las trayectorias del sis-
tema van a acabar entrando en un conjunto inescapable ma´s
pequen˜o (despue´s de una cantidad suﬁciente de tiempo), po-
demos remodelar el sistema no lineal en dicho conjunto, ob-
teniendo ası´ unos ve´rtices del modelo TS probablemente ma´s
7Al haberse ﬁjado α yΔ en el paso anterior ya no hay expresiones no lineales
en la formulacio´n de las condiciones del Corolario 4.
pro´ximos (reduciendo ası´ conservadurismo en las condiciones
LMI dado que los ve´rtices mas pro´ximos implican LMIs menos
restrictivas). Esta idea se formaliza en el algoritmo descrito a
continuacio´n.
Algoritmo 3. Estimacio´n del mı´nimo conjunto estacionario da-
do un conjunto transitorio inescapable:
1. Tomar k = 1 y elegir el conjunto transitorio inescapable
proporcionado como regio´n de modelado, i.e., Ω[1] = Θt
2. Calcular el modelo TS (2) del sistema (1) en la regio´n
inescapable Ω[k].
3. Resolver el siguiente problema cuasi-LMI (LMI + explo-
racio´n en α; β y T ﬁjados):
Maximizar ψ = δ−1 sujeto a (20), (21) y (22)
4. Obtener Θ[k]f = {x : V ≤ β1−e−αT }. Si Θ[k]f ⊂ Ω[k], hacer
Ω[k+1] = Θ
[k]
f , k = k + 1 y volver al paso 2. Si Θ
[k]
f =
Ω[k] (o, aproximadamente, Θ[k]f ≈ Ω[k] con un criterio de
precisio´n elegido por el usuario), entonces el algoritmo
termina y Θ[k]f es el mı´nimo conjunto ﬁnal encontrado.
5. Ejemplo
Conside´rese el siguiente sistema no lineal sometido a una
entrada de perturbacio´n w:
x˙ =
[ −3 0,5
0 −4,1 + 3,8 sin(x1)
]
x +
[
0,92
−0,46
]
w (30)
Este sistema se puede representar de forma exacta en una
regio´n de modelado Ω = {x1 : ρ2 − x21 > 0} como un modelo (2)
cuyos ve´rtices son
A1 =
[ −3 0,5
0 −4,1 + 3,8 sin(ρ)
]
A2 =
[ −3 0,5
0 −4,1 − 3,8 sin(ρ)
]
(31)
si ρ ≤ π/2, o bien con los ve´rtices
A1 =
[ −3 0,5
0 −0,3
]
; A2 =
[ −3 0,5
0 −7,9
]
(32)
si ρ > π/2 (en este caso, el modelo es global al haberse acotado
el seno por {+1,−1} siendo va´lida la cota en todo R).
Conside´rese ahora una perturbacio´n persistente acotada (6)
que posee las siguientes caracterı´sticas: potencia RMS ma´xima
β = 2,5 en T = 1,82 segundos.
Para estas caracterı´sticas de perturbacio´n, los problemas que
se plantean resolver en este sistema son:
1. Calcular un estimado del mı´nimo conjunto inescapable
partiendo tanto de condiciones iniciales nulas como de
un conjunto preﬁjado.
2. Dada una regio´n de modelado ﬁja, calcular el ma´ximo
conjunto de condiciones iniciales con forma preﬁjada pa-
ra que se garantice que las trayectorias del sistema no
abandonen la regio´n de validez del modelo TS.
Estos problemas se han resuelto utilizando la base teo´rica
presentada en las anteriores secciones. Los resultados obtenidos
se han representado en las Figuras 2 y 3, y pasan a detallarse a
continuacio´n.
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Figura 2: – Ma´ximo cı´rculo de conjunto de condiciones iniciales para Ω ﬁja
(azul), elipsoide inicial asociado (verde, exterior) y elipsoide inescapable desde
el anterior (negro); –mı´nimo conjunto inescapable desde el origen (morado) o
desde cualquier punto de la regio´n delimitada por la curva verde oscura interior.
Figura 2. En primer lugar, se ha ejecutado el Algoritmo 1 y se
obtuvo, para α = 0,98, el mı´nimo conjunto inescapable Θ f par-
tiendo desde x(0) = 0 (elipsoide morado de la Fig. 2). No´tese
que, para garantizar dicho conjunto inescapable, no se necesita
modelar el sistema (30) ma´s alla´ deΩ = {x : 0,92− x21− x22 ≥ 0}.
El elipsoide interior verde en la ﬁgura representa la curva de
nivel (14) del conjunto inicial que los resultados, suponiendo
V(0) = 0, tambie´n garantizan como resultado colateral (Coro-
lario 1). Asimismo, se ha decidido modelar el sistema (30) en
una regio´n de intere´s Ω = {x1 : 32 − x21 ≥ 0}. Utilizando el mo-
delo (32) y aplicando el Corolario 4, se ha calculado el conjunto
de CI mas grande (de forma circular preﬁjada) desde el cual el
sistema se mantiene en la regio´n de modelado borroso, a pesar
de la perturbacio´n. Con este procedimiento, para α = 0,03 se ha
obtenido una regio´n circular de CI de radio ρ0 = 2,936 (circun-
ferencia azul en Fig. 2) que garantiza que el transitorio desde
esta regio´n estara´ siempre contenido dentro de Ω. De hecho,
dada la forma elipsoidal de las regiones obtenidas, se ha garan-
tizado que comenzando en el elipsoide verde exterior nunca se
saldra´ del elipsoide negro.
Adema´s, con el objetivo de comparar, se ha tratado tambie´n
de obtener el estimado ma´s pequen˜o de la regio´n estacionaria
ﬁnal Θ f empezando desde dicha regio´n de modelado Ω = {x1 :
32 − x21 ≥ 0}. Para ello se utilizo´ el Algoritmo 3, resultando el
elipsoide rojo de la Figura 2.
Nota: Obse´rvese que este estimado del conjunto ﬁnal estacio-
nario es ma´s grande que el obtenido partiendo desde condicio-
nes iniciales nulas (elipsoide morado obtenido con el Algorı´tmo
1). Esto es debido a que los modelos ve´rtice de (32) se separan
ra´pidamente cuando nos alejamos del origen (la no-linealidad
es cada vez ma´s patente). Esta incertidumbre adicional implica
que existe la posibilidad de que el sistema sea “menos estable”
lejos del origen y por tanto, la energı´a de la perturbacio´n pueda
apartarle ma´s lejos (y no dejarle tiempo a acercarse al origen)
que cuando empezamos cerca del origen. Esto es intuitivamen-
te esperable y conﬁrma que los algoritmos propuestos pueden
reproducir este tipo de comportamiento previsto.
Figura 3. Se ha seleccionado un conjunto deseado de condi-
ciones iniciales Θi como una circunferencia de radio 0.75 (cur-
va azul en Fig. 3). Con dicho conjunto, se ha ejecutado el Al-
goritmo 2 para calcular el mı´nimo conjunto inescapable. Los
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Figura 3: Conjuntos inescapable desde CI ﬁjas: conjunto inicial preﬁjado (azul),
elipsoide inicial (verde), elipsoide inescapable (negro), elipsoide inescapable
con T → ∞ (magenta), elipsoide que delimita la regio´n estacionaria ﬁnal (rojo).
valores iniciales (arbitrarios) de los para´metros para lanzar el
algoritmo son los siguientes: δ[0] = 32, γ[0] = 1, α[0] = 0,3 y
P[0] = [1 0; 0 1]. Despue´s de varias iteraciones, el algoritmo
convergio´ en la solucio´n que se muestra en la Figura 3 donde
el elipsoide exterior (negro) es el mı´nimo conjunto inescapa-
ble, i.e., el conjunto Θt, y el elipsoide verde es el que incluye al
conjunto inicial Θi. No´tese tambie´n que, para garantizar ines-
capabilidad desde el conjunto de CI considerado, no se necesita
modelar el sistema ma´s alla´ de |x1| ≤ 1,03.
Por comparar, se ha presentado tambie´n el conjunto inesca-
pable resultante si T = ∞ y se mantuviera β. En ese caso, la
peor perturbacio´n posible serı´a un impulso de taman˜o β, y el
nivel V(0) + β: el resultado es la curva de nivel magenta. Es-
ta nueva perturbacio´n de energı´a total acotada no puede llevar
al estado del sistema tan lejos como la perturbacio´n persistente
estudiada anteriormente (elipsoide negro). De todos modos, no
hay mucha diferencia, porque la estabilidad del sistema empuja
al estado hacia el origen disipando en un intervalo T gran parte
de la energı´a aportada por w, segu´n se desprende de los resul-
tados. Empezando por la anterior regio´n de modelado mı´nima
|x1| ≤ 1,03, se utilizo´ el Algoritmo 3 para calcular el conjunto
estacionario ﬁnal Θ f . Al ﬁnal del co´mputo se ha conseguido
llegar a una regio´n de modelado |x1| ≤ 0,6859 (α = 1,26) y el
conjunto ﬁnal Θ f obtenido por el algoritmo es el elipsoide rojo
que se muestra en la Figura 3.
6. Conclusiones
El presente trabajo discute en detalle distintos problemas
de relevancia originados por la presencia de perturbaciones y
la validez so´lamente local de los modelos borrosos para el con-
trol de sistemas no lineales. Se han presentado algoritmos pa-
ra calcular, iterativamente, estimados elipsoidales de conjuntos
inescapables transitorios y conjuntos estacionarios ﬁnales. Me-
diante los resultados presentados se puede validar si la regio´n
de modelado es del taman˜o adecuado ante una cota de potencia
cuadra´tica de las perturbaciones (en un cierto intervalo) y una
zona de condiciones iniciales del estado. Se ha presentado tam-
bie´n la resolucio´n de determinados problemas de optimizacio´n
del taman˜o de los estimados de dichas regiones. Los ejemplos
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propuestos ilustran la pertinencia y clara interpretacio´n de los
resultados de los algoritmos.
English Summary
Stability of Takagi-Sugeno systems under nonvanishing
disturbances: estimating inescapable sets
Abstract
The present work analizes the behaviour of Takagi-Sugeno
fuzzy systems in front of non-vanishing disturbances (charac-
terized by known amplitude or quadratic-mean power bounds).
Such analysis is focused in validating that, in front of a speciﬁc
disturbance bound and an initial-condition region, there exist an
inescapable region (contained in the region where the TS model
is valid as a model of the underlying nonlinear system). Some of
the stated problems here are cast as linear matrix inequality pro-
blems (LMI), eﬃciently solvable by semideﬁnite programming.
Others, however, will involve nonconvex products of decision-
variable matrices and two scalars (BMI), which are solved in an
iterative way.
Keywords:
Takagi-Sugeno, Disturbance rejection, Inescapable set, Lo-
cal stability, LMI, Nonvanishing disturbances.
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