We present a new lower bound on the minimum eigenvalue of H-matrices involving Hadamard products (
Introduction
In [1] , it is shown by Theorem 5.7.15 that if are × Hmatrices for all ∈ {1, . . . , }, and ≥ 0 satisfy ∑ =1 ≥ 1, then
where ( ) is defined as entrywise and any scalar definition of such that | | = | | is allowed. This theorem provided a beautiful result about the minimum eigenvalue of H-matrices involving Hadamard products, but sometimes this inequality could be very weak. 
are H-matrices, and
see the details in Section 3. A lot of works have been done on the minimum eigenvalue of M-matrices and H-matrices involving Hadamard products, see the results in [1] [2] [3] [4] [5] [6] .
In this paper, we present a new lower bound by including diagonal entries and prove that our bound is larger than the bound in (1) .
We now introduce some notations, see [1] . real matrices all of whose off-diagonal entries are nonpositive. Let ∈ , then the minimum eigenvalue of is defined by ( ) = min{Re( ) : ∈ ( )}; ( ) is a eigenvalue of . For two real matrices , ∈ , the Fan product of and , denoted by ⋆ = = [ ], is defined by
and then ⋆ ∈ . The comparison matrix
A matrix is an H-matrix if its comparison matrix ( ) is an M-matrix. For ∈ C × , we define ( ) ≡ ( ( )). 
(6)
Main Results
To prove the main theorem, we need several lemmas.
Proof. When = 1, we can prove this inequality by the Hölder inequality and by induction. When > 1, apparently, ∑ =1 (1/ ) = 1, similarly, we can prove this inequality.
If ∈ , then = − for some ≥ 0 and some 
Proof. It is quite evident that the conclusion holds with equality for = 1. For ≥ 2, we have two cases. (1), . . . , ( )) > 0 for all ∈ {1, . . . , }, then for every ∈ {1, . . . , }, we have (1), . . . , ( )) > 0. Then ( ) = ∏ =1 ( ) for all ∈ {1, . . . , }. Then, for all ∈ {1, . . . , }, we have
Algebra 3 By Lemma 1, the "≥" hold. By Lemma 2, we have
Case 2. 1 ⋆ ⋅ ⋅ ⋅ ⋆ ∈ is reducible. We denote by the × permutation matrix ( ) with
the remaining zero, then both − ∈ are irreducible for any chosen positive real number . Now we substitute − for in the previous case, and then by letting → 0, the result follows by continuity.
Lemma 4 (see [7] ). Let for all ∈ {1, . . . , }, ≥ ≥ 0 and
The following is our main theorem.
Theorem 5.
Let ≥ 0 and ∑ =1 ≥ 1. If is × Hmatrices for all ∈ {1, . . . , }, then
Proof. Without loss of generality, we can assume that > 0 for all ∈ {1, 2, . . . , }. Let = 1/ > 0, then ∑ =1 (1/ ) = ∑ =1 ≥ 1. Now we have:
The first "≥" hold by 
Examples
In this section, we present three examples to illustrate our improved bound.
Example 6. We take the matrices , , and in Section 1. It is easy to get ( ) = ( ) = ( ) = 1, so the low bound in (1) is ( ) 2 ( ) 2 ( ) 2 = 1; on the other side, we can get
2) ) = 10000, which is greatly larger than the lower bound ( ) = ( ) = ( ), that is,
However, our lower bound in Theorem 5 is
which is the exact value of ( (2) ∘ (2) ∘ (2) ). ) .
It is easy to see that and are H-matrices and ( ) = 3.9152, ( ) = 4.1345. Thus, we have Also, our bound is much closer to the exact value than the low bound in (1).
