This paper is motivated by an open question: which graphs have a regular (endomorphism) monoid? We present an inÿnite family of graphs, which possess a regular monoid; we also give an approach to construct a nontrivial graph of any order with this property based on a known one, by which the join of two trees with a regular monoid is explicitly described.
Introduction and preliminary concepts
Endomorphism monoids of graphs (or just, monoids of graphs) have been studied for quite some time. Refs. [4, 7] may serve as a survey. The research in this line aims at constructing a relationship between semigroup theory and graph theory and at advancing application of one to the other.
Just as Professor Howie pointed out in [2] , there can BE LITTLE doubt that the most coherent part of semigroup theory at the present time is the part concerned with the structure of regular semigroups of various kinds. So it is natural to ask for which graph G is End(G) (the endomorphism monoid of G) regular. (Such graphs are also said to be end-regular.) This question was raised in [6, p. 369] ). However, it seems di cult to obtain a general answer to this question. In [5] , a regular endomorphism of a graph is characterized by means of idempotents (Theorem 1.3). In [8] , end-regular connected bipartite graphs are explicitly found (Theorem 1.5). Trivial examples of end-regular graphs are complete graphs K n and empty graphs K n . It seems that there are few end-regular graphs. In this paper, we ÿrst present an inÿnite family of graphs which possess a regular monoid, namely C n (n¿3), the complement of the cycles with n vertices (Theorem 2.9). The enumeration of the endomorphisms of C n (n¿3) is also deduced (Theorem 2.11). Then we provide an approach to construct a new end-regular graph of any order from an old one (Theorem 3.9), by which the join of two trees with a regular monoid is explicitly described (Theorem 4.3 or Theorem 4:3 * ). The graphs we consider in this paper are ÿnite undirected graphs without loops and multiple edges. If G is a graph, we denote by V (G) (or just G) and E(G) its vertex set and edge set, respectively. The cardinality of the set V (G) is called the order of G. A graph H is called a subgraph of G if V (H ) ⊆ V (G) and E(H ) ⊆ E(G). Moreover, if for any a; b ∈V (H ), {a; b}∈E(G) implies {a; b}∈E(H ), then H is called an induced subgraph of G. Let S ⊆V (G). The induced subgraph H with V (H ) = S is also denoted by S . A graph G is called an empty graph if E(G) = ∅. A graph G is complete if any two of its vertices are adjacent. We denote by K n (resp. K n ) a complete graph (resp. the empty graph) with n vertices. A clique of a graph G is a maximal complete subgraph of G. The clique number of G, denoted by !(G), is the maximal order among the cliques of G. The diameter of a graph G is the maximal distance between pairs of vertices of G. The complement (graph) G of G is a graph such that V ( G) = V (G) and {a; b}∈E( G) if and only if {a; b} = ∈E(G) for any a; b ∈G, a = b. A subset S ⊆V (G) is said to be independent if {a; b} = ∈E(G) for any a; b ∈S. The vertex-independent-number of G, denoted by ÿ 0 (or more exactly ÿ 0 (G)), is the largest cardinality of an independent subset of V (G).
Let G and H be graphs. An adjacency preserving mapping f : V (G) → V (H ) is called a homomorphism from G to H , i.e. for any a; b ∈V (G); {a; b}∈E(G) implies that {f(a); f(b)}∈E(H ). Moreover, if f is bijective and its inverse mapping is also a homomorphism, then we call f an isomorphism from G to H , and in this case we say G is isomorphic to H (under f), denoted by G ∼ = H . A homomorphism (resp. an isomorphism) from G to itself is called an endomorphism (resp. automorphism) of G. An endomorphism f is said to be half-strong if {f(a); f(b)}∈E(G) implies that there exist c ∈f −1 (f(a)) and d ∈f −1 (f(b)) such that {c; d}∈E(G). By End(G) (resp. hEnd(G) and Aut(G)) we denote the set of all the endomorphisms (resp. half-strong endomorphisms and automorphisms) of G. It is well-known that End(G) is a monoid (a monoid is a semigroup with an identity element) and Aut(G) is a group with respect to the composition of mappings. Obviously, Aut(G) ⊆ hEnd(G) ⊆ End(G). A graph G is said to be unretractive if Aut(G) = End(G). We denote an endomorphism f in the obvious sense as f = ( 1 2 : : : n a1 a2 : : : an ), i.e. a mapping f from V (G) to itself such that f(1) = a 1 , f(2) = a 2 ; : : : ; f(n) = a n .
Let f be an endomorphism of graph
) and {f(a); f(b)}∈E(I f ) if and only if there exist c ∈f −1 (f(a)) and d ∈f −1 (f(b)) such that {c; d}∈E(G), where a; b; c; d are all vertices of G. If A is a subgraph of graph G, we will denote by f| A the restriction of f on A. By f we denote the equivalence relation on V (G) induced by f, i.e., for a; b ∈G, (a; b) ∈ f if and only if f(a) = f(b). Denote by [a] f the equivalence class of a ∈G with respect to f . A graph, denoted by G= f , is called the factor graph
An element a of a semigroup S is said to be regular if there exists x in S such that axa = a, and in this case the element x is called a pseudo-inverse of a in S. Furthermore, if xax = x also holds, then x is called a inverse of a in S. Every regular element has an inverse. A semigroup is said to be regular if all its elements are regular. An element a of a semigroup is called an idempotent if a 2 = a. Any graph and semigroup theoretic concepts needed which are not deÿned here can be found in usual books on graph theory and semigroup theory, for example, [1, 2] . The following results quoted from the references will be used later. 
The endomorphism monoid of C n (n¿3) is regular
In this section, we label the graph C n (the complement of a cycle C n ) by numbers 1; 2; : : : ; n in a counterclockwise manner. For example see Fig. 1 .
It is trivial that {i; j}∈E(C n ) if and only if n − 2¿|i − j|¿2 for any i; j ∈ {1; 2; : : : ; n}. (2) There exist exactly two cliques in C 2m , namely {1; 3; : : : ; 2m − 1} and {2; 4; : : : ; 2m} .
Proof. The ÿrst statement is a direct consequence of the deÿnition of complement and the evident fact that the vertex-independent number ÿ 0 (C 2m ) = ÿ 0 (C 2m+1 ) = m, and the second one follows by inspection.
Proof. We only need to prove that for any f ∈End(C 2m+1 ) and any a;
Without loss of generality, suppose that a = 1. Since f ∈End(C 2m+1 ) and {1; i}∈ E(C 2m+1 ) for any i ∈{3; 4; 5; : : : ; 2m}, f(1) = f(i) for any i ∈{3; 4; 5; : : : ; 2m}. Now we assume that f(1) = f(2). Since {1; 3; 5; : : : ; 2m − 1} ∼ = K m , {f(1); f(3); f(5); : : : ; f(2m − 1)} ∼ = K m . Noticing {2m + 1; 2}∈E(C 2m+1 ), we have {f(2m + 1); f(1)} = {f(2m + 1); f(2)}∈E(C 2m+1 ). Furthermore, since {2m + 1; i}∈E(C 2m+1 ) for any i ∈ {3; 5; : : : ; 2m−1}, {f(2m+1); f(i)}∈E(C 2m+1 ) for any i ∈{3; 5; : : : ; 2m−1}. So we see that {f(2m + 1); f(i)}∈E(C 2m+1 ) for any i ∈{1; 3; 5; : : : ; 2m − 1}. Thus {f(1); f(3); f(5); : : : ; f(2m−1); f(2m+1)} ∼ = K m+1 , which yields a contradiction to Lemma 2.1(1). Thus, we conclude that f(1) = f(2). With a similar argument, we can prove that f(1) = f(2m + 1). Now, we prove that End(C 2m ) (m¿2) is regular. First, we present some lemmas.
Proof. Note that for any a; b ∈C 2m , {a; b}∈E(C 2m ) if and only if 2m − 2¿|a − b|¿2. Then the result follows immediately.
Lemma 2.4. By K * n we denote a graph obtained by deleting an edge from K n , i.e., K * n = K n − e, where e is any edge of K n .
(1) K * n+1 is a graph constructed by adding an extra vertex to K n and connecting this vertex with exactly (any) n − 1 vertices of K n ; (2) C 2m (m¿2) does not contain any subgraph which is isomorphic to K * m+1 .
Proof. (1) is a trivial observation about K * n . (2) Obviously, for any vertex a∈{1; 3; 5; : : : ; 2m − 1} (a ∈{2; 4; 6; : : : ; 2m}), a is adjacent to exactly m − 2 vertices of {2; 4; : : : ; 2m} (resp. {1; 3; 5; : : : ; 2m − 1} ). Thus, the conclusion follows directly from (1) and Lemma 2.1(2).
Lemma 2.5. Let f ∈End(C n ) (n¿3). Then for any pairwise distinct vertices a; b; c ∈C n , it is not possible that f(a) = f(b) = f(c).
, and {a; c} = ∈E(C n ). Thus, we have {a; b}; {b; c}; {a; c}∈E(C n ), which is a contradiction to n¿3.
Proof. If there exists a ∈C 2m such that |f −1 (f(a))|¿3, then there exist pairwise distinct vertices a; b; c ∈C 2m such that {a;
. This is a contradiction to Lemma 2.5. So, we have |f −1 (f(a))|62. We now only need to prove that |f −1 (f(a))| = 1 for any a ∈C 2m . Assume that there exists a ∈C 2m such that |f
Thus, by Lemma 2.3, there must exist i ∈C 2m such that |f −1 (f(i))| = 1 and f(i + 1) = f(i + 2), where i + 1 and i + 2 should be understood as i + 1 and i + 2 modulo 2m. Without loss of generality, we may suppose that i = 1, i.e. |f −1 (f(1))| = 1 and f(2) = f(3). Since {2; 4; : : : ; 2m} ∼ = K m is a clique of C 2m and f ∈End(C 2m ), {f (2) ; f(4); : : : ; f(2m)} ∼ = K m is also a clique of C 2m . Because |f (2) ; f(4); : : : ; f(2m)}. Since {1; 3}∈E(C 2m ) and f(2) = f(3), we have {f(1); f(2)}∈E(C 2m ). Thus, for any i ∈{2; 4; : : : ; 2m − 2}, {f(1); f(i)}∈E(C 2m ) and so by Lemma 2.4(1), K * m+1 is a subgraph of C 2m . This yields a contradiction to Lemma 2.4(2).
Let f be a mapping from V (C 2m ) to itself. In order to simplify the presentation of the following lemma, we introduce notations to represent the possible properties of f as follows: (a) for any i; j; k ∈{1; 3; 5; : : : ; 2m − 1}, f(i) = f(i + 1), and j = k implies f( j) = f(k), (b) for any i; j; k ∈{2; 4; : : : ; 2m}, f(i) = f(i + 1), and j = k implies f( j) = f(k), (c) f(V (G)) = {1; 3; 5; : : : ; 2m − 1}, (d) f(V (G)) = {2; 4; : : : ; 2m}.
(Note: i + 1 should be understood as i + 1 modulo 2m.) Lemma 2.7. Let f be a mapping from V (C 2m ) to itself. The following two statements are equivalent: Proposition 2.8. End(C 2m ) (m¿2) is regular.
Proof. Noticing that Aut(C 2m ) is a group, we only need to prove that for any f ∈End(C 2m )\Aut(C 2m ), f is regular. Let g 1 and g 2 be two mappings from V (C 2m ) to itself such that g 1 (i) = g 1 (i + 1) = i for any i ∈{1; 3; 5; : : : ; 2m−1} and g 2 (i) = g 2 (i+1) = i for any i ∈{2; 4; 6; : : : ; 2m}, where i + 1 should be understood modulo 2m. We can readily check that g 1 ; g 2 ∈End(C 2m ) such that g 2 1 = g 1 and g 2 2 = g 2 . By Lemma 2.7, f satisÿes either (a) or (b). Supposing (a) holds, it is easy to see that g1 = f ; supposing (b) holds, it is easy to see that g2 = f .
In the proof of Lemma 2.7 ((1) ⇒ (2)), we see that either I f = {1; 3; 5; : : : ; 2m − 1} or I f = {2; 4; : : : ; 2m} . It is routine to check that I g1 = {1; 3; 5; : : : ; 2m−1} and I g2 = {2; 4; : : : ; 2m} . Therefore, using Theorem 1.3 we conclude that f is regular.
It is well known that the full transformation semigroup of any set is regular. So End(C 3 ) is regular. Now, noticing Aut(C 2m+1 ) is a group, by Propositions 2.2 and 2.8 we immediately obtain the main result of this section as follows:
Theorem 2.9. The endomorphism monoid of C n (n¿3) is regular. Now we may deduce the enumeration of the endomorphisms of C n . (1) Aut(C n ) ∼ = D n , where D n denotes the dihedral group of degree n; (2) Aut( G) = Aut(G) for any graph G. . We now show that |End(C 2m )\Aut(C 2m )| = 4m!. Clearly, we only need to enumerate all the mappings f from V (C 2m ) to itself such that Lemma 2.7(2) is satisÿed. It is not hard to see that there are exactly m! mappings f which satisfy (a) and (c). So by symmetry there are exactly 4m! mappings f which satisfy the properties stated in Lemma 2.7(2).
Remark 2.12. An orthodox semigroup is deÿned as a regular semigroup in which the idempotents form a subsemigroup. One of the referees suggested that Proposition 2.8 should be extended to the question whether End(C 2m ) (m¿2) is an orthodox monoid. However, we derive that the answer is negative. This can be asserted using an example as follows. First, we quote a theorem from [2, Chapter VI, Theorem 1.1].
If S is a regular semigroup, then the following statements are equivalent:
(i) S is orthodox, (ii) for any a; b in S, if a is an inverse of a and b is an inverse of b, then b a is an inverse of ab, (iii) If e is an idempotent, then every inverse of e is an idempotent.
Suppose G = C 6 (cf. Fig. 1 ). Take f = ( 2 4 4 6 6 2 ). Then, it is routine to check that f is an idempotent in End(C 6 ) and g is an inverse of f, but g is not an idempotent. Hence, by the above theorem End(C 6 ) is not orthodox.
An approach to construct an end-regular graph of any order
In this section we give an approach to construct a nontrivial end-regular graph of any order based on a given end-regular graph. In particular, if a graph G is endregular, then a graph constructed by adding a new vertex s adjacent to each vertex of G, denoted by G + s, remains end-regular. Moreover, the converse operation still keeps this property, i.e., if a graph G containing a vertex adjacent to every other vertex is end-regular, then the remaining graph with this vertex removed is also end-regular. The main result of this section is Theorem 3.9.
Let G 1 and G 2 be two graphs with disjoint vertex sets. The union of G 1 and
The generalized lexicographic product of a graph G with a family of graphs
; y x ∈V (B x )}, and {(x; y x ); (x ; y x )}∈E(G[B i ] i ∈ V (G) ) if and only if {x; x }∈E(G) or x = x and {y x ; y x }( = {y x ; y x }) ∈E(B x ) (cf. [4] ). We illustrate this deÿnition by the following example ( Fig. 2) : Fig. 2 .
Since for each i ∈V (G), the subgraph of H induced by {(i; x i ) | x i ∈V (B i )} is apparently isomorphic to B i under the natural mapping (i; x i ) → x i , we will, for convenience, denote this subgraph simply by B i . We call B i a component of H , and denote a vertex (i; x i ) simply by x i . It is easy to see that each vertex of H belongs to one component exactly. If each component B i is isomorphic to a graph
, i.e., the lexicographic product of graphs G and B as deÿned in [1] . As is well known, several operations of graphs can be regarded as special cases of generalized lexicographic product of graphs. We now ÿrst show that if a generalized lexicographic product of graphs is end-regular, then each of its components is also end-regular.
Let i 0 ∈V (G) and let f ∈End(B i0 ). Deÿne a mapping F : Proof. Let i 0 ∈V (G), we show that End(B i0 ) is regular.
Suppose that f ∈End(B i0 ). Let
Now we deÿne a mapping f 0 : B i0 → B i0 as follows:
Obviously, f 0 is well-deÿned. We now prove that f 0 ∈End(B i0 ) and ff 0 f = f. First we show: if there exists
Next, we show that f 0 ∈End(B i0 ). Let x; y ∈V (B i0 ) with {x; y}∈E(B i0 ). If
) and F 0 (y) ∈V (B i0 ), then {f 0 (x); f 0 (y)} = {F 0 (x); F 0 (y)}∈E(B i0 ). We claim that there do not exist such cases that (F 0 (x)∈V (B i0 ) and F 0 (y) = ∈V (B i0 )) or (F 0 (x) = ∈V (B i0 ) and F 0 (y) ∈V (B i0 )). Without loss of generality, we assume that F 0 (x) ∈V (B i0 ) and This is a contradiction to the fact F 0 ∈End(G[B i ] i∈V (G) ). So we have f 0 ∈End(B i0 ).
It remains to show that
). So we obtain a contradiction. Hence F 0 (F(x))∈V (B i0 ). Furthermore, we have F(F 0 F(x)) = f(F 0 F(x)) by the deÿnition of F, and f 0 (F(x)) = F 0 (F(x)) by the deÿnition of f 0 . Consequently,
Corollary 3.2. Let A, B and G be graphs. If A + B is end-regular, then A and B are both end-regular. In particular, if G + s is end-regular, then G is end-regular.
Proof. Noticing that
, this corollary follows directly from the previous proposition.
Remark 3.3. In fact we can save some (not much) e orts by proving the assertion in Corollary 3.2 in a direct way. However, considering that Proposition 3.1 is a much more general result in this line and it may be of more use in its own right, so we may present it as a by-product of this section. For example, observing A ∪ B = K 2 [A; B] and using Proposition 3.1, we assert immediately that if A ∪ B is end-regular, then A and B are both end-regular, where A and B are graphs. Proof. Recall that the clique number !(G) of graph G is the maximal order among the cliques of G. Let !(G) = n. Obviously, !(G + s) = n + 1. Since f ∈End(G + s), it is easy to see that !(I f ) = n + 1, which implies that s ∈I f .
Lemma 3.5. Let G be a graph and let f ∈End(G+s). Then there exists g ∈End(G+s) such that g(s) = s with g = f and V (I f ) = V (I g ).
Proof. If f(s) = s, take g = f and so the assertion is trivial. Now suppose f(s) = s. Thus f(s)∈G. We deÿne a mapping g from G + s to itself by the following rule:
Evidently, g is well-deÿned and g(s) = s. It remains to prove that g ∈End(G + s), g = f and V (I f ) = V (I g ) . Suppose a; b ∈G with {a; b}∈E(G). Then {a; b}∈E(G+s). We now show that g = f , i.e., f(x) = f(y) if and only if g(x) = g(y) for any x; y ∈G + s. If x = y, the assertion is trivial. Now let x = y. Suppose f(x) = f(y). Clearly, {x; y} = ∈E(G + s) and so x; y ∈G.
. Conversely, suppose g(x) = g(y). Then {x; y} = ∈E(G+s) and so x; y ∈G. The case that just one of f(x) and f(y) is equal to s is not possible, because otherwise, say, f(x) = s and f(y) = s, then g(x) = f(s), g(y) = f(y) and {g(x); g(y)} = {f(s); f(y)}∈E(G + s). This is a contradiction to g(x) = g(y). Therefore, we only need to consider the case that f(x) = s and f(y) = s, and so f(x) = g(x) = g(y) = f(y). in End(G) such that = g and I ÿ = I g by Theorem 1.3. Deÿne mappings and ÿ from G + s to itself by the following rules, respectively:
In an routine manner, one can check that and ÿ are idempotents in End(G + s) such that = f and I ÿ = I f . (ii) Since ÿ ∈End(G + s) is an idempotent, ÿ ∈hEnd(G + s) by Proposition 1.4. Hence I f ( = I ÿ ) is an induced subgraph of G + s by Proposition 3.7.
Theorem 3.9. Let G be a graph. Then G is end-regular if and only if G + K n is end-regular for any n¿1.
Proof. Noticing that G + K n = G + K 1 + · · · + K 1 , we only need to prove that G is endregular if and only if G+s is end-regular. By Corollary 3.2, it remains to prove the endregularity of G implies the end-regularity of G +s. Let f ∈End(G +s). By Lemma 3.5, there exists g ∈End(G + s) such that g(s) = s with g = f and V (I f ) = V (I g ). Thus, by Remark 1.2, we have I g ∼ = I f . Since g(s) = s, I g is an induced subgraph of G + s by Lemma 3.8(ii). It now follows that I g = I f by Lemma 3.6. Using Lemma 3.8(i), there exist idempotents and ÿ in End(G + s) such that = g and I ÿ = I g , and thereby = f and I ÿ = I f , which implies that f is regular by Theorem 1.3. Therefore, End(G + s) is regular.
Remark 3.10. Based on a given end-regular graph, we can construct a new end-regular graph using Theorem 3.9. For example, by virtue of Theorem 1.5, we have immediately the end-regular graphs shown in Fig. 3 .
End-regularity of the join of two trees
In Theorem 1.5, end-regular trees are listed. In this section, we explicitly give all the end-regular joins T 1 +T 2 , where T 1 and T 2 are two trees (Theorem 4.3 or Theorem 4:3 * ). (1) Theorem 3.9 indicates that a graph G is end-regular if and only if G + K n is end-regular. However, in general the end-regularity of G does not imply the end-regularity of G + K n . In fact, we may take T = P 3 with V (P 3 ) = {a 1 ; b; c} as shown in Case 3 of the proof of Theorem 4.3. Then P 5 + T = (P 5 + K 2 ) + K 1 where V (K 2 ) = {a 1 ; c} and V (K 1 ) = {b}. So, if the end-regularity of G implies the end-regularity of G + K n , then P 5 + K 2 is end-regular, and further P 5 + T is end-regular by Theorem 3.9. However, in the proof of Theorem 4.3 we have obtained that P 5 + T with d(T ) = 2 is not end-regular, a contradiction.
(2) Using Theorem 4.3, we shall see that in general the converse of Corollary 3.2 is not true, namely, in general A and B being both end-regular does not imply A + B being end-regular. For example, let A = P 5 . Then A is end-regular (Theorem 1.5), but A + A is not end-regular by Theorem 4.3.
Remark 4.5. One of the referees asked whether the known properties of end-regular graphs were likely to lead solution of some open graph-theoretic problems which are hard on general graphs and whether we can expect such applications as the design of efÿcient graph-isomorphism algorithms for the class of end-regular graphs. Judging from the important role played by regularity in semigroup theory and the interrelationship between graph and its semigroup, it seems that the answer should be positive, though I cannot present convincing results so far. These questions do indicate potentially fruitful directions for future research.
