Combining satellite observations and reanalysis energy transports to estimate global net surface energy fluxes 1985-2012 by Liu, Chunlei et al.
Combining satellite observations and 
reanalysis energy transports to estimate 
global net surface energy fluxes 1985­
2012 
Article 
Accepted Version 
Creative Commons: Attribution 3.0 (CC­BY) 
Open Access 
Liu, C., Allan, R. P., Berrisford, P., Mayer, M. , Hyder , P. , 
Loeb, N. , Smith, D. , Vidale, P.­L. and Edwards, J. M. (2015) 
Combining satellite observations and reanalysis energy 
transports to estimate global net surface energy fluxes 1985­
2012. Journal of Geophysical Research: Atmospheres, 120 
(18). pp. 9374­9389. ISSN 2169­8996 doi: 
https://doi.org/10.1002/2015JD023264 Available at 
http://centaur.reading.ac.uk/41687/ 
It is advisable to refer to the publisher’s version if you intend to cite from the 
work. 
Published version at: http://onlinelibrary.wiley.com/doi/10.1002/2015JD023264/pdf 
To link to this article DOI: http://dx.doi.org/10.1002/2015JD023264 
Publisher: American Geophysical Union 
All outputs in CentAUR are protected by Intellectual Property Rights law, 
including copyright law. Copyright and IPR is retained by the creators or other 
copyright holders. Terms and conditions for use of this material are defined in 
the End User Agreement . 
www.reading.ac.uk/centaur 
CentAUR 
Central Archive at the University of Reading 
Reading’s research outputs online
     1 
 
Combining satellite observations and reanalysis energy 1 
transports to estimate global net surface energy  2 
fluxes 1985-2012  3 
Chunlei Liu1, Richard P. Allan1,2,3, Paul Berrisford3,4, Michael Mayer5, Patrick 4 
Hyder6,  Norman Loeb7, Doug Smith6, Pier-Luigi Vidale1,3 and John M. Edwards6 5 
1  Department of Meteorology, University of Reading, Reading, UK 6 
2  National Centre for Earth Observation, UK 7 
3  National Centre for Atmospheric Science, UK 8 
4  ECMWF, Shinfield Park, Reading, UK 9 
5   Department of Meteorology and Geophysics, University of Vienna, Austria. 10 
6   Met Office, Exeter, UK 11 
7   NASA Langley Research Centre, Hampton, Virginia, USA  12 
 13 
ABSTRACT 14 
Two methods are developed to estimate net surface energy fluxes based upon satellite-based 15 
reconstructions of radiative fluxes at the top of atmosphere and the atmospheric energy tendencies 16 
and transports from the ERA-Interim reanalysis. Method 1 applies the mass adjusted energy 17 
divergence from ERA-Interim while method 2 estimates energy divergence based upon the net 18 
energy difference at the top of atmosphere and the surface from ERA-Interim. To optimise the 19 
surface flux and its variability over ocean, the divergences over land are constrained to match the 20 
monthly area mean surface net energy flux variability derived from a simple relationship between the 21 
surface net energy flux and the surface temperature change. The energy divergences over the oceans 22 
are then adjusted to remove an unphysical residual global mean atmospheric energy divergence. The 23 
estimated net surface energy fluxes are compared with other data sets from reanalysis and 24 
atmospheric model simulations. The spatial correlation coefficients of multi-annual means between 25 
the estimations made here and other data sets are all around 0.9. There are good agreements in area 26 
mean anomaly variability over the global ocean, but discrepancies in the trend over the eastern 27 
Pacific are apparent. 28 
Introduction 29 
    The absolute mean value of net radiation imbalance at the top of atmosphere (TOA) is a key 30 
climate variable, providing an estimate of total energy gain of the Earth system and a link between 31 
radiative forcing, ocean heat uptake and surface temperature response. It has been estimated to be 0.5 32 
to 1 W/m2 for the global mean in recent studies [Hansen et al., 2011; Loeb et al., 2012; Trenberth et 33 
al., 2014; Wild et al., 2015] using changes in total ocean heat content (OHC) [Lyman and Johnson, 34 
2014; Trenberth et al., 2014; Smith et al., 2015; Roemmich et al., 2015] and making assumptions 35 
about minor energy sinks including the land, the atmosphere and the cryosphere. Although satellite 36 
data provide regional coverage of top of atmosphere radiative fluxes, the net surface fluxes display 37 
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much larger uncertainty due to the lack of constraints from global observations [Trenberth et al., 38 
2009; Wild et al., 2013; Wild et al., 2015]. 39 
The net energy fluxes at the earth’s surface, including short and long-wave radiation and the sensible 40 
and latent heat fluxes, are very important for the study of surface temperature change, and the 41 
atmospheric and oceanic circulations. The surface fluxes also control the water cycle since the 42 
incoming short wave radiation provides much of the energy required for surface water evaporation. 43 
Net downward surface energy can accumulate within the ocean, leading to long time-scale effects on 44 
the climate. Therefore accurate estimation of the surface energy fluxes is essential for understanding 45 
both the short term temperature hiatus [Easterling and Werner, 2009; Knight et al., 2009; Trenberth 46 
and Fasullo, 2013a; Huber and Knutti, 2014; Watanabe et al., 2014] and long term climate change 47 
[Otto et al., 2013]. It is difficult to obtain accurate absolute surface fluxes from satellites due to 48 
complicated atmospheric conditions affecting the retrieval processes in particular relating to the 49 
numerous surface variables required by turbulent flux bulk formulae [Schmetz, 1991].  50 
The net input of radiation fluxes at TOA are modulated by the atmosphere and re-distributed by 51 
lateral energy transports [Keith, 1995; Chiodo and Haimberger, 2010; Lucarini and Ragone, 2011; 52 
Trenberth and Fasullo, 2013a; Mayer and Haimberger, 2012; Mayer et al., 2014; England et al., 53 
2014; Loeb et al., 2015]. Meehl et al. [2011] and Trenberth and Fasullo [2013b] also demonstrated 54 
that the vertical energy redistribution in the oceans is likely to have contributed substantially to the 55 
slowing in the rate of global average surface temperature increase in the last fifteen years. 56 
Assessment of where the net accumulation of energy in the climate system is being stored within 57 
ocean basins [Balmaseda et al., 2013; Drijfhout et al., 2014; Llovel et al., 2014; Desbruyères et al., 58 
2014; Roemmich et al., 2015] is required for understanding the mechanisms of energy redistribution 59 
associated with internal variability and therefore the surface temperature variations. 60 
The currently available surface flux data sets have some limitations. Observed data from in situ 61 
measurements are sparsely distributed in space, while satellite-derived retrievals contain substantial 62 
uncertainties and require further validation. Observationally-based data, reanalysis estimates and 63 
climate model simulations show a large spread in the data and large unrealistic global imbalances 64 
when turbulent and radiative flux products are combined [Trenberth et al., 2009; Stephens et al., 65 
2012; Wild et al., 2013]. In this study, we apply an atmospheric energy divergence approach [Chiodo 66 
and Haimberger, 2010; Mayer and Haimberger, 2012] using two different methods to estimate the 67 
net downward surface energy fluxes by combining reconstructed net radiation fluxes at TOA [Allan 68 
et al., 2014] with the energy tendencies and lateral divergence simulated by the ERA-Interim 69 
reanalysis [Dee et al., 2011; Berrisford et al., 2011].  70 
Data and methods 71 
2.1 Data sets 72 
The key data set is the ECMWF (European Centre for Medium-Range Weather Forecasts) ERA-73 
Interim reanalysis (ERAINT) [Dee et al., 2011]. Various observational data are assimilated to a 74 
weather forecast model to provide representations of atmospheric states. Although it has some 75 
known problems, such as the lack of volcanic aerosols and the omission of the 11 year solar cycle 76 
[Dee et al., 2011], it provides a comprehensive representation of atmospheric variables and estimates 77 
of energy divergences and fluxes required for this study. The net radiation flux at TOA is based on 78 
the recent reconstruction by Allan et al. [2014] using satellite observations from the Clouds and the 79 
Earth’s Radiant Energy System (CERES; Loeb et al., 2012) and Earth Radiation Budget Satellite 80 
(ERBS) wide field of view (WFOV, 72 day mean) non-scanning instrument [Wong et al., 2006], 81 
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ERA-Interim reanalysis and climate model simulations applying the Atmospheric Modelling 82 
Intercomparison Project 5 (AMIP5) experimental setup with prescribed observed sea surface 83 
temperature (SST) and sea ice and realistic radiation forcings [Taylor et al., 2012]. The net TOA flux 84 
is adjusted to ensure agreement with an observational estimate over the period 2005-2010, primarily 85 
determined by observed 0-2000m ocean heating rate [Loeb et al., 2012; Allan et al., 2014]. The TOA 86 
reconstructions are updated using the latest version (version 2.8) of CERES data. Another important 87 
update from Allan et al. [2014] is that prior to March 2000, reconstructed radiative fluxes are 88 
adjusted separately for each hemisphere rather than applying a global adjustment. This adjustment 89 
ensures that deseasonalized anomalies in radiative fluxes match the WFOV variability for 0-60oS and 90 
0-60oN regions. Further details of the additional adjustment procedures are described in Allan et al. 91 
[2014]. The updated net downward TOA radiation flux will be referenced as 𝐹𝑇. 92 
Sixteen AMIP5 models are used in this study and one member from each model is chosen. Data from 93 
a 5 member ensemble of the UPSCALE (UK on PRACE - weather-resolving Simulations of Climate 94 
for globAL Environmental risk) [Mizielinski et al., 2014] simulations are also used here. UPSCALE 95 
is from a global atmospheric model (HadGEM3-A-GA3; Walters et al. [2011]) at 25km resolution, 96 
which is employed to produce  an extended AMIP simulation up to 2011 using the Operational Sea 97 
Surface Temperature  and Sea Ice daily high resolution Analysis (OSTIA, Donlon et al. [2012]). The 98 
only differences between these 5 ensemble member runs are their initial conditions: each member 99 
was perturbed by randomly altering the lowest order bit in the 3D potential temperature field.  100 
The recently available ECMWF 20th century atmospheric reanalysis from ERA-CLIM (European 101 
Reanalysis of Global Climate Observations) project (hereafter ERA20C) is used here for comparison 102 
purpose; it is a single member reanalysis and it assimilates observations of surface pressure and 103 
surface marine winds; SST, sea ice and realistic radiative forcings are prescribed [Poli et al., 2013]. 104 
The atmospheric energy divergence from the MERRA (Modern Era-Retrospective Analysis for 105 
Research and Applications) reanalysis is also used for the comparison of net surface energy fluxes. A 106 
large quantity of observational data are assimilated in the MERRA system using a three-dimensional 107 
variational data assimilation analysis algorithm [Rienecker et al., 2011]. Observed surface 108 
temperature data are from HadCRUT4 [Morice et al., 2012]. All data used in this study are monthly 109 
mean diagnostics accumulated from higher time resolution data and are listed in Table 1. 110 
 111 
2.2 Methods 112 
2.2.1 Surface energy flux from mass adjusted divergence 113 
Following Berrisford et al. [2011], the total energy (E) in an atmospheric column can be written as 114 
𝐸 =  
1
𝑔
∫ (𝐿𝑞 + 𝐶𝑝𝑇 + 𝜑𝑠 + 𝑘)  
𝜕𝑝
𝜕𝜂
𝑑𝜂                                  (1)
1
0
 115 
where L, q, Cp, T, 𝜑𝑠 and k are the latent heat of condensation of water, specific humidity, the 116 
specific heat capacity of air at constant pressure, temperature, surface geopotential and kinetic energy 117 
((𝑽 ∙ 𝑽)/𝟐;   𝑽 is the horizontal wind velocity vector), respectively. 𝑝 is the pressure, 𝑔 is the 118 
gravitational acceleration and η is the hybrid vertical coordinate which is a function of pressure and 119 
surface pressure [Simmons and Burridge, 1981]. The total energy tendency  
𝜕𝐸
𝜕𝑡
  in each atmospheric 120 
column can be expressed as 121 
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𝜕𝐸
𝜕𝑡
=  −𝛻·
1
𝑔
∫ 𝑽(ℎ + 𝑘) 
𝜕𝑝
𝜕𝜂
𝑑𝜂 + 𝐹𝐴                                  (2)
1
0
 122 
The total energy input to the atmosphere 𝐹𝐴 = 𝐹𝑇 − 𝐹𝑆 where   𝐹𝑇 is the net downward radiation flux 123 
(difference between the absorbed solar radiation and the outgoing longwave radiation) at TOA and 124 
𝐹𝑆 is the net downward energy flux including contributions from both radiation flux and turbulent 125 
heat fluxes at surface. The moist static energy h = 𝐿𝑞 + 𝐶𝑝𝑇 + 𝜑  (𝜑 is geopotential). Note, a further 126 
term could be added to the right hand side of (2), to represent a budget residual, which in reanalysis 127 
data would be due to analysis increments and numerical effects. Rearranging (2) allows 𝐹𝑆 to be 128 
obtained from 129 
𝐹𝑆 = 𝐹𝑇 −  
𝜕𝐸
𝜕𝑡
−  𝛻·
1
𝑔
∫ 𝑽(ℎ + 𝑘) 
𝜕𝑝
𝜕𝜂
𝑑𝜂                                    (3)
1
0
. 130 
The total energy tendency,  
𝜕𝐸
𝜕𝑡
,  is small compared with other terms and can be calculated from  time 131 
series of E computed from ERA-Interim analyses while 𝛻·
1
𝑔
∫ 𝑽(ℎ + 𝑘) 
𝜕𝑝
𝜕𝜂
𝑑𝜂
1
0
 is the energy 132 
divergence (𝐸𝐷). The horizontal flux in 𝐸𝐷 is not simply the flux of total energy from equation (1), 133 
but incorporates the flux of enthalpy [Boer, 1982; Trenberth and Solomon, 1994). 134 
 135 
    For mass consistency, the output 𝐸𝐷 from ERA-Interim should be mass adjusted, because during 136 
the assimilation procedure, observations reset the surface pressure field, whereas the mass fluxes are 137 
not adjusted accordingly [Graversen et al., 2007; Berrisford et al. 2011]. Based on Mayer and 138 
Haimberger [2012], 139 
𝐸𝐷𝑚𝑎𝑠𝑠 = 𝐸𝐷 − (ℎ̅ + ?̅?)( 𝑀𝐷𝐼𝑉+ 𝑀𝑇𝐸𝑁𝐷 + 𝑃 − 𝐸𝑣𝑎𝑝)                    (4), 140 
where 𝑀𝐷𝐼𝑉 and 𝑀𝑇𝐸𝑁𝐷 are vertically integrated total mass divergence and tendency obtained from 141 
the ERA-Interim reanalyses. The difference between evaporation (𝐸𝑣𝑎𝑝) and precipitation (P) is 142 
calculated from total column water vapour (𝑤) content based on the method of Trenberth et al. 143 
[2001], 144 
𝐸𝑣𝑎𝑝 − 𝑃 =  
𝜕𝑤
𝜕𝑡
+  𝛻·
1
𝑔
∫ 𝑞𝑽 
𝜕𝑝
𝜕𝜂
𝑑𝜂 = 𝑤𝑇𝐸𝑁𝐷 +  𝑤𝐷𝐼𝑉              (5)
1
0
, 145 
where 𝑤𝐷𝐼𝑉 is vertically integrated water vapour divergence and 𝑤𝑇𝐸𝑁𝐷 is total column water vapour 146 
tendency which can be calculated from the time series of total column water vapour content. Both are 147 
obtained from ERA Interim; this method is considered more accurate than using 𝐸𝑣𝑎𝑝 − 𝑃 directly 148 
from the reanalysis, since water vapor is assimilated, but precipitation is a simulated variable that is 149 
highly dependent upon model parameterisations. It includes water mass transfer due to phase change 150 
between water vapour and liquid water. The phase change between liquid water and ice in the 151 
atmosphere has been ignored and the horizontal water transport due to cloud advection is also 152 
neglected since these terms are small, ℎ̅ and ?̅? are the vertical average of moist static energy and 153 
kinetic energy, respectively, which can be computed from analysed ERA-Interim fields. 154 
 155 
From equation (3), we can have the net surface energy flux from the mass adjusted energy 156 
divergence  (𝐹𝑚𝑎𝑠𝑠): 157 
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𝐹𝑚𝑎𝑠𝑠 = 𝐹𝑇 −  
𝜕𝐸
𝜕𝑡
−  𝐸𝐷𝑚𝑎𝑠𝑠                                         (6). 158 
 159 
    Similar procedures are applied to MERRA data [Mayer et al., 2013] to obtain mass adjusted total 160 
energy divergence 𝐸𝐷𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴 which is substituted into equation (6) to obtain the net downward 161 
surface flux 𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴. 162 
 163 
2.2.2 Surface energy flux from model residual divergence 164 
    Another way to estimate the atmosphere energy divergence is to calculate it directly from ERA-165 
Interim as a residual of energy fluxes [Chiodo and Haimberger, 2010; Mayer and Haimberger, 166 
2012]: 167 
𝐸𝐷𝑟𝑒𝑠 = 𝐹𝑇−𝐸𝑅𝐴 −  𝐹𝑆−𝐸𝑅𝐴 − (
𝜕𝐸
𝜕𝑡
)
𝑓𝑐
                                         (7),  168 
where 𝐹𝑇−𝐸𝑅𝐴 and 𝐹𝑆−𝐸𝑅𝐴 are energy fluxes at the TOA and surface computed directly from the 169 
ERA-Interim 12-hourly forecasts, where their radiation components (shortwave and longwave) are 170 
calculated from the radiation transfer model based on the atmospheric states. 𝐹𝑆−𝐸𝑅𝐴 also includes 171 
turbulent fluxes simulated by the reanalysis. The term (
𝜕𝐸
𝜕𝑡
)
𝑓𝑐
 is mass corrected forecasted total 172 
energy tendency [Mayer and Haimberger, 2012] and is preferred over analysed tendencies to be 173 
consistent with forecasted TOA and surface fluxes. The calculated 𝐸𝐷𝑟𝑒𝑠 can be used to estimate the 174 
surface flux (𝐹𝑟𝑒𝑠) using the reconstructed TOA flux and total energy tendency from ERA-Interim 175 
analyses.  176 
 177 
𝐹𝑟𝑒𝑠 = 𝐹𝑇 −  
𝜕𝐸
𝜕𝑡
−  𝐸𝐷𝑟𝑒𝑠                                           178 
                                            = 𝐹𝑆−𝐸𝑅𝐴 + (𝐹𝑇 − 𝐹𝑇−𝐸𝑅𝐴) +  (
𝜕𝐸
𝜕𝑡
)
𝑓𝑐
− 
𝜕𝐸
𝜕𝑡
                         (8) 179 
 180 
The accuracy of this divergence relies on the accuracy of the atmospheric properties, the radiative 181 
transfer through the atmosphere and the turbulent energy calculations at the surface. It is known that 182 
ERA-Interim does not represent aerosol forcing due to volcanic eruptions, most notably following 183 
the Mt. Pinatubo eruption [Allan et al., 2014], which might affect the divergence (𝐸𝐷𝑟𝑒𝑠) accuracy 184 
since the radiation fluxes are affected by aerosols. Although the constraint on divergence is poor, 185 
hence the need for mass adjustment, data assimilation constrains parameters towards an observed 186 
atmospheric state; with the inclusion of analysis increment, (
𝜕𝐸
𝜕𝑡
)
𝑓𝑐
−  
𝜕𝐸
𝜕𝑡
,   the effect of aerosol-187 
related biases on 𝐹𝑟𝑒𝑠 will be reduced.  188 
 189 
2.3 Adjustment constraints 190 
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Since a large quantity of observational data are assimilated into ERA-Interim, it is expected both 191 
𝐸𝐷𝑚𝑎𝑠𝑠 and 𝐸𝐷𝑟𝑒𝑠 will provide reasonable spatial structures, but the  𝐸𝐷𝑟𝑒𝑠 has a multi-annual (2001-192 
2005) global mean value of -0.9 Wm-2 which is not physically reasonable since it is expected the 193 
global averaged 𝐸𝐷 should be zero to guarantee energy conservation. This is because atmospheric 194 
models don’t, in general, have a closed budget for the atmospheric energy, as a result of inconsistent 195 
treatment of turbulent cascades of kinetic energy and water mass [Lucarini and Ragone, 2011; 196 
Previdi and Liepert, 2012; Lucarini et al., 2014]. Even though the global mean 𝐸𝐷𝑚𝑎𝑠𝑠 is close to 197 
zero (~10-4), the net surface flux derived from it has unrealistically large local changes (2001-2008 198 
mean minus 1986-2000 mean, not shown here) and the global mean RMS (root mean square) of the 199 
multi-annual mean differences (2001-2008 mean minus 1986-2000 mean) is about 8.5 Wm-2. The 200 
area mean 𝐸𝐷𝑚𝑎𝑠𝑠 over land is also large (about 2 Wm
-2 over 2001-2005). A strategy was required to 201 
address these problems. The schematic diagram shown in Fig. 1 illustrates the energy flow terms 202 
used in the estimation of net surface energy fluxes. The left and right columns depict the energy flow 203 
over land and ocean respectively and there is a net energy transport from the ocean column to land 204 
column [Wild et al., 2015]. The steps for estimating the monthly net surface energy fluxes are as 205 
follows:  206 
Remove the global mean divergence from 𝐸𝐷𝑚𝑎𝑠𝑠.  207 
We already have 𝐹𝑇 and 
𝜕𝐸
𝜕𝑡
, assuming we have the correct monthly net surface energy flux 208 
data over land, the monthly  vertically integrated energy divergence can be calculated over 209 
land using energy balance equation; 210 
The globe is divided into 15o latitude band (30o over Antarctic). The mean discrepancy 211 
between mass corrected divergence and the one derived from step (2) over land is 212 
redistributed evenly over ocean grid points to keep the total divergence unchanged across 213 
each band.  214 
The monthly net surface energy flux over the ocean can then be calculated using bias 215 
corrected divergence. 216 
 217 
In step (2), it will be ideal to use net surface energy flux calculated from 𝐸𝐷𝑚𝑎𝑠𝑠 as the initial 218 
estimation over land, but as mentioned above the derived fluxes have unrealistically large regional 219 
changes (2001-2008 mean minus 1986-2000 mean) over land, so the surface energy flux from ERA-220 
Interim (𝐹𝑆−𝐸𝑅𝐴) over land is used as the initial estimation. In order to correct the unrealistic trend 221 
and large anomaly variability of 𝐹𝑆−𝐸𝑅𝐴 as discussed in section 3.3  (which would imply large 222 
unrealistic temperature variations or land heat capacity), a simple method described in the next 223 
section is applied to estimate the monthly net energy flux variability based on the observationally 224 
constrained surface temperature changes over land. 225 
 226 
2.4 Net energy flux over land 227 
   The mean global land flux is estimated using the simple relationship of 𝐹𝑆 =  𝐶
𝜟𝑻
𝜟𝒕
+ 𝜺,  where C  is 228 
the effective mean surface land heat capacity, 
𝜟𝑻
𝜟𝒕
  is the global land mean surface temperature change 229 
rate and 𝜺  is a constant indicating the energy flux penetrating beneath the surface layer. Data from 230 
five UPSCALE ensemble members are used for this estimation. The land surface model in 231 
UPSCALE simulations is JULES (Joint UK Land Environment Simulator) which has an explicit 232 
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representation of the surface energy balance for vegetation, capturing the weaker coupling that exists 233 
between the canopy and underlying soil [Best et al., 2011]. The effective land heat capacity depends 234 
on the soil and canopy properties and the soil water content. After testing we found high correlations 235 
between energy flux and the rate of surface temperature change if  
𝜟𝑻
𝜟𝒕
 is calculated from consecutive 236 
months, e.g. the climatology of 𝐹𝑆 in April will correlate well with 
𝜟𝑻
𝜟𝒕
 calculated from the 237 
climatology difference between April and March, so the effective land heat capacity C and the 238 
constant 𝜺 are calculated by regression using the climatology of 𝐹𝑆 and climatological  
𝜟𝑻
𝜟𝒕
 .  The 239 
anomaly time series from modeled and reconstructed (from C,  
𝜟𝑻
𝜟𝒕
, and 𝜺) land surface mean fluxes 240 
are plotted in Fig. S1. The correlation coefficients (r) between monthly anomalies (reference period 241 
2001-2005) are all above 0.6. The plotted lines are 6 month running means and the inflated 242 
reconstructed lines (red) are multiplied by the ratio of the standard deviation between modeled and 243 
reconstructed monthly flux anomalies (values in red in the plot). The variability in 𝐹𝑆 is generally 244 
well captured although there are exceptions, notably over the Mt. Pinatubo eruption period since the 245 
constant seasonal C is used while in reality it should vary under anomalous situations; as discovered 246 
by Iles and Hegerl [2014], the models underestimate the precipitation over Pinatubo eruption period 247 
which affects the soil moisture content, therefore affecting the relations between temperature change 248 
and energy fluxes. Another factor affecting the net surface energy flux variability is the snow and ice 249 
melting.  While there are considerable limitations, this method was applied to ensure that large biases 250 
in the variability in 𝐹𝑆 over land did not diminish the realism of diagnosed 𝐹𝑆 over ocean which is the 251 
goal of the present study. 252 
Five sets of the regression coefficients from five UPSCALE members using the above method are 253 
applied to the global land mean surface temperature (skin temperature) rate of change  
𝜟𝑻
𝜟𝒕
  from 254 
ERA-Interim to get five proxies of mean surface flux; the ensemble mean is used as our estimated 255 
global land mean surface net energy flux. Based on Beltrami et al. [2002], the mean net energy flux 256 
over the continental lithosphere is 0.0391W/m2 over 1950-2000, where the mean land surface 257 
temperature change from HadCRUT4 [Morice et al., 2012] is about 0.0138K/year (from regression). 258 
Based upon the 1985-2012 mean surface temperature change of 0.0298K/year from HadCRUT4 we 259 
estimate the mean of the reconstructed net surface flux as 0.08W/m2 over this period. Setting this 260 
flux to zero is also reasonable [Trenberth et al., 2009]. Combining algorithms in sections 2.3 and 2.4, 261 
the estimated 2D net surface energy fluxes over land maintains the spatial structure of 𝐹𝑆−𝐸𝑅𝐴, but 262 
the monthly area weighted mean values match those from the simple model (𝐹𝑆𝐹𝐶 =  𝐶
𝜟𝑻
𝜟𝒕
+ 𝜺) and 263 
the long term mean (1985-2012) is anchored to 0.08W/m2. 264 
 265 
3. Net downward energy fluxes 266 
3.1 Net radiation flux at TOA 267 
The reconstructed net downward radiation flux anomalies at TOA are updated from Allan et al. 268 
[2014] using the latest version (version 2.8) of CERES data and adjusting pre-CERES variability to 269 
match the interannual anomalies from the WFOV instrument for each hemisphere separately rather 270 
than using the 60oS-60oN near-global mean. The TOA flux anomaly time series are plotted in Fig. 2 271 
for the global mean, the global ocean and the global land, respectively. The reference period is from 272 
2001-2005, but WFOV has a reference period of 1985-1999 and is adjusted, for clarity, to match the 273 
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mean 𝐹𝑇 (reconstruction) anomaly over this period. There is good agreement between variability 274 
depicted by 𝐹𝑇 and the other data sets over the global ocean and the globe. The correlation 275 
coefficients (r) between 𝐹𝑇 and ERAINT, UPSCALE or AMIP5 monthly anomaly time series are 276 
0.63, 0.60, and 0.58 over the global ocean and 0.64, 0.44, and 0.46 over the land, respectively. All 277 
these correlations are significant based on the two-tailed test using Pearson critical values at the level 278 
of 5%. The degree of freedom of the time series is calculated by first determining the time interval 279 
between effectively independent samples [Yang and Tung, 1998] but additionally assuming that 280 
periods separated by 12 or more months are independent. Although ERAINT does not represent 281 
changes in aerosol emissions, most notably following the Mt. Pinatubo eruption in 1991, the 282 
correlation coefficient between 𝐹𝑇 and ERAINT is still the highest. This reflects the realistic monthly 283 
variability of atmospheric circulation patterns through the extensive assimilation of conventional and 284 
satellite data by ERA-Interim. 285 
    The area weighted multi-annual mean net downward energy fluxes from 𝐹𝑇 (Fig. 2d) over 2001-286 
2005 are 0.51, 8.35 and -19.0W/m2 for the globe, the global ocean and the global land, respectively. 287 
The difference is mainly due to the albedo difference between the land and the ocean. The large 288 
energy deficit over land should be compensated by the horizontal energy transport from ocean to 289 
land [Mayer and Haimberger, 2012; Trenberth and Fasullo, 2013b]. 290 
 291 
3.2 Net energy flux at the surface 292 
The multi-annual mean (2001-2005) net surface energy fluxes from  𝐹𝑚𝑎𝑠𝑠 are plotted in Fig. 3a and 293 
zonal mean variations from  𝐹𝑚𝑎𝑠𝑠,  𝐹𝑟𝑒𝑠,  𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴, ERAINT, ERA20C, UPSCALE and AMIP5 294 
data sets are plotted in Fig. 3b-d. The area-weighted means are displayed in the zonal mean plot. The 295 
multi-annual mean for other data sets are in Fig. S2. 𝐹𝑚𝑎𝑠𝑠 and 𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴 are calculated from the 296 
spatially filtered 𝐸𝐷𝑚𝑎𝑠𝑠 and 𝐸𝐷𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴 respectively using a Hoskins spectral filter 297 
[Sardeshmukh and Hoskins, 1984] with an attenuation of 0.1 at wave number 106 [Berrisford et al., 298 
2011]. A filter is necessary due to the noise generated by data assimilation, highlighting that spatial 299 
patterns must be interpreted with caution. 300 
Despite the contrasting methods and datasets, the multi-annual means for the period 2001-2005 from 301 
all data sets show similar spatial structures and zonal means except for the MERRA data which show 302 
much stronger fluxes over the central Indian Ocean and central western Pacific. The spatial 303 
correlation coefficients of multi-annual means between estimations and other data sets are all around 304 
0.9. Over the oceans, despite ~10-20 W/m2 differences present in the zonal means (Fig. 3c), all 305 
datasets capture the positive downward energy flux over the equatorial central and east Pacific areas 306 
due to the interaction between the tropical instability waves [Willett et al., 2006] and the equatorial 307 
Pacific cold tongue [Martínez-Garcia et al., 2010] controlled by ocean mixing [Moum et al., 2013]. 308 
The evaporation is less and there is lower outgoing longwave radiation over this cold region 309 
compared with surrounding regions. The negative downward fluxes over the Gulf Stream in the 310 
North Atlantic and Kuroshio currents in the North Pacific are due to heat and moisture transport from 311 
the warm ocean surface to the cold atmosphere above [Kwon et al., 2010]. Over the global land, the 312 
UPSCALE simulation has a similar large magnitude residual flux (-0.68W/m2) to the ERAINT flux 313 
(0.71W/m2) because it does not have a closed energy budget [Lucarini and Ragone, 2011]. This is in 314 
part because the high resolution version of the UPSCALE simulations used were not re-calibrated 315 
using observations since a key aim of this project was to understand the influence of resolution upon 316 
mean climate. The unrealistically large magnitude values at around 55 and 65oS (Fig. 3d) are caused 317 
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by single grid points at the southern tip of South America and northern tip of the Antarctic peninsula 318 
requires further investigation. 319 
The mean northward total meridional atmospheric energy transport calculated from 𝐸𝐷𝑚𝑎𝑠𝑠 , 𝐸𝐷𝑟𝑒𝑠 320 
and 𝐸𝐷𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴 are also plotted in Fig. 4a. Peak magnitudes of around 5PW (1PW = 10
15W) close 321 
to 40oS and 40oN are broadly consistent with Mayer and Haimberger [2012] and Lucarini and 322 
Ragone [2011] and coincide with the maximum in baroclinic activity [Lucarini and Ragone, 2011]. 323 
The transport from 𝐸𝐷𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴 has stronger magnitude at 40
oS/N compared with the other 324 
estimates. The transport from 𝐸𝐷𝑚𝑎𝑠𝑠 is of larger magnitude than that from 𝐸𝐷𝑟𝑒𝑠 in the northern and 325 
southern hemisphere sub tropics, consistent with Mayer and Haimberger [2012]. 326 
Due to flux constraints over land, the area mean fluxes from both  𝐹𝑚𝑎𝑠𝑠 and 𝐹𝑟𝑒𝑠  are identical. Their 327 
spatial structures and zonal mean variations are also very similar (Fig. 3 and Fig. S2a), but the 328 
magnitudes differ in places as shown in Fig. 5a. 𝐹𝑟𝑒𝑠 is larger in magnitude than 𝐹𝑚𝑎𝑠𝑠  in the south 329 
Indian Ocean, but smaller in the north Indian Ocean. 𝐹𝑟𝑒𝑠  is smaller over the central, west and north 330 
west Pacific, but has larger values over the subtropical gyre of north Pacific, as well as over south 331 
east Pacific. 332 
Though the mean surface flux spatial structure of ERAINT (Fig. S2b) is similar to the derived ones, 333 
its area mean fluxes are unrealistically large over the global ocean (9.30Wm-2 in Fig. 3c) compared 334 
with ocean observations [Llovel et al., 2014; Roemmich et al., 2015] which are of the order of 0-1 335 
W/m2. ERA-Interim surface fluxes are substantially larger than 𝐹𝑚𝑎𝑠𝑠 over the oceans as shown in 336 
Fig. 5b, except for the area near the Equator, and this can be seen clearly from the zonal mean 337 
variations (Fig. 3c). ERA20C simulates large fluxes into the Southern Ocean, more flux from ocean 338 
to atmosphere over the whole Indian Ocean and the north and south Atlantic subtropical gyres (Fig. 339 
5c). As stated earlier, the 𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴  (Fig. 5d) has larger values over the central Indian Ocean and 340 
central western Pacific, but smaller values over much of the eastern Pacific. UPSCALE shows the 341 
common feature of smaller flux over the north Indian Ocean and larger energy flux over the Southern 342 
Ocean, but the strong flux over the western Pacific and smaller energy flux over the Eastern Pacific 343 
are not apparent in other data sets (Fig. 5e). The ensemble mean from AMIP5 simulations show 344 
much lower fluxes into the Western Pacific (Fig. 5f) and this is mainly contributed from CMCC, 345 
CNRM, FGOALS, GISS, MRI and INMCM4 model simulations as shown in Fig. S3. 346 
 347 
3.3 Changes in downward energy flux 348 
In order to investigate where the energy is moving through the climate system [Lucarini and Ragone, 349 
2011; Mayer and Haimberger, 2012; Guemas et al., 2013; Allan et al., 2014; Mayer et al., 2014; 350 
Drijfhout et al., 2014], considering the changes of multi-annual means in the net downward energy 351 
fluxes at both TOA and surface are informative. A preliminary assessment of the multi-annual mean 352 
changes (2001-2008 mean minus 1986-2000 mean) from reconstruction (𝐹𝑇, 𝐹𝑚𝑎𝑠𝑠, 𝐹𝑟𝑒𝑠 and 353 
𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴), UPSCALE and AMIP5 data sets are presented in Fig. 6. As discussed by Allan et al. 354 
[2014], all three data sets show decreased TOA net fluxes over the tropical east Pacific (left column 355 
of Fig. 6). The magnitudes of the TOA flux changes over oceans are much smaller than those at the 356 
surface. 357 
At surface, the estimated changes over land areas are small from estimation (𝐹𝑚𝑎𝑠𝑠 ,  𝐹𝑟𝑒𝑠 and 358 
𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴), but the flux changes over Russia are slightly larger than in the UPSCALE and AMIP5 359 
     10 
 
simulations. Fig. 6b and Fig. 6d show the increasing downward energy flux over the North Pacific 360 
and Southern Ocean (increased ocean heat uptake), but negative flux changes over the central 361 
Pacific, north Indian ocean and north Atlantic. Although the individual surface flux components are 362 
not reconstructed, considering those simulated by ERAINT, the changes appear to be dominated by 363 
latent heat fluxes. Comparing with atmospheric model simulations, although both ensemble means 364 
from UPSCALE and AMIP5 simulations show decreased fluxes into the central Indian Ocean and 365 
north Atlantic (Fig. 6i, l), the big differences are over the Eastern Pacific where simulated increases 366 
in downward flux are opposite to the estimations in Fig. 6b,d,f. The estimated surface flux from 367 
MERRA (𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴in Fig. 6f) is even noisier than those from 𝐹𝑚𝑎𝑠𝑠 and  𝐹𝑟𝑒𝑠, but it also displays 368 
decreased net downward energy flux over the eastern Pacific. This has been identified as an 369 
important region in determining aspects of the recent slowing rate of global surface temperature rise 370 
[Kosaka and Xie, 2013; Trenberth and Fasullo, 2013a; Meehl et al., 2014]. On one hand, the cooling 371 
Eastern Pacific will suppress turbulent energy transport from ocean to the atmosphere, so the net 372 
downward flux would be increased over this region; on the other hand as demonstrated by England 373 
et al. [2014], the cooling is due to the observed pronounced strengthening in Pacific trade winds 374 
which are not represented fully by AMIP simulations. The increased winds will cause more 375 
evaporation, so more latent heat transports to the atmosphere. Brown et al. [2014] also showed that 376 
the surface cooling over Eastern Pacific will enhance the reflected short wave radiation, therefore 377 
reduce the net downward energy flux. 378 
The eastern tropical Pacific region marked in Fig. 6b,d,f covers 20oN-20oS and 210oE to the west 379 
coast of the central America. The mean TOA flux change (2001-2008 mean minus 1986-2000 mean) 380 
over this area (Fig. 6a) is -2.1W/m2 while the surface flux changes from 𝐹𝑚𝑎𝑠𝑠 (Fig. 6b) and 381 
𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴 (Fig. 6f) are -3.9W/m
2 and -4.6W/m2 respectively. Since the total energy tendency is 382 
almost zero over this area, the corresponding changes in vertical flux divergence (equal to net surface 383 
flux minus net TOA flux; Fig. 6c) over this area are -1.8W/m2 and -2.5W/m2 respectively. The 384 
negative signs indicate that vertical flux divergence decreased and consequently divergence of 385 
horizontal energy transports increased in the 2001-2008 period compared to the 1986-2000 mean 386 
(compare equation 6), so both changes in TOA fluxes and atmospheric energy transport contribute 387 
roughly equally to the reduced downward surface fluxes over the eastern tropical Pacific from these 388 
two mass adjusted data sets. For 𝐹𝑟𝑒𝑠 (Fig. 6d) the mean change in surface flux over this area is about 389 
-0.5W/m2 and the corresponding mean change in vertical flux divergence (Fig. 6e) is about 1.6W/m2 390 
which is opposite to the mean changes in vertical flux divergence of  𝐹𝑚𝑎𝑠𝑠 and 𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴, 391 
implying that increased horizontal energy transport into the east Pacific region offsets much of the 392 
reduction in TOA downward fluxes leading to a smaller change in surface fluxes in this case. The net 393 
surface flux change obtained from 𝐸𝐷𝑟𝑒𝑠 is weaker than those obtained from 𝐸𝐷𝑚𝑎𝑠𝑠 and 394 
𝐸𝐷𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴, since 𝐸𝐷𝑚𝑎𝑠𝑠 and 𝐸𝐷𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴 are computed from analysed state quantities they 395 
are considered more realistic than 𝐸𝐷𝑟𝑒𝑠 which is computed from model forecasts. Changes in TOA 396 
fluxes are about -0.5W/m2 for UPSCALE and AMIP5 data (Fig. 6h,k). The changes at the surface 397 
(Fig. 6i,l) are 2.2W/m2 and 3.3W/m2 and the corresponding mean divergence changes of horizontal 398 
energy transport (Fig. 6j,m) are 2.7W/m2 and 3.8W/m2, respectively, implying that increased 399 
horizontal energy transport by the atmosphere into the region dominate the simulated changes in the 400 
surface fluxes. The divergence difference over the eastern tropical Pacific between the mass adjusted 401 
data and those from model simulations requires further study.  402 
For the reconstructed surface fluxes (𝐹𝑚𝑎𝑠𝑠 and 𝐹𝑟𝑒𝑠), the global changes from the 1990s to the 2000s 403 
(see table S1) are consistent with Allan et al. [2014], who considered the TOA net imbalance; there is 404 
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an increase in net downward flux at the surface due to the recovery from Pinatubo [Smith et al., 405 
2015]. Consistency with global-mean TOA fluxes is expected since the surface flux estimates are 406 
based upon these TOA reconstructions and atmospheric heat capacity is small so cannot uptake a 407 
significant fraction of the top of atmosphere imbalance [Palmer and MacNeal, 2014]. The ocean heat 408 
uptake is also increasing since over 90% of the excess energy into the Earth system is stored in the 409 
ocean [Trenberth and Fasullo, 2013a]. Consistency between global mean surface and TOA flux 410 
changes also applies to ERA20C reanalysis, UPSCALE and AMIP5 simulations (see table S1). Smith 411 
et al. [2015] highlighted the decline of TOA net downward radiation flux from 1999-2005 which 412 
potentially contributed to the recent warming slowdown. Consistent with Smith et al. [2015], similar 413 
calculations of two five year means centred at 1999 and 2005 from net downward surface energy 414 
fluxes show declines of 0.31 Wm-2 (reconstruction), 0.51 Wm-2 (UPSCALE), 0.07 Wm-2 (AMIP5) 415 
and 0.26 Wm-2 (ERA20C). The differences between flux changes at TOA and surface (Fig. 6h-k) 416 
include the total energy tendency and divergence. The patterns are very similar to those surface 417 
changes, implies the atmospheric energy divergence is the dominant factor affecting the surface flux 418 
changes, since both changes of TOA flux and atmospheric energy tendency are relatively small. 419 
The changes of northward total meridional energy transport calculated from 𝐸𝐷𝑚𝑎𝑠𝑠 , 𝐸𝐷𝑟𝑒𝑠 and 420 
𝐸𝐷𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴 are also plotted in Fig. 4b.  Energy transports from mass corrected divergences show 421 
the increase of northward transport in the northern hemisphere, but the energy transport from 𝐸𝐷𝑟𝑒𝑠 422 
shows a decrease. It is mixed in the south hemisphere where transport derived from 𝐸𝐷𝑟𝑒𝑠  displays a 423 
small energy transport while both calculation from 𝐸𝐷𝑚𝑎𝑠𝑠  and 𝐸𝐷𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴 indicate an increase 424 
of poleward energy transport between 10─55oS and 15─70oS. The effect of the temporal 425 
discontinuities on these changes [Mayer et al., 2013] in the reanalysis, due to artifacts of the 426 
observing system, merits further investigation, though the effect is most significant for the partition 427 
of the latent and dry static energy and less prominent when considering the total transport [Trenberth 428 
and Fasullo, 2013b]. 429 
The deseasonalised anomaly (calculated relative to the 2001-2005 period) time series of the area 430 
weighted mean net downward energy fluxes at the surface from different data sets are plotted in Fig. 431 
7 for the globe, the global ocean and the global land. The time series from both derivations (𝐹𝑚𝑎𝑠𝑠, 432 
𝐹𝑟𝑒𝑠 and 𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴) are identical by design. The light grey shadings are ± 1 standard deviations of 433 
the sixteen AMIP5 simulations. All lines are 6 month running means. The ERAINT data are also 434 
plotted for reference purpose; spurious trends are explained by latent heat flux changes over the 435 
ocean [Chiodo and Haimberger, 2010] and from longwave radiation over the land. There is good 436 
agreement between derived fluxes and those from AMIP5, ERA20C and UPSCALE data sets over 437 
the globe. The correlation coefficients between derived and AMIP5, ERA20C and UPSCALE are 438 
0.38, 0.52 and 0.47, which are significant based on the two-tailed test using Pearson critical values at 439 
the level of 5%. Over the global ocean, the coefficients are 0.33, 0.52 and 0.45, which are also 440 
statistically significant. Over land the correlation coefficient between derived and ERA20C is 0.60. 441 
The correlation coefficients between other data sets can be found in Table S2 and the correlation 442 
coefficient maps are in Fig. S4. Future work will consider in more detail the variability across 443 
individual ocean basins and comparisons with independent datasets [Drijfout et al., 2014; Mayer et 444 
al., 2014; Desbruyères et al., 2014; Roemmich et al., 2015] contributing toward understanding of 445 
variation in energy flows into the ocean. 446 
 447 
Summary 448 
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Surface fluxes are a crucial component of the climate system yet global-scale observational estimates 449 
are highly uncertain [Wild et al., 2015]. To complement the existing set of surface flux datasets, an 450 
alternative method is developed. The net downward energy fluxes at the Earth’s surface are 451 
estimated through the combination of the reconstructed TOA radiation fluxes [Allan et al., 2014] and 452 
the atmospheric energy divergences (Fig. 1) which are calculated using two distinct methods: (1) 453 
mass adjusted energy divergence computed from ERA-Interim reanalysis [Trenberth, 2001; Mayer 454 
and Haimberger, 2012; Berrisford et al., 2011]; (2) the residual from the difference between the 455 
energy fluxes at the TOA and the surface from ERA-Interim.  456 
To correct for unrealistic variability in energy fluxes over the land a correction was applied using a 457 
simple mean relation between surface flux and surface temperature change in UPSCALE climate 458 
model simulations which are strongly dependent upon the model’s land surface component, JULES. 459 
By setting the global energy divergence to zero, applying the corrected surface fluxes over land and 460 
adjusting atmospheric energy divergence from the ocean to the land accordingly the net surface 461 
energy flux over ocean could be derived. Although this method relies upon the gross relationship 462 
between surface temperature change rate and energy fluxes from a simulation and other assumptions 463 
it was found that the sensitivity of the ocean surface flux changes to the methods applied over land 464 
are relatively small compared to the differences amongst datasets. 465 
The accuracy of the resultant surface fluxes relies heavily on the quality of the reanalysis. The 466 
current version of ERA-Interim has some known problems including drifts in energy fluxes and 467 
deficient radiative forcing changes relating to anthropogenic and natural aerosol, and problems with 468 
mass divergence and conservation [Berrisford et al., 2011]. All these will affect the quality of our 469 
product. The assimilation of various observed fields into the model draws towards an observed 470 
atmospheric state, so the aerosol effect on the mass adjusted energy divergence (𝐸𝐷𝑚𝑎𝑠𝑠) should be 471 
less than the effect on 𝐸𝐷𝑟𝑒𝑠, but the accuracy of the divergence relies on other factors too, such as 472 
model spin-up and large time sampling errors, as discussed by Chiodo and Haimberger [2010].  473 
Different datasets capture the general global patterns of the multi-annual mean net downward surface 474 
fluxes despite the contrasting methods involved. The spatial correlation coefficients of multi-annual 475 
means (2001-2005) between the reconstruction and other data sets are all around 0.9. The area mean 476 
surface flux anomaly time series shows reasonable agreement with AMIP5 (r=0.33), ERA20C 477 
(r=0.52) and UPSCALE (r=0.45) simulated monthly anomalies over the global ocean. 478 
The change between the 1990s and 2000s over the eastern Pacific differs between datasets: while 479 
climate model simulated surface fluxes increase over the period [Katsman et al., 2011], the 480 
reconstruction indicates a reduced net downward surface flux. The cooling surface supresses the air-481 
sea turbulent energy exchange, but the strengthening of the observed trade winds [England et al., 482 
2014] over this area will reduce the net downward energy flux. Feedbacks involving low-altitude 483 
cloud and reflected shortwave radiation may also amplify this response [Brown et al., 2012]. Since 484 
the estimated surface fluxes are strongly dependent upon the ERA Interim as well as the MERRA 485 
reanalysis which both have temporal homogeneity issues [Mayer et al., 2013 ], further verification of 486 
these products with other data sets from observations, reanalysis and model simulations is required  487 
in order to further understand the strengths and weaknesses of the current methodology. 488 
Assessing the degree to which SST patterns are driving or being driven by surface flux changes in 489 
this region merits investigation [Mayer et al., 2014; Drijfout et al., 2014; Desbruyres et al., 2014]. 490 
More detailed assessments of recent changes in surface energy fluxes entering distinct ocean basins 491 
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[Mayer et al., 2014; Desbruyres et al., 2014] will contribute toward improved understanding of 492 
energy flows and internal variability in the climate system. 493 
 494 
  495 
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Figure captions 790 
 791 
Fig. 1. Schematic illustrating the energy flow terms used in the estimation of surface energy flux 792 
over land and ocean. 793 
 794 
Fig. 2. Deseasonalised anomaly (relative to the 2001-2005 period) time series of mean net downward 795 
radiation fluxes at TOA over (a) the globe, (b) the global ocean and (c) the global land, for data sets 796 
of AMIP5, ERAINT, WFOV, 𝐹𝑇 and UPSCALE. Shaded areas of AMIP5 are sixteen member 797 
ensemble mean ± 1 standard deviation. All lines are 6 month running mean. The WFOV anomaly 798 
(60oS-60oN) is relative to 1985-1999 period, its line is three data points (three 72 day means) running 799 
mean and is adjusted to match 𝐹𝑇. The y-axis unit is W/m
2 on the left and PW on the right. (d) is the 800 
multi-annual (2001-2005) mean from 𝐹𝑇. The area mean (W/m
2) is displayed in the zonal mean plot. 801 
 802 
Fig. 3. (a) Multi-annual (2001-2005) mean net downward energy fluxes (in W/m2) at surface from 803 
𝐹𝑚𝑎𝑠𝑠.  Zonal mean variations from AMIP5,  𝐹𝑚𝑎𝑠𝑠,  𝐹𝑟𝑒𝑠,   ERAINT, ERA20C, UPSCALE and 804 
𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴 are in the lower panel for (b) the globe, (c) the global ocean and (d) the global land, 805 
respectively. Shaded areas of AMIP5 are sixteen member ensemble mean ±1 standard deviation. The 806 
area mean is displayed in the zonal mean plot. 807 
 808 
Fig. 4. (a) Multi-annual mean (2001-2005) northward total meridional energy transport (unit is PW) 809 
calculated from 𝐸𝐷𝑚𝑎𝑠𝑠, 𝐸𝐷𝑟𝑒𝑠 and 𝐸𝐷𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴; (b) multi-annual mean difference (2001-2008 810 
minus 1986-2000). 811 
 812 
Fig. 5. Multi-annual (2001-2005) mean net downward surface energy flux (in W/m2) differences 813 
between 𝐹𝑚𝑎𝑠𝑠 and (a)  𝐹𝑟𝑒𝑠, (b) ERAINT, (c) ERA20C, (d) 𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴, (e) UPSCALE and (f) 814 
AMIP5.  The grid points of zero values are marked white and the RMS differences are given at the 815 
top-right corner. 816 
 817 
  818 
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 819 
Fig. 6. Change in net energy fluxes (W/m2, 2001-2008 minus 1986-2000) at TOA (left column), at 820 
surface (middle column) and the difference (right column) between fluxes at surface and TOA from 821 
reconstructions (𝐹𝑚𝑎𝑠𝑠, 𝐹𝑟𝑒𝑠 and 𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴), UPSCALE and AMIP5 data sets. a-c show the 822 
reconstruction based on Allan et al. [2014] at the TOA and the mass correction method using ERA 823 
Interim data, d-e are based on the residual method using ERA Interim data, f-g show the estimates 824 
from the mass correction method using MERRA reanalysis data, h-j are from the 5 ensemble mean of 825 
the UPSCALE simulations and k-m are the 16 ensemble member mean from the AMIP simulations. 826 
The marked area in b,d and f is from 20oN-20oS and 210oE to the west coast of central America. 827 
 828 
Fig 7. Deseasonalised anomaly (relative to the 2001-2005 period) time series of mean net downward 829 
energy fluxes at surface over (a) the globe, (b) the global ocean and (c) the global land, from data 830 
sets of AMIP5, ERAINT, ERA20C, derived (𝐹𝑚𝑎𝑠𝑠, 𝐹𝑟𝑒𝑠 and 𝐹𝑚𝑎𝑠𝑠−𝑀𝐸𝑅𝑅𝐴) and UPSCALE. Light 831 
grey shadings denote the ± standard deviations of the sixteen AMIP5 simulations. All lines are 6 832 
month running mean. The y-axis unit is W/m2 on the left and PW on the right. 833 
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Table 1. Data sets and their properties 
 
Data set Period Resolution (lat × lon) References 
CERES EBAF v2.8 2000-2012 1.0o × 1.0o Loeb et al. [2012] 
Reconstruction 1985-2012 1.0o × 1.0o Allan et al. [2014] 
ERA-Interim 1985-2012 0.7o × 0.7o Dee et al. [2011] 
ERA20C 1985-2010 0.7o × 0.7o Poli et al. [2013] 
MERRA 1985-2012 0.5o × 0.7o Rienecker et al. [2011] 
HadCRUT4 v4.2.0.0 1985-2012 5o × 5o Morice et al. [2012] 
 
AMIP5 models                             1985-2008 
ACCESS1-0                                                              1.25o ×1.875o           Bi et al. [2013] 
CanAM4                                                                    2.79o ×2.81o             Arora et al. [2011] 
CCSM4                                                                      0.94o ×1.25o            Gent et.al. [2011] 
CMCC-CM                                                                0.75o×0.75o             Scoccimarro et al. [2011] 
CNRM-CM5                                                             1.40o×1.41o              Voldoire et al. [2012] 
CSIRO-Mk3-6-0                                                       1.87o×1.875o            Rotstayn et al. [2010] 
FGOALS-s2                                                              1.66o×2.81o              Li et al. [2013]    
GFDL-CM3                                                               2.0o×2.5o                  Delworth et al. [2006] 
GISS-E2-R                                                                2.0o ×2.5o                 Schmidt et al. [2014] 
HadGEM2-A                                                             1.25o ×1.875o           Collins et al. [2011] 
INM-CM4                                                                 1.5o ×2.0o                  Volodin et al. [2010] 
IPSL-CM5A-LR                                                       1.89o ×3.75 o              Dufresne et al. [2013] 
MIROC5                                                                   1.39o  ×1.41o              Watanabe et al. [2011] 
MPI-ESM-LR                                                           1.85o × 1.875o           Raddatz et al. [2007) 
MRI-CGCM3                                                           1.11o ×1.13o               Yukimoto et al. [2012] 
NorESM1-M                                                             1.89o ×2.5 o               Zhang et al. [2012] 
UPSCALE 1985-2011 0.35o × 0.23o Mizielinski et al. [2014] 
 
 
 
