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Summary
This article describes several natural methods of constructing random probability
measures with prescribed mean and variance, and focuses mainly on a technique which
constructs a sequence of simple (purely discrete, ﬁnite number of atoms) distributions with
the prescribed mean and with variances which increase to the desired variance. Basic prop­
erties of the construction are established, including conditions guaranteeing full support of
the generated measures, and conditions guaranteeing that the ﬁnal measure is discrete. Fi­
nally, applications of the construction method to optimization problems such as Plackett’s
Problem are mentioned, and to experimental determination of average-optimal solutions
of certain control problems.
Key words and phrases: random distribution, random homeomorphisms, random proba­
bility measures, variance split, variance split array.
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§1. Introduction
Suppose you want to construct a probability measure on [0, 1], at random, with given
mean m and variance σ. The underlying objective might be to generate conjectures to the
solution of a stochastic optimization problem like Plackett’s’ Problem (see below) or to an
average-optimal control problem, or it might be to identify a suitable prior for a Bayesian
problem involving distributions with given mean and variance. In such problems, it is
usually desired that the random probability construction be natural, be easy to implement,
and have support which is dense in the set of all probability measures with that mean and
variance. The purpose of this article is to introduce several such constructions, with
primary focus on a “variance-split array” method, and to discuss several applications.
As such, these results complement earlier construction methods of Dubins and Freedman
(1967), Ferguson (1974), Graf et al. (1986), Mauldin et al. (1992), Monticino (1998) and
others, which did not generate distributions with given mean, and of Hill and Monticino
(1998) which generated random distributions with given means but not variances. In each
of these previous methods, the set of probability measures with given mean and variance
is a null set, and even the calculation of the distributions of those unknown means and
variances is diﬃcult.
One way to pick a probability at random on [0, 1] is to ﬁx a (large) integer n, and
1 2 n−1generate a probability with support on n + 1 given points, say 0, , , . . . , , 1 , byn n n
generating the probabilities pi = Prob({i/n}), i = 0, . . . , n uniformly at random. The set
of values pω = (p0, p1, . . . , pn) which yield a distribution with given mean m and variance
σ2 is the polyhedron formed by the intersection of solutions to linear equations of the form
�pi = 1, �ipi = a, �i
2pi = b, and the positive cone pi ≥ 0, i = 0, 1 . . . , n. Thus to pick a
point in this region at random, one can (cf. Bloomer (2000)) calculate the extreme points,
triangulate, pick a simplex at random proportionately according to size, and then pick a
point in the simplex using an eﬃcient algorithm. Drawbacks of this method are that it is
computationally intensive, and it does not allow easy improvement from n to n+ 1.
Alternatively, one could ﬁx the probabilities p0, p1, . . . , pn (say uniformly (n+ 1)
−1),
and then pick the distinct locations a0, a1, . . . , an of these masses at random, and so that
the resulting distribution has correct mean and variance. Drawbacks for this method (cf.
              
      
 
            
 
    
 
 
 
         
 
                
                
           
                
                 
               
                
               
             
              
             
               
       
   
              
              
                
               
       
                
          
 
        
                    
 
 
      
               
                     
 
    
Bloomer 2000) are the ineﬃciency of the standard method for picking a point uniformly
in the intersection of the circle �a2 = c and the unit cube, and the existence of means andi
1 1moments (e.g., m = 2 , σ
2 = ) for which no solution exists for even n.4
Yet another method to pick a distribution at random on [0, 1] with given mean and
variance, is to pick the higher order moments randomly, since the moments {EXn} of a
compactly-supported distribution determine the distribution. Given the ﬁrst n moments of
a distribution on [0, 1], sharp upper and lower bounds are known (cf. Skibinsky (1968)) for
the (n+1)st moment, so starting with given mean and variance, one may choose the third
moment uniformly in its range interval, and given that, next choose the fourth moment in
its range interval (given the ﬁrst three moments) and so on (cf. Bloomer 2000). The main
drawback of this method is the inversion process for large n – reconstructing the measure
from its moments. A thorough investigation of this technique remains to be done.
The focus of this article is a martingale-like method which constructs a sequence of
simple distributions with the prescribed mean and with variances which increase to the
desired variance. This will be done by introducing the notions of variance splits of a
distribution, variance split arrays, and mean-variance arrays.
§2. Variance Splits
This section introduces the notion of a variance-split of a probability measure µ, that
is, expressing µ as a convex combination of two other probability measures with equal
variance, each strictly less than the variance of µ. This technique will be used in later
sections to randomly generate a sequence of splittings which in turn lead to a random
distribution with the desired mean and variance.
Here, and throughout, P denotes the set of Borel probability measures on R, P([0, 1]) is
the set of Borel probability measures on [0, 1], and Pm,V [0, 1]) is the set of Borel probability
measures on [0, 1] with mean m and variance V ; V (µ) is the variance of µ ∈ P; and δa is
the Dirac point mass on a.
Definition 2.1. A pair of probability measures (µ1, µ2) is a variance split of the probability
measure µ if V (µ1) = V (µ2) < V (µ) and there is a p ∈ (0, 1) so that µ = pµ1 + (1− p)µ2.
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The number p will be referred to as the splitting probability. The variance split (µ1, µ2) is
called simple if ess sup µ1 ≤ ess inf µ2.
Example 2.2. The pair (δ0, δ1) is a simple variance split for the Bernoulli measure pδ0 +
(1− p)δ1, with splitting probability p.
The following example gives two diﬀerent variance splits for the uniform measure on
the unit interval, demonstrating that a variance split may not be unique.
Example 2.3. Suppose µ is the uniform measure on the unit interval. If µ1 is the uniform
measure on [0, 1/2] and µ2 is the uniform measure on [1/2, 1], then (µ1, µ2) is a simple
variance split of µ with splitting probability 1/2, since µ = 1/2µ1 + 1/2µ2 and V (µ1) =
V (µ2) = 1/48 < 1/12 = V (µ).
A non-simple variance split of µ is the pair (µˆ1, µˆ2), where µˆ1 is the probability
measure on the unit interval with cumulative distribution function Fˆ1(x) = x
2, 0 ≤ x ≤ 1,
and the c.d.f. for µˆ2 is Fˆ2(x) = 2x − x2, 0 ≤ x ≤ 1. Here the splitting probability is 1/2,
and the variances of µ1 and µ2 are easily calculated to be 1/18.
Theorem 2.4. Every Borel probability measure with compact support has a simple vari­
ance split.
Proof. Fix µ with compact support, let F (x) be c.d.f. for µ, and let p ∈ (0, 1). For any
x in R, deﬁne FYp(x) and FZp(z) as follows:
F (x) if F (x) < p
FYp(x) = p (1)
1 if F (x) ≥ p
and
0 if F (x) < p
FZp(x) = F (x)−p if F (x) ≥ p1−p
Then
(pL(Yp) + (1− p)L(Zp))([0, x]) = pL(Yp)([0, x]) + (1− p)L(Zp)([0, x])
F (x)p( p ) + (1− p) · 0 if F (x) < p= pFYp(x) + (1− p)FZp(x) = = F (x).FX(x)−pp · 1 + (1− p) if F (x) ≥ p1−p
(2)
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Next note that
 
V (µ) = V (Yp)p+ V (Zp)(1− p) + (EYp)2p+ (EZp)2(1− p)− (Eµ)2.
Clearly the function p ◦→ EYp is continuous for any n ∈ N, so p ◦→ V (Yp) = EY 2− (EYp)2p
is continuous. Similarly, the function p ◦→ V (Zp) is continuous.
By (1), FYp → F as p → 1, and therefore V (Yp) → V (µ). Also, the support of Zp
decreases to a single point as p → 1, which implies that V (Zp) → 0. Similarly, as p → 0,
the values V (Zp) → V (µ) and V (Yp) → 0. Therefore, the continuity of these functions
implies that there must be some value pˆ for which V (Ypˆ) = V (Zpˆ). Let µ1 = L(Ypˆ) and
µ2 = L(Zpˆ). Then, (µ1, µ2) is a variance split for µ, which is simple by (1).
(Note that the proof of Theorem 2.4 is easy for continuous µ, by conditioning µ to
the right and left of a point b chosen so that the two variances are equal.)
The following example shows that a measure with non-compact support may not have
a simple variance split.
Example 2.5. Let µ be the exponential distribution with mean 1. If µ = pµ1+(1− p)µ2,
where p ∈ (0, 1) and ess sup µ1 ≤ ess inf µ2, then clearly µ2 is a shifted mean-1 exponential
−x+a(density f(x) = e for x ≥ a), so V (µ2) = V (µ) (and V (µ2) > V (µ1)) so (µ1, µ2) is
not a variance split. (The exponential distribution does have non-simple variance splits,
∞
−xhowever, as can be seen by taking µ1 with (renormalized) density e on S = [2n, 2n+1)
n=0
−xand zero elsewhere, and, similarly, µ2 with renormalized density e on R\S.)
§3 Variance Split Arrays
2n−1Definition 3.1. A triangular array {µn,k, pn,k}∞ is a variance split array for then=1 k=1
probability measure µ if, for each n ∈ N,
2n−1
µ = µn,kpn,k; (3)
k=1
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for each k ∈ {1, . . . , 2n−1}, either (µn+1,2k−1, µn+1,2k) is a variance split of µn,k
with splitting probability pn+1,2k−1/pn,k, or µn,k = µn+1,2k−1 = µn+1,2k = δEµn,k . (4)
The array is called uniform if maxk V (µn,k) → 0 as n → ∞, and is called canonical if for
each n ∈ N and k ∈ {1, . . . , 2n−1}, (µn+1,2k−1, µn+1,2k) is a simple variance split of µn,k if
V (µn,k) > 0.
k−1 kExample 3.2. If µn,k is the uniform distribution on [ n− ] and pn,k = 1/2
n−1, then1 , 2n−1
2n−1
2 
{µn,k, pn,k}∞ is a canonical variance split array for the uniform distribution on then=1 k=1
unit interval. And, since V (µn,k) = (1/2
n−1)2(1/12)→ 0 as n→∞, it is uniform.
k k−1 1 kExample 3.3. If µn,k is the uniform distribution on the set [
k−1 , ]∪ [ 1 + , + ],2n 2n 2 2n 2 2n
2n−1and pn,k = 1/2
n−1, then {µn,k, pn,k}∞ is a variance split array for the uniformn=1 k=1
distribution on [0, 1]. However, V (µn,k) = 1/16 + (1/2
n)(1/12) → 1/16 as n → ∞, so
this array is not uniform. It is also not canonical, since the overlapping supports show the
variance splits are not simple.
Theorem 3.4. Every probability measure with compact support has a canonical variance
split array, and every such array is uniform.
Proof. If V (µ) = 0, then {δEµ, 1/2n−1}∞ 2n−1 is a canonical variance split array for µ.n=1 k=1
If V (µ) > 0, let µ1,1 = µ and p1,1 = 1.
For induction, assume that a canonical variance split array has been deﬁned for µ up
2n−1to row N . That is, there is an array {µn,k, pn,k}N that satisﬁes conditions (3) andn=1 k=1
(4) for each n ∈ {1, . . . , N} and k ∈ {1, . . . , 2n−1}.
Now, let k ∈ {1, . . . , 2N−1}. If V (µN,k) = 0, let µN+1,2k−1 = µN+1,2k = δEµN,k and
pN+1,2k−1 = pN+1,2k = pN,k/2.
Suppose V (µN,k) > 0. Since µ has compact support, and the support of µN,k is
contained in [ess inf µ, ess supµ], µN,k has compact support. So, by Theorem 2.4 there is
  
 
      
 
     
  
  
  
    
 
   
  
       
  
     
  
 
 
 
 
 
  
 
                 
          
               
 
 
      
 
        
  
 
               
  
                 
        
 
      
 
               
 
 
 
      
  
     
 
                
 
   
 
  
                
 
        
 
       
 
   
 
   
 
  
 
            
 
            
 
    
 
                  
        
 
       
    
 
   
 
         
  
           
 
 
 
    
 
     
∑ ∑
∑
a simple variance split (µ1, µ2) for µN,k with splitting probability p. Let µN+1,2k−1 = µ1,
pN+1,2k−1 = p · pN,k, µN+1,2k = µ2, and pN+1,2k = (1− p) · pN,k. Then
2N 2N−1
pN+1,iµN+1,i = (pN+1,2k−1µN+1,2k−1 + pN+1,2kµN+1,2k)
i=1 k=1
2N−1
= pN,kµN,k = µ,
k=1
so this deﬁnes a canonical variance split array up to row N + 1, which completes the
induction, implying the existence of a canonical variance split array.
Next, it must be shown the array is uniform. For any variance split array, if µn,k has
positive variance, then the variance of µn+1,2k is strictly smaller than that of µn,k. This
implies that maxk V (µn,k) is decreasing in n, and since this is a positive sequence, it has
a limit.
Let l(µ) = ess sup(µ)−ess inf(µ), which is strictly positive since V (µ) > 0. Let s(µn,k)
be the “sibling” of µn,k, deﬁned by s(µn,k) = µn,k−1 if k is even, and s(µn,k) = µn,k+1
“ithif k is odd. Finally, let ai(µn,k) be the immediate ancestor” of µn,k, deﬁned by
ai(µn,k) = µn−1,≤k/2i∞.
Suppose, by way of contradiction, that limn→∞maxk V (µn,k) = d > 0. Since
maxk V (µn,k) strictly decreases in n to d, for each n ∈ N there is a kn so that V (µn,kn) > d.
Let n be ﬁxed. Since the largest possible variance for a probability measure on an interval
√
with length l is l2/4, it follows that l(µn,kn) > 2 d. Note, however, that s(µn,kn) has the√
same variance as µn,kn , so l(s(µn,kn)) > 2 d as well. Since this is a canonical variance√
split array, l(µn,k) ≥ l(µn+1,2k−1) + l(µn+1,2k) for each n and k. So, l(a1(µn,kn)) > 4 d.√
Similarly, it is easy to see that l(µ) > 2n d. But since n was arbitrary, this implies the
support of µ is unbounded, a contradiction. Hence, maxk V (µn,k) → 0, and this variance
split array is uniform.
2n−1Proposition 3.5. If {µn,k, pn,k}∞ is a canonical variance split array for a compactlyn=1 k=1
supported probability measure µ, then for each n, there are numbers An,0 ≤ An,1 ≤ · · · ≤
An,2n−1 so that supp(µn,k) ⊂ [An,k−1, An,k].
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Proof. Routine by the deﬁnition of simple variance split, and induction.
 
The next result, that the means are dense in the support of the original measure, will
be used in the main construction to follow.
2n−1Theorem 3.6. If {µn,k, pn,k}∞ is a uniform variance split array for µ, then {Eµn,k}n=1 k=1
is dense in the support of µ.
Proof. Let x ∈ supp(µ), let τ > 0, and let Ix,� = {a ∈ R : |x−a| < τ/2}. Let kn be deﬁned
so that µn,kn(Ix,�) = maxk µn,k(Ix,�). Since x ∈ supp(µ), µ(Ix,�) = k pn,kµn,k(Ix,�) >
0, so µn,kn(Ix,�) > 0. Further, since each µn,k(Ix,�) can be written as µn,k(Ix,�) =
′µn+1,2k−1(Ix,�)pn+1,2k−1/pn,k + µn+1,2k(Ix,�)pn+1,2k/pn,k = µn+1,2k−1(Ix,�)p +
µn+1,2k(Ix,�)(1 − p′), the number µn,k(Ix,�) is a weighted average of two other num­
bers. Therefore, the maximum of these two numbers can be no smaller than µn,k(Ix,�), so
µn,kn(Ix,�) is increasing in n.
Consider the set Bn = {b ∈ R : |Eµn,kn − b| < τ/2}. By Chebyshev’s inequality,
µn,kn(Bn) ≥ 1− 4V (µn,kn)/τ2. Since the array is uniform, maxk V (µn,k) decreases to zero
as n→∞, so µn,kn(Bn) increases to 1.
This implies there exists an N so that Ix,� ∩ BN √= ∅. Then for every point y in 
Ix,� ∩BN , |EµN,kN −x| ≤ |EµN,kN − y|+ |y−x| ≤ τ/2+ τ/2 = τ. Hence, {Eµn,k} is dense
in the support of µ.
If the variance split array is canonical, An,0 ≤ Eµn,1 ≤ An,1 ≤ Eµn,2 ≤ · · · ≤ An,2n−1 ,
but in general, it is not true that the sequence {An,k} is dense in supp(µ), as the following
example shows.
Example 3.7. Let µ be the probability measure (ν1 + δ1/3 + δ2/3 + ν2)/4, where ν1 is
uniform on [0, 1/6] and ν2 is uniform on [5/6, 1]. A simple variance split for µ is ((ν1 +
δ1/3)/2, (δ2/3+ν2)/2) with A = 1/2. If this simple split is used as the basis for a canonical
variance split array, then An,2n−2 = A2,1 = 1/2. It can be seen that any further divisions
of (ν1 + δ1/3)/2 must contain a measure that places mass on 1/3 and on some subinterval
of [0, 1/6]. Therefore, the interval [An,2n−2−1, An,2n−2 ] ⊃ [1/6, 1/2], so there is no An,k
within 1/12 of 1/3.
              
                 
 
   
 
         
  
      
 
 
     
  
                  
      
 
       
            
 
       
 
  
 
          
 
 
    
 
     
 
   
 
   
 
  
     
 
  
 
 
    
 
        
 
 
 
 
 
   
         
               
             
            
           
               
              
 
   
 
         
  
 
 
 
      
  
 
   
 
           
  
      
On the other hand, the following theorem shows that the numbers {An,k} are “almost
dense,” in that their closure contains every point in the support of µ that is not isolated.
2n−1Theorem 3.8. Let {µn,k, pn,k}∞ be a canonical variance split array for a compactlyn=1 k=1
supported probability measure µ, and let {An,k}∞ 2n−1 be the sequence of numbers guar­n=1 k=0
anteed by Proposition 3.5. Then, for every τ > 0, and x, y ∈ supp(x), x < y, there are an
n and a k so that An,k ∈ (x− τ, y + τ).
Proof. Let 0 < τ <ˆ min{τ, y − x}. By Theorem 3.6, there exist integers N , M , iN , and
jM such that |EµN,iN − x| ≤ ˆ τ/2. Without loss of generality,τ/2 and |EµM,jM − y| ≤ ˆ 
N =M . Clearly, µN,iN √ , since otherwise |x− y| ≤ |EµN,iN − y| == µN,jN − x|+ |EµN,iN
|EµN,iN−x|+|EµN,jN−y| ≤ τ/ˆ 2+τˆ/2 = τˆ < |x−y|. Furthermore, since |EµN,iN−x| ≤ τ/2,
then EµN,iN > x − τ. Similarly, EµN,jN < y + τ. Hence, x − τ < EµN,iN ≤ AN,iN ≤
EµN,jN < y + τ.
§4. Constructions of Random Probabilities Using Variance Split Arrays
The purpose of this section is to use variance split arrays to construct a random
probability measure with given mean and variance. Once it is shown that the mean-
variance array parameters characterize a probability distribution, the idea is to randomly
construct this array, inductively, by constructing two-point variance splits of previous
measures at each stage. Continuing this process, and controlling the rate of increase of the
variance, yields in the limit a random distribution with the correct mean and variance.
2n−1Definition 4.1. If {µn,k, pn,k}∞ is a uniform variance split array, then the arrayn=1 k=1
2n−1{E(µn,k), V (µn,k), pn,k}∞ is called the associated mean-variance array.n=1 k=1
2n−1Theorem 4.2. If {µn,k, pn,k}∞ is a uniform variance split array for µ, then µ isn=1 k=1
uniquely determined by its mean-variance array.
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∑ ∑
Let ρ denote the Prohorov metric on P, that is ρ(µ1, µ2) = inf{δ > 0 : µ1(C) ≤
µ2(Cδ) + δ and µ2(C) ≤ µ1(Cδ)+ δ for all compact C ⊂ [0, 1]}, where Cδ = {x : d(x,C) ≤
The following two lemmas, whose proofs are routine, will be used in the proof of the
theorem.
√
Lemma 4.3. If µ has mean m and variance V , then ρ(µ, δm) ≤ 3 V .
′ ′Lemma 4.4. If µ = pµ1 + (1 − p)µ2, where 0 ≤ p ≤ 1, and if µ and µ are probability1 2
′ ′measures with ρ(µ1, µ1) = τ1 and ρ(µ2, µ2) = τ2, then ρ(µ, µ
′) ≤ max{τ1, τ2}, where
′ ′ ′µ = pµ1 + (1− p)µ2.
Proof of Theorem 4.2. Fix a uniform variance split array {µn,k, pm,k} for µ, and deﬁne
random variables X1, X2, . . . as follows. P (X1 = Eµ1,1) = p1,1 = 1 and for n ≥ 1,
pn+1,2k−1
P (Xn+1 = Eµn+1,2k−1|Xn = Eµn,k) = ,
pn,k
and
pn+1,2k
P (Xn+1 = Eµn+1,2k|Xn = Eµn,k) = .
pn,k
pn+1,2k−1 pn+1,2k Eµn,kpn,kThen E(Xn+1|Xn = Eµn,k) = Eµn+1,2k−1 + Eµn,k = = Eµn,k,pn,k pn,k pn,k
where the second equality follows since either (µn+1,2k−1, µn+1,2k) is a variance split of
µn,k, or µn,k = µn+1,2k−1 = µn+1,2k = δEµn,k . Thus, E(Xn+1|Xn) = Xn a.s., so {Xn}∞n=1
is a martingale. Then
2n−1 2n−1
EX2 = (Eµn,k)
2pn,k = V (µ) + (Eµ)
2 − V (µn,k)pn,k < V (µ) + (Eµ)2,n
k=1 k=1
where the second equality follows since V (�piµi) = �piV (µi)+V (�piδEµi). Since E|Xn| ≤
(EX2)1/2, {Xn}∞ is an L1 bounded martingale and so it converges a.e. to a ﬁnite limitn n=1
X. √
2n−13By Lemmas 4.3 and 4.4, ρ(µ,L(Xn)) ≤ maxk V (µn,k). Since {µn,k, pn,k}∞ isn=1 k=1√ √
uniform, maxk
3 V (µn,k) =
3 maxk V (µn,k) converges to zero, and so X has distribution
µ, which has thus been uniquely determined by its mean-variance array.
As the following example shows, if the array is not uniform, it is possible for the
approximating measures to converge to a measure other than the desired measure.
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Example 4.5. Consider the array for the uniform measure on the unit interval described
in Example 3.3. In this array, mink Eµn,k = Eµn,1 = 1/4 + 1/(2
n+1), which converges to
1/4. Therefore, the weak limit of the measures cannot place positive measurek δEµn,k
on the set [0, 1/4). But the measure of this set under the uniform measure on the unit
interval is 1/4. So, while the array of means, variances, and probabilities does deﬁne a
measure, the measure it deﬁnes is not the uniform measure.
Not all arrays of numbers {mn,k, Vn,k, pn,k}∞ 2n−1 are mean-variance arrays, and then=1 k=1
following theorem identiﬁes exactly which are.
Theorem 4.6. The array {mn,k, Vn,k, pn,k}∞ 2n−1 is a mean-variance array for somen=1 k=1
probability measure µ if and only if it satisﬁes, for all n > 1 and k ∈ {1, . . . , 2n−1},
p1,1 = 1 and 0 < pn,k < 1; (5a)
Vn,k ≥ 0; (5b)
pn+1,2k−1 + pn+1,2k = pn,k; (5c)
mn+1,2k−1 · pn+1,2k−1 +mn+1,2k · pn+1,2k = mn,k · pn,k; (5d)
Vn+1,2k−1 = Vn+1,2k and
 

2 2
(Vn+1,2k−1 +mn+1,2k−1) · pn+1,2k−1 + (Vn+1,2k +mn+1,2k) · pn+1,2k
2= (Vn,k +mn,k) · pn,k; and (5e)
maxVn,k → 0 as n→∞. (5f)
k
A limit-representation result, similar to Theorem 4.2 (and also based on a martingale
argument), will be useful in the proof of Theorem 4.6.
Lemma 4.7. If {mn,k, Vn,k, pn,k}∞ 2n−1 satisﬁes (5a–f), then the weak limit ofn=1 k=1
k δmn,kpn,k as n→∞ is a probability measure µ with mean m1,1 and variance V1,1.
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Proof. Deﬁne random variables X1, X2, . . . as follows. P (X1 = m1,1) = p1,1 = 1 and for
n ≥ 1,
pn+1,2k−1
P (Xn+1 = mn+1,2k−1|Xn = mn,k) = , and
pn,k
pn+1,2k
P (Xn+1 = mn+1,2k|Xn = mn,k) = .
pn,k
As in the proof of Theorem 4.2, it is easy to check (using (5d)) that {Xn} is a
martingale, and (using (5e)) that it is L1 bounded, so Xn converges a.e. to a ﬁnite limit
X. Let µ be the law of X. Since almost everywhere convergence implies weak convergence,
µ is the weak limit of k δmn,kpn,k.
To see that µ has mean m1,1 note that by (5d) and induction on n, EXn =∑ ∑2n−1 ∑2n−12 2
kmn,kpn,k = m1,1 for all n; also V (Xn) = k=1 mn,kpn,k−m1,1 = V1,1− Vn,kpn,k,k=1
where the ﬁrst equality follows by the deﬁnition of Xn and the second by (5e) and in­
duction on n. Since, by (5f), maxk Vn,k → 0 as n → ∞, V (Xn) approaches V1,1, so
V (X) = V1,1.
Proof of Theorem 4.6. First, let {Eµn,k, V (µn,k), pn,k} be a mean-variance array for
the measure µ. Conditions (5a) and (5b) follow from the fact that for each n ∈ N and
2n−1k ∈ {1, . . . , 2n−1}, pn,k is a probability and V (µn,k) is a variance. Since {µn,k, pn,k}∞n=1 k=1
is a variance split array for µ,
pn+1,2k−1 pn+1,2k
µn,k = µn+1,2k−1 + µn+1,2k . (6)
pn,k pn,k
This implies that pn+1,2k−1/pn,k + pn+1,2k/pn,k = 1, since otherwise the measures in (6)
could not all be probability measures. Thus, (5c) is satisﬁed. Condition (5d) follows by
taking expectations in (6), (5e) by evaluating the second moments of the measures in (6),
and (5f) follows since the variance split array is uniform.
For the converse, let {mm,k, Vn,k, pn,k} satisfy (5a–f).
Deﬁne the array d(n, k) as {di,j(mn,k), di,j(Vn,k), di,j(pn,k)/pn,k}∞ 2i−1 wherei=1 j=1
di,j(xn,k) = xn+i−1,j+2i−1(k−1), and x is m, V , or p. It will next be shown that
the array d(n, k) satisﬁes (5a–f), (7)
  
 
  
  
 
          
 
    
      
       
 
 
  
  
         
 
 
 
 
 
 
 
    
         
  
  
 
             
    
         
 
  
 
 
 
     
 
         
  
    
 
     
 
 
 
 
 
 
 
  
 
  
 
 
 
  
 
  
 
 
 
 
 
 
 
 
 
  
 
 
  
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
  
 
 
        
 
 
 
  
 
 
 
            
         
  
 
           
 
    
 
           
  
    
∑
∑
∑
∑ ∑
∑ ∑
∑
which simply says that the array “descended” from the (n, k)th member of a mean-variance
array is also a mean-variance array.
Conditions (5a) and (5b) are trivial, since {mn,k, Vn,k, pn,k}∞ 2n−1 satisﬁes these re­n=1 k=1
quirements. Conditions (5c), (5d), and (5e) follow since di+1,2j−1(xn,k) = xn+i,2j−1+2i(k−1) =
x(n+i−1)+1,2(j+2i−1(k−1))−1 and di+1,2j(xn,k) = x(n+i−1)+1,2(j+2i−1(k−1)), and since the
original array satisﬁes these conditions. Finally, (5f) follows since maxj di,j(Vn,k) ≤
maxk Vn+i−1,k, where the inequality follows since the maximum is taken over a smaller
set. This establishes (7).
Lemma 4.7 and (7) imply the existence of measures µn,k with means mn,k and vari­
2n−1ances Vn,k. To see that {µn,k, pn,k}∞ is a uniform variance split array, note that forn=1 k=1
each n and k, µn,k is the weak limit of Then,j δdi,j(mn,k)di,j(pn,k)/pn,k.
( ) 2i−1( )
pn+1,2k−1 di,j(pn+1,2k−1)
δdi,j(mn+1,2k−1)
 pn,k pn+1,2k−1
j=1
 
( ) 2i−1( )
 

pn+1,2k di,j(pn+1,2k)
+ δdi,j(mn+1,2k)pn,k pn+1,2kj=1
 

2i−1( ) 2i−1( )
 

di,j(pn+1,2k−1) di,j(pn+1,2k)
= (8)δdi,j(mn+1,2k−1) + δdi,j(mn+1,2k)pn,k pn,kj=1 j=1
 

2i−1( ) 2i−1( )
 

di+1,j(pn,k) di+1,j+2i−1(pn,k)
= δdδdi+1,j(mn,k) + i+1,j+2i−1 (mn,k)pn,k pn,kj=1 j=1
 

2i ( )
 

di+1,j(pn,k)
= δdi+1,j(mn,k).pn,kj=1
where the second equality in (8) follows since di,j(xn+1,2k−1) = di+1,j(xn,k) and
di,j(xn+1,2k) = di+1,j+2i−1(xn,k), and the last equality by changing the index of the second
term and combining the sums. Taking i → ∞ yields µn,k = (pn+1,2k−1/pn,k)µn+1,2k−1 +
(pn+1,2k/pn,k)µn+1,2k. This, with (5e), shows that (µn+1,2k−1, µn+1,2k) is a variance split
2n−1of µn,k, and so {µn,k, pn,k}∞ is a variance split array for µ. Finally, (5f) implies thatn=1 k=1
this array is uniform.
             
   
 
 
 
         
 
 
             
     
 
    
 
 
 
 
      
 
    
 
    
  
 
 
 
         
          
 
 
 
   
 
 
 
 
 
    
 
 
 
 
 
 
 
   
 
 
 
 
      
     
 
            
                   
                
                
           
                         
 
  
 
   
 
        
 
 
 
  
 
        
       
 
               
         
 
     
 
 
 
    
 
 
 
   
 
   
 
     
 
  
                   
 
 
 
 
   
 
   
 
      
 
    
 
     
 
   
 
     
 
 
              
     
The above theorem allows a mean-variance array to be chosen randomly in the fol­
lowing way. First, m1,1 and V1,1 are set to the desired mean and variance, respectively,
and p1,1 is set to 1. Then, given (mn,k, Vn,k, pn,k), the six values representing the mean,
variance, and splitting probability of µn,k will be chosen. If Vn+1,2k−1 and Vn+1,2k are
set to a random proportion of Vn,k and the location of mn+1,2k−1 is chosen, the other
values, mn+1,2k, pn+1,2k−1 and pn+1,2k are speciﬁed by (5). So the general algorithm will
be to choose two numbers, s and t, and assign Vn+1,2k−1 = Vn+1,2k = (1 − s)Vn,k and
sVn,kmn+1,2k−1 = mn,k + t. Then if mn+1,2k = mn,k − st Vn,k, pn+1,2k−1 = ( t2+sVn,k )pn,k, and
pn+1,2k = pn,k − pn+1,2k−1, (5) will be satisﬁed.
To ensure that (1− s)Vn,k is strictly smaller than Vn,k, the value s must be chosen in
the interval (0, 1]. For a general measure, the only condition on t is that t √= 0. However,
choosing a measure on the unit interval places further conditions on t, since then the means
must all lie in [0, 1] and the variances must all lie in [0,mn,k(1−mn,k)].
The next proposition identiﬁes the necessary restriction on the proportion t.
Proposition 4.8. Letm, V , and s be such that 0 ≤ m ≤ 1, 0 ≤ V ≤ m(1−m) and 0 < s ≤√
1. LetK1 = −m+1/2, let K2 = 1/4− (1− s)V , and letK3 = (sV )/(m−m2−(1−s)V ).
Then
i. 0 ≤ m+ t ≤ 1;
sii. 0 ≤ m− c V ≤ 1;t
iii. 0 ≤ (1− s)V ≤ (m+ t)(1− (m+ t)); and
iv. 0 ≤ (1− s)V ≤ (m− sV )(1− (m− sV ))t t
if and only if K1 −K2 ≤ t ≤ K3(K1 −K2) or K3(K1 +K2) ≤ t ≤ K1 +K2.
Proof. Routine, using basic algebra and the fact that m(1−m) ≥ V ≥ (1− s)V .
If K1 −K2 ≤ t ≤ K3(K1 −K2), then mn+1,2k−1 will be less than mn,k, and mn+1,2k
will be greater. If K3(K1+K2) ≤ t ≤ K1+K2, then mn+1,2k−1 will be greater than mn,k,
and mn+1,2k will be smaller. A reasonable condition on the law of t, therefore, is that
these intervals have equal probability.
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( )
Theorem 4.6 and Proposition 4.8 will now be used to construct a random Borel prob­
Bm,Vability on [0, 1] with given mean m and variance V . That is, a probability B = =
Bm,V on the measurable space (P([0, 1]),�) will be constructed so that B({µ ∈ P[0, 1] :µ0,µ1
mean of µ = m and variance of µ = V }) = 1, where P([0, 1]) is the set of all Borel
probability measures on [0, 1], � is the smallest sub σ-algebra of subsets of P([0, 1]) that
includes the weak∗ topology (cf. Bloomer 2000, Dubins and Freedman 1967), and µ0 and
µ1 are arbitrary base measures in P([0, 1]).
Let {Sn,k, Xn,k, Bn,k}∞ 2n−1 be an array of independent random variables on a prob­n=1 k=1
ability space (�,F , P ) such that for each n and k: Sn,k has distribution µ0 on (0, 1]; Xn,k
has distribution µ1 on [0, 1]; and Bn,k is Bernoulli with mean 1/2.
2n−1Next deﬁne a random array Am,V = {xn,k, yn,k, n=1 k=1 inductively by m1,1 =pn,k}∞
m, V1,1 = V, and p1,1 = 1. Given (mn,k, Vn,k, pn,k), set Vn+1,2k−1 = Vn+1,2k = (1 −√
Sn,k)Vn,k and let K1,n,k = −mn,k + 1/2, let K2,n,k = 1/4− (1− Sn,k)Vn,k, and let
2K3,n,k = (Sn,kVn,k)/(mn,k −mn,k − (1− Sn,k)Vn,k). Next deﬁne
(K3,n,k −Xn,k(1−K3,n,k))(K1,n,k −K2,n,k) if Bn,k = 0Tn,k = (K3,n,k −Xn,k(1−K3,n,k))(K1,n,k +K2,n,k) if Bn,k = 1
= (K3,n,k −Xn,k(1−K3,n,k))(K1,n,k + (2Bn,k − 1)K2,n,k),
and set
mn+1,2k−1 = mn,k + Tn,k;
Sn,k
mn+1,2k = mn,k − Vn,k;
Tn,k
Sn,kVn,k
pn+1,2k−1 = pn,k; and
T 2n,k + Sn,kVn,k
pn+1,2k = pn,k − pn+1,2k−1.
Letting X = [0, 1]× [0, 1/4]× [0, 1], endow A = X × X 2 × · · · × X 2n−1 × · · · with the
standard product topology. Let S ⊂ A be the set of all arrays that satisfy (5) and 0 ≤
E(µm,k) ≤ 1, 0 ≤ V (µn,k) ≤ E(µn,k)(1− E(µn,k)) for all n ∈ N and k ∈ {1, 2, . . . , 2n−1}.
Proposition 4.8 shows that Am,V (ω) ∈ S for all ω ∈ �. Let Qm,V be the distribution of Aµ0,µ1
on S. By Theorems 4.2 and 4.6, TA : S → P([0, 1]), the map associating a mean-variance
array with the measure it deﬁnes, is Borel given the weak* topology.

 
     
 
       
 
 
  
 
  
 
 
 
            
 
  
                 
            
  
 
      
 
 
 
      
 
 
 
 
 
    
  
         
 
       
 
                
          
       
 
    
 
  
 
             
                  
 
 
        
 
    
 
       
 
          
 
 
   
     
 
           
               
               
             
              
   
 
       
 
       
 
    
 
 
 
Definition 4.9. The probability measure Bm,V on (P([0, 1]),�) is deﬁned by Bm,V =µ0,µ1 µ0,µ1
Qm,V ◦ T−1.µ0,µ1 A
Since the measure deﬁned by a mean-variance array has mean m = m1,1 and variance
V = V1,1, and since the above algorithm sets these values to the desired mean and variance,
the measure chosen in this manner has the same mean and variance.
Proposition 4.10. Bm,V has support on a subset of Pm,V ([0, 1]).µ0,µ1
Proof. Immediate by the deﬁnitions of Qm,V , TA and B
m,V and by Theorem 4.6.µ0,µ1 µ0,µ1
If at any step in the algorithm described above, Vn,k is set to zero, then the measure
µn,k is a Dirac measure, and the measure µ has a jump. The following theorem uses this
fact to allow measures to be chosen discrete almost surely.
Theorem 4.11. If µ0({1}) > 0, then Bm,V is discrete almost surely.µ0,µ1
Proof. If Vn,k = 0, the resulting distribution has a jump at mn,k. For the distribution
to have a continuous component requires that for each n, there is at least one k so that
Vn,k √= 0.
 

By the method of constructing the mean-variance array, Vn,k = �
n−1(1− Si)V . This
i=1
will be non-zero if and only if Si √= 0 for i = 1, . . . , n−1. The probability of this happening
is
P (S1 √= 1, S2 √= 1, . . . Sn−1 √= 1) = (1− µ0({1})n−1, 
which tends to zero as n→∞, since µ0({1}) > 0.
Ferguson (1974) gave as a desirable property of a measure on the space of probability
measures that the measure should have full support in the class of interest. The next
theorem gives conditions under which the measure described by this algorithm has full
support in the space of probability measures with mean m and variance V .
Theorem 4.12. If µ0 has full support on (0, 1] and µ1 has full support in [0, 1], then
Bm,V has full support in Pm,V ([0, 1]).µ0,µ1
              
                 
  
 
    
 
       
 
        
 
 
         
  
 
            
 
       
              
             
               
           
          
 
     
   
 
 
 
   
 
    
 
              
  
         
                 
              
       
 
 
 
    
               
                
Sketch of Proof. Following the main idea in Theorem 3.10 of Hill and Monticino (1997)
 
(cf. Bloomer 2000), it is enough to show that each set in a base for the weak* topol­
ogy of Pm,V ([0, 1]) has positive Bm,V measure. One such base (cf. Billingsley (1968,µ0,µ1
Appendix III)) consists of sets of the form
{σ ∈ Pm,V ([0, 1]) : σ(Oi) > τ(Oi)− τ, i = 1, . . . , k},
where each Oi is an open subset of [0, 1], τ is a measure in Pm,V ([0, 1]), and τ > 0. To show
that each such set has positive measure, restrict to open intervals, apply Proposition 3.5
to ﬁnd {An,k} with supp(τm,k) ⊂ [An,k−1, An,k], and use the “almost-dense” conclusion of
Theorem 3.8 and the uniformity of the canonical variance split array for τ guaranteed by
Theorem 3.4, to conclude that σ(O) ≥ τ(O)− τˆ > 0.
The intuition behind Theorem 4.12 is this. Fix any µ ∈ Pm,V ([0, 1]) and calculate its
mean-variance array; since µ0 and µ1 have full support, B
m,V will eventually generate anµ0,µ1
array close to that, and that array then determines a µˆ(w) close to µ.
§5 Applications
The mean-variance array construction procedure for generating random probability
measures on [0, 1] with ﬁxed mean m and variance V is fast, eﬃcient, and easy to imple­
ment. Figure 1 gives two typical sample random measures with mean 1/2 and variance
1/100 using the mean-variance array technique (with µ0 = µ1 = Lebesgue measure) and
Figure 2 gives the average of 500 random measures with that same mean and variance.
The equation for the limiting S-shaped curve in Figure 2 is not known to the authors.
          
              
            
           
               
               
         
 
  
             
            
        
Figure 1. Sample random measures with mean 1/2 and variance 1/100.
 
Figure 2. The average of 500 random measures with mean 1/2 and variance 1/100.
One concrete application of the mean-variance array method is to generate conjectured
solutions to stochastic extremal problems, e.g., worst-case distributions or sharp constants
in stochastic inequalities. For example, given a continuous function f : P([0, 1]) → R,
suppose the sharp constant k(m,V ) and extremal distribution are sought for the inequality
f(F ) ≤ k(m,V ) for all F ∈ Pm,V ([0, 1]).
By the continuity of f , (convergence in distribution) and full support of the mean-
variance array (Theorem 4.12), the following proposition gives an experimental method to
ˆapproximate k and the extremal distribution F .
                
 
   
 
 
         
      
 
  
 
     
 
  
 
  
            
            
              
          
 
      
 
          
 
             
 
             
               
              
             
                
              
               
 
                 
         
∫
Proposition 5.1. Fix m ∈ (0, 1) and V ∈ (0,m − m2), and let F1, F2 . . . be iid Bm,V ,λ,λ
where λ is Lebesgue measure on [0, 1]. Then
max f(Fi)↗ k(m,V ) a.s.
1≤i≤n
Dˆ ˆ ˆ ˆand if Fn is deﬁned by f(Fn) = max1≤i≤n f(Fi), then Fn → F .
Example 5.2. A Generalization of Plackett’s Problem. In 1947, Plackett (see Mattner
(1993)) considered the problem of ﬁnding the maximum expected distance between two
identically distributed random variables with mean 0 and variance 1, i.e., ﬁnd max{E|X−
Y | : X and Y are iid, EX = 0, EX2 = 1}. Rewriting the expected value as
∞
E|X − Y | = 2 F (x)(1− F (x))dx
−∞
reduces the problem to the form described above. With unbounded support, the solution
√ √
is known: the extremal measure is the uniform measure on [− 3, 3].
Figure 3 shows the extremal distribution for E|X − Y | among 10,000 simulations of
distributions with m = 1/4 and V = 1/100 and V = 1/12. By Proposition 5.1, the
simulation suggests that the extremal distribution for V = 1/100 is uniform (which is
known to be the case by the solution to the unbounded case of Plackett’s problem), and
suggests that the extremal distribution for V = 1/12 is a convex combination of point
mass at zero and the uniform distribution (this has not been veriﬁed analytically by the
authors).
Figure 3. Extremal measures for E|X − Y | with mean 1/4, and variance 1/100 (left) and
variance 1/12 (right), based on 10,000 simulations of each.
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∫
Even for problems which are intractable analytically, such as maximizing nonlinear
continuous functions of higher moments, the technique given by Proposition 5.1 will easily
generate approximate solutions.
Another application is to average-optimal control problems. Suppose a function g :
P([0, 1])×R → R is given, and the objective is to ﬁnd a value cm,V that maximizes g(F, c)
on the average over all distributions F on [0, 1] with given mean m ∈ [0, 1] and variance
V ∈ [0,m −m2]. (In many applications in statistics, m and V are assumed known – for
example, random errors are often assumed to have mean zero, and known variance which
m,Vdepends on the measuring device.) Since the mean-variance array prior Bλ,λ , where
again λ is Lebesgue measure on [0, 1] is a natural prior for picking elements of Pm,V ([0, 1])
randomly, under this prior, the average-optimal control problem becomes
∗ m,Vchoose c to maximize g(F, c)dB (F ).m,V λ,λ
Example 5.3. Suppose a stopping rule t is to be chosen for a sequence of three random
variables X1, X2, X3, knowing only that the Xi, are independent, take values in [0, 1], and
each have mean m and variance V . The goal is to maximize EXt on average. By backward
induction, it is clear that there is an optimal stop rule tc of the form tc = 1 if X1 > c,
tc = 2 if X1 ≤ c and X2 > m, and tc = 3 otherwise, so the goal is to ﬁnd the value c
which maximizes EXtc . Since only partial information is known, the optimal c depends on
the distributions of X1, X2, and X3. Simulations for this problem suggest that with small
variances, a small error in the choice of c lowers the expected return by a large margin.
However, for large variances, the choice of c is not as important, in that large changes in
c yield only small changes in the expected return.
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