It is common knowledge that the Akaike's information criterion (AIC) is not a consistent model selection criterion. This inconsistency property has been confirmed from an asymptotic selection probability evaluated from a large-sample asymptotic framework.
Introduction
Let Y be an n × p observation matrix of p response variables, and let X be an n × k observation matrix of full rank k, where k is the number of nonstochastic explanatory it is important to specify the factors affecting response variables in regression analysis, searching for the optimal subset j is essential. The Akaike's information criterion (AIC), proposed by Akaike (1973 Akaike ( , 1974 , is widely used for selecting the best model. In the case of regression analysis, the best model for a subset of explanatory variables is chosen. The AIC was proposed as an asymptotic unbiased estimator of the risk function assessed by the expected Kullback-Leibler (KL) loss (Kullback and Leibler 1951) under the assumption that the candidate model includes the true model. One purpose of model selection using the AIC is to choose a model that makes the risk function small. For that purpose, using the AIC for model selection will be asymptotically efficient when the true model is infinite (Shibata 1980; Shao 1997; Yang 2005 ). The Bayesian information criterion (BIC) proposed by Schwarz (1978) and a consistent AIC proposed by Bozdogan (1987) are also widely used for model selection.
It is a well-known fact that, when the true model is included in a set of the candidate models, these two criteria are consistent in model selection, although the AIC is not.
When using the AIC in model selection, this inconsistency property sometimes becomes a target for criticism, although the purpose of the AIC is not to choose the true model.
The inconsistency property of the AIC is confirmed from the asymptotic probability of selecting the model, which is evaluated from a large-sample asymptotic framework that represents an ordinary asymptotic procedure (Shibata 1976; Nishii 1984; Fujikoshi 1983 Fujikoshi , 1985 . In the case of multivariate linear models, although there are many bias-corrected However, there is a possibility that the AIC can acquire a consistency property when another asymptotic framework is used for evaluating the asymptotic probability of selecting the true model. In fact, in this paper we will prove that a selection method using the AIC is consistent for selecting variables in multivariate linear models under a high-dimensional asymptotic framework. More precisely, we show that the probability of selecting the true model by the AIC goes to 1 as the sample size and the dimension of the response variables simultaneously approach ∞ under the condition that c n,p = p/n → c 0 ∈ [0, 1). Furthermore, we will also prove that a selection using the bias-corrected AIC, as proposed by Bedrick and Tsai (1994) , satisfies the consistency in a wider range than that using the AIC. We find that variable selections using the BIC and the consistent AIC do not become consistent when c n,p → c 0 ∈ (0, 1). In this paper, lim cn,p→c 0 means a limit as (n, p) → ∞ simultaneously under the condition that c n,p → c 0 .
We assume that p is not constant in the high-dimensional asymptotic framework. when the large-sample asymptotic framework is considered. Meanwhile, those are the orders as c n,p → c 0 when the high-dimensional asymptotic framework is used.
The present paper is organized as follows: In Section 2, we present the necessary notation for evaluating a selection probability. In Section 3, the asymptotic probability of selecting the true model is calculated under a high-dimensional asymptotic framework.
In Section 4, we verify the adequacy of our claim by conducting numerical experiments.
In Section 5, we discuss our conclusions. Technical details are provided in Appendix.
Preliminaries
In this section, we present and discuss the notation that we used for evaluating the selection probability. First, we describe several classes of j that express subsets of X in the candidate model. Let J be a set of candidate models denoted by J = {j 1 , . . . , j m }.
We then separate J into two sets, one of which is a set of overspecified models, candidate models that include the true model, i.e., J + = {j ∈ J |j * ⊆ j}, and the other is a set of underspecified models that are not the overspecified models, i.e.,
Thus, the true model j * can be regarded as the smallest overspecified model. We use the same terminologies, "overspecified model" and "underspecified model," as were used by Fujikoshi and Satoh (1997) .
Estimations for the unknown parameters Θ j and Σ j in the model (1.1) are carried out by the maximum likelihood estimation, i.e., Θ j and Σ j are estimated bŷ
where P j is the projection matrix to the subspace spanned by the columns of X j , i.e.,
Then, the AIC and the bias-corrected AIC (AIC c , Bedrick and Tsai 1994) in the model (1.1) are defined by AIC(j) = n log |Σ j | + np(log 2π + 1) + 2 
Four information criteria are defined, each one by adding a penalty term based on the complexity of the model to −2 times the maximum log-likelihood of the model. Thus, each criterion is specified by an individual penalty term. The best subsets of ω, chosen by minimizing the AIC, the AIC c , the BIC, and the CAIC, are written aŝ
Next, we deal with a noncentrality matrix defined by
In order to decompose the noncentrality matrix, the minimum overspecified model including j is prepared as
where O k,p is a k × p matrix of zeros. It is easy to see that X j * ∩j c is a full column rank matrix because it is assumed that X is a full column rank matrix. Hence, the rank of
Let the rank of the noncentrality matrix be denoted by γ j , and let us assume that it is independent of n and p. From the inequality rank(Θ * Σ −1 * Θ ′ * ) ≤ min{p, k * } and a knowledge of an elementary linear algebra, we can see that
It should be kept in mind that
′ * is a full-rank matrix. Since the noncentrality matrix is a positive semidefinite matrix, and its rank is γ j , it is decomposed 6) where Γ j is a p × γ j matrix. Γ j is a full column rank matrix in the case of large p, at least p ≥ k * . We will assume X ′ X = O(n) and that the order of elements of Notice that 
is assumed.
Finally, in order to evaluate the probability of selecting the model j by the AIC, the AIC c , the BIC, and the CAIC, we prepare the following assumptions:
Assumption A1 : The true model is included in the set of candidate models, i.e., j * ∈ J .
Assumption A2 : None of the elements of Θ * and Σ * depend on the sample size n, and Σ * is positive definite for all p.
Assumption A3 : lim n→∞ n −1 X ′ X = M exists and is positive definite.
exists and is positive definite.
For M in A3, we write a limiting value of n
It is clear that M j,ℓ is a submatrix of M , and M j,ℓ also exists if M exists.
Main Results
In this section, we evaluate the asymptotic probability of selecting a model by the AIC, the AIC c , the BIC, and the CAIC. First, we describe the asymptotic selection probabilities under the ordinary asymptotic framework, i.e., the large-sample asymptotic framework. Using the ideas of Shibata (1976) , Nishii (1984) , and Fujikoshi (1983; 1985) , we obtain the following Theorem 1 (the proof is given in Appendix A.1):
Theorem 1: Suppose that the assumptions A1, A2, and A3 hold. Then, as n → ∞, the asymptotic probability of selecting the model j by the AIC or the AIC c is
These results include the results of Nishii (1984) as a special case. When the candidate models are nested, the probability of selecting the true model j * by the AIC or the AIC c becomes simple, as is shown in Corollary 1, as follows (a short proof is given in Appendix A.2). Table 1 shows the values of the probability expression (3.2) for several choices of p and k − k * . From (3.2), we can see that as the number of candidate models increases, and as n → ∞, the asymptotic probability of selecting the true model by the AIC or the AIC c decreases. Moreover, since F β (2β) is a monotonically increasing function with respect to β ≥ 1, the asymptotic selection probability always increases with increasing p.
These theoretical results can be confirmed with the data in Table 1 . Theorem 1 points out that, when n → ∞, the AIC and the AIC c are not consistent in the selection of variables. However, when the behaviors of the AIC and the AIC c are evaluated under a high-dimensional framework, we obtain new information, as in Theorem 2 (the proof is given in Appendix A.3).
Theorem 2: Suppose that the assumptions A1, A2, and A4 are satisfied. In Theorem 2, it seems that the existence of a limiting value of (np) −1 Γ ′ j Γ j as c n,p → c 0 is a strong assumption. Next, we consider weakening assumption A4 in Theorem 3. For a matrix A, let λ min (A) and λ max (A) indicate the minimum and maximum eigenvalues, respectively. Then, we will replace assumption A4 with the following assumption: Notice that the upper bound of
Additionally, if we assume that Θ * Σ −1 * Θ ′ * is a full-rank matrix, the lower bound of
where λ † min (A) denotes the minimum nonzero eigenvalue of A. Therefore, if Θ * Σ −1 * Θ ′ * is a full-rank matrix, the assumption A4 ′ holds when the following equations are satisfied:
Using the above equations, it is easy to check if assumption A4 holds.
Before concluding this section, we describe the consistencies of the BIC and the CAIC.
Let S − = {j ∈ J − |k * − k j > 0}. Then, the probabilities of selecting the true model j * by the BIC or the CAIC are given in the following theorems (the proofs are given in Appendices A.5 and A.6, respectively):
Theorem 4: Suppose that assumptions A1, A2, and A3 hold. Then, as n → ∞, the asymptotic probability of selecting the true model j * by the BIC or the CAIC is
Theorem 5: Suppose that assumptions A1, A2, A4, and A5 hold, and 
Numerical Study
In this section, we numerically examine the validity of our claim. The probability of selecting the true model by the AIC in (2.1), the AIC c in (2.2), the BIC in (2.3), and the CAIC in (2.4), was evaluated by Monte Carlo simulations with 10,000 iterations. The ten candidate models j α = {1, . . . , α} (α = 1, . . . , 10), with several different values of n and 
. , p). Here 1 p was the p-dimensional
vector of ones. Thus, j 1 , j 2 , j 3 , and j 4 were underspecified models, and j 5 , j 6 , j 7 , j 8 , j 9 , and j 10 were overspecified models.
In our numerical study, γ j = 1 and max(k * − k j ) = 4 hold for all j ∈ S − . This implies that when c 0 > 1/4, the inequality γ j > c 0 (k * − k j ) was not always satisfied for all j ∈ S − . Thus, the probability of selecting j * by the BIC and the CAIC converged to 0 as c n,p → c 0 ∈ (1/4, 1). This means that the BIC and the CAIC were not consistent in variable selection when c 0 > 1/4. Table 2 shows the probability of selecting the true model by the AIC, the AIC c , the probabilities by the AIC c tended to be higher than those by the AIC when n was not small. In the cases of the BIC and the CAIC, the greater the dimension and sample size were, the higher the selection probabilities became, with the exception of Case 6. This was because variable selection using the BIC and the CAIC were not consistent in Case 6. Additionally, when n was small and p was large, the selection probabilities of the BIC and the CAIC were both very low. However, if the BIC and the CAIC were consistent in variable selection, these probabilities became high as n and p increased.
We simulated several other models and obtained similar results. Since the theoretical difference between using the AIC and the AIC c occurs when c n,p > 0.8, we should list the numerical results for such a case. However, when c n,p is close to 1, the convergence of selection probabilities was extremely slow . Thus, we do not show simulation results for dimensions close to the sample size.
Conclusion and Discussion
In this paper, we demonstrated that the AIC for the multivariate linear regression model is consistent in variable selection when we approximate the probability of selecting the true model using a high-dimensional asymptotic framework. The AIC and the biascorrected AICs are sometimes pilloried for inconsistency, although the value of the AIC is not in choosing the true model. The results presented in this paper will help to dispel the undeserved negative reputation of the AIC. Moreover, a range of the parameters necessary for the AIC c to satisfy consistency is wider than that for the AIC. This indicates that it is possible that correcting the bias to the risk function may have a positive effect on the model selection. It is a well-known fact that variable selections using the BIC and the CAIC are consistent if we approximate the probability of selecting the true model using a large-sample asymptotic framework. However, we found that there is a possibility that the BIC and the CAIC become inconsistent if we approximate the probability of selecting the true model using a high-dimensional asymptotic framework.
It is known that the large-sample asymptotic theory gives a poor approximation when the dimension is large. The high-dimensional asymptotic theory gives a better approximation than the large-sample asymptotic theory when the sample size is large, and sometimes even when the dimension is not so large ( that we demonstrated will be useful for high-dimensional data analysis, which recently has been attracting the attention of many researchers. Usually, the high-dimensional asymptotic theory is used to improve the approximations of the distributions of statistics.
However, the results in this paper suggest a possibility that new insight can be provided by applying the high-dimensional asymptotic theory to high-dimensional data.
From the simulation study, we found that, the larger the dimension and sample size, the higher the selection probabilities. This numerical result naturally implies that using multiple response variables at the same time as the model selection can increase the probability of selecting the true model. In other words, we should not select variables using only each response variable. That is a strong reason to apply the model selection procedure based on the multivariate linear regression model to high-dimensional data.
In this paper, we considered the case of n > p becauseΣ j becomes singular when p > n. However, using a ridge-type estimator of the covariance matrix, the singularity can be avoided, as demonstrated by Yamamura, Yanagihara, and Srivastava (2010). We can expect that an AIC consisting of such a ridge-type estimator will be consistent in model selection.
Appendix

A.1. The Proof of Theorem 1
Since AIC c = AIC + O(n −1 ) when p is fixed, it is enough to show only the case of the AIC for proving Theorem 1. The selection probability of a model j selected by the AIC is
is convergent when assumption A3 holds, where Γ j is given by (2.6).
is a positive semidefinite matrix, we have
This result implies that
Using the above two equalities and a basic probability theorem, we have
Thus, from the above equalities and (A.1), we obtain the following result.
From here to the end of proof, we assume j ∈ J + . Let V and Z j be the p × p and the
where
. It is well known that V has an asymptotic normality as n → ∞, and
we have
From the above expression, the first term of the AIC(j) can be expanded as 16.2). Then, it follows from the expansion and the equality tr(Z
Consequently, by combining (A.3) with (A.2), Theorem 1 is proved.
A.2. The Proof of Corollary 1
Let z j be the same random vector as in Theorem 1. Notice that when ℓ 1 ⊂ ℓ 2 ⊂ ℓ 3 and
z ℓ 1 is distributed according to the chi-square distribution with
z ℓ 2 are independently distributed according to the chi-square distributions with p(
degrees of freedoms, respectively. Using these properties, when the candidate models are nested, the distribution in (3.1) is rewritten as
where w 1 , . . . , w k−k * are independently and identically distributed according to the chisquare distribution with p degrees of freedom. Using lemma 1 of Shibata (1976), the probability (A.4) is explicitly evaluated as (3.2).
A.3. The Proof of Theorem 2
First, we consider the case of j ∈ J − . Let W 1 , W 2 , and W 3 be p × p mutually independent random matrices distributed according to
, and 
where U 1 , U 2 , U 3 , and U 4 are random matrices distributed according to Wishart or noncentral Wishart distributions;
Here, U 1 and U 2 are mutually independent, and U 3 and U 4 are also mutually independent.
When c n,p → c 0 ∈ [0, 1), we have
From the definition of the noncentral Wishart distribution, a different expression of U 2 is given as 
Using the results of the convergence of the probability, the first and second terms in (A.5) are expanded as
Since log |∆ j,0 | is a constant, lim cn,p→c 0 (log p) −1 log |∆ j,0 | = 0 holds. Substituting the equations (A.11) and (A.12) into (A.5) yields
Using the same idea as in the derivation of (A.12), it can be shown that 1 log p (log |Σ j + | − log |Σ j * |) Consequently, Theorem 3 is proved.
A.5. The Proof of Theorem 4
Notice that the differences between the penalty terms of the BICs and the CAICs are Consequently, Theorem 4 is proved.
