We report the results of a computer simulation study of the thermodynamic properties and the thermal conductivity of supercooled water as a function of pressure and temperature using the TIP4P-2005 water model. The thermodynamic properties can be represented by a two-structure equation of state consistent with the presence of a liquid-liquid critical point in the supercooled region. Our simulations confirm the presence of a minimum in the thermal conductivity, not only at atmospheric pressure, as previously found for the TIP5P water model, but also at elevated pressures. This anomalous behavior of the thermal conductivity of supercooled water appears to be related to the maximum of the isothermal compressibility or the minimum of the speed of sound predicted by the equation of state. However, the magnitudes of the simulated thermal conductivities are sensitive to the water model adopted and appear to be significantly larger than the experimental thermal conductivities of real water at low temperatures.
Liquid water at low temperatures and in the supercooled state is known to exhibit anomalous thermodynamic behavior. Specifically, response functions such as heat capacity and compressibility increase significantly with decreasing temperature.
1 One scenario to account for the observed thermodynamic behavior of supercooled water assumes a liquid-liquid phase transition terminating in a critical point below the homogeneous nucleation temperature, 2-4 associated with water polyamorphism. 5, 6 Indeed, an equation of state based on a two-structure model is able to represent the thermodynamic properties of real water.
7 While the presence of the liquid-liquid critical point remains a subject of debate, [8] [9] [10] [11] [12] the thermodynamic behavior of water and water models is anomalous and consistent with a twostructure equation of state (TSEOS), with or without a phase transition terminating in a critical point.
13,14
This communication is concerned with a possible anomalous behavior of the thermal conductivity of supercooled water. Computer simulations for the TIP5P water model, reported by Kumar and Stanley, 15 indicated that the thermal conductivity of supercooled water displays a minimum as a function of temperature, in marked contrast to the fluctuation-induced enhancement of the thermal conductivity in the vicinity of the vapor-liquid critical point of water. 16 In a previous paper, 17 some of us showed that effects of any fluctuations near the second critical point of water are suppressed by the large viscosity of supercooled water. Instead it was suggested that the anomalous behavior of the thermal conductivity λ of supercooled water is of thermodynamic origin, possibly through the Bridgman equation:
where k B is Boltzmann's constant, v the molar volume and c the speed of sound of the liquid.
18,19
To further investigate the anomalous behavior of the thermal conductivity as a function of temperature T and pressure p and its possible relation to the speed of sound, we have performed molecular dynamics simulations of the TIP4P-2005 water model. 20 The TIP4P-2005 model is currently the most accurate non-polarizable water model available. 21 Working with a rigid non-polarizable model enables us to cover long time scales, tens of ns, which are essential to obtain convergent results, particularly at temperatures near the glass transition. Some previous computer simulations have indicated that the TIP4P-2005 model is consistent with the presence of a critical point and a local order consistent with the existence of a high-density and low-density liquid structure.
12,22
In this work, the thermodynamic properties at three different pressures, namely at 0.1, 70, and 120 MPa, were determined by performing equilibrium molecular dynamics simulations in the N pT ensemble. We employed cubic simulation boxes with full periodic boundary conditions. A sample consisting of 878 molecules was simulated at each desired pressure and temperature by using the isotropic Parrinello-Rahman barostat 24, 25 and the Nosé-Hoover thermostat. 26, 27 The compressibility for the barostat coupling was set to 5 × 10 −4 MPa −1 . The time constants for the thermostat and the barostat were set to 0.2 ps and 1 ps, respectively, while the equations of motion were integrated with a time step of 2 fs. The molecular interactions were truncated at 1 nm. Longrange corrections for the pressure p and the energy E were included in our computations and the electrostatic interactions were handled with the particle-mesh Ewald method. To obtain convergent results, our simulations covered times from 0.5 to 0.7 µs. The equations of state were obtained from equilibrium simulations performed in parallel with Gromacs 4.5.5.
28 Figure 1 shows the simulated values obtained for the density, isothermal compressibility, and the speed of sound at the three pressures as a function of temperature. Our equilibrium properties supplement and agree with previous computations of Abascal and Vega, considered in this work. We represent the simulated thermodynamic properties by the same type of TSEOS that was previously used by Holten et al. to describe the experimental thermodynamic properties of real water, 7 as well as the properties of the mW and ST2 models.
13,14
The curves in Fig. 1 represent the values calculated from the TSEOS. The TSEOS generally represents the simulated data to within their accuracy, except for some data points at very low temperatures. Our TSEOS implies a critical temperature T c = 183 K, in good agreement with a recent estimate of T c = 185 K suggested by Yagasaki et al.
12 for TIP4P-2005. We computed the thermal conductivity of TIP4P-2005 at the same thermodynamic states for which the thermodynamic properties were obtained. All simulations were performed in a microcanonical N V E ensemble with 500 molecules in cubic boxes with full periodic boundary conditions. The electrostatic interactions were computed by using the particle-particle particle-mesh Ewald (PPPM) method with a 1 nm cutoff for the dispersion interactions. A time step of 1 fs was employed for all the thermalconductivity simulations. The computations were performed with the parallel code LAMMPS.
29 Equilibrated configurations obtained from the N pT simulations were employed as starting points for the microcanonical simulations. The thermal conductivity was computed with the aid of the Green-Kubo (GK) correlation function:
In these equations V is the sample volume, J q the heat flux, e i the energy (kinetic + potential) of atom i, v i the velocity of atom i, and f ij the force between atoms i and j. The summations in Eq. (3) run over all atoms in the system, and includes non-bonded and bonded interactions (see ref. 31 ). The computation of the heat flux with the electrostatic interactions has been discussed previously, both for the Ewald-summation approach 32 and for the PPPM approach 31 . It has been shown that simulations based on the GK formula or on nonequilibrium simulations yield the same thermal conductivities within computational accuracy. We have chosen the GK approach, since it is more effective for resolving the thermal conductivities of thermodynamic states with similar temperatures. The slow dynamics associated with the supercooled states means that the computation of the thermal conductivity requires significant sampling for very long times. We did find that the thermal conductivity exhibits a minimum as a function of temperature. However, since the thermal conductivity exhibits a weak dependence on the temperature near a minimum, the simulations at low temperatures needed trajectories of the order of 80 ns. Only with these long time scales were we able to resolve the minima of the thermal conductivity. Averages obtained from short trajectories, e.g., 2 ns, yielded no reliable results and with these short trajectories the thermalconductivity values were too noisy to resolve the presence of a minimum. The heat-flux correlation function in the integrand of Eq (2) exhibits enhanced oscillations at low temperatures requiring short time steps of 1 fs in the evaluation of the integral. With the choice t = 5 ps for the upper limit, good convergence was found for all the integrations. The results of our simulations of the thermal conductivity for the three pressures are shown in Fig.  2 .
We see that the thermal conductivity at each pressure does exhibit a minimum as a function of temperature. The temperature T min , at which the thermal conductivity exhibits a minimum, decreases with increasing pressure. Within computational accuracy, the location of this minimum temperature T min is correlated with the temperatures of the maximum of the compressibility and with the minimum of the sound velocity, either directly or through the Bridgman equation (1), as shown in Fig. 3 . The temperature of maximum compressibility is sometimes referred to in the literature as the Widom temperature. In addition, we note that the results obtained for the thermal conductivity obtained at the different pressures are mutually consistent. This is shown in Fig. 4 , where we have plotted the thermal conductivity as a function of T − T min , while accounting for a small linear dependence of the thermal conductivity on the pressure. It is seen that such a simple scale transformation produces a universal curve for the thermal conductivity of the water model in the supercooled state. This indicates that the depth of the minimum changes only slowly with pressure, in contrast to the anomaly of the sound velocity. It also means that unlike the inverse compressibility, which vanishes at the critical point, the thermal conductivity likely remains finite. Therefore, the thermal conductivity in supercooled water is only partially controlled by thermo- dynamics. The speed of sound is the dominant contribution to the thermal conductivity in a liquid only when it is much greater than the thermal molecular speed. As speed of sound decreases, one should expect other mechanisms of heat transfer, such as particle diffusion, to become more significant.
33
While our results convincingly demonstrate that the anomalous behavior of the thermal conductivity is of a thermodynamic origin, the values obtained for its magnitude from the simulations are significantly larger that the experimental thermal conductivities of real water. In Fig.  5 we show a comparison between the simulated values of the thermal conductivity (Fig. 5a ) and the experimental thermal conductivity data of real water 34, 35 ( Fig. 5b ) at p = 0.1 MPa. The simulated thermal conductivities of Kumar and Stanley 15 for TIP5P are even larger than those found by us for TIP4P-2005. The discrepancies between simulated and experimental thermal conductivities are much less at higher temperatures. 36 While the Bridgman equation (1) yields a reasonable quantitative representation of the thermal conductivity of real water, the simulated thermal conductivities are much larger than the values estimated from the Bridgman equation for the model. Hence, it appears that in the supercooled state simulations of thermal conductivity suggest additional heat transport that is not present in real water. A study of the origin of this discrepancy is highly desirable. 
