Abstract. We compute the number of two-term tilting complexes over an arbitrary symmetric algebra with radical cube zero.
Introduction
Representation theory of symmetric algebras with radical cube zero has been studied by Benson [Ben] and Erdmann-Solberg [ES] . These algebras also appear in several areas such as [CL, HK, Sei] . Recently, GS2] showed that this class of algebras is precisely the Brauer configuration algebras with radical cube zero.
The study of symmetric algebras with radical cube zero can be reduced to that of algebras with radical square zero. In τ -tilting theory [AIR] , we have a natural bijection of support τ -tilting modules for the corresponding algebras (see [DIRRT, EJR] for example). τ -tilting modules over algebras with radical square zero are studied in [Ada, Zha] . τ -tilting-finite algebras with radical square zero are characterized by using the notion of single subquivers [Ada, Theorem 3.1] . As a refinement of this, we give a complete list of symmetric algebras with radical cube zero which are τ -tilting finite, or equivalently, have only finitely many isomorphism classes of basic two-term tilting complexes (Theorem 1.1). On the other hand, two-term silting complexes over algebras with radical square zero are classified by [Ao] in terms of tilting modules over certain path algebras. This result enables us to compute the number of them explicitly. (Corollary 2.4).
The aim of this paper is to study the number of isomorphism classes of basic two-term tilting complexes over an arbitrary symmetric algebra with radical cube zero. The following two theorems are our main results. Theorem 1.1. Let Λ be a finite dimensional connected symmetric algebra with radical cube zero. Then the following conditions are equivalent.
(1) The set 2-tilt Λ of isomorphism classes of basic two-term tilting complexes for Λ is finite.
(2) The quiver of Λ is obtained by adding finite number of loops to the double quiver Q G of a graph G in the following list. Here, for any n ≥ 4, let a n := 6 · 4 n−2 − 2
n−2 . We remark that the numbers for Dynkin graphs A, D and E in the list are precisely biCatalan numbers introduced by [BR] in the context of Coxeter-Catalan combinatorics. Our results for Dynkin graphs are independently obtained by [DIRRT] in the study of biCambrian lattices for preprojective algebras.
We also remark that we can generalize our results for Brauer configuration algebras in terms of multiplicities. A Brauer configuration algebra is defined by a configuration and a multiplicity function. Its configuration of a Brauer configuration algebra with radical cube zero corresponds to a graph. By [EJR] , one can show that the number of two-term tilting complexes over Brauer configuration algebras is independent of multiplicity. Therefore, we can also apply our results for any Brauer configuration algebras obtained by replacing multiplicity of a Brauer configuration associated with a graph in the list of Theorem 1.1.
Notation and convention. Throughout this paper, Λ is a basic (not necessarily connected) finite dimensional algebra over an algebraically closed field k. We denote by tilt Λ the set of isomorphism classes of finitely generated basic tilting Λ-modules, by 2-tilt Λ the set of isomorphism classes of basic two-term tilting complexes for Λ.
Let Q = (Q 0 , Q 1 ) be a finite connected quiver, where Q 0 is the vertex set and Q 1 is the arrow set. We write by Q the underlying graph of a quiver Q. A quiver is said to be bipartite if each vertex is either a sink, a source, or isolated. For a map ǫ : Q 0 → {±}, we define a quiver
Note that Q ǫ is a bipartite subquiver of Q but not full.
Let G = (V, E) be a finite connected graph with no loop, where V is the vertex set and E is the edge set. A graph is called an n-cycle if it is a cycle with exactly n vertices. In particular, it is called an odd-cycle if n is odd, and an even-cycle if n even.
We define a quiver Q G = (Q 0 , Q 1 ), called the double quiver of G, as follows:
Preliminaries
We start with the following result for path algebras kQ.
Proposition 2.1. Let Q be a finite acyclic quiver. Then the following statements hold.
(1) (see [ASS, §VII, §VIII] for example) The following conditions are equivalent.
disjoint union of Dynkin quivers A, D and E.
(c) tilt kQ is finite. (2) (see [ONFR] for example) Let Q be one of Dynkin quivers. Then the number # tilt kQ is independent of the orientation of Q and given as follows.
Next, we recall some results on symmetric algebras with radical cube zero. The quivers of these algebras can be described in the following simple way.
Lemma 2.2. (see [Ben, GS2] 
In particular, the cardinality of # 2-tilt Λ is independent of the number of loops in Q.
Proof.
(1) By Proposition 2.3, the set 2-tilt Λ is finite if and only if tilt(kQ ǫ ) op is finite for every map ǫ : Q 0 → {±}. By Proposition 2.1(1), this is equivalent to the condition that Q ǫ is a disjoint union of Dynkin quivers for every map ǫ : Q 0 → {±}.
(2) For a given map ǫ : Q 0 → {±}, we define a map −ǫ by (−ǫ)(σ) := −ǫ(σ) for σ ∈ {±}. By Proposition 2.1 and 2.3, it is enough to show that Q ǫ = (Q −ǫ ) op holds for any map ǫ. Let Q ′ be a quiver obtained by removing all loops from Q. Then clearly Q ǫ = Q ′ ǫ holds. By Lemma 2.2, Q ′ is the double quiver of a graph G, and it is easy to check that
Thus the assertion holds.
Proof of Main Theorem
In this section, we prove Theorem 1.1 and 1.2.
3.1 Proof of Theorem 1.1. By Proposition 2.4 (1), the proof is completed with the following proposition. In the following, we give a proof of Proposition 3.1 by removing extended Dynkin quivers from bipartite subquivers of Q G . First we remove extended Dynkin quivers of typeÃ. (1)⇒(2): For any map ǫ : Q 0 → {±}, the quiver Q ǫ is bipartite. If Q ǫ contains an extended Dynkin quiver of typeÃ as a subquiver, then Q ǫ contains an even-cycle as a subgraph. Hence the assertion follows from that Q ǫ is a subgraph of G.
By Lemma 3.2, we may assume that G contains no even-cycle as a subgraph. Note that Q G has no multiple arrows. We give a connection between bipartite quivers of Q G and subtrees of G. Recall that a subtree of G is a connected subgraph of G without cycles. (1) There exists a map ǫ :
′ is a subtree of G.
In particular, there exists a naturally two-to-one correspondence between the set of connected bipartite subquivers of Q G and the set of subtrees of G.
Proof. (2)⇒(1): This is clear.
(1)⇒(2): If G has no even-cycle as a subgraph, then the underlying graph Q ǫ is tree by Lemma 3.2. Since Q ǫ is a subgraph of G, any subgraph of Q ǫ is a subtree of G.
For a tree, we have the following result. (1) For each map ǫ : Q 0 → {±}, the quiver Q ǫ is a disjoint union of Dynkin quivers.
Proof. It is well known that G is Dynkin if and only if all subtrees of G are Dynkin. The assertion follows from Proposition 3.3.
We remove extended Dynkin quivers of typeD from bipartite subquivers of Q G . If G contains at least two odd-cycles, then there exists a subtree G ′ of G such that G ′ is a extended Dynkin graph of typeD. By Proposition 3.3, there exists a map ǫ : V → {±} such that Q ǫ contains an extended Dynkin quiver of typeD as a subquiver. By Corollary 3.4, we may assume that G contains exactly one odd-cycle and no even-cycles. Namely, G consists of an odd-cycle such that each vertex v in the odd-cycle is attached to a tree T v .
• Proof.
(1)⇔(2) follows from Proposition 3.3. Moreover, we can easily check (2)⇔(3) becauseD 4 has exactly one vertex whose degree is exactly four andD l (l > 4) has exactly two vertices whose degree is exactly three.
Fix a positive integer k and n := 2k + 1. By Lemma 3.5, we may assume that G is one of the following graphs:
. . .
Finally, we remove extended Dynkin graphs of typeẼ from the bipartite subquivers of Q G .
Lemma 3.6. Fix a positive integer k and n := 2k + 1.
(1) Assume that k = 1. The following graphs (i), (ii) and (iii) are the minimal graphs containing extended Dynkin graphsẼ 6 ,Ẽ 7 andẼ 8 respectively.
(2) Assume that k ≥ 2. The following graphs (iv), (v) and (vi) are the minimal graphs containing extended Dynkin graphsẼ 6 ,Ẽ 7 andẼ 8 respectively.
Proof. We can easily find extended Dynkin graphs of typeẼ 6 ,Ẽ 7 , andẼ 8 in the graphs above.
Now we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. If G is a tree, then the assertion follows from Corollary 3.4. We assume that G is not a tree. All proper connected non-tree subgraphs of graphs appearing in Lemma 3.6(i-vi) give a complete list of graphs containing no extended Dynkin graphs as subgraphs. Then the complete list coincides with the graphs (Ã n−1 ) n:odd , (I), (II), (III), (IV) and (V). By Proposition 3.3, G is one of the complete list if and only if for each map ǫ : Q 0 → {±} the quiver Q ǫ is a disjoint union of Dynkin quivers. This finishes the proof.
We finish this subsection with proof of Theorem 1.1.
Proof of Theorem 1.1. By Proposition 2.4(1) and 3.1, we obtain the result.
3.2 Proof of Theorem 1.2. We just compute the number of two-term tilting complexes for each algebra in the list of Theorem 1.1. Our calculation is based on Proposition 2.1(2) and 2.4(2).
Proof of Theorem 1.2. We calculate the number # 2-tilt Λ for each case in the list of Theorem 1.1.
cases A andÃ: For these two classes, the number # 2-tilt Λ has been computed in [Ao, Theorem 3.5 and 3.10] : When G is the Dynkin graph A n (respectively,Ã n−1 with odd n), we have # 2-tilt Λ = 2n n (respectively, 2 2n−1 ). case D: Let Q be the double quiver of the Dynkin graph D n . By Proposition 2.4(2), we only need to focus on maps ǫ : Q 0 → {±} with ǫ(3) = +.
Let J 1 := {ǫ : Q 0 → {±} | ǫ(1) = ǫ(2) = ǫ(3) = +}. Then for each ǫ ∈ J 1 , the quiver Q ǫ is given as follows.
by the following reason: Consider a full subquiver Q ′ = Q\{1, 2} which is the double quiver of A n−2 . Then we can check that the sum on J 1 is equal to n−2 ; hence the assertion holds.
Let J 2 := {ǫ | ǫ(1) = −, ǫ(2) = ǫ(3) = +}. For each ǫ ∈ J 2 , we have
In this case, we have ǫ∈J2 # tilt kQ ǫ = 1 2 2(n−1)
n−2 . Indeed, by the similar discussion for J 1 , it is easy to check that the sum on J 2 is equal to
where Q ′ := Q\{2} and Q ′′ := Q\{1, 2} are the double quivers of A n−1 and A n−2 respectively. Then the assertion follows from the result for type A.
Let J 3 := {ǫ | ǫ(2) = −, ǫ(1) = ǫ(3) = +}. By symmetry, the sum on J 3 is equal to that on J 2 . Let J 4 := {ǫ | ǫ(1) = ǫ(2) = −, ǫ(3) = ǫ(4) = +}. For each ǫ ∈ J 4 , we have
In this case, we have ǫ∈J4 # tilt kQ ǫ = 5 2 2(n−3) n−3
by the same discussion for J 1 . For 4 ≤ l ≤ n − 1, let J 5 (l) := {ǫ | ǫ(1) = ǫ(2) = ǫ(4) = −, ǫ(3) = + and l is the smallest number such that ǫ(l) = ǫ(l + 1)}.
Then, for each ǫ ∈ J 5 (l), we have 
