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Calibration-less parallel imaging compressed
sensing reconstruction based on OSCAR
regularization
Loubna El Gueddari, Emilie Chouzenoux, Member IEEE, Alexandre Vignaud, and Philippe Ciuciu, Senior
Member IEEE
Abstract—Over the last decade, the combination of parallel
imaging (PI) and compressed sensing (CS) in magnetic reso-
nance imaging (MRI) has allowed to speed up acquisition while
maintaining a good signal-to-noise ratio (SNR) for millimetric
resolution. Self-calibrating techniques such as `1-ESPiRIT have
emerged as a standard approach to estimate the coil sensitivity
maps that are required at the reconstruction stage. Although
straightforward in Cartesian acquisitions, these approaches be-
come more computationally demanding in non-Cartesian scenar-
ios especially for high resolution imaging (e.g. 500 µm in plane).
Instead, calibration-less techniques no longer require this prior
knowledge to perform multi-channel image reconstruction from
undersampled k-space data. In this work, we introduce a new
calibration-less PI-CS reconstruction method that is particularly
suited to non-Cartesian data. It leverages structure sparsity of
the multi-channel images in a wavelet transform domain while
adapting to SNR inhomogeneities across receivers thanks to the
OSCAR-norm regularization. Comparison and validation on 8 to
20-fold prospectively accelerated high-resolution ex-vivo human
brain MRI data collected at 7 Tesla shows that the subbandwise
OSCAR-norm regularization achieves the best trade-off between
image quality and computational cost at the reconstructions stage
compared to other tested versions (global, scalewise and pixel-
wise). This approach provides slight to moderate improvement
over its state-of-the-art competitors (self-calibrating `1-ESPIRiT
method and calibration-less AC-LORAKS and CaLM methods)
in terms of closeness to the Cartesian reference magnitude image.
Importantly, it also preserves much better phase information
compared to other approaches.
Index Terms—Compressed Sensing, Parallel MRI, non-
Cartesian acquisition, Cluster norm, Proximal algorithms.
I. INTRODUCTION
COMPPRESSED Sensing (CS) [1]–[3] has made a break-through in the MR community and now in clinics with
recent FDA approval [4] as it provides ways to drastically
shorten scan times especially when adopting non-Cartesian
sampling schemes (radial, Propeller, spiral, Sparkling) [5]–
[10] in the k-space. Non-Cartesian sampling patterns actually
offer many advantages such as robustness to motion or better
sampling efficiency [5]–[7], [9], [10]. For these reasons, non-
Cartesian acquisitions make the usage of higher acceleration
factors feasible as compared to Cartesian sampling, both in
2D and 3D imaging [10]. To maintain a high signal-to-noise
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ratio (SNR), CS k-space acquisition is usually combined with
parallel imaging (PI), namely using multi-channel receiver
coils [11] with no side effects.
The reconstruction of MR images from PI-CS k-space data
has generated tens of contributions over the last decade. For
instance, to cite a few in Cartesian acquisition scenarios,
methods such as SAKE [12] or P-LORAKS [13], which are
based on low-rank constraints in the k-space, have proved
their efficiency to reconstruct MR images from multi-channel
undersampled data with or without calibration lines (or points)
in the k-space. However, as regards non-Cartesian acquisitions,
MR image reconstruction is based on solving an inverse
problem which often consists of minimizing an objective
function where the data consistency term is balanced with
a sparse prior (e.g., the `1-norm) over a given domain (e.g.
the image gradient or a wavelet transform) [14], [15]. This
prior enforces the image sparsity in this transformed domain.
In that context, two types of reconstruction methods exist for
non-Cartesian acquisitions: self-calibrating and calibration-less
approaches.
Self-calibrating methods are based on the extraction of sen-
sitivity maps that model the reception profile for each channel
of a given coil. The sensitivity profiles are spatially smooth
and can therefore be extracted from the k-space center which is
usually densely sampled (along a variable density as required
by CS). The extraction of sensitivity maps has been the matter
of several works (cf [16]–[18]). Once these profiles estimated,
they can be plugged in a SENSE-based formulation of the PI-
CS reconstruction problem. Alternatively, one can jointly solve
image reconstruction and coil sensitivity estimation as a blind
bi-linear inverse problem [19], [20]. However, the computation
cost of these methods gets really expensive for high-resolution
imaging as one has to perform alternate minimization of
the global objective function with respect to the image and
sensitivity maps.
A. Related works
Instead of considering a 2-step procedure, calibration-less
MR image reconstruction methods such as CalM (Calibration-
less Multi coil) [21] came up with the idea of reconstructing
one image per channel and enforcing some common prior
knowledge between all images through for instance structured
sparsity. Two different regularization terms have been used,
group-sparsity in the wavelet domain [21], [22] and patch-
based local low-rank in the image domain (CLEAR) [23].
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In terms of group-sparsity, the group-LASSO is likely the
most convenient and efficient mixed-norm used for MR image
reconstruction in the PI-CS framework [21], [22]. Although
Chun et al demonstrate that promoting structured sparsity
over the channels actually improves exact recovery guarantees
in the PI-CS framework1, the group-LASSO regularization is
over-simplistic. It actually implements the idea that the same
image sparsity in an appropriate transform domain (e.g. total
variation, wavelets, frames) holds across all receiver channels.
As such, it neglects the SNR fluctuations that exist between
the multiple receivers of a given coil in any given region of
the organ to be probed (e.g. the brain).
B. Our contributions
In this work, we propose a new calibration-less reconstruc-
tion method that goes beyond the group-LASSO penalty and
takes advantage of the redundant information provided by
each coil receiver. Our approach promotes structured sparsity
across channels using a shrinkage and clustering algorithm
namely the Octagonal Shrinkage and Clustering Algorithm for
Regression (OSCAR) norm [24], [25]. OSCAR regularization
actually relies on a combination of a `1 and pairwise `∞ norms
that enables spatially clustering across receiver channels and
thus implements an adaptive structured sparsity regulariza-
tion. Practically, OSCAR may automatically uncover which
receivers one must trust to get the highest image quality at
the reconstruction stage. Interestingly, the OSCAR norm has
a closed form proximity operator and as such is amenable
in any nonsmooth proximity based optimization algorithm
for image reconstruction purposes. In particular, we derive
four versions of OSCAR regularization models and identify
which one achieves the best trade-off between computational
complexity and image quality for MR image reconstruction.
C. Outline of the paper
The rest of the paper is organized as follows. In Section II,
we define the general formulation of the calibration-less MR
image reconstruction problem. Then we detail the primal-
dual optimization algorithm we use to solve this MR image
reconstruction problem. In Section III, we recall the formu-
lation of the OSCAR structured penalty. We then explore
four variations of OSCAR-based regularization for the image
reconstruction problem at hand and outline their differences
for parallel computation purposes. In Section IV, we compare
these implementations on real prospectively accelerated data
sets collected at 7 Tesla using two non-Cartesian k-space read-
outs and various acceleration factors. In Section V, we discuss
the pros and cons of the proposed approach in comparison




In the following, we will denote vectors with bold letters,
e.g. v = [v1, . . . , vp] ∈ Cp a p-size complex-valued vector.
1One can lower the number of k-space samples to get perfect image
reconstruction in the noise-free case as multiple k-space are collected over
the receiver channels.
Matrices are denoted using bold upper case letters (e.g., A).
The transpose of a matrix A is denoted by A>, its Hermitian
transpose by A∗, its spectral norm by |||A|||, and its Frobenius
norm by ‖A‖2.
Let Γ0(Cp) the set of convex, proper, lower semi-continuous
functions on Cp taking values on R ∪ +∞. The proximity
operator of a function g ∈ Γ0(Cp) is defined as [26]:





A. General problem formulation
Let us focus on the problem of MR image reconstruction in
the multi-channel receiver coil setting. We set n the image
resolution and N = nd the image size where d is the
dimension2, L the number of channels used to acquire the
NMR signal and M the number of k-space measurements
per channel, with M < N . For the sake of compactness, we
denote the complete data set Y = [y1, . . . , yL] ∈ CM×L
which stacks y` ∈ CM the k-space samples collected in
the `th channel. Our goal is to recover L channel-specific
complex-valued MR images that will be eventually combined
to form a single full field-of-view (FOV) image. The way this
combination is achieved will be clarified hereafter (especially
for phase information).
In what follows, we do not take off-resonance effects
and field inhomogeneities into account3 and assume that the
simple 2D discrete Fourier operator states for the forward
model relating the k-space measurements to the unknown
MR images. Actually, this operator heavily depends on the
retained sampling strategy during the acquisition process. In
the Cartesian sampling case, FM = MF , with F the 2D fast
Fourier transform (FFT) and M the binary under-sampling
mask defined over the discrete grid where each non-zero
entry in M selects a row in F . In non-Cartesian settings,
F refers to non-equispaced or nonuniform FFT [28], [29] and
M stands for the continuous support of the measurements in
k-space. Each channel measurement y`, with ` ∈ {1, . . . , L},
is furthermore affected by an additive circular complex i.i.d.
zero-mean Gaussian noise of variance σ2` .
The goal is then to retrieve, from the noisy under-
sampled data (y`)1≤`≤L, L MR images stacked in X =
[x1, . . . , xL] ∈ CN×L such that each x` ∈ CN is associated
with the `th channel of the phased array coil. We propose to
solve this ill-posed inverse problem by adopting a variational
penalized formulation, which consists of minimizing the fol-
lowing criterion:






‖FMx` − y`‖22 + g(ΨX)
}
. (1)
Hereabove, g ∈ Γ0(CNΨ×L) is a regularization function
composed with a linear operator Ψ ∈ CNΨ×N , with the aim
to enforce sparsity of the solution within a given multiscale
decomposition (e.g., wavelet transform). This formulation en-
ables the use of over-complete dictionaries [30], [31]. We will
2In 2D imaging d = 2, whereas in 3D imaging d = 3.
3see for instance [27] to handle fast conjugate phase reconstruction in the
single channel case.
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assume that Ψ decomposes the stack of L images X ∈ CN×L
into a stack of coefficients ΨX ∈ CNΨ×L with C scales. Each
scale c ∈ {1, . . . , C} is composed of Sc sub-bands. Each sub-





s=1Ks(c). For the sake of simplicity, in what
follows we assume that Sc = S, ∀c and Ks(c) = Kc ∀s. As an
example, for n×n images using decimated Wavelet transform,
we would have Ks(c) = n/2c×n/2c and Sc = 3 for all scales
except for the last one where Sc = 4. Moreover, the kth-
coefficient in the sth-sub-band of the cth-scale for the `th-coil
will be denoted as zcsk`. Vector zcsk,: ∈ CL gathers the multi-
channel coefficients (zcsk`)1≤`≤L at position k, sub-band s
and c-scale. Similarly, the larger vector zcs,: stacks the multi-
position and multi-channel coefficients (zcsk`)1≤k≤Kc,1≤`≤L
at a given sub-band s of scale c. Last, vector zc,: stacks
the multi-band multi-position and multi-channel coefficients
(zcsk`)1≤s≤S,1≤k≤Kc,1≤`≤L at a given scale c.
The resolution of Problem (1) delivers L channel images
(x̂`)1≤`≤L, stacked in X̂ . Once Problem (1) is solved, all coil-
specific MR images (x̂`)1≤`≤L are combined using the square-
root of the sum-of-squares (sSOS), x̂sSOS =
√∑L
`=1 ‖x̂`‖22,
to form a single magnitude image as usually done in parallel
imaging [11]. The virtual coil method is also used to combine
phase information across all channels [32] and get x̂s∠. Let
us remark that Problem (1) is called calibration-less. It is
in contrast with Sensitivity Encoding (SENSE) formulation
which aims at directly reconstructing a single full FOV image
x ∈ CN from multi-channel data (y`)1≤`≤L, assuming the
extra knowledge of sensitivity maps (S`)1≤`≤L such that
x` = S`x.
In what follows, we propose an efficient proximal optimiza-
tion method to solve Problem (1).
B. Primal-dual optimization algorithm
Problem (1) amounts to solve
X̂ ∈ argmin
X∈CN×L
[f(X) + g(ΨX)] . (2)
where we denote:
(∀X ∈ CN×L) f(X) =
L∑
`=1
‖FMx` − y`‖22/(2σ2` ). (3)
Function f belongs to Γ0(CN×L) and it is β-Lipschitz
differentiable i.e.:







−1|||FM |||2. Moreover, function g be-
longs to Γ0(CN×L). We thus propose to make use of the
primal-dual proximal algorithm from Condat-Vú [33], [34],
which leads to Algorithm 1.
According to [33, Theorem 3.1], the sequence (Xk)k∈N
generated by Algorithm 1 weakly converges to a solution
of Problem (2) as soon as 1τ − κ|||Ψ|||
2 ≥ β2 . In practice,
the hyper-parameters of this algorithm are set as follows:
τ := 1β , κ :=
β
2|||Ψ|||2 . Note that when Ψ defines a basis,
we get |||Ψ||| = 1. The main advantage of Algorithm 1 is that
Algorithm 1: Condat-Vú algorithm
1 Set τ > 0, κ > 0, X0 ∈ CN×L, Z0 ∈ CNΨ×L;
2 for t = 0, . . . , T do
3 Xt+1 := Xt − τ (∇f(Xt) + Ψ∗Zt);
4 Wt+1 := Zt + κΨ (2Xt+1 −Xt);







it does not involve the computation of proxg◦Ψ. The latter
does not usually have closed form, in particular when Ψ is
overcomplete (e.g. undecimated wavelet transform), and would
require the use of an inner iterative solver [35].
III. OCTAGONAL SHRINKAGE AND CLUSTERING
ALGORITHM FOR REGRESSION
A. OSCAR regularizer
1) Definition: Let z ∈ Cp with p ≥ 1. We introduce the
magnitude sorting operator Sp : Cp → Cp such that vector
Sp(z) = (Sp(z)j)1≤j≤p contains the p entries of z sorted in
decreasing order in magnitude, i.e., such that
|Sp(z)1| ≥ |Sp(z)2| ≥ · · · ≥ |Sp(z)p|. (5)
Then, OSCAR norm is defined as follows:
Ωλ,γ(z) = λ‖z‖1 + γ
∑
1≤j<k≤p
max(|zj |, |zk|). (6)
with λ, γ positive hyper-parameters. The `1-norm term in
Ωλ,γ promotes the sparsity of z while the second term,
corresponding to a pairwise `∞-norm, encourages the equality
of each entry pair in z. As pointed out in [36, Sec. II. A.],
OSCAR norm has a closed relation with the Ordered Weighted




wj |Sp(z)j |. (7)
with w ∈ Rp+ a vector of hyper-parameters such that w1 ≥
· · · ≥ wp ≥ 0. More precisely, OWL and OSCAR become
equivalent if one sets the OWL weights wj = λ + γ(p − j)
for j = 1, . . . , p.
2) Proximity operator: Let z ∈ Cp. If z is equal to zero,
then the proximity operator of the OWL norm at z is also equal
to zero. Otherwise, it can be efficiently computed thanks to the
following algorithm as shown in [36, Sec.III A]:
Algorithm 2: Proximity operator of the OWL norm.
1 Input: z ∈ Cp/{0}, w ∈ Rp ;
2 n = |z|/z;
3 Let P ∈ Rp×p s.t. Sp(n) = Pn;
4 Return proxΘw(z) = n P
>PAV(Sp(n)−w);
Hereabove, PAV refers to the Pool Adjacent Violator Al-
gorithm [37] and  to the Hadamard product (i.e. element-
wise multiplication). The proximity operator of OSCAR can
thus be easily deduced by setting the appropriate value for w
mentioned above, so that OSCAR and OWL match together.
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B. OSCAR-based image reconstruction
Data acquired with a multi-channel receiver coil are highly
correlated since the associated k-space samples are collected
using the same readout, but with channel-specific sensitivity
profiles. Sparsity-based inference in the highly correlated setup
has been a well studied topic in data science [38], [39]. In
particular, it was pointed out that the `1 regularization may
failed when multiple block of variables are highly correlated
as the solution tends to select one of those blocks. OSCAR
regularization has been specifically designed to perform both
shrinkage and variable selection [24], [25], [36]. It is thus
well suited for PI-CS MR image reconstruction from highly
correlated data.
In what follows, we propose four choices for function g in
Problem (2) relying on OSCAR norm, with the aim to perform
efficient calibration-less MR image reconstruction. The main
difference lies in the way the OSCAR norm is applied to the
sparsifying decomposition Z = ΨX = [z1 . . . z`] ∈ CNΨ×L
of the muti-channel image X = [x1 . . .x`] ∈ CN×L.
1) Global OSCAR regularization: The most straightforward
way to implement OSCAR-based regularization consists of
flattening all wavelet coefficients and thus discarding the
multiscale and multi-channel structure (e.g. in scales, sub-
bands, coefficients and channels) of Z. For that reason, we call
this version global OSCAR (g-OSCAR) regularization. The
wavelet coefficients are stacked together, leading to a single
but large vector with entries (zj)1≤j≤LNΨ , where we remind
that NΨ = S
∑C
c=1Kc and NΨ = N when Ψ is orthogonal.












(λ+ γ(LNΨ − j)) |SLNΨ(z)j | . (8)
2) Scalewise OSCAR regularization: We now propose a
scalewise formulation, where OSCAR norm is applied to each
specific scale c of the wavelet decomposition, hence to each











(λ+ γ(LSKc − j)) |SLSKc(zc,:)j | ,
(9)
where vector zc,: gathers the LSKc wavelet coefficients across
all channels in a specific scale c ∈ {1, . . . , C}. In that way,
the wavelet coefficients can be clustered together regardless
the sub-band they belong to, their position and their channel
dependence. Thus, C sorting operations are required, each of
them involving LSKc parameters. As the s-OSCAR regular-
ization is separable by scales, the computation of its proximity
operator can be performed efficiently using parallelization over
scales.
3) Sub-bandwise OSCAR regularization: The present for-
mulation applies OSCAR regularization to each specific sub-
band of the wavelet decomposition, hence to each vector zcs,:














(λ+γ(KcL− j)) |SKcL(zcs,:)j | ,
where vector zcs,: gathers the KcL wavelet coefficients across
all channels in a given subband s of scale c. Here again, the
separability of the regularizer can be exploited for an efficient
implementation of the proximity operator.
4) Coefficient-wise OSCAR regularization: Finally we pro-
pose to apply OSCAR norm to each wavelet coefficient



















(λ+ γ(L− `)) |SL(zcsk,:)`| ,
where vector zcsk,: gathers the L wavelet coefficients across
all channels for coefficient k in sub-band s of scale c. This
formulation is the closest to the usual application of the
group-LASSO structured sparsity penalty [22] as it operates
separately on each pixel in the transformed domain. However,
instead of implicitly assuming constant noise level over all
channels by taking the `2-norm, the c-OSCAR regularization
allows to weight these channels differently thanks to the
sorting step and to adapt regularization to space-varying noise
levels.
IV. EXPERIMENTS & RESULTS
To assess the quality of the proposed calibration-less MR
image reconstruction method, we proceed in two steps. First,
we compare the four OSCAR-based formulations, described
in Section III, in terms of image quality and computational
complexity. Second, we provide comparisons with state-of-
the-art methods, namely CaLM [21], `1-ESPIRiT [17] and AC-
LORAKS [13], [40]. Hereafter, we describe the experimental
setup we used for validation purposes.
Importantly, it should be noted that prospective non-
Cartesian acquisitions have been implemented, as such type of
readouts allows higher acceleration factors than Cartesian ones
while preserving image quality. CS reconstruction methods are
barely compared in non-Cartesian imaging and even less in
prospective acquisition scenarios. A great advantage of the
proposed calibration-less approach is to enable such type of
comparisons in an extensive manner.
A. Experimental setup
All numerical experiments were conducted on 2D k-space
data even though the proposed framework could be extended
to 3D imaging quite directly. Hence, we only report results on
slices.
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1) Prospective non-Cartesian acquisition: We consider the
reconstruction of an ex-vivo human brain with a in plane
resolution of 0.39×0.39 mm2 for different acquisition schemes
prospectively acquired on a 7T MR system (Magnetom
Siemens Healthineers, Erlangen, Germany) using a L = 32-
channel coil (Nova Medical Inc., Washington, MA, USA).
Spiral trajectories [6] were generated for different under-
sampling factors as detailed in Tab. I. More advanced sam-
pling schemes were also designed using Sparkling (Spreading
Projection Algorithm for Rapid K-space samplING) [8], [10].
Sparkling method generates physically plausible trajectories
with improved robustness to gradient imperfections and is less
prone to off-resonance artifacts as shown in [10]. The resulting
sampling schemes are known to reach higher image quality for
a given scan time, compared to state-of-the art trajectories (e.g
spiral or radial). The acquisition parameters were set as
follows: FOV = 200 × 200 mm2, TR = 550 ms (for 11
slices), TE = 30 ms, BW = 100 kHz, Tobs = 30.72 ms (long
readout) and FA=25◦ with in-plane resolution of 390 µm
and slice thickness of 3 mm. In Tab. I), we summarized
the different data sets we considered by varying the under-
sampling or acceleration factor for both Sparkling and Spiral
readouts. Fully sampled Cartesian measurements were ac-
quired and reconstructed into an image which will serve as
ground truth using the same sequence parameters (matrix size:
N = 512× 512 or n = 512).
TABLE I
ACQUISITION PARAMETERS USED FOR PROSPECTIVE CS EX VIVO T∗2






















To understand the difference between acceleration fac-
tor (AF) in time and undersampling factor (UF) in number
of measurements, one has to recall the following relations:
AF = n/nc where nc is the number of shots. For instance,
we used n = 512 and varied nc between 64 down to 26
corresponding to acceleration in time from 8 to 20, as reported
in Tab. I. In the same time, we implemented oversampling
along each shot (ns = 3, 072 samples per shot) as usually
done in non-radial non-Cartesian trajectories, hence the under-
sampling factor defined as UF = N/M with M = nc × ns
varied in a more limited range from 1.3 to 3.3.
Fig. 1 shows the in/out4 Sparkling and spiral multi-shot
trajectories played by the headonly gradient system (AC84)
4Start from one border of k-space, go to the center and move to the opposite
border.
installed on the 7 MR system for an acceleration factor of 20.
(a) (b)
Fig. 1. Non-Cartesian in-out variable density sampling schemes used in
prospective CS at 7 Tesla. (a): 20-fold accelerated-in-time Sparkling trajec-
tories (26 shots). (b): 20-fold accelerated-in-time spiral trajectories with the
same number of shots and measurements as Sparkling. For details about their
generation, see [10] for Sparkling and [6] for spiral imaging. The trace of a
single in-out shot is highlighted in red.
B. Reconstruction parameters
Algorithm 1 was run until T = 150 iterations, which
appears sufficient for reaching convergence of the iterates.
Moreover, we used for Ψ a Daubechies 4 orthogonal wavelet
transform (OWT) with C = 4 decomposition scales (i.e.,
NΨ = N ). Note that MR image quality can be improved
using redundant multiscale transforms (e.g. undecimated bi-
orthogonal wavelet transforms or curvelets as shown in [41])
but this kind of decomposition significantly increases the
memory load and computation time of the overall algorithm.
In Tab. II, we summarize the numerical complexity of the
four OSCAR-norm regularizations, the computing time re-
quired for evaluating both their proximity operator and running
one full iteration of Algorithm 1. The parallelization of the
proximity step involved in the OSCAR-norm regularizations
was performed using joblib, a Python package that allows
embarrassingly parallel computations. The number of parallel
threads that were used is indicated in Tab. II. All experiments
were run on a machine with 128 GB of RAM and an 8-core
(2.40 GHz) Intel Xeon E5-2630 v3 Processor.
From the computational point of view, the b-OSCAR
approach seems the most appealing. Indeed, its proximity
operator can be computed faster (see Tab. II) since the number
of threads (16 in this case) matches the number of wavelet
sub-bands for this decomposition. This yields an optimal
parallelization scheme.
The overall algorithm was implemented in PySAP5, an open
source software written in Python and dedicated to sparse
multiscale representation and analysis of images.
The hyper-parameters (λ, γ) were set using a grid search
procedure so as to maximize the SSIM [42] score of the
combined magnitude image x̂sSOS. We provide in Fig. 2(a)
an illustration of the robustness of the setting of (λ, γ) by




NUMERICAL COMPLEXITY AND PARALLELIZATION CAPACITY OF
OSCAR-NORM REGULARIZATIONS USING DAUB. 4 OWT AND






g-OSCAR O(LNΨ log(LNΨ)) 3.47 N.A. 8.97
s-OSCAR O(
∑C
c=1 LKcSc log(LScKc)) 3.16 C 12.17
b-OSCAR O(
∑C
c=1 LKcSc log(LKc)) 2.61 CS 11.20
c-OSCAR O(NΨL logL) 42.05 NΨ 47.55
for a large range of parameters with a maximal and minimal
values respectively reaching 0.901 and 0.822. In Fig. 2(b),
we replicated the same analysis using the pSNR score for
the same data set (20-fold accelerated Sparkling). We found
similar optimal values around (λ, γ) = (10−6.5, 10−10.5).
In this case, the image quality remains quite constant as λ
fluctuates and γ is fixed with a maximal and minimal values
reaching respectively 29.77 dB and 27.33 dB. However, the
pSNR value significantly drops off when γ departs from
its optimal setting. Given this lack of robustness, all results
presented in the following were obtained using the SSIM
score as target metric for setting (λ, γ). This approach was
retained both for OSCAR-norm regularization but also for its
competitors (e.g. `1-ESPIRIT, CaLM). The combined phase
images x̂s∠ shown at the bottom of Figs. 3-4 have not been
unwrapped. Magnitude and phase images were thus compared
separately.
(a) (b)
Fig. 2. Map of (a) SSIM (b) pSNR score as a function of hyperparameters
(λ, γ) involved in OSCAR-band (b-OSCAR) regularization using 20-fold
accelerated Sparkling sampling scheme.
C. Results
First, the four OSCAR-norm regularizations were compared
on the 10 different data sets summarized in Tab. I. Second,
we extended this comparison to other state-of-the-art methods
including calibration-less (CaLM [21], AC-LORAKS [44])
and self-calibrating ones (`1-ESPIRiT [17]). AC-LORAKS
was preferred to P-LORAKS [13] as it is less demanding from
a computational viewpoint.
1) Comparison of OSCAR-norm regularizations: Tab. III
summarizes the image quality scores (SSIM, pSNR and
NRMSE) of the four versions of OSCAR-norm regularization.
Over the five Sparkling data sets, the best scores were obtained
by the b- and c-OSCAR versions, although the differences
in terms of SSIM scores with other versions remain pretty
small. The slight gain can be explained by the fact that g-
and s-OSCAR versions mix up different oriented details or
resolution information together. We observed that coefficient-
wise regularization performs slightly better than subbandwise
one as the acceleration factor increases. This suggests that
localized regularization in space preserves much better the
image details in highly accelerated acquisitions. Similar find-
ings were replicated on an ex-vivo baboon brain (results not
shown). Over the five spiral data sets, the best SSIM scores
are yielded in the vast majority of cases by the b- and c-
OSCAR regularizations illustrating the consistency between
the two readout scenarios. When comparing the two acquisi-
tion strategies, spiral imaging seems to provide better SSIM
scores especially for higher acceleration factors. However, this
quantitative assessment is not strictly consistent with image
quality perception. In Figs. 3-4, we actually report the results
for the 20-fold accelerated Sparkling and spiral scans: Spiral
MR images are contaminated by severe off-resonance artifacts,
see for instance the blue arrows reported in Fig. 4 whereas
Sparkling ones are not (see Fig. 3). This results from the much
better point spread function (PSF) associated with Sparkling
sampling as shown in [10].
2) Comparison with other reconstruction methods: Tab. IV
summarizes the quantitative performances (SSIM, pSNR and
NRMSE) of competing reconstruction approaches, computed
over the magnitude images. These competitors embed i) zero-
order inverse NFFT (i.e. least squares solution in Eq. (1)),
two calibration-less techniques ii) CaLM which implements
a group-LASSO alternative to c-OSCAR penalization and iii)
AC-LORAKS, and the state-of-the-art self-calibrating method
iv) `1-ESPIRiT. As in Sparkling and spiral acquisitions the
k-space center is heavily sampled, `1-ESPIRiT performs well
for extracting the sensitivity maps which are then used for
solving the `1-norm regularized CS-SENSE reconstruction
problem. The bottleneck in AC-LORAKS lies in the gridding
operation required to project the non-Cartesian samples onto
the Cartesian grid. This step degrades image quality and
demonstrates that AC-LORAKS may not be really compliant
with non-Cartesian sampling.
In terms of SSIM and pSNR scores, CaLM regularization
outperforms all other techniques. However, CaLM perfor-
mances remain below or similar to those of OSCAR, whether
it is the subbandwise or coefficientwise version. This con-
firms that extending the group-LASSO penalization using a
pairwise `∞-norm between channels instead of the global
the `2-norm may be beneficial to account for varying SNR
across channels. We also noticed that in Sparkling acquisitions
the regularization systematically improved all image quality
scores, whereas in spiral imaging the pSNR/NRMSE values
were better for the zero-order solution (inverse FT). As the
regularization parameters were optimally set wrt the SSIM
score, CaLM regularization actually demonstrated slightly
improved performance in terms of SSSIM.
Importantly, in Figs. 3-4 we show that calibration-less
reconstruction techniques such as OSCAR and CaLM better
preserve phase information in comparison with `1-ESPIRiT
and AC-LORAKS. As there is no sensitivity map extraction in
calibration-less approaches, any phase-related error (e.g. shift)
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TABLE III
COMPARISON OF OSCAR-NORM REGULARIZATIONS WITH HYPER-PARAMETERS SET TO MAXIMIZE THE SSIM SCORE. BEST IMAGE QUALITY METRICS
COMPUTED PER ROW APPEAR IN BOLD FONT. THREE SCORES ARE THUS OUTLINED ON EACH ROW, SOMETIMES MORE IN CASE OF EQUALITY.
Idx g-OSCAR s-OSCAR b-OSCAR c-OSCAR
SSIM pSNR NRMSE SSIM pSNR NRMSE SSIM pSNR NRMSE SSIM pSNR NRMSE
1. 0.923 30.52 0.1471 0.925 31.66 0.1290 0.926 31.68 0.1287 0.924 30.96 0.1398
2. 0.920 29.21 0.1711 0.921 29.62 0.1632 0.922 30.28 0.1512 0.922 29.59 0.1636
3. 0.916 28.81 0.1792 0.918 28.40 0.1878 0.918 29.78 0.1602 0.918 29.33 0.1688
4. 0.912 29.28 0.1700 0.912 29.05 0.1742 0.913 29.52 0.1650 0.913 29.66 0.1624
5. 0.899 29.12 0.1728 0.896 28.35 0.1889 0.899 29.52 0.1650 0.901 29.77 0.1604
6. 0.932 30.12 0.1540 0.931 30.70 0.1440 0.933 30.36 0.1498 0.933 30.66 0.1447
7. 0.928 29.76 0.1606 0.927 30.50 0.1474 0.928 29.92 0.1576 0.928 29.92 0.1577
8. 0.922 29.35 0.1683 0.923 29.74 0.1609 0.921 31.22 0.1358 0.922 31.50 0.1319
9. 0.920 29.18 0.1715 0.920 29.89 0.1581 0.919 30.22 0.1522 0.921 29.72 0.1613
10. 0.916 29.72 0.1614 0.914 29.40 0.1673 0.915 29.84 0.1592 0.916 29.66 0.1623
TABLE IV
COMPARISON OF STATE-OF-THE-ART METHODS FOR NON-CARTESIAN PI-CS RECONSTRUCTION USING EITHER A CALIBRATION-LESS OR
SELF-CALIBRATING APPROACH. BEST IMAGE QUALITY METRICS COMPUTED PER ROW APPEAR IN BOLD FONT.
Idx No regularization CaLM `1-ESPIRiT AC-LORAKS
SSIM pSNR NRMSE SSIM pSNR NRMSE SSIM pSNR NRMSE SSIM pSNR NRMSE
1. 0.908 30.57 0.1463 0.924 30.51 0.1473 0.911 27.82 0.1946 0.894 26.09 0.2375
2. 0.906 29.19 0.1715 0.921 29.54 0.1647 0.906 26.58 0.2246 0.897 26.23 0.2340
3. 0.902 28.89 0.1774 0.917 29.05 0.1741 0.904 27.17 0.2099 0.893 26.25 0.2333
4. 0.894 28.39 0.1880 0.912 28.87 0.1778 0.900 26.29 0.2323 0.884 25.94 0.2418
5. 0.884 28.25 0.1911 0.897 28.59 0.1836 0.885 26.48 0.2272 0.753 25.52 0.2536
6. 0.927 31.55 0.1307 0.932 30.95 0.1400 0.927 26.37 0.2300 0.921 27.55 0.2008
7. 0.925 31.64 0.1293 0.928 29.87 0.1585 0.925 26.07 0.2382 0.921 27.54 0.2010
8. 0.922 31.47 0.1391 0.922 29.55 0.1645 0.922 26.27 0.2328 0.919 27.23 0.2084
9. 0.916 29.86 0.1588 0.920 29.21 0.1711 0.916 26.33 0.2311 0.911 26.67 0.2221
10. 0.911 29.79 0.1599 0.915 29.52 0.1650 0.910 25.86 0.2439 0.902 26.23 0.2338
in that step does not propagate during the image reconstruction
itself. Such artifacts are particularly visible in `1-ESPIRiT
for spiral imaging (see red arrows in Fig. 4). Phase images
based on AC-LORAKS are also corrupted by artifacts that
may be due to the gridding operation, especially for Sparkling
imaging (see red arrows in Fig. 3).
V. DISCUSSION
Non-Cartesian trajectories have been used for many differ-
ent applications and have recently met a renew of interest to
accelerate scan time. However, in the PI-CS context most of
reconstruction methods are more suited for Cartesian acquisi-
tions than for non-Cartesian ones. This is especially the case
of calibration-less techniques.
Importantly the proposed method has theoretical guarantees
of convergence and is made of fully interpretable steps which
makes it more reliable and robust to small perturbations
than recent deep learning approaches [45], [46] proposed for
medical image reconstruction [47]. Indeed, we formulated PI-
CS image reconstruction as an inverse ill-posed problem and
made use of nonuniform FFT for dealing with non-Cartesian
trajectories and OSCAR-norm penalty for regularization pur-
poses. We instantiated four different versions of OSCAR-norm
regularization with different compromises between numerical
complexity and modeling accuracy. Then, we relied on state-
of-the-art convex nonsmooth optimization tools, namely the
Condat-Vù algorithm with sound convergence properties to
compute the global minimizer of the derived cost function. The
main advantages of this algorithm is first that it can efficiently
deal with analysis-based regularization which is known to
provide better results than synthesis-based priors. Second, this
algorithm is highly flexible, as it can be used the same way for
a large range of penalizations and the parameters that control
its convergence speed are easier to tune than those involved
in ADMM (aka, split Bregman) methods [48].
The experimental validation was made on prospectively
collected ex vivo human brain data at 7 Tesla using different
acquisition setups, i.e. various sampling patterns and acceler-
ation factors. Image quality reaches a maximum for two regu-
larization schemes, namely c-OSCAR and b-OSCAR penalties
with a lower algorithmic complexity and so computational cost
for the latter. A comparison with self-calibrating (`1-ESPIRiT)
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(a) Reference (b) inverse FT (c) b-OSCAR (d) CaLM (e) `1-ESPIRiT (f) AC-LORAKS
Fig. 3. Top: Reconstructed MR images (magnitude) from 20-fold accelerated Sparkling acquisitions using different methods. (a) Cartesian reference. (b)
Reconstruction with no regularization term. (c) Reconstruction based on the subband-wise OSCAR formulation. (d) calibration-less reconstruction based on
CaLM or group-LASSO regulatization. (e) Self-calibrating `1-ESPIRiT reconstruction. (f) Auto-calibrated (AC) LORAKS reconstruction. Middle: Respective
zooms in the red square. Reconstructed MR images (phase). Bottom: Wrapped phase images extracted using the virtual coil approach.
and calibration-less (K-space based AC-LORAKS and wavelet
based CaLM) methods was conducted. Quantitative structural
similarity scores show that OSCAR-based approaches slightly
improved the overall image quality with Sparkling and spiral
trajectories compared to their competitors. On top of this
improvement, phase information was better preserved for
sparsity-based calibration-less reconstruction methods. This
demonstrates the gain in robustness OSCAR-based reconstruc-
tion achieves compared to self-calibrating or gridded k-space
based calibration-less techniques.
As for any regularized reconstruction approach, the perfor-
mances of the proposed method depend on hyper-parameters.
OSCAR penalization showed good stability over the setting
of hyper-parameters, with a larger robustness range for λ
compared to γ. In this work, both parameters have been
set by maximizing the SSIM between a ground truth image
reconstructed from a non-accelerated Cartesian acquisition and
the image solution of Problem (1). Although this approach
provided good results, it requires an additional lengthy Carte-
sian acquisition and leads to compare both different sampling
schemes and reconstruction techniques. In the future, we
will explore alternative automatic settings either based on
(generalized) cross-validation [49] across slices for instance as
a larger data set is necessary to implement this strategy, or on
statistical inference (e.g. SURE estimator [49]), which requires
the knowledge of noise statistics. The overall SSIM scores may
also be improved using redundant wavelet transforms either
considering undecimated decompositions or more sophisti-
cated transforms such as Curvelet or Shearlet transforms [41],
[50]. Although the aforementioned approaches might improve
MR image quality for each reconstruction, it could also
increase the computation time.
This work did not address the case of accelerated Cartesian
acquisition and reconstruction. In this setup, the proposed
approach can be useful as far as low acceleration factors are
considered. However when acquisition is further shortened
and the sampling kept over the Cartesian grid, the proposed
calibration-less methodology – including CaLM and CLEAR
methods – may perform worse than `1-ESPIRiT and AC-
LORAKS. In that context, a fair self-calibrating approach
would consist in solving regularized SENSE reconstruction
combined with a OSCAR-norm regularization, thus extending
the work done in [22].
The usual criticism of standard CS reconstruction methods
is that they are highly computationally demanding compared
to recent deep learning approaches. However, recently we have
shown that online CS reconstruction is feasible in the single-
channel receiver coil setup [51]. The main advantage of this
algorithm is that it allows the physician to visualize the final
reconstructed image by the end of acquisition. This is very
appealing for making the clinical exam smoother compared to
standard offline CS reconstruction techniques. The proposed
calibration-less reconstruction framework may be ideal to
extend this online technique to the parallel imaging setting
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(a) Reference (b) inverse FT (c) b-OSCAR (d) CaLM (e) `1-ESPIRiT (f) AC-LORAKS
Fig. 4. Top: Reconstructed MR images (magntiude and phase) from 20-fold accelerated spiral acquisitions using different methods. (a) Cartesian reference.
(b) Reconstruction with no regularization term. (c) Reconstruction based on the subband-wise OSCAR formulation. (d) calibration-less reconstruction based on
CaLM or group-LASSO regulatization. (e) Self-calibrating `1-ESPIRiT reconstruction. (f) Auto-calibrated (AC) LORAKS reconstruction. Middle: Respective
zooms in the red square. Bottom: Wrapped phase images extracted using the virtual coil approach. Off-resonance artifacts are shown by blue arrows on the
inverse FT solution but remain present in all regularized reconstructions.
as it can run online reconstruction over multiple channels
without any prior knowledge on the sensitivity maps. Also,
both algorithms rely on the same primal-dual algorithm, hence
this extension is quite straightforward.
The proposed method can be easily extended to 3D imaging
and used as such in isotropic high-resolution susceptibility
weighted imaging (SWI). In this context, the scan time is
long and SWI acquisitions in clinical routine will benefit from
non-Cartesian highly accelerated encoding schemes to reach
600 µm in 3 min. Noticeably, in SWI imaging, post-processing
is applied to phase information in order to reveal potential
alterations of the microvascular brain network. The fact that
our calibration-less regularized reconstruction better preserves
phase information is thus an asset for its utilization in SWI.
VI. CONCLUSIONS
In this paper, we have introduced a flexible regularized
approach for solving the calibration-less MR image recon-
struction inverse problem from highly accelerated and un-
dersampled k-space data collected over a phased array of
multiple receivers. On various prospective non-Cartesian ac-
quisition setups at 7 Tesla, we have shown that OSCAR-
norm regularization can achieve similar to better magnitude
image quality without sensitivity map knowledge and preserve
phase information more faithfully. In particular, subbandwise
OSCAR-norm penalty reaches the best compromise between
computational efficiency and image quality.
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