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0Abstract
This thesis describes the development of digital phase readout systems, so-called
phasemeters, required for performing precise length measurements in and be-
tween satellites with laser interferometry at frequencies below 1 Hz. These tech-
nologies have been studied in the scope of the planned space-borne gravitational
wave detector LISA (Laser Interferometer Space Antenna), and of future satel-
lite geodesy missions such as GRACE (Gravity Recovery and Climate Experi-
ment) Follow-On. The studies presented here were conducted between 2010 and
2013 at the Albert Einstein Institute in Hannover, Germany.
The first part of this thesis provides a comprehensive overview of the basic con-
cepts of inter-satellite interferometry. The analogue and digital parts of the
phase measurement chain are described, with a focus on the design elements
that are critical for achieving µrad/
√
Hz performance levels under the extreme
conditions of the inter-satellite link. Digital signal simulations, as well as per-
formance tests in analogue and optical set-ups with phasemeter prototypes are
presented, which were used to determine the limiting effects with realistic sig-
nals. This includes tests of a precise angular readout technique, which were
performed in the scope of GRACE Follow-On breadboarding activities. The
developments presented culminate in the design, implementation and testing of
an elegant breadboard model of the LISA phasemeter, which has been devel-
oped in the scope of an ESA (European Space Agency) technology development
activity.
The second part of this thesis describes investigations for new interferometry
techniques using state-of-the-art digital signal processing. These allow the sim-
plification of optical designs and are therefore candidates for performing the
local interferometry in future satellite missions. A real time phasemeter was
developed for deep phase modulation, a readout scheme that uses strong phase
modulations in a homodyne/heterodyne hybrid architecture to deduce the in-
terferometric phase. Additionally, a new interferometry technique called Digital
Interferometry was experimentally investigated in collaboration with the Aus-
tralian National University. This scheme allows interferometric signals to be
multiplexed through a single measurement chain, allowing fundamentally new
interferometer architectures to be constructed. A dedicated phasemeter system
and an optical set-up have been used to study its limitations and performance.
Finally, these new schemes were compared to existing technologies.




Diese Doktorarbeit befasst sich mit der Entwicklung von digitalen Phasen-
messsystemen fu¨r pra¨zise La¨ngenmessungen in und zwischen Satelliten mittels
Laser Interferometrie bei Frequenzen unter 1 Hz. Diese Technologien wurden
untersucht im Rahmen des geplanten Weltraum basierten Gravitationswellen
Detektors LISA (Laser Interferometer Space Antenna) und zuku¨nftiger Satel-
liten Geoda¨sie Missionen wie GRACE (Gravity Recovery and Climate Exper-
iment) Follow-On. Die Arbeit wurde von 2010 bis 2013 am Albert Einstein
Institut in Hannover, Deutschland angefertigt.
Der erste Teil der Arbeit gibt einen umfassenden U¨berblick u¨ber Laser Inter-
ferometrie zwischen Satelliten. Die kritischen Komponenten im analogen und
digitalen Teil der Phasenmessung werden genauer beschrieben. Dabei liegt der
Fokus auf den Elementen die kritisch sind um Rauschlevel von µrad/
√
Hz unter
den anspruchsvollen Bedingungen der Interferometrie zwischen Satelliten zu er-
reichen. Digitale, analoge und optische Tests mit Prototypen solcher Phasen-
messsysteme werden pra¨sentiert, sie wurden durchgefu¨hrt um limitierende Ef-
fekte zu identifizieren die mit realistischen Signalen auftreten. Unter anderem
wurde auch ein pra¨zises Winkelmessverfahren im Rahmen von Vorbereitungsex-
perimenten fu¨r GRACE Follow-On getestet. All diese Entwicklungen gipfelten
in dem Design, dem Bau und dem Testen eines Prototypen des Phasenmesssys-
tems fu¨r LISA, welches im Rahmen eines Technologie Entwicklungsprojekts der
Europa¨ischen Raumfahrtbeho¨rde (ESA) entwickelt wurde.
Der zweite Teil dieser Arbeit beschreibt Untersuchungen an neuen Interferome-
trie Techniken, die sich schnelle digitale Signalverarbeitung zu nutze machen.
Diese Techniken ermo¨glichen es den optischen Aufbau von Interferometern stark
zu vereinfachen und sie sind daher Kandidaten fu¨r interferometrische Messun-
gen in zuku¨nftigen Satelliten Missionen. Ein Echtzeit Auslesesystem wurde
entwickelt fu¨r eine Technik die starke Phasenmodulationen verwendet um die
optischen Phasen auszulesen. Gemeinsam mit der Australien Nation University
wurde außerdem eine neue Technik untersucht, die es erlaubt mehrere interfer-
ometrische Signal mittels einer einzigen Phasenmesskette zu detektieren, was
vo¨llig neue Interferometer Topologien ermo¨glicht. Abschließend wurden diese
neuen mit den vorhandenen Technologien verglichen.
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Laser interferometry allows ultra precise measurements of length variations over
long distances. It is therefore the tool of choice to track the relative motion of
satellites or test masses within them. Precise knowledge of these motions makes
it possible to determine the underlying forces of the system with high accu-
racy and can therefore be used to study them. This is especially useful for
measuring small effects of gravity at low frequencies, which are not accessible
with ground based devices. The development of the different components of
such laser interferometers is an on going international effort. The two main
applications for which these techniques are currently studied, are space based
gravitational wave detection and satellite geodesy. This thesis describes investi-
gations for the readout of such interferometers, that are applicable to both the
inter-satellite interferometry, as well as the local one, that is used, for example,
to measure the motion of test masses inside the satellites. Digital phase mea-
surement systems, also called phasemeters, are used to track the interferometric
phase signals in real time and with high precision. The development and testing
of such phasemeters for different interferometer techniques and applications is
the core subject of this thesis.
In the following the two applications of space based interferometers are in-
troduced in some more detail. The first one is space based gravitational wave
detection, addressed by the mission concept of the Laser Interferometer Space
Antenna (LISA). The second application is satellite based geodesy, addressed
by missions like GRACE Follow-on. The last section of this chapter presents







Figure 1.1.: Illustration of the two polarisations of gravitational waves by their
effect on free test masses. Both waves are shown over one oscillation cycle.
The induced relative length change is determined by the time dependent wave
strain h(t) [1].
1.1. Gravitational waves and the Laser
Interferometer Space Antenna
Einstein’s General Theory of Relativity [2] predicts the existence of gravitational
waves (GWs). These ripples in space-time are generated by accelerated masses
and they propagate almost freely through the universe [1]. They stretch and
compress space-time perpendicular to their propagation direction and they exist
in two polarisation states, as shown in Figure 1.1. The amplitude of the waves
h, also called strain, is a dimensionless quantity that describes the induced rel-
ative length changes. Typical values of strain are on the order of h = 10−21,
which makes a direct detection of these deformations of space-time very de-
manding. However, gravitational waves have already been detected indirectly.
Russell Hulse and Joseph H. Taylor were the first to observe a binary pulsar
system which showed the exact energy loss that was predicted by the emission
of gravitational waves [3].
A direct detection of gravitational waves would allow astronomers to deduce
detailed information about their sources, which is encoded in the amplitude,
phase and frequency of each wave. Access to these parameters makes it possible
to use GWs as new astronomical messengers, which would complement the cur-
rent observations that rely on electro-magnetic radiation and neutrinos. Since
GWs can be generated by all massive objects, including electro-magnetically
dark ones, new, unknown objects could also be revealed. The prospect of such
a gravitational wave astronomy has led to the development of various detector
types, each one sensitive for a different range of frequencies and therefore poten-
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Figure 1.2.: The left picture shows the measurement scheme of eLISA. Laser
Interferometry is used to determine the length changes in the arms between
free floating test masses, separated by several million kilometres [9]. The right
side shows the unit less characteristic strain amplitudes for eLISA source
in comparison to its sensitivity. Some potential sources for eLISA are al-
ready well known from electro-magnetic observations, the so-called verifica-
tion binaries.
tial sources. Besides space-based detection, which is described in the following
paragraph, two detector classes are most relevant. The first are large ground-
based laser interferometers, which aim to detect GWs in the audio frequency
band (10 Hz to 10 kHz) [4]. Several of these detectors exist all around the globe
and some of them are currently updated to reach higher sensitivities that will
potentially allow the first direct detection [5, 6, 7]. The second promising de-
tector class are pulsar-timing arrays [8], they track electro-magnetic radiation
from known pulsars to deduce gravitational waves present at ultra low frequen-
cies (≈ 10−8–10−9 Hz).
Gravitational wave detection with space based instruments makes it possible
to measure signals in a frequency range of 0.1 mHz to 1 Hz. A variety of GWs
from interesting sources are expected in this band, including galactic binary
systems, massive black hole binaries and extreme mass-ratio in-spirals [9]. The
basic working principle of such detectors is to measure the relative motion of free
floating test masses, hosted inside satellites, that have a separation of several
million kilometres. Gravitational waves will induce length changes in these
baselines that are read out via laser interferometry. A measurement noise floor
of pm/
√
Hz makes it possible to determine the relative arm length changes, and
therefore the effective gravitational wave strain, with levels of 10−21/
√
Hz. The
existing detector designs utilise at least two such interferometer arms. This is
in order to be able to reduce the influence of laser frequency noise, which would
otherwise spoil the achievable performance. Different variants of this type of
mission have been studied. A design for a joint mission between the European
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Space Agency (ESA) and the National Aeronautics and Space Administration
(NASA) was pursued until 2011 [10]. This specific concept is often referred to as
the original LISA. In 2011 a re-scoped mission design was developed, called the
New Gravitational wave Observatory (NGO) [11] or evolved LISA (eLISA). In
2013 the European Space Agency chose the science theme ”The Gravitational
Universe” for its third large mission in the Cosmic Vision program, which is
aimed to be launched in 2034 (see Figure 1.2). This science case is based on the
sensitivities achieved with the eLISA design, which makes it the likely candidate
for the corresponding mission.
A technology-demonstrator mission for LISA, called LISA Pathfinder, will be
launched in 2015. It will test some of the key technologies required for LISA,
including drag-free control of free floating test masses and laser interferometric
position readout with pm/
√
Hz precision [12, 13].
The developments for inter-satellite interferometry presented in this thesis
were mainly focused on the original LISA design. They can, however, also
be applied for eLISA or future, even further evolved, variants of the mission.
Amongst other things, this thesis includes the results of a technology develop-
ment activity of the LISA metrology system, funded by the European Space
Agency. The new techniques investigated in this thesis for local interferometry
could also be utilised in future designs of eLISA or similar missions.
1.2. Satellite geodesy and GRACE Follow-On
The Earth’s gravity field is influenced by multiple effects, including tides, cli-
mate, earth quakes, water reservoirs and more. The field is often displayed as a
geoid, an equipotential surface map of the Earth (an example is shown in Fig-
ure 1.3). A measurement of the geoid, and its variation over time, can be used
to deduce the underlying mass distribution and its variations, which are often
inaccessible otherwise. This information can be applied in earth sciences like
geophysics, geology, physical geography and hydrology. One way to determine
the gravity field is by probing the forces acting on satellites or test masses or-
biting the planet. This principle is called satellite geodesy [14], and the relevant
method to measure these forces is to track the relative motion between two or
more masses in ”free flight” around the earth that are ideally only influenced
by gravity. This concept has already been utilised in different missions: The
Gravity Recovery and Climate Experiment (GRACE) monitored the relative
motion of two satellites, acting as test masses, with a microwave ranging in-
strument [15]. The Gravity Field and Steady-State Ocean Circulation Explorer
(GOCE) utilised several test masses located within a single satellite [16, 17].
Their motion was read out in three dimensions via capacitive sensors.
The large success of these missions has led to an international effort to de-
velop technologies that will allow such gravity measurements to be continued
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Figure 1.3.: The left picture shows an artists impression of the two GRACE
satellites orbiting Earth. The right side shows the first geoid calculated from
GRACE data. (source: http://science.nasa.gov/missions/grace/)
with even higher precision [18, 19, 20]. To achieve this the sensitivity of the
utilised instruments, as well as the data processing and modelling of the gravity
fields has to be improved. The aspect that is relevant for this thesis is the im-
provement of the motion sensing with the use of precision laser interferometry.
Designs of future missions might utilise inter-satellite laser interferometry and
local interferometry for test mass readout, or both of these technologies.
A fast continuation of the GRACE mission called GRACE Follow-On (GFO)
is currently under development. The main goal of GFO is to continue the mea-
surements of the geoid time variations with unchanged overall sensitivity. In
addition to the original microwave instrument, GFO will include a new inter-
satellite ranging system, the Laser Ranging Interferometer (LRI), which will be
used to demonstrate the feasibility and performance of this technology for future
missions. This instrument will potentially be the first working implementation
of an inter-satellite laser interferometer. Phase readout systems utilised in inter-
ferometer breadboarding activities for GFO, conducted at the Albert Einstein
Institute, were developed as part of this thesis.
1.3. Thesis structure
The first part of this thesis focuses on the readout of inter-satellite interferome-
ters. The second part discusses investigations of new and alternative techniques
that can be utilised in future missions to perform the local interferometry, like
the readout of test mass positions.
Part I begins with the introduction of inter-satellite laser interferometry and
its basic concepts in Chapter 2. This also includes an overview of the specific
implementations for LISA and GRACE Follow-On, as well as an introduction
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to the phase readout principle. The details of the phase measurement chain
are described in the next two chapters. Chapter 3 focuses on the analogue
components. Chapter 4 discusses the digital signal processing algorithms. Prin-
ciple methods of testing phase readout systems are discussed in Chapter 5.
The results of simulations to investigate the performance limits of the phase
readout digital signal processing algorithms are presented in Chapter 6. The
implementation of a phasemeter system for laboratory experiment for GRACE
Follow-On and some results from optical experiments are shown in Chapter 7.
A number of smaller experimental investigations was carried out to prepare the
development of a phasemeter for LISA. These are summarised in Chapter 8,
which also introduces some implementation details as well as first results of
advanced phase measurement test set-ups using analogue and optical signals.
Chapter 9 describes the elegant breadboard model of the LISA phasemeter that
was developed as part of an ESA technology development activity. The system
is presented with a focus on critical elements together with the achieved test
results. Part I concludes with an outlook on future tests and aspects that still
have to be investigated to validate and prepare the phase measurement systems
for the actual missions in Chapter 10.
Part II first describes an interferometer scheme using strong phase modu-
lations in Chapter 11. A real-time readout system was developed for this
technique, which is a potential alternative to the heterodyne systems used
in LISA and LISA Pathfinder. A new type of interferometry, that uses digi-
tally generated phase modulations to multiplex interferometric signals, was also
investigated. Chapter 12 gives an overview about this multiplexing scheme,
which makes it possible to construct fundamentally simpler interferometers,
and presents results from an optical experiment. A comparison between these
new interferometer schemes and classic heterodyne techniques is drawn in Chap-
ter 13, with the readout of a test mass in two directions as an example case for
demonstrating the advantages of multiplexed interferometry.










This chapter introduces the fundamentals of distance measurements between
satellites using laser interferometry. This thesis focuses on the architecture that
was initially developed for LISA and parts of which have later been adopted for
GRACE Follow-On (GFO). Other conceptual designs are also currently studied
[21, 22], but they are not discussed here. In general the architecture presented
here has been studied for missions with large satellite distances (> 100 km),
large relative speeds (> 10 m/s) and a measurement band below 1 Hz.
First, a description of the optical signals is given, introducing concepts and
vocabulary that is used in this thesis and the referenced literature. This is fol-
lowed by the basic concept of a heterodyne Mach-Zehnder interferometer that
is, for example, used in laboratory experiments. This allows an easy access to
the topic and it sets the stage for the comparison with other interferometry
techniques investigated in the second part of this thesis. The readout princi-
ple of such an interferometer (IFO) is described in the third section and it is
relevant throughout the full first part of the thesis. Inter-satellite interferome-
try is then finally introduced in the fourth section and the required techniques
are described together with the most relevant noise sources. The laser rang-
ing instrument developed for GRACE Follow-On is then presented as the first
example of a specific implementations. Finally, the LISA interferometry, the
central application aimed at in this thesis, is described and additionally utilised
techniques are introduced that are necessary for the complex LISA metrology
concept.
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2.1. Optical signals
There are two main reasons for utilising laser beams for interferometric distance
measurements. First, their small wavelength contributes a huge amplification
factor of distance variations into respective phase changes that allows length
fluctuations to be measured with high precision. Second, the high achievable
stabilities of laser beams and sources make them also the best available rulers
for distance variation measurements.
In the following the properties of laser beams are summarised. For achieving
the measurement precision desired for gravitational wave detection, either in
space or on ground, all of these parameters have to be taken into account
• Wavelength: Monochromatic laser light at a wavelength λ = 1064 nm is
assumed in this thesis and is the current baseline for GFO and LISA. This
is due to the fact that the laser sources at this wavelength (especially non-
planar ring oscillator (NPRO) lasers [23, 24]) offer high stabilities and
sufficient optical power with an overall acceptable power consumption.
Equally suitable sources with different wavelengths are currently under
research and might become an option in future studies. For 1064 nm a
measured phase ϕ can be converted into a distance variation l with l =
ϕ
2pi1064 nm.
• Frequency and phase: Corresponding to the wavelength a laser beam at
1064 nm has a carrier frequency of f = c/λ ≈ 282 THz. Even though the
light is considered monochromatic, the frequency and the corresponding
angular frequency ωx of any real laser beam are not constant. Their
variations are what is often denoted as laser frequency noise or laser line
width. Therefore each beam also carries a phase ϕx(t) that depends on
its frequency noise and its propagation. Frequency and phase can both be

















• Propagation direction: Each beam has a propagation direction defined in
three dimensions. The beam direction and its wavelength are also encoded
in the wave vector ~k(x, y, z).
• Beam parameters: Gaussian optics is the fundamental theory used to
describe laser beams in interferometers. In addition to its direction each
beam has a waist size w0 and waist position z0 along its propagation.
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• Transverse modes: Two types of transverse beam shapes are most relevant
for inter-satellite interferometry and this thesis, fundamental Gaussian
modes and flat top beams. For laboratory experiments and beams on
a local spacecraft purely Gaussian modes are assumed, delivered either
by a laser source or an optical fibre. Flat top beams are assumed for
light being received from a distant satellite. The aperture at a receiving
spacecraft (SC) will cut out a small part of the almost flat wave front
that was generated by the divergence due to the long beam propagation.
The most relevant property of flat top beams for this thesis is, that their
interference with a local Gaussian beam is not ideal and will reduce the
effective interference contrast.
• Optical power: Each laser beam has an oscillating electro-magnetic field
with an amplitude Ex and a corresponding optical power Px ∝ |Ex|2.
Photo diodes are too slow to detect 100s of THz and only sense 〈|Ex|2〉
averaged over many periods.
• Polarisation: The direction of the oscillation of the electric field of the
beam is defined as its polarisation. It is always perpendicular to the
propagation direction and only components of the same polarisation can
interfere with each other.
The above description of the geometrical and optical aspects of inter-satellite
interferometry are very brief. Their full complexity and influence on mission
design is a topic of elaborate research [25, 26, 27, 28, 29, 30] with an influence
at least as relevant as the readout aspects focused on in this thesis. The apparent
separation into two topics is done here purely for simplification and readability,
it is not representative of the full analysis and planning required for a precision
interferometer.
2.2. Heterodyne Mach-Zehnder interferometry
One of the fundamental types of interferometers is a Mach-Zehnder IFO. A basic
set-up using a heterodyne scheme is depicted in Figure 2.1. Two laser beams
with frequencies ω1 and ω2 are split into two interferometers. The laser frequen-
cies can either be generated by using two lasers (like shown in Figure 2.1) or, for
example, by using acousto-optic-modulators, as done in LISA Pathfinder [31].
The two beams are once interfered directly, to generate a reference phase ϕr,
and they are interfered a second time, after one beam has propagated through
a system under test, where it collected a measurement phase ϕm, that typically
encodes the path length variations to be measured.
For our purposes we simplify the full description of a propagating electro-
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Figure 2.1.: Sketch of a general heterodyne Mach-Zehnder interferometer for
measuring length changes in a system under test. The set-up requires two in-
terferometers, one for the actual measurement (ϕm) and one for the reference
measurement (ϕr). The shown example uses two lasers and two phaseme-
ters for the phase readout. In principle only a single IFO could be used, but
in practice the phase stability of the light entering the IFO is not sufficient
and therefore a local reference is required. For achieving high sensitivities,
all beam paths, after the splitting into the two interferometers, have to be
sufficiently stable and noise free.
magnetic wave for beam ~E1 to
~E1(x, y, z, t) = E1 e
i(ϕ1(t)) ~g1(x, y, z). (2.3)
This description includes the strength of the electric field E1, an oscillating term
that includes the phase and a geometrical term ~g1, a normalised electric field
vector that contains the geometrical and optical properties of the beam. This
term is complex, since it also contains phase information that becomes relevant
later on.
The conversion of the phase difference between two beams into an electronic
signal is now done in a two step process, explained by the example of the refer-
ence interferometer. First, the beams are combined using a beam splitter, which
splits each beams power depending on the power reflectivity r and introduces
a 90◦ phase shift for the transmitted beam [4]. The field at one output of the
beam splitter can then be written as
~Er(x, y, z, t) = i
√
t ~E1(x, y, z, t) +
√
r ~E2(x, y, z, t) (2.4)
Now, in the second step, the signal is detected by a large single element photo
diode (PD), which converts the intensity of the electric fields into a photo cur-
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rent. The intensity for square-law detection and for a power reflectivity of
r = 0.5 is given as















Here c is the speed of light, ε0 is the vacuum permittivity and n the refractive
index of the propagation medium. The photo diode integrates this intensity










+ g1,2E1E2 cos(ϕ1 − ϕ2 + ϕg1,2)
)
(2.6)
Here the integrated geometrical factors contributed to the amplitude of the
interference pattern (g1,2) as well as to the phase difference (ϕg1,2). They do
however not contribute to the non-phase dependent terms, which is valid as
long as the active area of the PD is large compared to the beam size. The
geometrical contributions to the phase are neglected in the following. Finally
we can compute the generated photo current of the reference interferometer and










Here the electric fields were replaced with the respective beam power impending
on the interference beam splitter. The geometry influence was rewritten as het-
erodyne efficiency ηe and the current was computed by multiplying the received
power with the photo diode responsitivity RPD, which describes the efficiency
of the diode to convert photons into electrons ([RPD] = A/W ). The detected
phase difference is now denoted as the reference phase ϕr = ϕ1 − ϕ2.
For everyday use this formula is often simplified by denoting the constant
photo current on the photo diode iDC and the contrast c, which determined the
amount of signal that is influenced by fluctuations of the signal phase. Together
this leads to a photo current
ir(t) = i
DC





The notation also introduces the convention to split the signal into two parts,
one unmodulated by phase changes (iDC), the DC signal and one modulated
(iAC), the AC signal or interferometric beat note. For the interferometers de-
scribed in this thesis the AC signals are at frequencies in the MHz range, allow-
ing a clear distinction between AC and DC parts. Though the reader should be
reminded, that this partition is arbitrary. For different interferometer configu-
rations, namely homodyne schemes, the above distinction between AC and DC
signals is not suitable.
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The photo current is now converted into a voltage by the use of a trans-
impedance amplifier (TIA). Further amplification, which is often separated for
DC and AC signals, might also be necessary. In general we can include this into
our computation by assuming a single complex impedance Z, that defines an
amplitude and phase response
vr(t) = L−1(Z(s) · ir(s)) (2.9)
For now we assume a constant real impedance Z = Z0. Later on we will further
investigate the properties of the impedance by using its Laplace transform Z(s),
allowing us to describe its amplitude and, more importantly, phase dependency
of the beat note frequency.
The phase information, our signal of interest, is decoded in the AC signals
coming from the photo diode. The extraction of the phase term from 2.9 is
described in the next section. With no loss of generality we can define the
reference phase to depend only on the two laser frequencies. While we assume
ω1 to be perfectly stable, we define ω2 as time-dependent.
ϕr(t) = [ω1 − ω2(t)] t = ω0(t)t. (2.10)
By doing this and otherwise assuming the same interference condition at the
measurement interferometer its detected phase can be written as
ϕm(t) = [ω1 − ω2(t+ τs)] t− ϕs(t) = ω0(t)t− ϕs(t). (2.11)
Both phase signals contain a constant phase ramp at the frequency difference ω0,
which gives rise to the oscillation of the optical signals. The phase generated in
the system under test can now be determined by computing the phase difference
ϕd(t) between both signals,
ϕd(t) = ϕr(t)− ϕm(t) = ϕs(t) + [ω2(t+ τs)− ω2(t)] t. (2.12)
If one assumes a constant ω2(t) (basically no laser frequency noise or initial
phase noise on the laser), the determined phase ϕd equals the phase signal ϕs
and that allows the phase changes in the system under test to be tracked.
The case for heterodyne interferometer
Heterodyne schemes are used in inter-satellite interferometry, and in general,
because they allow interferometers to measure very large phase signals with
ϕ  2pi. Interferometer schemes using homodyne detection, like ground based
gravitational wave detectors [32], can achieve much lower noise levels, using
strong light beams and large, quiet mirrors, but they can only operate in a
range much smaller than a single fringe (ϕ 2pi).
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Figure 2.2.: Phasor diagram for signal 2.13. The signal can be projected onto
the real and imaginary axis and thereby the phase and amplitude can be
deduced. The phasor is always shown in the frame of the beat note frequency
ω.
2.3. Readout principle of heterodyne interferometers
The phase of the beat note generated by the TIA can be extracted by digitising
it and then using an in-phase, quadrature-phase (IQ) demodulation technique.
At this point we discard the digitisation for simplicity and describe the process
with a generalised input signal with constant frequency ω,
v(t) = v0 cos [ϕ(t) + ωt]. (2.13)
Since the input signal is defined by an amplitude v0 and a phase ϕ, one can
picture it as a complex number or vector ~v in a coordinate system rotating at
the signal frequency, as shown in Figure 2.2. If we now project ~v onto the real
and imaginary axis we can determine the in-phase component Iω(~v) and the
quadrature component Qω(~v),
Iω(v(t)) =v0 cos [ϕ(t)],
Qω(v(t)) =v0 sin [ϕ(t)].
(2.14)












The projection of the vector onto the real and imaginary axis is done by mul-
tiplying with a sine and a cosine oscillating at ω and by a subsequent filtering
of terms at 2ω, as shown on the left side of Figure 2.3. Depending on the dy-
namics of the input signals this readout scheme is already sufficient and it is,
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Figure 2.3.: The left side shows the IQ demodulation principle used for the
readout of heterodyne interferometers with fixed signal frequencies like LISA
Pathfinder. Sine and cosine generated from a local oscillator (LO) are mixed
with the incoming signal and the product is then filtered to exclude the second
harmonic terms. The right side shows the extension to a full phase-locked
loop, in which the quadrature signal is amplified in a servo controller and a
resulting actuator signal is fed into the local oscillator. The current frequency
of the LO in a digital implementation is stored in the phase increment register
(PIR) and its current phase in the phase accumulator (PA) [36].
for example, used in LISA Pathfinder [33] and other experiments [34]. For in-
put signals with a large dynamic range, like the distance measurement between
moving satellites, this readout style is not sufficient. The demodulation and
signal frequency will deviate from each other and therefore introduce a phase
error for marginal detuning [35] and a complete signal loss for large detuning.
The IQ demodulation is therefore extended to a phase-locked loop (PLL), a
feedback loop that controls the demodulation frequency and phase to track the
incoming signal [37]. An overview of such a PLL is shown on the right side of
Figure 2.3. The feedback loop actuates the local oscillator frequency to keep the
quadrature signal small, which minimises the phase difference between the signal
and the LO (ϕ 1). Therefore the phase information is transferred from Qω to
the actuator signal, which in this case is the phase of the local oscillator. While
the PLL is locked Iω also yields a value directly proportional to the input signal
amplitude, as can be seen from Equation 2.14. A detailed model of the PLL is
given in Chapter 4. The device implementing the beat note digitisation and the
phase readout algorithm is called a phase measurement system or phasemeter.
2.4. Inter-satellite interferometry
For implementing an interferometric distance measurement between satellites a
master-transponder scheme [38, 20] is the current baseline architecture for LISA














Figure 2.4.: Sketch of the LISA-arm interferometry concept. The shown opti-
cal layout is simplified (LISA, for example, uses a single optical axes for beam
transmission and receiving). The critical parameters are the satellite dis-
tance (here as light travel time τd) and the relative satellite speeds vd, which
determines the Doppler shifts. The laser in the master satellite is usually
pre-stabilised (not shown).
LISA it also sometime referred to as LISA arm interferometry [10].
The interferometric link between two satellites is established by using two light
sources, one on each spacecraft as shown in Figure 2.4. This allows operating
the link even for large distances, which cause a strong reduction of the received
power due to beam divergence. Using only a single light source, together, with a
passive reflection is not feasible, since the received laser power after a full round
trip would be to small to establish a continuous link and to achieve the desired
sensitivities.
One of the two laser sources acts as a master, while the other source on
the distant spacecraft acts as a transponder. This is done by implementing a
phase lock between the received light and the transponder laser with a frequency
offset foff that allows all signal frequencies to be kept within the measurement
band. For both LISA and GFO the interferometric beat note frequencies are in a
range between 2 MHz and 25 MHz, depending on their precise orbits. This range
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The detection band must accommodate for these frequency changes and a fre-
quency plan must guarantee that the beat notes are always within a suitable
range. While the frequency at the transponder is, for example, locked to a fixed
value the beat note on the master spacecraft will be at a frequency given as two
times the induced Doppler-shift plus the offset-lock frequency. Even though the
detection treats all frequencies positive, the sign of each beat note needs to be
known to later on compute the correct phases. The measured Doppler-shifts
contain the desired information of the relative spacecraft movement, therefore
this technique is also referred to as Doppler-ranging.
2.4.1. Laser frequency lock
The performance of the offset frequency phase lock is in general uncritical for
the overall noise floor. Its residual phase error is also tracked and can therefore
be used to correct the signal in post processing. The offset lock is usually
implemented by the phasemeter. The measured beat note frequency signal is
compared to a set-point and then fed via an additional controller back to the
frequency actuators of the laser source [40, 41], as indicated in Figure 2.4. The
open loop gain of this feedback control is denoted as G(s). More details on the
implementation of such a system are given in Chapter 9.
2.4.2. Laser frequency Noise
As already shown in Section 2.2, the instability of the laser frequencies directly
couples into measurements with unequal light travel times. Using transfer func-
tions one can deduce the effective, frequency dependent, coupling of frequency
noise into the measurement for the master transponder scheme. The master
usually has a pre-stabilised laser with a frequency noise term f˜stab, while the
transponder has a free running laser with initial noise f˜free. The effective fre-
quency noise measured at the transponder consists of the noise from the master,
delayed by the light travel time τd, and the noise of the transponder. Both of






The effective noise at the master therefore consists of three terms, the initial











If one assumes an offset frequency lock with a high gain in the measurement band
(at low frequencies) the equations can be approximated. f˜t becomes negligibly
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small, while f˜m simplifies to
f˜m = f˜stab
(
e−2sτd − 1) . (2.19)
This shows that the effective frequency noise coupled into the measurement
is completely dominated by the stability of the master laser and the distance
between the satellites. If the light travel time is short in comparison to the mea-
surement band frequencies Equation 2.19 can be further approximated. Con-
sidering that a frequency noise spectrum f˜(s) can be converted into a phase
noise spectrum by integration (ϕ˜(s) = f˜(s)f ) and that the phase is directly pro-
portional to length l˜ one can deduce the effective length measurement noise l˜.
The phase measured here corresponds to two times the satellite distance, since



















This is a typical formula for the coupling of laser frequency noise, it is applicable
for laboratory experiments and even for GFO. One should note that the coupling
of frequency noise due to delay of 2τd reduces to the simpler coupling for the
final length measurement, since the length is measured twice. Only for LISA
the light travel time is so large that the above approximations are not suitable
any more to deduce the frequency noise inside the measurement band (up to
1 Hz), since the light travel times are larger than 1 s.
As will be shown in Chapter 3 and Chapter 4 the design of the readout
system depends not only on the noise inside the measurement band but on the
whole spectrum. Therefore the original Equation 2.18 and Equation 2.17 have
to be evaluated using an expected frequency noise spectrum. Figure 2.5 shows
the free running frequency noise assumed in this thesis f˜free in comparison to
measurements of available lasers.
The strong influence of laser frequency noise on the achievable performance
requires the master laser to be sufficiently pre-stabilised, both in LISA and GFO.
For the design and tests in this thesis an effective frequency noise at the master
f˜m was chosen as shown in Figure 2.5. It is comparable to real laser sources
at high frequencies and it has a very high frequency noise at low frequencies
in comparison to proposed stabilisation requirements for LISA and GFO. This
conservative shape was chosen to ensure that all later described experiments are
compatible with a large variety of laser sources.
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Figure 2.5.: The plot shows the free running frequency noise measured with
an Innolight Mephisto 500 laser [24] used in laboratory experiments in com-
parison to the engineering model of the LISA pathfinder laser from Tesat [42].
Based on these two a free running noise was defined for the test in this thesis.
The high frequency behaviour of both measurements is dominated by read-
out effects and the assumed free running noise curve was based on separate
measurements at high frequencies done by Kullmann [43]. The effective laser
noise measured on the master satellite and used for performance simulations
is also shown in comparison to two considered levels of pre-stabilisation.
2.4.3. Shot noise and signal to noise density
A signal beam received from a distant spacecraft with a power of Ps is in general
interfered with a local oscillator beam with a power of PLO. Both powers are
measured in front of the beam splitter, which we here assume to split 50/50. As
described earlier the received power is much smaller than the local oscillator,









=iDC + iACs · cos [ϕr(t)].
(2.21)
The DC current is fully dominated by the local oscillator, since the received sig-
nal power is negligible in comparison (e.g. 100 pW vs. a few mW). Due to the
quantum nature of light the photons of the LO have a statistical distribution,
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causing a random signal called shot noise [4]. This noise has a normal distri-
bution and a white spectrum, i.e power equally distributed over all frequencies.









where qe is the elementary charge (qe ≈ 1.602× 10−19 C). The presence of i˜(f)
introduces a fundamental limit to the phase measurement performance given by
the ratio between the noise and the signal amplitude times
√
2. This additional
factor can be understood to be caused by the folding of white noise from positive
and negative frequencies, adding two uncorrelated noises, during the mixing
















2 can also be accounted for by using the root-mean-square (RMS)




2). The phase measurement noise
limit can also be described by the inverse ratio, which is equal to the carrier-to-
noise density C/N0 for shot noise with units of dBHz.


















Even though the power of the local oscillator defines the absolute level of shot
noise, its ratio to the signal, and therefore the phase noise performance is only
limited by the received signal power [44]. One should note that this is only true
in the low-power case, where one beam is much weaker than the other.
In addition to shot noise two other additive noise sources are important,
laser amplitude noise (described in the following section) and electronic noise
(see Chapter 3). For all these in principle the same coupling mechanism into
the phase measurement applies, they are undistinguishable for the phasemeter
system. Therefore it is often useful to add these noises and to thereby define
a single carrier-to-noise density to describe the input signal. LISA is designed
so that its C/N0 is limited by shot noise, making it the dominating effect by
design.
2.4.4. Laser amplitude noise
So far the optical power of each beam was assumed to be constant. Real laser
sources produce a non negligible amount of technical amplitude noise in addition
to shot noise. That noise is often characterised as relative intensity noise (RIN),
a spectral density of the power fluctuations normalised to the average power
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[45]. The coupling of this amplitude noise into the phase measurement can be









=iDC + i˜ RIN + iACs · cos [ϕr(t)].
(2.25)
The additional current noise i˜ RIN can now also limit the carrier-to-noise density
of the signal. In contrast to shot noise the induced phase noise increases with
the average power of the local oscillator PLO, since the amplitude noise scales
linearly, while the signal only scales with the square root. Amplitude noise
of available laser sources also has a large frequency dependency and it usually
increases at lower frequencies. To allow for a shot noise limited measurement
the RIN of the LO therefore has to be characterised to determine a lower limit
for the beat note frequency, and the LO power has to be adjusted to reduce its
overall influence.
Equation 2.25 did not include the power fluctuations that modulate the signal
amplitude. This was done because their coupling into phase is much weaker
and not relevant here. The part of the noise that is mixed during the phase
detection to MHz frequencies does not directly affect the measurement, since it
is shifted to frequencies far away from the beat note. Fluctuations of the signal
amplitude at low frequencies only influence the phase measurement indirectly
and their effect is small [43].
Another major difference to shot noise is that RIN is correlated for all channels
using the same LO, this means it is, for example, the same on all segments on
a quadrant photo diode or on both outputs of an interference beam splitter.
This can be used to implement a technique called balanced detection. Here
the signals from both interference beam splitter ports are subtracted from each
other. Thereby the signal amplitude doubles (due to the opposite sign), the RIN
almost fully cancels, and the shot noise increases, but only by
√
2, effectively
increasing the shot noise limited C/N0 by the same amount. This technique has
not yet been investigated for reducing RIN in MHz heterodyne interferometry,
however, it has already been used to reduce stray light effects in pre-experiments
investigating the back-link fibre for LISA [47, 48].
2.4.5. Differential wavefront sensing
In addition to measuring the distance between satellites, the interferometer
can also measure the pointing towards each other, or to be more precise, the
pointing between the interfered beams. This measurement principle is called
differential wavefront sensing (DWS) [49, 50, 51] and is applied in many other















Figure 2.6.: Differential wavefront sensing on a quadrant photo diode. Each
segment generates a DC and an AC current. The AC signal amplitude and
phase depend on the optical power, the beam overlap, the beam alignment,
the beam parameters and the position of the PD along the beam axis. The
left side shows a a case where two beams are only tilted in one direction
of the QPD, generating a phase difference between the segments at the top
(A,B) and at the bottom (C,D). The right side shows an example of the
photo currents in a more realistic interferometer, with different phases and
amplitudes on all four segments (the effects are exaggerated).
LISA pathfinder [25]. To utilise DWS for both angles (tip and tilt) a photo
receiver with at least four separate segments is necessary. As shown in Figure
2.6 each segment receives different phase front alignments if the two interfering
beams are tilted relative to each other. By using a photo diode with four
segments, a quadrant photo diode (QPD), the two alignment angles can be
fully resolved.
To predict the real DWS signal an analysis of the two interfering beam shapes
and the photo diode geometry is necessary. In general the detectable phase
difference in one dimension depends on the relative beam angle α, the laser





For the case of two flat top beams with a radius r and small tilts one can





The small laser wavelength amplifies the physical tilt angle, allowing it to be
measured with very high precision. Using a QPD the signal above can be
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The original length signal, as measured on a single element diode, is recovered
by summing the phase of the four quadrants. One should note that for most
set-ups not only the phase depends on the beam tilts but also the individual
signal amplitudes on the quadrants, as sketched on the right side of Figure
2.6. Depending on the tilting range and the beam shapes it might therefore in
some cases be more useful to add the phases weighted by their corresponding
amplitudes [25, 52, 53].
The use of DWS increases the number of readout channels, requiring four
phasemeter inputs for each QPD. In contrast to the length measurements the
phase between the segments needs to be measured absolutely, i.e. without un-
known constant offsets, which has to be addressed by the readout system (see
Section 4.3.2). Laser frequency noise and Doppler-shifts do not couple into the
DWS measurement, since they are common mode between all segments. Shot
noise on the other hand does limit the maximum DWS performance. DWS is
not sensitive to roll, rotation around the beam axis, as long as the beams are
circular and therefore rotation invariant, and not circularly polarised.
2.4.6. Laser link acquisition
Before an inter-satellite interferometer can start to operate, it first needs to
establish the laser link. This requires the pointing between the beams to allow
for a minimum contrast. Also the difference between the laser frequencies of
the master and transponder, including the Doppler-shifts, need to be within the
observable beat note range.
If such a state is achieved the phasemeter can lock its PLLs to this frequency
and all other subsequent control loops can be closed. The full acquisition proce-
dure for a mission is a complex problem and not discussed here [54]. Assuming a
suitable beat note is present the phasemeter itself can acquire lock by detecting
the signals with a Fourier transform and initialising its PLLs accordingly.
2.5. Laser Ranging Interferometer for GRACE
Follow-On
Using the basic elements of inter-satellite interferometry, the architecture of
the Laser Ranging Instrument (LRI) for GRACE Follow-On is outlined here.
Figure 2.7 shows a sketch of the LRI. Since the GFO satellites are essentially a
copy of the original GRACE design, the line of sight between the two centres of
mass is blocked by the K-band ranging instrument. The LRI therefore utilises
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Figure 2.7.: Layout of the laser ranging interferometer for GRACE Follow-On
from [39]. The LRI consists of two virtual corner cubes, two optical benches
(OB) two lasers (both of which can be stabilised to a reference cavity, not
shown) and two phasemeters (not shown). Two steering mirrors are used to
correct for satellite pointing in an active control loop.
triple-mirror assemblies (TMAs) to redirect the laser beams in a racetrack like
configuration. The TMA consist of three mutually perpendicular mirrors and
acts as a retro reflector, which, to first order, has no coupling of rotations around
its virtual mirror intersection point into the optical path length of the reflected
beams. By placing this intersection point into the centre of mass of each satellite
the LRI is able to measure only the desired distance variations. In contrast to
the earlier described scheme, the LRI uses only a single beam splitter, one on
each spacecraft, for the signal interference and the transmission of the local laser
beam to the remote satellite.
Laser frequency noise is one of the limiting noise sources of the LRI, which
only consists of a single arm. Therefore a laser pre-stabilisation system is in-
cluded that reduces the frequency noise below 30 Hz/
√
Hz [55, 56]. Both lasers
can either be stabilised or locked to the incoming light, allowing the master
and the transponder operation to be switch and thereby increasing the system
redundancy.
The relative pointing stability expected between the two satellites in GFO
is not sufficient to sustain interferometric contrast. Hence an active pointing
correction is implemented by steering a mirror in such a way, that the DWS
signal, proportional to the pointing between the local and the remote beam,
stays sufficiently small. This is done by implementing a feedback control loop,
which is explained in detail in Chapter 7. Any length variations induced by
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Figure 2.8.: The left side shows a layout of an optical bench design for LISA
[57]. Shown are the received beam (green), the local beam (red) and the
reference beam (blue). The right side shows a design for the optical assembly
of NGO/eLISA [11]. Each consists of a telescope structure, an optical bench
and a gravitational reference sensor (GRS) that contains the test mass.
the steering mirror or the fibres transmitting the light to the optical bench
do not couple into the length measurement, since they are not part of the
racetrack. An imaging system consisting of two lenses resizes the beams to
fit fully into the photo diode radius and to remove beam walk on the photo
diode. They thereby also influence the geometric coupling factor for the DWS.
A more detailed description of the full interferometry concept is available from
B. Sheard et al. [39]
2.6. LISA interferometry
For space based gravitational wave detection an interferometric distance mea-
surement between free floating test masses over a long baseline is necessary.
For LISA this is realised by dividing the distance measurement of one arm in
three parts, one from each test mass to an optical bench on each satellite and
one between the satellites. The latter interferometer connects the two optical
benches and uses a telescope to increase the effectively received light power (see
the right side of Figure 2.8).
On the optical bench (shown on the left side of Figure 2.8) all interferometers
are connected and the optical signals are converted into electronic ones which
are then read out via the phasemeter. Each bench has three beams at different
frequencies, a local one, one form the remote spacecraft and a reference beam.
The local and the reference beam are necessary to perform the local interferom-
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etry and they need to be stabilised to each other. The different interferometers
are listed in the following:
• Science IFO: Beat between the local and the remote laser. Measures the
distance variation and pointing to the other satellite and thus contains
the gravitational wave signal. It operates with low received power levels,
variable beam pointing, and a high amount of initial laser frequency noise.
It also needs to accommodate the auxiliary functions listed later and is,
therefore, the most difficult benchmark.
• Test mass IFO: Beat between the local and the reference laser. Measures
the movement and attitude of the test mass relative to the OB. Uses
convenient power levels and measures almost no laser frequency noise.
• Reference IFO: Measures the relative noise between the local laser and the
reference, supplied either from the other OB on the same SC or from a
separate laser. In a SC connected to two interferometer arms the reference
laser is usually locked to the local one to allow the common mode rejection
of laser frequency noise. It does not need to measure any DWS signals.
• Auxilliary IFOs: The original LISA design also included interferometers
to measure the influence of a point-ahead angle mechanism (PAAM) and
the stability of the telescope via optical truss [10]. For NGO and eLISA
neither of these additional IFOs are currently planned to be implemented.
LISA will, in contrast to GFO, have a sufficient attitude control of the satellite
and of the test mass to maintain the interferometric signals without a separate
steering mechanism. This is achieved by the drag-free and attitude control
system (DFACS), which uses the DWS signals in a feedback loop to control the
satellites thrusters and the capacitive actuators for the test masses.
The overall performance requirements of LISA consist of various noise alloca-
tions. As a rule of thumb, each subsystem of the metrology should contribute
less than 1 pm/
√
Hz multiplied by a noise shape function (NSF), defined in the







The phase readout of the interferometers therefore also requires a performance
level better than 1 pm/
√
Hz · NSF which corresponds to a phase noise level of
≈ 6µrad/√Hz ·NSF. One pm is roughly one ppm of the laser wavelength.
2.6.1. Laser frequency noise removal
Laser frequency noise in LISA is one of the major noise sources, since it is
initially several orders of magnitude above the performance goal. Similar to
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Michelson type ground base interferometers the frequency noise for equal arm
length vanishes completely when the differential phase between the two arms
is calculated. This is, however, only true if the two independent laser sources
on the central spacecraft are locked to each other and their frequency noise is
therefore the same. Due to the achievable orbits of the satellites the real length
of two arms will however vary by up to 1%, (this corresponds to 10 000 km for
the eLISA design). This weakens the common mode rejection drastically and
makes additional methods necessary. By using a technique called time-delay
interferometry (TDI) the original rejection can be regained by post processing.
These algorithm require the measured phases and additionally the absolute time
of flight τd between the satellites [58, 59, 60] as input.
PRN ranging
Since the absolute distance between the SC is not known with a high enough
precision, an additional ranging system with a resolution of better than 1 m is
required. The current base line for LISA therefore includes an additional phase
modulation on the light that is sent to the remote SC. This modulation consists
of a pseudo-random noise (PRN) code that can be used to measure the time of
flight by locking to it a delay-locked loop [61, 62, 63, 44, 64, 65].
The modulation consists of a pattern of ones and zeros that change with the
modulation frequency fm, also called chip rate. The patterns have a minimal
cross correlation, but since they are only pseudo-random they repeat after one
code length. The PRN modulation for ranging in LISA only uses a small fraction
of the overall light power and modulation frequencies in the order of 1 MHz. It
thereby adds small but broad side lobes to the signal that are not interfering
with the phase measurement. Figure 2.9 shows the influence of different PRN
modulation on a carrier signal spectrum. By encoding additionally data into the
PRN codes a communication between SC via the laser link is also implemented.
Alternative ranging methods
Two main alternatives to PRN ranging delays are also under research. One is
TDI ranging [66], which uses the common mode rejection of an injected signal
(or the frequency noise itself) to deduce the correct delays for the measured data.
The second alternative is to lock the master laser not to a stabilised reference
but to one of the interferometer arms, which is by design much more stable
than any reference. This allows the reduction of the overall laser frequency
noise below the required values [67]. This technique is referred to as arm-
locking [68, 69] and some variants of it have been studied theoretically and
experimentally [70, 71, 72, 73].
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Figure 2.9.: Shown are simulated spectra of different PRN modulations of a
10 MHz beat note. The top plot shows the influence of modulation depths
for fm = 1 MHz. One should note that for a modulation depth of m = pi the
carrier is fully destroyed. The bottom plot shows the influence of modulation
frequency for m = 1.
2.6.2. Clock noise and frequency distribution
The signals on each LISA spacecraft are digitised with a clock at a frequency
of, for example, 80 MHz. Any clock noise between the SCs will introduce phase
noise (as described in Section 3.3.1) and currently none of the available clocks
are stable enough to fulfil the LISA requirements. Hence, the introduced clock
noise has to be removed and to be able to do that, it has to be measured.
Though the absolute clock stability can not be determined the relative noise
between the clocks can be measured by comparing them. For LISA this is done
by adding phase modulation side bands onto each laser beam, with a different
frequency for each SC. This will generate two additional beat notes in the science
interferometers that can be tracked independently. The measured phase noise of
these clock noise side bands can then be used in post correction [74, 75]. Since
the detection precision of the science IFO is limited by the received power the
clock side bands have to be rather small, which also decreases their C/N0. To
be able to measure the clock noise with sufficient precision, multiplied versions
of the original clocks are used as modulation side bands, with frequencies in the
GHz region. For the clock correction to be successful the GHz tones have to be
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sufficiently phase stable to the sampling clock.
Since the sampling of signals itself inevitably introduces another clock noise,
the ADC sampling jitter, a third tone is required to correct for this, the pilot
tone [43]. Using a jitter correction tone it turns out that the phase stability
between the pilot tone and the GHz side bands is the relevant factor. The
stability of the sampling clock is only of minor importance, since it is corrected
by the pilot tone. The architecture that generates and distributes these different




Phase Readout: The analogue part
The readout of inter-satellite interferometers requires studying the effects occur-
ring in the analogue domain. The design of these components plays a crucial role
for precision interferometry. This chapter describes the basic building blocks in
the analogue signal chain, also called analogue front-end (AFE), and introduces
the necessary analysis and design elements to achieve the performance levels
required in LISA. The effects discussed here also apply for GRACE Follow-On,
though a specific analysis might have a different focus due to the different signal
dynamics and a less stringent required phase measurement performance.
The initial conversion of the photo diode signal into a voltage is shortly de-
scribed in the first section. Then a discussion of the active and passive com-
ponents used to prepare the signals for digitisation is given and their influence
on phase noise is investigated. This is directly followed by a description of
the effects occurring during the digitisation process in the analogue-to-digital
converter (ADC). Finally, the unwanted interference of analogue signals, the
so-called crosstalk, is discussed and based on this analysis the influence on the
readout design is derived.
3.1. Converting optical to electronic signals
The optical signals generated by interferometers are converted into voltages
by a photo diode (PD) and a trans-impedance amplifier (TIA). Together these
elements are also called a photo receiver (PR). For inter-satellite interferometers
with small initial signals both functions are usually integrated into a single
device and placed directly onto the optical benches. Thereby the generated
signals are immediately amplified and can then easily be transmitted to the
phase measurement system using standard radio frequency (RF) cables and
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Figure 3.1.: The left side shows a simplified model of a photo receiver that
converts the PD current iopt into a voltage vPR and adds a general input
current noise i˜n of the TIA. The right side shows a transfer function of the
circuit, the amplitude in the top plot and the phase in the bottom one. In this
example it is dominated by a simple low pass filter defined by the feedback
resistor Rf and capacitance Cf.
electronics. In the case of large optical signals with lower frequencies, like in
LISA Pathfinder, the TIA and the photo diode can also be split.
3.1.1. Photo diodes
The PDs investigated and considered for space-based laser interferometry are
either based on silicon or on indium gallium arsenide (InGaAs). The choice of
material influences the most important parameters of the PD, the capacitance,
the responsitivity and the size of the active area. The capacitance limits the
achievable bandwidth as well as the noise floor of the TIA. For quadrant photo
diodes more parameters are relevant, for instance the crosstalk between the
individual segments and the size of the slit, the non responsive area between
the segments. The size of the active area is an important parameter for the
imaging systems, since the beams should not be clipped on the PD. A non
continuous efficiency over the active area can strongly influence the differential
wavefront sensing (DWS) response. A comparison of different PD candidates is
found in [48]. Due to their higher efficiency and bandwidth at 1064 nm, InGaAs
photo diodes are preferred for weak MHz signals at that wavelength.
3.1.2. Trans-impedance amplifier
The conversion of the photo current into a voltage in the TIA is one of the most
critical points in the measurement chain for low signal powers. Several noise
sources are added at this stage and each one has to be below the shot noise
limit. Detailed models of these noise sources are available [76, 77, 78]. The
conventional approach for these models is to describe each noise source by a
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corresponding equivalent input current noise i˜n of the TIA, as shown in Figure
3.1. This notation allows one to easily compare their influences with shot noise
(see Equation 2.22) and the signal. Depending on the circuit noise and power
levels the AC and DC signals are either amplified by a single TIA or by two,
normally separated by low and high pass filters.
The bandwidth or, to be more precise, the complex trans-impedance of the
TIA G(f), defines the dependency of amplitude and phase on the signal fre-
quency. An example of such a transfer function with a -3 dB corner frequency
at 25 MHz, the upper limits of the beat note band for LISA, is shown in Figure
3.1. For reasons described in the next section a high bandwidth and therefore
a low phase drop is desirable.
Depending on the signal levels and the system design a PR might include
additional amplification stages as well as other components mentioned in the
following.
3.2. Amplifier, buffer, adder
An idealised analogue measurement chain transfers the sufficiently amplified,
single ended PR signals with impedance matched cables to the phasemeter.
There the pilot tone is added and the sum is converted into a differential signal
and fed into the ADC.
With the exception of signal amplification all of the above mentioned steps
can either be implemented using active or passive components. In general the
active components introduce an additive noise that has to be considered, while
the additive noise from passive components (for example, Johnson noise from
resistors) is usually negligible after the TIA. Each component or set of compo-
nents has a frequency dependent amplitude and phase behaviour and can be
modelled by a transfer function similar to the one shown in Figure 3.1.
3.2.1. Phase noise in the analogue front-end
The complex, frequency dependent phase of each circuit is defined by the values
of its sub components, like the feedback resistance in Figure 3.1, including their
parasitics. These values depend on temperature and consequently temperature
changes can easily couple into phase measurements. This is one of the major
noise sources observed in the experiments conducted in this thesis and it is
described here in more detail with a simple example.
The amplifier circuit from Figure 3.1 is analysed for its phase behaviour in
case of a changing feedback resistor Rf . The temperature dependency of the
capacitor and the amplifier itself are assumed to be negligible. A change of
the resistor value will move the corner frequency of the transfer function G(f).
Figure 3.2 demonstrates this for a relative change of the feedback resistance
by ±2%. A value change of 2% leads to a phase error of 10 mrad at 25 MHz.
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Figure 3.2.: Shown is the change in amplitude and phase over frequency for
a simple analogue first order filter while changing the feedback resistor value
from +2% to −2%.
To achieve a performance in the order of µrad this means that the resistor
value should at maximum change by 2 ppm. The rather stable Mini-MELF [79]
resistors, often used in this thesis, have in their standard package a temperature
coefficient of ±50ppm/K. Assuming such resistors are used the outcome of this
exercise is that a temperature stability of 10−2K/
√
Hz is necessary to achieve the
desired performance. At low frequencies this temperature stability is not easy
to achieve, especially if active components are in close proximity. Therefore a
comprehensive system design either utilises more stable components or it needs
to increase the temperature stability.
Another, more complex option is to use the temperature dependence of one
component to compensate for another. For this to be successful the complex
temperature dependence of each component needs to be well known. This ap-
proach was not used during this thesis, but an example of such a design is
included in the frequency distribution system shown in Chapter 9. One should
note that these calculations were simplified by the fact that the signal only had
a single, fixed frequency instead of varying between 2 and 25 MHz.
Some effects influencing the phase can not be described by linear analysis, like
the up conversion of low frequency noise to RF phase noise or flicker noise [80],
which can often limit the performance at low frequencies. Components showing
such phase noise have so far simply been discarded in the development, since
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methods to reduce these noises would require further detailed studies.
3.2.2. Reflections and impedance matching
Since the analogue signals are in the MHz regime and they have to be transmit-
ted over a few metres of cable, their wave properties become relevant. This issue
is normally addressed by using standard impedance matching techniques [81].
The impedance used during this thesis is 50 Ω. The precision of impedance
matching using standard components is in the order of a few percent. The
impedance at RF frequencies includes various parasitic effects and is a complex
function of frequency. Reflections due to small impedance mismatches can cause
noise which depends on the level of the mismatch and on the dynamics of the
input signal. In a simple picture the signal arriving at the phasemeter consists
not only of the original one but also contains a small fraction of itself, delayed
by twice the length of the impedance mismatched line. The coupling of this
small additional signal into the phase measurement is expected to be similar to
crosstalk, which is described in Section 3.4. Experimental evidence for relevant
noise influences due to impedance effects is shown in Chapter 8 and Chapter 9.
3.2.3. Anti-aliasing
To prepare the digitisation an anti-aliasing filter (AAF) is necessary, especially
for signals with low signal to noise ratio [82]. During the digitisation process the
signal components above the Nyquist frequency are folded into the resolvable
frequency band. For a signal containing a single beat note and a white noise
floor this will decrease the signal-to-noise ratio (SNR) and thereby reduce the
phase noise measurement performance, as shown in Figure 3.3. Depending on
the desired performance levels the required suppression of the AAF becomes
quite demanding. This is worsened by the fact that analogue filters with high
suppressions cause in general a strong phase drop, which makes them very sen-
sitive to temperature fluctuations, as described earlier. The design of an AAF
is somewhat simplified by taking the inherent transfer functions of the PR and
the other analogue components into account. For LISA the AAF filter can be
placed directly into the PR on the optical bench, which is the most temperature
stable environment.
3.3. Analogue to digital conversion
The digitisation process of the analogue signals is implemented in ADCs. Their
most crucial parameters for phase readout performance are the sampling fre-
quency, the number of generated bits, the additive input noise and the sampling
jitter. To avoid effects of limited bandwidth in the ADC itself normally they are
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Figure 3.3.: The effects on the noise floor due to aliasing are demonstrated
here in an example case. The simple transfer function used earlier is shown
extending to frequencies above the beat note band limit at 25 MHz. The sig-
nal is digitised with an 80 MHz clock, therefore all components above 40 MHz
are folded down. For a white noise background the additional noise in the
signal band is directly given by the magnitude of the transfer function (the
individual contributions from each folding are shown as dashed red lines).
These contributions can then be added quadratically (since the noise is un-
correlated) to determine the effective resulting noise floor after digitisation
(green line). The effect on the phase noise performance is then evaluated by
computing the ratio of the signal amplitude and the noise floor (purple line).
With a simple first order low pass filter the effective noise limit is increased by
1-2 dB in this example. One should note that a larger ratio between the sam-
pling frequency and the highest signal frequency reduces the required AAF
suppression drastically.
chosen such that their analogue input bandwidth is much larger than the sig-
nal bandwidth. The high bandwidth needs of telecommunication devices is the
reason that various types of ADCs with these specification are available. Some
examples of suitable components are presented later on in the experimental
chapters.
60



















Figure 3.4.: Even though two ADCs (or two ADC channels) use the exact
same sampling clock each digitisation has a low frequency time variation, the
sampling jitter, as shown on the left side. The + symbols here are not normal
additions but they symbolise additional time delays caused by the sampling
jitter τ˜ . The right side shows the sampled voltage of a sinusoidal signal for a
perfect sampling (blue dots) and under the influence of sampling jitter (red
dots).
3.3.1. Sampling Jitter
The measured phase of a beat note depends on the sampling frequency of the
system. Any unwanted variations of this frequency and its corresponding sam-
pling time therefore cause an unwanted phase noise, as described in Figure 3.4.
Studies of phase measurement systems for LISA have revealed that available
ADCs have an inherent variation of the sampling time at low frequencies, the
so-called sampling jitter, that spoils the µrad performance for signals in the
MHz regime [36, 43, 83].
Since phase and frequency have a simple relation (see Equation 2.1) the sam-
pling jitter τ˜A induced phase noise ϕ˜τA for an input signal at frequency fA can
easily be calculated:
ϕ˜τA = 2pifA · τ˜A. (3.1)
This equation does not only lead to the understanding of this coupling but also
to its correction. Since the sampling jitter couples into all sinusoids in the input
signal one can add a reference tone, the pilot tone, and use its measured phase
variations to correct the optical beat notes. Assuming a pilot tone fP is present
in the input signal and its phase ϕP is read out, the phase correction term is
ϕA,cor = −ϕP fA
fP
. (3.2)
The implementation of such a correction scheme is described in Chapter 8. The
jitter between channels is corrected if a common pilot tone is used. But each
pilot tone also carries an overall jitter from its imperfect source (since there are
no perfect clocks). This is the exact reason why there is a need for a clock noise
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correction in LISA (see Section 2.6.2), otherwise the jitter between the pilot
tones on each satellite would spoil the system performance.
In the case of an input signal with low SNR the pilot tone phase measure-
ment will (depending on its amplitude) also be limited by the white noise floor.
Thereby the signal correction not only decreases the sampling jitter, but it also
increases the noise floor of the corrected signal. This effect can be controlled by
choosing higher pilot tone amplitudes (increasing its SNR) and by using tones
at higher frequencies, as indicated by Equation 3.2. Note that clock and pilot
tone jitter are not only introduced by their sources and in the ADCs, but also
in their distribution. These effects are similar to the ones described for the
phase noise of the analogue components in the signal chain, but they need to
be evaluated for different and normally constant frequencies [74, 75].
3.3.2. Signal levels and digitisation noise
One important function of the AFE is the correct amplification of the signals in
preparation for their digitisation. Next to standard limits on the signal levels,
like the maximum ratings of the ADC, some additional constraints have to be
met.
For calculating the maximum signal level one has to take into account the
full content of the input signal. For the LISA science IFO this includes one
main beat note, two side band beat notes, a pilot tone, the pseudo-random
noise modulation and additive noise (mainly shot noise), which adds with a
normal distribution. To keep the linear models of the phase readout intact the
digitisation should never limit the maximum signal amplitude, which is also
known as clipping. Though the effects of this have not been studied in detail
a single sine wave that is clipped will, for an increasing amplitude, slowly turn
into a rectangular signal, introducing various additional frequency components
and a phase noise equivalent to a 1-bit quantisation (as described below). In
this thesis input levels of the dominating signals, the combined main and pilot
tone, were chosen such that they fill, at maximum, around 1/4 of the available
input range to leave enough room for other signal components.
The lower limit of the input signal amplitude is given by the noise floor of
the ADC, which consists of a voltage noise floor and the digitisation noise.
The latter depends on the number of bits N and the sampling frequency fs, as
described in the next chapter. For calculating the relative phase noise induced
by ADC digitisation (ϕ˜ADC) the ratio of the input signal amplitude Vin (the peak
voltage) to the ADC maximum input range Vp (maximum peak voltage for an










For a phase noise performance of 6µrad/
√























Figure 3.5.: The influence of crosstalk is understood by applying simple vector
algebra, as shown on the left. Often a smaller parasitic phasor is moving
relative to the actual signal, causing a phase error by changing the phase of
their sum. Therefore this type of coupling is also sometimes referred to as
small vector coupling, generating small vector noise. The induced noise by
uncorrected crosstalk is shown for a few examples in the simulated time series
on the right. It includes a coherent ϕδ with and without a phase offset, a
white noise and a 1/f noise. Each case is shown with deviations smaller and
larger than pi.
of 80 MHz and an input ratio of Vp/Vin = 4 a minimum of 6 bits is required.
The available ADCs often have more than 10 bits and therefore they have extra
margin to account for varying input signal levels. The voltage noise at the
ADC input is normally on a similar level as the digitisation noise or slightly
above. In general it is either specified for an ADC or has to be determined by
measurements.
3.4. Crosstalk
Interference between analogue signals before their digitisation can compromise
the measurement performance. Reducing this crosstalk between independent
readout channels in a phasemeter is another critical aspect of the analogue
design, especially for experiments like LISA, where several interferometers are
read out with a single device [83].
The influence of crosstalk is calculated here and used to compute require-
ments. For a signal a(t), a parasitic influence by a signal b(t) and a crosstalk
factor of c, the contaminated signal ac is
ac(t) = a(t) + c · b(t) = a sin (ω0t+ ϕa) + c · b sin (ω0t+ ϕb). (3.4)
Since the IQ demodulation determines the amplitude and phase of the input
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signal in the complex plane, the resulting measured phase of the contaminated
signal ϕac can be calculated with simple trigonometry (as shown in Figure 3.5).
For a phase difference between the original and parasitic signal of ϕ∆ = ϕa−ϕb
the measured phase is




If the phase of both signals is well aligned (ϕ∆  1) the phase error due to
crosstalk can be approximated by




For a phasemeter with several independent beat notes the influence on the
final performance is not easily evaluated. Any crosstalk mechanism will likely
transfer small signals from one channel to another and vice versa, meaning that
both channels will have an additional phase error that couples in a non-linear
fashion. Measuring this effect is not simple, since the often performed zero or
null measurements (see Section 5.2) are not directly sensitive to it.
Critical elements for crosstalk coupling
Crosstalk can be introduced at various points in the measurement chain. De-
pending on the types of signals that influence each other the effect on the overall
system performance varies considerably. Two extreme cases are discussed here
that relate to two critical examples in inter-satellite interferometry.
Quadrant photo diode (QPD)
In the first case there is a cross-coupling of two or more signals which are rather
stable to each other and also have a well measured absolute phase relation and
amplitude. The corresponding example of this case is the crosstalk between
segments on a QPD used for DWS. Even though the expected DWS dynamics
vary greatly, depending on the mission, the absolute phase relation is always well
measured and therefore the effect is somewhat predictable. The full influence
of crosstalk in QPDs on DWS is still under research [78]. While the crosstalk
in QPDs is often stated as a single number in the order of a few percent (see
[48] for some examples), the full description of crosstalk between QPD segments
requires to determine spatial interference and responsitivity patterns, as well as
frequency dependent effects.
The pilot tone distribution in LISA
The second case is more critical, it is the crosstalk between readout channels of
independent interferometers without any existing or measured absolute phase
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relation. Due to the unknown phase relations and the potentially extreme phase
dynamics between the signals, this type of crosstalk can limit the achievable
system performance. The LISA phasemeter is the relevant example for this type
of crosstalk. It reads out various channels from different interferometers that
are physically close to each other and share a common pilot tone. Coupling due
to electro magnetic interference or shared power supplies and ground planes
can potentially be reduced by circuit layout, shielding and simply increasing
physical distances. The pilot tone distribution required for LISA is the most
demanding connection between the channels. The easiest possibility of reducing
crosstalk is to use different heterodyne frequencies for each IFO, but the LISA
architecture, the limited resources, and the highly increased complexity make
this approach unfeasible. The alternative is to ensure a sufficient suppression of
crosstalk by adding various components like filters, isolators and buffers, though
these, of course, have to be compliant with the phase noise performance.
Assuming all signals have roughly the same amplitude (a ≈ b), Equation 3.5
shows that a coupling factor of c / 10−6 is required to achieve µrad performance.
This is based on the worst case, a phase shift between both signals from ϕ∆ =
pi/2 to −pi/2. The required suppression of 120 dB is larger than the one quoted
for most multi-channel ADCs, making them an inappropriate choice for the
readout of independent IFOs. Consequently, separate ADC chips should be




Phase readout: The digital part
Core of the readout of inter-satellite interferometers is a phase-locked loop (PLL,
see Section 2.3), which performs the phase and frequency tracking. These PLLs
are implemented in field-programmable gate arrays (FPGAs) that allow large
amounts of parallel signal processing. Since the algorithms are fully imple-
mented in the digital domain they are also called all-digital phase-locked loops
(ADPLL). Their implementation and influence is critical for the measurement
performance and stability and therefore the dedicated analysis developed during
this thesis is presented here.
First an overview about the relevant fundamentals of digital signal processing
(DSP) is given. Thereby a notation is introduced, as well as the underlying
effects in the digital algorithms. The second section of the chapter is focused on
the core element of the phase readout, the ADPLL. A linear model of the phase
tracking is presented, the influence of the input signal phase and additive noise
is calculated and the detection of the signal amplitude is discussed. The third
section describes how the phase information is extracted from the ADPLLs
and how the signals are filtered and decimated to rates suitable for storage
and communication to ground. PLLs are inherently non-linear and therefore
additional effects occur in the presence of input signals with a large dynamic
range like in LISA or GFO. The last section therefore describes these non-
linearities and the resulting design aspects of the ADPLL.
4.1. Relevant fundamentals of digital signal
processing
The signal processing investigated and applied in this thesis is implemented
mainly in FPGAs, using fixed-point integer arithmetic and VHDL [85] coding,
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but also in PCs and microprocessors using floating-point arithmetic and the
programming languages C and C++. For the readout of inter-satellite interfer-
ometers the use of fast integer arithmetic is the crucial factor and it is therefore
described in more detail in the following. Since the floating-point arithmetic
used is less critical it is not focused on here and its limitations are only dis-
cussed when relevant.
4.1.1. Scaling
The ADPLL and the other algorithms running in FPGAs are implemented using
fixed-point arithmetic, where each value is represented by X bits and one can
use different scalings to map these to numbers that represent phase etc. used
in the analysis of the algorithm. Here it is chosen to scale each integer by 2−X ,



















Numbers with this scaling have no units, since they only represents values in
the digital computation. Only appropriate further scaling maps them to real
physical quantities with units.
4.1.2. Quantisation
The most distinguished property of DSP is quantisation, since it only operates
with discrete numbers. For any number represented by X bits the smallest
distinguishable value is given as 2−X, also called the value of the least significant
bit. The effects of quantisation have to be well understood and treated to make
them predictable and compliant with the requirements of each subsystem. Since
each signal can only represent a finite number of distinct values with a constant,
non-zero separation between them, the process of quantising a signal introduces
noise and wrong DC averages, as described in the following.
Truncation Noise
The truncation of a continuous signal to a digital number with X bits at a
sampling rate fsamp can be modelled as an addition of uniformly distributed
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Figure 4.1.: (a) Power spectral density of a signal consisting of a single sine
wave being truncated, dithered or both. (b) Power spectral density of a signal
consisting of two non-harmonic sine waves being truncated, dithered or both.
(c) Set-up of the truncation and dithering noise analysis. (d) Histogram of the
triangular dither in comparison to the expected shape. The overall probability
is normalised to 1.
This applies also for the re-truncation of digital signals. However the assump-
tion of additive white noise is only valid for signals that move through a signif-
icant range of digital values without any coherent relationship to the sampling
frequency, like e.g. two or more sine waves at non-harmonic frequencies [86].
Otherwise the quantised signal will show artefacts and peaks from the coherent
interaction with the truncation process. This difference is shown in Figure 4.1,
the yellow line in plot (a) shows the spectral density of the noise introduced by
truncating a single sine wave, while (b) shows the same plot for a signal contain-
ing two sine waves at non-harmonic frequencies. The dashed yellow line shows
the assumed additive white noise given by Equation 4.2. While (b) shows the
predicted noise floor (a) shows various artefacts, many of which are additional
tones at harmonic frequencies of the input signal.
Dither
To avoid such artefacts an intentional noise floor was added to any digital signals
before truncation done in FPGAs in this thesis, so called dither, with triangular
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dither being the preferred implementation [86]. For a truncation from K bits
to K − L = X bits the dither has a length of L+ 1 bits.
A triangular dither generator was implemented in VHDL by subtracting the
outputs of two independent linear feedback shift registers (LFSR) that generate
pseudo-random noise with repetition lengths longer than 10000 s. This ensured
that no artefacts of the dither repetitions are visible in the desired signal spec-
trum range (0.1 mHz to 1 Hz) The histogram of 800k samples generated by the
triangular dither generator is shown in Figure 4.1 (d).
The performance of the dither generator and its influence on the signals was
separately investigated by simulating all three possible combinations of trun-
cating and dithering a signal. This was done with the same signals previously
introduced to demonstrate the truncation noise influence. The results of this
are shown in 4.1 (a) and (b).
By only adding dither and not truncating the signals (red lines), a purely
white noise floor of
√
2 · x˜trunc is measured. This is expected and understood
to be caused purely by the addition of the two independent white noise sources
used for the dither generation.
The addition of dither with a subsequent truncation showed that a purely
white noise floor is achieved for both signals, without any additional artefacts.

















The increase by a factor of
√
3 can in general be tolerated, since the introduction
of spurious signals that may cause other unwanted behaviour is now suppressed.
The noise can of course always be arbitrarily reduced by using more bits and
therefore more computational resources.
Rounding
Truncations can also introduce small signal offsets due to rounding errors [87,
88]. For truncations used here this was prevented by using offset-free rounding
algorithms based on simple integer arithmetic. Specific rounding blocks were
created in VHDL and included into all implementations. The blocks truncate
symmetrically around zero, and they are linear, keeping the amplitudes of signals
constant. To generate the correct offset for some truncation cases a dithered
bit is used to determine the rounding direction. This is necessary to solve the
ambiguity for some integer numbers that prevents a simple decision between
rounding up or down and it thereby keeps the average offset error at zero.
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4.1.3. Discrete time
Digital systems highly depend on their sampling time ts, which is in general
determined by a sampling clock at frequency fs. Depending on the architecture
used for DSP the computation time might have any ratio to the sampling time.
Though for the FPGA based systems discussed in this thesis the computations
are mostly done with the same clock as the signal sampling. Any exceptions
from this will be discussed separately with the corresponding implementations.
Sampling
By sampling a signal with fs it contains all its phase and frequency information
if the sampling frequency is perfectly constant and the signal frequency fsig
satisfies the Nyquist-Shannon sampling theorem, where fsig < fs/2 = fNyq.
The effects of sampling jitter on the phase of a incoming signal are described in
Section 3.3.1.
Aliasing
As already described in Section 3.2.3 components at higher frequencies are
folded/aliased back below fNyq [82]. An aliased tone will thereby not only
be at a new frequency but it will can change the sign of its phase variations.
Especially for pilot tones, which are often at high frequencies (see Equation 3.2)
this has to be taken into account during jitter correction. Even though a pilot
tone above Nyquist will be aliased, it will still carry the phase noise introduced
by sampling jitter corresponding to its original frequency [43].
z-domain analysis
To describe the digital system in frequency domain the z-transformation transfer
functions will be used. These transfer functions describe the frequency depen-
dent behaviour of time discrete systems relative to the sampling frequency. They
are described by defining a delay Operator z−1 that represents a single delay at




4.2. All digital phase-locked loop
The core of the phase readout system is the ADPLL which was studied in great
detail as part of this thesis. The basis for the understanding of the ADPLL is
its linear model. Most of the contents of this and the following two sections has
been published in Classical Quantum Gravity [89].
71































Figure 4.2.: Block diagram of the linearised PLL model. Included are bit
length indicators (N,M,K,F,C,T), possible truncation noise additions (u˜e, u˜f ,
u˜p), input additive noise ε˜add and markers for signal readout points (Q, PA,
PIR). Not shown here are the amplitude readout and the additional compu-
tation delay transfer function. The controller and the low pass filter can be
implemented according to signal and requirement specifications. The input
and output of the look-up table (LUT) is kept at an equal bit length in the
linear design of the model. (A larger output does not lead to phase noise
improvement, since the phase information is already lost before the LUT)
4.2.1. Linear model
The specific linear model presented here is a modification of well known ADPLL
models described by Gardner [37]. Figure 4.2 shows the block diagram of the
model, which considers phase as the quantity that is sensed and actuated [90,
91]. The signals and blocks shown are described in the following.
Assuming an input signal with a peak amplitude Vin in Volts and a maxi-
mum peak-to-peak voltage range of the analog-to-digital converter of Vp-p, the




· sin (ω0n+ εi[n]) = A · sin (ω0n+ εi[n]),
[i[n]] = 1; (−0.5 ≤ i[n] < 0.5)
[A] = 1; (0 ≤ A < 0.5)
(4.5)
with εi[n] as phase, the signal of interest, and ω0 ([ω0] = cycle) as value corre-
sponding to the beatnote frequency f0 ([f0] = Hz) in a digital system sampled
by a sampling frequency fs. This leads to time steps between two samples n
and n + 1 of τs = 1/fs. One should note here that ω0 is only necessary for
1In the following a unit [x] and range (min < x < max) is specified for each quantity x.
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the initial loop acquisition and not for the linear model, it is included here to
keep the resemblance to the actual signals inside the PLL. Additional terms for
additive noise and additional tones are not included here. The output o[n] of




· cos (ω0n+ εo[n]),
[o[n]] = 1; (−0.5 ≤ o[n] < 0.5)
(4.6)
with εo[n] as NCO output phase, the current PLL reference. The ideal error
signal of the loop (εe = εi[n] − εo[n]) is not directly accessible by arithmetic
operations, therefore it is approximated by multiplying both signals to compute
an error signal ue[n],




· [ sin (εe[n]) + sin (2ω0n+ εi[n] + εo[n])]. (4.7)
At this point two linearisations are introduced to complete the linear model.
First we assume a small phase error (εe[n] 1), which implies the loop is locked
with sufficient loop gain, and second, we assume a suppression of the second
harmonic term by appropriate filtering (this also includes the suppression of
additional tones). This simplifies Equation 4.7 to
ue[n] ≈ A
4





The phase detector can now be described with a linear transfer function includ-












Here z is the discrete-time operator defined in Equation 4.4. A generic low
pass filter follows the phase detector and provides the suppression of higher
harmonics. The design and implementation of this filter depends on the exact
loop design and should be adapted accordingly. A more detailed discussion is







The open-loop gain of the PLL is determined by a controller, for example, a
simple proportional-integral controller. For our implementation the full loop
73
Chapter 4. Phase readout: The digital part
model shows that an overall gain reduction in the loop is necessary to achieve
a stable condition. Therefore we include a constant gain reduction before the
servo, to allow the system to operate at the correct range and to prevent any
overflows in the digital accumulators, where the fixed-point arithmetic is per-
formed. For convenience we use bit shifting, adding a number of C bits from







In the servo amplifier the desired bandwidth and loop response can then be set,









s ∗ rad .
(4.12)
The frequency signal uf is now representing the frequency of the NCO and, as-
suming the PLL is locked, it can be used to determine the phase of the incoming
signal. The register containing this value is also denoted as phase increment reg-
ister (PIR). For lock acquisition, this value must be pre-set close to the incoming
frequency.
By accumulating the PIR value in a register called phase accumulator (PA)









This phase is then fed into a sine and cosine look-up table to generate the local










One additional element not yet included are the delays of the signal processing.
These delays become important for high bandwidth and they can directly be
computed from the number of registers used in the loop logic. For a total delay
of D clock cycles they are included as z−D. If parts of the loop are running at
slower frequencies, the delays should be scaled according to the sampling rate
of the signal.
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Figure 4.3.: Example of a closed-loop PLL transfer function H(z) from a sim-
ulation and the linear model. Both curves are in very good agreement, save
for the second harmonic, present at 20 MHz.
Continuing, the above results in an open loop transfer function G(z), which








· FLF · 2−C · (κp + κi z
−1
1− z−1 ) · (
z−1
1− z−1 ) · z
−D· (4.15)
The system transfer functionH(z) and the error function E(z) = 1−H(z), which
describes the untracked parts of the input signal and therefore the tracking error,















This model was validated by performing a loop gain measurement of an early
VHDL implementation of an ADPLL. This was done by injecting digital noise
(using the dither generator) into the ADPLL and by measuring the in- and
output of the adder used for the injection. The results in Figure 4.3 show a very
good agreement between the model and the simulation, with the exception of
the peak corresponding to the second harmonic frequency at 20 MHz. Due to
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the approximations done at the beginning of the linear model this loop analysis
is only correct if the gain of the loop is sufficient to maintain the error point
close to zero. This is discussed in more detail in Section 4.4.
4.2.2. Additive and phase noise
We now extend the input signal (Equation 4.5) by including additive noise A˜
(including shot noise, electronic noise and relative intensity noise) and phase
noise ε˜. Since the PLL can not distinguish between phase noise and phase
signal εs both terms can again be described by a single term εi.
i[n] = A˜[n] +A · sin (ω0n+ ε˜i + εs[n]) = A˜[n] +A · sin (ω0n+ εi[n]). (4.18)
For phase noise the standard deviation of the residuals σphase can be computed




ε˜2i (z)× E(z)2df (4.19)
This is a measure of untracked residual phase error.
The standard deviation of the error generated by input additive noise σadd
is computed by integrating the product of the effective phase noise with the
system transfer function H(z), since this transfer function describes how noise
added to the error signal εe(z) is attenuated in a closed loop. Due to the mixing















The different treatment of phase noise and additive noise, both of which are
present in the input signal, can be understood if one considers phase as the
quantity that propagates around the loop. Input phase noise directly represents
that and an increased bandwidth allows tracking this phase more precisely.
Additive noise as such does not represent a phase error. It only gets converted
into phase noise by the action of the mixer (phase detector) which is in the loop,
hence the different transfer function.
4.2.3. Amplitude detection
The detection of the amplitude A of the incoming signal is performed by mul-
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· [ cos (εi[n]− εo[n])− cos (2ω0n+ εi[n] + εo[n])]. (4.22)
Assuming a locked PLL (εi − εo = εe << 1) and a sufficient filtering of the




cos (εe[n]) ≈ A
4
. (4.23)
Therefore the readout of uI (I) yields directly the amplitude
A
4 of the tracked
tone, while DC offsets and signals at sufficiently different frequencies average
to zero. Knowledge of the signal amplitude is required to understand the loop
bandwidth, to track changes in the interferometry, like in contrast and optical
power, and to perform calculations involving the vector properties of the input
signal, like, for example, stray light corrections [92].
4.2.4. Noise shaping inside the PLL
The linearised ADPLL model can also be used to understand the effect of in-
loop truncation noise on the phase tracking performance, by applying standard
control theory. Truncations inside the ADPLL are necessary to reduce the
required number of bits and computational resources to a suitable amount.
Without any truncations an ADPLL would require an infinite amount of bits.
Truncations at various points in the loop are possible and have been consid-
ered, as indicated in Figure 4.2. The effects of these truncations can, assuming
dithering and rounding are applied, be computed by using the loop transfer
functions, Equation 4.3 and the appropriate scaling.
As an example we evaluate here the influence of a truncation of the frequency
value uf (z), it shows a strong noise shaping due to the loop transfer functions
and also allows a strong reduction of bits.
Frequency truncation
A naive PLL implementation would use a high number of bits at uf (z) [35].
This is because truncations at this point in an open-loop system are especially
critical, since they introduce a white frequency noise, which leads to a 1/f
phase noise inside the PLL. The linear model shows, however, that this noise
is suppressed directly by the loop error function E(z). Since the PLL includes
a f2 suppression at low frequencies, due to the double integrator in the open
loop gain (see Equation 4.15), the effective phase noise is easily reduced below
1µrad/
√








∗ E(z) rad. (4.24)
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Such a truncation was used during all ADPLL implementations used in this
thesis, not limiting the performance, even though the absolute LSB frequency
resolution for this example was only ≈ 20 kHz.
As already mentioned the bit reduction of this specific signal is especially
useful, since the readout of the PLL frequency requires the highest dynamic
range of all PLL signals. The noise shaping decreases the required number of
initial bits to be decimated and therefore also reduces all bit lengths in further
processing.
4.3. Readout
The ADPLL operates at MHz sampling frequencies and contains various signals.
Even though one would ideally collect all of this information it is just not possible
to store these amounts of data or to communicate them to ground. (A single
ADC channel sampling with 14 bit at 80 MHz generates more than 1 Gbit of data
per second). Other subsystems also require information from the phasemeter in
real time, for example, the drag-free and attitude control system for LISA and
LISA Pathfinder. Therefore the extraction of the phase from the ADPLL and
the decimation to lower sampling rate are described in the following.
4.3.1. Frequency readout
The phase εi tracked by the ADPLL can be reconstructed by reading the fre-
quency value uf (PIR) or the phase value up (PA) of the PLL, which represent
the frequency/phase of the incoming signal, respectively. For the PA:
up[n] ≈ (ω0n+ εi[n])/2pi (for εe[n] 1).
[up[n]] = cycle; (−pi rad ≤ (2pi × up[n]) < pi rad) .
(4.25)
The frequency offset in a heterodyne system requires a constant phase ramp in
the ADPLL in addition to the actual phase signal. Due to this large ramp a
direct readout of up is not practical since this value will overflow very quickly.
A decimation of such a sawtooth function is difficult, and the dynamic range
for a non overflowing value of up is very large. The preferred possibility for the
phase readout of a single loop is the frequency value uf .
uf [n] ≈ (ω0 + δεi
δτs




; (0 Hz ≤ (fs × uf [n]) < fs) .
(4.26)
This value is not overflowing and allows for standard decimation and filtering
algorithms to be implemented, though one has to keep in mind that this sig-
nal has a large dynamic range. Any requirements on decimation filters and
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bit length have to take into account that the signal of interest (phase) is not
directly processed, but its derivative, the frequency, which changes its spectral
properties. The phase fluctuations can easily be reconstructed afterwards by
integration.
4.3.2. Phase accumulator readout
If several channels track the same frequency and they only vary slightly in
phase (∆up), the differences of the PLL phases can be read out directly by
subtracting the PA values. The rapid ramp present in the individual loops is
thereby completely subtracted and only the small signal of interest remains.
This method was conceived as part of this thesis and it is an ideal candidate for
the phase readout for differential wavefront sensing (DWS). An implementation
of this technique is described in Chapter 7.
Even though the small differences in phase can also be reconstructed from
the PIR readout, the PA readout is preferred. This is because the PIR values
need to be tracked continuously to reconstruct the correct absolute phase val-
ues. This means that any glitches or cycle slips (see Section 4.4) will break the
reconstruction. Even though the reconstruction can be restarted, a new initial-
isation of the PLLs would be required. In contrast to that the PA readout does
not break by such an event, (assuming in both cases that the PLLs stay in lock)
but it would automatically return to the correct value after the event passed,
making it more reliable. The PA difference signals also have a much smaller dy-
namic range, allowing a reduction of the required bit lengths and computational
efforts in further processing.
For a quadrant photo diode one therefore ideally reads out the sum of the four
frequencies and the four PA differences required for DWS (see Equation 2.28).
Thereby only one high dynamic range signal needs to be decimated together with
four ones of small dynamic range. This simple scheme does however not include
any consideration for redundancy as required for later space implementations.
4.3.3. Additional IQ readout
If the root mean square (RMS) of the phase error in the loop εe exceeds the
acceptable noise level, because the loop reacts too slowly to track precisely
the phase fluctuations of the incoming signal (RMS[εe(< 1 Hz)] > 6µrad for
LISA), an additional corrective readout can be performed [36]. This might be
necessary if the required PLL bandwidth needs to be rather low to achieve stable
operations (see Section 4.4).
Since the untracked signal in a PLL is a vector and not a scalar, the readout
of both quadrature components I and Q is required for the additional phase
reconstruction. For a loop locked near but not exactly on zero phase difference,
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they can be written as



























2 + uI [n]
2 =
√
Q2 + I2. (4.29)
The implementation of an Arctangent calculation in an FPGA is, however, not
very efficient, therefore this calculation has to be done at a lower sampling rate
and, preferably, in a different system, for example, a CPU. Which readout is
required can be evaluated by comparing the PLL bandwidth with the dynamic
range of the incoming signal. For the designs in this thesis a controller was
used that has sufficient signal suppression at low frequencies to reach the re-
quired performance without additional IQ readout. Nevertheless it was still
implemented for diagnostic purposes.
4.3.4. Decimation
The above mentioned signals need to be decimated to a desired sampling rate
(typically of the order of a few Hz) for storage and further computation. The
decimation can be implemented in one or in several steps and can make use
of different computation methods, based on the hardware used. Here we only
describe the initial decimation taking place inside the FPGAs, which is normally
restricted to use integer parallel processing. A description of decimation using
floating point processing is given for an example in Chapter 9.
Cascaded integrator-comb (CIC) filters [93] are chosen for the decimation
inside the FPGAs. Their implementation is simple (they only require accumu-
lators and differentiators), they are easily modelled and they provide notches
of suppression exactly at the most critical frequencies, the ones that would be
aliased to very low frequencies. Which order of filter is required can be com-
puted for each signal by comparing the sum of all frequencies filtered and aliased
into the signal band to the requirements. Since the suppression of CIC filters
is increasing with frequency and the signal dynamic is, in the case of LISA like
signals, decreasing with frequency, this calculation is completely dominated by




The use of CIC filters also allows the phasemeters to utilise an additional noise
shaping technique [94]. This technique reduces the readout bit length of some










Figure 4.4.: Sketch of a 2nd order CIC decimation filter
shows the implementation of a CIC filter in a block diagram. The decimation
is achieved by first integrating the signal in accumulators and then decimating
the signal using combs, differentiators operating at the lower sampling rate.
The order N of the filter is determined by the number of stages implemented.
The integer rate change between the two sampling frequencies is R and for
convenience this rate can be chosen as R = 2D, to optimise the filter for binary
computation. The transfer function of a CIC filter consists of two parts, the







After this the transition between components operating at the fast rate and




1− z−R)N . (4.31)
The individual functions are shown for an example in Figure 4.5. The product
of the two stages yields the overall behaviour for a decimated signal.






As described by Lehtinen et al. [94] any noise introduced between the individ-
ual stages by quantisation (Figure 4.5 shows an example) is attenuated by the
combs, which decreases the noise below the corresponding truncation noise at
that bit length. Additionally the combs do only transmit DC values that have
been amplified by the integrator stages, small rounding error from a truncation
inside the filters are therefore also suppressed, allowing simple re-truncations to
be used without dithering and rounding.
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Figure 4.5.: Transfer function of a CIC decimation filter, also shown are the
individual TF of the integrator and comb stages. The filter parameters are
fs = 40 MHz, N = 2, R = 2
22.
4.4. Non-linearity and cycle slips
The linear analysis of the ADPLL is valid for many applications. Phaseme-
ters based on this analysis were already successfully tested and used in various
laboratory experiments [58, 95, 43].
But a phasemeter in an inter-satellite interferometer has to operate under
rather extreme conditions, a low signal-to-noise ratio of the input signal (due
to the additive noise) and a large dynamic range of the signal phase, due to
frequency noise and signal dynamics. Therefore the PLL could reach a state
where it becomes non-linear and where cycle slips occur in the PLL tracking
[96, 97, 98]. These slips are a jump of the phase tracking by one or more full









This means that any slip spoils the system performance and introduces large
artefacts in, for example, DWS signals. For LISA a cycle slip is therefore almost
comparable to a loss of lock or another similar measurement disturbance. Earlier
experimental investigations by Dick et. al. [99] and detailed modelling [96, 97]
have shown that the relation between the bandwidth and the signal noise floor
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Figure 4.6.: Comparison of phase detector in the real system and the phase
model.
is the critical factor for the probability of cycle slips.
Since the phasemeter should operate far outside any cycle slip region and
therefore in the linear regime a model was compiled that determines a suitable
loop bandwidth for a given set of signal parameters. This should minimise the
probability of a cycle-slip and non-linear effects of the phase tracking.
The two most important reasons for non-linear behaviour are the sinusoidal
response of the phase detector and the existence of second harmonics and other
additional tones, like the side-band beat notes for inter spacecraft clock transfer
or an ADC pilot tone.
4.4.1. Phasedetector




· sin (εi[n]− εo[n]) = A
4
· sin (εe[n]). (4.34)
A direct comparison of the block diagram for the earlier used linearised model
and the real implementation is shown in Figure 4.6.
For an error signal εe[n] pi/2 we can assume a quasi-linear behaviour of the
phase detector. If the error signal exceeds pi/2 the loop gain starts to reduce
until it crosses zero and changes sign at εe[n] = pi (the turning point of the sine
function). At any of these points the loop is potentially unstable and the error
signal eventually slips by 2pi or more, which results in a phase tracking error of
the same amount.
4.4.2. Optimal bandwidth
Since the absolute error signal is directly related to the linearity of the ADPLL
one can use the calculated standard deviations (see Section 4.2.2) to evaluate the
size of the error signal. The internal quantisation noise influences can be added
quadratically (assuming uncorrelated noise). The comparison of the resulting
standard deviations can be compared for different bandwidth and phase mar-
gin (damping) configurations to find optimal parameters for an ADPLL. The
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standard deviations are added quadratically to compute the resulting overall
standard deviation σsum.
Figure 4.7 shows the modelled standard deviations for example parameters
(discussed in Chapter 6) and their dependency on the loop gain. To verify the
model the standard deviation of the PLL error signals were directly measured
as part of this thesis. The procedure and the parameters used for this are
described in Chapter 6. The measured values are shown as dots. The model
shows excellent agreement between the predictions and the measured values,
which verifies that the linear model is appropriate for this range of operation
and to determine an optimal bandwidth. Operating the PLL at this point
should minimise any non-linear phase artefacts and the probability of cycle
slips. Though one can not deduce the exact probability for a given σsum yet,
one can test the system for stability and performance using the so determined




















Figure 4.7.: Shown is the 1 σ standard deviation of the error point from ad-
ditive noise (blue), phase noise (yellow), truncation noise (red) and of their
quadratic sum (black). The level of the additive noise is 72 dBHz (solid line)
and 80 dBHz (dashed line) respectively. The phase noise is the laser frequency
noise described in Chapter 2. The dots show the measured values of σ. The
optimal bandwidth for this example is found as ≈ 40 kHz.
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4.4.3. Second harmonic
The second non-linear behaviour of the phase detector is the generation of a
second harmonic of the input signal, as shown in Equation 4.7.
One can split the effects of the second harmonic into two parts. The first
effect creates parasitic phase noise in the signal band, which is described in
detail in the following. For convenience the second harmonic part of Equation




· sin (2ω0t+ εi(t) + εo(t)). (4.35)
This equation is simplified by assuming the PLL to be tightly locked (εo ≈ εi)
and by defining an effective phase value εeff(t) = ω0t + εo(t), with an effective
frequency ωeff =
δεeff
δt . The second harmonic propagates through the PLL in a
time τg and creates an effective phase modulation. The output of the NCO at






εeff(t) +m · sin (2εeff(t− τg))
)
. (4.36)
Here m is a modulation index given by the attenuation of the second harmonic
by the open loop transfer function (m = |G(2ωeff)|), referred to the gain for
the nominal low-frequency error signal, which in the signal range is ≈ 1. Using







J1(m) sin(εeff(t)) sin(2εeff(t− τg)) +O(m2)
=o(t) + o2f (t) +O(m2).
(4.37)
Assuming m 1 one can approximate the first two Bessel function by J0(m) ≈
1 and J1(m) ≈ m/2. This yields the original NCO output o(t), the term from
the second harmonic o2f (t) and higher terms O(m2), which are discarded in the
















The phase modulation side-band at ω − 2ω = −ω thus ends up at the same
frequency as the nominal NCO output and results in a parasitic phase signal by
the action of the mixer. The additional mixer output is
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Assuming a constant τg and an effective frequency ωeff that varies on time-scales
smaller than τg one can approximate this to







This parasitic noise couples very non-linear and depends highly on the suppres-
sion of the second harmonic m , the group delay in the PLL τg and the dynamics
of the input signal ωeff(t). The coupling is at its maximum in the linear range
of the sine. Assuming this operating condition we can calculate the maximum
parasitic phase error in dependency of the signal frequency noise spectrum.
ε˜p,2f (f) ≈ |G(2ωeff)|
4
ω˜eff(f)τg. (4.42)
Though this coupling is rather small it was observed during simulations with
large laser frequency noise, as shown in Chapter 6.
The second effect caused by the second harmonic is an additional instan-
taneous root-mean square value of the error signal. Even though this does
not cause a phase error at low frequencies, it does increase the probability to
leave the linear range of the phase detector. The maximum additional error is
εe,2f (max) = |G(2ωeff)|.
Additional tones in the input spectrum only interfere with the measurement
if they get very close to the tracked beat note (which is obvious) or if they
are at its second harmonic frequency (due to the coupling just described). A
frequency plan has to include these effects, as well as the aliasing of signals to
other frequencies.
The above equations allow us to determine the necessary suppression by low
pass filters in the ADPLL for a given system, by calculating the error signal
residuals and by comparing the signal dynamics with the required phase per-
formance. Since the choice of low pass filter is also limited by logic resources, a
trade-off is necessary. Infinite impulse response (IIR) filters were found to be a
good compromise between suppression and logic resources required. A second
order IIR filter with a corner frequency of 300 kHz is included in ADPLLs in this
thesis for cases with large input channel dynamics. In critical cases, e.g. when
the signal frequency can span a wide range, a more complex 2f -filter could be
used, for example one, that specifically filters the second harmonic frequency
[100]. One should also consider that this analysis is only valid if the second
harmonic is below the Nyquist frequency (fs/2). If this is not the case the sec-
ond harmonic will be aliased to another frequency and potentially not cause a
parasitic phase error.
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Figure 4.8.: The left side shows the deviation of the signal phasor if the PLL
is locked. The decimated quantity is the projection of the phasor onto the
real axis, reducing the measured length for a non-zero phase signal. The
middle shows a sketch of the assumed normal distribution of the error signal.
The right side shows the dependency of the signal reduction on the standard
deviation of the error signal distribution (see Equation 4.44).
4.4.4. Amplitude readout non-linearity
The approximation for the amplitude readout (Equation 4.23) is only correct
for small, average values of the phase error signal εe. In the case of larger RMS
values the simple decimation of I will cause a deviation of the measured average
value Im to the real one (I). The left sketch in Figure 4.8 illustrates this effect.
Analytically the measured amplitude can be calculated by integrating the







cos (εe) · N (0, σ2sum, εe) dεe (4.43)
Here the assumed probability is a normal distributionN with an average value of
zero and a standard deviation of σsum. This equation can be solved analytically






The resulting reduction of the measured amplitude is shown in the right plot
in Figure 4.8. The correct amplitude value can only be recovered if the average
phase noise is well known.
An independent readout of the RMS phase error might be implemented in
the future, which would allow us to directly determine the ADPLL stability
as well as the amplitude error in real time. It could also be useful for set-ups
with non-stationary noise, where the noise floor and therefore the RMS error
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signal changes during the measurement. Such a readout could, for example, be
implemented by directly decimating Q2 or by comparing the Im value with an




Testing phase readout performance
During the work for this thesis several phase readout systems were designed,
implemented and tested. The most crucial aspect was to achieve the required
phase measurement performance for each system. Each method available to test
these phase noise levels has different sensitivities to non-linear effects and specific
noise sources. The large dynamic range between, for example, signals initially
measured in LISA and its final sensitivity (about nine orders of magnitude
[95]) requires to perform tests that are able to identify such non-linearities.
This chapter describes some basic testing methods, which were used and are
considered most relevant, and their fundamental differences in the coupling or
non-coupling of unwanted effects into performance measurements.
The first section concentrates on the measurement of a single, well defined
signal. Even though this scheme was only rarely used in this thesis, studying it
is useful to introduce some fundamental concepts. For phasemeter testing most
often a test set-up was used where a signal is split and measured by different
channels. This is described in the second section. Even though this set-up is
very useful for investigating several noise sources, it has strong limitations to
measure non-linear effects. Using three signals a test set-up can be constructed
that is sensitive to almost all noise sources and non-linearities. This is described
in the third section. The effective coupling of crosstalk in the three signal test
is discussed in more detail in the last section.
5.1. Absolute signal measurement
For an ideal test a well known phase signal ϕt is transformed into a beat note
with the desired properties and is then injected into a phase measurement chain
(see Figure 5.1). Afterwards the measured phase ϕa is directly compared to the
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Figure 5.1.: Sketch of a generalised absolute signal measurement test set-up.
A phase signal ϕt is converted into a beat note signal t by some elements Fx.
This signal is then injected into the phase measurement chain ’a’ consisting of
elements Ma,x. After the phase ϕa is determined by a PLL it can be compared
to the input signal.
input phase and any differences can be used to determine the noise floor of the
system.
While one is only interested in the influence of the elements in the measure-
ment chain (Ma,x) the signal generation elements (Fx) also contribute to the
noise and one can not simply distinguish between their influences. The con-
struction of a well defined input signal generator is possible (for example in
digital, as shown in Section 6) but it has almost the same complexity as the
phase readout system itself. However, as part of this thesis the design of an
absolute analogue signal generator was investigated, which is described in Sec-
tion 8.2. This scheme was in general not suitable for measuring analogue or
optical signals, since this would have included various additional components
that required a phase stability similar or better than the ones in the readout
chain.
Even though no implementation of a signal generator with a performance
suitable for µrad tests in the mHz regime is yet available it would be a valuable
device. The reason for this is that this measurement principle is sensitive to
all non-linear effects in the measurement chain, including crosstalk and non-
linearities in the phase-locked loop (PLL). Each one of these effects generates
an additional phase signal that could be detected immediately.
One aspect not captured either in Figure 5.1 or the above description is the
influence of decimation filtering and aliasing. Both the input and the output
phase signals would be defined at a certain rate and a comparison between them
at a different rate would need to include sufficient filtering of at least the input
signal. If the same filter is used for the input and the output signal the risk
remains that aliased components are subtracted and thereby not detectable.
Even though this is crucial, the filtering of data streams is a well known area of
digital signal processing (DSP) and correct results can be achieved by applying
standard techniques.
Performance requirements are often given for a single channel and are there-
fore directly applicable to ϕt − ϕa. No further scaling is required. Assuming a
perfect signal generator the performance will directly reveal all additive noise












Figure 5.2.: Sketch of a generalised split-measurement test set-up. A signal t
is split into two or more measurement channels with elements Ma,x and Mb,x.
The two measured phases ϕa and ϕb will only differ due to effects in the two
measurement chains.
5.2. Split measurements
The test set-up that is used most often is referred to here as split measurement.
It is often also called ’null’ or ’zero’ measurement, though these names are
misleading. A phase signal that has the desired properties is converted into a
beat note, split and then fed into at least two measurement chains, as shown in
Figure 5.2. In this scheme neither ϕt nor t have to be known with the desired
precision, since the comparison of ϕa and ϕb will allow one to detect any non-
common noise sources in the two measurement chains.
The realisation of this measurement set-up is simple, since the phase perfor-
mance of the signal generator is uncritical. This makes it very useful to measure
noise that is uncorrelated between individual channels. Even though split mea-
surements are very useful for hunting various noise sources they are also almost
completely insensitive to non-linear effects. Crosstalk, for example, can, even
if it couples differently between channels, not be detected, since all signals are
almost exactly the same. The PLLs might even have cycle slips in their phase
tracking, which would be completely hidden in the measured phase differences,
if they occur in all channels at the same time.
In addition to this, the absolute phase performance of a device is also not
easily testable. Common temperature fluctuations might, for example, induce
a phase noise term in all channels. This would only be detectable if two devices
are used for measuring a and b that are temperature-wise isolated from each
other. The use of different signal frequencies is also not feasible, since this
would require a perfect signal generator or some other very stable architecture
to generate the two signals or to separate the split one into two frequencies.
Another property of split measurements is, that additive noise in the input
signal t will not limit the phase performance, since it is common in all channels.
This is somewhat counterintuitive, since the measured phase noise between two
signals with low signal-to-noise ratio (SNR) wrongly appears to be much better
than possible for those SNRs (see measurements in Section 9.5 for an example).
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One variant of this measurement type is to use the two outputs of an inter-
ference beam splitter as inputs to the measurement chains. This is called a pi
measurement and its main difference to a split measurement is a phase shift of
pi between the signals a and b, hence its name. One can also split optical signals
after they passed the photo diodes, such a measurement, however, is not sensi-
tive to shot noise, because it will be common after the splitting, as described in
the previous section. A pi measurement is sensitive to shot noise and electronic
noise in the photo diode, since it uses two, independent conversions of optical
power into photo currents and further into voltages. Another variant is to split
the optical signal with an additional 50/50 beam splitter after the interference
beam splitter, thereby, two signals with a phase difference of ϕ = 0 are gener-
ated. Their difference includes shot noise, as well as electronic noise from the
photo diodes.
For a split measurement the performance requirement for a single channel can
be scaled if the limiting noise is equally distributed between both channels and





Hz ·NSF. Throughout this thesis this value will be plotted as LISA
requirement for split measurements. Since noise in each measurement could also
be caused by a single channel, which would require to apply the more stringent
requirement, the plotted phase performance curves are never scaled. This also
easily allows comparing them to other requirements. If more than two channels
are tested the difference between one channel and the scaled average over all
channels (except for obviously distorted ones) is usually plotted.
5.3. Three signal testing
Due to the complexity of a the absolute signal measurement (especially potential
optical implementations) and the limitations of the split measurement another
basic architecture is the most promising candidate for performing comprehensive
phase measurement performance tests. This architecture is in general called a
three signal or non-linearity test (see Figure 5.3). As the name indicates it uses
three signals. They are generated in such a way, that a linear combination of
the three measured phase signals combines to zero if no noise or non-linearities
are present.










This method combines many positive aspects of the other two. The absolute
phase signal (ϕ1, ϕ2, ϕ3) can be constructed with the desired properties but the
phases do not have to be known with the required performance, meaning no
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Figure 5.3.: Sketch of a generalised three signal measurement test set-up. The
signals tx are generated so, that the phase measurements can be combined to
zero.
perfect signal generator is necessary. Since three signals are used they can be
very different (a 6= b 6= c), allowing beat notes with completely different fre-
quencies to be used, as well as additional tones, modulations and additive noise.
This test is sensitive to all additive and phase noise in the three measurement
channels.
The critical point in generating the three signals is to combine the initial tones
(t1, t2, t3) without introducing extra noise. Examples of possible implementa-
tions are shown in this thesis for three domains, digital (Chapter 6), analogue
(Section 8.6) and optical (Section 8.7).
Even though this test makes it possible to investigate many non-linearities,
effects of aliasing are not necessarily visible in the signal combination. This was
found experimentally during this thesis and is understood to be caused by the
fact, that even the down aliased signal components can combine to zero.
For the three signal test the requirement plotted for LISA throughout this
thesis is
√
3 · 6µrad/√Hz · NSF ≈ 10.4µrad/√Hz · NSF, following the same
approach as described at the end of the previous section. The measured phase
combination signals are again not scaled, to allow an easy comparison to other
requirements.
5.4. Crosstalk in the three signal test
The ability to use a three signal test to investigate crosstalk is discussed here.
This is especially relevant since crosstalk measurements using standard equip-
ment like oscilloscope will only partly be able to resolve suppressions in the
order of 120 dB that are required for LISA (see Section 3.4). To test for this
effect two of the three signal combinations need to be at the same beat note
frequency. Depending on which beat notes from the combinations are chosen
the sensitivity to crosstalk varies greatly.
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Assuming signals a and b are at the same frequency their crosstalk induced









sin (ϕb − ϕa) (5.3)
with a∗ and b∗ as respective amplitudes and Ccross as crosstalk factor. One can







The two general cases of coupling are the following.
Case 1: Full sensitivity If the signal combination shown in Figure 5.3 is
chosen (ϕA+C−B) the two parasitic signals will be subtracted and due to their
opposite sign the results will directly reveal the crosstalk influence (neglecting
all other effects for simplicity).






Case 2: Conditional sensitivity The three signals can also be combined
in another combination, where a and b have the same frequency (A+B-C). For
this set-up the measured phase performance ϕA+B-C will only be sensitive to
crosstalk if the two signal amplitudes a∗ and b∗ are not equal.






If they are equal this combination is not at all sensitive to crosstalk.
One therefore has to be very careful to construct each measurement set-up
in a way that fits the desired sensitivities. For optical interference signals the
availability of a phase inverted output of each interference is very helpful, since
it allows the signs of the signal combinations to be changed by simply switching




The investigation of phase readout performance requires to test isolated parts of
the measurement chain to identify noise sources and their coupling effects. Since
the readout chain uses an all-digital phase-locked loop (ADPLL) to extract the
phase from the beat notes, its performance has to be evaluated first. By using
digitally generated signals for testing, all analogue and optical effects are fully
excluded. A digital implementation also allows an easy generation of complex
signals as input to the ADPLLs. This chapter describes the performance tests
and simulations of the ADPLLs that were done during the course of the thesis.
Large parts of the ADPLL model presented in Chapter 4 were based on and
validated by these simulations.
The first section of the chapter describes shortly the framework that was used
to implement the tests. It is very close to the one used for the later described
hardware implementations and the benefits of this approach are also discussed.
In the second section the generation of the simulated input signals is described,
including the digital generation of additive noise and frequency noise as expected
in LISA. This is followed by the results of digital three signal tests that were
used to investigate the ADPLL performance under realistic conditions. Besides
the measurement of non-linearities, the performance achieved with an optimal
ADPLL design is also presented. The last section describes how the simulations
were used to validate the error point distribution model presented in Chapter
4.
6.1. FPGA based performance simulations
The ADPLL simulation were implemented using VHDL code running either in a
dedicated simulator software on a PC or directly on FPGAs, using the hardware
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described in Appendix A.
The first approach allowed one to observe and influence all signals inside the
simulation at the full sampling rate. The ability to acquire signals at this rate
is very useful and was, for example, used to measure the ADPLL loop gain
(see Figure 4.3). The speed and length of these simulations is limited by the
available CPU power and storage. Measurement times longer than 1 s were not
feasible. Therefore this approach was not suited to implement performance test
that require measurement times equivalent to mHz frequencies.
By using FPGAs to host the simulations their full computation rates could
be utilised. The numerical performance measurements were therefore done in
quasi real time. Later on the use of additional debugging tools also allowed
chunks of signals to be read directly from the FPGA implementations at the
full sampling rate. The FPGAs used for the simulations were the same ones
that were later used for the phasemeter hardware implementations. Therefore
the same readout interfaces and software could be used. This also reduced the
efforts of switching from a simulation to a measurement of real signals. The
VHDL code containing the ADPLLs could also be ported without any changes
and this reduced possible programming errors from adapting code.
In contrast to commercially available DSP software (like Matlab Simulink or
Labview [101]) the direct use of VHDL code also made it possible to influence
all computations and bit lengths directly. The VHDL coding in this thesis was
mainly done in the IEEE 1076 standard from 1993 [102]. The syntax and the
usage of more sophisticated programming elements (like records, functions and
packages) have evolved during the thesis and no particular style was adopted.
6.2. Digital signal generation
Testing ADPLLs for linearity in a digital simulation requires to generate realistic
signals. Various noise sources can be produced by filtering a white noise signal
to shape it to the desired frequency dependency. Since physical noise sources
like shot noise and laser frequency noise have a Gaussian probability distribution
an almost Gaussian noise n˜ was generated by adding 8 of the earlier described
triangular dither signals [103]. Each of the contained PRN generators was ini-
tialised with an individual seed to suppress any cyclic signals. The measured
distribution is shown on the left in Figure 6.1 together with a model of the as-
sumed Gaussian noise distribution. The power spectral density of the simulated
noise was also analysed and confirmed the desired white spectrum.
6.2.1. Simulating frequency noise
The generation for a single signal with the desired frequency noise is sketched in
Figure 6.2. The spectral properties of the frequency fed into the NCO is defined
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Figure 6.1.: (left) Normalised histogram of 800k samples of simulated Gaus-
sian noise in comparison to a model assuming σ = 0.072. (right) Shown
are the individual components and the compiled frequency noise shapes to-
gether with a measurement. The shapes are colour coded according to their
generation, shown in Figure 6.2.
by three independent filters. The spectral composition of the assumed free run-
ning laser noise (f˜free) and effective laser noise at the master laser (f˜m) for LISA,
as introduced in Chapter 2 is shown on the right in Figure 6.1. The specific levels
shown here correspond to simulations using 80 MHz sampling frequency. These
simulations were used to test the ADPLLs for the LISA phasemeter breadboard
described in Chapter 9. The implementation of the gains was done using sim-
ple bit shifting, the same method used in the ADPLL. Therefore all gains are
factors or inverse factors of two.
Each frequency noise consists of a white noise floor f˜white that is simply gen-




2−2 ∗ 80 MHz√
6 ∗ 80 MHz (6.1)
The second component of both f˜free and f˜m is a 1/f noise. It is generated by
simple integration of n˜ with a gain that depends on the desired shape. The gains
used were Kint = 18 for the free running noise and Kint = 30 for the effective






2−2 ∗ 80 MHz√
6 ∗ 80 MHz (6.2)
For f˜m a low pass filter is used to generate the flat response around 1 Hz and
the drop to higher frequencies. A simple first order IIR filter was therefore
implemented, again using only bit shifting. It is the same filter architecture that
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Figure 6.2.: Sketch of the signal generation inside an FPGA for digital per-
formance measurements. The frequency noise is generated by three shaping
filters, an integrator (INT), an infinite-impulse response filter (IIR) and a
proportional element (PROP). In addition the frequency contains an offset
foff that defines the start frequency and potentially a ramp or sine wave simu-
lating Doppler shifts fDoppler. In the numerically controlled oscillator (NCO)
the frequency value is integrated to a phase and here another phase signal
ϕadd might be added. The phase is then converted into a beat note with a
look-up table (LUT). The desired additive noise is added in the last step.









2−2 ∗ 80 MHz√
6 ∗ 80 MHz (6.3)
The resulting frequency noise f˜m was simulated for 10 ms (800k samples) and
the measured spectral density f˜sim shows a good agreement with the predicted
noise shape as shown in Figure 6.1.
6.2.2. Simulating additive noise
Additive noise was included by adding n˜ to the output of the LUT (see Figure
6.2). The effective phase noise measurement limit ϕ˜n˜ was determined by the
additive noise gainKn˜. (The factor of -11 in the following equation is determined





2 · 2−2 rad√
6 ∗ 80 MHz (6.4)
For Kn˜ = 15 this results in a noise floor of ϕ˜n˜ ≈ 260µrad/
√
Hz, this corresponds
to C/N0 ≈ 72 dBHz (see Equation 2.24) and a potential length measurement


































Figure 6.3.: Shown is the test set-up used for the digital three signal measure-
ment. The three initial frequencies f˜m,x are combined so that the measured
phases/frequencies allow one to determine the linearity and noise floor of the
ADPLLs.
6.3. Digital three signal test
Testing the ADPLLs is a perfect application of the three signal test configuration
described in the previous chapter. This was first done by Shaddock et al. [36]
to test the JPL version of the LISA phasemeter and an extended version of this
approach was used here. Implementing this type of test using DSP allows for
an optimal generation of the three signals by combining the frequency inputs
of three NCOs instead of using a mixing process as required in the analogue or
optical domain as shown in Figure 6.3.
6.3.1. Demonstration of LISA performance and stability
The ADPLL design for the LISA PMS was tested using the digital three signal
test. The laser frequency noise described in Section 6.2.1 was used for the signal
generation and an additive noise that corresponds to C/N0 ≈ 72 dBHz was also
added. First it was observed that using bandwidth values within a factor of
two of the optimal value no cycle slips could be observed during several hours
of simulation time. This demonstrates that the ADPLL design has a large
robustness.
Figure 6.4 shows the two most significant performance tests. One measure-
ment (ϕsum,n˜) included additive noise and the result showed the expected white
noise floor for three uncorrelated sources (
√
3 · ϕ˜n˜). A second measurement
without additive noise (ϕsum) revealed the underlying performance and linear-
ity of the ADPLLs to be sufficiently below the requirement. The roll-up at low
frequencies was attributed to the non-linearity caused by the second harmonic.
This noise source can potentially spoil an absolute phase measurement (due to
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Figure 6.4.: Shown are two measurements of the digital three signal test. The
beat note frequencies in both cases are fa = 7 MHz, fb = 25 MHz, fc =
18 MHz.
the coupling this depends on the stability of the laser frequency), but this type
of readout is only required for DWS, where the non-linearity would be common
between quadrants and therefore completely subtracted. Based on these simu-
lation results it was concluded that the ADPLL is sufficient or at least close to
a design required for a final implementation.
6.3.2. Non-linear influence of the second harmonic
Earlier simulations were done without an additional IIR filter inside the ADPLL,
with larger ADPLL bandwidth and with even higher dynamic ranges of the
input signals. These simulations, shown in Figure 6.5, have clear indications of
the non-linearity induced by the coupling of the second harmonic described in
Section 4.4.3. A quantitative analysis of this effect has however not yet been
done, since it was not limiting the relevant measurements and since it requires
to combine the measured input signal with a detailed transfer function model
of the specific ADPLL implementation.
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Figure 6.5.: Shown here are two examples of three signal simulations showing
an excess phase noise. The ADPLLs used an intermediate design without
additional low pass filters. The straight lines show an example with an ad-
ditional tone at ≈ 0.1 Hz and an overall noise shape close to the one used
in Figure 6.4. Two effects are observable, firstly, the white noise floor of the
signal combination is slightly increased and, secondly, a peak appears in the
combination at twice the modulation frequency. A phase noise closer to a
free running laser (dashed lines) with a 1/f2 shape was added to the signal
and the resulting combination is dominated by a 1/f noise, as predicted by
Equation 4.42.
6.4. Testing the linear ADPLL model
A test bed in a single FPGA also allows absolute signal tests to be performed
(see Chapter 5). This can be done by directly comparing the phase of the
signal generating NCO ϕNCO with the phase in the tracking ADPLL ϕPLL, by
comparing their respective phase accumulator values. Though this method has
not been used during this thesis for performance measurements it is the most
promising candidate for the further investigation of the non-linearities presented
before. In addition it uses only a single NCO and a single ADPLL, which reduced
the required resources, computation time and data storage space.
This method was used however to measure the noise and bandwidth depen-
dencies of the error point distribution described in Chapter 4. This was done
by computing the difference of ϕNCO and ϕPLL for one channel in the three
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Figure 6.6.: Shown here are two histograms of measured phase differences to-
gether with their respective fit of a Gaussian distribution. The left plot shows
the distribution for a bandwidth of ≈ 160 kHz with only frequency noise
present in the input signal. The right side shows the distribution for a band-
width of ≈ 40 kHz under the influence of frequency and additive noise. This
corresponds to the optimal operation point for the assumed noise levels shown
in Figure 4.7.
signal test set-up. The calculated differences of 131k samples were used to fit
the standard deviation of a Gaussian distribution. The histograms and fits of
two of these measurements are shown in Figure 6.6.
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Phasemeter for GRACE Follow-On:
Laboratory experiments
During the preparation of this thesis the Albert-Einstein Institute took part
in the planning, development, and testing of the Laser Ranging Instrument
(LRI) [39], a technology demonstration add-on for GRACE Follow-On (GFO).
Experiments to test and verify parts of the interferometry concept (described
in Section 2.5) were conducted at the Albert Einstein Institute (AEI). As part
of this thesis a phasemeter system was designed and tested that allowed us to
perform these optical experiments with MHz heterodyne interferometry, as will
be done during the actual mission.
The first section of this chapter describes the phasemeter system implementa-
tion for these experiments and its performance. The demonstration of differen-
tial wavefront sensing (DWS, see Section 2.4.5) using this phasemeter is shown
in the second section. It is explained together with the optical set-up that was
used to test a prototype for the LRI optical bench. The third section of the
chapter describes the implementation of the steering mirror feedback control
loop in this set-up using the phasemeter. The required additions to the digital
signal processing (DSP) and the hardware are shown together with a discussion
on the measured closed loop behaviour.
7.1. Phasemeter implementation
The LRI experiments required a minimum of five readout channels. Since no
such phasemeter prototypes were available at the AEI a new one was constructed
using an FPGA evaluation board (see Appendix A) together with a commer-
cially available extension card FMC107 from 4DSP [104]. The card hosts four
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Figure 7.1.: Shown is the phasemeter architecture for the readout of four chan-
nels. After the input signals have been conditioned and digitised on the
FMC107 they are fed into four ADPLLs. Each of them determines the signal
frequency fx, amplitude Ix and out-of-phase component Qx (see Section 4.3
for a description of these signals). These signal were all directly decimated
with a second order CIC filter to a rate of ≈ 2 Hz (≈ 38 Hz in some exper-
iments) and stored in a PC. If the four channels were used to read out the
segments of a quadrant photo diode the phase values of two ADPLLs were
each directly subtracted to form the phase signals required for DWS (see Sec-
tion 2.4.5). The computed differences were once decimated and they were
also directly added to generate the error signal for the steering mirror con-
trol loop. Shown are only the phase combinations for the horizontal tilt, the
vertical tilt computes respectively.
two-channel ADCs and therefore allows one to read out a maximum of eight
channels. The sampling frequency was adjusted using the available clock con-
trol on the FMC107 to 40 MHz and each channel was read out with a single
dedicated ADPLL. Figure 7.1 shows a sketch of the phasemeter scheme for four
of the eight implemented channels.
The use of a pilot tone was not necessary since the known ADC jitter influ-
ences were all far below the required performance levels, which are on the order
of nm/
√
Hz, which corresponds to phase noise levels of rad/
√
Hz . The effects
of crosstalk were considered not to be critical either at these performance levels,
even though the FMC107 would potentially be sensitive to them due to its dense
placement of RF components.
The performance of the phasemeter was tested for a single heterodyne fre-
quency (6.25 MHz, which was convenient and within the range to be used in
the actual satellite missions) The simulation of realistic signals was not part
of the investigations. The achieved performance levels in a split measurement
using analogue signals from a commercial signal generator is shown in Figure
7.2. The measured levels are far below the desired performance for the LRI ex-
periments and even below the µrad/
√
Hz level required for LISA for large parts
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Figure 7.2.: Shown is the performance of a split measurement of the phaseme-
ter for GFO laboratory experiments. The signal was at 6.25 MHz and it
was split using an 8-way resistive power splitter. The performance is purely
limited by ADC sampling jitter, as later proven in Chapter 8.
of the spectrum. This was a promising result that showed on the one hand
that the phasemeter is sufficient for the optical test and on the other hand that
the FMC107 is potentially able to achieve LISA performance levels, as will be
shown in Chapter 8.
7.2. Differential wavefront sensing with MHz signals
To demonstrate and test the feasibility of DWS and the steering mirror con-
trol loop for GFO the phasemeter was integrated into an optical set-up with a
prototype of the LRI optical bench (OB). The set-up, which was designed and
built by D. Schu¨tze [105] and G. Stede [106], is shown in Figure 7.3.
The prototype of the LRI OB was placed on a carbon fibre breadboard, which
was mounted on a hexapod system (M-824 6-axis hexapod from Physik Instru-
mente [107]). This hexapod was used to move the OB in all six degrees of
freedom, allowing us to simulate the pointing instabilities of the satellites ex-
pected in GFO. The optical layout was tuned to simulate the beam shapes that
are expected in the actual set-up on the OB. Therefore the beam representing
the light from the far spacecraft was brought onto the optical bench via a beam
expander and a fixed aperture. This generated a flat top beam that was inter-
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Figure 7.3.: The top sketch shows a simplified layout of the set-up used to test
differential wavefront sensing for GFO. Two lasers are used, one represents the
local oscillator (LO) and one the received beam (RX). They are interfered once
on the optical bench (OB) and once in the reference interferometer (REF).
The two are locked to each other to an offset frequency of 6.25 MHz with an
analogue offset phase lock (OPL). The received flat top beam is generated by a
beam expander (BEX), increasing the beam radius to 40 mm, and an aperture
(AP) with a slit diameter of 8 mm. It is interfered with the LO delivered with
a commercial fibre injector, producing a collimated beam of approximately
5 mm diameter. These beam parameters were chosen to resemble the current
baseline of the LRI [39]. The optical bench contains a piezo-type steering
mirror (PZT), an imaging system (IMS) and a quadrant photodiode (QPD).
The photographs on the bottom show parts of the actual set-up. Here the
beams were delivered onto and from the OB using periscopes.
fered with the local Gaussian beam fed in via the steering mirror from an optical
fibre. The interfered beams were brought onto a quadrant photoreceiver via a
dedicated imaging system. This imaging system was used to image the aper-
ture and the steering mirror planes onto the QPD, which minimises the beam
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Figure 7.4.: Shown on the top are the commanded tip and tilt angles (v, w)
of the hexapod relative to the centre of the aperture. The bottom shows the
measured DWS phase signals, which are proportional to the physical angles
between the two interfered beams α and β. For perfect alignment of the
hexapod axis and the beam axis these angles are equivalent to v and w.
The measured signals shows phase wrapping for signals larger than 2pi. Note
that in the real implementation the DWS signals could not be detected for
misalignments larger than ≈ 200µrad, because the interference contrast and
the signal power would be too low [39]. The artefacts in the DWS signals are
caused by unwanted rotations and motions of the hexapod during changes of
v [106].
walk under tilts around these points. A reference interferometer (using simple
gaussian beams) was implemented to complete the racetrack-like configuration.
After an initial alignment of the interferometers the ability to sense rotations
of the optical bench or the steering mirror with the DWS signal was tested.
Figure 7.4 shows such a measurement where the hexapod was commanded to
perform tip and tilt movements around the centre of the aperture. These rota-
tions were clearly visible in the DWS signal generated by the phasemeter. The
DWS response is very linear in the observed range (±0.5 mrad), and the coupling
factor gDWS/λ0 (see Equation 2.26) was determined to be ≈ 9.4 ·103 rad/rad for
horizontal rotations (v) of the optical bench and ≈ 9.9 · 103 rad/rad for vertical
rotations (w). In a second step the coupling was again measured, but this time
under rotations of the steering mirror. The determined coupling factors from
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the mirror angles into the DWS are increased by a factor 2 for horizontal and by√
2 for the vertical rotations, as expected from a beam deflected off a mirror at
45◦ incidence. All measured coupling factors were roughly a factor of two below
the calculated values. The current assumption is that this is caused by wrong
beam parameters or the quality of the wave front, which contained significant
diffraction patterns from the aperture.
7.3. Active Steering mirror control
After testing the angular readout an experiment was conducted to prove the
feasibility of the active steering mirror control using the DWS signals. Therefore
additional servo controllers were programmed into the FPGA. They used the
DWS angles as input to generate actuation signals, as shown for the horizontal
angle in Figure 7.1. These actuation signals were then converted to analogue
signals via digital-to-analogue converters (DACs). At the time no DACs were
available that could easily be connected to the FPGA board. Therefore, two
simple 1-bit DACs were implemented. Each of them used as input two digital
FPGA pin signals. These pins were differentially switched with the actuator
signals after a dithered truncation to 1-bit (this was done at the full sampling
rate of 40 MHz). This implementation was very similar to a standard pulse-
width modulation with a theoretical noise floor of less than 1 mV/
√
Hz (This
is based on the DAC output range of 10 V and the quantisation noise formula
4.3). The differential pins were amplified, buffered, and low-pass filtered with an
operational amplifier (circuit shown in Figure B.1). The so generated voltages
were then fed into a piezo driver, which rotated the steering mirror accordingly.
The gains of the servo controllers were chosen based on a loop model taking
into account the transfer functions of the piezo mirror and its driver, the DACs,
the DSP, and the measured DWS couplings. A unity gain frequency of 30 Hz
was calculated with a phase margin of approximately 70 ◦. Adjustments of the
gains and the actuation sign were possible during the experiments by sending
simple commands to the phasemeter from a PC.
Even though no transfer function measurements were done, which could have
been used to fully verify the applied model, the control loop could be operated
successfully. This was determined by reaching a locking state where: The DWS
signals were minimal, there was sufficient contrast present on all QPD segments,
and the interferometric contrast of the reference interferometer was kept con-
stant. The latter showed that the beam sent out from the OB was kept stable
relative to its interfered beam. A performance of the DWS signals during a 12 h
stability measurement with active steering mirror control is shown in Figure
7.5. The high noise induced by the 1-bit DACs was assumed to be the limiting
factor for the in-loop phase performance. Its white noise floor is shaped by the
closed loop error function, suppressing it at lower frequencies. Future imple-
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Figure 7.5.: Shown is the performance of the in-loop DWS phase signals with
an active steering mirror feedback. The noise increase to higher frequencies
is induced by the 1-bit DAC white noise, which is shaped by the closed loop
control. A simple transfer function analysis also revealed that the noise shap-
ing is independent of the DWS gains. Since both DAC channels have the
same noise floor this explains the almost perfect overlap of the two in-loop
measurements for most of the frequency band. A separate measurement was
conducted to determine the differential phase performance of the phaseme-
ter combined with the QPD. An electro-optic amplitude modulator (EOAM)
was used to modulate the LO with a 6.25 MHz signal. By blocking the RX
beam it was therefore possible to measure the DWS signals with an ampli-
tude modulated beam that was shining on the QPD. The large wavelength of
this modulation causes the phases of the MHz signals on each segment to be
almost perfectly equal. Therefore this was a very useful reference measure-
ment, which was also used to determined DC phase errors between channels.
The DWS performance achieved during these measurements is shown for both
angles as dashed lines. This noise level is representative of the sensor noise
of the DWS loop (excluding other optical effects caused by clipping or higher
order mode content). The combined in-loop and sensor noise measurements
give a rough estimate of the actual DWS phase performance, which is better
than 1 mrad/
√
Hz between 0.1 mHz and 1 Hz.
mentations using a dedicated DAC card (see Appendix A) will further improve
these results. Assuming the earlier determined coupling factors the physical
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angular stability achieved for α and β can be calculated from the actual DWS
phase performance. This performance is estimated from the in-loop measure-
ments and a separate characterisation of the sensor noise (see Figure 7.5) to be
better than 1 mrad/
√
Hz below 1 Hz. This leads to a performance of the angular





Individual aspects of the phase measurement chain were investigated experi-
mentally during this thesis. Some of these experiments were directly related to
the LISA phasemeter prototype, others investigated alternative architectures of
analogue components. The results presented here also include the initial perfor-
mance levels achieved in analogue and optical three signal tests with phaseme-
ter prototypes. Even though these particular investigations were not done in
the presented order, they form the logical bridge between the rather uncritical
phasemeter implementation described in the previous chapter and the full LISA
phasemeter system discussed in the subsequent one.
As described in Section 3.3.1, a pilot tone correction is necessary to achieve
µrad performance levels. The principle of such a correction is demonstrated in
the first section together with the investigation of an ADC candidate for the
LISA phasemeter. The use of a pilot tone is further discussed together with a
proposed design for a dedicated signal generator that could be used to perform
absolute signal tests at LISA performance levels. The results achieved with a
prototype of such a generator using commercial hardware are also shown. The
third section of the chapter describes a short investigation of an analogue gain
controller. Afterwards some alternative analogue front-end configurations for
the pilot tone correction are presented together with the achieved performance
levels. Based on these results the implementation and testing of a 16 channel
phasemeter with LISA performance is presented. This phasemeter was originally
planned for testing a LISA optical bench prototype and during its testing a
new noise source was discovered. The last two sections of the chapter describe
some initial non-linearity test done with phasemeter prototypes. The first test
generated analogue beat notes by mixing of GHz signals. The second test used a
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specially designed hexagonal interferometer [108] to generate three optical beats
and it is the planned set-up to perform tests of the full LISA phase measurement
chain in the future.
8.1. ADC Evaluation
During the initial planning for the LISA phasemeter an ADC had to be chosen
based on various parameters like interface type, bandwidth, number of channels,
power consumption and most importantly phase measurement and sampling
jitter performance.
While performance tests were already done successfully with single channel
ADCs [43], the multichannel variants showed promising features like a lower
power consumption, a simpler PCB layout, less synchronisation effort and po-
tentially a lower sampling jitter between the channels on a single chip. Four
channel ADCs were especially interesting, since they perfectly match the read-
out of QPDs used in most interferometers (IFOs), including the critical science
IFO in LISA. The potential disadvantage of an increased crosstalk between chan-
nels was not found to be critical. The multichannel ADC described in the next
paragraph is specified with a crosstalk suppression of 100 dB at 10 MHz, which
is much higher than the suppression between the segments of a QPD. Joshi et
al. [78] report a suppression value of 45 dB for a QPD that was specifically
manufactured to achieve low crosstalk.
A study conducted by the Danish industry parter Axcon Aps. showed that
the ADS6445 [109], a four channel ADC, is a good candidate. It is available in
a space qualified version, it has a large analogue input bandwidth (500 MHz),
which potentially makes it insensitive to thermal fluctuations, and it has a low
power consumption, roughly half of what four single channel ADCs that have
been investigated earlier [43] would require. Since no data on the low frequency
phase noise performance or sampling jitter was available, an experimental eval-
uation was conducted. The goal of this was to measure the differential phase
noise between two ADC channels and to prove that a pilot tone correction
would bring it below the requirement (6µrad/
√
Hz ·NSF, see Section 2.6) with
sufficient margin.
A very similar hardware architecture as described in Section 7.1 was therefore
implemented. Instead of an FMC107 an evaluation board of the ADS6445 [110]
was used together with an ML605 FPGA board (see Appendix A). Two of the
ADC channels were connected to four ADPLLs, two for each channel. One
PLL was used to track one tone, for example the beat note, while the other
one tracked an additional tone, the pilot (for this test both tones only differ
in frequency, making this distinction arbitrary). Since only the performance of
the ADC was to be measured, the two tones were first combined by a standard
power combiner, then split via a resistive power splitter and finally fed into two
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Figure 8.1.: Schematics of the ADS6445 evaluation board analogue front-end
[110]. The two transformer stages build a standard ADC driving circuit that
provides impedance matching and the transformation from single ended to
differential signals for the ADC inputs. For LISA performance levels these
circuits are not optimal since the transformers have an inherent strong phase
sensitivity to temperature fluctuations. For the ADS6445 evaluation the dif-
ferential signals driving the ADC were therefore cut short (indicated by red
lines).
ADC input circuits. This allowed us to completely neglect any uncommon phase
noise induced by separate pilot tone adders, which is one of the most critical
components in the phasemeters described later.
By tracking two tones at different frequencies the influence of sampling jitter
was directly observable by performing a correction of one tone using the other
(see Equation 3.2). For a purely sampling jitter dominated measurement the
corrected phase noise would only be limited by the digitisation noise of the ADC,
truncations inside the ADPLL and phase noise in the analogue components of
the front-end. The first measurements showed almost no improvement due to
jitter correction and they were dominated by an excess noise rising to lower fre-
quencies. From earlier experience this was attributed to the temperature noise
induced phase variations in the transformer based analogue front-end driving
the ADC (see Figure 8.1).
Instead of implementing a sufficiently stable AFE an alternative method was
used to directly measure the ADC noise influence. A direct short cut between
the two differential signals driving the ADC was implemented using small wires
soldered onto the evaluation board, as sketched in Figure 8.1. This shorted out
the differential phase noise of the transformer stages and it kept the impedance
matching of the circuit intact. By this modification differential phase noise
measurements directly probed the ADC noise influence.
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Figure 8.2.: Performance measurement of the ADS6445 evaluation using a
short-circuit at two ADC inputs. The differential phase noise measured be-
tween the two channels is dominated by ADC jitter noise, causing the noise to
scale linearly with frequency. The uncorrected noise of the 12.5 MHz signals
is already below the requirement.
For the final measurement a 12.5 MHz and a 35 MHz tone were fed into the
ADC. The achieved differential phase noise spectral density is shown in Figure
8.2, with and without correction of the 12.5 MHz tone. The observed sampling
jitter is very low, which is understood to be caused by the fact that both ADC
channels are implemented on a single chip, causing several noise influences to
be common mode. This level of jitter was judged to be very promising, since
it might even allow one to use uncorrected phase data for DWS, which has a
relaxed requirement in contrast to the length measurement. One should mention
here, that this measurement was done in an office, a very unstable thermal
environment, which makes the achieved performance even more impressive.
Based on these measurements, and the aspects described at the beginning
of the chapter, the ADS6445 was chosen to be used in the elegant breadboard
(EBB) model of LISA phasemeter (see Chapter 9).
8.2. Signal Simulator
The technology development activity to build an EBB model also included the

































Figure 8.3.: The principle scheme to perform an active jitter correction is
shown here. In addition to the main tones (A,M and B,M) each DAC chan-
nel also includes a pilot tone generated by separate NCOs. Their frequencies
are outside of the measurement bandwidth and they are different for each
channel. In principle this allows for the timing jitter of each DAC channel to
be tracked individually. The possible addition of a pilot tone from the PM
under test can be used to correct for the ADC sampling jitter, either by an
additional phase correction term for each NCO or by an active feedback to a
phase shifter in the ADC clock supply, similar to the implementation shown
in Chapter 12.
a dedicated signal simulator had to be constructed to generate beat notes as
expected in LISA, including realistic levels of additive and phase noise, as well
as the clock tone transfer side bands and pseudo-random noise modulations.
In parallel to the development of a dedicated digital signal simulator (DSS)
that can be used to perform split measurements (see Section 9.5.1) an alterna-
tive architecture was investigated to potentially perform absolute signal mea-
surements as described in Chapter 5.
A simple implementation of such a noise free signal generator is hindered by
the inherent sampling jitter of the DACs, mirroring the effect in the ADCs used
for the phase measurement. This fact led to the idea of using a self correct-
ing architecture for the signal simulator that would have a sufficiently reduced
phase jitter between channels and even relative to a pilot tone provided by the
phasemeter under test.
8.2.1. Self correction of sampling jitter
The conceptual design of a built-in sampling jitter correction is shown in Fig-
ure 8.3. Instead of only generating simulated beat notes (or main tones) each
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output channel also includes an additional pilot tone at a higher frequency, which
is different for each channel to make it possible to track each corresponding sam-
pling jitter separately. The outputs are split into the actual output signals va,
vb and signals used for DAC jitter correction. These signals are added together
to generate a comb of reference tones. These tones are then digitised again
by a single ADC adding its sampling jitter to each phase noise. By tracking
these back looped signals with PLLs one can now deduce, after scaling with the
appropriate frequencies, the sampling jitter of each DAC relative to the others.
This information can then also be used to implement an active feedback to the
NCOs generating the main tones, actively correcting their low frequency phase
noise induced by sampling jitter.
The final step not shown in Figure 8.3 for using such an implementation for
an absolute signal test is, to also compensate for the timing jitter added by
the ADC, which is imprinted on the DAC outputs via the feedback loop. This
requires the independent measurement of the ADC jitter relative to the absolute
phase of the phasemeter, which is defined by its pilot tone. Adding this tone and
tracking it by an additional PLL potentially allows for this jitter to be corrected
as well, which would make an absolute signal test possible.
The implementation of such a correction scheme makes sense when all phase
measurements are dominated only by sampling jitter. Also the pilot tones have
to be filtered out before the main tones reach a phasemeter, otherwise they
could spoil the measurement performance on that side of the chain. Splitting
the pilot tones from the simulated signals is done by using higher frequencies,
which requires fast sampling DACs.
The calculation of the phase correction values might also require to perform
floating point computations. But since sampling jitter is only dominant at low
frequencies, these computations can easily be done in a PC instead of the FPGA.
The biggest difficulty of such an implementation is the phase noise of the
analogue components, which masks the sampling jitter influences and can change
the phase relation between the main tones and the pilot tones, as described in
the next section. The input range of the ADC also has to be large enough, since
it needs to detect four or five signals with sufficient performance.
8.2.2. Hardware implementation and performance limits
Since no experience with the DAC sampling jitter correction was available, it was
investigated experimentally using commercial components. An ADC extension
card (FMC122 from 4DSP [111]), hosting a fast sampling converter (2 channels
up to 1.25 GHz), was combined with a DAC card (FMC204 from 4DSP [112]),
hosting two DACs (2 channels up to 1 GHz, 4 channels total), on the ML605
platform (see Appendix A). The output of the four DAC channels were split by
resistive splitters, added and fed back into one of the ADC channels by means
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Figure 8.4.: Spectral density of the noise differences corrected for timing jitter
for two signals generated and sampled by a single ADC and DAC. Shown
is also the same measurement from a second DAC, using different set of
frequencies.
A 400 MHz sampling clock was provided by an FPGA internal PLL. It was
fed into the ADC card clock distribution and from there distributed to the
ADC itself, which includes a fixed clock division by a factor of two. It was also
divided by two and sent to the DAC card. Thereby all sampling and digital
signal processing was running at 200 MHz, directly generating signals with a
maximum frequency of 100 MHz.
Before phase performance tests were conducted parts of the LISA signal gener-
ation were implemented, including additional side bands and PRN modulations.
This architecture was later ported and extended by Ioury Bykov to the DSS and
is described in Figure 9.16.
After the DSP system and the interfaces to the converters were working,
the phase noise performance of the system was investigated. Each channel
produced a main and a pilot tone at a different frequency, generating a comb of
eight sine waves that were re-digitised by the ADC. The phase of each of these
tones was tracked by a dedicated ADPLL, as shown in Figure 8.3. No active
feedback was implemented at this stage. The most crucial test for determining
if the system is dominated by jitter, was to correct the main tones with their
respective pilot tones, since they would have been influenced by the exact same
sampling jitter. The results of such a measurement after applying the corrections
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are shown in Figure 8.4 for two channels. The performance showed that none
of the main tones could be corrected below 6µrad/
√
Hz of phase noise with
their respective pilot tones, indicating that the tones are fully dominated by
phase noise, probably due to thermal effects. The comparison of the two tones
compared in Figure 8.4 also indicates that this phase noise is rather independent
of the main signal frequency.
Due to this high initially measured phase noise floor the alternative signal
simulator was not investigated further. The analogue components of the ADC
and the DAC were not well known and replacing or optimising them would have
been an extensive effort, since they are complex, ready made devices with dense
designs.
A useful implementation of this self correction technique would likely require
to design dedicated hardware and to perform a more comprehensive noise anal-
ysis, very similar to what is necessary for the LISA phasemeter. Even though
one might consider this effort to be unnecessary the implementation of such a
signal generator would be an elaborate experiment that allows one to demon-
strate the robustness and understanding of the techniques used to build phase
measurement systems. A self corrected signal simulator would only be used on
ground. Hence, it must not comply with limitations of power consumption, size
or weight that apply to a phasemeter system for space. Consequently, such a
signal generator could utilise more extreme measures for thermal control, like
large thermal masses or active stabilisations with large power consumptions.
8.3. Variable gain amplifier
Phasemeter systems in realistic IFOs will have to handle amplitude variations
of the beat notes, which can potentially bring the ADPLL bandwidth away
from the optimal operation point or increase the ADC truncation noise. The
amplitude variations depend on the full optical design and are often directly
influenced by the alignment between the interfering beams.
To compensate for changing input amplitudes one can, for example, adjust
the gain of the PLLs controllers, keeping the bandwidth constant (the I-value
measured by the PLLs allows the system to easily sense such amplitude varia-
tions). Another approach, that also keeps the amplitude of the digitised signal
constant, is to introduce an analogue variable gain amplifier (VGA), that can
act as an actuator in a potential amplitude stabilisation.
A simple version of such an amplifier was built and tested during this thesis.
Based on a concept by G. Heinzel a non-inverting amplifier circuit was imple-
mented using a PIN diode [113] as gain resistor and a fast current-feedback
op-amp [114], as shown on the left in Figure 8.5. A DC current applied to the
diode changes its resistance and thereby the amplification of the op-amp circuit.
Hence, the signal amplitude can be actuated by controlling the DC current.
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Figure 8.5.: The left side shows a simplified circuit diagram of the VGA pro-
totype using a PIN diode. The feedback gain of the amplifier is determined
by the resistance Rg, which is tunable via the DC current through the diode
id. The full circuit is shown in Figure B.2. The right side shows the measured
transfer function of the VGA for five different diode DC currents.
For different DC currents the transfer function of the circuit was measured.
The right side of Figure 8.5 shows that the amplification does indeed increase
with the applied current. But it does not scale equally in the observed frequency
range, leading to a high pass like behaviour for the high amplifications.
One also observes that the signal phase is strongly dependent on the DC cur-
rent, which might spoil the phase measurement performance. Assuming a linear
coupling of 0.1 rad/100µA, based on the measurements, the applied DC current
would require a relative stability of 10 ppm, corresponding to ≈ 1 nA/√Hz , to
achieve µrad performance. This added complexity and stability requirement are
not easily met, making this type of VGA a questionable choice for LISA like
performance levels that would require a much more detailed investigation. The
range of signal amplitudes expected in LISA has not been studied in detail and,
thus, it is not yet known if a VGA will actually be required. The phasemeter
systems developed in this thesis are, therefore, designed and tested with sig-
nal amplitude variations that do not change the phasemeter gains or the ADC
truncation noise significantly. Commercially available, controllable amplifiers
and attenuators have not yet been investigated.
8.4. Analogue front-end investigations
The good phase measurement performance achieved with FCM107 ADC card
(see Chapter 7) without the use of a pilot tone correction made it a promising
candidate to achieve the µrad performance required for LISA. Since, at the
time, no multichannel phasemeter with such performance was available, it could
be used to perform various experiments and the investigation allowed us to
empirically test alternative front-end concepts. The FMC107 card used for
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Figure 8.6.: Performance of active pilot tone adder and power-splitter dis-
tribution. The signal frequency was at 11 MHz, the pilot tone at 33 MHz.
Channel A was defect. The dashed lines show the performance without jitter
correction.
the LRI experiments used an AC coupled design which was confirmed by the
manufacturer to be based on transformers. Since these were known to cause
excess phase noise [43] a DC coupled variant of the FMC107 was used in the
following experiments. It uses amplifiers to drive the ADCs and is therefore
potentially much more phase stable.
8.4.1. Active pilot tone addition
Together with C. Diekmann [48] an additional analogue front-end (AFE) cir-
cuit was designed that added a pilot tone, distributed with a commercial power
splitter, to four input signals by using the operational amplifier LMH6624 [115].
The schematics of this circuit is shown in Appendix B.4. By implementing
additional ADPLLs into four channels of the phasemeter, described in Chap-
ter 7, both tones could be tracked. The phase of the common pilot tone was
used to correct the signal phases. The signal was split by means of a resistive
power splitters, connected with short cables to the additional AFE, which was
connected to the FMC107 inputs.
By packaging this front-end in bubble wrap foil the influence of external ther-
mal noise was reduced. The FMC107 was actively cooled by an uncontrolled
fan, which efficiently coupled its temperature to the rather unstable environ-
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Figure 8.7.: Performance of active pilot tone adder and resistive distribution.
The signal frequency was at 11 MHz, the pilot tone at 33 MHz. Excess noise
in C is not understood. The dashed lines show the performance without jitter
correction.
ment in the laboratory. The achieved phase measurement performance with
this device is shown in Figure 8.6. The dashed lines correspond to the uncor-
rected signals while the straight lines use the pilot tone correction. The LISA
requirements were fully met at the signal frequency without any complex tem-
perature management or changes in the AFE. This demonstrated two things,
first the addition of a pilot tone with an additional amplifier before an ADC
driver is a suitable alternative, as already indicated by results from Burnett
et al. [83], second the ADC driving circuit on the FMC107 is fully capable of
achieving LISA performance levels even with very low thermal stability and a
dense design. No temperature measurements were done for neither the AFE
nor the FMC107, this is a disadvantage for their comparison to other front-end
results. Still, the simple isolation of the AFE was enough to achieve the shown
performance in the first measurement.
The use of a power splitter for the pilot tone at 33 MHz was also shown to be
feasible. To investigate its influence another AFE board was developed that used
a resistive pilot tone distribution together with the same active adder concept
as before. The circuit is shown in Appendix B.5. The same measurement
was performed with this AFE, again using only bubble wrap foil for thermal
isolation. The results of this are shown in Figure 8.7.
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This measurement showed almost the exact same performance (with the ex-
ception of some excess noise in channel A) with only a slightly increased white
noise floor at higher frequencies. This might have been caused by lower signal
amplitudes and is not considered to be caused by the resistive splitting. Com-
paring the results one finds that both methods of pilot tone distribution are
feasible for a frequency of 33 MHz using only very simple means of temperature
isolation.
8.4.2. Passive pilot tone addition
The performance measurements from the preceding chapter showed that it might
be possible to use power splitters not only for the pilot tone distribution, but
also for their addition to the input signals. This would make it possible to
implement this function without using active components, which can save power
and simplify thermal management. This was especially interesting for the design
of a 16 channel phasemeter described in the next section.
The first test of such a scheme was done using only one type of power splitter
(PS), the ADP-2-1W [116] that is available in a convenient surface-mounted
device (SMD) package. The therefore built AFE (shown in Appendix B.6) uses
three PS to split a pilot tone to four channels and it uses another four PS to
combine these tones with the signals. This AFE was again tested by isolating
it with bubble wrap and performing a split measurement, the results of which
are shown in Figure 8.8.
The performance of the corrected signal was again below the requirement,
though a noise increase was observed at higher frequencies in comparison to the
active pilot tone addition. The low frequency performance however improved,
pointing towards a lower influence of temperature fluctuations. Since this AFE
was fully passive the power consumption was zero and therefore approximately
0.25 W below the one of the active circuit of the preceding section. This cor-
responds to a potential power reduction of 1 W for an implementation with 16
channels.
The coupling of temperature fluctuations also depends on the package of
components, with some being inherently better isolated than others. Therefore
another power splitter was investigated, the PSC-2-1 [117]. It has very similar
parameters to the ADP-2-1, but has a solid metal enclosure instead of a plastic
housing. Using this power splitter another passive AFE was constructed and its
performance was again measured with a split measurement using only a passive
isolation of the AFE. The circuit is shown in Appendix B.7.
Figure 8.9 shows the performance obtained with PSC-2-1 passive pilot tone
adder and distribution is almost indistinguishable from the one obtained using
the ADP-2-1. This indicates that both components, even though they have
a completely different packaging, either cause the same low frequency noise, or
that the residual noise at low frequencies is caused by the circuit on the FMC107
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Figure 8.8.: Performance of passive pilot tone adder and distribution with
ADP-2-1W. The signal frequency was at 15 MHz, the pilot tone at 35 MHz.
The dashed lines show the performance without jitter correction.
itself.
The crosstalk coupling from a signal channel into the pilot tone for the passive
pilot tone addition it is determined by the isolation between the signal ports of
the power combiners. For the two components used here this value is roughly
30 dB in the corresponding frequency band. A signal coupling into the pilot
tone must, in the here designed circuits, also pass at least one additional power
splitter to reach another signal channel (see Appendix B.7). Therefore, the
effective crosstalk suppression in this type of pilot tone distribution is on the
order 60 dB.
8.5. Phasemeter for testing the LISA optical bench
During this thesis the space interferometry group at the AEI was involved in
a technology development activity, funded by ESA, to develop and test a pro-
totype of the LISA optical bench [57, 118, 48]. The planned test procedure
included the read out of four QPDs of heterodyne interferometers with MHz
signals. This required a phase measurement system with 16 input channels,
able to achieve LISA performance. This phasemeter did not require to be func-
tional over the full frequency range, which simplified its design and testing.
Since no such multi-channel phasemeter was available at the time, an alterna-
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Figure 8.9.: Performance of passive pilot tone adder and distribution with
PSC-2-1. The signal frequency was at 15 MHz, the pilot tone at 35 MHz.
The dashed lines show the performance without jitter correction.
tive read out scheme using a down mixing process and a LISA pathfinder style
phasemeter was tested by A. Schreiber et al. [119]. Even though this scheme
was able to achieve the required performance levels, this type of readout would
have increased the phase noise limit induced by additive noise sources by a factor
of
√
2, due to additional folding of this noise onto the carrier by the additional
down mixing. Therefore a LISA-style phasemeter system was constructed using
commercial components and an AFE for the pilot tone addition, based on the
investigations in the previous section.
This phasemeter used the ML605 FPGA platform (see Appendix A,) together
with the ADC card FMC116 by 4DSP [120]. The card carries eight two channel
ADCs, leading to a total of 16 channels. The manufacturer quotes a value of
60 dB of crosstalk suppression between the channels. The effective parasitic
phase noise induced by crosstalk depends on its suppression, as well as on the
phase stability between the signals, as described in Section 3.4. The OB tests
would use signals that are sufficiently phase stable to each other to reduce the
crosstalk influence below the required levels, making the FMC116 a suitable
choice.
The AFE for this phasemeter was mounted, together with the FPGA and
ADC card, into a common housing, as shown in the top pictures in Figure 8.10.
It consists of three circuit boards, two of which contain twice the passive pilot
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Figure 8.10.: Photographs of the 16 channel phasemeter for testing the LISA
optical bench during assembly and testing.
tone adder circuit described in the previous section (schematics in Figure B.7).
These two boards were mounted on top of each other and connected directly to
a front panel and the FMC116 via equally long cables. The pilot tone itself was
distributed to these four AFEs by three power splitters on an additional circuit
board, which was mounted vertically at the back. After construction the AFE
was thermally isolated by bubble wrap foil, as indicated in Figure 8.10.
The clock distribution on the FMC116 was configured such that all ADCs
sampled at 80 MHz. This also allowed us to use the same DSP algorithms and
ADPLLs as developed for the LISA phasemeter. For the readout of each channel
one signal PLL and one pilot tone PLL were implemented, leading to a total
of 32 ADPLLs. An additional direct readout of the PA differences was also
implemented for each four channels to allow the easy generation of DWS data
for the potentially connected four QPDs.
Influence of cables on phase performance
The performance of this phasemeter was tested by performing a split measure-
ment with all channels. First measurements using equal cables after the power
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Figure 8.11.: The phase fluctuations of 16 channels relative to their average
value are shown. The measurements were done using a 35.3 MHz pilot tone
fed directly into the PT distribution, and a 13 MHz signal was injected into a
2-way and then two 8-way resistive splitters to inject it into all channels. The
cables and the splitter were thermally isolated with bubble wrap foil. The
set-up and the cables used are shown in the lower right corner of Figure 8.10.
The initially measured signal phases (not shown) increase slightly faster than
1/f to lower frequencies and have a value of 5 rad/
√
Hz at 1 Hz, leading to
a dynamic range of 9 orders of magnitude at 1 mHz between the measured
signals and the shown phase performance.
splitters showed a similar noise performance in all channels below the require-
ment. But further measurements revealed a change in the noise floor if different
cable types and lengths were used, as shown in Figure 8.11.
This effect indicated a strong influence of impedance matching and reflections
on the measurement performance, as discussed in Section 3.2.2. The exact
coupling of this noise source is not yet understood, however a very similar effect
was also encountered during the testing of the LISA PMS in Chapter 9. Even
though the effect does increase the noise, it is does not violate the performance
requirement and it could potentially be suppressed by using the same cables for
all channels.
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Figure 8.12.: A three signal test with analogue signals was implemented by
mixing three GHz tones to generate beat notes in the MHz regime, which are
then measured using a pilot tone correction as described in Section 8.4.1.
8.6. Analogue three signal test
The availability of an analogue front-end and an ADPLL that had been tested
for linearity digitally, allowed performing three signal tests (see Chapter 5) us-
ing analogue signals. For this purpose an ML605 FPGA board together with
an FMC107 ADC card and the AFE described in Section 8.4.1 were used as
phasemeter system. The three analogue signals were generated by mixing three
GHz signals from commercial signal generators as depicted in Figure 8.12.
The results of this measurement are shown in Figure 8.13. The sampling
jitter corrected three signal combination (A+B−C cor.) lies above the require-
ment for almost the full spectrum and has a 1/f like noise shape. To ensure
that this results is not limited by the phase noise of the AFE or jitter, the
signal at the highest frequency was also split and used for a simultaneous split
measurement. This measurement (C−D in Figure 8.13) shows the expected
noise performance. The jitter corrected signal (C−D cor.) also demonstrated
simultaneously the feasibility of the used pilot tone correction, indicating that
the AFE was not limiting the performance. The fact that all three signals are
strongly separated in frequency also indicates that crosstalk is not relevant.
In the end the GHz analogue mixers were identified to cause the excess noise.
Measurements of their phase stability done by Schreiber et al. [119] have shown
that mixers produce a low frequency phase noise that strongly increases with
the output frequency. These measurements were done at output frequencies
between 160 Hz and 16 kHz. The observed effect might be the same one that
limits the performance for MHz signals.
A reduction of the mixer noise was not investigated further, since an optical
three signal test was already in preparation. Small amplitude modulations of
the GHz signals revealed to cause a significant phase noise, making an amplitude
stabilisation a potential candidate for improving the mixer noise performance.
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Figure 8.13.: Performance of the analogue three signal test. The pilot tone
adder B.5 and a pilot tone of 35 MHz were used. Channel A was at 6 MHz, B at
9 MHz and channel C and D at 15 MHz. The three signal combination A+B-
C is shown including a pilot tone correction. A parallel split measurement is
shown with (C-D cor.) and without jitter correction (C-D).
The analogue three signal test would make it possible to utilise a simple set-
up for non-linearity investigations without the effects caused in photo diodes,
therefore it might be revisited again at a later point, during a more detailed
noise hunting.
8.7. Optical three signal test
The most direct test of the phase measurement chain can be done with an
optical three signal test (see Chapter 5). Using optical signals for generating
the signal combinations puts all analogue and digital components, as well as the
photo receivers into the sensitive path. Therefore such a measurement allows
one to test the noise levels of all components and their linearity over the full
signal spectrum.
The construction of such an interferometer is not trivial, since it should not
introduce any additional noise by changing optical path lengths or by stray
light beams, which act like an optical crosstalk [47]. Such an interferometer was
designed by G. Heinzel and implemented by M. Dehne [108]. The layout of this
hexagonal interferometer was optimised with the optical simulation software
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Figure 8.14.: A three signal test with analogue signals was implemented by
mixing three GHz tones to generate beat notes in the MHz regime, which are
then measured using a pilot tone correction as described in Section 8.4.1.
Ifocad [29] to minimise stray light influences, and it was built using the silicate
bonding technique, which made it possible to achieve the high thermal stability
required for testing the LISA phase measurement chain.
After the initial construction of this interferometer its working principle was
tested by performing a three signal test using a phasemeter prototype, the same
one as used for the analogue three signal measurement. This first test was done
together with N. Brause and M. Dehne, using the set-up shown in Figure 8.14.
Three Mephisto 500 NPRO lasers [121] were used as light sources. One of them
acted as master and the other two were weakly locked to it via digital offset-
frequency locks, based on an implementation by N. Brause, investigated during
his Diploma Thesis [122]. The three weakly locked beams were then fed into sin-
gle mode optical fibers and brought onto the interferometer via commercial fibre
injectors [108]. Each beam was then split on the hexagon and interfered with
the two other beams respectively, generating the optical beat notes required for
a three signal test. Each beat note was available also with an opposite sign at
the respective second beam splitter output. Three high bandwidth (> 50 MHz)
photo receivers were used to convert the signals into analogue beat notes which
were then fed into the phasemeter via equally long cables. A balanced detection
using six photo receivers, two for each interference, was not possible at the time
due to the lack of channels on the AFE board. The whole set-up was imple-
mented in air, in a laboratory on an optical table, which is only a marginally
stable thermal environment.
The performance results achieved during these measurements are shown in
Figure 8.15. The individual signals show indirectly the suppression of the offset-
frequency locks, which reduces their relative noise from the one of free running
laser to a level similar to the one expected in LISA. The signal combination
shows again a strong reduction, though this time a shoulder shaped noise is lim-
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Figure 8.15.: Performance of the hexagon optical three signal test. The pilot
tone adder B.5 and a pilot tone of 16 MHz were used. Channel A was at
6.25 MHz,and B and C at 3.125 MHz. The three signal zero combination is
shown with (A-B-C) and without (A-B-C cor.) pilot tone correction.
iting the performance. The standard LISA requirement was only met around
1 Hz, where the pilot tone correction was able to further increase the perfor-
mance. The cause for the high excess noise is currently not known. The fact
that two beat notes used the same frequency makes it plausible that crosstalk
might have been the limiting effect. Similar noise shapes have been measured
under the influence of stray light [47], which also couples as small vector noise
(see Section 3.4). The pilot tone adder configuration used for the measurements
had a crosstalk suppression in the order of 60 dB (see schematics in Figure B.5).
This levels fits roughly to the height of the shoulder of 10−3 rad/
√
Hz expected
from a small vector influence. These initial measurements were strongly aggra-
vated by several cycle-slips occurring randomly during the measurements. The
cause of these slips is currently unknown. Since the well tested ADPLLs de-
scribed in Chapter 4 were used, they are rather unlikely to be the cause of this
problem. Potentially the offset-frequency locks might have introduced these ef-
fects and, at the time, no in-loop data of these locks was available to investigate
their performance and stability.
As an additional noise source angular jitter of the fibre injectors was identified
[108]. This jitter couples into the length measurements because the optical
components include a wedge angle to reduce stray light. This causes a change
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of the effective path length through the components if the beams tilt, and due
to the different refractive index of the components and the free beam medium
(air or vacuum) this directly causes phase noise that is not common between the
interferometers. To address this, the hexagonal interferometer will be modified
for future experiments. It will use monolithic fibre injectors [123], as used in
LISA pathfinder and LISA, which are expected to cause far less beam jitter.
Since the experiment was not performed in vacuum, various thermal effects and
thermally induced changes of the refractive index in air also contributed to the
measurement noise.
Even though the measured noise is almost three orders of magnitude above
the requirement this test was able to demonstrate the basic feasibility of the
measurement concept. Various steps for improvement are well know from earlier
experiments aiming at µrad performance levels [108, 47, 48] and they will make
it possible to improve the measured phase noise performance in the future.
This test also showed, for the first time, the feasibility of a pilot tone correction,




Elegant breadboard model of the
LISA phasemeter
A large part of the work performed for this thesis was related to our partici-
pation in a technology development activity initialised by the European Space
Agency (ESA), called ’LISA Metrology System’ (ESA Invitation to Tender:
AO/1-6238/10/NL/HB). The goal of this activity was to design, build and test
an elegant breadboard model (EBB) of the LISA phase measurement and the
frequency distribution system. This activity was performed by a consortium
composed of the National Space Institute of the Danish Technical University
(DTU Space), the Danish industry partner Axcon ApS in Copenhagen, and
the Albert-Einstein Institute in Hannover, Germany. This chapter gives an
overview about the EBB and it summarises the most important results of the
development activity.
The specific goals of the project are described in the first section. They are
also put into perspective to the existing overall LISA technology development
and future investigations. The second section of this chapter introduces the
architecture of the EBB and explains critical design choices. This includes
an overview of the hardware itself and is followed by a description of critical
elements of the infrastructure. The implemented algorithms and parts of the
programming of the FPGAs and the CPU are presented in the third section. The
EBB was tested for key functionalities to validate the system architecture and
the results of these test are presented in section four. The last section focuses
on the testing of the most critical and most demanding function of the EBB,
the phase measurement. Using a dedicated signal generator, LISA like signals
were used to test the performance of the EBB in an extensive test campaign, of
which the most important results are presented.
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9.1. Goals
Measuring the phase of the inter-satellite and the additional interferometers
continuously, with the full performance of 6µrad/
√
Hz and over the whole fre-
quency range is the main function of the EBB, and demonstrating this was the
first and foremost goal of its development. To perform a representative test
the generation of signals containing the full LISA characteristics was required,
which led to the development of a dedicated digital signal simulator (DSS). Af-
ter proving the phase measurement capabilities the EBB could then be used to
test various other aspects of the LISA metrology in future set-ups, including
tests of photodiodes, DWS, clock noise transfer and many more.
The phase stability of the GHz modulation side bands in relation to the
phasemeter sampling clock and, more importantly, to the pilot tone signal is
crucial for the LISA metrology concept as described in Section 2.6. Without it,
noise and drifts between the clocks in the three satellites would spoil the mea-
surement performance. The generation and distribution of the relevant tones
is therefore named as a separate item in the LISA technology development, the
frequency distribution subsystem (FDS). The aim of the EBB development was
to provide the most critical parts of the FDS, excluding optical and uncritical
external analogue components, and to integrate them into the EBB. Especially
the goal was to provide a pilot tone to all ADC channels, with the required
phase stability to the GHz modulation side bands. By demonstrating this, the
EBB could be used in experiments with more than one breadboard, using clock
noise transfer to achieve the desired noise levels. This would allow us to perform
more integrated tests of this critical aspect of the LISA metrology.
Absolute ranging between the LISA satellites is necessary to cancel the laser
frequency via the TDI algorithms. Therefore it was required of the EBB to
include the ability to read out PRN ranging modulations with the desired per-
formance and to potentially generate them. Also the ability to encode data into
the modulations and to decode data from the measurements was required, not
only to demonstrate these functions, but also to allow testing them in future,
more realistic experiments.
As described in Chapter 2, the phasemeter in an inter-satellite interferometer
does not only read out interferometric beat notes, but it also controls them,
or some of them, by actuating on the lasers. This is, for example, done with
an offset-frequency phase lock. Therefore, the EBB was required to be able to
perform such locks with sufficient performance and bandwidth. By adding the
function to actuate two lasers and to use two beat notes the EBB would also be
able to test more sophisticated control schemes developed for LISA, like dual
arm-locking [72] or alternative laser stabilisation techniques [124, 125].
While the phasemeter can be seen as the final item in the LISA phase measure-
ment chain, it is only one component in the drag free attitude control scheme
(DFACS), that keeps the various degrees of freedom of the satellites and the
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Figure 9.1.: Photograph of the assembled PMS EBB. Shown is a main module
with one clock, one DAC, and five ADC modules.
test masses controlled using closed-loop algorithms. The EBB therefore aimed
to include and demonstrate all functions that would be required for it to act
as a real time read out. This ensures that the EBB could be used in future
experiments that simulate part of the DFACS control in LISA or other future
missions.
The last main function, required of the EBB, was the ability to acquire lock
of a beat note and to potentially include algorithms to acquire lock between
free running lasers. The EBB should also be able to perform this function, and
potential variants of it, during the more complex acquisition between satellites,
as necessary in LISA and GFO. Again, these capabilities enable the EBB to be
used in all future experiments investigating this procedure.
Next to the described primary functions the EBB was also aimed to allow
simple debugging and experimenting by providing additional sensors, resources
and interfaces, as well as flexibility in the used algorithms and critical analogue
components.
9.2. System architecture
The driving aspects of the EBB design were the required functionalities and
the performance goals. But also considerations for cost, power consumption,
flexibility and special aspects of known critical elements (like the analogue front
end) were taken into account. Figure 9.1 shows a photograph of the EBB hard-
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ware. While for critical components space qualifiable parts were investigated
and partly implemented, standard commercial parts were used for the bulk of
the system. A system sampling clock of 80 MHz was chosen, which is higher
than in previous prototypes and simplified some aspects of the design, like the
anti-aliasing filters (see Section 3.2.3). FPGAs were selected from the Spartan
6 series from Xilinx, since they provided sufficient logical resources, including
large margins for future developments and experiments, together with reason-
able power consumption and price. The hardware was split into four individual
modules, each containing different parts of the functionality. One full EBB con-
sists of one main module, one clock module, one DAC module and five ADC
modules. Hereinafter, each module is presented together with its key compo-
nents and functions. Afterwards two critical aspects of the infrastructure are
described in more detail, the signal and data flow between the components
and the synchronisation subsystem that is required to ensure a common system
timing.
9.2.1. ADC module
The analogue signals from the interferometers are digitised and processed on
the ADC module. The main components on this module are an analogue front-
end circuit, which conditions the input signals and adds the pilot tone, an ADC,
that performs the digitisation and an FPGA, that houses the readout algorithms
and communicates with the other subsystems. The layout of the ADC module
is shown in Figure 9.2. The module can either be connected to the main board
or it can be used in stand-alone operation. The latter variant simplifies testing,
since a single ADC module can be used as an independent phasemeter prototype
and does not contain the various additional features of the full system which
could potentially cause unwanted disturbances.
An ADC module is plugged via a multi pin connector directly into one of
the six slots of a main module. This connector provides the system clock and
the supply voltages to the module. It also connects several interfaces, most
importantly the main, high bandwidth link between the local FPGA and the
FPGAs on the main module. One ADC module was designed to measure four
input channels. Therefore it contains four equal analogue front-ends and an
ADC with four input channels. The ADC is the ADS6445 from Texas Instru-
ments [109] and its phase measurement performance was tested beforehand, as
described in Section 8.1. The main function of the FPGA on this card is to
perform the phase and ranging readout algorithms, to decimate this data to a
suitable rate, and to transmit it to the main module.
In stand-alone operation the FPGA can directly be controlled and read out
via a USB or generic serial interface, added to the module by using free FPGA
pins connected to an expansion header. Another connector provides power and















Figure 9.2.: Layout of the ADC module. It contains four signal inputs, one
pilot tone input (PT in), four analogue front-end circuits, one ADC, one
FPGA, three temperature sensors (TS), an analogue and a digital power
supply (PS) as well as several other peripheral components and connectors.
The connector to the main module is located on the bottom.
system clock.
Analogue front end
The signals are fed into the ADC module via four SMA connectors. A fifth
connector is used to fed in the pilot tone signal directly from the clock module.
The AFE circuit for one channel (shown in Figure B.10) includes three main
components: a gain and buffer stage for signal conditioning, an anti-aliasing
filter, and a differential amplifier, that is used to simultaneously add the pilot
tone and to generate a differential signal required for driving the ADC. This
architecture was based on the pre investigations using phasemeter prototypes
developed at the AEI [43].
The gain stage was implemented using a current-feedback op-amp with a high
gain-bandwidth product (LMH6702 [114]). The aim of this was to generate a flat
amplitude and phase response for various signal gains, to reduce temperature
induced noise. No fixed requirements on the gain were available and, since
they depend highly on the signal power and the photo receiver (PR) gain, the
implementation allowed for flexibility by simply changing the feedback resistors
and therefore the amplification.
The anti-aliasing filter (AAF) is a simple 2nd order low pass and was included
for testing purposes. A detailed study of the required filter suppression and
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phase linearity, as discussed in Section 3.2.3, was not conducted, since they
depend strongly on the PR transfer function and other not specified parameters.
A full measurement chain design might move the AAF, as well as all required
gain stages, fully into the PR, depending on the available thermal stabilities
and power budgets.
The differential amplifier, used to drive the ADC and to add the pilot tone, has
a large bandwidth (> 300 MHz), to reduce thermally induced phase noise. The
pilot tone was fed into the second input port of the amplifier and it was simply
split into the four channels without additional impedance matching (except
for a 50 Ω matching to the SMA input). This is considered feasible since the
dimensions on AFE were small compared to the signal wavelengths.
Since all of these analogue components were known to be critical for the
measurement performance, a possibility for exchanging not only the front-end
components, but also the layout was included into the design. Several test-
points were added, that allow one to solder a hook-up board onto the original
AFE. Such a board directly connects to the signal inputs and the ADC inputs,
and can therefore replace the original AFE circuit, thereby most of the ADC
module can be re-used. More details of the AFE and modifications are discussed
in Section 9.5, together with the phase performance measurements.
9.2.2. DAC Module
The EBB generates up to three digital and four analogue signals with the DAC
module. Its main components are an FPGA, four DACs, each with an analogue
offset correction and amplifier circuit, and three buffered digital outputs. The
FPGA infrastructure of this module is almost an exact copy of the one of the
ADC module. This allowed us to use some of the same programming code
and it made it possible to easily exchange the two module types. Therefore a
main board can potentially be used with none, one or even more than one DAC
module. The layout is shown in Figure 9.3. The DAC module can also be used
in stand-alone operation.
The FPGA on this module has two main functions. The first function is to
host offset-frequency phase locks [40, 126] or similar algorithms. These algo-
rithms use the frequency information of the beat notes from the ADC modules,
communicated via the main board, to generate actuator signals. These signals
are then converted into analogue ones by the DACs and their offset and am-
plitude is further conditioned by analogue back-end circuits, before they are
made available at separate SMA connectors. Each output was designed to have
a range of ±10 V, which is convenient for laboratory experiments. While the
DACs are sampling with 80 MHz, the analogue outputs were low pass filtered
with a corner frequency of approximately 10 MHz. This is a more than sufficient
bandwidth for laser control and allows the DACs to also produce RF signals for











Figure 9.3.: Layout of the DAC module. It contains three 1-bit digital out-
puts, four DACs, four analogue back-end (ABE) circuits, one FPGA, three
temperature sensors (TS), an analogue and a digital power supply (PS), as
well as several other peripheral components and connectors. The connector
to the main module is located on the bottom.
any residuals of the clock signal in the outputs. The actuator signals can also
be made available via a serial interface, if a laser with digital interfaces has to
be controlled.
The second function of the FPGA is to generate PRN signals for the phase
modulation required to implement ranging and data communication (see Sec-
tion 2.6.1). For three channels, data received from the main board is therefore
encoded with individual PRN signals and fed via simple digital buffers to SMA
connectors.
9.2.3. Clock Module
The clock module generates the system clock and it provides and distributes
the pilot tone to the EBB. It is plugged into a dedicated connector on the main
module which supplies the supply voltages and takes in the clock signal from the
clock module. Figure 9.4 shows the layout of the two clock modules designed
for the EBB.
Both variants contain a pilot tone distribution section, where the pilot tone
is split via power splitters and made available at six SMA connectors with
equal delays to ensure a common overall phase. This type of distribution was
chosen to ensure a high phase stability and cleanliness of the pilot tone, both of
which might have been spoiled by using a distribution via the main board. The
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Figure 9.4.: Layout of the second generation (top) and first generation (bot-
tom) clock module. The elongated part of the modules contains the pilot
tone distribution with delay matched signal lines and six power splitters. Ex-
cept for an additional connector the design of this part is equivalent for both
modules. The other part of the modules contains the frequency generation.
It consists of the clock divider and of the pilot tone divider and filter (the
first generation board contains two pilot tone chains for testing). The power
supply was removed from the second generation board and has to be added
externally, since it was found to cause large temperature gradients over the
pilot tone signal chain.
distribution part of the clock module is in the middle of the ADC modules (see
Figure 9.1), this shortens the signal path and thereby decreases the influence of
strong heat dissipation by the FPGAs and power supplies, which are situated
on the outside of the EBB.
The second part of the modules is the tone generation. On both boards a
2.4 GHz signal, which is one of the GHz clock noise side bands, is divided twice,
one time by 30 to generate the 80 MHz clock tone and one time by 32 to generate
the 75 MHz pilot tone. While the clock is directly fed to the main module,
the pilot tone is further filtered and amplified. Since the initial pilot tone is
a rectangular signal (due to the digital dividers) a temperature compensated
passive filter is used to reduce its content of higher harmonics.









Figure 9.5.: Layout of the EBB main module. The left side contains seven
connector slots for sub modules. Slot 0 is reserved for the clock module,
slots 1 to 6 can be equipped with ADC and DAC modules. The right side of
the EBB contains the FFT FPGA, the bridge FPGA, the CPU, the power
supplies and various connectors and additional peripherals.
chains, to be able to easily compare them. Measurements using this module
revealed however, that an excess noise was present in the chain and therefore
a second, revised board was developed. It uses a different divider architecture,
carries less components and uses an external power supply. These changes
should bring the performance of the pilot tone chain below the requirement.
The clock module also has an external supply voltage connector to allow for
stand-alone testing.
9.2.4. Main Module
The main module hosts all other sub modules, provides power, distributes the
system clock, it hosts an FPGA dedicated to performing fast Fourier transfor-
mations (FFT FPGA), it hosts the CPU module that controls the system, and it
hosts an FPGA that establishes the interfaces between the FPGAs and the CPU
(bridge FPGA). The main module can also use a crystal oscillator as source for
the system clock. This allows using the system without a clock module or if,
for example, no 2.4 GHz source is available. A 12 V supply voltage is passed to
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all sub modules and used to generate all voltages for digital circuits. A 24 V
supply voltage is used to generate the local supply voltages of ±6 V and ±16 V
for analogue components, which are also supplied to all sub modules.
Bridge FPGA
The bridge FPGA works as the central switch for most communications between
the FPGAs and the CPU. It multiplexes the various data streams that are send
back and forth in the system and frames them into the required formats. The
data streams are discussed in Section 9.2.5. It also handles the FPGA synchro-
nisation, which is described in more detail in Section 9.2.6. For simplification
this FPGA was chosen to have the same type as the FPGAs on the ADC and
DAC modules.
Central processing unit
The EBB required a central processing unit with floating point capabilities and
high-level programming options. The LPC3250 OEM Board from Embedded
Artists was chosen for this purpose. It houses an NXP ARM926EJ-S LPC3250
processor and includes various peripherals. It is simply mounted onto the main
board with an expansion connector, which provides power and the required
connections. The CPU functions can be divided into two main tasks. The first
one is to handle the measurement data. The incoming data packages have to
be formatted, filtered and then packed and transmitted via Ethernet to a con-
nected PC. Later on the data might also be send to a DFACS system, via a
not yet defined interface, or to another phasemeter, via sending it through an
optical link using the PRN modulations. The filtering of the incoming data is
the most demanding task in terms of required processing power. The chosen
CPU therefore includes a dedicated vector floating point co-processor, which
gives the system a computational overhead that can be utilised during later
developments. The second task of the CPU is to control the system and to
perform housekeeping functions. The availability of a general-purpose program-
ming environment allows one to implement complex algorithms that can be
used to operate the EBB autonomously. This is necessary for using the EBB
in experiments that simulate flight-like situations, where the communication to
the satellites would be non-permanent and very limited in bandwidth. For ex-
ample, the autonomous acquisition of the ADPLLs had to be implemented as
part of the EBB development. An important additional feature of the CPU is
the readout of temperature sensors spread across all modules. This data is also
packed and send to the PC. The CPU runs the RTEMS (Real-Time Executive
for Multiprocessor Systems) operating system.
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Fast Fourier transform (FFT) FPGA
To allow for maximum acquisition performance a dedicated FPGA was im-
plemented to perform fast Fourier transformations. This FPGA is connected
directly with high bandwidth interfaces to some of the ADC modules. The full
ADC data sampled at 80 MHz is fed through these interfaces and made available
on the FFT FPGA. There it is fed into FFT blocks that perform full duty-cycle
FFTs on four input data streams, for example, on four segments of a QPD. To
achieve this amount of computational power the FFT FPGA is a larger Spartan
6 type, with roughly twice the logic resources than the other FPGAs in the
system. The FPGA also hosts peak detection algorithms which operate on the
FFT outputs and produces the data send to the CPU.
Additionally the FFT FPGA connects to random access memory (RAM) with
a capacity of 256 megabyte. This allows a burst of data to be stored at the full
sampling rate, which can then be read out via the CPU. The ADC modules
providing this data can also be modified to transmit, for example, signals from
inside the ADPLL. These types of burst data can be used to perform debugging
and signal analysis over a wide range of frequencies, something which is not
possible otherwise, due to bandwidth limitations.
9.2.5. Data flow
The modular design approach of the EBB required to implement interfaces that
have sufficient bandwidth for the different functionalities. The various interfaces
can be divided into two types, streamed data, which is send at regular intervals
and contains well defined data frames, and command data, which consists of the
register read and write packets that are controlled by the CPU. An overview of
these interfaces is shown in Figure 9.6. The register interface uses the bridge
FPGA as a switch and connects from there to all other FPGAs. There are three
types of streamed data interfaces implemented into the EBB. The first one is the
science data, it contains all the various DSP readout signals and additional meta
data, like the counter values from each FPGA. This data is send to the bridge,
where it is re-framed and then send as one large package to the CPU. The rate
of the science data is rather slow (80 MHz/217 ≈ 610 Hz ), but it is sufficient for
providing signals to a DFACS system and it has to be even further decimated
for the data storage. More details about the science data and its decimation
are described in Section 9.3.3. The second streamed type of data is for the laser
lock implementation. For these locks the EBB acts as part of a fast control loop,
with a requirement of an absolute delay of less then ≈ 3µs. To implement these
locks the frequency/phase information of the beat notes, measured in the ADC
FPGAs, has to be send to the DAC FPGAs without causing excess delays. A
rate of 10 MHz was chosen for this interface, which kept the delays caused by the
interface sufficiently low. Only two of the laser lock signals sent from the five
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Figure 9.6.: Sketch of the data flow between the FPGAs and the CPU on the
EBB. The streamed data interfaces (science, laser lock, FFT data) are all
one directional and they send pre defined data frames at fixed intervals. The
register interface is bi-directional and is used to send and read data. It is not
synchronised, since it is controlled by the CPU. The data, encoded with PRN
codes on the DAC card for inter-satellite communication, is communicated
also via the register interface, since it only has a low bandwidth requirement.
ADC cards can be send further to the DAC FPGA, therefore a multiplexer in
the bridge chooses which ones are required. The physical interface between the
bridge and the other FPGAs is based on a single serial link with a bandwidth
of several Gbits/s.
The last type of streamed data interface is the delivery of all the ADC sam-
pling data from three ADC modules to the FFT FPGA. The large required
bandwidth (4 ADCs · 14bit · 80 MHz ≈ 4.5 Gbit/s) was achieved by adding
three physical serial interfaces to two of the ADC slots. A single additional
link was implemented for a third ADC slot, with the reasoning, that a reduced
amount of data is sufficient for acquiring lock with the local reference interfer-
ometers in LISA , since it is mechanically fixed and local it has a constant high





















Figure 9.7.: Shown is a sketch of the EBB synchronisation scheme. A counter
(CNT) in the bridge FPGA, with a dedicated state machine (INIT), is trig-
gered by a CPU command to generate ticks at regular intervals. The ticks
are distributed via a buffer and delay matched signal tracks to all FPGAs.
There the tick is sampled, with the same system clock, and used to trigger
the pre armed counters in the respective FPGA control blocks (CTRL). All
data packages send to the CPU contain this counter value from the time of
transmission. The value can be compared to a software package counter in
the CPU to detect missing packages. The CPU also contains an internal
hardware counter (INT), driven by an independent clock, which is also read
out for debugging purposes.
9.2.6. Synchronisation
A dedicated synchronisation scheme was implemented to generate a system wide
absolute time. This is necessary to ensure that all sampling and decimation, as
well as the PRN generation, start predictably at the same edge of the system
clock. The scheme is based on a synchronisation signal, the so called tick,
that is generated by the bridge FPGA and fed to all FPGAs (also back to the
bridge) via delay matched lines (see Figure 9.7). Each FPGA contains a state
machine that controls a counter that is triggered by the received tick. After a
successful synchronisation each FPGA has an exact copy of this counter, that
can be used for all local timings. This counter is, for example, used to generate
the decimation clocks and the PRN codes. The state machine controlling the
counter is armed (it waits for the tick), by a simple command from the CPU.
The tick generation produces a tick at regular intervals, but it can be switched
on and off via a CPU command. Therefore triggered state machines can also be
used to time other algorithms or changes in the FPGAs, allowing one to exert
full control of timing in the system, if necessary.
If the synchronisation works, only determined, constant time offsets remain,
which have to be integrated into the signal post-processing. One should note,
that the full timing in the EBB has three components, the 80 MHz clock, which
defines the timing intervals, the tick synchronisation, that sets the absolute
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system time i.e the counters, and the pilot tone, which corrects the timing
intervals of each ADC channel relative to the actual system clock which, in this
case, is the 2.4 GHz side band tone.
9.3. Algorithms & programming
Six devices on the EBB required individual programming, the four types of FP-
GAs were all programmed using VHDL, the CPU and the PC interface programs
were written in C. The hardware interfaces on all devices were implemented by
Axcon, together with additional abstraction layers, most of the infrastructure
for the register interface and the operating system and drivers for the CPU.
The digital signal processing, control, framing and data streaming was then im-
plemented on top by AEI and as part of this thesis. In the following relevant
aspects of the programming are described in more detail.
9.3.1. Control
The EBB is initialised via a PC program. The program establishes a TCP/IP
link via Ethernet to the CPU and provides it with various parameters, depending
on the chosen mode of operation. The CPU then performs the FPGA counter
synchronisation and initialises the DSP blocks in the system by writing various
parameter into the corresponding register, like the gains and initial frequencies
for the ADPLLs. After this, the CPU activates the streamed data interface on
the bridge and it begins the data readout loop. During this loop it waits for
packages to arrive, decodes and filters them, and sends the resulting packages
to the PC, where they are stored.
The system is controlled via a register based interface handled by the CPU.
Each register in the EBB has a specific address and it is written via a simple
CPU command. Registers can also be read out by the CPU if they are config-
ured for that in the VHDL code (readable registers required significantly more
resources and therefore they had to be instantiated specifically). For debugging
purposes a notification for each register write and read is also send to the PC.
It contains the data and address of the register, as well as the CPU internal
counter value for timing. This enables us to reconstruct every behaviour of the
CPU, including reaction times, which is especially important if the EBB works
partly autonomously.
9.3.2. Science readout
The readout algorithms implemented on the FPGA and each ADC module are
described here. The here presented specific scheme is designed for detecting
the four beat notes generated on a QPD for the LISA inter-satellite link. This
scheme was implemented during the development, since it is the most complex
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Figure 9.8.: Shown is an overview of the DSP implemented in an ADC FPGA
for the science readout. The four digitised signals from the ADC (tA,...tD)
are fed into four ADPLLs for the pilot tone readout and four ADPLLs for
the main beat note readout. The added time series signal (tsum) is used as
input to the ADPLLs tracking the upper and lower clock noise side bands.
The added mixer outputs of the main PLLs (Qsum) is used as input for two
delay locked loops (DLL), tracking the local and remote PRN ranging codes
and performing the data readout.
and critical one for the missions. The implementation of the algorithm might
be modified and simplified for the readout of, for example, the auxiliary inter-
ferometers. The scheme is sketched in Figure 9.8.
Pilot tone PLL
The pilot tone is measured for each channel by a dedicated ADPLL. The current
implementation used almost the same design as developed for the interferometric
beat notes. A more specific design might utilise a very low bandwidth, since
the absolute pilot tone phase changes are very small. The frequency of such
a dedicated pilot tone PLL might even be fixed to the specific frequency by
additional logic. The values that are read out from these ADPLLs are the
frequency values, used to reconstruct the pilot tone phase changes, and the
in-phase (I) value, to monitor the signal strength. A readout of the out-of-
phase (Q) value is not necessary due to the high bandwidth compared to the
absolute signal. The readout of the frequency has a large dynamic range which
is not required for the pilot tone. A simplified readout mechanism was therefore
included additionally. Since the phase of each PLL contains a ramp at the signal
frequency, a constant ramp from an internal NCO (synchronised to the system
counter) is subtracted from each of them. The so generated phase values are
directly proportional to the sampling jitter in each channel, and they use less
then half the amount of bits and therefore bandwidth as the frequency values.
147
Chapter 9. Elegant breadboard model of the LISA phasemeter
Science tone PLL
The interferometric beat notes are read out in the so called main ADPLLs.
Their internal design is based on the simulations and pre-experiments presented
throughout this thesis. Read out from these PLLs are the individual frequencies,
I and Q values as well as the direct phase differences for DWS. In addition the
sum of the four frequency values is computed and read out. This value is also
decimated to a rate of 10 MHz and used for the laser locks.
Side band PLL
The added ADC signals are fed into two separate ADPLLs for tracking the
clock noise transfer side bands. Since the side bands only use a small amount
of the signal power their effective SNR is even lower than the one of the main
beat notes. At the same time the side band PLLs have to track the same laser
frequency noise dominated signal as the main beat notes, in addition to the
clock noise and the Doppler shifts. The side bands are 2.4 GHz away from
the carrier and their effective Doppler shifts are thus also slightly different.
Since the largest part of the phase signal is already tracked by the main beat
notes this information can be used to reduce the required bandwidth of the
side band PLLs. Therefore the summed frequency of the four main PLLs is
used, after adding/subtracting the corresponding offset, as offset frequencies in
the SB PLLs (see Figure 9.8). Thereby the frequency noise and Doppler shift
information is transferred in a feed forward scheme and the SB PLLs only need
to track the clock noise and the slight Doppler variations. Individual frequencies
and the I and Q values are read out from these PLLs.
Delay-locked loop
The readout of the inter-satellite ranging is performed in two delay-locked loops
(DLL), which are tracking the local and remote pseudo-random noise (PRN)
codes. They use the combined sum of the main PLL mixer outputs (Qsum) as
inputs. These DLLs also read out the raw data from the PRN stream. For the
DLLs a VHDL version of the algorithms developed at the AEI by J.J. Esteban
[44] and implemented by N. Brause is used. The readout signal of the DLLs
are the correlation values, the measured delay and the raw data. The raw
data normally contains additional bits for data correction algorithms like Reed-
Solomon encoding [127], to account for bit errors. The decoding of received data
is planned to be implemented into to CPU.
9.3.3. Decimation chain for science data
For the science data the decimation is implemented in three steps, shown in
Figure 9.9. The initial data inside the FPGAs, available at the sampling speed
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Figure 9.9.: Shown is the decimation chain of science data in the EBB. Each
individual signal is decimated in the FPGAs and packed into a frame. These
frames are transmitted to the bridge, where they are combined and send to
the CPU. The large frame received by the CPU is split into the original signals
which are then mapped onto floating point numbers and further decimated.
Signals like counters and received DLL data are not filtered and are available
in the CPU as integer values.
of 80 MHz, is down sampled by a CIC filter (see Section 4.3.4) to a much lower
rate of ≈ 610 Hz. After being transmitted to the CPU, the data is converted
from integer to floating point numbers and then decimated in three consecutive
steps by FIR filters. The final rate of 3.4 Hz is then used to store the data on a
PC or to transmit it via the laser link. The intermediate higher sampling rates
of ≈ 102 Hz and ≈ 10 Hz are required for feeding data to a DFACS system. The
consecutive filtering also simplifies the design of the three FIR filters.
The most important signal, in terms of filtering, is the frequency information
of the main PLLs, since it contains the satellite distance information. It also
has the largest dynamic range, making its decimation the most demanding. The
other signals can potentially use much simpler filters that, for example, cause
less signal delays, as required for DWS. Due to time constraints only the strong
frequency decimation filters were implemented and they were used for all sig-
nals. The frequency signals are fully dominated by laser noise, therefore the filter
suppression can be computed by comparing the expected noise with the filter
transfer functions. Figure 9.10 shows the effective laser frequency noise model
and its attenuation via the implemented down sampling filters. One should note
that decimated variable is a frequency and not the phase, which changes the
spectral properties, as well as the shape of phase requirement. Future imple-
mentations might also include compensation filters to gain the signal flatness
that is required for DWS, post processing and TDI. However, these filters might
be computationally very expensive due to the strong constraints on the signal
flatness required for the TDI algorithms that suppress noise by more than nine
order of magnitude. Therefore the filters might just be better situated in the
on-ground post processing.
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Figure 9.10.: Shown is the effective laser frequency noise model used in the
signal simulation and its attenuation in the different decimation steps. The
dashed vertical lines mark the sampling frequencies, which are also the lowest
frequencies that will be aliased into the signal band (> 1 Hz) during each
decimation. The first stage is a 3rd order CIC filter which has notches of
suppression at all critical frequencies (only the first two are shown). The sec-
ond, third and fourth stages are 54, 104 and 77 tap FIR filters respectively
(see Appendix C). For the earlier assumed laser noise model (red line) the
suppression of the stages is not sufficient. Using a more realistic frequency
noise, closer to the current LISA base line design (30 Hz/
√
Hz in the measure-
ment band, dashed red line), relaxes the required suppression and makes the
implemented filters compliant with the performance. One should note that
the later described measurements use the larger frequency noise, but that
no aliasing effects are visible, since the aliased components are equal in all
channels (see Chapter 5).
9.3.4. Laser control
So far, the simple laser frequency offset phase lock has been implemented, but
none of the other, more complex algorithms. The used algorithms are based on
analogue implementations of such a lock that have been used and studied before
[40, 41].
The active laser control, performed by the phasemeter, uses the frequency
information of the beat notes, determined in the ADC FPGAs. From these
frequencies the desired offset is subtracted and the residual value is integrated
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to generate a phase error signal. This signal is then fed through a simple PI
controller to generate a fast actuation signal that is send to one of the DACs.
The fast actuator signals is also fed into a another PI controller that generates
a second slow actuation signal. Both of these signals can then be used to drive
the frequency of an NRPO laser by actuating on the laser crystal with a piezo
(fast) and with temperature (slow). More details of the implementation are
shown with the tests in Section 9.4.2.
9.4. Implementation and functionality tests
The previously described interfaces and algorithms were implemented and ver-
ified by simple functionality tests throughout the development. As part of the
technology development it was also required to run some more extended test
of the critical functionalities, to evaluate the feasibility and performance of the
EBB design. Some of these test results are presented in the following.
9.4.1. Test of PRN generation
As described in Section 2.6.1, the LISA phasemeter has to generate PRN codes
that are phase modulated onto the light to allow the implementation of a ranging
and data communication system. A specific set of six suitable codes, each with a
length of 1024 bits and a minimal cross correlation, was designed by J. J. Esteban
and G. Heinzel [44] and they were implemented into the EBB. Since a full test of
the data encoding and decoding was not part of the project the PRN generation
was tested by itself. The codes are generated with a modulation frequency of
1.25 MHz and they are either put out directly or they are multiplexed with a
clock at 2.5 MHz. The later scheme is used to implement Manchester encoding,
a technique that changes the spectral shape of the PRN modulation and thereby
reduces the high pass filter effect of the ADPLL on the modulation side bands
during the read out.
The six codes were generated by register controlled state machines and small
memory blocks in the DAC FPGA, they were fed through digital buffers and
time series were taken with an oscilloscope. Two of these measurements are
shown in Figure 9.11. Both of them are shown twice, once with an additional
delay of the code repetition length. The perfect identity of the delays codes
shows that the codes are indeed pseudo-random and that their repetition rate
is correct.
To validate that the six codes have the correct properties a cross correlation
diagram of the measured time series was computed, which is shown in Figure
9.12. As desired, the correlation peaks only on the diagonal elements and for
zero delay. All other correlations are minimal, proving that the codes and their
implementation are as desired.
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Figure 9.11.: Time series of PRN code 1 generated from DAC card. The upper
graph shows the signal with a direct PRN output, while the lower graph shows
it with an additional Manchester encoding.
9.4.2. Test of offset-frequency phase lock
A test of the laser lock capabilities of the EBB was done by implementing
a frequency offset phase lock with signal generator. Thereby the lock could
be tested in a well defined environment, without the complexity of an optical
experiment. The used set-up is shown in Figure 9.13. A frequency modulation
input of the signal generator (SMB100A by Rhode & Schwarz [128]) was used
as actuator to influence the frequency of the generated beat note that was fed
into an ADC module on the EBB.
A model of the closed-loop behaviour was compiled to determine the gains in
the PI controller to achieve a stable control loop with a bandwidth of more than
10 kHz. The initial model included the transfer function of the ADPLLs (from
the input to the frequency output), the decimation filter in the ADC module,
the interpolation filter in the DAC module, the phase accumulator (PA), the PI
controller, the DAC and the gain of the frequency modulation. Initial locking
attempts showed that dynamic range of the phase error signal needed to be
increased far above the single cycle limit used in the ADPLLs. This was done
by simply extending the bit lengths in the registers of the phase accumulator
(PA) in the DAC FPGA. Even though the phase lock reduces the error signal
to values smaller than 2pi when it is locked, it requires a larger range during
the acquisition to avoid register overflows. After fixing this issue, reproducible
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Figure 9.12.: All possible cross correlations between the six PRN codes gen-
erated by the EBB. The correlation is plotted between −0.1 and 1.0 and the
delays are plotted from −511 to 512.
locks to various frequencies were achieved by first locking the ADPLLs and then
activating the algorithms in the DAC FPGA a few seconds later.
An additional analogue adder, introduced into the loop (see Figure 9.13),
was used to measure the open loop gain of the system. Figure 9.14 shows the
measured open loop transfer function in comparison to an adjusted model. Ad-
ditional delays of ≈ 6.1µs had to be introduced to explain the phase behaviour
of the transfer function. A measurement of the signal generator reaction time
showed that it contributed more than 2µs and an additional first-in-first-out
memory, that is not part of the standard EBB interface structure, contributed
1.7µs. This reduced the delays, caused the basic EBB infrastructure, to less
than 2.4µs. This value is suitable for the laser locks and it proved the feasibility
of the implementation, without further adapting the interfaces.
The prompt activation of the laser lock showed an unexpected behaviour dur-
ing some of the experiments. The four ADPLLs, that were used as frequency
sensors, started to lock to frequencies a few Hz to kHz around the set point.
Their combined frequency value was, however, close to the desired value, gen-
erating a quasi-locked state with a highly increased overall in-loop phase noise.
This meta stable lock, apparently possible due to the use of more than one in-
dependent sensor, might be excluded in the future by slowly increasing the gain
of the laser lock. This would reduce any start-up transients that might kick the
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Figure 9.13.: Shown is a schematic overview of the test set-up used to inves-
tigate the frequency offset phase-lock capabilities of the EBB. The control
loop includes a signal generator (SG), an ADC module, a main module, and
a DAC module. Additionally an adder and a spectrum analyser (SA) are
included to measure the closed-loop transfer function. The large signals from
the DAC are also attenuated by an additional one to ten voltage divider to
protect the SG modulation input.
ADPLLs away from the carrier. This has however not yet been investigated in
detail and it remains a potential challenge for the use of the combined frequency
values for the laser lock.
Finally, for three frequencies the locks were run for two hours to test the long
term stability and to determine the in-loop performance. Figure 9.15 shows the
phase spectra of the combined frequency values (the error signals) for locks to
three different frequencies. The shown performance is below even the science
phase measurement requirement, but since it is only an in-loop measurement
is does not show the sensor noise of, for example, the analogue front-end. The
test did not include a pilot tone correction, which already shows that the per-
formance is not representative of the real phase tracking, since that would be
spoiled by sampling jitter. However it was shown that the locks are stable and
their absolute phase performance is not critical (since any phase deviations will
be well measured). The addition of a pilot tone correction for this lock could
be implemented in the future by adding correction terms to the phase error via
simple CPU commands. This should be possible, since the sampling jitter noise
is slow, but it would require to perform out of loop tests to validate that no
additional noise is introduced into the error signal.
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Figure 9.14.: Shown is a comparison of the modelled and measured transfer
function of offset frequency phase lock of a signal generator to the EBB. Unity
gain is a ≈ 20 kHz with a phase margin of more than 30 ◦.
9.5. Phase measurement performance
The most critical aspect of the EBB is the phase measurement performance.
An extensive measurement campaign was done to reach the desired noise levels
with realistic signals. During this campaign several modifications of the set-up
were implemented to reach the full performance. In the following the results of
these test are presented. Beforehand the source of the test signals, the digital
signal simulator, and the generated signal properties are described.
9.5.1. Digital Signal Simulator
For testing the EBB it was decided to perform split measurements with LISA-
like electronic signals. For this purpose the dedicated digital signal simulator
(DSS), constructed by I. Bykov was used. The DSS generates the full signal
spectrum in an FPGA and a microprocessor and converts it into analogue signals
using digital-to-analogue converters sampling at 80 MHz. The DSP core used
for the signal generation is an extension of the core originally written for the
self-correcting DSS described in Section 8.2. For generating the additive noise
and the laser frequency noise the VHDL implementations described in Chapter
6 were adapted to the DSS FPGA hardware. An overview of the DSS signal
generation is shown in Figure 9.16, together with some example spectra of the
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Figure 9.15.: In-loop phase performance of the offset frequency phase lock for
three frequencies in comparison to the requirement given by ESA (120µrad)
and the phase measurement requirement (6µrad). The noise floor shows
an increase to higher frequencies that is common for all three frequencies.
This might be a noise source in the actuation chain that is decreased to lower
frequencies by the open loop gain. A noise increase to lower frequencies shows
a strong dependency on the signal frequency and its cause is currently not
understood.
DSS output that were taken in preparation of the measurement campaign.
All measurements using the DSS shown in this thesis include the following
signal contributions.
• Laser frequency noise was chosen to be the same as used in the phase
readout simulations (see Chapter 6). It corresponds to the effective noise
at the master laser for an extreme weakly pre-stabilised laser. There-
fore it exceeds levels expected in a real implementation, especially at low
frequencies.
• Frequency drifts of approximately 4 Hz/s, to account for Doppler shifts
change rates expected in LISA.
• Two clock tone side bands were placed 1 MHz away from the carrier with
an amplitude of -13 dB relative to the carrier. This corresponds to roughly
10 % of optical power being used for the side bands.
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Figure 9.16.: The left side shows the working principle of one channel of the
DSS. Inside the FPGA three NCOs are used to generate the three beat notes
and two PRN generators add an additional phase modulation to the main
beat to generate the ranging modulation. All signals are then scaled and
added together with an additional white noise. This signal is fed to the
DAC and the analogue output is buffered by four RF signal buffers, which
distribute the signal to the EBB and simultaneously to a spectrum analyser
or oscilloscope. The right side shows the output of the DSS for a 23 MHz
signal with PRN modulation, side bands and three different levels of additive
noise. The measurement was done by J. Kullmann and I. Bykov for the EBB
test campaign.
• Two PRN modulations, as described in Section 9.4.1, were added, with
an amplitude equivalent to about 1 % of the total signal power.
9.5.2. Initial performance in air
Before the performance of the full system was measured, an ADC stand alone
module was tested by J. Kullmann. This measurements showed that a better
performance could be achieved by using a different amplifier for driving the
ADCs. The identified amplifier (LMH6551 [129]) was, therefore, also used for
the full system measurements. The pre measurements also showed that the
phase performance was strongly limited by temperature fluctuations. Therefore
the anti-aliasing filter in the AFE was short circuited to reduce the number of
components that produce temperature dependent phase fluctuations.
The initial measurement set-up used a pure sine wave, produced by a com-
mercial signal generator (SG) (Tektronix AFG3102 [130]), to drive the eight
157
Chapter 9. Elegant breadboard model of the LISA phasemeter
Figure 9.17.: Photographs of the initial EBB testing without thermal isolation
of the system. The signal splitter, distributing the signals, is packed in three
layer of bubble wrap foil to ensure a high thermal stability.
inputs of two ADC cards mounted into slots 3 and 4 of a main board. The set-
up is shown in Figure 9.17. The signal was split by means of an 50 Ω impedance
matched resistive 8-way power splitter, that was built using temperature stable
Mini-Melf resistors [79]. The pilot tone used during the measurement campaign
was also generated by a signal generator and it was split into the two pilot tone
inputs by means of a commercial 2-way resistive power splitter. The signal gen-
erator was locked to the 80 MHz clock of the EBB with a 10 MHz reference tone,
generated by one of the PRN outputs of a mounted DAC card. This ensured
that the pilot tone was be stable with respect to the system clock.
An example of the achieved phase measurement performance is shown in the
top of Figure 9.18. Low frequency excess noise spoils the performance below
0.1 Hz. The temperature fluctuations on the two ADC cards are shown in Figure
9.18 and they far exceed the temperature fluctuations that were required in the
stand-alone tests (< 0.1K/
√
Hz) to achieve full performance. Even though full
performance was not yet reached at this point, the measurements showed that
there was probably no excess noise between the two ADC modules, an important
result for the feasibility of the modular approach of the EBB. The results shown
here and in the following are for frequencies around 25 MHz, the highest beat
note frequency assumed during the project. The temperature induced phase
noise scales with the frequency (as explained in Section 3.2.1), and therefore
only the most temperature critical measurements are shown.
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Figure 9.18.: Jitter corrected phase and temperature performance of tracking
a 24.9 MHz signal from a SG. The EBB was not thermally isolated and the
signal was distributed via an 8-way power splitter and measured using the
full AFE. The temperature stabilities were measured with the sensors on the
ADC modules.
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Figure 9.19.: Thermal images of parts of the EBB 20 minutes after start up.
The left pictures show the analogue front end, the ADC and the amplifiers
are clearly visible. A strong temperate gradient extends over the critical
analogue front end. The picture in the middle shows the FFT and bridge
FPGA, as well as the CPU (idle at the time) and the digital power supplies
in the upper right corner. One can see that the power supply is very hot,
since it provides most of the current consumed by the EBB. Even though
both FPGAs have a passive cooler it is easy to identify the FFT FPGA,
which, due to its larger computational resources, produces significantly more
heat. The right side shows the full EBB with three ADC modules and a DAC
module. The DAC module produces clearly most of the heat and potentially
also large parts of the temperature fluctuations. Therefore all measurements
during the campaing were done with a DAC module present, to ensure a
realistic environment.
9.5.3. Active temperature stabilisation
After some, only partially successful tests, using means of passively isolating
the analogue front-ends, it became clear that an active temperature stabilisa-
tion was necessary. Isolating the full system, as done in the stand-alone test,
was considered not feasible, due to the large heat production of the EBB. The
temperature of some parts of the EBB already exceeded 60 ◦C after 20 minutes
of operation in air, as shown in Figure 9.19. Using a standard cooling technique
like fans was not considered either, since even though it would have cooled
the system, it would have coupled its temperature stability to the surrounding
environment, which, even for most laboratories, is not stable enough.
Hence an active temperature stabilisation of the full EBB was implemented.
An aluminium casing was manufactured to create an enclosed thermal environ-
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Figure 9.20.: Photographs of the EBB active thermal control during construc-
tion and testing. The top left picture shows the thermoelectric assembly
mounted into the top plate of the enclosure. The bottom and top plate are
double walled, each with a layer of aluminium on the inside, plastic on the
outside and 5 mm of air in between. The top right picture shows the exper-
imental set-up during the measurement campaign. The EBB is additionally
isolated by bubble wrap foil, which was later removed and did not effect the
thermal stability. The bottom left picture shows the 8-way resistive signal
splitter, as well as the air tight cable port of the EBB enclosure. The bottom
right picture shows one of the ADC modules inside the enclosure with passive
heat exchangers mounted on the FPGA, the ADC and the AFE.
ment. The temperature inside this enclosure was then stabilised with a thermo-
electric assembly (TA) (AA-200-24-22 from Laird Technologies [131]) mounted
into the cover plate. A photograph of the case during assembly is shown in
the upper left corner of Figure 9.20. The TA consists of two heat exchang-
ers, one on the inside and one on the outside, which are connected via Peltier
elements. Additional fans on both sides ensure a strong coupling of the heat
exchanger temperatures to the respective air temperatures. For the inside of the
EBB enclosure this also ensure a constant airflow over the EBB circuits. The
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temperature gradient between both heat exchangers is actively controlled by a
temperature controller (PR-59 from Laird Technologies [132]), which modulates
the amplitude and the polarity of the current through the Peltier elements. The
temperature is sensed via a negative temperature coefficient thermistor (NTC)
that is read out by the PR-59. The NTC was placed at the heat exchanger
on the inside of the enclosure, directly into the air stream, to ensure a strong
coupling and a short reaction time. Other positions of the NTC have also been
investigated (close to the analogue front-end, in the air stream away from the
heat exchanger) but they were found to be less optimal, mainly due to an in-
creased delay in the temperature sensing. The temperature control of the PR-59
was optimised by using standard PID controller design techniques to reach the
maximum stable bandwidth. A maximum of 9 A of supply current was used
and both fans were set to run at full constant speed. The enclosure of the EBB
has inside dimensions of 50 cm x 40 cm x 20 cm, leading to an overall volume of
40 l. Assuming a standard airflow for a 12 cm fan of 150 l/h the air inside the
enclosure is circulated roughly once per second. However this simple calculation
does not include the direction of the air flow and the turbulences inside the box.
Pilot tone input
Using the active temperature control, first measurements of the performance
were done by feeding a combined signal and pilot tone into both ADC cards via
the pilot tone input. Thereby the temperature induced phase noise of only the
differential amplifiers, and the sampling jitter could be measured. The phase
noise performance of this measurement for 24.9 MHz is shown in the top of
Figure 9.21 and the corresponding temperature performance is shown in the
bottom. It is clearly visible, that the performance is below the requirements
and that the temperature fluctuations on the ADC card have been reduced
drastically. One should note that this measurement also included means of
passively directing the airflow inside the EBB enclosure over the analogue front
end. This was done by building a chimney like structure inside the box out of
card board that ensured that the air, sucked into the fan from below, would be
in good contact to the AFE. The heat exchange between the air and the circuits
was further enhanced by placing heat exchangers on top of the AFE that are in
contact with the amplifiers via thermal paste. The heat exchangers can be seen
in the lower right photograph in Figure 9.20.
Full front-end
After confirming the performance of the differential amplifiers, first measure-
ments were done using the same means of temperature stabilisation, the full
AFE, and signals from the DSS. A signal without additional amplitude noise,
but including all other components, was first amplified by a simple operational
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Figure 9.21.: Jitter corrected phase and temperature performance of tracking
a 24.9 MHz signal from a SG. The signal was distributed together with the
pilot tone via a 2-way resistive splitter and measured using only the differential
amplifiers. The EBB was actively temperature controlled and the air flow was
passively directed over the AFE.
163







































































Figure 9.22.: Jitter corrected phase and temperature performance of tracking
a 25 MHz signal from the DSS without additive noise. The signal was dis-
tributed via an 8-way resistive splitter. The EBB was actively temperature
controlled and the air flow was passively directed over the AFE.
amplifier circuit, and then fed into all eight channels by means of an 8-way re-
sistive splitter. The pilot tone was again generated by a signal generator and
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Figure 9.23.: Shown are photographs of additional fans placed on top the ADC
modules to increase the thermal stability of the AFE, by increasing the ther-
mal interaction between the AFE and the air flow. The fans have a diameter
of 8 cm and they were mounted using two distance bolts screwed into the
central mounting holes of the modules.
distributed with a 2-way resistive splitter. The phase and temperature mea-
surement results are shown in Figure 9.22. Even though the measured thermal
stability was the same, an excess noise in the phase is now present around
10 mHz. This indicates that the gain amplifier stage is much more temperature
sensitive than the differential amplifier stage. Additionally, one can see an in-
creased white noise floor for some of the channels (channel D on the module
in slot 4 is the most prominent example). This noise was not expected and is
discussed further in the next section.
9.5.4. Performance with full signals
To achieve the desired performance, a further reduction of the temperature
fluctuations in the AFE was required. Since further passive redirection of the
air flow was not feasible an alternative was implemented. Fans were mounted
onto the ADC modules, that provided a constant air flow over the AFE, as
shown in Figure 9.23. The resulting phase measurement performance (shown
in Figure 9.24) did finally reach the requirement for all but one channel. The
measured temperature fluctuations did not improve significantly, showing that
the sensors and their positioning are not suitable to determine the performance
directly. The physical distance between the sensors and the gain stages (the most
temperature sensitive components) hinders a more detailed understanding of the
temperature to phase coupling, as already indicated by the strong temperature
gradients shown in Figure 9.19.
Measurement 9.24 also includes additive noise corresponding to the low SNR
case. As desired the additive noise is almost completely subtracted. But an
165



































































Figure 9.24.: Jitter corrected phase and temperature performance of tracking
a 25 MHz signal from the DSS with additive noise of 75 dBHz. The signal was
distributed via an 8-way resistive splitter and measured using the full AFE.
The EBB was temperature controlled and the air flow was actively directed
over the AFE with additional fans.
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additional white noise floor (already observed in Measurement 9.22 ) is present.
This noise was not visible in the measurements using a signal generator as signal
source (see Figure 9.18 and 9.21) and was therefore understood to be caused by
some interaction of the signal source and the EBB. Impedance was one param-
eter that could nominally change by using another signal source (though both
the DSS and the SG are matched to 50 Ω). Therefore the impedance matching
of the 8-way resistive splitter was investigated. It was found that the resistor
values (38.88 Ω in a balanced 8-way splitter) were only slightly off by around
0.3 %. In lack of another explanation at the time, the matching was improved
to better than 0.1 % by simply exchanging the resistors. The impedance at
MHz frequencies was expected to be dominated by parasitic capacitances and
other effects. Measurement of the RF impedance showed also no significant dif-
ference between different splitter channels, probably because the measurement
precision was to low. The subsequent measurements using the better matched
power splitter showed indeed a reduction of the white noise floor, for some chan-
nels even by factors of two. The measurement in Figure 9.23 already includes
this optimised impedance. No further analysis of this effect was done at the
time, but the excess noise, especially in channel 4D, was present during the
whole measurement campaign. This includes measurements at various frequen-
cies and with low and high SNR (see Appendix D). The white noise was found
to scale with frequency, which would fit to an impedance matching problem,
and with the level of additive white noise, which does not fit to an impedance
matching cause. Since the effect was not visible in the measurements using a
locked signal generator (Figure 9.18 and Figure 9.21), they have to be caused
either by an unknown interaction between the EBB and the signal source, or by
the signal dynamics. This effect might also be the same one that was observed
with the 16 channel phasemeter for the LISA optical bench, described in Section
8.5. Further measurement using different cable lengths, signal dynamics, and
impedance matchings will allow us to investigate this noise coupling in the fu-
ture. Even though this excess noise was present, the campaign was able to show
the desired performance levels for most channels for various frequencies and for
the low and high SNR signals. Figure 9.24 shows the measured performance
for 25 MHz at high SNR in comparison to the input signals and to the actual
phase measurement limit due to the additive white noise. The campaign was
thereby able to demonstrate a performance of more than 12 orders of magnitude
at 1 mHz with analogue signals.
9.5.5. Measurement with clock module
After the campaign the phase performance was tested using the main board
together with a first generation clock module. The module was driven with a
2.4 GHz signal, which was converted to the system clock and a pilot tone The
pilot tone was further distributed via the dedicated pilot tone distribution and
167










































Figure 9.25.: Jitter corrected phase performance of tracking a 25 MHz signal
from the DSS with additive noise of 95 dBHz. The signal was distributed
via an 8-way resistive splitter and measured using the full AFE. The EBB
was temperature controlled and the air flow was actively directed over the
AFE with additional fans. For comparison the initial signal dominated by
simulated laser frequency noise (thin blue line) is also shown.
fed from the clock module to the ADC cards via short, ’u’-shaped cables. Addi-
tionally, two high pass filters were added on both modules to reduce crosstalk.
The filters allowed the pilot tone to pass and each one of them attenuated sig-
nals below 25 MHz, travelling in any direction, by more than 30 dB. Thereby
these filters generated a suppression of crosstalk via the pilot tone distribution
of more than 120 dB. Only one measurement with this set-up was performed so
far, using the most critical signal parameters (25 MHz and low SNR) and an
active temperature stabilisation with additional ADC fans. The performance
was found to be equivalent to the one shown in Figure 9.24, proving that the
pilot tone distribution, as well as the clock generation perform as desired.
9.5.6. Analogue front-end discussion
Measurements using only one input signal into an ADC module showed that
all four ADPLLs locked to the signal. This was caused by a large crosstalk on
the module. The measured amplitude was roughly 1/10 of the one measured in
the actual channel, corresponding to an effective crosstalk suppression of only
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Figure 9.26.: Shown are three possible alternative schemes for the analogue
front end of the EBB. For simplicity only two channels are shown instead
of four. (A) Initial design implemented on the EBB using the differential
amplifiers to add the pilot tone. (B) A design that uses an additional buffer
in the pilot tone input to produce a virtual ground for the local distribution.
(C) A third option that uses the gain stages for adding the pilot tone and
thereby utilises the virtual ground of the single-ended amplifiers to reduce
crosstalk.
20 dB.
This large value was found to be inherent to the used design of the analogue
front-end. Figure 9.26 shows the initial design (A) together with two possible
alternatives. The initial design distributes the pilot tone by a simple resistive
network and the tone is added by the differential amplifier. Thereby the science
signals are not suppressed at the pilot tone input of the amplifier and they are
also partly added to the other differential amplifier inputs. One alternative (B)
is to add an additional pilot tone buffer on each ADC AFE to generate a virtual
ground, this will suppress the signals looped trough the differential amplifier and
reduce the crosstalk between channels by more than 60 dB in the measurement
band. The second alternative (C) is to use the gain stages for adding the pilot
tone. Here simpler adder circuits can be implemented. They have a virtual
ground that also suppresses the crosstalk much more efficiently than variant A,
also reaching suppressions of around 60 dB between the channels on an ADC
module.
Circuit simulations using LTSpice [133] have shown that the crosstalk sup-
pression between channels on the same board is in general larger by 10 dB to
20 dB for variant B in contrast to C. Variant B also includes a strong suppression
of crosstalk back to the clock module, with values around 120 dB, making the
additional high pass filters, that are currently used, unnecessary. The draw back
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of option B, however, is that an additional amplifier is necessary, which among
other things increases the power consumption. The pilot tone buffer might
also increase the sensitivity to temperature fluctuations, a problem that can in






This chapter gives an outlook of the investigations necessary for inter-satellite
interferometry that go beyond the work done in this thesis. Open issues are
addressed and ideas and concepts for future experiments and developments are
described.
10.1. Modelling of analogue components
The presented investigations of phase performance and crosstalk of analogue
components were mainly based on empirical investigations. This approach was
sufficient to construct phase measurement systems with the desired performance
levels for laboratory use. But future implementations might benefit from a more
systematic approach, which would allow one to better optimise the phasemeter
on a system level. For ensuring crosstalk suppressions around 120 dB, simula-
tions of electromagnetic interference effects might become necessary. A potential
way to improve the models for temperature induced phase noise is to charac-
terise isolated circuit parts using the now available phasemeters. By feeding the
determined coupling factors back into the models, one could try to predict the
stabilities of more complex circuits and thereby create a library of components
with well-known behaviour. Such a tool-set could then, in the next step, be
used together with thermal management models to perform trade off studies,
leading to more sophisticated system designs. The development of photo re-
ceivers would also benefit from and contribute to such models, since they are
an integral part of the analogue phase measurement chain.
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10.2. Testing the full LISA metrology chain
The availability of phase measurement systems that achieve µrad performance
levels in simple split measurements is another step towards more integrated
tests of the LISA metrology. Performing an optical three signal test with such
a phasemeter, as described in Section 8.7, will allow us to investigate the non-
linearity of the full phase measurement chain and it can be used to measure
the influence of crosstalk under realistic conditions. Similar experiments have
already been done to demonstrate parts of the metrology concepts [95, 58].
One promising test of the entire LISA metrology can be done by perform-
ing an optical three signal test with three independent phasemeter systems, as
shown in Figure 10.1. Each phasemeter adds a GHz clock side band and a
ranging / communication signal to one of the laser beams sent onto the interfer-
ometer. The final measurement performance of this set-up can only be achieved
by correcting for the three independent clock noises with the side band phase
information. Thereby the full frequency distribution and phase measurement is
tested in a single experiment. The ranging signal can be used to determine the
constant time delays in the system. Such a test could be used to demonstrate the
dynamic range not only of the phase measurement, but of all critical building
blocks of TDI (clock synchronisation, delay measurements, time interpolation
with ns precision and linear signal combinations). TDI itself however could not
directly be tested with the shown set-up, since no optical delays between the
interferometer arms are included. The readout of the experiment could also be
performed by reading only data from one phasemeter, that collects the readout
data from the other two using the PRN modulation based communication. If
such an experiment is successfully implemented and performs well, it can also be
used as a test bed for components. A laser candidate, for example, could simply
replace one or all of the previously used lasers and any changes in the over-
all system performance could directly be observed. To perform such tests the
phasemeter systems would require to operate almost completely autonomous.
Therefore the algorithm for acquisition, error handling and other unexpected
events have to be further developed as well.
10.3. Future investigations
Some others aspects of inter-satellite interferometry that might be covered by
future investigations are summarised here.
Realistic signal phase dynamics The signal dynamics play an important
role for various design aspects of the phase measurement chain. Implementations
aimed for specific missions will require a detailed upper limit of this to design

























Figure 10.1.: Shown is a possible set-up for a three signal test using three inde-
pendent EBBs. Each EBB would require a 2.4 GHz clock signal. Two would
additionally require GHz signals at, for example, 2.401 GHz and 2.402 GHz to
generate side band beat notes in all three interferometers. The deviations be-
tween the 2.4 GHz signals and the additional GHz tones would be determined
by mixing both signals and by tracking the resulting beat note with an addi-
tional channel on the EBB. Two laser frequency locks could be used to tune
the effective laser frequency noise by either increasing the loop bandwidth or
by introducing additional noise.
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for LISA during this thesis was, for example, very high, especially in the lower
frequency range (f < 100 Hz). Since it is likely that LISA will use a pre-
stabilisation with a much better stability [55, 56], it would make sense to use
the corresponding noise shape for the detailed system design. This would reduce
the dynamic range and thereby simplify the ADPLL design, it would lower the
requirements for the decimation filters and it might also reduce unwanted effects
in the analogue front-end.
Amplitude dynamics The experimental investigations in this thesis did not
yet include realistic signal amplitudes and their fluctuations. Future experi-
ments will have to be done in the presence of such effects to determine the
influence on the phasemeter. Strong amplitude changes in the presence of large
additive noise might, for example, require to implement an automatic gain con-
trol in the ADPLL to keep its bandwidth in the optimal range.
Signal dynamics in future geodesy missions Currently investigated con-
cepts for future geodesy missions aim to use orbits with increased relative ve-
locities and therefore higher Doppler shifts [134]. These strong frequency fluc-
tuations, which happen close to the measurement band, will potentially cause
additional non-linearities in the phase measurement. Therefore it is worthwhile
to investigate the potential limits of phase measurement systems regarding these
high Doppler-shifts and strong frequency drifts.
Architecture for local interferometry The LISA phasemeter uses MHz
heterodyne interferometry for the inter-satellite, as well as for the auxiliary in-
terferometry. This means the same readout architecture has to be implemented
for all interferometers, even though its basic design (low crosstalk, pilot tone
correction, frequency tracking) is mainly driven by the inter-satellite interfer-
ometry. Especially the crosstalk requirements of 120 dB are so high because
the phasemeter has to read out independent interferometers using the same RF
beat note frequency. Future investigations could therefore also include a trade
off study of using different interferometry techniques for the auxiliary readouts.













Real-time readout for deep phase
modulation interferometry
This chapter describes the implementation of a real-time phase readout system
for a new interferometer scheme. The scheme uses strong phase modulations, in
one arm of a homodyne-style interferometer, to generate a comb of heterodyne
beat notes. The signals are then processed, using complex digital signal pro-
cessing algorithms, to determine the interferometric phase. The scheme requires
less complexity in the optical hardware than classic heterodyne interferometers,
and it is, therefore, a potential alternative for future implementations. This
readout, called deep phase modulation (DPM) interferometry, was first pro-
posed and successfully tested at the Albert Einstein Institute [135, 136, 137].
The work presented here was carried out together with T. S. Schwarze, whose
Master’s Thesis [138] was supervised as part of this thesis.
The first section of this chapter describes the working principle of DPM inter-
ferometry. The signal generation, as well as the readout scheme are presented.
The second section gives an overview about the implementation of the real-
time phase readout, using a dedicated DPM phasemeter. The hardware and
digital signal processing (DSP) are discussed together with advantages of the
real-time readout system. The achieved phase measurement performance using
the DPM phasemeter in digital, analogue and first optical tests is presented in
the third section. Finally, future developments and possible alternatives to the
here investigated algorithms are discussed.
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11.1. Deep phase modulation
Deep phase modulation uses one laser with a single frequency that is split into
two beams, as shown in Figure 11.1. One of the beams is fed trough a phase
modulator, which introduces a sinusoidal phase modulation m(t), with a mod-
ulation depth m, a frequency ωm, and a phase of the modulation signal ψ. The
resulting photo current iDPM can be determined by rewriting Equation 2.8, in-
cluding the phase modulation and the interferometric phase ϕ, the signal of
interest.
iDPM(t) =iDC (1 + c cos [m(t) + ϕ(t)]) ,
iDPM(t) =iDC (1 + c cos [m · cos (ωmt+ ψ) + ϕ(t)]) .
(11.1)
As indicated by its name, DPM utilises modulation depths that are greater
than pi. Thereby, the DC component of the signal is largely reduced and it is
spread to various harmonics of the modulation frequency. Mathematically this























In the following only the AC components of the signal are relevant. If one anal-
yses the signal in Fourier space, it becomes clear that it can be fully described




in cos [n(ωmt+ ψ)],











Figure 11.1 shows the time series and the corresponding spectra for an example
case.
The readout scheme makes use of the fact that all relevant information is
contained in the harmonics, by performing IQ demodulations, also called single-
bin Fourier transformations, at the corresponding frequencies (see Section 2.3).
Thereby, one is able to recover a complex amplitude i˜n for all demodulated
harmonics, consisting of the corresponding amplitude in and phase nψ.
In the next step a sophisticated algorithm is used to determine the four un-

































Figure 11.1.: The left side shows the basic interferometer set-up for DPM. A
strong, sinusoidal phase modulation is introduced in one interferometer arm
to achieve the desired spread of the signal over various frequencies. The right
side shown the Fourier spectrum (top) and the time series (bottom) for three
example cases with ωm = 10 kHz, m = 8 and ψ = 0. For ϕ = 0 all power is
concentrated at DC and in the even harmonics of ωm. For ϕ = pi/2 only the
uneven harmonics contain the signal power, as predicted by Equation 11.3.









The critical parameters for this approach are the number of bins N , used to
perform the fit, and the average modulation depth, which in general determines
how far the signal is spread to higher frequencies. The ratio between the number
of bins and the modulation index determines how much power of the signal is
actually used for the fit. A high modulation index and a low N will cause a
significant loss in the usable signal amplitude. The values of m and N determine
how far the equation system (see Equation 11.4) is over-determined. In general
higher numbers lead to better fitting results, but physical constraints (processing
capabilities and achievable modulations) also set an upper limit.
The previous experiments performed at the AEI used a data acquisition sys-
tem to capture time series data [135]. This data was divided into segments,
which were processed using a Discrete Fourier Transform to determine the com-
plex amplitudes. A Levenberg-Marquardt fit algorithm, implemented by G.
Heinzel, was then applied to perform the minimisation for each time segment.
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Figure 11.2.: Shown is a sketch of the phasemeter for deep phase modulation.
Ten numerically controlled oscillators, operating at frequencies nωm (with
n = 1..10), are implemented to generate local tones at each harmonic. The
fundamental tone is also scaled with a modulation depth m and then con-
verted into the analogue modulation signal m(t) (see Equation 11.1). The
I and Q values for each frequency component of the input signal are deter-
mined in dedicated demodulation pipelines (PLs). Here the digitised signal is
first mixed with sine and cosine from the respective NCO and then decimated
to an intermediate data rate. The resulting values are transferred to a PC.
Here, the fit algorithm is implemented in a c-program, that performs the χ2
minimisation for each individual readout channel.
The resulting phases could then be used to reconstruct the interferometer phase
behaviour and performance. The investigations at the time have shown that
modulation index values between 6 and 10 show promising results, if 10 or more
bins are chosen to perform the fits.
11.2. Phasemeter system
A dedicated DPM phasemeter was implemented by using an FPGA evaluation
board (see Appendix A), together with an eight channel ADC extension card
(FMC107 from 4DSP [104]) and a DAC extension card (see Appendix A). The
parallel processing capabilities of the FGPA were used to implement IQ demod-
ulation pipelines (see Figure 11.2) that determine the complex amplitudes of
the signal harmonics in real-time. The decimated signals are then fed into the
fit-algorithm, which was integrated into the FPGA readout software running on
a connected Linux PC. The implementation used N = 10 bins with configurable





is performed at 40 MHz, the decimation rate, and, therefore, the repetition rate
of the fit, was chosen to be 40 MHz/212 ≈ 9.7 kHz for initial simulations and
40 MHz/215 ≈ 1.2 kHz for performing low frequency measurements. To reduce
the data volume to manageable size the 1.2 kHz fit results were also further dec-
imated to ≈ 5 Hz via an finite impulse response (FIR) filter, using a triangular
window.
The available DAC outputs (up to 8 with the current implementation, includ-
ing the modulation signal output), can be used to control various components of
an interferometer, making it possible to actively reduce various noise influences.
Prominent examples of this are laser amplitude and frequency stabilisations, as
well as active path length stabilisations. The real-time readout enables us to use
the determined interferometer signals (ϕx, kx) to implement such active feed-
back by sending the respective sensor or actuator signals back to the FPGA.
There they can be used to control the DAC outputs and, therefore, the con-
nected actuators. The main application of this feature is to actively control the
modulation depth m. Initial optical experiments using DPM have shown sig-
nificant deviations of m during measurements, probably induced by hysteresis
effects in the used phase modulator. Simulations show that the readout noise
floor of DPM depends highly on the absolute value of m [135], therefore, its
active stabilisation would potentially further improve the phase measurement
performance.
11.3. Experimental results
To evaluate the phase performance of the DPM phasemeter a step-wise noise in-
vestigation was conducted. In an approach similar to the development presented
in Part I, the system was tested using first digital signals and then analogue
and optical ones. This allows us to easily distinguish noise sources, by step-
wise introducing the influence of the DSP, the ADCs (including the analogue
front-end) and the photo diodes / the optical phase modulator. The following
gives an overview of the development steps and shows the performance levels
achieved during the measurements.
11.3.1. Digital signals
The digital signal processing, which would later be implemented on the FPGA,
was first simulated on a PC using floating-point capabilities. Thereby trun-
cation noise influences could initially be avoided. Afterwards, the DSP core
was converted into a VHDL based, fixed-point implementation. To test the
performance of this system absolute phase measurements (see Chapter 5) were
conducted. For this purpose a DPM signal simulator was implemented into the
FPGA, together with the DSP required for the readout (see Figure 11.3). The
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Figure 11.3.: Sketch of the digital absolute phase measurement set-up used to
test the DSP of the DPM phasemeter. The simulated input signal is generated
in an interferometer simulator (IFO SIM). Its phase includes the modulation
signal m(t), generated in the DSP readout core, and a configurable absolute
phase signal ϕin.
phase signal fed into the simulator ϕin was decimated, together with the com-
plex amplitudes, and was then directly compared with the phase ϕa, determined
from the fit. The resulting phase difference ϕ∆ was used to investigate noise
sources and non-linearities.
For small signal dynamics (ϕin  2pi) the set-up was quickly able to achieve
µrad performance levels. However, several optimisations were required to rech
such levels also under the presence of larger input signals, since they caused
significant non-linearities in the system. Aliasing during the decimation filtering
in the FPGA was found to be critical. This issue was addressed by choosing
modulation frequencies that have harmonics at exact notches of the implemented
CIC filters (see Section 4.3.4). Additionally, the order of the filters was increased
from N = 1 to N = 2. This was done to further increase the aliasing suppression
for signals with large phase deviations, where the harmonics are spread away
from the frequencies of the filter notches. One should note that this change, even
though easily implemented, drastically increases the required logic resources.
Each readout channel requires ten pipelines and therefore twenty filters, which
now needed twice as much space.
The second most critical influence were harmonic artefacts, also called spurs,
caused by the numerically controlled oscillators (NCOs). These artefacts are
mixed, together with the actual tone, with the input signal and, thereby, they
couple power of wrong harmonics into the detected amplitudes. This in turn
reduces the ability of the fit algorithm to find an appropriate model of the
modulation parameters, leading to non-negligible errors in the computed phase
values. The application of simple phase dithering in the NCOs (see Section 4.1.2)
was by itself not sufficient to decrease the magnitude of the spurs to desired
levels. Reasonable results were achieved by choosing modulation frequencies
that are not integer division factors of the sampling rate. Such signals have a
much longer time before they perfectly repeat themselves, hence, they produce
































ϕ∆, ωm ≈ 78 kHz
ϕ∆, ωm ≈ 312 kHz
Figure 11.4.: Shown is the phase performance achieved during digital absolute
signal measurements described in Figure 11.3, for two modulation frequencies.
The input ϕin contained a strong signal at 25 Hz, thereby non-linearities were
investigated. The white noise floor level is caused by the truncations in the
NCOs. Later measurements with analogue signals (Figure 11.6) used NCOs
with more bits and correspondingly showed a reduction of the noise level.
up is shown in Figure 11.4. For the implementations in the following sections
the bit length of the sine look-up tables (LUTs) was also increased from 12 to
14 bit, to further decrease the white noise floor limiting the performance.
The white noise floor is higher than if the same underlying set-up (same
hardware and 12 bit LUTs) is used as a phase-locked loop phasemeter (see Figure
8.6). A simple explanation for this is, that a phase-locked loop based system
only uses a single NCO and a single mixer to demodulate the full signal power,
thus, it is only once influenced by the phase noise induced by truncations before
the LUT. The DPM phasemeter uses 10 NCOs and 20 mixers to demodulate
the signal, coupling in the same amount of noise multiple times. The exact
propagation of such a white phase noise through the fit is not yet understood,
preventing a quantitative analysis.
The modulation depth used during this and the following experiments is m =
9.3. For this value the χ2 value of the fits became minimal, leading to the
potentially best fit results. This value also corresponds to one of the optimal
points calculated during the initial investigations of DPM [135] for using 10
complex amplitudes.
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Figure 11.5.: Sketch of the split measurement set-up used for determining the
performance of the DPM phasemeter with analogue signals. Two signal gen-
erators, locked to each other via a 10 MHz reference, are used to generate
the modulated signal. Both produce a signal at 1 GHz, one of which is phase
modulated by the DAC of the phasemeter. By mixing the two tones the de-
sired phase modulated DC signal is generated. The tones around 2 GHz are
suppressed with a low pass filter. The signal is amplified, split via a resistive
splitter, and injected into two channels of the phasemeter.
11.3.2. Analogue signals
The next step in the performance testing was to use analogue input signals,
including the analogue front-end, as well as the ADCs into the measurement
chain. Since no dedicated signal generator was available another test set-up was
implemented. Split measurements were carried out using the scheme described
in Figure 11.5. Accordingly, the following measurements are mainly sensitive to
additive noise, phase noise, and sampling jitter influences. But non-linearities
are potentially not visible, as discussed in Chapter 5.
During the analogue and the later shown optical measurements the phase
data was stored using the lower rate of ≈ 5 Hz. The low pass behaviour of a
required signal amplifier made it necessary to reduce the modulation frequency
to ωm ≈ 20 kHz. The results obtained at low frequencies are shown in Figure
11.6. The achieved noise level is very promising, even the requirement for LISA
is met at all frequencies. A noise increase to low frequencies is also observed.
Based on the experience with the LISA-style phasemeter this noise can either
be attributed to ADC sampling jitter or to thermally induced phase noise. Even
though the modulation frequency is rather low, its 10th harmonic, the highest
used signal component, is at ≈ 200 kHz, where sampling jitter might be relevant.
11.3.3. Optical signals
Finally, first tests using optical signals have been conducted. A simple experi-
ment was constructed, that allowed one to perform pi measurements, with sig-
nals from both outputs of an interference beam splitter (see Figure 11.7). The
achieved performance for phase measurements between the two photo diodes












































Figure 11.6.: Shown is the phase performance achieved during the split mea-
surements using analogue input signals, as described in Figure 11.5.
quencies between 0.1 mHz and 0.1 Hz (not shown). Similar noise levels have
been observed in the earlier DPM experiments [135]. There it was found that
the low pass like transfer function of the photo diodes had caused the complex
amplitudes to be distorted. A post correction of the complex amplitudes was
performed by measuring the transfer function of the diode. Correction factors
were computed and multiplied with the amplitudes before they were fed into
the fit. Such a correction has so far not been implemented for the real time
phasemeter described here, therefore, the underlying performance could not yet
be fully determined.
The signal was also split behind the photo diode, which also revealed a perfor-
mance worse than in the analogue measurements shown in the previous section.
By exchanging the signal splitters and the used cables the noise performance
of this split measurement could be brought to the levels shown in Figure 11.8.
The thereby chosen components were optimised to have maximally flat transfer
functions. However, the current understanding indicates that the already dis-
torted signals are much more sensitive to small differences in the channels. The
current understanding of this is, that a low pass filtered DPM signal not only
has a reduced signal power, but that it also has a shape that is not predictable
with the analytic model. For this reason, a fit operating on such a signal and its
amplitudes will always give an incorrect answer, and in extreme cases it might
not even converge.
185



















Figure 11.7.: Sketch of the split measurement set-up used for determining the
performance of the DPM phasemeter with optical signals. The actual set-
up was partly implemented in fibre, most notably a fibre wound around a
ring piezo was used as phase modulator [136] to achieve the high modulation
depth. An additional high voltage amplifier was used to drive the piezo with
the modulation signal from the DAC. An active stabilisation of the modulation
depth was not yet tested.
11.4. Future developments
The obvious next step of the development is to perform optical measurements
using photo diodes with higher bandwidth or implementing a transfer function
correction. Depending on the achievable noise floor a closed-loop control of
the modulation depth might be implemented. Since pi measurements are using
the same signal (except for an inverted sign) their coupling to effects of noisy
modulation phase and depth might be common. A measurement using more
than one interferometer, with unequal beam path, will therefore be necessary
to exclude such couplings and to prove the final system performance.
Even though the optical set-up required for DPM is extremely simple, the
here implemented algorithms are rather excessive in terms of required processing
capabilities. A single DPM channel (10 pipelines), uses ten times the FPGA
resources required for a LISA pathfinder like readout and three times what is
required for a PLL phasemeter (including a pilot tone PLL). Additionally, DPM
requires a CPU to perform a fit running at kHz frequencies, in comparison to
a simple arctangent computation required for the pathfinder-style readout, and
no additional computations required for the PLL-style phasemeter. Hence it is
desirable to reduce to amount of processing required for DPM in the future by
using different, not yet developed, algorithms. These could make use of the fact
that two of the signal parameters (m,ψ) are rather stable. If m is sufficiently
stabilised by a feedback loop from the phasemeter, it can be assumed constant
for all channels. Depending on the interferometer scheme this only partly true
for ψ. It might have different delays in each interferometer between the time
it was generated by the DAC and digitised by an ADC, leading to different
phase values. The noise of ψ can however be assumed to be very low. In a








































Figure 11.8.: Shown is the phase performance achieved during the split mea-
surements using optical input signals, as described in Figure 11.7. The plot-
ted graphs show the performance for signals that are split after the photo
diode. The shoulder-like noise floor indicates a small-vector like coupling, as
described for crosstalk in Section 3.4.
caused by the DAC and ADC jitter, as well as analogue phase noise. With these
assumption it might be possible to implement a Kalman filter into the FPGA
to track the signal phase, that uses less logical resources than the pipeline-fit
design. A single set of pipelines could still be used, together with the fit, to
determine values for the filter initialisation. However, no such algorithm has






Interferometers that operate over more than one optical fringe normally require
a minimum of one readout chain (interference, photo diode, phasemeter chan-
nel) for each length measurement. However, a technique developed by D. A.
Shaddock [139, 140, 141, 142, 143] is able to multiplex interferometric signals
into a single measurement chain. Therefore, it can be used to strongly reduce
the optical complexity of interferometers. This technique requires an extended
digital signal processing and, hence, it is called digitally enhanced interferometry
or simply Digital Interferometry (DI). This chapter describes the experimental
investigation of DI that were conducted at the Albert-Einstein Institute in coop-
eration with the Australian National University (ANU). Goal of this endeavour
was to demonstrate the multiplexing of signals with small relative optical de-
lays (< 1 m) and to determine possible performance limitations. Thereby, the
feasibility of DI for performing local interferometry in future space missions was
evaluated. The work presented here was carried out together with S. Ko¨hlenbeck
and K.-S. Isleif, whose Diploma and Master’s Theses [144, 145] were supervised
as part of this thesis, and with A. Sutton from the ANU.
The working principle of DI in a heterodyne interferometer is described in the
first section. The role of pseudo-random noise (PRN) and its modulation rate on
the multiplexing capabilities are explained together with the expected signals.
The second section describes the implementation of a phasemeter system for
the experiments. The generation of PRN codes with rates of up to 1.25 GHz is
explained together with the digital signal processing required for decoding and
phase readout. Section three presents the optical set-up that was used to per-
form the experiments. The achieved multiplexing capabilities in the table-top
experiment are presented. Noise performance measurements and their results
are discussed in section four, along with an overview of experiments conducted
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Figure 12.1.: The left side shows the modulation and demodulation scheme
utilised in digital interferometry with two offset phase-locked (OPL) lasers.
The bottom right side shows a time series of the original heterodyne signal
i(t), the PRN modulation c(t), as well as the resulting signal ic(t). The
heterodyne beat note can only be recovered if ic(t) is demodulated with a
correctly delayed version of c(t− τ). The idealised autocorrelation of c(t) in
dependency of τ is shown for an example in the upper right plot using the
following assumptions: a PRN code sequence with a length of 18 bits, a chip
rate fc equal to the sampling rate, and infinite bandwidth.
for noise hunting. In section five a new noise coupling effect is described that
limited the phase performance. First experimental results for a reduction of this
effect via an additional stabilisation loop are presented. The last section gives
a short overview about a new variant of DI using a homodyne-style interferom-
eter scheme. This technique was implemented and tested by A. Sutton at the
ANU and it is described here, since it has some potential advantages over the
heterodyne scheme.
12.1. Digitally enhanced heterodyne interferometry
A heterodyne interferometer generates a coherent photo diode signal with a
carrier at the heterodyne frequency ω0. In one interferometer arm a phase
modulation is now introduced (as shown in Figure 12.1), described by a function
c′(t). The resulting photo diode signal (the DC components are neglected here)
is
ic(t) = iAC · cos
(







12.1. Digitally enhanced heterodyne interferometry
The function c′(t) is generated from a PRN code with a repetition time τr and
a chip rate fc. The PRN is amplified to generate phase values of c
′(t) that
are either 0 or pi (in contrast to 0 and 1). Thereby, the power at the signal
carrier is fully suppressed in the photo diode signal (as shown in Figure 2.9).
This type of modulation is also called binary phase-shift keying (BPSK). Since a
phase modulation by pi effectively inverts the sign of the AC signal, one can also
describe the modulation by a function c(t). This function has the same time
dependence as c′(t), but its values are 1 and −1 respectively, c(t) = 2c′(t) − 1.
Using c(t) the photo diode signal is given as
ic(t) = iAC · cos (ω0t+ ϕ(t)) · c(t). (12.2)
An example of such a modulation is shown on the right side of Figure 12.1. One
can now use a local copy of c(t), artificially delayed by a time τ , to decode the
signal before it is fed into the phase readout algorithm:
id(t) = iAC · cos (ω0t+ ϕ(t)) · c(t) c(t− τ). (12.3)
If the signal is averaged over the repetition time τr, one can assume that the
product of the code functions only changes the amplitude of the decoded signal





c(t) c(t− τ) dt. (12.4)
For τ = 0 the original beat note is recovered. Since c(t) is a PRN the autocor-
relation is minimal if τ 6= 0, except for the situation where the delay equals a
multiple of the repetition time τr. In the case of small correlation the signal will
not be reconstructed. This means, that if two or more signals with sufficiently
different delays of the PRN modulation are present, one can choose which beat
note to reconstruct by simply tuning the demodulation delay. The unwanted
beat note will be further decoded, and its residual amplitude is determined by
the residual autocorrelation. Note that the assumption of a pure amplitude
influence of c(t) · c(t− τ) on the signal is only valid to first order, as described
in Section 12.5.
Linear feedback shift registers (LFSRs) are a simple implementation of max-
imum length PRN sequences [146]. For an LFSR with N bits such a sequence
has a repetition length of 2N − 1 and its residual autocorrelation, away from
τ = 0, has a value of −1/(2N − 1). Therefore, LFSRs are the tool of choice to
produce the PRN used in DI. An example of the autocorrelation for N = 18 is
shown in the top left plot of Figure 12.1. In a continuous system the correlation
around τ = 0 has triangular shape, given by the convolution of the two functions
consisting of rectangular parts. However, in a sampled system this correlation
is quantised, giving it a more step-function like appearance for chip rates closer
to the sampling rate of the system. If both rates are equal, the correlation
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is simply a rectangular function around zero with a width given by the chip
delay τc = 1/fc. Any real system will include bandwidth limiting components
and these will deform this ideal correlation. This is discussed in more detail in
Section 12.3. Since τc corresponds to the width of the correlation it defines the
minimum delay between signals that can be multiplexed. This means that an
increase in chip frequency fc can be used to detect signals with shorter light
travel time or arm-length between them.
12.2. Phasemeter design
A phasemeter for the experiments was implemented using the FPGA infrastruc-
ture described in Appendix A. An ADC card (FMC112 from 4DSP [111]) was
added to the system. It contains a fast ADC (EV8AQ160 from e2v [147]) to
sample input signals with 1.25 GHz. The generation of such fast PRN signals
was done by utilising a gigabit transceiver that is available in the FPGA (GTX
from Xilinx [148]). These transceivers are complex serialisers that are normally
used for ultra-fast serial interfaces. They can generate bits with rates of more
than 5 gigabit per second. The interconnection between the components and
the clock scheme is shown in Figure 12.2. The high modulation and sampling
rates were used to allow multiplexing of signals with small optical delays be-
tween them, as required for table-top experiments. Earlier implementations of
DI used sampling rates in the order of 250 MHz [143], which required larger
optical set-ups or fibre based experiments.
Since the digital signal processing inside the FPGA can not be done at the
full 1.25 GHz it is run at one eighth of this rate, 156.25 MHz. Therefore LFSR
blocks were programmed that shift eight bits at a time. These blocks can also
be controlled with a delay value, which triggers a state machine to produce the
corresponding delayed PRN code. This is done by either shifting seven or nine
bits in each clock cycle, until the desired delay is reached. One of these blocks,
with a constant zero input delay, is used to generate the code that is serialised
in the GTX and then sent out to the experiment. A LFSR with a length of
N = 18 bits was used during most of the experiments. If the PRN code is
generated at 1.25 GHz, the PRN has a repetition rate of 1/τr ≈ 4.7 kHz.
The readout is divided into eight channels. Each one first decodes the ADC
signal with a correspondingly delayed PRN, extracting the desired beat note.
Then the signals are fed into a phase-locked loop (PLL), which tracks the beat
note and determines its amplitude and phase. The PLLs use a variant of the
design that was developed for inter-satellite interferometry (see Chapter 4). For
correlation measurements the PLLs could also be used as simple heterodyne
amplitude detectors. This was done by disconnecting their internal feedback,
and by computing the amplitude from the I and Q values. Only seven of the






























Figure 12.2.: Shown is a sketch of the phasemeter implemented for the digi-
tally enhanced heterodyne interferometry experiments. The DSP block con-
tains an additional LFSR, that is used to generate the initial code that is send
to the experiment. The GTX component produces an analogue differential
signal from these eight bits at 1.25 GHz in a serialiser (SER). The system
either uses an external clock (EXT) or a 100 MHz crystal oscillator as initial
clock. This clock is further distributed on the FMC122 via a dedicated clock
chip (AD9517-3 from Analogue Devices [149]). The clock used for the digi-
tal signal processing and for the PRN generation is fed to the FPGA via an
external cable. It is connected to a clock input of the GTX on the FPGA
evaluation board.
measured the residual beat note amplitude of the interference. Since it depends
on the modulation depth this was an indirect measurement of it, allowing it to
be tuned during the experiment.
12.3. Optical set-up
A table-top experiment was constructed to test the multiplexing capabilities at
1.25 GHz and to determine the phase performance of the system. To generate
the phase modulation with the required modulation index a fibre-coupled electro
optic modulator with a bandwidth of 7 GHz was used (NIR-MPX-LN-05 from
Photline [150]), which was driven by a dedicated BPSK amplifier (NIR-MPX-
LN-05 from Photline [150]). The amplification and, therefore, the modulation
index could be tuned with a simple potentiometer. The signal detection was
done with a free beam photo receiver with a bandwidth of 12 GHz (1567-A from
New Focus [151]). A heterodyne interferometer was constructed as depicted in
Figure 12.3. The interference signals detected on the photo diode were generated
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Figure 12.3.: Shown is a simplified sketch of the experimental set-up for dig-
itally enhanced heterodyne interferometry. Two laser beams with an offset
frequency ω0 were used to establish the heterodyne scheme. A Faraday rotator
is used, together with a polarising beam splitter, to send the reflections from
two mirrors to the interference beam splitter. The reflectivity of the mirrors
were chosen such that several reflections with sufficiently equal power were
generated. An additional optical delay line was implemented with a translat-
able corner cube, enabling us to change the overall delay of all signals. The
set-up is shown in more detail in Appendix E.
by reflections from a two mirror set-up, and the corresponding signal delays
depend on the distance l between them.
The system was characterised for its multiplexing capabilities by determining
the RMS amplitude of the decoded signal for a wide range of delays. Since
the system sampled with 1.25 GHz, it should ideally be able to distinguish sig-
nals with relative delays larger than τc = 1/fc = 0.8 ns. This corresponds to
a length of ≈ 24 cm. The set-up detects reflected signals that travel back and
forth to each mirror, therefore the minimal usable separation is 12 cm. How-
ever, the measured amplitudes were found to be strongly deformed, as shown
in Figure 12.4. This effect is understood to be caused by the finite bandwidth
of the system, which is probably limited by the analogue front-end circuit on
the ADC card. The corresponding transfer function is not well specified by the
manufacturer, therefore, no quantitative analysis of this effect was done. In
a first model the influence of a filter on a step function, corresponding to the
correlation at 1.25 GHz chip rate, was calculated. This model indicates that the
transfer function has a bandpass like behaviour consisting of a first order high
pass at a few MHz and a first order low pass at around 700 MHz. Due to this
effect the mirror separation for the later performance measurements was cho-
sen as three times the minimum separation, significantly reducing any crosstalk
between reflections due to residual correlation.
Delay scans over a wider range have also revealed that the correlation has
smaller maxima at delays before the actual signals (bottom plot in Figure 12.4).




12.4. Phase noise performance measurements
























Figure 12.4.: The top shows the measured amplitude, and, therefore, the cor-
relation for a delay scan with both mirrors present. The chip frequency was
1.25 GHz. The sub sampling delay resolution was achieved by tuning the
overall delay τδ with the optical delay line shown in Figure 12.3. An ideal
model is fit to the data, it assumes infinite bandwidth of the PRN generation
and signal detection, as well as signal amplitudes that only depend on the
power levels expected from the mirror reflectivities. The bottom plot shows
a delay scan (without tuning τδ) over a much wider range for both mirrors
and the second mirror blocked. In these measurements the chip frequency
was 625 MHz.
are only expected to cause deformations of the delays in one direction. Signal
reflections occurring on the analogue components should also only delay the
signal and not advance it. Residual correlations from an earlier round trip are
not expected to be the cause of this phenomenon, since the corresponding round
trip length for an LFSR with N = 18 is ≈ 3 Mm. If the light path was blocked
no correlations remained, this showed that the additional peaks are not caused
by purely electronic crosstalk in the phasemeter.
12.4. Phase noise performance measurements
To determine the performance of the system the three largest reflections from
the two-mirror set-up were measured. Their propagation is shown in the top of
Figure 12.5. The phase change corresponding to the relative mirror motion ϕl
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Figure 12.5.: The top shows the propagation for the first three reflections from
the two-mirror set-up. Signal a probes only the first and b only the second
mirror position. Signal c circulates the set-up twice and probes the first mirror
position as well as twice the mirror separation.
can be computed from signal a and b, as well as from signal a and c:
ϕl =ϕb − ϕa = ϕab
=(ϕc − ϕa)/2 = ϕac/2.
(12.5)
All phase signals used here correspond to the one-way phase, which is directly
proportional to the mirror distance changes. The two measurements of ϕl were
used to form a zero combination,
ϕab − ϕac/2 = ϕl−l = 0. (12.6)
This measurement is not sensitive to the actual mirror motion, therefore it
probed the system performance at low frequencies without a thermally stable
measurement set-up. The best achieved performance in such a measurement
is shown in Figure 12.6. To achieve this performance level some aspects of the
system had to be tuned. For certain combinations of PRN repetition length and
heterodyne frequency artefacts spoiled the measurement performance. These
artefacts were identified to be caused by unwanted mixing products of the code
and the sinusoid, which were aliased into the measurement band.
An excess noise at low frequencies spoiled the performance of the zero combi-
nation. Since phase differences induced by optical effects between the reflections
could not be excluded, another type of zero combination was used. The broad-
ening of the correlation peaks due to limited signal bandwidth allowed us to
measure a single reflection twice, as shown in the bottom of Figure 12.5. The





































Figure 12.6.: Performance with 36 cm mirror separation and 1.25 GHz modu-
lation frequency. Shown is one of the initial signals (ϕa), the mirror distance
combinations ϕab and ϕac/2, as well as the two-mirror ϕab − ϕac/2 and one-
mirror ϕaa′ zero combinations.
beam. Therefore no geometrical or optical effects should limit their zero com-
bination,
ϕa − ϕa′ = ϕaa′ = 0. (12.7)
By using the first mirror, and blocking the second one, it was also ensured
that no crosstalk due to residual correlations from other reflection influence this
measurement. However, the achieved performance levels were limited to similar
values as the earlier zero combination, as shown in Figure 12.6. This indicated
that the performance in both cases was limited by the same effect.
Several experiments were conducted to investigate influences from known
noise sources to identify the excess noise at low frequencies. The two critical
ones are the following:
• Laser frequency noise Both presented zero combinations should not be
sensitive to frequency noise. For ϕaa′ it cancels completely and for ϕl−l
the coupling is negligible. Correspondingly the use of an iodine stabilised
laser, which has a much lower laser frequency noise at low frequencies, did
not improve the performance in the zero combinations.
• Laser amplitude noise Low frequency amplitude fluctuations of one of
the laser beams could potentially have caused the excess noise. By actively
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Figure 12.7.: Shown is a sketch of the delay-locked loop, implemented addi-
tionally into the phasemeter to reduce clock jitter between the ADC and the
GTX. Part of the PRN code, available as differential signals with a positive
(PRNp) and a negative (PRNn) signal line, was directly fed back into the
ADC and decoded with two different delays. Linear operating points on the
correlation (ϕa′ and ϕa′′) were made available by reducing the chip rate to
625 MHz (see bottom left sketch in Figure 12.5).
modulating the amplitude of one laser the coupling was investigated. Sig-
nificant coherent excitations of the amplitude did however not influence
the phase measurement performance in either of the zero combinations.
Therefore, amplitude fluctuations were discarded as cause of the excess
noise.
Since all signals are passing through the same phase measurement chain, many
noise sources are common and should therefore not limit the performance [139].
Phase noise in the analogue front-end due to temperature drifts could therefore
also be excluded.
12.5. Clock noise coupling
Sampling jitter was initially assumed to not be limiting for heterodyne DI, since
all signals would be influenced by the exact same jitter and it would, therefore,
be common between all channels. To test this, an additional sampling jitter
was actively introduced into the system by using a signal generator that phase
modulated the 156 MHz clock that is sent from the ADC card to the GTX (see
Figure 12.2). These measurements showed a strong correlation between the in-
duced time jitter and the phase error in the zero combinations. The amplitudes
of the decoded signals were also found to be modulated by the time jitter. The
current understanding of this coupling is, that not only the amplitude of the
decoded signals depends on the delay, but that also the phase is depending on
it. Any clock jitter between the PRN generation and the ADC sampling would,





































Figure 12.8.: Performance of the one-mirror zero combination measurement
ϕa′a′′ with and without active clock stabilisation. The chip rate was 625 MHz.
surements. This effect depends strongly on the deformation of the correlation
due to limited bandwidth, hence, it might not have been visible in earlier exper-
iments using slower chip rates and lower bandwidth signals. It is assumed that
for an infinite bandwidth this effect would not occur, since the reconstructed
sine waves after decoding would be perfect sinusoids. First simulations were
also able to reproduce this coupling for a finite signal bandwidth.
To validate that this new noise coupling is indeed the limiting effect an active
stabilisation scheme was implemented. A delay-locked loop (DLL) was con-
structed, that used the correlation of an analogue version of the PRN code to
determine clock jitter between the ADC and the GTX (see Figure 12.7). The so
generated error was fed into a controller and the resulting actuator signal was
used to control the phase of an analogue phase shifter (see Figure B.9), which
was included in the clock distribution from the ADC to the GTX. The unity
gain frequency of the loop was measured to be around 40 Hz.
The stabilisation via the DLL reduced the excess noise in the single mirror
zero combination measurement, as shown in Figure 12.8. The noise level at
10 mHz was reduced by almost one order of magnitude. This proved that the
sampling jitter was indeed the limiting effect. The achieved results with the
stabilisation were not easily reproducible. It is assumed that the analogue phase
shifter was not well suited to drive the signal into the GTX. Its internal clock
structure is rather complex and not designed for such an actuation scheme.
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These results are preliminary, since only few experiments were conducted with
the DLL stabilisation. So far no performance improvement could be achieved
for the two-mirror measurements. But it is yet unknown, if this was caused by
a problem with the stabilisation or another effect.
For the two-mirror zero combination the best achieved performance in the
presented experiments has a white noise floor of ≈ 3 pm/√Hz at high frequen-
cies and a noise increase to low frequencies, with a level of ≈ 300 pm/√Hz at
10 mHz. The one-mirror zero combination using the DLL stabilisation was able
to improve this performance at 10 mHz to ≈ 20 pm/√Hz. The multiplexing dis-
tance of 36 cm (3x 12 cm) is, to the authors knowledge, the smallest one achieved
yet.
12.6. Digitally enhanced homodyne interferometry
An alternative method of implementing multiplexed interferometry has recently
been investigated by A. Sutton [152, 153]. This scheme is called digitally en-
hanced homodyne interferometry. It utilises homodyne style interferometer set-
ups, in which the sensing light beam is modulated. In contrast to the heterodyne
scheme the modulated code has two components, which effectively combines to
a single modulation function c′(t) with values 0, pi/2, pi and 3/2pi. This type
of encoding is also called quadrature phase-shift keying (QPSK). In the set-
up developed by A. Sutton a dual parallel Mach-Zehner modulator is utilised
to generate the correct phase modulation. The homodyne technique has two
distinct advantages over the heterodyne scheme.
• Self homodyning The QPSK scheme is able to produce interference
signals that can be read out without an additional local oscillator. The
interference of reflections with sufficiently different delays can be decoded
with this technique, as demonstrated by A. Sutton. This simplifies the
construction of interferometers significantly and can be used to develop
new optical set-ups.
• Supression of residual correlations The homodyne scheme has an
inherently higher suppression of undesired signals due to its QPSK mod-
ulation. For a code length of L the residual signal influence (which causes
a white noise floor) is on the order of 1/L for the homodyne scheme [152],
in contrast to an order of 1/
√
L for the heterodyne scheme [143].
Performance measurements with this scheme have revealed that it is able to
achieve pm level performance at frequencies above 1 Hz. However, the achievable
phase performance below 1 Hz has not yet been evaluated and it remains to be






Comparison of techniques for local
interferometry
Different techniques are available to perform the local position sensing in future
satellite missions. Heterodyne interferometers with kHz signals, as used in LISA
Pathfinder [33, 154, 155], or with MHz signals, as used in LISA and GRACE
Follow-On, are the obvious choice for future missions. Both of these technologies
have been used to demonstrate pm performance levels at frequencies below 1 Hz
and space-qualified components are either already available or they are currently
developed. Neither deep phase modulation, nor a variant of digitally enhanced
interferometry have yet been able to demonstrate the same performance levels
at low frequencies. However, based on ongoing developments, some of which
have been presented in this thesis, it is reasonable to believe that the new tech-
niques might be able to close the performance gap in the future. This chapter
motivates such future developments by presenting the potential advantages of
the alternative techniques for future implementations.
The first section compares the non-multiplexed interferometer schemes, classic
heterodyne interferometry and deep phase modulation. All of them use a very
similar design for the optical sensing part of the interferometer, therefore their
main differences are in the light preparation and phase readout. The scaling
of interferometer set-ups is critical for future gravity missions that aim to read
out the position of more than one test mass in multiple degrees of freedom.
Therefore, the readout of one test mass in two directions is used as an example
in the second section to illustrate the potential simplifications possible with
multiplexed interferometer schemes.
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Figure 13.1.: The light preparation and the phase readout, for one channel, is
illustrated for three non-multiplexed interferometer schemes. The left shows
the LISA Pathfinder-style modulation used for kHz heterodyne interferom-
etry. The middle shows the simple LISA-style scheme for MHz beat notes.
The right shows the deep phase modulation set-up. Typically, the laser (or
the master laser, in case of the scheme in the middle) would also be stabilised
to reduce frequency noise (not shown). All shown components can also be
implemented in fibre, which might reduce space.
13.1. Non-multiplexed interferometer schemes
Interferometers can conceptually be split into a stable, or phase sensitive, part
and an unstable, or phase insensitive, part. In general the path length changes
in the unstable part are common between all interferometers and, therefore, they
do not couple into the measurement. This is achieved by including an additional
”reference” interferometer in the stable part. In LISA Pathfinder, for example,
these two parts are also physically split into a modulation unit, which is phase
insensitive, and the optical bench, where the actual measurements are done
[33, 154, 155]. Both heterodyne interferometer concepts (with kHz and with
MHz signals), as well as deep phase modulation, require a very similar stable
part of the interferometer (see the left sketch in Figure 13.2). This is mainly,
because each sensing beam needs a separate local oscillator and dedicated photo
diodes for its readout. Each stable bench also requires a reference interferometer,
to subtract any phase noise induced in the light preparation or the optical
fibres, which are assumed here to be used for connecting both parts of the
interferometers. The unstable interferometer parts and the readout are sketched
in Figure 13.1 for the three schemes.




13.1. Non-multiplexed interferometer schemes
operating at slightly different frequencies, to generate the kHz beat notes. Off-
set frequency locks between two lasers can not be used to generate kHz beat
notes, since ≈ 10 kHz loop bandwidth is needed which in turn needs / 100 kHz
frequency offset for phase difference detection. A simple IQ demodulation (see
Section 2.3) is used, together with an arctangent calculation implemented in a
CPU (not shown), to determine the phase of the signals. This is possible for
nearly stationary path lengths to be sensed, e.g. test masses with respect to a
surrounding optical bench. The MHz signals used for driving the AOMs (here
shown are 80 MHz, as used in LISA Pathfinder), must also be phase locked to
the same clock that is used for the demodulation/sampling in the phasemeter.
Additionally, a feedback loop, the so called optical path length difference (OPD)
stabilisation [52], is required to achieve pm performance levels.
A LISA-like scheme with MHz beat notes consists simply of two lasers. An
offset phase-lock (OPL) keeps their relative frequency stable. An error signal
for this lock can, for example, be taken from the reference interferometer. The
phasemeter can simply lock to the input signal with its phase-locked loops, as
described in detail in Part I of this thesis. It requires a pilot tone correction
to achieve pm performance levels at mHz frequencies. If one of the two lasers
is only used for local interferometry, the heterodyne frequency can be set to a
convenient value of a few MHz, above the relative intensity noise of the lasers
and below frequencies that have strong temperature induced phase drifts in
the measurement chain due to finite bandwidth (see Chapter 3). One can also
generate MHz beat notes with AOMs. But to reach frequencies around or below
10 MHz at least two AOMs are required, since they only operate at frequencies
above ≈ 30 MHz. Due to the added complexity such a scheme is not considered
here.
Deep phase modulation uses one laser and a phase modulator (for exam-
ple an electro-optic modulator or PZT) that is driven from the phasemeter, as
described in Chapter 11. The phasemeter is, however, currently the most expen-
sive one in terms of required processing capabilities in comparison to the other
schemes. At this point, the power consumption for the readout of each scheme
can not be easily compared, but, deep phase modulation requires the fewest
active components and will therefore probably be the most efficient scheme in
terms of power consumption of analogue components. It has a lower optical
complexity than the Pathfinder-style scheme and only requires one laser, mak-
ing it a promising candidate for future missions.
One additional aspect that is crucial for these interferometer schemes is their
sensitivity to stray light. Any residual photons that travel an unwanted path
in the interferometer can end up in one of the interference signals and, thereby,
cause small vector errors (see Section 3.4). This is, for example, the dominating
noise effect for the back link fibre used in LISA for the reference interferometers
[47]. One way to circumvent stray light coupling is to use one or more additional
signal beams in different parts of the interferometer with non-equal frequencies
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Figure 13.2.: Shown are the layouts for reading out two longitudinal degrees of
freedom of a test mass. The left set-up uses non-multiplexed, classic interfer-
ometer schemes, described in the previous section. The set-up in the middle
can be implemented with both types of digital interferometry (DI). The lay-
out on the right uses self-homodyning and can therefore only be implemented
using DEHoI.
or modulations [48]. Thereby, stray light from one beam does not influence the
interference with another one, since its parasitic signal will be at a different
frequency. In the case of MHz heterodyne interferometry this would require an
additional laser for each beam. The kHz scheme would need additional AOMs
and the correspondingly phase-locked modulation signals. Deep phase modu-
lation requires only additional phase modulators and control channels, which
makes it the probably most cost-effective scheme in terms of optical complexity,
if many interferometers with large stray light couplings have to be read out.
13.2. New interferometer layouts with multiplexed
interferometry
Multiplexed interferometer schemes using digital interferometry (DI) make it
possible to reduce the number of phase stable components in an interferometer
significantly. Figure 13.2 shows two layouts that can be implemented with DI in
comparison to a layout using non-multiplexed interferometry. The components
and the path lengths on the gray area have to be phase stable to achieve the
desired performance levels. It is obvious that the DI schemes require much less
optical components, and especially far less ones that are phase stable. Only the
reference mirrors are critical. Note, that the distance between the mirror and
the test mass is limited to values larger or equal to the chip rate. For the imple-
mentation described in Chapter 12, which uses 1.25 GHz, this would be 12 cm,
though only if the bandwidth of the system is sufficiently high. The increased
availability of data processing hardware and modulators with bandwidths above




13.2. New interferometer layouts with multiplexed interferometry
to achieve much higher chip rates and therefore smaller minimum distances in
the future.
The scheme shown in the middle of Figure 13.2 performs the signal detection
with the light that is sent back through the optical fibre. The modulation and
detection is not shown. Only longitudinal signals can be measured with this
set-up, since wavefront informations are destroyed in the fibre. This scheme can
be operated either with digitally enhanced heterodyne interferometry (DEHeI)
or with digitally enhanced homodyne interferometry (DEHoI).
The set-up on the right in Figure 13.2 is a scheme that is only possible with
DEHoI. The signals reflected from a reference mirror and from the test mass
are both sent onto a local photo diode and there they can be read out using the
self-homodyning of DEHoI [65]. If a quadrant photo diode is used, differential
wavefront sensing can also be performed. This combines the minimal amount of
stable components for DI with the use of only a single fibre and angular readout
capability. Note, however, that the photo diodes would require a sufficient
bandwidth. They would therefore probably be quite small, which would make
it necessary to implement additional imaging optics.
Due to the special properties of DI stray light effects can be suppressed very
effectively if the delays between the parasitic beams and the actual signals are
long enough in comparison to the chip rate. Therefore, DI is also a good candi-








The first part of this thesis described the readout of inter-satellite heterodyne
laser interferometers with digital phase measurement systems. A comprehensive
analysis of critical effects and components in the analogue and digital parts of the
phase measurement chain was presented. The central element of this was a linear
model of the core phase readout algorithm, the all-digital phase-locked loop
(ADPLL). The model was also extended to describe non-linear effects occurring
in LISA or other missions due to large signal dynamics and low signal-to-noise
ratios.
Digital signal simulations were used to test the ADPLL model by performing
non-linearity tests with realistic, LISA-like input signals. The performance and
stability of the ADPLL was verified together with several other aspects of the
model, including non-linear noise couplings.
A phasemeter for GRACE Follow-On breadboarding experiments was used to
demonstrate differential wavefront sensing with MHz beat notes. This demon-
stration also included an active feedback control, which made it possible to
stabilise the angle between two laser beams to better than 100 nrad over 12
hours. This demonstrated the feasibility of one of the core functionalities of the
Laser Ranging Interferometer for GRACE Follow-On.
Several phasemeter prototypes with different analogue front-ends were con-
structed that allowed measurement of µrad/
√
Hz performance levels at low fre-
quencies.
Three signal tests were conducted with analogue and optical signals to inves-
tigate the non-linearity of the full measurement chain. These test have already
been able to demonstrate dynamic range performance levels of more than six
orders of magnitude at mHz frequencies.
The highlight of the first part of this thesis is the elegant breadboard model
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of the LISA phasemeter, which has been successfully developed and tested. It
includes all functionalities required for LISA and, with the use of an additional
active thermal stabilisation, it was able to demonstrate the full phase mea-
surement performance with realistic analogue signals. This demonstrated the
feasibility of one of the core elements of LISA. The availability of such a system
will allow for more integrated tests of the full LISA metrology in the future.
The second part of the thesis presented developments for new, alternative
interferometry techniques. A real-time phase readout system for deep phase
modulation interferometry has been constructed and successfully tested. Per-
formance levels of µrad/
√
Hz have been achieved in analogue tests, and first
optical tests have revealed mrad/
√
Hz levels below 1 Hz. The methods for im-
proving these performance levels are well known and it is expected that deep
phase modulation will be able to reach LISA like performance levels in the near
future, using this new type of phasemeter.
A high-speed digitally enhanced heterodyne interferometry set-up and phase-
meter with chip and sampling rates of up to 1.25 GHz has been constructed. It
was used to demonstrate multiplexing for the shortest relative light travel dis-
tances yet and it achieved performance levels of 3 pm/
√
Hz at 10 Hz. An excess
noise was found at low frequencies, which was identified to be a result of tim-
ing jitter between the pseudo-random noise generation and the signal sampling.
First experiments with an active stabilisation were able to reduce its influence by
one order of magnitude at 10 mHz, opening the way for future implementations
with increased low frequency performance and even higher sampling rates.
Finally, the advantages of multiplexed interferometry and deep phase mod-
ulation for future local satellite interferometry systems were presented. The
significant simplifications of the optical set-ups were found to be a compelling
case for further pursuing these new techniques.
This thesis has, among other things, shown that digital signal processing is
not only a very efficient passive readout tool for interferometry, but that it can
also be actively used to change the way interferometers operate. The increasing
availability of computational resources and the advantages in processing algo-
rithms will make it even more useful in the future and open up new, as yet









Many phasemeter systems developed in this thesis used a common hardware
infrastructure, which is described in this chapter. The hardware developed for
the elegant breadboard of the LISA phasemeter is described in Chapter 9.
The core of the FGPA infrastructure is a Xilinx ML605 Virtex-6 evaluation
board [156] shown on the left in Figure A.1. The ML605 carries a powerful
FPGA that connects to an Ethernet interface and various other peripherals. The
most important feature is the possibility to connect up to two FPGA mezzaine
cards (FMC) that can carry various ADCs, DACs and other components. This
allowed us to use the ML605 and its interfaces in the various projects presented
in this thesis by connecting the required peripherals and adjusting the digital
signal processing. The basic infrastructure implemented for the ML605 is shown
on in Figure A.1.
A.1. FPGA internal organisation
The synthesizeable logic inside the FPGA was divided into blocks corresponding
to their fundamental functions. This structure was also reflected in the VHDL
code, by using separate files and VHDL entities for each block.
• UDP interface (UDP IF): This element reads UDP packets send to the
IP address of the FPGA and to write back to the transmitter. The code
is based on an UDP/IP stack [157] available on opencores.org. It was
slightly modified to fit the desired functionality. Two different UDP ports
are available to distinguish between register (REG) and stream (STR)
communication.
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fprintf(f1, ”%f ”, phase1);
FMC FMC
Figure A.1.: The left side shows a picture of the ML650 evaluation board. The
right side shows a sketch of the infrastructure implemented into the ML605.
• Register interface: A rather standard implementation of communication
between the PC and elements in the FPGA. A value can be written into
a register by first sending its address and then the data over a 32 bit
wide bus. Well defined address spaces allow one to reach each register
individually from the PC. Registers can also be read out by receiving a
read command from the PC. An automatic reply is generated and the
desired value is sent back.
• Streaming interface: The large amount of data generated by the various
DSP elements is not suitable to be sent via the register interface. There-
fore a large packet of data is collected into a frame, which is sent in regular
intervals (usually the decimation rate) to the PC with separate UDP pack-
ets. The packet size was varied between 256 and 512 bytes with readout
rates of up to 100Hz.
• DSP block: The actual signal processing is done in a separate block. The
content of this block varies greatly between the different phasemeter types.
It is controlled via the register interface and it usually creates the frame
packets that are sent to the PC via the streaming interface.
• Hardware interface: Each peripheral connected to the ML605 required a
representation in the FPGA that interfaces the specific signal lanes, clocks
and command interfaces to the inner structure of the FPGA. Depending
on the hardware used these blocks can have a large complexity and their
correct implementation is very time consuming. Since they are part of the
overall signal dynamics, by influencing delays and sampling rates, they




The program used to control and readout the ML605 was implemented under
Linux using either C or C++. The use of command line flags, configuration
files and hard coded parameters allowed us to control each system and to gen-
erate helpful meta data, like time and date of each measurement. The data
received from the streaming interface is converted here back into separate sig-
nals, some of which are either used in further processing or simply stored in text
files. The relevant signals are displayed on the control terminal to monitor the
experiments.
A.3. Digital-to-analogue converter FMC
Several experiments using the ML605 infrastructure required an active control of
analogue components via the phasemeter. Since no suitable digital-to-analogue
converters were commercially available a dedicated FMC card was constructed
together with I. Bykov. The card carries eight DACs with a sampling rate of
approximately 2.5 MHz. Such a high rate was chosen to be able to construct
control loops with high bandwidth and to generate modulation signals required
for deep phase modulation (see Chapter 11). The schematics of the analogue





Schematics of circuits designed specifically for experiments and hardware in this
thesis are presented here.
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Appendix B. Schematics
Figure B.1.: Schematic of two channel 1-bit digital-to-analogue converter used
in Chapter 7. The power supply is not shown.
216




Figure B.3.: Schematic of the signal combiner for the jitter corrected digital
signal simulator used in Chapter 8.
218
BFigure B.4.: Schematic of the analogue front-end for jitter correction used in
Chapter 8 with active pilot tone adder and distribution via a power splitter.
219
Appendix B. Schematics
Figure B.5.: Schematic of the analogue front-end for jitter correction used in
Chapter 8 with active pilot tone adder and distribution via a resistive splitter.
220
BFigure B.6.: Schematic of the analogue front-end for jitter correction used in




Figure B.7.: Schematic of the analogue front-end for jitter correction used in
Chapter 8 with power splitter PSC-2-1 used for pilot tone distribution and
addition.
222
BFigure B.8.: Schematic of the eight channel digital-to-analogue converter card
designed for all set-ups using the ML605 (see Appendix A).
223
Appendix B. Schematics
Figure B.9.: Schematic of the analogue phase shifter used in Chapter 12. The

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure B.10.: Schematic of the analogue front-end of the ADC module of the




FIR filters for the EBB
The modelled and measured transfer functions of the finite-impulse response
(FIR) filters used in the elegant breadboard (EBB) model of the LISA phaseme-
ter are shown here (see Chapter 9).
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Figure C.1.: Shown are the simulated and modelled transfer function of the
first FIR filter (FIR1) in the EBB decimation chain. The filter has 54 coeffi-
cients and decimates from 610 Hz to 102 Hz (see Section 9.3.3).




























Figure C.2.: Shown are the simulated and modelled transfer function of the
second FIR filter (FIR2) in the EBB decimation chain. The filter has 104
coefficients and decimates from 102 Hz to 10 Hz (see Section 9.3.3).
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Figure C.3.: Shown are the simulated and modelled transfer function of the
thrid FIR filter (FIR3) in the EBB decimation chain. The filter has 77 coef-




Additional LISA EBB performance
measurements
Shown here are additional performance measurements of the elegant breadboard
(EBB) model of the LISA phasemeter. All of these measurements were done
using the means of temperature stabilisation described in Section 9.5.4.
The first two measurements were performed at low signal to noise ratio with a
C/N0 = 75 dBHz, and an input frequency of 15 MHz (Figure D.1) and 6.5 MHz
(Figure D.2).
The following two measurements were performed at higher signal to noise
ratio with a C/N0 = 95 dBHz, and an input frequency of 15 MHz (Figure D.3)
and 6.5 MHz (Figure D.4).
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Figure D.1.: 15 MHz temp stab with ADC fans, pilot via 2-way, signal via 8









































Figure D.2.: 6.5 MHz temp stab with ADC fans, pilot via 2-way, signal via 8










































Figure D.3.: 15 MHz temp stab with ADC fans, pilot via 2-way, signal via 8









































Figure D.4.: 6.5 MHz temp stab with ADC fans, pilot via 2-way, signal via 8




Optical set-up digital interferometry
experiment
Shown here is a detailed overview of the optical layout used for the digitally
enhanced heterodyne interferometry experiments described in Chapter 12. The
set-up has been modified throughout the experiments. Initially, the heterodyne
beat note was generated from a single beam that was split and frequency shifted
by an acusto-optic modulator (not shown). Later on, two lasers were used,
which were frequency offset-phase locked to each other. One of these lasers was
stabilised to an Iodine reference, which significantly reduced laser frequency
noise.
235























































































Figure E.1.: Detailed overview of the optical set-up used for the digital inter-
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