Two rhesus monkeys were trained to track a small moving target in the presence of a moving distractor. The target and distractor were distinguished by their color. Smooth pursuit eye movements were quantified in terms of the latency of the eye movement and the open-loop eye acceleration profile. Smooth pursuit latencies for single targets were on the order of 100 msec. When the target was paired with a distractor moving in the same direction as the target, pursuit latencies decreased to roughly 85 msec. When the target was paired with a distractor moving in the opposite direction, pursuit latencies increased to roughly 150 msec. The motion of the distractor had no significant effect on the eye acceleration profile. Experiments were performed to dissociate visual search for the target from pursuit initiation by providing a spatial cue rather than the color cue. These experiments showed that visual search necessarily preceded pursuit initiation only when the distractor moved in the opposite direction relative to the target. In this case, visual search contributed about 25 msec to the overall latency of pursuit.
Control experiments showed that the monkey need not attend to the distractor in order for it to influence the latency of pursuit. A network model was developed in which units that represent the motions of the target and distractor compete against one another. Attention serves to bias the outcome of this competition toward the direction of the selected target. The performance of this network exhibits a striking parallel to the effect of the distractor on smooth pursuit latency.
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Primates, including humans, make two types of voluntary eye movements: short, quick saccades to stationary targets, and slower, more sustained smooth pursuit of moving targets. Smooth pursuit depends upon retinal image motion and functions to stabilize the retinal image of small objects that move at slow to moderate speeds. When there is only one moving target, the smooth pursuit system acts much like a visuomotor reflex that matches eye velocity to target velocity (see Lisberger et al., 1987) . When there is more than one potential target. some selection or decision process must precede the initiation of pursuit. The decision to select a target before the initiation of an eye movement represents a constriction of information that we refer to as the sensorimotor bottleneck. The bottleneck occurs because there is more information represented in the multiple target motions entering the system than there is in the single eye movement trajectory that is emitted. Here, we report behavioral observations on monkeys that were trained to choose between two possible smooth pursuit targets presented simultaneously on a video monitor. These observations support a model wherein the neural signals arising from the potential targets compete in a winner-take-all network. The role of attention in this framework is to bias the outcome of the competition in favor of the selected target.
The basic neuroanatomical substrate for smooth pursuit has been mapped by a combination of anatomical experiments (Brodal, 1978 (Brodal, , 1979 (Brodal, , 1982 Fries, 198 I ; Glickstein et al., 1980 Glickstein et al., , 1985 Get-tits and Voogd, 1989) , physiological recordings (Suzuki and Keller, 1984; Bruce et al., 1985; Mustari et al., 1988; Newsome et al., 1988; Thiers et al., 1988; Stone and Lisberger, 1990) , and lesion studies (Zee et al., 198 I ; Newsome et al., 1985; Dursteler et al., 1987; Lynch, 1987; Dursteler and Wurtz, 1988; Suzuki et al., 1988; Keating, 1991; MacAvoy et al., 1991) . Visual inputs are processed in the geniculo-cortical pathway and are transmitted from the primary visual cortex and the extrastriate visual cortex through the dorsolateral pontine nucleus (DLPN) and the cerebellum to the brainstem. The projection from the extrastriate cortex to the pons includes separate, parallel outputs from the middle temporal area (MT) and the medial superior temporal area (MST). Areas MT and MST are part of a pathway through visual cortex that is primarily concerned with spatial and motion information (Zeki, 1978; Maunsell and Van Essen, 1983; AIbright, 1984) and is thought to be involved in visual orienting and guidance (Ungerleider and Mishkin, 1982; Andersen, 1987; Goodale and Mimer, 1992) . Much of the previously cited evidence points to MT and MST as key areas for processing the visual motion inputs to the pursuit system.
In addition to the motion pathway, there is a parallel pathway through visual cortex that comprises visual areas of the temporal lobe, is concerned with color and form information (Gross et al., 1972; Zeki, 1978; Desimone et al., 1985; Tanaka et al.. 1986; Desimone and Schein, 1987; Schein and Desimone, 1990) , and is thought to be involved in object recognition. The selection of targets for eye movements provides an opportunity to study quantitatively the interactions between these two pathways. At the most abstract levels of processing, the decision of what target to pursue is probably based on attributes such as color and shape that uniquely identify the target. In other words, what one is The Journal of Neuroscience, November 1995. 15(11) 7473 aware of during the execution of a voluntary, goal-directed eye movement is the intention to look at a particular object, rather than the intention to move the eyes along a given trajectory. The position and movement of the target are, in a sense, incidental properties that are only necessary to specify the metrics of the eye movement. Nevertheless, when a smooth pursuit target is selected on the basis of an attribute such as color, this information must be linked with information regarding the motion of the target. One idea that fits nicely with the parallel pathways notion is that there are separate representations, or "feature maps," for color and motion. The activities in these different maps may be bound together through visual spatial attention (Treisman, 1977; Triesman and Gelade, 1980) . This implies that when there are competing targets, one must attend to the location of the desired target before initiating an eye movement. One of the goals of the current study was to investigate the role of visual spatial attention (visual search) in several experiments that were designed to reduce uncertainty about the location of the target. We found that visual search does play a role in the disambiguation of competing inputs, but we would characterize this role as modulatory. That is, the latency of smooth pursuit shows a characteristic pattern depending upon whether the potential targets compete or cooperate. Attention is capable of modulating this basic pattern, but is not responsible for generating it.
In this study, we have examined the behavior of a sensorimotor pathway in the primate that is responsible for producing a smooth eye movement in response to a moving visual target. Our goal was to describe the behavior of this pathway when faced with a simple decision about which of two moving targets to use as its input. Our observations address two issues related to target selection. First, what sort of mechanism might be involved in implementing the decision to track one target or the other'? Second, what is the role of attention in relation to this decision-implementing machinery? We believe that the decision is implemented by a nonlinear competitive-cooperative network and that we have identified a behavioral correlate of this competition. By manipulating the cognitive requirements of the task, we found that the competition happens automatically and does not depend on the need to attend both targets. Attention is necessary to determine the outcome of the competition, and the strength of the attentional signal can modulate the performance of the network. However, even a very weak attentional signal can give rise to an all-or-none overt response due to the selfreinforcing properties of the network. At the same time. the central fixation light was turned off and the monkey was required to track the target by initiating a smooth pursuit eye movement.
Materials and Methods
All targets moved horizontally at vertical positions 3" above or below the horizontal meridian. The initial horizontal target position was set so that targets moving towards the vertical meridian would cross it after 100 msec. The paths of two targets never crossed. The monkey was given a liquid reward, provided that he kept his gaze directed toward the desired target for the duration of the trial. The monkey's performance was monitored by tracking his eye position relative to a ? 3.0" fixation window centered around the target. Several steps were taken to ensure that the monkeys did not make anticipatory eye movements. First, the initial target location relative to the fixation mark (up, down, right, left) was randomized from trial to trial. Second, the direction of target motion (towards or away from the vertical meridian) was also randomized. Third, the time at which the target was presented or started to move was randomized. Fourth, trials were aborted if the monkey initiated an eye movement before the fixation light went off. Finally, catch trials were interleaved with normal trials. During a catch trial, the target(s) appeared as usual but the fixation light was never turned off and the monkey was rewarded only if he continued to look at the fixation light. The basic task was one in which the monkey selected a pursuit target based on a color cue. Variations on this task will be described as they come up in the results. In the "color-cue" task ( Fig. I) , the monkey initially fixated on a small (0.4") white square in the center of the screen. After a few hundred milliseconds, the white fixation mark was replaced by a colored square (red or green) of the same size. This was the cue. Pursuit targets were small (0.9") colored squares presented on a uniform gray background. The video board was programmed to send out digital pulses (frame sync) for timing purposes at the beginning of each frame in which a target was turned on or started to move. These pulses were sampled by the computer and stored along with the eye movement data. The amount of time that elapsed between the frame sync pulse and the appearance of a target on the screen can be calculated by allowing a drawing speed of 15.6 psec per raster line. We verified this by digitizing the frame sync pulse along with the output of a photovoltaic transducer (Radio Shack) that measured the luminance near the middle of the screen as a white target was drawn there on a dark background.
The elapsed time depended mainly on the vertical position of the target and was about 6 msec for targets appearing above the initial fixation point and about IO msec for the targets appearing below. Figure I . Illustration of the basic color-cue task that the monkeys were trained to perform. A, Snapshots of the video display at two instants in time for two distractor conditions. At the start of each trial, the animal foveated a white central fixation target. Shortly thereafter, the fixation target turned to one of two colors, red or green (top panels labeled cue). After another brief interval, the cue disappeared and two colored moving targets appeared. The animal's task was to look at the target that matched the color of the cue, which he did by initiating a smooth eye movement in the appropriate direction. The other target is referred to as the "distractor." The target and distractor were also separated vertically, 3" above or below the initial fixation position. Two conditions are shown, one in which the target and distractor moved in the same direction, and one in which they moved in opposite directions. In both cases, the target and distractor started out in opposite hemifields. On other trials, the target and distractor started in the same hemifield. For each trial, we selected at random the color of the target, its direction (towards or away from the fovea), and its initial starting position (up, down, left, right) . B. The same task unfolded in time for the case in which the target and distractor move in opposite directions. The horizonrul axis is time and the vertical axis is horizontal eye and target position. The time between the onset of the cue and the onset of the target is the "Stimulus Onset Asynchrony" (SOA), and was varied between 100 and 800 msec.
further analysis. Only trials in which initial target motion was toward the vertical meridian were saved for analysis. Average eye velocity records were constructed from eye velocity traces for individual trials by aligning each trace with the onset of target motion. Catch-up saccades were removed from the eye velocity traces before averaging, and eye velocity was linearly interpolated between the beginning and end of the saccade. Saccade latencies averaged around 200 msec. Latencies for smooth eye movements were estimated visually from the eye velocity records for individual trials. Eye velocity measurements are extremely sensitive to the onset of eye movement so that latencies can be assigned with a high degree of accuracy. The accuracy of our latency measurements can be seen in Figure 5 , where we have constructed average eye velocity records by aligning the individual traces on the marks that we placed to indicate the beginning of pursuit. If we had systematically under-or overestimated the latency of pursuit, then one would expect to see the averages start to deviate from zero velocity before time zero. We used this method to refine and spot check our criteria for assigning pursuit latencies.
To determine eye acceleration, we first aligned eye velocity traces for individual trials on the initiation of pursuit. We then averaged the eye velocity traces for all trials that had the same target color and direction. For quantitative comparisons, we computed the average eye acceleration during successive 20 msec intervals following pursuit initiation. The average eye acceleration over a given interval is equivalent to the difference between the final eye velocity and the initial eye velocity divided by the length of the interval. All data points for both latency and acceleration are based on averages of 10 to 40 repetitions of each trial type. Trials were excluded from the analysis if the animal selected the wrong target (as judged by the direction of the vertical saccade), initiated pursuit in the wrong direction, or failed to initiate pursuit prior to the first saccade. Smooth pursuit latencies and eye accelerations obtained with stimuli presented on a video monitor are quantitatively comparable to responses obtained with continuous stimnli projected on a tangent screen (Lisberaer and Westbrook. 1985) . Anv artifacts nroduced by ;he refresh 'rate of the monitor are 'not evident either in' the eye velocity measurements themselves or their Fourier power spectra.
Results
Target selection by color For the first set of experiments, we trained monkeys to select a target on the basis of its color. We presented simultaneously two pursuit targets that moved horizontally but were also separated vertically. When the animal saw the targets, he selected the one that matched the color of the cue and initiated horizontal smooth pursuit with a latency generally in the range of 80 to 160 msec. He also executed a vertical saccade to foveate the chosen target, but this occurred substantially later, with latencies averaging around 200 msec. The basic pattern of results for this experiment is illustrated in Figure 2 , which shows average eye velocity records from the subset of trials in which the correct target was a red square moving rightward and towards the vertical meridian (shown as a solid square in the figure) . The left-most trace corresponds to the condition where the red target was paired with a green distractor moving in the same direction. The right-most trace corresponds to the condition where the red target was paired with a green distractor moving in the opposite direction. The middle trace is the eye velocity response to the red target by itself. Pursuit latencies were shortest when the distractor moved in the same direction (78 msec), and longest when the distractor moved in the opposite direction (162 msec). The response to the single red target had an intermediate latency (94 msec). These results indicate that when the animal has to make a decision about which direction to track, pursuit initiation is substantially delayed. On the other hand, when there is only one target, or two targets moving in the same direction, there is no decision required because the desired eye velocity is the same, regardless of which target is selected. In these cases, pursuit is initiated with latencies on the order of 80 to 100 msec, although two targets produced latencies that were significantly shorter than those for single targets. The average latency of the corrective saccades did not vary with distractor condition. Furthermore, when we switched from a pursuit task to a saccade task by simply eliminating target motion, we found no difference between saccade latencies for single and double targets.
A complete experiment consisted of trials in which target color, starting location, and direction of motion were varied ran- is the eye velocity response to a red target with no distractor. The average latencies for these three conditions were 78, 94, and 162 msec, respectively. Traces were aligned on the onset of target motion. Target velocity is indicated by a step that starts at time zero.
domly from trial to trial. Also varied were the direction of motion of the distractor relative to the target (same or opposite) and whether the distractor starting position was in the same visual hemifield as the target or in the opposite hemifield. The latencies for two complete experiments on different monkeys are summarized in Figure 3 . For each monkey there are three set of bars that reflect the distractor conditions (filled bars, single target; open bars, same direction for target and distractor; gray bars, opposite directions for target and distractor). Within each of the three main distractor conditions, the data are further separated according to target direction, color, and whether the starting positions of the target and distractor were in the same or opposite.
The average latencies for "single," "same," and "opposite" distractor conditions are shown in the row labeled "color cue" in Table 1 . The basic pattern of results is that latencies for single targets averaged around 100 msec. Latencies for the "same" condition were about 15 msec shorter than those for single targets, while latencies in the "opposite" condition were roughly 50 msec longer. A one-way ANOVA revealed that the effect of distractor condition was significant at the p < 0.0001 level for both monkeys. Separate one-way ANOVAs were also run for target color, direction, and hemifield. In one monkey, the effect of target direction was significant at the p = 0.01 level. There was no significant effect of target color or hemifield for either monkey. The experiment was repeated for SOAs ("stimulus onset asynchrony;" the time between the onset of the cue and the onset of the targets) of 100, 250, 400, and 800 msec. There was no significant effect of SOA on pursuit latency for either monkey.
The experiment was repeated for speeds of 5, 10, 15, and 20 dps; target and distractor speed were always equal. In Figure 4 , we have plotted the average pursuit latency as a function of n SINGLE Cl SAME Cl OPPOSITE no distractor; open bars, distractor moving in same direction; gray bars, distractor moving in opposite direction. Latencies were also sorted according to target color and the hemifield relationship of the target and distractor (same or opposite). Thus, for each monkey, there were 10 conditions X 2 directions. Reading left to right, the 10 conditions are: 1. single green target, 2. single red target, 3. green target/ red distractor, same direction, same hemifield, 4. green target/red distractor, same direction, opposite hemifields, 5. red target/green distractor, same direction, same hemifield, 6. red target/green distractor, same direction, opposite hemifields, 7. green target/red distractor, opposite direction, same hemifield, 8. green target/red distractor, opposite direction, opposite hemifields, 9. red target/green distractor, opposite direction, same hemifield, 10. red target/green distractor, opposite direction, opposite hemifields. Error bars are t 1 SEM. The dotted lines represent 100 msec. speed for both monkeys. Latencies were sorted by distractor condition, but all other conditions (target color, direction, and hemifield) have been collapsed into a single average. The SOA was 250 msec for all speeds. There was a general tendency for latencies to become somewhat shorter with increasing speed. However, within this overall trend, there was still a clear and consistent effect of distractor condition.
From Figure 2 one gets the impression that longer latencies are correlated with faster accelerations, as if the eye must somehow catch up after being delayed. To look at this more closely, we analyzed eye acceleration in the following manner. First, we averaged together eye velocity traces for all trials of a particular type, aligning each trace on the onset of pursuit rather than the onset of target motion. Figure 5 shows the eye velocity traces from Figure 2 aligned in this manner. We then divided the first 80 msec of pursuit into four time intervals of 20 msec each and computed the average eye acceleration within each 20 msec interval. Finally, we combined acceleration estimates for the four SOAs that were tested and for targets that appeared above and below the horzontal meridian. Figure 6 shows averaged eye acceleration in each of the four time intervals sorted in the a same manner as the latency data in Figure 3 (filled symbols, single targets; open symbols, target-distractor same direction; shaded symbols, target-distractor opposite direction). For each condition there are two data points-one for each monkey. Each point is the mean of eight average acceleration estimates (four SOAs X There was a good deal of variability in the acceleration data, as can be judged by the size of the error bars. To a first approximation, the motion of the distractor had little effect on the eye acceleration profile (one-way ANOVA on distractor condition, p > 0.7 for all intervals, data separated by animal and horizontal target direction). In particular, there is no evidence that eye acceleration in any interval was slower when there was a distractor moving in the opposite direction than when the distractor moved in the same direction, as would be expected if eye acceleration were related to some vectorial combination of the target and distractor velocities. If anything, eye acceleration was slightly faster when the distractor moved in the opposite direction. This is particularly evident in the 60-80 msec time interval. There are other manipulations, e.g., going from high to medium target contrast, for which acceleration gets faster as latency gets longer, perhaps due to integration of velocity signals during the latent interval (Lisberger and Westbrook, 1985) . to conclude that the small effect of the distractor motion on eye acceleration is secondary to the much more substantial effect on the latency of pursuit.
Dissociation of visual search from pursuit initiation
In the previous task, the targets began to move as soon as they appeared on the video monitor. This means that the animal needed to search for the target that matched the cue as well as determine its direction of motion during a single brief time interval. In the next experiment, we sought to temporally dissociate visual search from pursuit initiation. We did this by having the targets appear in place at the same time as the cue, but delaying the onset of motion for 100 to 800 msec. Thus, the animal had an interval of 100 to 800 msec in which to view both the cue and the targets and to locate the matching target. During this time, the animal was required to keep looking at the fixation target until it disappeared and the targets began to move. It should be noted that this manipulation is identical to the "motion-onset-delay" or MOD studied by Krauzlis and Lisberger (1994) . That study revealed that pursuit latencies for single targets got shorter with increasing MOD. It was subsequently found, however, that this effect is obtained only in dark-adapted monkeys (S. G. Lisberger and J. D. Schwartz, unpublished observations). In the present study, we found no effect of MOD on single target latencies with background room illumination of 10 cd/m*.
When the animal was given time to locate the target before it started moving, the average pursuit latencies for the "same" and "single" distractor conditions were essentially the same as for the previous experiment, but latencies for the "opposite" condition were shorter by an average of 27 msec for both monkeys ( Fig. 7 and Table 1 , "delayed motion"). This may be taken as a fairly direct measurement of the amount of time that the visual search process, or more precisely, that spatial uncertainty adds to the latency of pursuit under these conditions. Again, the differences between distractor conditions were highly significant (one-way ANOVA, p < 0.0001). In addition, there were significant effects of target color and direction of motion for both monkeys (one-way ANOVA, p < O.Ol), but these differences were small, in the range of 3 to 7 msec. We also varied the SOA, although, in this case, what we are calling SOA is really the difference between when the targets appeared and when they began to move. Each monkey showed a significant effect of SOA at the @ < 0.0001) level, but the effect was small and inconsistent. For one monkey, the longest SOA resulted in pursuit latencies that were 5 msec longer than those for the shortest SOA, while for the other monkey, the longest SOA corresponded to latencies that were 5 msec shorter. Figure   7 . A comparison of smooth pursuit latencies for the color-cue task and variants of the task in which (1) the monkey was allowed time to view the cue and targets together and to locate the matching target ("delayed motion") and (2) the monkey was given an explicit cue indicating the location of the target ("spatial cue"). Latencies are sorted by distractor condition and monkey. Black symbols, single targets; open symbols, distractor moving in the same direction; gray symbols, distractor moving in the opposite direction. The left-most bar of each pair is the average latency for monkey B, and the right-most, monkey E All other conditions (target color, direction, hemifield) have been collapsed into a single average. The solid horizontal line is the mean latency of both monkeys for the color-cue task, opposite condition (148 msec). The dashed line is the mean latency of both monkeys for the opposite condition of both the delayed-motion and spatial-cue tasks (123 msec). The error bars represent + 1 SEM and may be smaller than in Figure  3 , as each bar represents the average of many more trials. run in an additional "delayed motion" experiment with randomly interleaved SOAs of 100, 200, 400, or 800 msec. His average smooth pursuit latency for the distractor opposite condition was 125 msec. Therefore, uncertainty about the time at which the targets began to move did not increase the latency of pursuit.
In the previous two experiments, the animal selected a pursuit target by matching the color of the target to that of the cue. In the next experiment, we sought to dissociate visual search from pursuit initiation in a way that would bypass the color-matching process altogether. We did this by eliminating the color cue and replacing it with a spatial cue (Fig. 8) . In this set of experiments, the initial fixation mark never changed color. Instead, a small white spot (0.4" square, 65 cd/m2) was flashed in the location of the target just before the fixation mark disappeared and the targets appeared. When the targets appeared, they were moving. The targets were still of different colors, although their color was no longer relevant to the task. The spatial cue never occurred in the location of the distractor, i.e., it was a "valid" cue on 100% of the trials. It is important to note that only one SOA was used during a When the animal was given an explicit spatial cue, the pattern given experimental session so that it was possible for the monof results was much the same as when he was given time to find key to learn to use the interval during which the targets were the matching target before it began to move ( Fig. 7 and Table visible but stationary as a timing cue. One might argue that this 1, "spatial cue"). Again, the effect of distractor condition was alone would have reduced the latency of pursuit relative to the highly significant (one-way ANOVA, p < 0.0001). Latencies original experiment in which the targets appeared moving. There for the distractor opposite condition were 20-25 msec shorter are two observations that rule out this explanation. First, the for a spatial cue than for the original color cue experiment, but same timing cue is available in the original experiment because still about 25 msec longer than the single-target condition. This there was a fixed duration between the appearance of the cue experiment also addressed a minor problem in comparing the and the appearance of the targets. Second, one monkey (B) was previous "delayed-motion" experiment (targets are initially sta- Figure II . Schematic representation of the spatial-cue task. Initially, the monkey fixated the white target in the center of the screen (top). While he fixated, a cue was flashed in one of the possible target locations (represented by &shed boxes). A short while later (botrom), the fixation target and cue disappeared and two moving targets appeared. The monkey's task was to track the target that appeared in the cued location. Target color, target direction, distractor condition, and target/ distractor hemifield were all randomized from trial to trial, as in the color-cue task. The initial fixation target never changed color, and the cue was always presented in a valid location.
tionary before starting to move) with the original color cue experiment (targets are initially moving). Specifically, because the targets were slightly brighter than the background, the appearance of the targets was accompanied by an increase in the local luminance of the display. In the original color-cue experiment, this luminance transient occured at the same time as the target motion. However, this was not the case in the "delayed-motion" experiment. In the "spatial-cue" experiment, the luminance transient was coincident with target motion and yet the latencies were comparable to the "delayed-motion" experiment. This indicates that it was not the luminance transient that was responsible for the longer latencies in the original experiment, but rather the greater uncertainty in initial target position. The results of the last two experiments support the idea that there is a visual search stage involved in smooth pursuit target selection, and that this stage necessarily precedes pursuit initiation, but only when target and distractor are moving in opposite directions. When target and distractor are moving in the same direction, visual search may proceed in parallel with pursuit initiation and need not extend the latency of pursuit. In this case, the results of the visual search are expressed at the time the animal makes a vertical saccade to foveate the chosen target. However, visual search does not fully account for the dependence of latency on distractor condition. On the contrary, the direction of the distractor relative to the target produces a characteristic pattern of latencies regardless of how the animal is cued and even when up to 800 msec is allowed for visual search. Our results indicate that the visual search stage takes up about 25 msec, and this only accounts for about half of the extended latency found when target and distractor move in opposite directions. Visual search does not account at all for the fact that latencies are significantly reduced when target and distractor move in the same direction.
The role of expectation In the previous experiments, several key variables were randomized from trial to trial so that the animal would not be able to predict the color, location, or direction of the target. It is possible that the ability of the distractor to influence pursuit initiation depends on the uncertainty introduced by this randomization. This uncertainty forces the animal to monitor several possible target locations and be prepared to track either color target moving in either direction. We therefore did a control experiment without randomization so that on each trial the same color target was presented starting from the same position and moving in the same direction. In particular, we used the green square starting in the lower left position and moving to the right (towards the vertical meridian). This target was presented by itself on onethird of the trials, paired with a red distractor moving in the same direction on one-third of the trials, and paired with a red distractor moving in the opposite direction on the remaining third of the trials. Each experiment lasted a minimum of 3.50 total trials. Because the target motion was the same on all trials, it was possible that the results might be confounded by anticipatory eye movements. We therefore did the experiment both with and without catch trials, and obtained essentially the same results in each case.
The reduced version of the color cue task is directly comparable to the "delayed-motion" and "spatial-cue" variants reported above. In all three experiments, there was no need for the animal to attend to the distractor at the time the target began to move. Nevertheless, the distractor continued to exert an influence on the latency of pursuit. In fact, for the "opposite" condition, pursuit latencies were quantitatively indistinguishable from the "delayed-motion" and "spatial-cue" experiments ( Fig.  9 and Table 1, "expectation"). For the "single" and "same" conditions, latencies were slightly longer than in the prior three experiments. This can probably be attributed to a lack of vigilance on the part of the monkey owing to the repetitive nature of the task, rather than some form of adaptation. For one monkey (F), latencies for all distractor conditions gradually lengthened during the course of the session; latencies for the first 50 presentations of each trial type averaged about 10 msec shorter than for the following 80 presentations. This only happened when there were no catch trials and responses could be more automatic. When catch trials were introduced, his performance was stable for the duration of the session. Monkey B showed no such trend either with or without catch trials.
Probability summation A somewhat curious result of the preceding experiments is that pairing a pursuit target with a distractor moving in the same direction decreases the latency of pursuit by about 15 msec relThe Journal of Neuroscience, November 1995, 75(11) ative to a single target. In this case, horizontal smooth pursuit may be initiated before a target is selected, thus blurring the distinction between target and distractor. The real issue is how two discrete targets separated by 6.0" or more combine to produce shorter latencies than a single target. One possibility is that two targets present a larger effective sensory stimulus, possibly because they generate a stronger response motion detectors in the pursuit pathway with large receptive fields. We tested this by measuring latencies for single targets whose linear dimensions were doubled (thus quadrupling the area). Smooth pursuit latencies for large targets (Table I , first row, numbers in parentheses) were, in fact, slightly longer than latencies for small targets. Thus, simple spatial summation (linear or areal) does not appear to account for the short latencies found when target and distractor moved in the same direction. Another possibility is that the two targets are processed independently, perhaps by neurons with separate or partially overlapping receptive fields, and that either independent process may produce an eye movement. If the response processes are statistically independent, the behavioral latency should be governed by the laws of probability summation. If we call the two processes A and B and assume that the latency of each process follows the same normal distribution with mean T and standard deviation u, then the probability, P(t), of a behavioral response as a function of time after target motion onset is the probability that the latency of A is equal to t and that the latency of B is longer than t:
The mean, T', of the resulting probability distribution, P(t), is given by T' = T -;.
If we take our estimates of T and u from the latency distribution Measured Latency (ms)
Fi,gure 10. An attempt to predict smooth pursuit latencies for target and distractor moving in the same direction by assuming probability summation of the latencies for single targets. The data shown are for two monkeys, two directions of motion, and four SOAs (16 conditions overall). The task was the original color cue in which the targets were moving when they appeared. The abscissa is the measured latency for target and distractor moving in the same direction, while the ordinate is the latency predicted on the basis of (1) for single targets and if this distribution is approximately Gaussian, then we can make exact predictions about the expected latency for two targets moving in the same direction. We carried out these calculations using the mean and SD for single target latency distributions taken from the original color cue experiment. The predictions are shown as the open circles in Figure  10 . Each data point is the measured versus predicted latency for a particular monkey, SOA, and horizontal target direction, but includes different target colors and vertical positions. On the other hand, if the single target probability distribution is not Gaussian, then we can estimate the expected latency for two targets with a simple empirical procedure: we draw two samples at random from the single target latency distribution and throw out the larger number, keeping the smaller number. By repeating this sampling procedure a number of times, we arrive at the expected latency distribution for two targets. The means of the resampled distributions are plotted as the closed symbols in Figure 10 .
The results indicate that probability summation may result in some time savings. However, neither set of predictions in Figure  10 fully accounts for the measured latencies. The mean latencies for two targets moving in the same direction are always shorter that those predicted by either the theoretical (Gaussian) or resampled distributions. When one plots out the actual latency distributions (Fig. 1 l) , it is clear that not only are the single target latency distributions non-Gaussian, but there is also a substantial number of two-target latencies that are shorter than the shortest single target latency. Thus, no amount of resampling can generate the two-target distribution from the single-target distribution. This suggests that the processes or sets of neurons that respond to each target are not independent, but interact in a cooperative manner. This feature will be incorporated into a simple network model to be developed in the next section.
Discussion
Competitive network model oj' the sensorimotor bottleneck It has been suggested that selective attention might be implemented as a competitive or "winner-take-all" network (Feldman and Ballard, 1982; Koch and Ullman, 198.5 ). In such a network, units that represent competing inputs mutually inhibit one another. Units that represent similar inputs may interact cooperatively through mutual excitation. Such networks have been characterized analytically (Wilson and Cowan, 1972) and have been used to model various phenomena in binocular stereo and motion psychophysics (Marr and Poggio, 1976, 1978; Marr et al., 1979; Williams et al., 1986; Williams and Phillips, 1987; Wilson et al., 1992) . We will now present a simple competitive network as a model for the sensorimotor bottleneck in smooth pursuit. This network has two properties that correspond closely to the behavior that we have observed. First, the network responds selectively, in an all-or-none manner, to one of its inputs rather than responding in a graded fashion to some vectorial combination of its inputs. This property corresponds to the behavioral observation that eye acceleration is not affected by the motion of the distractor, so that the response, when it occurs, appears to be driven solely by the selected input. Second, the time it takes the network to begin to converge on a stable output depends on the motion of the distractor in a manner that parallels the behavioral latency pattern in our monkeys. This time is shortest when the inputs cooperate (target and distractor moving in same direction, and longest when the inputs compete (target and distractor moving in opposite directions).
The model consists of four excitatory neurons plus four inhibitory interneurons; only the excitatory neurons receive direct input. Figure 12 that there are two units for each direction rather than just a single unit is to allow for some degree of cooperative interaction between a target and a distractor moving in the same direction. The two units for each direction may be thought of as having receptive fields centered at different locations. It is an open question as to whether the units in the model represent competing stimuli, response processes, or some intermediate stage of processing.
In addition to sensory input, each excitatory neuron is capable of receiving a signal that we refer to as the selection bias. The selection bias is meant to represent a cognitive signal related to the animal's choice of targets. Furthermore, we imagine that factors such as anticipation (the animal might guess which way the target will move even though direction is randomized) and expectation (the animal might know which way the target will move because direction is not randomized) will affect the strength of the bias signal. In the model, we simply add the sensory input and bias signals together and provide the sum as a step input starting at time zero. Thus, we tacitly assume that the cognitive signal is available at the same time as the sensory signal. It will be of interest to determine the actual time courses of these signals by recording from individual neurons at various stages of the pursuit pathway.
The equations used to simulate the network were the follow- ) and distractor (shaded ,squnrr) move in the same direction and longest when they move in opposite directions. B, Response of unit 4, which signals the direction opposite to that of the target. When there is no distractor, or a distractor that moves in the same direction as the target, this unit receives no excitatory input and is inhibited by the activity of units 2 and 3. When there is a distractor moving in the opposite direction, the input to unit 4 evokes a small increase in activity, which is later suppressed by inhibition from the more strongly activated units representing the target.
ing (see Wilson and Cowan, 1972) . The activity of each excitatory unit (E,; i = I, 2, 3, 4) was determined by The imputs to each unit pass through a sigmoidal non-linearity S(x) that prevents unit activity from going to positive or negative infinity. For this compressive non-linearity, we used the logistic function
We performed numerical simulations of this network using a fourth-order Runge-Kutta approximation. The simulations were run on a MC68040-based computer. As a convention, we selected unit 2 (see Fig. 12 ) to represent the motion of the target and units 3 or 4 to represent the distractor. Figure l3A shows the activity of unit 2 during six simulated runs of the network (three distractor conditions X two bias levels). For ease of reference, the pattern of inputs for each of the simulations is given by Table 2 .
In general, the activity of unit 4 was almost identical to that of 2, while the activities of units 1 and 3 remained close to zero (Fig. 13B) . For the first three runs, the bias level was 0.05. The response to the target (Fig. 13A, heavy lines) is shifted in time by an amount that depends on the motion of the distractor, but the shape of the response does not vary. Figure l3B shows the response of unit 3, the unit that signals the direction opposite to that of the target (note that the scale of the ordinate is l/30 that of Fig. 13A ). For the "same" and "single" conditions, this unit receives no excitatory input, only inhibition from units 2 and 4. However, in the "opposite" condition, unit 3 receives a direct input, resulting in a small activation that is enough to delay the onset of the response of unit 2 to the target.
When the monkey is able to predict the motion of the target, we postulate that there is a cognitive expectation that increases the strength of the bias signal. To see what effect this would have on the performance of the network, we did a second set of runs in which we doubled the bias signal to 0.01 (Fig. l3A,  dotted lines) . The stronger bias substantially shortened the latency of the response in the "opposite" condition, but had little effect on the response in the "same" and "single"
conditions. This might explain the pattern of results we observed in the "delayed-motion," "spatial-cue," and "expectation" experiments. While the absolute differences in response timing for the three distractor conditions may shift depending on the strength of the bias signal, the relative order is always the same. This is the same pattern that is revealed by our behavioral experiments Ferrera and Lisberger * Smooth Pursuit Target Selection and we believe it to be a defining characteristic of the sensorimotor bottleneck.
The selection of appropriate targets for goal-directed movements is an important issue in sensorimotor integration. The smooth pursuit system is a sensorimotor pathway in the primate that generates a smooth eye movement in response to a small moving target. In this study, we have sought to describe the behavior of the pursuit system when it is faced with a simple decision about which of two moving targets to use as its input. We studied this behavior by training rhesus monkeys to choose between two simultaneously presented pursuit targets. The two targets were distinguished by their color, and the monkeys task was to track the target that matched the color of a previously presented cue. We have used the term "distractor" to refer to the nonmatching target. We found that the motion of the distractor has a powerful effect on the latency of smooth pursuit such that the onset of pursuit is delayed by about 50 msec (relative to the latency for a single target) when the target is paired with a distractor moving in the opposite direction. A distractor moving in the same direction as the target shortens the latency of pursuit by about I.5 msec. In contrast, we found that the motion of the distractor does not appreciably affect eye acceleration once pursuit has been initiated. In particular, a distractor moving in the opposite direction as the target does not reduce eye acceleration as might be expected if the pursuit response represented some compromise between the motions of the target and distractor. Thus, while the distractor affects the timing of the pursuit response, once the response has started it appears to be driven entirely by the selected input.
We found that the motion of the distractor results in a characteristic pattern of response latencies, and that this pattern was obtained despite a number of manipulations designed to alter the cognitive requirements of the task. First, we found that reducing the spatial uncertainty in the initial target location shortened pursuit latency for the distractor-opposite condition by about 25 msec. Thus, while visual search is an important component of the task, it does not account for the overall pattern of results. Even eliminating all uncertainty about the target including its color and direction did not alter the basic latency pattern. Furthermore, the animal did not need to attend to the motion of the distractor for it to affect pursuit latency. We believe that the most consistent framework for interpreting our results is one in which the target and distractor either compete or cooperate, depending on their relative motions. Competitive models have a long history in motion psychophysics (Wilson and Cowan, 1972; Williams et al., 1986; Williams and Phillips, 1987) , including a current model of motion perception where the outputs of different motion sensors must be combined (Wilson et al., 1992) and a model of behavioral performance in a choice-discrimation task based on perceived motion (Salzman and Newsome, 1994) . A recent review provides a more expansive treatment of the role of competitive networks in selective visual attention (Desimone and Duncan, 1995) .
Our behavioral observations are consistent with a competitive network model because (I) competitive networks respond selectively to one of many inputs rather than averaging (linearly combining) their inputs, and (2) the amount of time it takes for a competitive network to converge on a stable output depends upon whether the inputs compete or cooperate. This competition may be influenced or guided by cognitive factors, but does not depend on the need to attend to the distractor. Cognitive factors such as attention may modulate the performance of the network by changing the strength of a signal that biases the outcome of the competition.
However, the competition may also be driven in a bottom-up manner by perceptual salience (Koch and UIIman, 198.5) so that there is no need to consciously plan every eye movement. Our ideas regarding competitive networks and response selection are similar to those of Koch and Ullman (l985), except that rather than thinking of competition as a mechanism for attention per se, we think of it as an automatic process that is modulated by attention.
A competitive network model is also consistent with behavioral observations regarding target selection for saccades (Ottes et al., 1985; Scheinberg and Zelinski, 1993; Munoz and Corneil. 1995) . It has been found that when two saccade targets are close together, animals tend to make averaging saccades that land midway between the two targets. As the angular separation between the targets increases, the proportion of averaging saccades goes down and the proportion of on-target saccades goes up. Saccade latency also increases with target separation. Thus. saccade targets that are close together appear to invoke cooperating response processes, while those that are far apart invoke competing processes. In the present study, we have not seen any evidence for an averaging process in smooth pursuit. However, OUI experiments did not include conditions that would be expected to favor "averaging pursuit, " i.e., small angular separations between target directions or small differences in speed.
The idea that cognitive decisions might exert their influence by shifting the balance between competing processes or states may help to explain other behavioral aspects of the pursuit system. For example, the decision to initiate pursuit could be implemented by shifting the balance between a fixation state and a movement state. Previous work in our lab (Schwartz and Lisberger, 1994) has demonstrated that there is, indeed, an energy barrier separating pursuit from fixation as evidenced by the observation that the gain of the eye-movement response to a small movement of the target is much less when the animal is fixating than when he is tracking. This is what one would expect if the fixation and movement processes are each self-reinforcing.
Similar ideas have been put forth regarding the initiation of saccadic eye movements and, indeed, a "fixation system" has been identified for saccades that involves the posterior parietal cortex and rostra1 pole of the superior colliculus (Posner et al., 1984; Munoz and Wurtz, 1993) . It would be of interest to know if the saccade and pursuit systems, which are largely segregated in other respects, share the same fixation system.
In a sense, the distinction between target and distractor is similar to the distinction between target and background. particularly when there are many distracters. However, the effect on smooth pursuit of a moving distractor is much different than the effect of a stationary textured background. Kimmig et al. (1992) found that a stationary background reduced the initial eye acceleration, but did not affect the latency of pursuit, which is the converse of the pattern of results found with a small moving distractor. It should be noted that our experiments were performed with room illumination roughly equal to the background luminance of the video display (IO cd/ml), so that the full visual scene, comprising surfaces of many different textures, colors, and depths, was clearly visible. Kimmig et al. found that the effect of the background was reduced when the target was presented in a different depth plane. It would be interesting to know
The Journal of Neuroscience, November 1995, 75(11) 7483 if the effects found in this study depend on the relative depth of the target and distractor. We believe that the general framework of a competitive network modulated by cognitive processes will be useful for further studies on the neural basis of target selection. For example, it raises questions about where the competition takes place and how it is implemented. There are two extrastriate areas in visual cortex, MT (middle temporal) and MST (medial superior temporal), that are thought to play a key role in the pursuit pathway due to (I) a preponderance of direction selective neurons, (2) direct anatomical projections of these areas to brainstem nuclei known to be involved in pursuit, and (3) deficits in smooth pursuit following lesions of either area. There is already evidence for inhibitory interactions among cells signalling opposite directions of motion i n MT and MST (Snowden et al., 1991; Qian and Andersen, 1994) . These studies found that the response of some MT and MST neurons to a field of random dots moving in the preferred direction was reduced when other dots moving in the null direction were also present. However, it is unlikely that the suppression seen in MT and MST can fully explain the effect of a distractor on pursuit latency. First, this suppression has not been demonstrated in cases where the two stimuli are separated by 6" or more, as in the present experiments. In fact, we found that the effect of the distractor is equally strong when the target and distractor are in the same or opposite hemifields. MT cells tend to have receptive fields that are limited to the contralateral hemifield and their response is not likely to be suppressed by the motion of a distractor i n the opposite hemitield.
Second, the suppression hypothesis does not account for the facilitation provided by a distractor moving in the same direction. Third, the behavior shows complete selectivity for one input or the other, which would require complete suppression of the distractor motion. Complete suppression is rarely seen in MT or MST. Fourth, in the two studies cited, it was found that opposing motion reduced the amplitude of neuronal responses but did not appreciably affect neuronal latency.
Thus, the suppression hypothesis requires that there should be a relationship between neuronal response amplitude and behavioral latency, which is not unreasonable. However, another group (Kawano et al., 1994) has recently shown that for ocular following, there is a very precise relationship between eye movement latency and neuronal response latency i n MST. Neuronal response amplitude appeared to be correlated with eye velocity. These considerations make it seem more likely that response suppression in MT or MST would reduce eye acceleration rather than increasing latency. This pattern of results does not fit with our behavioral observations.
In conclusion, we have studied the behavior of the smooth pursuit eye movement system of the primate under conditions where it must decide between two potential moving targets. The response latency of the system shows a characteristic pattern that depends on the motion of the distractor regardless of whether or not there is a need for the monkey to attend to the distractor. The pattern of results is entirely consistent with a competitive network that is modulated by cognitive factors. We believe that this pattern of behavi oral results is a defining characteristic of the sensorimotor bottleneck for smooth pursuit and that it will serve as a valuable guide for neurophysiological investigations aimed at localizing the sensorimotor bottleneck and understanding its neural implementation.
