In this paper, we present a homotopy training algorithm (HTA) to solve optimization problems arising from fully connected neural networks with complicated structures. The HTA dynamically builds the neural network starting from a simplified version and ending with the fully connected network via adding layers and nodes adaptively. Therefore, the corresponding optimization problem is easy to solve at the beginning and connects to the original model via a continuous path guided by the HTA, which provides a high probability of obtaining a global minimum. By gradually increasing the complexity of the model along the continuous path, the HTA provides a rather good solution to the original loss function. This is confirmed by various numerical results including VGG models on CIFAR-10. For example, on the VGG13 model with batch normalization, HTA reduces the error rate by 11.86% on the test dataset compared with the traditional method. Moreover, the HTA also allows us to find the optimal structure for a fully connected neural network by building the neutral network adaptively.
Introduction
The deep neural network (DNN) model has been experiencing an extraordinary resurgence in many important artificial intelligence applications since the late 2000s. In particular, it has been able to produce state-of-the-art accuracy in computer vision [1] , video analysis [2] , natural language processing [3] and speech recognition [4] . In the annual contest ImageNet Large Scale Visual Recognition Challenge (ILSVRC), the deep convolutional neural network (CNN) model has achieved the best classification accuracy since 2012 and has exceeded human ability on such tasks since 2015 [5] . The success of learning through neural networks with large model size, i.e. deep learning, is widely believed to be the result of being able to adjust millions to hundreds of millions of parameters to achieve close approximations to the target function. The approximation is usually obtained by minimizing its output error over a training set consisting of a significantly large amount of samples. Deep learning methods, as the rising star among all machine learning methods in recent years, have already had great success in many applications. Many advancements [6] [7] [8] [9] in deep learning have been made in the last few years. However, as the size of new state-of-the-art models continues to grow larger, they rely more heavily on efficient algorithms for training and making inferences from such models. This clearly places strong limitations on the application scenarios of DNN models for robotics [10] , auto-pilot automobiles [11] and aerial systems [12] . At present, there are two big challenges in fundamentally understanding DNNs: -How to efficiently solve the highly nonlinear and non-convex optimization problems that arise during the training of a deep learning model. -How to design a DNN structure for specific problems.
In order to solve these challenges, in this paper, we will present a new training algorithm based on the homotopy continuation method [13] [14] [15] , which has been successfully used to study nonlinear problems such as nonlinear differential equations [16] [17] [18] , hyperbolic conservation laws [19, 20] , data-driven optimization [21, 22] , physical systems [23] and some more complex free boundary problems arising from biology [24, 25] . In order to tackle the nonlinear optimization problem in DNN, the homotopy training algorithm (HTA) is designed and shows efficiency and feasibility for fully connected neural networks with complex structures. The HTA also provides a new way to design a deep fully connected neural network with an optimal structure. This homotopy set-up presented in this paper can also be extended to other neural networks such as CNN and RNN. In this paper, we focus on fully connected DNNs only. The rest of this paper is organized as follows. We first introduce the HTA in §2 and then discuss the theoretical analysis in §3. Several numerical examples are given in §4 to demonstrate the accuracy and efficiency of the HTA. Finally, the applications of HTA to computer vision is given in §5.
Homotopy training algorithm
The basic idea of HTA is to train a simple model at the beginning, then adaptively increase the structure's complexity, and eventually to train the original model. We will illustrate the idea of the homotopy set-up by using a fully connected neural network with x = (x 1 , . . . , x n ) T as the input and y = (y 1 , . . . , y m ) T as the output. More specifically, for a single-hidden layer, the neural network (figure 1) can be written as
where σ is the activation function (e.g. ReLU), W 1 ∈ R n×d 1 and W 2 ∈ R d 1 ×m are parameter matrices representing the weighted summation, β 1 ∈ R d 1 and β 2 ∈ R m are vectors representing bias, and d 1 is the number of nodes of the single-hidden layer, namely, the width. Similarly, a fully connected neural network with two hidden layers (figure 2) is written as Then, an optima of (2.2) will be obtained by tracking the homotopy parameter t from 0 to 1. The idea is that the model of (2.1) is easier to train than that of (2.2). Moreover, the homotopy setup will follow the universal approximation theory [26, 27] to find an approximation trajectory to reveal the real nonlinear relationship between the input x and the output y. Similarly, we can extend this homotopy idea to any two layers
where y i (x; θ ) is the approximation of a fully connected neural network with i layers and θ represents parameters that are weights of the neural network. In this case, we can train a fully connected neural network 'node-by-node' and 'layer-by-layer'. This computational algorithm can significantly reduce computational costs of deep learning, which is used on large-scale data and complex problems. Using the homotopy set-up, we are able to rewrite the ANN, CNN and RNN in terms of a specific start system such as (2.1). After designing a proper homotopy, we need to train this model with some datasets. In the homotopy set-up, we need to solve the following optimization problem: where X j and Y j represent data points and N is the number of data points in a mini-batch. In this optimization, the homotopy set-up tracks the optima from a simpler optimization problem to a more complex one. The loss function in (2.5) could be changed to other types of entropy functions [28, 29] .
A simple illustration. We consider a simple neural network with two hidden layers to approximate a scalar function y = f (x) (the width of two hidden layers are 2 and 3, respectively). The detailed HTA algorithm for training this neural network is listed in algorithm 1. Then, the neural network with a single layer in (2.1) gives us that W 1 ∈ R 1×2 , W 2 ∈ R 2×1 , β 1 ∈ R 2×1 and β 2 ∈ R. By denoting all the weights W 1 , W 2 , β 1 , β 2 as θ 1 , the optimization problem (2.5) for t = 0 is formulated as min f 1 (θ 1 ). Then, a minimizer θ * 1 = {W * 1 , W * 2 , β * 1 } satisfies the necessary condition
Similarly, for the neural network with two hidden layers, we have that, in (2.2), W 2 ∈ R 2×3 and β 2 ∈ R 3×1 are changed, W 3 ∈ R 3×1 and β 3 ∈ R. Then, all the new variables introduced by the second hidden layer (W 3 , β 3 and part of W 2 and β 2 ) are denoted as θ 2 . The total variables θ = θ 1 ∪ θ 2 formulate the optimization problem of two hidden layers, namely, (2.5) for t = 1, as min f 2 (θ) and solve it by using (2.4), which is equivalent to solving the following nonlinear equations:
wheref 2 is the objective function with the activation function of the second hidden layer as the identity and θ 0 is constructed as For simplicity, we denote
where the index i does not contribute to the analysis and therefore is ignored in our notation. By denoting θ t * := argmin θ f (θ ; t), we define our stochastic gradient scheme for any given t:
First, we have the following convergence theorem for any given t with the sigmoid activation function. 
then we have
Proof. First, we prove the Lipschitz-continuous objective gradients condition [32] , which means that f (θ ; t) is C 1 and ∇f (θ ; t) is Lipschitz continuous with respect to θ:
we will prove that both ∇ x L(H(x ξ ; θ, t), y ξ ) and ∇ θ H(x ξ ; θ, t) are bounded and Lipschitz continuous. Because both σ (x) = 1/(1 + e −x ) and σ (x) = σ (x)(1 − σ (x)) are Lipschitz continuous and {θ k } is bounded (assumption of theorem 3.1),
where δ is the Kronecker delta. Since (a) according to our theorem's assumption, {θ k } is contained in an open set that is bounded.
Therefore,
On the other hand, we have 2 2 ] is also bounded. Thus,
We have checked Assumptions 4.1 and 4.3 in [32] . By Theorem 4.10 in [32] , with the diminishing step-size, namely,
the following convergence is obtained:
Second, we theoretically explore the existence of solution path θ(t) when t varies from 0 to 1 for the convex case. The solution path of θ (t) might be complex for the non-convex case, i.e. bifurcations, and is hard to analyse theoretically. Therefore, we analyse the HTA theoretically on the convex case only but apply it to non-convex cases in the numerical experiments. We redefine our stochastic gradient scheme for the homotopy process as
where γ k is the learning rate and t 0 = 0, t k 1. Instead of considering the local convergence of the HTA in a neighbourhood of the global minimum, we proved the following theorem in a more general assumption, namely, f is a convex and differentiable objective function with a bounded gradient. Proof.
Theorem 3.2 (Existence of solution path θ (t)). Assume that f (·, ·) is convex and differentiable and that G(θ ; ξ , t) ≤ M. Then for stochastic gradient scheme (3.18), with a finite partition for t between [0,1], we have
By defining
we have
has a finite partition. Therefore, we obtain
Due to the convexity of f (·, t k ), namely,
we conclude that
By summing up k from 0 to n,
where D = θ 0 − θ 0 * . Dividing 2 n k=0 γ k on both sides, we have According to the convexity of f (·; ·) and Jensen's inequality [33] 
We choose γ k such that 30) which implies that lim
On the other hand, θ 1 * is the global minimum due to the convexity of f , and we have
Numerical results
In this section, we demonstrate the efficiency and the feasibility of the HTA by comparing it with the traditional method, the stochastic gradient descent method. Although we have shown the convergence of the non-convex case with a C 1 activation function for any given t in §3, in the numerical computation, we applied the HTA to more realistic cases with ReLU functions to demonstrate the generalizability. For both methods, we used the same hyper parameters, such as learning rate (0.05), batch size (128), and the number of epochs (380) on the same neural network for various problems. Due to the non-convexity of objective functions, both methods may get stuck at local optimas. We also ran the training process 15 times with different random initial guesses for both methods and reported the best results for each method.
(a) Function approximations Example 4.1 (Single-hidden layer). The first example we considered is using a single-hiddenlayer connected neural network to approximate function
where x = (x 1 , x 2 , . . . , x n ) T ∈ R n . The width of the single-hidden layer NN is 20 and the width of the hidden layer of the initial state of HTA is set to be 10. Then, the homotopy set-up is written as
where y 1 and y 2 are the fully connected neural networks (NNs) with 10 and 20 as their width of hidden layers, respectively. In particular, we have and
We use the ReLU function r(x) = max{0, x} as our activation function. For n ≤ 3, we used the uniform grid points, where the sample points are the Cartesian products of uniformly sampled points of each dimension. Then, the size of the training dataset is 10 2n . For n ≥ 4, we employed the sparse grid [34, 35] with level 6 as sample points. For each n, 90% of the dataset is used for training while 10% is used for testing. The loss curves of one-dimensional and two-dimensional cases are shown in figures 3 and 4. By choosing t = 0.5, the testing loss of HTA (for t = 1) is lower than that of the traditional training algorithm. Figure 5 shows the comparison between the traditional method and HTA for the one-dimensional case while figure 6 shows the comparison of the two-dimensional case by using contour curves. All the results of up to n = 5 are summarized in 
Example 4.2 (Multiple hidden layers).
The second example is using a two-hidden-layer fully connected neural network to approximate the same function in example 4.1 for the multidimensional case. Since the approximation of the neutral network with a single hidden layer is not effective for n > 3 (table 1) , we use a two-hidden-layer fully connected neural network with 20 nodes for each layer. Then, we use the following homotopy set-up to increase the width of each layer from 10 to 20 where y 1 , y 2 and y 3 represent neural networks with width (10,10), (10, 20) and (20, 20) , respectively. The rationale is that the first homotopy function, H 1 (x; θ, t), increases the width of the first layer while the second homotopy function, H 2 (x; θ, t), increases the width of the second layer. The size of the training data and the strategy of choosing t is the same as in example 4.1. Table 2 shows the results of the approximation, and figure 7 shows the testing curves for n = 5 and n = 6. The HTA achieves higher accuracy than the traditional method.
(b) Parameter estimation
Parameter estimation often requires a tremendous number of model evaluations to obtain the solution information on the parameter space [21, 36, 37] . However, this large number of model evaluations becomes very difficult and even impossible for large-scale computational models [38, 39] . Then, a surrogate model needs to be built in order to approximate the parameter space. Neural networks provide an effective way to build the surrogate model. But an efficient training algorithm of neural networks is needed to obtain an effective approximation especially for limited sample data on parameter space. We will use the Van der Pol equation as an example to illustrate the efficiency of HTA on the parameter estimation. We also compared these two surrogate models (traditional method and HTA) with the numerical ODE solution y(1; μ, k) in figure 9 . This comparison shows that the approximation of the HTA is closer to the ODE model than the traditional method.
Once we built surrogate models, then we moved to a parameter estimation step for any given dataỹ(t; μ, k) to solve the following optimization problem:
where S(μ, k) is the surrogate neural network model andỹ (1) is the data when t = 1. In our example, we generated 'artificial data' on the testing dataset. We use the SDG to solve the optimization problem with ρ = k = 11 as the initial guess. We define the error of the parameter estimation below
where (μ i , k i ) is the sample point and (μ * i , k * i ) is the optima of (4.6) for a givenỹ(1). Then, the error of HTA is 0.71 while the error of the traditional method is 1.48. We also list some results of parameter estimation for different surrogate models in table 3. The surrogate model created by the HTA provides smaller errors than the traditional method for parameter estimation.
Applications to computer vision
Computer vision is one of the most common applications in the field of machine learning [40, 41] . It has diverse applications, from designing navigation systems for self-driving cars [42] to counting the number of people in a crowd [43] . There are many different models that can be used for detection and classification of objects. Since our algorithm focuses on the fully connected neural networks, we will only apply our algorithm to computer vision models with fully connected neural networks. Therefore, in this section, we will use different visual geometry group (VGG) models [1] as an example to illustrate the application of HTA to computer vision. In computer vision, the VGG models use convolutional layers to extract features of the input picture and then flatten the output tensor to be a 512-dimension-long vector. The output long vector will be sent into the fully connected network (see figure 10 for more details) . In order to demonstrate the efficiency of HTA, we will apply it to the fully connected network part of the VGG models.
(a) Three states of HTA The last stage of VGG models is a fully connected neural network that links convolutional layers of VGG to the classification categories of the Canadian Institute for Advanced Research (CIFAR-10) [44] . Then, the input is the long vector generated by convolutional layers (the width is 512), while the output is the 10 classification categories of CIFAR-10. In order to train this fully connected neural network, we construct a three-states set-up of HTA, which is shown in figure 11 . In this section, we use x to represent the inputs generated by the convolutional layers (x ∈ R 512 ) and θ to represent the parameters for each state. The size of θ may change for different states.
-State 1. For the first state, we construct a fully connected network with 2 hidden layers.
The width of the ith hidden layer is set to be w i . Then, it can be written as
where
We use the ReLU function r(x) = max{0, x} as our activation function. 
. In particular, if we choose W 12 = 0 and W 22 = 0, we will recover y 1 (x; θ) of state 1. -State 3. Finally, we recover the original structure of the VGG by adding (512 − w 2 ) nodes to the second hidden layer
will be reduced to y 2 (x; θ ) ifW 2 = 0 and W 32 = 0. In order to connect these three states, we use two homotopic paths that are defined by the following homotopy functions:
In this homotopy set-up, when t = 0, we already have an optimal solution θ i for the ith state and want to find an optimal solution for θ for the i + 1th state when t = 1. By tracking t from 0 to 1, we can discover a solution path θ (t) since y i (x; θ) is a special form of y i+1 (x; θ). Then, the loss functions for the homotopy set-up becomes
where L(x, y) is the loss function.
(c) Training process
We first optimize L(y 1 (x; θ 1 ), y) for the first state. The model structure is relatively simple to solve, and it efficiently obtains a local minimum or even a global minimum for the loss function. Then, the second set-up is to optimize L 1 (x, y; θ, t) by using θ 1 as an initial condition for t = 0. By gradually tracking parameter t to 1, we obtain an optimal solution θ 2 of L(y 2 (x; θ), y). The third setup is to optimize L 2 (x, y; θ , t) by tracking t from 0 (θ 2 ) to 1. Then, we obtain an optimal solution, θ 3 , of L(y 3 (x; θ ), y). Due to the continuous paths, the optimal solution θ i+1 of i + 1th state is connected to θ i of the ith state by the parameter t. In this way, we can build our complex network adaptively.
(d) Numerical results on CIFAR-10
We tested the HTA with the three-state set-up on the CIFAR-10 dataset. We used VGG11, VGG13, VGG16 and VGG19 with batch normalization [1] as our base models. Figure 12 shows the comparison of validation loss between HTA and the traditional method on the VGG13 model. traditional method for all of the different models. For example, the HTA with VGG11 results in an error rate of 7.02% while the traditional method results in 7.83% (an improvement of 10.34%).
In addition, the HTA with VGG19 has an error rate of 5.88% compared with 6.35% with the traditional model (an improvement of 7.40%), and the HTA with VGG16 has an error rate of 5.71% while the traditional method has an error rate of 6.14% (a 7.00% improvement).
(e) The optimal structure of a fully connected neural network
Since the HTA builds the fully connected neural network adaptively, it also provides a way for us to find the optimal structure of the fully connected neural network; for example, we can find the number of layers and the width for each layer. We designed an algorithm to find the optimal structure based on HTA. First, we began with a minimal model; for example, in the VGG models of CIFAR-10, the minimal width of two hidden layers is 10 because of the 10 classification. Then, we applied the HTA to the first hidden layer by adding 'node-by-node', and we optimized the loss function dynamically with respect to the homotopy parameter. If the optimal width of the first hidden layer was found, then the weights of new added nodes were close to zero after optimization. Then, we moved to the second hidden layer and implemented the same process to train 'layer-by-layer'. When the weights of the new added nodes for the second hidden layer became close to zero, we terminated the process. Numerical results on CIFAR-10. When we applied the algorithm for finding the optimal structure to each VGG base model, we found that the results were more accurate than when we used the base model only. For VGG11 with batch normalization, we set δt = 1/2 and n epoch = 50 and found the optimal structure whose widths of the first and second hidden layers are 480 and 20, respectively. The error rate with VGG11 was reduced to 7.37% while the error rate of the base model was 7.83%. In this way, our algorithm can reach higher accuracy but with a simpler structure. The rest of our experimental results for different VGG models is listed in table 5.
Conclusion
In this paper, we developed a HTA for the fully connected neural network models. This algorithm starts from a simple neural network and adaptively grows into a fully connected neural network with a complex structure. Then, the complex neural network can be trained by the HTA to attain a higher accuracy. The convergence of the HTA for each t is proved for the non-convex optimization that arises from fully connected neural networks with a C 1 activation function. Then, the existence of solution path θ (t) is demonstrated theoretically for the convex case although it exists numerically in the non-convex case. Several numerical examples have been used to demonstrate the efficiency and feasibility of HTA. We also proved the convergence of HTA to the local optima if the optimization problem is convex. The application of HTA to computer vision, using the fully connected part of VGG models on CIFAR-10, provides better accuracy than the traditional method. Moreover, the HTA method provides an alternative way to find the optimal structure to reduce the complexity of a neural network. In this paper, we developed the HTA for fully connected neural networks only, but we vision it as the first step in the development of HTA for general neural networks. In the future, we will design a new way to apply it to more complex neural networks such as CNN and RNN so that the HTA can speed up the training process more efficiently. Since the structures of the CNNs and RNNs are very different from fully connected neural networks, we need to redesign the homotopy objective function in order to incorporate their structures, for instance, by including the dropout technique.
Data accessibility. This article does not contain any additional data. Authors' contributions. Q.C. implemented the HTA method. W.H. designed the method and wrote the manuscript. Competing interests. We declare we have no competing interests. Funding. This research was supported by the American Heart Association (grant no. 17SDG33660722), the National Science Foundation (grant no. DMS-1818769) and the AiCure company.
