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Abstract
The Quintic Reciprocity Law is used to produce an algorithm, that runs in polynomial time,
and that determines the primality of numbers M , such that M 4− 1, is divisible by a power of 5
which is larger that
√
M , provided that a small prime p, p ≡ 1 (mod 5) is given, such that M ,
is not a 3fth power modulo p. The same test equations are used for all such M .
A su5ciency test, together with its probability of succeeding in determining primality is given
when the condition on M modulo p is omitted.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Deterministic primality tests that run in polynomial time, for numbers of the form
M =A5n − 1, have been given by Williams [11]. Moreover Williams and Judd [12]
also considered primality tests for numbers M , such that M 2± 1, have large prime
factors. A more general deterministic primality test was developed by Adleman et al.
[1], improved by Cohen and Lenstra [5] and implemented by Cohen and Lenstra [6].
Although this is more general, for speci3c families of numbers one may 3nd more
e5cient algorithms.
This is what we give in this paper, for numbers M , such that M 4 − 1 is divisible
by a power of 5 larger than
√
M . Such M may be written as M =A5n±!n, where
0¡A¡5n; 0¡!n¡5n=2; !4n≡ 1 (mod 5n).
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In the given range there are exactly two possible values for !n. One is !n=1
and the other is computed inductively via Hensel’s lemma. Thus, given !n satisfying
!2n≡ −1 (mod 5n), there is a unique x (mod 5), such that (!n+x5n)2≡ −1 (mod 5n+1).
Once x (mod 5) is found, select !n+1 =!n+x5n or !n+1 =5n− (!n+x5n) according
to which one satis3es !n+1¡5n+1=2.
For such integers M , we use the Quintic Reciprocity Law to produce an algorithm,
which runs in polynomial time, that determines the primality of M , provided that a
small prime p, p≡ 1 (mod 5), is given, such that M is not a 3fth-power modulo p.
We next describe the theorem that leads naturally to the algorithm.
Let 
=e2i=5 be a 3fth complex primitive root of unity.
Let D=Z[
] be the corresponding Cyclotomic Ring. Let  be an irreducible element
of D lying over p. Let K =Q(
+ 
−1)=Q(
√
5). Let G=Gal(Q(
)=Q) be the Galois
Group of the cyclotomic 3eld Q(
) over Q. For every integer c denote by c the
element of G that sends 
 in 
c. For  in Z[G] and  in D we often denote by  to
the action of the element  of Z[G] on the element  of D. If ∈G, we will either
write  or ().
Let f be the order of M modulo 5 (f is also the order of M modulo 5n). Denote
by f(x) the fth Cyclotomic Polynomial. We note that f(M)≡ 0 (mod 5n).
For f=1 and 2 let = 1−33 . For f=4 let = . For all cases let =(=K)f(M)=5
n
,
where bar indicates complex conjugation.
Let T0 =TraceK=Q(+ K), and N0 =NormK=Q(+ K).
For k¿0 de3ne Tk+1, Nk+1 recursively by the formulas:
Tk+1 = T 5k − 5NkT 3k + 5N 2k Tk + 15NkTk − 5T 3k + 5Tk : (1.1)
Nk+1 =N 5k − 5N 3k (T 2k − 2Nk) + 5Nk [(T 2k − 2Nk)2 − 2N 2k ] + 25N 3k
− 25Nk(T 2k − 2Nk) + 25Nk: (1.2)
Let
∏g
j=1 Pj(x) be the factorization modulo M of the polynomial 5(x) as a product
of irreducible polynomials. Let j =(M;Pj(
)) be the ideal of D generated by M and
Pj(
).
We prove the following Theorem:
Theorem 1. Let M , A be as before and suppose that M is not divisible by any of the
solutions of x4≡ 1 (mod 5n), 1¡x¡5n. Assume n¿2. The following statements are
equivalent:
(i) M is prime
(ii) For each k there is an integer ik ≡ 0 (mod 5) such that
5
(n−1) ≡ 
ik (modmuk): (1.3)
(iii)
Tn−1 ≡ Nn−1 ≡ −1 (modM): (1.4)
P. Berrizbeitia et al. / Theoretical Computer Science 297 (2003) 25–36 27
We note that the equivalence of (i) and (ii) is an extension of Proth’s Theorem [2],
and the equivalence of (i) and (iii) extends the Lucas–Lehmer Test.
We use the Quintic Reciprocity Law to extend Proth’s Theorem, in the same way
Guthman [7] and Berrizbeitia–Berry [3] used the Cubic Reciprocity Law to extend
Proth’s Theorem for numbers of the form A3n± 1. From this extension of Proth’s
Theorem we derive a Lucas–Lehmer type test, by taking Traces and Norms of certain
elements in the 3eld Q(
√
5), in a way which is analogous to Rosen’s proof [9] of the
Lucas–Lehmer test.
Generalization of this scheme to a wider family of numbers is the object of a
forthcoming paper.
In Section 2 of this paper, we introduce the quintic symbol, and state the facts
we need from the arithmetic of the ring D, including the Quintic Reciprocity Law.
In Section 3, we prove Theorem 1. Section 4 is devoted to remarks that have some
interest of their own, and are useful for implementation. In particular, we note that one
can take advantage of the precomputation in the search for some twin primes of the
form A5n± 1 (see Corollary 1). In Section 5, we present a result that leads to a slightly
modi3ed algorithm which will most likely determine the primality of M , regardless of
whether M is a 3fth-power modulo p. We are precise (see Theorem 2) about what
most likely means.
Work similar to ours had been done earlier by Williams [10]. Williams derived
his algorithms from properties of some Lucas Sequences. Our algorithm is derived
from a generalization of Proth’s Theorem, and gives a uni3ed treatment to test pri-
mality of numbers M such that M 4 − 1 is divisible by a large enough power of 5.
In particular, an interesting observation is that the algorithm we use to test numbers
M of the form A5n + 1 is the same as the one we use to test numbers of the form
A5n − 1.
2. The ring D, quintic symbol and quintic reciprocity
What we state in this section may be found, among other places, in [8, Chapters
12–14], from where we borrow the notation and presentation.
Let D=Z[
] the ring of integer of the cyclotomic 3eld Q(
). Let p be a ratio-
nal prime, p =5. Let f the order of p modulo 5. Then p factors as the product
of 4=f prime ideals in D. If P and P′ are two of these prime ideals, there is
a  in G=Gal(Q(
)=Q) such that (P)=P′. D=P is a 3nite 3eld with pf ele-
ments and is called the residue class 3eld modulo P. The multiplicative group of
units modP, denoted by (D=P)∗ is cyclic of order (pf − 1). Let  in D an element
not in P. There is an integer i, unique modulo 5 such that (p
f−1)=5≡ 
i (modP).
The quintic symbol (=P) is de3ned to be that unique 3fth root of unity
satisfying
(p
f−1)=5 ≡ (=P) (modP): (2.1)
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The symbol has the following properties:
(=P)= 1 if, and only if,
x5 ≡  (modP) (2.2)
is solvable in D.
For every ∈G
(=P) = (()=(P)): (2.3)
The symbol is multiplicative, i.e(
#
P
)
=
( 
P
)( #
P
)
: (2.4)
Let A be an ideal in D, prime to 5. Then A can be written as a product of prime
ideals: A=P1 · · ·Ps. Let ∈D be prime to A. The symbol (=A) is de3ned as the
product of the symbols (=P1) · · · (=Ps). Let #∈D prime to 5 and to . The symbol
(=#) is de3ned as (=(#)).
D is a principal ideal domain (PID) (see the notes in p. 200 of [8] for literature on
cyclotomic 3elds with class number one). An element ∈D is called primary if it is
not a unit, is prime to 5 and is congruent to a rational integer modulo (1 − 
)2. For
each ∈D, prime to 5, there is an integer c in Z, unique modulo 5, such that 
c is
primary. In particular, every prime ideal P in D has a primary generator .
Quintic Reciprocity Law: Let M be an integer, prime to 5. Let  be a primary element
of D and assume  is prime to M and prime to 5. Then
(=M) = (M=): (2.5)
3. Proof of Theorem 1
The condition imposed on the prime p implies p≡ 1 (mod 5) (otherwise the equation
x5≡M (modp) would have an integer solution). It follows that the ideal (p) factors
as the product of four prime ideals in D. These are all principal, since D is a PID.
We denote by  a primary generator of one of these prime ideals. The other ideals are
generated by the Galois conjugates of , which are also primary.
We note that (M=) =1, otherwise M would be a 3fth-power modulo each of ’s
Galois conjugates, hence modulo p. We prove
(i) implies (ii): Suppose 3rst f=1.
Let (M=)= 
i1 . Then i1 ≡ 0 (mod 5). Since M is a rational prime, M ≡ 1 (mod 5),
the ideal (M) factors in D as the product of 4 prime ideals. We write (M)=
(1)(2(1))( K1)(2(1)). We get

i1 = (M=)= (=M) (by (2:5));
= (=1)(= K1)(=2(1))(=2(1)) (because (M)
= (1)( K1)(2(1))(2(1)))
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= (=1)(=2(1))( K=1)−1( K=2(1))−1 (by (2:3); (2:4) and
the fact (=P)= (=P)−1);
= (=1)(3()=1)−3( K=1)−1(3( K)=1)3
=
(

1
)1−33 ( K
1
)33−1
(by (2:3); (2:4) and by noting
32 = id);
≡
((
K
)1−33)(M−1)=5
(mod 1) (by (2:1));
≡ 5n−1 (mod 1) (since 1(M)=M − 1):
Next suppose f=2. In this case (M)= ()(2()). Again we use (2.5), (2.3) and (2.1).
This time we get:
There is an integer i2 ≡ 0 (mod 5), such that

i2 = (=M)= (1−33=)≡ (1−33 )(M 2−1)=5≡ (1−33 )(M−1)(M+1)=5 (mod ). Noting
that raising to the M th power mod  is same as complex conjugation mod  and that
2(M)=M + 1 we get the result. Finally, if f=4, (M) remains prime in D. We get
(M=)= (=M)≡ (M 4−1)=5 (modM ≡ (M 2−1)(M 2+1)=5 (modM). This time raising to the
power M 2 is equivalent to complex conjugation and 4(M)=M 2 + 1, so we obtain
the desired result. This concludes the proof when  is primary. If  is not necessarily
primary then, as mentioned in Section 2, that ′= 
c is primary, for some integer c,
therefore, since n¿2, (′)5
n−1
= 5
n−1
.
(ii) implies (iii): For k¿0 let Tk =TraceK=Q(5
k
+ K5
k
) and Nk =NormK=Q(5
k
+ K5
k
).
We claim that Tk and Nk satisfy the recurrent relations given by (1.1) and (1.2). To
see this we let Ak = 5
k
+ K5
k
and Bk = 2(Ak).
So Tk =Ak + Bk and Nk =AkBk .
We will 3rst obtain (1.1).
Raising Tk to the 3fth power we get
A5k + B
5
k = T
5
k − 5Nk(A3k + B3k)− 10N 2k Tk : (3.1)
Computing T 3k we obtain
A3k + B
3
k = T
3
k − 3NkTk : (3.2)
On the other hand, keeping in mind that K= −1 one gets
A5k = Ak+1 + 5((
5k )3 + (−5
k
)3) + 10Ak (3.3)
and
A3k = (
5k )3 + (−5
k
)3 + 3Ak: (3.4)
Combining (3.3) with (3.4) leads to
Ak+1 = A5k − 5A3k + 5Ak: (3.5)
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Similarly, one obtains
Bk+1 = B5k − 5B3k + 5Bk: (3.6)
Adding (3.5) with (3.6) we get
Tk+1 = (A5k + B
5
k)− 5(A3k + B3k) + 5Tk : (3.7)
Substituting (3.1) and (3.2) in (3.7) we obtain (1.1).
To obtain (1.2) we 3rst multiply (3.5) and (3.6). This leads to
Nk+1 =N 5k − 5N 3k (A2k + B2k) + 5Nk(A4k + B4k) + 25N 3k
− 25Nk(A2k + B2k) + 25Nk: (3.8)
Next we note
A2k + B
2
k = T
2
k − 2Nk (3.9)
from where we deduce
A4k + B
4
k = (T
2
k − 2Nk)2 − 2N 2k : (3.10)
Condition (1.2) is then obtained by substituting (3.9) and (3.10) in (3.8).
Since we have proved that Tk and Nk satisfy the recurrence relations given by (1.1)
and (1.2), (ii) implies that Tn−1≡ (
+ 
−1) + (
2 + 
−2)≡−1 (mod ).
Since Tn−1 is a rational number then the congruence holds modulo  ∩Q=M .
Similarly we get Nn−1≡−1 (modM).
(iii) implies (i): We will show that under the hypothesis, every prime divisor q of
M is larger than square root of M . This will imply that M is prime. Let q be a prime
divisor of M . Let Q be a prime ideal in D lying over q. Clearly, (1.4) holds modulo
Q. We will show that also (1.3) holds modulo Q.
From
Tn−1 = TraceK=Q(5
n−1
+ K5
n−1
) ≡ −1 (modQ)
and
Nn−1 = NormK=Q(5
n−1
+ K5
n−1
) ≡ −1 (modQ);
we deduce that (5
n−1
+ K5
n−1
) has the same norm and trace modulo Q than (
 +

−1), it follows that (5
n−1
+ K5
n−1
)≡ (
 + 
−1) (modQ) or (5n−1 + K5n−1 )≡ (
2 +

−2) (modQ). This fact, together with the fact −1 = K leads to 5
n−1 ≡ 
i (modQ) for
some i ≡ 0 (mod 5). Hence the class of  (modQ) has order 5n in the multiplicative
group of units (Q=Q)∗. It follows that 5n divides the order of this group which is a
divisor q4− 1. In other words, q4− 1≡ 0 (mod 5n). Since by hypothesis no solution of
this last congruence equation less than 5n is a divisor of M , it follows that q is larger
than 5n that in turn is larger than square root of M , by the hypothesis made on A.
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4. Remarks on the implementation. Finding T0 and N0: cases f = 1 or f = 2; twin
primes. Case F = 4
◦ Although in principle part (ii) of theorem 1 provides an algorithm for testing the
primality of M , it is assumed that a factorization of 5(x) modulo M is given. If M
is not a prime the algorithm that 3nds this factorization may not converge. Part (iii)
instead gives an algorithm easy to implement provided that N0 and T0 are computed.
◦ Note that the recurrence relations (1.1) and (1.2) are independent of the value of p.
This is the case because K= −1.
◦ In practice A is 3xed, while n is taken in a range of values which vary from relatively
small to as large as possible. In the cases f=1 and 2 we obtain
T0 =TraceK=Q(+ K)=TraceK=Q((=K)A + (K=)A) and
N0 =NormK=Q( + K)=NormK=Q(=K)A + (K=)A). Hence T0 and N0 are computable
with O(log A) modular operations, and this computation is independent of n and of
which sign + or − is being used. The following result, which is immediate from
Theorem 1, helps in illustrating the importance of this fact.
Corollary 1 (Criteria for twin primes). Let M =A5n − 1, n¿2; let N =M (M + 2);
A¡5n. Assume that none of the four solutions of x4≡ 1 (mod 5n), 1¡x¡5n, divides
N . Let p be a prime such that M and M + 2 are not 5th power modp. Let  be a
prime in D lying over p.
 = (1−33)(1−4)A;
T0 = TraceK=Q(+ K);
N0 = NormK=Q(+ K):
Then M and M + 2 twin primes ⇔ Tn−1≡Nn−1≡ − 1 (modN ).
Proof. Note that  is the same as given in Theorem 1 for the case f=1 and 2. Its
value only depends on A, not on n or on the sign + or −. By Theorem 1, M is prime
⇔ Tn−1≡Nn−1≡ −1 (modM) and M +2 is prime ⇔ Tn−1≡Nn−1≡ −1 (modM +2),
using the Chinese Remainder Theorem we obtain the result.
When f=4 the calculation of  (modM) is longer. In fact, in this case =
(=K)(M
2+1)=5n . The exponent this time is very big, and the calculation of T0 and N0 in
this case involves a lot of work. The calculation is still done with O(log M) modular
operations, but not anymore with O(log A), as it is in the cases of f=1 and 2. The fol-
lowing observation reduces somewhat the amount of work involved in the computation
of  (modM) for the case f=4.
When dividing (M 2 + 1)=5n by M one obtains
(M 2 + 1)=5n = AM + (!2n + 1)=5
n ± A!n:
The calculation of  (modM) is therefore simpli3ed by keeping in mind that raising
(=K) to the M th power modulo M is equivalent to applying 2 or 3, according to
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the congruence of M (mod 5). Therefore
(M
2+1)=5n = Amod 5±A!n+(!
2
n+1)=5
n
:
5. Omitting the condition M ≡ x5 (mod p)
The condition M ≡ x5 (modp) implies that the test applies only for values of n
belonging to certain arithmetic progressions. However, for large values of n (so that
A5n), we will present a slightly modi3ed test that most likely will determine the
primality of M . The modi3cation consists in substituting  by any ring element )
(ignoring the condition on M (modN ())). In the following result, we study how
often we succeed in determining primality with random choice of ).
Theorem 2. Let )∈Z[
] be coprime with M . For f=1 and 2 let = )1−33 . For
f=4 let = ). For all cases let #=(=K)f(M)=5
n
. Let T0 =TraceK=Q(# + K#), and
N0 =NormK=Q(# + K#), Tk , Nk de8ned by the recurrence (1.1) and (1.2), respectively.
(i) If M is prime then either T0≡N0≡ 4 (modM) or Tk ≡Nk ≡−1 (modM) for some
06k6n− 1.
(ii) If Tk ≡Nk ≡ −1 (modM) for some k¿ 12 ((log A= log 5)+n) and none of the four
solutions of x4≡ 1 (mod 5k+1), 0¡x¡5k+1 divide M , then M is prime.
(iii) If M is prime, the event Tk ≡Nk ≡ −1 (modM) for some k¿ 12 (log A= log 5+n)
has probability 1− 5[ 12 ((log A= log 5)−n)], where [,] denotes the integer part of ,.
Proof. (i) Let  be a prime ideal lying over M . Since ) is coprime with M then
the class ) (mod ) is an element of the group (Z[
]=)∗, which is cyclic of the or-
der Mf − 1. In each case (f=1; 2 or f=4) it is not di5cult to verify that # (mod )
belongs to the subgroup of order 5n (to see this use M ≡ K (mod ) if f=2, M 2 ≡
K (mod ) if f=4, ∈Z[
]). If #≡ 1 (mod ) then it is easily seen that T0≡N0≡
4 (modM). Otherwise there is k, 06k6n − 1, such that #5k ≡ 
i (mod ) for some
i ≡ 0 (mod 5). It follows that Tk =TraceK=Q(#5k + K#5k )≡TraceK=Q(
i+ K
−i)≡−1≡Nk ≡
NormK=Q(#5
k
+ K#5
k
)≡NormK=Q(
i + K
−i) (modM). This proves (i).
(ii) Let Q be a prime divisor of M we will prove that Q¿
√
M , from where we
conclude M is prime. By hypothesis Tk ≡Nk ≡ − 1 (modQ). Let Q be a prime ideal
in Z[
] lying over Q. Then #5k ≡ 
i (modQ) for some i ≡ 0 (mod 5). It follows that
# has order 5k+1 (modQ); in other words [#] has order 5k+1 in (Z[
]=Q)∗, whose
order is a divisor of Q4 − 1. This implies that 5k+1=(Q4 − 1) or Q4≡ 1 (mod 5k+1).
Since by hypothesis none of the four solutions of x4≡ 1 (mod 5k+1), 0¡x¡5k+1 di-
vides M , we deduce that Q¿5k+1 which is larger than
√
M because of the condition
k¿ 12 (log A= log 5 + n).
(iii) A random choice of ) produces a random choice of # in a cyclic group of
order 5n. For any non negative integer t6n, the probability of # having order
65t is 5t−n. Tk ≡Nk ≡ − 1 (modM) for some k¿ 12 ((log A= log 5) + n) if,
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and only if, # has order 5t for some t ¿ 12 (log A= log 5 + n). The probability of this
is 1− 5[ 12 ((log A= log 5)−n)].
Theorem 2 provides an alternative algorithm to test the primality of M . As we
mentioned before, for implementation we 3x the value of A, and let n be as large as
possible. As n gets large (iii) shows that the chances of determining the primality of
Mn augment. This test, probabilistic in nature, diOers from the so called “Probabilistic
Primality Test” (PPT), since a PPT never determines the primality of M , although it
applies to larger family of numbers.
6. Implementation
Table 1 consists of a 25× 2 matrix containing all numbers !n, 0¡n¡25, such that
!2n + 1≡ 0 (mod 5n); 0¡wn¡5n, !n≡± 2 (mod 5). The 3rst column contains exactly
Table 1
!n
n !n
(!1 = 2) (!1 = 3)
1 2 3
2 7 18
3 57 68
4 182 443
5 2057 1068
6 14557 1068
7 45807 32318
8 280182 110443
9 280182 1672943
10 6139557 3626068
11 25670807 23157318
12 123327057 120813568
13 123327057 1097376068
14 5006139557 1097376068
15 11109655182 19407922943
16 102662389557 49925501068
17 407838170807 355101282318
18 3459595983307 355101282318
19 3459595983307 15613890344818
20 79753541295807 15613890344818
21 365855836217682 110981321985443
22 2273204469030182 110981321985443
23 2273204469030182 9647724486047943
24 49956920289342682 9647724486047943
25 109561565064733307 188461658812219818
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Table 2
Primes for !1 = 2; 3
A !1 = 2 !1 = 3
16n6100 Time 16n6100 Time
1 1 28.891 2; 3; 6; 16; 17; 25 31.563
2 3; 20; 57; 73 39.943 1; 4; 31 26.087
3 1; 22; 24 27.705 3; 12; 73; 77; 82 34.346
4 2; 3; 5; 17 24.494 1 27.809
5 4; 9; 64 27.938 5; 6 35.504
6 2; 5 35.372 15; 39 27.162
7 1; 34 28.933 2; 5; 16; 35 36.022
8 14 35.883 1; 4; 24 28.936
9 1; 4; 29; 59 27.788 3; 7; 55 36.717
10 2; 3; 10; 11; 13; 43 37.103 1 29.457
11 4; 61; 86 28.533 2; 43; 94 36.183
12 2; 27; 32; 63; 73 36.900 21 25.896
13 1; 8; 33; 34; 56 28.671 3; 11; 17; 18; 30; 35; 37; 46; 48 37.445
14 7; 19; 72 36.126 1; 24; 92 28.857
15 — 64.894 68; 72 38.615
16 5; 13; 17 37.311 1; 28; 76 29.468
17 28 28.510 2; 5; 11; 27 36.624
18 2; 11; 54; 57 36.766 28; 59 30.104
19 1; 15; 21; 23; 69 28.971 5; 7; 35; 81 38.568
20 3; 14 38.138 1 31.106
21 1 28.237 3; 13; 14; 19; 42; 57 38.671
22 2; 7; 12; 16; 75 36.921 1; 8; 56 30.001
23 4; 8 29.075 2; 58; 81 38.983
24 2; 78 36.275 4 30.680
those !n which are congruent to 2 (mod 5) and the second column those which are
congruent to 3 (mod 5). The term n+1 of the 3rst column, !n+1, is obtained from the
nth term of the same column by the following formula:
!n+1 = !n +
[(
!2n + 1
5n
)
(mod 5)
]
5n; !1 = 2:
For the second column we use
!n+1 = !n +
[
−
(
!2n + 1
5n
)
(mod 5)
]
5n; !1 = 3:
Table 2 also consists of a 24× 2 matrix, this time the Ath term of the 3rst column
contains a list of values of n, 0¡n¡100, such that M =A5n+!n, with !n≡ 2 (mod 5),
is prime, followed by the time it took a Pentium II, 350MHz, to compute them, using
the program we next describe. Maple was used for implementation.
The 3rst column of Table 3 contains the values of n for which A5n + 1 is prime
and the second column those values for which A5n − 1 is prime.
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Table 3
Primes for !1 = 1;−1
A !1 = 1 !1 = −1
16n6100 Time 16n6100 Time
2 1; 3; 13; 45 12.013 4; 6; 16; 24; 30; 54; 96 12.321
4 2; 6; 18; 50 14.149 1; 3; 9; 13; 15; 25; 39; 69 12.497
6 1; 2; 3; 23; 27; 33; 63 12.158 1; 2; 5; 11; 28; 65; 72 13.058
8 1 12.715 2; 4; 8; 10; 28 13.219
12 1; 5; 7; 18; 19; 23; 46; 51; 55; 69 12.893 1; 3; 4; 8; 9; 28; 31; 48; 51; 81 13.309
14 1; 7; 23; 33 13.239 2; 6; 14 13.587
16 2; 14; 22; 26; 28; 42 13.072 1; 3; 5; 7; 13; 17; 23; 33; 45; 77 13.446
18 3; 4; 6; 10; 15; 30 13.199 1; 2; 5; 6; 9; 13; 17; 24; 26; 49; 66 13.577
22 4; 10; 40 13.907 1; 3; 5; 7; 27; 35; 89 14.085
24 2; 3; 8; 19; 37; 47 12.921 2; 3; 10; 14; 15; 23; 27; 57; 60 13.715
6.1. Description of the algorithm
Some precomputation is needed. We 3x the primes p=11; 31; 41; 61. For each of
these primes we found a prime element of the cyclotomic ring D, which we will denote
by /p(
), lying over p (this means that |NormQ(
)=Q(/p(
))|=p).
Hence we let /11(
)= (
 + 2), /31(
)= (
 − 2), /41(
)= (
3 + 2
2 + 3
 + 3),
/61(
)= (
+ 3). For the case f=1 and 2 (M =A5n± 1) we let
#p;f =
(
/p(
)
/p(
)
)1−3
for the case f=4 (or M =A5n + !n; !n=±2), we let
#p;f =
(
/p(
)
/p(
)
)
and
Tp;f;A; n ≡ TrK=Q
(
#f(M)=5
n
p;f (
) + #
f(M)=5n
p;f (
)
)
(modM)
Np;f;A; n ≡ NormK=Q
(
#f(M)=5
n
p;f (
) + #
f(M)=5n
p;f (
)
)
(modM):
The program 3nds the 3rst values of p for which M is not a 3fth power. If the
condition is not satis3ed a note is made and these number are later tested by other
means.
Otherwise we set T0 =Tp;f;A; n and N0 =Np;f;A; n and we use the recurrence equation
(1.1) and (1.2) to verify if (1.4) holds.
36 P. Berrizbeitia et al. / Theoretical Computer Science 297 (2003) 25–36
When f=1 or 2 we note that f(M)=5n=A. Hence Tp;f;A; n depends only on A,
not on n. In this case, for relatively small values of A, we recommend computing the
value of
TrK=Q
(
#f(M)=5
n
p;f (
) + #
f(M)=5n
p;f (
)
)
(modM)
and
NormK=Q
(
#f(M)=5
n
p;f (
) + #
f(M)=5n
p;f (
)
)
(modM):
These same numbers may be used as the starting number T0 and N0 for all numbers n
in a given range. If for a 3xed value of A the calculation of T0 and N0 is counted as
part of the precomputation, then the complexity of the primality test for numbers of
the form A5n± 1, which are not congruent to a 3fth-power modulo p, is simply the
complexity of the calculation of the recurrence relations (1.1) and (1.2) n− 1 times.
When f=4, f(M)=5n is large and depends on A and n. In this case, even for small
values of A, the computation of T0 and N0 is, for each value of M , of approximately
the same complexity as the computation of Tn−1, Nn−1, given T0 and N0.
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