Abstract: Moth search (MS) algorithm, originally proposed to solve continuous optimization problems, is a novel bio-inspired metaheuristic algorithm. At present, there seems to be little concern about using MS to solve discrete optimization problems. One of the most common and efficient ways to discretize MS is to use a transfer function, which is in charge of mapping a continuous search space to a discrete search space. In this paper, twelve transfer functions divided into three families, S-shaped (named S1, S2, S3, and S4), V-shaped (named V1, V2, V3, and V4), and other shapes (named O1, O2, O3, and O4), are combined with MS, and then twelve discrete versions MS algorithms are proposed for solving set-union knapsack problem (SUKP). Three groups of fifteen SUKP instances are employed to evaluate the importance of these transfer functions. The results show that O4 is the best transfer function when combined with MS to solve SUKP. Meanwhile, the importance of the transfer function in terms of improving the quality of solutions and convergence rate is demonstrated as well.
Introduction
The knapsack problem (KP) [1] is still considered as one of the most challenging and interesting classical combinatorial optimization problems, because it is non-deterministic polynomial hard problem and has many important applications in reality. As an extension of the standard 0-1 knapsack problem (0-1 KP) [2] , the set-union knapsack problem (SUKP) [3] is a novel KP model recently introduced in [4, 5] . The SUKP finds many practical applications such as financial decision making [4] , data stream compression [6] , flexible manufacturing machine [3] , and public key prototype [7] .
The classical 0-1 KP is one of the simplest KP model in which each item has a unique value and weight. However, SUKP is constructed of a set of items S = {U 1 , U 2 , U 3 , . . . , U m } and a set of elements U = {u 1 , u 2 , u 3 , . . . , u n }. Each item is associated with a subset of elements. In SUKP, each item has a nonnegative profit and each element has a nonnegative weight. The goal is to maximize the total profit of a subset of items S * ⊂ S such that the total weight of the corresponding element does not exceed the maximum capacity of knapsack C. Hence, SUKP is more complicated and more difficult to handle than the standard 0-1 KP. Thus far, only a few researchers have studied this issue despite its practical importance and NP-hard character. For example, Goldschmidt et al. applied the dynamic programming (DP) algorithm for SUKP [3] . However, when the exact algorithm is used, no satisfactory approximate solution is usually obtained in polynomial time. Afterwards, Ashwin [4] proposed an approximation algorithm A-SUKP for SUKP. Obviously, A-SUKP also has to face the inevitable problem, that is, how to compromise between achieving a high-quality solution and exponential runtime. Recently, He et al. [5] presented a binary artificial bee colony algorithm (BABC) to solve SUKP and comparative studies were conducted among BABC, A-SUKP, and binary differential evolution (DE) [8] . The results verified that BABC outperformed A-SUKP method. Ozsoydan et al. [9] proposed a swarm intelligence-based algorithm for the SUKP and designed an effective mutation procedure. Although this method does not require transfer functions, it lacks generality. Therefore, it is urgent to find an efficient metaheuristic algorithm to address SUKP whether from the perspective of academic research or practical application.
As a relatively novel nature-inspired metaheuristic algorithm, moth search (MS) algorithm was recently developed for continuous optimization by Wang [10] . Computational experiments have shown that MS is not only effective but also efficient when addressing unconstrained continuous optimization problems, compared with five state-of-the-art metaheuristic algorithms. Because of its relative novelty, extensive research on MS is relatively scarce, especially discrete version MS algorithm. Feng et al. presented a binary moth search algorithm (BMS) for discounted {0-1} knapsack problem (DKP) [11] .
As we all know, the metaheuristic algorithm is usually discretized in two ways: direct discretization and indirect discretization. Direct discretization is usually achieved by modifying the evolutionary operator of the original algorithm to solve a particular discrete problem. This method depends on the algorithm used and the problem solved. Obviously, the disadvantages of direct discretization are lack of versatility and complicated operation. The latter is discretized by establishing a mapping relationship between continuous space and discrete space. Concretely speaking, indirect discretization is usually achieved by an appropriate transfer function to convert real-valued variables into discrete variables. Many discrete versions of swarm intelligence algorithms using transfer functions have been proposed to solve various optimization problems. Discrete binary particle swarm optimization [12] , discrete firefly algorithm [13] , and binary harmony search algorithm [14] are among the most typical algorithms. Through analyzing the literature, many kinds of transfer functions can be used, such as sigmoid function [12] , tanh function [15] , etc. However, most existing metaheuristics only consider one transfer function. Little research concentrates on the importance of transfer functions in solving discrete problems. In addition, a few studies [16, 17] investigate the efficiency of multiple transfer functions.
In this paper, twelve principal transfer functions are used and then twelve new discrete MS algorithms are proposed to solve SUKP. These functions include four S-shaped transfer functions [16, 17] , named S1, S2, S3, and S4, respectively; four V-shaped transfer functions [16, 17] , named V1, V2, V3, and V4, respectively; and four other shapes transfer functions (Angle modulation method [18, 19] , Nearest integer method [20, 21] , Normalization method [22] , and Rectified linear unit method [23] ), named O1, O2, O3, and O4, respectively. Therefore, combining twelve transfer functions with MS algorithm, twelve discrete MS algorithms are naturally proposed, named as MSS1, MSS2, MSS3, MSS4, MSV1, MSV2, MSV3, MSV4, MSO1, MSO2, MSO3, and MSO4, respectively.
The remainder of the paper is organized as follows. In Section 2, we briefly introduce the SUKP problem and MS algorithm. The families of transfer functions and repair optimization mechanism are presented in Section 3. In Section 4, the twelve discrete MS algorithms are compared to shed light on how the transfer functions affect the performance of the algorithm. After that, the best algorithm (MSO4) is compared with five state-of-the-art methods on fifteen SUKP instances. Finally, we draw conclusions and suggest some directions for future research.
Background
To describe discrete MS algorithm for the SUKP, we first explain the mathematical model of SUKP and then introduce the MS algorithm.
Set-Union Knapsack Problem
The set-union knapsack problem (SUKP) [3, 4] is a variant of the classical 0-1 knapsack problem (0-1 KP). More formally, the SUKP can be defined as follows: given a set of elements U = {u 1 , u 2 , u 3 , . . . , u n } and a set of items S = {U 1 , U 2 , U 3 , . . . , U m }, such that S is the cover of U, and 1, 2, 3 , . . . , m) and each item U i has a value p i > 0. Each element u j (j = 1, 2, 3, . . . , n) has a weight w j > 0. Suppose that set A consists of some items packed into the knapsack with capacity C, namely A ⊆ S. Then, the profit of A is defined as P(A) = ∑ U i ∈A p i and the weight of A is defined as
w j . The objective of the SUKP is to find a subset A that maximizes the total value P(A) on condition that the total weight W(A) ≤ C. Then, the mathematical model of SUKP can be formulated as follows:
where p i (i = 1, 2, 3, . . . , m), w j (j = 1, 2, 3, . . . , n), and C are all positive integers. Recently, an integer programming model is proposed by He et al. [5] to solve SUKP easily by using metaheuristic algorithm; the new mathematical model of SUKP can be defined as follows:
Obviously, all the 0-1 vectors Y = [y 1 , y 2 , y 3 , . . . , y m ] ∈ {0, 1} m are the potential solutions of SUKP.
A solution satisfying the constraint of Equation (4) 
Moth Search Algorithm
The MS algorithm [10] is a novel metaheuristic algorithm that was inspired by the phototaxis and Lévy flights of the moths in nature, which are the two most representative characteristics of moths. The MS is akin to other population-based swarm intelligence algorithms. However, MS differs from most the population-based metaheuristic algorithms, such as genetic algorithm (GA) [24, 25] and particle swarm optimization algorithm (PSO) [26, 27] , which consist of only one population, as, in MS, the whole population is divided into two subpopulations according to the fitness, namely subpopulation1 and subpopulation2.
The MS starts its evolutionary process by first randomly generating n moth individuals. Each moth individual represents a candidate solution to the corresponding problem with a specific fitness function. In MS, two operators are considered including Lévy flights operator and straight flight operator. Correspondingly, an individual update in subpopulation1 and subpopulation2 is generated by performing Lévy flights operator and straight flight operator, respectively. i.
Lévy flights: For each individual i in subpopulation1, it will fly around the best one in the form of Lévy flights. The resulting new solution is calculated based on Equations (5)-(7).
where x i t and x i t+1 denote the position of moth i at generation t and t + 1, respectively. α denotes the scale factor related to specific problem. S max is the max walk step and it takes the value 1.0 in this paper. L(s) represents the step drawn from Lévy flights and Γ(x) is the gamma function. In this paper, β = 1.5 and s can be regarded as the position of moth individual in the solution space then s β is the β power of s. ii.
Straight flights: for each individual i in subpopulation2, it will fly towards that source of light in line. The resulting new solution is formulated as Equation (8).
where λ and ϕ represent scale factor and acceleration factor, respectively. x t best is the best individual at generation t. Rand is a function generating a random number uniformly distributed in (0, 1).
Discrete MS Optimization Method for SUKP
In this section, we describe the newly proposed discrete MS for SUKP. The main purpose of extending MS algorithm to solve the novel SUKP is to investigate the significant role of the transfer functions in terms of improving the quality of solutions and convergence rate. The basic MS algorithm was initially proposed for continuous optimization problems, while SUKP belongs to a discrete optimization problem with constraints. Therefore, the SUKP problem must contain three key elements, namely, discretization method, solution representation, and constraint handling. The three key elements are described in detail subsequently.
Transfer Functions
Transfer function is a major contributor of the discrete MS algorithm; therefore, it deserves special attention and research. In this section, 12 transfer functions are introduced. According to the shape of transfer function curve, we divide the twelve transfer functions into three groups: S-shaped transfer functions [12] , V-shaped transfer functions [15] , and other-shaped (O-shaped) transfer functions [19, 21] . As described above, each group consists of four functions, which are named as Si, Vi, and Oi (i = 1, 2, 3, 4), respectively. These transfer functions are presented in Table 1 and Figure 1 . 
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O2 [20] ( ) mod2 As stated in the literature [16, 17] , the transfer functions define the probability that the element of position vector of each moth individual changes from 0 to 1, and vice versa. Therefore, an appropriate transfer function should ensure that a real-valued vector in a continuous search space is mapped to the value 1 in a binary search space with greater probability. Suppose applying the transfer function T(x) will return a function value y (y = 1 or y = 0) through a mapping method. The probability of a transfer function with a value of 1 (PR) is displayed in Figure 2 . Three groups of items, namely, 100 items, 300 items, and 500 items, were selected to count the PR value:
where N represents the number of items. The value of longitudinal axis in Figure 2 is the average of PR among 100 independent runs. As stated in the literature [16, 17] , the transfer functions define the probability that the element of position vector of each moth individual changes from 0 to 1, and vice versa. Therefore, an appropriate transfer function should ensure that a real-valued vector in a continuous search space is mapped to the value 1 in a binary search space with greater probability. Suppose applying the transfer function T(x) will return a function value y (y = 1 or y = 0) through a mapping method. The probability of a transfer function with a value of 1 (PR) is displayed in Figure 2 . Three groups of items, namely, 100 items, 300 items, and 500 items, were selected to count the PR value:
where N represents the number of items. The value of longitudinal axis in Figure 2 is the average of PR among 100 independent runs. As shown in Figure 2 , the four S-shaped transfer functions have similar PR values, which are close to 0.5. However, the PR values of the four V-shaped transfer functions differ considerably. V2 has the best PR value while the PR value of V3 is less than 0.2. It seems that V3 combining with MS should show poor performance. Similarly, V4 also demonstrates unsatisfactory performance, with a PR value of less than 0.25. Of the four other shapes of transfer functions, O1, O3, and O4 obtain a similar PR value, that is, close to 0.5. The PR value of O2 is slightly smaller than that of O1, O3, and As shown in Figure 2 , the four S-shaped transfer functions have similar PR values, which are close to 0.5. However, the PR values of the four V-shaped transfer functions differ considerably. V2 has Mathematics 2019, 7, 17 6 of 25 the best PR value while the PR value of V3 is less than 0.2. It seems that V3 combining with MS should show poor performance. Similarly, V4 also demonstrates unsatisfactory performance, with a PR value of less than 0.25. Of the four other shapes of transfer functions, O1, O3, and O4 obtain a similar PR value, that is, close to 0.5. The PR value of O2 is slightly smaller than that of O1, O3, and O4. In sum, according to the preliminary analysis of PR values, it seems that V3, V4, and O2 are not suitable for combining with MS to solve binary optimization problems.
Solution Representation
The basic MS is a real-valued algorithm and each moth individual is represented as a real-valued vector. Two main operators are defined in continuous space. However, SUKP is a discrete optimization problem with constraints and the solution is a binary vector. In this paper, the most general and simplest method, mapping the real-valued vectors into binary ones by transfer functions, is opted. Concretely speaking, a real-valued vector X = [x 1 , x 2 , . . . , x m ] ∈ [−a, a] m still evolves in continuous space. Here, m is the number of items and a is a positive real value, and a = 5.0 in this paper. Then, transfer function T(x) is used to map X into a binary vector Y = [y 1 , y 2 , . . . , y m ] ∈ {0, 1} m . According to the feature of these transfer functions, three mapping methods are as follows.
The first mapping method: Choose a transfer function from S1-S4, V1-V4, and O3.
where rand( ) is a random number in (0, 1). In Figure 1 , it can be observed that S-shaped transfer functions, V-shaped transfer functions, and O3 will return a random real number between 0 and 1. Therefore, the comparison of rand( ) to T(x i ) equals 1 or 0. Then, the mapping procedure is shown as Table 2 . The second mapping method: Choose the transfer function O2.
The third mapping method: Choose either O1 or O4 as the transfer function.
Then, the quality of any feasible solution Y is evaluated by the objective function f of the SUKP. Given a potential solution Y = [y 1 , y 2 , . . . , y m ], the objective function value f (Y) is defined by
Repair Mechanism and Greedy Optimization
Clearly, SUKP is a kind of important combinatorial optimization problem with constraints. Due to the existence of constraints, the feasible search space of decision variables becomes irregular, which will increase the difficulty of finding the optimal solution. Among the many constraint processing techniques, repairing the infeasible solution is a common method to solve the combinatorial optimization problem. Michalewicz [28] introduced an evolutionary system based on repair technology. Obviously, repairing technique is dependent on specific problems and different repairing method must be designed for different problems. Consequently, He et al. [5] designed a repairing and optimization algorithm (named S-GROA) for SUKP, which can not only repair infeasible solutions but also further optimize feasible solutions. On the basis of S-GROA [5] , a quadratic greedy repair and optimization strategy (QGROS) is proposed by Liu et al. [29] . In this paper, QGROS is adopted. The preprocessing phase of QGROS can be summarized as follows:
(1) Compute the frequency d j of the element j (j = 1, 2, 3, . . . , n) in the subsets U 1 , U 2 , U 3 , . . . , U m .
(2) Calculate the unit weight R i of the item i (i = 1, 2, 3, . . . , m).
(3) Record the profit density of each item in S according to PD i .
(4) Sort all the items in a non-ascending order based on PD i (i = 1, 2, 3, . . . , m) and then the index value recorded in an array
The pseudocode of QGROS [29] is outlined in Algorithm 1. Step 2: Initialization. The m-dimensional binary vector Z = [0, 0, . . . , 0].
Step 3: Greedy repair stage In Algorithm 1, we can observe that QGROS consists of three stages. The first stage is determining whether the constraints are met for the items in the potential solution that are ready to be packed into the knapsack. At this stage, items in the potential solution that are intended to be packed into knapsack but violate constraints will be removed. Therefore, all solutions are feasible after this stage. The second stage is recalculating the frequency of each element, the unit weight of each item, and the array H[1 . . . m]. The third stage is optimizing the remaining items by loading appropriate items into the knapsack with the aim of maximizing the use of the remaining capacity. At this stage, items in the feasible solution that are not intended to be loaded in the knapsack but satisfy the constraints will be loaded. Hence, after this stage, all solutions remain feasible and the quality of solutions is improved.
The Main Scheme of Discrete MS for SUKP
Having discussed all the components of the discrete MS algorithms in detail, the complete procedure is outlined in Algorithm 2.
Computational Complexity of the Discrete MS Algorithm
Computational complexity is the main criterion for evaluating the running time of an algorithm, which can be calculated according to its structure and implementation. In Algorithm 2, it can be seen that the computing time in each iteration is mainly dependent on the number of moths, problem dimension, and sorting of items as well as moth individual in each iteration. In addition, the computational complexity is mainly determined by Steps 1-4. In Step 1, since the Quicksort algorithm is used, the average and the worst computational costs are O(mlogm) and O(m 2 ), respectively. In 
, where m is the number of items and N is the number of moths.
Results and Discussion
In this section, we present experimental studies on the proposed discrete MS algorithms for solving SUKP. Algorithm 2. The main procedure of discrete MS algorithm for SUKP.
Begin
Step Test instance: Three groups of thirty SUKP instances were recently presented by He et al. [5] . What needs to be specified is that the set of items S = {U 1 , U 2 , U 3 , . . . , U m } is represented as a 0-1 matrix M = (r ij ), with m rows and n columns. For each element r ij in M (i = 1, 2, . . . , m; j = 1, 2, . . . , n), r ij = 1 if and only if u j = U i . Therefore, each instance contains four factors: (1) m denotes the number of items; (2) n denotes the number of elements; (3) density of element 1 in the matrix Mα ∈ {0.1, 0.15}; and (4) the ratio of C to the sum of all elements β ∈ {0.75, 0.85}. According to the relationship between m and n, three types of instances are generated. The first group: 10 SUKP instances with m > n, m ∈ {100, 200, 300, 400, 500} and n ∈ {85, 185, 285, 385, 485}, named as F01-F10, respectively. The second group: 10 SUKP instances with m = n, m ∈ {100, 200, 300, 400, 500} and n ∈ {100, 200, 300, 400, 500}, named as S01-S10, respectively. The third group: 10 SUKP instances with m < n, m ∈ {85, 185, 285, 385, 485} and n ∈ {100, 200, 300, 400, 500}, named as T01-T10, respectively. We selected five instances in each group with α = 0.1 and β = 0.75. The instances can be downloaded at http://sncet.com/ThreekindsofSUKPinstances(EAs).rar. Three categories with different relationships between m and n (m > n, m = n, and m < n) of 15 SUKP instances were selected for testing. The parameters and the best solution value (Best*) [5] are shown in Table 3 . Experimental environment: For fair comparisons, all proposed algorithms in this paper were coded in C++ and in the Microsoft Visual Studio 2015 environment. All the experiments were run on a PC with Intel (R) Core (TM) i7-7500 CPU (2.90 GHz and 8.00 GB RAM).
On the stopping condition, we followed the original paper [5] and set the iteration number MaxGen equal to max {m, n} for all SUKP instances. Here, m denotes the number of items and n is the number of elements in each SUKP instance. In addition, the population size of all the algorithms was set to N = 20. For each SUKP instance, we carried out 100 independent replications.
The parameters for the proposed discrete MS algorithms were set as follows: the max step S max = 1.0, acceleration factor ϕ = 0.618, and the index β = 1.5.
The Performance of Discrete MS Algorithm with Different Transfer Functions
Computational results are summarized in Table 4 , which records the results for SUKP instances with m > n, m = n, and m < n, respectively. For each instance, we give several criteria to evaluate the comprehensive performance of the twelve discrete MS algorithms. "Best" and "Mean" refer to the best value and the average value for each instance obtained by each algorithm among 100 independent runs. The best solution provided in [5] are given in parentheses in the first column. In Table 4 , it can be easily observed that MSO4 outperforms the eleven other discrete MS algorithms and demonstrates the best comprehensive performance when solving all fifteen SUKP instances. In addition, MSS2 and MSO3 show comparable performance.
To evaluate the performance of each algorithm, the relative percentage deviation (RPD) was defined to represent the similarity between the best value obtained by each algorithm and the best solution 5. The RPD of each SUKP instance is calculated as follows.
where Best * is the best solution provided in [5] . Clearly, if the value of RPD is less than 0, the algorithm updates the best solution of the SUKP test instance in [5] . The statistical results are shown in Table 5 . In Table 5 , it can be seen that, in all twelve discrete MS algorithms, MSS2, MSS3, MSV4, MSO1, MSO3, and MSO4 all update the best solutions [5] . However, MSS3 and MSV4 update only one SUKP instance, T05. MSO1 updates the instances F07, F09, S07, and T05. Moreover, MSO4 still keeps the best performance because its total average RPD is only −1.28. The total average RPD of MSO3 is −0.14, which implies that MSO3 is slightly worse than MSO4 but outperforms the ten other discrete MS algorithms. Obviously, MSS2 is the third best of the twelve discrete MS algorithms. Indeed, it can also be seen that MSO4 updates and obtains the best solutions [5] ten and two times (out of 15), i.e., 66.67% and 13.33% of the whole instance set, respectively. MSO3 updates and fails to find the best solutions 5 nine and six times (out of 15), i.e., 60.00% and 40.00% of the whole instance set, respectively. MSS2 updates and obtains the best solutions 5 eight (53.33%) and one times (6.60%), respectively.
To further evaluate the comprehensive performance of twelve discrete MS algorithms in solving fifteen SUKP instances, the average ranking based on the best values are displayed in Table 6 and Figure 3 , respectively. In Table 6 and Figure 3 , the average ranking value of MSO4 is 1.60 and it still ranks first. In addition, MSO3 and MSS2 are the second and the third best algorithms, respectively, which is very consistent with the previous analysis. The ranking of twelve discrete MS algorithms based on the best values are as follows: By looking closely at Figures 2 and 3 , it is not difficult to see that V3, V4, and O2 exhibit the worst performance, which is consistent in the two figures. Similar to the previous analysis in Figure 2 , O1, O3, and O4 show satisfactory performance among 12 transfer functions. Thus, it can be inferred that PR value can be used as a criterion for selecting transfer functions.
Mathematics 2018, 6, x FOR PEER REVIEW 14 of 26 Table 6 . Ranks of twelve discrete MS algorithms based on the best values. F01  11  1  10  4  7  7  5  5  9  12  1  1  F03  6  3  10  11  5  7  12  8  4  9  2  1  F05  5  2  7  6  8  11  9  12  4  10  3  1  F07  5  1  6  8  7  12  11  10  4  9  3  2  F09  7  1  8  10  6  5  9  11  2  12  3  4  S01  9  1  12  8  10  4  5  5  7  11  3  1  S03  6  8  9  5  4  11  12  10  3  7  2  1  S05  7  3  8  9  5  6  10  11  4  12  2  1  S07  5  1  6  8  7  12  11  10  4  9  3  2  S09  6  1  10  8  11  9  7  6  4  12 By looking closely at Figures 2 and 3 , it is not difficult to see that V3, V4, and O2 exhibit the worst performance, which is consistent in the two figures. Similar to the previous analysis in Figure 2 , O1, O3, and O4 show satisfactory performance among 12 transfer functions. Thus, it can be inferred that PR value can be used as a criterion for selecting transfer functions. To analyze the experimental results for statistical purposes, we selected three representative instances (F09, S09, and T09) and provided boxplots in Figures 4-6 . In Figure 4 , the boxplot of MSS2 has greater value and less height than those of other eleven algorithms. In Figures 5 and 6 , MSO3 exhibits a similar phenomenon as MSS2 in Figure 4 . Additionally, the performance of MSO2 is the worst. In Figures 4-6 , we can also observe that MSO3 performs slightly better than MSO4 in solving large-scale instances. To analyze the experimental results for statistical purposes, we selected three representative instances (F09, S09, and T09) and provided boxplots in Figures 4-6 . In Figure 4 , the boxplot of MSS2 has greater value and less height than those of other eleven algorithms. In Figures 5 and 6 , MSO3 exhibits a similar phenomenon as MSS2 in Figure 4 . Additionally, the performance of MSO2 is the worst. In Figures 4-6 , we can also observe that MSO3 performs slightly better than MSO4 in solving large-scale instances. Moreover, optimization process of each algorithm in solving F09, S09, and T09 instances is given in Figures 7-9 , respectively. In these three figures, all the function values are the average best values achieved from 100 runs. In Figure 7 , the initial value of MSS2 is greater than that of other algorithms and then it quickly converges to the global optimum. For MSO3, the same scene appears in Figures 8  and 9 . Overall, MSS2 and MSO3 have stronger optimization ability and faster convergence speed than the other discrete MS algorithms. Moreover, optimization process of each algorithm in solving F09, S09, and T09 instances is given in Figures 7-9 , respectively. In these three figures, all the function values are the average best values achieved from 100 runs. In Figure 7 , the initial value of MSS2 is greater than that of other algorithms and then it quickly converges to the global optimum. For MSO3, the same scene appears in Figures 8  and 9 . Overall, MSS2 and MSO3 have stronger optimization ability and faster convergence speed than the other discrete MS algorithms. Moreover, optimization process of each algorithm in solving F09, S09, and T09 instances is given in Figures 7-9 , respectively. In these three figures, all the function values are the average best values achieved from 100 runs. In Figure 7 , the initial value of MSS2 is greater than that of other algorithms and then it quickly converges to the global optimum. For MSO3, the same scene appears in Figures 8  and 9 . Overall, MSS2 and MSO3 have stronger optimization ability and faster convergence speed than the other discrete MS algorithms. Through the above experimental analysis, the following conclusions can be drawn: (1) For S-shaped transfer functions, the combination of S2 and MS (MSS2) is the most effective. (2) As far as V-shaped transfer functions are concerned, the combination of V1 and MS (MSV1) shows the best performance. (3) In the case of other shapes transfer functions, the more effective algorithms are MSO4, MSO3, and MSO1. (4) By comparing the family of S-shaped transfer functions and V-shaped transfer functions, the family of S-shaped transfer functions with MS is suitable for solving SUKP problem. (5) MSO4 has advantages over other algorithms in terms of the quality of solutions. (6) As far as the stability and convergence rate are concerned, MSO3 and MSS2 perform better than other algorithms.
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Overall, it is evident that MSO4 has the best results (considering RPD values and average ranking values) on fifteen SUKP instances. Therefore, it appears that the proposed other-shapes family of transfer functions, particularly the O4 function, has many advantages combined with other algorithms to solve binary optimization problems. Additionally, the O3 function and S2 function are also suitable functions that can be considered for selection. In brief, these results demonstrate that the transfer function plays a very important role in solving SUKP using discrete MS algorithm. Thus, by carefully selecting the appropriate transfer function, the performance of discrete MS algorithm can be improved obviously.
Estimation of the Solution Space
SUKP is a binary coded problem and the solution space can be represented as a graph G = (V, E), in which vertex set V = S, where S is the set of solutions for a SUKP instance, S = {0, 1} n and edge set E = {(s, s ) ∈ S × S|d(s, s ) = d min }, where d min is the minimum distance between two points in the search space. Especially, hamming distance is used to describe the similarity between individuals. Obviously, the minimum distance is 0 when all bits have the same value and the maximum distance is n, where n is the dimension of SUKP instance.
Here, MSO4 is specially selected to analyze the solution space for F01, S01, and T01 SUKP instance. The distribution of fitness at generation 0 and generation 100 is presented in Figures 10-12 . The distance between each individual and the best individual is given in Figures 13-15 . In Figures 10-12 , we can see that, at generation 0, the fitness values are more dispersed and worse than that at generation 100. In Figure 13 , it can be observed that the hamming distance varies from 0 to 35 at generation 0 while the range is 0 to 12 at generation 100. Moreover, the hamming distance can be divided into eight levels at generation 100, which demonstrates that all individuals tend to some superior individuals. However, this phenomenon is not evident in S01 and T01. To intuitively understand the similarity of the solutions, the spatial structure of the solutions at generation 100 is illustrated in Figures 16-18 . In Figure 16 , the first node (denoting the first individual) has the maximum degree which also shows more individuals have approached the better individual. However, the value of degree is not much different in Figures 17 and 18 . This result is consistent with the previous analysis.
To intuitively understand the similarity of the solutions, the spatial structure of the solutions at generation 100 is illustrated in Figures 16-18 . In Figure 16 , the first node (denoting the first individual) has the maximum degree which also shows more individuals have approached the better individual. However, the value of degree is not much different in Figures 17 and 18 . This result is consistent with the previous analysis. To intuitively understand the similarity of the solutions, the spatial structure of the solutions at generation 100 is illustrated in Figures 16-18 . In Figure 16 , the first node (denoting the first individual) has the maximum degree which also shows more individuals have approached the better individual. However, the value of degree is not much different in Figures 17 and 18 . This result is consistent with the previous analysis. To intuitively understand the similarity of the solutions, the spatial structure of the solutions at generation 100 is illustrated in Figures 16-18 . In Figure 16 , the first node (denoting the first individual) has the maximum degree which also shows more individuals have approached the better individual. However, the value of degree is not much different in Figures 17 and 18 . This result is consistent with the previous analysis. 
Discrete MS Algorithm vs. Other Optimization Algorithms
To further verify the performance of discrete MS algorithm, we chose MSO4 algorithm to compare with five other optimization algorithms. These comparison algorithms include PSO [12] , DE [8] , global harmony search (GHS) [30] , firefly algorithm (FA) [31] , and monarch butterfly optimization (MBO) [32, 33] . In DE, the DE/rand/1/bin scheme was adopted. PSO, FA, and MBO are classical or novel swarm intelligence algorithms that simulate the social behavior of birds, firefly, and monarch butterfly, respectively. DE is derived from evolutionary theory in nature and has been proved to be one of the most promising stochastic real-value optimization algorithms. GHS is an efficient variant of HS, which imitates the music improvisation process. It is also noteworthy that all five comparison algorithms adopt the discretization method introduced in this paper and combine with O4, respectively. The parameter setting for each algorithm are shown in Table 7 . The best results and average results obtained by six methods over 100 independent runs as well the average time cost of each computation (unit: second, represented as "time") are summarized in Table 8 . The frequency (T Best and T Mean ) and average ranking (R Best and R Mean ) of each algorithm with the best performance based on the best values and average values are also recorded in Table 8 . The average time cost of each computation for solving fifteen SUKP instances is illustrated in Figure 19 . In Table 8 , on best, MSO4 outperforms other methods on eight of fifteen instances (F01, F03, F05, F07, S01, S03, S05, and T03). MBO is the second most effective. In terms of average ranking, there is little difference between the performance of MSO4 and MBO. In terms of the average time cost, it can be observed in Figure 19 that DE has the slowest computing speed. However, GHS has surprisingly fast solving speed. In addition, MSO4 is second among the six algorithms. Overall, the computing speed of PSO, FA, MBO and MSO4 shows little difference. To investigate the difference between the results obtained by MSO4 and those by the comparison algorithm from the perspective of statistics, Wilcoxon's rank sum tests with the 5% significance level were performed. The results of rank sum tests are recorded in Table 9 . In Table 9 , "1" and "−1" indicate that MSO4 is superior or inferior to the corresponding comparison algorithm, respectively, while "0" shows that there is no statistical difference at 5% significance level between the two comparison algorithms. The statistical result is shown in Table 9 .
In Table 8 , MSO4 outperforms PSO and DE on all fifteen instances. In addition, MSO4 performs better than GHS and FA on most of the instances except for S05 and F01, respectively. Meanwhile, MSO4 is superior to MBO on eleven instances except for F07, F09, S01, and S05. Statistically, there is no difference between the performance of MSO4 and that of MBO for these four instances.
Considering the results shown in Tables 8 and 9 , a conclusion can be drawn that the performance of MSO4 is superior to or at least quite competitive with the five other methods. To investigate the difference between the results obtained by MSO4 and those by the comparison algorithm from the perspective of statistics, Wilcoxon's rank sum tests with the 5% significance level were performed. The results of rank sum tests are recorded in Table 9 . In Table 9 , "1" and "−1" indicate that MSO4 is superior or inferior to the corresponding comparison algorithm, respectively, while "0" shows that there is no statistical difference at 5% significance level between the two comparison algorithms. The statistical result is shown in Table 9 .
Conclusions
Considering the results shown in Tables 8 and 9 , a conclusion can be drawn that the performance of MSO4 is superior to or at least quite competitive with the five other methods. 
In this paper, twelve different transfer functions-based discrete MS algorithms are proposed for solving SUKP. These transfer functions can be divided into three families, S-shaped, V-shaped, and other-shaped transfer functions. To investigate the performance of twelve discrete MS algorithms, three groups of fifteen SUKP instances were employed and the experimental results were compared and analyzed comprehensively. From the experimental results, we found that MSO4 has the best performance. Furthermore, the relative percentage deviation (RPD) was calculated to evaluate the similarity between the best value obtained by each algorithm and the best solution provided in [5] . The results show that six algorithms update the best solutions [5] for 11 SUKP instances. The results also indicate that four other shapes transfer functions, especially the O4 function combined with MS, have merits for solving discrete optimization problems.
The comparison results on the fifteen SUKP instances among MSO4 and five state-of-the-art algorithms show that MSO4 performs competitively.
There are several possible directions for further study. First, we will investigate some new transfer functions on other algorithms such as krill herd algorithm (KH) [34] [35] [36] [37] [38] , fruit fly optimization algorithm (FOA) [39] , earthworm optimization algorithm (EWA) [40] , and cuckoo search (CS) [41, 42] . Second, we will study other techniques to discrete continuous optimization algorithms such as k-means framework [43] . Third, we will apply these twelve transfer functions-based discrete MS algorithms to other related and more complicated binary optimization problems including multidimensional knapsack problem (MKP) [39] and flow shop scheduling problem (FSSP) [44] . Finally, we will incorporate other strategies, namely, information feedback [45] and chaos theory [46] , into MS to improve the performance of the algorithm.
