The physical mechanisms leading to the development of density inhomogeneities in a freely evolving low density granular gas are investigated. By means of the direct simulation Monte Carlo method, numerical solutions of the inelastic Boltzmann equation are constructed for both a perturbed system and also for an initially homogeneous state. Analysis of the Fourier components of the fields indicates that the nonlinear coupling contributions of the transversal velocity play a crucial role in the initial setup of clustering. A simple hydrodynamic model is proposed to describe what is observed in the simulations. Finally, the nature of the inhomogeneous state is briefly discussed. ͓S1063-651X͑99͒08909-6͔
I. INTRODUCTION
One of the characteristic features of granular gases, as compared with molecular ones, is their tendency to form density clusters when evolving freely ͓1-3͔. This seems to be a hydrodynamic instability that follows from the presence of a dissipation term in the equation for the balance of energy. Goldhirsch and Zanetti ͓1͔ proposed the following mechanism to explain the cluster formation. Suppose that at a given moment the density in a region of the fluid increases due to a localized fluctuation. Then the collision frequency also increases, and the temperature drops faster than in the surrounding fluid, due to the energy dissipation in collisions. If, as a consequence, the pressure in that region falls below the average value, more particles are attracted and a density cluster begins to develop.
Although the above heuristic argument seems very clear, translating it into a more quantitative theory is not easy at all. In fact, two different origins have been proposed in the literature as responsible for the initial density nonuniformity from which the clustering process proceeds. In Ref. ͓1͔, a fluctuation of the shear mode was considered. After a transient time, nonlinear hydrodynamic effects dominate the dynamics of the system and, in particular, the evolution equation for the granular temperature, that grows until reaching a saturation value. Then the pressure balance is violated and, from the equation of state, it follows that the lower the pressure in a region the higher the density. Another different possibility is that the initial density fluctuation is just a linear effect associated with a fluctuation of the mode governing the linear evolution of the longitudinal component of the flow field ͓4,5͔. The main aim of this paper is to discriminate between the two above mechanisms by using the direct simulation Monte Carlo method to obtain numerical solutions of the Boltzmann equation. This allows us to follow in detail the temporal and spatial properties of the hydrodynamic fields, and to compare them with the predictions following from each of the two theories. In this sense, we notice that the numerical results we will present here do not assume the validity of a hydrodynamic description for a granular gas, although they rest on the accuracy of the Boltzmann equation to describe a dilute gas of smooth inelastic hard spheres.
To carry out the comparison of the simulation data with the nonlinear hydrodynamic theory, it is necessary to develop some quantitative consequences of the latter. Analytical results for the nonlinear behavior of granular flows are rare. Here we propose a very simple model that is specially designed to describe the numerical experiments we have carried out. The main ingredient is the fact that contributions to the shear mode of large wavelength grow in time, while those corresponding to short wavelengths decay. The concepts of large and short are related in this context to the inelasticity of collisions. The paper is organized as follows. In Sec. II we describe the basis of the continuous hydrodynamic equation for a low density granular gas as derived from the ͑inelastic͒ Boltzmann equation. Moreover, the results from the linear stability analysis about the homogeneous cooling state are shortly reviewed. In Sec. III the numerical results obtained for a system whose macroscopic velocity field is initially perturbed are presented. A simple theoretical model is proposed, and its predictions compared with the simulation results in Sec. IV. The case of a spontaneous fluctuation is also discussed. Finally, in Sec. V some further comments are addressed. In particular, the nature of the inhomogeneous state reached for the freely evolving granular gas as a consequence of the instability is discussed.
II. HYDRODYNAMIC DESCRIPTION
The hydrodynamic description of a rapid granular flow is made in terms of the same fields as an ordinary fluid, namely, the local number density n(r,t), the velocity field u(r,t), and the local temperature T(r,t) ͓6͔. To second order in the gradients, the time evolution of these fields for a low density gas of smooth inelastic hard spheres of diameter and mass m is given by ͓7͔
where k B is the Boltzmann constant, P i j ϭ p␦ i j Ϫ(ٌ i u j ϩٌ j u i Ϫ2␦ i j ٌ•u/3) the pressure tensor, and qϭϪٌT
Ϫٌn the heat flux. Here pϭnk B T is the hydrodynamic pressure, the shear viscosity, the heat conductivity, and a transport coefficient which has no elastic analog. The loss of energy in collisions is accounted for through (0) and (2) . While the former is a single term of zeroth order in the gradients, the latter is given by a sum of second order in the gradients contributions:
The expressions for the transport coefficients are of the forms
with 0 ϭ5(mk B T) . We also define dimensionless fields as ϭ␦n/n H , ϭ␦u/v H , and ϭ␦T/T H , where ␦y denotes the deviation of the local field y(r,t) from its value in the reference HCS, y H . Now the equations for the Fourier hydrodynamic modes become ordinary differential equations with time independent coefficients. The vector component of the velocity field perpendicular to the wave vector k, kЌ , is decoupled from the other hydrodynamic fields, and obeys the equation
with s Ќ ϭ*Ϫ 1 2 *k 2 . This identifies two shear modes analogous to the elastic ones. The equations for the density k , the longitudinal component of the velocity kʈ , and the temperature k are coupled, and the solutions have the form of a linear combination of three hydrodynamic modes,
where ␥ and s ␥ are, respectively, the eigenfunctions and eigenvalues of the eigenproblem associated with the linear system of hydrodynamic equations. The frequencies s ␥ are given by the solutions of a cubic algebraic equation that can be solved numerically. The dispersion relations s ␤ ϭs ␤ (k) for a system with ␣ϭ0.95 are shown in Fig. 1 . Only the real part of the propagating modes has been plotted. When interpreting the results, it must be noted that, except for the shear modes (Ќ), the physical meaning of the modes is different from that in elastic fluids even close to the elastic limit. Three different regions are identified from the dispersion relations. For kϾk Ќ , where
all modes are negative and the system is linearly stable for initial perturbations with wave number in this range ͑short wavelength region͒. For k ʈ ϽkϽk Ќ , where the shear modes are positive, while the real part of the remaining ones are negative. Therefore, initial perturbations of the HCS that excite the shear modes with kϽk Ќ will grow exponentially with . Of course, this refers to the scaled field kЌ (), which will not be linearly stable. As a consequence, the system is expected to exhibit vortices whose intensity grows in time when the scaled velocity is considered. This has been confirmed by the simulation results ͓1-3,8͔. As the perturbation becomes larger, the full nonlinear hydrodynamic equations are, in principle, required to study the posterior evolution of the system. Nevertheless, this does not mean by itself that the system is hydrodynamically unstable. In fact, taking into account that T H () ϭT H (0)e Ϫ2* and that s Ќ is upper bounded by *, it is easily realized that the perturbation of the transversal component of the velocity field ␦u kЌ decays monotonically in the linear approximation.
Finally, for kϽk ʈ , the parallel mode (ʈ) also has a positive eigenvalue s ʈ , and the excitation grows in time. In general, this mode may contribute to kʈ , k , and k , that would increase exponentially with , rendering the linear equations invalid after an initial transient period. The same kind of analysis as above indicates that ␦u kʈ and ␦T k always decay for large times in the linear approximation, but ␦n k increases if the initial perturbations excite the parallel mode. As a consequence, the density is linearly unstable for perturbations of this mode with kϽk ʈ . It must be realized that this does not imply by itself that the density is asymptotically unstable.
Thus the linear analysis yields two potential mechanisms for the formation of density clusters, both of which have been discussed in the literature. Goldhirsch and Zanetti ͓1͔ considered that the dominant effect leading to the development of density inhomogeneities is the nonlinear contribution of the shear mode to the evolution equation for the temperature. The other possibility is that the cluster formation is directly related with the initial exponential growth of a density fluctuation which excites the parallel mode ͓4,5͔. Both mechanisms are quite different. While in the former density clusters are closely related with the formation of velocity vortices, in the latter vortices and clusters are independent effects, at least in the first stages of the density buildup. Previous numerical simulations of the inelastic Boltzmann equation have provided indications that the actual scenario is closer to the first possibility mentioned above ͓9͔. The velocity and density fields show similar spatial structures, with the higher density regions corresponding to the borders of the vortices. Here a more detailed and quantitative description will be given.
III. RESPONSE TO A PERTURBATION OF THE VELOCITY FIELD
Numerical solutions of the ͑inelastic͒ Boltzmann equation can be obtained by means of the direct simulation Monte Carlo ͑DSMC͒ method ͓10͔. We have considered a gas of inelastic smooth hard spheres between two planes perpendicular to the x axis separated a distance L. Periodic boundary conditions were applied in this direction, while the system was assumed to be homogeneous at all times in the other two directions. Therefore, no boundary conditions were needed along them. In other words, we simulated the equation
where f (x,v,t) is the one-particle distribution function for the gas, that is assumed to be independent of y and z, and J is the nonlinear inelastic Boltzmann collision operator ͓11,7͔. It follows that the y and z coordinates of the simulated particles play no role in the simulations, although the three components of the velocity are, of course, relevant in the collision processes.
The consideration of Eq. ͑12͒ instead of the most general case, is a very convenient choice to increase the statistics in the relevant direction x, in which the spatial perturbations are studied. Of course, we will restrict ourselves in this way to gradients in only this direction. In any case, we want to mention that we have also simulated systems in which gradients along two directions were allowed and no relevant coupling between orthogonal components of the gradients were found. The simulations we will report typically involved 5ϫ10 6 particles, and the system was divided into 120 space cells parallel to the plates. Starting from an homogeneous initial state and an isotropic velocity distribution, the system was allowed to evolve freely for a short period of time, until the HCS was reached. Then, an external perturbation of the flow velocity was introduced by adding to the scaled velocities of all particles a contribution ͑x,0͒ϭ 0 sin͑q 0 x ͒, ͑13͒
where q 0 ϭ2/L and 0 is a vector of components 0x ϭ 0y ϭ 0z ϭ 0 . The above expression is compatible with the periodic boundary conditions along the x axis. Notice that in this case, y and z are the transversal components of the velocity, while x is the longitudinal one, since only gradients in the x direction are possible. The idea behind the above perturbation is to excite the two hydrodynamic modes which are involved, in principle, in the clustering instability. According to the linear theory, in the long wavelength limit, a fluctuation of the longitudinal component of the flow field induces a fluctuation of the density that after an initial transient time grows exponentially with at a rate given by s ʈ ͓5,13͔. On the other hand, fluctuations of the transversal components of the flow field, although evolving separately in the linear approximation, can couple to the other fields in the nonlinear regime, leading to a growth of the density inhomogeneities.
Once the perturbation in Eq. ͑13͒ is introduced, there is a time interval for which the macroscopic dynamics of the system is well described by the linear hydrodynamic equations ͓12͔. Afterwards, nonlinear effects begin to show up. In order to discriminate between linear and nonlinear effects, it is convenient to choose the size of the system in an appropriate way. Because of the periodic boundary conditions, the only allowed values of the x component of the wave vector in a Fourier analysis are multiples of q 0 or, in the reduced units we are employing, multiples of k 0 ϭ2v H H Ϫ1 q 0 . Suppose we take L such that the transversal velocity mode with kϭk 0 is linearly unstable, but the one with kϭ2k 0 is stable. It is clear that the appearance and growth of a component of any ͑scaled͒ hydrodynamic field corresponding to the mode 2k 0 can be due only to nonlinear hydrodynamic couplings.
In Fig. 2 we report numerical results for the hydrodynamic profiles obtained in a system with ␣ϭ0.95 and L ϭ60, where ϭ1/ͱ2n 2 is the mean free path. For this system k 0 Ӎ0.164, and from the dispersion relations in Fig. 1 it follows that k 0 Ͻk ʈ Ͻk Ќ but 2k 0 Ͼk Ќ . The initial amplitude of the perturbation was 0 ϭ0.05ͱ2. Let us point out that there is a compromise in the choice of k 0 or, equivalently, of the size L. We wanted k 0 to be close enough to k ʈ so that the mode with 2k 0 were linearly stable, but at the same time it should be small enough so that the hydrodynamic description given by Eqs. ͑1͒-͑3͒, which is restricted to small gradients, applied. The value Lϭ60 for ␣ϭ0.95 turned out to fulfill both requirements.
The profiles plotted in Fig. 2 correspond to a time ϭ148.5. It is seen that, for this time, the transversal component of the velocity y is still well described by the sinus function associated to the lowest harmonic. Even more, the analysis of the time evolution of its amplitude shows that it is in good agreement with the prediction of the linear law given by Eq. ͑8͒ ͓12͔. A similar behavior is found for z (). On the other hand, a simple glance at the figure indicates that the density, temperature, and longitudinal velocity profiles are dominated by the second harmonic, i.e., the Fourier component corresponding to kϭ2k 0 . In addition, the numerical data show that the amplitudes of these profiles are increasing in time, contrary to the results obtained from the linear analysis of the hydrodynamic equations. Nevertheless, note that the amplitude of the longitudinal velocity perturbation, x , remains bounded by its initial value, while the amplitude of the perturbation of the transversal components has increased two orders of magnitude. All this suggests quite strongly that the transversal velocity field has enslaved the other hydrodynamic fields through some nonlinear coupling of the hydrodynamic modes. Similar results have been obtained for other values of ␣ in the range 0.675р␣р0.95.
IV. NONLINEAR HYDRODYNAMIC MODE CONTRIBUTIONS
Since the main contribution to the nonlinear behavior of the system appears to be due, at least in the first stages of the evolution, to the transversal components of the flow velocity, we have tried to build up a hydrodynamic theory based on this idea. For a fluctuation ␦u(x), the nonlinear viscous heating term due to the shear flow in the equation for the temperature is Ϫ2(3nk B ) Ϫ1 ͓(‫␦ץ‬u y /‫ץ‬x) 2 ϩ(‫␦ץ‬u z /‫ץ‬x) 2 ͔. If this term is kept when linearizing the equation for the temperature about the HCS, we obtain
where we have written kϭ jk 0 , with j an integer. We have taken into account that only gradients in the x direction are considered in our simulation. The Fourier transforms of the hydrodynamic fields have been defined as
FIG. 2. Density (), temperature (), longitudinal velocity ( x ), and transversal velocity ( y ) profiles at a time ϭ148.5 following a harmonic perturbation of the velocity field given by Eq. ͑13͒. All fields are measured in the reduced units defined in the text. The distance x is measured in units of the mean free path . The coefficient of restitution is ␣ ϭ0.95.
and similarly for and .
One more approximation will be introduced in order to render the system of hydrodynamic equations simpler. We have already discussed that the transversal component of the velocity field is still well described by the linear approximation when the other fields show already strong nonlinear influences. Then, we will substitute yk () and zk () in Eq. ͑14͒ by 0 exp(s Ќ ), i.e., by their expressions in the linear approximation ͓Eq. ͑8͔͒. In this way, Eq. ͑14͒ becomes a linear although inhomogeneous ordinary differential equation, to be considered together with the linearization of Eqs. ͑1͒ and ͑2͒ ͓7͔.
The above approximations have been prompted by the numerical results shown in Fig. 1 , and indicating the relevant role played by the transversal velocity field. Of course, we do not expect them to hold in order to describe the complete development of the instability, but only the early nonlinear stages. In any case, the ultimate justification will be provided by the comparison of the model implications with the numerical results obtained from the Boltzmann equation. This will be done below.
Let us analyze the implications of Eq. ͑14͒. For kϭk 0 , i.e., jϭ1, one or both of the numbers j 1 and jϪ j 1 appearing in the last term of the right hand side is equal or larger than 2. For kу2k 0 it is s Ќ (k)Ͻ0, because of the system size we are using. As a consequence, the whole last term on the left side of Eq. ͑14͒ can be neglected for kϭk 0 . That means that the lowest Fourier mode is accurately described by the linear approximation even when the system is well inside the nonlinear region. According with the model we have proposed, this holds for all the hydrodynamic fields. To check this prediction we have carried out a Fourier analysis of the hydrodynamic profiles in the same system as in Fig. 2 . The results for kϭk 0 are compared with the solution of the linearized hydrodynamic equations in Fig. 3 . This solution has been obtained by solving numerically the linearized equations with the initial conditions k (0)ϭ0, k (0)ϭ0, and k (0) given by the Fourier transform of Eq. ͑13͒. There is a quite good agreement between the solution of the Boltzmann equation obtained by the DSMC method and the linearized hydrodynamic description. The level of noise for the longitudinal component of the velocity is very high since the signal is very low. Let us remark that this agreement is a nontrivial result, since the analysis extends well inside the nonlinear region, as it follows from the shape of the profiles for ϭ148.5 reported in Fig. 2 .
Next we considered the Fourier components of the hydrodynamic fields with kϭ2k 0 . In this case, the term corresponding to jϭ1 in the sum on the right side of Eq. ͑14͒ gives an increasing in time contribution. Therefore, the dominant part of the equation reads
Of course, the equations for 2k 0 and 2k 0 remain the same as in the linear approximation. The results following from these approximated equations are compared with the numerical data from the DSMC method in Fig. 4 . The system parameters are the same as in Figs. 2 and 3 . The components of the velocity field are not plotted, the reason being that y2k 0 and z2k 0 are very small as compared with yk 0 and zk 0 , and the longitudinal component remains of the order of the noise level in the time interval considered. For the relevant fields, i.e. density and temperature, the agreement is again quite good up to times larger than ϭ100. A comparison of the results in Figs. 3 and 4 indicates that for these times the contribution to the density field of the second Fourier component is much larger that the contribution from the first component. This leads us to conclude that the mechanism responsible for the development of density inhomogeneities and eventually density clusters is the nonlinear coupling of FIG. 3 . Time evolution of the lowest Fourier components of the hydrodynamic fields following an harmonic isotropic velocity perturbation given by Eq. ͑13͒. The fields and the time are measured in the dimensionless units defined in the text. The symbols are from the simulation and the lines the theoretical predictions from Eq. ͑14͒. Fig. 3 but for the second harmonic, i.e., for kϭ2k 0 .
FIG. 4. The same as in
the transversal components of the velocity field. After a short transient time, this effect dominates the growth of the density fluctuations.
It can be wondered to what extent the above conclusion, that has been reached by studying the response of the system to a given external perturbation, also applies to the spontaneous fluctuations taking place in a granular system. In Fig.  5 we present the results obtained by simulating the Boltzmann equation for a freely evolving system that is initially homogeneous. No external perturbation was introduced at any moment. Also in this case it is ␣ϭ0.95 and Lϭ60. We stress that again only gradients of the hydrodynamic fields in the x direction are allowed, due to the simulated geometry. It is observed that the system spontaneously develops inhomogeneities in the hydrodynamic fields quite early. After an initial transient period, the growth of the Fourier components of the perturbations of the fields is approximately exponential on the time scale . In addition, while the transversal velocity component is dominated by the first Fourier component over the time interval considered, the second Fourier components of the density and the temperature grow much faster than the first ones and, eventually, give the dominant contributions to the hydrodynamic fields. This agrees with the picture discussed above. A more quantitative comparison can be only made for the long time behavior of the fields, since it is not possible to fix a time in which the spontaneous perturbation of the freely evolving system takes place. The solid lines in Fig. 5 are the exponential laws obtained from our model equations in the long time limit, i.e.,
The positions of the drawn straight lines have been chosen such that roughly the best fit is obtained with the linear part of the curves. We believe that the agreement can be qualified as very good, taking into account the spontaneous character of the excitations we are describing. Figures 4 and 5 both indicate that the second Fourier components of the density field deviate from the exponential behavior for large times. That means that, as expected, our model equation is not valid for the final stages of the development of the instability. Even more, the figures suggest that the density perturbation is saturating to some finite value. More will be said about this point in the next section.
V. DISCUSSION
We have presented substantial qualitative and also quantitative evidence that, in the case of an inelastic low density gas, the leading mechanism responsible for the initial development of density inhomogeneities in the system is the nonlinear coupling effects coming from the transversal component of the flow field, and not the linear instability associated with the ͑linear͒ coupling between the longitudinal velocity fluctuations and the density field.
The results presented in the previous sections refer to the initial setup of inhomogeneities in the system. In fact, the largest inhomogeneity in density as observed for instance in Fig. 2 , is about 20% of the average density. Therefore, a question arises in a natural way: what happens at later times? When the simulations are run longer, what is observed in all cases is that the density saturates to a steady profile, which does not depend at all on the initial conditions, i.e. on whether the system was or was not perturbed initially. As already mentioned above, there is some indication of this in Figs. 4 and 5. Figure 6 shows the time evolution of the density profile for the same system we have been considering throughout this paper. It is seen that it reaches a steady shape in which the ratio of the highest density to the lowest one is about 2. Similar results have been obtained for other values of the coefficient of restitution and of the system size. The main difference is qualitative. The inhomogeneity becomes stronger as the system size and the inelasticity increase, but it saturates in all cases. Since the Boltzmann equation does not contain any excluded volume effects, this saturation cannot be geometrical. Moreover, the smooth character of the steady density profile, and the relatively low inhomogeneity of the system suggest that this is a purely hydrodynamic effect.
We have also analyzed the linear or nonlinear character of the steady profile. In Fig. 7 the complete time evolution of the first few density modes is presented. This corresponds to the freely evolving case, so that the steady profile is spontaneously reached in this case. The system parameters are the same as in the previous figures. All the odd modes stay very small, while the even ones saturate to roughly equidistant values on the logarithm scale. In particular, the first mode does not increase in time, contrary to the linear result. Even more, if it is externally excited or suffers a spontaneous fluctuation, it always eventually decays below the noise level, indicating that it is asymptotically stable. We want to insist that these results are quite robust, and do not depend on the initial condition. Moreover, similar conclusions are reached from the analysis of systems in which gradients along several directions are allowed, although the situation becomes more complex since wave vectors with several components must be considered.
Since the density reached by the system remains in all regions of the same order of magnitude as its average value, it seems plausible to assume that the time evolution of the system is accurately described by the Boltzmann equation if the initial density is low enough. The situation may be different for very large systems with low coefficient of normal restitution. If the system develops very high density regions, several orders of magnitude larger than the reference one, the Boltzmann equation is no longer valid to describe its time evolution. In any case, it seems clear that the inelastic Boltzmann equation does not lead to any singularity in real space, although the clustering as observed from the Boltzmann equation has all the characteristic features of the cluster instability in molecular dynamic simulations of inelastic hard particles, at least in the early stages ͓9͔. Whether in a system of hard spheres or disks the density in the clustering is limited only by the densest possible fraction or if there is, in general, also a stationary density distribution is not clear for us presently. Nevertheless, we want to mention that some indication of the existence of a steady inhomogeneous profile for dense gases can be found in Ref. ͓3͔ ͑see, for instance, Fig. 9 there͒. The results we have presented suggest that for large systems and large inelasticity there is an inhomogeneous state, in which all the time dependence occurs through the temperature and which is stable, while the homogeneous cooling state is unstable. We are presentely working on this point, and results will be published elsewhere.
Finally, to put the results presented here in a proper context, it is worth mentioning that very recently a careful comparison of molecular dynamics and DSMC applied to granular media has been carried out ͓14͔. The conclusion was that, except for large densities, large systems, and strong dissipation, both simulation techniques lead to similar results.
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APPENDIX
In this appendix, the expressions for the transport coefficients and source terms used in Eqs. ͑1͒-͑6͒ are given. The reduced shear viscosity, * is FIG. 7 . Time evolution of the Fourier density modes for the same situation as in Fig. 6 . Dotted lines correspond to the odd Fourier modes. Only the first one ͉ k 0 has been labeled. Density and time are measured in the dimensionless units defined in the text.
FIG. 6. Time evolution of the density profile along the x direction for the same system as in Fig. 2 . The initial condition was homogeneous and the system evolved freely. The same steady profile was reached starting from different initial conditions. The density is measured in the reduced dimensionless units defined in the text, and x in units of the mean free path .
