Field identifications for interacting bosonic models in N=2 superconformal field theory  by Conlon, Joseph & Gepner, Doron
Physics Letters B 548 (2002) 102–110
www.elsevier.com/locate/npe
Field identifications for interacting bosonic models in N = 2
superconformal field theory
Joseph Conlon a, Doron Gepner b
a Christ’s College, Cambridge, CB2 3BU, United Kingdom
b Department of Particle Physics, Weizmann Institute of Science, P.O. Box 26, 76100 Rehovot, Israel
Received 29 September 2002; accepted 8 October 2002
Editor: P.V. Landshoff
Abstract
We study a family of interacting bosonic representations of the N = 2 superconformal algebra. These models can be tensored
with a conjugate theory to give the free theory. We explain how to use free fields to study interacting fields and their dimensions,
and how we may identify different free fields as representing the same interacting field. We show how a lattice of identifying
fields may be built up and how every free field may be reduced to a standard form, thus permitting the resolution of the spectrum.
We explain how to build the extended algebra and show that there are a finite number of primary fields for this algebra for any
of the models. We illustrate this by studying an example.
Conformal field theory has received much attention
since the 1984 paper of Belavin et al. [1]. The addi-
tion of N supersymmetry generators extends the con-
formal algebra to the level-N superconformal algebra
and N = 2 superconformal field theory is of interest
in the compactification of string theory with N = 1
space–time supersymmetry [2]. Two representations
of the N = 2 algebra were constructed by Kazama
and Suzuki [3,4], and the G/H method has since been
used extensively. We focus on the representation based
on interacting bosons, which contains the G/H mod-
els and which has been studied by Gepner and Cohen
[5,6]. Similar representations can be constructed for
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N = 0 conformal field theory [7]. It was shown in [5]
that these models can be solved by writing the free the-
ory as a tensor product of the interacting theory with a
conjugate one, allowing free fields to be used to study
the dimensions of the interacting theory. However, free
fields differing only by a field in the conjugate theory
correspond to the same interacting field and must be
identified. In Section 1 we summarise the properties
of the models and the relevant results of [4–6]. In Sec-
tion 2 we describe how the interacting fields and their
dimensions can be found through the construction of a
mixing matrix. In Section 3 we address the question of
field identifications, and show how a lattice of identi-
fying fields may be constructed which enables the re-
duction of every field to a standard form, permitting
the solution of the spectrum. In Appendix A we give
the detailed rules for constructing the mixing matrix.
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1. The models
The fields are constructed from a vector of bosons
φ = (φ1, φ2, . . . , φn)with standard OPE φi(z)φj (w)∼
−δij log(z − w). Suppose we have a set of vectors
{γ1, . . . , γn} such that
(1)Γij = γi · γj =
{
3, i = j,
0 or 1, i = j,
and a vector x satisfying
(2)
∑
j
Γij xj = 2.
Then a unitary representation of the N = 2 supercon-
formal algebra is [4]
(3)J (z)= iq · ∂φ(z),
(4)G+(z)=
∑
j
gj exp
(
iγj · φ(z)
)
,
(5)G−(z)=
∑
j
g
†
j exp
(−iγj · φ(z)),
(6)
TA(z)=−14
∑
i
xi :
(
γi · ∂φ(z)
)2:
+ 1
2
∑
Γij=1
gig
†
j exp
(
i(γi − γj ) · φ(z)
)
,
gi are c-numbers containing a cocycle factor and
satisfying |gi |2 = xi . The cocycle factors will be
crucial to our subsequent analysis and are further
discussed in Section 2. q is given by
(7)q = 1
2
∑
j
xj γj .
Note that qi ≡ q · γi = 1. All properties of the
model are determined by Γ and x and are indepen-
dent of the details of γi . If Γ is non-singular, Eq. (2)
has a unique solution xj = 2∑k Γ −1jk and the model
is called regular. If Γ is singular equation (2) has an
infinite number of solutions. Singular models have a
flat direction along which the fields may be continu-
ously deformed without changing the central charge.
We will only consider regular models; however, much
of our discussion should apply to singular models.
The central charge is given by
(8)c= 3
2
∑
xi.
It was found in [5] that Γ can be chosen to give rise
to theories having every possible rational value of the
central charge. In particular, the kth minimal model
is generated by the kth complete Γ matrix (Γij = 1,
i = j , i, j = 1, . . . , k).
The solution of these models depends on an insight.
The free stress-energy tensor Tf (z)=− 12 :∂φ(z)2: can
be written as
(9)Tf (z)= TA(z)+ TB(z),
where TB = Tf − TA is the conjugate stress tensor.
As [TA,TB] = 0, the free theory is a product of two
distinct theories, A and B , and we can write free fields
Φf as
Φf =ΦA ⊗ΦB.
Consequently we can use free fields to study the fields
and dimensions of the interacting model. However, it
behooves us to remember that different free fields may
correspond to the same interacting field.
Φ ′f =ΦA ⊗Φ ′B and Φ ′′f =ΦA ⊗Φ ′′B
both represent the same interacting field ΦA. The
problem of how to identify Φ ′f and Φ ′′f as the same
interacting field is the field identification problem and
will be studied in Section 3.
2. The fields
The dimension hA of a field φ is defined by
(10)TA(z)φ(w)∼ · · · + hAφ(w)
(z−w)2 + · · · ,
where the first dots represent terms of O(z − w)−3
and larger, and the second terms of O(z − w)−1 and
smaller. Using free fields Φf (w) in (10), the formal
behaviour for a primary field of the interacting theory
is
TA(z)Φf (w)=
(
TA(z)⊗ 1
)(
ΦA(w)⊗ΦB(w)
)
=
(
hAΦA(w)
(z−w)2 + · · ·
)
⊗ΦB(w)
(11)= hAΦf (w)
(z−w)2 + · · · .
The (not necessarily primary) fields Φf (w) of the
free theory can be constructed from any combination
104 J. Conlon, D. Gepner / Physics Letters B 548 (2002) 102–110
of α · ∂φ(w),β · ∂2φ(w), . . . and eip·φ(w). However,
we are restricted by a locality condition with G±(z)
which requires that
(12)$i ≡ p · γi ∈ Z.
This restricts p =∑ $iζi to the dual lattice γ ∗ gen-
erated by ζi , where ζi · γj = δij . The U(1) charge Q
is easily calculated. For a field of the form D̂eipφ(w),
where D̂ are derivative terms as discussed above, e.g.,
D̂′ = (α · ∂4φ(w))(β · ∂φ(w)), we have
(13)Q= q · p =
∑ $ixi
2
.
Note that Q is unaffected by derivative terms.
In the case that $i ∈ {0,1} and D̂ = 1, the field
is chiral. However, free fields do not in general have
well-defined dimensions in the interacting theory as
they are mixed by the exponential terms in TA(z). This
mixing does not affect Q as qi − qj = 0. By repeated
mixing, we can generate a closed set of free fields
{Φ1,Φ2, . . . ,Φl}, such that
(14)TA(z)Φi(w)= · · · +
∑
cijΦj (w)
(z−w)2 + · · · .
The coefficients cij make up the mixing matrix M ,
whose eigenvectors and eigenvalues give the fields and
dimensions of the interacting model. It is found empir-
ically that the dimensions are always rational [5]. As
there are a finite number of fields with a given free
dimension that satisfy the locality condition (12), the
mixing process must terminate and the mixing matrix
is always finite.
In principle, we can construct a mixing matrix
starting from any free field. However, this is not
practically feasible. Consider
ei(γi−γj )φ(z)eipφ(w)
= (z−w)$i−$j :ei(γi−γj )φ(z)+ipφ(w):.
For $i − $j < −2 and Γij = 1, the O(z − w)−2
contribution is calculated by Taylor-expanding the
z-dependent part of the exponential about w. This
brings down derivatives i(γi−γj ) ·∂φ(w), i(γi − γj )×
∂2φ(w), . . . alongside the vertex operator. Fields exist
containing an arbitrary number of derivatives, but for
large negative values of $i − $j , the number of terms
one must consider grows exponentially. In [5] and [6],
only fields consisting of vertex operators were consid-
ered, which is equivalent to the restriction $i − $j 
−2 whenever Γij = 1. We have extended this treat-
ment to include fields involving up to two derivatives.
For generating vertex operators, the equivalent restric-
tion is now $i − $j  −4. This extension is essential
for the discovery of identity fields and the subsequent
resolution of the spectrum.
In our treatment four types of fields may appear:
type 1: eip.φ(w),
type 2: ik · ∂φ(w)eiq.φ(w),
type 3: ik · ∂2φ(w)eir.φ(w),
type 4: α.∂φ(w)β.∂φ(w)eis.φ(w).
The free dimensions of these fields are respec-
tively D, D − 1, D − 2 and D − 2. There are
two parts of T (z). − 14
∑
i xi:(γi.∂φ(z))2: does not
interconvert fields among different types, whereas
1
2
∑
gig
†
j e
i(γi−γj ).φ(z) does. To construct the mixing
matrix we must examine the OPEs of each part of T (z)
with all four types of field. We do this explicitly for
one case and consign the rest to Appendix A. Consider
ei(γi−γj )·φ(z)
(
ik · ∂2φ(w))eip·φ(w)
=
(
− (γi − γj ) · k
(z−w)2 + ik · ∂
2φ(w)
)
ei(γi−γj )·φ(z)
× eip·φ(w)
=
(
kj − ki
(z−w)2 + ik · ∂
2φ(w)
)
× (z−w)$i−$j ei((γi−γj )·φ(z)+pφ(w)).
Taylor-expanding about z, we see that the mixing
rules for a type 3 field with the exponential part of
T (z) can be written in Table 1.
It is as easy to see in principle as it is tedious
in practice how similar expressions can be drawn up
for other fields. If we represent the original field by
Φi(w), then the new fields produced are in the set
{Φ1,Φ2, . . .} and the mixing coefficients correspond
to the elements cij of the mixing matrix.
Here we must consider the neglected cocycle fac-
tors, cγi and cγj . These appear explicitly as part of
the fields in the table above. gi and gj have been di-
vested of their cocycle factors and should be treated as
c-numbers. The cocycle factors satisfy [4]
cγ1cγ2 = $(γ1, γ2)cγ1+γ2,
$(γ1, γ2)= (−1)γ1·γ2+γ 21 γ 22 $(γ2, γ1),
$(γ1, γ2)$(γ1 + γ2, γ3)= $(γ1, γ2 + γ3)$(γ2, γ3),
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Table 1
Condition Mixes to Coefficient
$i − $j = 0 cγi c−γj ei(p+γi−γj )·φ(w) 12 gigj (kj − ki )
$i − $j =−1 cγi c−γj i(γi − γj ) · ∂φ(w)ei(p+γi−γj ).φ(w) 12 gigj (kj − ki )
$i − $j =−2 cγi c−γj ik · ∂2φ(w)ei(p+γi−γj )·φ(w) 12 gigj
cγi c−γj i(γi − γj ) · ∂2φ(w)ei(p+γi−γj )·φ(w) 14 gigj (kj − ki )
cγi c−γj ((γi − γj ) · ∂φ(w))2ei(p+γi−γj )·φ(w) − 14gigj (kj − ki )
(15)cγ c−γ = c−γ cγ = 1, c†γ = c−γ .
For us, the pertinent relations are the first two. As
γ 2i = 3, these imply that
(16)cγ1cγ2 = (−1)1+γ1·γ2cγ2cγ1 .
Thus, if γ1 · γ2 = 0 the cocycle factors anticommute
and hence it is necessary to explicitly retain them in
the construction of the mixing matrix.
We have written a MATLAB program1 which in-
corporates the above rules and automatically generates
and diagonalises the mixing matrix. Using our pro-
gram, we can search for fields of the interacting the-
ory containing up to two derivatives. Our confidence
in the program is assured by the fact that all the di-
mensions produced were rational, a fact which breaks
down immediately in the presence of errors.
3. Field identifications
The methods of Section 2 enable us to generate
a plethora of fields having well-defined interacting
dimensions and U(1) charges. To solve the interacting
theory, it is necessary to identify the spectrum of fields
and dimensions. The major problem is knowing when
different free fieldsΦf and Φ ′f correspond to the same
interacting field. In the case of minimal models, we
know what the field spectrum must be and we can
cheat. In the general case, a more principled approach
is required. Identifications can be made through fields
entirely in the conjugate theory, which correspond to
the identity in the A theory. These are characterised by
having Q= 0 and hA = 0. If ΦI (z) is one such field,
then we have
ΦI (z)Φf (w)
1 Available on request from J.C.
= (1⊗Φ ′B(z))(ΦA(w)⊗ΦB(w))
= (z−w)−α(ΦA(w)⊗Φ ′′B(w)+ · · ·).
This allows the identification of ΦA ⊗ΦB with ΦA ⊗
Φ ′′B . The discovery of all identity fields is necessary
for the solution of the spectrum. A field identification
existing for all models is TB(z), as it lies purely in
the conjugate theory. Another easy source of identity
fields are those due to symmetries. If Γij = 1 and
the interchange of γi and γj leaves Γ unchanged,
then ei(ζi−ζj )·φ(w) − cγi c−γj ei(ζj−ζi )·φ(w) will always
be an identifying field. These do not exhaust the
supply of identifying fields—some can only be found
by automated search, as we shall see by studying
an example. It should be noted that in general field
identifications, e.g., TB(z), require derivative terms.
Two identity fields can reproduce through their
OPE.
I1(z)I2(w)=
(
1⊗ΦB(z)
)(
1⊗Φ ′B(w)
)
= (z−w)α(1⊗Φ ′′B(w)+ · · ·).
Repeated use of such OPEs allows the generation of an
infinite lattice, I∗, of identity fields, the lattice points
corresponding to the exponents that are present.(
eipI φ(z) + · · ·)︸ ︷︷ ︸
Ip
(
eiqI φ(w) + · · ·)︸ ︷︷ ︸
Iq
= (z−w)pI ·qI (ei(pI+qI )φ(w) + · · ·)︸ ︷︷ ︸
Ip+q
.
We note that it is not in general the case that the
dimension of the lattice I∗ equals the number of
independent identity fields. For example, TB(z) will
often contain several independent exponents.
The lattice I∗ is the key to reducing the number of
fields to a manageable amount. As γ ∗/I∗ is discrete,
it is unchanged by continuous deformations of the
theory—i.e., it is topological. Treating γ ∗/I∗ as a
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set of ‘standard exponents’, there are two steps in
the simplification process. First, an arbitrary field
Fp(w) = (D̂eipφ(w) + · · ·) is identified with a field
containing the standard exponent p+ s.(
eisI φ(z) + · · ·)︸ ︷︷ ︸
Is
(
D̂(l)eipφ(w) + · · ·)︸ ︷︷ ︸
Fp
= (z−w)
sI ·p
(z−w)l−m
(
D̂(m)ei(p+s)φ(w)+ · · ·︸ ︷︷ ︸
Fp+s
)
.
Secondly, an identifying field containing a zero-mo-
mentum term is used to reduce the number of deriva-
tives as much as possible. Examples of such fields are
TB(z) and those generated from the OPE I (z)I †(w),
where I is an identifying field.(
D̂(k)+ · · ·)︸ ︷︷ ︸
I0
(
D̂(m)ei(p+s)φ(w)+ · · ·)︸ ︷︷ ︸
Fp+s
(17)= 1
(z−w)α
(
ei(p+s)φ(w)+ · · ·︸ ︷︷ ︸
F ′p+s
)
.
Eq. (17) is not necessarily correct, as in general it
is not possible to remove all derivatives from the
standard exponent p+ s. We consider the set {ξ ∈Rn |
ξ ·I∗ = 0}, with generators S = {q1, . . . , qn}. S always
contains the U(1) current vector q of Eq. (3) and,
in the case where (γ ∗/I∗)|Q=0 is of size one, this
is the only element. The identifying fields with zero
momentum are generated by expressions of the type∏
i,j (pi · ∂jφ), where pi ∈ I∗. This follows from the
OPE In(z)I †n (w) = ∏i,j Aij (pi · ∂jφ) + · · ·, where
pα ∈ I∗. If we have a term∏α,β(qα · ∂βφ(w)), where
qα ∈ S, then its OPE with an identifying field is non-
singular by Wick’s theorem, as we have
pi · ∂jφ(z)qα · ∂βφ(w)∝ pi · qα = 0.
Any derivative term can be written
D̂ =
∏
i,j
(
pi · ∂jφ
)
︸ ︷︷ ︸
D̂1
∏
α,β
(
qα · ∂βφ
)
︸ ︷︷ ︸
D̂2
.
The field D̂ does not depend on D1 as it is a field iden-
tification and we can assume D̂2 = 1. Consequently,
D̂1-style derivative terms can be eliminated and we
are left with those in the form of D̂2. Hence, Eq. (17)
should instead read
(
D̂′1(k)+ · · ·
)
×
(∏
i,j
(
pi · ∂jφ
)∏
α,β
(
qα · ∂βφ
)(
ei(p+q)φ(w)+ · · ·))
(18)
= 1
(z−w)γ
(∏
α,β
(
qα · ∂βφ
)
ei(p+q)φ(w) + · · ·
)
.
The procedure for the solution of the models is now
clear. Having searched for and found the field identi-
fications, we construct the set of standard exponents
γ ∗/I∗. Any field P̂ generated by the mixing matrix is
associated with a standard exponentp and can be iden-
tified with a field containing terms in p. We can use
field identifications as in Eq. (18) to define a standard
form for each field, which is the identified field which
contains p and whose derivative terms are solely those
of the form
∏
α,β(qα · ∂βφ(w)) where qα ∈ S. To find
the spectrum of fields, we start with each standard ex-
ponent and examine the fields generated by the mixing
process. We then add derivative terms qi · ∂φ(w), mix
the new fields, and so on. The spectrum consists of all
independent fields thus produced.
The set S always contains the U(1) current vector q
of Eq. (3). It can also contain other vectors qα .
These vectors can be used to enlarge the algebra—
i.e., adding qα · ∂φ(w) as generators. This means that
the derivative fields will always be descendants of
this larger algebra. In addition, we can also add the
fields eipφ(w), where p ∈ P , where P = {x|x ∈ γ ∗,
x · I∗ = 0}. These fields will be local w.r.t. G± as
they belong to γ ∗. It can be seen that with these
extensions we will have a finite number of primary
fields modulo the extended algebra, and so this is
a rational conformal field theory with this extended
algebra. The set of primary momenta γ ∗/(P ⊕ I∗)
is finite because dim(P ⊕ I∗) = dim(γ ∗). It can be
seen that these generators of the extended algebra lie
entirely in the A theory, i.e., their naive dimensions are
equal to their actual dimensions. This guarantees that
this is the correct algebra.
One question we have not been able to solve is how
to tell when all independent identity fields have been
found. This can be answered affirmatively if the lattice
I∗ is the same as γ ∗|Q=0, and may often be answered
if the model is a tensor product of distinct theories. An
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example, is the k = 28 minimal model generated by
Γ =


3 1 1 0
1 3 1 0
1 1 3 0
0 0 0 3

 .
Here the only field identifications needed are those for
the complete (3 × 3) Γ matrix. We also note that in
this case dim(I∗)= 2 < 3 = dim(γ ∗|Q=0). In view of
the above remark on extended algebras, this is consis-
tent as this theory can be written (N = 2)⊕ (N = 2).
However, for general non-minimal models this ques-
tion is not easy and is related to that of how to know in
advance the form of the identifying fields. In all min-
imal models that we have studied, two derivatives are
sufficient to find a complete set of generators for the
lattice I∗. As the number of derivatives involved is a
discontinuous quantity, we expect the structure of the
identifying fields to be unchanged for models related
by a process of continuous deformation.
As an illustration we resolve an example of Cohen.
Consider the model generated by
Γ =


3 1 1 0
1 3 1 0
1 1 3 1
0 0 1 3

 .
This model has c/3 = 11/13 and corresponds to the
k = 11 minimal model. We have
Γ −1 = 1
52


21 −5 −6 2
−5 21 −6 2
−6 −6 24 −8
2 2 −8 20


x is given by (x1, x2, x3, x4) = 1/13(6,6,2,8) and
the U(1) charges are in units of 1/13. Particularly
interesting are the chiral fields, for which Q= 2h and
which have charges Q= 0→ 11/13. These are
Υ0 = 1, Υ1 = eζ3,
Υ2 = e2ζ3 + e2ζ2−ζ4 + e2ζ1−ζ4 + e−ζ2+2ζ4−ζ1,
Υ3 = eζ1, Υ4 = eζ4,
Υ5 = eζ3+ζ4 , Υ6 = eζ1+ζ2,
Υ7 = eζ1+ζ4 , Υ8 = eζ1+ζ3+ζ4 ,
Υ9 = eζ1+ζ2−ζ3+ζ4 + eζ1−ζ2+ζ3+2ζ4 + e−ζ1+ζ2+ζ3+2ζ4
+ e2ζ1+2ζ2+ζ3−ζ4 ,
Υ10 = eζ1+ζ2+ζ4 , Υ11 = eζ1+ζ2+ζ3+ζ4 .
The problem is that these are not the only chiral
fields that can be found. For example, there are five
Q = 6/13 chiral fields consisting solely of vertex
operators.
Φ1 = eζ1+ζ2 ,
Φ2 = eζ2−ζ3+ζ4 + e−ζ2+ζ3+2ζ4 + eζ1+2ζ2+ζ3−ζ4,
Φ3 = eζ1−ζ3+ζ4 + e−ζ1+ζ3+2ζ4 + e2ζ1+ζ2+ζ3−ζ4,
Φ4 = e2ζ1 + e2ζ2, Φ5 = e2ζ1 + e2ζ2 + e2ζ3+ζ4 .
We have omitted the coefficients of the fields and the
iφ(w) part of the exponential. As this is a minimal
model, we must be able to explicitly identify these
fields. We can immediately write down two identifying
fields, I1, from the symmetries of Γ , and I2 ≡ TB(z).
These are
(19)I1 = eζ1−ζ2 − cγ1c−γ2eζ2−ζ1 ,
(20)
I2 =−12∂φ(w)
2 − 1
4
∑
i
xi
(
γi · ∂φ(z)
)2
+ 1
2
∑
gig
†
j e
i(γi−γj )·φ(z)
I1 identifies Φ1 and Φ4, and Φ2 and Φ3, I2 identifies
Φ4 and Φ5. This leaves two unidentified groups,
{Φ1,Φ4,Φ5} and {Φ2,Φ3}. The missing identity field
I3 is not obvious. As it must identify Φ1 and Φ2, we
consider Φ1Φ†2 and use our program to search for an
identifying field. It turns out that I3 is the sum of
the following twelve fields, where [a, b, c, d] denotes
aζ1 + bζ2 + cζ3 + dζ4.
Ψ1 = e[1,0,−3,0],
Ψ2 = c−γ1c−γ2c3γ3c−γ4 ×−e[0,−1,3,0],
Ψ3 = c2−γ1c2γ3 ×
1
15
e[−3,0,1,2],
Ψ4 = c−γ1cγ2cγ3c−γ4 ×−
1
15
e[0,3,−1,−2],
Ψ5 = cγ3c−γ4 ×
1
15
[−2,0,−6,3] · ∂φ(w)e[2,1,−1,−2],
Ψ6 = c−γ1c−γ2c2γ3
× 1
15
[0,−2,−6,3] · ∂φ(w)e[−1,−2,1,2],
Ψ7 = c−γ2c2γ3c−γ4
×
√
3
45
[4,2,−6,−3] · ∂φ(w)e[2,−1,1,−1],
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Table 2
Mixing due to exponential part of T (z)
Type 1 ep
Condition Mixes to (×cγi c−γj ) Mixing coefficient
$i − $j =−2 ep+γi−γj 12gigj
$i − $j =−3 i(γi − γj ).∂φ(w)ep+γi−γj 12gigj
$i − $j =−4 i(γi − γj ).∂2φ(w)ep+γi−γj 14gigj
cγi c−γj
(
(γi − γj ).∂φ(w)
)2
e
p+γi−γj − 14 gigj
Type 2 ik · ∂φ(w)ep
Condition Mixes to (×cγi c−γj ) Mixing coefficient
$i − $j =−1 ep+γi−γj 12 gigj (kj − ki )
$i − $j =−2 i(γi − γj ).∂φ(w)ep+γi−γj 12 gigj (kj − ki )
ik.∂φ(w)e
p+γi−γj 1
2gigj
$i − $j =−3 i(γi − γj ).∂2φ(w)ep+γi−γj 14 gigj (kj − ki )
k.∂φ(w)(γi − γj ).∂φ(w)ep+γi−γj − 12 gigj(
(γi − γj ).∂φ(w)
)2
e
p+γi−γj 1
4 gigj (ki − kj )
Type 3 ik.∂2 · φ(w)ep
Condition Mixes to (×cγi c−γj ) Mixing coefficient
$i − $j = 0 ep+γi−γj 12 gigj (kj − ki )
$i − $j =−1 i(γi − γj ).∂φ(w)ep+γi−γj 12 gigj (kj − ki )
$i − $j =−2 i(γi − γj ).∂2φ(w)ep+γi−γj 14 gigj (kj − ki )
ik.∂2φ(w)ep+γi−γj 12gigj(
(γi − γj ).∂φ(w)
)2
e
p+γi−γj 1
4 gigj (ki − kj )
Type 4 α · ∂φ(w)β · ∂φ(w)ep
Condition Mixes to (×cγi c−γj ) Mixing coefficient
$i − $j = 0 ep+γi−γj − 12 gigj (αi − αj )(βi − βj )
$i − $j =−1 i(γi − γj ).∂φ(w)ep+γi−γj − 12 gigj (αi − αj )(βi − βj )
iα.∂φ(w)e
p+γi−γj 1
2gigj (βi − βj )
iβ.∂φ(w)e
p+γi−γj 1
2gigj (αi − αj )
$i − $j =−2 i(γi − γj ).∂2φ(w)ep+γi−γj − 14 gigj (αi − αj )(βi − βj )
α.∂φ(w)β.∂φ(w)e
p+γi−γj 1
2gigj
α.∂φ(w)(γi − γj ).∂φ(w)ep+γi−γj − 12gigj (βi − βj )
β.∂φ(w)(γi − γj ).∂φ(w)ep+γi−γj − 12gigj (αi − αj )(
(γi − γj ).∂φ(w)
)2
e
p+γi−γj 1
4 gigj (αi − αj )(βi − βj )
Ψ8 = c−γ2cγ3
×
√
3
45
[2,4,−6,−3] · ∂φ(w)e[1,−2,−1,1],
Ψ9 = c−γ1cγ3
×
√
3
90
[4,2,−30,3] · ∂2φ(w)e[−1,0,−1,1],
Ψ10 = c−γ1c2γ3c−γ4
×
√
3
90
[2,4,−30,3] · ∂2φ(w)e[0,1,1,−1],
Ψ11 = c−γ1cγ3
×
√
3
90
([0,2,−2,−1] · ∂φ(w)[−4,−6,10,5]
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Table 3
Mixing due to derivative terms in TA(z)
Field type Mixes to Mixing coefficient
ep ep
∑ xi$2i
4
ik.∂φ(w)ep i
∑
i kixiγi .∂φ(w)e
p 1
2
ik.∂φ(w)ep
∑ xi$2i
4
ik.∂2φ(w)ep i
∑
i kixiγi .∂
2φ(w)ep 1
ik.∂2φ(w)ep
∑ xi$2i
4
α.∂φ(w)β.∂φ(w)ep i
∑
i αixiγi .∂φ(w)β.∂φ(w)e
p 1
2
i
∑
i βi xiγi .∂φ(w)α.∂φ(w)e
p 1
2
α.∂φ(w)β.∂φ(w)ep
∑ xi$2i
4
· ∂φ(w)+ [−2,−2,−4,4]
· ∂φ(w)[−3,−3,10,2]∂φ(w))
× e[−1,0,−1,1],
Ψ12 = c−γ1c2γ3c−γ4
×
√
3
90
([−2,0,2,1] · ∂φ(w)[−6,−4,10,5]
· ∂φ(w)+ [−2,−2,−4,4]
· ∂φ(w)[3,3,−10,−2]∂φ(w))
× e[0,1,1,−1].
This completes the set of field identifications. In a
similar fashion, all chiral fields of given charge can be
explicitly identified, resulting in the correct spectrum
for the k = 11 minimal model. The lattice I∗ produced
by I1, I2 and I3 equals γ ∗|Q=0. This can be seen by
noting that any exponent [a, b, c, d] which satisfies
Q = 0 must have c = −3a − 3b − 4d . It is then
possible to write
[a, b, c, d] = b[−1,1,0,0]
+ (a + b+ d)[2,0,−2,−1]
+ (a + b+ 2d)[−1,0,−1,1].
As the exponents [−1,1,0,0], [2,0,−2,−1] and
[−1,0,−1,1] are part of I1, I2, and I3, respectively,
an identity field containing the exponent [a, b, c, d]
may be constructed through studying terms in the
OPE of Ib1 I
a+b+d
2 I
a+b+2d
3 . These identifying fields
can be used to reduce any field to a standard form
as discussed above. For example, all fields of charge
Q = 3/13 can be identified with one containing the
exponent ζ1.
We conclude that by using field identifications
we are able to correctly identify the spectrum of
the interacting models and ‘factor out’ the conjugate
theory. As well as the above example, we have
successfully applied this technique to other minimal
models—e.g., the k = 35 minimal model generated
by a (5 × 5) Γ matrix. In all cases studied, two
derivatives have been sufficient to find all independent
field identifications. For c 3 models, further work is
necessary to tackle the problem of how to know when
we have the complete set of identifying fields.
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Appendix A
In Tables 2, 3 we summarise the rules for generat-
ing the mixing matrix.
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