Abstract. One of the most effective methods of infertility treatment is in vitro fertilization (IVF). Effectiveness of the treatment, as well as classification of the data obtained from it, is still an ongoing issue. Classifiers obtained so far are powerful, but even the best ones do not exhibit equal quality concerning possible treatment outcome predictions. Usually, lack of pregnancy is predicted far too often. This creates a constant need for further exploration of this issue. Careful use of different classification methods can, however, help to achieve that goal.
Introduction
It is estimated that infertility is a problem that affects approximately 15% of couples who wish to have a child (Radwan, 2011) . This phenomenon is the subject of many research teams around the world. The most effective method of infertility treatment, and often the only one that gives hope for the success of fertilization, is the in vitro fertilization method (IVF). The effectiveness of this method of treatment has grown steadily in recent years, exceeding the level of 40% (Milewski et al., 2013a) . But it is not a sufficient level to allow the use of the transfer of a single embryo, thereby reducing the risk of multiple pregnancy.
An important step to increasing the effectiveness of infertility treatment is the ability to predict the results of treatment. This allows one to adjust the parameters of the treatment to the individual case depending on the prognosis, which in turn translates to a higher percentage of success. There are a number of studies, with the aim of creating predictive models, allowing for prediction of pregnancy during the treatment process.
Basic statistical methods often turn out to be insufficient in the analysis of this type of data. Therefore, data-mining classification methods are very popular. Interesting results can be obtained by using artificial neural networks (Milewski et al., 2009 (Milewski et al., , 2013b . There are also reports on the application of data-mining analysis in reproductive medicine, such as the use of basket analysis and principal component analysis . Interesting results have also been obtained by applying the concept of the closest neighborhood . Some of the better results were obtained by applying the Random Forest algorithm, trying to predict the final outcome of a treatment even during its course (Malinowski et al., 2013) . These and other concepts have been widely described by Malinowski et al. (2014) .
The purpose of this study was to find a good classifier for data obtained from treatment using IVF. Following the previously obtained results and recommendations, the effectiveness of three classifiers -SVM, RkNN and RandomForest -was examined. Next, the effectiveness of the target classifier was examined. The second objective was to obtain a high quality classification for both possible outcomes of treatment.
Materials and Methods
The analyzed dataset was collected from 1,995 patients from an infertility treatment clinic in the USA. Pregnancy, defined by > 5 IU HCG/ml on 10-12 days after embryo transfer, was the dependent feature. There were also 26 independent features -14 numerical, 11 categorical and 1 ordinal. Among numerical values were: age, number of oocytes retrieved and cultured, semen parameters and hormone levels. HCG dose to induce ovulation was an ordinal variable, and diagnosis, type of treatment and stimulation protocol were categorical ones.
Dataset analysis was performed in a few steps. Standard data recognition was performed in the first step. Dependent features were selected and their basic properties were checked, including their range and occurrence of any abnormalities. In addition, the rate of missingness was analyzed.
Due to danger of overfitting, all further algorithms, if possible, were run inside a cross-validation loop. The whole dataset was divided randomly into validation and learning parts (ratio 3:7). If it was possible, algorithms were trained and evaluated on the learning part, and the validation one was left for final algorithm evaluation.
The next phase after feature recognition was missing value imputation. Three algorithms were selected:
-standard imputation, -"kNN" imputation, -"missForest" (Stekhoven et al., 2012) . The standard algorithm impute values using basic statistics are: mean (for a continuous dependent variable), median (for an ordinal value) and mode (for a categorical value). The kNN imputation algorithm fills in missing data in the same way as the standard imputation algorithm, but using information obtained from k -a particular number of -nearest neighbors. The missForest algorithm iteratively builds a Random Forest (in classification or regression mode -depending on the type of feature) to fill in missing data. The standard algorithm has no free parameters to tune, but the kNN imputation and missForest do (Table 1) , and require some form of crossvalidation. While it is possible to train the first two algorithms on observations different than those actually imputed, it is not so in the case of the latter one because of its iterative nature. Therefore, after choosing the best parameters, the "missForest" algorithm was performed using them on the whole dataset.
Tuning of "kNN" and "missForest" algorithms was performed by ranking their parameters against two measures, as defined by Oba et al. (2003) :
-normalized mean root square error (NRMSE) -for continuous features, -percent of false classified data (PFC) -for non-continuous features.
To calculate those values, some random part of the dataset was marked as missing, imputed, and then compared with the original dataset. The parameter set that minimalized the sum of rank was chosen as the best one.
If there was more than one such set, the minimum among the parameter(s) itself was chosen to obtain the final value. This rule of minimum-amongstminimum ensures choosing the simplest possible algorithm.
After imputation, a classification was performed, also using three methods:
-SVM (Boser et al., 1992) , -Random Forest (Breiman, 2001) , -Random kNN (Li, 2009 ). The first two algorithms were among the most powerful classifiers at the time of their introduction, and inspired a great deal of research. Even now, they are used as standard tools for classification. SVM builds a simple linear classifier in a transformed space of features by using an optimization procedure. By utilizing special additional constraint on the final form of that classifier, the possible space of solutions is greatly reduced, and, in most cases, only one such solution exists. Random Forest builds a set of decision trees, each on a separate bootstrap sample of data. Features to choose from are also selected randomly on each tree split. The decision of the whole forest is somewhat "democratic" in its nature -the final class is the one chosen by the majority of trees.
Random kNN is a randomized generalization of the kNN classifier algorithm. The algorithm builds a set of kNN classifiers, each trained on a random subspace of features from the original dataset. Similarly to Random Forest, the result of the whole set of kNNs is taken from the majority of votes. Among possible benefits over Random Forest, the algorithm uses kNN -a more stable and non-hierarchical algorithm (simpler) than a decision tree -as its base, and therefore does not require bootstrapping.
Each of the previously mentioned classification algorithms have free parameters to tune (presented in Table 2 ).
Even the best algorithms cannot help with data analysis without proper implementation. Whole analysis was performed in the R environment (R version 3.2.1 (2015-06-18) "World-Famous Astronaut"), with the packages presented in Table 3 . Some algorithms were written manually, including:
-cross-validation of imputation algorithms, including:
• calculation of NRMSE and PFC over randomly removed data, • standard and kNN imputation over validation data, -the random kNN algorithm, -Manual Random kNN implementation in R, adapted directly for tune function from the e1071 package, took only 50 lines of code, which is another indicator of algorithm simplicity. (Stekhoven, 2013) 
Results
The analyzed dataset is presented in Figure 1 . The first feature is a dependent one, then the next follows. Missing values are marked as black, while other values are gray-scaled. At the right side, there is a cross-validation indicator -observations marked as black (white) are training (validation) data. There were 598 observations in the validation dataset and 1,397 in the learning dataset.
Among 27 analyzed, missing values were in only 4 features, and comprised only 2.3% of the whole dataset. The cross-validation procedure for imputation randomly removed 2.5% of data in each step. In Table 4 , ranges of imputation algorithm parameters are described. They were selected par-Paweł Malinowski et al. After obtaining parameters, imputation of the whole dataset was performed. Such prepared datasets were ready for classification. Again, using recommendations from the algorithm authors, parameters from Table 5 were chosen to tune. Due to the curious pattern of SVM classifier performance (Figure 4 ), an additional range was selected for analysis to cover specific regions of parameter space ( Figure 5 ). Rectangle areas appeared in both figures in places of rather poor classification quality. They are the result of random number generation that took place on different desktops (the whole calculation was Results from the RkNN classifier were very similar among datasets obtained by different methods of imputation. In Figure 6 , results for best number of neighbors are shown.
The Random Forest algorithm had a slightly lower error rate than other algorithms. In Figure 7 , results for best nodesize are shown.
The best classifier algorithm was used again, this time for the validation part of the dataset. Results are shown in Table 6 . 
Conclusions
SVM has a curious pattern of classification quality. Best classification was obtained using very flat kernel and high cost of misclassification. Despite simplicity, RkNN shows higher quality than SVM. This is another confirmation of the high predictive power of the simple nearest neighbor concept. Random Forest shows superior quality, compared to SVM and RkNN. Very similar results, obtained in the training and validation phases, illustrate the generalization power of the trained classifier. The most important result is almost equal predictive power for pregnancy and lack of it. Usually, lack of pregnancy is detected far more correctly than positive outcome of treatment. This very important result gives hope for the possibility of finding an even more effective classifier. By carefully studying its internal structure, it might even be possible to find relevant features determining the result of IVF treatment, which will be the next logical step for future analysis.
