Purpose: The paper presents a complete computer-aided detection (CAD) system for the detection of lung nodules in computed tomography images. A new mixed feature selection and classification methodology is applied for the first time on a difficult medical image analysis problem. Methods: The CAD system was trained and tested on images from the publicly available Lung Image Database Consortium (LIDC) on the National Cancer Institute website. The detection stage of the system consists of a nodule segmentation method based on nodule and vessel enhancement filters and a computed divergence feature to locate the centers of the nodule clusters. In the subsequent classification stage, invariant features, defined on a gauge coordinates system, are used to differentiate between real nodules and some forms of blood vessels that are easily generating false positive detections. The performance of the novel feature-selective classifier based on genetic algorithms and artificial neural networks (ANNs) is compared with that of two other established classifiers, namely, support vector machines (SVMs) and fixed-topology neural networks. A set of 235 randomly selected cases from the LIDC database was used to train the CAD system. The system has been tested on 125 independent cases from the LIDC database. Results: The overall performance of the fixed-topology ANN classifier slightly exceeds that of the other classifiers, provided the number of internal ANN nodes is chosen well. Making educated guesses about the number of internal ANN nodes is not needed in the new feature-selective classifier, and therefore this classifier remains interesting due to its flexibility and adaptability to the complexity of the classification problem to be solved. Our fixed-topology ANN classifier with 11 hidden nodes reaches a detection sensitivity of 87.5% with an average of four false positives per scan, for nodules with diameter greater than or equal to 3 mm. Analysis of the false positive items reveals that a considerable proportion (18%) of them are smaller nodules, less than 3 mm in diameter. Conclusions: A complete CAD system incorporating novel features is presented, and its performance with three separate classifiers is compared and analyzed. The overall performance of our CAD system equipped with any of the three classifiers is well with respect to other methods described in literature.
I. INTRODUCTION AND RELATED WORK
Several imaging modalities are used in recent work on computerized methods for lung nodule detection and diagnosis, e.g., for chest radiography 1-3 and computed tomography (CT) in both low-dose CT for screening purposes 4-6 and high resolution CT (HRCT). [7] [8] [9] The increased interest in lung nodule detection has resulted in the availability of public image databases for the evaluation and validation of algorithms. These include the Lung Image Database Consortium (LIDC) image database, 10 the ELCAP Public Lung Image Database made available by Cornell University, 11 and the Lung TIME database. 12 The "Automatic Nodule Detection 2009 (ANODE09)" database 13 differs from the other databases in that no ground truth data, annotations, markings are provided (except in five cases): the images are used for testing algorithms and comparisons with other systems.
The importance of developing automated methods is underlined by statistics from the American Cancer Society; in their most recent reports for the United States in 2009, it is estimated that lung cancer will account for about 28% of all cancer deaths, which is by far the leading cause of cancer death among both men and women. 14 Early stage lung cancer is typically manifested in the form of pulmonary nodules, which are visible on CT scans as structures that are roughly spherical in shape.
Various methods have been proposed to detect lung nodules from clinical data. A few of these methods are briefly outlined here. In Ref. 15 , an automated method for lung nodule detection was developed based on grey-level-thresholding, using rule-based classifiers and linear discriminant classifiers to differentiate between nodule candidates resulting from the thresholding process that correspond to actual nodules (or true positives, TPs) and to nonnodules (false positives, FPs). In Ref. 16 , Paik et al. developed the surface normal overlap method and applied it to colonic polyp detection and lung nodule detection in CT images. Recently, Ye et al. 17 combined volumetric shape index and "dot" maps followed by adaptive thresholding and modified expectation-maximization methods to segment potential nodule objects. For the classification stage, the authors use rule-based filtering methods followed by a weighted support vector machine (SVM) classification.
In early work by Lee et al., 18 template-matching was proposed based on genetic algorithms (GAs) and using rulebased methods to remove FPs. Boroczky et al. 19 present a feature subset selection method based on GAs coupled with an SVM classifier to reduce the FPs generated by a lung nodule detection unit. 8 The use of a massive training artificial neural network (MTANN) to enhance nodules and suppress vessels and to distinguish between benign and malignant nodules is explored in Refs. [20] [21] [22] [23] . The method is shown to have potential in distinguishing between nodules and vessels and in reducing the number of FPs in a lung nodule detection scheme.
Brown et al. 24 describe a method based on anatomical modeling using fuzzy sets. An example-based approach to help in classifying nodules is proposed by Kawata et al. 25 In Ref. 26 , Golosio et al. use multithreshold surface-triangulation and computed features provided to a fixed-topology artificial neural network (ANN) for nodule detection in lung CT. In Ref. 27 , Suarez-Cuenca et al. investigate the capability of an iris filter to discriminate between nodules and false positives, and they evaluate their system on CT scans containing 77 nodules in total. Retico et al. propose a method to automatically detect subpleural nodules in Ref. 28 , and they validate their method on a dataset of 42 annotated CT scans. In Ref. 29 , Li et al. apply a selective nodule enhancement filter to considerably enhance nodules and suppress blood vessels and an automated rule-based classifier to reduce FPs on a database of 117 thinsection CT scans with 153 nodules. Performance analysis of computer-aided detection (CAD) systems on datasets annotated by multiple radiologists are reported by Sahiner et al. 30 and Opfer and Wiemker. 31 A CAD system for lung nodule detection based on intensity thresholding, morphological processing, and linear discriminant and quadratic classifiers is validated on the LIDC and ANODE09 databases in a paper by Messay et al. 32 In Ref. 33, Ge et al. propose the use of some three-dimensional (3D) gradient field descriptors and ellipsoid features to reduce the number of FPs in a CAD system for lung nodule detection in CT images. Pu et al. 34 present a simple computerized scheme for lung nodule detection based on geometric analysis of a signed distance field, and they test their method on 52 low-dose screening CT scans with 184 nodules altogether, including part-solid and nonsolid nodules. In Ref. 35, Zhang et al. propose a novel method called local shape controlled voting that improves on the normal overlap method proposed by Paik. 16 The authors validate their method on 42 HRCT cases and show that better performance is obtained compared to the original method with improved time efficiency. For a more complete overview of computerized methods that have been developed for the lungs, the reader is referred to several literature reviews=surveys. [36] [37] [38] In the field of lung nodule detection, many of the developed methods propose optimal feature selection techniques before the classification stage. 5, 19, 32 Hence, feature selection and classification appear as two separate stages in the CAD system. In this paper, a new feature-selective classifier is briefly described, "Feature-Deselective Neuro-Evolving Augmenting of Topologies (FD-NEAT)," and applied for the first time on a complex image analysis problem. The behavior of FD-NEAT was previously examined on several simple feature-selective experiments, 39 e.g., the classical exclusive or classification problem and maneuvering a robotic car around a race track by selecting relevant sensors in a race car simulator environment (RARS). 40 The novelty of FD-NEAT is the incorporation of the feature selection into the classification task. 39 In general, low complexity networks are obtained (either with a lower number of internal nodes or connections or both) that can be trained faster and are computationally less expensive in the operational phase. FD-NEAT is based on the NEAT method proposed by Stanley et al. 41 With NEAT, the topology of the ANN does not have to be predefined. FD-NEAT extends the NEAT method to feature selection, namely, FD-NEAT selects relevant features at the same time as it determines the topology of the network that best solves the classification task. The operational principles behind NEAT and FD-NEAT are described in some more detail in Sec. III.
New is also the use of the "divergence of the normalized gradient or mean curvature feature in 3D" in the detection stage of the CAD system. In the detection stage, separate schemes are derived for different nodule types, namely, for the isolated, juxtavascular (or vessel-connected), and juxtapleural (or pleura-connected) nodules. The differential invariants used in the nodule detection algorithm are based on the method proposed by Salden et al. 42 in 3D and by Romeny in 2D. 43 The invariant features are computed after fixing a gauge coordinate system to the image topology.
The outline of the paper is as follows: first, the datasets used in our experiments are described in Sec. II. Section III starts with the Preprocessing including isotropic re-sampling of the lung images and the lung segmentation algorithm, followed by the Nodule Candidate Detection including the extraction methods for suspicious lung nodule candidates from within the segmented lungs and for different nodule types, namely, for the isolated, juxtavascular, and juxtapleural (or subpleural) nodules. Section III C. contains a detailed description of the features and classifiers that are analyzed in our experiments. Section IV is about experimental results followed by Secs. V and VI on discussion and conclusions, respectively.
II. MATERIALS
Our CAD system was trained and tested on lung images made publicly available by the Lung Image Database Consortium (LIDC). Following the rule of thumb that is usually applied for splitting a data set in a training and independent test set--approximately 2 = 3 versus 1 = 3 of the cases--we have chosen to include in the training set 235 CT scans and in the test set 125 scans. 19, 27 Currently, as of December 2010, there are 399 scans that can be downloaded from the website of the National Biomedical Imaging Archive (NBIA) of the National Cancer Institute (NCI). Specific details about the cases used for training and testing are provided in Appendix A, as well as a motivated list of cases excluded from this research. The LIDC database is the result of a cooperative effort between five academic institutions in the US to develop an image database as a web-accessible international research resource for the development, training, evaluation, and comparison of CAD methods and algorithms for lung cancer detection and diagnosis in helical CT. A range of scanner manufacturers and models are represented in the database. 10, 44 Each scan is provided with annotations by four experienced radiologists (each from a different institution), who drew complete outlines and identified the radiological characteristics of all nodules between 3 and 30 mm in diameter in the scans. The 3D center-of-mass of non-nodules=anomalies larger than 3 mm in diameter and nodules less than 3 mm were also marked by the radiologists. A "blinded" and "unblinded" reviewing procedure was established. In the blinded review stage, each radiologist individually marked the nodules=lesions in a blinded fashion. In the unblinded review, each radiologist re-examined the cases with the additional information of the markings of the other radiologists. No forced consensus was imposed in the final review.
With the data compiled by LIDC, a study can be performed taking into account the agreement levels between the four radiologists, for different nodule types, before and after the unblinded read session. 45, 46 There are various ways of building a reference standard based on the annotations of the four radiologists. In this paper, we used the method employed in Refs. 26 and 31 called ground truth with agreement level j; the list of all the nodules marked by at least j of the four radiologists (Annotations smaller than 600 mm 3 with centroids within a distance of 5 mm are considered the same nodule. For annotations bigger than 600 mm 3 a threshold of 9 mm is used. See Sec. IV where we use the same criteria for defining the scoring rules). In general, it is desirable to obtain higher sensitivities for nodules identified with higher agreement levels. CAD system performance evaluation studies using the LIDC database have been conducted by Opfer and Wiemker, 31 Golosio et al., 26 and Messay et al. 32 among others.
III. METHODS
The CAD system performs four main tasks: preprocessing, nodule candidate detection, feature selection, and classification. Figure 1 displays the top level block diagram of our CAD system.
III.A. Preprocessing
The LIDC database consists of images of varying resolution and slice thickness. Reconstruction intervals of the images range from 0.75 to 3 mm. 44 Isotropic re-sampling of the data to a voxel dimension of 1 mm 3 was performed. Trilinear interpolation was used to determine the grey-values between the voxel locations.
The re-sampled image data was partitioned in the lung volume and surrounding structures. The 3D lung mask obtained from this segmentation step is used to ensure that the nodule detection procedure is performed within the lung regions only. The lung segmentation procedure is similar to that proposed in Refs. 26 and 47. The density of the lung parenchyma and that of the structures surrounding the lungs are very different: around À700 and 0 in Hounsfield units (HU), respectively. The density value used to extract the lungs from the surrounding structures, which was optimized on the training set is l I ¼ À550 HU. All densities below this threshold are retained as foreground. From this foreground, we remove the segments touching the upper and lower image borders and the segments adjacent to the lower halves of the left and right image borders. In our method, the lungs region of interest (ROI) is then obtained by extracting the largest foreground segment. In most cases, this approach works well, as the two lungs are extracted as one segment, since in 3D there is a connection through the primary bronchi and in several transversal slices both lungs are very close to each other. However, in some cases where pathology is present, two segments are obtained. This is detected automatically: if the second largest segment contains more than half of the number of voxels of the largest one, then both segments are considered as the lungs ROI.
A 3-D morphological closing operation using a "ball" structuring element of radius 13 voxels is then applied to the parenchyma mask to include missing structures within the lungs and juxtapleural nodules, i.e., nodules connected to the pleural surface.
III.B. Nodule candidate detection
Three different types of nodules are considered, namely, isolated, juxtavascular (or vessel-connected), and juxtapleural (or pleura-connected) nodules. Due to inherent differences in their nature and appearance in the images, we derive specific segmentation algorithms with different parameter settings for each nodule type.
Our nodule segmentation method uses selective nodule and vessel enhancement filters presented by Li et al. 48, 49 These filters have been explored extensively and analyzed with other methods in several publications. 17, 29, 50 The main problem of using these nodule enhancement filters is the high amount of FP detections, especially in the locations of vessel branches and junctions. To better estimate the location of the nodule centers and to reduce the FP rate, we use the maxima of the divergence of the normalized gradient of the image in 3D to generate seed points (see Sec. III B 1). The nodule centers are subsequently merged with the segmented nodule clusters (see Sec. III B 2). Finally, a cluster merging stage is implemented to cluster overlapping nodules and to reduce the number of FPs (see Sec. III B 3).
III.B.1. Seed point detection by divergence of normalized gradient (DNG)
To determine the seed point of the nodule, we use the divergence of the normalized gradient of the image in 3D k ¼ divðwÞ, wherew ¼rL=krL k and L is the image intensity. The DNG is equivalent to the mean curvature in 3D.
Hereafter, we explain that the maxima of the divergence yield a good estimate of the locations of the nodule seed points or centers. In general, the divergence is an operator that measures the magnitude of a vector field's source or sink at a given point. It is a signed scalar representing the volume density of the outward flux of a vector field from an infinitesimal volume around that point.
In the context of our application, a lung nodule can be modeled as a sphere with decreasing intensity along the ra-dial axis against a darker background. The div operator is applied on the normalized image intensity gradient vector field. Many partial derivatives of the image must be computed in the divergence calculation. To reduce the noise sensitivity, the original image is blurred with a Gaussian prior to the application of the div operator. The location corresponding to the maximum of the DNG in the region of a nodule is a good estimate of the center or seed point of that nodule.
In order to detect the seed points of different-sized nodules, the maxima of the DNG are computed at multiple scales taken from a set of 6 scales r, ranging from 1 to 4 mm. The maxima, which correspond to values above threshold 100 for isolated=juxtavascular nodules and above threshold 25 for juxtapleural nodules are retained as seed points.
The threshold values are determined experimentally and are maintained at each scale. A maximum response of the divergence filter is obtained when the width of the Gaussian kernel matches the nodule diameter. Figure 2 illustrates that an optimal detection rate of 91.1% is obtained at 479FP=scan on the training set.
The maximum divergence K(x) is used as a feature for the classification stage
where s is the standard deviation of the Gaussian filter and k s is the DNG computed at each scale. The DNG (k s ) is illustrated in Fig 3(e) and 3(f), it can be observed that the DNG yields spatially well concentrated structures, while the Laplacian gives rise to blobs that may spread out via interconnections. Therefore, the maxima of the DNG will correspond well to the center points of the nodules, while this will not always be the case for the Laplacian.
FIG. 2. Performance evaluation of the nodule detector in our CAD system for the training set, at different DNG threshold values (see Table I ) applied to "isolated=juxtavascular; juxtapleural" nodules.
Computing the DNG is just the first step of our proposed nodule segmentation procedure. The maxima of the DNG merely give an estimate of the locations of the nodule centers. To segment the nodule candidates, we use nodule and vessel enhancement filters proposed by Li et al. 48, 49 These filters have also been used for nodule detection in Refs. 17 and 53. The nodules are segmented by thresholding the nodule-filtered image; different thresholds are used for isolated=juxtavascular and juxtapleural nodules (see Sec. III B 2).
III.B.2. Multiscale nodule and vessel enhancement filtering
In Ref. 48, Li et al. propose the use of a nodule enhancement filter and a vessel enhancement filter to segment nodules and vessels, respectively. In our experiments, the nodule and vessel enhancement filters are calculated at six different scales in a range of 1-4 mm. A thresholding step is implemented on the nodule-enhanced image to form clusters or voxels of interest. The thresholds are determined empirically and differ for juxtapleural and isolated=juxtavascular nodules. Also the voxel-clustering procedure itself is different for the different nodule types.
To extract the candidate isolated nodules, we perform a threshold operation at À600 HU on the re-sampled image within the region defined by the lung mask region obtained as described in Sec. III A. A grey-level threshold value of 6 is subsequently applied on the nodule-enhanced image. Resulting clusters that have values above the threshold are confronted with the DNG seed points extracted in the previous stage: the clusters that correspond to those seed points and whose volumes are more than t vol are kept as possible isolated nodule candidates. During the development stage of the system, t vol was empirically set at 9 voxels for isolated and juxtavascular nodule candidates. To reject huge structures within the isolated nodule candidates set such as branching blood vessels and structures that are erroneously included in the lung mask, a threshold on the maximum size of the candidates is set to 500 voxels. Note that low values of t vol can be used, because the calculation of features for the classification stage is performed on larger spherical kernels to enhance the robustness (see also Sec. III C 3).
The juxtavascular nodule detection is applied on the nodules that were omitted from the isolated nodule detection stage due to connections or linkages with blood vessels or other structures. An empirically determined threshold of 150 is applied on the vessel-enhanced image. The points corresponding to maxima of the DNG within the thresholded vessel-enhanced image are more likely to be vessel junctions or branches and are omitted too. The remaining maxima of the DNG are used as seed points in a 3D constrained region growing performed on the nodule-enhanced images. For each juxtavascular nodule candidate, the seed point is a maximum of the DNG, which falls within a distance of 2 voxels from the nodule cluster. The region growing is limited to 30 voxels. Voxels are added to the seed region if (i) these voxels are adjacent to (in terms of the 26-neighbourhood in 3D image space) the seed region and (ii) their nodule filter values (extracted from the nodule-enhanced image) are within a range of [À10, þ10] centered around the most recent voxel included in the segmentation. After the region growing, a threshold value of 6 is applied on the nodule-enhanced images of the segmented clusters obtained from the region growing procedure. As before, the clusters with volumes more than t vol equal to 9 voxels after thresholding are retained as possible juxtavascular nodule candidates.
The proposed method to detect juxtapleural nodules is very similar to that of the isolated and juxtavascular nodules. In the first stage of the detection, the juxtapleural nodule candidates are extracted by applying a threshold of À400 HU on the re-sampled images. An empirically determined threshold of 4 is applied on the nodule-enhanced image. As before, only the clusters that correspond to the DNG seed points and have volumes above t vol are retained as nodule candidates. t vol is empirically fixed to 1 voxel. The juxtapleural nodule detection procedure is confined to regions within 4 pixels of the lung wall. This region is extracted by performing a 2D erosion procedure using a disc structuring element on the lung mask obtained from the segmentation stage and limiting the juxtapleural nodule detection procedure only to that region. In a similar way as for the juxtavascular nodules, the seed points of the juxtapleural nodules that were omitted due to connections with larger structures are extracted, and region growing is performed on those seed points. At the end of the region growing procedure, a threshold value of 4 is applied on the nodule-enhanced image of the clusters. Only the clusters that have volumes above t vol ¼ 1 voxel are retained as possible juxtapleural nodule candidates.
III.B.3. Cluster merging
Many clusters originating from the specific segmentation techniques for isolated, juxtavascular, and juxtapleural nodules now exist. Frequently, they are overlapping. The clusters are thus merged to ensure that a single nodule is represented by a single detection rather than by two detections. This is accomplished by performing a logical OR operation on all the segmented clusters. Before the merging procedure, a logical AND operation between the lungs segmentation mask and the extracted clusters is performed to eliminate structures outside the lung region that were included in the region growing procedure applied in the juxtavascular and juxtapleural nodule candidate segmentations. The process of cluster merging also reduces the number of FPs in the classification stage. Many nodule candidates are generated at the detection stage that will be filtered by a process of feature selection and classification as described in Sec. III C.
III.C. Feature selection and classification
We propose features that are invariant under the group of orthogonal transformations (translations, rotations). The invariant features are calculated in a 3D gauge coordinates system (Sec. III C 1). Apart from these invariant features (Sec. III C 2), other shape and regional descriptors (Sec. III C 3) are also included to improve the classification process. Altogether 45 features are provided to the classification stage of the CAD system. A two-class (nodule, non-nodule) feature-selective classifier is proposed, FD-NEAT (Ref. 39) in Sec. III C 4. Further details and explanation on FD-NEAT are provided in Sec. III C 5. We also compare FD-NEAT's performance with that of two other classifiers (Sec. IV), namely, SVMs and a fixedtopology ANN described briefly in Sec. III C 5.
III.C.1. Gauge coordinates
The only image objects, at fixed scale, that are invariant to the orthogonal group of spatial transformations and the group of general intensity transformations are isophotes and flowlines. 54 In Ref. 42 , a 3D gauge coordinates system is defined whereby the system consists of three orthogonal frame vectors, namely, the tangent vectorw, the normal vectorṽ, and the binormal vectorũ. 42 The tangent vector is fixed along the direction of maximal gradient of the flowline whereas the normal vector and the binormal vector are fixed in the directions of maximal and minimal curvature of the isophote, respectively. Any derivative expressed in the gauge coordinates is an orthogonal invariant. 43 All gauge derivatives, i.e., every derivative to w, v, and u are orthogonal invariants and so are all polynomial combinations of gauge derivatives. 43 These features have been explored extensively in 2D, 43 but less so in 3D. 55 
III.C.2. Invariant features
Among established invariant features, the ridge detector L vv and the isophote curvature L vv =L w have been analyzed in the context of 3D CT=MRI matching of human brain scans. 55 Other invariants are explained in Refs. 43 and 56. These include a measure for isophote density L ww , a measure of umbilicity or "deviation from flatness" L ij L ji , and a checkerboard detector and Y-junction detector. A thorough survey on local invariant feature detectors has been written by Tuytelaars and Mikolajczyk. 57 Shape is an important feature as it helps to discriminate between lung nodules (spherical in 3D) and blood vessels (more cylindrical or tubular), as these are important sources of FPs. We extended the experiments of Ref. 58 in both 2D and 3D to established invariant features and to new combinations of gauge derivatives. 59 The experiments were performed on images of isolated and juxtapleural nodules, blood vessels, and blood vessel junctions.
Both L uu and L vv yield strong negative responses in the presence of spherical lung nodules as the principal curvatures are both high for spherical structures. In the presence of tubular structures like blood vessels, the results are typified by a strong response in L vv and a weaker response in L uu . Our experiments confirmed this behavior. An example is given in Fig. 4 . III.C.3. Invariants based on gauge derivates, other shape and regional descriptors, used for classification Apart from the gauge derivative invariant features, also classical geometric or shape descriptors and regional or grey-value descriptors are computed for the classification. A list is given in Table II .
L uu and L vv are computed on the candidate nodule segmentations and on spherical kernels of radii 1 and 3 pixels (or 1 and 3 mm) centered at the centroids of the nodule candidates at scales, s ¼ 1 and 2 pixels. The mean nodule filter output, the mean vessel filter output, and the mean K(x) defined in Eq. (2) are computed for each nodule candidate and for two spherical kernels (of 1 and 3 mm) centered at the nodule candidate centroids. The main purpose for computing the features on spherical kernels is that in some cases the nodule candidates consist of only a few pixels as a result of applying a threshold on the nodule filter in the detection stage. In these cases, computation of the features on only a few pixels might not be truly representative of the features of the nodule or structure in question. Also, the gauge coordinates are not defined at singular points in the intensity landscape. 43 In Ref. 5 , the authors compute some grey-value features over spherical kernels to eliminate structures that do not lie in sufficiently bright regions. The optimal ANN topology and complexity are often unknown, and therefore heuristically chosen. Since the ANN topology determines the size of the search space, the consequences of wrong choices could be severe. Searching in too large a space is intractable whereas searching in too small a space limits solution quality. The network complexity also determines how fast a solution is found. The addition of every extraneous feature adds at least one dimension to the search space. However, if important features are excluded, it might be impossible to find an optimal solution. These problems highlight the need for feature selection algorithms, and the need to find optimal solutions in simpler structures.
Neuroevolution is a form of machine learning that uses GAs to evolve ANNs. With NEAT, 41 a designer is not required to propose a network topology in advance; NEAT automatically discovers the topology and weights of the network that best fits the complexity of the task at hand. In NEAT, evolution starts from an almost minimal structure with all the inputs connected directly to all the outputs. New structure is added incrementally through the mutation 
Elongation factor, max dim=min dim -7
Bounding ellipsoid feature 0 for 2D ellipsoid; 1 for 3D ellipsoid 8
Distance of nodule candidate centroid to lung wall -9
Distance of nodule candidate centroid to the center of the 2D image slice on which the nodule candidate centroid is located -
10-21
Mean (average) of L uu and L vv On segmented voxels, and spherical kernels of radius ¼ 1 and 3 pixels at scale, s ¼ 1 and 2 [22] [23] [24] Mean (average) of nodule filter values On segmented voxels, and spherical kernels of radius ¼ 1 and 3 [25] [26] [27] Mean (average) of vessel filter values On segmented voxels, and spherical kernels of radius ¼ 1 and 3 [28] [29] [30] Mean (average) of divergence K (x) values On segmented voxels, and spherical kernels of radius ¼ 1 and 3 [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] Grey-value features: mean, median, maximum, minimum, and standard deviation On segmented voxels, and spherical kernels of radius ¼ 1 and 3 operators. Starting minimally helps NEAT to learn fast as it searches for an optimal solution over a lower-dimensional search space. NEAT only jumps to a larger search space when performance in the smaller one stagnates (i.e., does not improve over a specified number of generations). Since only additional structures that improve performance are likely to be retained, NEAT tends to discover small networks without superfluous or unnecessary structures. In regular NEAT all the initial inputs are considered to be relevant or useful to the network's performance. When it is not certain that all inputs are relevant, the initial connections of NEAT might impair the performance of the search algorithm as the search space is increased by the high number of initial input connections.
A feature-selective version of NEAT, namely, FS-NEAT, is presented by Whiteson et al. 62, 63 FS-NEAT is an extension to NEAT that attempts to solve the feature selection problem by starting even more minimally than NEAT, namely, with networks having only one randomly selected input connected to a randomly selected output in the initial network population. However, in most tasks, FS-NEAT's networks lack the necessary structure to perform well. 39, 64 Recently, a novel feature-selective version of NEAT, namely, FD-NEAT, 39 was presented. As opposed to FS-NEAT, FD-NEAT starts in the same way as regular NEAT, with all inputs connected to all the outputs. However, with FD-NEAT, an additional mutation operator enables discarding irrelevant or redundant inputs. Hence, FD-NEAT prunes the input features in the initial set instead of adding features. FD-NEAT is able to optimize its weights quickly so that suitable weights can be assigned to features based on their relevance or redundancy. FD-NEAT is shown to outperform FS-NEAT on a number of feature-selective tasks. 39 
III.C.5. Performance comparisons with other classifiers
FD-NEAT's performance is compared with that of two other established classifiers, namely, SVMs and fixedtopology ANNs. All results are obtained for a test set that is kept completely separated from the training set.
A LIBSVM (Ref. 65 ) classifier with the radial basis function (RBF) kernel defined as Kðx i ; x j Þ ¼ expðÀckx i À x j k 2 Þ, c > 0 is designed on a training set of instance-label pairs (x i , y i ), i ¼ 1, …, l where x i 2 R n and y 2 f1; À1g l . Five-fold cross-validation with parallel "grid-search" 66 is used to determine the penalty parameter of the error term and c. In our approach, we perform linear normalization of all input features.
The second classifier is the standard feed-forward ANN having a single hidden layer with hyperbolic tangent activation function at the hidden nodes, and linear transfer function at the output node. The number of input nodes is equal to the number of features, i.e., 45. Only one output node is used; values at the output node above a certain threshold depending on the FP rate correspond to nodule detections and values below to non-nodule detections. The fixed-topology ANN is trained through the Levenberg-Marquardt backpropagation algorithm. 67, 68 The network's performance is analyzed for 5-40 neurons in the hidden layer, which is always initialized with random weights. For FD-NEAT, the hyperbolic tangent activation function is used at the hidden nodes whereas a modified sigmoidal transfer function is implemented at the output node. Experiments show that FD-NEAT performs better when the modified sigmoidal transfer function instead of the linear transfer function, is used at the output node.
FD-NEAT and the fixed-topology ANN (The fixedtopology ANN performs best with 11 neurons in the hidden layer) are trained on a target vector with different values (0.55, 0.7, 0.85, and 1) assigned to nodules at different agreement levels, while SVM is trained on a target vector in which the same target value is used for all agreement levels. This strategy was based on initial experimental results showing optimal performance under these learning strategies.
FD-NEAT is found to perform best when the variance normalization (normalization of the mean and standard deviation of the training set) is applied to the input features whereas the SVM and fixed-topology ANN perform better when the features are normalized linearly.
III.C.6. Classification methodology and experimental setup
The number of detections is very large on the training dataset of 235 CT scans (just after the detection stage, see Fig. 1 ): 111 906 detections altogether. The nodules having a diameter between 3 to 30 mm (574 in total) that are identified by different radiologists are divided into four subsets, with the number of nodules equal to 202=113=104=155 nodules annotated by 1=2=3=4 radiologists, respectively.
There are altogether 111 332 non-nodule regions in the training set generated by the detection stage of our CAD system, i.e., an average of 474 non-nodules per scan. The training and validation procedure does not work if there are too many negative examples (i.e., non-nodule regions) compared to positive ones. Hence, it is important to reduce the number of non-nodule regions without altering their distribution in the feature space. A possible way of doing this is by using a 2D selforganizing map (SOM). [69] [70] [71] At the end of the unsupervised learning procedure, based on the winner-takes-all rule, the non-nodule regions are As in any GA procedure, several runs or repetitions have to be performed to find the optimal FD-NEAT network over the entire search space. This is standard practice in the field of evolutionary intelligence. 39, 41, 62 The networks are evolved in a population of 200 networks over 200 generations. The best network, i.e., the network with the highest fitness (computed using a fitness function based on the classification accuracy defined in Ref. 41 
IV. RESULTS
The independent test set consists of 125 CT scans. For the nodules in the test set, the following distribution is applicable: 87=46=46=80 TPs annotated by 1=2=3=4 out of 4 radiologists, respectively.
The detection stage yields 56 865 candidate detections altogether. Of the nodule candidates, a total of 64=44=43=79 nodules are detected, which correspond to sensitivities of 88.8%=96.5%=96.8%=98.8% at agreement levels 1=2=3=4. The average number of FPs per scan computed at their respective agreement levels is 456.7=457.3=457.6=458.0 at this point (after the detection stage) of the CAD system. The system's scoring method reports a detection as a TP if its center of mass (or centroid) is within a specified Euclidean distance of the center of mass of an annotation. For an annotation with a volume less than 600 voxels (or mm 3 ), the distance is set to 5 voxels (or 5 mm). For bigger nodules with volumes exceeding 600 voxels, the distance threshold is set to 9 voxels.
The scoring method is based on the distance between the nodule candidate centroid as proposed by our system and the centroid of the radiologist's annotation, and the distance threshold is derived from the radii of the annotations (see Refs. 28 and 34) . The range of the nodule sizes in the LIDC database is 1.5 to 15 mm in radius, assuming the nodules are spherical. At a volume of 600 mm 3 , the volume-equivalentradius r (assuming that the volume is spherical) via the formula r ¼ ffiffiffiffiffiffiffiffiffiffiffiffi ffi 3Ávolume 4p 3 q is equal to 5.2 mm. Hence, for nodules with a volume smaller than 600 mm 3 , we set the threshold for reporting a TP detection to 5 mm (slightly stricter than the obtained 5.2 mm for a volume equal to 600 mm 3 ). From the histogram of volumes in the database (i.e., the 360 cases used), we see that radii less than 5 mm cover about 75% of the annotated nodules. Relaxing the distance criterion towards larger values might only slightly improve the TP rate for nodules with volumes less than 600 mm 3 at the risk of introducing much more FPs. Similarly, nodules with radii between 5 mm and 9 mm represent approximately 75% of the remaining annotations. For those nodules, we adopt a distance threshold of 9 mm. For nodules with radii larger than 9 mm (maximum radius in the database is 15 mm) we do not relax the previous distance threshold towards higher values as this might only slightly improve the TP rate at the risk of introducing much more FPs. The thresholds 5 and 9 mm are therefore a reasonable compromise for defining the scoring rules. The features of the candidate nodules are normalized (see Sec. III C 5) and fed to the inputs of the three different classifiers. Figure 5 shows the free-response receiver operating characteristic (FROC) curves of the FD-NEAT classifier for nodules with different agreement levels. Figure 6 displays the same FROC curves for the fixed-topology ANN classifier and Fig. 7 for the SVM classifier. It can be observed in all the results that the sensitivities are generally higher for nodules identified at higher consensus among the four radiologists with considerably better results at agreement levels 2-4 compared to agreement level 1. Figures 8-11 show the FROC curves comparing the performances of the three classifiers at agreement levels 1-4, respectively. Table III displays the CAD system sensitivities at all agreement levels for the FD-NEAT classifier, fixed-topology ANN, and SVM classifiers, respectively, obtained at a FP rate of 4 per scan, which is an acceptable FP rate used by other CAD systems in the literature. 5, 26, 31 From the detection results at different agreement levels (Figs. 5-11), it can be observed that all three classifiers perform comparably well, with the fixed-topology ANN classifier's overall performance slightly exceeding that of SVM and FD-NEAT. The results of the fixed-topology ANN classifier display a clear trend whereby the results are better at higher agreement levels. The results of SVM and FD-NEAT also display the same trend whereby better overall performance is generally obtained at higher agreement levels. It can also be observed from Figs. 5-7 that for all three classifiers, the CAD sensitivities at agreement levels 2-4 are considerably higher than at agreement level 1. Slight increases in performance can be observed when the number of agreement levels is incremented from 2 to 4, but the improvements in performance are much less obvious than the considerable increase observed between agreement levels 1 and 2.
If we compare the performances of the three classifiers at fixed agreement levels ( Figs. 8-11) , it can be observed that the fixed-topology ANN generally outperforms the other two classifiers at agreement levels 1-4. At agreement levels 2 and 3, FD-NEAT's performance is the best between FP rates of 3-4 per scan. Conversely, SVM's performance exceeds the other two classifiers between FP rates of 1-2 FP per scan at agreement levels 2 and 3.
From Table III , it can be observed that at an FP rate of 4 FP=scan, FD-NEAT's performance is highest at agreement level 3: 109 out of 126 nodules that are annotated by at least three radiologists are detected, which yields a sensitivity of 86.5%. The fixed-topology ANN performs best on nodules with agreement level 1, achieving a sensitivity of 68.0%. FD-NEAT and the fixed-topology ANN both achieve the highest sensitivity of 87.5% on nodules with agreement level 4. FD-NEAT also performs best on nodules with agreement level 2, namely, 144 out of 172 nodules annotated by at least two radiologists are detected giving a sensitivity of 83.7% at 4 FP=scan. Examples, at different agreement levels, of detected nodules are shown in Fig. 12 . Examples of nodules that are missed by our CAD system are shown in Fig. 13 , and examples of FPs detected by the system are shown in Fig. 14. Of the initial set of 45 features, 35 are retained by FD-NEAT on the training set at the end of evolution. Some of the features that are dropped include Compactness 1, bounding ellipsoid to indicate whether a 2D or 3D enclosing ellipsoid for a nodule candidate is required, maximum diameter of the bounding ellipsoid, max_dim, the mean of the nodule filter values on segmented voxels only, and some grey-value features. In particular, we found that FD-NEAT selects the two invariant features L uu and L vv for lung nodule detection and the mean divergence feature K(x).
V. DISCUSSION
An analysis was performed on the FP structures detected at an operating point giving an average of 4FP per scan over the independent test set. For the CAD system with the fixedtopology ANN classifier with 11 hidden nodes, we found that 90 of the 496 FP detections were smaller nodules (18.1%). The slightly lower performance of FD-NEAT (see FROC curves) with respect to SVM and the fixed-topology ANN is unexpected, given the previously observed performance of FD-NEAT on sample benchmarking examples. 39, 73 A plausible explanation is the complexity of the task at hand. In the lung nodule detection task, starting with a minimal topology might not be so optimal.
A rigorous comparison with other systems is difficult due to variability in the image datasets used (e.g., number of cases, scanning protocols, slice thickness, and spacing), the implemented labeling and scoring methods, the differences in applied validation and ground truth standards, and the differences in nodule types and sizes in the image databases. These differences have high impact on the performance of a CAD system. Nevertheless, it is important to attempt making a relative comparison--see Tables IV and V: -Golosio et al. 26 report the performance of a novel multithreshold method on 23 scans from the Italung-CT database and 83 scans from the LIDC database. We compare the performance of our method with theirs on LIDC for nodules evaluated at agreement levels 2-4. From Table IV , it can be observed that the performance of our method compares very well with that of other methods in terms of sensitivity of detection at the given FP rates. With the exception of the work of Opfer and Wiemker, 31 the sensitivities obtained by our CAD system are generally higher than other methods. However, the reader is reminded that Opfer and Wiemker present their results on nodules of 4 mm diameter and above, whereas our method is validated on the original nodule outlines of the LIDC database on nodules of diameter 3 mm and above. Table V compares the performance of our method with other methods who report their results at agreement level 1. In the LIDC database, this means that nodules which are annotated by only one out of four radiologists after the unblinded review are also included in the definition of the gold standard with respect to which the CAD system's performance is evaluated. Comparatively, the sensitivity results of our CAD system are much lower at agreement level 1 (refer to Table V) . Much higher sensitivities are obtained on our system at agreement levels 2 and above (see Table IV ). However, correct results at agreement level 1 might not be truly indicative of the good performance of a CAD system since the majority of the radiologists did not indicate them as lung nodules.
VI. CONCLUSIONS
We have presented a complete CAD system for lung nodule detection. For the initial detection stage, we have introduced a novel method for finding seed points based on the maxima of the divergence of the normalized image gradient (DNG), and we have exploited previously published nodule and vessel enhancement filters. The subsequent classification stage input consists of invariant features calculated in 3D gauge coordinates, the DNG feature and other geometric and grey-value descriptors. A novel feature-selective classifier based on ANNs and genetic algorithms (FD-NEAT) was introduced for the first time in such a complex problem as lung nodule detection and compared to two other more established and commonly used classifiers, namely the SVM classifier and a fixed-topology ANN. Although FD-NEAT remains attractive due to its flexibility and adaptability without having to make a priori and inevitably heuristic choices on the ANN topology and complexity, its overall performance is slightly outperformed by the fixed-topology ANN classifier. The best fixed-topology ANN classifier (with 11 internal nodes) achieves a sensitivity of 87.5% at a rate of 4 FP=scan on nodules with a diameter greater than or equal to 3 mm, on an independent test set of 125 cases of the LIDC database with the subset of nodules that were annotated by four radiologists. Comparisons with other methods illustrate that our CAD system--with all three considered classifiers--is performing well compared to other methods in the literature.
APPENDIX A: LIDC CASES USED FOR TRAINING AND TESTING
All the scans in the LIDC database are preceded by the numbers "13614193285030," followed by another three numbers for identification and experimental repeatability. Of the entire database of 399 cases, two were missing. The cases that were used in the independent test set (125 cases altogether) are: 22, 24, 30, 32, 35, 42, 46, 48, 53, 58, 61, 66, 75, 88, 89, 95, 101, 102, 112, 113, 126, 140, 146, 150, 152, 154, 159, 163, 168, 170, 172, 174, 178, 180, 184, 187, 190-192, 195, 197, 201, 205, 207, 208, 210, 212, 216, 218, 220, 221, 223, 225, 230, 233, 236, 239, 241, 250, 254, 256, 258, 260, 261, 266, 271, 276, 279, 290-292, 297, 299, 303, 305, 309, 311, 314, 315, 317, 320, 323, 324, 326, 329, 333-335, 338, 341, 342, 344, 347, 350, 351, 353, 357, 358, 361, 370, 373, 377, 378, 381, 387, 389, 399, 401, 404, 410, 416, 418, 422, 423, 427, 428, 431, 434, 439, 444, 450, 505, 507, 508 , and 511. The other scans in the database were used for training the classifiers (235 cases altogether) with the exception of scans 633, 642, 644, 646, 647, 648, 649, 650, 653, and 654, which did not have radiologists' annotations, scan 537, which had missing intermittent slices, and scan 459 in which the annotations did not correspond to the image. We also excluded the contrastenhanced images acquired with the Toshiba scanner (25 cases altogether) for training or testing purposes due to image formatting problems.
APPENDIX B: FD-NEAT SYSTEM PARAMETERS --TECHNICAL DESCRIPTION
Notations and terminology are referring to Refs. 39, 41, and 76. Each population has 200 networks. The coefficients for measuring compatibility are c 1 (coefficient to determine the importance of excess genes in measuring compatibility) ¼ 1.0, c 2 (coefficient to determine the importance of disjoint genes in measuring compatibility) ¼ 1.0, and c 3 (coefficient to determine the importance of average weight difference in measuring compatibility) ¼ 0.3. The initial compatibility distance for speciation, C t is 8.0. However, because the population dynamics can be unpredictable over the course of evolution, we assign a target of 10 species. If the number of species exceeds 10, C t is increased by 4.0 to reduce the number of species. Conversely, if the number of species is less than 10, C t is decreased by 4.0 to increase the number of species. Parameters to measure stagnation in species fitness are disabled so that species cannot die out. When the maximum overall fitness of the population does not change within a specified refocus threshold of 0.01 for 20 generations, only the top two species are allowed to reproduce. The percentage of each species that is eliminated from the lowest performing individuals is 80%. The champion of each species with more than five networks is copied unchanged into the next generation. There is a 20% probability of a connection gene having its weight mutated. There is a 10% chance that an inherited gene is re-enabled in the offspring if it is inherited disabled. Conversely, there is a 15% chance that an inherited gene is disabled in the offspring if it is inherited enabled. This probability only applies to the initial input connections and is the principle of selecting relevant features for FD-NEAT. The probability that recurrent connections are formed is put to zero. There is a 20% chance of crossover in the entire population. In 40% of crossovers, the offspring inherits the average of the connection weights of matching genes from both parents, instead of the connection weight of a randomly selected parent. The interspecies mating rate, i.e., the probability that the parents in the standard crossover process originate from different species is only 5%. The probability of adding a new node is set initially to 0.5 and the probability of adding a new link or connection to 0.8. After 20 generations from the start of evolution, the add node probability is changed to 0.05 and the add link probability to 0.9. After 45 generations, the add link probability is modified to be 0.1, whereas the add node probability is maintained at 0.05. These parameter values are found experimentally and follow a logical pattern, namely, links need to be added considerably more often than nodes. At the start of evolution, higher add node and add link probabilities should be assigned to FD-NEAT as it starts with almost minimal topology. Eventually, when FD-NEAT has gained significant structure, the probabilities of adding new structure can be reduced.
