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A group-theoretic framework is presented for acceleration transformations. The
main purpose is to show the existence of families of spatio-temporal continuous
wavelets, frames, and discrete wavelets related to these transformations. The
main application of interest is the analysis of motion in space–time signals. The
construction of this framework starts with the enumeration of Lie algebras as
building blocks that provide all the observable kinematics that comply with the
properties of the space–time under analysis. These classes of accelerated kinematics
generalize the kinematics defined in the Galilei group. Exponentiation from Lie
algebras defines locally compact exponential groups. Unitary, irreducible, and
square-integrable group representations are thereafter derived in the function spaces
and the signals to be analyzed, leading to the existence of continuous and discrete
wavelets, frames all indexed with higher orders of temporal derivatives of the
translational motion. Group representations and wavelets are tools that perform the
local optimum estimation of pieces of trajectory. The adjunction of a variational
principle of optimality is further necessary for building a global trajectory and for
performing tracking. The Euler–Lagrange equation provides the motion equation
of the moving system and the Noether’s theorem derives the related constants
of motion. Dynamic programming implements the algorithms for tracking and
constructing the global trajectory. Finally, tight frames and bases enable signal
decompositions along the trajectory of interest.  2001 Academic Press
Key Words: continuous and discrete wavelet transforms; frames; motion estima-
tion; Lie groups; Lie algebras; trajectory; motion-based reconstruction
1. INTRODUCTION
This paper demonstrates the existence of continuous wavelets [19, 20] and discrete
wavelets and frames [9] for affine groups of acceleration transformation in L2(Rn ×
R, d x dt). These spatio-temporal wavelets and frames extends the work done for the affine-
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Galilei group, which deals with velocity transformations [2, 32, 33]. A group-theoretic
construction provides a framework that defines kinematics as Lie algebras [4], proceeds
to Lie groups and group representations, and eventually derives continuous and discrete
wavelets. All the groups of interest in this paper are locally compact in the class of
exponential groups [31]. Unitary irreducible group representations of locally compact
groups are not necessarily square-integrable [2]. The condition of square-integrability
provides the condition of admissibility for continuous wavelets.
Under acceleration transformations, Newton’s equations of classical mechanics changes
form [25]. The study of acceleration transformations in noninertial reference frames has
been originally performed by Klink in the framework of quantum mechanics [25]. Ac-
celerating wavelets have also been mentioned by Barut in [6] in a context that is not re-
lated to the present issue. In this paper, another point of view of focusing on accelerations
as kinematics embedded in spatio-temporal signals captured by sensor arrays is adopted.
This leads to the estimation of local kinematical parameters and signal decomposition as
a support of motion analysis. The theoretical framework provides models for local mo-
tion transformations that relies on Lie algebras, provides a complete classification of the
admissible kinematics, uses Baker–Hausdorff noncommuting formulations and exponen-
tiation to compute the corresponding Lie groups, and eventually determines unitary irre-
ducible group representations in the function spaces of the signals to be analyzed. This
later step exploits Mackey’s theory of induced representations [36–38] and Kirillov’s tech-
nique of orbits [24]. Group representations and the characters provide on the same footing
motion-specific special functions (Vilenkin [46]), Fourier transforms (Helgason [23]), and
continuous wavelets (Grossmann and Morlet [19] and Holschneider [22]). Wavelets ex-
ist under the restrictive condition that group representations be square-integrable. To pro-
ceed further, the construction needs a global principle and algorithms to link all the local
transformations into a trajectory. The paper shows how variational principles [41, 42] and
dynamic programming are intimately related to group representations to derive the global
trajectory, the constants of the motion, tight frames, and bases to encode the moving sig-
nal. In Ref. [30], spatio-temporal discrete wavelets perform signal decomposition along the
trajectories, encode, transmit, and eventually reconstruct. From this theoretical framework,
applications can be developed for motion analysis where continuous wavelets perform local
minimum-mean-square-error estimation. On one hand, the estimation addresses apparent
motion parameters as embedded in signals captured by a traffic camera. On the other hand,
the estimation addresses the corresponding parameters actually occurring in the exterior
scene.
The central issue concerns continuous wavelets [19] defined as families of functions
indexed with the group parameters. For spatio-temporal transformations, the group
parameters consist of motion parameters, spatio-temporal scales, and translations. The
most usual spatio-temporal group is known as the affine-Galilei group, which refers to
linear transformations of space–time referentials (x, t) ∈ Rn × R [2]. The affine-Galilei
group generalizes both the affine group ax + b and the affine-Euclidean group Rn ×
R+ × SO(n) with the introduction of velocity as a linear spatio-temporal transformation
with the mapping (x ′, t ′)→ (aRx + a0vt + b, t + τ ). The parameters a, a0 ∈ R∗+ stand
for spatial and temporal scales, x, v ∈ Rn for spatial translation and velocity, τ ∈ R
for temporal translation, and R ∈ SO(n) for the spatial rotation. The structure of the
affine-Galilei group is then expressed with two semi-direct products as Rn × R × Rn ×
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SO(n) × R∗+ × R∗+. The following proceeds beyond the affine-Galilean groups and
wavelets [27, 28, 39, 40] to investigate accelerated wavelets [29]. The paper presents the
conditions for wavelet admissibility with respect to some specific accelerated kinematics.
Continuous wavelet transforms provide cross-correlation functions and estimators of
motion parameters in spatio-temporal signals. Lagrangians defined on the accelerated
kinematics support iterative algorithms for the optimal estimation of trajectories. Related
frames and orthonormal bases are examined in relation to continuous accelerated wavelets.
The ultimate step leads to tight frames and orthonormal and Riesz bases along the
trajectories to achieve motion-selective signal expansions and reconstructions.
2. FAMILIES OR ORBITS OF CONTINUOUS WAVELETS
In this section, we define the notion of family or orbit of continuous wavelets. Continuous
wavelets are square-integrable unitary irreducible induced representations of Lie groups
as originally defined by Grossmann and Morlet [19, 20]. An introductive reading about
continuous wavelets on the affine and Heisenberg groups can be accessed in [22] and on
the Galilei group in [2, 4, 33].
The construction of induced representations is first addressed as follows. Let us denoteG
as a locally compact group of the exponential class. Let us denote the element g ∈ G
and V a vector-valued function space that carries the representation. Aut(V ) stands for the
automorphisms of V . A representation of G in V is a homomorphism : g → Aut(V )
such that (g1 ◦ g2)=(g1)(g2) and (e)= IV where IV is the identity operator in V
and e the identity element in G. Let us now consider V as a Hilbert space H = L2(X,dµ)
and unitary and irreducible representations of the form
[(g)](x)=(g,x)(g−1, x) x ∈X,  ∈H, (1)
where we adopt the regular left-action. The function  is computed below. In the
following, we focus on getting more insight on Eq. (1) as an induced representation
according to the definition in [14]. Let us consider a closed subgroup K ⊂ G and the
left cosets X = K/G = {Kg,g ∈ G}. X clearly defines a homogeneous space endowed
with a quasi-invariant measure µ(x) in X. Moreover, let us consider a representation Lk
of K in a Hilbert space Hk , i.e., K ∈ K → Lk . Let us also consider HL as the space
of all the measurable and compactly supported functions  with domain Dom()=G
and range Ran() ⊂ HL satisfying the three conditions that follow: (1) the inner
product 〈(g)|v〉;  ∈ HL, g ∈ G, v ∈ Hk is measurable with respect to dg, the left
invariant Haar measure, (2) the function  is defined modulo K as (gK) = Lk(g),
(3) ∫
X
‖[σ(x)]‖2 dµ(gK) < +∞ where the L2-norm ‖.‖ is defined in V , and σ is
a mapping σ : x ∈ X → σ(x) ∈ gK . Usually, σ is the section, i.e., σ : K/G → G.
Condition (3) defines an HL = L2(X,dµ(x)) space for the induced representations.
Referring to Lk , we may write Lk = χ(k)1/2Lok as
Lk =
[
!K(k)
!G(k)
]1/2
Lok with !K(k)= |det AdKk|−1,
!K(k) = |det AdGk|−1, and χ(k)= |det AdG/Kk|
(2)
whereK and G are Lie algebras corresponding to the groupsK and G, respectively.Lok is a
unitary and irreducible representation in Hk and χ(k) is a Radon–Nikodym derivative that
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is assumed to extend continuously to χ(g). AdK and AdG are the adjoint actions groupsK
or G in the Lie algebra K or G, respectively. In the class of the exponential group, the
exponentiation is a diffeomorphism from G to G; k = expρ; ρ ∈ K, Adk = eAdρ and
χ(expρ)= etr AdG/K . According to this construction, the representation in (1) reads now
[(g)](x)= χ(g)1/2Lok(g−1x), (3)
where (g) is the representation induced from representation Lok in Hk . The induced
representations are usually denoted as the map IndGKL: g → χ(g)1/2Lok(g−1x). Below
in this paper, Lok will originate from the characters of the subgroup composed of spatio-
temporal translations and central extensions. The Radon–Nikodym derivative is related
to the section σ ; it factors out the scales such that the representation is unitary. The
characters of a group χ(g) are unitary irreducible representations endowed of the following
properties: |χ(g)| = 1 and χ(g1)χ(g2)= χ(g1 ◦ g2), for all g,g1, g2 ∈G.
From this induced representation, we may define a dense orbit of continuous wavelets
in HL. The orbit is a family of compactly supported functions, the continuous wavelets,
indexed by the parameters g ∈ G. To admit the existence of the family of continuous
wavelets, we need the additional condition for the unitary irreducible representations to
be square-integrable representations; i.e., there exists an admissible vector η ∈ HL such
that
c(η,φ)=
∫
G
|〈(g)η|φ〉|2 dg <∞ ∀φ ∈H. (4)
This condition of admissibility or square-integrability (4) defines the spaceL2(G,dg). The
action of the group on the admissible vector η ∈HL generates a dense orbit S in HL
S = {g =(g) | g ∈G; g ∈H }. (5)
This orbit defines the family of continuous wavelets indexed by g. From the admissibility
equation, we can define the space L2(G,dg) of C∞ functions over the group G. These
functions are square-integrable and the space L2(G,dg) is equipped with the left-invariant
Haar measure dg and inner product
∫
G
ηgφ dg. The continuous wavelet transform defines
a linear map Wη: HL(X,dµ(x))→L2(G,dg) as the inner product
[Wηφ](g)= 〈ηg |φ〉. (6)
This map is more than a cross-correlation function. As we will see later, when it defines an
isometry, it generates a family of continuous wavelets indexed in g as a coherent states [2]
carrying many important properties.
3. TRAJECTORY AND ACCELERATION TRANSFORMATION
This section defines the acceleration transformations of interest. Referring to Klink [25],
a chain of nested finite-dimensional subgroups is defined as successive temporal derivatives
of the spatial translations. Klink showed that these parameters can be structured in
Lie groups by properly redefining the spatio-temporal space and introducing additional
independent temporal dimensions ηn standing for the powers of t , i.e., the tn, n= 1,2, . . . .
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The trajectory x(t) of an object moving in a scene may be represented with a Taylor
expansion
∀(x0, τ ) : x(t)|t=τ = x0 + vτ + γ2 τ
2
2! +
∞∑
i=3
γi τ
i
(i)! , (7)
where v is the velocity and the γi are accelerations of order i , i ∈ Z+. Hence, the
characterization of the trajectory consists in estimating the parameters of the Taylor
expansion, i.e., location, velocity, and accelerations proceeding by increasing order as
long as the parameters are significantly different from 0. In this paper, we will focus on
the set (b = x0, τ, v, γ2, γ3) on which we add two additional parameters, the spatial and
temporal dilations a and a0 (scale and resolution), the spatial orientation θ , and the matrix
of spatial rotation R(θ). The motion transformation of the spatio-temporal referentials
(x, t) becomes now
x ′ = aR(θ)x + b+ va0t + γ2a
2
0
2
t2 +
∞∑
m=3
γmam0
(m)! t
m (8)
t ′ = a0t + τ, (9)
where b and τ stand for spatial and the temporal translations, i.e., the spatio-temporal
positions. Let us remark that b ∈ Rn, v, γm ∈ Rn, m ∈ Z+, a, a0 ∈ R+\{0}, τ ∈ R, and
R(θ) ∈ SO(n). For image sequence applications, we assume a two-dimensional space
(n= 2) and one-dimensional time. The transformation in Eq. (9) may in fact be restated as
a matrix transformation by introducing additional time dimensions t, t2, t3, . . . , tm that we
consider as independent of each other. Therefore,


x ′
t ′
t2
′
t3
′
...
1


=


aR(θ) a0v a
2
0 γ2
(2)!
a30 γ3
(3)! · · · b
0 a0 0 0 · · · τ
0 2a0τ a20 0 · · · τ 2
0 3a0τ 2 3a20τ a
3
0 · · · τ 3
...
...
...
...
...
...
0 0 0 0 · · · 1




x
t
t2
t3
...
1


. (10)
It is easy to check that this matrix representation provides the correct expansions for
(t + τ )n by matrix multiplication. It is more convenient to introduce independent temporal
variables as t2 = κ , t3 = η, . . . before proceeding any further. This increases the
dimensionality of the problem but maintains a linear system in the parameters. At the end,
we will impose κ = t2, η= t3, . . . to recover the original temporal dependence and impose
a matching of the representation characters, i.e., of the Fourier kernel. Additionally, new
motion parameters have been introduced with the translations and the dilations associated
with the additional temporal variables. Let us limit in the sequel the Taylor expansion to
the third derivative; new translation parameters η2 and η3 and two dilations a0,2 and a0,3
must be taken into account with the mapping t2 → κ and t3 → η, respectively. Then, two
new relations must be joined to the Eqs. (8) and (9)
κ ′ = a20κ + 2a0tτ + η2 (11)
η′ = a30η+ 3κτ + 3a0η2t + η3. (12)
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To avoid overloaded formulations and calculations, only one temporal dilation a0 is
retained in the coming developments. These Lie groups have matrix representations
that simplify the computational outcome. The matrix multiplication provides the group
composition, the inverse element, and the associativity to fulfill all the group postu-
lates. Equation (10) is therefore nothing else but the matrix representation of a Lie
group that includes three accelerated transformations. The group element reads now
g = {b, τ, η2, η3; v, γ2, γ3;a0, a,R}. Before proceeding further to build the group repre-
sentations and the wavelets, we will examine the classes of Lie algebras that are related to
these motion parameters. This approach offers a more general starting point on the prob-
lem. Indeed, the possibilities of relating the infinitesimal motion generators in different
commutator sets are numerous. Each admissible set of generators represents a particular
kinematic; each Lie algebra with its corresponding Lie group has the potentiality to gener-
ate a new wavelet family conditioned by the existence of an admissibility condition.
4. LIE ALGEBRAS FOR ACCELERATED MOTION
In this section, we examine how Lie algebras contribute to extend the family of group
transformations described in the previous section. The Lie algebra G of a Lie group G
corresponds to the linear vector space tangent to the group manifold at identity. A linear
vector space V endowed with a bilinear map G × G → G called the Lie product defines
a Lie algebra. The Lie product characterizes the commutation between any two generators
of the vector space V ; it is denoted [., .] by
(X,Y )→[X,Y ] =XY − YX ∀X,Y, [X,Y ] ∈ G. (13)
The Lie product has the following properties ∀X,Y,Z ∈ G:
(X,Y )→[X,Y ] =XY − YX is bilinear (14)
[X,Y ] =−[Y,X] antisymmetry (15)
[X,Y,Z] = [[X,Y ],Z] + [[Y,Z],X] + [[Z,X], Y ] = 0 Jacobi relations. (16)
Let G be defined over a field k = R or C, {X1, . . . ,Xn} be the basis of the vector space
and dim(V )= n. G is also uniquely determined by the set of tensors Ckij of real/complex
constants, with i, j, k ∈ {1, . . .n}, such that
[Xi,Xj ] =
∑
k
CkijXk. (17)
Therefore, a Lie algebra is also defined by the set of all the infinitesimal generators Xi ,
called the Lie generators, and all their tenors Ckij , called the constants of structure.
The set of all the commutators that satisfy Eqs. (15) and (16) defines a set of structure
constants. Lie algebras may be easily transformed into other ones while preserving the
algebraic Eqs. (14), (15), and (16) and the kinematical properties (isotropy, time and parity
reversal). We say that the resulting Lie algebras remain closed under the Lie product.
Transformations of Lie algebras can be of three kinds: contractions, extensions, and
deformations [17, 34]. The extension concept suffices in the case of accelerated motion
to enumerate the kinematics that provide continuous wavelets. Lie algebra extensions
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introduce new generators in the vector space while fulfilling all the Jacobi equations.
Extensions can be central or noncentral whether the new generator commutes with all the
others or not.
Extensions and deformations produce classes of equivalence of Lie algebras. A rigidity
is reached when the algebra cannot be further deformed into a new inequivalent one. It is
clear from Lévy-Nahas’ paper [34] that using Lie algebra deformations on the Galilei group
could have permitted a complete theoretical prediction of the Poincaré group SO(3,1) and
further of the two de Sitter groups SO(3,2) and SO(4,1) (i.e., predicting relativity from
classical mechanics)! In fact, this chain of semi-simple Lie groups stops at the de Sitter
groups as a result of their stability under deformations. The advantage of the deformation
approach lies in that deformations can be searched systematically by calculating Lie
algebra cohomological groups.
In the sequel, we will be interested in both extensions and deformations of Lie algebras
since they provide an entire building set to characterize new admissible and unequivalent
kinematics for accelerated motions. The geometrical and topological aspects related to
deformations are not treated in this paper. The extensions to be examined in this paper
are central and noncentral. An extension is said to be central if the new Lie generator
Xn+1 commutes with all the previous ones, i.e., if [Xi,Xn+1] = 0, ∀i = 1, . . . , n. In all
other cases, the extension is said to be noncentral. The process of extending Lie algebras
brings an effective building and search procedure that leads to considering new algebras,
new kinematics, and new motion groups. This search is easy and may be performed with
symbolic routines on computer. Exponentiation to the group is always feasible. Since the
composition laws may turn out to be dramatically different from one group to the other, it
is much more complicated to search at the level of the group composition, which requires
checking the associativity. The process of algebraic deformations also allows the search to
be exhaustive.
The groups that are addressed in this paper are supposed to be exponential, i.e., simply
connected to identity. The mapping between the Lie algebra and the group is then a one-to-
one proceeding through exponentiation or derivation. In the Appendix, we present the way
to derive the composition law of a group by exponentiation from a set of Lie commutators
and using the well-known Baker–Hausdorff formulas in [4, 32, 33, 45] and below in the
presentation. In this approach, we are adding onto the precursor work of Bacry and Lévy-
Leblond [4] in the Galilean case.
As stated in Ado’s theorem [45], a Lie algebra G can be represented by matrices.
Each operator in the algebra provides one matrix in the algebra. These matrices are the
infinitesimal generators. Let us define G by the set of generators of concern J , P , K ,
K2, K3, H1, H2, H3, Ss, St that stand for spatial rotation, spatial translation, velocity,
accelerations of first and second order, 1 temporal translation, square-temporal translation,
cubed-temporal translation, and spatial and temporal scale. An element ζ of the Lie
algebra G with coordinates, (ba, τa, η2,a, η3,a, va, γ2,a, γ3,a,Ra, as,a, at,a) in the vector
space, writes as
ζ = baP + τaH1 + η2,aH2 + η3,aH3
 (vaK  (γ2,aK2  (γ3,aK3  (RaJ + as,aSs + at,nSt)))), (18)
1 First and second order of accelaration refer respectively to the second and third order in the Taylor expansion.
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where the symbols + and  stand for the direct and semi-direct sums of Lie algebras. The
question to be addressed first is the extension of the Galilean group toward accelerated
groups through the definition of new admissible Lie algebras having physical meaning.
4.1. The Kinematical Lie Algebras: The Building Blocks
In this section, we extend the Galilei Lie algebra to introduce the acceleration parameters
of interest, central extensions and noncentral extensions, as the scale and the spatial
rotation (i.e., the orientation). Each case involves finite sets of inequivalent kinematics
to be examined. In this step, we denote the central extension by the generator M and the
corresponding parameter 5.
4.2. Kinematics with First Order of Accelerations
In this section, we study accelerated referentials based on transformations up to the
second order in the Taylor expansion to take into account the following parameters
{b, τ, τ 2, v, γ2,R, a0, a}. The corresponding set of generators is {P,H 1,H 2,K,K2, J,
St, Ss}. To construct the Lie algebras that are admissible kinematics, some building rules
that derive from natural physical requirements [11–13] to be postulated must be stated as
follows:
1. Rotational invariance (isotropic space): [Ji,Pj ] = 6kij Pk , [Ji,Kj ] = 6kijKk ,
[Ji,K2j ] = 6kijK2k , [Ji,H 1] = 0, [Ji,H 2] = 0 with 6kij the anti-symmetric tensor.
2. Isotropic scaling: [Ss,Pi ] = Pi , [Ss,Ki] = Ki , [Ss,K2j ] = K2j , [Ss,H 1] = 0,
[Ss,H 2] = 0, [St,H 1] =H 1, [St,H 2] = 2H 2.
3. Independent time translations: [H 1,H 2] = 0.
4. Time and parity-reversal are automorphisms of the kinematical groups; we require
the two transformations to leave the Lie brackets invariant
4.1. Under time-reversal transformation (t → −t), H 1 → −H 1, P → P , K →
−K , K2 →K2, J → J , H 2 →H 2, Ss → Ss, St → St.
4.2. Under parity-reversal transformation (x → −x), H 1 → −H 1, P → −P ,
K →−K , K2 →−K2, J →−J , H 2 →H 2, Ss → Ss, St → St.
4.3. Under time and parity-reversal transformations (t → −t, x →−x), H 1 →
−H 1, P →−P , K →K , K2 →K2, J → J , H 2 →H 2, Ss → Ss, St → St.
According to item 4, the possible commutators between K , P , K2 and H 1, H 2 are given in
Table 1 in the form of [Hn,Ai] = kBi . If the constraints of rotational invariance, isotropic
scaling, independent time translations, and reversal transformations are imposed, all the
possible Lie algebras; i.e., commutator sets that satisfy both antisymmetry (15) and Jacobi
relations (16) can be derived from a routine of symbolic calculi. Table 2 reviews a set of
admissible Lie algebras and kinematics that fulfill the conditions stated in items 1 to 4. The
constants of structure in Table 2 have all been normalized to unity in this case but may be
raised to other real values. Such kinematics may be observed in spatio-temporal signals
captured by planar and array sensors.
Case 2 and case 32 in Table 2 have already been analyzed. More interesting properties
of the composition law can be observed from Table 2 and correspond to algebraic
properties. The algebras are solvable but not all are nilpotent. All the algebras that are
not nilpotent (commutators involve each other) generate transformations of space–time
CONTINUOUS AND DISCRETE WAVELETS 355
TABLE 1
Commutators Combinatoric for Admissible Kinematics with the Second-Order
Acceleration n= 1, 2
[Hn,A] P K Q0
H 1 0, K 0, P , Q0 0, K
H 2 0, P , Q0 0, K 0, P , Q0
manifold. Space–time is curved along an exponential or oscillatory relation of time. The
classification is composed as follows:
1. [P, H 1] = αK , and [K, H 1] = βP occur in 55–61.
2. [K, H 1] = αA0, and [A0, H 1] = βK occur in 40–43.
3. [P, H 2] = αA0, and [A0, H 2] = βP occur in 14, 17, and 53.
4. [P, H 2] = αP occurs in 14, 17, and 53.
5. [P, H 2] = αP occurs in 7–12, 22–24, 28–30, 33, 36, 37, 42, 43, 46, 47, 51, 52,
57, 58, 60, 61, 63, and 67.
6. [K, H 2] = αK occurs in 4–6, 10–12, 16–18, 21, 24, 28–30, 33, 35, 37, 39, 41, 43,
46, 47, 51–54, 57, 58, 60, 61, 63, 66, and 67.
7. [A0, H 2] = αA0 occurs in 3, 6, 9, 12, 15, 18, 21, 24, 27, 30, 33, 35, 37, 39, 41,
43, 45, 47, 49, 52, 54, 56, 58, 61, 63, 66, and 67.
These cases refer to the so-called Newton groups [4]. Physically, the inertial motions are
no longer uniform and translational. Let us for example consider case 55 with α = 1 and
β = 1; the composition leads to the result
g ◦ g′ = exp[(τ + τ ′)H 1 − (τ + τ ′)2H 2] exp[(τ + τ ′)2H 2]
× exp[(b+ aRb′ + v sinh τ ′ + b cosh τ ′)P ]
× exp[(v + aRv′ + v coshτ ′ + b sinh τ ′)K]
× exp[( γ2 + aR γ ′2)K2] exp[(s + s′)S]RR′ (19)
since the Baker–Hausdorff formulas lead to
exp[−τ ′H 1] exp[vK] exp[τ ′H 1] = I + v cosh(τ ′)K + v sinh(τ ′)P (20)
= exp[(v coshτ ′)K] exp[(v sinh τ ′)P ] (21)
and also
exp[−τ ′H 1] exp[bP ] exp[τ ′H 1] = exp[(b sinh τ ′)K] exp[(b cosh τ ′)P ]. (22)
According to the sign of α and β , the deforming motion is described by exponential
functions such as hyperbolic (fe = sinh, cosh, or exp) or oscillatory trigonometric
(fo = sin, cos) functions. The coordinates of the event (x, t) are transformed according to
x ′ =Rx+vτfe/o(t/τ )+ bfe/o(t/τ ), and t ′ = t+τ . These cases describe deformations and
unstable behavior: forward translation increases velocity and velocity increases translation,
both effects bringing unstable transformations with expansion and contraction. Cases 1, 2,
13, 19, 20, 25, 26, 31, 32, 34, 38, 44, 48, 50, 62, 64, and 65 are nilpotent and generate
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TABLE 2
Description of Admissible Kinematics Related to the Zero-Order Accelerations Obtained with Mathematica
Commutators Commutators
No. [PH 1] [KH 1] [K2H 1] [PH 2] [KH 2] [K2H 2] Ext. Constr. No. [PH 1] [KH 1] [K2H 1] [PH 2] [KH 2] [K2H 2] Ext. Constr.
1 0 0 0 0 0 0 1 2 3 2 0 0 0 0 0 P 2 3
3 0 0 0 0 0 K2 1 4 0 0 0 0 K 0 3
5 0 0 0 0 K P 3 6 0 0 0 0 K K2
7 0 0 0 P 0 0 2 8 0 0 0 P 0 P 2
9 0 0 0 P 0 K2 10 0 0 0 P K 0
11 0 0 0 P K P 12 0 0 0 P K K2
13 0 0 0 K2 0 0 1 3 14 0 0 0 K2 0 P 3
15 0 0 0 K2 0 K2 1 16 0 0 0 K2 K 0 3
17 0 0 0 K2 K P 3 18 0 0 0 K2 K K2
19 0 0 K 0 0 0 2 3 20 0 0 K 0 0 P 2 3
21 0 0 K 0 K K2 i = k 22 0 0 K P 0 0 2
23 0 0 K P 0 P 2 24 0 0 K P K K2 i = k
25 0 P 0 0 0 0 1 2 26 0 P 0 0 0 P 2
27 0 P 0 0 0 K2 1 28 0 P 0 P K 0 i = g
29 0 P 0 P K P i = g 30 0 P 0 P K K2 i = g
31 0 P K 0 0 0 2 32 0 P K 0 0 P 2
33 0 P K P K K2 g = i = k 34 0 K2 0 0 0 0 1 2
35 0 K2 0 0 K K2 i = k 36 0 K2 0 P 0 0 2
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TABLE 2 — Continued.
Commutators Commutators
No. [PH 1] [KH 1] [K2H 1] [PH 2] [KH 2] [K2H 2] Ext. Constr. No. [PH 1] [KH 1] [K2H 1] [PH 2] [KH 2] [K2H 2] Ext. Constr.
37 0 K2 0 P K K2 i = k 38 0 K2 0 K2 0 0 1
39 0 K2 0 K2 K K2 i = k 40 0 K2 K 0 0 0 2
41 0 K2 K 0 K K2 i = k 42 0 K2 K P 0 0 2
43 0 K2 K P K K2 i = k 44 K 0 0 0 0 0 1 3
45 K 0 0 0 0 K2 1 46 K 0 0 P K 0 g = i
47 K 0 0 P K K2 g = i 48 K 0 0 K2 0 0 1 3
49 K 0 0 K2 0 K2 1 50 K 0 K 0 0 0 3
51 K 0 K P K P g = i = k 52 K 0 K P K K2 g = i = k
53 K 0 K K2 K P g = i = k 54 K 0 K K2 K K2 g = i = k
55 K P 0 0 0 0 1 56 K P 0 0 0 K2 1
57 K P 0 P K 0 58 K P 0 P K K2
59 K P K 0 0 0 60 K P K P K P g = i, ei = ak
61 K P K P K K2 g = i, i = k 62 K K2 0 0 0 0 1
63 K K2 0 P K K2 g = i, i = k 64 K K2 0 K2 0 0 1
65 K K2 K 0 0 0 66 K K2 K 0 K K2
67 K K2 K P K K2 i = g = k
Note. Each kinematic corresponds to a Lie algebra obtained by deforming the Galilean algebra. Each Lie algebra is characterized by a basis of Lie generators defined in Section 4.4
and a set of commutators. This set is constrained by physical requirements and it remains six constants of structure to be allocated. Although the deformation is a continuous process, only
normalized cases have been retained. The commutators are sequenced from columns 1 to 6 in the following order: 1. [P,H 1], 2. [K,H 1], 3. [K2,H 1], 4. [P,H 2], 5. [K,H 2], 6. [K2,H 2].
The extensions 1, 2, 3 refer to [Ki,Pj ] =m1δij I , [K2i ,Kj ] =m2δij I , [Pi,K2j ] =m3δij I , respectively. The extensions mentioned in the column Ext. are those allowed to take nonzero
real values in the corresponding kinematic. The symbols a, c, e, g, i, k in the column Constr. are the real structure constants of commutators 1, 2, 3, 4, 5, 6, respectively. The column Constr.
presents the constraints for satisfying the Jacobi equations.
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flat/nondeforming space–time kinematics. Case 1 is called a static group and cases 44, 48,
50, 62, 64, and 65 belong to para-accelerated groups in analogy and in extension to the
para-Galilei groups.
4.3. Kinematics with First and Second Orders of Accelerations
In this section, the Lie generators of interest are the set {P,H 1,H 2,H 3,K,K2,K3, J,
St, Ss}. Similar building rules for fulfilling physical behaviors apply here. Additionally,
rotational invariance requires [Ji,H 3] = 0, [Ji,K3j ] = 6ijkK3k , isotropic scaling [Ss,K3] =
K3, [Ss,H 3] = 0, and independent temporal translations [Hi,Hj ] = 0, ∀i,j ∈ {1,2,3}.
Time reversal (t →−t) and parity reversal (x→−x) transformations imply H 3 →−H 3
and H 3 → H 3, respectively. Table 3 shows all the potential combinations (i.e., 531,
441 possibilities!) that repeat families of kinematics similar to those discussed in the
previous section. The extension of the usual Galilean kinematics turns out to be in this
case [A0,H 1] = 2K , [A1,H 1] = A0, [K,H 1] = 2P , [A0,H 2] = P , [A1,H 2] = K ,
[A1,H 3] = P , [A1i ,Kj ] =m2δij I .
4.4. Central Extensions
The central extension introduces an additional infinitesimal Lie generator M and
a group parameter 5 that commute with the parameters of the kinematics Hi , P , K , K2.
Central extensions do not exist neither in the affine group ax + b nor in the Euclidean
group. However, for groups of linear space and time transformation like the Galilei
group, there exists a central extension. See Levy-Leblond [33] for more details of this
construction.
To evidence the central extension in the Lie algebra of accelerated kinematics, let us
consider the set of generators S = {P,K,K2,H 1,H 2}. In this search to discover the
central extended group M , we proceed from the Jacobi equations. It is indeed easy to see
from the matrix representations that the commutators [Pi,Kj ], [K2i , Pj ], and [Ki,K2j ]
are all equal to 0. Similarly in the Galilean case, it is easy to see when i = j that
these commutators are defined up to a real constant. This constant defines the extension
parameter in the dual space. From the set of generators S, we may define three central
extensions m1, m2, and m3. Indeed, these real constants stem from the Jacobi equations
for the triples [J,K,P ], [J,K2,P ], [J,K,K2], [H,K,P ], [H,K2,P ], and [H,K,K2].
For instance, let us consider the triple [J,Ki,Pj ]; it implies that [Pi,Ki ] = m1M and
[Pi,Kj ] = 0 for j = i . Finally, [Pi,Kj ] = δijm1M . The Lie generator M commutes with
all the other generators and preserves all the algebras and group structures. Hence, the
TABLE 3
Commutators Combinatoric for Admissible Kinematics with the First Two
Accelerations n= 1, 2, 3
[Hn,A] P K Q0 Q1
H 1 0, K, Q1 0, P , Q0 0, K, Q1 0, P , Q0
H 2 0, P , Q0 0, K, Q1 0, P , Q0 0, K, Q1
H 3 0, K, Q1 0, P , Q0 0, K, Q1 0, P , Q0
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generator M is a central extension and belongs to the center of the accelerated groups.
Let us denote φ the group parameter corresponding to the generator M . Finally, the
variables mi are real structure constants of the extended Lie algebra.
4.5. Noncentral Extensions
Semi-direct products of groups, denoted E = K  G, define nontrivial extensions of
the group K by the subgroup G. The subgroup G is considered as a subgroup of the
group Ga of all the automorphisms of the group K . Further noncentral extensions may
always be created by composing with G any additional subgroups Gn taken from Ga .
This creates a new group E =K G×G1 × · · · ×Gn. For example, the dilation (scale)
operator S is a transformation that defines a noncentral extension on groupK . The converse
procedure of extension is called a section. A section or a splitting D characterizes a group
homomorphism D: G→E such that G ◦D is the identity. Sections on motion parameters
are very important operations. Locally compact groups constructed by semi-direct products
have unitary and irreducible representations that are not necessarily square-integrable.
Therefore, selective sections are employed to retrieve square-integrable representations
from groups that contain too many parameters to fulfill this latter condition. The most
delicate point here is to see that the further extension with generators of dilation of space
and time Ss and St not commute with the former central extension M defined in the
previous section on the parameter set S. In this further noncentral extension, we have
[M,Ss] = aM and [M,St] = bM . It is easy to see that a = 2 is imposed by the Jacobi
equation on [Ss,Pi,Ki] = 0 and that b is left as a free parameter by all the Jacobi equations.
Several possibilities may then be offered for b and i = 1 when focusing on the following
commutators: [M,Ss, St] = 0, [K,P,St] = 0, [K,P,St] = 0, and [K,H 1, St] = 0. The
solution sets can be split into two main options with [H 1, St] =H 1:
1. [St,K] = bK and [M,St] = bM with b ∈R, then [St,P ] = 0 if [H 1,K] = bP or
[St,P ] = −bP and [H 1,K] = 2bP .
2. [St,P ] = bK and [St,M] = bM with b ∈R, then [St,K] = 0 if [H 1,K] = bP or
[St,K] = −bP and [H 1,K] = 2bP .
These two solutions will lead to different group representations as seen in Section 5.1.
In the sequel, option 1 with b = 1 is chosen to present the calculations. Similar extensions
and reasoning apply for both H 2 and H 3.
5. CHARACTERIZATION OF ACCELERATION GROUPS
As stated earlier, the group composition can be obtained from the Lie algebra
by exponentiation and application of the Baker–Hausdorff formulas [33]. The Baker–
Hausdorff formulas apply whenever two generators A and B fail to commute as follows:
exp[−A]B exp[A] = B + [B,A] + 1
2
[[B,A],A] + · · · . (23)
Additional related formulas are also exploited in the calculations:
exp[A] exp[B] = exp{[A,B]} exp[B] exp[A] (24)
exp[A+B] = exp{ 12 [A,B]}exp[B] exp[A]. (25)
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These formulas can be easily verified assuming that [A,B] commutes with A and B , i.e.,
[[A,B],B] = 0 and [[A,B],A] = 0.
The generic group element has canonical exponential representation that can split
into a product of exponentials [17, 45], each factor corresponding to one single group
parameter. Hence, the composition of two group elements g and g′ is given by the product
of their representations
g ◦ g′ = exp[φM] exp[τH 1 − τ 2H 2] exp[η2H 2] exp[bP ] exp[vK] exp[ γ2K2] exp[sS]R
× exp[φ′M] exp[τ ′H 1 − τ ′ 2H 2] exp[η′2H 2] exp[b′P ]
× exp[v′K] exp[ γ ′2K2] exp[s′S]R′ (26)
with R = exp[θJ ], a = es . In Eq. (26), the set of infinitesimal generators in the Lie algebra
is composed of the generators {M,H 1,H 2,P,K,K2, S, J } and the group element is
composed of the corresponding parameters g = {φ, τ, τ 2, b, v, γ2, a,R}. The kinematics
needs to be defined in order to derive the law of composition. Algebra 32 in Table 2 has
been chosen with commutators [K2,H 1] =K , [K2,H 2] = 12P , [K,H 1] = P , the central
extension [K2i ,Kj ] =m2δijM and the noncentral extension [M,Ss] = 2M , [M,St] =M .
The way to perform the calculations is presented in the Appendix. The composition finally
reads in this case
g ◦ g′ = exp[(φ6 + a2a0φ′6 + 12m6a0 γ 23 τ ′ +m6a0a γ3R γ ′2)I]
× exp[(τ + a0τ ′)H 1 − (τ + a0τ ′)2H 2 − (τ + τ ′)3H 3]
× exp[(τ + a0τ ′)2H 2 − (τ + a0τ ′)3H 3] exp[(τ + a0τ ′)3H 3]
× exp[(b+ a,Rb′ + a0vτ ′ + 12a0 γ2τ ′2 + 16a0 γ3τ ′3)P ]
× exp[(v + a0aRv′ + a0 γ2τ ′ + a0 γ3τ ′2)K]
× exp[( γ2 + a0aR γ ′2 + a0 γ3τ ′)K2]
× exp[( γ3 + a0aR γ ′3)K3] exp[(sa + s′a)S]RR′. (27)
In this case, H 1H 1 = 2H 2, H 1H 2 = 3H 3, then H 1H 1H 1 = 6H 3. The composition and
the inverse element of the extended group read
ge ◦ g′e =
{
φ6 + a2a0φ′6 + 12a0m6 γ 23 τ ′ +m6a0a γ3R γ ′2, g ◦ g′
} (28)
g−1e =
{−a−10 a−2(φ6 + 12m6γ 23 τ −m6 γ3 γ2), g−1}. (29)
As a point of comparison, let us recall the Galilean case where ge = {φ, b, τ ; v, a,R}.
The central extension originates from the commutator [Ki,Pj ] = m1δijM and may be
taken as one-dimensional. The composition of the central extension parameter is given
by φ → φ + a2a0φ′ + 12a0m1v2τ ′ + m1vaRb′. The central extensions will play a key
role in rooting the existence of a continuous wavelet within the families of inequivalent
accelerated kinematics. The most important extension for that purpose is that originating
from the commutator between the highest-order acceleration and the spatial translation.
At this stage, it is relevant to characterize the left and the right invariant Haar measures
that will provide the integration on the group parameters. These measures are necessary
to derive the conditions of square-integrability that support the continuous wavelet
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transforms. The left and right invariant Haar measures dµL and dµR are given by
dµL =
∣∣∣∣det
(
∂ge ◦ g′e
∂g′
)∣∣∣∣
−1
g′e=e
dφ d b dτ dτ 2κ d v d γ2 d a0 da dr
= a−(3n+3)a(n−3)0 dφ d b dτ dτ 2κ d v d γ2 d a0 da dR (30)
dµR =
∣∣∣∣det
(
∂g′e ◦ ge
∂aeg′
)∣∣∣∣
−1
g′e=e
dφ d b dτ dτ 2κ d v d γ2 d a0 da dR
= a−1a−10 dφ d b dτ dτ 2κ d v d γ2 d a0 da dR (31)
for the second-order acceleration γ2. Adding the third-order acceleration γ3 leads to
dµL = a−(4n+3)a(n−3)0 dφ d b dτ dτ 2κ dτ 3η d v d γ2 d γ3 d a0 da dR (32)
dµR = a−1a−10 dφ d b dτ dτ 2κ dτ 3η d v d γ2 d γ3 d a0 da dR. (33)
These groups are nonunimodular since left and right invariant measures are not equal. As
a comparison, let us recall that for the affine multidimensional spatio-temporal group with
structureRn×RR∗+×R∗+, the left Haar measures read dµL = a−(n+1)a−20 d b dτ da0 da
and dµL = a−(2n+3)a(n−3)0 d b dτ da0 da, respectively. The right Haar measures are similar
to those in (33).
6. REPRESENTATIONS FOR ACCELERATION GROUPS
The construction of accelerated wavelets relies on Mackey’s general theory of building
Lie group representations. The Lie group representations considered in this paper are
homomorphisms from the group elements onto linear invertible operators defined in
the spatio-temporal Hilbert space. Mackey’s theory provides an elegant way of building
unitary and irreducible representations [3, 21, 24, 36–38] in a fairly general setting. If the
group G is a semi-direct product G = N  S, the construction of all the unitary and
irreducible representations is not difficult to handle [5, 14]. In the case of the accelerated
spatio-temporal groups, the subgroup N is assumed to be normal; it consists of all the
spatio-temporal translations and central extensions. The Fourier corresponding parameters
define the phase space out of which are issued all the characters of the group. The
subgroup S is a subgroup of the group Se of all the automorphisms of the subgroup N .
As presented in Section 3, S is itself composed of several nested semi-direct products of
scales and rotations on the velocity and accelerations: S = SvSγ Sa×SR =RnRn
R
∗+ × SO(n). Once all the unitary and irreducible representations are determined, the main
issue becomes the conditions for fulfilling admissibility. The conditions of integrability are
those that allow the existence of continuous wavelet transforms.
6.1. Group Representations for Accelerations
Building the group representations proceeds first by determining the dual space Nˆ of N ,
i.e., the phase space and the set of all its characters χN . The dual space of the parame-
ters (φ, b, τ, η2, η3) is another space defined by the dual parameters (m, k,ω,σ0, σ1). The
duality is defined by the bilinear form 〈(φ, b, τ, τ 2κ , τ 3η ) | (m, k,ω,σ0, σ1)〉. The charac-
ters of subgroup N are unitary and irreducible representations given by χN = exp[i(mφ+
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b · k + τω + τ 2κ σ0 + τ 3η σ1)]. The characters play an important role since they character-
ize class of equivalent representations in the dual space Gˆ and they allow the induction
of the unitary irreducible representations of the entire group. Moreover, the characters are
in fact the kernel of a Fourier transform or of a more general integral transform related to
the group. The integration of the characters over space and time defines specific “special
functions” associated with the accelerated group as shown below in Section 6.4. In the
following, the symbols ˆ and ˜ will denote direct and inverse Fourier transforms, respec-
tively.
The unitary irreducible representations of a semi-direct product N  S are constructed
through several steps. First, the classification of the orbits Oˆ in Nˆ under the subgroup S
must be determined. Choosing a point nˆO on a given orbit allows us to define
a stability subgroup S
Oˆ
⊂ S. The major step is performed through Mackey’s theory
of induced representation: a unitary representation T of G is unitarily equivalent to
a representation T Sˆ induced by the stability subgroup N  S
Oˆ
of the orbit Oˆ of point nˆO .
To put the theory in practice, we must define the adjoint action and the coadjoint (defined
as the action of the group on the dual space), the point nˆO in Oˆ , the stability subgroup of
the coadjoint action and the induced representation.
The adjoint action represents the action of the group G on the Lie algebra G. In the case
of a Lie algebra spanned by the basis B = {I, P, H 1, H 2, H 3, K, K2, K3, St, Ss, J },
the left action of group G on G is given by the conjugation
Ad(g), ζ = gζg−1 = (φ′a, b′a, τ ′a, τ 2
′
κ,a, τ
3′
η,a, v′a, γ ′2,a, γ ′3,a, a′0,a, a′a,R′a), (34)
where (φa, ba, τa, τ 2κ,a, τ 3η,a, va, γ2,a, γ3,a, a0,a, aa,Ra) are the real coordinates of point ζ
in the basis B of the vector space as defined in Eq. (18). Since the subgroup S ∈GL(N),
the adjoint action ad[g] is given by a matrix of conjugation at identity e, therefore by the
partial derivatives
ad(g)= ∂(gg
′g−1)
∂g′
∣∣∣∣
g′=e
. (35)
Considering the accelerations of the second and third order, the submatrix of interest within
the adjoint action reads


φ′4
b
τ ′
η′2
η′3


=


a2a0 γ3aR 0 0 12 γ 23
0 aR a0v 12 γ2 13! γ3
0 0 a0 0 0
0 0 0 1 0
0 0 0 0 1




φ4
b
τ
η2
η3


, (36)
where we have retained only one extension m4. Let us now define by ζˆ an element of the
dual Lie algebra Gˆ of G with coordinates (φˆa, ˆba, τˆa, τˆ 2κ,a, τˆ 3η,a, ˆva, ˆγ 2,a, ˆγ 3,a, aˆ01,a, aˆ02,a,
aˆ03,a, aˆa, Rˆa). The duality between Gˆ and G is defined by the bilinear relation 〈ζˆ |ζ 〉 =
tr(ζˆ ζ ) = ζˆ (ζ ), where tr stands for the matrix trace. The coadjoint action expresses the
action of the groupG on the dual algebra G. It is then given in the phase space coad[g−1] =
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ad[g]T, where T stands for the matrix transpose. Therefore
ζˆ ′ = coad[g−1]ζˆ = ad[g]Tζˆ . (37)
Following Mackey’s theory [36–38], Kirillov’s technique [24] (the interested reader
should consult also the work of Bernat, Pukanszky, Auslander, and Kostant, for example
in [7, 43] where many references are also provided) the group representation is obtained by
classifying the orbits in the dual Gˆ and induced from a stability subgroup, i.e., a subgroup
whose action on the dual algebra leaves invariant the coordinates on the orbit. The coadjoint
action plays an essential role to induce a group representation. The group representation
are unitary and irreducible by construction. From Eq. (36), the coadjoint action reads


m′4
k′
ω′
σ ′0
σ 31
′


=


a2a0 0 0 0 0
γ3aR−1 aRT 0 0 0
0 a0vT a0 0 0
0 12 γ2 0 1 0
1
2 γ 23 13! γ3 0 0 1




m4
k
ω
σ0
σ 31


. (38)
The classification of the coadjoint orbits can be inferred from the calculation of the
coadjoint action. Let us classify according to the extension variable m and select the
simplest point, that based on the extension m4: nˆO = {m4,0, 0,0,0,0; 0, 0, 0,0,0,0}.
The isotropy subgroup derived from the coadjoint action is P = G(nˆO) = {g ∈ G|g =
(0, τ, 0, 0, 0, a,R}. The Stone–von Newmann representation T P induced by the unitary
representation u of stability subgroupP is given by T Pg u(x)=
√
dµ(g−1x)/dµ(x)χ(P )×
u(g−1x), where
dµ(g−1x)
dµ(x)
=
∣∣∣∣∣det
(
aRT 0
a0vT a0
)∣∣∣∣∣= ana0
is the Radon–Nikodym derivative, g−1x is the coadjoint action on x = X [5] calculated
from Eq. (38), and χ(P ) = eim4,0φ4 is the character of the stability subgroup P . In
the present case, X ≡ G/P = Rn+3 and the point x = (k,ω,σ0, σ1) ∈ X. u(g−1x) =
ei(
k·b+ωτ)ˆ(m4,0, k′,ω′) is as expected a unitary irreducible induced representation. It
turns out that the construction of the Stone–von Newmann representation is similar in
the Galilean and accelerated groups, all requiring an isotropy subgroup based on the
extension m, m3, m4. In the case of kinematics in {Rn × R} based on the velocity (the
Galilei group), the unitary-induced representation reads in the case of option 1, b = 1
(Section 4.2),
[Tˆ (g)ˆ](m1, k,ω)= an+2/2a0ei(m1φ1+k.b+ωτ)ˆ(m′1, k′,ω′) (39)
k′ = aR−1(k +m1v), ω′ = a0
(
ω+ v.k + 12m1v2
)
, m′1 = a2a0m1. (40)
If option 2 (b = 1) is considered then
[Tˆ (g)ˆ](m1, k,ω)= an+2/2a(n+2)/20 ei(m1φ1+k.b+ωτ)ˆ(m′1, k′,ω′) (41)
k′ = a0aR−1(k +m1v), ω′ = a0
(
ω+ v.k + 12m1v2
)
, m′1 = a2a0m1. (42)
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When kinematics encompass second-order acceleration, the representations read in case 2
of Table 2
[Tˆ (g)ˆ](m2,m3, k,ω,σ )= an+4/2a3/20 ei(m2φ2+m3φ3+k.b+ωτ+ση2)ˆ(m′2,m′3, k′,ω′, σ ′)
(43)
k′ = aR−1(k +m3 γ2), ω′ = a0
(
ω+ vk + 12m2 γ 22
)
,
σ ′ = σ + 12 k. γ2 + 12m3 γ 22 , m′i = a2a0mi, i = 2,3.
(44)
If kinematics extend to the second- and third-order accelerations, the representations read
[Tˆ (g)ˆ](mi, k,ω,σ0, σ1)= an+8/2a5/20 ei(
∑
i miφi+kb+ωτ+σ0τ 2κ+σ1τ 3η )ˆ(m′i , k′,ω′, σ ′0, σ ′1)
(45)
k′ = aR−1(k +m4 γ3), ω′ = a0
(
ω+ v.k + 12m5 γ 23
)
,
σ ′0 = σ0 + 12 γ2.k + 12m6 γ 23 , σ ′1 = σ1 + 13! γ3.k + 12m4 γ 23 ,
m′i = a2a0mi, i = 2,4,5,6.
(46)
To define a wavelet transform, the representation must additionally fulfill square-
integrability [2]. For convenience in the sequel, the representations (39), (41), (43),
and (45) will be shortened as [Tˆ (g)ˆ](xˆ) = 5(a,a0)ei〈xˆ|x〉[(g˜)ˆ](xˆ). The condition
of square-integrability to be verified on the group G reads [9]∫
G
dµL |〈T (g)|η〉|2 =
∫
G
dµL |〈Tˆ (g)ˆ|ηˆ〉|2 = c(,η) <∞;
∀g ∈G, ∀η ∈H (47)
The left Haar measures in (47) have been provided in Eq. (33). The integration on the
translations and the rotations behave similarly in all these case studies (Galilei, accelerated
of any order). The group of rotation SO(n) is compact. Hence, integrating over SO(n)
remains finite. Integration over the subgroup (N) is to be identified as a Fourier transform
(the inverse in our case). Indeed, let us take η =  , without loss of generality. Let us
shorten the notation as follows: dνd = dmd k dωdσ0 dσ1 for the measure on the dual
vector space Nˆ , νd = νˆ = {m, k,ω,σ0, σ1} for the vector of the dual variables in Nˆ ,
dν = dφ d b dτ dη2 dη3 for the measure on N , and ν = {φ, b, τ, η2, η3} for the vector of
the variables in N . The integration proceeds then as∫
N
dν
∣∣∣∣
∫
Nˆ
dνd [Tˆ (g˜)ˆ](νd) ¯ˆ(νd)ei(〈νd |ν〉)
∣∣∣∣
2
=
∫
N
dν
∣∣∣∣
∫
Nˆ
dνd Vˇ (ν)
∣∣∣∣
2
(48)
= ‖Vˇ (ν)‖2
L2 (49)
= ‖Vˆ (νd)‖2L2 (50)
=
∫
Nˆ
dνd
∣∣Vˆ (νd)∣∣2 (51)
=
∫
Nˆ
dνd
∣∣ˆ(νd)∣∣2∣∣[Tˆ (g˜)ˆ](νd)∣∣2, (52)
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where we have also set Vˆ ( ˆx) = [Tˆ (g˜)ˆ]( ˆx) ¯ˆ( ˆx) with g˜ = s = {v, γ2, γ3, a0, a}. An in-
verse Fourier transform is taken on V in Eq. (48) with ei(〈νd |ν〉) = ei(mφ+k.b+ωτ+σ0η2+σ1η3).
Plancherel’s theorem has been invoked when stepping from Eq. (49) to Eq. (50). Let us re-
mark that s stands as the vector of the parameters in subgroup S, which corresponds to
the right side of the semi-direct product G = N  S. Let us restate Eqs. (30) and (32) as
dµL(g) = VL(g) dϕ. VL(g)= |det((∂g ◦ g′)/∂g′)|−1g′=e can be seen as a Jacobian or as an
infinitesimal volume generated by a left action of the group parameters in the neighborhood
of identity e. dϕ = da da0 d v d γ2 d γ3 is a measure on the vector space of those parameters.
Square integrability in Eq. (47) becomes, after using Eq. (52) and Fubini’s theorem,
∫
Nˆ
dνd
∣∣ˆ(νd)∣∣2
∫
S
dϕ
52(a, a0)
VL(g)
∣∣[ˆ(g˜)ˆ](νd)∣∣2 <∞ (53)
and, finally, as ˆ(ν) is a L2 function, only the second integral matters:
∫
S
dϕ
52(a, a0)
VL(g)
∣∣[ˆ(g˜)ˆ](νd)∣∣2 <∞. (54)
The square-integrability relies now on the integration on the remaining set of parame-
ters {g˜} and then on the change of variables from {g˜} (in subgroup S) to {ν′d} (in sub-
group Nˆ ). Eventually, the square-integrability depends on the Jacobian of the transforma-
tion
J =
∣∣∣∣det
(
∂(ν′d)
∂(s)
)∣∣∣∣= Jν ′d (g˜),
which may not be equal to 0. The condition is then given as
∫
Nˆ
dν′d
52(a, a0)
VL(g)Jν ′d (g˜)
∣∣[ˆ(ν′d )∣∣2 <∞. (55)
From condition (47) to condition (55), we have transferred square-integrability from the
space of the wavelet transforms L2(G,dµL) to the space Nˆ , the dual vector space of
translations and central extensions, L2(Nˆ, dρ) with
dρ = 5
2(a, a0)
VL(g)Jν ′d (g˜)
dν′d .
This means that we must look for measures dρ that fulfill condition (55). At this stage,
we must cope with two problems. First, the dimensionality of J must be set in a square-
matrix to perform the change of variable. Two cases need to be distinguished, namely, the
one-dimensional space and time and the multidimensional space and time. Second, the
conditions that provide a nonzero Jacobian must be derived.
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6.2. Accelerated Wavelets in One-Dimensional Space and Time
In the case of one-dimensional space and time (n= 1), Eq. (55) for kinematics including
second and third orders of acceleration yields the condition
∫
Nˆ
dm′ dk′ dω′ dσ ′0 dσ ′1
52(a, a0)
VL(g)
∣∣det( ∂(m′,k′,ω′,σ ′0,σ ′1)
∂(v,γ2,γ3,a0,a)
)∣∣
∣∣ˆ(m′, k′,ω′, σ ′0, σ ′1)∣∣2 <∞, (56)
where we have sectioned in the parameter space on the central extension as φi = φ;
hence mi = m ∀i . The admissibility depends on the transformation from variables
(a0, a, v, γ2, γ3) → (m′, k′,ω′, σ ′0, σ ′1). The Jacobian of the transformation provides
a square-matrix with nonzero determinant
∣∣∣∣det
(
∂(m′, k′,ω′, σ ′0, σ ′1)
∂(a0, a, v, γ2, γ3)
)∣∣∣∣=
∣∣∣∣diag
(
∂(m′, k′,ω′, σ ′0, σ ′1)
∂(a0, a, v, γ2, γ3)
)∣∣∣∣= |k′|a4 |m
′|
a60
. (57)
Structurally speaking, the nonzero determinant results from the nonzero diagonal and
the nonzero partial derivatives ∂m′/∂a0, ∂k′/∂a, ∂ω′/∂v, ∂σ ′0/∂γ2, and ∂σ ′1/∂γ3. The
condition of admissibility reads in this case
∫
Nˆ
dm′ dk′ dω′ dσ ′0 dσ ′1
|ˆ(m′, k′,ω′, σ ′0, σ ′1)|2
|k′|4|m′| <∞, (58)
which shows the importance of the extension m as part of the vector dual space Nˆ . Two
particular sections present some interest in the parameter space: a = a0 with option 2 and
a = 1, which provides temporal wavelets.
Another practical section in the parameter space is to be performed on the temporal
scale a0 = 1 and the extension m=m0, m0 ∈ R; we have J = |k′|4/a4 and the condition
of admissibility yields
∫
Nˆ
dk′ dω′ dσ ′0 dσ ′1
|ˆ(k′,ω′, σ ′0, σ ′1)|2
|k′|4 <∞. (59)
The condition is clearly independent of the extension parameter m and is defined for all
m ∈R (with or without group extension). The change of structure within multidimensional-
space Jacobians in the next section will lead to a different wavelet construction. In one-
dimensional space and time signal processing, all the motion parameters can then be
estimated simultaneously with continuous wavelet transforms. As a matter of comparison
in the affine-Euclidean group g = {b, a}, the Galilean group g = {b, τ, v, a}, and the
second-order acceleration group g = {b, τ, v, γ2, a}, the Jacobian reads J = |k|n/an where
n equals 1, 2, and 3, respectively. The condition keeps on being similar in higher-order
acceleration groups with J = |k|m+3/am+3 for a group with m additional orders of
acceleration, g = {b, τ, v, γ2, . . . , γm+2, a}. These conditions of admissibility remain valid
whatever the value of the extension parameter m ∈ R (with or without group extension).
In the one-dimensional space case, it is possible to estimate all the motion parameters at
once when building the trajectory.
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6.3. Accelerated Wavelets in Multidimensional Space and Time
In multidimensional space and time, the motion parameters become vectors. This change
of structure modifies the condition of admissibility, which forces the Jacobian of the
transformation (55) to be different from 0 and yield a square-matrix shape. Consequently,
one single-motion vector parameter out of the set {v, γ2, γ3, . . . , γm} is now allowed to
be retained with the scale parameter a in exchange for the spatial frequency k and one
temporal frequency out of the set {ω,σ0, σ1, . . . , σm}. That means that a section in the
group parameter space is now requested that keeps one motion vector at a time. The first
set to be considered will be {b, τ, v, a,R} (Galilean wavelet), the next set {b, τ, γ2, a,R}
at v0 estimated with the previous set (accelerated wavelets with kinematic 2 in Table 2).
This condition for a nonzero Jacobian is necessary but not yet sufficient. Indeed, the
Jacobian needs a nonzero partial derivative ∂k′/∂ γ3 in the change of variable from {a, γ3}
to {k,σ1}. This is precisely the role of the extension m4 resulting from the commutator
between K3, the Lie generator for γ3, and P , the Lie generator for translation to keep the
partial derivative different from 0. The change of variable from transformation (46) reads
then as (
d k′
dσ ′1
)
=
(
a−1k′ am4In
0 a−1k′T
)(
d k
dσ1
)
, (60)
where In is the identity n × n matrix. The Jacobian is then J = an−3mn−14 |k′|2. The
condition of admissibility reads then in multidimensional space∫
R×Rn
dσ1 d k
∣∣ˆ(k,σ1)∣∣2
∫
R×Rn
dσ ′1 d k′
∣∣ˆ(k′, σ ′1)∣∣2
× [|
k|2 + 2m4(σ ′1 − σ1)]n−1
mn−14 |k′|2n
<+∞ (61)
with m4 = 0. The extension parameter needs to be fixed by a section on parameter φ but
different from 0. A similar reasoning leads to a similar condition of admissibility in the case
of Galilean wavelets (with extension variable m and temporal frequency ω). In the case of
the accelerated groups of the second order (which require the extension variable m3 and
temporal frequency σ0), the existence of wavelets as shown in Table 2 is restricted to the
kinematics 1, 2, 13, 19, 20, and 48. In the case of the third order of acceleration, several
thousands of kinematics admit the m4 extension that leads to accelerated wavelets.
6.4. Revisiting the Characters
If we already know that η2 = τ 2 and η3 = τ 3, these conditions do not make it possible
to recover the original setting in space and time since dual variables have already been
defined. Additional conditions must be set in the phase space to retrieve the usual Fourier
domain. This section discusses the problem of how to retrieve the usual Fourier kernel
in (k,ω) from the characters of the subgroup Nei(mφ+k.b+ωτ+σ2η2). To get more insight
into the problem, let us examine the Fourier transform of a Dirac function stretched along
an accelerated trajectory, i.e., of a measure stretched along the trajectory. As an example,
let us consider the second-order acceleration as f (x, t)= δ(x − vt − 12 γ2t2). The Fourier
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transform of this function is
sˆ(k,ω)=
∫
Rn×R
d x dt δ
(
x − vt − 1
2
γ2t2
)
e−i(k·x+ωt) (62)
=
∫
R
dt e−i[(k·v+ω)t+(1/2) γ2t2] (63)
= 2πe−iπ/4
√
π
1
2
k · γ2
e
i
(ω+k·v)2
2k· γ2 . (64)
After a change of variable, Eq. (62) becomes an integration on new characters related to
the acceleration. Eventually, Eq. (64) defines a special function related to the second-order
acceleration group. Similar results may be derived from third- and n-orders accelerated
Dirac functions. These characters will be used to derive the wavelets in the simulations
presented in Section 9.
Let us examine the second-order acceleration and the relation between the characters
of the usual Fourier kernel ei(k·b+ωτ) and the characters of the corresponding group
representations in Eq. (43) derived as ei(m2φ2+m3φ3+k·b+ωτ+σ2η2). First, let us section on
the uncertainties between position, velocity, and acceleration that may be supposed to be
fixed and related to the observational conditions. Therefore, m2 = m2,0 and m3 = m3,0,
inducing a constant phase ei(m2,0φ2,0+m3,0φ3,0). The transformation b→ b0 − vτ − 12 γ2τ 2
leads to considering the integral equality valid almost everywhere∫
Rn×R×R
f1(b− vτ, η2)δ(η2 = τ 2)e−i(k·b+ωτ+σ2η2) d b dτ dη2
=
∫
Rn×R
f2
(
b− vτ − 1
2
γ2τ
2
)
e−i(k·b+ωτ) d b dτ, (65)
where it is assumed that f1(x − vτ, η2)δ(η2 = τ 2)= f2(b− vτ − 12γ2τ 2), which becomes
in terms of the characters
ei[k·b+(ω+k·v)τ+(1/2)k· γ2τ 2] = ei(k·b+(ω+k·v)τ+σ2η2) a.e., (66)
where we have imposed η2 = τ 2 to retrieve the initial square-translations. This implies
that σ2 = 12 k · γ2. Finally, the calculation of admissibility condition may be restated in this
approach. If we consider the Fourier transform of the wavelet as in Eq. (64), the kernel as
special function generates an integral transform that defines a ˆ γ2(k,ω), and the condition
of square-integrability in Eq. (61) is now restated as
∫
R×Rn
dωd k 5ˆ(k,ω)|k|n <+∞ (67)
with 5ˆ(k,ω) = ∫
R
d γ2 ˆ γ2(k,ω). This formulation does not require the extension
parameter.
7. ITERATIVE ALGORITHM FOR MOTION ESTIMATION
The technique of constructing a local piece of trajectory turns out to be an iterative
procedure. The motion estimation process is performed through the continuous wavelet
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transform as follows. If the admissible family of wavelets is g(x, t) and the signal is
S(x, t), the continuous wavelet transform is given by the linear map 〈g |S〉, where 〈.|.〉
is the inner product. A minimum-mean-square-error estimation technique [28] proceeds
by detecting maximum of energy of the wavelet transform (i.e., the maximum of local
densities or measures calculated on some spatio-temporal neighborhood):
1. Estimate location b0, scale a0, and orientation R0 of the moving of interest in the
image plane τ0 with affine wavelets:
b0 = arg maxb
∣∣〈b,a,R|Sτ0〉∣∣2 dbx dby; affine group: g = {b, a,R}. (68)
The estimation of a0 and R0 proceeds in a similar way.
2. Estimate the velocity at location b0 with Galilean wavelets v(b0, τ0) = v0 +∑k=m
k=0 γk,0τ k+10 :
v0 = arg maxv
∣∣〈b0,τ0,v0,a0,R0 |S〉∣∣2 dbx dby; Galilean group: g = {b, τ, v, a,R}. (69)
3. Estimate the first acceleration with second accelerated wavelet γ2(b0, τ0)= γ2,0 +∑k=m
k=1 γk,0τ k0
γ2,0 = arg maxγ2
∣∣〈b0,τ0,v, γ2,a0,R0 |S〉∣∣2 dbx dby;
0th order acc. group: g = {b, τ, v, γ2, a,R}. (70)
3 + i . Estimate the ith acceleration with ith-order accelerated wavelet γi(b0, τ0) =
γi,0 +∑k=mk=i+1 γk,0τ k−i
γi,0 = arg maxγi
∣∣〈b0,τ0,v0, γ2,0,..., γi,a0,R0 |S〉∣∣2 dbx dby;
ith order Acc. group: g = {b, τ, v, γ2, . . . , γi, a,R}. (71)
Several stopping criteria may be enforced at step 3 + i . The additional accelerations are
significatively equal to 0 according to the level of numerical accuracy. Numerically, the
inner products |〈g|S〉| are computed in the Fourier domain as a point-per-point product.
The wavelets are originally calculated in the Fourier domain, and the signal is FFT from
space and time to Fourier domain as done in Section 9.
If the motion parameters can be estimated locally, we need to further guarantee that
the algorithm is tracking the appropriate trajectory, i.e., that all the local estimated charts
are going to assemble and fit properly into the trajectory. Any trajectory corresponds to
an extremum derived from a principle of optimality applied on a Lagrangian through
the calculus of variations. An important problem related to this trajectory construction
is to define the conditions under which the admissible spatio-temporal wavelets must be
implemented to fulfill the correct tracking. For that purpose, we must determine if the
constants of the motion are correctly matching and to characterize the symmetries of the
system at hand. This is achieved by recourse to Noether’s theorem on the calculus of
variations [1, 41, 42, 44]. As an original contribution in this case [28], the Lagrangian
of the system is taken as the inner product of the wavelet transform.
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8. GROUP REPRESENTATIONS AND VARIATIONAL PRINCIPLES
In this section, we introduce a variational principle of optimality in the form of
Lagrangians to be defined as the inner product of the wavelet and the signal. The Euler–
Lagrange equation leads to partial differential equations and ordinary differential equations
for the motion of the wavelet. Moreover, additional considerations on reproducing kernels
and Hilbert–Schmidt operators will demonstrate a link between the principle of optimality
and the existence of orthonormal bases. This introduces discrete spatio-temporal wavelets
to expand the signal along its trajectory. Furthermore, as a result of the group structure,
sets of nested bases of discrete wavelets will be evidenced.
According to a calculus of variations, the trajectory between time t1 and time t2
coincides with the extremal of the functional J defined from the Lagrangian L. The
variation δ equals zero at the extremum
δJ = 0 with J =
∫ t2
t1
L[q(t), ˙q(t); t]dt. (72)
The application of Lagrange’s principle (72) is equivalent to writing the so-called Euler–
Lagrange equation as in Brogan [8]. The trajectory is then uniquely defined if the initial
state q(0)= q0 of the object is known. At the extremum, denoted by the subscript ∗, the
Euler–Lagrange equation is given by m second-order equations for m parameters
d
dt
∂L
∂ ˙q∗
− ∂L
∂ q∗ = 0. (73)
The Euler–Lagrange equation (73) allows us to derive another equation of motion that
optimizes the action J . The variational principles still hold if the Lagrangian contains
derivatives of higher orders as L[q(t), ˙q(t), ¨q(t), . . . , q(k)(t); t]dt . The extremals of the
functional fulfill the Euler–Lagrange equation.
8.1. Constants of Motion and Symmetries in Tracking
In this section, we examine two propositions that support the construction of trajectories
in Section 9 by appropriately characterizing the constants of motion under tracking and the
continuous symmetries of the tracking wavelets.
PROPOSITION 1. If the signal S(x, t) is taken on a translational trajectory, if the group
representations Tg(x, t) originate from the Galilei group, and if the Lagrangian is taken
as the inner product 〈g|S〉, then b˙τ − b = 0 belongs to the constants of motion under
effective tracking and the still wavelet must further be centered in the plane ω= 0.
Let us consider a Galilean Morlet wavelet applied to a Dirac measure in pure translation
motion at constant velocity. The signal taken as a Dirac measure on a translational
trajectory reads as
S(x, t)= δ[x − vt]. (74)
The wavelet in its space–time representation is given
(x, t)=(g−1X) (75)
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= (exp[ik0x ′] exp[− 12x ′2]− exp[− 12x ′2] exp[− 12k20])
× (exp[iω0t ′] exp[− 12 t ′2]− exp[− 12 t ′2] exp[− 12ω20]) (76)
with X = (x, t) and x ′ = x − b − b˙(t − τ ), t ′ = t − τ . The Lagrangian is now a complex
function of the group parameters g and the wavelet parameters k0 and ω0 of position in the
Fourier domain for spatial and temporal frequencies respectively. The Lagrangian 〈g|S〉
reads as
L[g; k0,ω0] =5[b, τ, v; k0,ω0] (77)
=√2π exp[ik0(b− b˙τ )] exp[−iω0τ ] exp
[− 12 {(b˙τ − b)2 + τ 2}]
× exp[ 12 {(k0v − k0b˙+ω0)2 − ((v − b˙)(b˙τ − b)− τ )2}]
× exp[i{(k0v − k0b˙+ω0)((v− b˙)(b˙τ − b)− τ )}
]
. (78)
The contribution of all the partial derivatives involved in the Euler–Lagrange equation
namely, ∂L/∂b, ∂L/∂b˙, ∂2L/∂b∂b˙, ∂2L/∂b˙2, ∂2L/∂τ∂b˙ leads to an ODE in form of
a product of F , which is a complex function of the constant of motion b˙τ − b and
2b˙=−b¨τ , with the Lagrangian 5[b, τ, v; k0,ω0]
F [b˙τ − b, b¨τ − 2b˙]5[b, τ, v, k0,ω0] = 0 (79)
such that F(0,0) = 0. The ODE vanishes when v = b˙, b˙τ − b = 0, b¨τ − 2b˙ = 0, and
ω0 = 0, k0 = 0. Therefore, we have verified that the tracking addresses the correct constant
of motion b= b˙τ and b= b˙τ + 12 b¨τ 2 meaning that the system can track objects at constant
velocity and constant second-order acceleration. This tracking requires some continuous
symmetry in the wavelet design, i.e., that the still wavelet must be located in the plane
ω = 0 with k0 = 0. These practical results of importance are going to be implemented in
the algorithmic developed in Section 9.
PROPOSITION 2. If the signal S(x, t) is taken on a translational trajectory, if the group
representations T (g)(x, t) originate from the k-order acceleration groups, and if the
Lagrangian is taken as the inner product 〈g|S〉, then (1/k!)b(k)τ k − b = 0 belongs to
the constants of motion under effective tracking and the still wavelet must be centered in
the plane ω = 0.
Let us consider first k = 2 and an accelerated Morlet wavelet applied to a Dirac
measure traveling at a constant second-order acceleration. The wavelet in a space–time
representation is given as in Eq. (76) with t2 ′ = t2 − τ 2 and x ′ = x − b− (b¨/2)(t2 − τ 2).
The signal reads as
S(x, t)= δ[x − γ2t2]. (80)
The Lagrangian takes the form
L[g; k0,ω0] =5[b, b˙, τ ;γ2, k0,ω0] (81)
=
∫
R
exp[−At4 −Bt2 +C]dt (82)
=
√
B
4A
exp
[
B2
8A
+C
]
K1/4
[
1
4
,
B2
8A
]
, (83)
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where Kn(z) is a modified Bessel function [18], where A, B , and C are functions of the
parameters b, b˙, τ ; γ2, k0, ω0. The exhaustive calculations of all the partial derivatives
involved in the Euler–Lagrange lead to an ODE in form of a product of F , which is
a complex function of the constant of motion b¨2τ
2 − b and 2b˙=−b¨τ , with the Lagrangian
5[b, b˙, τ ;γ2, k0,ω0]. The function F is such that F(0,0) = 0 and the ODE vanishes if
ω0 = 0, γ2 = b¨, b¨2τ 2 − b = 0, b
(3)
6 τ
3 − b = 0, and k0 = 0. The Lagrangian expressed with
Bessel K functions for k = 2 turns to be for k ≥ 3 expressed with confluent hypergeometric
functions U functions [18]. However, similar conclusions apply again.
8.2. Orthogonal Decomposition along the Trajectory
The Euler–Lagrange equation (73) can be restated more succinctly as
(q, q˙; τ )L(q, q˙; τ )= 0. (84)
Let us define the Lagrangian as L = 〈g|S〉 as supposed in the previous section and the
inverse wavelet transform as
Sˆ(k,ω)=
∫
G
ˆg(k,ω)S(g) dg with S(g)= [WS](g), (85)
where dg is the left-invariant Haar measure and S(g) ∈L2(G,dg) is the wavelet transform
of the signal S(k,ω) ∈ L2(Rn × R, d x dt). Then, combining Eq. (84) and Eq. (85),
invoking dominated convergence and Fubini’s theorem, we derive an integral equation
with kernel k(g;g′)= ∫
R×Rn (q, q˙; τ )ˆg(k,ω) ¯ˆg′(k,ω) d k dω. Indeed∫
G
[∫
R
∫
Rn
[q, q˙; τ )ˆg(k,ω) ¯ˆg′(k,ω) d k dω
]
S¯(g′) dg= 0 (86)
∫
G
k(g;g′)S¯(g′) dg= 0. (87)
Moreover, the operator k(q, q˙, τ ; x, t) is Hermitian and bounded since g(x, t) is C∞ in
L2(G,dg). An operator in L2(G,dg) is Hilbert–Schmidt if and only if it is an integral
operator whose kernel fulfills∫
G
∫
G
|k(g;g′)|2 dg dg′ <+∞, (88)
a condition that is obviously satisfied by continuous wavelets. The operator k is Hilbert–
Schmidt and then a compact operator. By the spectral theorem, there exists an orthonormal
basis made of the eigenvalues of |k| =
√
k¯k along the extremal. This completes the proof.
Therefore, the signal may be decomposed on an orthonormal basis along the trajectories
{j, j ∈ G∗}, where G∗ is a discretization of the group parameters presented below.
An efficient application for motion-compensated filtering and coding is presented by the
author in [30]. The moving signal along the trajectory is now expanded as S(x, t) =∑
j 〈j |S〉j (x, t).
Along the trajectory, the frame is tight. Indeed, in the frame equation
A‖s‖2 ≤
∑
j∈ı
|〈j |S〉|2 ≤ B‖s‖2 A> 0, B <+∞ (89)
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the quantity
∑
j∈ı |〈j |S〉|2 reaches the upper bound B‖s‖2. According to the previous
paragraph, which states the existence of orthonormal decompositions along the trajectory,
the frame is also exact in this case.
The construction of the orthonormal basis proceeds by discretizing the group parameters
into a lattice. The spatio-temporal lattice ı is easily defined as a generalization of the usual
affine discretization presented in [9] a = am∗ , b = nbb∗am∗ , v = nvv∗am∗ , γ2 = nγ2γ2,∗am∗ ,
τ = nτ τ∗ with a∗ > 1, and b∗, v∗, γ2,∗, τ∗ > 0 for convenience. If we now consider the
regular left-composition g−1(x, t) = ((x − b − v(t − τ ))/a, t − τ ) in the Galilean case,
we can mimic the affine case in the Galilean group as follows. Let a∗ = 2 and g∗(x, t)=
a
−m/2∗ (a−m∗ x − nbb∗ − nvv∗(t − nτ τ∗), t − n∗τ∗) where we retrieve the well-known
orthonormal bases m,p,q(x, t) = 2−m/2(2−mx − p,2−mt − q) in L2(R × R) at p =
nbb∗ + nvv∗(t − nτ τ∗), q = nτ τ∗ with p,q ∈ Z [9]. This observation corresponds to the
numerical results that showed the existence of exact frames in [27] and provides a support
on the experiments performed in [30]. The same trick applies on the accelerated groups on
their spatio-temporal representations(g−1∗ X) with X = (x, t), i.e., orthonormal bases for
p = nbb∗ + nγi γi,∗(ti − nτ τ i∗) and q = nτ τ i∗ at the ith-order of acceleration. It is also easy
to see the existence of other spatio-temporal discrete wavelets that mimic the affine wavelet
in [9]. The affine group structure is defined as a semi-direct product between translation
and dilation, R×R∗+. In the spatio-temporal group, we have as many semi-direct products
as orders considered in the translational expansion: two in the Galilean group, three in the
second-order accelerations, etc.; i.e., two and three families of discrete wavelets defined
on the semi-direct products (velocity, scale), second-order acceleration, scale, etc. These
discrete wavelets are given as
m,p,q(v, t)= 2−m/2(2−mv − p,2−mt − q), m,n, q ∈ Z (90)
m,p,q(γ2, t
2)= 2−m/2(2−mγ2 − p,2mt2 − q), m,n, q ∈ Z (91)
and built over the semi-direct products. Let us eventually remark that the spatio-temporal
analysis in [30] is performed with biorthogonal wavelet decompositions. The warping of
multidimensional discrete wavelet transforms and the multiresolution analysis (MRA) does
not give rise in whole generality to discrete wavelets, but instead gives Riesz bases or exact
frames.
9. APPLICATIONS OF CONTINUOUS WAVELETS
The motion estimation is performed according to the conditions described in Sections 7
and 8, i.e., in the Fourier domain after FFT the spatio-temporal signal on 32 consecutive
images. The still wavelet located the plane ω = 0. The wavelet is Morlet in the affine
and the Galilei groups and is a modified version whose signature in Fourier is easy to
calculate for accelerated groups. Let us first consider the Morlet wavelets in the Fourier
domain. The anisotropic Morlet wavelet is a nonseparable spatio-temporal wavelet that
fulfills admissibility for the affine, Galilei, and accelerated groups. The generic formula is
expressed in spatio-temporal frequencies as
ˆ(k,ω)= |detC|1/2(e−(1/2)〈( K− K0)|C( K− K0)〉 − e−(1/2)〈 K0|C K0〉e−(1/2)〈 K|C K〉),
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i.e., a Gaussian function shifted to the point of coordinates K0 = (k0,ω0). Moreover,
K = (k,ω)T ∈ R2 × R and C is a positive-definite matrix. For two-dimensional spatio-
temporal signals, we have 
C =


6kx 0 0
0 6ky 0
0 0 6ω



 ,
where the 6 factors introduce anisotropy in the wavelet shape. For the accelerated groups,
we will consider a modified Morlet wavelet derived as follows. Let us consider a Dirac
measure in acceleration δ[x − b − γ22 (t − τ )2] and derive the related special functions
A(k,ω;γ2, b) obtained by taking the Fourier transform as in Eq. (64). Then, integrating
over b and τ taken as Gaussian densities and multiplying by k, we obtain a modified
Morlet wavelet (taken as a product of k and a Gaussian function instead of the difference
of two Gaussians) that fulfills admissibility in the accelerated groups:
ˆ(k,ω)= (2π)3/2i 1√
kγ2
e−(1/2)(ω2/2kγ2)ke−(1/2)(k−k0)2e−(1/2)(ω−ω0)2 . (92)
Similarly, modified Morlet wavelets may be written down in the Fourier domain for the
third-order and all higher-order acceleration. The special functions are respectively from
the Bessel and the hypergeometric families.
The applications presented for the estimation of the acceleration have been performed
with accelerated wavelets tuned to second- and third-order acceleration γ2 and γ3.
An anisotropic Morlet wavelet [27] is admissible as the mother wavelet in the accelerated
families. The wavelet is first calculated in the Fourier domain where the square moduli
of the inner products |〈Tˆ (g)ˆ|Sˆ〉|2 are computed as described in Section 7. Figure 1
displays a synthetic scene with three objects in accelerated motion, A noise of 10 dB SNR
is superposed on the scene and a jitter (Gaussian with 1-to-l pixel distance as standard
deviation) is applied to the motion. Temporary crossings occur in the scene. Figure 2 shows
the energy densities, i.e., the square modulus of the wavelet transform in the plane of the
accelerations (γ2x, γ2y).
It is also instructive to present a comparison between motion estimation of apparent
acceleration embedded in a signal captured by a camera, i.e., in a two-dimensional space–
time signal, and motion estimation of the corresponding actual motion in the exterior scene,
i.e., in a three-dimensional space and time signal. In the sequel, acceleration parameters in
the case of video signals captured from planar sensor arrays are estimated using a real
traffic sequence. In an elementary traffic sequence, the surface of motion (road) and sensor
arrays (camera) are both planar but a deforming geometry takes place as a result of the
projection on the cone of sensor visibility. The motion transformation of the captured
signals may still be expressed in terms of representations and wavelets under admissibility
conditions. In this case, the wavelets perform MMSE estimations of the actual motion in
the exterior space. Figures 3, 6, and 7 present the acceleration estimation for a natural
traffic scene computed in the captured signal. For example, the trajectory of the upper
left corner of the foreground car is given as (b = (148,125), τ = 1, v = (0.5,0.5),
γ2 = (−0.015,+0.035), γ3 = (+0.005,+0.005)). The original detection of the cars, the
motion-based segmentation of the scene that determine the edges of the cars in position
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FIG. 1. Synthetic scene with three accelerated objects. Gaussian noise 10 dB SNR, and motion jitter of
1 pixel standard deviation. The x and y axes correspond to the spatial coordinates and t is the time axis.
FIG. 2. Detection of acceleration on a trajectory (τ = 2, v = {0.5,0.5}). The object is starting at b = {3,3}
and velocity v = {0.5,0.5}. The estimated acceleration is γ2 = {0.05,0.05}.
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FIG. 3. Actual traffic sequence with two cars approaching at constant velocity. The camera is moving on
a third car in the opposite direction on the road. Due to the projection on the sensor plane, the motion is apparently
accelerated.
FIG. 4. Traffic sequence at crossing time.
CONTINUOUS AND DISCRETE WAVELETS 377
FIG. 5. Projection on the sensor plane of a moving rigid pattern.
FIG. 6. Two local maxima at γ2 = {−0.022,+0.034}, and γ2 = {−0.018,+0.0221} are discovered in the
traffic sequence of Figs. 3 and 4. The square modulus of the wavelet transform has been computed over the entire
scene and shows the signature of two apparently accelerated objects.
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FIG. 7. Estimation of the trajectory of the left corner of the foreground car in the scene presented in Fig. 3:
local maximum of the square modulus of the second-order accelerated wavelet at γ2 = {−0.02,+0.03} for τ = 1
and x0 = {148,125}, then γ ∗2 = {−0.015,+0.035}.
and velocity, has been presented in Ref. [26] with algorithms that rely on the affine and
Galilei wavelets. The car detection and the motion-based segmentation of the different
patterns moving in the scene have been performed preliminarily with the algorithm
presented in Ref. [26]. This algorithm has exploited affine and Galilei wavelets to locate
the initial position and to estimate velocities along the edges (Velocity depends on the
position in this application!). Proceeding on an image-per-image basis, the tubes of motion
have been constructed. Continuous Galilean wavelets are well known to be strong tools
for locating the discontinuities; i.e., the edges and the local velocities are on the same
footing. Corners have been considered in the estimation of accelerations since they are
discontinuities of the first order and as such they provide the highest energetic wavelet
responses in the scene. As a consequence of the dependence of the motion parameters
on position and for the purpose of tracking significant energy in the signal, continuous
wavelets have been used on local neighborhoods in the traffic sequence. Wavelet transforms
are primarily built on the scale parameter; they have therefore no constraints in estimating
motion parameters on rigid bodies. It just requires adjusting the scale parameter to the
size of the object to be tracked. Let us remark that, in this traffic sequence, only nonrigid
patterns are considered.
The projection of moving patterns on sensor arrays creates the most important part of
all the acceleration components embedded in projected signals. The traffic sequence is
a basic example. The complete treatment for the problem of “projecting” the moving signal
from the outer space in (R3 × R) three-dimensional space and time onto the sensor in
(R2 ×R) two-dimensional space and time is beyond the scope of this paper. However, it
seems important to analyze the elementary but important case of the traffic sequence as
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FIG. 8. Estimation of the trajectory of the left corner of the foreground car in the scene presented in Fig. 3:
local maximum the square modulus of the third-order accelerated wavelet at γ ∗3 = {+0.005,+0.005} for τ = 1
and x0 = {148,125}.
translational motion on a flat surface projected onto a flat sensor plane and to associate
the deformational transformations. The usual projection that takes place within the cone
of sensor visibility (Fig. 5) is a homothety (i.e., a rescaling). If the depth of the object is
negligible with respect to the object-to-sensor distance, the projection may be obtained as
an orthogonal projection composed with a scaling. Let us define the z axis orthogonal to the
sensor plane and the x–y axes in the sensor plane. The motion captured in the sensor plane
is obtained after a projection on planes 0, 1, 2 parallel to sensor at time τ = 0,1,2
and a homothety that rescales the projection down to the plane of the sensor (Fig. 5). Let
us denote W as the width of the rigid object and S0 as the size of the object captured by
the camera. Let us also denote d as the distance between the summit of the cone of sensor
visibility and the plane 0 of the starting location. It is fairly reasonable to assume that
the depth δ of the object is small or negligible. The scale a0 = W/S0 is observed from
plane 0 at time τ = 0. At time τ = n, the size perceived from plane n by the camera is
given by
an = W
Sn
= W
S0(1− vzd τ )
= a0
1 − vz
d
τ
= a0
[
1 + vz
d
τ +
(
vz
d
)2
τ 2 + · · ·
]
= a0[1 + a1τ + a2τ 2 + · · · + anτn + · · ·].
The series is convergent while |(vz/d)τ < 1 and this corresponds to the physical nature
of the observation. The components of the translational motion (translation, velocity, and
accelerations) along the x and y axes are all rescaled according to the ratio b/b0 = v/v0 =
(d − vzt)/d . In terms of coordinate transformations, the projection may be written as
(x ′ = d x/z, y ′ = d y/z, 1). In terms of Lie algebras, the transformations of a translational
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motion are as follows. The original motion in the outer space is characterized by position,
velocity, and acceleration generators that commute with each other as in the Galilei
group, i.e., [Pi,Pj ] = 0, [Ki,Kj ] = 0, [Kli ,Klj ] = 0 (meaning that the surface where the
motion takes place is flat) for all combinations of i, j ∈ {x, y, z} and I = 0,1,2, . . . in the
outer three-dimensional space and time. The projection totally modifies the commutation
structure of the outer kinematics to give rise to captured kinematics that behave as if they
were taking place on some particular geometry. In this simple traffic sequence example,
we derive the commutators for the position generator as
[Px,Pz] = Px, [Py,Pz] = Py, [Px,Px ] = 0,
[Py,Py ] = 0, [Pz,Pz] = 0, (93)
where the two first commutators show that the z position is acting as an isotropic scaling
on both positions x and y . The exponentiation to the group action produces terms such
as e(1−az)bxPx with az = d/z ≤ 1. Similar commutations are derived for velocity and
accelerations. If the geometry of the sensor is not planar, then the commutators for the
position generators becomes more general in the forms of [Px,Pz] =∑k=x,y,z CkzzPk+Px .
Since the translation generators are not commuting to each other, the geometry on which
motion takes place is not flat but instead presents some Gaussian curvature related to the
constants of structure Ckij of the Lie algebra itself. Calculations similar to those performed
in the Appendix cannot be avoided to recover the laws of group composition and the group
representations. Eventually, the motion parameter estimation in Fig. 9 has been performed
using the wavelet

a0,vz/d,b,τ (x, t)=
[
a0
1+ vz
d
τ
(x − b), t − τ
]
. (94)
Two optima have been detected and correspond to two moving objects. They are located
at (vz1/d = 0.5 s−1, a01 = 2.6) and (vz2/d = 0.38 s−1, a02 = 1.8). If we assume that
d1 = 40 m for the foreground car and a rate of 25 images per second, then we can estimate
the approaching velocity component at vz1 = 72 km/h. In this scene the camera is located
on a car traveling in the opposite direction; vz1 is a relative velocity about twice that of
the observed car. For the background car, if we assume d2 = 50 m, then vz2 = 68.4 km/h.
The a0’s are rescaled in terms of standard deviation on the image display; i.e., car 1 starts
in image τ = 0 with a diameter of about 16-pixel intervals.
10. CONCLUSIONS
This paper has demonstrated the existence of new spatio-temporal continuous and
discrete wavelets for groups of acceleration transformations. A technique for enumerating
all the observable kinematics, groups, and representations has been sketched. Wavelet
admissibility conditions have been established. The paper has shown the existence of
frames and Riesz bases along the trajectory that enable signal decomposition along moving
patterns under interest. Eventually, applications dealing with motion estimation in actual
digital image sequences that show the usefulness of this approach must be derived.
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FIG. 9. Estimation of the parameters vz/d and a, square modulus of the wavelet transform |〈T (g)|s〉|2 =
F(a0, vz/d) in the traffic sequence displayed in Figs. 3 and 4: two local maxima are displayed at (vz1/d =
0.5 s−1, a01 = 2.6) and (vz2/d = 0.38 s−1, a02 = 1.8) standing for the fore- and background car, respectively.
The estimations are based on a rate of 25 images per second. If we assume that d1 = 40 m for the foreground
car and a rate of 25 images per second, then we can estimate the approaching velocity component at vz1 = 45
miles/h—72 km/h. In this scene the camera is located on a car traveling in the opposite direction; vz1 is a
relative velocity about twice that of the observed car. For the background car, if we assume d2 = 50 m, then
vz2 = 42.7 miles/h—68.4 km/h.
APPENDIX
This appendix provides a detailed example of how to compute the group composition
and inverse from the Lie algebra.
The canonical exponential representation of a group element splits into a product of
exponentials [17, 45], where each exponential corresponds to one parameter. Hence, the
composition of g with g′ is given by the product of their representations
g ◦ g′ = exp[φM] exp[τH 1 − τ 2H 2] exp[τ 2κ H 2] exp[bP ] exp[vK]
× exp[ γ0Q0]
(∏
i
exp[st,iSt,i]
)
exp[ssSs ]R exp[φ′M]
× exp[τ ′H 1 − τ ′ 2H 2] exp[τ 2κ ′H 2] exp[b′P ] exp[v′K]
× exp[ γ ′0Q0]
(∏
i
exp[s′t,iSt,i]
]
exp[s′sS′s ]R′ (95)
with R = exp[θJ ], a = eSs . Let us remark that in Eq. (95), g, g′, and the symbol exp[ ]
may be written in a matrix representation.
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Let us remark that the exponentiation of H 1 behaves slightly differently from the
others. Indeed, all the Lie generators are such that Xn = 0 ∀n > 1 and ∀X ∈ G. Then
exp[xX] = Im+ xX, where Im is the identity matrix of rank m. However, for H 1, we have
H 1H 1 = 2H 2 and the exponent exp[τH 1] must be modified to yield exp[τH 1 − τ 2H 2] =
Im + τH 1.
To obtain the composition law of the group from Eq. (95), it suffices to reorder
all the generators and to take into account the commutativity and noncommutativity
properties. Let us take the example of the most familiar kinematic, algebra 32 in Table 2
with commutators [Q0,H 1] = K , [Q0,H 2] = 12P , [K,H 1] = P , the central extension
[Q0i ,Kj ] = m2δijM , and the noncentral extension [M,Ss] = 2M , [M,St ] =M . As the
element g′′ = g ◦ g′ belongs to the group and is unique, g′′ has then a unique canonical
form as in (95) to be recovered. Hence, whatever way is used to rearrange the generators,
the final form will be identical. Let us follow a convenient.
The rotation matrix R is first moved to the right toward R in Eq. (95). R commutes
with M , then R exp[φ′2M]R−1 = exp[φ′2M]. R does not commute with K , then
R exp[v′K]R−1 =R(Im + v′K)R−1 (96)
= Im +Rv′KR−1 (97)
= Im +Rv′K (98)
= exp[Rv′K]. (99)
In this calculation, the expansion of the exponential is limited to the first order since
Ki = 0, for i ∈ Z+\{0}. We have also used KR−1 = K . The same procedure occurs
when R meets generators P and Q0. The dilation generators exp[ssSs ] and exp[st,iSt,i]
undergo the same procedure as that described for R. For example, since generator Ss does
not commute with M , the Baker–Hausdorff formula is invoked
exp[ssSs ] exp[φ′2M] exp[−ssSs] = Im + φ′2M + 2ssφ′2M +
(2ss)2
2! φ
′
2M
+ (2ss)
2
3! φ
′
2M + · · · (100)
= Im + exp[2ss]φ′2M (101)
= exp[a2φ′2M]. (102)
The operator M is commuting with all the operators except with the dilations that have
already been taken into account; assembling parameter φ2 with φ′2 is then straightforward.
At this stage, the composition reads as
g ◦ g′ = exp[(φ2 + a2a0,1a0,2φ′2)M] exp[τH 1 − τ 2H 2] exp[τ 2κH 2] exp[bP ]
× exp[vK] exp[ γ0Q0] exp[a0,1τ ′H 1 − a0,2τ ′ 2H 2]
× exp[a0,2τ 2κ ′H 2] exp[aRb′P ] exp[a0,1aRv′K] exp[a0,2aR γ ′0Q0]
×
(∏
i
exp[(st,i + s′t,i )St,i]
)
exp[(ss + s′s )Ss ]RR′. (103)
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The reordering keeps on proceeding with operators τ ′H 1 and τ 2κ
′
H 2 moving to the left.
As H 1 is not commuting with K but [K,P ] = 0, we have then
exp[−a0,1τ ′H 1 + a0,2τ ′ 2H 2] exp[vK] exp[a0,1τ ′H 1 − a0,2τ ′ 2H 2]
= Im + vK + a0,1vτ ′P (104)
= exp[vK + a0,1vτ ′P ] (105)
= exp[a0,1vτ ′P ] exp[vK]. (106)
Similarly, H 2 is not commuting with Q0 and [P,Q0] = 0, then we have also
exp[−a0,2τ 2κ ′H 2] exp[ γ0Q0] exp[a0,2τ 2κ ′H 2] = exp
[ 1
2 γ0a0,2τ 2κ
′
P
]
exp[vK]. (107)
Similarly, H 1 is not commuting with Q0 and [Ki,Q0j ] =m2δijM , then
exp[−a0,1τ ′H 1 + a0,2τ ′ 2H 2] exp[ γ0Q0] exp[a0,1τ ′H 1 − a0,2τ ′ 2H 2]
= Im + γ0Q0 + a0,1 γ0τ ′K (108)
= exp[ γ0Q0 + a0,1 γ0τ ′K] (109)
= exp[12m2a0,1 γ 20 τ ′M]exp[a0,1 γ0τ ′K] exp[ γ0Q0]. (110)
Up to this stage, the calculation yields the rearrangement
g ◦ g′ = exp[(φ2 + a2a0,1a0,2φ′2 + 12m2a0,1γ 20 τ ′)M]
× exp[(τ + a0,1τ ′)H 1 − (τ + a0,1τ ′)2H 2]
× exp[(τ 2κ + 2a0,1ττ ′ + a0,2τ 2κ ′)H 2]
× exp[(b+ a0,1vτ ′ + 12a0,2 γ0τ 2κ ′)P ] exp[(v + a0,1γ0τ ′)K] exp[ γ0Q0]
× exp[a0,1aRv′K] exp[aRb′P ] exp[a0,2aR γ ′0Q0]
×
(∏
i
exp[(st,i + s′t,i )St,i]
)
exp[(ss + s′s)Ss ]RR′, (111)
where the factor 1 = exp[−2a0,1ττ ′H 2] exp[2a0,1ττ ′H 2] has been inserted to generate the
missing double products. The next step consists in reassembling operators P , K , and Q0.
The noncommutation between Q0 and K generates
exp[−a0,1aRv′K] exp[ γ0Q0] exp[a0,1aRv′K]
= exp[m2a0,1a0,2a γ0Rv′M] exp[a0,1aRv′K] exp[ γ0Q0]. (112)
Resetting τ 2κ
′ = τ ′2, we achieve the composition
g ◦ g′ = exp[(φ2 + a2a0,1a0,2φ′2 + 12m2a0,1 γ 20 τ ′ +m2a0,1a γ0Rv′)M]
× exp[(τ + a0,1τ ′)H 1 − (τ + a0,1τ ′)2H 2]
× exp[(τ + a0,1τ ′)2H 2] exp
[(b+ aRb′ + a0,1vτ ′ + 12a0,2 γ0τ ′2)]
× exp[(v+ a0,1aRv′ + a0,1 γ0τ ′)K] exp[( γ0 + a0,2aR γ ′0)Q0]
×
(∏
i
exp[(st,i + s′t,i )St,i]
)
exp[(ss + s′s)Ss ]RR′. (113)
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Finally, the reassembling provides the law of composition of the noncentral extended
group Ge whose element is ge = {φ2, g}. The composition and the inverse element of
the extended read now
ge ◦ g′e =
{
φ2 + a2a0,1a0,2φ′2 + 12m2a0,1 γ 20 τ ′ +m2a0,1a γ0Rv′, g ◦ g′
} (114)
g−1e =
{−a−10,1a−10,2a−2(φ2 + 12m2 γ 20 τ −m2 γ0v), g−1}. (115)
A relevant kinematic supporting continuous wavelet transforms will be 2 in Table 2 as
a result of the extension m3 from commutator [Q0i , Pj ] that leads to the composition
g ◦ g′ = (φ2 + a2a0,1a0,2φ′2 + 12m2a0,1 γ 20 τ ′,
φ3 + a2a0,1a0,2φ′3 + 12m3a0,2 γ 20 τ 2
′ +m3a γ0Rb′,
b+ aRb′ + 12a0,2 γ0τ 2κ
′
, τ + a0,1τ ′;
τ 2κ + a0,2τ 2κ ′ + 2a0,1ττ ′, v + a0,1aRv′, γ0 + a0,2aR γ ′0,
a0,1a
′
0,1, a0,2a
′
0,2, a0,3a
′
0,3, aa
′,RR′
)
. (116)
To obtain the composition law for the two first orders of acceleration, we consider
the Lie algebra made of commutators [Q0,H 1] = K , [Q1,H 1] = Q0, [K,H 1] = P ,
[Q0,H 2] = P , [Q1,H 2] = 12K , [Q1,H 3] = 16P , [Q0i ,Q1j ] =m6δijM and the noncentral
extensions [M,Ss] = 2M and [M,St,i] = M . Using the same calculus principles, the
composition reads as
g ◦ g′ = exp[(φ6 + a2a0,1a0,2a0,3φ′6 + 12m6a0,1 γ 21 τ ′ +m6a0,2a γ1R γ ′0)M]
× exp[(τ + a0,1τ ′)H 1 − (τ + a0,2τ ′)2H 2 − (τ + τ ′)3H 3]
× exp[(τ + a0,2τ ′)2H 2 − (τ + a0,3τ ′)3H 3] exp[(τ + a0,3τ ′)3H 3]
× exp[(b+ aRb′ + a0,1vτ ′ + 12a0,2 γ0τ ′2 + 16a0,3 γ1τ ′3)P ]
× exp[(v + a0,1aRv′ + a0,1 γ0τ ′ + a0,2 γ1τ ′2)K]
× exp[( γ0 + a0,2aR γ ′0 + a0,1 γ1τ ′)Q0] exp[( γ1 + a0,3aR γ ′1)Q1]
× exp[(sa + s′a)S]
(∏
i
exp[(st,i + s′t,i )St,i ]
)
RR′. (117)
In this case, H 1H 1 = 2H 2, H 1H 2 = 3H 3 then H 1H 1H 1 = 6H 3. The composition and
the inverse element of the extended group read as
ge ◦ g′e =
{
φ6 + a2a0,1a0,2a0,3φ′6 + 12a0,1m6 γ 21 τ ′ +m6a0,2a γ1R γ ′0, g ◦ g′
} (118)
g−1e =
{−a−10,1a−10,2a−10,3a−2(φ6 + 12m6γ 21 τ −m6 γ1 γ0), g−1}. (119)
In this case, the kinematic of interest to support the continuous wavelets will be that defined
as follows: [Q1,H 3] = 16P and the extensions m2, m4, m5, and m6 from the commutators
[Q0,K], [Q1,P ], [Q1,K], and [Q1,Q0], respectively.
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