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Abstract
In this work, we investigate some connections between exact differential
equations and harmonic functions and in particular, we obtain necessary and
sufficient conditions for which exact equations admit harmonic solutions.
As an application, we consider the orthogonal trajectories of harmonic func-
tions, and among other results we obtain that the Cauchy-Riemann equations
and the non-vanishing of the first partial derivatives are sufficient for any two
curves to be orthogonal trajectories of each other. All curves throughout the
work are restricted to the xy−plane.
1 Introduction
Harmonic functions – the solutions of Laplace’s equation play a very crucial role
in many areas of mathematics, physics and engineering [1].
Differential equations on the other hand are indispensable tools in applied math-
ematics. In this work, we look at some connections between harmonic functions
(and their conjugates) and exact differential equations – an idea that stemmed from
the similarities in the process of finding harmonic conjugates and that of solving
exact differential equations. We ask the questions: Can harmonic functions be
solutions of exact differential equations? Can we classify exact differential equa-
tions that admit harmonic solutions? Given a harmonic function, can we find the
exact equation satisfied by its conjugate without knowing the conjugate itself?
The above questions are answered in this work, and most importantly a necessary
and sufficient condition for an exact differential equation to admit a harmonic
solution is proved.
As an application, we consider the orthogonal trajectories of harmonic functions
and among other results, we obtained that the orthogonal trajectories of harmonic
functions are necessarily harmonic and furthermore, we also showed that har-
monic functions and their conjugates are orthogonal trajectories of each other.
While the analyses carried out in this work is restricted to R2, the xy−plane, we
may have been able to show that certain problems concerning harmonic functions
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can be posed in terms of exact differential equations and importantly, the harmonic
conjugates found by the existing methods may as well be a particular solution to
the more general problem of finding the orthogonal trajectories of their harmonic
functions, as the latter problem offers suggestions that certain arbitrary functions
of harmonic functions are also harmonic.
2 Preliminaries
Some of the existing results that are used in this work are stated in this section.
The basic theory and proofs may be found in the references.
We begin with an exact differential equation.
Theorem 2.1 [2] Let the functions M, N, Mx and Ny, where the subscripts denote
the partial derivatives, be continuous in a simply-connected region R, then the
differential equation
M(x,y)dx+N(x,y)dy= 0 (2.1)
is an exact differential equation in R if and only if
My(x,y) = Nx(x,y) (2.2)
at each point of R. That is, there exists a function f satisfy
fx(x,y) =M(x,y), fy(x,y) = N(x,y)
if and only if M and N satisfy equation (2.2).
Next, we turn to harmonic functions. A twice continuously differentiable function
u defined on a subset of Rn is harmonic if it solves the Laplace’s equation:
∆u= 0
where ∆ = D21 +D
2
2 + · · ·+D
2
n and ∆
2
j denotes the second partial derivative with
respect to the jth coordinate variable [1]
In this paper, we restricted our functions (domains) to the xy−plane. Conse-
quently, the Laplace equation in two variables is stated as
∂ 2u
∂x2
+
∂ 2u
∂y2
= 0
and therefore, any real-valued function of two real variables x and y that has
continuous first and second order partial derivatives in a domain D and satisfies
Laplace’s equation is said to be harmonic in D.[5]
Inasmuch as we try to avoid the word analyticity, the Cauchy-Riemann equations
could not be avoided in the work, and so we state it here as a necessary condition
for analyticity.
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Theorem 2.2 [5] Suppose f (z) = u(x,y)+ iv(x,y) is differentiable at a point
z = x+ iy. Then, at the point z, the first order partial derivatives of u and v exists
and satisfy the Cauchy-Riemann equations:
∂u
∂x
=
∂v
∂y
and
∂u
∂y
=−
∂v
∂x
(2.3)
3 Main work
Here, we look more critically at the relationship between exact differential equa-
tions and harmonic functions with the corresponding harmonic conjugate.
Theorem 3.1 Let Mdx+Ndy = 0 be an exact differential equation in (2.1) with
harmonic solution f (x,y) = c, where M,N, f are at least once differentiable, then
the harmonic conjugate of f is given as:
g(x,y) =
∫
M∂y−
∫ [
N+
∂
∂x
∫
M∂y
]
dx+ c
Proof: Firstly, we observe that since f (x,y) is the solution of the exact differential
equation, then
∂ f
∂x
=M⇒ f =
∫
M∂x+g(y)
differentiating with respect to y, keeping x constant
∂ f
∂y
=
∂
∂y
∫
M∂x+g′(y) = N
⇒ g′(y) = N−
∂
∂y
∫
M∂x
∴ f (x,y) =
∫
M∂x+
∫ [
N−
∂
∂y
∫
M∂x
]
dx= c (3.1)
Next, we proceed to find the harmonic conjugate g(x,y) of f (x,y). Since the
conjugate harmonic function g must satisfy the Cauchy-Riemann equations:
ux = vy and uy =−vx
in this case,
∂ f
∂x
=
∂g
∂y
and
∂ f
∂y
=−
∂g
∂x
.
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We must have:
∂g
∂y
=
∂
∂x
[∫
M∂x+
∫ [
N−
∂
∂y
∫
M∂x
]
dy
]
=
∂
∂x
∫
M∂x+
∂
∂x
∫
Ndy−
∂
∂x
∫
∂
∂y
∫
M∂xdy
=M+
∂
∂x
∫
Ndy−
∂
∂y
∫ (
∂
∂x
∫
M∂x
)
dy
=M+
∂
∂x
∫
Ndy−
∂
∂y
∫
M∂y
=M+
∂
∂x
∫
Ndy−M =
∂
∂x
∫
N∂y
Partial integration with respect to y gives:
g(x,y) =
∫ (
∂
∂x
∫
N∂y
)
∂y+h(x) (3.2)
Differentiating the above with respect to x partially gives:
∂g
∂x
=
∂
∂x
∫
∂
∂x
∫
N∂y∂y+h′(x)
But by the Cauchy-Riemann equations,
∂g
∂x
=−
∂ f
∂y
, and so we have:
∂
∂x
∫
∂
∂x
∫
N∂y∂y+h′(x)
=−
∂
∂y
∫
M∂x−
∂
∂y
∫
N∂y+
∂
∂y
∫
∂
∂y
∫
M∂x∂y
=−
∂
∂y
∫
M∂x−N+
∂
∂y
∫ (
∂
∂y
∫
M∂y
)
∂x
=−
∂
∂y
∫
M∂x−N+
∂
∂y
∫
M∂x=−N
that is:
h′(x) =−N−
∂
∂x
∫
∂
∂x
∫
N∂y∂y
integrating both sides with respect to x:
h(x) =−
∫ [
N+
∂
∂x
∫
∂
∂x
∫
N∂y∂y
]
(3.3)
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Substituting the above into (3.2):
g(x,y) =
∫
∂
∂x
∫
N∂y∂y−
∫ [
N+
∂
∂x
∫
∂
∂x
∫
N∂y∂y
]
dx+ c. (3.4)
But we know that f is the solution of the differential equation Mdx+Ndy = 0.
This means that
∂ f
∂y
= N⇒ f (x,y) =
∫
N∂y+ c1(x),
taking the partial derivative with respect to x:
∂ f
∂x
=M(x,y) =
∂
∂x
∫
N∂y+ c′1(x)
⇒
∂
∂x
∫
N∂y =M− c′1(x)
substituting this into (3.4), we have:
g(x,y) =
∫
(M− c′1(x))∂y−
∫ [
N+
∂
∂x
∫
(M− c′1(x))∂y
]
dx+ c
=
∫
M∂y− c′1(x)y−
∫ [
N+
∂
∂x
∫
M∂y−
∂
∂x
∫
c′1(x)∂y
]
dx+ c
=
∫
M∂y− c′1(x)y−
∫ [
N+
∂
∂x
∫
M∂y− c′′1(x)y
]
dx+ c
=
∫
M∂y− c′1(x)y−
∫ [
N+
∂
∂x
∫
M∂y
]
dx+
∫
c′′1(x)y dx+ c
=
∫
M∂y− c′1(x)y−
∫ [
N+
∂
∂x
∫
M∂y
]
dx+ c′1(x)y+ c
=
∫
M∂y−
∫ [
N+
∂
∂x
∫
M∂y
]
dx+ c
This concludes the proof of Theorem 3.1.
We show here that the quantity in the integral sign : N+
∂
∂x
∫
M∂y is independent
of y. That is:
∂
∂y
[
N+
∂
∂x
∫
M∂y
]
should be zero.
∂
∂y
[
N+
∂
∂x
∫
M∂y
]
=
∂N
∂y
+
∂
∂y
∂
∂x
∫
M∂y
=
∂N
∂y
+
∂
∂x
∂
∂y
∫
M∂y
=
∂N
∂y
+
∂M
∂x
= 0
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since f (x,y) is harmonic. The harmonicity of the solution of the differential equa-
tion guarantees that
∂
∂y
[
N+
∂
∂x
∫
M∂y
]
= 0. (3.5)
From the above, we have been able to obtain the harmonic conjugate of a harmonic
function in terms of integrals related to an exact differential equation.
The existence and characterization of such exact differential equations admitting
harmonic solutions form the crux of this work. Just before that, we approach the
problem: given a harmonic function u(x,y), can we obtain a corresponding exact
differential equation for which u(x,y) is a solution?
The answer to this question is a resounding Yes! In essence, we claim that every
harmonic function generates an exact ordinary differential equation.
Lemma 3.1 Let u(x,y) be a harmonic function, then u(x,y) solves the exact
equation:
Mdx+Ndy= 0 (3.6)
where M(x,y) = ux(x,y) and N(x,y) = uy(x,y).
Proof: The proof of the above lemma relies on the fact that (12) is the total
differential equation of u(x,y). Since u(x,y) is harmonic, we are guaranteed of its
differentiablility.
In Theorem 3.1, we have shown that if the exact differential equation
Mdx+Ndy= 0
has a harmonic solution u(x,y), then the conjugate v(x,y) of u(x,y) is given as:
v(x,y) =
∫
M∂y−
∫ [
N+
∂
∂x
∫
M∂y
]
dx+ c.
Now, comparing with (3.6) above this corresponds to:
v(x,y) =
∫
ux∂y−
∫ [
uy+
∂
∂x
∫
ux∂y
]
dx+ c. (3.7)
We ask the question, which exact differential equation does the harmonic conju-
gate v(x,y) satisfy? From Lemma 3.1, we know that v(x,y) solves:
vx(x,y)dx+ vy(x,y)dy= 0
we attempt to obtain the above differential equation in terms of the given function
u(x,y), so from (3.7), we have:
∂
∂x
∫
ux∂y−
∂
∂x
∫ [
uy+
∂
∂x
∫
ux∂y
]
dx= vx(x,y) (3.8)
∂
∂y
∫
ux∂y−
∂
∂y
∫ [
uy+
∂
∂x
∫
ux∂y
]
dx= vy(x,y) (3.9)
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From (3.8),
vx(x,y) =
∂
∂x
∫
ux∂y−
∂
∂x
∫ [
uy+
∂
∂x
∫
ux∂y
]
dx
=
∂
∂x
∫
ux∂y−
∂
∂x
∫
uydx−
∂
∂x
∫
∂
∂x
∫
ux∂ydx
=
∂
∂x
∫
ux∂y−uy−
∂
∂x
∫ (
∂
∂x
∫
ux∂x
)
∂y
=
∂
∂x
∫
ux∂y−uy−
∂
∂x
∫
ux∂y=−uy
Also, from (3.9):
vy(x,y) =
∂
∂y
∫
ux∂y−
∂
∂y
∫ [
uy+
∂
∂x
∫
ux∂y
]
dx
but we have shown in (3.5) that the quantity under the integral sign in the last term
is independent of y and consequently, the entire last term above vanishes. This is
because u(x,y) is harmonic.
Therefore;
vy(x,y) =
∂
∂y
∫
ux∂y=
∂
∂y
∫
M∂y=M
In all, we have:
vx =−uy =−N; vy = ux =M
Thus we have the differential equation:
−uydx+uxdy= 0
corresponding to
−Ndx+Mdy = 0 (3.10)
The equation is exact since
∂ (−N)
∂y
=
∂ (−uy)
∂y
−uyy
and
∂ (M)
∂x
=
∂ux
∂x
= uxx
implies
∂ (−N)
∂y
=
∂M
∂x
⇔−uyy= uxx⇔ uxx+uyy= 0
We have now formulated a relationship between harmonic functions and their
exact ordinary differential equations. So far given a harmonic function u(x,y),
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we can construct the exact differential equation for which u(x,y) is a solution and
every harmonic function has this property (in fact, every function which is at least
once differentiable with continuous derivatives has this property).
Now, since every harmonic function u(x,y) has a harmonic conjugate, v(x,y), we
have been able to construct v(x,y) in terms of integrals involving u(x,y) (or equiv-
alently the terms in the differential equation associated with u(x,y)). We have also
obtained an exact conjugate differential equation associated with u(x,y) which is
simply the exact differential equation (3.10) for which v(x,y) is a solution.
All these have been achieved from the standpoint of u(x,y), it remains to obtain a
class of exact differential equations that have harmonic solutions.
Theorem 2. Let M(x,y)dx+N(x,y)dy= 0 be a given exact differential equation.
Then, the equation admits a harmonic solution if and only if
Mx+Ny = 0.
Proof: The differential equationMdx+Ndy= 0 is exact means that
My = Nx.
We first show that ifMx+Ny = 0, then the equation has a harmonic solution. The
solution of the differential equation is given in equation (1) as
f (x,y) =
∫
M∂x+
∫ [
N−
∂
∂y
∫
M∂x
]
dy= c
we shall show that f is harmonic.
fx =M and fy = N and so fxx =Mx, fyy = Ny.
fxx+ fyy =Mx+Ny = 0, hence f (x,y) is harmonic.
Conversely, we assume that the differential equation has a harmonic solution
f (x,y) given as in (1) above. Since f is harmonic, it follows that
fxx+ fyy = 0 ⇔ Mx+Ny = 0
This concludes the proof of the necessary and sufficient condition for the exact
differential equation to have a harmonic solution.
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We therefore have the diagram:
u(x,y) v(x,y)
Laplace’s Equation
uxx+uyy = 0
Exact DE
uxdx+uydy= 0
Mdx+Ndy= 0
if
M
x
+
N
y
=
0
Laplace’s Equation
vxx+ vyy = 0
Exact DE
−uydx+uxdy= 0
−Ndx+Mdy = 0
If
(−
N
)
x
+
M
y
=
0
harmonic conjugates
v=
∫
ux∂y−
∫
[uy+
∂
∂x
∫
ux∂y]dx+ c
Exact conjugates
DE = Differential Equations
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4 Orthogonal Trajectories
Suppose that we have a family of curves given by f (x,y,c1) = 0, where one curve
corresponds to each c1 in some range of values of the parameter c1. In certain
applications, it is found desirable to know what curves have the property of inter-
secting a curve of the family f (x,y,c1) at right angles whenever they do intersect.
By definition, when all the curves of a family of curves f (x,y,c1) = 0 intersects
orthogonally all the curves of another family g(x,y,c2) = 0 then the families are
said to be orthogonal trajectories of each other.[3]
The method of finding orthogonal trajectories of given curves relies on the fact
that if two curves are to be orthogonal, then at each point of intersection, the
slopes of the curves must be negative reciprocals of each other. In this section, we
attempt to investigate the orthogonal trajectories of harmonic functions.
Let u(x,y,c) = 0 be any twice differentiable function with at most one arbitrary
constant c. We can obtain the exact differential equation associated with
u(x,y,c) = 0 by taking the total derivative:
Mdx+Ndy= 0 (4.1)
withM = ux and N = uy. This corresponds to
dy
dx
=
−M
N
=
−ux
uy
with the arbitrary constant eliminated by the appropriate substitution.
The differential equation of the orthogonal trajectory is
dy
dx
=
uy
ux
=
N
M
which can be written as uxdy= uydx or
−uydx+uxdy= 0. (4.2)
If u(x,y,c1) is harmonic, then (4.2) will be exact as we would have:
(−uy)y = (ux)x ⇔−uyy = uxx
⇔ uxx+uyy = 0
Furthermore, it is recognized that (4.2) is the exact conjugate of (4.1) as given in
(3.10) and thus has its solution given by (3.7) as
v(x,y,c1) =
∫
ux∂y−
∫ [
uy+
∂
∂x
∫
ux∂y
]
dx+ c1
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which has been shown to be harmonic conjugate of u(x,y,c). This means that the
orthogonal trajectories of a harmonic function are its harmonic conjugates.
On the other hand, if u(x,y,c) is not harmonic, then (4.2) will obviously not be
exact, but can then be solved by other means to obtain the orthogonal trajectories.
The above results can be summarized in the theorem below:
Theorem 4.1
(a) Orthogonal trajectories of harmonic functions are necessarily harmonic.
(b) Orthogonal trajectories of harmonic functions are their harmonic conjugates.
(c) Any two functions that satisfy the Cauchy-Riemann equations and has non-
vanishing first partial derivatives are orthogonal trajectories of each other.
Proof: Parts (a) and (b) have already been achieved. For (c), let u= u(x,y), v=
v(x,y) satisfy the Cauchy-Riemann equations; ux = vy and uy = −vx, from the
derivatives of implicit functions. we have that:
(
dy
dx
)
u
=
−ux
uy
and
(
dy
dx
)
v
=
−vx
vy
(4.3)
respectively, for u and v. If u, v are orthogonal trajectories of each other, then the
product of the slopes in (4.3) above will be negative unity.
Assume for a contradiction that this is not the case, let
(
dy
dx
)
u
(
dy
dx
)
v
= k(x,y)
that is: (
−ux
uy
)(
−vx
vy
)
=
uxvx
uyvy
= k(x,y)
⇒ uxvx = k(x,y)uyvy
or uxvx− k(x,y)uyvy = 0
Let vx =−uy and vy = ux (from the Cauchy-Riemann equations)
then:
ux(−uy)− k(x,y)uy(ux) = 0
−uxuy− k(x,y)uyux = 0
−uxuy(1+ k(x,y)) = 0
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Since ux,uy 6= 0, it follows that
1+ k(x,y) = 0 or k(x,y) =−1.
Therefore, (
dy
dx
)
u
(
dy
dx
)
v
=−1 (4.4)
This proves that u and v are orthogonal trajectories of each other.
The above theorem in other words lends yet another way of looking at harmonic
functions and their conjugates. It further provides another way of obtaining har-
monic conjugates of harmonic functions, namely by seeking for their orthogonal
trajectories. In the same way, we know that any two harmonic conjugates u and v
satisfy the C-R equations, now we know that they also satisfy the equation (4.4).
Therefore, given a harmonic function u(x,y), to find its conjugate v(x,y) from
(4.4) now becomes a problem of solving the partial differential equation:
uxvx+uyvy = 0
where ux, uy are known functions and v is the unknown. The solution is obtained
by solving its characteristic equation:
dx
ux
=
dy
uy
=
dv
0
Looping the first two gives us the exact differential equation obtained in (3.10)
whose solution is v(x,y). Integrating the last term in the above equation yields
v= constant.
Hence obtain the same result in (3.7)
v(x,y) =
∫
ux∂y−
∫ [
uy+
∂
∂x
∫
ux∂y
]
dx= c
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