Business Cycle Synchronization in European Economic and Monetary Union (EMU): Testing the OCA During Financial Crisis

Introduction
Are the business cycles of EMU countries converged or diverged? This question has been asked at every stage of the European integration process, as similar business cycles are crucial for the conduct of a single monetary policy. A single monetary policy would not be able to address the problems of two countries in different phases of business cycles.
This argument is rooted in the optimum currency area (OCA) theory suggested by Mundell (1961) . In his seminal paper, Mundell attempted to determine the geographical area in which economic efficiency would be maximized by using a single currency. A country would cede its monetary sovereignty after joining the monetary union. Mundell (1961) and his successors tried to put forth the criteria, by which countries should abide in order to overcome the cost of ceding their monetary policies. This theory became one of the most widely discussed theories of international monetary economics.
The theory was discussed profoundly in the 1960s, but as Tavlas (2009) famously stated, OCA theory was consigned to an intellectual limbo for the following 20 years. When the theory became an intellectual discussion, the symmetry of shocks and business cycle synchronization began to be analyzed rather than the determination of the criteria. The similarity of shocks became the "meta criterion". Even if countries are faced with similar shocks and have similar business cycles, a common monetary policy would not pose a problem. In this framework, Frankel and Rose (1998) went further and came up with a new argument: endogeneity of optimum currency area criteria. The researchers suggested that even if the members of the monetary union do not have similar business cycles ex ante, they would have similar cycles ex post. This became a triggering argument for European integration despite the counter argument of Krugman (1993) with his specialization hypothesis. In this hypothesis, Krugman argued that as the countries integrate they became more specialized and encountered asymmetric shocks or had dissimilar cycles.
Bearing in mind these competing arguments, the aim of this study was to analyze the synchronization of the business cycles of 12 EMU countries. It was attempted to determine if the cycles are synchronized during the monetary integration process. If synchronized cycles were determined, the theory of Frankel and Rose (1998) would be verified, otherwise that of Krugman (1993) . Moreover, differing from previous research, this study analyzed the synchronization with updated data which included the Global Financial Crisis (GFC) and the Sovereign Debt Crisis (SDC). Business cycle synchronization becomes more important during a financial crisis as a single monetary policy has to address the problems of member countries affected by the crisis. The size and magnitude of the monetary policy used during the crisis could cause disputes among members if they have de-synchronized business cycles. In order to test business cycle synchronization, the quarterly real GDP series of EMU countries starting from 1980 was used. As we were interested in "growth cycles", we had to de-trend series, for which the Hodrick-Prescott (HP) filter was used. After obtaining the cyclical component of the series, in order to test synchronization, the mean values of bilateral correlation coefficients were used, following Massmann and Mitchell (2003) . It was determined that the correlation of business cycles skyrocketed during the crisis period, which meant that when the shock hit the countries, they slumped together. However, in the aftermath of the crisis, the correlations scaled down sharply, which reflected the different recovery paths of the respective countries.
The data in this study were divided into 5 periods, reflecting the different levels of monetary integration and crisis. Then, the general means for these periods were calculated. It was observed that EMU countries converged after the Single Market and Euro, respectively. The correlations rose during crisis periods as explained above, but the general mean for the correlations in the GFC were higher than the value obtained from the SDC. This was due to the fact that the SDC hit particular countries, while the GFC hit all of them. In order to verify the study results, whether the average correlations changed statistically in these periods was evaluated with Wald tests. The tests revealed that the degree of synchronization differed statistically during these periods.
The paper is organized as follows: in section 1, a theoretical background is provided and the European monetary integration experience is monitored. Thus, the traditional and new versions of the OCA theory are explained and the endogeneity of OCA is clarified. Then, the monetary integration process in Europe is briefly addressed. Section 2 presents a review of selective literature. Section 3 is devoted to the empirical analysis. The methodological framework is described and the empirical results are presented. In the last section, concluding remarks are developed.
The Theoretical Background of OCA and European Monetary Integration
OCA theory is one of the most widely discussed theories in international economics. However, there is no consensus on the significance of the theory. Krugman (1993) defined the OCA theory as "the centerpiece of international monetary economics", but Buiter (2000) described the theory as the "low point of post-World War II monetary economics". Despite these discussions regarding the importance of the theory, it has developed together with the amendments in economic thinking. In this section, the theory is explained in respect of the developments in economics. Then, the European experience is summarized.
Traditional OCA Theory
OCA theory simply deals with the optimum geographic domain in which a common currency could be justified. The theory was formulated in the era of Bretton-Woods and under the hegemony of Keynes. Thus, the assumptions of the theory were affected by this paradigm. Nominal and real rigidities had prevailed, and the inflation and unemployment trade-off, which is reflected in the Phillips curve, was widely accepted. It was argued that the authorities could fine-tune the economy using monetary and fiscal policies.
In this framework, Mundell (1961) tried to determine in which conditions a country could prosper in achieving internal and external balance while using a common currency. Consider that countries A and B are members of the monetary union and initially in a full-employment and balance of payments equilibrium. Assuming a demand shift from the goods of B to the goods of A, a single monetary authority would not be able to deal with the problems of these two countries. An expansionary monetary policy could correct the unemployment problem of B but worsen the inflation problem of A, while a contractionary monetary policy would solve the inflation problem of A, but aggravate the unemployment problem of B. According to Mundell (1961: 664) , factor mobility could solve this problem. The idle employees of B could move to A and relieve the inflation problem therein. Thus, the countries that have high factor mobility would benefit from participating in monetary union. 1 McKinnon (1963: 723) argued that relatively open economies would benefit from permanently fixing the exchange rate and participating in a monetary union. He defined openness as the ratio of tradeables to nontradeables. Open economies have a high ratio of tradeables to non-tradeables. In a relatively open economy, fluctuating exchange rates would be reflected in prices and prices would also fluctuate. This would tend to reduce the "liquidity functions of money". Thus, open economies would benefit from participating in a monetary union as the exchange rate would be stabilized as a consequence of the monetary union.
According to Kenen (1969) , countries with diversified production sectors are suitable for a monetary union, as a negative shock in one industry would be tolerated by a positive shock in another. Therefore, there would be no need for an independent monetary policy. In addition to this, Kenen (1969) identified another criterion, which was more pronounced after the SDC. He argued that when countries could form a fiscal transfer system, they would be insured against an adverse shock and would benefit from monetary union. A member country that faces an adverse shock would be able to get funds from other members and the effects of the shock would be relieved without using exchange rates or monetary policy.
After the triad suggested by OCA theorists, several researchers proposed further criteria. Ingram (1962) asserted financial integration, Fleming (1971) put forth similarity of inflation rates, Haberler (1970) and Tower and Willet (1975) propounded political integration criteria. However, determining the criteria, denoting countries suitable for monetary union was heavily criticized. 2 In reaction to these criticisms, the cost-benefit approach emerged.
The benefits of using a single currency first arose as a result of using a currency which is widely accepted as a legal tender. The traditional functions of money are advanced as a result, with greater benefits as the monetary union expands. As Alesina and Barro (2000: 3) Ishiyama (1975) and Tower and Willet (1994) .
First of all, these criteria may not always work in the same direction. One country might be open to trade but might have low factor mobility. In this case, is this country suitable for monetary union or not? This is regarded as the inconclusiveness of criteria approach. Second, McKinnon (1963) suggested that open economies were suitable for monetary union and he added that these open economies tend to be small at the same time. However, small economies are usually less diversified, which requires the use of flexible rates according to Kenen (1969) . This is called the inconsistency of the criteria approach. Finally, these criteria are dependent on each other and making a judgment is rather difficult.
The widely supported benefit of using a single currency is that it promotes trade within the union by eliminating transaction costs and exchange rate uncertainty. Rose (2000) argued that bilateral trade between two countries that use the same currency is more than 200% greater than between countries that use different currencies. After the assertive results of Rose, many researchers have studied the effects of monetary union on trade. However, the results are contradictory. Studies particular to the Euro have also shown conflicting results. Silva and Tenreyro (2010) and Berger and Nitch (2010) found no effect but Gil-Pajera et al. (2008) calculated a 70% increase in bilateral trade after the Euro Area membership.
Moreover, being a member of a monetary union means eliminating the instability arising from exchange rate and monetary policy (Gross and Thygesen, 1998: 225) . Fleming (1971) also underlined this point and stated that the elimination of speculative attacks, which create a suitable environment for investment, is the major benefit of a monetary union. Finally, with membership of the monetary union, a country would save in foreign exchange reserves. Mundell (1973) also highlighted the pooling of reserves. When a country is hit by a negative shock, it would be able to use sources from this large pool of reserves.
On the other hand, membership of a monetary union has significant costs, the most reported of which is losing control of monetary policy. This means that the monetary authority would no longer be able to use the monetary policy as a stabilization tool as this would be delegated to the single monetary authority. However, the single monetary authority would not be able to solve the problems of particular countries as it would be designed along the lines of the majority. This cost has been debated since the seminal paper by Mundell (1961) . Mundell and his successors tried to establish criteria to overcome this cost.
Furthermore, if a member or members of the monetary union run with high deficits and accumulate sizeable debts, this would lead to externality for other members. As the debt could be monetarized, this would put a strain on the interest rates of other member countries (Mongelli, 2002: 9) . The fiscally stable countries would borrow at higher interest rates as a result. Finally, it is important to note that entering into a monetary union evokes important changeover costs in the form of legal, administrative and hardware (Mongelli, 2002:8) .
A country should consider the costs and benefits before joining a monetary union. The benefits of being a member of the monetary union increase as the economic integration with the union becomes deeper and the costs decrease with integration. Thus, a country which has a high degree of economic integration with the union probably would benefit more from the monetary union. 3
"New" OCA Theory
The OCA theory was discussed intensively in the 1960s. After the demise of the Bretton-Woods system, flexible exchange rates dominated the international monetary system. Thus, OCA theory did not receive much intellectual attention. The theory resurfaced with the developments in European monetary integration. Emerson et al. (1992) prepared a report for the completion of the Single Market using new econometric techniques and academic thinking. The costs devoted to the OCA theory were demonstrated to be smaller than anticipated and the theory had further benefits. In this section, the resuscitated theory will be examined parallel to the academic developments in economics. As the assumptions of the traditional theory were ruined, it will be known as the "New OCA Theory" hereafter.
Traditional theory was based on a Keynesian stabilization framework, which assumes monetary illusion, price and wage rigidity, and a stable Phillips curve. However, from the beginning of the 1970s, Keynesianism started to lose ground and the Monetarist school began to gain support. Friedman (1968: 8) argued that unemployment has a natural rate that depends on the actual characteristics of labor and commodity markets. When authorities try to reduce unemployment beyond this rate, they only accelerate inflation. He also admitted that a negative-slope Phillips curve could only be valid in the short-term. In the long-term, unemployment would return to its natural rate. According to Monetarists, monetary policy is not an effective stabilization tool and should be devoted to ensuring price stability. From this new standpoint, since monetary policy is no longer an effective stabilization tool, the cost arising from abandoning monetary policy autonomy would also be modest.
Another argument which changed the view of OCA was time inconsistency, which was proposed by Kydland and Prescott (1977) , and Barro and Gordon (1983) . According to this argument, the optimum policy announced by authorities in time t, would not be optimal in t+1. Therefore, authorities could renege on their commitments. If economic agents expected authorities to renege on their commitments, they would form their expectations accordingly.
For example, if authorities announced that they intended to lower inflation and the economic agents believe this commitment, they would form their expectations based on a lower inflation rate. This is called credible policy. However, if the authority had previously reneged on its commitment, the economic agents would not believe in that and would form their expectations in consideration of a higher inflation rate. Alesina and Barro (2000) emphasized this point and stated that countries with high inflation experience are best suited for monetary union. By joining monetary union and devoting the monetary policy autonomy to a credible monetary authority, countries would import credibility. Fritianni and Von Hagen (1990) argued that, once the economies form a monetary union, they lose the chance of creating surprise inflation after wage contracts have been settled. This would enhance the credibility of the policy. Therefore, by delegating monetary policy to supranational authority, a high inflation country would benefit from joining a monetary union. With these new developments in economics, the costs dedicated to the monetary union began to be underestimated. This also triggered the monetary integration in Europe.
Parallel to this paradigm shift in economic thinking, there have been advances in econometric analysis. In this new era of research, the structure of the studies has also changed. The similarity of the shocks that the countries face became the meta criterion of the OCA. As Alesina et al. (2002) stated, the similarity of shocks, or business cycles, encompasses all properties of OCA criteria. When countries face similar shocks or similar business cycles, the need for policy independence reduces. A one size fits all monetary policy could solve the problems of all members. In short, the higher the similarity of business cycles, the lower the cost of abandoning monetary policy independence and joining a monetary union (see Bayoumi and Eichengreen (1996) , Alesina et al.(2002) and Mongelli (2008) ).
The Endogenity of OCA
Frankel and Rose (1997: 3) argue that "countries which join EMU, no matter what their motivation, may satisfy OCA criteria ex post even if not ex ante". This hypothesis is called the endogeneity of OCA and depends on an increase in bilateral trade after joining a monetary union. A single currency is seen as a "much more serious and durable commitment". Thus, monetary union would promote trade integration and rising trade would lead to a business cycle convergence (De Grauwe and Mongelli, 2005: 5) . Even when the members do not have similar business cycles before joining a monetary union, they would converge afterwards and become suitable for monetary union. However, this analysis assumes intra-industry trade. By changing this assumption in the specialization hypothesis, Krugman (1993: 242) reached the opposite conclusion that if the trade is inter-industry, rising trade would lead to specialization in the goods for which the country has a comparative advantage. Industry specific shocks would become country specific shocks in return, meaning that countries would probably face asymmetric shocks.
Kalemli-Özcan et al. (2003) supported Krugman in their study, which focused on financial integration. According to these authors, financially integrated countries would tend to face asymmetric shocks. If the capital markets of those countries are highly correlated, they would be insured against industry specific shocks. As a result, they would benefit from comparative advantages and specialize. In this case, they would face asymmetric shocks and single monetary policy would not be appropriate for these countries.
On the other hand, rather than focusing solely on trade, De Grauwe and Mongelli (2005) argued that one could consider several factors that cause similar business cycles after joining a monetary union. These include an increase in product and labor flexibility, financial integration, advancements in technology and knowledge sharing. The member countries would tend to have similar supply structures as a result of these endogeneities and would eventually have similar business cycles.
Monetary Integration of Europe
The economic integration of Europe began with political considerations. After the demise of Bretton-Woods, European countries tried to stabilize the exchange rates. In this framework, they formed the European Monetary System (EMS) in 1978 which was a flexible version of Bretton-Woods. The EMS was able to stabilize the exchange rates during the initial years. Countries converged nominally and followed the monetary policy of the Bundesbank. According to Giavazzi and Pagano (1998) , members of the EMS borrowed on the credibility of the Bundesbank during this period.
In 1986, European countries signed the Single European Act which aimed to establish a single market by 1992. Delors was also assigned to prepare a report for transition to a monetary union. This report constituted a blueprint of the Maastricht treaty which envisaged the transition to monetary union. It was signed in 1992 and intended to finalize the Economic and Monetary Union (EMU) by 1999. However, countries had to converge before joining a monetary union. The convergence criteria, also known as the Maastricht criteria 4 , were 4 The Maastricht criteria consist of 5 important criteria. First, the candidate country shall have an inflation rate lower than the average inflation rates of 3 member states determined in this framework. If countries could not fulfill these criteria, they could not become a member of the monetary union. At the same time, capital controls were eliminated which is in line with the Single Market. Then the impossible trinity emerged: (1) free capital movements (2) fixed exchange rates (3) independent monetary policy. Speculative attacks began to address the EMS currencies as a result. Sterling Pound and Italian Lira left the exchange rate mechanism. After this crisis in 1992-93, EMS countries were encouraged to give up monetary independence and in 1999, 11 countries joined the EMU. 5 The Euro became the legal tender of these countries and the European Central Bank (ECB) became the monetary authority of the union.
In the 1990s, several studies researched whether EMS was an optimum currency area. The pessimistic view dominated the intellectual discussions in terms of the criteria approach. Despite this, the monetary integration of Europe had intensified. According to opponents of monetary union in Europe, the US did not constitute an optimum currency area when the monetary union was established (see Rockoff, 2000) . They put forward the endogeneity of OCA hypothesis, which was that as the monetary union gets matured, the countries would converge and become suitable for the OCA. However, the EMU is an incomplete union. The US is a monetary union supported by fiscal union. The fiscal transfer system was important criteria proposed by Kenen (1969) , but was undermined in the EMU. When the EMU was hit by GFC, the importance of this criterion became apparent. Countries reacted and bailed out the banking system using their own fiscal capacity. This deteriorated their fiscal surveillance and triggered the SDC. As Krugman (2012: 9) stated; "Kenen has turned out to dominate Mundell; lack of labor mobility has not played a major role in the Euro's difficulties, but the lack of fiscal integration has had an enormous impact". which have lowest inflation rate plus 1.5 pp. Second, the candidate country shall have an interest rate no more than 2 pp higher than the average interest rates of 3 members that have the lowest inflation rates. Third, budget deficit/GDP ratio of the candidate country shall be lower than 3%. The gross government debt/GDP ratio shall be lower than 60%. Finally, the candidate country shall be in the exchange rate mechanism which means a stable exchange rate vis a vis union members. 5 These are: Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy, Luxemburg, Netherlands, Portugal and Spain. Greece could fulfill the criteria in 2001 and entered the union. The UK and Denmark had "opt-out" status and Sweden intentionally did not fulfill the exchange rate stability criteria.
The problems of GIPSI 6 countries reflected the design failures of the EMU. After the creation of the Euro, investors underestimated the risks inherent in peripheral countries and this led to capital inflows through these countries. In this capital abundant environment, these countries ran considerable current account deficits (Hall, 2012: 358) . These capital inflows inflated the bubbles in the host country and became a large asymmetric shock. This was a kind of problem that the OCA created and the Euro became the mother of all asymmetric shocks (Krugman, 2012: 7) .
Literature Review
Since the OCA was activated and focused on the similarity of shocks, the suitability of European nations for monetary union was tested via the business cycle synchronization. Several studies have been conducted on the subject matter since the beginning of the 1990s. Baouyumi and Eichengreen (1993) argued that the supply and demand shocks were becoming more correlated in the Europe. Similarly, Artis and Zhang (1997) calculated the linkages between business cycles before and after the ERM. They found that before the ERM, the business cycles of ERM countries were linked to the US cycle, but after the ERM, the business cycles of European countries converged into the German cycle. Inklaar and De Haan (2001) used Artis and Zhang (1997)'s dataset, but with different samples, and found no evidence of business cycle convergence after the monetary integration. In fact, Artis (2003) could not find any evidence of European business cycle with an updated dataset. Comacho et al. (2006) used the industrial production index as an indicator of economic activity and utilized MDS analysis. No evidence was found of improvement in synchronization after the Euro. Similarly, Baxter and Kouparitsas (2005) found no evidence of a currency union effect on business cycle convergence.
On the other hand, Rose and Engel (2002) argued that members of the monetary union have more synchronized business cycles due to rising trade and less exchange rate volatility. However, there is no consensus in the literature on low exchange rate volatility leading to a more synchronized business cycle. De Haan, Inklaar and Sleijpen (2002) concluded that business cycles were more correlated during high exchange rate volatility. Similarly Gerlach (1988) found that business cycles were more correlated in the flexible exchange rate period than in the Bretton-Woods era. Baxter and Stockman (1989) found no relationship between the correlations of business cycles and exchange rate regimes. In the same vein, Bergman (2004) examined the EMU countries' 6 Greece, Ireland, Portugal, Spain and Italy. business cycles between 1961 and 2004 and concluded that business cycles were more correlated during the period of flexible exchange rates. However, it was also found that in the fixed exchange rate period following the EMS, synchronization improved with the monetary integration.
Several studies have divided the sample into sub-samples in order to follow the changes in the synchronization. Angeloni and Dedola (1998) showed that the correlation of output between Germany and European countries increased in the transition period between 1993 and 1997. This was named the "Maastricht effect" by De Haan et al. (2008) . Similarly Afonso and Squiera (2010) (2008) identified a heterogeneity indicator based on real GDP per capita, which is a proxy for idiosyncratic shocks. They reported that this indicator hardly changed after the introduction of the Euro. Furthermore, Crespo-Cuaresma and Amador (2013) and Lee (2013) identified a higher synchronization in the pre-EMU period. Masmann and Mitchell (2003) examined the monthly industrial production cycles. Instead of a continuous increase or decrease in convergence, they found that there were periods of divergence and convergence.
The effect of GFC on business cycle synchronization has not been studied in detail in the literature due to limitations of data. Gächter et al. (2012) examined the effects of the Global Financial Crisis on EMU countries' business cycles and found that business cycles diverged after the financial crisis due to the different recovery paths of the respective countries. Gomez et al. (2012) also found a de-synchronization after the financial crisis. Deigionakkis et al. (2014) concluded that the variability of synchronization increases after a financial crisis and cycles became more desynchronized after 2007. However, Bekiros et al. (2014) reached a different conclusion that synchronization increases during crisis periods.
Empirical Analysis
The aim of this study was to test the synchronization of the business cycles of the 12 EMU countries 7 from 1980 to 2014. Similar business cycles are important for the sake of monetary policy in monetary union. As previously mentioned, business cycle synchronization is the meta criterion for the OCA theory. There is vast amount of literature regarding the synchronization of business cycles, but the distinctive feature of this study was the consideration of the effects of GFC and SDC, respectively. It is important because these crises lead to a change in the dynamics of business cycle synchronization and has important implications in the monetary union.
Methodological Framework
Business cycles were first introduced by Burns and Mitchell (1946) . They defined business cycles as a sequence of upward and downward shifts in economic activity. In growth economies, these upward and downward shifts are rare, as expected. Therefore, Artis (2003: 3) classified the cycles into two categories. The first includes classical cycles as explained by Burns and Mitchell (1946) and the second includes growth cycles which simply reflect deviations from the trend. Deviations from trend could be regarded as an output gap, where trend simply reflects potential output. Output gap is fundamental for the optimality of the monetary union. If there is a positive output gap, inflationary pressures occur and if there is a negative output gap, deflationary pressures occur. If members have different types of output gaps, a single monetary authority would not be able to relieve these pressures (Gächter et al., 2012: 33) .
Growth cycles were used in this study to test business cycle synchronization. Initially, we had to identify which business cycle we needed to use. The most common variables that have been used in similar studies were the Industrial Production (IP) index and real GDP. IP data are released monthly, although it only measures industry. The IP only explains 20% of the total output in the Euro Area (De Haan et al. (2008) , Comacho et al. (2006) ). Therefore, log levels of the quarterly real GDP series obtained from the OECD, were used.
In order to extract growth cycles we had to de-trend these real GDP series. There are several de-trending techniques but the most straightforward one is to differentiate the series. However, this would cause a shift in peaks and troughs (De Haan et al., 2008:236) , so the filtering technique was preferred as it is a common de-trending method. There are several filtering methods such as Hodrick -Presscott (HP) filter, Baxter-King (BK) band pass filter, Christiano and Fitzgerald band pass filter. Canova (1998) argued that different filtering techniques may lead to different conclusions. On the other hand, Masmann and Mitchell (2003) analyzed several countries' business cycles using different filtering techniques and concluded that the interference on convergence was not related to the de-trending method used. The most widely used filtering techniques are the HP and BK filters. For this study, the HP filter was selected because BK discards a large amount of data as it uses three year moving averages. 8 Figure 1 shows the cycle-trend graphs of 12 EMU countries obtained using HP filter. This and the following analyses were applied in E-views 8.0 software package. It can easily be seen from Figure 1 that the cycles of Belgium and France resemble each other. The Netherlands and Germany also have similar cyclical patterns. It can also be seen that the cyclical volatility of Spain, Portugal and Greece decreased after joining the EMS. 9 Figure 1 . Cycle-Trend Graphs 8 We also extracted cycles using Baxter and King band pass filter. The results were similar to those obtained with HP filter. Due to space considerations, we did not report the results, but these are available upon request. 9 Greece joined in 1981 , Spain in 1989 , Portugal in 1992 Source: Own calculations based on the log level of real GDP obtained from OECD.
After obtaining the cyclical component, it was necessary to assess whether these cycles were synchronized or not. Several competing synchronization measures have been used in literature, but the most widely used is the calculation of the correlation coefficients of the cycles. Some studies, focused on the EMU, have calculated the correlation coefficients based on a particular country -i.e. Germany-or an aggregate -i.e. the EMU (Artis and Zhang (1997) , Angeloni and Dedola (1998) , Artis (2003) , Bekiros et al. (2014) ). However, Masmann and Mitchell (2003) used the mean values of all bilateral correlation coefficients. In this study, that method was followed and the mean values of all bilateral correlation coefficients were calculated using two year rolling windows. 10 Rolling windows help to observe a more accurate picture of bilateral correlation coefficients as it helps to observe the correlation coefficient and its trend (Papageorgeou et al. (2010 ), Inklaar et al. (2008 ). Nevertheless, Gayer (2007) argued that the results could be sensitive to the length of the rolling window chosen. Long-term windows tend to be more reliable but there is the risk of smoothing medium-term changes. Despite being less reliable compared to longer term windows, two year windows were used in this study in order to detect short term changes especially in periods of crisis.
The mean values for the periods were also calculated with the aim of tracking the changes. Five periods were identified. The first period, which we called the EMS period, began with 1980Q1 and lasted until 1991Q4. The second period started with the adoption of the Single Market in 1992Q1 and ended with the creation of the Euro in 1998Q4. This was also a preparation period for the Euro. The third period was between 1999Q1 and 2008Q2 and could be regarded as the period of the Euro. The crisis period was divided into two as the fourth and fifth periods. The fourth period was focused on the Global Financial Crisis period dated from 2008Q3 to 2010Q1. Finally, the period of Sovereign Debt Crisis was identified that started in 2010Q2 and ended in 2014Q4. A Wald test with a null hypothesis was applied, so that the mean of the bilateral correlation coefficients of EMU countries were equal in the abovementioned sub-samples.
Empirical Results
The mean value of the bilateral correlation coefficients is shown in Figure 2 . First of all, the figure does not reflect a general trend of divergence or convergence. However, the figure reveals that the business cycle demonstrated a high correlation during the crisis years. For example, in the 1992-93 crises, the mean value of the correlation rose to 0.41. Thus, when the shock hit the countries, they slumped together, but in the aftermath of the crisis, in 1994, the mean value of the correlation coefficients fell sharply to -0.07. A similar pattern could be observed in the recession of 2002. However, the most striking is the mean value of correlations during the GFC. In 2008, the mean value of correlations skyrocketed. It was 0.77 in the year of the crisis but declined to 0.15 after the crisis. Despite the fact that it was not particularly high, it was similar to the case during the SDC. This finding supported the views of Gayer (2007) , who argued that the mean values of average correlations were 12-13 pp lower during recovery periods than during recessions. Figure 2 reveals that EMU countries slumped together with the shock, but they recovered at different speeds due to the structural differences between countries. Germany, Austria and Belgium began to recorded positive growth rates after the first quarter of 2010 and they recorded high growth rates. On the other hand, in GIPSI countries the recovery was sluggish. They could only record positive growth rates by the end of 2010 and they were subsequently hit by the Sovereign Debt Crisis.
To track the changes, the means of correlations for the particular periods mentioned in the previous section were also computed. These are presented in Table 1 and the bilateral correlation coefficients of country pairs are shown in the tables in the Appendix section. The mean values of the correlations of EMU countries rose with the Single Market and Euro respectively. With the crisis, the correlations rose even further. However, in the SDC period, the mean value of correlation coefficients was smaller compared to the GFC. The point was that the GFC affected all countries in the EMU. It could be argued that the GFC was a symmetrical shock that affected all countries, whereas the SDC was an asymmetrical shock that hit particular countries. To sum up, Table 1 demonstrates two important outcomes. First, the business cycles converged through monetary integration. The synchronization of the cycles increased after the Single Market and introduction of the Euro respectively. Second, the correlation of cycles increased during crisis periods in line with the findings of Gayer (2007) and Bekiros et al. (2014) . All values calculated were statistically significant at 5% and 1% levels of significance. The Wald test is 2 ( ) where r is the number of linearly independent restrictions. For all sub-periods the Wald test H 0 hypothesis is strongly rejected and we could deduce that we could analyze the means of the periods separately. For example, the Wald test between the first two periods of 1980Q1-1991Q4 and 1992Q1-1998Q4 was statistically significant. The H 0 hypothesis was strongly rejected. As observed in Table 2 , the H 0 was rejected for all periods.
Concluding Remarks
Business cycle synchronization has been analyzed in several studies within the realm of the OCA theory. It is of vital importance for the functioning of monetary policy. If business cycles are correlated, then the single currency, which also means a single monetary policy, would no longer pose a problem. Otherwise, a common monetary authority would not be able to pursue monetary policies addressing the problems of member countries. This fact becomes more crucial in times of crisis as a monetary policy would be an effective stabilization tool. In addition, studies that have focused on synchronization in times of crisis are rare. Therefore, in this study, business cycle synchronization was analyzed considering the effects of the financial crisis and there was separate focus on the GFC and SDC.
The findings of this study highlight three important issues. First, the business cycles of the respective countries converged with the creation of the Single Market and the Euro. This was in line with the arguments of endogeneity of OCA suggested by Frankel and Rose (1997) . The creation of the Euro, led to business cycle synchronization in the EMU countries.
Second, the correlations of the business cycles were lower in the SDC when compared to the GFC, and the correlations declined even further after the crisis. The shock generated by the SDC was rather an asymmetric shock that hit particular countries. The core countries such as Germany, Austria and Belgium were not greatly affected by the SDC.
Third, the correlations rose during the crisis years but fell sharply afterwards. This simply reflects that even when the countries were hit by symmetric shocks, the recovery paths of the countries differed. This was due to the different economic structures of the member countries.
In conclusion, it can be said that whether the shock is symmetric or asymmetric, the recovery paths of the countries are asymmetric. For the sake of the monetary union, these asymmetries should be avoided. It is an important source of instability in the EMU. In this case, a single monetary policy would not be able to solve the problems of member countries. Even though the single monetary authority addresses the problems of those that recover late, the early recovering ones would be dissatisfied with the implemented monetary policy and attempt to influence the monetary policy authority. This was the case after the Sovereign Debt Crisis. For reasons of price stability, Germany in particular tried to deter the European Central Bank from pursuing Quantitative Easing policies.
The fiscal transfer system, which was proposed by Kenen (1969) decades ago, could be used to solve this problem. This would function like an automatic stabilizer after the crisis and help the countries that recover slowly. This would also lead to business cycle convergence in return and relieve the pressures on the single monetary policy. The findings of this study support the opponents of fiscal union in the EMU. It is clear that the countries diverged after the crisis periods. A fiscal transfer system which is embodied in fiscal union would be helpful to relieve the pressures on the monetary policy after the crisis.
