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Einleitung
Den klassischen architektonischen Typen musikalischer
Auffu¨hrungsra¨ume wird traditionell eine eigene akusti-
sche Signatur zugeschrieben, die u.a. auf ein charakte-
ristisches Muster fru¨her Reflexionen zuru¨ckgefu¨hrt wird.
Dabei ist bekannt, dass fru¨he Schallreflexionen aus dem
Raum das akustische Perzept auf vielfa¨ltige Weise be-
einflussen ko¨nnen. Sie ko¨nnen etwa die wahrgenomme-
ne Ausdehnung von Schallquellen erho¨hen [1], und sie
ko¨nnen ausgewertet werden, um die Richtung und den
Abstand zu Wandbegrenzungsfla¨chen zu scha¨tzen [2].
Inwieweit es allerdings ein komplexes und im Einzel-
fall auch individuell unterschiedliches Muster fru¨her
Reflexionen ermo¨glicht, die architektonische Form von
Ra¨umen zu bestimmen, ist bisher eher anekdotisch be-
schrieben als empirisch belegt, zumal die Fa¨higkeiten zur
kognitiven Analyse von Reflexionsmustern bei verschie-
denen Personen unterschiedlich gut ausgepra¨gt zu sein
scheint [3]. Wie einfach sich also ein
”
Weinberg“, ein
”
Fa¨cher“, ein
”
Hufeisen“ oder eine
”
Schuhschachtel“ aku-
stisch tatsa¨chlich identifizieren la¨sst, wenn andere Para-
meter wie das Volumen, die Nachhallzeit oder der Streu-
grad der Wa¨nde identisch sind, wurde durch ein Experi-
ment untersucht. Hierbei wurde ein stereoskopisches Dis-
play benutzt, um verschiedene Konzertsa¨le zu visualisie-
ren, wa¨hrend die Akustik der Sa¨le durch dynamische Bi-
nauralsynthese auralisiert wurde.
Methode
Fu¨r den Ho¨rversuch wurden vier Konzertsa¨le vom Typus
”
Weinberg“,
”
Fa¨cher“,
”
Hufeisen“ und
”
Schuhschachtel“
digital modelliert (siehe Abb. 1). Bei der Ausgestaltung
der Sa¨le wurden verschiedene reale Ra¨ume als Vorlage ge-
nommen. Einerseits galt es hierbei, die fu¨r den jeweiligen
Typus konstitutiven architektonischen Elemente im Mo-
dell abzubilden. Andererseits sollten keine Elemente mo-
delliert werden, die nur fu¨r einen bestimmten Saal cha-
rakteristisch sind. So wurden etwa die in den bekannten
Schuhschachtel-Sa¨len fast immer vorhandenen Elemen-
te wie u¨berha¨ngende Balkone oder die Orgel hinter der
Bu¨hne modelliert, wa¨hrend Sa¨ulen und die Feinstruktur
der Seitenwa¨nden nicht spezifiziert wurden (vgl. Abb. 1).
Die Raumakustik der Sa¨le wurde fu¨r diese Modelle mit
dem hybriden Ray Tracing Tool RAVEN [4] simuliert.
Dabei wurden fru¨he Reflexionen bis zur 3. Ordnung mit
einem Spiegelschallquellen-Modell berechnet. Der spa¨tere
Nachhall wurde durch stochastisches Ray Tracing mit je
400k Partikeln fu¨r 31 Terzba¨nder berechnet. Eine Schall-
quelle mit der Richtcharakteristik eines Sprechers wurde
auf der Bu¨hne platziert, da ma¨nnliche Sprache als Quell-
signal ausgewa¨hlt wurde. In den Sa¨len wurde eine Publi-
kumsfla¨che mit den akustischen Eigenschaften von zur
Ha¨lfte besetzten, gepolsterten Stuhlreihen definiert, so
dass die Akustik einem Mittelwert zwischen besetztem
und unbesetztem Zustand entsprach. Abgesehen von der
Publikumsfla¨che und der Fla¨che der Orgel wurden alle
anderen Oberfla¨chen mit einem homogenen Restschall-
Absorptionsgrad belegt, der fu¨r jeden Raumtyp und jede
Kombination der restlichen akustischen Bedingungen in-
dividuell berechnet wurde, um die gewu¨nschte Nachhall-
zeit zu erreichen.
Die Ho¨rpositionen befanden sich in 10m Abstand zur
Schallquelle in den kleinen und 15m in den großen
Sa¨len. Dadurch wurde sichergestellt, dass sich alle Po-
sitionen außerhalb des Hallradius befinden. Mit den
Außenohru¨bertragungsfunktionen (HRTFs) des FABI-
AN Kunstkopfes [5] wurden Datensa¨tze von binauralen
Raumimpulsantworten (BRIRs) fu¨r verschiedene Kopf-
orientierungen erzeugt, in denen die Eigenschaften der
akustischen Szene kodiert waren.
Um den Einfluss verschiedener akustischer Bedingungen
zu untersuchen, wurde das Volumen, die Nachhallzeit
und der Streugrad der Oberfla¨chen in jeweils zwei Stufen
variiert (siehe Tab. 1). Der Streugrad wurde theoretisch
nach [6] fu¨r zufa¨llig strukturierte Fla¨chen mit Struktur-
tiefen von 1 cm und 5 cm berechnet, woraus sich jeweils
eine sigmoide Funktion γ(f) fu¨r den Streugrad ergibt, die
bei U¨bergangsfrequenzen von 650Hz bzw. 3.5 kHz von
γ(f) = 0, 1 auf γ(f) = 0, 9 ansteigt. Fu¨r jeden Raumty-
pus wurden somit BRIR-Datensa¨tze fu¨r alle acht Kom-
binationen der drei akustischen Bedingungen berechnet.
Tabelle 1: Unabha¨ngige Variablen, deren Einfluss auf die
Erkennung der vier Raumtypen untersucht wurde.
Training Ja Nein
Nachhallzeit [s] 1, 5 2, 5
Volumen [m3] 5.000 20.000
Streugrad klein groß
Die Ra¨ume wurden mithilfe des SoundScape Renderers
(SSR, [7]) u¨ber Kopfho¨rer (Beyerdynamic DT770 Pro)
dynamisch binaural auralisiert, d.h. der Kopforientierung
in einem Bereich von ±180◦ azimutal und [−30◦..., 60◦]
vertikal nachgefu¨hrt. Die U¨bertragungsfunktion des
Kopfho¨rers wurde durch regularisierte Inversion digital
entzerrt. Die Kopforientierung wurde u¨ber einen Head-
Tracker (Polhemus Patriot FCC Class B) gemessen. Die
visuelle Testumgebung wurde u¨ber ein stereoskopisches
Display (Oculus Rift) wiedergegeben. Um einen aus-
reichend glaubwu¨rdigen Eindruck eines realen Konzert-
saales zu vermitteln wurden die Modelle mit Texturen,
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(a) Weinberg (b) Schuhschachtel
(c) Hufeisen (d) Fa¨cher
Abbildung 1: Darstellung der Konzertsa¨le mit Texturierung und graphischen Details, wie sie in der virtuellen Testumgebung
dargestellt wurden.
Tu¨ren, wichtigen Objekten wie der Orgel und Stuhlrei-
hen grafisch aufgearbeitet (s. Abb. 1).
Fu¨r den Ho¨rtest wurde ein 4-AFC-Verfahren gewa¨hlt,
bei dem Probanden je vier Auralisationen der verschie-
denen Raumtypen mit dem visuellen Eindruck eines Saa-
les vergleichen und die korrekte Auralisation auswa¨hlen
sollten. Das Auswahlmenu¨ aus der Perspektive der Teil-
nehmenden mit einer Darstellung des virtuellen
”
Wein-
bergs“ ist in Abbildung 2 dargestellt. In 32 randomi-
sierten Wiederholungen wurde jeder der vier Konzertsa¨le
mit allen acht Kombinationen der akustischen Bedingun-
gen jeweils einmal als Zielreiz pra¨sentiert. Als Quellsi-
gnal wurde die nachhallfreie Aufnahme eines professio-
nellen Schauspielers verwendet [8], die geeignet war, auch
in gro¨ßeren Sa¨len und gro¨ßeren Entfernungen von der
Quelle eine gute Sprachversta¨ndlichkeit und -intensita¨t
zu gewa¨hrleisten. In einem informellen Vorversuch hat-
te sich das Sprachsignal, im Vergleich zu verschiedenen
Musiksignalen, aufgrund seiner Mischung von transien-
ten Signalanteilen und Pausen im Signal, als besonders
geeignet fu¨r die Erkennung der akustischen Signatur des
Raums erwiesen. Um den Einfluss eines vorangehenden
Trainings auf die Erkennungsleistung der Ho¨rer*innen zu
untersuchen, erhielt die Ha¨lfte der Teilnehmenden vor
dem Test ein freies Training, bei dem alle Sa¨le gleich-
zeitig visuell und akustisch verglichen werden konnten.
Die Teilnehmenden hatten 15min Zeit, um Cues fu¨r die
raumakustische Charakteristik der Sa¨le zu identifizieren
und diese unter den verschiedenen, akustischen Testbe-
dingungen zu vergleichen. Um Lernermu¨dung zu vermei-
den konnten die Ra¨ume im Training nur mit geringem
Streugrad angeho¨rt werden. Die andere Ha¨lfte der Teil-
nehmenden erhielten vor dem Test lediglich visuelle An-
sichten der Konzertsa¨le.
Die Ergebnisse des Ho¨rversuchs wurden mithilfe eines ge-
neralisierten linearen gemischten Modells (GLMM) ana-
lysiert, um den Einfluss der verschachtelten Testbedin-
gungen auf die bina¨re Variable
”
korrekte Auswahl“ ab-
zubilden. Dabei werden sowohl konstante Haupteffek-
te (fixed effects) als auch Unterschiede zwischen den
Versuchspersonen (Zufallseffekte, random effects) model-
liert. Die Modellgu¨te wurde u¨ber das Bestimmtheitsmaß
(pseudo−R2) gemessen [10]. Dabei beschreibt R2marginal
den Anteil der von den konstanten Effekten erkla¨rten Va-
rianz, R2conditional erfasst zusa¨tzlich die Zufallseffekte und
damit die Gu¨te des Gesamtmodells.
Abbildung 2: Perspektive der Versuchsteilnehmer im virtu-
ellen Weinberg-Saal. Das Auswahlmenu¨ befand sich im Sicht-
feld und konnte u¨ber einen virtuellen Pointer bedient werden.
Die Ho¨rposition befindet sich im vorderen Parkett, 1m neben
der Mittelachse des Konzertsaales.
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Abbildung 3: Er-
kennungsrate und
absolute Anzahl kor-
rekter Antworten aller
untrainierten (links) und
trainierten Probanden
(rechts) fu¨r die ver-
schiedenen Raumtypen.
Mittelwerte sind als
blaue Striche markiert.
Die rote Linie markiert
die Grenze, ab der
die Erkennungsrate
einer VP signifikant
oberhalb der Ratewahr-
scheinlichkeit (25%)
liegt.
An der Untersuchung nahmen 9 weibliche und 27
ma¨nnliche Testpersonen im Alter von 22–53 Jahren teil.
Die meisten Teilnehmer*innen gaben in einer Selbstaus-
kunft an, fachliches Wissen u¨ber Raumakustik zu besit-
zen; 6 Personen gaben an, regelma¨ßig klassische Konzerte
zu besuchen.
Ergebnisse
Abbildung 3 zeigt die individuellen Trefferquoten aller
Probanden sowie die Mittelwerte fu¨r die einzelnen Raum-
typen. Bei Betrachtung der Trefferquoten der Proban-
dengruppe als Ganzes konnte keine signifikante Abwei-
chung von der Ratewahrscheinlichkeit (25%) festgestellt
werden, da berechnete Konfidenzintervalle (nicht ange-
zeigt) stets auch den Bereich der Ratewahrscheinlichkeit
einschließen. Bei individueller Betrachtung zeigt sich je-
doch, dass ein Sechstel der Probanden die Raumtypen
signifikant oberhalb der Ratewahrscheinlichkeit identifi-
zieren konnte. Drei trainierte Probanden konnten, gemit-
telt u¨ber alle Raumtypen, eine Erkennungsrate von 60%
erreichen.
Auswahl:
Ziel:
Weinberg
Fächer
Schuhbox
Hufeisen
Weinberg Fächer Schuhbox Hufeisen
35
30
25
20
15
26% 16% 24% 34%
18% 26% 27% 30%
23% 28% 25% 23%
26% 18% 26% 30%
Abbildung 4: Konfusionsmatrix fu¨r die Antwortha¨ufigkeiten
bei der Identifikation der vier Raumtypen.
In der Konfusionsmatrix der Antworten (Abb. 4) zeigt
sich kein klares und konsistentes Muster, welche Raum-
typen mit welchen anderen Raumtypen bevorzugt ver-
wechselt wurden, zumal alle Antworten nahe an der Ra-
tewahrscheinlichkeit liegen.
Den Einfluss der verschiedenen Testbedingungen auf die
Erkennung der Raumtypen zeigt das GLMM-Modell, wo-
bei in Tabelle 2 sowohl die Haupteffekte als auch die
signifikanten Interaktionseffekte (p < 0, 05) dargestellt
sind.
Tabelle 2: Ergebnisse des gemischten linearen Modells
(GLMM) mit den akustischen Faktoren Volumen, Nachhall-
zeit und Streugrad, dem Training und den Raumtypen (Dum-
mykodierung) als unabha¨ngige Variablen. Der Koeffizient be-
schreibt Gro¨ße und Richtung des Einflusses der Variablen.
Haupteffekte Koeffizient p-Wert
Nachhallzeit -0,51 0,04
Streugrad 0,1 0,7
Volumen 0,28 0,32
Training 0,53 < 0,01
Fa¨cher -0,21 0,47
Schuhschachtel -0,05 0,86
Hufeisen -0,14 0,62
Interaktionseffekte
Streugrad×Training -0,51 < 0,01
Nachhallzeit×Schuhschachtel 0,71 0,041
Nachhallzeit×Hufeisen 0,92 < 0,01
Die Modellgu¨te bela¨uft sich auf R2marginal = 0, 08 und
R2conditional = 0, 15. Die vier unabha¨ngigen Variablen
(Tab. 1) erkla¨ren also nur 8% der Varianz in der Er-
kennungsleistung, zusammen mit der individuellen Lei-
stungsfa¨higkeit der Probanden werden 15% der Varianz
erkla¨rt. Die geringen Werte sind nicht u¨berraschend, da
nur wenige Teilnehmer den Test besser als mit Ratewahr-
scheinlichkeit absolvieren konnten.
Signifikante Haupteffekte liegen fu¨r die Testbedingungen
Nachhallzeit und den Faktor Training vor. Das Vorzei-
chen des Koeffizienten deutet darauf hin, dass die Teil-
nehmer die Raumformen besser identifizieren konnten,
wenn eine geringere Nachhallzeit vorlag und wenn ein
vorangehendes Training absolviert wurde. In ihrem Ein-
fluss auf das Ergebnis liegen beide Effekte in der glei-
chen Gro¨ßenordnung. Keinen Einfluss hatten das Volu-
men und der Streugrad der Ra¨ume.
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Ein hoch signifikanter Interaktionseffekt wurde zwischen
den Faktoren Training und Streugrad gefunden. Teilneh-
mer konnten die Konzertsa¨le mit geringer Wandstreuung
dann besser identifizieren, wenn sie zuvor ein Training
absolviert haben. Dieser Effekt muss allerdings als Ar-
tefakt durch das Training gedeutet werden, denn dort
wurden ausschließlich die Sa¨le mit geringer Streuung ver-
wendet. Zum einen hatten die Probanden diese Stimuli
nachfolgend wohl noch besser in Erinnerung, zum ande-
ren konnten sie den dadurch erzielten Trainingseffekt of-
fensichtlich nicht auf die gleichen Konzertsa¨le mit ho¨herer
Streuung der Wa¨nde u¨bertragen. Signifikante Interakti-
onseffekte konnten auch zwischen dem Faktor Nachhall-
zeit und den Raumtypen Schuhschachtel und Hufeisen
gefunden werden. Sie weisen darauf hin, dass der Verlust
an Erkennbarkeit mit steigendem Nachhall (s. Hauptef-
fekte) bei Hufeisen- und Schuhschachtel-Ra¨umen nicht
so groß war wie bei den (fu¨r die Dummykodierung als
Referenz verwendeten) Weinberg-Sa¨len.
Diskussion
In dieser Arbeit wurde durch einen Ho¨rversuch in audio-
visuellen virtuellen Umgebungen untersucht, inwieweit
die raumakustische Signatur von vier klassischen Raum-
typen fu¨r Konzertsa¨le auditiv identifiziert werden kann,
und in welchem Umfang diese Erkennung vom Volumen,
von der Nachhallzeit der Ra¨ume und vom Streugrad der
Wa¨nde abha¨ngt. Um es zu ermo¨glichen, diese Parameter
unabha¨ngig von der Geometrie des Raums zu vera¨ndern,
wurde nicht mit gebauten Ra¨umen, sondern mit raum-
akustischen Simulationen gearbeitet. Da es im Versuch
nicht darauf ankam, spezifische Ra¨ume klanglich nachzu-
bilden, sondern durch Raumsimulation und dynamische
Binauralsynthese ein akustisch plausibles ra¨umliches Ge-
samtbild zu schaffen [9], und da die akustische Signatur
der verschiedenen architektonischen Typen mutmaßlich
durch starke, fru¨he Reflexionen an großen Oberfla¨chen
geschaffen wird, welche durch eine geometrische Simula-
tion gut simuliert werden ko¨nnen, gehen wir davon aus,
dass die Validita¨t der Ergebnisse dadurch nicht einge-
schra¨nkt ist.
Im Ergebnis waren die Probanden nur in einem Sechstel
der Testdurchla¨ufe in der Lage, den Klang der Ra¨ume
dem optisch pra¨sentierten Raumtypus mit einer Erken-
nungsrate, die signifikant oberhalb der Ratewahrschein-
lichkeit lag, korrekt zuzuordnen. Einen signifikanten Ein-
fluss auf die Erkennungsrate hatte einerseits die Nach-
hallzeit der Ra¨ume und andererseits das vor dem Versuch
absolvierte Training der Teilnehmer.
Bei ku¨rzerer Nachhallzeit konnten die Raumtypen bes-
ser erkannt werden konnten, vermutlich weil die durch
fru¨he Reflexionen definierte Signatur der Raumtypen
sta¨rker hervortritt, wenn der spa¨te Nachhall schneller
an Energie verliert. Dieser Effekt war bei Weinberg-
Sa¨len sta¨rker ausgepra¨gt als bei Schuhschachtel- und
Hufeisen-Sa¨len. Nach informellen Ru¨ckmeldungen der
Probanden war gerade bei la¨ngerem Nachhall bei
Schuhschachtel- und Hufeisen-Sa¨len die – gegenu¨ber den
Weinbergsa¨len – gro¨ßere Umhu¨llung durch ru¨ckwa¨rtig
einfallende Schallanteile spu¨rbar.
Einen signifikanten Einfluss auf die Erkennungsrate hatte
auch das unmittelbar vor dem Versuch absolvierte Trai-
ning. Keinen Einfluss im Modell hatte allerdings die von
den Teilnehmenden selbst angegebene raumakustische
Expertise, die bei der Analyse probeweise als Pra¨diktor
in das lineare Modell eingefu¨gt wurde. Somit scheint der
beobachtete Effekt eher das Resultat eines spezifischen
und zeitnah zum Versuch absolvierten Trainings zu sein
als das Ergebnis von allgemeiner raumakustischer Erfah-
rung.
Auch unter gu¨nstigen Bedingungen, d.h. mit einer fu¨r
Konzertsa¨le kurzen Nachhallzeit von 1,5 s und mit einem
spezifischen vorangehenden Training, erzielten die Teil-
nehmer im Mittel gegenu¨ber einer Ratewahrscheinlich-
keit von 25% jedoch nur eine Erkennungsrate von 28.8%,
und einzelne trainierte Probanden erzielten eine Erken-
nungsrate von 60%. Insofern muss man festhalten, dass
der
”
Charakter“ von architektonischen Raumtypen offen-
sichtlich akustisch insgesamt nicht so deutlich ausgepra¨gt
und so klar identifizierbar ist wie es ha¨ufig angenommen
wird.
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