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Abst rac t - -A  new hybrid algorithm is being introduced for solving Mixed Integer Nonlinear Pro- 
gramming (MINLP) problems which arise from study of many real-life engineering problems uch as 
the minimum cost development ofoil fields and the optimization of a multiproduct batch plant. This 
new algorithm employs both the Genetic Algorithm and a modified grid search method interfacing 
in such a way that the resulting hybrid algorithm is capable of solving many MINLP problems effi- 
ciently and accurately. Testings indicate that this algorithm is efficient and robust even for some 
ill-conditioned problems with nonconvex constraints. 
Keywords- -Mixed integer nonlinear programming, Hybrid genetic method, Modified grid search 
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1. INTRODUCTION 
In recent years, there has been quite a bit of attention on solving mixed integer nonlinear pro- 
gramming (MINLP) problems. These problems occur in study of many real-life cases in production 
engineering such as the design of multiproduct batch plants, the dynamic allocation problems, 
location-allocation problem, etc. One would naturally attempt to solve these problems by relaxing 
the integer variables as continuous variables and then obtain the integer solutions by rounding. 
This usually leads to inaccuracy and even infeasible solutions [1,2]. Other major methods are the 
generalized Benders' decomposition [3,4] and the outer approximation method [5]. These meth- 
ods can be reduced to solution of a series of subproblems obtained from a decomposition of the 
original problems. The general procedures, however, are rather complex, and the linearization of 
some of its subproblems requires the objective function and the constraints to be differentiable. 
This certainly restricts its application to a large number of practical problems, as many of those 
are nonsmooth and even discontinuous at some points in their domains. 
We shall introduce a simple heuristic method which can solve these problems effectively and 
accurately. We shall start by showing that the feasible set of a general MINLP problem can be 
decomposed into a large group of separated subsets indexed by y, a vector of integer variables, 
and on each of those, the objective function f (x ,  y) can be optimized as a function in continuous 
variables x alone using an efficient search algorithm. By application of genetic algorithm on the 
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set of integer variables, the number of these optimization processes can be reduced to a large 
extent. Moreover, the remaining computations eeded to carry out can be further educed by 
some special procedures described in the following sections. The characteristics of the modified 
grid search method and that of the genetic algorithm have been found to complement each other 
efficiently in our hybrid algorithm. 
2. DECOMPOSIT ION OF  AN MINLP  PROBLEM 
Consider the following problem: 
minimize f(x, y), 
subject o gi(x, y) >_ O, i = 1,...r, 
(e) 
where x = (xl,x2,... ,xn) and xi is real, Vi, 
Y = (Yl,Y2,... ,Ym) and yj is integer, Vj. 
The problem is decomposed based on the following: any fixed y = (Yl, Y2,..., Ym) defines an 
n-dimensional ffine subspace Ay, and these affine subspaces for different choice of y are mutually 
disjoint. More precisely, for any two points (x, y) E Ay and (x ~, y~) E Au,, the Euclidean distance 
between them is given by 
5=1 j----1 
This means that if x = x ~, then 
-- I - 
This implies that d((x,y), (x~,y~)) _> 1, if y ~ y~. That is the distance 5 between Au and A u, 
given by ~ = inf{d((w,y), (x',y')) : for all (w,y) E A u and for all (w',y ~) E Au,} is greater than 
or equal to 1. Hence, if y ~ y~, then Au and Au, are strongly separated in topological sense. It 
follows that, if S is a feasible set of the problem (P), then Av M S and A u, M S are also separated 
subsets of T£ m+". Thus, the global minimization of f on UueKA v, where K is the set of all 
feasible points y, can be reduced to the following: 
minimize [ minimize f(x, y)] . 
yEN [(va,lt)EAunS 
From above, it is easy to see that the global minimum (x*, y*) lies in Ay* M S, and the minimum 
point obtained by minimization of ](x, y*) on A~. n S should coincide with x*. Since K could 
be large, a complete valuation of minimum of f for all choices y E K is impractical. The genetic 
algorithm or other heuristic method together with some special procedures will help in reducing 
the number of these evaluations to a great extent, e.g., avoid making further iterations on any 
of the subsets Au M S, when the objective value of f appears to remain high in comparison to 
some previous minimum values obtained on other subsets. Hence an efficient algorithm can be 
developed to solve this type of problem. 
3. THE GENET IC  ALGORITHM SCHEME 
Genetic algorithms (GA) were introduced by Holland [6] and have been applied to optimization. 
They are based on the classical biological work in genetics by Mendel and Darwin. Potential 
solutions to a problem are represented by binary strings. Starting with a subset of the solutions 
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called the population, a sequence of operations (selection, mutation, and cross-over) simulating 
a natural evolution process is applied to the population to generate a new one. Such a sequence 
of operations i called a generation. Generations are then applied repeatedly until some stopping 
criterion is met. The genetic algorithm scheme can be summarized as follows. 
1. (Binary) encoding of the problem. 
2. Initialization of population P(0). 
3. Selection of P(n) from P(n - 1). 
4. Cross-over of P(n). 
5. Mutation of Pin). 
6. Evaluation of P(n). 
7. If stopping criterion is not met, let n + 1 ~ n and go to Step 3; else stop. 
In Step 1, an adequate ncoding of the problem solutions is determined. If the encoding is 
not binary, the term evolution system is usually used rather then genetic algorithm. The current 
population at generation is denoted P(n). A first population of solutions, P(0) is obtained 
randomly or using some fast heuristics. In Step 3, some elements of the population are selected 
(based on their quality or "fitness") to pass to the next population. Cross-over (Step 4) is 
then performed on pairs of strings selected randomly or based on the survival of the fittest. 
In Step 5, a bit (one out of every 1,000 or 10,000 bits) is randomly switched from 0 to 1 or 
1 to 0. Step 6 evaluates the quality of the strings, i.e., determines the objective value of the 
corresponding solutions. The stopping criterion can be a prespecified number of generations or 
a certain convergence riterion. 
Delmaire et al. [7] show how to combine genetic algorithms with linear programming to solve 
facility layout problems. In a more recent work, Delmaire et al. [8] propose to combine genetic 
algorithms with different optimization methods. 
4. THE MODIF IED GRID SEARCH ALGORITHMS 
FOR THE NLP  SUBPROBLEMS 
The modified grid search method was developed by Cheung and Ng [9] to improve the perfor- 
mance of traditional heuristic algorithms uch as the Nelder and Mead, and Hooke and Jeeves. 
It has been shown to converge more satisfactorily comparing to the popular conjugate gradient 
and quasi-Newtonian methods (implemented in the IMSL 1988 version) on a set of difficult test 
problems elected from the "Test examples for NLP codes" [10], while having extra capability of 
handling nonsmooth problems. 
This method is based on the original grid search method, but the order of complexity is reduced 
to n 2. Its local search positions at x consist of coordinate points x + he~, where h is the current 
step size, plus the 2n(n - 1) positions defined by x + he~ :t= hej which lie uniformly on the 
hypersphere of radius v~h about x. It has been shown that if the objective value at x is the 
lowest comparing with those at the search points, the probability for the actual optimal point to 
lie within this hypersphere is very high. The other basic steps consists of a partial local search 
which helps in refining the search direction and an exploratory movement which allows the search 
to move along a path (a straight line or a curve depending on situation) leading it quickly to a 
position close to the actual optimum point. 
This search algorithm has been modified to handle all optimization problems with mostly simple 
constraints [11]. Its performance has been shown to be fast and accurate in comparison with some 
popular packages. Its major limitation is that it requires a good feasible start ing point. We 
have seen that this is not a problem with our hybrid algorithm, as those starting points can be 
generated along side with the integer values by the genetic algorithm (see Scheme A below). 
For handling more general MINLP problems whose NLP subproblems may consist of several 
nonlinear (even nonconvex) constraints, a new constrained algorithm has been developed [12]. 
16 B.K.-S. CHEUNG et al. 
Here, an old but very sound concept of supporting the epigraph of the objective function f by 
smooth ypersurfaces has been revitalized through the following innovations: 
(i) construction of a new generalized Lagrangian function L(x ,  u,  t) = f ( z )  - G ig (x ) ,  u,  t), 
where u is the m-vector of nonnegative multipliers and G(v ,  u,  t) defines the smooth 
supporting hypersurface whose shape can be readily adjusted for optimum performance, 
(ii) a novel piecewise concave updating formula for the penalty parameter t, and 
(iii) some other refinements such as the setting of initial penalty value, termination arrange- 
ments, etc. 
This new algorithm has been found to be very robust and has been shown to achieve a level of 
performance equal or exceeding that implemented by IMSL (International Mathematics & Statis- 
tic Library) in 1989 in solving a number of test examples in [10]. It has demonstrated itsability 
in handling nonsmooth or ill-conditioned nonconvex problems. The fact that it does not require 
a feasible starting point enables it to be integrated easily into our hybrid algorithm. 
5. THE HYBRID APPROACH 
In this section, we describe how the genetic algorithm is combined with the grid search method. 
There are two schemes that have been tested. Scheme A uses the modified grid search algorithm 
of Cheung and Ng [11], while Scheme B uses the constrained algorithm of Cheung [12]. 
SCHEME A. We shall use a very fast algorithm for optimization of f as a function of x for each 
given fixed value of y as follows. 
1. Generate a set (or a few sets) of integral values y = (Yl, Y2 , . . . ,  Ym) and a set (a few sets) 
of real values x = (Xl, x2,.. . ,  xn) as starting points. 
2. Perform optimization of f with respect o x = (x l ,x2 , . . . , x ,~)  to obtain an optimal 
point x' for each set (x, y) generated in Step 1. Reject all infeasible starting point x 
immediately. Terminate all search within a preset maximum number of iterations to avoid 
some undesirable starts. 
3. Repeat Steps 1 and 2 until the best objective value is obtained (e.g., no further significant 
improvement is observed). It should be noted that the Cheung and Ng algorithm used for 
the optimization w.r.t, continuous variables is: 
(i) fast and fairly accurate; 
(ii) capable of working with nondifferentiable and nonconvex problems. 
SCHEME B. The modified grid search method used in Scheme A requires a feasible and good 
starting point (generated in Step 1). Here, we use a fast and robust algorithm which will converge 
well for an arbitrary starting point (possibly infeasible) for optimization off as a function of x for 
each given fixed value of y. The iterations may just be alternating between 1and 2 as described 
in Scheme A. 
6. THE TESTS 
The hybrid approach described in the previous ection has been tested on two problems taken 
from the literature. The first one relates to a location-allocation problem encountered in oil 
production while the second one concerns the design of multiproduct batch plants found in 
production engineering. 
Location-Allocation Problem 
Devine and Lesso [13] developed some location-allocation models for the minimum-cost devel- 
opment of offshore oil fields. The new facilities to be located are the platforms from which the 
drilling for oil is to be done, while the existing facilities are the wells. So the problem is to locate 
the platforms and allocate the wells to the platforms. It can be formulated as follows. Let m 
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denote the number of wells and n the number of platforms. The decision variables xij take the 
value 1 if well i is drilled from (allocated to) platform j,  and 0 otherwise. Sj denotes the number 
of wells drilled from platform j. Let (ai, bi) denote the location of well i and (xj, yj)--decision 
variables--denote the location of platform j. For all value of i and j ,  let 
dij = ~/(zj - ai) 2 + (yj - bi) 2, 
the Euclidean distance between well i and platform j. It should be noted that dij depends on 
the location of platform j, which must be determined. The drilling cost function g(dij) depends 
on (xj,yj). Let Pj(Sj ,x j ,y j )  denote the cost of platform j as a function of its size Sj and its 
location (x j, yj). The location-allocation problem can be stated as follows: 
n 
min ~ ~zi jg (d i j )+  ZP j (S j ,x j ,y j ) ,  
i= l  j= l  j= l  
subject o ~ zij = 1, V i, 
j= l  
m 
Z z i j=S j ,  Vj, 
i=1 
zij = 0 or 1, Vi, Vj. 
The objective function is the sum of the drilling costs and the platform costs. The first set of 
constraints imposes that each well i is assigned to exactly one platform. The second set guarantees 
that exactly Sj wells are assigned to platform j. In the application, n takes a value from three 
to five (considered fixed), and m takes a value between 25 and 200. Our decomposition method 
allows the value of the zij to be determined by the genetic algorithm, that is, determine the 
allocation, and then for each allocation solve the following location problems: 
- (¢ ) minZ Z g (x j -a , )2+(y j -b , )  2 +P j (S j ,x j ,y j ) ,  
j= l  iEAj  
where & = {i I = 1}. 
In the tests, we take 
g (~(x j  - ai)2 + (yj - bi)2) = ~(x j  - ai)2 -t- (Yj - bi) 2 
and P j (S j ,x j ,y j )  = Pj(Sj) = h + kv~ for all j = 1,2,. . .  ,n. 
The problems are solved repeatedly according to Scheme A. For each allocation, all location 
problems can be solved as a single problem because the decision variables of each location problem 
are different. For 280 generations, with a population of five, the reproduction parameter set 
to 0.95, the mutation rate set to 0.02, a problem of three platforms and 25 wells was solved in 
3.5 minutes on a SUN SPARC20 station. We implemented shu]fle, a procedure that starts over 
the genetic algorithm after a fixed number of generations. This procedure has shown to be very 
efficient in other contexts [7,8]. 
This problem is reattempted using our algorithm with the Euclidean norm replaced by the 
L1 norm (i.e., dij -- [xi - a~l + lY~ - bil). The objective function now becomes nondifferentiable. 
Again, desirable result is obtained. Since the minimization is taken over the sum of horizontal 
and vertical distances, the positions of the platforms and the allocations of wells to platforms are 
expected to be somewhat different from the previous. Some more cases such as those with five 
platforms and 25 wells and those with three platforms and 200 wells have been solved without 
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difficulty. Finally, a large scale problem with five platforms and 200 wells is also solved satisfac- 
torily. However, it takes a longer time (about 10 hours to perform 2,500 generations). The data 
for positions of the wells, the detail results of all the cases, and the graphical illustrations are 
given in the following. 
Tables i and 2 contain sets of data which consist of pairs of integers representing the coordinates 
of the wells inside a square whose sides measured 100 units. 
generation=1000 ; Polulation=3 ; reproduction=0.950000 
mutation(bit)=0.010000 ; shuffle=100 
Best= 3 3 1 3 3 3 3 3 2 1 1 3 2 3 1 1 2 2 2 2 1 1 2 1 1 582.587939 
X[1] = 54.038662 ; Y[1] = 89.918241 
X[2] = 15.666183 ; Y[2] = 85.509490 
X[3] = 85.213640 ; Y[3] = 31.560541 
t ime : 3 mins 27 secs 
Solution ~rthree p l~rmsand 25 wellsproblem w~h Eucl~ean di~ance. 
generation=1000 ; Polulation=3 ; reproduction=0.950000 
mutation(bit)=0.010000 ; shuffle=100 
r 
Best= 2 1 2 1 1 1 1 1 2 3 1 1 3 1 3 3 3 3 2 3 1 3 2 3 1 702.763466 
X[1]  = 86 .999999 ; Y [1 ]  = 44.000001 
X[2] = 41.000000 ; Y[2] = 94°000000 
X[3] = 22.000000 ; Y[3] = 50.000000 
time : 40 secs 
Solution for three platforms and 25 wells problem with L1 norm. 
generat ion=2501 ; Popu la t ion=3 ; reproduct ion=O.950000 
mutat ion(b i t )=O.010000 ; shuf f le=500 
Best= 2 5 2 2 3 3 1 1 1 3 2 15  2 3 2 13  5 1 3 2 4 4 4 
1 1 1 2 3 4 1 1 5 1 2 3 1 5 4 4 5 3 2 5 1 3 1 5 4 3  
1 4 4 5 2 5 3 2 2 1 2 4 1 1 1 5 5 2 3 3 2 5 5 5 1 1  
4 5 5 5 3 2 1 4 4 1 3 1 1 3 1 4 4 1 3 2 2 4 1 3 4 1  
4 5 3 4 2 5 3 5 5 5 5 5 1 3 5 3 3 4 1 5 1 1 3 5 1 1  
3 3 4 1 3 1 2 2 2 1 2 4 4 3 5 3 2 1 2 5 4 1 2 1 5 3  
4 2 4 5 2 2 5 1 2 3 1 2 5 3 2 1 5 1 2 3 5 4 1 5 4 2  
4 2 2 3 1 1 1 4 1 5 5 4 2 5 4 3 3 3 2  4519.537223 
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Table 1. For the 25 wells problems. 
22,3 69,44 44,50 70,12 97 ,51  94,35 100,62 94,26 13 ,75  65,99 
58,59 82,31 13 ,95  87,29 41,87 47,94 15,89 20,85 31,50 12,99 
86,75 47,98 0,52 54,92 90,79 
h---- 10, k----5. 
Table 2. For the 200 wells problems. 
5,0 43,24 24,36 2,8 32,91 3,86 72,70 75,95 64,63 21,58 
30,35 68,76 40,0 8,45 8,61 7,6 74,99 4,59 41,11 55,64 
28,69 23,25 75,2 86,42 86,36 59,90 50,66 44,87 6,5 2,97 
94,53 44,92 91,91 36 ,31  56,52 19,29 3,66 59,100 40 ,41  83,10 
89,41 39,14 24,53 25,27 42,21 94,92 5,89 51,60 59,5 89,38 
26,72 67,90 100,65 95,36 45,33 32,3 35,22 13,60 24,9 33,40 
42,96 23,41 95,36 59,56 40,72 54,64 55,26 47,4 22,25 1,62 
23,87 21,11 46,14 61,32 39,18 56,72 98,98 85,11 49,27 69,0 
44,31 20,86 1,40 41,90 89,2 71,51 40,69 5,55 53,86 46,72 
3,59 94,93 90,39 92,46 75,89 28,74 0,42 10,0 99,35 79,72 
18,66 81,22 39,93 75,26 49,12 1,70 73,45 6,14 39,11 13,49 
73,14 56,27 56,22 50,32 34,1 64,94 16,71 66,28 11,75 2,79 
92,4 43,83 64,39 86,79 77,95 32,86 63,14 65,61 47,75 16,76 
32,63 62,92 89,31 18 ,76  36,91 9,10 11,42 11,4 46,83 17,44 
79,6 64,48 1,90 39,30 1,54 17,3 99,84 1,11 56,37 95,50 
41,91 6,2 69,87 53,39 6,97 82,44 11 ,10  98,41 43,4 3,19 
18,24 45,18 76,75 31,12 1,79 54 ,71  27 ,31  58,42 15,94 14,28 
43,98 38,46 47,57 1,25 4,69 46 ,41  69,45 71,71 48,29 98,1 
5,15 92,45 27,31 24,4 4,93 89,80 60,90 49,76 86,3 54,86 
68,26 34,1 81,57 6,11 63,12 75 ,55  26,53 19,55 26,81 22,29 
h---- 50, k = 25. 
X[1] = 58. 850369 ; Y[1] = 81. 343380 
X[2] = 15. 194859 ; Y[2] = 19. 954795 
X[3] = 13.740353 ; Y[3] = 72. 145792 
X[4] = 88. 136300 ; Y[4] = 37. 740999 
X[5] = 48.386432 ; Y[5] = 23.350281 
t ime : i0 hres 21 mins 
Solution for the five platforms and 200 wells problem. 
The detai led al location schemes (not being pr inted for space saving) are clearly indicated in 
F igures 1-3. 
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Figure 3. Location-al location of the five platforms and 200 wells problem. 
Design of Multiproduct Batch Plants 
This problem was considered by Kocis and Grossmann [14], and by Salcedo [15]. A plant 
consists of M processing stages in series where fixed amounts Qi of N products have to be 
manufactured. The objective is to determine for each stage j, the number of parallel units Nj 
and their sizes Vj and for each product i, the corresponding batch sizes Bi and cycle time TLi. 
The problem data are the horizon time H, the size factors Sij, and the processing time tij of 
product i in stage j, the required productions Qi, and appropriate cost coefficients czs and 3j. 
The mathematical formulation of the optimum design plant is as follows: 
M 
minimize Z °lJ J~j Vj/~j '
j= l  
N 
subject o E Qi~--Li ~< H, 
i= l  
Vj >_ S~jB~, 
NjTL >_ t,~, 
~ <_Nj <_N?, 
vjl ~_ Vj ~_ Vj u, 
Tli <_ TLi <_ T~i, 
N~ integers. 
The bounds N~', V~ z, and Vs ~ are specified by the problem, and the appropriate bounds for TL~ 
and Si can be determined as follows: 
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Tli = max tO  T~i = max (tij) S~ = Tli, B~ = min Qi, ~n \ Sij ] 
j \N ; / '  ' 
Input data for the problem are given by: M = 6, N = 5 and aj  = 250, /3j = 0.6, Nj' = 4, 
Vj 1 = 300, Vfl = 3,000 for j = 1,2,3, . . . ,6.  Q1 = 250,000, Q2 = 150,000, Q3 = 180,000, 
Q4 = 160,000, Q5 = 120,000. [ 0 4] [44 ] 
0.7 0.8 0.9 3.4 2.1 2.5 6.8 6.4 6.5 4.4 2.3 3.2 
S~j = 0.7 2.6 1.6 3.6 3.2 2.9 , T~j= 1.0 6.3 5.4 11.9 5.7 6.2 . 
4.7 2.6 1.6 2.7 1.2 2.5 3.2 3.0 3.5 3.3 2.8 3.4 
1.2 3.6 2.4 4.5 1.6 2.1 2.1 2.5 4.2 3.6 3.7 2.2 
The best results obtained by our hybrid approach are the following: 
Y*= (2, 2, 3, 2, 1, 1), 
Y*= (3000.000, 1963.578, 1974.684, 2586.743, 2316.456, 2083.765), 
B*= (379.747, 760,807, 718.540, 638.298, 545.438), 
T*= (3.2, 3.4, 6.2, 3.4, 3.7), 
f* = 285876.06191, 
population = 5; generations = 60; reproduction = 0.95; mutation = 0.02. 
This is the global optimal solution reported by Kocis and Grossman. The optimal value is 
slightly higher than those obtained by them. However, their solution violated five constraints 
as they reported, whereas, there is no constraint violation in our solution. The best solution 
reported by Salcedo in 1992 seemed to have an edge over ours, but their global solution was only 
obtained 33 times out of 400 trial runs and was dependent on starting point. We have been able 
to obtained this solution three times in five consecutive runs with average run-time of two hours 
and 15 minutes and the starting points for the NLP subprograms were randomly generated. 
Furthermore, a similar scaledown problem with M = 3 and N = 2, which was reported to be 
problematic in [15], has been tried with our hybrid algorithm, and the global optimal solution 
has been obtained fairly accurately within a few minutes on our SUN workstation. 
7. CONCLUSION 
The results of the test examples confirm that the devised hybrid scheme is capable of solving 
mixed integer nonlinear programming problems effectively. In the first example of a location 
allocation problem, it converges teadily to a stable solution. The solutions are also obtained 
with the platform costs removed to facilitate comparison with some well-known heuristics pecif- 
ically designed to handle location-allocation problems. The results are shown to be comparable. 
The relatively long time required for solving large scale problems is due to the pseudo random 
characteristic of the genetic algorithm which may be of advantage reaching over a larger space 
for global minimum. The second test example which was reported to be ill-conditioned ue to 
the presence of a problematic nonconvex constraint is solved satisfactory by Scheme B with an 
objective value very close to the global minimum solution obtained by Saledo in 1992. Here the 
number of NLP-subproblems has been reduced to less than one tenth of the total number by the 
application of genetic algorithm. 
The nature and simplicity of this algorithm render its applicability to a large variety types of 
nonsmooth as well as smooth problems. Due to the random generation of points by the genetic 
algorithm, the probability of convergence to a global optimal should be much higher than the 
traditional methods. 
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Further  modif icat ions and refinements on this hybr id method could certainly improve its overall 
performance. Moreover, our decomposit ion method surely allows us to adopt  various powerful 
a lgor i thms for solut ion of both the NLP-subproblems and the main discrete program so that  any 
specific type of MINLP problems could be solved even more efficiently. Our first hybr id a lgor i thm 
has purposely been designed so that  a wide range of problems could be handled satisfactori ly. 
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