Abstract. Given a real matrix, we analyze an open interval, called row exclusion interval, such that the real eigenvalues do not belong to it. We characterize when the row exclusion interval is nonempty. In addition to the exclusion interval, inclusion intervals for the real eigenvalues, alternative to those provided by the Gerschgorin disks, are also considered for matrices whose offdiagonal entries present a restricted dispersion. The results are applied to obtain a sharp upper bound for the real eigenvalues different from 1 of a positive stochastic matrix and a sufficient condition for the stability of a negative matrix, among other applications.
1. Introduction. Several inclusion regions in the complex plane for the eigenvalues of a matrix have been considered: Gerschgorin disks (see [14] ), Brauer ovals of Cassini (see [1] and [15] ), Brualdi Lemniscata sets (see [3] ) or the minimal Gerschgorin set (see [12] ). These sets have been recently compared in [13] , and in [4] appear other inclusion regions. In order to localize the real parts of the eigenvalues of a real matrix, alternative methods to Gerschgorin disks and Brauer ovals of Cassini have been presented in [10] and [11] , respectively. A key tool for these alternative methods has been the use of a class of real matrices with positive determinant, called B-matrices.
We consider in Section 2 another class of nonsingular real matrices, called C-matrices. In Proposition 2.9, we use C-matrices in order to obtain an open interval (called the row exclusion interval) associated to a real matrix and such that no real eigenvalue belongs to it. In Example 2.13 we prove that, in contrast to the results of [10] , the row exclusion interval cannot be applied to the localization of the real parts of the eigenvalues because these real parts can belong to it.
In Proposition 3.1, we characterize when the row exclusion interval is nonempty. In the case of stochastic matrices, the row exclusion interval depends on the least off-diagonal element of the matrix. This phenomenon also happened in the context of bounding the Perron root of a positive matrix (see, for instance, Section 2.1 of [9] ). In Section 3, we see that the class of matrices with nonempty row exclusion interval contains the class of matrices which are multiple of stochastic matrices and we also apply the row exclusion interval in order to provide an upper bound of the real eigenvalues different from 1 of a stochastic matrix in terms of the least off-diagonal entry of the matrix. Example 3.4 shows that this bound cannot be improved.
In Section 4 we consider matrices whose off-diagonal entries present a restricted dispersion. In particular, the results can can be applied to matrices A satisfying
where s > 0 and J is the matrix of ones. In Theorem 4.1 we show that, for these matrices, the row exclusion interval is nonempty and the inclusion intervals for the real eigenvalues obtained in [10] and calledB-intervals provide a sharper information than the real intervals provided by Gerschgorin circles, and we also obtain a lower bound for the real parts of all the eigenvalues. In fact, analogously to the property that Gerschgorin disks provide a sharper information when the matrix resembles to a diagonally dominant matrix, the (inclusion)B-intervals and the exclusion interval provide a sharper information when the off-diagonal entries decrease their dispersion. In Corollary 4.2, we give a sufficient condition for the stability of a negative matrix. Finally, we derive some applications to Toeplitz matrices.
2. C-matrices and the exclusion interval. Let us start by introducing a class of nonsingular matrices. DEFINITION 2.1. We say that a square real matrix A = (a ik ) 1≤i,k≤n with positive row sums is a C-matrix if all its off-diagonal elements are bounded bellow by the corresponding row means, i.e., for all i = 1, . . . , n n k=1 a ik > 0, and 1 n n k=1 a ik < a ij ∀ j = i.
REMARK 2.2. From the previous definition we can deduce that all the off-diagonal elements of a C-matrix are positive and the diagonal elements of a C-matrix satisfy for all i = 1, . . . , n a ii < min{a ij | j = i}, 2 and therefore each row mean of a C-matrix is bounded below by the maximal between 0 and the diagonal element and bounded above by any off-diagonal element of the row.
Although we could derive the nonsingularity of a C-matrix from an adequate application of Theorem 4.4 of [5] , for the sake of completeness we provide a direct proof of this fact.
Proof. Then, for all i = 1, . . . , n and j = i,
The identity matrix will be denoted by I. If we define the matrices P := 1+d n ee
e., a matrix whose off-diagonal elements are nonpositive) because, by (2.1), its off-diagonal elements are negative. In addition, the row sums of M are positive because M e = (1 + d)nm − nm = dnm is a vector with positive components. This means that M is a matrix strictly diagonally dominant by rows and has positive diagonal entries. Then it is well known that det M > 0 (cf. [5] or, for a direct proof, use the Gerschgorin circles to see that M has its eigenvalues with positive real part). Since the eigenvalues of P are d and −1 (with multiplicity n − 1), we get det P = (−1) n−1 d and the result follows from taking determinants in M = AP .
Let A = (a ik ) 1≤i,k≤n be a real matrix. From now on, we shall use the following notations: for each i = 1, . . . , n
Let us remark that
3)
The next result provides a characterization of C-matrices which can be derived from Definition 2. We now introduce a class of nonsingular matrices closely related to C-matrices. DEFINITION 2.5. We say that a real matrix is aC-matrix if it is of the form DA where D is a diagonal matrix whose diagonal elements belong to the set {1, −1} and A is a C-matrix. 
The following result provides information on the localization of the real eigenvalues of a real matrix. PROPOSITION 2.9. Let A = (a ik ) 1≤i,k≤n be a real matrix, let s .2) and let λ be a real eigenvalue of A. Then
Proof. Let e := (1, . . . , 1) T and r := Ae (and so
for all i = 1, . . . , n). From the definition of E, we see that, for each i and for any t ∈ E,
If t = r k for some k, then −ns
3). Thus no element in E can equal any row sum. Now consider A − tI. For each i, either
By Proposition 2.8, A − tI is aC-matrix and thus nonsingular.
The interval E of the previous result will play a key role in this paper.
DEFINITION 2.10. The interval E appearing in (2.4) will be called the row exclusion interval.
By using A
T instead of A and applying Remark 2.6, we could prove a result similar to Proposition 2.9 but changing the role of the rows by columns and we also could define a column exclusion interval. The remaining results of this paper could also be adapted into a version "by columns". COROLLARY 2.11. Let A = (a ik ) 1≤i,k≤n be a real matrix. If A has a row i with two off-diagonal elements of different sign or with some null entries, then the row exclusion interval is empty.
Proof. Clearly, s − i = 0 = s + i and so the second endpoint of the (open) row exclusion interval is bounded above by n j=1 a ij , which in turn is less than or equal to the first endpoint.
As the previous result shows, Proposition 2.9 provides information on the localization of the real eigenvalues when the matrix has the off-diagonal elements of each row of the same sign. This happens, for instance, with the Z-matrices or the matrices opposite to Z-matrices.
A P -matrix is a matrix such that all its leading principal minors are positive. In [10] , a class of P -matrices (called B-matrices) was considered in order to obtain localization results on the real eigenvalues of a real matrix. In that paper, the results could be extended (using a property of P -matrices) in order to localize the real parts of the eigenvalues of a real matrix. So, it is natural to ask whether Proposition 2.9 is also valid replacing "real eigenvalues" by "real parts of the eigenvalues". The following example shows that this extension is not possible and also shows the deep differences between both situations (a result similar to Corollary 4.2 of [10] does not hold here: given a complex matrix A whose off-diagonal entries are real, A can be singular although the real parts Re(A) and Re(A T )
areC-matrices).
EXAMPLES 2.12. The matrix
and so the row exclusion interval is E = (−1, 1), which contains the real parts of its eigenvalues ±i. In fact, the matrix
is singular although Re(A) = B and Re(A T ) = B T areC-matrices. In contrast to B, the symmetric matrix
also has the row exclusion interval E = (−1, 1) and its eigenvalues are the endpoints of the intervals provided by the Gerschgorin circles.
3. Bounds for the real eigenvalues of a positive matrix. Given a nonnegative matrix A = (a ik ) 1≤i,k≤n , let us recall that the number r i = n j=1 a ij defined in (2.5) is the right endpoint of the real interval provided by the corresponding row Gerschgorin circle for each i = 1, . . . , n. Let us also define
The following proposition characterizes the matrices whose row exclusion interval is nonempty. PROPOSITION 3.1. Let A = (a ik ) 1≤i,k≤n be a real matrix, for each i = 1, . . . , n, let s + i and r i be the numbers given by (2.2) and (2.5), respectively, and let R and ρ be the numbers given by (3.1). Then the row exclusion interval is nonempty if and only if either its off-diagonal entries are positive and
or its off-diagonal entries are negative and
Proof. By Corollary 2.11, a matrix with nonempty row exclusion interval must have either all its off-diagonal elements positive or all its off-diagonal elements negative. If A has positive off-diagonal entries, s − i = 0 for all i = 1, . . . , n. By Proposition 2.9, the row exclusion interval is E = (max{r i − ns
and so E is nonempty if and only if (3.2) holds. The case when A has negative off-diagonal entries can be proved analogously.
Let us recall that a nonnegative matrix is called row stochastic (or simply stochastic) if all its row sums are 1. The following result provides a new upper bound of the real eigenvalues different from 1 of a stochastic matrix in terms of the least off-diagonal element. PROPOSITION 3.2. Let A = (a ik ) 1≤i,k≤n be a stochastic matrix and let s + and w be the least off-diagonal and diagonal entries of A, respectively. If λ is a real eigenvalue of A, then either λ = 1 (with algebraic multiplicity 1 if s
in addition, A is positive, then the row exclusion interval is nonempty.
then it is known (see [6] or Theorem 1.4 of Chapter 6 of [9] or use the Gerschgorin circles) that |λ − w| ≤ 1 − w. It is well known that the eigenvalues of a stochastic matrix A have absolute value less than or equal to 1 and that 1 is an eigenvalue of A. Since 0 ≤ w ≤ 1 and λ ≤ 1, we obtain 2w − 1 ≤ λ. The bound λ ≤ 1 − ns + clearly holds if s + = 0 because then 1 − ns + = 1. Let us now assume that s + > 0 (and so that A is positive). Then A is irreducible and, by Theorem 4.3 of chapter 1 of [9] , the eigenvalue 1 has algebraic multiplicity 1. Observe that the number
where the numbers s + i are given in (2.2). By formula (3.3), the row exclusion interval is E = (1 − ns + , 1). So, the real eigenvalues of A different from 1, which are less than 1, are in fact less than or equal to 1 − ns + . Finally, since s + > 0, E is nonempty.
By Proposition 3.2, the class of positive matrices with nonempty row exclusion interval contains the class of positive stochastic matrices. In fact, taking into account (3.3), any nontrivial multiple of a stochastic matrix has a nonempty row exclusion interval E. REMARK 3.3. Let us observe that the length of the row exclusion interval (2.4) of a real matrix is invariant under a scalar diagonal translation, that is, it coincides for a matrix A and for a matrix A + D, where D = diag{d, . . . , d}. Besides, as shown in the proof of the previous proposition, the row exclusion interval of a stochastic matrix (which is given by (3.3)) depends on its least off-diagonal element.
The next example shows that the bound of Proposition 3.2 cannot be improved. A theorem due to Frobenius (see [7] or Theorem 1.1 of Chapter 2 of [9] ) shows that the maximal eigenvalue of a nonnegative matrix belongs to the interval [ρ, R]. On the other hand, Brauer proved (see [2] or Theorem 1.5 of Chapter 2 of [9] ) that the maximal eigenvalue of a positive matrix belongs to the interval
where η := min{w, s + } and w, s + are given by (3.4) and (3.5) (i.e., η is the minimal element of A) and
The following result shows that the condition (3.2) joint with some additional hypotheses imply that the interval J of (3.7) contains a unique real eigenvalue and provides an upper bound for the remaining n − 1 real eigenvalues of A. Previously we need some auxiliary notation. Given a matrix B = (b ik ) 1≤i,k≤n , let us define the family of matrices
where
and s + is given by (3.2) (i.e., s + = min{s
. . , n}, where the numbers s + i come from (2.2), using B = (b ik ) 1≤i,k≤n instead of A = (a ik ) 1≤i,k≤n ). THEOREM 3.5. Let A = (a ik ) 1≤i,k≤n be a positive matrix, for each i = 1, . . . , n let s + i and r i be the numbers given by (2.2) and (2.5), respectively, and let ρ be the number given by (3.1). If (3.2) holds and, in addition, A ∈ C, where C is a class of real matrices such that if B ∈ C then all eigenvalues of B are real and all matrices of the form (3.8) belong to C, then n−1 eigenvalues of A are less than or equal to max{r i −ns
. . , n} and there exists a unique eigenvalue of A in the interval J of (3.7).
Proof. For each i = 1, . . . , n and for every t ∈ [0, 1], let s + i,t and r i,t be the numbers given by (2.2) and (2.5) (replacing A by A t ), respectively, and let ρ t be the number given by (3.1) (replacing r i by r i,t ). Observe that s + i,t = ts
So, given h ∈ {1, . . . , n} such that ρ t = r h,t , ρ t ≥ tr h ≥ tρ. Then, by (3.2), we deduce that, for all t ∈ (0, 1] and for all i = 1, . . . , n, r i,t − ns
So, by Proposition 3.1, the row exclusion interval E t of each positive matrix A t , t ∈ (0, 1], is nonempty.
On the other hand, by formula (3.3) (using r i,0 = ns + , s
and ρ 0 instead of r i , s + i and ρ, respectively), the n × n matrix A 0 = S + has the row exclusion interval E = (0, ρ 0 ), where ρ 0 = ns + and s + is given by (3.2). The eigenvalues of A 0 are 0 (with multiplicity n − 1) and ns
Since all the eigenvalues of the matrices A t (t ∈ [0, 1]) are real and the matrix A 0 has precisely one eigenvalue greater than or equal to ρ 0 , we derive in this case from the fact that the row exclusion intervals of the matrices A t are nonempty for all t ∈ [0, 1] and the continuity of the eigenvalues as functions of the elements of the matrix that there exists precisely one real eigenvalue greater than or equal to ρ t . In particular , there exists a unique eigenvalue greater than or equal to ρ = ρ 1 and, by Theorem 1.5 of Chapter 2 of [9] , there exists a unique eigenvalue in the interval J of (3.7). By Proposition 2.9, there are n − 1 eigenvalues of A less than or equal to max{r i − ns
Observe that the previous result can be applied to the class of symmetric matrices.
In order to illustrate an application of Theorem 3.5, let us assume that a positive matrix A is positive definite symmetric and such that max{r i − ns
. Then the quotient between the second largest eigenvalue λ 2 and the largest eigenvalue λ 1 of A satisfies
and it is well known that this quotient provides information on the speed of convergence of the power method.
4. Inclusion and exclusion intervals for the real eigenvalues of matrices whose off-diagonal entries have restricted dispersion. Let us start this section by introducing a class of matrices to which we shall apply results on the localization of eigenvalues. Let A be a matrix such that all its its off-diagonal elements are positive and satisfy s + ≤ a ij < 2s
where s + is its least off-diagonal element (see (3.5) ).
The following result shows for matrices satisfying (4.1) that the inclusion intervals for the real parts of its eigenvalues called in [10, 11] B-intervals are contained in the real intervals provided by the Gerschgorin circles. Let us recall the following notations introduced in [10] : given a real matrix A = (a ik ) 1≤i,k≤n , for each i = 1, . . . , n
For each row i = 1, . . . , n, the corresponding rowB-interval is given by the interval:
Theorem 3.5 (i) of [10] proves that the real eigenvalues of a real matrix A belong to the union of the rowB-intervals. Analogously, the columnB-intervals can be defined and Theorem 4.3 (i) of [10] proves that all the real parts of the eigenvalues of A belong to the union of the row and columnB-intervals.
THEOREM 4.1. Let A = (a ik ) 1≤i,k≤n be a matrix satisfying (4.1), let w and s + be the numbers given by (3.4) and (3.5), respectively, and let R be the number given by (3.1). Then the following properties hold: (i) For each row i = 1, . . . , n, the corresponding rowB-interval is contained in the real interval provided by the corresponding Gerschgorin circle.
(ii) The interval [w − ns + , R] contains all the rowB-intervals. Besides, all the real parts of the eigenvalues of A are bounded bellow by w − ns + .
(iii) If, in addition, the diagonal elements satisfy
then the row exclusion interval contains the nonempty interval E = (R − ns + , ρ).
Proof. (i) Given a positive matrix A = (a ik ) 1≤i,k≤n , the right endpoints of the row B-intervals (4.3) and the right endpoints of the real intervals provided by Gerschgorin row-regions coincide. Since A is positive, for each i = 1, . . . , n, there exists j = i such that r + i = a ij . The left endpoints of the real intervals provided by Gerschgorin row-regions are given by 4) and the left endpoints of the rowB-intervals (4.3) can be written as
Since A satisfies (4.1), r + i − a ik < s + ≤ a ik (k = i, j) and then we can deduce that each number of (4.5) is greater than the corresponding number of (4.4) and (i) holds.
(ii) Again, let j = i be such that r + i = a ij . The left endpoints of the rowB-intervals (4.3) can be written as in (4.5). Since A satisfies (4.1), we derive r + i − a ik < s + when k = i and, taking into account that a ij < 2s + , the elements of (4.5) are greater than the corresponding numbers a ii − ns + , i = 1, . . . , n. the beginning of this paragraph we also conclude that the left endpoints of its rowBintervals (which are the left endpoints of the columnB-intervals of A) are bounded bellow by w − ns + . Then, since, by Theorem 4.3 (i) of [10] , all the real parts of the eigenvalues of A belong to the union of the row and columnB-intervals, (ii) follows.
(iii) Since A has positive off-diagonal entries, we deduce from formula (3.3) that the row exclusion interval of A is E = (max{r i − ns + i | i = 1, . . . , n}, ρ), which clearly contains E . Let us now prove that R − ρ < ns + . Without loss of generality we may assume that w = s + . By the hypotheses satisfied by all entries of A, we can deduce that ns + ≤ R, ρ < 2ns + . Hence 0 ≤ R − ns + < ns + ≤ rho. Thus R − ρ < ns + and so E is nonempty.
From Theorem 4.1 (ii), we can derive the following sufficient condition for a positive stable matrix. COROLLARY 4.2. Let A = (a ik ) 1≤i,k≤n be a positive matrix satisfying (4.1) and let w and s + be the numbers given by (3.4) and (3.5), respectively. If w > ns + then the real parts of all eigenvalues of A are positive.
Given a negative matrix, we can apply the previous corollary to −A and then the following sufficient condition for stability holds: COROLLARY 4.3. Let A = (a ik ) 1≤i,k≤n be a negative matrix and let v and s − be the maximal diagonal and off-diagonal entries of A, respectively. If, for all i = j, 2s
− < a ij ≤ s − and, in addition, v < ns − , then the real parts of all eigenvalues of A are negative.
Any n × n matrix of the form (3.6) shows that the combination of the rowB-intervals and the row exclusion interval can provide a sharp information on the eigenvalues. In this case, the numbers given by (4.2) are r + i = y, r − i = 0 and so the rowB-intervals are [z − y, z + (n − 1)y]. Since the numbers given by (2.2), (2.5) and (3.1) are s + i = y and ρ = z + (n − 1)y = R = r i for all i = 1, . . . , n, the row exclusion interval is, by (3.3), (z − y, z + (n − 1)y). Hence we already obtain that the eigenvalues of A only can be the numbers z −y and z +(n−1)y. On the other hand, since ρ = R and h = 1 = g, the interval J of (3.7) is in fact the point ρ. So, by Theorem 4.1 (ii), z + (n − 1)y is an eigenvalue with multiplicity 1 and z − y is an eigenvalue with multiplicity n − 1.
The previous matrix M is Toeplitz. Let us recall that matrices whose entries are constant along each diagonal arise in many applications and are called Toeplitz matrices (see [8] ): a matrix A = (a ij ) 1≤i,j≤n is Toeplitz if there exist real numbers r −n+1 , . . . , r −1 , r 0 , r 1 , . . . , r n−1 such that a ij = r j−i for all i, j. If a positive (resp., negative) Toeplitz matrix satisfies max{r i − r j | i, j = 0} < min{r k | k = 0} (resp., min{r i − r j | i, j = 0} > max{r k | k = 0}) and r 0 > n min{r k | k = 0} (resp., r 0 < n max{r k | k = 0}), then, by Corollary 4.2 (resp., Corollary 4.3), A is positive stable (resp., is stable).
