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- Efron (2000 Efron ( , p. 1294 A scientific field can progress only as fast as its theories can be empirically tested. As those theories become increasingly complicated and sophisticated, so too must the statistical tools used to test their propositions. However, it is important to heed Efron"s advice and critically evaluate the tools by which we make statistical inferences because theoretical progress depends on both the quality of those tools as well as the manner in which they are applied (Edwards, 2008; Williams, Edwards, & Vandenberg, 2003) . This article represents one such effort to critically evaluate bootstrapping 1 : a statistical tool that is "rapidly becoming common in the literature" for testing mediation (Young, Bauman, Chen, & Bastardi, 2012, p. 92) .
In recent years, bootstrapping has been argued to be a useful and powerful tool for testing the significance of mediation hypotheses within psychology, particularly with small samples.
Such advocacy emanates from Shrout and Bolger"s (2002, p. 424 ) assertion that bootstrapping "can be applied even when sample sizes are moderate or small, that is, in the range of 20-80
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cases" (hereafter, a "small" sample refers to a sample with 20-80 cases) and has been sustained by similar recommendations from other noted methodologists (e.g., Preacher & Hayes, 2004) .
Researchers have heeded this suggestion, and we note an increasing trend in the use of bootstrapping to test mediation with 20-80 cases.
We contend that there is cause for concern regarding both the Type I and Type II error rates associated with using bootstrapping to test mediation in small samples. Bootstrapping"s purported advantage in this domain is largely based on a statistical power advantage relative to other tests, such that bootstrapping is more powerful (i.e. less likely to commit a Type II error) than previously utilized methods (e.g., Sobel test). However, this overlooks a substantial concern with the absolute Type II error rate of bootstrapping. For example, MacKinnon, Lockwood, and Williams (2004) found that the best case Type II error rate for bootstrapping averaged across various effect size conditions with N = 100 was 0.38 (i.e., nearly double the recommended Type II error rate of 0.20 corresponding to statistical power of 0.80; Cohen, 1992) . Our simulations show in many instances that researchers utilizing sample sizes in the range endorsed by Shrout and Bolger (2002) will have an even larger chance of committing a Type II error.
Additionally, methodologists have recently expressed apprehension regarding bootstrapping"s tendency to exhibit an inflated Type I error rate (e.g., in excess of the 5% threshold associated with a 95% confidence interval; Fritz, Taylor, & MacKinnon, 2012) . For example, Cheung and Lau (2008) demonstrated in large samples (i.e., N's ranging from 100 to 500 cases) that bootstrapping consistently exceeds 5% Type I error. As we discuss below, bootstrapping exhibits this same tendency in the range of small samples advocated by Shrout and Bolger (2002) . Interestingly, recent articles published in JAP have insinuated the opposite: that bootstrapping is preferred because it has a lower Type I error rate than other methods.
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In light of these concerns, our manuscript makes two important contributions. First, by conducting a detailed examination of bootstrapping in the small samples advocated by Shrout and Bolger (2002) , we find that bootstrapping routinely exceeds established thresholds for both types of error in many of the conditions evaluated. Though we are not the first to examine these issues with bootstrapping in general, we are the first to focus extensively on the range of 20-80 cases advocated by Shrout and Bolger (2002) . This is important because, as we discuss below, researchers have heeded this advocacy and sample sizes in this range represent a growing segment of mediation research conducted within applied psychology. Thus, one contribution of this manuscript is to amend an important misconception regarding testing mediation.
Our second contribution is an exploratory investigation of the performance of two emerging methods for testing mediation in small sample contexts. We consider an alternative resampling method that relies on residual permutation as well as a Bayesian approach (Yuan & MacKinnon, 2009) . While there are reasons for concern regarding small samples generally (e.g., Schmidt, Hunter, & Pearlman, 1981; Tversky & Kahneman, 1974) , researchers may sometimes have little recourse (particularly at higher levels of analysis; Shen et al., 2011) . As such, Koopman, Howe, and Hollenbeck (in press ) recently called for investigations of alternatives to bootstrapping in small sample contexts. Accordingly, our goal was to identify potential alternatives to bootstrapping in small samples.
Bootstrapping in Small Samples

Early Advocacy
In their 2002 article in Psychological Methods, Shrout and Bolger argued that researchers seeking to test mediation hypotheses (specifically, the significance of the indirect effect, or α*β,
in Figure 1 ) should use bootstrapping. Bootstrapping is a non-parametric statistical technique D R A F T SMALL SAMPLES AND MISPLACED CONFIDENCE 5 that does not require an a priori assumption about the shape of the sampling distribution for this product (Efron, 1979) ; instead, bootstrapping empirically estimates the sampling distribution by repeatedly resampling the data and confidence interval endpoints can be obtained directly. Shrout and Bolger (2002) viewed this as a substantial advantage, arguing that bootstrapping is ideal for testing the indirect effect because the sampling distribution of the indirect effect tends to be non-normal, particularly in small samples (Stone & Sobel, 1990) . In contrast, the prevailing method for testing the indirect effect at the time, the Sobel (1982) test, requires an assumption that this distribution is normal. When this assumption is not satisfied, the Sobel test tends to exhibit higher Type II error rates than those of bootstrapping (Preacher & Hayes, 2004) .
On this basis, Shrout and Bolger (2002, p. 429) concluded that bootstrapping has "more power" in small samples compared to the Sobel test. This statement represents a generally valid assertion of relative statistical power. However, recall that these authors further asserted that bootstrapping can be applied in the range of 20-80 cases. We view this second assertion as an unwarranted extension given that a relative power advantage does not imply that bootstrapping can consistently reject a false null hypothesis at an acceptable rate. As an example, if one statistical method demonstrates 20% power and the other 30%, then the second method can correctly be described as being relatively more powerful than the first, but neither test approaches the broadly recommended threshold of 80% (Cohen 1992) .
Recent advocacy aside, Bradley Efron, the creator of bootstrapping whose quote we opened with, has consistently argued against such small sample applications. Efron (1990, p. 4) remarked on the inaccuracy of bootstrapped confidence intervals in small samples, noting that this inaccuracy could be problematic for hypothesis testing because "small errors in the end- (Preacher & Hayes, 2004 , 2008 . JAP represented an ideal choice for this investigation because of its visibility among scholars and its reputation for publishing high quality empirical research. Zickar and Highhouse (2001) ranked JAP as the most important journal for industrial-organizational psychologists as research published there generally represents "best practices" in applied psychology (Shen et al., 2011, p. 1055). JAP's current ISI Impact Factor is approximately 4.758 and the journal is ranked #2 in the Applied Psychology category. Moreover, JAP is likely seen as an important source for research method and design best practices given its stated emphasis on publishing "rigorously conducted empirical investigations" as a cornerstone of the journal"s reputation (Kozlowski, 2009, p. 1 While we highlight quotes from recent research published in JAP that illustrate the presence of D R A F T these norms, our intent is not to imply wrongdoing. To the contrary, based on accepted wisdom at the time, these authors likely made the best analytical choice. As our goal is only to substantiate our argument about the pervasiveness of this belief, we omit these authors" identity.
In a 2012 JAP article, the authors stated that they tested mediation using bootstrapping in their sample of 77 undergraduate students "because of the relatively small sample. Table 1 summarizes these results. In a given year, the total number of manuscripts in JAP that tested mediation in a single-level primary investigation ranged between 21 and 37. Table 1 also shows the number of those manuscripts that tested mediation with 80 or fewer cases (i.e., the upper bound specified by Shrout and Bolger [2002] ). In 2006, only 8% (2 manuscripts out of 25) of articles testing mediation hypotheses relied on 80 or fewer cases. However, this number increased fourfold by 2012 as 32% of manuscripts (8 manuscripts out of 25) testing mediation employed sample sizes of 80 or fewer cases. In Figure 2 we plot the proportion of manuscripts relying on small samples to test mediation to visually demonstrate this increasing trend.
In Figure 3 we focus on manuscripts testing mediation in small samples to compare the with seven tests out of eight (88%). In addition, of all the small sample manuscripts examined, those using bootstrapping tended to have 15% fewer cases in their analyses (58 cases on average compared to 68 cases on average for the Sobel test). Our analysis reveals two important trends:
first, the proportion of manuscripts with 80 or fewer cases relative to the total number of manuscripts testing mediation is rising, and second, the proportion of those manuscripts that used bootstrapping is likewise increasing while the proportion using the Sobel test is decreasing.
Combs (2010) Shen et al. (2011, p. 1058) note that obtaining a sizeable number of cases at higher levels of analysis (e.g., departments, work units, etc.) is a "substantial practical achievement given all of the additional difficulties inherent in data collection and maintaining sample sizes at these higher level units."
In light of this, we consider two emerging methods for testing mediation in the hopes of identifying a preferable alternative to bootstrapping when it is necessary to test mediation using small to moderate samples.
Alternatives to Bootstrapping
Permutation Method. The permutation method is, like bootstrapping, an established resampling technique 2 . We consider this test based on general recommendations to use resampling techniques with non-normally distributed data (e.g., Bishara & Hittner, 2012) and for testing mediation in particular (e.g., . This test differs from bootstrapping in the manner with which the sampling distribution is estimated. While bootstrapping resamples observed cases in their entirety with replacement, permutation resamples only the residuals from the prediction of the mediator and dependent variable without replacement (Good, 2005) . By conducting some large number of permutations the indirect effect sampling distribution can be empirically estimated, allowing confidence interval end points to be selected directly (as with bootstrapping). An important caveat associated with this method is that, while proper model specification is always important (mediation is, after all, a causal argument; Stone-Romero & Rosopa, 2008) , this issue is particularly relevant to the permutation method.
Because the indirect effect sampling distribution is estimated based on the residuals from D R A F T regression models, a misspecification of these models would lead to incorrect residuals and likely produce biased estimates of the indirect effect.
Bayesian Method. Given the forthcoming "revolution" in social science being driven by Bayesian 3 methods (Kruschke et al., 2012, p. 722 ) and typified in part by the forthcoming special issue on this topic in the Journal of Management, we decided to investigate the efficacy of a Bayesian approach to testing mediation hypotheses in small samples. In Bayesian analysis, a specified prior distribution that encompasses a priori beliefs about the nature of the distribution is combined with the parameter distribution estimated from the observed data (i.e., the likelihood) to yield a posterior distribution that represents the sample adjusted estimate for the probability distribution for the parameter of interest (Zyphur & Oswald, in press) . The "strength" of the prior is generally based on the information available about the nature of the relationship under consideration. Strong (i.e., informative) priors "shrink" (Gelman, Carlin, Stern, & Rubin, 2003) or pull the posterior estimate toward the prior (and potentially away from the likelihood estimate) while weak (i.e., uninformative) priors exert very little influence, allowing the likelihood to dominate (Yuan & MacKinnon, 2009 ).
For our purposes, a Bayesian analysis can conduct a familiar form of hypothesis testing by examining the Bayesian "credibility interval" that captures 95% of the posterior distribution obtained from the analysis (see: Zyphur & Oswald, in press). If a specified null value (i.e., "0") falls outside of this interval then, using a similar logic to null-hypothesis significance testing, the hypothesis can be rejected. In our reporting on the results of this method, we will refer to the probability of the credibility interval correctly excluding zero as representing statistical power, D R A F T and the probability of the credibility interval incorrectly excluding zero as Type I error (while these are primarily terms associated with a frequentist perspective, such analyses and conclusions are permissible within a Bayesian framework; Zyphur & Oswald, in press).
Method
We conducted a simulation study to examine the performance of bootstrapping, permutation, and Bayesian methods in the range of 20-100 cases. We chose this range based on Shrout and Bolger"s (2002) advocacy for bootstrapping in small to moderate samples, adding the condition where N = 100 in search of a lower bound for a recommended sample size for mediation analyses. We conducted all simulations using "R" (R Core Team, 2012). We simulated the mediated relationship shown in Figure 1 , modeling the relationship between X and Y as fully mediated by M (i.e., the total effect of X on Y is equal to the indirect effect, and the direct effect c" in Figure 1 is equal to zero). This is a meaningful specification and represents the model most commonly used in other investigations of bootstrapping 4 (e.g., MacKinnon et al., 2004) .
Two separate analyses were conducted for statistical power and Type I error. Statistical power is represented by the proportion of times that the confidence or credibility interval (for brevity, hereafter we will refer only to "confidence intervals") correctly excludes zero when the population effect is specified to be non-zero. Type I error is represented by the proportion of times that the confidence interval incorrectly excludes zero when the population effect is specified to be zero. For the statistical power analyses, we modeled population effect sizes for D R A F T both paths that make up the indirect effect (i.e., the α and β paths from Figure 1 ) as small (0.10), medium (0.30), and large (0.50) standardized effects (Cohen, 1992) .
We evaluated six combinations of these effect sizes: small/small (α = 0.10/β = 0.10), small/medium (α = 0.10/β = 0.30), small/large (α = 0.10/β = 0.50), medium/medium (α = 0.30/β = 0.30), medium/large (α = 0.30/β = 0.50) and large/large (α = 0.50/β = 0.50). For the Type I error analyses, we specified the effect size of the α path to be zero; therefore the population indirect effect for these analyses was always zero. We evaluated three combinations of effect size for this analysis: zero/small (α = 0.00/β = 0.10), zero/medium (α = 0.00/β = 0.30), and zero/large (α = 0.00/β = 0.50). For each of the nine conditions, we simulated one thousand random samples unique to this study, drawing from a standard multivariate normal population using the "MASS" package (Venables & Ripley, 2002) . The random samples ranged in size from 20-100, increasing in increments of 20.
For the bootstrapping analyses, we drew 5,000 resamples (e.g., Preacher & Hayes, 2004) using the "boot" package (Canty & Ripley, 2013) . We created 95% confidence intervals for the bootstrap using "percentile", "bias-corrected", and "bias-corrected and accelerated" methods as described in Efron and Tibshirani (1993) and Cheung and Lau (2008) . For the permutation analysis, we followed the procedure for noniterative permutation confidence intervals for the indirect effect as described by Taylor and MacKinnon (2012) . Following their recommendation, we estimated the sampling distribution using 2,000 permutated samples. The Bayesian analysis was conducted using the Markov Chain Monte Carlo (MCMC) procedure to characterize the posterior distribution using MCMCpack (Martin, Quinn, & Park, 2011 (Gleser, 1996; Koopman et al., in press), we specified a starting value of zero across all methods.
For researchers wishing to use these methods in their own research, we have provided R syntax in an online appendix associated with this manuscript at the Journal of Applied Psychology website. Table 2 details the results of our statistical power simulation; each cell represents the proportion of the 1,000 replicate samples for each sample-size/effect-size combination in which the confidence or credibility interval correctly excluded zero. Focusing first on the three conditions in which at least one effect is small (i.e., 0.10), bootstrapping (in particular, the biascorrected and bias-corrected and accelerated methods) tended to outperform both the permutation and Bayesian methods in a relative sense. However, the highest level of statistical power attained in any condition was 22%, far short of the 80% level recommended by Cohen (1992) . Additionally, the relative differences between bootstrapping and the other tests appear minor relative to how far any method is from exhibiting a sufficient level of statistical power.
Results
Turning to the condition in which both paths of the indirect effect are medium (i.e., 0.30), while no method exceeds 80% power, we note that greater than 70% of intervals for each method (excluding the Sobel test) correctly excluded zero when N=100. So long as researchers expect moderate effect sizes, these results suggest that 100 cases may be a justifiable minimum number of cases for researchers (see also : Maxwell, 2004) . Again, we also find little relative difference between bootstrapping, permutation, and Bayesian analysis, but as expected, the Sobel test
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remains underpowered here. In the final two conditions where at least one path is large (i.e., 0.50), all methods approach or exceed 80% power with at least 80 cases and relative differences between methods continue to be minor. Table 3 details the results of our Type I error simulation; each cell represents the proportion of the 1,000 replicate samples for each sample-size/effect-size combination in which the confidence interval incorrectly excluded zero. In psychology, a 5% Type I error rate is generally expected with the reporting of a 95% confidence interval. However, in the case of the indirect effect, this rate can actually deviate from this specified value (see : Fritz et al., 2012) . As expected, our analyses reveal that bootstrapping has a strong tendency to exceed 5% Type I error in a number of conditions. Specifically, when the modeled non-zero path is moderate or large, at least one bootstrapping method exceeds 5% Type I error in 9 out of 10 conditions. Of note is that, while neither the permutation nor Bayesian methods are perfect here, their effective error rates are substantially lower than bootstrapping. Across the same 10 conditions, permutation exceeds 5% Type I error four times and the Bayesian method does only twice. Moreover, the maximum Type I error rate for bootstrapping is nearly 50% larger than that of permutation and 80% larger than the Bayesian method (9.2% for bootstrapping compared to 6.3% for permutation and 5.2% for Bayes). In summary, while the bootstrapping, permutation, and Bayesian methods were generally comparable when considering statistical power, they exhibit important differences relative to one another in terms of Type I error. Finally, it bears noting that, although the Sobel test tends to be underpowered in these contexts, unlike the other methods considered, it does not exceed 5% Type I error in any condition.
D R A F T
Discussion
It is well known that parameter estimates and confidence intervals derived from small samples are affected by sampling error (Cohen, 1990; Schmidt et al., 1981; Tversky & Kahneman, 1974) . Although no sample is perfectly representative of the population, chance deviations are minimized in large samples, but can be extreme in small samples (Tversky & Kahneman, 1971) . Sampling error is an important issue as it causes not only variance in parameter estimates across studies, but also differences in the significance of results that are entirely attributable to random error. In spite of well-known concerns regarding small samples, in recent years bootstrapping has been suggested as a powerful analytical tool that researchers can apply to test mediation in small samples (Shrout & Bolger, 2002 ). As we demonstrated, this recommendation has been heeded by researchers, as evidenced by an increasing trend in the number of small sample studies utilizing bootstrapping that is being published in JAP. The purpose of this manuscript was to investigate the empirical performance of bootstrapping in small samples, as well as to suggest two potential alternatives.
Past research on bootstrapping has predominantly focused on a comparison with the Sobel (1982) test across a wide range of sample sizes with little attention paid specifically to the small sample context where bootstrapping was explicitly endorsed and is increasingly applied. While the results of these prior simulations do raise some of our same concerns with bootstrapping in different contexts, with the exception of Koopman et al. (in press ) these authors generally conclude that bootstrapping is the preferred method for testing mediation. Our results, focusing specifically on the sample size range advocated by Shrout and Bolger (2002) , lead us to strongly disagree with those conclusions. We therefore conducted an exploratory comparison of bootstrapping with two emerging methods for testing mediation.
Our results illustrate several concerns with the use of bootstrapping to test mediation in small samples. First, the likelihood of committing a Type II error is notably high in many of our conditions. In particular, if at least one effect size is expected to be small the likelihood of demonstrating mediation with a small sample, regardless of method employed, is very low.
Similarly, moderate effect sizes seem to warrant sample sizes (i.e., at least 100 cases) in excess of the range advocated by Shrout & Bolger (2002) , and even large effect sizes require samples corresponding to the upper end of Shrout and Bolger"s recommended range. However, research utilizing sample sizes below these thresholds is increasingly being published in JAP. This is troublesome because research in JAP is seen as being at the forefront of methodological rigor.
If researchers regularly design their studies in accordance with those we described previously, more often than not they may be misled by sampling error. Tversky and Kahneman (1971, p. 107) note that underpowered research "makes for frustrated scientists and inefficient research. The investigator who tests a valid hypothesis but fails to obtain significant results cannot help but regard nature as untrustworthy or even hostile." Research committing such Type II errors represents wasted resources and missed opportunities. Additionally, the results of our D R A F T Type I error analysis add further cause for concern regarding bootstrapping. Not only does bootstrapping frequently exceed the expected 5% Type I error rate, but also some conditions exhibited rates nearly double those expected (see also : Cheung & Lau, 2008; Fritz et al., 2012) .
Moreover, this error rate is indicative of what should be expected for a single hypothesis test; in actuality many studies in psychology conduct multiple hypothesis tests, increasing the overall experiment-wise error. This experiment-wise increase in error rates is problematic enough when using tests with the expected Type I error rate (e.g., Hollenbeck, DeRue, & Mannor, 2006) , but the problem is likely compounded with the application of bootstrapping.
Given the frequently elevated Type I error rates for bootstrapping, we recommend against the use of this test in small samples -especially given that at least two alternative methods exist with comparable statistical power.
Despite concerns over small samples in general, they are sometimes unavoidable (Shen et al., 2011) . In addition, we would add that sometimes a particularly unique or interesting sample becomes available where the number of cases is somewhat small; for example, in their sample of firefighters, Colquitt, Lepine, Zapata, and Wild (2011) had only 70 cases for which objective performance data was available. In these situations, the results of our analysis potentially encourage the use of one of the two alternative methods for testing mediation as opposed to bootstrapping. Our intention is not to broadly recommend small sample mediation testing using these alternatives; we agree with Cohen (1990 Cohen ( , p. 1304 ) that "less is more, except of course for sample size." However, in those instances where sample size is small and simply cannot be reasonably increased, and thus researchers might feel compelled to utilize bootstrapping, we instead argue that either the permutation test or Bayesian method is a better alternative. Both methods have comparable statistical power to bootstrapping while exhibiting far less propensity
to commit a Type I error. Of the two, we advocate more strongly for the Bayesian method, not only because it performed adequately in our simulation, but also for the additional opportunities to improve upon the results presented here when using this method (Zyphur & Oswald, in press ).
We utilized an uninformative prior in our simulations to present a broadly applicable version of this method. However, this test is conservative in small samples as the likelihood (i.e., the data) dominates the posterior distribution (Kruschke et al., 2012) . Instead, if researchers are able to identify and justify an informative prior based on theory or other research, then Bayesian analysis becomes a notably more potent statistical tool, particularly for small samples (Zyphur & Oswald, in press ). Indeed, similar arguments for Bayesian approaches have been made regarding other types of analyses that tend to be constrained to small samples (e.g., when validating local employee selection batteries; Newman, Jacobs, & Bartram, 2007) . Overall, we make the following recommendations regarding the testing of mediation hypotheses in small samples.
1. Advocacy for the use of bootstrapping in small samples based on relative statistical power is a red herring given the lack of power demonstrated in most contexts in our simulation. Such assertions obscure the more general problem of attempting to draw valid inferences for population indirect effects in these contexts. We recommend that, whenever at all possible, researchers design studies with sample sizes adequate to deliver a reasonable level of power in accordance with the results of our simulation and a priori expectations for the expected effect size.
2. When collecting additional cases is infeasible, researchers should avoid bootstrapping and instead consider either the permutation or Bayesian methods. If the investigation is sufficiently guided by theory and previous findings then we recommend using the Bayesian method with an informative prior to capitalize on this knowledge. Values represent the proportion of correct rejections of the null hypothesis over 1,000 replications. α and β refer to the population effect sizes for the paths of the indirect effect in a mediation model. Bolded values represent conditions with power that exceeds 80%. SBL refers to the "Sobel test"; PCT refers to "percentile" bootstrap confidence intervals; BC refers to "biascorrected" bootstrap confidence intervals; BCa refers to "bias-corrected and accelerated" bootstrap confidence intervals; BYS refers to Bayesian credibility intervals calculated with an uninformative, diffuse prior; PMT refers to confidence intervals calculated by creating a sampling distribution using permuted outcome values. Table 3 Comparative Type I Error analysis of six methods for testing the significance of indirect effects Values represent the proportion of incorrect rejections of the null hypothesis over 1,000 replications. α and β refer to the population effect sizes for the paths of the indirect effect in a mediation model. Bolded values represent conditions with Type I error that exceeds 5%. SBL refers to the "Sobel test"; PCT refers to "percentile" bootstrap confidence intervals; BC refers to "biascorrected" bootstrap confidence intervals; BCa refers to "biascorrected and accelerated" bootstrap confidence intervals; BYS refers to Bayesian credibility intervals calculated with an uninformative, diffuse prior; PMT refers to confidence intervals calculated by creating a sampling distribution using permuted outcome values. 
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