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Summary
Person authentication is the process of confirming or determining a person’s identity. 
Its purpose is to ensure that a system can only be accessed by authorised users. The 
Biometric method uses a person’s physical or behavioural characteristics. The use of 
biometric characteristics is increasingly more popular as it makes unauthorised access 
more difficult.
The use of a single biometric characteristic has some limitations: intra-class varia­
tion - differences in the captured biometric characteristics from the same user; lack of 
distinctiveness - similarities in biometric characteristics from different users; and non­
universality - not all users being able to provide a particular biometric characteristic. 
These limitations can be overcome through the use of two or more biometric character­
istics. Systems using multiple biometrics give use to the problem of fusion addressed 
in this thesis.
In this thesis two novel methods for quality based fusion are presented. (1) Quality 
information is included in fusion as a feature to the input of a fusion classifier. This is 
achieved by weighting similarity measures with the quality measures before fusing the 
experts. We investigate and compare different ways of including the quality information 
and present A 'priori and A posteriori results when combining six face experts and one 
speech expert. We also present results for all possible combination of experts using 
a box plot. While current quality dependent fusion algorithms are restricted to the 
particular fusion classifier or algorithm reported in the literature, our proposed method 
offers the flexibility of being used with several fusion classifiers. (2) Quality information 
is used to group data, allowing different parameters/fusion classifiers to be used for each 
group. A priori and A posteriori results were presented for all possible combination of 
six face and one speech experts. We also investigated the affect on system performance 
when the data was split into different numbers of groups. This method utilises the 
favourable attributes fixed fusion rules.
Both quality based fusion methods deliver significant gains in accuracy over combining 
expert outputs (scores) without quality measures and over other fusion methods using 
quality information.
This thesis also investigates ways of dealing with incomplete samples for fusion. We 
introduce variants of the popular k-NN imputation method, where we initial predict 
the class of the sample to ensure that the estimated data is computed only from the 
predicted class. We also introduced a client specific variant, that allows missing data 
to only be estimated from the claimed identity of the sample. Both these variants 
delivered improvement in system accuracy.
K ey words: Classifier Fusion, Quality Dependent Fusion, Biometric, Multimodal, 
Intramodal, Missing data.
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Chapter 1
Introduction
Person authentication is the process of confirming or determining a person’s iden­
tity. Its purpose is to ensure that a system can only be accessed by authorised users. 
Applications include: access on public transport; obtaining/transferring funds; ATMs; 
entering/exiting a building; logging into a computer; unlocking a device (mobile phone, 
laptop, mp3 player, etc.); and many more. There are three modes of person authenti­
cation:
1. Possession: the use of an ID card.
2. Knowledge: the use of a PIN number or password.
3. Biometric: the use of a person’s physical or behavioural characteristics.
Possession and knowledge based authentication are the most popular methods of person 
authentication currently in use. They are however susceptible to fraudulent attacks, as 
it is possible for these modes of access to be lost, stolen, or copied. Several methods 
have been introduced to limit unauthorised access, which include:
• storing the user’s password on the system as a hash, to ensure that no one has 
access to the password including the system manager.
• forcing the user to select passwords that have both characters and numbers
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• ensuring the user is not allowed to select a common password
• forcing the user to change password periodically
• educating the user on the importance of not writing down a password or clues to 
a password
• putting pictures and/or name on ID cards
• Combining possession and knowledge based authentication i.e the use of an ID 
card and a pin number to enter a building.
Although the use of possession and/or knowledge based access provides acceptable 
level of security, the development of technology over the last few decades enhanced the 
susceptibility of systems using these access modes to fraudulent attacks. However, the 
use of biometric characteristics is increasingly a more popular countermeasure which 
makes unauthorised access more difficult. Attempting to replicate a person’s biometric 
characteristics or obtaining his/her sample without permission is not easy, making 
fraudulent attacks to a biometric authentication system less likely. Biometrics currently 
in use include:
• Physical: face, fingerprints, palm-print, hand geometry, ear-shape, gait, iris, etc.
• Behavioural: signature, speech, keyboard dynamics, etc.
Advantages and disadvantages of using biometrics and non biometrics (possession or 
knowledge) to access a system are listed in Table 1.1.
1.1 Background
1.1.1 B iom etric  S ystem
A biometric system has two main phases of operation: enrolment; and verification/identification. 
This is illustrated in Figure 1.1.
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Table 1.1: Advantages and disadvantages of biometric and non-biometric based person 
authentication
Non Biom etric Access Biom etric Access
Advantages
• quick and easy system 
implementation.
• low cost.
• can be reissued if it 
becomes lost, stolen or 
copied.
• no need to remember a 
password or carry a card.
• discourages fraud, en­
hances security.
• cannot be easily copied, 
lost, or stolen.
• convenient (depending on 
biometric used).
Disadvantages
• can be easily copied, lost, 
or stolen.
• easier fraudulent attacks.
• privacy concerns.
• high cost of: equipment; 
enrolment process; imple­
mentation; and mainte­
nance.
• cannot be reissued.
E nro lm en t A user is enrolled into a system by extracting features from his/her bio­
metric data. The extracted features are stored as a template data.
Identification/V erification  A user provides a biometric sample to confirm or de­
termine his/her identity. Features are extracted from the sample to obtain the 
query data. The query data is compared to the stored template data to compute 
a similarity score with the aid of a matching algorithm (this is also referred to 
as the base classifier or expert). The matching algorithm takes the extracted 
features as an input and depending on the algorithm outputs a classification, a 
label, or a value indicating to which class the biometric data belongs to. When 
the matching algorithm outputs a value (similarity score), it aims to estimate the 
probability that a claimant is a genuine user (client).
En
ro
lm
en
t
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Figure 1.1: Figure showing different stages in a biometric system, the green arrow going 
into each matching algorithm represents the stored enrolment data (template data) that 
is compared with the identification/verification data by the matching algorithm.
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A biometric system can be used to provide the identity of a user (Identification) or to 
verify a user’s claim (Verification):
Identification  The user provides his/her biometric data and ’’asks” the system ’’Who 
am I?”. This is a [1-many] relationship, where the provided biometric data is 
compared to all other biometric data in the system in order to answer the question.
Verification The user provides a claimed identity along with his/her biometric data 
to ”ask” the system ”Am I who I say I am?”. This is a [1-1] relationship, where 
the provided biometric data is compared against the user’s claimed template in 
order to confirm and accept the user as a genuine client or reject the user as an 
imposter.
The choice of biometrics used to access a system needs to satisfy certain requirements: 
Uniqueness- any two person’s characteristics should be different; Collectability- a quan­
titative measure of the characteristics must exist; and Universality- each person should 
have the same characteristic.
Biometric authentication has several areas of application, including; forensics; banking; 
security; border crossing for immigration control; and many more. However, the use of 
a single biometric characteristic has some limitations [55]: intra-class variation - differ­
ences in the captured biometric characteristics from the same user; lack of distinctive­
ness - similarities in biometric characteristics from different users; and non-universality 
- not all users being able to provide a particular biometric characteristic.
These limitations can be overcome through the use of two or more biometric charac­
teristics. Systems using multiple biometrics are called multimodal biometric systems. 
It has been shown in the literature, that combining biometrics leads to better system 
performance when compared to the use of individual biometrics [12, 22, 104, 107].
1.1 .2  Fusion
Feature extraction allows biometric samples to be represented as a number or a vector 
of numbers, which is subsequently used to compute a similarity score by comparing the 
vector with a template.
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The output of more than one expert can be made available for the same claim by- 
using multiple biometric characteristics. It is also possible to have multiple scores 
representing the same claim using a single biometric. This can be achieved by using: 
different algorithms/classifiers each computing a similarity measure; or using different 
features from the same biometric data.
The process of: combining features to produce expert outputs (numbers representing 
claims); or combining expert scores or decisions to determine the class membership 
for a claim, is known as fusion. Fusion can be carried out at three different levels, as 
illustrated in red in Figure 1.1:
1. F ea tu re  Level Fusion Combining the extracted features.
2. Score Level Fusion Combining similarity scores.
3. Decision Level Fusion Combining the decisions of the experts derived from the 
similarity scores.
Multiple Classifier Fusion (also known as Multiple Classifier System - MCS or Ensemble 
Methods) is a structured way to combine the output of individual experts, thereby 
obtaining a better estimate of the optimal decision rule. Two main strategies exists 
for combining experts: fusion - when all experts have a measurement or decision to 
represent each claim and these are used to make a final decision on class membership; 
and selection - when each expert is considered a specialist on a particular area or type 
of claim, and the final decision on class membership lies with the expert that is noted 
as the specialist on the type of claim in question. This thesis concentrates on the fusion 
of experts at score and decision level.
The fusion of experts has the advantage of providing increased resilience to unauthorised 
access. In multimodal fusion, an imposter will have more biometric characteristics to 
forge, hence reducing the possibility of false acceptance. In contrast, in intramodal 
fusion, different experts are used on the same biometric, and consequently the likelihood 
of an imposter fooling all experts is low. This leads to improved system performance, 
and robustness, as fusing experts results in less sensitivity to inaccuracies or defects in 
data.
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On the other hand, the use of more than one expert can result in increased:
• enrolment and verification/identification time particularly for multimodal fusion 
because more biometric samples are required. This can also be inconvenient to 
users.
• development time, for tuning fusion parameters.
• processing time as the fusion operation must be performed for each claim.
• cost as different sensors are required for each biometric.
1.2 M otivation
The success of a biometric system depends heavily on the reliability/quality of sub­
mitted biometric data. A biometric sample may be degraded as a result of adverse 
environmental factors, user imposed constraints, or unreliable sensor characteristics. 
This degradation is more acute in the operational phase as it is possible to control the 
acquisition of biometric data during enrolment by someone supervising the process. 
However supervision is not always possible during authentication.
Appraising the attributes of a biometric sample so as to arrive at a measure that reflects 
its quality, allows us to quantify the reliability of the score based on the sample. We 
refer to such a measure as Quality Measure (QM).
Several researchers have shown that the fusion of experts/classifiers provides an im­
proved performance over the best individual expert [3, 22, 39, 52]. We have also seen in 
the literature, that low quality biometrics degrade system performance [87, 115]. Using 
quality measures when fusing experts has recently been used, and the findings show 
that quality measures may provide useful information that can lead to improved per­
formance over quality free fusion [9, 12, 20, 36, 38, 68, 81]. This premise has motivated 
our investigation of the use of quality measures in fusion.
Missing values can be attributed to: poor quality biometric data; poor data capture; 
or classifier error produced when computing the similarity measures. A problem arises
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when one or more of the similarity measures in a claim are missing. Presently, as fusion 
classifiers do not normally consider incomplete data, missing values have to be dealt 
with before passing the scores to the fusion classifier. Deleting claims that contain 
one or more missing similarity scores is a popular method for dealing with missing 
values in classification. This method is inefficient because it discards partially observed 
information, and can be inconvenient for the users as the system will be forced to ask 
the user to re-submit his/her biometric data for a new claim. There is very little prior 
work that deals with missing values for classification, motivating us to investigate this 
matter.
In this thesis we focus on two main areas of biometric system: fusion of experts; and 
dealing with missing data. These areas are identified in Figure 1.1.
1.3 Contribution
The following contribution has been made through this thesis:
• A novel quality dependent fusion [65], where quality information is included in 
fusion as a feature to the input of a fusion classifier. While current quality 
dependent fusion algorithms are restricted to the particular fusion classifier or 
algorithm reported in the literature, our proposed method is a sophisticated one 
that offers the flexibility of being used with several fusion classifiers. The method 
of including quality measures in fusion delivers significant gain in accuracy over 
combining experts without their quality measures. Our proposed method has 
been shown to be superior against other fusion methods using quality information.
• A novel quality controlled fusion [33] method that allows data to be grouped based 
on the clustering of the quality measures. This method utilises the favourable 
attributes of the sum and product rule to result in a gain in accuracy. This algo­
rithm is advantageous over other algorithms, because it increases the accuracy of 
a system without increasing the dimensionality of the fusion input. The proposed 
quality based fusion using fixed rule achieves a quicker processing time than those 
using trained rules [12, 36, 69].
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• The quality controlled fusion is extended to allow automatic selection of clus­
ters of quality measures, through the use of a clustering algorithm. This deliv­
ered comparable performance to the quality dependent fusion when using trained 
rules in both cases, however the quality dependent fusion algorithm increases the 
dimensionality of the fusion input.
• An investigation of ways to deal with a sample when one or more of its expert 
outputs are missing. We introduce variants for the popular k-NN imputation 
method [34], which delivers gain in system performance.
1.4 Thesis Outline
In Chapter 2 we discuss and compare different fusion strategies in detail. Chapter 
3 looks at ways of measuring system performance. We also provide details of the 
databases used in this thesis. Chapter 4 investigates various architectures of the fusion 
of multimodal experts and Chapter 5 introduces different ways of including quality 
measures as an input to the fusion process. Chapter 6 investigates the methods of 
clustering the quality data and the associated similarity scores, in order to improve 
system performance. Chapter 7 looks at how to deal with missing values in fusion. 
Finally Chapter 8 provides a discussion on the work carried out in this thesis focusing 
on achievements and providing a direction for future research.
Chapter 1. Introduction
Chapter 2
Fusion Strategies
This chapter presents a literature review on widely used fusion strategies, comparing; 
fixed and trained rule fusion; serial and parallel architecture fusion; quality dependent 
and quality free fusion. We show how the literature deals with the problem of missing 
similarity scores for classification, and discuss normalisation techniques used in fusion 
to transform and/or rescale expert score distributions to fall within the same range 
therefore eliminating any bias when fusing experts.
2.1 Fusion Strategies
The main motivation for fusing experts, is the idea that ” ‘two heads are better than 
one”’. Over the last few decades, this has been proven right [3, 22, 39, 52, 65]. When 
there are several experts available for a task, it is difficult to identify the best individual 
expert if complete knowledge and understanding of the task are not available. The 
issues addressed in the literature on multiple classifier systems allows fusion strategies 
to be grouped for comparison in following categories:
• fixed rules vs trained rule fusion [24, 29, 42, 56, 46, 64, 70,103,104,105,107,106].
• serial vs parallel architecture fusion systems [5, 53, 95].
• quality dependent fusion vs quality free fusion [9, 12, 20, 36, 38, 37, 59, 58, 65, 
69, 68, 81, 85, 86, 89, 94, 100].
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2.2 Fixed vs Trained
Fixed rules are fusion processes, that do not require any pre-processing on the train­
ing/enrolment data in order to combine the expert outputs for test/verification/identification 
data. On the other hand, trained rules are fusion processes, the parameters of which 
must be learned on the training data in order to combine the scores computed for un­
seen test data. The comparison of both fixed and trained rules in the literature has 
shown that trained rules generally outperform fixed rules. This is attributed to the 
fact that from the training data, we can learn a representation of the testing data and 
this information is then used when fusing the test data. However, when the size of 
the training data is small, the fixed rules are comparable or may even outperform the 
trained rules [102], as small training data sets lead to over-fitting by trained fusion [96].
Apart from categorising fusion strategies in terms of how the training data is used, Xu 
et al [122], and Huang and Suen [52] talk about categorising fusion strategies in terms 
of the form of the fusion classifier output. Three types were identified:
1. Abstract level - the output is a unique class label or a subset of class labels, which 
should contain the correct class label.
2. Rank level - the output consist of ranked labels of all classes Or a subset of classes, 
with the one at the top being the first choice.
3. Measurement level - the output is a measurement value that reflects the strength 
of the hypothesis that the tested sample is from a particular class. A decision of 
class membership is then made by setting a threshold based on the training set 
(a detailed explanation of this can be found in Chapter 3.1.1).
The measurement level contains the highest amount of information, while the abstract 
level contains the least. Fusion techniques used in this thesis focus on the measurement 
level. However, the current chapter discusses fusion strategies pertaining to all three 
levels.
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2.2 .1  F ixed  R u le Fusion
Commonly used fixed rules include: product rule; sum rule; order statistics (min rule, 
max rule, median rule); and majority vote. In order to be able to combine expert 
outputs, we must ensure that they are in one way or another similar. This is achieved 
through a process called normalisation, where the outputs are transformed and/or 
rescaled. Normalisation techniques are explained in Chapter 2.6.
Let us denote a vector of expert outputs for the ith sample to be Xj =  [^,i, ^ , 2 , •••, 
where i = [1, ...,1V] indexes samples and j  = [1,..., J] experts. Let yi denote the
combined measurement score for sample z, and Di denote the class membership decision
for sample i. Finally, when we do not need to distinguish sample identity, the vector 
of score will be denoted simply x  =  [aq, X2 , ..., x j\  and the combined output as y.
M ean R ule
This is an average of the similarity scores from all experts, defined as:
1 J
y = - ; T , xi  (21 )
3=1
Sum  R ule
The sum of the similarity scores is defined by:
J
y = F , xi  (2-2)
3=1
The sum rule is simply the mean rule multiplied by the number of experts, therefore 
we shall only refer to the sum rule. The sum rule is considered the most powerful of 
the fixed rules as it is robust to noise [6 , 63, 116, 117]. This can be attributed to the 
fact that any noise present in the similarity scores is simply added. It has also been 
shown that the sum rule performs best when the experts are balanced (have similar 
accuracies) [103, 102].
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P ro d u c t R ule
Under the assumption that there are only non-negative values, the similarity scores are 
multiplied:
J
y = J [ xj (2.3)
j=i
The product rule provides good performance when experts are uncorrelated [117], and 
when noise is low [6 , 63, 116, 117]. Its sensitivity to noise is attributed to the multi­
plication of noise present, leading to degrading system performance for a high level of 
noise. The product rule also performs badly when the veto effect is encountered. The 
veto effect occurs when the similarity score of one of the experts is zero or close to zero. 
This dominates when combining, leading to misclassification. This effect was eliminated 
by Alkoot and Kittler [4, 7], with the introduction of modified product rule (MProd), 
where any similarity score below a specified threshold is replaced by a constant.
M axim um  R ule
The highest similarity score in vector x* is selected to represent a claim:
y =  maXj=i{ x j} (2.4)
This simply selects the expert that has the highest confidence (similarity score). This
rule can outperform the sum rule when there are unbalanced [104] experts, especially 
when one expert’s performance is much better than the rest, and if the expert always 
has higher values than the others. However due to the normalisation process it is 
unlikely that a particular expert will always have the highest value in a claim.
However, this rule has the drawback of always selecting the expert that has a high 
value, and may lead to incorrect decisions regarding imposters.
M inim um  R ule
The lowest similarity score in vector x  is selected to represent the strength of each 
hypothesis.
y =  m inj=i{x j}  (2.5)
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This rule selects the classifier with the lowest confidence (similarity score).
M edian Rule
Here the median similarity score is selected to represent a claim:
y =  m ediarij^^Xj}  (2 .6 )
This rule performs well when a high level of noise is present as it is robust to outliers 
[29]. It is also considered to be the most representative of all experts.
M ajority vote
This is the only fixed rule which performs decision level fusion. Each expert makes a 
decision, Dj, as to which class each of its similarity score Xj belongs to. We thereafter 
combine these decisions by analysing the set {D\, D^, ..., D j}. The class which receives 
the largest number of votes is selected for each claim. This method is popular [61, 62, 
72, 103, 104, 105, 108] and performs well when experts are unbalanced [104].
The comparison of fixed rules in the literature [6 , 4, 7, 41, 63, 61, 62, 84, 116, 117, 120, 
121] allows us to draw the conclusions summarised in Table 2.1.
Table 2.1: Comparison of the fixed rules.
Sum: balanced experts performance [41, 120]
Prod: Uncorrelated experts [117], low noise [116], large training sample 
[116]
Ordered Statistics: Unbalanced experts performance [121]
Majority Vote: Heavy tailed error distribution [61, 62], unbalanced experts perfor­
mance [72, 105]
2.2 .2  Trained Fusion
Constructing a more sophisticated fusion rule by learning, using a training data set, 
delivers improved system performance over the fixed rule. However the improved system 
performance is often gained at the expense of increased computation complexity. It 
should also be noted that achieving good system performance depends on the training 
data set being representative and a large training data set is always necessary to learn 
and understand the data structure.
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Trained fusion classifiers include: weighted fusion classifiers; rank based fusion classi­
fiers; Gaussian Mixture Model (GMM); Naive Bayesian (NB); Support Vector Machine 
(SVM); Logistic Regression (LR); Linear Discriminant Analysis (LDA); and boosting.
W eighted Fusion
A fixed fusion rule becomes a trained fusion rule, by assigning different weights to 
each expert based on their performance on the training data set. The weights are 
optimised to minimise the error on the training data set. A widely used weighted 
fusion method is the w eighted sum  (Wsum). It has been found to outperform the 
sum rule when experts are unbalanced [103,102]. The introduction of weights allows the 
system to decrease/increase the contribution of an expert with low/high performance. 
This method allows high performing experts to dominate the fusion results. Weighted 
fusion is preferable to choosing the single best expert as low performing experts are not 
discarded and can still contribute to the fusion output.
The Wsum (also referred to a weighted average) is computed as follows:
j
y = ^ Z w3x3 (2-7)
j=i
where Wj is the weight associated with expert j .  The need to obtain optimal weights 
is a disadvantage of the Wsum over the sum, as these optimal weights are computed 
from a finite set of data and a poor estimate can degrade performance rather than 
improving it [119]. Thus a large number of training samples is needed to provide good 
representation of the test samples.
R ank  based Fusion
Ranking allows each fusion output to have more than one class label for each claim, 
sorted from most to least likely.
In B o rd a  Count(BC) each expert ranks classes in the order of importance based on 
the similarity scores. The BC for each class is computed by summing the number of 
classes ranked below the class.
The combined BC for each class is computed through the summation of the BCs across 
all experts. A claim is assigned to the class with the highest Borda count. BC is simple
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to implement, and provides an advantage over the majority vote when there are several 
classes. In a two class problem (i.e verification), it is simply the majority vote, however 
for identification (when there are several possible classes) BC should be chosen over 
majority vote.
Ho et al [50] uses this method by initially selecting a subset of classes before using the 
BC to make a final decision on class. Their method has been shown to be efficient and 
time saving provided the true class is included in the selected subset.
Bayesian Classifier
This method assigns a claim to the class that has maximum posterior probability. The 
probability of a claim x belonging to a class Q, I = [1 ,..., L], is the posterior probability 
(probability obtained with the use of similarity scores), P (^ |x ). P(<^|x) is computed 
using:
• prior probability (a probability of a hypothesis independent of any similarity 
scores), P^, where P (Q) > 0 and =  1-
• probability density function P(x\Q).
Leading to:
P(Ci|x) = - (^ ^ (Ci) (2-8)
where
P(x) =  £ p ( x |C ,) P to )  (2.9)
1 = 1
given the posterior probability, P (0 |x ), computed for each class, x  is then assigned to 
the class with maximum P(£/|x).
assign x  Cz i f
P felx) = maxfL-^PiCilx) (2.10)
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2.8 is known as Bayes theorem. Kittler et al [63] show how this theory relates to the 
fixed rules.
N aive Bayesian(NB) is a classifier which applies the Bayes theorem while assuming 
strong independence among experts. Referring to the numerator of equation (2.8):
P(C)P(x|C) = P(C)P(x 1, * 2 , zjIC) (2.11)
the assuming of independence between experts allows us to write:
P(0P(*X,^2,...,^|C) = P (C )P (z i|c )P (z 2|C )- .P M C ) (2.12) 
=  P ( C ) n P f e l c )
3 =1
The posterior probability of a NB classifier is defined as:
p(Ci|x) =  ^ ( C O n ^ f o l C l )  (2.13)
Again, a claim is assigned to the class with maximum posterior probability.
G aussian M ix tu re  M odel (G M M )
When the distribution of a data set can not be assumed to be Gaussian, the use of 
two or more Gaussians linearly super positioned can provide a better characterisation 
of the data set. GMM allows complicated distributions to be formed from simpler 
components, as well as smoothing over gaps arising from sparse population sampling.
GMM takes a vector of similarity scores x  as its input, and assigns it to one of L 
discrete classes. This is achieved by dividing the input space into decision regions, with 
boundaries called decision boundaries or surfaces. In most cases, classes are mutually 
exclusive, where each input can only be assigned to one class only.
However the presence of outliers can degrade system performance when using GMM 
especially when trained using small data sets, as it tends to over estimate the number 
of components. Bishop and Svensen [14] overcome this limitation by developing a
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Bayesian framework in which they marginalise over model parameters with respect to 
appropriate priors.
L inear D iscrim inate A nalysis (LDA)
LDA divides the input space by maximising the ratio of between-class variance, S&, 
to the within-class variance, Sw, in any particular data set, to guarantee maximal 
separability [8 ]. LDA is implemented by initially computing the mean of each class, m , 
and the mean of the training data set, [Lau.
where the number of samples in class 0 , and the total number of samples are respec­
tively denoted by N\ and N.
The calculated means are then used to compute the covariance matrices:
1 . The average within class covariance matrix Sw:
Sw = ^ 2 X)(xTl _ ^)(xn ~ ^ )T (2-16)
1=1 nECi
2. The between class variance St,:
L
Sb = ^ 2  Niint -  llall) * -  V a llf  (2-17)
l=i
A transformation matrix, A, is formed by using eigenvectors of that have cor­
responding non-zero eigenvalues. Both training and test data are transformed using A, 
and a sample is assigned to a class if the Euclidean distance from the class mean to the 
transformed sample is minimum.
LDA is popular in face recognition [30, 67, 76], where principal component analysis 
(PCA) is initially used to reduce the dimensionality of features, before using LDA
(2.14)
(2.15)
(=1
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for classification. LDA is favourable when there are more than two classes. It how­
ever degrades in performance, when dealing with data that are not linearly separable. 
Methods have been proposed to deal with this limitation through: the use of locally 
linear transformation [57] by linearly aligning local data, even if it is globally nonlinear; 
or the use of kernel-based methods to map input data to feature space [82].
S upport V ector M achines (SVM )
SVM involves high computation cost during training when compared with LDA. It 
however has the potential to solve the problem of discriminating non-linearly separable 
classes. SVM is a decision machine that does not compute posterior probability. It is 
used widely [17, 36, 42, 51, 80, 111].
It addresses the problem of dimensionality by initially defining kernel functions centred 
on the training data, and selecting a subset of these to define the class boundaries 
during training. It maps input vectors to simultaneously:
• find an optimal hyperplane that correctly classifies data points and separates two 
classes.
• maximise the geometric margin
Figure 2.1(a) shows linearly separable data, separated by the hyperplane (bold black 
line). Data is projected into a high dimensional feature space to increase the computa­
tional power of linear learning machines. The mapping/transforming of data from one 
feature space to another can simplify the task of classification, allowing data that was 
not linearly separable in one space to become linearly separable in the new space as 
shown in Figure 2.1(b).
Regression
The goal is to take the training data set, and the corresponding class labels, and predict 
the class label for a test vector x. The parameters for the prediction are obtained by 
minimising a cost function (normally mean square error) on the training data.
The most basic regression method is L inear Regression, where the data model rep­
resents a straight line:
Vi = w o +  w ixi +  ... +  w jx j  (2.18)
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(a) Linearly separable data (b) Non-linearly to linearly separable data
Figure 2.1: A schematic diagram showing how data can be separated by SVM, (a) 
linearly separable data, (b) non linearly separable data, made linearly separable by 
transforming into a different space.
with being the computed coefficients (weights) associated with each expert,
and wo is an independent coefficient (bias).
Logistic R egression(LR) is simply a non-linear transformation of linear regression. 
LR uses a logit model to predict the probability that a claimant is a client. It constrains 
the estimated probabilities to be in the range [0,1]. The logit model is in the form of:
~—) — a  +  (d\X\ +  /?2 ^ 2  +  ••• +  Pjxj  (2.19)
1 - / 9
where p is the estimated probability that a claim is true, and a, /?i, /?2 , • ••? A/ are the 
regression coefficients on the scores, which are estimated using the training data set. 
The concept of logistic regression is to form a predictor variable, p, which is a nonlinear 
function of a linear combination of the original data.
P =  ; where (3T =  [ f t , ..., ft] (2.20)
1 _|_ e (—a —f j  x)
A daboost
This boosting algorithm (short for Adaptive Boosting) was introduced by Freund and 
Schapire [40, 109]. Adaboost constructs a ” strong” classifier as a linear combination of 
’’weak”, simple, classifiers. Weights are distributed over training samples, and ’’weak” 
classifiers are designed in a series of rounds. Weights associated to samples in subse­
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quent rounds are adjusted to favour training samples that have been misclassified by 
the previous classifier. This method is sensitive to noisy data and outliers.
K -N earest N eighbour (k-N N )
A claim is assigned to a class that is most common among its k nearest neighbours. 
The training phase is easy, it simply involves storing the vectors of the training set and 
their corresponding class labels. When test vector x  is submitted, a distance metric 
(usually Euclidean) is used to compute distances between x  and all the stored sample 
vectors. The class identities of the k samples with minimum distance to x  are used to 
determine class membership of x  through voting. Selecting k as an odd number avoids 
tied votes. However, this method has some drawbacks: the class with the most samples 
tends to dominate; also fc-NN implicitly assumes that the nearest neighbours of x  have 
low variance. These problems can be reduced by taking into account the distances of 
the nearest neighbours to x, and weighting the final decision accordingly.
However in the extreme case when all classes are not represented in the training data 
set, or when a test sample (or claim) is an outlier, k-NN or Distance weighted k-NN 
degrades in performance. It has been proposed in the literature [47, 23] to deal with 
this drawback by rejecting samples that are considered to be far away from any sample 
in the training data set.
N eural N etw orks (NN)
Multilayer perceptron (MLP) is an example of NN. It can eliminate the problem of 
dimensionality by fixing the number of basis functions, but allowing these functions to 
be adaptive. A NN system is formed through three layers described as: input layer; 
hidden layer; and output layer. The outputs of multiple experts are fed into the input 
layer and the output layer outputs a decision indicating a winning class.
B ehaviour K now ledge Space (BKS): Introduced by Huang and Suen [52], the 
method uses the assigned class membership of individual experts as an index to a look­
up table (where each cell represents a combination of expert labels). The training set 
samples are assigned to these cells. The most representative class label in a cell (the 
class with the highest number of samples) is selected for that cell. A claim is assigned 
to a class by looking at the abstract level output of its experts, and using this as an
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index to find the most representative class label in the look-up table. This method is 
effective if a large and representative training data set is available, else the problem of 
over-fitting arises [96].
Fuzzy In teg ra l A concept was developed from fuzzy measures introduced by Sugeno 
[114]. For a given pattern x, each expert calculates a fuzzy measure for all classes. The 
fuzzy measure for each class is a combination of measures from all experts. The measure 
is considered to be a quantitative means of reflecting the confidence in a particular class. 
This method provides a nonlinear approach to combining multiple sources of uncertain 
information. A fuzzy measure vector is calculated for each class.
D em pster-Shafer T heory  of Evidence (D-S) This is based on the concept of 
assigning degrees of belief for uncertain events, by generating a belief in the final output 
class based on the decisions of individual experts. Denoeux [25] uses D-S theory in k- 
NN fusion to address the problem of: claims being rejected when the distances of the 
nearest neighbours are large; uncertainty and imprecision of class labels in the training 
data set. D-S is used by considering each of the k nearest neighbours of a pattern x  
to be classified as an item of evidence that modifies one’s belief concerning the class 
membership of that pattern. This method was shown experimentally to be superior to 
the voting fc-NN.
Denoeux [26] also uses D-S in neural networks by using the training data sets as item 
of evidence regarding the class membership of x  under consideration. The evidence 
is represented by basic belief assignments and pooled using the Dempster’s rule of 
combination. A basic belief assignment represents the belief that one is willing to 
commit to one of J  possible classes given a certain piece of evidence.
2.2 .3  C onclusions on  F ixed  vs Trained
Trained rule fusion requires a training data set in order to optimise the combination 
of experts. This extra stage of pre-processing allows the use of weak or badly trained 
experts in fusion. It is however important that the number of training samples is large 
in comparison to the dimensionality of the data set. Trained fusion has been proven to 
be the most effective when all these conditions are met and experts are unbalanced.
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On the other hand fixed rules do not require any training. It is therefore important 
that experts are well trained especially, if there is a small number of them, as these 
combiners are very simple and do not attempt to understand the data before fusing. 
When these conditions are met, the fixed rules perform well.
2.3 Serial vs parallel architecture
Fusion strategies described in Section 2.2 determine the class membership of x directly 
from their output, y or D. These fusion strategies can be viewed to have a parallel 
architecture, Figure 2.2.
MCS
Cl
Figure 2.2: Parallel architecture MCS, where C l  denotes a fusion classifier.
The combination of multiple experts using a parallel architecture is not the only solution 
available for fusing experts in an MCS. It has been reported in the literature that 
combining experts using serial architecture also delivers good system performance [60, 
6 6 , 90].
In Figure 2.3, all experts are initially passed into the first fusion classifier Cl,  this 
classifier then makes a decision as to which data to pass into the next classifier, and so 
on.
MCS
expert J-------------------- »
ex p erts
Cl C2 Cn
y .
expert J  “ ^
Figure 2.3: Serial architecture MCS, where C1,C2 , . . . ,Cn denotes fusion classifiers.
This structure was explored by Kittler et al, when looking at coarse to fine classification 
[60, 6 6 ]. The initial classifier eliminates less likely classes, ensuring that in the final 
stage of the classification, the number of possible classes is reduced. This allows a
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quicker and more accurate final decision to be made, as the least likely classes are not 
present, therefore reducing the error rate. The research in [6 6 ] shows that this kind of 
classification ensures that additional errors acquired in all but the final classification 
stage (Cn), are negligible. It was shown in [60], that grouping classes at top of the 
ranking list (i.e in Cl) and then using subsequent classifiers to disambiguate these 
groups, increases margins (differences), thereby controlling additional error.
In a hybrid MCS architecture structure [31, 91, 92], both serial and parallel structures 
are exploited. Rahman and Fairhurst [91] looks at decision level fusion where the 
experts generate a decision concurrently and independently in the first layer of the 
fusion stage, Figure 2.4(a). Then a decision about the identity of the input from 
each expert is passed to the next layer (C2) where a decision is made whether to 
accept the classifiers decision (passed on to the decision fusion layer) or to reject the 
classifiers decision (which may be passed to the re-evaluation layer where they are re­
evaluated by using classifiers not involved in the rejection). The final decision is made 
by combining the decisions from the decision fusion layer and the re-evaluation layer. 
The experimental results in [91] show that the exploitation of second order information 
(re-evaluation stage) results in better system performance when compared to combining 
experts in parallel.
Fairhurst and Rahman [31] also introduce another hybrid MCS in the application of text 
recognition, where the initial separation of input experts occurs in the first stage, Fig­
ure 2.4(b). Based on the prior knowledge, the input classifiers are split into two groups: 
structurally similar characters and structurally dissimilar characters. Generalised clas­
sification is used for the structurally similar characters and groupwise classification [91] 
is used for the dissimilar characters.
In conclusion parallel architecture MCS should be chosen when there are only a few 
classes available as this method involves a single stage and only one fusion classifier 
is required. Serial or hybrid architecture MCS are multi-stage structures that are 
beneficial when several classes are present as they allow the division of classes, therefore 
achieving quicker processing time [95, 93].
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MCS
C2
C3
Cl C4
(a)
MCS
C3
C2
Cl
(b)
Figure 2.4: Hybrid MCS, where Cl,  C 2 , C4 denotes fusion classifiers.
2.4 Quality dependent versus Quality free fusion
Poh and Bengio [87], and Tabassi et al [115] have shown that poor quality biometric 
data degrades the performance of a system. Research has also shown that including 
quality information in fusion [12, 36, 69, 6 8 , 37] can offer improvement in system per­
formance when compared to conventional fusion methods (fusion without the use of 
quality information Chapter 2.1).
In all the reported studies of quality dependent score level fusion, a vector of biometric 
quality measures is added as an input into the score level fusion. Fierrez-Aguilar et 
al [36] presented a kernel-based fusion strategy that incorporates a quality measure by 
adapting the penalty function influencing the biasing of the fusion SVM. Fierrez-Aguilar 
et al [37] proposed an adaptive quality based fusion strategy for intramodal fusion. In 
their method the fused score is obtained by weighted sum, where the quality measures 
act as weights controlling the influence of the experts on the fused score. Bigun et 
al [12] included quality measure as an input to fusion using Bayes Conciliation. In 
their study, the quality measure is used to normalise the scores. Nandakumar et al 
[81] introduce the quality information to fusion by estimating the joint density of the 
scores and quality measures for both client and imposter distributions for each expert. 
The likelihood ratio of the joint densities is then computed for each expert. Finally the
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product of all the likelihood ratios is used as the combined fusion score.
In multimodal systems it is important to be able to determine for each claim, which 
modality is more reliable. This is achieved by deriving a confidence measure for each 
modality. Kryszczuk et al [69] use two modalities to implement their confidence based 
decision fusion. In their method, a quality measure is used to derive a confidence 
measure. When the decisions of the two modalities are in conflict, the final decision is 
determined by the modality with the highest confidence.
In conclusion the recent research into quality based score fusion shows that it is bene­
ficial to include quality information as input to the fusion process. In confidence based 
decision fusion, quality information is also used as a control parameter to select which 
modality’s decision to follow. Most of the quality based multimodal fusion techniques 
deploy training for the fusion stage design [36, 12, 69, 65]. The exception is [81], where 
the product rule is used, after adapting the scores by computing the likelihood ratio of 
the estimated densities.
2.5 M issing data
Missing values can be attributed to: poor quality biometric data; poor data capture; or 
classifier error incurred when computing the similarity scores. A problem arises when 
one or more of the similarity scores in a claim are missing. Presently, fusion classifiers 
often do not consider incomplete data (Chapter 2.1), leading to a need to deal with 
missing values before passing a vector representing a claim as the input to a fusion 
classifier. The current methods for dealing with missing values can be categorised as: 
1)- deleting records with missing values (Deletion)] 2)- computing maximum likelihood 
of observed data, while integrating out the missing values (Maximum likelihood); 3)- 
replacing missing values with estimated values (Imputation).
While deletion is the most popular method, its weakness is that it amounts to resorting 
to the extreme measure of aborting a verification claim if one or more of the vector 
components are missing. This method is inefficient because it discards partially ob­
served information, and can be inconvenient for the user as the system will be forced
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to ask the user to re-submit his/her biometric data for a new claim.
A better solution is to predict missing values. This solution has been proposed in the 
literature in [16, 19, 28, 32, 73, 112]. Only a few reports have investigated techniques 
for dealing with missing values in classification [1, 2, 43, 75, 110].
Let us introduce the following notation: In a biometric verification system, a user p 
claims to be q using his/her biometric sample, where, the identity q G Q = { 1 ,... ,  Q} 
and there are Q registered users in the system. We shall consider two scenarios, in 
the first case, the true claimed identity comes from the registered (known) users, i.e., 
p 6  Q. In the second case, p Q. When the user is genuine (a client), by definition 
p = q\ otherwise, he/she is an imposter, p ^ . q.
For any claim, some of the experts may fail to deliver their similarity score. For 
convenience, and without loss of generality, we can organise the similarity scores for 
each claim into two parts: the observed similarity scores x°, and the missing similarity 
scores xb, xT =  [(xa)T, (x&)T]. For instance, if x± and £ 4  are missing whereas X2 and 
£3  are observed, we have xa =  [X2 , ^s]T and x & =  [xi,x^]T .
Given a test sample x  with components x° and xb, there a several strategies to deal 
with the missing part: (1) delete partial samples -  hence not making any decision; 
(2) replace xb with an approximated value x; and (3) make a decision solely based on 
x°. The second strategy is called “imputation”, and it is currently the most popular 
method for dealing with missing data. If there is no missing data, the conventional 
fusion techniques (Chapter 2 .2 ), can be used. Conversely, if the vector x  contains only 
missing values, one can choose a default strategy, typically, rejecting the claim.
In a typical biometric verification experiment, one compares a template belonging to 
q with samples belonging to p. Let us denote a sample in the training data set by 
£ € 2 ?;(p, q), which is to be distinguished from the sample x  coming from a test set.
In general the predicted values are computed after normalising all the observed simi­
larity scores for each expert using a score normalisation technique.
The following five imputation techniques have been proposed in the literature:
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• Zero Im pu tation : All missing values are set to zero, i.e.,
x  =  0 . (2 .2 1 )
Doing so tends to introduce a bias towards imposters. The bias will depend on 
the degree of balance between client and imposter claims with missing values.
• M ean Im putation : Missing values from a sample x, i.e., xb, is computed as the 
mean of all the observed values in the training data set [74]. Recall that V i 
contains all the data points whose dimensions correspond to the elements in x & 
(which are the missing features). The replaced value x  is calculated as follows:
, N b
* = (2 .22)
where £■* 6  is the z-th training sample from the data set Vj, and JV& =  \T>b\ is 
the total number of observed samples in this set.
• M edian  Im pu tation : Missing values from an expert are computed as the me­
dian of all the observed values in the training data set, i.e.,
m e d ia n ^ ( f^ ) , . . . ,  m e d ia n ^ ($ >B)"| (2.23)
where B  denotes the number of missing elements in £b and iV& =  |D&|. It is 
motivated by the fact that median is more robust to outliers than mean.
• N earest N eighbour: A missing value is predicted by considering training data 
that is most similar to the test vector. An example of this method is the fc-nearest 
neighbour (fc-NN) algorithm proposed by Dixon [27].
We shall define a fe-NN function: /& : Da, xa, d —> V'a(xa). This function takes a 
training data set V a, an observed sample xa and a distance metric d (typically 
Euclidean) in order to output the ^-nearest neighbours to the observed part of a 
test sample xa. The k-NN function is defined as follows:
fk (V a, x°, d) =  arg1:fc sort$aeVad(x a, £°)
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where sort gives an ordered list of samples (according to the metric d) in ascending
order and arg1:fc returns only the top k elements.
Once the k-NN set X>'a =  fjc('Da,x a, d), is determined, the missing values are 
replaced by the mean of the samples in the complement set V'h:
Since the computation of /& requires all samples T>a, this process is very time 
consuming, especially if used on a large database. However the implementation 
of this method is quick and easy as it is simply choosing the optimal k nearest 
neighbour k [118, 1]. Also score normalisation is not required for this imputation 
method.
• R egression Im pu ta tion : This method was proposed by Buck in [16]. The 
missing values are predicted using a regression function computed from the claim 
with no missing values. Regression techniques are also used in [73, 28, 112]. In 
other words, the regression function estimates the expected value of the missing 
value x b conditioned on the observed value x°. The regression function can be 
estimated by using polynomial regression, neural network with a linear activation 
function [13], a mixture of Gaussian components, for instance. If there are J  
features, one needs to estimate 2J — 1 such functions, hence making the regression 
approach intractable for large J .
2.6 Norm alisation
Score normalisation [42, 54, 83, 84, 111, 113] refers to the transformation of the location 
and scale of similarity scores distribution. By normalising, the similarity scores from 
different experts are transformed into the same range. This is particularly important 
when using a fixed combiner as experts with generally large similarity scores will dom­
inate in the sum, max or prod rule. Likewise, experts with low similarity scores will 
dominate in the min rule and may dominate in the product rule if the values are close
(2.24)
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to zero. On the other hand it has been shown [42] that normalisation is not important 
for trained fusion.
Let us denote a normalised similarity score by xf. This can be obtained using different 
techniques :
M inM ax normalisation:
This method transforms similarity scores from all experts to be in the range [0,1].
=  . *3 m m 3 . (2.25)
maxn — min*
Where the maxj and m inj are respectively the highest and lowest value similarity scores 
in the training data set, for expert j .  MinMax normalisation is sensitive to outliers, but 
maintains the original distribution. It should be noted that since maxj and m inj are 
only an estimated values for expert j  (the training data set only represents a subset of 
values for expert j ), the transformation does not guarantee that the transformed test 
data scores lie in the range [0,1]. Therefore, underflow and overflow values are set to 0 
and 1 , respectively.
Decim al scaling normalisation:
This method should only be used when the scores of different experts are logarithmic, 
i.e if an expert has scores in the range [0 ,1 0], and another in the range [0 ,1 0 0 ].
X  'xtj — —7-, where n  =  logiomax(xj) (2.26)
1 0n
Z-score normalisation:
xlj =  (2.27)
where /jl and o are the mean and the standard deviation of the training data, respec­
tively. Z normalisation does not guarantee a common range, and does not retain the 
original distribution if the distribution is not Gaussian. It is also sensitive to outliers,
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as demonstrated in [54], where system performance increases as the standard deviation 
increases.
M edian and M AD Normalisation:
This method eliminates the sensitivity of Z normalisation to outliers.
x/j =  > where M A D j = median(\xj — medianj\) (2.28)
where median is the median value of the similarity scores for expert j  in the training 
data set. However when the distribution is not Gaussian, median and M A D  are poor 
estimators of the characteristics of the data set.
Tanh Normalisation:
Introduced by Hampel [45], the normalised score is defined as
xlj = h tanh (0 .01 (Xi ~  )) +  1} (2.29)
2 CFGH
where (iq h  and ctgH  are the mean and the standard deviation, respectively, estimated 
on the training data set using the Hampel estimators. Tanh is not sensitive to outliers, 
therefore it is robust. It is however complicated to implement as it requires parameters 
to be determined in the Hampel estimators [45].
In conclusion for quick and simple normalisation MinMax should be chosen provided 
there are no outliers in the training data set. When the distribution of the data is 
Gaussian, Z should be chosen. However in the presence of outliers median and MAD 
are preferable. When the distribution is not Gaussian, Tanh normalisation is the best 
normalisation technique to select.
2.7 Conclusion
Over the last few decades, methods of MCS have been shown to be a practical and 
efficient solution for improving system accuracy. Different fusion methods, both simple
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and complex, have been developed, where the ultimate goal is to improve accuracy. 
Rather than developing new fusion strategies, it is important to understand current 
ones. This can then lead to current methods being adapted for system improvement. 
This concern has also been expressed by Ho [49] and Kuncheva [71]. Two main areas 
that require further exploration are identified as:
• the use of quality information of a biometric sample in fusion.
• dealing with incomplete samples.
To conclude, the review on MCS has highlighted some important information:
• Fusing experts can provide significant improvements over the best individual ex­
pert.
• Trained fusion rules should be selected over fixed rules if a large amount of data 
is available. However when the data available for training is limited, a fixed rule, 
particularly sum or product should be selected.
• When combining experts with fixed rules, it is important and necessary to first 
ensure that all scores are in the same range for each expert, to eliminate any bias. 
This can be achieved through the process of normalisation.
• Exploiting prior information about experts in a multi-stage fusion system delivers 
good system performance.
• Including quality information of biometric samples improves the performance of 
a fusion system.
• Predicting missing values in a sample rather that discarding the sample allows a 
fusion system to be more convenient for the user, hence making it more attractive 
for real-life applications.
Chapter 2. Fusion Strategies
Chapter 3
System  Evaluation, Databases, 
and Quality measures
The process of evaluating and determining system performance is an integral part of 
developing an MCS, as it is important to have some indication of system accuracy 
before the system is used in a real-life application. This chapter looks at frequently 
used methods of evaluating and determining the performance of individual experts and 
MCS for the purpose of verification. It also provides information on currently available 
multi-modal databases used in the evaluation of algorithms investigated and developed 
in this thesis.
3.1 System  Performance and Evaluation
System performance is a way of indicating how good (accurate) a system is. A few 
methods are used as standard in the literature to allow the comparison of different 
algorithms. We discuss these methods including their advantages and disadvantages, 
as they will be used in subsequent chapters to report the accuracy of our proposed 
systems.
The performance of a system can be expressed quantitatively or graphically. Two types 
are reported: (1) A priori, where the threshold is determined using the training data
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set; (2) A posteriori, where the threshold is determined using the test data set. Using 
the a priori set thresholds is more realistic as the test data set represents the system 
being used in a real-life application while the training data set represents the enrolment 
data. Thresholds determined on the test set provide results that are positively biased 
as the same data have been used to determine the system parameters.
3.1.1 Q u an titative E valuation
In a verification system, two types of errors are of interest: False Accept (FA) Errors, 
when a system falsely accepts an imposter (a person claiming an identity other than 
their own); and False Reject (FR) Errors, when a system falsely rejects a client (a 
genuine user). For a relative comparison, these errors are expressed as a percentage by 
dividing the number of errors by the total number of claims, N. This produces a False 
Acceptance Rate (FAR), computed as:
Similarity scores for clients are generally higher than those for imposters. A threshold, 
A, can therefore be determined that distinguishes between clients and imposters. This
determined threshold; and reject a claimant if the similarity score is less than the 
threshold.
Selecting the threshold is an important task, as it determines whether to accept or 
reject a claim. The lower the FAR and FRR, the better the system performance. 
However FAR and FRR are negatively correlated. This means that through threshold 
selection, a system can be designed to have little or no FAR, making the system robust 
to imposters. As a drawback, this system will have a high FRR, making the system a
F A R (3.1)
Likewise a False Rejection Rate (FRR) is computed as:
(3.2)
threshold allows us to accept a claimant if his/her similarity score is greater than a
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nuisance to clients. Such a system is important in a high security building for example. 
On the other hand a system can be designed to accept almost all clients. This however 
means that it will also accept a lot of imposters. Such a system places emphasis on 
client convenience and is utilised in banks as customer convenience is a priority and 
money lost through imposter accesses is a small percentage of their profits.
In most systems it is important to have both low FAR and FRR. This has led to 
threshold setting that produces Equal Error Rate (EER), a point when the FAR and 
the FRR are equal on the training data set. The lower the EER, the better the system 
performance. Figure 3.1 shows three possible thresholds. Ai occurs at EER, A 2 occurs 
when the system is optimised on the FAR (i.e. FAR=0), and A 3 occurs when the 
system is optimised on the FRR (i.e. FRR=0).
E xpert I
Figure 3.1: Separating similarity scores using thresholds. The blue and red circles 
represent client and imposter scores, respectively.
The decision, D, on whether to accept or reject a claim is made by comparing a simi­
larity score representing a claim (y the combined similarity scores or Xj the similarity 
score for expert j ) to a specified threshold:
{ accept if y > A ,(3-3)
reject otherwise J
It should be noted that Xj can be substituted for y in Equation (3.3) when evaluating 
expert performance.
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Once the threshold is selected, the system performance can be expressed through the 
Half Total Error Rate (HTER), computed as:
H T E R  = FAR  +  FRR (3.4)
3.1.2 Graphical Evaluation
Three main evaluation curves have been identified in the literature to allow a compar­
ison of system performance. These include: receiver operating characteristics (ROC) 
curve [35]; detection error trade-off (DET) curve [78]; and the expected performance 
curve (EPC) [11, 10]. Figure 3.2 shows an example of a client and imposter distribu­
tion. It also identifies errors that can be encountered based on a specific threshold. 
We introduce two new notations in Figure 3.2: True accept (TA), where claims made 
by clients are correctly accepted; and true reject, where claims made by imposters are 
correctly rejected.
 C lient distribution
 Im poster distribution
 Threshold, A
TR TA
CL.
S c o r e  Value
Figure 3.2: Identifying False Accept (FA), False Reject (FR), True Accept (TA), and 
True Reject (TR) in a client and imposter distribution when a threshold is specified.
Receiver O perating  C haracteristics (ROC) curve
The ROC curve shows the relationship between the false accept rate (FAR) on the 
x-axis and true accept rate (TAR) on the y-axis, across different thresholds (Figure
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3.3). The ROC curve allows the analysis of claims accepted by the system using the 
test data set, thereby enabling the user to select graphically, a threshold that best 
meets system requirements. This is possible because a ROC curve enables the user to 
see the accuracies of accepting clients that can be achieved across different thresholds 
and the associated trade-off obtained by falsely accepting an imposter. It however 
has the drawback of not providing any information on the rejected claims. The EER 
point is usually identified on the curve with the aid of a marker to allow quantitative 
comparison between systems.
0.8
0.6
-s.
0.4
0.2
0.2 0.4 0.80 0.6
F alse  A c c e p t R ate
Figure 3.3: Example of a ROC curve [35].
D etection  E rro r Trade-ofF (D ET) curve
A DET curve shows the relationship between FA and FR on the test set (Figure 3.4), 
allowing us to see the trade-off between these two types of error. Each point on the DET 
curve corresponds to a particular threshold, and the EER point can again be identified 
to allow quantitative comparison. A DET curve allows the analysis of the two errors 
of interest, allowing the threshold of minimum error to be determined rather than 
selecting a threshold based on correctly accepting clients and the associated trade-off 
of wrongly accepting imposters.
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Figure 3.4: Example of a DET curve [78]. 
E xpected  Perform ance C urve (E PC )
While the DET and ROC curves can only provide a posteriori results, EPC gives the 
flexibility of allowing both a priori and a posteriori results to be compared. However 
the EPC does not show test results for different thresholds, instead it allows us to 
control the emphasis(weights) placed on each type of error (FA or FR). This is done 
by attributing weights to FAR or FRR in the range [0,1], where w is the weight for 
FAR and (1 — w) is the weight for FRR, ensuring that the weights associated with both 
errors sum up to 1. The EPC makes it possible to compare system performance at the 
extreme ends when FAR=0 (w =  0) and when FRR=0 (w =  1).
In a real-life application it is useful to specify a system performance criterion, using the 
EPC to show the test results across different weights. It makes it possible to determine 
the most appropriate application for the tested system. HTER is the point that equal 
weights, w, are attributed to both the FAR and the FRR (w — 0.5). EPC plots the 
achieved HTER against the weight, w (Figure 3.5).
3.2. Database 41
Model A 
Model B
oo
o
od
LU
EX
0.8 10.2 0.4 0.60
W
Figure 3.5: Example of an EPC [10].
3.2 Database
When constructing a classifier with the aid of a database, it is important to use as 
much data as possible to build the classifier (training), and as much as possible data 
to test its performance (testing). Using all data for training, and all for testing may 
lead to the system being over-trained, making it important to have a database that is 
split for the purpose of training and testing a system.
This thesis uses two databases to compare and develop algorithms: the popular and 
widely used XM2VTS database [79] and the newly collected BioSecure database [88].
3.2.1 X M 2VTS database
This database [79] provides synchronised video and speech data as well as image se­
quences allowing multiple views of the face of each subject. The speech sequence was 
used for the speech modality, while front profile images were used for the face modality.
The XM2VTS database contains 295 subjects, divided into 200 clients, 25 imposters 
for algorithm development (training), 70 imposters for algorithm evaluation (testing). 
For each subject, face and speech biometric data are acquired over four sessions; the 
first three for training, and the last for test. In each session two recordings (shots)
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were made. The experimental protocols known as the Lausanne Protocols were defined 
in [77] to allow comparison of verification algorithms. The protocol divides the data 
into three groups for the following purposes: training the experts; training the fusion 
classifiers; and testing the experts/fusion classifiers. Two different configurations were 
defined which differ in the number of data used for training.
A high quality clip-on microphone was used to record the speech, and a good quality 
consumer market digital camcorder was used to record video sequences. A colour test 
chart and a resolution checker were used to ensure consistency of image quality across 
the whole database during the data acquisition. The XM2VTS database however has a 
limitation. The database does not represent scenarios with varied acquisition conditions 
such as the subject moving, interference of background noise, or poor quality equipment. 
A good algorithm should still perform well if the equipment breaks down and the 
replacement is of poorer quality.
Adapted XM 2VTS database
During the acquisition of the XM2VTS database, non uniformly illuminated images of 
subjects were also taken, with strong side illumination. These images can be classified 
as low quality. There are no equivalent low quality biometric data for speech, hence 
degraded biometric data are purposely created for speech by introducing additive white 
noise with a uniform random distribution between 0 and 20dB signal-to-noise ratio to 
the clean speech database, hence resulting in a degraded speech database with exactly 
the same size as the clean database.
For the face modality, we consider the dark data set with left illumination as the ” fifth 
session”, and the dark data set with right illumination, as the ’’sixth session”. We 
then paired the degraded speech data and the face images according to Table 3.1. For 
example, the first row shows that the first shot in the fifth session of the image biometric 
data is matched with the second shot in the first session of the degraded speech data.
The Lausanne Protocols did not envisage that for the XM2VTS database the degraded 
data sets would be used for algorithm development. However, in order to make degraded 
data available for training, we used the 25-impostor data set in which good and degraded
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Table 3.! Matching of degraded face and speech data
Degraded face Degraded speech
session shot session shot
5 1 1 2
5 2 2 2
6 1 3 2
6 2 4 2
quality data is available. For clients, we divided the 200 subjects into 20- and 180- 
client data sets such that the 2 0 -client data set is set aside uniquely for algorithm 
development and the 180-client for both algorithm development and evaluation. The 
resulting protocol for mixed quality scenario is summarised in Table 3.2. However
rfable 3.2: The XM2V']?S clean and degraded protocol.
Sessions Shots 180 Clients 20 Clients 25 Imposter 70 Imposter
SI 1 Training Training
Evaluation Test
2 Evaluation Evaluation
S2 1 Training Training
2 Evaluation Evaluation
S3 1 Training Training
2 Evaluation Evaluation
S4 1 Test Test
2
Degraded L1,R1 Testdegraded
Evaluation
degraded
Evaluation
degraded
Test
degradedL2,R2
the XM2VTS database does not allow us to test the more realistic scenario when one 
modality is of good quality and the other is of degraded quality. Having a database that 
represents the scenarios described above, provides an opportunity for the development 
of algorithms that perform well in real-life situation.
3.2 .2  B iosecure database
The Biosecure multimodal database [8 8 ] contains trait of five different biometric modal­
ities including: face (high/low quality); fingerprint (thermal/optical sensor); iris; hand 
(high quality); signature; and audio-video (talking face). However only the face, fin­
gerprint and iris biometrics are currently available.
Using different biometric data acquisition devices, the face and fingerprint modalities
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provide biometric data of good and degraded quality. The good quality face images were 
taken with a Canon camera without the use of flash. This offers high resolution images. 
The degraded face images were taken with a web cam offering low resolution. The 
degraded scores were computed using a template captured with the good quality Canon 
camera, and the query images captured with the web cam. The good quality fingerprints 
were captured using an optical device. The scores were always computed with the 
templates created using the data capture by the optical device. Degraded fingerprint 
images were captured using a thermal device. Degraded scores were computed using 
query images captured with the thermal device. The iris biometric is captured using a 
LG sensor.
The BioSecure database contains 333 subjects, divided into 51 clients for development 
(training), and 156 clients for evaluation (testing). The remaining 125 subjects were 
considered as an external population of users who serve as zero-effort imposters.
The database is used for two types of evaluation: Quality-based and Cost-based. 
Q uality-based E valuation
The aim of this evaluation is to test the capability of fusion algorithms in situations 
where biometric data submitted for a claim may originate from different biometric 
devices.
Two modalities, face and fingerprint (the thumb, index and middle finger) are used. 
The BioSecure database contains a mixture of good and degraded biometric quality 
data for fusion experiments. The following mixtures of scores were provided:
• Good Face +  Good Fingerprint (Good quality data)
• Good Face +  Degraded Fingerprint (Mixed quality data)
• Degraded Face +  Good Fingerprint (Mixed quality data)
• Degraded Face +  Degraded Fingerprint (Degraded quality data)
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Cost-based Evaluation
The aim of this evaluation is to minimise jointly the error rate and the cost of deploy­
ment, where each biometric trait is associated with a given cost. Three modalities are 
used: face; fingerprints; and iris.
3.3 Quality Measures 
XM 2VTS
The face quality measures (QM) were computed using software developed by Omniper­
ception 1. 11 quality measures were computed, including: Frontalness, measuring how 
a face image deviates from a typical mug shot face image; Rotation in Plane; Reflection 
or specular reflection; Illumination, quantifying the uniformity of illumination of the 
face; Spatial Resolution, measuring the number of pixels between the eyes; Bits per 
Pixel, measuring the color resolution in terms of bits; Focus, quantifying the sharpness 
of an image; Contrast; Brightness; Reliability of the face detector, this is the output of 
a classifier that has been trained to give an overall measure of quality given the other 
quality measures; and overall quality, which computes the average of all the quality 
measures.
Quality measures used for the speech biometric include: Signal-to-noise ratio (SNR), 
calculating the magnitude or energy of speech versus that of non-speech in decibels; 
and ’’Entropy quality”, measuring the degree of peakiness of the distribution of the 
power spectrum within an observed short-term window of speech frames. These quality 
measures are described in [1 0 1 ]
BioSecure
With the aid of software developed by Omniperception, three more face quality mea­
sures were made available: Uniform Background, measuring the variance of the back­
1”http://www.omniperception.com”
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ground intensity; Background brightness, measuring the average intensity of the back­
ground; and Rotation in Depth.
A single fingerprint quality measure was computed using the NIST fingerprint system. 
The quality measure, Texture Richness, measures the average of local image patches of 
fingerprint gradients [2 0 ].
Three quality measures were computed for the iris biometric data using a variant of 
Libor Masek’s iris system. These quality measures include: Texture Richness, obtained 
by a weighted sum of the magnitudes of Mexican hat Wavelet coefficients [21]; Difference 
between the iris and pupil diameters; and Proportion of the iris used for matching.
3.4 Conclusion
We have discussed popular quantitative and graphical methods of determining system 
performance. Some of these methods will be used in subsequent chapters to allow a 
comparison of the algorithms investigated and developed. We also provided information 
on multimodal databases used in this thesis for evaluation.
Chapter 4
System  Architectures for 
Intramodal and M ultim odal 
Fusion
Studies including, [107, 22], have shown that the fusion of multiple biometrics (mul­
timodal fusion) delivers improved system performance, when compared to the best 
individual expert. Different fusion strategies like those discussed in Chapter 2.1 can be 
used to fuse experts. When these fusion strategies are used directly (i.e. the combined 
scores are used to make the final decision on class membership), this is referred to as 
single stage fusion, where experts are combined in one step.
On the other hand Rahman and Fairhurst [31, 91, 92] have shown that multi-stage 
fusion delivers better system performance, especially when exploiting prior knowledge.
Independence of experts is an assumption usually made in the majority of cases when 
studying fusion. When experts are independent, one can assume that their outputs will 
have low correlation. It is believed that the combination of independent/uncorrelated 
classifiers will provide greater performance improvement. In general, one would expect 
higher correlation among experts sharing the same modality, while in contrast, low cor­
relation among experts of different biometrics. Exploiting this information and initially 
combining experts within the same modality (intramodal fusion), before combining dif­
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ferent modalities (multimodal fusion) may deliver improved system performance.
This chapter investigates three types of parallel architectures for multimodal fusion:
1. Multi-stage single process, where the output of each expert is passed into a clas­
sifier, and then these classifications are combined.
2. Multi-stage joint process, where experts within the same modality are initially 
fused before combining modalities.
3. Single-stage joint process, a conventional fusion method, where all experts are 
passed into a single fusion classifier for combination.
Fairhurst and Rahman [31] group samples rather than experts to allow specialised 
classifier to be used on groups that are similar. The grouping of experts rather than 
samples will result in the number of groups being significantly smaller, thereby limiting 
the number of specialist classifiers required.
Our investigation is carried out on the XM2VTS and the adapted XM2VTS databases 
(see Chapter 3.2.1), using both fixed and trained fusion classifiers. Two types of trained 
fusion classifiers are used: discriminative; and generative. A generative classifier learns 
the class densities, while a discriminative classifier focuses on the learning the bound­
aries between classes.
4.1 M ultim odal Fusion Architectures
The fusion of classifiers is a process in which the outputs of two or more classifiers 
are combined. The term multi-stage is used to convey that the process of combining 
classifiers has been utilised more than once to obtain a final output. In this chapter 
the MSSP (Multi-Stage Single Processing) architecture implements effectively only a 
single stage process, as each expert output is normalised using a classifier. However in 
subsequent chapters, the additional information of biometric data quality is combined 
with each expert, hence becoming genuinely multi-stage.
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4 .1 .1  M u lti-S tage S ingle P rocessin g  (M S S P )
This architecture (Figure 4.1) assumes low correlation among all expert data, despite 
the fact that experts sharing the same biometric modality may be highly correlated.
x‘-=_
*TcT>iU
  C2 y „
Figure 4.1: MSSP Architecture: C l is a classifier that takes a score from an expert as 
its input and outputs a normalised value, and C2 is a fusion classifier that combines 
the output of Cl. It should be noted that x  and y are scalars.
MSSP offers the flexibility of using the same classifier to normalise the output of each 
expert, or selecting different classifiers for each expert (one that exploits the properties 
of individual experts).
4 .1 .2  M u lti-S tage  Jo in t P rocessin g  (M SJP )
l,m
Cl
Cl
Cl
C2
Figure 4.2: MSJP Architecture: C l is a fusion classifier that combines the output of 
experts within the same modality, and C2 is a fusion classifier that combines the output 
of Cls. It should be noted that x  and y are scalars.
MSJP (Figure 4.3) takes into consideration the high correlation among experts sharing
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the same modality and assumes low correlation between experts from different modal­
ities.
With MSJP it is possible to design fusion classifiers for each modality, allowing the 
best classifier for each modality to be selected. The number of fusion classifiers used 
in the first stage is dictated by the number of modalities available, while for the MSSP 
architecture, the number of experts determines the number of fusion classifiers used.
4 .1 .3  S in gle-S tage Joint P rocessin g  (S S JP )
This architecture (Figure 4.3) does not assume expert independence, rather it consid­
ers the idea that different modalities acquired from the same subject will be highly 
correlated.
2,m
------------m
•
•
•
kJ,m
— — *
Figure 4.3: SSJP Architecture: Cl is a fusion classifier that combines the output of 
experts. It should be noted that x  and y are scalars.
SSJP is the least flexible as only one fusion classifier must be selected to fuse all the 
experts. On the other hand, SSJP is the simplest architecture to implement and offers 
the quickest processing time. It should also be noted that in this chapter MSSP and 
SSJP are very similar architectures, the main difference being that in the MSSP, expert 
outputs are normalised using trained rule classifiers.
4.2 Fusion Classifiers
For the classifiers labelled C l, in Figures 4.1, 4.2, and 4.3, we compare different com­
biners: fixed rules (Sum, Product, Maximum, and Minimum); discriminative trained 
fusion (Support Vector Machine (SVM) and Logistic Regression (LR)); and generative
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trained fusion (Gaussian Mixture Model (GMM)). For the architectures involving mul­
tistage (MSSP and MSJP), the sum and product rules are used to combine scores in 
the second stages (C2). Fixed rules were selected over trained rules as these allow quick 
and simple computation and processing in the final stage. The sum and product rules 
are used as these have been reported to be the most accurate [6 , 46] of the fixed rules.
When using fixed rules to combine expert or classifier outputs, it is important to ensure 
that all experts are comparable. This is achieved by normalising the similarity score of 
each expert (see Chapter 2.6).
Let us denote a vector of similarity scores containing scores from all available experts as 
x  =  [x\,X2 1 •«., x j\, where J =  [1,..., J]. The original and adapted XM2VTS database 
contains two modalities, face and speech, i.e. {F , S}  G m, with F  and S  respectively 
representing the face and speech modality. We can identify the modality of an expert 
by xj,m- The modality m  draws on Nm experts, with the total number of experts, 
J  = Np  +  Ns- We shall denote a class by £, where in a verification system, there exist 
two classes, clients (C ) and imposters (/), {(7,1} G C-
Finally, we shall denote the output of classifier C l by where for:
M SSP h =  j, where j  =  [1,..., J], as there are J  C l classifiers, one for each expert. 
M SJP h — m , where m  G {P, S}, as there is one C l classifier for each modality. 
SSJP h =  1, as there is only one classifier.
For the multistage architectures (MSSP, MSJP), ySUM and yPROD are respectively the 
output of the fusion classifier C 2 , when the sum and product rules are used to combine.
A generative classifier learns the joint distribution of classes, and generates labels ac­
cording to the distribution, while a discriminative classifier focuses on learning the 
boundaries between classes without needing all details of the underlying class distribu­
tions.
Discriminative and generative classifiers model the conditional probability distribution 
P « jx )  and subsequently use this distribution to make a decision [13]. The discrim­
inative classifier models P(CIX) directly and optimises the parameters on a training
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data set. A generative classifier models the class-conditional densities by using P(x|£) 
together with the prior probabilities P(()- It then uses the Bayes theorem to compute 
the required posterior probability:
p( cw = P^\QP(0P(x) (4.1)
.  MSSP:
Using fixed rules with one dimensional scores (i.e. one expert), simply outputs 
the input. For this reason, only the trained rules will be used in the first stage 
to normalise the data. In the final stage, the outputs of C l classifiers, yj =  
P(C\xj) 3 = [I? •••> are combined in two ways:
Using the sum rule:
ySUM = \ ' yj (4.2)= x >
3=1
Using the product rule:
yP R O D  _=n vs
j=1
(4.3)
.  MSJP:
Both fixed and trained rules are used to combine expert outputs in the first stage. 
The fusion of experts in each modality occurs concurrently and independently, 
however if only one expert is available for a modality, the output of a fixed rule for 
that modality is simply the input. We combine the output of each fused modality, 
V m  =  P(Cki,® 2 , in two ways:
Using the sum rule:
M
yS U M — y .  Vm
Using the product rule:
m=l
M
yP R O D — J J  2/m
(4.4)
(4.5)
771=1
• SSJP:
We combine experts regardless of modality using both fixed and trained rules:
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yi =  P(C\xi ,X2, - , x j )  (4.6)
4.3 Experts
The classifiers used for the face experts can be found in [48]. There are two classifiers 
with three types of pre-processing, hence resulting in a matrix of six classifiers. The two 
classifiers used are Linear Discriminant Analysis (LDA) with correlation as a measure 
of similarity [67] and Gaussian Mixture Model (GMM) with maximum a posteriori 
adaptation, described in [99]. The use of the GMM in face authentication can be found 
in [18]. The face pre-processing algorithms used include the photometric normalisation 
as proposed by Gross and Brajovic [44], histogram equalisation and local binary pattern 
(LBP) as reported in [48]. The classifier and pre-processing used for each face expert 
(fl-f6 ) is shown in Table 4.1. The feature extraction and classification algorithms are 
implemented on the open-source Torch Vision Library1. The speech system used is 
based on the ALIZE toolkit [15].
Table 4.1: Table showing the type of classifier and pre-possessing used for each face 
expert. ____________________________________
Classifier
Pre-processing LDA GMM
Photometric fl f4
Histogram equalisation f2 f5
Local binary pattern f3 f6
4.4 Experimental Results
4.4.1 Expert Performance
The performance of the six face and one speech experts, for the XM2VTS database,
is displayed using a DET curve in Figure 4.4. In Table 4.2(a) the results obtained
with a priori and a posteriori set thresholds (see section 3.1) for each individual expert
1 Available at “http://torch3vision.idiap.ch” . See also a tutorial at “http://www.idiap.ch/ mar­
cel/labs/face ver if. php” .
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are presented. From these we observe that the speech expert (vl) provides the best 
performance, and the face expert (fl) delivers the worst performance.
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Figure 4.4: DET curve showing the performance of the six face (fl-f6 ) and one speech 
(vl) expert for the XM2VTS database.
For the adapted XM2VTS database, the performance of each expert is shown graphi­
cally using a DET curve in Figure 4.5, and quantitatively using a priori and a posteriori 
set thresholds in Table 4.3(a). Figure 4.5 shows three DET curves, corresponding to: 
the good quality data (original XM2VTS database); the degraded quality data; and 
the good and degraded (mixed) quality data. Table 4.3(a) also includes the separate 
contribution of the good and degraded data to a priori and a posteriori HTERs when 
the thresholds are set using the mixed quality data.
The overall performance on the adapted XM2VTS database is not very high due to the 
degraded data. The face experts deliver both the best (f2) and worst (f5) performance. 
The impact of the degraded quality data is shown by Figure 4.5 and Table 4.3(a). We 
see that the best expert on the good quality data (vl) is now in the bottom three on 
the mixed data, due to the contribution from the degraded data.
4.4. Experimental Results 55
Table 4.2: The a priori and a posteriori performance of (a) individual experts, and (b) 
Intramodal Fusion when combining all six face experts for the XM2VTS database.
(a) Expert Performance
Expert EER [%} A priori A posterioriFAR [%] FRR[%] H TER [%] H TER [%]
f l 7.21 8.52 5.00 6.76 6.44
f2 3.23 4.44 2.00 3.22 2.89
f3 5.83 8.75 2.50 5.63 3.75
f4 2.19 2.30 2.00 2.14 2.20
f5 2.17 2.08 2.00 2.04 2.00
f6 5.68 4.78 3.75 4.27 4.01
v l 0.31 0.063 2.75 1.41 0.50
(b) Intramodal Fusion of six Face Experts
Algorithm EER [%] A priori A posterioriFAR [%] FRR[%] H TER [%] H TER [%]
SUiriMM 2.00 2.68 0.75 1.71 1.40
prodMM 1.83 2.31 0.75 1.53 1.19
maxmm 3.17 4.03 2.25 3.14 2.75
m inMM 3.51 2.87 2.75 2.81 2.75
sum^ 1.93 2.35 0.75 1.55 1.25
prod ^ 3.33 4.62 1.75 3.19 2.08
max z 2.17 3.00 1.50 2.25 1.75
min z 4.17 4.31 2.25 3.28 2.75
LR 1.50 1.87 0.75 1.31 1.00
SVM 1.50 1.85 0.75 1.30 1.00
GMM 1.17 1.68 0.75 1.21 1.00
To understand the relationship between the experts we compute their pairwise cor­
relation coefficients. This provides an indicator of the strength and polarity of the 
correlations between the experts, computed by:
c o e f f = c (47)
where x \ and x<i denotes two different experts, and aXl is the variance for expert x\. 
Likewise aX2 is the variance for expert £2 , and cov represents covariance.
The correlation coefficients for the XM2VTS database are displayed in part (a) and (b) 
of Table 4.4 for the training and test data set, respectively. Part (c) and (d) of Table 
4.4 respectively show the correlation coefficients for the training and test data sets for 
the adapted XM2VTS database. The two groups of face experts are found to be highly 
correlated, [fl,f2,f3] and [f4,f5,f6]. This is attributed to the fact that experts fl, f2, and
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Figure 4.5: DET curve showing the performance of the six face (fl-f6 ) and one speech 
(vl) expert when using Good, Degraded, and mixed quality biometric data for the 
adapted XM2VTS database.
f3 are computed with the same classifier but using different pre-processing, likewise for 
experts f4, f5, and f6 . As expected all the six face experts are correlated. However there 
exists very low correlation between the speech and face experts. The same relationship 
was observed in both the training and test data set. It is also interesting to note that 
the correlation between the speech and face experts in the adapted XM2VTS database, 
is significantly higher for client data and slightly lower for the imposter data, when 
compared to the XM2VTS database.
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Table 4.3: The a priori and a posteriori performance of (a) individual experts, and 
(b) Intramodal Fusion, when combining all six face experts on good and degraded data 
(adapted XM2VTS database). The contribution of the good and degraded quality data 
to the HTER is expressed respectively in bold  and italic.________________________
(a) Expert Performance
Expert EER [%] A priori A posterioriFAR [%] FRR[%] H TER [%] H TER [%]
f l 7.66 8.58 14.18 11.38 (6.74/13.97) 11.14 (7.74/13.05)
£2 3.83 4.95 10.87 7.91 (3.57 /10.10) 8.35 (3.04/9.88)
f3 6.63 9.01 7.46 8.23 (5.85f9 4 8 ) 7.99 (5.31/9.41)
f4 4.69 4.82 16.39 10.61 (2.13 /17.51) 9.69 (2.76/17.71)
f5 8.84 8.03 41.53 24.78 (3.00/39.62) 24.67 (9 .3 1 /0 3 ^ )
f6 8.51 7.39 26.06 16.72 (5.58/23.00) 16.47 (8.91/20.80)
v l 2.21 2.09 20.91 11.50 (1.11/17.64) 9.21 (4.33/12.48)
(b) Intramodal Fusion of six Face Experts
Algorithm EER [%] A priori A posterioriFAR [%] FRR[%] H TER [%] H TER [%]
sum m m 2.40 2.97 7.83 5.40 (1.90/7 .19) 5.16 (2.96/6.23)
prod m m 2.50 2.86 8.10 5.48 (1.86/7.32) 5.80 (3.26/7.11)
maxMM 3.68 4.48 10.13 7.30 (3.36/9.42) 7.31 (4.29/8.89)
minMM 7.36 6.15 32.69 19.42 (3.52/28.97) 18.71 (8.74/25.87)
sum z 2.53 2.90 8.01 5.46 (1.87/7 .29) 5.43 (3.07/6.64)
prod^ 5.60 7.06 17.96 12.51 (5.14 /15.69) 16.49 (9.91/1305)
max z 3.09 3.96 9.48 6.72 (2.55/9.04) 6.49 (3.51/3,20)
min^ 5.45 5.36 19.98 12.67 (3.63/17.83) 12.89 (6.69/16.90)
LR 2.21 2.68 7.83 5.25 (1.62/7.32) 4.72 (2.47/6.25)
SVM 2.36 2.89 8.20 5.54 (1.72/7.74) 5.16 (2.63/6.94)
GMM 2.50 3.70 7.55 5.63 (2.16/7.75) 5.89 (2.99/7 .91)
It is clear from Table 4.4, that the correlation between imposter scores is lower than 
the correlation between client scores. This may be due to the fact that the number of 
clients is small in relation to imposters because anyone not enrolled in the system is 
considered as imposter.
4.4.2 Performance of Intramodal fusion
The results of combining all six face experts (Intramodal Fusion) with the aid of differ­
ent algorithms (fixed and trained) using the conventional parallel architecture (SSJP), 
are reported in Table 4.2(b) for the XM2VTS database and Table 4.3(b) for the adapted 
XM2VTS database. The adapted XM2VTS results also include the contribution of the 
good and degraded data to the HTERs. Both MinMax (MM) and Z-score (Z) normal­
isation were used before combining with the fixed rules. The following observations
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were made:
• The best performance was delivered by the trained rules. GMM achieved «  41% 
improvement over the best individual face expert (f5) for the XM2VTS database, 
while LR achieved «  34% improvement over the best individual face expert (f2) for 
the adapted XM2VTS database. The best performing fixed rule (Product with 
MinMax normalisation, Prod m m )  for the XM2VTS database achieved «  25% 
improvement, while an improvement of fh 34% was noted for the Sum rule with 
MinMax normalisation (Summ m ) ,  when using the adapted XM2VTS database.
• All the trained rules performed better than the best individual experts for both 
databases. The two discriminative classifiers, SVM and LR, offer comparable sys­
tem performance on the XM2VTS database. For the adapted XM2VTS database, 
while the best trained classifiers were achieved by the SVM and LR (with LR 
achieving the best results), comparable system performance was observed on the 
good quality data contribution.
• For the fixed rules, while the sum and product rules performed well, the Minimum 
and Maximum rules deliver the worst performance. Achieving up to 60% sys­
tem degradation, when compared to the best individual expert for the XM2VTS 
database, and up to 145% degradation for the adapted XM2VTS database.
4 .4 .3  Perform ance o f  m u ltim od al fusion  using th e  th ree  arch itectures
The a priori and a posteriori results for the three architectures discussed in Chapter 4.1, 
when combining all seven experts (six face and one speech) are displayed in Table 4.5 
for the XM2VTS database and Table 4.6 for the adapted XM2VTS database. In most 
of the experiments, the fusion of all experts led to system improvement when compared 
to the best individual expert (vl for XM2VTS, and f2 for adapted XM2VTS).
M SSP
In MSSP (Table 4.5(a) for the XM2VTS and Table 4.6(a) for the adapted XM2VTS 
database), where only the trained rules are used in the first stage, all algorithms
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Table 4.5: The a priori and a posteriori performance of Multimodal Fusion for the 
XM2VTS database, when combining six face and one speech expert, using (a) MSSP, 
(b) MSJP, and (c) SSJP.__________________________________________________
(a) Multimodal Fusion of six face and one speech experts using MSSP architecture
Algorithm EER [%] A priori A posterioriFAR [%] FRR[%] H TER [%] H TER [%]
LR +  sum 0.16 0.26 0.75 0.50 0.35
SVM  +  sum 0.83 1.22 0.20 0.73 0.75
GMM +  sum 0.50 0.85 0.25 0.55 0.50
LR +  prod 0.67 0.87 0.25 0.56 0.50
SVM  +  prod 0.83 1.10 0.25 0.68 0.50
GMM  +  prod 1.33 1.54 0.75 1.14 0.75
(b) Multimodal Fusion of six face and one speech experts using MSJP architecture
Algorithm EER [%] A priori A posterioriFAR [%] FRR[%] H TER [%] H TER [%]
sum m m  +  sum 0.018 0.052 0.00 0.026 0.14
prod m m  +  sum 0.010 0.020 1.25 0.64 0.053
m a x  m m  +  sum 0.33 0.44 0.00 0.22 0.25
min m m  +  sum 0.015 0.029 0.00 0.015 0.0068
sum^ +  sum 0.013 0.026 0.00 0.013 0.0095
prod^ +  sum 0.043 0.053 2.00 1.03 0.25
max^ +  sum 0.0025 0.017 0.00 0.0086 0.13
min^ +  sum 0.034 0.058 0.25 0.15 0.037
LR +  sum 0.016 0.015 1.25 0.63 0.094
SVM  +  sum 0.087 0.015 0.25 0.13 0.0082
GMM +  sum 0.0013 0.0027 1.75 0.88 0.0091
s w o c i m m  +  prod 0.17 0.19 0.00 0.094 0.18
prod m m  +  prod 0.83 1.10 0.25 0.68 0.50
r n .a x .M M  +  prod 0.33 0.35 0.00 0.18 0.18
min mm +  prod 0.33 0.26 0.00 0.13 0.021
sum^ +  prod 0.17 0.17 0.00 0.086 0.033
prod^ +  prod 0.17 0.17 0.75 0.46 0.68
max z  +  prod 0.17 0.22 0.00 0.11 0.040
m inz +  prod 0.078 0.13 0.00 0.063 0.037
LR +  prod 0.013 0.043 0.50 0.27 0.026
SVM  +  prod 0.12 0.075 0.00 0.038 0.029
GMM  +  prod 0.00 0.0027 1.25 0.63 0.13
(c) Multimodal Fusion of six face and one speech experts using SSJP architecture
Algorithm EER [%] A priori A posterioriFAR [%] FRR[%] H TER [%] H TER [%]
s u m M M 0.83 1.22 0.25 0.73 0.75
p r o d M M 0.83 1.10 0.25 0.68 0.50
m a x M M 1.83 2.29 1.75 2.02 2.00
m inMM 3.17 2.56 1.25 1.90 1.76
sum^ 0.52 0.75 0.25 0.50 0.36
prod^ 3.00 3.75 1.75 2.75 1.75
max z 0.059 0.22 1.00 0.61 0.31
min z 3.17 3.38 1.75 2.56 2.06
LR 0.00 0.0027 1.75 0.88 0.51
SVM 0.00 0.0045 1.75 0.88 0.0145
GMM 0.08 0.0027 1.25 0.63 0.0059
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Table 4.6: The a priori and a posteriori performance of Multimodal Fusion, when com­
bining six face and one speech expert for good and degraded data (adapted XM2VTS 
database), using (a) MSSP, (b) MSJP, and (c) SSJP. The contribution of the good and 
degraded quality data to the HTER is expressed respectively in bold and italic._____
(a) Multimodal Fusion of six face and one speech experts using MSSP architecture
Algorithm EER [%] A priori A posterioriFAR [%] FRR[%] HTER [%] HTER [%]
LR +  sum 0.74 1.01 9.21 5.11 (0.59/ 7.61) 3.80 (1.91/4-88)
SVM +  sum 1.18 1.53 6.72 4.13 (1.03/5.71) 3.70 (2.14/4-58)
GMM +  sum 1.61 2.16 8.01 5.09 (1.37/7 .01) 4.60 (2.63/5.45)
LR +  prod 1.18 1.35 6.63 3.99 (1.06/5.55) 3.61 (1.90/4.48)
SVM +  prod 1.19 1.40 6.63 4.02 (0.96/5.58) 3.77 (2.15/4.51)
GMM + prod 1.62 1.69 8.66 5.17 (1.09/7.58) 5.25 (2.63/8.78)
(b) Multimodal Fusion of six face and one speech experts using MSJP architecture
Algorithm EER [%] A priori A posterioriFAR [%] FRR[%] HTER [%] HTER [%]
sumA/M +  sum 0.59 0.65 6.17 3.41 (0.38/5.18) 2.58 (1.35/5.28)
prodjwAf +  sum 2.21 2.09 18.78 10.44 (0.98/16.04) 8.56 (4.03/11.88)
maxMM +  sum 0.88 1.06 7.27 4.17 (0.5916.15) 3.78 (1.98/4.88)
minjmm +  sum 1.61 1.28 17.86 9.57 (0.63/14.81) 7.64 (3.43/10.69)
sumz +  sum 0.60 0.56 6.91 3.73 (0.32/5.87) 2.67 (1.35/3.41)
prod^ +  sum 2.21 2.09 20.81 11.45 (0.99/17.84) 9.05 (4.27/12.25)
raaxz +  sum 0.74 0.72 7.46 4.09 (0 .38/6.23) 3.04 (1.47/4.82)
minz +  sum 0.88 0.80 15.38 8.09 (0.45/12.46) 5.82 (2.85/7.85)
LR +  sum 0.59 0.67 8.29 4.48 (0.39/8.77) 3.13 (1.59/4.88)
SVM +  sum 0.66 0.71 6.17 3.44 (0.37/5.20) 2.57 (1.21/5.58)
GMM +  sum 1.03 0.95 7.83 _j 4.39 (0.4516.72) 3.31 (1.53/4.58)
sumjvfM +  prod 0.69 0.69 6.26 3.48 (0.40/5.18) 2.85 (1.49/5.58)
prodMM +  prod 1.17 1.40 6.62 4.02 (0.96/5.58) 3.73 (2.1514-44)
maxMM +  prod 0.88 0.98 7.09 4.04 (0.54/5.88) 3.87 (1.99/5.87)
min mm +  prod 1.60 1.27 19.34 10.30 (0.62/15.88) 8.14 (3.65/11.44)
sumz + prod 0.59 0.57 7.27 3.92 (0.33/5.85) 3.06 (1.56/5.85)
prod z  +  prod 1.47 1.44 13.35 7.40 (0.97/11.15) 7.70 (3.93/10.13)
maxz +  prod 0.74 0.86 6.63 3.75 (0.47/5.58) 3.01 (1.51/5.88)
min z  +  prod 0.88 0.73 16.39 8.56 (0.40/15.28) 5.46 (2.64/7.28)
LR +  prod 0.59 0.63 6.35 3.49 (0.34/5.28) 2.39 (1.16/5.18)
SVM +  prod 0.59 0.62 7.18 3.90 (0.33/5.85) 2.95 (1.35/4.88)
GMM +  prod 1.18 1.05 12.52 6.79 (0.49/10.51) 7.00 (3.22/8.85)
(c) Multimodal Fusion of six face and one speech experts using SSJP architecture
Algorithm EER [%] A priori A posterioriFAR [%] FRR[%] HTER [%] HTER [%]
sum m m 1.18 1.53 6.72 4.13 (1.03/5.71) 3.70 (2.1414-39)
prodMM 1.17 1.40 6.63 4.02 (0.96/5.58) 3.77 (2.15/4.51)
maxMM 2.58 3.00 12.34 7.67 (2.22/10.68) 7.06 (3.88/8.72)
minMM 6.66 5.62 27.53 16.58 (3.00/24-88) 16.93 (7.67/25.85)
sumz 0.88 1.08 7.18 4.13 (0.79/5.88) 3.50 (1.90/4-28)
prodz 5.01 5.84 18.32 12.08 (4.15/18.17) 16.67 (9.38/20.45)
max z 0.79 1.10 9.76 5.43 (0.61/8.15) 3.89 (2.02/4.88)
min z 4.16 4.20 18.78 11.49 (2.81/16.62) 11.51 (5.87/15.39)
LR 0.43 0.49 5.25 2.87 (0.27/4.35) 2.34 (1.16/5.18)
SVM 0.44 0.56 5.62 3.09 (0.32/4-85) 2.30 (1.16/2.85)
GMM 0.49 0.72 5.34 3.03 (0.37/4.56) 2.58 (1.26/5.58)
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achieved an improvement over the best individual expert in both databases. The best 
results are achieved when y SUM is used to combine in the second stage, while LR is 
used in the first stage for the XM2VTS database. However, for the adapted XM2VTS 
database, combining with the product rule in the second stage delivers the best results, 
once again using LR in the first stage.
Looking at the FAR and the FRR for both databases we observe that for the XM2VTS 
database, in general, the FRRs are lower than the FAR, while the reverse can be noted 
for the adapted XM2VTS database. This is because the distribution of degraded client 
data drifts to the left towards the imposter distribution as shown in Figure 4.6.
By analysing the correlation coefficients between the outputs of the C l  classifiers 
(shown in Appendix A Tables A.l, A.2 , and A.3), we observe that the correlation 
between the C l classifier outputs when SVM, LR, or GMM is used, is high (> 0.5) 
in most cases for both databases, when looking at the client data. However the cor­
relations between the speech and each of the face experts are significantly lower for 
the XM2VTS database. An interesting thing to note is that the correlation coefficients 
between the SVM classifiers are more or less the same as the correlations between the 
original experts outputs (without normalisation) for both databases. This suggests that 
SVM does not change the linear relationships between the experts.
Tax et al [117] showed experimentally that in the absence of noise, the product rule 
outperforms the sum rule when the data being combined had a correlation <0.5 , and 
comparable performance when the correlation is > 0.5. They also observe that when 
some noise is present, the product rule still offers the best performance when correlation 
is < 0 .2 , however when the noise is high, the product rule degrades in performance. 
This suggests that for the adapted XM2VTS database, where some degraded data is 
present, y SUM should deliver better performance, however this is not the case. In the 
case of SVM, an improvement of «  2.2% was achieved, while a deterioration of «  1.6% 
was obtained by GMM, when using y PR0D  in comparison with ySUM. On the other 
hand an improvement of «  22% on y PROD over y SUM was attained by LR. Looking at 
the correlation coefficients (Tables A.l, A.2, and A.3), we can see that the correlation 
between experts for the LR is lower when compared with those for SVM and GMM.
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Figure 4.6: Distribution of individual expert scores for the adapted XM2VTS
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This may explain why y PROD is better than y SUM when LR is used in the first stage. 
M S JP
For the MSJP architecture (Table 4.5(b) for the XM2VTS and Table 4.6(b) for the 
adapted XM2VTS database), all experiments achieved an improvement in system per­
formance over the best individual expert for the XM2VTS database, and an improve­
ment was noted in most cases for the adapted XM2VTS database. For both databases, 
all the trained rules delivered system improvements. Using SVM, as the C l  classi­
fier, delivered the best trained fusion performance for both databases, achieving up to 
97% for the XM2VTS database when y PR0D  is used and up to 57% for the adapted 
XM2VTS database when y SUM is used.
However, for the XM2VTS database, some of the fixed rules performed better than the 
trained rules (particularly the sum, minimum and maximum rules), with the maximum 
rule achieving the best performance, «  99% improvement over vl. On closer inspection, 
taking into account that there are 400 clients and 110400 imposters in the test data 
set, we can conclude that the best performing maximum rule accepted 19 imposters 
and rejected no clients achieving a total of 19 misclassification errors, while the SVM 
accepted 17 imposters and rejected one client, achieving a total misclassification error 
of 18. Looking at the results in this way, we observe that the performance of the SVM 
is slightly better. Thus based on error count, the fixed and trained rules achieved 
comparable system performance for the MSJP architecture.
For the adapted XM2VTS database, using the sum and maximum rule as the C l 
classifier delivers good performance, however, based on error count, the best fixed 
and trained rules achieved comparable performance. Although, by comparing the a 
posteriori results, the trained rules achieved the best performance.
SS JP
In the SSJP architecture (Table 4.5(c) for the XM2VTS and Table 4.6(c), for the
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adapted XM2VTS database) the product rule (when using Z-score normalisation), and 
the minimum rule, all exhibited system degradation when compared to the best ex­
pert for both databases. On the other hand, all the trained rules delivered system 
improvement. The sum rule achieved the best performance for the XM2VTS database. 
However if we look at the FAR and the FRR, we see that the FAR of the trained rules is 
significantly lower («  280 times lower) than the sum rule, while the reverse is observed 
for the FRR but with only a factor of 7. Since the number of imposters is significantly 
greater than the number of clients, one can deduce that the actual number of errors 
produced by the trained rules is lower than that produced by the fixed rules. For the 
adapted XM2VTS database, LR delivered the best performance.
It is also interesting to compare MSSP and SSJP for the Sum and Prod rules, as the 
trained rules are only used to normalise expert outputs in MSSP. We can observed 
from Tables 4.5 and 4.6, that normalising expert outputs with trained classifiers rather 
than MinMax or Z-score achieved no gain in system performance. In fact in some cases 
normalising with trained rules rather than MinMax or Z-score delivers worse system 
performance.
4 .4 .4  Intram odal and m u ltim od al fusion
A bar chart comparing all fixed and trained rules, in intramodal (combining all six face 
experts), and multimodal (combining all seven experts including the speech expert) 
fusion is shown in Figure 4.7(a) for the XM2VTS database and Figure 4.7(b) for the 
adapted XM2VTS database. From these the following is observed:
• For the XM2VTS database, multimodal fusion achieved better performance than 
intramodal fusion. This is due to the fact that the speech expert delivers the 
best performance, hence when it is included in the fusion, it provides significant 
improvement.
• For the fixed rules on the adapted XM2VTS database, the product rule delivers 
worse performance for the multimodal fusion than the intramodal fusion. This 
is because the speech expert (vl) exhibits the worse performance, and when it
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is included in the fusion system, it degrades the system. However, interestingly, 
using the trained rules in multimodal fusion achieved improved performance over 
intramodal fusion, even when an expert with poor performance is included. This 
results supports the findings by Roli et al [103] where they find that trained rules 
perform well when experts are unbalanced.
• Overall the trained rules achieve better system performance than the fixed rules 
for both databases.
• The MSJP architecture delivered the best performance when using an SVM fusion 
classifier for the XM2VTS database, while the SSJP architecture achieved the best 
performance when using LR for the adapted XM2VTS database.
To allow us to make a decision on the best architecture, we consider two Figures:
1. In Figure 4.8, we compute all possible combinations of experts 27 — 1 (one is 
subtracted for the case when ho expert is selected) for architectures MSSP and 
SSJP, and 2 6 — 1 expert combinations for architecture MSJP because all possible 
face expert combinations are considered for combination with the speech expert. 
This is done for both databases.
2. In Figure 4.9, we show only expert combinations that include the speech experts, 
to allow comparison with MSJP, again for both databases.
For the multi-stage architectures, only the results of ySUM are shown. The results of 
all possible combinations are shown when using fixed and trained rules (sum, product, 
LR, SVM, GMM) as the C l classifier, in Figures 4.8 and 4.9. From Figure 4.8 we 
see that the best overall performance is achieved with the MSJP architecture followed 
by SSJP. This is expected for the XM2VTS database, as all the results for MSJP 
include the speech expert, which has the best performance. It is however unexpected 
for the adapted XM2VTS database, as the speech expert delivers one of the worst 
performances, but it reinforces our earlier findings of trained rules performing well for 
unbalanced expert performances.
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Figure 4.7: Intramodal fusion (six face experts), and multimodal fusion (six face and one 
speech expert) for fixed and trained rules. The multimodal fusion uses three different 
architecture: MSSP, MSJP, and SSJP. If these experiments were to be repeated, the 
same results would be achieved when using the Lausanne Protocol [77], because the 
protocol defines the samples to be used for training and testing. For this reason, error 
bars are not included in these bar charts.
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Figure 4.8: Intramodal and multimodal fusion: All possible expert combinations using 
the three different architectures. MSSP and SSJP show 2 7 — 1 combinations, while 
MSJP shows 26 — 1 combinations. The numbers 2-7 represent the number of experts 
being combined, with sumM and sumZ representing the sum rule after MinMax and 
Z-score normalisation, respectively, and prodM and prodZ representing the product 
rule after MinMax and Z-score normalisation.
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Figure 4.9: Multimodal fusion: All possible combinations of the six face experts 26 — 
1 with the speech expert. The numbers 2-7 represent the number of experts being 
combined, with sumM and sumZ representing the sum rule after MinMax and Z-score 
normalisation, respectively, and prodM and prodZ representing the product rule after 
MinMax and Z-score normalisation.
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In Figure 4.9 when we compare only fusion that includes both modalities, we see that 
for the trained rules all architectures are comparable for both databases. The overall 
best performance is achieved when using SVM with the SSJP architecture for the 
XM2VTS database, and when using LR with the SSJP architecture for the adapted 
XM2VTS database. When combining six experts in multimodal fusion (five face and 
one speech) for the XM2VTS database, we observe the worst system performance in 
architectures MSSP and SSJP (Figure 4.9). However this is not the case for MSJP, 
suggesting that this architecture is the most robust. This is expected as MSJP exploits 
the assumption of high correlation between experts within the same modality and low 
correlation between experts of different modalities. For the adapted XM2VTS database, 
combining two or three experts for multimodal fusion delivers the worst performance 
for all three architectures.
It is also interesting to note that the best performance was not achieved when combining 
all seven experts, but rather when three face experts were combined with the speech 
expert.
4.5 Conclusion
We investigated three different parallel architectures for intramodal and multimodal 
fusion, using both fixed and trained rules. We found that in general trained rules out­
performed fixed rules, and in the cases where the reverse was observed we found that 
the actual number of misclassification was less for the trained rules. The SSJP ar­
chitecture delivered better system performance than MSSP when combining only face 
experts (intramodal fusion). We found that MSJP is the most robust architecture, but 
the overall best performance was achieved by the SSJP architecture, when a discrim­
inative classifier (SVM for the XM2VTS database and LR for the adapted XM2VTS 
database) was used.
Chapter 5
Quality Dependent Fusion
The development and testing of a fusion system is usually carried out with the aid of 
biometric data collected under supervision. However in a real-life application, during 
authentication, supervision is not always possible. Even under supervision, the same 
conditions/equipment used during enrolment may not be available during authentica­
tion. For example: the sensor used to collect biometric data may have broken down and 
the replacement sensor could be of better or worse quality than the previous device; 
the user may not follow the stringent criteria used during enrolment when submitting 
biometric samples; or a sample acquired may be affected by adverse environmental 
factors, e.g. background noise.
It is important to consider these factors when developing a fusion system for real- 
life applications. Training and testing using a database with biometric data of varied 
quality will allow the system performance achieved during the development to be an 
accurate estimate of the system performance achieved during authentication.
We assess the degradation of a biometric sample using measures which we shall refer to 
as Q uality  M easure  (QM). A good fusion system should be able to accept degraded 
biometric data and still produce an acceptable level of system performance. However 
we have seen in the literature that poor quality biometric samples lead to reduction 
in system accuracy [87, 115]. It has also been documented that including the qual­
ity information about biometric samples when combining experts delivers significant
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improvement in system performance when compared to conventional fusion methods, 
where only expert scores are combined [12, 36, 69, 37].
As an alternative, one can measure the reliability of a score (computed from a biometric 
sample) rather than the reliability of a biometric sample. This measure is referred to 
as the Confidence M easure  (CM), as it provides information on the confidence one 
can put in a computed score. CM has been investigated in [9, 6 8 ].
In this thesis we do not focus on the implementation of quality measures per se, rather 
on using these measures in a fusion system. Our investigation is carried out on the 
adapted XM2VTS database (See Chapter 3.2.1).
This chapter aims to achieve the following:
1 . With the aid of the adapted XM2VTS database, justify why it is important to 
include biometric data of varying quality in the design of a fusion system.
2 . Select the best quality measures for the database.
3. Investigate current methods of implementing CM and explore ways to improve 
them.
4. Introduce a novel way of exploiting QM or CM in both generative and discrimi­
native trained fusion classifiers.
5. Compare decision level with score level fusion when using QM and/or CM.
5.1 W hy is the adapted XM 2VTS database im portant for 
the development of fusion system s?
We know that the development of a fusion system requires two data sets, training 
and test, where the training data should be a good representation of the test data. 
A similarity score aims to approximate the probability that a claimant is who he/she 
claims to be. A similarity score of a client based on good quality biometric data, is 
generally higher than that obtained when the quality of the biometric data is degraded.
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Interestingly, the opposite is noted for imposters, where a similarity score for good 
quality data may be lower than that for degraded quality data. This can be seen in 
the distributions shown in Figure 4.6 of Chapter 4. A good quality biometric sample 
produces (in most cases) evidence that allows a definite conclusions to be drawn on 
whether a claim is genuine, hence achieving good system performance. For degraded 
data, the obtained scores show some uncertainty.
With the aid of the adapted XM2VTS database, we aim to justify the need to train on 
varied biometric quality when developing a fusion system. This is done by conducting 
an initial experiment using the sum rule and LR classifier to combine experts reported 
in Chapter 4.3, using the SSJP conventional fusion architecture (Figure 4.3). In our 
experiments we consider different experimental scenarios for the data quality in the 
training and test sets (Table 5.1).
Table 5.1: Experimental scenarios.
T raining d a ta Test d a ta
Good Good
Degraded Good
Good+Degraded Good
Good Degraded
Degraded Degraded
Good+Degraded Degraded
Good Good+Degraded
Degraded Good+Degraded
Good+Degraded Good+Degraded
In Figure 5.1 we show the experimental results for all the different scenarios listed in 
Table 5.1 for 26 — 1 possible combinations of face experts fused with the speech expert. 
For each scenario, the fusion of all seven experts (face and speech), and all the six face 
experts are respectively identified by the cyan circle and the magenta diamond. Again, 
we observe, that in most cases, the multimodal fusion delivers better performance than 
intramodal fusion.
Figure 5.1 shows three plots, representing the results of testing on good, degraded, and 
mixed (good +  degraded) quality data, while different types of quality are used for 
training. From the results we can conclude the following
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Figure 5.1: The a priori HTER for all possible combinations (26 — 1 face expert with 
the speech expert) of experts for the different quality mixtures shown in Table 5.1. The 
magenta diamond shows the results of combining 6  face expert, while the cyan circle, 
shows the result for combining six face and one speech experts. The results are shown 
as a boxplot, made up of a box and whiskers, where the lines on the box represent the 
upper quartile, median, and lower quartile values, and the whiskers extends to the 1.5 
times the inter-quartile range.
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• When we take into consideration that with the development of technology, the 
equipment that can produce better quality biometric data will be cheaper and 
therefore more available in the future, or that quality monitoring will be available 
during authentication to ensure testing on good quality data, the best results are 
achieved when good quality data is used in the training. However, when mixed 
quality data is used for training, the system performance is only slightly worse. 
This means that to obtain good performance on good quality data in testing 
it is necessary to include some good quality data during training. Thus when 
the equipment is upgraded, some data should be collected from users to retrain 
the system. However some of the previous data can be retained to minimise 
inconvenience to users.
• When the equipment is down-graded, or when no supervision is available, or when 
adverse environmental conditions are encountered, i.e testing on degraded data 
only, poor system performance is achieved particularly if the system was trained 
on good quality data. The best results are achieved when the system is trained 
on degraded or mixed quality data.
• When the equipment is upgraded or down-graded, or when some supervision is 
available, or when varied environmental conditions are encountered, i.e testing 
on mixed quality, we find that training on mixed or degraded quality delivers the 
best performance. This allows flexibility and best reflects a real-life scenario that 
may be encountered.
In conclusion, although the best results are achieved when we train and test on good 
quality data, to allow accurate prediction of system performance for real-life applica­
tions, it is necessary to test on mixed quality data. We find that when testing on 
mixed quality data, the training on mixed quality data delivers the best performance,. 
However when we face the situation where the enrolment data is of degraded qual­
ity, supervision during authentication is not always necessary, as our experiments have 
shown that training on degraded quality data and testing on mixed, achieves compa­
rable system performance to training on mixed and testing on mixed.
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5.2 Quality Measures
The quality measures available for the face modality were developed by Omnipercep­
tion Ltd. Figures 5.3, 5.4, and 5.5 show the distribution of the face expert scores (fl) 
against each of the available QM. From these distributions two quality measures were 
identified as being able to distinguish between biometric samples of ’’good” quality and 
those considered to be of ’’degraded” quality. These measures are: “frontal quality”, 
measuring the deviation from the frontal face; and “illumination quality”, quantifying 
the uniformity of illumination of the face. It should be noted that none of these quality 
detectors was designed specifically to distinguish the three strong dominant quality 
states of the face images in the XM2VTS database: good illumination, left illumina­
tion and right illumination. Using the above quality measures makes the problem of 
designing a quality-dependent fusion classifier more challenging.
The two quality measures used for the speech system are: ”signal-to-noise ratio (SNR)” 
and ’’entropy”. Both measures are used for voice activity detection, i.e., to separate 
speech from non-speech. SNR is obtained by calculating the magnitude or energy of 
speech versus that of non-speech in decibels [98]. The entropy [97] measures the degree 
of peakiness of the distribution of the power spectrum within an observed short-term 
window of speech frames. A speech signal has consistent energy and thus i t’s resulting 
distribution is likely to be peaky. This results in low entropy values. In contrast, a 
pause or random signal will have a wider distribution of energy, thus resulting in high 
entropy values.
Figures 5.2, 5.3, 5.4, and 5.5 shows the distribution of the face expert scores, fl, and 
the speech expert scores, v l, against each of the QMs selected for the modalities.
5.3 Confidence Measure
Let (j> and (p respectively denote a QM and a CM, while a vector of QMs or CMs is 
denoted by and cp, respectively. Current methods for deriving CM includes:
1. p = P(correct\x, <f>): Proposed by Kryszczuk et al [6 8 ], a confidence measure is
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Figure 5.2: Scores against QMs, where the blue, cyan, red, and magenta, respectively
represent the good quality client data, the degraded quality client data, the good quality
imposter data, and the degraded quality imposter data.
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Figure 5.3: Scores against QMs, where the blue, cyan, red, and magenta, respectively
represents the good quality client data, the degraded quality client data, the good
quality imposter data, and the degraded quality imposter data.
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Figure 5.4: Scores against QMs, where the blue, cyan, red, and magenta, respectively
represents the good quality client data, the degraded quality client data, the good
quality imposter data, and the degraded quality imposter data.
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Figure 5.5: Scores against QMs, where the blue, cyan, red, and magenta, respectively
represents the good quality client data, the degraded quality client data, the good
quality imposter data, and the degraded quality imposter data.
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defined by the probability that a score is correct, using both scores and QMs. 
In this method the EER threshold is defined based on the a posteriori probabil­
ity P(C|x, </>). The threshold is then used to identity the correct and incorrect 
samples, to allow the P(correct\x, cf>) to be computed for each expert.
2. (p = P{C\x) — P(I\x): Proposed by Bengio et al [9], a confidence measure is 
defined by the margin between the probability that a claim is from a client and 
the probability that a claim is from an imposter.
We shall extend both CMs and evaluate them given scores, or scores and QM. This 
leads to four CM being available for our experiments:
1 . tp1 =  P(correct|x)
2. ip2 =  P(correct\x, (f>)
3. cp3 = P{C\x) -  P(I\x)
4. <P = P(C\x,4,)-P(I\x,4>)
It should be noted that ip2, proposed in [6 8 ], is produced for each expert. To be consis­
tent with the QMs, where QMs are available for each modality rather than each expert, 
and for the purpose of the decision level fusion used in our experiments (proposed by 
Kryszczuk et al in [69]), where the modality with the highest confidence makes the final 
decision, we shall compute the CMs for each modality. To obtain a scalar value rather 
than a vector for the CM for each modality, there are two options; to limit the experi­
ment to one expert per modality; or to combine the CMs. Limiting to one expert means 
discarding potentially useful data from other experts. Rather than losing information 
we shall combine CMs. This can be achieved in two ways; combining CMs from all 
experts within a modality; or combining experts and then computing the CMs for the 
combined scores. We have seen in Chapter 4, that fusing experts improves the accuracy 
of a system when compared to individual experts. This suggests that the confidence 
measure for each modality can be best represented by a joint confidence measure for 
the combined experts.
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5.4 Q uality/Confidence dependent score level fusion
Let 6 denote a set whose elements are QM and CM, </>, tp. A conventional fusion system 
computes the posteriori probability P(£|x), using only expert outputs. An obvious 
way to introduce quality/confidence information in fusion is to estimate the posteriori 
probability by jointly using x  and 0, P((jx , 6).
Let us take a linear function /(x , 6), that uses both score and quality/confidence mea­
sure to estimate P(C|x, 0), so as to distinguish between clients and imposters. The 
linear function will assign weights to x and 0 , and we will find that the magnitude of 
the weight associated with x  will be significantly greater than the weight associated 
with 0. This is because the quality/confidence information does not discriminate be­
tween clients and imposters, suggesting that a non-linear function of /(x , 0) may be 
more useful when including quality/confidence information.
To introduce non-linearity, one can combine x  and 0 before feeding the information into 
the fusion classifier. We shall combine them by x  0  0, where 0  is a tensor product. It 
should be noted that x and 0 are not of the same length. If x  has J  elements (experts) 
and 0 has G elements (QMs and/or CMs), where each element in 0 is associated with 
a particular modality (noting that we can have more than one element in 0 for the 
same modality), and only the scores and QM and/or CM from the same modality 
are combined, then to denote the score of expert j  by its modality m, we write Xj>m. 
Likewise to associate the quality/confidence information of element g in 0 with its 
modality, we write Qg,m. the indices take values j  = [1,..., J] for experts, g = [1,..., G] 
for QM/CM, and m  =  [1,..., M] for modality. Each modality has Nm experts, and A/"m 
quality and/or confidence measures.
The total number of experts J  = N\ +  N 2 +  ... +  Nm, and the total number of QM 
and/or CM is G = A/i +  A/2 + ... +  A/m- Therefore the combination of x  and 0 by x  0  6 
results in A/i * A/i +  A2 * A/2 +  ... +  Nm  * A/m elements.
For comparison, we shall train four classifiers with four different inputs: one classifier 
will have no QM/CM included in the fusion input, while the other three will include 
QMs and/or CMs in different ways. In Table 5.2 we show the linear function for each
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type of fusion classifier input, and the number of elements involved in the input. We 
shall refer to each type of input as an arrangement as the difference between them is 
simply the arrangement of x  and/or 0 .
Table 5.2: The four arrangements.
Fusion input Linear Function Size of elements
M Y w i x 3
3
J
[x, 0 ] W j X j  + ^  VgOg 
j  9
J  + G
[x, x(g)0 ] Y  W3 X 3 + Y Y  W3 ,9 X 3 e 9
3 3 9
= Y Xi  ( Y  Wi ’9 e 9 +
J  + N\ * A/"i + Nm * N m
[x, 0 , x ® 0 ] Y  Wi X 3 + Y V9 e 9 + Y Y  W3 ,9X 3 ° 9
j  9  3 9
=  Y j  X i  ( Y j  W3 i9®9 +  W j j + Y ^  V9®9  
j  V 9 J 9
J  -t- G + * M  + ... 4- Nm * N m
We can see from Table 5.2 that by combining x  and 0 with x 0 0  we are dynamically 
adjusting the weights for x  using the quality/confidence information.
5.5 Q uality/Confidence dependent decision level fusion
Figure 5.6 shows a diagram of decision fusion introduced by Kryszczuk et al in [69], 
the only difference being that rather than using one expert for each modality, experts 
within modalities are combined using score fusion to allow for a scalar value to represent 
each modality.
l,m
m=l
‘j,m
Dm<'ra=2
‘J,m
Cl
Cl
Figure 5.6: Decision Fusion architecture.
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Prom Figure 5.6, three main stages can be identified:
1. Intramodal score level fusion; when more than one expert is present in a modality, 
score level fusion is used to combine the scores.
2. Intramodal decision level fusion: decision of the combined/uncombined score for 
each modality, is evaluated based on an an equal error rate (EER) threshold set 
on the training data.
3. Multimodal decision level fusion; when two modalities produce conflicting deci­
sion, the final decision is the decision of the modality with the highest derived 
confidence. This is shown in Table 5.3.
Face Speech F inal decision
D = 1 
£ > = 0  
D = 1
D = 0
D = 1 
D = 0 
D = 0
D = 1
1
0
1 : if 0f > 0 v 
0 : otherwise 
1 : if CM f  < CMS 
0 : otherwise
Table 5.3: Following [69], the decision fusion rule for the architecture shown in Figure 
5.6.
We shall conduct five different experiments using the four derived CMs and the available 
QM as the selection mechanism when the modalities produce conflicting decisions. It 
should be noted that as we have two QMs for both the face and speech modality, an 
average for the two is computed in each case.
5.6 Experim ental Results
5.6 .1  Score L evel Fusion  
Intramodal Fusion
Table 5.4(a) shows the performance of the individual experts. In part (b) of Table 
5.4, we can observe the results of intramodal fusion, when all the six face experts are
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combined on their own or with their QMs, or when the speech expert is combined with 
its QMs.
From Table 5.4, the following observations are made:
• In all but two cases, combining the six face experts delivers improvement over the 
best individual expert (f2). The exception was noted while using a GMM classifier 
to fuse the experts, when the non-linear term x (£)(/) was included in the input 
of the GMM classifier. On the other hand we observe that the introduction of 
the non-linear term to the input of discriminative fusion (LR and SVM) achieved 
system improvement when compared to the results of experiments where the term 
x  ®  <f), is absent.
• Combining the speech expert with its QMs leads to some improvement over the 
performance of the speech expert. However the improvement was not significant. 
Surprisingly, good results were achieved when using a GMM classifier with an 
arrangement that includes the non-linear term x ®<£.
• In general, one can conclude from the results of intramodal fusion, that includ­
ing quality information in fusion delivers improved system performance, when 
compared to fusing without quality information.
M ultim odal Fusion: M SSP A rch itectu re
The results of combining all experts (six face and one speech) using the MSSP archi­
tecture for the four arrangements listed in Table 5.2, are shown in Table 5.5.
From Table 5.5 we can observe the following:
• In all experiments, the fusion of all experts delivers improved performance over 
the best individual expert (f2 ).
• The best performance was achieved when fusing with the product rule. This 
supports our finding in Chapter 4.
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Table 5.4: The a priori and a posteriori performance of (a) individual experts, and 
(b) Intramodal Fusion when combining all six face expert scores and/or QM (classifiers 
with subscript f) and when the speech expert is combined its QMs (classifiers with 
subscript v). The conventional architecture, SSJP is used to combine experts and/or 
QMs. The contribution of the good and degraded quality data to the HTER is expressed 
respectively in bold  and italic.______________________________________________
(a) Expert Performance
Expert EER [%] A priori A posterioriFAR [%] FRR[%] HTER [%] HTER [%]
f l 7.66 8.58 14.18 11.38 (6.74/13.97) 11.14 (7.74/13.05)
£2 3.83 4.95 10.87 7.91 (3.57 /10.10) 8.35 (5.04/5.55)
f3 6.63 9.01 7.46 8.23 (5.851948) 7.99 (5.31 /9.41)
f4 4.69 4.82 16.39 10.61 (2.13 f  17.51) 9.69 (2.76/17.71)
f5 8.84 8.03 41.53 24.78 (3.00/39.62) 24.67 (9.31/55.44)
f6 8.51 7.39 26.06 16.72 (5.58123.00) 16.47 (8.91/20.80)
v l 2.21 2.09 20.91 11.50 (1.11/17.64) 9.21 (4.33/12.48)
(b) Intramodal Fusion of six Face Experts
Algorithm EER [%] A priori A posterioriFAR [%] FRR[%] HTER [%] HTER [%\
arrangement =  [rr]
LR 2.21 2.68 7.83 5.25 (1.62/7.55) 4.72 (2.47/5.55)
SVM 2.36 2.89 8.20 5.54 (1.72/7.74) 5.16 (2.63/5.54)
GMM 2.50 3.70 7.55 5.63 (2.16/7.75) 5.89 (2.99/7.51)
arrangement =  [x, <f>]
LR/ 2.21 2.60 6.35 4.48(1.42/5.55) 4.28(1.82/5.55)
SVM / 2.36 2.73 6.08 4.40(1.34/ 6.80) 4.33(1.68/5.55)
GMM / 2.21 3.00 7.37 5.18(1.70/7.49) 5.01(2.43/5.55)
LRS 2.21 2.06 20.72 11.39(1.02/17.55) 9.39(4.04/15.51)
SVM s 2.21 2.05 21.09 11.57(1.04/17.55) 9.41(4.15/15.54)
GMM, 1.80 1.96 21.09 11.53(0.95/17.0^) 11.18(4.35/17.11)
arrangement =  [x,x(g)<f)]
LR/ 2.06 2.48 6.45 4.46(1.42/6.54) 4.13(1.84/5.15)
SVM / 2.36 2.81 5.16 3.98(1.27/5.55) 4.24(1.62/7.10)
GMM / 4.30 7.67 17.77 12.72(3.71 /19.12) 13.44(5.97/19.72)
LRS 2.21 2.06 20.81 11.44(1.09/17.57) 9.21(4.35/15.45)
SVM, 2.21 2.06 20.81 11.43(1.09/17.55) 9.21(4.35/12.44)
GMM, 2.36 2.53 18.69 10.61(1.30/16.38) 9.85(4.51/15.75)
arrangement =  [x , 4>,x&)4>]
LR/ 2.12 2.40 6.72 4.56(1.51/5.45) 4.60(2.34/5.54)
SVM / 2.21 2.66 5.62 4.13(1.36/5.55) 4.15(1.70/5.55)
GMM / 4.59 6.85 15.47 11.16(4.43 /  i4 .ll) 12.71(7.91 /13.51)
LRS 2.21 2.13 19.98 11.06(1.15/17.09) 9.48(3.98/15.55)
SVM, 2.21 2.19 19.71 10.95(1.11/16.86) 8.98(4.07/12.52)
GMM, 1.91 1.94 19.52 10.73(0.99/15.75) 9.85(3.87/15.85)
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Table 5.5: The a priori and a posteriori performance of Multimodal Fusion, when 
combining six face and one speech expert for good and degraded data. Using MSSP, the 
contribution of the good and degraded quality data to the HTER is shown respectively
in bold  and italic.
Algorithm EER [%] A priori A posterioriFAR [%] | FRR[%] HTER [%] HTER [%]
arrangement =  [x
LR 4- sum 0.74 1.01 9.21 5.11 (0.59/7 .61) 3.80 (1.91/4.55)
SVM +  sum 1.18 1.53 6.72 4.13 (1.03/5.77) 3.70 (2.14/4.55)
GMM +  sum 1.61 2.16 8.01 5.09 (1.3717.01) 4.60 (2.63/5.45)
LR +  prod 1.18 1.35 6.63 3.99 (1.06/5.55) 3.61 (1.90/4.45)
SVM +  prod 1.19 1.40 6.63 4.02 (0.96/5.55) 3.77 (2.15/4.57)
GMM + prod 1.62 1.69 8.66 5.17 (1.09/7 .36) 5.25 (2.63/5.75)
arrangement =  [x,<j>]
LR +  sum 0.83 1.08 9.30 5.19 (0.66/7.57) 3.87 (2.08/4-55)
SVM +  sum 1.18 1.56 7.55 4.56 (1.11/5.25) 4.32 (2.50/4.55)
GMM +  sum 1.40 2.06 7.55 4.80 (1.33/5.55) 4.38 (2.33/5.55)
LR +  prod 1.32 1.57 4.00 4.28 (1.20/5.52) 3.90 (2.16/4.55)
SVM +  prod 1.18 1.43 7.73 4.58 (1.04/5.55) 4.38 (2.49/5.00)
GMM +  prod 1.16 1.69 6.54 4.11 (1.17/5.55) 3.78 (1.98/4.55)
arrangement =  [x, x<£)(p\
LR +  sum 0.74 1.07 9.21 5.14 (0.64/7.55) 3.87 (2.03/4.75)
SVM +  sum 1.18 1.55 6.17 3.86 (1.01/5.55) 3.66 (1.99/4-55)
GMM +  sum 1.91 2.74 10.04 6.39 (1.99/5.55) 6.54 (3.62/7.55)
LR 4- prod 1.26 1.47 7.00 4.23 (1.15/5.75) 3.87 (2.09/4.55)
SVM +  prod 1.03 1.30 5.43 3.37 (0.85/4-72) 3.50 (1.85/4.57)
GMM + prod 1.13 1.34 9.67 5.50 (0.85/5.75) 5.62 (2.40/5.77)
arrangement =  [x,(f),x<§§(J)\
LR +  sum 0.73 1.06 9.86 5.46 (0.66/5.57) 3.82 (2.13/4.55)
SVM +  sum 1.03 1.48 4.05 2.77 (0.76/4.10) 2.70 (1.06/4.25)
GMM + sum 0.88 1.42 7.64 4.53 (0.92/5.77) 4.70 (1.86/7 .30)
LR +  prod 1.09 1.36 5.89 3.63 (1.03/4-55) 3.22 (1.61/4.75)
SVM +  prod 0.88 1.22 4.05 2.64 (0.72/5.57) 2.30 (0.84/5.52)
GMM +  prod 0.94 1.61 8.01 4.81 (0.97/7.75) 4.70 (1.89/7.42)
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•  SVM delivers the best performance in all input arrangements, particular for ar­
rangement [x, 0, £ 0  </>], delivering an improvement of «  67% over the best indi­
vidual expert when comparing the a priori HTERs.
• In most cases, the inclusion of the QMs when fusing all experts achieved better 
performance than when no QMs were used, with the arrangement, [a:, <f>, 
being the best.
M ultim odal Fusion: M S JP  A rch itec tu re
The results achieved when using the MSJP architecture for different input arrangements 
are shown in Table 5.6.
Table 5.6: The a priori and a posteriori performance of Multimodal Fusion, when 
combining six face and one speech expert for good and degraded data. Using MSJP, the 
contribution of the good and degraded quality data to the HTER is shown respectively
in bold  and italic.
Algorithm EER [%] A priori A posterioriFAR [%] FRR[%] | HTER [%] HTER [%]
arrangement =  [x]
LR +  sum 0.59 0.67 8.29 4.48 (0.39/6.77) 3.13 (1.59/4.55)
SVM +  sum 0.66 0.71 6.17 3.44 (0.37/5.20) 2.57 (1.21/5.55)
GMM +  sum 1.03 0.95 7.83 4.39 (0 .45 /6.72) 3.31 (1.53/4.56)
LR +  prod 0.59 0.63 6.35 3.49 (0.34/5.25) 2.39 (1.16/5.15)
SVM +  prod 0.59 0.62 7.18 3.90 (0.33/5.55) 2.95 (1.35/4.06)
GMM +  prod 1.18 1.05 12.52 6.79 (0.49/10.51) 7.00 (3.22/9.63)
arrangement =  [x,(f>]
LR +  sum 0.51 0.62 7.09 3.86 (0.32/5.50) 2.85 (1.20/4.16)
SVM +  sum 0.61 0.59 5.43 3.01 (0.2314.72) 2.15 (0.76/3.46)
GMM +  sum 0.55 0.48 6.72 3.60 (0.20/5.55) 2.67 (0.91/4.55)
LR +  prod 0.44 0.49 6.08 3.28 (0.21/5.11) 1.97 (0.75/5.57)
SVM +  prod 0.59 0.55 7.00 3.77 (0.22/5.94) 2.45 (0.82/4.55)
GMM +  prod 0.59 0.55 9.85 5.20 (0.21/8.22) 4.42 (1.40/7.44)
arrangement =  [x,x&) <j>\
LR +  sum 0.59 0.66 7.37 4.01 (0.35/6.12) 2.67 (1.19/5.74)
SVM +  sum 0.60 0.55 5.34 2.95 (0.22/4.62) 2.12 (0.73/5.45)
GMM +  sum 1.32 2.22 14.83 8.52 (1.05/12.97) 8.69 (4.10/11.78)
LR +  prod 0.36 0.48 6.08 3.27 (0.24/5.55) 1.93 (0.81/5.55)
SVM +  prod 0.59 0.52 6.81 3.67 (0.20/5.75) 2.21 (0.73/5.54)
GMM +  prod 1.26 1.35 14.64 8.00 (0.65/12.33) 7.37 (3.49/5.51)
arrangement =  [*, (j), x  (g) (f>\
LR +  sum 0.44 0.43 8.10 4.27 (0.22/6.62) 2.66 (1.21/5.55)
SVM +  sum 0.44 0.45 5.71 3.08 (0.19/4.81) 1.75 (0.66/5.75)
GMM +  sum 1.03 1.51 10.87 6.19 (0.74/5.55) 6.54 (3.47/5.55)
LR +  prod 0.38 0.35 6.81 3.58 (0.17/5.55) 2.48 (1.04/5.55)
SVM +  prod 0.48 0.52 5.52 3.02 (0.21/4.75) 2.09 (0.75/5.55)
GMM +  prod 1.18 1.70 11.79 6.74 (0.85/10.18) 7.37 (3.98/5.55)
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From Table 5.6, the following observations were made:
• With the exception of two cases, improved performance was achieved through 
fusion when compared to the best individual expert. The exception being when 
the term x(£)(f) was included in the input of a GMM classifier. This was also 
observed when combining all six face experts (shown in Table 5.4). However, 
combining the speech and face modalities after the initial intramodal fusion seems 
to benefit the system significantly. The a priori HTER of 12.74% achieved by 
the face experts when using arrangement [x, x  ®  <f>] for the GMM classifier was 
reduced to 8.52% after the speech expert is fused with the combined face experts.
• The overall best performance was achieved by the SVM classifier for arrangement 
[x, x(£)(f>], delivering an improvement of «  63%.
• For the MSJP architecture, including quality information in fusion delivers sig­
nificant improvement when compared to fusing without any quality information.
M ultimodal Fusion: SSJP Architecture
The results of fusing all experts with the SSJP architecture, using different input ar­
rangement are shown in Table 5.7.
From Table 5.7, the following is observed:
• In all but one of the cases, fusing all experts delivers an improvement over the 
best individual expert. The only exception is the arrangement, [x, x&)<f>], when 
combining with the GMM classifier. This has also been observed for the other 
two architectures in Tables 5.6 and 5.7.
• For discriminative classifiers (SVM and LR), the inclusion of QMs achieved a 
significant improvement over quality free combination of experts.
• The best performance was observed with the SVM classifier achieving an improve­
ment of ph 73% over the best individual expert.
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Table 5.7: The a priori and a posteriori performance of Multimodal Fusion, when 
combining six face and one speech expert for good and degraded data. Using SSJP, the 
contribution of the good and degraded quality data to the HTER is shown respectively
in bold and italic.
Algorithm EER [%] A priori A posterioriFAR [%] | FRR[%] | HTER [%] HTER [%]
arrangement =  [cc]
LR 0.43 0.49 5.25 2.87 (0.27/4-35) 2.34 (1.16/3.73)
SVM 0.44 0.56 5.62 3.09 (0.32/4.55) 2.30 (1.16/5.35)
GMM 0.49 0.72 5.34 3.03 (0.37/4.56) 2.58 (1.26/3.33)
arrangement =  [x,(f>]
LR 0.39 0.34 4.42 2.38 (0.11/3.37) 1.65 (0.44/5.35)
SVM 0.29 0.34 4.79 2.56 (0.12/4-35) 1.67 (0.51/5.35)
GMM 0.45 0.78 5.99 3.39 (0.39/5.73) 2.76 (1.24/3.37)
arrangement =  [x,a'(£)<f>]
LR 0.33 0.42 4.42 2.42 (0.17/3.73) 1.83 (0.59/3.34)
SVM 0.35 0.53 3.68 2.11 (0.22/3.57) 1.69 (0.53/5.33)
GMM 2.06 3.03 19.06 11.05 (1.37/75.35) 11.33 (5.04/75.35)
arrangement =  [a, <j), x  ®  (f>]
LR 0.26 0.38 4.97 2.68 (0.14/4.53) 1.75 (0.49/3.35)
SVM 0.29 0.44 4.05 2.24 (0.20/3.47) 1.84 (0.60/3.35)
GMM 1.03 1.60 13.72 7.66 (0.86/77.54) 7.09 (3.60/3.34)
M ultim odal Fusion: C om paring th e  perform ance of th e  a rrangem en ts  th a t  
include QM s w ith  two m ethods re p o rted  in th e  lite ra tu re
Figure 5.7 shows the relative a priori HTER (%) performance of quality dependent 
fusion and the conventional fusion (where the input features are just the scores). Five 
fusion methods are compared; logistic regression with arrangement [a?, <f>] (labelled as 
2); logistic regression with arrangement [x,x <g> <j>] (labelled as 3); logistic regression 
with arrangement [x, </>,# (g> </>], (labelled as 4); the method derived by Bigun et al [12] 
(This is labelled as ’B’, also in Table 5.8); and the method derived by Fierrez-Aguilar 
et al [36] (This is labelled as ’S’, also in Table 5.8).
Bayes Conciliation was proposed by Bigun et al [12], while an SVM classifier was ad­
vocated by Fierrez-Aguilar et al [36]. In [36], QMs were incorporated in the penalty 
function of the SVM. This method also requires the tuning of two parameters on the 
development set. In [12], the fusion method used is made adaptive through the intro­
duction of client supervisor and impostor supervisor. Each supervisor re-adapts to each 
claim as a function of QM of the input. The client supervisor estimates the expected 
true authenticity score of an input claim based on its expertise in recognising client
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Figure 5.7: A priori HTER (%) of score fusion, comparing the methods used in [36] 
and [12]. The arrangement for the fusion is explained in Table [5.8].
data (likewise for the imposter). This means that each supervisor gives an estimate of 
how likely a claim belongs to its group. In a way it refers to the confidence measure 
for that claim. The final decision, whether the claimant is a client or an imposter, 
is based on looking at the client and imposter supervisor and choosing the supervisor 
which comes closest to its goal (1  for client, 0  for impostor).
We see from the results, that the best performance was obtained by our proposed 
fusion input arrangement of [x,<f>,x ® <f>], where an improvement of up to ~  35% was 
achieved. Bigun et al [12] ’s method provided the worst performance, while Fierrez- 
Aguila et al [36] ’s method although not as good as the method proposed in this chapter 
provided an improvement in some fusion tasks of up to 26%. However, this method 
takes approximately four times longer than our proposed method to run, due to the 
tuning of two parameters on the development set.
Multimodal Fusion: Including QM and/CM  when fusing
The four figures in Figure 5.8, show the results achieved in extensive fusion experiments, 
where we use 28 different input arrangements (Table 5.8) to allow us to determine which 
measure QM or CM provides the best fusion system performance. We compare these
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Figure 5.8: Relative change of a priori HTER (%) as compared to: (a), and (c), fusion 
without QM/CM; (b), and (d) the best performing individual expert, for 27 — 1 possible 
combination of experts. The arrangements labelled 1-16, or 5’-16’ are shown in Table 
5.8. Using the SSJP architecture (Figure 4.3) with a logistic regression classifier.
results with conventional fusion (input of [a:]), Figures 5.8(a) and 5.8(c), and the best 
individual experts, Figures 5.8(b) and 5.8(d). Each arrangement is used for all possible 
2 6 — 1 combinations of face experts fused with the speech expert, to allow conclusions 
to be drawn.
The SSJP architecture provides the best performance overall, and it is the least complex 
and the quickest of the three architectures discussed in Chapter 4. A logistic regression 
classifier is used in all cases.
Figure 5.8(a) and (c) shows the relative a priori HTER (%) performance of quality 
dependent fusion and the conventional fusion with input feature [x]. Table 5.8 provides 
information on the fusion input arrangements that correspond to the numbers in Figure 
5.8.
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N um ber A rrangem ent
1 M
2 [x,4>]
3 [a;, x®<j>]
4 [x, (f>, X 0  <f)]
5 [x, (p1]
6 [x, X 0 (p1]
7 [®, p 1, x  0  p 1]
8 [x, p 2]
9 [x, X 0 p2]
10 [re, p2, x 0  p2]
11 [x, p6]
12 [x, x  0 p3]
13 [x, p3, a: 0  p3]
14 [x, pA]
15 [x, x  0  pA]
16 [x, pA, x  0  pA]
5’ [x, (ft.p1]
6 ’ [x,x <g> (f),X <g> p 1]
7’ [a:, </>, p 1, x  0  (f>, x  0  y?1]
8’
9’ [a;, a: 0  <f>, x  0  <^2]
1 0 ’ [a;, </>, p 2, x  0  (/), x  0  </>2]
1 1 ’ k  <£-¥>3]
1 2 ’ [a;, a; 0  (f), x  0  9?3]COt“H [re, </>, <^3, a; 0 (j), x  0  ?^3]
14’ k  < ^ 4]
15’ [a:, a; 0  (f>, x  0 <^4]
16’ [a;, (f), pA, x®(f),x® pA\
B Bigun et al [12]’s method
S Fierrez-Aguilar et al [36] ’s method
Table 5.8: All arrangements with their associated labels.
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We show in Figure 5.8(a) the performance with QM or derived CM included in the 
fusion input. Arrangements 2-4 show the results with QM, while arrangements 5-16 
show the results when CM is included. Experiments 5-7, and 11-13 show the results 
when QM is used to obtain CM, while 8-10, and 14-16 show the results when only x  is 
used to derive CM.
From Figure 5.8(a), we see that the best overall performance is achieved when QM 
is included as a feature to the fusion input. Our proposed arrangement of [#, q,x ® 
q] delivered the best performance, providing on average an overall improvement of 
approximately 21% on fusing without quality. However up to 35% improvement can 
be achieved. The arrangements [a;, q] and [a;, q, x  <g) q\ are comparable in performance, 
with the latter being slightly superior.
For the arrangements, with CM included in the fusion input, the following observations 
can be made:
• Using (p2 =  P(correct\x, </>) outperforms pA = P(C\x, </>) — P{I\x, (f>).
• cp2 achieved the best result with an average improvement of around 18%, however 
around 34% can be achieved. This is for arrangement [a;, p2].
• Using p 1 =  P(correct\x) deteriorates the system performance in all fusion tasks, 
when compared to conventional fusion.
• The inclusion of QM to derive the CM provides an improvement in score level fu­
sion. This improvement is significant when comparing P(correct\x) and P(correct\x 
but only slight when comparing P(C\x) — P(I\x)  and P(C\x, <j>) — P(I\x, (f>).
This allows us to conclude that quality information obtained directly from biometric 
samples is vital for system improvement. In fact using QM as an input feature in quality 
dependent score level fusion provides the best performance. Deriving CM using QM 
provides good system improvement, but this leads to extra complexity. Figure 5.8(b) 
shows the result when QM and CM (implemented with or without QM), are included 
as a feature. The following observations can be made:
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• In experiments 5’-16’, the inclusion of QM as a feature enhances system perfor­
mance when compared to conventional fusion.
• The derived CM P(C\x, <j>) — P{I\x, </>) outperforms P(correct\x, (ft).
This provides further evidence of the importance of QMs in quality dependent score 
level fusion. It suggests that including QM and CM as features leads to a significant im­
provement over the use of CM only. However the addition of CM offers no improvement 
over QM only.
It should be noted that in all experiments, multimodal fusion provides a significant 
system improvement of up to 70% when compared to the performance of the best 
expert (Figures 5.8(b) and 5.8(d)).
5.6 .2  D ecision  L evel Fusion
The 63 possible intramodal combinations of the 6 face experts were combined with the 
speech expert. The results are shown in in Figure 5.9. The CM proposed by Kryszczuk 
et al [6 8 ] (</?2), where QM is used, and the one without QM (p1), both delivered the 
worst results. Interestingly when QM was used as CM in the decision fusion, the results 
were significantly better than when p 1 or p2 were used as CM. p3 and p4 achieved the 
best overall performance in decision fusion. It should also be noted that the architecture 
of the decision fusion, Figure 5.6, is very similar the MSJP architecture (Chapter 4, 
Figure 4.2), with the main difference being that, rather than fusing the modalities using 
score level fusion at the final stage, decision level fusion is performed.
From Figure 5.9, we can observe that the best overall performance is achieved when QM 
is used to derive CM. However, it is interesting to note that the system performance of 
decision level fusion where CM is derived from scores and QMs is only slightly better 
than decision level fusion where CM is derived without the use of QMs. This implies 
that for the best performance, QM is required. However the extra processing and 
computational time used to acquire the QMs does not justify the slight improvement 
achieved.
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Figure 5.9: A priori HTER (%) of Decision fusion 
5.6.3 Score Level versus Decision Level Fusion
This experiment is designed to compare the performance of score fusion with decision 
fusion, over all the possible 26 — 1 experiments. The result for our proposed fusion input 
of [x, <f>, x<S>4>\ is compared with the best decision fusion, when using as the confidence 
measure. Figure 5.10 shows that in all cases score fusion outperforms decision fusion.
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Figure 5.10: A priori HTER (%) of Score Fusion with [x, (f), x 0  4>\ as the fusion input 
vs Decision Fusion with <£>4 used as the confidence measure. The symbols in the legend 
represents the number of face experts fused with the speech expert.
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5.7 Conclusion
We addressed the problem of score level fusion of intramodal and multimodal experts 
and decision level fusion of multimodal experts, in the context of biometric identity 
verification. The focus was on quality based fusion controlled by biometric data quality.
The chapter investigated several things:
• the merit of using as features not only quality and/or confidence measures, 
but also the cross terms obtained by taking the product of score and qual­
ity/confidence to generalise the fusion feature space.
• the use of different architectures in score level fusion.
• the use of discriminative and generative trained fusion classifiers for score level 
fusion.
• decision level fusion when the decision about class membership is made by the 
modality with the highest confidence/quality measure.
• a comparison of score and decision level fusion.
Prom our investigations the following findings were made:
• the inclusion of quality information in fusion leads to significant system improve­
ments over conventional fusion, where no quality information is used.
• the best performance can be achieved when scores and quality features and the 
associated cross terms are considered jointly as a basis for decision making.
• discriminative classifiers achieved better performance than generative, particu­
larly when quality information is included as a feature. This is due to the fact 
that a discriminative classifier learns the boundaries between classes rather than 
the underlying class distributions.
• the CMs derived with the aid of QMs and scores consistently achieved better per­
formance than the ones derived only with scores, hence suggesting that computing 
QMs directly from biometric samples is an important approach to QDF.
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•  the SVM and LR classifiers offers comparable performance. However the SVM 
delivered the best performance.
• the conventional SSJP architecture achieved the best overall performance, but 
the MSJP architecture is robust in all experts combinations.
• score level fusion delivered better performance than decision level fusion, with 
the best performance achieved when the feature space [x, <j>, x  <g> <f>] is used in a 
discriminative classifier.
Some of the findings in this chapter were published in [65].
Chapter 6
Quality Controlled Fusion
We have seen in the previous chapter (Chapter 5), that including QMs when combining 
experts delivers significant system improvement over fusing experts without the use of 
the quality information. In this chapter we investigate the idea that biometric samples 
of varied quality are likely to be clustered. For instance, if the biometric data is collected 
in a small set of distinct environments, or using a small set of devices supplied by 
different manufacturers, or involving sensor technology for a particular biometric trait 
designed on different principles, the data acquired will tend to cluster into a number of 
quality states corresponding to the distinct conditions of the data acquisition process.
This is observed in the adapted XM2VTS database, where images with strong side 
illumination are considered to be of ’’degraded” quality, and additive white noise is 
added to original speech data to create ’’degraded” quality speech data. The original 
face and speech data is considered to be of ’’good” quality, as it was collected under 
supervision and in a controlled environment.
In Figure 6.1, the probability density of the scores produced by a face and speech expert 
on the adapted XM2VTS database are shown respectively in part (a) and (b) for both 
the training and test data set. These figures show the separate client and imposter dis­
tribution for the ’’degraded” and ’’good” quality section of the database. We also show 
the client and imposter distributions for all available data (good+degraded quality). 
From these figures, we observe that good quality client data have higher scores than
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(a) Probability density of fl (b) Probability density of v l
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(c) Scatter graph of fl vs QM (d) Scatter graph of v l vs QM
Figure 6.1: (a) and (b) show the probability density distribution of the face expert (fl) 
and the speech expert (vl) on the adapted XM2VTS database. The distribution is 
shown for good quality data (clic and imp*?), degraded quality data (clip and impd ), 
and mixed quality data (clig + d  and impg + d )- (c) and (d) show scatter plot of scores 
against QMs, with good quality client data, good quality imposter data, degraded 
quality client data, and degraded quality imposter data respectively represented by 
blue, red, cyan, and magenta.
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degraded quality client data. On the other hand, the opposite is noted for imposters, 
but the difference in the distribution of good and degraded quality data is very small 
for the face expert but large for the speech expert. This may be due to the fact that, 
whereas the ” degraded” quality data for the face expert is derived from the original 
image, the speech data was produced synthetically.
Figures 6.1(c) and 6.1(d) show scatter graphs of the same face and speech expert against 
one of the avaliable QMs. From these we can see that the QMs are clustered for both 
client and imposter data. By taking a closer look at the face expert we can see that 
using the mixed data to set a threshold for all scores regardless of QM (Figure 6.2(a)), 
can lead to a lot of errors. This is because we can see from Figure 6.2(a) that the 
threshold for the good quality data should be higher, while a lower threshold is more 
appropriate for the degraded quality data. By setting separate thresholds for the good 
and degraded quality data (Figure 6.2(b)), the number of errors can be decreased. It 
is therefore evident that when dealing with biometric samples of varied quality, using a 
single threshold is not adequate. A better solution would be to consider the threshold 
to be a function of QMs.
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(a) Scatter fl against QM (b) Scatter fl against QM (Zoom)
Figure 6.2: Scatter plot of face expert fl against the frontal QM for the adapted 
XM2VTS database, (a) shows the E E R q+d obtained using the mixed (good and 
degraded) data, while (b) is the same graph zoomed in to show that thresholds obtained 
on the good (E E R q ), mixed (E E R q+d ), and degraded (E E R p ) quality data, will 
achieve a better separation.
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6.1 Proposed M ethodology
Rather than including QMs directly into a fusion classifier (as done in Chapter 5, and 
all the literature that uses QMs in fusion), in this chapter we introduce a novel way of 
using the QMs to separate data into groups before fusing, hence eliminating the need 
to increase the dimension of the fusion input by directly using the QMs.
Learning a regression function that will allow us to define thresholds as a function of 
QMs is a difficult task, as the number of variables increases while the number of training 
samples stays constant. We shall therefore explore any clustering tendency of biometric 
data quality. The clustering will be achieved either manually or automatically.
6.1.1 M anual T hreshold  Q uality  C ontrolled  Fusion
The study of fixed fusion rules in [63] demonstrates that the sum rule outperforms all 
other fixed rules. Alkoot et al showed in [4] that the product rule outperforms even the 
sum rule provided the veto effect of conflicting low valued scores is suppressed. The 
product rule and the sum rule have been compared by Kittler et al in [46] and Tax 
et al in [117]. These studies demonstrate that the sum rule is robust to noise. The 
sensitivity of the product rule to noise is due to the veto effect. Tax et al also show 
that the product rule outperforms the sum rule when the correlation between data is 
low and noise is low. However if the noise is high, the product rule becomes unreliable 
even when correlation is low. These studies lead to the following conclusion:
• if a high level of noise is present, the sum rule is preferable.
• for a low level of noise and low correlation, the product rule should be favoured 
as it outperforms the sum rule in these conditions.
• when experts are highly correlated, even when the noise level is low the sum rule 
should be chosen, as it outperforms the product rule under these conditions.
[46] shows theoretically that the product rule is more sensitive to noise than the sum 
rule. These observations can be exploited when combining experts. Scores are assumed
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to be normalised, so that any fixed rule, including the product rule can be used for 
fusion. Thus score values are confined to the interval [0,1].
The decision whether to label the quality of a biometric sample, Xj, as high or low 
quality is dependent on the quality measure, </>m, of the sample, available for modality 
m  to which expert j  belongs to. It also depends on the mean 4m and the standard 
deviation cr^ m of the QMs for the biometric modality. A sample Xj is labelled as high 
quality if:
4 m  ^  4*171 &<t>m (^-1)
While a sample is labelled as low quality if:
4*711 <  4 m  ^4>m (6*2)
Let rz be the number of experts working with samples of quality {high, low} E  z. Based 
on this decision, we can identify three situations:
1. All-high: f'low =  0, all expert outputs in a sample are of high quality.
2. All-low: rhigh =  0, all expert outputs in a sample are of low quality.
3. Mixed: riow ^  0 and r^gh 0, some experts have high quality and some have 
low quality.
We shall see later in Section 6.2.1 that experts within groups tend to be correlated. 
Thus for every sample, within each group, the preferable fixed fusion rule is the sum 
rule. The fused score for a sample in a group with quality {high, low} E z  is thus given 
as
£  E ?= i *u */ rz > 1 )1 i f  r z = 0 J
Setting the sum to 1 when a group contains no expert is for a later convenience.
Now, in each group we will end up with two averaged scores Shigh and Slow- Especially 
in the mixed group these two scores can further be combined by a fixed rule. We 
shall see later that the score averaging process in each group results in fused scores
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Sz, {high, low} € z which are much less noisy, and surprisingly, also less correlated.
This suggests that the optimal fixed fusion rule for this second fusion stage should be 
the product rule. Accordingly, the final fused score S will be given as
*5* — SfiigJl X  SlOW ( 6 -4 )
The resulting score S  is then compared against the threshold where {high, low, mixed} 6  
vo. These thresholds are estimated from the training data but it is a relatively simple 
task. The training and test phase for the Manual threshold Quality Controlled Fusion 
(MQCF) is illustrated in Figure 6.3.
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Figure 6.3: Proposed manual threshold quality control fusion method (MQCF).
We shall extend the MQCF algorithm further, by identifying three groups: high (all 
biometric data for a sample are considered to be of ’’high” quality), medium (all bio­
metric data for a sample are considered to be of ’’medium” quality), low (all biometric 
data for a sample are considered to be of ’’low” quality), and mixed (where all the
6.1. Proposed Methodology 105
biometric data for a sample are not considered to be of the same type of quality). The 
types of quality (high, medium, and low) are defined using the following thresholds:
Table 6.1: Thresholds for MQCF, splitting into three groups.
high 0 m ^  0 m d"
medium 0 m — 0 (pm 5; 0 m < 0 m +
low 0 m < 0 m — &(f>m
6.1 .2  A u tom atic  T hreshold  Q uality  C ontrolled  Fusion
Rather than clustering QMs for each modality individually, in this section we shall 
identify clusters within a data set using all QMs regardless of modality. This ensures 
that all data within a group are related through their QMs, and eliminates the need 
for the mixed group (when biometric data within a sample are of mixed quality) to be 
required, as used in the MQCF method.
The clusters within the QMs are identified using the fc-means clustering algorithm. 
This algorithm allows k clusters to be distinguished in a data by attempting to find 
the natural centre of each cluster. This is achieved by initially assigning each of the k 
centres through a random selection of k points from the training data set. Clusters are 
then formed by assigning each of the other points in the training data set to its nearest 
centre using Euclidean distances. The mean of each cluster is computed and assigned 
as the new cluster centre. This process is repeated until the new cluster centre for each 
cluster is very close to the previous.
During training, a fusion classifier is used to combine expert outputs in each clus­
ter. Along with the cluster centre, the EER threshold for each cluster is stored for the 
test/authentication phase, as illustrated in Figure 6.4(a). During testing/authentication 
(Figure 6.4(b)) the cluster membership of a submitted sample is determined by the 
’’Quality Control”, using the data stored during training to find the nearest cluster 
centre (with the aid of euclidean distance) to the sample. Once the cluster member­
ship is determined, expert outputs are combined using the fusion classifier Ck used 
by its cluster, and the class membership of the sample is determined using the stored 
threshold on the combined score.
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In our experiments the same fusion classifiers are used to combine expert outputs in 
each cluster. The sum rule after Z-score normalisation, LR, and SVM classifiers are all 
compared with different numbers of clusters.
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Figure 6.4: Proposed automatic threshold quality control fusion method (AQCF).
6.2 Experimental Results
6.2.1 M anual Threshold Quality Controlled Fusion
Since the quality measures provided by the two different modalities are not expected 
to be in the same range, they are normalised. Each modality has two quality mea­
sures; “frontal quality” and “illumination quality” for face, signal-to-noise ratio (SNR) 
and “entropy quality” for speech. These are averaged for each modality. We further
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normalise each quality measure by dividing it by the median quality measure value for 
that modality. This gives 1 as the normal quality, >1 as high quality, and <1 as low 
quality.
It is interesting to note the correlation between the expert’s outputs using low and high 
quality data. Table 6.2 shows the correlation coefficient between all the expert’s outputs 
for clients (in bold) and imposters (in italic) in the development data set. Table 6.2(a), 
shows the correlation coefficient for all samples in the training data set. All the face 
expert’s data are observed to be correlated, where fl (face 1), f2 and f3 are highly 
correlated, and f4,f5, and f6 are also highly correlated. This is expected as fl, f2,and f3 
are the same classifiers but with different type of pre-processing, likewise for £4, f5, and 
f6 . The speech expert’s outputs is not correlated to any of the face expert’s outputs. 
When all the biometric data of a sample are considered to be of ’’low” quality, (Table 
6 .2 (c)), the expert’s outputs have lower correlation in most cases than for the entire 
training data set. However the speech expert’s outputs seems to be more correlated 
with the face expert’s outputs, but the low quality biometric samples are likely to 
be noisy. When all the biometric data in a sample are considered to be of ’’high” 
quality (Table 6.2(d)), the correlation between expert’s outputs is comparable to the 
correlation between expert’s outputs for the complete training data set. For samples 
that have mixed qualities 6 .2 (b), again the correlation between expert’s outputs is 
comparable. However, for low quality samples, the speech expert’s outputs seem to be 
more correlated to the face expert’s outputs. The same relationship is noted for the 
evaluation test data set.
For the mixed quality scenario the resulting two fused scores after combining the low 
and high qualities separately have low correlation. In fact the correlation coefficient 
of the combined scores obtained by the sum is 0.3684/-0.2888 client/imposter for 
the development set and 0.2946/-0.3235 client/imposter for the evaluation set. This 
confirms that these group scores are ideally suited for fusion by the product rule.
We have designed experiments to compare the following:
• MQCF and conventional fixed rule fusion
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Table 6.2: Coefficient of correlation between the six face and one speech experts com­
puted on the training data set for the client (in bold) and imposter (in italic) samples, 
where fl to f6  are the six face experts and v l is the speech expert. Part (a) shows the 
correlation between experts for data (good and degraded) in the data set, while (b), 
(c) and (d) show the correlation coefficient for claims where the quality measure for
the biometric data is mixed, low, or high for all experts respectively.
fl f2 f3 f4 f5 | f6 vl
(a) Training data set
fl
f2
f3
f4
f5
f6
vl
1.00/1.00 
0.81 /0.55 
0.76/0 4 0  
0.73/0.25 
0.68/0.13 
0.66/0.11 
0.19 /0.02
0.81/0.5^
1.00/1.00
0.89/0.48
0.79/0.21
0.78/0.16
0.76/0.09
0.26/0.01
0.76/0.40
0.89/0.48
1.00/1.00
0.79/0.15
0.76/0.12
0.79/0.11
0.18/0.02
0.73/0.25
0.79/0.21
0.79/0.15
1.00/1.00
0.92/0.49
0.90/0.34
0.31/0.07
0.68/0.15 
0.7 8/0.10 
0.76/0.12 
0.92/0.49 
1.00/1.00 
0.92/0.42 
0.36/0.09
0.66/0.11 
0.76/0.09 
0.79/0.11 
0.90/ 0.34 
0.92/0.42 
1.00/1.00 
0.26/0.05
0.19/0.02
0.26/0.01
0.18/0.02
0.31/0.07
0.36/0.00
0.26/0.05
1.00/1.00
(b) Samples containing mixed qualities
fl
f2
f3
f4
f5
f6
vl
1.00/1.00 
0.82/0.51 
0.76/0.39 
0.74 /0.20 
0.71/0.06 
0.70/0.08 
0.32/0.00
0.82/0.51 
1.00/1.00 
0.85/0.47 
0.84/0.17 
0.84/0.07 
0.79/0.05 
0.42/-0.02
0.76/0.50 
0.85/0.47 
1.00/1.00 
0.78/0.16 
0.73/0.05 
0.80/0.11 
O.2O/-0.01
0.74/0.20
0.84/0.17
0.78/0.15
1.00/1.00
0.93/0.50
0.92/0.51
0.38/0.05
0.71/0.06
0.84/0.07
0.73/0.05
0.93/0.50
1.00/1.00
0.91/0.57
0.49/0.00
0.70/0.05
0.79/0.05
0.80/0.11
0.02/0.51
0.91/0.57
1.00/1.00
0.29/0.07
0.32/0.00  
O.42/-0.02 
O.2O/-0.01 
0.38/0.05  
0.49/0.00  
0.29/0.07  
1.00/1.00
(c) Samples containing low qualities
fl
f2
f3
f4
f5
f6
vl
1.00/1.00 
0.48/0.49 
0.78/0.57  
0.54/0.21 
0.23/-0.06 
0.50/0.04 
-0.10/-0.03
0.48/0.49 
1.00/1.00 
0.57/0.41 
0.82/0.17  
0.66/-0.06 
0.41/-0.08 
0.47/-0.11
0.78/0.57 
0.57 /0.41 
1.00/1.00 
0.54/0.15 
0.17/0.01 
0.43/0.05 
0.06/0.02
0.54/0.21
0.82/0.17
0.54/0.15
1.00/1.00
0.90/0.05
0.82/0.10
0.58/0.02
O.23/-0.00 
0.66/-0.06 
0.17/0.01 
0.90/0.05 
1.00/1.00 
0.75/0.20 
0.64/0.04
0.50/ 0.0  ^
O.41/-0.05 
0.43/0.05 
0.82/0.10 
0.75/0.20 
1.00/1.00 
0.62/0.01
-O.1O/-0.05 
0.47 /-0.11 
0.06/-0.02 
0.58/0.02  
0.64/0.04 
0.62/0.01 
1.00/1.00
(d) Samples containing high qualities
fl
f2
f3
f4
f5
f6
vl
1.00/1.00
0.81/0.56
0.75/0.40
0.73/0.29
0.67/0.17
0.64/0.12
0.11/0.03
0.81/0.56
1.00/1.00
0.90/0.49
0.76/0.26
0.75/0.22
0.74/0.15
0.14/0.04
0.75/0.40
0.90/0.49
1.00/1.00
0.79/0.21
0.76/0.15
0.79/0.12
0.12/0.04
0.73/0.20 
0.7 6/0.20 
0.79/0.21 
1.00/1.00 
0.92/0.54 
0.89/0.55 
0.22/0.07
0.67/0.17
0.75/0.22
0.76/0.15
0.92/0.54
1.00/1.00
0.93/0.46
0.22/0.09
0.64/0.12 
0.74/0.15 
0.79/0.12 
0.89/0.55 
0.93/ 0.^0 
1.00/1.00 
0.19/0.05
0.11/0.05  
0.14/ 0.0  ^
0.12/ 0.04 
0.22/0.07  
0.22/0.00  
0.19/0.05  
1.00/1.00
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• using quality as a feature in the fusion process (Chapter 5) and using the quality 
information to split the data set (MQCF).
Figure 6.5 shows the relative a priori HTER (%) of the sum fusion rule using a con­
ventional architecture (SSJP, see Chapter 4), a logistic regression with just the expert 
score as the input to the fusion process, logistic regression with QMs added as an input 
feature (Chapter 5, using [x, 0 , x ® 0 ]) ,  SVM with QMs used to normalised the score 
(proposed by Fierrez-Aguilar et al in [36]), and the proposed manual threshold quality 
controlled fusion method. These experiments were performed on all possible 26 — 1 
combinations of face experts with the speech expert.
10
o
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-50
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Figure 6.5: Relative a priori HTER(%) of the sum fusion, logistic regression without 
QM, logistic regression with QM (Chapter 5, using [x, 0, x ® 0 ]) ,  SVM with qual­
ity measure (Fierrez-Aguilar et al [36]), and the proposed manual threshold quality 
controlled fusion.
It is interesting to note the following:
1. For logistic regression the average observed relative improvement is 14% with 
the best improvement realising 39%. This is expected as a trained rule is likely 
to outperform a fixed rule, particularly when the performance of the experts 
varies. However, for certain sets of experts, the logistic regression can degrade 
the performance by as much as 9%.
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2. For the method proposed in Chapter 5 (using [x, <£,x® <£], denoted Kittler), an 
improvement was achieved in all fusion tasks with an average of 33%, but as much 
as 49% can be obtained.
3. For the method proposed by Fierrez-Aguilar et al in [36] an average improvement 
of 15% with a peak gain of 42% and the worst loss of 8 % can be achieved.
4. For the proposed MQCF method, an improvement in all the fusion tasks was 
observed, with an average improvement of 27%, but up to 39% can be achieved.
These observations highlight the following:
1. Fusion using quality information outperforms conventional fusion.
2. In score level fusion, quality measures can be used in two ways; as input to the 
fusion process, or as a control parameter.
3. When using quality measures as part of the input to the score level fusion, the 
method proposed in Chapter 5 (using [x, </>,x® </>]) provides the best average 
performance and clear improvement in all the fusion experiments. This is evident 
from Figure 6.5.
4. The score level fusion using MQCF offers very good average performance, and it 
also provides improvement in performance in all fusion tasks in the experimental 
comparison with the sum rule. In fact the proposed quality control with a fixed 
rule performs better than the logistic regression, as shown in Figure 6.5.
In Figure 6 .6  we show the a priori HTER(%) results of each possible combination 
of experts with the MQCF method against the conventional sum rule. We observe 
that the best performance was not achieved when combining all experts, rather when 
combining three or four face expert with the speech expert.
The a priori HTER(%) results achieved using the MQCF when splitting into three 
groups (high, medium, and low) are shown in Figure 6.7, along with the results achieved 
for the conventional sum rule and the MQCF when splitting into two groups (high and 
low). The results for all possible 26 — 1 combinations of face experts with the speech
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Figure 6 .6 : (a) A priori HTER (%) of good + degraded test data, with Mean Fusion 
vs Proposed Quality Controlled Fusion. Each point in the figure represents one of the 
possible 63 multimodal fusion tasks. The numeric labels in the legend indicate the 
number of face experts fused with the only speech expert.
expert are shown. We observe that by splitting the QMs into three rather than two 
achieved system deterioration. This may be due to the fact that there are only two 
natural clusters for the QMs, degraded (darken images, and degraded speech) and good 
quality (original images and speech).
6.2.2 A utom atic Threshold Quality Controlled Fusion
As the k-means clustering algorithm initially determines the cluster centres through a 
random selection of data points, this may lead to different clustering each time. For 
this reason each experiment is repeated fifty times. Figures 6 .8 (a), 6 .8 (b), and 6 .8 (c), 
respectively show the a priori HTER (%) results when combining all seven experts 
(six face and 1 speech) using the sum rule with Z-score normalisation, LR classifier, 
and a SVM classifier. We show the results for different numbers of clusters, when each 
experiment is run fifty times. From these Figures we can see that the optimal results 
for each classifier was achieved when only two clusters are used. This may be attributed 
to the fact that the dataset contains two natural clusters, which further supports our
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Figure 6.7: Absolute a priori HTER(%) results achieved using the sum rule, the pro­
posed MQCF when splitting QMs into two groups (MQCF_split2), and the proposed 
MQCF when splitting QMs into three groups (MQCF_split3).
findings by the MQCF method.
In Figures 6 .8 (d), we show a plot for all three fusion classifiers when the mean HTER 
for the fifty experiments are computed. From this we can clearly see that while the 
optimal cluster number is two, the SVM classifier delivered the best results. We see 
that for the SUM^ and SVM classifier, improved performance over not clustering the 
data, was achieved when using up to 5 clusters. However, for high number of clusters, 
(> 5), the performance seems to deteriorate, this may be due to the fact that as the 
number of clusters increases, the number of samples in each class for training each 
classifier also decreases significantly. Figure 6 .8 (d) also plots two lines showing the 
result achieved by the MQCF method when splitting the data into two clusters, and 
the results achieved by the QDF method (Chapter 5, using [x, </>, x (££) <f>\ with the 
conventional SSJP architecture with an SVM classifier). We show that the automatic 
threshold quality controlled fusion (AQCF) method, when using two clusters achieved 
comparable performance to the QDF method. A distinct advantage of the AQCF
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Figure 6 .8 : Absolute a priori HTER(%) results achieved when running each experiment 
fifty times using (a) the sum rule with z-score normalisation for AQCF, (b) a LR 
classifier for AQCF, (c) an SVM classifier for AQCF, and (d) all three classifiers, when 
the mean of the fifty experiments are computer, along with the result achieved when 
using the MQCF with the data split into two groups and the QDF using [x, 0, x (££) </>] 
as the fusion input for an SVM classifier.
MQCF,
! 15
No. of duste rs
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method over the QDF method is that the dimensionality of the fusion input is not 
increased.
It is also interesting to note that the MQCF (two clusters) method achieved significant 
improvement over the AQCF when using the sum rule, suggesting that the information 
of correlation between experts that was exploited by the MQCF is significant when 
using the fixed rules.
It can also be noted that combining expert outputs with a LR classifier after splitting 
the data set into more than three clusters achieved significant system deterioration. 
This suggests that the LR classifier is less robust when a limited number of training 
samples is avaliable.
6.3 Conclusion
This chapter addresses the problem of quality controlled fusion of multiple biometric 
experts. We focused on the fusion problem in a scenario where biometric trait quality 
expressed in terms of quality measures can be coarsely quantised. We developed two 
fusion methods: (1) MQCF uses fixed rules that can be easily trained. The methodology 
involves a two stage process, whereby in the first stage, expert scores are grouped 
according to the quality of the underlying biometric sample. In each quality group the 
scores are combined by averaging. The resulting group scores are finally combined by 
product. We argued that the proposed scheme exploits the properties of fixed fusion 
rules in the best possible way and provided experimental evidence in support of this 
argument. (2) AQCF is a general method that allows any fusion classifier to be used 
to combine experts after splitting data. This method also involves two stages, where 
in the first stage, the cluster membership of a sample is identified, and in the second 
stage, experts are combined using the fusion classifier of the determined cluster.
Our results show significant performance gains over conventional fusion. The perfor­
mance is comparable to the state of the art method reported in Chapter 5. The proposed 
MQCF system is much easier to design and requires less data for training, while the 
AQCF system can use trained rules. However it does not increase the dimensionality
6.3. Conclusion 115
of the fusion input. Some of the findings in this chapter were published in [33].
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Chapter 7
Dealing w ith Incom plete Samples
A sample x, containing expert outputs (x =  [aq,..., xj\)  may have one or more of its 
values missing. This may be attributed to: poor quality biometric data; poor data 
capture; or classifier error incurred when computing the similarity scores.
Missing values (incomplete samples) become an issue for fusion classifiers where the 
number of inputs is fixed. Three approaches have been identified in the literature to 
overcome the problem of incomplete samples:
1. Deletion: deleting samples containing missing values. This is a popular method 
that resorts to the extreme measure of rejecting all claims resulting in one or 
more missing values. In adverse conditions (i.e environmental noise or poor data 
capture), where the probability of obtaining incomplete samples is high, the time 
taken to acquire biometric data and produce the verification/identification results 
can be long. This is inconvenient to the users, as the user will be requested to re­
submit claims that resulted in incomplete samples. Also individuals that cannot 
supply all the biometric data (due to injury or disability) can therefore not use 
a system that discards incomplete samples, thereby eliminating one of the main 
advantages of a multimodal system
2. Maximum likelihood: computing maximum likelihood of observed data, while 
integrating out the missing values. This method ensures that only available data
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is used to make the final decision on class membership. It however limits the type 
of fusion classifiers that can be used to combine experts.
3. Imputation: replacing missing values with estimated values, thereby ensuring 
that the number of inputs available for all samples is consistent. By estimat­
ing the missing data, one does not limit the type of fusion classifier than can 
be used to combine experts. However, when a large percentage of data is miss­
ing, there is a danger of producing a system that is biased to the training data 
set, as the missing values are estimated from the training data. This may lead 
to a situation where the data being used for training will be duplicated for 
test /  verification/identification.
In this chapter we investigate two approaches for dealing with incomplete samples: 
(1) an imputation approach, where we adapt the popular k-NN imputation method to 
produce a superior technique more suited for the classification problem, (2 ) we introduce 
a fourth approach called the exhaustive fusion framework, where we eliminate the need 
to estimate missing values or delete partial samples.
The database used was the one provided for the Biosecure competition [8 8 ], where 
the original data contain some missing values (& 18% of imposters and «  1.4% of 
client samples in the test data set are missing). Table 7.1 shows the total number 
of samples (incomplete and complete) in the database and the number of complete 
samples. The database also offers data sets where 10%, 20%, 30%, and 40% of the client 
and imposter data values were randomly marked as missing. However, an imbalance of 
the percentages of the samples with incomplete data between the clients and imposters 
is considerable.
Table 7.1: The total number of samples (in black), and the number of complete samples 
(in red) in the original BioSecure database.
Imposters Clients
Training 84048(83844) 408(406)
Testing 307680(250790) 1256(1238)
The adapted XM2VTS database where 10%, 20%, 30%, and 40% of the client and 
imposter samples are randomly marked as missing will also be used. This database is 
balanced.
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7.1 Proposed M ethods of Im putation using k-NN
For convenience, we shall re-visit the k-NN imputation method (proposed by Dixon [27]) 
described in Chapter 2.5. In this method a missing value is predicted by considering 
training samples that are most similar to the test vector.
A test sample x  contains observed values xa, and missing values xb, where x =  [xa, xb] 
without loss of generality. To predict missing values, only the complete samples from 
the training data set V  are used. Let V a and denote the set of training data 
corresponding to the observed and missing expert outputs in the test sample x  (It 
should be noted that V a and T>b change for each test vector).
Thus a training sample £, where £ 6  V, is considered to be composed of two parts. 
The ”observed” £a, and ’’missing” £b part, containing the outputs of the experts that 
are observed or missing in the test sample. Therefore the length of £a is equal to the 
length of xa, and likewise for the missing parts.
We shall define a k-NN function: f k : V ai xa, d —> V'a(x.a). This function takes a training 
data set V a, an observed sample xa and a distance metric d (typically Euclidean) in 
order to output the k-nearest neighbours to the observed part of a test sample x°. The 
k-NN function is defined as follows:
f k{Va, x a, d) =  arg1:fc so r t^ eVad(x.a, £a)
where sort gives an ordered list of samples (according to the metric d) in ascending 
order and arg1:fc returns only the top k elements.
Once the k-NN set V'a =  f k(T>a:xa, d), is determined, the missing values are replaced 
by the mean of the samples in the complement set V'b:
k
( 7 . 1 )
i = 1
where x  denotes the predicted value.
We extend Equation 7.1 by using three variants.
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1. k-N N i: the use of class-conditional samples, where the aim is to predict the class 
a test sample belongs to, and only use training data from the assumed class to 
estimate the missing values. The class of the test sample is predicted by finding 
the class mean that the sample is closest to using Euclidean metric. Then
1 A  ^  Vh' if l|xa -  \£ 'II <  ||xa -± = L Y £ b )  6 11 (7.2)
i = i 1 $  € T>1' otherwise
where
<=l
x a, d) and is the counterpart of for both classes.
2 . k-N N 2 : the use of client-specific samples, where only training data from the 
submitted claimed identity, q, is used to estimate missing values.
x  =  i \ e v ' btq (7.3)
7 = 1
with V h denoting the client-specific but class-unconditional score set.
3 . k-NNs: the use of class-conditional and user-specific samples, where only samples 
from the claimed identity, q, and from the predicted class, £, are used to estimate 
missing values.
ki =  l y y  I C j e c g  i f | | x “ - ^ ' l l < l | x ° - ^ ' l l  ( 7 4 )
k i=i ' [  Si e  T>l'q otherwise
with T>9 and u,i'Q are defined similarly to equation (7.2), except that they are o,q
client-dependent.
7.2 Proposed Exhaustive Framework
We build fusion classifiers for all possible combinations of experts in the training phase, 
retaining the fusion parameters for each classifier. In the test phase we select the
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appropriate classifier based on the observed experts, and use its fusion parameters to 
fuse the test data. This can be expressed as: y = / Com(x°), where fcom is a fusion 
classifier. Since there are J  features (experts), one needs to estimate (2J — 1) f Comi 
which corresponds to the number of possible combination of elements in x ° .  The 
proposed framework is shown in Fig 7.1 when considering four experts.
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Figure 7.1: Structure of proposed Exhaustive Framework, with 4 experts. Group A 
represents instances where there are no missing values, group B, C, D shows instances 
where one, two, three, expert(s) are missing, respectively, and group E represents claims 
with the expert’s similarity measures missing. The crossed out box represents missing 
values from a particular expert.
Training: Each instance [1-15] shown in Figure 7.1 is set up by taking the vectors of 
training data that meet the conditions of each instance. Let us consider Instance 3, 
the training data consists of all the claims which contain observed data from expert 1 , 
3, and 4. A fusion classifier then designed for each instance and the threshold for that 
instance is set by finding the equal error rate (EER) point.
For Instance 16, where all the similarity scores for all the experts are unknown, any 
access that falls into this category will be rejected.
Testing: For each claim, the missing values are flagged and the remaining similarity
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scores are combined using the parameters of the appropriate instance. The threshold 
(A) associated with that instance is used to decide whether to accept or reject the 
claim.
A disadvantage of this framework is its exponential complexity as (2J — 1 ) rules are 
required to cover the respective instances. With a large number of experts, the training 
of the system will be costly in terms of time and storage.
7.2.1 E xp erim en ta l D a ta  Sets
We randomly create different percentages of missing data for our experiments. Note 
that there are no missing data among the similarity scores for the original XM2VTS 
database. When creating missing data for the XM2VTS database, we ensure that at 
least one observed similarity score is present for each claim. The BioSecure database, 
provided for the BioSecure competition [8 8 ] already contains missing data.
Note first of all that the number of client and imposter samples that are incomplete in 
the adapted XM2VTS database is balanced while the BioSecure database is imbalanced. 
Secondly, only the adapted XM2VTS database contains the same subjects in both 
training and testing. Therefore the client-specific variant of the k-NN (k-NN2 and 
k-NN3) can only be tested on the adapted XM2VTS database.
7.3 Experim ent Results
We compare experimentally, six imputation methods: zero (setting all missing data to 
zero), mean (setting missing data to the mean of all observed values for the missing 
expert in the training data set), k-NN1, k-NN]3, &-NN23, and k-NN33.
We show in Figures 7.2 and 7.3 the DET curves obtained with the above imputation
methods when combining all the experts available in each database (four experts in
BioSecure database and seven experts in the adapted XM2VTS database) using a
1A:=10 if the number of training samples is >10, else k is the size of the training sample. When the
required conditions are not met (i.e there are not enough training samples with the selected claimed
identity q) the complete training data set V a is used.
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GMM and LR classifier. The DET curves are shown for 10%, 20%, 30%, and 40% of 
client and imposter data missing. For the BioSecure database, we also include the DET 
curve for the original database as some data are genuinely missing.
From Figures 7.2 and 7.3, we see that the zero imputation method delivered the worst 
performance. The mean imputation method offers good system performance when the 
percentage of missing data is < 10, but degrades in performance otherwise. The k-NN 
imputation method delivered in general good system performance. However, the pro­
posed modification achieved better performance, particularly when a large percentage 
of data were missing. Surprisingly our client-specific k-NN variant achieved significantly 
better performance than all other imputation methods. In fact the system performance 
achieved, when estimating 40% of the data, is better than that achieved with the orig­
inal data, suggesting that the test data set has become biased to the training data set. 
This can be attributed to the fact that by using only data that matches the claimed 
identity, all predicted data for the claimant will be close together, thereby reducing 
the variance of the predicted values. We can also see from Figure 7.3 that the FAR 
delivered a worse performance than the FRR when using k-NN2 . This is due to the 
fact that as we are selecting ten nearest neighbours to estimate missing values, there 
will always be imposter data used to estimate client data, as there are at least 3 clients 
and 300 imposters for each claim in the test data set.
Interestingly, the client-specific, class conditional variant, k-NN3 , offered worse system 
performance than the client-specific k-NN2 variant, suggesting that the coarse method 
used to predict the class of a claim was not reliable.
We show in Figure 7.4 all the imputation methods compared with the exhaustive fusion 
framework, using a LR classifier for fusion (the adapted XM2VTS database in Figure 
7.4(a) and the BioSecure database in 7.4(b)). The figure reports the HTER, FAR, and 
FRR results achieved for percentage of missing data.
From Figure 7.4 the following observations are made:
• Overall the zero imputation gives the worst performance.
• The adapted k-NN methods and exhaustive framework, deliver improved perfor-
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Figure 7.2: BioSecure database: DET curves for different imputation methods with LR 
or GMM classifiers when using data sets that contain 10%, 20%, 30%, and 40% missing 
values.
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Figure 7.3: Adapted XM2VTS database: DET curves for different imputation methods 
with LR or GMM classifiers when using data set that contain 10%, 20%, 30%, and 40% 
missing values.
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Figure 7.4: Experimental results obtained with different imputation methods for (a) 
the adapted XM2VTS and (b) the BioSecure database. The results show the HTER, 
FAR and FRR.
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mance over the original &-NN and mean imputation.
• In Fig. 7.4(b) for the BioSecure database, the zero imputation has the best 
performance for 0% missing data. This is due to the fact that this method is 
biased towards imposters as there are significantly more imposter data missing 
than client data. This bias is apparent from the FAR and FRR graph. The FAR 
is considerably lower than the FRR. This bias becomes dominant with increasing 
missing values. In particular, at 40% missing data, the FRR is greater than 50%. 
This is also seen in the XM2VTS database, Fig. 7.4(a).
• The mean imputation provides comparable performance with the k-NN impu­
tation when a small percentage of the data is missing, <10%. However, when 
the percentage of missing data is high i.e. >10%, k-NN delivers a better system 
performance. It should be noted that the difference in performance between the 
mean and k-NN is significantly lower in the BioSecure database. This can be 
attributed to the high correlation of the three fingerprint expert’s output in the 
BioSecure database. The range of the predicted values for the three fingerprint 
experts was very small.
• The adapted fc-NNi, k-NN2 , and k-NN3 provided significantly improved perfor­
mance over the original k-NN method.
• The accuracy of predicting the class for the class-conditional fc-NNi and k-NN3 
was high for the BioSecure database (as shown in in Table 7.2). This supports 
the DET curves shown in Figure 7.2, where the fc-NNi was noted to deliver the 
best overall performance. However, although for the adapted XM2VTS database, 
the class conditional variant also achieved better performance, the gain was not 
significant. This may be because the class predicting rate is not high for clients 
as shown in Table 7.2.
• The exhaustive framework provides better performance for high percentage of 
missing data (> 20%). However, for a high number of experts, the training of 
this method requires excessive time and storage.
We show in Figures 7.5 and 7.6 respectively scores for different pair of experts for the
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Table 7.2: Table showing the accuracy of k-NNi at predicting classes for samples 
containing missing data____________________ ____________________
Missing
Data
Adapted XM2VTS BioSecure
Imposter (%) Client (%) Imposter (%) Client (%)
0 % - - 93.05 1 0 0
1 0 % 99.23 67.43 94.75 81.31
2 0 % 99.25 6 6 .8 6 95.51 80.56
30% 99.30 65.51 94.32 79.53
40% 99.34 61.81 95.16 80.56
adapted XM2VTS and the BioSecure databases for the original training and test data 
set, and for the test data set with 40% of the values missing after each imputation 
method (zero, mean, k-NN, fc-NNi, /C-NN2 , and k-NN3 ). In these Figures the observed 
client and imposter data are represented respectively by blue and red circles and the 
predicted client and imposter data are represented respectively by cyan and magenta 
+ signs. We observe from Figure 7.5 that the k-NN and k-NN 2 (client-specific) seems 
to best represent the distribution of the original test data, although it is clear that 
the variance of the distribution of the predicted client data is reduced for k-NN 2 (par­
ticularly for exp7), thereby making the data more separable when combining all the 
seven experts. From Figure 7.6 it is clear that the predicted client data in k-NNi (class 
conditional) seems to be more concentrated at the higher end of each axis, while the 
opposite is noted for fc-NN. This suggests that the FRR for fc-NNi will be lower than 
for k-NN, as confirmed in Figure 7.4(b)).
In all our experiments, we have chosen to select 10 nearest neighbours where possible, as 
this value has been suggested by other authors [1,118]. We conduct one final experiment 
using the original k-NN imputation method with different values of k, combining all 
experts in the Biosecure database with LR and GMM classifiers when 10% and 20% of 
data is missing.
From Figure 7.7, we note the following:
• The same general curve was obtained for the two databases containing different 
percentages of missing data, for each classifier.
• Different optimal values of k were found in all four cases.
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Figure 7.5: Scatter graph of the adapted XM2VTS database, showing the distribution 
of the original training and test data set, and the distribution of the data set after zero, 
mean, k-NN, k-NNi, k-NN2, and k-NN3 imputation for 40% missing values.
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Figure 7.6: Scatter graph of the quality-based Biosecure database, showing the distri­
bution of the original training and test data set, and the distribution of the data set 
after zero, mean, k-NN, k-NNi, &-NN2 , and k-NN3 imputation for 40% missing values.
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Figure 7.7: The a priori HTER of combining all four experts in the quality-based 
BioSecure database against different values of k for the k-NN imputation method.
• The system performance obtained when using k =  10 is not significantly different 
to best system performance achieved.
7.4 Conclusion
We have shown that the adapted k-NN imputation methods provide significant system 
improvement over the original k-NN and the popular and easy to implement mean 
imputation when experts are both highly correlated (BioSecure, Fig 7.4(b)), and when 
experts have low correlation (XM2VTS, Fig 7.4(a)). The k-NN performs better than 
the mean imputation. However the performance achieved by the mean imputation is 
acceptable. Zero Imputation is not a recommended imputation method as it provides 
a strong bias towards imposters. The exhaustive fusion framework is recommended. 
However, for a high number of experts, the k-NN\ or k-NN3 should be chosen.
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In all imputation methods, the aim is to ensure that the distribution of the original 
database is maintained. When a high percentage of data is missing, there is a danger 
of the predicted data replicating the training data, making the test data biased to the 
training data. This raises the question ”Is there a need for three data sets for predicting 
data?”: the training data set to set parameters (thresholds); a data set for predicting 
the missing values; and the test data set for testing the system performance.
The findings in this chapter were published in [34].
Chapter 8
Quality Dependent and Quality 
Controlled Fusion Using the  
BioSecure Database
The aim of this chapter is to show experimental results achieved with the proposed 
Quality Dependent Fusion method (introduced in Chapter 5) and the proposed Auto­
matic Threshold Quality Controlled Fusion method (introduced in Chapter 6 ), when 
using the BioSecure database. The k-NN2 imputation method has been used to predict 
the missing data in the original BioSecure database.
8.1 Experim ental Results
Figure 8.1 shows the experimental results of the Quality Dependent Fusion method and 
the Automatic Threshold Quality Controlled Fusion method.
We can observe from Figure 8.1(a) that including quality information as a feature to 
fusion inputs, significantly deteriorates system performance. This is due to the fact that 
the quality measures, available with the BioSecure database, do not discriminate well 
between good and degraded data (See Appendix B for scatter graphs of scores against
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Figure 8.1: Results for (a) quality dependent fusion and (b) automatic threshold quality 
controlled fusion, for the BioSecure Database.
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QMs). The results obtained suggests that our quality dependent fusion algorithm is 
dependent on the QMs being able to distinguish well between good and degraded data.
On the other hand our proposed automatic threshold quality controlled fusion algorithm 
delivers improved system performance when compared to the conventional fusion meth­
ods, where experts are combined without grouping. However the gain in accuracy is 
small, achieving «  3% improvement when combining with an LR classifier. The small 
gain in accuracy is attributed to the QMs not discriminating well between good and 
degraded data.
An interesting point to note, however, is that for the AQCF, an increase in accuracy 
was only noted when the data set was divided into two or four clusters. This suggests 
that there are two or four natural clusters in the BioSecure database. These natural 
clusters relate to the four ” states” of quality mixtures: (1) When both the face and 
fingerprint modalities are of good quality; (2 ) when both modalities are of degraded 
quality; (3) when the face modality is of good quality and the fingerprint modality 
is of degraded quality; and (4) when the face modality is of degraded quality and the 
fingerprint modality is of good quality. It should however be noted that for the training 
data sets, the third and forth ” states” were created by using the relevant data in the 
first and second ’’states”, which explains why the best results were obtained with two 
or four clusters.
8.2 Conclusion
We have shown that for quality based fusion, the QMs used are important. The QDF 
(direct use of QMs in fusion) deteriorates, when the QMs does not discriminant well 
between good and degraded quality data. In contrast, AQCF delivered some system 
improvement. This suggests that AQCF is the more consistent algorithm of the two, 
better equipped to avoid over-training.
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Chapter 9
Conclusions
9.1 Overview of achievements
It is evident from the literature and the work reported in this thesis that the fusion of 
experts, particularly multimodal fusion, delivers significant system improvement over 
the best individual experts. While the fusion of experts introduces an extra processing 
stage in the verification/identification process, the system accuracy achieved through 
fusion substantially compensates for the increased processing time.
While system accuracy is an important goal, when developing a verification/identification 
system, an important by-product is the reduction in the number of genuine users that 
are falsely rejected. Limiting inconvenience to the users may also be achieved by ensur­
ing that biometric data submitted by users is not unnecessarily constrained by stringent 
criteria, thereby increasing the time taken for a user to submit biometric data deemed 
as acceptable.
In this thesis we investigated: (1) ways of improving the accuracy of a fusion system 
by adapting currently available algorithms, and (2 ) ways of predicting missing expert 
data, to ensure that the system requests the user to re-submit his/her biometric data 
only in the last resort. We can identify three main achievements of our investigation:
1. The direct use of quality measures as a feature in a fusion algorithm can lead to 
significant gains provided that the quality measures relay useful information on
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the reliability of the biometric data. While the quality measures are not expected 
to discriminate between clients and imposters claims they should discriminate 
between degraded and good quality data.
2. The use of quality measures to identify conditions (clusters) for which different 
meta-parameters should be used. This method has been shown to achieve signif­
icant gains in system performance, even when the quality measures available do 
not discriminate well between biometric data of different quality.
3. Predicting missing values using a class conditional k-NN method achieves im­
proved system accuracy when combining experts.
Both the quality dependent and quality controlled fusion algorithms developed in this 
thesis were designed to ensure that the fusion classifiers used to combine experts are 
not specific. Rather it allows the user to select the fusion classifier best suited to the 
required application.
9.2 Future Research
The work carried out in this thesis has identified some areas that can benefit from 
further research:
• The need for quality measures that can distinguish well between good and de­
graded data. We have seen from our experiments that the frontalness and illu­
mination quality measures used for the adapted XM2VTS database were able to 
discriminate between the good and degraded data, thereby leading to significant 
system improvements when using them directly as extra features to a fusion sys­
tem or when they are used to cluster scores into groups. Prom the BioSecure 
database we see that while the quality measures did not discriminate well be­
tween good and degraded data, the direct use of them in a fusion system led to 
system deterioration. However, when the quality measures were clustered into 
groups for fusion, system improvements were achieved. It is important to note 
that when implementing a quality measure, noting differences (the way in which
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a data is captured, environmental conditions, or the equipment used to capture 
the biometric data), between biometric data considered to be of ’’degraded” or 
’’good” will allow one to discriminate between the two.
• Experimental results have shown that missing values can be detrimental to a 
fusion system. While the variant k-NN imputation methods introduced in this 
thesis increase accuracy in the system performance when compared to setting the 
missing data to zero. This area of research for classification is relatively new, 
and should be investigated further, particularly when the percentage of missing 
data is large. There is a danger of reproducing the training data set, therefore 
producing a bias.
Chapter 9. Conclusions
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Figure B.l: Scores against QMs, where the blue, cyan, red, and magenta, respectively
represents the good quality client data, the degraded quality client data, the good
quality imposter data, and the degraded quality imposter data.
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Figure B.2: Scores against QMs, where the blue, cyan, red, and magenta, respectively
represents the good quality client data, the degraded quality client data, the good
quality imposter data, and the degraded quality imposter data.
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Figure B.3: Scores against QMs, where the blue, cyan, red, and magenta, respectively
represents the good quality client data, the degraded quality client data, the good
quality imposter data, and the degraded quality imposter data.
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