Introduction
The present paper is a continuation of [GW1] , which was devoted to the existence of the Feynman propagator for Klein-Gordon fields on asymptotically Minkowski spacetimes. Let us first briefly recall the motivation of [GW1] .
On Minkowski spacetime (R 1+d , η), the Klein-Gordon operator P free = ∂ 2 t −∆ x + m 2 has four distinguished inverses, the retarded/advanced inverses G ret/adv which are Fourier multipliers by ((τ ±i0) 2 −(k 2 +m 2 )) −1 , and the Feynman/anti-Feynman inverses G F/F which are Fourier multipliers by ((τ ) 2 − (k 2 + m 2 ) ± i0) −1 . The retarded/advanced inverses exist on any globally hyperbolic spacetime (M, g) and are characterized as the unique solutions of P G ret/adv = G ret/adv P = 1l, supp G ret/adv v ⊂ J ± (supp v) , v ∈ C ∞ 0 (M ), where P = −✷ g + V , V ∈ C ∞ (M ; R) and J ± (K) is the future/past causal shadow of a set K ⊂ M . Their difference G = G ret − G adv , called the causal or PauliJordan propagator is used in the algebraic quantization of free Klein-Gordon fields on (M, g).
The Feynman/anti-Feynman inverses on Minkowski spacetime play a fundamental role in the perturbative renormalization of interacting Klein-Gordon fields.
It is not a priori clear how the Feynman/anti-Feynman inverses generalize to an arbitrary globally hyperbolic spacetime (M, g), but some of the properties they need to satisfy are understood since the work of Duistermaat and Hörmander [DH] , who proved the existence and uniqueness modulo smooth terms of Feynman parametrices.
Namely, if Φ t is the Hamilton flow of p(x, ξ) = ξ · g −1 (x)ξ restricted to the characteristic set N = p −1 ({0}) (understood as a subset of T * M \o, where o is the zero section of the cotangent bundle), one says thatG F is a Feynman parametrix if the operators 1l −G F P and 1l − PG F have smooth Schwartz kernels and
Here Φ s is the bicharacteristic flow acting on the left component of diag T * M (i.e., the diagonal in (T * M × T * M ) \o), and π : N × N → N is the projection to the left component.
This leaves open the question of the existence of a canonical Feynman inverse G F satisfying (1.1) on a globally hyperbolic spacetime (M, g), see [DS2] for a discussion.
If (M, g) is stationary, i.e. admits a global, complete, time-like Killing vector field K and if the potential V is invariant under K, it is well known that the vacuum state (with respect to the group of isometries generated by K) generates a canonical Feynman inverse.
In [GW1] we considered this problem for asymptotically Minkowski spacetimes. Inspired by works by Gell-Redman, Haber and Vasy [GHV, Va1] [GHV, VW] in the massless case, and are consistent with the general program outlined in Vasy's work [Va1] .
Our method of proof consisted in writing the Klein-Gordon equation as a first order system, which can be diagonalized globally in time modulo smoothing and decaying in time errors. After these reductions the problem can be handled by rather explicit methods.
Recently, Vasy [Va2] considered the same problem by working directly on the scalar operator P using microlocal methods, motivated by the issue of essential self-adjointness of P (see [DS1] ). Solving in this setting a conjecture by Dereziński and Siemssen [DS2, D] , he constructed the Feynman inverse G F between microlocal Sobolev spaces as the boundary value (P − i0) −1 of the resolvent of P . In the present paper we will recover Vasy's result in our framework by showing that P : X m F → Y m is indeed invertible rather than merely Fredholm, and that its inverse G F is a Feynman inverse, i.e. the wavefront set of its kernel equals the r.h.s. in (1.1), see Thm. 1.1 below.
The fact that P is of index zero could actually be concluded directly from [GW1] (see the proof of Prop. 2.3 in the present paper). Its injectivity from X m F to Y m is less evident, the proof turns out however to be very easy, by adapting arguments of [Va2] to our framework. The advantage of having such a result in our framework is that this provides a rather explicit parametrix for G F .
1.1. Klein-Gordon operators on asymptotically Minkowski spacetimes. In this subsection we recall the framework considered in [GW1] .
1.1.1. Asymptotically Minkowski spacetimes. We consider M = R 1+d equipped with a Lorentzian metric g such that
where η µν is the Minkowski metric and S δ std (R 1+d ) stands for the class of smooth functions f such that for x = (1 + |x|)
We recallt is a time function if ∇t is a time-like vector field. It is a Cauchy time function if in addition its level sets are Cauchy surfaces for (M, g). It is shown in [GW1] that if (aMi) holds, then (aMii) is equivalent to the familiar non trapping condition for null geodesics of g, and if (aMi), ii), iii) hold there exists a Cauchy time functiont such thatt − t ∈ C ∞ 0 (M ). Replacing t by t − c,t byt − c for c ≫ 1 we can also assume that Σ · · = {t = 0} = {t = 0} is a Cauchy surface for (M, g), which can be canonically identified with R d . In the sequel we will fix such a time functiont.
Klein-Gordon operator. We fix a real function
and consider the Klein-Gordon operator
1.2. The Feynman inverse of P . We now introduce the Hilbert spaces X m F , Y m between which P will be invertible. The spaces Y m are standard spaces of right hand sides for the Klein-Gordon equations, their essential property being that they are L 1 in t, with values in some Sobolev spaces of order m (not to be confused with the Klein-Gordon mass parameter m). The spaces X m F incorporate the Feynman boundary conditions, which are imposed at t = ±∞.
Hilbert spaces.
Using the Cauchy time functiont we can identify M with R× Σ, using the flow φ t of the vector field v = g −1 dt dt·g −1 dt and obtain the diffeomorphism:
such that
For m ∈ R we denote by
We equip X m with the norm
where ̺ s u =
is the Cauchy data map on Σ s · · =t −1 ({s}) and
is the energy space of order m. From the wellposedness of the inhomogeneous Cauchy problem for P one easily deduces that X m is a Hilbert space.
1.2.2. Feynman boundary conditions. Let us set
which are the spectral projections on R ± for the generator
of the Cauchy evolution for the free Klein-Gordon operator P free = ∂ 2 t − ∆ x + m 2 , to which P is asymptotic when t → ±∞.
We then set
It is easy to see that X m F is a closed subspace of X m . In this paper we will prove the following theorem:
2. Proof of Thm. 1.1
We now give the proof of Thm. 1.1. The first step consists in replacing P by χ * P , where χ is the diffeomorphism in (1.2). After an additional conformal transformation, we can reduce χ * P to a model Klein-Gordon operator of the type introduced in Subsect. 2.1. The reduction procedure is explained in details in [GW1, Sect. 4] . Theorem 1.1 is then reduced to Thm. 2.1 below, whose proof will be explained in this section.
2.1. Model Klein-Gordon operators. Let us recall the model Klein-Gordon operators introduced in [GW1, Sect. 2] . We work on R 1+d with elements x = (t, x) equipped with the Lorentzian metric
where
2 )(t, x). The operator a(t) is formally selfadjoint for the time-dependent scalar product
and P is formally selfadjoint for the scalar product
Conditions (aM) on the original metric g and potential V imply similar asymptotic conditions on a(t, x, ∂ x ) and r(t, x) when t → ±∞. More precisely one has:
We refer the reader to [GW1, Subsect. 2.3] for more details.
A further reduction.
It is convenient to perform a further reduction to the case r = 0. Namely setting
, we see that
is unitary and that
is formally selfadjoint for (·|·) 0 . Clearlyã(t, x, ∂ x ) satisfies also (Hstd), with the same asymptotic a out/in (x, ∂ x ). It is also immediate that the Hilbert spaces Y m , X m , X m F introduced in Subsect. 2.3 are invariant under the map u → Ru and hence it suffices to prove Thm. 2.1 for P replaced byP .
To simplify notation we will denote againP by P . Summarizing we have P = ∂ 2 t +a(t, x, ∂ x ), conditions (Hstd) are satisfied (with r = 0) and a(t,
2.2. Approximate diagonalization. Setting ̺u = u i −1 ∂ t u , the equation
One can then construct an operator T with T f (t) = T (t)f (t), and t → T (t) is a smooth family of matrix-valued pseudodifferential operators on R d such that
where H ad (t) is almost diagonal ie
where ǫ ± (t) are time-dependent pseudodifferential operators on R d , with principal symbols equal to ±(k ·h −1 (t, x)k) 1 2 , and V ad −∞ (t) is an off-diagonal matrix of timedependent operators on R d such that
is uniformly bounded in t for all m, p ∈ R. Let us denote by U ad (t, s) for t, s ∈ R the Cauchy evolution generated by H ad (t), i.e. the solution of
Then U ad (t, s) is symplectic, which translates into the identity:
where the adjoint is computed w.r.t. the scalar product of
2.3. Hilbert spaces. We set for m ∈ R
where H m (R d ) are the usual Sobolev spaces. Fixing γ with 1 2 < γ < 1 2 + δ, we set:
and denote by X m the space of u ∈ C 1 (R;
These spaces are equipped with the Hilbert space norms
, ̺ ad t u ad = u ad (t) are the Cauchy data maps at t = 0.
The well-posedness of the inhomogeneous Cauchy problems for P and P ad , see [GW1, Lemma 3.5] implies that X (ad),m are Hilbert spaces.
2.3.1. Feynman boundary conditions. Let us set
It is straightforward to show that
is a closed subspace of X ad,m . In [GW1, Sect. 3 .7] X ad,m F is defined using scattering data maps, see [GW1, Def. 3.7] : one sets
and U 
in terms of which X ad,m F can be defined as
Both definitions are the same using that U ad (t, s) and U 
2.4. Invertibility of P . We now prove the following theorem:
is boundedly invertible with inverse
In view of the results in [GW1] , the only part that deserves special attention is the proof that P is injective, which is reduced to a similar statement about P ad . The proof of Lemma 2.2 below is inspired by the work of Vasy [Va2, Prop. 7] , which in turn relies on arguments of Isozaki [I] from N -body scattering. In our framework it turns out to be very simple.
Lemma 2.2. One has:
Proof. Let us set χ ǫ (t) =´+ ∞ |t| 1l [1, 2] (ǫs)s −r ds for some 0 < r < 1. Note that supp χ ǫ ⊂ {|t| ≤ 2ǫ −1 }. Let us still denote by χ ǫ the operator χ ǫ ⊗ 1l C 2 . Recalling that q ad is defined in (2.3), we compute for u ad ∈ X ad,m F :
, χ ǫ (t)] = 0, and using that χ ǫ is compactly supported in t we can integrate by parts in t in the second line and obtain
Note that we used here that the scalar product in H 0 does not depend on t, which is the reason for the reduction to r = 0 in 2.1.1.
Since P ad u ad = 0 this yields
We claim that:
H 0 . The proof of (2.9) is elementary: we have
.5], which using δ > 1 and the Cook argument (i.e., estimating first the derivative in time, and then integrating) yields:
Since U ad out/in (0, t) is unitary on H 0 and u ad (t) ∈ X m F , this implies (2.9). Next, we computê
we have using (2.9):
Using (2.8) this yields Cǫ r−1 (c 
Moreover by [GW1, Lemma 3.7 (D t − H(t)) = 1l, we obtain that P G F = G F P = 1l. We also have ̺π 0 T G ad −∞ to gain regularity in the t variable and obtain that R : E ′ (R 1+d ; C 2 ) → C ∞ (R 1+d ; C 2 ). Therefore, G F −G F is a smoothing operator and it is shown in [GW1, Thm. 3.18 ] that WF(G F )
′ equals the r.h.s. of (2.6), which completes the proof. ✷
