Over the past decade we have witnessed the evolution of wireless sensor networks, with advancements in hardware design, communication protocols, resource efficiency, and other aspects. Recently, there has been much focus on mobile sensor networks, and we have even seen the development of small-profile sensing devices that are able to control their own movement. Although it has been shown that mobility alleviates several issues relating to sensor network coverage and connectivity, many challenges remain. Among these, the need for position estimation is perhaps the most important. Not only is localization required to understand sensor data in a spatial context, but also for navigation, a key feature of mobile sensors. In this paper, we present a survey on localization methods for mobile wireless sensor networks. We provide taxonomies for mobile wireless sensors and localization, including common architectures, measurement techniques, and localization algorithms. We conclude with a description of real-world mobile sensor applications that require position estimation.
Introduction
Wireless sensor network (WSN) applications typically involve the observation of some physical phenomenon through sampling of the environment. Mobile wireless sensor networks (MWSNs) are a particular class of WSN in which mobility plays a key role in the execution of the application. In recent years, mobility has become an important area of research for the WSN community. Although WSN deployments were never envisioned to be fully static, mobility was initially regarded as having several challenges that needed to be overcome, including connectivity, coverage, and energy consumption, among others. However, recent studies have been showing mobility in a more favorable light [1] . Rather than complicating these issues, it has been demonstrated that the introduction of mobile entities can resolve some of these problems [2] . In addition, mobility enables sensor nodes to target and track moving phenomena such as chemical clouds, vehicles, and packages [3] .
One of the most significant challenges for MWSNs is the need for localization. In order to understand sensor data in a spatial context, or for proper navigation throughout a sensing region, sensor position must be known. Because sensor nodes may be deployed dynamically (i.e., dropped from an aircraft), or may change position during run-time (i.e., when attached to a shipping container), there may be no way of knowing the location of each node at any given time. For static WSNs, this is not as much of a problem because once node positions have been determined, they are unlikely to change. On the other hand, mobile sensors must frequently estimate their position, which takes time and energy, and consumes other resources needed by the sensing application. Furthermore, localization schemes that provide high-accuracy positioning information in WSNs cannot be employed by mobile sensors, because they typically require centralized processing, take too long to run, or make assumptions about the environment or network topology that do not apply to dynamic networks. This paper presents a survey and taxonomy of localization methods for mobile wireless sensor networks. Localization is a well-studied problem in several areas including robotics, mobile ad hoc and vehicular networks, and wireless sensor networks. Here, we focus solely on those methodologies that relate directly to MWSNs. In order to understand localization in the context of mobility, we begin with an overview on mobile wireless sensor networks. The overview includes common MWSN architectures, discusses the advantages of adding mobility, and describes differences with WSNs. We then provide a taxonomy of localization methods in MWSNs. In addition, we discuss the impact centralized processing and the environment have on MWSN localization. Finally, we describe real-world MWSN applications that require position estimation.
At present, the most widely used method for localization is the NAVSTAR Global Positioning System (GPS) [4] . The system consists of approximately 24 satellites that orbit the planet, of which four are required to obtain location information (3 to determine 3D position, and 1 to resolve local clock uncertainty). The satellites continuously transmit messages that contain ephemeris data, transmission time, and vital statistics. Mobile receivers are then able to compute their location using lateration based on signal time of flight and orbital position data. Commercial-use GPS is accurate to within 10 meters, is free to use anywhere on the planet and, for many mobile applications, is an ideal localization technology that should be taken advantage of. However, there are also several situations in which it will not work reliably. Because GPS requires line of sight to multiple satellites, mobile sensor networks that are deployed in urban environments, indoors, underground, or off-planet will not be able to use it. Furthermore, although GPS receivers are available for mote-scale devices, they are still relatively expensive, and therefore undesirable for many deployments. Therefore, in this survey, localization is presented from a GPS-less perspective (i.e., one that does not rely solely on GPS technology).
The survey is organized as follows. In Section 2, we provide a description of the key features of mobile wireless sensor networks. Section 3 then focuses specifically on localization in MWSNs, and includes a taxonomy of localization methods. Section 4 continues with a description of MWSN applications that require localization. Section 5 concludes.
Mobile Wireless Sensor Networks
In this section, we provide a brief taxonomy of MWSNs, including the differences between MWSNs and WSNs, and the advantages of adding mobility.
MWSN Architectures
Mobile sensor networks can be categorized by flat, 2-tier, or 3-tier hierarchical architectures [5] , as illustrated in Figure 1 , and described below. A flat, or planar, network architecture comprises a set of heterogeneous devices that communicate in an ad hoc manner. The devices can be mobile or stationary, but all communicate over the same network. Basic navigation systems such as [6] have a flat architecture, as pictured in Figure 1a .
The two-tier architecture consists of a set of stationary nodes, and a set of mobile nodes. The mobile nodes form an overlay network or act as data mules to help move data through the network. The overlay network can include mobile devices that have greater processing capability, longer communication range, and higher bandwidth. Furthermore, the overlay network density may be such that all nodes are always connected, or the network can become disjoint. When the latter is the case, mobile entities can position themselves in order to re-establish connectivity, ensuring network packets reach their intended destination. The NavMote system [7] takes this approach. The 2-tier architecture is pictured in Figure 1b .
In the three-tier architecture, a set of stationary sensor nodes pass data to a set of mobile devices, which then forward that data to a set of access points. This heterogeneous network is designed to cover wide areas and be compatible with several applications simultaneously. For example, consider a sensor network application that monitors a parking garage for parking space availability. The sensor network (first tier) broadcasts availability updates to compatible mobile devices (second tier), such as cell phones or PDAs, that are passing by. In turn, the cell phones forward this availability data to access points (third tier), such as cell towers, and the data are uploaded into a centralized database server. Users wishing to locate an available parking space can then access the database. The 3-tier architecture is pictured in Figure 1c .
At the node level, mobile wireless sensors can be categorized based on their role within the network:
Mobile Embedded Sensor. Mobile embedded nodes do not control their own movement; rather, their motion is directed by some external force, such as when tethered to an animal [8] or attached to a shipping container [9] . Typical embedded sensors include [10] , [11] , and [12] .
Mobile Actuated Sensor. Sensor nodes can also have locomotion capability (for example, [13] , [14] , [15] ), which enables them to move throughout a sensing region [6] . With this type of controlled mobility, the deployment specification can be more exact, coverage can be maximized, and specific phenomena can be targeted and followed.
Data Mule. Oftentimes, the sensors need not be mobile, but they may require a mobile device to collect their data and deliver it to a base station. These types of mobile entities are referred to as data mules [16] . It is generally assumed that data mules can recharge their power source automatically.
Access Point. In sparse networks, or when a node drops off the network, mobile nodes can position themselves to maintain network connectivity [16] , [17] . In this case, they behave as network access points.
Advantages of Adding Mobility
Sensor network deployments are often determined by the application. Nodes can be placed in a grid, randomly, surrounding an object of interest, or in countless other arrangements. In many situations, an optimal deployment is unknown until the sensor nodes start collecting and processing data. For deployments in remote or wide areas, rearranging node positions is generally infeasible. However, when nodes are mobile, redeployment is possible. In fact, it has been shown [17] , [18] that the integration of mobile entities into WSNs improves coverage, and hence, utility of the sensor network deployment. This enables more versatile sensing applications as well [1] . For example, Figure 2 illustrates a mobile sensor network that monitors wildfires. The mobile sensors are able to maintain a safe distance from the fire perimeter, as well as provide updates to fire fighters that indicate where that perimeter currently is.
In networks that are sparse or disjoint, or when stationary nodes die, mobile nodes can maneuver to connect the lost or weak communication pathways. This is not possible with static WSNs, in which the data from dead or disconnected nodes would simply be lost. Similarly, when network sinks are stationary, nodes closer to the base station will die sooner, because they must forward more data messages than those nodes further away. By using mobile base stations, this problem is eliminated, and the lifetime of the network is extended [19] . Mobility also enables greater channel capacity and maintains data integrity by creating multiple communication pathways, and reducing the number of hops messages must travel before reaching their destination [20] .
Differences between WSNs and MWSNs
In order to focus on the mobility aspect of wireless sensor networks, it is important to first understand how the common assumptions regarding staticallydeployed WSNs change when mobile entities are introduced.
Localization. In statically deployed networks, node position can be determined once during initialization. However, those nodes that are mobile must continuously obtain their position as they traverse the sensing region. This requires additional time and energy, as well as the availability of a rapid localization service.
Dynamic Network Topology. Traditional WSN routing protocols [21] , which describe how to pass messages through the network so they will most likely reach their destination, typically rely on routing tables or recent route histories. In dynamic topologies, table data become outdated quickly, and route discovery must repeatedly be performed at a substantial cost in terms of power, time, and bandwidth. Fortunately, there is an active area of research dedicated to routing in mobile ad hoc networks (MANETs), and MWSNs can borrow from this work [22] .
Power Consumption. Power consumption models [23] differ greatly between WSNs and MWSNs. For both types of networks, wireless communication incurs a significant energy cost and must be used efficiently. However, mobile entities require additional power for mobility, and are often equipped with a much larger energy reserve, or have self-charging capability that enables them to plug into the power grid to recharge their batteries.
Network Sink. In centralized WSN applications, sensor data is forwarded to a base station, where it can be processed using resource-intensive methods. Data routing and aggregation can incur significant overhead. Some MWSNs use mobile base stations [19] , which traverse the sensing region to collect data, or 
Localization in MWSNs
In this section, we provide a taxonomy of localization methods for MWSNs, as well as survey selected works representative of common MWSN localization. An extensive library of WSN localization research has been published within the past decade [24] , [25] , and many of these techniques can be applied to MWSNs. The localization techniques use diverse hardware, algorithms and signal modalities, which can be categorized along several different dimensions. We start by describing the three phases typically used in localization ( [26] , [27] , [28] ): (1) coordination, (2) measurement, and (3) position estimation. We then focus on other aspects of MWSN-based localization, such as the effects of mobility, centralized versus distributed processing, and the environment. MWSN localization is typically performed as illustrated in Figure 3 . A group of nodes coordinate to initiate localization. One or more nodes then emit a signal, and some property of the signal (e.g. arrival time, phase, signal strength, etc.) is observed by one or more receivers. Node position is then determined by transforming signal measurements into position estimates by means of a localization algorithm. In order to determine position, it is often necessary to enlist the help of cooperating sensor nodes that have been deployed into the environment at known positions a priori. These devices are referred to as anchor, infrastructure, or seed nodes. For example, in GPS, the infrastructure nodes are the satellites that orbit the planet. The position estimate may be relative to a set of stationary anchor nodes at known positions in a local coordinate system, or absolute coordinates may be obtained if the positions of the anchor nodes are known with respect to some global coordinate system (i.e., using GPS).
Coordination Phase
Prior to signal transmission, nodes participating in the localization typically coordinate with one another. Such coordination can include notification that the localization process is about to begin, and clock synchronization, which enables received signal data to be analyzed within a common timeframe. Coordination techniques such as reference broadcast synchronization (RBS) [29] and elapsed time on arrival (ETA) [30] exist that encapsulate both notification and synchronization into a single message. These coordination methods have microsecond accuracy and require transmission of only a single message. For example, the SyncEvent, one of the ETA primitives, declares a time in the future to begin the localization process. Encoded in the message is the timestamp of the message sender (typically the localization coordinator), which is inserted into the message immediately before transmission, thus reducing the amount of non-deterministic latency involved in the synchronization. All nodes within broadcast range will receive the message at approximately the same time instant, and assuming a negligible transit time of the radio signal through air, will be able to transform the sender timestamp into their local timescale. This technique is used in several localization schemes, including [31] , [32] , [9] , and [6] .
Measurement Phase
The measurement phase typically involves the transmission of a signal by at least one node, followed by signal processing on the other participating nodes.
Signal Modalities. The choice of signal modality used by sensor nodes is important for accurate localization, and depends on node hardware, the environment, and the application. Because WSNs are developed to provide inexpensive wide-area observation capability, it is generally undesirable to add additional hardware to the sensor board, because this increases cost and power consumption. Localization schemes will also perform differently in different environments. In humid environments, for example, radio signals perform worse than acoustic signals because moisture in the air absorbs and reflects the high frequency radio waves but does little to affect the vibrational sound waves. Finally, the application itself places some constraints on signal modality. A military application, for example, in which nodes must localize under stealth conditions, would be much better off using a silent modality such as radio frequency, rather than an audible one such as acoustic.
The acoustic modality typically employs either ultrasound or audible wave propagation. Several techniques have been published for each. Two early and commonly cited ultrasound localization techniques are Active Bats [33] and Cricket [34] . A more recent ultrasound approach, which includes a survey on ultrasonic positioning systems and challenges can be found in [35] . In the audible acoustic band, several novel localization systems have been developed, including beamforming [36] , a sniper detection system [37] , and generalized sound source localization [38] .
Infrared (IR) signal attenuation is relatively high, requiring close proximity between transmitter and receiver. This is acceptable for most indoor localization schemes, however, outdoor localization becomes difficult, not only due to proximity issues, but also because the IR signal is difficult to read in the presence 4 . Radio interferometry. Two nodes transmit a sinusoidal signal at slightly different frequencies, which interfere to create a low-frequency beat signal that can be measured using resource-constrained sensor nodes.
of sunlight. One of the earliest mobile localization systems is the Active Badge system [39] , whereby a small electronic device (badge), carried by a user, emits a periodic identification signal. The signal is received by infrastructure nodes and centrally processed, allowing position information to be accessed by authorized users. Other IR localization methods can be found in [40] and [41] . Because all wireless sensor nodes have onboard radio hardware, radio frequency (RF) propagation has become a popular signal modality for localization. Signal properties such as strength, phase, or frequency are analyzed to derive range data for position estimation. One benefit of using RF is that it has been shown to achieve localization accuracy on the order of centimeters, even in sparse networks [42] . On the other hand, because typical sensor node radios transmit at frequencies between 400 MHz to 2.6 GHz, sampling the raw signal for phase or frequency cannot be done with resource-constrained hardware. Instead, methods such as radio interferometry [31] must be used to generate a low frequency beat signal, as shown in Figure 4 . The frequency and phase of the beat signal can then be measured by observing the received signal strength indicator on the radio chip.
The Lighthouse [43] and Spotlight [44] localization techniques use a light beacon to determine node position. Although both methods claim high accuracy, they require line of sight, a powerful light source that will perform well in lighted areas, and customized hardware for the light source.
Measurement Techniques. Several techniques exist for obtaining bearing, range, or proximity information based on signal measurement.
The angle-of-arrival (AOA) method [45] , [46] , [47] , [36] involves determining the angular separation between two beacons, or a single beacon and a fixed axis. By determining the AOA at a certain number of sensor nodes, position can be determined by angulation methods, as outlined in Section 3.3.
Localization by time-of-arrival (TOA) [48] , [49] , [50] measures the time a signal takes to arrive at some number of sensors. This requires knowing the time the signal was transmitted, and assumes tight time synchronization between sender and receiver. The signal will have known propagation properties, such as speed through air at sea level. The main drawback of this approach is that it is difficult to precisely record the arrival time of radio signals, since they travel close to the speed of light. Therefore, it works best with an acoustic source. In addition, after transmitting the signal, the source must also make its transmit time known, incurring additional communication overhead. This can be avoided by employing a round-trip TOA method [51] , whereby Node A transmits a signal to Node B. Upon signal reception, Node B transmits a signal back, and Node A observes the round-trip time, accounting for deterministic delay during the communication process.
Time-difference-of-arrival (TDOA) localization [32] , [38] improves upon the TOA approach by eliminating the need to know when the signal was transmitted. Several time-synchronized nodes receive a signal, and look at the difference in arrival times (or difference in signal phase) at a specific time instant. Because the signal travels at a constant speed, the source position can easily be determined if there are a sufficient number of participating nodes.
Another localization method examines the received signal strength (RSS) of a message broadcast from a known location [52] , [53] . Since the free-space signal strength model is governed by the inverse-square law, accurate localization is possible. Furthermore, this typically does not involve any hardware modifications because most chips (e.g. RF, IR, etc.) provide software access to the amplitude of the received signal. Another use for RSS is profiling [54] , [55] , in which a map of RSS values is constructed during an initial training phase. Sensors then estimate their position by matching observed RSS values with the training data.
Recently, there have been several published techniques that determine the position of a node based on the observed frequency of a signal [9] , [6] , [56] , [57] . Signal frequency will undergo Doppler-shift when the transmitter and receiver are moving relative to one another. The observed Doppler-shift at multiple infrastructure nodes can be used to derive the position and velocity of the mobile node.
The above techniques provide the most accurate position estimates, however, it is oftentimes sufficient to only localize to a region. Such a region might be a room in a house, a floor in an office building, or a city block. This type of localization can be proximity-based, such as a node is located in Region A if an anchor in Region A detects it there. Another technique to localize using hop count [58] . Because the approximate transmission range of the node radio is known, observing the number of message hops to a set of anchor nodes will constrain the target node to a specific region.
Localization Phase
The signal data obtained the measurement phase can be used to determine the approximate position of the target node. Common localization techniques for MWSNs are based on ranging, whereby distance or angle approximations are obtained. Because range data are often corrupted by noisy signal measurements, optimization methods are employed to filter the noise and arrive at a more accurate position estimate. Lateration. When ranges between landmarks and the mobile node can be determined, lateration is used to estimate position [59] . Figure 5a illustrates the method. For two-dimensional localization, three range measurements from known positions are required. Each range can be represented as the radius of a circle, with the anchor node situated at the center. Without measurement noise, the three circles would intersect at exactly one point, the location of the target node. However, in the presence of noise, the three circles will overlap, and the target node will likely (but not necessarily) be contained within that region.
Angulation. When anchor bearings or angular separation between anchors and the mobile node can be obtained, angulation can be used to determine the position of the mobile node [60] , [61] , [46] , [62] . This is pictured in Figure 5b . For tri-angulation, when two anchors are used, the target position will be identified as the third point in a triangle of two known angles (the bearings from each anchor), and the length of one side (the distance between anchor nodes). Often more than two anchor bearings are used, and target position is determined by the intersection of all bearings, as illustrated in the figure. In the presence of measurement noise, the bearings will not all intersect at the exact same point, but will instead define a region where the target node is likely to be.
Cellular
Proximity. An alternative approach is the range-free method ( [39] , [63] , [58] ), whereby a node is localized to the region in which it is detected. This method generally provides a more course-grained position estimate, and depends on the density of infrastructure nodes.
Dead Reckoning. A widely used localization technique for mobile robots is dead reckoning [3] , [64] , [65] , [7] . Robots obtain their current velocity from wheel encoders or other means, and use this information in conjunction with the amount of time that has elapsed since the last update to derive current position and heading. The major drawback of this approach is that the position estimation accrues error over time, primarily because of noisy encoder data due to uneven surfaces, wheel slippage, dust, and other factors.
Estimation Methods. When measurement data is noisy, or the system is underdefined, state estimation methods can be used. There exist a number of estimation methods, but the two main approaches are: (1) maximum likelihood estimation (MLE) [66] , which estimates the values of the state based on measured data only, and no prior information about the state is used, and (2) sequential Bayesian estimation (SBE) [67] , which estimates state values based on measurements, as well as prior information. MLE methods such as [68] and [69] find the estimates for the system state by maximizing the likelihood of the measured data. In other words, MLE picks the values of the system parameters that make the observed data "more likely" than any other values for the parameters. The data likelihood is computed using a measurement model that relates the measured data to the system state.
In SBE, the system state is iteratively estimated using the recursive Bayes rule which states that the posterior is proportional to the product of the data likelihood and the predicted prior. Such methods are used in [55] , [53] , and [70] . Like MLE, the data likelihood is computed using a measurement model. The solution to SBE is generally intractable and cannot be determined analytically. Optimal solutions do exist in a restrictive set of cases, such as the Kalman Filter (KF) [71] and gridbased filters. More general suboptimal solutions exist, such as Extended Kalman Filter (EKF) [72] and Particle Filters (PF) that approximate the optimal Bayesian estimation. The sequential Monte Carlo (SMC) [64] method is a PF that provides a suboptimal solution by approximating the posterior density by a set of random samples (also called particles) with associated weights. As the number of particles becomes very large, the particle filter approaches an optimal solution.
The Effect of Mobility on Localization
Typically, localization of mobile sensors is performed in order to track them, or for navigational purposes. However, when sensors are mobile, we encounter additional challenges and must develop methods to address them.
One of these challenges is localization latency. If the time to perform the localization takes too long, the sensor will have significantly changed its position since the measurement took place. For example, robot navigation requires periodic position estimates in order to derive the proper control outputs for wheel angular velocity. If the robot is traveling at 1 m/s and the localization algorithm takes 5 seconds to complete from the time the ranging measurements were taken, the robot might be 5 meters off from its intended position.
Mobility may also impact the localization signal itself. For example, the frequency of the signal may undergo a Doppler shift, introducing error into the measurement. Doppler shifts occur when the transmitter of a signal is moving relative to the receiver, as illustrated in Figure 6 . The resulting shift in frequency is related to the positions and relative speed of the two nodes. mTrack [32] takes this Doppler effect into account and uses it to refine its position estimate. Other approaches [9] , [6] use the Doppler effect to directly solve for position and velocity. If the localization technique requires line of sight (LOS), there is the possibility that the mobile sensor will move from a position with good LOS, to a position with poor LOS. When this is the case, a dense network of nodes is required to ensure there is always LOS to the mobile node, wherever it may move.
Centralized vs. Distributed Algorithms
The resource constraints inherent in WSNs pose a challenge when it comes to executing certain localization algorithms, because they require extensive memory and processor bandwidth, especially when dealing with a large number of sensors, or when using complex statistical methods to estimate range or position [25] . A centralized localization algorithm runs on a base station, and all participating nodes must forward their measurement data to the base station. The advantage of the centralized approach is an algorithm can be designed that has more accuracy, precision, and can process greater amounts of data. On the other hand, base station processing suffers from the common pitfalls of centralization, such as poor scalability, single point of failure, data routing complexity, and greater power consumption (especially for nodes closer to the base station).
When nodes are mobile, the decision to use centralized or distributed processing becomes even more important. Mobility requires continuous and rapid localization. Although centralized localization techniques exist for mobile sensors [32] , [9] , they are usually not fast enough for certain applications, such as navigation. For example, mTrack [32] reports a latency of approximately 5 seconds. dNav [6] , on the other hand, is distributed, and takes less than 1 second on average to return position and velocity estimates.
The Impact of Environment on Localization
The environment plays a significant role in the effectiveness of a localization method. As a result, there is no one localization method that will be accurate for all situations. Different environmental factors are listed below, as well as the effect they have on the aforementioned localization methods.
Ambient temperature, pressure, and humidity can affect localization accuracy, because these directly impact the crystal oscillator in the transceiver. Furthermore, it has been well established that radio wave propagation is affected by precipitation, including moisture in the air, therefore localization techniques that use RF measurements can be impaired under these conditions [73] . One of the biggest problems with GPS is that it does not work reliably under water, indoors, or even when it is cloudy. This is because the GPS receiver requires line of sight to up to four satellites orbiting the planet [4] .
At present there is a major effort underway to develop accurate localization methods in indoor environments. Indoor applications that require node position estimation are challenging because most propagation methods and measurement techniques suffer from multipath effects [74] , where obstacles (e.g. walls, furniture, people, etc.) cause signal reflections that interfere with each other. In addition, many of the existing localization techniques that provide good accuracy outdoors, will not work indoors.
MWSN Applications with Localization Requirements
Although MWSNs are still in their infancy, several types of applications have already been developed in which localization plays an integral part. The applications fall under four main categories, (a) commercial, (b) environmental, (c) civil, and (d) military, however, most span more than just one of these.
Commercial
As MWSNs grow in popularity, we expect to see a burst of applications in the commercial sector that require some kind of position data.
-Service Industry. One such area is the service industry. Companies such as Skilligent [75] are developing software protocols for service robots that perform tasks such as basic patient care in nursing homes, maintenance and security in office buildings, and food and concierge service in restaurants and hotels. All of these applications require a mechanism for position estimation. Skilligent uses a visual localization system based on pattern matching. Objects are used as landmarks, and are loaded into the system a priori, or dynamically at runtime. The robot learns its position by matching video images with landmark information. -Housekeeping. The iRobot Roomba [76] is an automated vacuum cleaning robot for domestic use. The Roomba creates a map of the room as it moves by using feedback from a variety of bumper and optical sensors. Wheel encoders provide run-time position information that enable it to cover the entire room. The Roomba also uses a self-docking station to automatically recharge its batteries.
Environmental
MWSNs have become a valuable asset for environmental monitoring. This is thanks in part to their ability to be deployed in remote areas and for their ability to gather data of wide areas of interest.
-Wildlife Tracking. ZebraNet [8] is an early MWSN, in which mote-scale wireless devices were fitted to zebras for the purpose of tracking their movement. Due to the remote region, there was no cellphone coverage, so data was routed through the peer-to-peer network to mobile base stations. The zebras were not constrained to certain areas, and other than the small devices attached to their bodies, left undisturbed. To accomplish this level of tracking without the use of MWSNs would not be possible. -Pollution Monitoring. A mobile air quality monitoring system is presented in [77] . Sensor nodes that measure specific pollutants in the air are mounted on vehicles. As the vehicles move along the roadways, the sensors sample the air, and record the concentration of various pollutants along with location and time. When the sensors are in the proximity of access points, the data are uploaded to a server and published on the web.
Civil
One of the areas that has great potential for MWSN utility is that of civil services. This includes those non-military municipal applications that keep society running efficiently and safely.
-Pothole Detection. In [78] , a system is developed to detect potholes on city streets. Deployed on taxi cabs, the sensor nodes contain an accelerometer, and can communicate using either opportunistic WiFi or cellular networks. -Wireless E-911. In North America, the Enhanced 911 emergency telecommunications service, or E911 [79] , was established to connect callers with emergency services in a manner that would associate a physical location with the phone number of the caller. Wireless E-911 is the second phase of the E911 service mandated by the FCC, which requires wireless cellular devices to automatically provide user location when the service is invoked. This is an important requirement, however, its implementation is non-trivial, and different carriers choose to use different methods, including embedded GPS chips, and multilateration and angulation based on the known locations of cell towers.
Military / Aerospace
One of the biggest promoters, as well as one of the biggest funders, of wireless sensor technology is the military. There is a clear interest in localization services, tracking friendly and hostile entities, and navigation of autonomous robots, and intensive research is carried out in this area.
-Shooter Detection / Weapon Classification. In [80] , a soldier-wearable sensor system is developed that not only identifies the location of an enemy sniper, but also identifies the weapon being fired. Each sensor consists of an array of microphones mounted on the helmet of a soldier. The sensor observes both the shock wave of the projectile, as well as the muzzle blast from the weapon, and based on TDOA, as well as properties of the acoustic signal, is able to triangulate the enemy position and classify the weapon type. -Autonomous Deployment. In [81] an unattended aerial vehicle is used for sensor network deployment and repair. Such deployments aid the military in battlefield surveillance and command and control field operations.
Conclusion
In this paper, we presented a survey and taxonomy on localization for mobile wireless sensor networks. Localization in MWSNs entails new challenges that result from integrating resource-constrained wireless sensors on a mobile platform. The localization methods and algorithms that provide greater accuracy on larger-footprint mobile entities with fewer resource restrictions are no longer applicable. Similarly, centralized and high-latency localization techniques for static WSNs are undesirable for the majority of MWSN applications. There are several directions for future work in MWSN localization. Reducing localization latency is one of the most important benchmarks for MWSNs. Currently, a tradeoff exists between the rapid execution of an algorithm and its accuracy. Additional work is needed that focused on reducing run-time latency, while maintaining positioning accuracy. In addition, the majority of localization algorithms to date are centralized. For mobile sensor localization, this is often a poor design choice, due to the additional latency and energy costs incurred. The development of more distributed localization techniques would be a welcome addition to MWSN localization. There is much interest in localization in urban and indoor areas where obstacles such as vehicles, walls, people, and furniture cause multipath propagation and loss of line of sight. Most current methods use some variation of RSS profiling, in conjunction with optimization techniques. However, new methods are required as we expand mobile sensing to areas where training data cannot safely be obtained, such as urban war zones or burning buildings. Lastly, mobile actuated sensors are now being developed with motesized form factors. Like embedded sensor nodes, these devices also have resource constraints, which limit their ability to navigate a sensing region in the same way a robot with a full array of sensors and powerful processing capability might. We can expect to see many advances in mobile sensor navigation in the near future.
