The positive and minimal realization problem for continuous-discrete linear single-input and single-outputs (SISO) systems is formulated. Two special case of the continuous-discrete systems are given. Method based on the state variable diagram for finding a positive and minimal realization of a given proper transfer function is proposed. Sufficient conditions for the existence of a positive minimal realization of a given proper transfer function of all-pole and all-zero systems are established. Two procedures for computation of a positive minimal realization are proposed and illustrated by a numerical examples.
INTRODUCTION
In positive systems inputs, state variables and outputs take only non-negative values. Examples of positive systems are industrial processes involving chemical reactors, heat exchangers and distillation columns, storage systems, compartmental systems, water and atmospheric pollution models. A variety of models having positive linear systems behavior can be found in engineering, management science, economics, social sciences, biology and medicine, etc. Positive linear systems are defined on cones and not on linear spaces. Therefore, the theory of positive systems is more complicated and less advanced. An overview of state of art in positive systems theory is given in the monographs: Farina and Rinaldi (2000) , Kaczorek (2002) . The realization problem for positive discrete-time and continuous-time systems without and with delays was considered in Kaczorek and Busłowicz (2004) , Kaczorek (2004 Kaczorek ( , 2005 Kaczorek ( , 2006a Kaczorek ( , 2006b ).
Continuous-discrete 2D linear system is a dynamic system that incorporates both continuous-time and discrete-time dynamics. It means that state vector of 2D system contain continuoustime state variables and discrete-time state variables, input and output vectors depends on continuous time and discrete steps . Examples of continuous-discrete systems include systems with relays, switches, and hysteresis, transmissions, and other motion controllers, constrained robotic systems, automated highway systems, flight control and management systems, analog/digital circuit. The positive continuous-discrete 2D linear systems have been introduced in Kaczorek (2002) , positive hybrid linear systems in Kaczorek (2007) and the positive fractional 2D hybrid systems in Kaczorek (2008a) . Different methods of solvability of 2D hybrid linear systems have been discussed in Kaczorek et al. (2008) and the solution to singular 2D hybrids linear systems has been derived in Sajewski (2009) . The realization problem for positive 2D hybrid systems have been addressed in Kaczorek (2002 Kaczorek ( , 2008b , Sajewski and Kaczorek (2009, 2010) and the minimal realization problem for all-pole (the transfer function with only poles) and all-zero (the transfer function with all zero poles) 2D systems has been addressed in Antoniou (2002) and Varoufakis et al. (1987) .
The main purpose of this paper is to present a method for computation of a positive and minimal realization of a given proper transfer function of all-pole and all-zero continuousdiscrete linear system. Proposed method is based on the state variable diagram method. Sufficient conditions for the existence of a positive minimal realization of a given proper transfer function of all-pole and all-zero system will be established and a procedures for computation of a positive minimal realization for two cases of transfer functions will be proposed. The paper is organized as follows. In section 2 some preliminaries concerning the positive continuous-discrete 2D linear systems and minimal realization are recalled and the positive minimal realization is formulated. Two special cases of continuous-discrete systems are recalled in section 3. In the same section the solution to the positive minimal realization problem for two cases of transfer function are presented and the sufficient conditions for existence of positive minimal realization are derived. Concluding remarks are given in section 4.
To the best author knowledge the positive minimal realization problem for continuous-discrete 2D linear systems have not been considered yet.
In the paper the following notation will be used. The set of real matrices will be denoted by and . The set of real matrices with nonnegative entries will be denoted by and . be the set of Metzler matrices (real matrices with nonnegative offdiagonal entries). The identity matrix will be denoted by and the transpose will be denoted by .
PRELIMINARIES AND PROBLEM FORMULATION
Consider a continuous-discrete linear system described by the equations (Kaczorek, 2002) :
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, are real matrices. Boundary conditions for (1a) and (1b) have the form:
Note that the continuous-discrete linear system (1) has a similar structure as the Roesser model (Kaczorek, 2007; Roesser, 1975 
The transfer matrix of the system (1) is given by the formula:
where ( ) is the set of real matrices in and with real coefficient. Considering the -inputs and -outputs continuous-discrete linear system (1), the proper transfer matrix will be having the following form:
where:
For ; where
and and are the zet and Laplace operators.
Multiplying the numerator and denominator of transfer matrix (5b) by we obtain the transfer matrix in the state space form eg. form which is needed to draw the state space diagram (Kaczorek, 1992; Roesser, 1975 ; Sajewski and Kaczorek, 2010):
for ; . Definition 2.2. The matrices (3) are called the positive realization of the transfer matrix ( ) if they satisfy the equality (4). The realization is minimal if the matrix have lowest possible dimension among all realizations. For given transfer matrix there exist many sets of matrices , , but for given matrices , , there exist only one transfer function. The positive minimal realization problem can be stated as follow.
Given a proper rational matrix ( ) ( ), find its positive and minimal realization (3) .
Taking under considerations Definition 2.2 and e.g. similarity transformation [8, 9] the solution to the realization problem given in Section 3 is not unique. Remark 2.1. For 1D systems the minimal realization is the one with the matrix of dimension where n is the degree of the characteristic polynomial of the system (Kaczorek, 1992) . This was implicated by controllability and observability of the 1D system. For 2D system in general case this relationship is not true (Sun-Yuan et al., 1977) and observability connected with controllability of the 2D system does not implicate the minimality of its realization. Remark 2.2. The minimal realization for 2D system is the one with the matrix of dimension ( ) ( ) where and are the degrees of the characteristic polynomial in and of the system (Sun-Yuan et al., 1977).
PROBLEM SOLUTION FOR SISO SYSTEMS
The solution to the minimal positive realization problem will be presented on two special cases of the 2D transfer functions ( ). Proposed method will be based on state variable diagram (Kaczorek, 2002; Sajewski and Kaczorek, 2010) . Lets consider the following two cases of the transfer functions of continuous-discrete linear system. Case 1. The transfer function of all-pole system (which is the transfer function with only poles):
where is the real coefficient. Case 2. The transfer function of all-zero system (which is the transfer function with all zero poles): 
from (7) we obtain:
Using (10) we may draw the state variable diagram shown on Fig. 1 .
Fig. 1. State variable diagram for transfer function (7) of all-pole system
As a state variable we choose the outputs of integrators ( ( ) ( ) ( )) and of delay elements (( ( ) ( ) ( )). Using state variable diagram ( Fig. 1) we can write the following differential and difference equations: 
Substituting (11b) into (11a) we obtain: we can write the equations (12) in the form: 
, ... Therefore, the following theorem has been proved. Theorem 3.1. There exists a positive realization of dimension ( ) ( ) if the system is all-pole and all coefficients of the nominator and denominator of the transfer function (7) are nonnegative.
If the assumptions of Theorem 3.1 are satisfied then a positive realization (3) of (7) can be found by the use of the following procedure. Procedure 3.1.
Step 1. Write the transfer function (7) in the form (10).
Step 2. Using (10) draw the state variable diagram shown in Fig. 1 . Step 3. Choose the state variables and write equations (12) .
Step 4. Using (12) find the desired realization (15) of transfer function (7). Example 3.1. Find a positive realization (3) of the all-pole continuous-discrete system with proper transfer function: (16) In this case and . Using Procedure 3.1 we obtain the following.
Step 1. Transfer function (16) can be written as:
Step 2. State variable diagram has the form shown on Fig. 2 . (16) Step 3. Using state variable diagram we can write the following equations:
Step 4. The desired realization of (16) has the form: Obtained realization have only nonnegative entries and its of minimal dimension.
Case 2
Defining: 
we may draw the state variable diagram shown in Fig. 3 . Similarly as in section 3.1 as a state variable we choose the outputs of integrators (
and of delay elements (
. (Fig. 3) we can write the following differential and difference equations: 
Defining state vectors in the form: 
Therefore, the following theorem has been proved. (8) 
Step 2. State variable diagram has the form shown in Fig. 4 . 
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Step 3. Using state variable diagram we can write the following equations: Step 4. The desired realization of (17) An open problem is formulation of the necessary and sufficient conditions for the existence of solution of the positive and minimal realization problem for 2D continuous-discrete linear systems in the general form (Kurek, 1985) .
