While it is common practice in applied network analysis to report various standard network summary statistics, these numbers are rarely accompanied by some quantification of uncertainty. Yet any error inherent in the measurements underlying the construction of the network, or in the network construction procedure itself, necessarily must propagate to any summary statistics reported. Here we study the problem of estimating the density of an arbitrary subgraph, given a noisy version of some underlying network as data. Under a simple model of network error, we show that consistent estimation of such densities is impossible when the rates of error are unknown and only a single network is observed. Next, focusing first on the problem of estimating the density of edges from noisy networks, as a canonical prototype of the more general problem, we develop method-of-moment estimators of network edge density and error rates for the case where a minimal number of network replicates are available. These estimators are shown to be asymptotically normal as the number of vertices increases to infinity. We also provide confidence intervals for quantifying the uncertainty in these estimates based on the asymptotic normality. We then present a generalization of these results to higher-order subgraph densities, and illustrate with the case of two-star and triangle densities (which, in turn, allow for estimation of the clustering coefficient or transitivity). To construct their confidence intervals, a new and non-standard bootstrap method is proposed in order to compute asymptotic variances, which is infeasible otherwise. We illustrate the use of the proposed methods in the context of gene coexpression networks.
network, then the power of the test 1 − β, though unknown, also remains (approximately) the same. Assumption 2 is not strictly necessary. See Remark 1 in Section 3.2.1.
A standard goal of general interest in practice is to estimate certain subgraph counts of G. Formally, the count f H (G) of the number of distinct copies of a subgraph H in G may be represented as
where K p is the complete graph on p vertices and H ⊆ G indicates that H is a subgraph of G (i.e., V (H) ⊆ V (G) and E(H) ⊆ E(G)). The value |Iso(H)| is a normalization factor for the number of isomorphisms of H. Normalizing f H (G), in turn, by the total number of copies of H possible in the complete graph K p then yields the density of subgraph H in G. Subgraphs of common interest include (i) edges, (ii) two-stars (also called triples) and other higher-order k-stars, (iii) triangles and other higher-order cliques, (iv) chains, and (v) cycles.
Consider now an arbitrary subgraph H = (V H , E H ) of interest, of order |V H | ≥ 2. We will find it convenient to characterize such subgraphs in terms of an index set V = V H of the following generic form 
and k prescribed values τ 1 , . . . , τ k ∈ {0, 1}. We represent the subgraph density for any subgraph
Here we adopt the convention 0 0 = 1.
The quantity C V (τ 1 , . . . , τ k ) defined in (4) is quite general. For example, if we let k = 1 and τ 1 = 1, it reduces to the edge density defined in (5) below, which is arguably the most important single-number summary for networks. If we select τ 1 = · · · = τ k = 1 and V = {(i 1 , i ′ 1 , . . . , i k , i ′ k ) : i ′ ℓ = i ℓ+1 for each ℓ = 1, . . . , k − 1, i 1 = i 2 = · · · = i k = i ′ k }, then
which is the density of k connected edges in G passing through k + 1 different nodes -that is, the density of paths of length k. If in addition we impose the constraint that the path must start and end with the same vertex, we select τ 1 = · · · = τ k = 1 and V = {(i 1 , i ′ 1 , . . . , i k , i ′ k ) : i ′ ℓ = i ℓ+1 for each ℓ = 1, . . . , k − 1, i ′ k = i 1 , i 1 = i 2 = · · · = i k }, yielding
which is the density of cycles of length k in G. An important special case of the latter is when k = 3, which yields the density of closed triples in G (generally interpreted as three times the density of triangles). Similarly, if the summands A i 1 ,i 2 A i 2 ,i 3 A i 3 ,i 1 associated with the triangle density are instead replaced by A i 1 ,i 2 A i 2 ,i 3 (1−A i 3 ,i 1 ), we obtain the density of (open) connected triples or two-stars. In turn, the ratio of the first of these two quantities to its sum with the second defines the clustering coefficient (also called the transitivity) of G -arguably the second most important summary statistic in practice after the edge density.
Inference for edge density
In this section, we consider inference of the edge density with unknown error rates α and β.
The edge is the simplest subgraph. The count of the number of edges or, upon normalisation, the so-called edge density (aka network density) is defined as follows:
It is both useful, from the perspective of our mathematical development, and fundamental, from the perspective of network theory and applications, to focus first on the edge density δ as the estimand of interest. It reveals the innate difficulty associated with estimation under unknown error rates. See Section 3.1 below. The inference for general subgraphs will be presented in Section 4.
Difficulty of estimating subgraph densities
Consider estimation of the network edge density δ in (5). Figure 1 presents a simple visual illustration of our task. The network on the left with p = 15 nodes is defined by a deterministic adjacency matrix A with 19 edges, and hence the network density δ = 2 × 19/(15 × 14) = 0.181.
The noisy network on the right defined by the adjacency matrix Y was observed with 24 edges, where Y = (Y i,j ) 15×15 is generated from A by (1) with α = 5% and β = 15%. Our task is to estimate δ based on Y. A natural estimator for δ is given bȳ
In the illustration of Figure 1 , this value isȲ = 0.229, in comparison to the true value δ = 0.181.
Let S = {(i, j) : A i,j = 1, i < j} and S c = {(i, j) : A i,j = 0, i < j}. From (5), we knowȲ is a biased estimator for δ. More specifically, we have
But if α and β are known, (6) suggests estimating δ instead by
Equation (7) defines a consistent estimator for δ.
In practice, however, values for α and β typically are not readily obtainable, and one or both must be estimated. This makes the problem of estimating δ decidedly more difficult.
In fact, it is essentially impossible to estimate any subgraph count f H (G) from a single noisy observation G obs .
Formally, let M = {(α, β, A) : 0 ≤ α ≤ 1, 0 ≤ β ≤ 1, A i,j = 0 or 1, A i,j = A j,i } be the class of all models defined under (1) and Assumptions 1 and 2. For any model M = (α, β, A) ∈ M,
we define its dual model as M * = (1−β, 1−α, A * ), where A * = (A * i,j ) p×p satisfies A * i,j = 1−A i,j for any i = j. Denote by F M and F M * the joint distributions of Y when Y follows models M and M * , respectively. Finally, let F be the set of all the subgraph counts of G and, for any
where f (M ) and f (M * ) are the associated subgraph counts based on model M and its dual model M * , respectively. We then have the following result. 
Theorem 1 indicates that it is in general impossible to produce a consistent estimate of a subgraph count f based on only one noisy version of the adjacency matrix A. In our earlier illustration -that of estimating the number of edges in the network, and hence the edge density δ -we have d f = 1, for example.
To build intuition for the difficulty of this problem, consider again equation (6), which indicates thatȲ is an unbiased estimate of
rather than of δ. This observation suggests use of the (asymptotically) unbiased estimating
whereû 1 =Ȳ . It is obvious that α, β and δ cannot all be uniquely identified from this single equation.
Fortunately, in certain key areas of application we may observe more than one noisy version of the target network G. For example, in computational biology, the common use of replicates at the most basic level of measurement (e.g., microarray expression) often allows for the construction of replicate networks (e.g., coexpression networks), as we demonstrate in Section 5.
Similarly, in the context of computational neuroscience, it has become common now to obtain 8 imaging measurements (e.g., fMRI) on multiple individuals within a given subpopulation (e.g., healthy females of a given age) and to create networks (e.g., functional connectivity networks)
for each individual. In the remainder of this section, we demonstrate how to estimate the edge density of the adjacency matrix A consistently using just two or three replicates. We then develop generalizations of these results for the case of arbitrary subgraphs in Section 4.
Estimation of unknown error rates
3.2.1 One of α or β known
In some settings, one of either α or β may be known. For example, if the edges in Y are inferred through formal hypothesis testing, then α would be the user-specified rate of type I error. In this case, there are only two unknown parameters that need to be estimated, and we demonstrate how two replicates are sufficient to do so.
Suppose that Y is defined as above, and that Y * = (Y i,j, * ) p×p is an independent and identically distributed replicate of Y. Both are then noisy versions of the same adjacency matrix A, observed with the same error rates α and β. It follows from (1) that for (i, j) with
, with probability β(1 − β) , 0, with probability 1 − 2β(1 − β) , 1, with probability β(1 − β) , and for (i, j) with A i,j = 0,
, with probability α(1 − α) , 0, with probability 1 − 2α(1 − α) , 1, with probability α(1 − α) .
Similar to (6), we have
Let
for which the method of moment estimate iŝ
9 Therefore, we have a second estimating equation:
Combining (9) and (13), when α is known, the estimators for β and δ are       β
and when β is known, the estimators for α and δ are       α
The following proposition gives the convergence rates for the proposed estimators.
Remark 1. Since our estimation of the unknown parameters is based on moment estimation, the independent noise dictated by Assumption 2 is not strictly necessary. As is shown in the proof of Proposition 1, the convergence rate for the moment estimation of the unknown parameters is determined by the convergence rates ofû 1 − u 1 andû 2 − u 2 . For any i < j, let e i,j = I(ε i,j = 0, 1) − (1 − β) for (i, j) ∈ S and e i,j = I(ε i,j = 1) − α for (i, j) ∈ S c . Recall P(ε i,j = 1) = α, P(ε i,j = 0) = 1 − α − β and P(ε i,j = −1) = β. Then E(e i,j ) = 0 for any i < j.
If var(N −1/2 i<j e i,j ) ≤ C for some positive constant C, thenû 1 = u 1 + O p (N −1/2 ) without requiring Assumption 2. When Assumption 2 is satisfied, var(N −1/2 i<j e i,j ) = δβ(1 − β) + (1−δ)α(1−α). Analogously,û 2 = u 2 +O p (N −1/2 ) still holds when some dependency among ε i,j (i < j) is present. Hence, the results of Proposition 1 still hold when there is some dependency among ε i,j (i < j).
Remark 2. It is not strictly necessary that Y * derive from the same underlying adjacency matrix A as Y. More specifically, let A * = (A i,j, * ) p×p be the adjacency matrix underlying the observation Y * , and let B 1 = {(i, j) :
provides an unbiased estimator for the parameter u 2 defined in (11), while the original estimator u 2 defined in (13) is no longer unbiased if |B 1 | < p(p − 1). As long as θ 1 = |B 1 |/{p(p − 1)} is sufficiently close to 1, e.g. |1 − θ 1 | = o(p −1 ), the bias term inû 2 will be asymptotically negligible, which means the estimators (14) and (15) will still be consistent.
defined as (44), provided that α is known and δ(1 − α − β) 2 ≥ c for some positive constant c,
β is known and (1 − δ)(1 − α − β) 2 ≥ c for some positive constant c.
We can construct approximate confidence intervals for δ based on the asymptotic normality stated in Theorem 2. Let σ 2 denote the asymptotic variance of √ N (δ − δ). Then σ depends on unknown parameters δ and β or α. Replacing those unknown parameters by their estimates, we obtain an estimated asymptotic variance denoted byσ 2 . Then an approximate 95% confidence
Both α and β unknown
When both α and β are unknown, together with δ there are three unknown parameters to be estimated. We show that three replicates are sufficient for asymptotically consistent estimation in this setting.
Let Y, Y * , and Y * * be independent and identically distributed replicates from (1). Hence,
−2, with probability β 2 (1 − β) , −1, with probability 2β(1 − β) 2 , 0, with probability β 3 + (1 − β) 3 , 1, with probability 2β 2 (1 − β) , 2, with probability β(1 − β) 2 ,
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and for (i, j) with A i,j = 0,
−1, with probability 2α 2 (1 − α) , 0, with probability α 3 + (1 − α) 3 , 1, with probability 2α(1 − α) 2 , 2, with probability α 2 (1 − α) .
Arguing in a fashion analogous to that used in producing the parameters u 1 and u 2 , we emerge with the parameter
with corresponding method of moment estimator
from which we obtain a third estimating equation:
Combining (9), (13), and (19), we have a nonlinear system of three equations with three unknowns. This nonlinear system can be solved by some simple numerical iterations. For example, it follows from (17) thatα
Starting with an initial value α 0 , we compute the estimates for β, δ and α recursively using (14) and (20) until two successive values forα are smaller than a prescribed small number.
Analogous to Proposition 1 and Theorem 2, we have the following result.
Appendix.
Inference for higher-order subgraph densities
Now we address the inference of higher-order subgragh densities C V (τ 1 , . . . , τ k ) defined in (4) with k ≥ 2. We continue to use method of moments estimation, but with the error rates α and/or β replaced by their estimators obtained in Section 3.2. The resulting estimators admit a uniform representation; see (32) below. However, interval estimation for C V (τ 1 , . . . , τ k ) requires the evaluation of an asymptotic variance that is a function of the individual (unknown) network edges A ij . Accordingly, we propose a new and non-standard bootstrap method to overcome this obstacle. To highlight the key ideas, we first proceed in Section 4.1 with both α and β assumed to be known. The development with unknown α and β is then presented in Section 4.2.
Inference for subgraph densities with known error rates
In this subsection, we assume that both α and β are known. All inference will be based on one observed network Y = (Y i,j ) p×p only. It follows from (1) and Assumption 1 that
Hence (4) admits a more compact representation
where
Note that |{i
are independent of each other. Therefore, a natural method of moments estimator for C V can be defined as
To state the asymptotic properties of C V , we need to introduce some notation. For any
In turn, we define the quantity
and 
As a result, in the case of counting paths or cycles of length k,
To investigate the asymptotic distribution of C V − C V , we require the following mild assumption.
) and ϕ ℓ (·) is defined as (22). 
Recall Y i,j = Y j,i for any i = j, and
Notice that ℵ V /|V| ≍ N −1 . Then it holds that
for some constants K i,j . Since {Y i,j } i<j are independent, it follows from the Central Limit
as p → ∞, where the asymptotic variance σ 2 V satisfies
It is easy to see from (1) that Var(
. As we do not know A i,j , it is impossible to compute σ 2 V based on (28) (except for some simple special cases such as when K 2 i,j does not vary with respect to i and j). To overcome this difficulty, we propose a non-standard bootstrap procedure as follows: we draw bootstrap samples Y † according to
where {η i,j } are independent random variables,
Now let
Note that (30) may admit more than one legitimate solution for (γ 1 , γ 2 ); any one of them can serve for our purpose. Furthermore, the bootstrap sample (Y † i,j ) p×p does not necessarily resemble the full behavior of the original sample (Y i,j ) p×p . What matters here is the fact that it has the correct (conditional expected) variance:
, which is guaranteed by (30).
Theorem 4. Under the conditions of Theorem 3, it holds that
Theorem 4 can be extended to multiple cases easily, which is required for constructing the joint confidence regions for several subgraph densities, or their functions such as the clus-
T by the following parametric bootstrap procedure: (29) 3:
for any x ∈ {0, 1} 4: until B replicates obtained, for a large integer B 5: approximate the joint distribution by the empirical distribution function of {ϑ †
Remark 3. For estimating two-star density, we let k = 2, τ 1 = τ 2 = 1 and
and
Remark 4. For estimating triangle density, we let k = 3, τ 1 = τ 2 = τ 3 = 1 and V =
Estimation of subgraph densities with unknown error rates
When the error rates α and β are unknown, we simply use the estimator C V defined in (23) with α and β replaced by their estimators derived in Section 3.2. Then its asymptotic properties are more complex, and, consequently, the construction of confidence sets is more involved.
Note that we need at most three samples Y, Y * , Y * * for estimating α and β in Section 3.2.
Obviously an improvement to the approach outlined below can be entertained by combining the three estimators obtained from computing (23), using one of the three available samples each time. For simplicity, we do not pursue this idea further here.
Given estimators (α,β) for (α, β), we define
as an estimator for C V , where
See also (23). Here we let (α,β) = (α,β) forβ defined in (14) if α is known, (α,β) = (α, β) for α defined in (15) if β is known, and (α,β) = (α,β) for (α,β) defined in Section 3.2.2 if both α and β are unknown. Let
with ϕ ℓ (·) defined as in (22).
|1 − α − β| ≥ c for some positive constant c. Under Assumptions 1 and 2, it holds that
Furthermore, if Assumption 3 also holds, then
where S V is defined as (25).
In comparison to Proposition 3, the leading term of √ N ( C V − C V ) with unknown α or/and β has an additional part
which is a linear combination of √ N (α − α) and √ N (β − β). Since S V and Ξ V both converge
where (g α,1 , g α,2 , g α,3 , g β,1 , g β,2 , g β,3 ) are specified as follows.
• If only α is known,
and g β,3 = 0.
• If only β is known, g α,1 =
, g α,3 = 0 and g β,1 = g β,2 = g β,3 = 0.
• If both α and β are unknown, g α,1 =
Now we can state the following theorem.
In the above expresssions, σ 2 V and Σ are defined as (28) and (43), respectively, provided that one of the following three conditions holds: 
Recall that
The asymptotic variance φ 2 V stated in Theorem 5 actually can be divided into three parts. The first term σ 2 V is the asymptotic variance of
T is two times the asymptotic covariance between S V and Ξ V .
Joint inference of subgraph densities with unknown error rates
Theorem 5 can be extended to the case of multiple subgraph densities, which is required for constructing the joint confidence regions for several subgraph densities or a smooth function
T where S Vq = S Vq (τ q,1 , . . . , τ q,kq ) and Ξ Vq = Ξ Vq (τ q,1 , . . . , τ q,kq ) are defined in the same manner as (25) and (35), respectively, but in which (V, τ 1 , . . . , τ k ) is replaced by (V q , τ q,1 , . . . , τ q,kq ) now.
It follows from Proposition 4 that V = lim p→∞ V p with
The first term V 1,p can be consistently estimated by the bootstrap procedure presented in Section 4.1 with (α, β) replaced by (α,β). To evaluate V 2,p and V 3,p , we put
where ∆ α,Vq , ∆ β,Vq and h T Vq are defined in the same manner as (33), (34) and (37), respectively, with (V, τ 1 , . . . , τ k ) replaced by (V q , τ q,1 , . . . , τ q,kq ) now. Then it holds that
where G and Σ are defined as (36) and (43), respectively.
are consistent estimates for ∆ α,Vq and ∆ β,Vq , respectively. Replacing ∆ α,Vq , ∆ β,Vq and (α, β)
by ∆ α,Vq , ∆ β,Vq and (α,β), respectively, we can obtain consistent estimates of ∆, G, H and Σ, and, consequently, a consistent estimate of V 2,p . For i = 1, 2, 3, denote by V i,p the consistent
Remark 5. For estimating two-star density, we let k = 2, τ 1 = τ 2 = 1 and
Remark 6. For estimating triangle density, we let k = 3, τ 1 = τ 2 = τ 3 = 1 and V =
5 Numerical illustration
Simulations
We conduct some simulations to illustrate the finite sample properties of the proposed estimation methods. For given δ ∈ (0, 1) and integers p, N 2 * and N △ , we specify a p × p deterministic adjacency matrix A with ⌊δp(p − 1)/2⌋ edges randomly allocated among vertex pairs subject to the condition that there are exactly N 2 * (open and closed) two-stars (also called triplets),
and N △ triangles. Hence the clustering coefficient of the corresponding network is
Generating such A is accomplished by an adaptation of the rewiring ideas of Mahadevan et al.
(2006) which, to our best knowledge, is new. Note that δ is the edge density, 2N 2 * /{p(p − 1)(p − 2)} and 6N △ /{p(p − 1)(p − 2)} are, respectively, the two-star density and the triangle density. The noisy and observed adjacency matrices Y, Y * , Y * * are generated according to (1).
We set α = 0.05, β = 0.05 or 0.20, p = 30, 50, 100 and 200. We assume that both α and β are unknown.
We evaluate the point estimates for δ, α and β iteratively using (14) and (20). More precisely we set an initial value α 0 = 0.2, and obtainβ andδ from (14). Plugging (α,β,δ) into the righthand side of (20), we obtainα. We repeat this exercise by setting α =α, and terminate the recursion when the absolute difference of two successive values of α is smaller than 10 −4 . We also calculate the approximate confidence intervals for δ based on the asymptotic normality stated in Theorem 3. More precisely, the confidence interval is in the same form as (16) with the asymptotic variance determined by (46) in which α, β, δ are replaced by their respective estimates.
Having obtained estimatesα andβ, the point estimates for the densities of two-star edges and triangles are C V defined in (32); see also Remarks 5 and 6. Then a plug-in estimate for clustering coefficient is obtained based on (42). To compute their confidence intervals is more involved, and is based on the procedure described in Section 4.3. More precisely, we calculate the joint asymptotic distribution of the normalized estimators for two-star edge density and triangle density, which is a two-dimensional normal distribution with zero mean and variancecovariance matrix V p = V 1,p + V 2,p + V 3,p , as given in the form (38). Note that V 2,p , V 3,p can be calculated directly; see (39) and also Remarks 5 and 6. To calculate V 1,p , we have to apply the bootstrap algorithm presented in Section 4.1 with α =α and β =β; see also Remarks 3 and 4. We replicate bootstrap sampling 500 times. Then a 95% confidence interval is C V ± 1.96s, where s is the square-root of, respectively, the (1,1)-element or the (2,2)-element of 2V p /{p(p − 1)} for two-star density or triangle density. Consequently a confidence interval for clustering coefficient is deduced based on (42). Tables 1 and 2 report the simulation results, in which we replicate 500 times for each setting. As the densities for two-stars and triangles are very small (i.e. smaller than 10 −2 ), we report the estimates for the counts N 2 * and N △ instead. The mean absolute errors (MAE)
for the point estimates for the error rates α, β, the edge density δ, the two-star count N 2 * , the triangle count N △ , and the clustering coefficient γ are reported in Table 1 . For example, MAE(δ) = 1 500 500 i=1 |δ i − δ|, where δ 1 , . . . , δ 500 denote the estimated values in the 500 replications of simulation, and δ denotes the true value. When p increases, the estimation errors for Table 1 : Mean absolute errors (MAE) of the point estimates for error rates α, β, edge density δ, two-star count N 2 * , triangle count N △ and clustering coefficient γ in the simulation with 500 replications for noisy network with p nodes, and α = 0.05. α, β, δ and γ decrease. Furthermore the errors with β = 0.2 are always greater than those with β = 0.05. This is due to greater (Type II) errors occurring in the observations Y i,j . The estimation for the edge density δ is very accurate, and is more accurate than that for the clustering coefficient γ which is a higher-order quantity, though γ can be estimated accurately too especially when p ≥ 100. Also noticeable are greater errors in estimating β than those in estimating α. For sparser networks (such as δ = 0.1 or 0.2), there are a comparatively smaller number of A i,j taking value 1, and, hence, the information on β is less. Note that the estimation for β improves when δ increases from 0.1 to 0.2. The MAE for the two-star count and the triangle count depend on the magnitudes of the counts themselves. Note that the relative MAE (i.e. MAE( N 2 * )/N 2 * or MAE( N △ )/N △ ) are small or very small. Indeed they decrease too when p increases.
The estimated 95% confidence intervals for δ, N 2 * , N △ and γ are reported in Table 2 
Application: Gene expression networks
It is a standard exercise in computational biology to construct and analyze networks from gene expression data. For the purpose of illustration, we consider the data and network construction described in Section 7.3.1 of Kolaczyk and Csárdi (2014) . These data, originally published (14) for two of the networks, we obtainβ = 0.456 andδ = 0.135.
The corresponding approximate 95% confidence interval for δ is (0.131, 0.139). Similar results are obtained for the other possible pairings of the three networks. These numbers suggest that the true edge density δ differs substantially from those observed empirically. However, it is well known that the nominal Type I error rates in this setting can be quite inaccurate (e.g., Cosgrove et al. (2010) ). If we instead treat α as unknown, the estimators defined by (9), (13), and (19) yield estimatesα = 0.024,β = 0.232, andδ = 0.067. These numbers suggest that the Type I error rate is orders of magnitude higher than nominally expected, and furthermore that the Type II error rate is nearly one in four. On the other hand, the resulting method-ofmoments estimate of the edge density δ suggests that the empirical edge densities obeserved in our networks over-estimate only slightly.
However, consider now estimation of higher-order quantities -specifically, of the number of two-stars N 2 * , the number of triangles N △ , and the clustering coefficient γ. For the three networks, the empirical values of these numbers are, respectively, 19112, 3373, and 0.53 for the first network, 22952, 4814, and 0.63 for the second network, and 21820, 4349, and 0.60 for the third network. Thus we see substantially more variability in these numbers across networks than we did for the empirical edge density. Applying our proposed method-of-moments estimators to these data, we obtain estimates of approximately N 2 * = 25248, N △ = 7243, andγ = 0.86.
These are all substantially higher than their empirical counterparts, indicating a nontrivial upward adjustment for network noise, presumably driven in large part by the high estimated rate of Type II error.
Finally, applying our bootstrap-based methodology for construction of asymptotic confidence intervals, we obtain an approximate 95% confidence interval for δ of (0.06, 0.074), which further reinforces the evidence that the true network edge density is less than that observed empirically. At the same time, the corresponding confidence interval for the clustering coefficient γ is (0.81, 0.91), suggesting that the true network clustering coefficient is roughly 1/3 larger than observed empirically. Furthermore, the confidence intervals for N 2 * and N △ are (21580, 28915) and (5879, 8607), respectively, by which we see that the triangle count appears to be more adversely affected by noise than the two-star count.
Ultimately, we see that the ability to account for network noise appropriately in reporting these basic summary statistics can lead to distinctly different numbers and conclusions.
Discussion
Here we have developed a general framework for estimation and uncertainty quantification of arbitrary subgraph densities in contexts wherein one has observations of noisy networks.
Our approach requires as few as two or three replicates of network observations, and employs method-of-moments techniques to derive estimators and establish their asymptotic consistency
and normality. Simulations demonstrate that substantial inferential accuracy is possible in networks of even modest size when nontrivial noise is present. And our application to coexpression networks in the context of computational biology shows that the gains offered by our approach over presenting traditional empirical network summaries can be substantial.
Our development here is general and supported by formal theoretical arguments. In practice, other approaches have been utilized to date for uncertainty quantification in certain specific contexts, albeit -to our best knowledge -without the formal justification developed here.
For example, in the context of gene expression measurements (as in the application described in Section 5.2), investigators will sometimes use bootstrapping of the original experiments to resample many pseudo-data sets and construct many networks, from which in turn they generate bootstrap distributions of network summaries of interest (e.g., Xulvi-Brunet and Li (2009)).
We have pursued a frequentist approach to the problem of uncertainty quantification for network summary statistics. If the replicates necessary for our approach are unavailable in a given setting, a Bayesian approach is a natural alternative. For example, posterior-predictive checks for goodness-of-fit based on examination of a handful of network summary measures is common practice (e.g., (Bloem-Reddy and Orbanz, 2018, Sec 5.3)). Note, however, that the Bayesian approach requires careful modeling of the generative process underlying G and typically does not distinguish between signal and noise components. Our analysis is conditional on G, and hence does not require that G be modeled. It is effectively a 'signal plus noise' model, with the signal taken to be fixed but unknown. Related and more formal work has been done in the context of graphon modeling, with the goal of estimating network motif frequencies (e.g., Latouche and Robin (2016) ). However, again, one typically does not distinguish between signal and noise components in this setting. Additionally, we note that the problem of practical graphon estimation itself is still a developing area of research.
Our work here sets the stage for extensions of various levels of difficulty. For example, while we have focused here on the case of undirected graphs, the extension to directed graphs is straightforward. On the other hand, whereas we have focused on estimation solely in the case of subgraph densities, which rests on the behavior of counting statistics, we anticipate that the estimation of non-counting network summaries (e.g., summaries based on shortest path lengths) from noisy network data is likely nontrivial, due to the fact that the latter are based on extremes rather than counts. 
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Appendix
Here we derive expressions for the covariance matrices in Theorem 2. Let κ 1 = α(1 − α),
Define a matrix
with
such defined Σ and Σ 1 , let
where S = supp(A), S c = supp(A * ), and H(·, ·) denotes the Hellinger distance between two distributions. Since
For any f ∈ F, without lose of generality, we assume Cam, 1973 Cam, , 2012 ) is defined
and it is the minimal sum of type I and type II errors of any test between H 0 and H 1 . Recall
Since the above result holds for anyf ∈ E, the proof of Theorem 1 is complete.
A useful lemma
To prove Proposition 1 and Theorems 2 and 3, we need the following lemma.
Proof. Let S = {(i, j) : A i,j = 0, i < j} and S c = {(i, j) : A i,j = 0, i < j}. By the definition of u k and u k (k = 1, 2, 3), we havê
By the Lindberg-Feller Central Limit Theorem, we have Lemma 1.
Proof of Proposition 1
Define
Since the equations g 1 (α, y, z) = u 1 and g 2 (α, y, z) = u 2 have the unique solution (y, z) = (β, δ), and (û 1 ,û 2 ) = (u 1 , u 2 ) + o p (1), we have consistency of (β,δ).
By Taylor expansion, we have
for some positive constant c, with the continuity of the function δ(1 − α − β) 2 with respect to (β, δ), we know det(D α ) ≤ −c/2 with probability approaching one. Therefore, (β − β,δ − δ)
2 ) which implies part (i) of Proposition 1. Analogously, we have part (ii).
Proof of Theorem 2
It follows from Lemma 1 that
σ ij specified in Lemma 1. We first consider the case with known α. As we have shown in the proof of Proposition 1, (β − β,δ − δ)
where κ 1 = α(1 − α), κ 2 = β(1 − β) and κ 3 = 1 − α − β. This completes part (i) of Theorem 2. For part (ii), notice that
Therefore, we have part (ii).
3
Proof of Theorem 3
Following the same arguments in the proof of Proposition 1 for the consistency of (β,δ), we have the consistency of (α,β,δ).
with the continuity of the function (1 − δ)δ(1 − α − β) 4 with respect to (α, β, δ), we know det(D) ≤ −c/2 with probability approaching one. Therefore, (α − α,β − β,δ − δ)
where where κ 1 = α(1 − α), κ 2 = β(1 − β), κ 3 = 1 − α − β, and Σ is specified in Lemma 1.
This completes the proof of Theorem 3.
Proof of Proposition 2
To simplify the notation, we writeT V (τ 1 , . . . , τ k ) and T V (τ 1 , . . . , τ k ) asT V and T V , respectively.
Notice thatT
By Cauchy-Schwarz inequality, we have
where J k = 2 k − 1. For any given ξ 1 , . . . , ξ k ∈ {0, 1}, define
For ℵ V (s) defined in (24), we adopt the convention ℵ V (0) = 1. If ξ 1 + · · · + ξ k = s with 1 ≤ s ≤ k, without lose of generality, we assume ξ 1 = · · · = ξ s = 1 and ξ s+1 = · · · = ξ k = 0.
. . , ξ k ∈ {0, 1} and v ∈ V, where q max = max{1 − α, α, 1 − β, β}. Thus,
Similarly, we know
for any ξ 1 , . . . , ξ k ∈ {0, 1} such that ξ 1 + · · · + ξ k = s. Therefore, from (A.2), it holds that
It follows from Markov inequality that
We complete the proof of Proposition 2.
Proof of Proposition 3
Notice that ℵ V (s)/ℵ V → 0 for each 1 ≤ s ≤ k − 2. By the definition of ϕ ℓ (·), we have
). Then we havẽ
Then we complete the proof of Proposition 3.
Proof of Theorem 4
Based on the Berry-Essen Theorem, we have
where Φ(·) denotes the cumulative distribution function of standard normal distribution. It holds that
}. For any j 1 , j 2 = 1, . . . , k
Same as (A.7), we have
It follows from (A.6) and (A.8) that
In the sequel, we show |θ * − θ| = o p (N −1 ). To do this, we only need to show
Same as (A.2) and (A.4), we have
Following the same arguments to bound E{|∆ j 1 ,j 2 (1)| 2 }, we have ∆ j 1 ,j 2 (2) = o p (N −1 ). For 8 ∆ j 1 ,j 2 (3), we can reformulate it as
Same as (A.3), we have
. We complete the proof of Theorem 4.
Proof of Proposition 4
To simplify the notation, we writeT
As we have shown in Proposition 2 that
we only need to prove
For each v ∈ V, we have the following identity
(A.9)
In the sequel, we will specify the leading term of
Similar to (A.4), we have 1 |V|
for any j = 1, . . . , k. Since ℵ V /|V| ≍ N −1 and ℵ V (k − 2)/ℵ V → 0, it holds that
As we have shown in (A.5),
Thus, it follows from (A.9) that
We complete the proof of Proposition 4.
Proof of Theorem 5
Recall thatû 1 − u 1 = (2N ) −1 i =jY i,j ,û 2 − u 2 = (4N ) −1 i =j {η i,j − E(η i,j )} andû 3 − u 3 = (6N ) −1 i =j {ξ i,j − E(ξ i,j )} with η i,j = |Y i,j, * − Y i,j | and ξ i,j = I(Y i,j, * * − 2Y i,j, * + Y i,j = 1 or − 2). Letη i,j = η i,j − E(η i,j ) andξ i,j = ξ i,j − E(ξ i,j ). Define κ 1 = α(1 − α) and κ 2 = β(1 − β). Due to {(Y i,j , Y i,j, * , Y i,j, * * )} i<j are independent, and Y i,j = Y j,i , Y i,j, * = Y j,i, * and Y i,j, * * = Y j,i, * * , thus E(Y s 1 ,t 1Y s 1 ,t 2 ) = A s 1 ,t 1 κ 2 + (1 − A s 1 ,t 1 )κ 1 if {s 1 , t 1 } = {s 2 , t 2 }, E(Y s 1 ,t 1Y s 1 ,t 2 ) = 0 if {s 1 , t 1 } = {s 2 , t 2 }, E(Y s 1 ,t 1η s 1 ,t 2 ) = A s 1 ,t 1 κ 2 (2β − 1) + (1 − A s 1 ,t 1 )κ 1 (1 − 2α) if {s 1 , t 1 } = {s 2 , t 2 }, E(Y s 1 ,t 1η s 1 ,t 2 ) = 0 if {s 1 , t 1 } = {s 2 , t 2 }, E(Y s 1 ,t 1ξ s 1 ,t 2 ) = A s 1 ,t 1 κ 2 (β 2 − 2κ 2 ) + (1 − A s 1 ,t 1 )κ 1 {(1 − α) 2 − 2κ 1 } if {s 1 , t 1 } = {s 2 , t 2 } and E(Y s 1 ,t 1ξ s 1 ,t 2 ) = 0 if {s 1 , t 1 } = {s 2 , t 2 }. Notice that √ N {Ĉ V (τ 1 , . . . , τ k ) − C V (τ 1 , . . . , τ k )} = S V (τ 1 , . . . , τ k ) + Ξ V (τ 1 , . . . , τ k ) with Ξ V (τ 1 , . . . , τ k ) = ∆ α,V (τ 1 , . . . , τ k ) √ N (α − α) + ∆ β,V (τ 1 , . . . , τ k ) √ N (β − β). The asymptotic variances of S V (τ 1 , . . . , τ k ) has been specified in Theorem 2 and the asymptotic variance of Ξ V (τ 1 , . . . , τ k ) can be obtained via Theorems 2 and 3. Here we only need to specify Cov{S V (τ 1 , . . . , τ k ), Ξ V (τ 1 , . . . , τ k )}. Due to Ξ V (τ 1 , . . . , τ k ) is a linear combination of √ N (α−α) and √ N (β −β), and the leading terms ofα−α andβ −β are both linear combinations ofû 1 −u 1 , u 2 −u 2 andû 3 −u 3 , then the leading term of Ξ V (τ 1 , . . . , τ k ) is also a linear combination ofû 1 −u 1 , û 2 − u 2 andû 3 − u 3 . We first calculate a more general result Cov{S V (τ 1 , . . . , τ k ), x 1 √ N(û 1 − u 1 ) + x 2 √ N (û 2 − u 2 ) + x 3 √ N (û 3 − u 3 )} for any (x 1 , x 2 , x 3 ) ∈ R 3 .
Notice that
Cov S V (τ 1 , . . . , τ k ),
. . , τ j−1 , 1, τ j+1 , . . . , τ k )
If α is known, we haveα = α andβ =β. Then Ξ V (τ 1 , . . . , τ k ) = ∆ β,V (τ 1 , . . . , τ k ) √ N (β − β).
As we have shown in the proof of Theorem 2,β −β = c 1,β,1 (û 1 −u 1 )+c 1,β,2 (û 2 −u 2 )+o p (N −1/2 ).
With selecting x 1 = c 1,β,1 ∆ β,V (τ 1 , . . . , τ k ), x 2 = c 1,β,2 ∆ β,V (τ 1 , . . . , τ k ) and x 3 = 0 in (A.10), we then have part (i).
If β is known, we haveα =α andβ = β. Then Ξ V (τ 1 , . . . , τ k ) = ∆ α,V (τ 1 , . . . , τ k ) √ N (α−α).
As we have shown in the proof of Theorem 2,α−α = c 1,α,1 (û 1 −u 1 )+c 1,α,2 (û 2 −u 2 )+o p (N −1/2 ).
With selecting x 1 = c 1,α,1 ∆ α,V (τ 1 , . . . , τ k ), x 2 = c 1,α,2 ∆ α,V (τ 1 , . . . , τ k ) and x 3 = 0 in (A.10), we then have part (ii).
If α and β are unknown, we haveα =α andβ =β. Then Ξ V (τ 1 , . . . , τ k ) = ∆ α,V (τ 1 , . . . , τ k ) √ N (α− α)+∆ β,V (τ 1 , . . . , τ k ) √ N (β−β). As we have shown in the proof of Theorem 3,α−α = c 2,α,1 (û 1 − u 1 ) + c 2,α,2 (û 2 − u 2 ) + c 2,α,3 (û 3 − u 3 ) + o p (N −1/2 ) andβ − β = c 2,β,1 (û 1 − u 1 ) + c 2,β,2 (û 2 − u 2 ) + c 2,β,3 (û 3 − u 3 ) + o p (N −1/2 ). With selecting x 1 = c 2,α,1 ∆ α,V (τ 1 , . . . , τ k ) + c 2,β,1 ∆ β,V (τ 1 , . . . , τ k ),
