Abstract. There is a Turing computable embedding Φ of directed graphs A in undirected graphs (see [13] ). Moreover, there is a fixed tuple of formulas that give a uniform interpretation; i.e., for all directed graphs A, these formulas interpret A in Φ(G). It follows that A is Medvedev reducible to Φ(A) uniformly; i.e., A ≤ s Φ(A) with a fixed Turing operator that serves for all A. We observe that there is a graph G that is not Medvedev reducible to any linear ordering. Hence, G is not effectively interpreted in any linear ordering. Similarly, there is a graph that is not interpreted in any linear ordering using computable Σ 2 formulas. Any graph can be interpreted in a linear ordering using computable Σ 3 formulas. Friedman and Stanley [3] gave a Turing computable embedding L of directed graphs in linear orderings. We show that there is no fixed tuple of L ω1ω -formulas that, for all G, interpret the input graph G in the output linear ordering L(G). Harrison-Trainor and Montalbán [6] have also shown this, by a quite different proof.
Introduction
Friedman and Stanley [3] introduced Borel embeddings as a way of comparing classification problems for different classes of structures. A Borel embedding of a class K in a class K ′ represents a uniform procedure for coding structures from K in structures from K ′ . Many Borel embeddings are actually Turing computable [2] . A Turing computable embedding of a class K in a class K ′ represents an effective coding procedure.
When A is coded in B, effective decoding is represented by a Medvedev reduction of A to B. Harrison-Trainor, Melnikov, R. Miller, and Montalbán [4] defined a notion of effective interpretation of A in B. They also defined a notion of computable functor, where this is a pair of Turing operators, one taking copies of B to copies of A, and the other taking isomorphisms between copies of B to isomorphisms between the corresponding copies of A. They showed that A is effectively interpreted in B iff there is a computable functor from B to A. The first All the three authors were partially supported by the NSF grant DMS-1600625. The last two authors were partially supported by BNSF, MON, DN 02/ 16. operator is a Medvedev reduction. For some Turing computable embeddings Φ, there are uniform formulas that effectively interpret the input structure in the output structure, so we get a uniform Medvedev reduction. This uniform Medvedev reduction represents uniform effective decoding. Harrison-Trainor, R. Miller, and Montalbán [5] also considered interpretations by L ω 1 ω formulas, guaranteeing Borel decoding.
The class of undirected graphs and and the class of linear orderings both lie on top under Turing computable embeddings. The standard Turing computable embeddings of directed graphs (or structures for an arbitrary computable relational language) in undirected graphs come with uniform effective interpretations. We give examples of graphs that are not Medvedev reducible to any linear ordering, or to the jump of any linear ordering. We observe that any graph can be effectively interpreted in a linear ordering, so we have a Medvedev reduction. For the known Turing computable embedding of graphs in linear orderings, due to Friedman and Stanley, we show that there is no uniform interpretation defined by L ω 1 ω formulas; that is, no fixed tuple of L ω 1 ω formulas can interpret every graph in its Friedman-Stanley ordering.
In the remainder of the introduction, we give some definitions and background. We recall the Turing computable embedding of directed graphs (or structures for an arbitrary computable relational language) in undirected graphs. For this embedding, we have a uniform effective interpretation. In Section 2, we describe the graphs that are not Medvedev reducible to any linear ordering, or to the first jump of a linear ordering. We observe that any graph is Medvedev reducible to the second jump of some linear ordering. In Section 3, we recall the Turing computable embedding Φ of graphs in linear orderings due to Friedman and Stanley. We show that there do not exist formulas of L ω 1 ω that, for all G, interpret G in Φ(G).
1.1. Conventions. We assume that the language of each structure is computable, where this means that the set of non-logical symbols is computable and we can effectively determine the type and arity of each symbol. We may assume that the languages are relational. We restrict our attention to structures with universe equal to ω. Let Mod(L) be the class of L-structures with this universe. We identify a structure A with its atomic diagram D(A). We may identify this, via Gödel numbering, with a set of natural numbers, or with an element of 2 ω . Thus, we think of Mod(L) as a subclass of 2 ω . For a class of structures K ⊆ Mod(L), we suppose that K is axiomatized by an L ω 1 ω sentence.
By a result of López-Escobar [11] , this is the same as assuming that K is a Borel subclass of Mod(L) closed under isomorphism.
Borel embeddings.
The following definition is from [3] . Definition 1. We say that a class K is Borel embeddable in a class K ′ , and we write
A Borel embedding of K into K ′ represents a uniform procedure for coding structures from K in structures from K ′ . Friedman and Stanley [3] gave the following result. (1) undirected graphs (2) fields of any fixed characteristic (3) 2-step nilpotent groups (4) linear orderings
Friedman and Stanley defined an embedding of graphs in fields of any fixed characteristic. They also defined an embedding of graphs in linear orderings. For the other classes listed above, Friedman and Stanley credit earlier sources. Lavrov [10] defined an embedding of Mod(L) in undirected graphs, for any L. There are similar constructions due to Nies [18] and Marker [13] . Mekler [14] defined an embedding of graphs in 2-step nilpotent groups. Alternatively, we get an embedding of graphs in 2-step nilpotent groups by composing the embedding of graphs in fields with an earlier embedding by Mal'tsev [12] of fields in 2-step nilpotent groups.
1.3. Turing computable embeddings. Kechris suggested to the first author that she and her students should consider effective embeddings. This is done in [2] , [9] . Definition 2. We say that a class K is Turing computably embedded in a class K ′ , and we write K ≤ tc K ′ , if there is a Turing operator
A Turing computable embedding represents an effective coding procedure. The next result is in [2] . Theorem 1.2. The following classes lie on top under ≤ tc .
(1) undirected graphs (2) fields of any fixed characteristic (3) 2-step nilpotent groups (4) linear orderings
The reason for this is that the Borel embeddings of Friedman-Stanley, Lavrov, Nies, Marker, Mekler, and Mal'tsev are all, in fact, Turing computable.
Medvedev reductions.
A problem is a subset of 2 ω or ω ω . Problem P is Medvedev reducible to problem Q if there is a Turing operator Φ that takes elements of Q to elements of P . The problems that interest us ask for copies of particular structures, where each copy is identified with an element of 2 ω . Definition 3. We say that A is Medvedev reducible to B, and we write A ≤ s B if there is a Turing operator that takes copies of B to copies of A.
Supposing that A is coded in B, a Medvedev reduction of A to B represents an effective decoding procedure.
1.5. Sample embedding. Below, we describe Marker's Turing computable embedding of directed graphs in undirected graphs.
(1) For each point a in the directed graph A, the undirected graph B has a point b a connected to a triangle. (2) For each ordered pair of points (a, a ′ ) from A, B has a point p (a,a ′ ) that is connected directly to b a and with one stop to b a ′ . The point p (a,a ′ ) is connected to a square if there is an arrow from a to a ′ , and to a pentagon otherwise.
For structures A with more relations, the same idea works-we use more special points and more n-gons.
Fact: For Marker's embedding Φ of directed graphs in undirected graphs, there are finitary existential formulas that, for all inputs A, define the following.
(1) the set D of b a connected to a triangle, (2) the set of ordered pairs (b a , b a ′ ) such that the special point p (a,a ′ ) is connected to a square, (3) the set of ordered pairs (b a , b a ′ ) such that the special point p (a,a ′ ) is connected to a pentagon.
This guarantees that any copy of Φ(A) computes a copy of A.
1.6. Effective interpretations and computable functors. In a number of familiar examples where A ≤ s B, the structure A is defined or interpreted in B using formulas of special kinds. In a given structure, a relation R is computable ∆ 1 -definable overc if R and the complementary relation ¬R are both defined by Σ 
Above, we described Marker's Turing computable embedding of directed graphs in undirected graphs, and we saw there are uniform finitary existential formulas that in the output directed graph a set D and relations ±R * such that (D, R * ) is isomorphic to the input undirected graph. Friedman and Stanley's original embedding of graphs in fields involved a uniform interpretation by means of Σ c 3 formulas. A more recent embedding of graphs in fields, due to R. Miller, Poonen, Schoutens, and Shlapentokh [15] , gives a uniform effective interpretation.
Harrison-Trainor, Melnikov, R. Miller, and Montalbán [4] defined a second notion.
Definition 5. A computable functor from B to A is a pair of Turing operators (Φ, Ψ) such that Φ takes copies of B to copies of A and Ψ takes isomorphisms between copies of B to isomorphisms between the corresponding copies of A, so as to preserve identity and composition.
The main result from [4] gives the equivalence of the two notions. Theorem 1.3. For structures A and B, A is effectively interpreted in B iff there is a computable functor Φ, Ψ from B to A.
Proof. We get a Medvedev reduction by taking the first half Φ of the computable functor Φ, Ψ.
Kalimullin [7] showed that the converse of the corollary fails. We can have a Turing operator Φ taking copies of B to copies of A without having a Turing operator Ψ taking triples (B 1 , B 2 , f ) to g, where B 1 , B 2 are copies of B and
In the proof of Theorem 1.3, it is important that the set D in the interpretation consist of tuples from B of arbitrary arity. The same is true in the proof of the following. 
There is a notion of jump of a structure [16, 17] . The jump of A is a structure A ′ = (A, (R i ) i∈ω ), where R i is the relation defined in A by the i th Σ c 1 formula. We can iterate the jump, forming A ′′ = (A ′ ) ′ , etc. For our purposes, the following facts about jumps suffice.
(1) For a structure A, the jump is a structure A ′ such that the relations defined in A ′ by Σ Harrison-Trainor, R. Miller, and Montalbán [5] proved the analogue of the result in [4] in which the interpretations are defined by formulas of L ω 1 ω , and the functors are Borel. Theorem 1.6. A structure A is interpreted in B using L ω 1 ω -formulas iff there is a Borel functor (Φ, Ψ) from B to A.
Interpreting graphs in linear orderings
As we have seen, any structure can be effectively interpreted in a graph. Linear orderings do not have so much interpreting power. To show this, we use the following result of Linda Jean Richter [19] .
Proposition 2.1 (Richter) . For a linear ordering L, the only sets computable in all copies of L are the computable sets.
Proof. Let S be a non-computable set. Let G be a graph such that every copy computes S. We may take G to be a "daisy" graph, consisting of a center node with a "petal" of length 2n + 3 if n ∈ S and 2n + 4 if n ∉ S. Now, apply Proposition 2.1.
The following result, from [8] , is a lifting of Proposition 2.1. Proof. Let S be a non-∆ 0 2 set. Let G be a graph such that every copy computes S. Then apply Proposition 2.3.
The pattern above does not continue. The following is well-known (see Theorem 9.12 [1] ). Proposition 2.5. For any set S, there is a linear ordering L such that for all copies of L, the second jump computes S.
Proof sketch. For a set A, the ordering σ(A ∪ {ω}) (the "shuffle sum" of orderings of type n for n ∈ A and of type ω) consists of densely many copies of each of these orderings. The degrees of copies of σ(A ∪ {ω}) are the degrees of sets X such that A is c.e. relative to X ′′ . Let A = S ⊕ S c , where S c is the complement of S. Consider the linear ordering L = σ(A ∪ {ω}). Then we have a pair of finitary Σ 3 formulas saying that n ∈ S iff L has a maximal discrete set of size 2n and n ∈ S iff L has a maximal discrete set of size 2n + 1. It follows that any copy of L ′′ uniformly computes the set S.
Using Proposition 2.5, we get the following.
Proof. Let S be the diagram of a specific copy of G and let L be as in Proposition 2.5. Then G ≤ s L ′′ .
Turing computable embedding of graphs in linear orderings
The class of linear orderings, like the class of graphs, lies on top under Turing computable embeddings. We describe the Turing computable embedding L, given in [3] , of directed graphs in linear orderings.
Friedman-Stanley embedding. First, let (A n ) n∈ω be an effective partition of Q into disjoint dense sets. Let (t n ) 1≤n<ω be a list of the atomic types in the language of directed graphs. We let t 1 be the type of ∅, we put the types for single elements next, then the types for distinct pairs, then the types for distinct triples, etc. For a graph G, the ordering L(G) is a sub-ordering of Q <ω , with the lexicographic ordering. The elements of L(G) are the finite sequences r 0 q 1 r 1 . . . r n−1 q n r n k ∈ Q <ω such that (1) for i < n, r i ∈ A 0 , and r n ∈ A 1 , (2) there is a special tuple in G, of length n, satisfying the atomic type t m , and k is a natural number less than m, (3) if n ≥ 1 and the special tuple is a 1 , . . . , a n , then for all i with 1 ≤ i ≤ n, q i ∈ A a i . In talks, the first author has claimed, without any proof, that this embedding does not represent an interpretation. Our goal in the rest of the paper is to prove the following theorem.
We begin with some definitions and simple lemmas about L(G).
We say that b mentionsā ifā is the special tuple in G of length n, such that for
Then b lies in a maximal discrete interval of some finite size m ≥ 1. The number m tells us the atomic type ofā; in particular, it tells us the length ofā.
Proof. It is clear from the definition of L(G) that if b mentionsā, wherē a satisfies the atomic type t m on our list, then b lies in a maximal discrete set of size m. Knowing just that b lies in a maximal discrete set of size m, we know the atomic type, and this tells us the length of a.
The structure of the linear ordering L(G) does not directly tell us the lengths of the elements b (as elements (1) the size of each interval (b i , b i+1 )-we note that the interval is infinite unless b i , b i+1 belong to the same finite discrete set in L(G), which means that thety agree on all but the last term, (2) the location of b i in the finite discrete interval to which it belongs, Proof. We note the following.
(1) For any finite n, we have a finitary Σ 2 formula saying of an interval that it has at least n elements and it does not have at least n+1 elements. Thus, there are finitary Σ 2 and Π 2 formulas saying that an interval (b i
Taking an appropriate finite conjunction of the formulas described above, we obtain a Σ (1) For anyē in (c, ∞), there is an automorphism of (c, ∞) takinḡ e to someē ′ in the interval (c, c * ). (2) For anyē in (−∞, c ′ ), there is an automorphism of (−∞, c ′ ) takingē to someē ′ in the interval (c * , c ′ ).
Proof. We prove (1) . Note that c * has form r0, where r ∈ A 1 . The first term of c is some q < r. Let c * * be an element of length 2 greater than all inē, with first term p. There is a permutation of Q, say f , such that (1) f preserves the ordering and membership in the A i 's (i.e., f is an automorphism of the structure (Q, <, (A i ) i∈ω ), (2) f (q) = q and f (p) = r. We define an automorphism g of (c, ∞), taking each element xσ to f (x)σ-we are changing just the first term. The fact that f preserves the ordering and membership in A i 's is needed to be sure that g has domain and range (c, ∞). Lemma 3.7. Letb be a finite tuple in L(G), and let c be an element of L(G).
(1) There is an automorphism of L(G) takingb to a tupleb ′ entirely to the right of c, with elements of length 2 in between. (2) There is also an automorphism takingb to a tupleb ′′ entirely to the left of c, with elements of length 2 in between.
Proof. We give the proof for (1) . Suppose that c begins with r. Suppose the first element ofb begins with p. Let f be a permutation of Q that preserves the ordering and membership in the A i 's, and such that f (p) > r. We have an automorphism g of L(G) such that g(xσ) = f (x)σ. By the choice of f it follows that g has domain and range all of L(G). To see that there is an element of length 2 between c and the first element of g(b), we note that there is an element of A 1 between r and f (p).
3.1.
The relations ∼ γ . Below, we recall a family of equivalence relations, defined for pairs of tuples, from the same structure, or from two different structures. This formula is Π c 2γ , as required. Lemma 3.9. Let L be a fixed finite relational language. For any computable ordinal γ, and any tuples of variablesx,ȳ, of the same length, we can effectively find a computable Π 2γ -formula ϕ γ (x,ȳ) such that for any L-structure A, and any tuplesā andb from A, A ⊧ ϕ γ (ā,b) iff (A,ā) ∼ γ (A,b).
Proof. Suppose thatx andȳ have length m. Let γ = 0 and let At be the computable set of all atomic formulas on the first m variables in the language L. Then
which is finitary quantifier-free. Suppose we have determined the formulas ϕ β (x,ȳ) for all β < γ and all appropriate pairs of tuples of variablesx,ȳ. Then
which is a Π c 2γ formula. The next lemma is well-known, and the proof is straightforward. 3.2. ∼ γ -equivalence in linear orderings. In a linear orderings, the ∼ γ -classes of a tupleā are determined by the ∼ γ -classes of the intervals with endpoints inā. Let A and B be linear orderings. Letā = a 1 < . . . < a n be a tuple in A, and letb = b 1 < . . . < b n be a tuple in B. Let I 0 , . . . , I n and J 0 , . . . , J n be the intervals in A and B determined byā andb; i.e., I 0 is the interval
n is the interval (a n , ∞) in A, and J n is the interval (b n , ∞) in B. The next lemma is well-known, and the proof is straightforward. Proof. Take β < γ. Taked in I. We wantē in J such thatd in I andē in J are ∼ β -equivalent. We consider the cases β = 0, β = 1, and β ≥ 2.
Case 1: Suppose β = 0. The fact that J contains an element of length 2 implies that it is an infinite interval. We chooseē in this interval ordered in the same way asd.
Case 2: Suppose β = 1. The tupled partitions the interval I = (b, b ′ ) into sub-intervals I 0 , . . . , I m . We needē partitioning J into sub-intervals J 0 , . . . , J m of the same sizes. The first few intervals I i may be finite. Since b ∼ 2 c, we can match these intervals. Similarly, we can match the last few intervals, if these are finite. For simplicity, we suppose that the intervals I 0 and I m are both infinite. The tupled is automorphic to a tupled ′ lying entirely to the right of c, with first element infinitely far from c. Let d ′ be infinitely far to the right of the last term ofd ′ . By Lemma 3.6, there is an automorphism of the interval (c, ∞) takingd ′ , d ′ to someē, e ′ in the interval (c, c ′ ). We let the J i 's be the sub-intervals of J determined byē. These have the desired sizes.
Case 3: Suppose β ≥ 2. We may suppose thatd =d 1 , b * ,d 2 . The intervals (b, ∞) and (c, ∞) are ∼ γ -equivalent. Therefore, we haveē 1 , c * * in (c, ∞) ∼ β -equivalent tod 1 , b * in (b, ∞). Since β ≥ 2, we have that c * * has length 2. Let p be the first term of c, let r be the first term of c * , and let q be the first term of c * * . Let f be a permutation of Q, preserving the order and the A i 's, fixing p and taking q to r. We have an automorphism g of (c, ∞) (or of L(G)) that takes xσ to f (x)σ. Letē ′ 1 be g(ē 1 ). The sub-intervals of I (or of (b, ∞)) determined byd 1 , b * are ∼ β equivalent to the sub-intervals of (c, ∞) determined byē 1 , c * * . These are isomorphic to the sub-intervals determined byē ′ 1 , g(c * * ). Thus, the sub-intervals of (b, ∞) determined byd 1 , b * are ∼ β -equivalent to the sub-intervals of (c, ∞) determined byē
In a similar way, we getē ′ 2 such that the sub-intervals of (c * , ∞) determined by c * ,ē ′ 2 are ∼ β -equivalent to those determined by b * ,b 2 in (b * , ∞). We letē beē
All together, the sub-intervals of (b, b ′ ) determined byd are ∼ β -equivalent to the corresponding sub-intervals of (c, c ′ ) determined byē.
Suppose further that there is an element of length 2 between the last element ofb 1 and the first element ofb 2 , and there is an element of length 2 between the last element ofc 1 and the first element ofc 2 . Thenb 1 ,b 2 ∼ γc 1 ,c 2 . Proof. Say thatb 1 = (b 1 , . . . , b k ),b 2 = (b k+1 , . . . , b n ),c 1 = (c 1 , . . . , c k ),  andc 2 = (c k+1 , . . . , c n ) . Let I i be the intervals determined byb 1 ,b 2 , and let J i be the intervals determined byc 1 ,c 2 , for i ≤ n. The fact that
We have elements of length 2 in each of the intervals I k and J k . Applying the previous lemma, we get the fact that
Lemma 3.14. Supposeb,b ′ are tuples in L(G) of the same shape. Let a,ā ′ be the full tuples from G mentioned by the b i 's, or the b
Proof. We proceed by induction on γ. For γ = 0, the statement is trivially true. Supposing that the statement holds for β < γ, we show it for γ. Supposeā ∼ γā′ . We will haveb ∼ γb provided that for all β < γ,
(1) for anyd, there is somed ′ such thatb,d ∼ αb′ ,d ′ , and (2) for anyd ′ , there is somed such thatb,d ∼ αb′ ,d ′ .
By symmetry, it is enough to prove (1). Say thatc is the tuple of elements of G mentioned in the d i 's and not inā. Sinceā ∼ γā′ in G, there is a tuplec ′ such thatā,c ∼ βā′ ,c ′ . In L(G), we choosed ′ , so that the ordering and shape ofb ′ ,d ′ matches that ofb,d, and for each d ′ i , the tupleā ′ ,c ′ mentioned in d ′ i corresponds to the one fromā,c mentioned in d i . Using the fact thatb ′ andb have the same shape, we can see that suchd ′ exist. By the induction hypothesis, we haveb,d ∼ βb′d′ .
Lemma 3.15. Let G 1 and G 2 be directed graphs such that G 1 is a computable infinitary elementary substructure of G 2 . Suppose also that
Proof. Note that L(G 1 ) is a substructure of L(G 2 ). The Tarski-Vaught test was originally stated for elementary substructure, but it also works for fragments of L ω 1 ω , in particular, for computable infinitary formulas. To show that L(G 1 ) is a computable infinitary elementary substructure of L(G 2 ), it is enough to show that for any computable infini-
Say that ψ is a Π c α formula. Supposeb mentionsā from G 1 . The tuple from G 1 mentioned by d may include some elements fromā, plus some further elementsc. By Lemma 3.8, we have a computable infinitary formula ϕ satisfy the same computable infinitary sentences. In fact, they satisfy the same Π α sentences of L ω 1 ω for all computable ordinals α.
Let I be the initial segment of H of order type ω CK 1 . Thinking of H as a directed graph, we can form the linear orderings L(H) and L(I). Just because H has a computable copy, it is effectively interpreted in every structure B. We have a computable functor (Φ, Ψ) that ignores the input-Φ always gives the same computable copy of H, and Ψ always gives the identity isomorphism. Our warm-up result will say that there are no computable infinitary formulas that define an interpretation of H in L(H) and also define an interpretation of I in L(I).
Proposition 3.16. L(I) is a computable infinitary substructure of L(H).
Proof. Since I and H satisfy the same computable infinitary sentences and every element of I is defined by a computable infinitary formula, it follows that I is a computable infinitary elementary substructure of H. We apply Lemma 3.15 to conclude that L(I) is a computable infinitary elementary substructure of H. We can translate computable infinitary formulas describing H and its elements into computable infinitary formulas about tuples in L(H), referring to the formulas that define D, ∼, and < ○. For each computable ordinal α, we have a formula ϕ α (x) saying of an element x in H that pred(x) has order type α. Let ψ α (x) be the translation formula saying of a tuplex that it is in D and the set of predecessors of the equivalence class ofx has order type α. For each computable ordinal α, there is a tuple in D satisfying ψ α (x) (for an appropriatex). Since L(I) is a computable infinitary elementary substructure of L(H), some tuple from D in L(I) also satisfies ψ α (x). We are assuming that the restriction to L(I) of our interpreting formulas defines an interpretation of I. Therefore, each tuple from D in L(I) satisfies one of the formulas ψ α .
Recall that the ordering H is computable, and so is L(H). We may suppose that D consists of increasing tuples from L(H). If this is not so initially, we modify the formulas, re-arranging the variables. We have a partition of D according to the shape of the tuples and the ∼ γ -class. The partition classes are defined by computable infinitary formulas. We need one more lemma.
Lemma 3.18. For each computable ordinal γ, there is a partition class C with tuplesb in C satisfying ψ α for arbitrarily large computable ordinals α. Proof. In L(H), we have a tupleb in D not satisfying any of the formulas ψ α for computable ordinals α. Let C be the partition class consisting of tuples having the same shape and ∼ γ -equivalence class asb. Since L(I) is a computable infinitary elementary substructure of L(H), and the shape and ∼ γ -equivalence class ofb are defined by computable infinitary formulas, we must have tuples of L(I) belonging to C and satisfying ψ α for arbitrarily large computable ordinals α.
Suppose that the formulas defining D, < ○, and ∼ are all Σ c γ . Applying Lemma 3.18, we get a subset C of D in which all tuples have the same shape and are in the same ∼ γ -class. We choose tuplesb andc in L(I), both belonging to C, such thatb satisfies ψ α andc satisfies ψ β , where α < β. By Lemma 3.7, we may suppose that the tupleb lies entirely to the left ofc, with an element of length 2 in between. Also, by the same lemma, we have a tupleb ′ , automorphic tob, lying entirely to the right ofc, with an element of length 2 in between. Sinceb satisfies ψ α andc satisfies ψ β , we should have L(I) ⊧b < ○c. Sinceb ′ is automorphic tob, it should also satisfy ψ α , so we should also have L(I) ⊧b ′ < ○c. Applying Lemma 3.13, we get the fact thatb,c ∼ γc ,b ′ . Therefore, since L(I) ⊧b < ○c, and < ○ is defined by a Σ c γ -formula, L(I) ⊧c < ○b ′ . This is the contradiction that we expected, when we set out to prove Proposition 3.17.
We , with an appropriate function F , and letting c be a sufficiently large computable ordinal. Therefore, the whole set Γ has a model. Letb be an element of D U 2 such that F (b) = c. Let C be the set of tuples of U 2 having the shape ofb and ∼ γ -equivalent tob. Since (U 2 , < 2 ) satisfies the same computable infinitary sentences true in the computable structure L(H), by the lemma above, the ∼ γ -equivalence class ofb is defined in (U 2 , < 2 ) by a computable infinitary formula. For each computable ordinal α, we have a computable infinitary sentence χ α saying that some tuple in C does not satisfy ψ β for any β < α. The sentence χ α is true in our model of Γ, witnessed byb such that F (b) = c. Therefore, the sentence χ α is true also in L(ω in L(ω CK 1 ), the witnessb ′ for χ α in L(ω CK 1 ) must satisfy ψ γ for some γ ≥ α. Now, we can proceed as in the proof of Proposition 3.17. We are working in L(ω CK 1 ). We chooseb,c, from the sequence ofd α 's in the lemma, such thatb ∼ γc ,b satisfies ψ α andc satisfies ψ β , where α < β.
By Lemma 3.7, we may suppose thatb lies entirely to the left ofc, and there is an element of length 2 in between. Since α < β, we should have L(ω CK 1 ) ⊧b < ○c. We can takeb ′ automorphic tob, lying entirely to the right ofc. Clearly, L(ω CK 1 ) ⊧b ′ < ○c sinceb ′ satisfies ψ α (x). Applying Lemma 3.13 we obtain thatb,c ∼ γc ,b ′ . It follows that L(ω CK 1 ) ⊧c < ○b ′ , which is a contradiction.
We are ready to complete the proof of Theorem 3.1, saying that there is no tuple of L ω 1 ω -formulas that, for all directed graphs G, interprets G in L(G).
Proof of Theorem 3.1. Suppose that we have such formulas. For some X, the formulas are X-computable infinitary. Let G be a linear ordering of type ω X 1 . Relativizing Proposition 3.19, we have the fact that G is not interpreted in L(G) by any X-computable formulas.
The Friedman-Stanley embedding represents a uniform effective encoding of directed graphs in linear orderings. We have seen that there is no uniform interpretation of the input graph in the output linear ordering. Conjecture 1. Let Φ be a Turing computable embedding of directed graphs in linear orderings. There do not exist L ω 1 ω formulas that, for all directed graphs G, define an interpretation of G in Φ(G).
