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THE GLOBAL SECTIONS OF THE CHIRAL DE RHAM COMPLEX ON A
KUMMER SURFACE
BAILIN SONG
ABSTRACT. The chiral de Rham complex is a sheaf of vertex algebras Ωch
M
on any non-
singular algebraic variety or complex manifold M , which contains the ordinary de Rham
complex as the weight zero subspace. We show that when M is a Kummer surface, the
algebra of global sections is isomorphic to the N = 4 superconformal vertex algebra with
central charge 6. Previously, CPn was the only manifold where a complete description of
the global section algebra was known.
1. INTRODUCTION
In 1998, Malikov, Schechtman, and Vaintrob [15] constructed a sheaf of vertex algebras
ΩchM known as the chiral de Rham complex on any nonsingular algebraic variety or com-
plex manifoldM . It has a conformal weight grading by the non-negative integers, and the
weight zero piece coincides with the ordinary de Rham sheaf. This construction has sub-
stantial applications to mirror symmetry and is related to stringy invariants of M such
as the elliptic genus [3]. According to [11], on any Calabi-Yau manifold, the cohomol-
ogy H∗(M,ΩchM) can be identified with the infinite-volume limit of the half-twisted sigma
model model defined by E. Witten.
For simplicity of notation, we shall denote the sheaf ΩchM by Q = QM , and we shall de-
note its global section algebra H0(M,ΩchM) by Q(M). Certain geometric structures on M
give rise to interesting substructures of Q(M). For example, if M is a Calabi-Yau man-
ifold, Q(M) contains a topological vertex algebra structure, or equivalently, an N = 2
superconformal structure [15]. If M is hyperkahler, Q(M) contains an N = 4 supercon-
formal structure with c = 3d where d is the complex dimension of M [1, 5]. Describing
the vertex algebra structure of Q(M) by giving generators and operator product expan-
sions is a difficult problem; until now, CPn was the only nontrivial manifold where such a
description was known [16]. In this paper, we shall give a complete description of Q(M)
in the case where M is a Kummer surface. Since M is hyperkahler it contains an N = 4
superconformal algebra with c = 6, and our main result is that Q(M) is isomorphic to
this N = 4 algebra.
Our main tool is a filtration {Qn} on Q for anyM which is a good increasing filtration
in the sense of [7], for which the associated graded object gr(Q) =
⊕
Qn/Qn−1 is a sheaf of
supercommutative graded rings onM . There is another, more refined filtration of gr(Q)
whose associated graded object gr2(Q) is also a sheaf of supercommutative graded rings
and is closely related to classical tensor bundles onM . In the case of Kummer surfaces, the
ring of global sections of gr2(Q) can be described explicitly using techniques developed
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in our previous work [13, 14] on the interaction between jet schemes, arc spaces, and
classical invariant theory. We shall prove that for a Kummer surface, the ring of global
sections of gr2(Q) it is exactly the sl2[t]-invariant subalgebra of the sheaf restricted to one
point; see Corollary 5.2. This result can be regarded as the arc space analogue of a theorem
of S. Kobayashi [10] which says that holomorphic sections of the bundle given by tensors
of tangent and cotangent bundles are exactly the set of SU2 invariants of a fiber of the
bundle. It can be expected that a similar result will hold for the global sections of gr2(Q)
on other Calabi-Yau manifolds. Finally, using the relationship between global sections of
Q and gr2(Q), we find a minimal strong generating set for the vertex algebra of global
sections of Q on Kummer surfaces; see Theorem 5.5.
The plan of this paper is following. In Section 2 we briefly introduce vertex algebras
and the chiral de Rham complex. In Section 3 the associated graded sheaves of the chiral
de Rham complex are constructed, and the relations of their global sections are studied.
In Section 4, the ring of sl2[t] invariants of the sheaf gr
2(Q) restricted to a point is studied
and a linear basis of this ring is constructed. In Section 5, the global sections of gr2(Q)
and finally, the global sections of Q on Kummer surfaces are determined.
2. VERTEX ALGEBRAS
First we define vertex algebras, which have been discussed from various points of view
in the literature (see for example [2, 4, 9]). We will follow the formalism developed in [12]
and partly in [6]. Let V = V0 ⊕ V1 be a super vector space over C, and let z, w be formal
variables. Let QO(V ) be the space of linear maps
V → V ((z)) = {
∑
n∈Z
v(n)z−n−1|v(n) ∈ V, v(n) = 0 for n >> 0}.
Elements a ∈ QO(V ) can be represented as power series
a = a(z) =
∑
n∈Z
a(n)z−n−1 ∈ End(V )[[z, z−1]].
Each a ∈ QO(V ) has the form a = a0 + a1 where ai : Vj → Vi+j((z)) for i, j ∈ Z/2Z, and
we write |ai| = i. There are nonassociative bilinear operations ◦n on QO(V ), indexed by
n ∈ Z, which we call the nth circle products. For homogeneous a, b ∈ QO(V ), they are
defined by
a(w) ◦n b(w) = Resza(z)b(w) ι|z|>|w|(z − w)
n − (−1)|a||b|Reszb(w)a(z) ι|w|>|z|(z − w)
n.
Here ι|z|>|w|f(z, w) ∈ C[[z, z−1, w, w−1]] denotes the power series expansion of a rational
function f in the region |z| > |w|. We usually omit ι|z|>|w| and just write (z−w)−1 to mean
the expansion in the region |z| > |w|, and write −(w − z)−1 to mean the expansion in
|w| > |z|. For a, b ∈ QO(V ), the following formal power series identity is known as the
operator product expansion (OPE) formula.
(2.1) a(z)b(w) =
∑
n≥0
a(w) ◦n b(w) (z − w)
−n−1+ : a(z)b(w) : .
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Here : a(z)b(w) : = a(z)−b(w) + (−1)|a||b|b(w)a(z)+, where a(z)− =
∑
n<0 a(n)z
−n−1 and
a(z)+ =
∑
n≥0 a(n)z
−n−1. Often we write
a(z)b(w) ∼
∑
n≥0
a(w) ◦n b(w) (z − w)
−n−1,
where ∼means equal modulo the term : a(z)b(w) :, which is regular at z = w.
Note that : a(w)b(w) : is a well-defined element of QO(V ), called theWick product of a
and b, and it coincides with a ◦−1 b. The other negative products are given by
n! a(z) ◦−n−1 b(z) = : (∂na(z))b(z) :, ∂ =
d
dz
.
For a1(z), . . . , ak(z) ∈ QO(V ), the iterated Wick product is defined to be
(2.2) : a1(z)a2(z) · · · ak(z) : = : a1(z)b(z) :, b(z) = : a2(z) · · · ak(z) : .
We often omit the formal variable z when no confusion can arise.
QO(V ) is a nonassociative algebra with the operations ◦n. A subspaceA ⊂ QO(V ) con-
taining 1 which is closed under all ◦n will be called a quantum operator algebra (QOA).
A subset S = {ai| i ∈ I} ofA is said to generate A if every a ∈ A can be written as a linear
combination of nonassociative words in the letters ai, ◦n, for i ∈ I and n ∈ Z. We say that
S strongly generates A if every a ∈ A can be written as a linear combination of words in
the letters ai, ◦n for n < 0. Equivalently, A is spanned by
{: ∂k1ai1 · · ·∂
kmaim : | i1, . . . , im ∈ I, k1, . . . , km ≥ 0}.
We say that a, b ∈ QO(V ) quantum commute if (z − w)N [a(z), b(w)] = 0 for some N ≥
0. Here [, ] denotes the super bracket. A commutative QOA is a QOA whose elements
pairwise quantum commute. This notion is the same as the notion of a vertex algebra,
and we will use these notions interchangeably.
Filtered vertex algebras. We recall Li’s notion of a good increasing filtration [7] of a ver-
tex algebra V . This will be a filtration by subspaces
· · · ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · · ,
⋃
Vn = V
such that 1 ∈ V0 and for a ∈ Vn, b ∈ Vm,
a ◦k b ∈ Vn+m, for k < 0,
a ◦k b ∈ Vn+m−1, for k ≥ 0.
A filtered vertex algebra is a vertex algebra V equipped with a good increasing filtration
{Vn}. Let
φn : Vn → Vn/Vn−1
be the quotient map. Then
gr(V ) =
⊕
(gr(V ))n =
⊕
Vn/Vn−1
is a vertex Poisson algebra, i.e. a graded, associative, super-commutative algebra A
equipped with a derivation ∂, and a family of derivations a◦k for each k ≥ 0 and a ∈ A.
For gr(V ), the associative product is given by
φn(a)φm(b) = φn+m(: ab :) ∈ Vn+m/Vn+m−1, for a ∈ Vn, b ∈ Vm.
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The derivation ∂ is given by
∂φn(a) = φn(∂a), for a ∈ Vn.
The derivations of elements φn(a) in Vn/Vn−1 are given by
φn(a) ◦k φm(b) = φn+m−1(a ◦k b) ∈ Vn+m−1/Vn+m−2, for a ∈ Vn, b ∈ Vm, k ≥ 0.
A Z≥0 graded, associative, super-commutative algebra equipped with a derivation ∂ of
degree zero is called ∂-ring [8]. A ∂-ring is just an abelian vertex algebra, that is, a vertex
algebra in which all the nonnegative circle products are zero. If Vn = 0 for n < 0, then
gr(V ) is Z≥0 graded and it is a ∂-ring.
Chiral de Rham complex. The chiral de Rham complex [15] is a sheaf of vertex algebras
defined on any smooth manifoldM in either the algebraic, complex analytic, or C∞ cate-
gories. In this paper we work exclusively in the complex analytic setting, although the fil-
trations we introduce are valid in all the above settings. LetΩN be the tensor product ofN
copies of the βγ − bc system. It has 2N even generators β1(z), · · · , βN(z), γ1(z), · · · , γN(z)
and 2N odd generators b1(z), · · · , bN(z), c1(z), · · · , cN(z). Their nontrivial OPEs are
βi(z)γj(w) ∼
δij
z − w
, bi(z)cj(w) ∼
δij
z − w
.
The following four fields in ΩN
L(z) =
∑
(: βi(z)∂γi(z) : − : bi(z)∂ci(z) :), Q(z) =
∑
: βi(z)ci(z) :,
J(z) = −
∑
: bi(z)ci(z) :, G(z) =
∑
: bi(z)∂γi(z) :,
give ΩN the structure of a topological vertex algebra [12].
For an open subset U ⊂ CN , let O(U) be the space of complex analytic functions on U .
Let γ1, . . . , γN be coordinates on CN . We may regard C[γ1, . . . , γN ] ⊂ O(U) as a subspace
of ΩN by identifying γ
i with γi(z) ∈ ΩN . As a linear space, ΩN has a C[γ
1, . . . , γN ]module
structure. We define Q(U) to be the localization of ΩN on U ,
Q(U) = ΩN ⊗C[γ1,...,γN ] O(U).
Then Q(U) is the vertex algebra generated by βi(z), bi(z), ci(z) and f(z), f ∈ O(U). These
satisfy the nontrivial OPEs
βi(z)f(w) ∼
∂f
∂γi
(z)
z − w
, bi(z)cj(w) ∼
δij
z − w
,
as well as the normally ordered relations
: f(z)g(z) : = fg(z), for f, g ∈ O(U).
Note that Q(U) is spanned by the elements
(2.3)
: ∂k1βi1(z) · · ·∂ksβis(z)∂l1bj1(z) · · ·∂ltbjt∂m1cr1(z) · · · ∂n1γs1(z) · · · f(γ)(z) :, f(γ) ∈ O(U).
Now let γ˜1, . . . , γ˜N be another set of coordinates on U , with
γ˜i = f i(γ1, . . . , γN), γi = gi(γ˜1, . . . , γ˜N).
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We have the following coordinate transformation equations for the generators.
∂γ˜i(z) =:
∂f i
∂γj
(z)∂γj(z) : ,
b˜i(z) =:
∂gi
∂γ˜j
(g(γ))bj : ,
c˜i(z) =:
∂f i
∂γj
(z)cj(z) : ,(2.4)
β˜i(z) =:
∂gi
∂γ˜j
(g(γ))(z)βj(z) : + ::
∂
∂γ
(
∂gi
∂γ˜j
(g(γ)))(z)ck(z) : bj(z) : .
For a given complex manifold M , let U be the set of the open sets of M which are iso-
morphic to open sets of Cn. The correspondence U → Q(U) for U ∈ U , defines a vertex
algebra sheaf Q = QM called the chiral de Rham complex onM .
WhenM is Calabi-Yau, i.e. c1(TM) = 0, the four fields L(z), J(z), Q(z), G(z) are glob-
ally defined onM , giving Q(M) the structure of a topological vertex algebra.
3. ASSOCIATED GRADED SHEAVES OF THE CHIRAL DE RHAM COMPLEX
For U ∈ U , we consider the filtration
Q0(U) ⊂ Q1(U) ⊂ · · ·· ⊂ Qn(U) ⊂ · · ·, Q(U) =
⋃
Qn(U).
Here Qn(U) is spanned by the elements with only at most n copies of β and b , i.e. the
elements in equation (2.3) with s+ t ≤ n.
For each n ≥ 0, let
φn : Qn(U)→ Qn(U)/Qn−1(U).
be the projection.
For a ∈ Qk(U), b ∈ Ql(U), we have 1 ∈ Q0(U) and
a ◦n b ∈ Qk+l(U), n < 0;
a ◦n b ∈ Qk+l−1(U), n ≥ 0.
Then {Qn(U)} is a good increasing filtration of Q(U) and the associated graded object
gr(Q(U)) =
⊕
Qn(U)/Qn−1(U)
is ∂-ring as in Section 2. As a ∂-ring, gr(Q(U)) is generated by
βi = φ1(β
i(z)), bi = φ1(b
i(z)), ci = φ0(c
i(z)),
and f(γ) = φ0(f(γ)(z)), f(γ) ∈ O(U).
The coordinate transformation equations (2.4) for Q(U) clearly preserve the filtration.
So for U ∈ U , U → Qn(U) gives a sheaf Qn onM and {Qn} is a filtration of the sheaf Q.
The correspondence U → gr(Q(U)) with U ∈ U , gives a sheaf of ∂-rings on the manifold
M , which we denote by gr(Q). Obviously
gr(Q) =
⊕
n
Qn/Qn−1.
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For the sheaf gr(Q), the coordinate transformation equations of β, γ, b, c are
∂nγ˜i = ∂n−1(
∂f i
∂γj
∂γj),
∂nb˜i = ∂n(
∂gi
∂γ˜j
(g(γ))bj),
∂nc˜i = ∂n(
∂f i
∂γj
cj),(3.1)
∂nβ˜i = ∂n(
∂gi
∂γ˜j
(g(γ))βj) + ∂n(
∂
∂γ
(
∂gi
∂γ˜j
(g(γ)))ckbj).
The only difference between these equations and those of the chiral de Rham sheaf is that
the Wick product is replaced by the ordinary product in an associated supercommutative
algebra. The globally defined operator ∂ = L◦0 on Q gives rise to a globally defined
operator on gr(Q), also denoted by ∂, satisfying
φn(∂a) = ∂φn(a), a ∈ Qn(M).
In particular, the space of global sections of gr(Q) is a ∂-ring.
A refined graded sheaf. Notice that in the coordinate transformation equations (3.1) of
gr(Q(U)), the equation for ∂nβ is nonclassical because of the term ∂n( ∂
∂γ
( ∂g
i
∂γ˜j
(g(γ)))ckbj).
To omit this term from the coordinate transformation equations, we construct a filtration
of the sheaf gr(Q). First, Qn(U)/Qn−1(U) is spanned by
(3.2) a = ∂k1βi1 · · · ∂ksβis∂ks+1bis+1 · · · ∂knbin∂m1cr1 · · · ∂n1γs1 · · · ∂ntγstf(γ), f(γ) ∈ O(U).
Define deg
β
(a) = s. Let gr(Q(U))n,s ⊂ Qn(U)/Qn−1(U), which is spanned by all elements
a ∈ Qn(U)/Qn−1(U) of the form (3.2) with degβ(a) ≤ s. We obtain the following filtration
of Qn(U)/Qn−1(U):
gr(Q(U))n,0 ⊂ gr(Q(U))n,1 ⊂ · · · ⊂ gr(Q(U))n,n = Qn(U)/Qn−1(U).
Let
ψn,s : gr(Q(U))n,s → gr(Q(U))n,s/gr(Q(U))n,s−1
be the projection.
Regarding gr(Q(U)) as an abelian vertex algebra, 1 ∈ Q0,0(U) and for a ∈ Qn,k(U),
b ∈ Qm,l(U), we have
a ◦n b =
1
(n− 1)!
(∂n−1a)b ∈ Qn+m,k+l(U), n < 0;
a ◦n b = 0 ∈ Qm+n,k+l−1(U), n ≥ 0.
As in Section 2, {Qn,s(U)} is a good increasing filtration of gr(Q(U)) and the associated
graded object
gr2(Q(U)) =
⊕
n,s
gr(Q(U))n,s
is a ∂-ring. Moreover, gr2(Q(U)) is generated as a ∂-ring by ψ1,1(β
i), ψ1,0(b
i), ψ0,0(c
i), and
ψ0,0(f(γ)), f(γ) ∈ O(U). In fact as an abstract ∂-ring, gr(Q(U)) is isomorphic to gr
2(Q(U)).
When no confusion can arise, the symbols βi, γi, bi, ci in gr(Q(U)) will also be used to
denote the corresponding elements ψ1,1(β
i), ψ0,0(γ
i), ψ1,0(b
i), ψ0,0(c
i) in gr2(Q(U)).
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The coordinate transformation equations (3.1) for gr(Q(U)) preserve this filtration. So
for U ∈ U , U → gr(Q(U))n,s gives a sheaf gr(Q)n,s on M and {gr(Q)n,s} is a filtration of
the sheaf gr(Q) and the correspondence U → gr2(Q(U)) with U ∈ U , gives a bigraded
∂-ring sheaf on the manifoldM , which is denoted by gr2(Q). Obviously
gr2(Q) =
⊕
n,s
gr(Q)n,s/gr(Q)n,s−1.
For the sheaf gr2(Q), the relations of β, γ, b, c under the coordinate transformation are
∂nγ˜i = ∂n−1(
∂f i
∂γj
∂γj),
∂nb˜i = ∂n(
∂gi
∂γ˜j
(g(γ))bj),
∂nc˜i = ∂n(
∂f i
∂γj
cj),(3.3)
∂nβ˜i = ∂n(
∂gi
∂γ˜j
(g(γ))βj).
As in the sheaf gr(Q), the derivation ∂ is a global operator in gr2(Q), and satisfies
ψn,s(∂a) = ∂ψn,s(a), a ∈ gr(Q)n,s(U).
In particular, the space of the global sections of gr2(Q) is a ∂-ring.
Relation to classical bundles. Consider the following filtration for gr(Q(U))n,s/gr(Q(U))n,s−1:
· · · ⊂ gr2(Q(U))t+1n,s ⊂ gr
2(Q(U))tn,s ⊂ gr
2(Q(U))t−1n,s · · · ,
gr(Q(U))n,s/gr(Q(U))n,s−1 =
⋃
m∈Z
gr2(Q(U))tn,1.
gr2(Q(U))tn,s is spanned by
∂k1βi1 · · ·∂ksβis∂ks+1bis+1 · · ·∂knbin∂l1γj1 · · ·∂luγju∂lu+1cju+1 · · · ∂lvcjvf, v ≥ t.
Here ls ≥ 1, for 1 ≤ s ≤ u, f ∈ O(U). We also have an associated graded object
gr3(Q(U)) =
⊕
gr2(Q(U))tn,s/gr
2(Q(U))t+1n,s .
It has a ∂-ring structure in an obvious way. The coordinate transformation equations (3.3)
for gr2(Q(U)) preserve this filtration {gr2(Q(U))tn,s}. So for U ∈ U , the correspondence
U → gr2(Q(U))tn,s gives a sheaf gr
2(Q)tn,s onM and {gr
2(Q)tn,s} is a filtration of the sheaf
gr(Q). Finally, the correspondence U → gr3(Q(U)) with U ∈ U , gives a sheaf of ∂-rings
on the manifoldM , which is denoted gr3(Q). Obviously
gr3(Q) =
⊕
n,s,t
gr2(Q)tn,s/gr
2(Q)t+1n,s .
7
The coordinate transformation formula for the sheaf gr3(Q) is
∂nγ˜i =
∂f i
∂γj
∂nγj ,
∂nb˜i =
∂gi
∂γ˜j
(g(γ))∂nbj ,
∂nc˜i =
∂f i
∂γj
∂ncj ,(3.4)
∂nβ˜i =
∂gi
∂γ˜j
(g(γ))∂nβj .
So gr3(Q) is the sheaf corresponding to the vector bundle
(3.5) Sym(
∞⊕
n=1
(TM
⊕
T ∗M))
⊗∧∗
(
∞⊕
n=1
(TM
⊕
T ∗M).
Global sections. In this section, we discuss the relationship between the global sections
of Q, gr(Q) and gr2(Q). The exact sequence of sheaves
0→ Qn−1 → Qn → Qn/Qn−1 → 0,
induces the exact sequence
(3.6) 0→ Qn−1(M)→ Qn(M)
φn
→ Qn/Qn−1(M).
We have the following reconstruction property.
Lemma 3.1. If ai ∈ Qni(M), for 1 ≤ i ≤ l, such that φni(ai) generate gr(Q)(M) as a ∂-ring,
then φn is surjective, and it therefore induces an isomorphism
Qn(M)/Qn−1(M)∼=Qn/Qn−1(M).
Furthermore, {ai| 1 ≤ i ≤ l} strongly generates the vertex algebra Q(M).
Proof. For the first part of the lemma, we show that for any b ∈ Qn/Qn−1(M), there is
a global section a of Qn generated by the ai under the Wick product and ∂, such that
φn(a) = b. Since φni(ai) generate gr(Q)(M) and φn is linear, we can assume
b = ∂j1φni1 (ai1)∂
j2φni2 (ai2) · · ·∂
jkφnik (aik), n =
∑
ni.
For any a ∈ Qk(M), b ∈ Ql(M), we have : ∂
sa∂tb :∈ Qk+l(M) and
φk+l(: ∂
sa∂tb :) = ∂sφk(a)∂
tφl(b).
Let a =: ∂j1ai1∂
j2ai2 · · ·∂
jkaik :∈ Qn(M), then
φn(a) = ∂
j1φn1(ai1)φn−n1(: ∂
j2ai2 · · ·∂
jkaik :)
= · · · = ∂j1φni1 (ai1)∂
j2φni2 (ai2) · · ·∂
jkφnik (aik) = b.
For the second part of lemma, we proceed by induction: for a ∈ Q0(M), since Q0 is
a subsheaf of gr(Q), φ0 is the identification, so a is generated by ai. Assume that for
n ≥ 0, any global section in Qn(M) is strongly generated by ai. Now for a ∈ Qn+1(M),
by the first part of the proof, there is a global section a˜which is generated by ai, such that
φn+1(a˜) = φn+1(a). So φn+1(a− a˜) = 0 and by (3.6) a− a˜ ∈ Qn(M). By assumption, a− a˜ is
strongly generated by ai, so a is strongly generated by ai. This completes the proof. 
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Nowwe study the relationship between gr(Q)(M) and gr2(Q)(M). For a ∈ gr(Q)n,s(M),
b ∈ gr(Q)m,t(M), we have
ψn+m,s+t(∂
la∂kb) = ∂lψn,s(a)∂
kψm,t(b),
and we have the exact sequence of sheaves
0→ gr(Q)n,s−1 → gr(Q)n,s → gr(Q)n,s/gr(Q)n,s1 → 0.
Using a similar argument to the proof of Lemma 3.1, we obtain
Lemma 3.2. If ai ∈ gr(Q)ni,si for 1 ≤ i ≤ l, such that ψni,si(ai) generate gr(Q)(M) as a ∂-ring,
then ψn,s is surjective, and it induces an isomorphism
gr(Q)n,s(M)/gr(Q)n,s−1(M)∼=gr(Q)n,s/gr(Q)n,s−1(M).
Furthermore, {ai| 1 ≤ i ≤ l} generate gr(Q)(M) as a ∂-ring.
4. INVARIANTS OF sl2[t] ACTION
We work in the standard basis H,G, F for the Lie algebra sl2 = sl(2,C), satisfying
[H,G] = 2G, [H,F ] = −2F, [G,F ] = H.
Let V = Ce1 ⊕ Ce2 be the two-dimensional representation of sl2 given by
He1 = e1, He2 = −e2,
Ge1 = 0, Ge2 = e1,
F e1 = e2, F e2 = 0.
Let V ∗ = Ce∗1 ⊕ Ce∗2 be the dual representation. There is an induced representation of
sl2[t] on the ring
R = C[βji , b
j
i , c
j
i , γ
j
i ], i ≥ 1, j = 1, 2.
For ξ ∈ sl2, x = β
j, γj, bj , cj , i = 1, 2, we have
ξtn(xm) = (ξx)m−n, (n ≤ m); ξtn(xm) = 0, (n > m).
Here ξ acts on βj, bj as it acts on ej , and ξ acts on cj, γj as it acts on e∗j . Note that R is a
∂-ring with a derivation D given by
Dxm = mxm+1.
Let R1 = C[β
j
1, b
j
1, c
j
1, γ
j
1] ⊂ R. By Corollary 7.2 of [14], we have the following result.
Theorem 4.1. Rsl2[t] as a ∂-ring with derivation D is generated by Rsl21 .
By Weyl’s first and second fundamental theorems of invariant theory for the standard
representation of sl2 [17], R
sl2
1 is generated by
β11b
2
1 − β
2
1b
1
1, β
1
1c
1
1 + β
2
1c
2
1, β
1
1γ
1
1 + β
2
1γ
2
1 , b
1
1c
1
1 + b
2
1c
2
1,
b11γ
1
1 + b
2
1γ
2
1 , c
1
1γ
2
1 − c
2
1γ
1
1 , b
1
1b
2
1, c
1
1c
2
1.(4.1)
So as a ∂-ring with the derivation D, Rsl2[t] is generated by (4.1). In particular, as a su-
percommutative ring, Rsl2[t] is generated by the l-th derivatives of the generators (4.1), for
l ≥ 0.
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Now let
∂ixj = i!xji+1, i ≥ 0, x = β, b, c;
∂iγj = (i− 1)!γji , i ≥ 1;(4.2)
Then
R = C[∂lβi, ∂l+1γi, ∂lbi, ∂lci], l ≥ 0, i = 1, 2.
For ξ ∈ g, x = βi, ∂γi, bi, ci, We have
ξtn(∂mx) =
m!
(m− n)!
∂m−n(ξx), m ≥ n,
ξtn(∂mx) = 0, m < n.(4.3)
In this set of generators, we haveD∂nx = ∂n+1x, for x = βi, ∂γi, bi, ci. So we can replace
the derivation D by the symbol ∂. The generators for Rsl2[t] in (4.1) are
Aβb = β
1b2 − β2b1, Aβc = β
1c1 + β2c2, Aβ∂γ = β
1∂γ1 + β2∂γ2,
Abc = b
1c1 + b2c2, A∂γb = b
1∂γ1 + b2∂γ2, A∂γc = c
1∂γ2 − c2∂γ1,(4.4)
Abb = b
1b2, Acc = c
1c2.
A standard monomial theory for Rsl2[t]. We will use the standard monomial theory to
give a basis of Rsl2[t].
As a super commutative ring, S = {∂kAxy| Axy is one of (4.4)} is a set of generators of
Rsl2[t]. We give an ordering to the symbols β, ∂γ, b, c
β > ∂γ > b > c.
The partial ordering of S is given by ∂kAxy < ∂
k′Ax′y′ if and only if one of the following
three cases is satisfied:
(1) k ≤ k′ − 2 ;
(2) k = k′ − 1 and
(a) if x′ is odd, x′ > y,
(b) if x′ is even, x′ ≥ y;
(3) k = k′ and
(a) if x′, y′ are even, x′ > x, y′ ≥ y or x′ ≥ x, y′ > y ,
(b) if x′ is even and y′ is odd, x′ ≥ x and y′ > y,
(c) if x′ is odd and y′ is even, x′ > x and y′ ≥ y,
(d) if x′ is odd and y′ is even, x′ > x and y′ > y.
An ordered product s1s2 · · · sk of elements of S is said to be standard if si ≤ si+1, for
1 ≤ i < k and the equality can be taken only when si = ∂
kAβ∂γ , k ≥ 0.
Theorem 4.2. Rsl2[t] has a standard monomial theory for S, i.e. the standard monomials forms a
basis of Rsl2[t].
Proof. We first prove that any ordered product of elements of S is a linear combination of
standardmonomials. Since S generatesRsl2[t], any element ofRsl2[t] is a linear combination
of standard monomials. It is convenient, for what follows, to order the elements of S by
∂kAxy ≺ ∂
k′Ax′y′ , if k < k
′ or k = k′ and x < x′ or k = k′, x = x′ and y < y′,
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and then order the words (ordered product of elements) of S lexicographically. From the
definitions of the ordering and the partial orderings of S, we can see that ∂kAxy < ∂
k′Ax′y′
imply ∂kAxy ≺ ∂
k′Ax′y′ .
We have the following quadratic relations for elements in (4.4):
AxyAzz = 0, if z = b or c and z = x or y;(4.5)
AxyAzz + αAxzAyz = 0, if z = b or c and z 6= x, y, here Acb means Abc,(4.6)
α is a nonzero constant;
Aβ∂γAbc − AβbA∂γc + AβcA∂γb = 0.(4.7)
Applying ∂2k and ∂2k+1, k ≥ 0 on these relations, we get quadratic relations for elements
in S. For example, for z = b or c and z = x or y, applying ∂2k on (4.5), we get
(2k)!
k!k!
∂kAxy∂
kAzz = −
k∑
i=1
(2k)!
(k − i)!(k + i)!
(∂k−iAxy∂k+iAzz + ∂k−iAzz∂k+iAxy).
Multiplying by the constant k!k!
(2k)!
on both sides, observe that the monomials on the right
hand side of the above equation are standard and are smaller than the monomial on left
hand side. We use ’s.s.’ to represent them and we get
∂kAxy∂
kAzz = s.s..(4.8)
Similarly, applying ∂2k+1 on (4.5), we get
∂kAxc∂
k+1Acc + ∂
kAcc∂
k+1Axc = s.s. for x = β, ∂γ, b;
2∂kAcc∂
k+1Acc = s.s.;
∂kAxb∂
k+1Abb + ∂
kAbb∂
k+1Axb = s.s. for x = β, ∂γ;(4.9)
∂kAbc∂
k+1Abb + ∂
kAbb∂
k+1Abc = s.s.;
2∂kAbb∂
k+1Abb = s.s..
Applying ∂2k on (4.6), we get
∂kAzz∂
kAβ∂γ + α∂
kA∂γz∂
kAβz = s.s.; for z = b, c;
∂kAbb∂
kAxc + α∂
kAbc∂
kAxb = s.s.; for x = β, ∂γ;(4.10)
∂kAcc∂
kAxb + α∂
kAbc∂
kAxc = s.s.; for x = b, β, ∂γ;
Applying ∂2k+1 on (4.6), we get
∂kAzz∂
k+1Aβ∂γ + ∂
kAβ∂γ∂
k+1Azz + α∂
kA∂γz∂
k+1Aβz − α∂
kAβz∂
k+1A∂γz = s.s.; for z = b, c;
∂kAbb∂
k+1Axc + ∂
kAxc∂
k+1Abb + α∂
kAbc∂
k+1Axb + α∂
kAxb∂
k+1Abc = s.s.; for x = β, ∂γ;
(4.11)
∂kAcc∂
k+1Axb + ∂
kAxb∂
k+1Acc + α∂
kAbc∂
k+1Axc + α∂
kAxc∂
k+1Abc = s.s.; for x = b, β, ∂γ;
And from 4.7 we get
∂kAbc∂
kAβ∂γ − ∂
kA∂γc∂
kAβb + ∂
kA∂γb∂
kAβc = s.s.;(4.12)
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∂kAβ∂γ∂
k+1Abc + ∂
kAβb∂
k+1A∂γc − ∂
kAβc∂
k+1A∂γb(4.13)
+∂kAbc∂
k+1Aβ∂γ − ∂
kA∂γc∂
k+1Aβb + ∂
kA∂γb∂
k+1Aβc = s.s..
The underlined monomials are the largest in each of the above equations (4.8)-(4.13),
and the other monomials are standard. One can check that all of the ordered words like
∂kAxy∂
k′Ax′y′ with ∂
kAxy  ∂
k′Axy and k
′ ≤ k + 2, if they are not equal to zero, are stan-
dard except the underlinedmonomials in (4.8)-(4.13). Since when k′ ≥ k+2, ∂kAxy∂k
′
Ax′y′
is standard. Thus
Any ordered word of the form ∂kAxy∂k
′
Ax′y′ with ∂kAxy  ∂k
′
Axy that is not standard,
can be written as a linear combination of standard monomials, which are lexicographi-
cally smaller.
Now for any ordered word s = s1s2 · · · sn with si = ∂
kiAxkyk , if si ≻ si+1, switching si
and si+1, we get a lexicographically smaller word. If si  si+1 and sisi+1 is not standard,
by the above result, sisi+1 can be written as a linear combination of lexicographically
smaller words. So s is equal to a linear combination of lexicographically smaller words of
S. Thus
Any ordered word of S that is not standard, can be written as a linear combination of
lexicographically smaller words of S.
Using the above statement, for any ordered word of S, if it is not standard, we can write
it as a a linear combination of standard words of S, which are lexicographically smaller.
Now we prove that the set of the standard monomials is linearly independent.
We order the generators of R by
∂kc1 < ∂
kc2 < ∂
kb2 < ∂
kb1 < ∂
k+1γ1 < ∂
k+1γ2 < ∂
kβ2 < ∂
kβ1 < ∂
k+1c1 < ∂
k+1c2.
Then we order the monomials of R lexicographically, i.e. for two monomials of R, which
are written in the form r = r1 · · · rk and r
′ = r′1 · · · r
′
k′ with ri ≤ ri+1 and r
′
i ≤ r
′
i+1,
r < r′ if and only if (1) k < k′ or (2) k = k′, ri = r′i for i < j and rj < r
′
j .
For any element s ∈ R, let L(s) be the largest monomial in s.
For example, let a = 1 for x = β, b, a = 2 for x = ∂γ, c; a¯ = 1 for y = ∂γ, c, a¯ = 2 for
y = β, b.
L(∂2kAxy) = C1∂
kya∂
kxa¯, L(∂
2k+1Axy) = C2∂
kxa∂
k+1ya¯.
Here C1, C2 are nonzero constants. Thus for s, s
′ ∈ S, L(s) and L(s′) can be written in
the form Cxaya¯ and C
′x′ay
′
a¯, respectively. If ss
′ is standard, by the definition of the partial
ordering, we have
xa ≤ x
′
a, for xa even, (xa < x
′
a, for xa odd);
ya¯ ≤ y
′
a¯, for ya¯ even, (ya¯ < y
′
a¯, for ya¯ odd).
And L(ss′) = CC ′xaya¯x′ay
′
a¯. In fact, L satisfies the property:
L(ss′) = L(s)L(s′), for s, s′ ∈ R and L(s)L(s′) 6= 0.
Thus if s = s1 · · · sn is a standard monomial and L(si) = x
i
ay
i
a¯, then
L(s) = L(s1) · · ·L(sn) = Cx
1
ay
1
a¯ · · ·x
n
ay
n
a¯ , C 6= 0
and if s and s′ are two standard monomials, then s 6= s′ if and only if L(s) 6= L(s′) . So
{L(s)|s is a standard monomial of S} are linearly independent. L is a linear map, so the
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set of standardmonomials of S is linearly independent. We have proved that the standard
monomials of S form a basis of Rsl2[t].

A criterion for sl2[t] invariance. Weneed the following lemma later to determinewhether
elements of R are sl2[t] invariant.
Lemma 4.3. If f ∈ R is sl2 invariant and satisfies
(4.14)
∑
k≥1
(Htkf)
∂kγ1
k!
+
∑
k≥1
(Gtkf)
∂kγ2
k!
= 0,
then f is sl2[t] invariant.
Proof. Letting G act on both sides of (4.14), we get
(4.15) − 2
∑
k≥1
(Gtkf)
∂kγ1
k!
−
∑
k≥1
(Htkf)
∂kγ2
k!
= 0.
Letting G act on the both sides of the above equation, we get
(4.16) 4
∑
k≥1
(Gtkf)
∂kγ2
k!
= 0.
Letting F act on (4.16), we get
(4.17)
∑
k≥1
(Htkf)
∂kγ2
k!
+
∑
k≥1
(Gtkf)
∂kγ1
k!
= 0.
Then from (4.15) and (4.17), we get
∑
k≥1
(Gtkf)
∂kγ1
k!
= 0.
Denote
O1 =
∑
k≥1
∂kγ1
k!
Gtk, O2 =
∑
k≥1
∂kγ2
k!
Gtk.
We have O1f = O2f = 0. Let
Pn = [· · · [[O2,O1],O1] · · · ,O1]︸ ︷︷ ︸
n
, n ≥ 0.
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Then Pnf = 0. We calculate this operator as follows.
Pn = [· · · [
∑
k≥1
∂kγ2
k!
∑
l≥1
(Gtk
∂lγ11
l1!
)Gtl1 ,O1] · · · ,O1]︸ ︷︷ ︸
n
= [· · · [
∑
k≥1
∂kγ2
k!
∑
l1>k
(
∂l1−kγ2
l1(l1 − 1− k)!
)Gtl1 ,O1] · · · ,O1]︸ ︷︷ ︸
n
=
∑
k≥1
∂kγ2
k!
∑
l1>k
(
∂l1−kγ2
l1(l1 − 1− k)!
)
∑
l2>l1
(
∂l2−l1γ2
l2(l2 − 1− l1)!
) · · ·
∑
ln+1>ln
(
∂ln+1−lnγ2
ln+1(ln+1 − 1− ln)!
)Gtln+1
=
(∂γ2)n+2
(n+ 2)!
Gtn+2 +
∑
l≥n+3
alGt
l.
Notice that there is some N , such that when n ≥ N , Gtnf = 0. Let N0 be the minimal
integer with this property. If N0 ≥ 3,
0 = PN0−3f =
(∂γ2)n+2
(n+ 2)!
GtN0−1f +
∑
l≥N0
alGt
lf =
(∂γ2)n+2
(n + 2)!
GtN0−1f.
Thus GtN0−1f = 0, which contradicts the minimality of N0. So Gt2f = 0. Thus 0 = O1f =
γ1Gtf , we conclude Gtf = 0. Since Gt and sl2 generate the Lie algebra sl2[t], f is sl2[t]
invariant. 
5. GLOBAL SECTIONS OF THE CHIRAL DE RHAM COMPLEX ON KUMMER SURFACES
Chiral de Rham complex on Kummer surfaces. LetX be a Kummer surface. Then there
is an abelian surface A = C2/Λ with Λ ∼= Z4 and an involution ι : A → A defined
by ι(a) = −a. The quotient X˜ = A/ι has 16 ordinary double points {pi}. X can be
constructed by blowing up at these singular points. Let pi : X → X˜ , Ci = pi
−1(pi) are
genus zero curves. Let z˜1, z˜2 be coordinates of C2, z˜1, z˜2 can be regarded as coordinates
on X\{Ci}. Assume p0 = (0, 0), we can use two charts to cover a neighborhood C0:
(U1, z
1, z2), (U2, z¯
1, z¯2). Their relations with z˜1, z˜2 are
z1 = (z˜1)2, z2 =
z˜2
z˜1
;
z¯1 = (z˜2)2, z¯2 =
z˜1
z˜2
.
These relations give relations between β˜, ∂γ˜, b˜, c˜ and β, ∂γ, b, c of the chiral de Rham com-
plex Q = QX on X . Then by the equations (3.3), we get the corresponding relations for
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β, ∂γ, b, c of the refined associated graded sheaf gr2(Q) on X :
∂l+1γ˜1 = ∂l(
t
2
∂γ1) =
t
2
∂l+1γ1 −
t3
4
l∑
k=1
∂l−k(∂γ1∂kγ1) +O(t5);
∂l+1γ˜2 = ∂l(
1
t
∂γ2 +
t
2
γ2∂γ1)
= t∂l+1γ2 +
tγ2
2
∂l+1γ1 +
t
2
l∑
k=1
∂l−k(∂γ1∂kγ2) +
t
2
l∑
k=1
∂l−k(∂γ2∂kγ1) +O(t3);
∂lc˜1 = ∂l(
t
2
c1) =
t
2
∂lc1 −
t3
4
l−1∑
k=0
∂l−k−1(∂γ1∂kc1) +O(t5);
∂lc˜2 = ∂l(
1
t
c2 +
t
2
γ2c1)
= t∂lc2 +
tγ2
2
∂lc1 +
t
2
l−1∑
k=0
∂l−k−1(∂γ1∂kc2) +
t
2
l−1∑
k=0
∂l−k−1(∂γ2∂kc1) +O(t3);(5.1)
∂lb˜1 = ∂l(
2
t
b1 − tγ2b2)
=
2
t
∂lb1 − tγ2∂lb2 + t
l−1∑
k=0
∂l−k−1(∂γ1∂kb1)− t
l−1∑
k=0
∂l−k−1(∂γ2∂kb2) +O(t3);
∂lb˜2 = ∂l(tb2) = t∂lb2 −
t3
2
l−1∑
k=0
∂l−k−1(∂γ1∂kb2) +O(t5);
∂lβ˜1 = ∂l(
2
t
∂lβ1 − tγ2β2)
=
2
t
∂lβ1 − tγ2∂lβ2 + t
l−1∑
k=0
∂l−k−1(∂γ1∂kβ1)− t
l−1∑
k=0
∂l−k−1(∂γ2∂kβ2) +O(t3);
∂lβ˜2 = ∂l(tβ2) = t∂lβ2 −
t3
2
l−1∑
k=0
∂l−k−1(∂γ1∂kβ2) +O(t5).
Here t = 1√
γ1
, ∂lt = −1
2
t3∂lγ1 +O(t5).
Global sections of gr2(Q). We introduce the following notation:
when (x, y) = (β, ∂γ), (β, c), (b, ∂γ), (b, c), (β˜, ∂γ˜), (β˜, c˜), (b˜, ∂γ˜), (b˜, c˜), let
A(x, y, i, j) = ∂ix1∂jy1 + ∂ix2∂jy2,
when (x, y) = (β, β), (β, b), (b, b), (c, c), (∂γ, ∂γ), (c, ∂γ), (β˜, β˜), (β˜, b˜), (b˜, b˜), (c˜, c˜), (∂γ˜, ∂γ˜), (c˜, ∂γ˜),
let
A(x, y, i, j) = ∂ix1∂jy2 − ∂ix2∂jy1.
By identifying the elements β, ∂γ, b, c ∈ R in Section 4 with those in gr2(Q)(U1), R can
be regarded as a subring of gr2(Q)(U1). The generators of R
sl2
1 in (4.4) are
Aβ∂γ = A(β, ∂γ, 0, 0), Abc = A(b, c, 0, 0), Aβc = A(β, c, 0, 0), A∂γb = A(∂γ, b, 0, 0),
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Acc = c1c2, Abb = b1b2, Aβb = A(β, b, 0, 0), A∂γc = A(∂γ, c, 0, 0).
Since ∂ is a global operator, the ∂-ring generated by these elements are in gr2(Q)(X). We
want to prove
Theorem 5.1. Aβ∂γ, Abc, Aβc, A∂γb, Acc, Abb, Aβb, A∂γc generate gr
2(Q)(X) as a ∂-ring.
For any p ∈ U1, the composition
R→ gr2(Q)(U1)→ gr
2(Q)(U1)|p
is an isomorphism. Since Aβ∂γ , Abc, Aβc, A∂γb, Acc, Abb, Aβb, A∂γc generate R
sl2[t], we have
Corollary 5.2.
gr2(Q)(X) ∼= Rsl2[t] ∼= gr2(Q)|sl2[t]p .
By Theorem 4.2, Rsl2[t] has a standard monomial theory for S, so gr2(Q)(X) has a stan-
dard monomial theory. In particular, it has a canonical basis.
Nowwe prove the theorem. If g is a global section of gr2(Q), then pi∗(g|X\{Ci}) is defined
on X˜\{pi}, which can be pulled back to A, and extended to a global section on A. For the
abelian variety A, in coordinates (z˜1, z˜2),
R˜ = gr2(Q)(A) = C[∂kβ˜i, ∂k+1γ˜i, ∂k b˜i, ∂kc˜i], i = 1, 2, k ≥ 0.
So in the coordinates (z˜1, z˜2), we naturally have gr2(Q)(X) ⊂ R˜.
From [10], the global sections of tensors of tangent bundles and cotangent bundles on
aK3 surface are parallel and G = SU(2) invariant at a point on the surface. Here G is the
holonomy group of K3. It acts naturally on the fibres of tangent bundles and cotangent
bundles. For a fixed point q ∈ X\{Ci}, R˜ ∼= R˜|q is isomorphic to the fibre of the bundle
(3.5) at q. Then we have
Lemma 5.3. For the Kummer surfaceX
gr3(Q)(X) ∼= gr3(Q)(X)|p = R˜|
SU(2)
p
∼= R˜SU(2).
A(x˜, y˜, i, j), x, y = β, ∂γ, b, c and i, j ≥ 0 are global sections of gr3(Q). On the other
hand, by the first fundamental theorem of invariant theory for SU(2), they generate the
ring R˜SU(2). Thus by Lemma 5.3, we have
Lemma 5.4. A(x˜, y˜, i, j), x, y = β, ∂γ, b, c and i, j ≥ 0 generate gr3(Q)(X).
If F is a global section of gr2(Q)n,s, in the coordinates (z˜1, z˜2), F can be written as a
polynomial in β˜, ∂γ˜, b˜, c˜ and their ∂-derivatives with homogeneous degree in ∂lb, l ≥ 0
being n− s and homogeneous degree in ∂lβ, l ≥ 0 being s. As a polynomial in ∂l+1γ, ∂lc,
l ≥ 0,
F = fa + fa+1 + Fa+2,
where everymonomial of Fa+2 has degree at least a+2, fa 6= 0 is homogeneous of degree a
and fa+1 is homogeneous of degree a+1. So as polynomials in ∂
lβ˜, ∂l+1γ˜, ∂lb˜, ∂lc˜, l ≥ 0, fa
is homogeneous of degree n+a, fa+1 is homogeneous of degree n+a+1, every monomial
of Fa+2 has degree at least n+ a+ 2.
Through the morphism of sheaves
Ha : gr
2(Q)an,s → gr
2(Q)an,s/gr
2(Q)a+1n,s ⊂ gr
3(Q).
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Ha(F ) is a global section of gr
3(Q), and we have
Ha(F ) = fa(H0(β˜), H1(∂˜γ), H0(b˜), H1(c˜)).
Thus by Lemma 5.4, fa is generated by A(x˜, y˜, i, j).
From the coordinate transformation formula (5.1), we have
∂kx˜ =
∑
ant
2i+1, for x = β, ∂γ, b, c, k ≥ 0.
Here an is a polynomial of ∂
lβ, ∂lγ, ∂lb, ∂lc, l ≥ 0. So the coefficient of t2k will be zero.
Since fa 6= 0, fa is generated by the quadraticsA(x, y, i, j), a+nmust be even, i.e. n+a+1
must be odd. Then
fa+1(β˜, γ˜, b˜, c˜) =
∑
an(β, γ, b, c)t
2n+1.
The coordinate transformation formula for A(b, c, i, j) is
A(b˜, c˜, i, j) = A(b˜, c˜, i, j) +
t2
2
(
− ∂ib1
j−1∑
k=0
∂j−k−1(∂γ1∂kc1) + ∂ib2
j−1∑
k=0
∂j−k−1(∂γ1∂kc2)
)
+
t2
2
( i−1∑
k=0
∂i−k−1(∂γ1∂kb1)∂jc1 −
i−1∑
k=0
∂i−k−1(∂γ1∂kb2)∂jc2
)
+
t2
2
(
−
i−1∑
k=0
∂i−k−1(∂γ2∂kb2)∂jc1 + ∂ib2
i−1∑
k=0
∂i−k−1(∂γ2∂kc1)
)
+O(t4)
= A(b, c, i, j) +
t2
2
(∑
k≥1
Htk(A(b, c, i, j))
∂kγ1
k!
+
∑
k≥1
Gtk(A(b, c, i, j))
∂kγ2
k!
)
+O(t4).
In fact one can check that for x, y = β, ∂γ, b, c,
A(x˜, y˜, i, j) = α
(
A(x, y, i, j)+
t2
2
(∑
k≥1
Htk(A(x, y, i, j))
∂kγ1
k!
+
∑
k≥1
Gtk(A(x, y, i, j))
∂kγ2
k!
))
+O(t4).
Here α is a constant.
(1) α = 0, (x, y) = (β, c), (β, ∂γ), (b, c), (b, ∂γ);
(2) α = 2, (x, y) = (β, β), (b, b), (β, b);
(3) α = 1
2
, (x, y) = (∂γ, ∂γ), (∂γ, c), (c, c).
Thus fa(β˜, ∂γ˜, b˜, c˜)
= 2
n−a
2
(
fa(β, ∂γ, b, c)+
t2
2
(∑
k≥1
Htkfa(β, ∂γ, b, c)
∂kγ1
k!
+
∑
k≥1
Gtkfa(β, ∂γ, b, c)
∂kγ2
k!
))
+O(t4).
From the coordinate transformation formula (5.1), we know that the degree of ∂lc, ∂l+1γ,
l ≥ 0will not decrease after the coordinate transformation. Since every monomial of Fa+2
has degree of ∂lc˜, ∂l+1γ˜ at least a + 2, after changing coordinates, the degree of ∂lc˜, ∂l+1γ˜
will still be at least a+ 2. Then
F (β˜, ∂γ˜, b˜, c˜) = fa(β˜, ∂γ˜, b˜, c˜) + fa+1 + Fa+2
= α
n−i
2
(
fi(β, ∂γ, b, c) +
t2
2
(∑
k≥1
Htkfa(β, ∂γ, b, c)
∂kγ1
k!
+
∑
k≥1
Gtkfa(β, ∂γ, b, c)
∂kγ2
k!
))
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+ terms t2 with degree of ∂l+1γ, ∂lc≥ a+ 2 + other t terms .
t2 is singular at the chart (U1, z
1, z2). So if F is a global section on X , we have
∑
k≥1
Htkfa(β, ∂γ, b, c)
∂kγ1
k!
+
∑
k≥1
Gtkfa(β, ∂γ, b, c)
∂kγ2
k!
= 0.
By Lemma 4.3, we conclude that fa is sl2[t] invariant. So it can be generated byAβ∂γ ,Abc,
Aβc, A∂γb, Acc, Abb, Aβb, A∂γc and their lth derivatives, for l ≥ 0. Then fa is a global section
of gr2(Q). Since F is a global section, then F − fa is a global section. By induction on a,
we see that F is sl2[t] invariant. This completes the proof of Theorem 5.1 and Corollary
5.2.
Global sections of chiral de Rham complex on Kummer surface. Consider the sections
in Q(U1):
Q(z) =: β1(z)c1(z) : + : β2(z)c2(z) :,
L(z) =
2∑
i=1
(: βi(z)∂γi(z) : − : bi(z)∂ci(z) :),
J(z) = − : b1(z)c1(z) : − : b2(z)c2(z) :,
G(z) =: b1(z)∂γ1(z) : + : b2(z)∂γ2(z) :,(5.2)
B(z) =: β1(z)b2(z) : − : β2(z)b1(z) :,
D(z) =: b1(z)b2(z) :,
C(z) =: ∂γ1(z)c2(z) : − : ∂γ2(z)c1(z) :,
E(z) =: c1(z)c2(z) : .
These sections can be extended to global sections ofQ onX . Note thatL(z), J(z), Q(z), G(z)
are global sections on any Calabi-Yau manifold, and E(z) and D(z) correspond to the
nowhere vanishing holomorphic 2-form on X and its dual respectively. The last two sec-
tions come from
C(z) = G ◦0 E(z), B = Q ◦0 D(z).
Now we can prove
Theorem 5.5. The eight global sections given by (5.2) strongly generateQ(X).
Proof. Locally, the images of the eight global sections given by (5.2) in gr2(Q)(X) are
ψ2,0(φ2(D(z))) = Abb, ψ2,1(φ2(B(z))) = Aβb,
ψ1,1(φ1(L(z))) = Aβ∂γ , ψ1,1(φ1(Q(z))) = Aβc,
ψ1,0(φ1(J(z))) = −Abc, ψ1,0(φ1(G(z))) = Ab∂γ ,
ψ0,0(φ0(C(z))) = Ac∂γ, ψ0,0(φ0(E(z))) = Acc.
By Theorem 5.1, ψ2,0(φ2(D(z))), ψ2,1(φ2(B(z))), ψ1,1(φ1(L(z))), ψ1,1(φ1(Q(z))), ψ1,0(φ1(J(z))),
ψ1,0(φ1(G(z))), ψ0,0(φ0(C(z))), ψ0,0(φ0(E(z))), generate gr
2(Q)(X) as a ∂-ring. So by Lemma
3.2, φ2(D(z)), φ2(B(z)), φ1(L(z)), φ1(Q(z)), φ1(J(z)), φ1(G(z)), φ0(C(z)), φ0(E(z)) generate
gr(Q)(X) as a ∂-ring. Then by Lemma 3.1, D(z), B(z), L(z), Q(z), J(z), G(z), C(z), E(z)
strongly generate Q(X). 
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Corollary 5.6. For a Kummer surface X , Q(X) is isomorphic to the N = 4 superconformal
algebra with central charge c = 6.
Proof. The generators and OPE relations of this algebra can be found on page 187 of [9],
and checking this is a straightforward calculation. Note that the Virasoro element L(z)
above must be replaced with L(z)− 1/2∂J(z), which has central charge 6. 
Remark 5.7. In fact, Q(X) is isomorphic to the simple N = 4 vertex algebra with c = 6. This
follows from a more general result which will appear in a separate paper.
Finally, we use the basis of Rsl2[t] constructed in Section 4 to construct a basis of Q(X).
For convenience, let α be the ’inverse’ of ψφ on the set S:
α(∂kAbb) = ∂
kD(z), α(∂kAβb) = ∂
kB(z), α(∂kAβγ) = ∂
kL(z),
α(∂kAβc) = ∂
kQ(z), α(∂kAbb) = ∂
kJ(z), α(∂kAb∂γ) = ∂
kG(z),
α(∂kAc∂γ) = ∂
kC(z), α(∂kAcc) = ∂
kE(z).
For a standard monomial s = s1s2 · · · sk of S, let
α(s) =: α(s1)α(s2) · · ·α(sk) : .
Then ψ∗(φ∗,∗(α(s))) = s, with appropriate subscripts of ψ and φ. It is easy to check that
the set
{α(s)|s is a standard monomial of S}
is a linear basis of Q(X).
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