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Abstract
The double-dimer model consists in superimposing two independent, identically distributed perfect
matchings on a planar graph, which produces an ensemble of non-intersecting loops. In [19], Kenyon
established conformal invariance in the small mesh limit by considering topological observables of the
model parameterized by SL2(C) representations of the fundamental group of the punctured domain. The
scaling limit is conjectured to be CLE4, the Conformal Loop Ensemble at κ = 4 [34].
In support of this conjecture, we prove that a large subclass of these topological correlators converge
to their putative CLE4 limit. Both the small mesh limit of the double-dimer correlators and the cor-
responding CLE4 correlators are identified in terms of the τ -functions introduced by Jimbo, Miwa and
Ueno [13] in the context of isomonodromic deformations.
1 Introduction
The dimer (or perfect matching) model is a classical model of Statistical Mechanics. On a fixed graph
Γ = (V,E), a dimer configuration consists in a subset m of edges such that each vertex is the endpoint
of exactly one edge in m. For planar graphs, Kasteleyn’s fundamental result [14] states that the partition
function of this model can be evaluated as the Pfaffian of a signed adjacency matrix, the Kasteleyn matrix.
The high degree of solvability of the dimer model makes it amenable to asymptotic analysis for large planar
graphs (or graphs with fine mesh). In celebrated work, Kenyon [16, 17] established conformal invariance and
convergence to the Gaussian free field of the height function representation of the dimer configuration.
In parallel, Schramm [29] introduced a way to describe conformally invariant random interfaces: Schramm-
Loewner Evolutions (SLE). This was later extended to describe collections of non-intersecting loops, resulting
in Conformal Loop Ensembles (CLE, see in particular in [34]). These proved a powerful tool to describe
and analyze the scaling limit of some discrete models. In the cases of the Loop-Erased Random Walk and
Uniform Spanning Tree [24], of critical percolation [35], the Ising model [36], and the discrete Gaussian Free
Field [31], the convergence to SLE is established by the martingale observable method. This consists in
evaluating the fine mesh limit of a single observable for a collection of domains (the subdomains obtained
by exploration along a critical interface).
As observed by Percus [28], superimposing two dimer configurations on a given graph results in a collection
of non-intersecting simple loops (and doubled edges), see Figure 1. The double-dimer model consists in
sampling two independent dimer configurations and considering the resulting loop ensemble. For bipartite
graphs, these may also be seen as level lines of a height function, known [17] to converge to the GFF
along suitable sequences of graphs. In agreement with computations in [16, 17, 30], this led Kenyon to
conjecture convergence of chordal double-dimer paths and full double-dimer configurations to SLE4 and
CLE4 respectively. This is also consistent with the results on Discrete Gaussian Free Field level lines
established in [31].
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Figure 1: Top-left: dimer configuration (rectangles) on a portion of the square-lattice (dashed). Top-right:
another such configuration. Bottom: resulting double-dimer configuration.
The main obstruction to implement the martingale observable method in the case of the double-dimer
is that the dimer model is extremely sensitive to boundary conditions. In particular, the “sublinear height”
type of boundary conditions which are amenable to asymptotic analysis are not dynamically stable under
exploration of the domain along double-dimer paths. This is somewhat analogous to the main technical
obstruction encountered in the analysis of level lines of the DGFF [31].
In a sharp departure from the martingale observable method, Kenyon [19] introduced the idea of analyzing
a collection of “non-commutative” observables in a single domain (rather than a single observable in a
collection of domains). Building on Kasteleyn’s determinantal solvability and Mehta’s theory of quaternionic
determinants, he constructed double-dimer observables (in a domain D, with punctures - or macroscopic
holes - λ1, . . . , λn) parameterized by a representation ρ : pi1(D \ {λ1, . . . , λn}) → SL2(C) whose expected
value
Edimer2
 ∏
` loop in m1∪m2
Tr(ρ(`))
2

can be evaluated as the determinant of an operator derived from the Kasteleyn matrix. This operator can
be thought as a Kasteleyn operator on a flat rank 2 bundle with monodromy given by ρ. This allowed him
to establish conformal invariance of the double-dimer model (in the sense of random laminations [19]). The
asymptotic analysis of the dimer model (in the conformally invariant regime) is based on the interpretation
of the Kasteleyn operator as a discrete Cauchy-Riemann operator. This suggests interpreting the (scaling
limit of) Kenyon’s correlators as regularized determinants of Cauchy-Riemann operators on flat bundles.
The question of monodromy representations of differential equations (of a complex variable, with poles
at prescribed punctures) and the resulting isomonodromic deformation problem is a classical one, featured
in Hilbert’s twenty-first problem (see eg [6, 10]). An isomonodromic deformation preserves the monodromy
representation under (local) displacement of the punctures. In the context of the Ising model, Jimbo, Miwa
and Uneo [13] introduced a numerical invariant, the τ -function, attached to an isomonodromic deformation.
Palmer [27] proposed to interpret the τ -function as a regularized determinant of an operator on sections of
2
a bundle over the punctured sphere.
In the present work our goal is to establish that, in the small mesh limit, a large collection of Kenyon’s
correlators converge to their value for CLE4, in strong support of the conjectured convergence of double-
dimer loops to CLE4. The connection between double dimers and CLE4 is established via τ -functions. Our
main result concerns double-dimers in δ(Z× N), the upper half-plane square lattice with small mesh δ.
Theorem 1. Fix punctures λ1, . . . , λn ∈ H. Then if ρ : pi1(H \ {λ1, . . . , λn})→ SL2(R) is a representation
with unipotent local monodromies close enough to the identity, we have
lim
δ↘0
Eδ(Z×N)
dimer2
 ∏
` loop in m1∪m2
Tr(ρ(`))
2
 = τ(H \ {λ1, . . . , λn}; ρ) = ECLE4(H)
 ∏
`∈CLE4(H)
Tr(ρ(`))
2

The definition of the LHS is discussed in Section 5.4; and that of the τ -function in Sections 2.2,2.4
Proof. From Lemma 11 and Theorem 20.
This has consequences for more direct aspects of the scaling limit.
Corollary 2. Let Nδxy be the number of double-dimer loops on δ(Z × N) encircling x 6= y; and Nxy be the
number of loops around x, y in a (nested) CLE4. Then, as δ ↘ 0, Nδxy converges in law to Nxy
Proof. See Section 10 in [19].
In establishing conformal invariance of double-dimers in [19] (as laminations), Kenyon relies on results
from [9] enabling him to characterize probability measures (on finite laminations in multiply-connected
domains) by the values of SL2(C) observables. One issue is the accumulation of small loops nested around
each puncture, which is circumvented in the present work by restricting to the case of unipotent local
monodromies. By general principles (see Section 2.3 for a discussion of loop ensembles), we have
Corollary 3. Let µδ be the measure on loop ensembles induced by double dimers on δ(Z×N). The assump-
tions:
1. (µδ)δ is tight, and
2. a probability measure µ on loop ensembles in a simply-connected domain D is uniquely characterized
by the expectations of the functionals ∫ ∏
α
Tr(ρ(`α))
2
dµ((`α)α)
where for any set of punctures {λ1, . . . , λn}, ρ : pi1(D \ {λ1, . . . , λn}) → SL2(R) is a representation
with unipotent local monodromies close enough to the trivial one,
imply weak convergence of the µδ’s to the CLE4(D) measure as δ ↘ 0.
We chose to phrase in the simplest framework, viz. double-dimers on Z × N. Given known arguments,
these results can be extended in several directions (at some technical and notational cost):
1. The domain can be chosen as a general simply-connected domain, with “Temperleyan” boundary
conditions of the type considered in [16] (or the Dirichlet/Neumann conditions natural in the context
of Peano exploration of the Uniform Spanning Tree, see [24]). For the near-boundary estimates 16, it
is convenient to have a small but macroscopic flat segment on the boundary.
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2. Instead of the square lattice, the graph can be modelled on a Temperleyan isoradial graph, as in [18].
3. Instead of SL2(R)-monodromies, one can use general (locally unipotent) SL2(C)-valued monodromies.
This does not create genuine additional difficulties but muddles a bit the discussion.
The article is organized as follows. Section 2 provides background material on dimers, τ -functions, and
conformal loop ensembles. Section 3 establishes convergence of double-dimer observables to τ -functions.
Section 4 evaluates the corresponding observables for the conformal loop ensemble CLE4, also in terms of
τ -functions. Miscellaneous technical estimates are relegated to Section 5.
2 Background and notations
2.1 Dimers and double dimers
Consider a graph Γ = (V,E); a dimer configuration (or perfect matching) consists in a subset of edges
(dimers) of the graph such that each vertex is the endpoint of exactly one edge in the configuration. For a
finite weighted graph (ω(e) denotes the weight of the edge e), the weight of a dimer configuration m is
w(m) =
∏
e∈m
ω(e)
For nonnegative weights, one can consider the probability measure P on dimer configurations such that
P{m} ∝ w(m): this is the dimer model. Let us now specialize to oriented bipartite graphs. Vertices are
thus partitioned into black (B) and white (W ) vertices and we assume that |B| = |W | (otherwise there is
no dimer configuration). The Kasteleyn-Percus matrix K : CB → CW is (a block of the) signed, weighted
adjacency matrix with matrix elements: K(w, b) = ±ω(bw), depending on whether the edge (bw) is oriented
from b to w or from w to b.
Kasteleyn’s fundamental enumeration result [14] states that for any given (finite) planar graph, one can
construct and characterize an orientation s.t.:
Zdimer =
∑
m
w(m) = ±det(K)
The determinant is evaluated w.r.t. “canonical” bases on CB , CW , which are given up to permutation, hence
the sign ambiguity. This is an algebraic identity in the variables ω(e), e ∈ E. Consequently, if we consider
a modified Kasteleyn matrix Kρ with matrix elements Kρ(w, b) = K(w, b)ρ(bw), we have:
E
(∏
e∈m
ρ(bw)
)
=
det(Kρ)
det(K)
(where we restrict to the bipartite case for simplicity). From now on we are only considering planar bipartite
graphs.
For instance, one may consider several disjoint “branch cuts”, viz. disjoint simple paths γi from fi to f
′
i
on the dual graph, i = 1, . . . , n; χ1, . . . , χn ∈ U are given roots of unity. Set ρ(bw) = χi (resp. χ−1i ) if γi
crosses (bw) with b (resp. w) on its lefthand side, and ρ(bw) = 1 otherwise. Then it is easy to check that∏
e∈m ρ(bw) does not depend on the position of the branch cuts, can be expressed simply in terms of the
height function. The asymptotics of E
(∏
e∈m ρ(bw)
)
in the large scale regime are studied in some details in
[8], where they are compared with the corresponding free field electric correlators. The data ρ corresponds
to a unitary character of pi1(Σ), where Σ is the punctured plane C \ {f1, . . . , f ′n}; the analysis is based on
comparing (Kρ)−1 to the Cauchy kernel for the unitary line bundle over Σ specified by ρ.
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In the double-dimer problem, one samples independently two dimer configurations m1,m2 on the same
graph according to the same (weighted) dimer measure (it is also possible to consider two distinct systems of
edge weights). The superposition m1 ∪m2 of the two matchings produces a collection of simple closed loops
and doubled edges which covers the (vertices of) the underlying graph. Trivially,
Zdimer2 =
∑
m1,m2
w(m1)w(m2) = det(K⊕ K)
where K ⊕ K : CB ⊕ CB ' (C2)B −→ CW ⊕ CW ' (C2)W . Consider f0, . . . , fn (centers of) faces of the
underlying graph; Σ = Cˆ \ {f0, . . . , fn} a punctured sphere; ρ : pi1(Σ) → SL2(C) a representation of the
fundamental group of the punctured sphere. For concreteness, one may choose a sequence of disjoint cuts
γ1, . . . , γn (simple paths on the dual graph) with γi going from fi−1 to fi and a matrix χi ∈ SL2(C). If `i
is a counterclockwsie (ccwise) oriented loop with fi in its interior and other punctures in its exterior, set
ρ(`i) = χ
−1
i χi+1 (with χ−1 = χn+1 = Id2). Since pi1(Σ) is a group with generators `0, . . . , `n and relations
γ0 . . . γn = Id, the data of ρ and (χ1, . . . , χn) are equivalent. This data also defines a rank 2 flat holomorphic
bundle over Σ.
There is a natural way to twist K⊕ K by the character ρ. If (bw) crosses γi, the 2× 2 block K(w, b) Id2
corresponding to (wb) in K⊕K is replaced with the block K(w, b)χi (resp. K(w, b)χ−1i ) if b (resp. w) is on the
LHS of γi; leaving all other matrix elements unchanged, this defines a twisted operator (K⊕ K)ρ. Based on
Mehta’s notion of quaternionic determinants [25], Kenyon [19] established the following remarkable identity:
Edimer2
 ∏
` loop in m1∪m2
Tr(ρ(`))
2
 = det((K⊕ K)ρ)
det(K⊕ K) (2.1)
Remark that Tr(ρ(`)) depends neither on the choice of a base point for the fundamental group nor on the
orientation of ` (since ρ(`) is in SL2(C) and trivially
(
a b
c d
)−1
=
(
d −b
−c a
)
if ad− bc = 1).
2.2 Isomonodromic deformations and τ-functions
Here we briefly sketch some elements of the classical theory of isomonodromic deformations; for comprehen-
sive surveys, see eg [6, 41, 10].
Let λ1, . . . , λn be given punctures on the Riemann sphere Cˆ = CP1 (λi 6=∞), Σ = Cˆ \ {λ1, . . . , λn}. Let
A1, . . . , An ∈ Mr(C) be given and consider the Fuchsian equation (vector- or matrix-valued, holomorphic,
linear ODE with regular singular points)
∂zY (z) = A(z)Y (z) =
n∑
i=1
Ai
z − λiY (z) (2.2)
The λi’s are regular singular points in the sense that solutions have polynomial growth near these singular-
ities: Y (z) = O((z − λ)−N ) for some N .
Furthermore we assume that
∑
iAi = 0 so that∞ is a regular point. Local solutions define a rank r local
system (a sheaf in dimensional vector spaces over Σ), by Cauchy-Kowalevski. If U is a simply connected
neighborhood of ∞ in Σ, let Y0 be the unique solution on U with Y0(∞) = Idr. Then ∂z log det(Y0(z)) =
Tr(∂zY0(z)Y
−1
0 (z)) =
∑
i Tr(Ai)/(z − λi). Hence if the Ai’s are in slr(C), Y0 takes values in SLr(C) (up to
a gauge change, one may assume this is the case).
Given any loop γ in Σ rooted at infinity, one can compute the solution Y0 along γ (starting at Y0(∞) = Id
and analytically continuing it along γ); plainly the resulting matrix depends only on the homotopy class of γ
and this defines a monodromy representation: ρ : pi1(Σ)→ GLr(C). More precisely, the analytic continuation
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of a germ Y0 at infinity along the loop γ is a germ Y0ρ(γ)
−1. Replacing Ai with GAiG−1 (G ∈ GLr(C)
fixed) leads to the conjugate representation GρG−1.
This procedure associates to a Fuchsian system (2.2) (determined by the punctures λi and matrices Ai)
a monodromy representation ρ. The fundamental group pi1(Σ) has a set of generators γ1, . . . , γn s.t. γi
encircles λi counterclockwise and no other puncture; they satisfy the relation γ1 . . . γn = Id. The data of a
representation pi1(Σ)→ GLr(C) is thus equivalent to the data of monodromy matrices M1 = ρ(γ1), . . . ,Mn =
ρ(γn) with M1 . . .Mn = Idr. Hilbert’s twenty-first problem consists in finding Ai’s producing a prescribed
representation.
We consider now displacements of punctures λ1, . . . , λn. Let Ai = Ai(λ1, . . . , λn) (maintaining
∑
iAi =
0). If (λ′1, . . . , λ
′
n) is close to (λ1, . . . , λn), there is a natural identification pi1(Σ
′) ' pi1(Σ), where Σ′ =
Cˆ \ {λ′1, . . . , λ′n}. An isomonodromic deformation of (2.2) is s.t. the monodromy representation is locally
constant. The Schlesinger equations
∂λjAi =
[Ai, Aj ]
λi − λj (2.3)
for j 6= i ensure that the monodromy representation ρ = ρ(λ1, . . . , λn) is indeed locally constant. (The last
derivative ∂iAi is fixed by the condition
∑
j Aj = 0). Alternatively, one may write
dAi = −
∑
j:j 6=i
[Ai, Aj ]
d(λi − λj)
λi − λj
Under (2.3), one can extend (2.2) in order to account simultaneously for the dependence on the punctures
λ = (λ1, . . . , λn) and the “spectator point” z for the fundamental solution Y0 normalized by Y0(∞) = Id:
dY0(z;λ) =
∑
j
AjY0
d(z − λj)
(z − λj) (2.4)
Writing this equation under the general Pfaffian form dY = ΩY (Ω a matrix-valued 1-form in the variables
z, λ1, . . . , λn), the integrability condition dΩ + Ω ∧ Ω = 0 boils down to (2.3). In other terms, the nonlinear
Schlesinger equations (2.3) are the integrability conditions of the linear equations (2.4).
Following Jimbo-Miwa-Ueno [13] (see also [6]), set
ω =
1
2
∑
(i,j):i 6=j
Tr(AiAj)
d(λi − λj)
λi − λj (2.5)
a 1-form in λ1, . . . , λn. It follows from the Schlesinger equations (2.3) that ω is closed: dω = 0. Consequently,
setting d log τ = ω defines (at least locally and up to multiplicative constant) a τ -function on Cˆn \∆, where
∆ = {(λ1, . . . , λn) : ∃i < j s.t. λi = λj}.
Consider the rank r flat bundle V corresponding to ρ. One may identify its sections with functions
f : Σ˜ → (Cr)t (Σ˜ the universal cover, values are row vectors) satisfying: s(γ∗x) = s(x)ρ(γ) (where pi1(Σ)
operates on fibers of Σ˜, (γ1γ2)
∗x = γ∗2γ
∗
1x). If Y0 is a fundamental solution, then sections may be written
s = fY0 with f : Σ→ (Cr)t.
Let us now explain some connections to Riemann-Hilbert problems. Consider a branch cut γ running
from, say, λ1 to λn and going through each puncture λ1, . . . , λn. Then the fundamental solution Y0 is single-
valued on Cˆ \ γ. Let λ be a point on γ (oriented from λ1 to λn); λ− (resp. λ+) denotes z approached from
the left (resp. right) of γ. Let ` be a counterclockwise loop rooted at infinity and crossing the cut γ once at
λ. One verifies easily that Y0(λ+)
−1Y0(λ−) = ρ(`)−1. If moreover the Ai’s are traceless and with eigenvalues
of modulus < 12 , we have:
Y0 ∈ SL2(C), Y0(∞) = Id2
Y0(λ−) = Y0(λ+)Ni ∀λ ∈ (λi, λi+1) ⊂ γ
Y0(z) = o(|z − λi|−1/2) ∀i
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If Y˜0 is another such matrix-valued analytic function on Cˆ\γ with the same prescribed jumps Ni and growth
conditions near the punctures, we see that Y0Y˜
−1
0 is single-valued with removable singularities and is thus
constant. This gives a unique characterization of Y0 as a solution of a Riemann-Hilbert problem.
Let us now consider S(., w) a GL2(C)-valued meromorphic function a simple pole with residue Id2 at w
(and no other pole on Cˆ \ γ) and the same jump and growth conditions (near the punctures) as Y0; and
S(∞, w) = 0. By considering S(., w)Y −10 we see that S is uniquely characterized and given by
S(z, w) =
Y0(w)
−1Y0(z)
z − w
Near w we have
S(z, w) =
Idr
z − w +R(w) +O(z − w)
with the Robin kernel
R(w) = Y −10 (w)∂wY0(w) = Y
−1
0 (w)(
∑
i
Ai
w − λi )Y0(w)
Let
Ri = Ri(λ) = lim
w→λi
(Y0(w)R(w)Y
−1
0 (w)−
Ai
w − λi ) =
∑
j 6=i
Aj
λj − λi
Then
∂λi log τ = Tr(AiRi)
ie the τ -function may be recovered from the kernel S and in particular its behavior near the punctures. This
gives an expression for the τ -function in terms of a RH problem.
2.3 SLE and CLE
In this section, we briefly discuss Schramm-Loewner Evolutions (SLEs) and the related Conformal Loop
Ensembles (CLEs). See in particular [39, 21, 34] for general background and complements.
If Z =
√
κB, B a standard Brownian motion, κ > 0, the Loewner equation reads:
d
dt
gt(u) =
2
gt(u)− Zt
with g0(u) = u for u in the upper half-plane H = {u : =(u) > 0}. Let τu be the time of explosion of this
ODE, Kt = {u : τu ≤ t} the “hull”. Then gt : H \ Kt → H is a conformal equivalence (characterized by
gt(u) = z +
2t
u + o(u
−1) for z large). The random Loewner chain (gt))t ≥ 0 defines the Schramm-Loewner
Evolution SLEκ.
It is known that γt = limε↘0 g−1t (iε) is a.s. a continuous path in H, the trace of the SLE, s.t. H \Kt is
the unbounded connected component of H \ γ[0,t]. For κ ≤ 4, it is a.s. a simple path in H (with γ0 = W0,
γt ∈ H for t > 0, and limt γt =∞). If γ is an SLEκ in H (started at 0, aiming at ∞), D is simply-connected
domain with marked boundary points x, y, and φ : (H, 0,∞) → (D,x, y) is a conformal equivalence, then
φ(γ) is (by definition and up to time change) a chordal SLEκ in (D,x, y) (conformal invariance)
From the Markov property of Brownian motion, we see that the law of a chordal SLEκ in (H, 0,∞)
conditionally on Kt is that of a chordal SLEκ in (H \Kt, γt,∞) (Domain Markov property). The chordal
SLE measures are characterized by the conformal invariance and domain Markov properties.
A useful variant of SLEκ is given by the so-called SLEκ(ρ)’s (κ > 0, ρ ∈ R). We distinguish on the real
line a seed Z0 and a force point W0 and consider the SDE{
dZt =
√
κdBt +
ρ
Zt−Wt dt
dWt =
2
Wt−Zt dt
7
with gt defined from the driving process Z as above, so that Wt = gt(W0). Existence of solutions (in
particular extending these solutions past τW0) depends on κ, ρ and will be discussed in some details in
Section 5.2.
From the point of view of statistical mechanics, it is natural to consider loop ensembles. We start from
a simply connected D, which (up to conformal equivalence and for simplicity) we can take to be the unit
disk. The loop-space LD consists of 1 − 1 mappings U \ D (U the unit circle), up to composition by a
homeomorphism of U. This is metrized by
d(γ, γ′) = inf
σ:U→U
‖γ − γ′ ◦ σ‖∞
where σ runs over homeomorphisms U → U. Without the injectivity condition, this defines a Polish space;
so LD is a Lusin space. In a variant, one considers oriented loops (given up to reparameterization by a direct
homeomorphism of U).
A loop ensemble in D is an LD-valued point process (supported on mutually disjoint loops) which is
locally finite in the sense that, for any ε > 0, there are finitely loops of diameter ≥ ε (in particular, there are
countably many loops). The configuration can be metrized by declaring the configurations (γi)i∈I , (γ′j)j∈J
are at distance ≤ ε if they can be paired up to loops of diameter ≤ ε so that paired loops are at distance
≤ ε in LD. Classical tightness criteria (based on annular crossing estimates) are given in [1, 2].
One may also more combinatorial encodings of the loop ensemble. Let S be a countable dense subset of
D; for x1, . . . , xn ∈ S, N(x1, . . . , xn) denotes the number of loops in the loop ensemble with x1, . . . , xn in the
closure of their interior. For instance, if x, y ∈ S, on the event {Nx,y ≥ 1}, the innermost loop disconnecting
x, y from ∂D is the boundary of {z ∈ S : Nx,y,z = 0}. So a (simple) loop ensemble can be reconstructed
from the data (NT )T⊂S,|T |<∞.
Much in the same way that SLE describes conformally invariant distributions on chordal curves, there is
a 1-parameter family CLEκ (the Conformal Loop Ensembles) of measures on loop ensembles, characterized
by a suitable Domain Markov property [34]. We consider here nested CLEs (so that each loop contains an
identically distributed - up to conformal equivalence - CLE, independent of the configuration outside of the
loop) consisting of simple disjoint loops, which is the case when κ ∈ ( 83 , 4]. The two main approaches to
CLE [34] are via branching exploration [33] and loop soup percolation [38]. We shall need the first one for
computational purposes and the second one for a priori estimates (Lemma 22).
In the branching exploration description, one runs a SLEκ(κ− 6) started, say, from (0, 0+) (see Section
5.2 for more details). This creates loops (corresponding to excursion of the real process W − Z); then the
interior of these loops is explored recursively.
2.4 τ-functions in simply connected domains
Here we will need to consider not the classical case of the punctured sphere, but a punctured simply-connected
domain (which we can take to be the upper half-plane H = {z ∈ C : =z > 0}); this will build on the spherical
case and reflection arguments. In the situation of interest to us, we will also need to fix the multiplicative
constant in front of the τ -functions.
Consider the upper half-plane H with punctures λ1, . . . , λn ∈ H. Let γi be a simple counterclockwise loop
separating zi from the other punctures and rooted at ∞. We choose the γi’s to be disjoint (except at ∞)
and in counterclockwise order seen from ∞. Classically, the fundamental group pi1(H \ {λ1, . . . , λn}) is the
free group on n generators γ1, . . . , γn. Consequently, the data of a representation pi1 → SL2(R) is equivalent
to the data of n matrices ρ(γ1), . . . , ρ(γn).
Throughout we will choose these matrices to be 2× 2, real and unipotent.
We proceed by reflection and introduce punctures λ1¯, . . . , λn¯ in the lower half-plane −H, with the short
8
Figure 2: Branch cuts symmetric w.r.t. R (vertical lines) and corresponding loops (dashed).
hand notation
k¯ = 2n+ 1− k
for k = 1, . . . , 2n (this depends implicitly on the total number of punctures). We shall be in particular
interested in the case where λk¯ = λk for all k.
We consider simple clockwise loops γk¯, k = 1, . . . , n s.t. γk¯ separates zk¯ from the other punctures, and
γ1, . . . , γn, γn¯, γ1¯ are disjoint except at ∞ and listed in counterclockwise order seen from ∞. See Figure 2.
Then pi1(Cˆ \ {λ1, . . . , λ1¯}) is the group with generators γ1, . . . , γ1¯ and relation
γ1 . . . γnγ
−1
n¯ . . . γ
−1
1¯
= 1
To a representation ρ : pi1(H\{z1, . . . , zn})→ SL2(R), we associate the representation ρ˜ : pi1(Cˆ\{λ1, . . . , λ1¯})→
SL2(R) specified by
ρ˜(γk) = ρ˜(γk¯) = ρ(γi)
for k = 1, . . . , n.
Let us consider again the Schlesinger equation (2.3). We denote by
Λ = {(λ1, . . . , λ1¯) ∈ Hn × (−H)n : λi 6= λj for i 6= j, λk¯ = λk for all k}
a 2n-dimensional real analytic space.
Lemma 4. If for some λ0 ∈ Λ, Ak¯(λ0) = Ak(λ0) for all k, then under (2.3) these conditions are still
satisfied for λ ∈ Λ near λ0.
Proof. This follows from observing that by conjugating (2.3),
(A1¯, . . . , An¯, An, . . . , A1)
gives another solution restricted to Λ with the same initial condition and one concludes by connexity.
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This gives a reduction to n 2× 2 matrices and n - complex - variables (rather than 2n matrices and 2n
variables).
Then we extend the parameter space Λ to the following boundary component:
ΛR = {(x1, . . . , xn, xn . . . , x1) : x1 < · · · < xn} ⊂ R2n
Lemma 5. If N1, . . . , Nn are real nilpotent matrices in M2(R), there is a solution of (2.3) extending contin-
uously to ΛR s.t. Ak = − 12ipiNk = −Ak¯ on ΛR. The corresponding representation ρ˜ of pi1(Cˆ \ {λ1, . . . , λ¯1})
is given by ρ˜(γk) = ρ˜(γk¯) = Id2 +Nk for k = 1, . . . , n.
Proof. The only issue comes from terms of type ∂λkAk¯ = [Ak¯, Ak]/(λk¯ − λk); the apparent singularity at
λk = λk¯ disappears since then Ak¯ = −Ak.
More precisely, we parameterize λk = xk + iyk, λk¯ = xk − iyk, yk ≥ 0, and Ak¯ = Ak. Then
∂xkAk = (∂λk + ∂λk¯)Ak = ∂λk¯Ak − ∂λkAk¯ −
∑
j 6=k,k¯
∂λkAj
= −
∑
1≤j≤n,j 6=k
[
Aj
λj − λk +
Aj
λj − λk
, Ak
]
and
∂ykAk = −i(∂λk − ∂λk¯)Ak = i∂λk¯Ak + i∂λkAk¯ + i
∑
j 6=k,k¯
∂λkAj
=
[Ak, Ak]
yk
+ i
∑
1≤j≤n,j 6=k
[
Aj
λj − λk +
Aj
λj − λk
, Ak
]
We want to show that this extends continuously to yk = 0
+ provided [Ak, Ak] is small enough for some small
yk. Up to relabelling we may assume k = 1. Let K0 be a compact neighborhood of {(λj)j>1} (with λj′ 6= λj
for j 6= j′ in K) and
M(y) = sup
[a+iy,b+iy]×K0
{
∑
j
‖Aj‖}
m(y) = sup
[a+iy,b+iy]×K0
{‖A1 +A1‖}
We have
∂y1A1 =
[A1, A1 +A1]
y1
+ (reg) ∂x1Aj = (reg)
∂y1(A1 +A1) = (reg) ∂x1(A1 +A1) = [(reg), A1 +A1] + y1(reg)
where the (reg) have smooth coefficients up to y1 = 0.
Then we estimate for 0 < y < y′
M(y′) ≤M(y) + k
∫ y′
y
(
m(u)
u
+M(u))M(u)du
m(y′) ≤m(y) + k
∫ y′
y
M(u)2du
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with k a constant depending on K0. Then start from y small and assume that m(y) ≤ cy. Then for C > 0
there is c′ > 0 s.t. m(y′) ≤ c′y′ as long as M(y′) ≤ C; from the first line this holds up to some y′ small but
independent of y.
Consider a sequence of solutions A
(n)
j s.t. A
(n)
1 (a + iyn, λ
0
2, . . . ) = (2ipi)
−1M , M a fixed real matrix,
and A
(n)
j (a + iyn, λ
0
2, . . . ) are fixed matrices. Then the earlier estimates show that the sequence A
(n)
j is
equicontinuous in ([a, b] × [0, y0]) × K0 and consequently one can extract a subsequence converging to a
solution of (2.3) which has a Ho¨lder continuous extension up to y1 = 0
+.
By isomonodromy, one can compute ρ in the case y1 = · · · = yn = ε  1. In this case one can solve
(2.2) on a contour running along the real line except for semicircles around the xj ’s. If ε0 is small but fixed,
Y0(xj − ε) = Id2 +O(ε) (along a path staying ε0-away from punctures); then one solves on the segment
[xj − ε0, xj + ε0], and then back to infinity staying away from the singularities. So the monodromy ρ(γj)
is within O(ε) of the monodromy when there is only one pair of punctures xj ± iε. In that case we solve
explicitly
Y0(z) =
(
z − λ1
z − λ1
)Aj
= exp
(
Aj log
z − λj
z − λj
)
so that ρ(γj) = exp(−2ipiAj). Remark that exp(N) = Id2 +N for N a 2× 2 nilpotent matrix.
Throughout the solution of 2.3 is fixed by this boundary condition on ΛR; in particular the Aj ’s are
always nilpotent. It follows that the fundamental solution (with Y0(∞) = Id2) of (2.2) is O(| log(z − λi)|)
near punctures. As discussed earlier, it is the unique (SL2(C)-valued) such solution of the corresponding RH
problem.
Then we can define consider the τ -function defined up to multiplicative constant by (2.5); it is a function
of the position of the punctures λi and of the unipotent matrices ρ(γi (and the homotopy classes of the γi’s).
Lemma 6. The τ -function extends to continuously to ΛR and is constant there.
Proof. Similarly to Lemma 5, when solving 2.5 near ΛR, the only potential issue comes from the term
Tr(AiAi¯)
d(λi − λi¯)
λi − λi¯
From Lemma 5 we know that Ai has a Ho¨lder continuous extension to the boundary and Ai¯ = Ai = −Ai
on the boundary (viz. when λi ∈ R). Since Ai is nilpotent, Tr(AiAi¯) = 0 when λi ∈ R and consequently
Tr(AiAi¯)
=(λi) = O(=(λi)
α−1)
for some α > 0. It follows that τ itself has a finite limit as λi → R which is locally constant in <(λi).
Consequently we can fix the multiplicative constant s.t. τ ≡ 1 on ΛR.
Then we proceed to check that τ is essentially independent of choices, viz. the ordering of the punctures
and the generators γ1, . . . , γn (the fundamental group of Λ is a pure braid group; solving (2.5) along non-
contractible loops in the configuration space Λ a priori generates a character of that group). See Figure 3.
Lemma 7. The τ -function depends only on the set {λ1, . . . , λn} and the representation ρ : pi(H\{λ1, . . . , λn})→
SL2(R), up to conjugacy.
Proof. First from (2.5) we observe that the logarithmic variation of τ depends on the A’s, which can be
recovered from the fundamental solution Y0, which is itself uniquely characterized by ρ and the growth
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Figure 3: Effect of braiding on branch cuts. Left: branch cuts (solid) and loops (dashed) before braiding
(the left puncture is moved along the dotted cycle). Right: deformed branch cuts after braiding.
condition. Conjugating ρ amounts to conjugating all the Aj ’s by the same constant matrix and this does
not affect τ . So the logarithmic variation of τ depends only on the set of punctures and ρ, and we need only
check that the character of the pure braid group it generates is trivial.
It is enough to consider the case where one puncture (say λ1) circles around another one (say λ2) without
encircling any other puncture, as these moves generate the fundamental group of Λ. We may also assume
that all the punctures are close to R (by choosing a “root” on the configuration space Λ).
When only one singularity (λ1) is away from the boundary and all the other ones are on the boundary and
fixed, one gets a solution of the (limiting) Schlesinger equations (2.3) given by A1, A1¯ constant, Aj = −Aj¯
for all j and
Aj(λ) =
(
λj − λ1
λj − λ1
)−A1
Nj
(
λj − λ1
λj − λ1
)A1
for j = 2, . . . , n. Since A1 commutes with z
A1 , Tr(A1Aj) = Tr(A1Nj) = −Tr(A1Nj¯) is constant (and
Tr(A1A1¯) = Tr(−A21) = 0 by nilpotency) and it follows that τ stays constant (with all but one punctures
fixed and on the boundary; see also Corollary 9 below).
Starting from λ1 < λ2, we may proceed in the following way: move λ1 along a clockwise semicircle to
λ′1 > λ2 (half-twist); then move λ2 to λ
′
2 > λ1; and translate λ
′
1, λ
′
2 back to λ1, λ2. By Lemma 6 and the
previous argument, τ is unchanged by this sequence of operations, which is what we needed to check.
The upper half-plane admits conformal automorphisms (homographies) than operate diagonally on Λ. If
φ is such an homography, there is a natural identification pi1(H \ {λ1, . . . , λn}) ' pi1(H \ {φ(λ1), . . . , φ(λn)}).
Lemma 8. The τ -function is invariant under homographies.
Proof. The group of homographies H→ H is a 3-parameter Lie group and it is enough to check the statement
infinitesimally, viz. we need to check ∑
j
λm+1j ∂λj log τ = 0
for m = −1, 0,−1. For m = −1 (translation) it is immediate from (2.5). For m = 0 (scaling) we obtain∑
j
λm+1j ∂λj log τ =
1
2
∑
i6=j
Tr(AiAj) = −1
2
∑
i
Tr(A2i ) = 0
by nilpotency, taking into account
∑
j Aj = 0. (More generally τ is Moebius invariant when seen as a form
with weights given in terms of the local monodromy exponents). Finally for m = 1 we get∑
j
λ2j∂λj log τ =
1
2
∑
i 6=j
Tr(AiAj)(λi + λj) =
∑
i
Tr(Ai
∑
j
λjAj) = Tr((
∑
i
Ai)(
∑
j
λjAj)) = 0
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using again Tr(A2i ) = 0 and
∑
iAi = 0.
Consequently, ifD is any simply-connected domain with punctures λ1, . . . , λn and ρ : pi1(D\{λ1, . . . , λn})→
SL2(R) is a representation with unipotent local monodromies, one can define unambiguously
τ = τ(D \ {λ1, . . . , λn}, ρ)
in such a way that if φ : D → D′ is a conformal equivalence,
τ(φ(D \ {λ1, . . . , λn}), ρ) = τ(D \ {λ1, . . . , λn}, ρ)
with the natural identification of the fundamental groups.
Corollary 9. If n = 1, τ(D \ {λ}, ρ) = 1.
Proof. We may conformally map D \ {λ} to H \ {εi} for ε > 0 arbitrarily small and use Lemma 6.
Our next task is to study the limiting behavior of τ under pinching of the domain. Recall that a sequence
of simply connected domains (Dm)m≥0, containing a fixed point λ, Carathe´odory-converges (seen from λ) to
a simply connected domain D if the uniformizing maps φm : U → Dm s.t. φm(0) = λ, φ′m(0) > 0 converge
uniformly on compact subsets of the unit disk U to the uniformizing map φ : U→ D.
We make a somewhat ad hoc modification of this classical notion in the presence of multiple marked
bulk points (punctures). If µ1, . . . , µk, µk+1, µk+` are other marked points, we say that (Dm, µ1, . . . , µk+`)
C-converges (seen from λ) to (D,µ1, . . . , µk) if Dm C-converges to D, φ ◦ φ−1m (µj) converges to µj ∈ D for
j ≤ k and φ−1m (µj) eventually exits any compact subset of U for j = k + 1, . . . , k + `.
Lemma 10. Let Dm be a decreasing subsequence of simply-connected domains containing the n distinct
punctures λ1, . . . , λn s.t. ∩mDm = D− unionsq D+, D± simply-connected, λ1, . . . , λk ∈ D−, λk+1, . . . , λn ∈
D+. A representation ρ : pi1(D \ {λ1, . . . , λn}) → SL2(R) is given; it restricts to representations ρ± of
pi1(D
± \ {λ1, . . . , λn}). Then
lim
m→∞ τ(Dm \ {λ1, . . . , λn}, ρ) = τ(D
− \ {λ1, . . . , λk}, ρ−)τ(D+ \ {λk+1, . . . , λn}, ρ+)
Remark that ρ± are a priori defined up to conjugation, but that does not affect the value of τ .
Proof. By the Carathe´rodory kernel theorem, the assumptions imply that
• seen from λ1, (Dm, λ1, . . . , λn) C-converges to (D−, λ1, . . . , λk), and that
• seen from λn, (Dm, λ1, . . . , λn) C-converges to (D+, λk+1, . . . , λn).
Let ψm : Dm → H be the conformal equivalence s.t. ψm(λ1) = i, ψm(λn) = i + Mm, Mm ∈ (0,∞). Then
Mm →∞. Set λmj = ψm(λj). Then
• λm1 , . . . , λmk converge to k distinct points λ∞1 , . . . , λ∞k in H.
• λmk+1 −Mm, . . . , λmn −Mm converge to n− k distinct points λ∞k+1, . . . , λ∞n in H.
Then we want to show that
lim
m→∞ τ(H \ {λ
m
1 , . . . , λ
m
n }, ρ) = τ(H \ {λ∞1 , . . . , λ∞k }, ρ−)τ(H \ {λ∞k+1, . . . , λ∞n }, ρ+)
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By direct examination of (2.3) we obtain
Aj(λ
m
1 , . . . , λ
m
n , ρ) = Aj(λ
m
1 , . . . , λ
m
k , ρ−) +O(M
−1
m ) for 1 ≤ j ≤ k
Aj(λ
m
1 , . . . , λ
m
n , ρ) = Aj(λ
m
k+1, . . . , λ
m
n , ρ+) +O(M
−1
m ) for k < j ≤ n
and then from (2.5)
log τ(λm1 , . . . , λ
m
n , ρ) = log τ(λ
m
1 , . . . , λ
m
k , ρ−) + log τ(λ
m
k+1, . . . , λ
m
n , ρ+) +O(M
−1
m )
which concludes.
3 Convergence
In this section we study the small mesh limit of Kenyon’s double dimer observables (for real, locally unipotent
representations). For perspective and comparison, we start with a brief discussion of the electric correla-
tors analyzed in [8], corresponding to unitary line bundles (above the punctured domain). Then we start
discussing rank 2 bundles. (Remark however that the asymptotic analysis could be carried out mutatis mu-
tandis for a general rank r ≥ 2; but the combinatorial interpretation motivating this analysis seems specific
to r = 2). We start with a local analysis near a puncture (modeled on the case of the punctured sphere
Cˆ \ {0,∞}). Patching the local construction with the global information derived from the corresponding
Fuchsian system, we estimate the inverting kernel of the (bundle) Kasteleyn operator. This then allows to
evaluate the variation of double dimer correlators under a macroscopic isomonodromic deformation (away
from the boundary). We conclude with a priori estimates for punctures near the boundary.
3.1 The rank 1 case
It may be useful for comparison and intuition to review some of the results of [8], expressed in the τ -function
framework. We consider a dimer cover of a planar Temperleyan isoradial graph under the usual infinite
volume measure. Punctures λ1, . . . , λn are located in faces of the graph and Σ = Cˆ \ {λ1, . . . , λn} is the
punctured Riemann sphere. A representation ρ : pi1(Σ) → U1(C) is parameterized by χ1, . . . , χn ∈ U with∏
j χj = 1, so that ρ(`i) = χi if `i is a ccwise oriented loop rooted at infinity separating λi from the other
punctures. Set χj = e
2ipisj and assume furthermore that the sj ’s are small enough and
∑
j sj = 0. Let V
be the unitary line bundle over Σ with global section Y0(z) =
∏
j(z − λj)sj ; this corresponds to Aj = (sj)
(here the Schlesinger equations are of course trivial). Then
d log τ =
1
2
∑
i 6=j
sisj
d(λj − λi)
λj − λi
so that τ ∝∏i<j(λj−λi)sisj (a multivalued function on the configuration space). Set Sρ(z, w) = Y0(w)−1Y0(z)z−w
and
rj = r
ρ
j = lim
z,w→λj
(
Sρ(z, w)− ((z − λj)/(w − λj))
sj
z − w
)
so that
d log τ =
∑
j
sjrjdλj
Let us also consider the antiholomorphic line bundle V ∗ with global section Y ∗0 (z) =
∏
j (z − λj)
−sj
, whose
sections are ρ-multivalued antiholomorphic functions. Plainly, V ∗ = Vρ¯, and one may associate to this data
an antiholomorphic τ function τρ¯.
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In a discrete setting, consider a Temperleyan isoradial graph Ξ with small mesh and punctures λi’s inside
faces. Let Kρ : CΞB → CΞW be the Kasteleyn operator twisted by ρ, and K−1ρ the inverting kernel vanishing
at infinity. Now displace λ1 to a neighboring face of Ξ (across the edge (wb)); let λ
′
1 be the new position of
the puncture and K ′ρ be the corresponding operator. Then K
′
ρK
−1
ρ is a rank 1 perturbation of the identity
and
det(K ′ρK
−1
ρ ) = 1 + (χ
±1
1 − 1)K(w, b)K−1ρ (b, w)
(± depends on whether w is to the left or to the right of b). A local analysis shows that K−1ρ (b, w) may be
expressed in terms of local data (viz. independent from λj , sj , j 6= 1), rρ1 and rρ¯1 :
K(w, b)K−1ρ (b, w) = (χ
±1 − 1)−1
(
(u− 1) + us1
(
rρ1 · (λ′1 − λ1) + rρ¯1 · (λ′1 − λ1)
))
+ o(λ′1 − λ1)
where u =
(
λ′1−w
λ1−w
)−s1
is an explicit unit number. This leads to
det(K ′ρK
−1
ρ ) = u
(
1 + s1
(
rρ1 · (λ′1 − λ1) + rρ¯1 · (λ′1 − λ1)
))
+ o(λ′1 − λ1)
where λ2, . . . , λn are regarded as fixed. In other words, |det(KρK−1)| ' τρτρ¯ up to multiplicative constant.
3.2 Rank 2
Here we consider Ξ = Ξδ =
δ
2 (Z × N) the upper half-plane square lattice with mesh δ (or a microscopic
translation thereof, for reflection arguments); Ξ = ΞB unionsq ΞW is bipartite and we have a Kasteleyn operator
K : RΞB → RΞW , which we can duplicate to obtain an operator K⊕K : (R2)ΞB → (R2)ΞW . Given punctures
λ1, . . . , λn in H and a representation ρ : pi1(H \ {λ1, . . . , λn}) → SL2(R) (and, for definiteness, a choice of
branch cuts), we obtain a twisted operator (K⊕ K)ρ : (R2)ΞB → (R2)ΞW . For brevity we will simply denote
it by Kρ; for ρ = Id the trivial representation, we get the untwisted operator K⊗ K.
The goal here is to establish the following convergence result.
Lemma 11. Fix punctures λ1, . . . , λn in the upper half-plane and disjoint branch cuts. For ρ : pi1(H \
{λ1, . . . , λn}) a representation with unipotent local monodromies close enough to the identity,
lim
δ↘0
det(KρK
−1
Id ) = τ(λ1, . . . , λn; ρ)
Proof. When the punctures are on the boundary, both sides are equal to 1. Moving the punctures at a small
distance of the boundary changes both sides by a small amount (from Lemmas 6, 16), uniformly in δ for δ
small enough. Once the punctures are at small but macroscopic distance of the boundary, displacing them
changes both sides by the same amount up to o(1) by Lemma 15, which concludes.
3.2.1 Single puncture
We shall need a priori estimates on basic discrete harmonic and holomorphic functions with unipotent mon-
odromies. The problems and general line of reasoning are rather similar to the case of unitary monodromies
studied in [8]; however we need to modify the constructions and some of the arguments.
On the square lattice Z2, we consider the (positive) discrete Laplacian ∆: RZ2 → RZ2 given by
∆f(x) =
∑
y∼x
((f(x)− f(y))
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where ∼ designates adjacency of vertices. There is a potential kernel (eg Theorem 4.4.4 in [23]) s.t. ∆a = −4δ0
and
a(x) = 2pi log |x|+ c+O(|x|−2)
a(x′)− a(x) = 2pi (log |x′| − log |x|) +O(|x|−3) if x ∼ x′
(3.6)
where c is a (known but unimportant) constant.
Let consider the harmonic conjugate a∗ of a defined on the dual lattice (Z2)∗ ' ( 12 , 12 ) + Z2. It is such
that
a∗(y′)− a∗(y) = a(x′)− a(x)
if (xx′) is an edge of Z2 and (yy′) is its dual edge (oriented so that ((xx′), (yy′)) is a direct frame). Technically,
da∗ is well defined a discrete 1-form which is closed except at 0. Since ∆a = −4δ0, a∗ is harmonic on (Z2)∗
and additively multivalued (with puncture at 0): it increases by 4 per counterclockwise turn around 0. From
3.6 and the fact that
arg(y′)− arg(y) = log |x′| − log |x|+O(|x|−3)
if (yy′) is dual to (xx′), one deduces easily
a∗(x) =
2
pi
arg(x) +O(|x|−2) (3.7)
Note that a∗ is defined up to an additive constant.
Let us now consider discrete holomorphic functions on the bipartite graph ♦ whose black vertices ♦B
correspond to vertices of (Z2) or its dual ( 12 ,
1
2 ) + Z
2; and white vertices ♦W are midpoints of edges of Z2.
The Kasteleyn operator K : R♦B → R♦W is defined by
(Kf)(w) =
1
2
(
f(w +
1
2
)− f(w − 1
2
) + f(w +
i
2
)− f(w − i
2
)
)
if =(w) ∈ Z
(Kf)(w) =
1
2
(
f(w +
i
2
)− f(w − i
2
) + f(w − 1
2
)− f(w + 1
2
)
)
if <(w) ∈ Z
One checks [16] that 4KtK restricts to the discrete Laplacian on Z2 and its dual. In particular, Kf = 0 in
some region if f|Z2 is harmonic there and f|(Z2)∗ is its harmonic conjugate. It will be convenient to assign
phases to vertices of ♦ in the following way
eiν(b) = 1 if b ∈ Z2
eiν(b) = i if b ∈ (Z2)∗
eiν(w) = 1 if w ∈ ♦W ,=(w) ∈ Z
eiν(w) = i if w ∈ ♦W ,<(w) ∈ Z
We may write (Kf)(w) =
∑
b∼w K(w, b)f(b), with the matrix element K(w, b) given by
K(w, b) = (b− w)e−iν(b)−iν(w)
As explained in [16], one can construct an inverting kernel for K from the potential kernel a. If w
corresponds to the edge (xx′) of Z2 (oriented eastward or northward, so that x′ − x = eiν(w)), one considers
the function 12 (a(., x
′)− a(., x)) which is harmonic on Z2 except at x′, x. Its harmonic conjugate (vanishing
at infinity) is single-valued. Taken together they define a function f on ♦B which is discrete holomorphic
except at w; we denote it by K−1(., w). Then
KK−1(., w) = δw
K−1(b, w) = <
(
ei(ν(b)+ν(w))
pi(b−w)
)
+O(|b− w|−3) (3.8)
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We want to construct a similar inverting kernel in the presence of a unipotent monodromy. More precisely,
fix a 2× 2 unipotent matrix P and a face f of ♦. Let us consider the lift ♦˜ of the graph ♦ to the universal
cover of C \ {f}. One can describe ♦˜ in terms of decks indexed by Z = pi1(C \ {f}) isomorphic to ♦ cut
along a branch cut from f to ∞; upon traversing a branch cut one moves up or down a deck. Remark that
K has a natural lift as an operator R♦˜B → R♦˜W .
Let θ be the deck transformation of ♦˜ associated to a counterclockwise loop around 0. We consider the
space
(R2)♦·P = {f ∈ (R2)♦. : f ◦ θ = fP}
with · ∈ {W,B}, which is identified with P -multivalued functions on ♦ punctured at f . (Here we consider
f taking values in 1× 2 row vectors). We can then define K : (R2)♦BP → (R2)♦WP .
Up to conjugation, we may choose P =
(
1 1
0 1
)
. For definiteness let us a fix a branch cut (a simple
path from ∞ to f on ♦∗), which we can take to be a straight half-line ending at the puncture. For each
b ∈ ♦B at the end of an edge crossing (from left to right) the branch cut, we separate b into two vertices b±
- the endpoint of the crossing edge - and b∓ - the endpoint of other edges initially adjacent to b, in such a
way that b+ (resp. b−) is connected to the right (resp. left) hand of the cut, oriented toward the puncture.
The set of such vertices b± is denoted by ∂ and the planar graph obtained in this fashion is ♦¯. Then we have
the identification
(R2)♦BP ' {f ∈ (R2)♦¯B : f(b+) = f(b−)P ∀b± ∈ ∂}
(by distinguishing a zeroth deck). This may be seen as natural discretization of a Riemann-Hilbert problem.
In the standard case (ie in the absence of monodromies), discrete holomorphic functions vanishing at
infinity vanish identically. More precisely, we have a maximum principle: the uniform norm in a domain of
a discrete holomorphic function is less than its norm on the boundary of that domain. The following lemma
is a substitute for that statement in the presence of unipotent monodromies.
Lemma 12. Let f ∈ (R2)♦BP be s.t. Kf = 0 in B(0, R). Then for b ∈ ♦B ∩B(0, R),
f(b) = O((1 + log |R/b|)‖f|γ‖∞)
where γ consists of two simple paths on Γ,Γ∗ respectively within O(1) of the circle C(0, R).
Proof. The first coordinate f1 of f is single-valued and restricts to discrete harmonic functions on Γ,Γ
∗ and
the result follows immediately from the maximum principle.
The second coordinate f2 restricts to multivalued discrete harmonic functions on Γ,Γ
∗, which increase
by f1 for each (counterclockwise) turn around 0. So let us start a random walk X on Γ from b on the
zeroth-deck. We have
f2(b) = E(f2(Xn) +Nnf1(Xn))
where Nn is the deck index at time n. We need to estimate moments of Nn up to the time τ of first exit of
B(0, R). For this we use the discrete argument (3.7). More precisely, n 7→ a∗(Xn) is a martingale which is
within O(1) of 4N ; its increments are O(1/Xn). Consequently we have the L
2 estimate
E((a∗(Xn∧τ )−a∗(X0))2) =
n−1∑
k=0
E((a∗(X(k+1)∧τ )−a∗(Xk∧τ ))2) ≤ cE(
τ−1∑
k=0
1
1 + |Xk|2 ) ≤ cE
(∑
x∈Γ
G(b, x)
1
1 + |x|2
)
where G is the Green kernel for the random walk killed on the boundary γ. Basic random walk estimates
give
G(b, x) = O
(
1 + log
R− |x|
|b− x|
)
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if |b − x| ≤ R − |x| and G(b, x) = O(R−|x|b−x ) otherwise, which leads (together with a L2 maximal inequality
for martingales) to
E(sup
n≤τ
a∗(Xn)2) = O((log(R/|b|)2)
One concludes by dominated convergence and Cauchy-Schwarz.
We are interested in the behavior of P -multivalued discrete holomorphic functions near the singularity
and for that purpose we shall need discrete logarithms. Let us consider the discrete holomorphic function
Log : ♦B → R given by
Log =
pi
2
(
1Z2(a− c) + 1(Z2)∗a∗
)
so that
Log(b) = <(eiν(b) log(b)) +O(|b|−2)
Log(b+)− Log(b−) = 2pi1∂∩(Z2)∗ ∀b ∈ ∂
By exchanging the roles of the two dual square lattices, one defines similarly a discrete holomorphic function
Log∗ ♦B → R s.t.
Log∗(b) = <(eiν(b)i log(b)) +O(|b|−2)
Log∗(b+)− Log∗(b−) = −2pi1∂∩(Z2) ∀b ∈ ∂
Corollary 13. If f is discrete holomorphic and P -multivalued in B(0, R) and if∣∣∣f(b)−<(eiν(b) (α, β + γ log(b)))∣∣∣ ≤ ε
on γ, then ∣∣∣f(b)−<(eiν(b)(α, β))− (0,<(γ) Log(b) + =(γ) Log∗(b))∣∣∣ = O(ε(1 + log(R/|b|)))
in B(0, R).
We now want to construct and estimate K−1P , an inverting kernel for K operating on (R2)
♦B
P . We observe
that
f = (0,K−1(., w))
is P -multivalued and satisfies Kf = (0, δw). Let us fix a white vertex w ∈ ♦W and consider the problem:
find g ∈ (R2)♦¯B discrete holomorphic and with jump condition
g(b+)− g(b−) = K−1(b, w) ∀b ∈ ∂ (3.9)
Given such a g, we may consider
f =
(
K−1(., w), g + nK−1(., w)
)
on the n-th deck; this is P -multivalued and satisfies Kf = δw on the zeroth deck. So we are left with solving
(3.9).
Up to translation and rotation we may assume f = −1+i2 , <(w) ≥ 0 and ∂ = (−N) ∪ (− 1+i2 − N)
(corresponding to black vertices on Z2 and its dual). From there we obtain the explicit representation
2pig(b) = −
∞∑
n=0
K−1(−n,w)(Log(b+ n)− Log(b+ n+ 1)) +
∞∑
n=0
K−1(−n− 1 + i
2
, w)(Log∗(b+ n)− Log∗(b+ n+ 1))
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Then one obtains the asymptotics
g(b) = <
(
ei(ν(b)+ν(w))
log(b/w)
pi(b− w)
)
+O(|w|−2)
when |w|, |b| and |b − w| are comparable (and the branch of log is chosen w.r.t. the branch cut); and the
estimate
g(b) = O
∑
k≥0
1
(k + |w|)(k + |b|)
 = O(|w|−1 log |w/b|) if |b| < |w|/2
= O(|b|−1 log |b/w|) if |b| > 2|w|
Let us summarize the previous discussion.
Lemma 14. Let P =
(
1 1
0 1
)
and w ∈ ♦W . There is a unique matrix-valued function h(w) ∈ (M2(R))♦B
s.t.:
1. Kh = δw Id2.
2. h(b+) = h(b−)P on ∂.
3. For b, w, b− w comparable,
h(b) = <
(
ei(ν(b)+ν(w))
pi(b− w)
(
1 log(b/w)2ipi
0 1
))
+O(1/|w|2)
4. h(b) = O(|w|−1 log |w/b|) for |w| > 2|b| and h(b) = O(|b|−1 log |b/w|) for |b| > 2|w|.
This function is denoted by K−1P (., w).
For a general unipotent matrix Q = GPG−1 (distinct from Id2), we set
K−1Q = K
−1
P G
3.2.2 Parametrix and inverting kernel
Our goal is now to estimate the inverting kernels for discrete rank 2 bundles with unipotent local mon-
odromies, in particular near the singularities. The basic building blocks will be the fundamental solution of
the corresponding continuous problem (2.2) away from the singularities, and the discrete kernels constructed
above near the singularities (Lemma 14).
Let Γ = Γδ = δ
(
Z× ( 12 + Z)
)
; δ > 0 is a small scaling parameter (mesh size); let Γ∗ = δ(( 12 + Z) × Z)
and ♦ the bipartite graph obtained by superimposing Γ and Γ∗: black vertices of Γ correspond to vertices
of Γ or Γ∗ and white vertices of Ξ correspond to (midpoints of) edges of Γ or Γ∗. We define a Kasteleyn
operator as before by
(Kf)(w) =
δ
2
(
f(w +
1
2
)− f(w − 1
2
) + f(w +
i
2
)− f(w − i
2
)
)
if =(w) ∈ δ(1
2
+ N)
(Kf)(w) =
δ
2
(
f(w +
i
2
)− f(w − i
2
) + f(w − 1
2
)− f(w + 1
2
)
)
if <(w) ∈ δZ
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Up to scale and shift, this is the set-up considered in the previous subsection. In particular we have an
inverting kernel K−1 with KK−1(., w) = δw and
K−1(b, w) = <
(
ei(ν(b)+ν(w))
pi(b− w)
)
+O(
δ
(b− w)2 )
Let Ξ be the restriction of ♦ to vertices with (strictly) positive imaginary part. If f : ΞB → R is discrete
holomorphic, it can be extended to a discrete holomorphic function on ♦B by setting f(b) = f(b) for b ∈ Ξ∩Γ,
f(b) = −f(b) for b ∈ Ξ ∩ Γ∗ and f(b) = 0 on ♦B ∩ R. This is a simple discrete version of classical Schwarz
reflection arguments. This also shows that bounded discrete holomorphic functions on Ξ are constant on
Γ and vanish on Γ∗. Note also that a discrete holomorphic function on Ξ restricts to a discrete harmonic
function with Neumann conditions on Γ, and to a discrete harmonic function with Dirichlet conditions on
Γ∗.
Similarly, one can define an inverting kernel for K : ΞB → ΞW by
K−1Ξ (b, w) = K
−1(b, w) + e−2iν(w)K−1(b, w¯) = <
(
eiν(b)
pi
(
eiν(w)
b− w +
e−iν(w)
b− w¯
))
+O(
δ
(b− w)2 )
Now we introduce punctures λ1, . . . , λn (located at the center of faces of Ξ) and a representation ρ : pi1(C\
{λ1, . . . , λn}) → SL2(R) with unipotent local monodromies and close enough to the trivial representation.
As in the single puncture case, there is a natural notion of ρ-multivalued (vector- or matrix-) valued functions
on ΞB or ΞW , which we denote by (R2)Ξ.ρ , with . ∈ {B,W}. More precisely, one can lift Ξ to the universal
cover of H \ {λ1, . . . , λn} to obtain a bipartite graph Ξ˜. Then we consider
(R2)Ξ.ρ = {f ∈ (R2)Ξ˜. : f ◦ θ(γ) = fρ(γ)}
where θ(γ) is the deck transformation corresponding to the (rooted) loop γ. We have a natural Kasteleyn
operator
K : (R2)ΞBρ → (R2)ΞWρ
Alternatively, one can choose cuts δ1, . . . , δn from λ1, . . . , λn to the boundary and consider a cut graph Ξ¯
(duplicating black vertices along the cut). Then (R2)Ξρ is identified with functions in (R2)Ξ¯ρ with prescribed
Riemann-Hilbert conditions along the cuts.
We want to find and estimate a kernel K−1ρ s.t. K
−1
ρ (., w) is ρ-multivalued and KK
−1
ρ (., w) = δw Id2 (on a
given deck/cut domain). In the style of [8], we construct a parametrix Sρ by patching the limiting continuous
kernels away from the singularity with the basic kernels (with 0 or one puncture) described above.
As before, we duplicate punctures by λj¯ = λj and extend ρ by ρ(γ¯) = ρ(γ). Consider Y0 the fundamental
solution (normalized by Y0(∞) = Id2 of (2.2) with punctures λ1, . . . , λ1¯ and monodromy representation
given by ρ. (Again for definiteness, we can extend the cuts δ1, . . . , δn symmetrically across R and consider
the corresponding Riemann-Hilbert problem). In the continuum, we consider
Sνρ (z, w) = e
iν Y0(w)
−1Y0(z)
pi(z − w) + e
−iν Y0(w¯)
−1Y0(z)
pi(z − w¯) = e
iν Id2
pi(z − w) +R
ν(w) +O(z − w)
so that Sρ(., w) has the correct monodromy, vanishes at ∞ and is real along R; and
Rν(w) = pieiνA(w) + e−iν
Y0(w¯)
−1Y0(w)
w − w¯ .
Notice that S
pi/2
ρ 6= iS0ρ , due to the R-linear boundary conditions.
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Case: w away from punctures and R Assume that w is at distance at least η = η(δ) of punctures (η
a mesoscopic scale to be specified) and R. Set
Sρ(b, w) = Id2 K
−1(b, w) + <(eiν(b)Rν(w)(w)) if |b− w| ≤ η/3
= <(eiν(b)Sν(w)ρ (z, w)) if |b− w| ≥ η/3, |b− λi| ≥ η3
= 0 otherwise
We estimate
‖KSρ(., w)− Id2 δw‖1 ≤ C(η(η + δη−2) + δ + η2 log(η))
where ‖.‖1 is the L1 norm w.r.t. counting measure. The errors correspond respectively to the patching near
the singularity w, the continuous approximation at macroscopic scale, and the patching near the punctures.
Case: w near R. If =(w) = r ≤ η, we expand
Sνρ (z, w) = Id2
(
eiν
pi(z − w) +
e−iν
pi(z − w¯)
)
+Rν1(w) +O(z − w)
and set
Sρ(b, w) = Id2(K
−1(b, w) + e−2iν(w)K−1(b, w¯)) + <(eiν(b)Rν(w)1 (w)) if |b− w| ≤ 2η
= <(eiν(b)Sν(w)ρ (z, w)) if |b− w| ≥ η/3, |b− λi| ≥ η2
= 0 otherwise
then estimate again
‖KSρ(., w)− Id2 δw‖1 ≤ C(η(η + δη−2) + δ + η2 log(η))
with errors coming from the patching near w, the continuous approximation in the bulk, and the patching
near the punctures.
Case: w near a puncture. If w is at distance r ≤ η of a puncture λ ∈ {λ1, . . . , λn}, we let P be the
jump matrix across the corresponding cut δ. Up to gauge change (change of basis on the bundle) we may
assume that P =
(
1 1
0 1
)
. Then
Sνρ (z, w)
(
1 − 12ipi log((z − λ)/(w − λ))
0 1
)
has a removable singularity at λ and consequently one may expand
Sνρ (z, w) =
eiν
pi(z − w)
(
1 12ipi log((z − λ)/(w − λ))
0 1
)
+Rν1(w) +R
ν
2(w) log(z − λ) +O((z − λ) log(z − λ))
Then we set
Sρ(b, w) = K
−1
P (b, w) + <(eiν(b)Rν(w)1 (w))
+ <(Rν(w)2 (w)) Log(b− λ) + =(Rν(w)2 (w)) Log∗(b− w) if |b− λ| ≤ 2η
= <(eiν(b)Sν(w)ρ (z, w)) if min
i
|b− λi| ≥ η2, |b− λ| > 2η
= 0 otherwise
We estimate
‖KSρ(., w)− Id2 δw‖1 ≤ C(η(η + δη−2 + η) + δ + η2 log(η))
where the errors come from patching near λ1, the continuous approximation error away from the singularities,
and the patching error near λi 6= λ.
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Consequently, if we set η = δ1/3, we have
sup
w
‖KSρ(., w)− Id2 δw‖1 = O(δ2/3 log(δ))
Classically, if T is a kernel operator, say on a countable set E w.r.t. counting measure, we have
‖Tf‖1 =
∑
x∈E
|
∑
y∈E
T (x, y)f(y)| ≤ (sup
y
‖T (., y)‖1)‖f‖1
Here, if we consider the operator KSρ − Id : (R2)ΞWρ → (R2)ΞWρ (with a reference L1 norm obtained from a
choice of cuts), we obtain
‖T‖L1→L1 = O(δ2/3 log(δ))
where KSρ = Id +T , and we can define an (exact) right inverse K
−1
ρ of K : (R2)ΞBρ → (R2)ΞWρ by:
K−1ρ = Sρ(Id +T )
−1
Then
K−1ρ − Sρ = −SρT (Id +T )−1 = −SρT + SρT 2(Id +T )−1
We are interested in particular in estimating K−1ρ (b, w) for b, w within O(δ) of a puncture λ = λi. By
construction, if b, w within η2 of a puncture λ, (SρT )(b, w) = 0; indeed, T (w
′, w) = 0 if |w′ − λ| ≤ 2η and
Sρ(b, w
′) = 0 if |w′ − λ| ≥ η. We have
‖T 2(Id +T )−1δw‖1 = O(δ4/3(log δ)2)
and supw′ |Sρ(b, w′)| = O(δ−1). We conclude:
|K−1ρ (b, w)− Sρ(b, w)| = O(δ1/3(log δ)2)
for w, b within O(δ2/3) of a puncture.
3.3 Variation
We are now interested in the logarithmic variation of the determinant under displacement of a puncture.
Let us single out a puncture, say λ1, located in the center of a face of Ξ; λ
′
1 is the center of an adjacent
face. The other punctures and the monodromy representation ρ are fixed. For definiteness we may consider
a cut δ′1 from the boundary with last two vertices λ1, λ
′
1; δ1 denotes the sub-cut stopped at λ1; cuts to other
punctures are fixed. We let Kρ (resp. K
′
ρ) be the Kasteleyn operator with jump at δ1 (resp. δ
′
1), so that K
′
ρ
and Kρ differ by a rank 2 operator, and K
′
ρK
−1
ρ differs from the identity by a rank 2 operator.
Let (bw) be the edge of Ξ crossed by (λ1λ
′
1). Let P be the unipotent matrix corresponding to the cut δ1.
The 2× 2 block of K′ρK−1ρ corresponding to w is:
Id2 +K(w, b)
(
P±1 − Id2
)
K−1ρ (b, w)
with ±1 = 1 (resp. −1) if b to the right (resp. left) of δ′1, oriented from boundary to puncture.
We expressed K−1ρ near a puncture λ = λi in terms of the expansion of its continuous counterpart Sρ
near λ. In order to establish the connection with τ -functions, we want to expand Sρ near λ in terms of the
Aj ’s of (2.2). Near λ we expand
A(z) =
Ai
z − λ +B +O(z − λ)
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with B =
∑
j 6=i
Aj
λj−λi . The leading behavior of the solution Y of (2.2) near λ (normalized by Y (w) = Id2)
is given by the solution of {
Yλ(w) = Id2
d
dzYλ(z) =
Ai
z−λYλ(z)
ie
Yλ(z) = exp
(
Ai log
z − λ
w − λ
)
= Id2 +Ai log
z − λ
w − λ
by nilpotency. The correction is given by Duhamel’s formula:
Y (z) = Yλ(z) +
∫ z
w
Yλ(z)Yλ(u)
−1BYλ(u)du+O
(
(z − w)2 log2 z − λ
w − λ
)
= Yλ(z) +
∫ z
w
(
Id2 +Ai log
z − λ
u− λ
)
B
(
Id2 +Ai log
u− λ
w − λ
)
du+O
(
(z − w)2 log2 z − λ
w − λ
)
Taking into account ∫ x
1
log(t)dt = x log(x)− x+ 1∫ x
1
log(x/t)dt = − log(x) + x− 1∫ x
1
log(t) log(x/t)dt = x log(x) + log(x)− 2(x− 1)
we obtain
Y (z) = Yλ(z) + (z − w) ([Ai, B] +B − 2AiBAi) + ((BAi +AiBAi)(z − λ)
+ (−AiB +AiBAi)(w − λ)) log z − λ
w − λ +O((z − w)
2 log2(z − w))
Since Y Y0(w) = Y0, we get for |w − λ|  |z − λ|  1
Sνρ (z) = e
iν Y0(w)
−1Y0(z)
pi(z − w) + e
−iν Y0(w¯)
−1Y0(z)
pi(z − w¯) =
(
eiν
Y0(w)
−1
pi(z − w) + e
−iν Y0(w¯)
−1
pi(z − w¯)
)
Y (z)Y0(w)
=
eiν
pi(z − w)
(
Id2 +Y0(w)
−1AiY0(w) log
z − λ
w − λ
)
+
eiν
pi
Y0(w)
−1([Ai, B] +B − 2AiBAi)Y0(w)
+ e−iν
Y0(w¯)
−1Y0(w)
pi(w − w¯) +O((z − λ) log(w − λ))
which identifies
Rν1(w) =
eiν
pi
Y0(w)
−1([Ai, B] +B − 2AiBAi)Y0(w) + e−iν Y0(w¯)
−1Y0(w)
pi(w − w¯) + +O((w − λ) log(w − λ))
By considering a loop γ coming from ∞ to w, making a small circle around λ, and then going back to ∞,
we get:
P = ρ(γ) = Y0(w)
−1(Id2 +2ipiAi +O(w − λ))Y0(w)
We conclude that
Tr((P±1 − Id2)Rν1(w)) = ±2iTr
(
eiνAiB + e
−iν Y0(w)Y0(w¯)
−1
w − w¯ Ai
)
Tr((P±1 − Id2)Rν2(w)) = O(w − λ)
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Since P±1 − Id2 has rank 1,
det(Id2 +K(w, b)(P
±1 − Id2)K−1ρ (b, w)) = 1 + K(w, b) Tr((P±1 − Id2)K−1ρ (b, w))
and then
det(K′ρK
−1
ρ ) = 1± K(w, b)<
(
2ieiν(b) Tr
(
eiν(w)AiB + e
−iν(w)Y0(w)Y0(w¯)
−1
w − w¯ Ai
))
+ o(δ)
Taking into account λ′1 − λ1 = ±i(b− w) and K(w, b) = (b− w)e−iν(b)−iν(w), we get
det(K′ρK
−1
ρ ) = 1 + <
(
2(λ′1 − λ1) Tr
(
AiB + e
−2iν(w)Y0(w)Y0(w¯)
−1
w − w¯ Ai
))
+ o(δ)
On the other hand,
∂
∂λi
log τ = Tr(AiB),
∂
∂λi¯
log τ = Tr(AiB)
on Λ, and consequently
log τ(λ′1, λ2, . . . , λ′1, . . . )− log τ(λ1, λ2, . . . , λ1, . . . )) = 2<((λ′1 − λ1) Tr(AiB)) + o(λ′1 − λ1)
Given this local estimate for a microscopic displacement of the puncture, we may integrate to estimate the
variation under macroscopic displacements. Observe that e−2iν(w) = ±1 depending on whether w corresponds
to a horizontal or vertical edge of the primal square lattice. By choosing the cut to run along a simple path
on that primal lattice, the sign e−2iν(w) alternates along the cut.
In conclusion we have obtained:
Lemma 15. Let λ1, . . . , λn be distinct punctures in H and ρ : pi1(H \ {λ1, . . . , λn}) → SL2(R) be a repre-
sentation with unipotent local monodromies close enough to the identity. There is a compact neighborhood
of (λ1, . . . , λn) s.t. for (λ
′
1, . . . , λ
′
n) in that neighborhood,
log det(K′ρK
−1
Id )− log det(KρK−1Id ) = log τ(λ′1, . . . , λ′n; ρ)− log τ(λ1, . . . , λn; ρ) + o(1)
uniformly as the mesh δ ↘ 0.
3.4 Near boundary estimates
We have estimated precisely the logarithmic variation of determinants for punctures away from the boundary.
In order to complete the argument, we need to show that, for punctures close to the boundary, det(KρK
−1
Id )
is close to 1 uniformly in the mesh; this is the discrete counterpart of Lemma 6. As earlier, the argument
is based on constructing a parametrix for Kρ, but we shall need here somewhat different constructions and
(less precise, but uniform near the boundary) estimates.
We start with the case n = 1: we have a single puncture λ ∈ H (and, by reflection, λ ∈ (−H)). We can
take the branch cut to be vertical. Up to conjugation, the corresponding monodromy matrix can be chosen
to be P =
(
1 1
0 1
)
.
The operator KρK
−1 − Id has finite rank and is strictly upper triangular (for a suitable ordering of
vertices); consequently det(KρK
−1
Id ) = 1 (compare with Corollary 9). Then we need to estimate the inverting
kernel K−1ρ . We can construct it essentially as in Lemma 14, with the branch cut running from λ to λ¯ (rather
than from 0 to ∞) and also taking into account the boundary condition on R.
If we start from
b 7→ K−1Id2(b, w) = (K−1(b, w) + e−2iν(w)K−1(b, w¯)) Id2
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we have a discrete holomorphic function (except at w) on Ξ, with an incorrect jump across the cut. If
λ′ = <(λ)+ is=(λ), s ∈ (0, 1), is another point on the cut, one can construct an explicit discrete holomorphic
function with jump 1 (on Ξ ∩ Γ), across [λ′, λ′], namely
b 7→ Log(b− λ′)− Log(b− λ′) = O(=(λ′)/|b− λ′|)
By varying λ′ along the cut one can generate a discrete holomorphic function with prescribed jump (pro-
ceeding similarly on Ξ ∩ Γ∗). This allows to construct an inverting kernel K−1P,λ that vanishes at infinity.
We are interested in particular in the case where w is adjacent to the cut [λ¯, λ] and b is at macroscopic
distance of λ (up to translation we assume that <(λ) = O(δ)). In order to estimate the correction K−1P,λ −
K−1Id2,λ, it is convenient to change gauge and take the cut on [λ, i∞)∪ (−i∞, λ¯] (so that the cut is as far away
of the pole w as possible). Reasoning as in Lemma 6 we obtain (for w within O(δ) of [λ¯, λ] and <(b) of order
1)
|(K−1P,λ − K−1Id2,λ)(b, w)| ≤ C
∞∑
k=|w−λ|δ−1
δ
(kδ)(kδ + 1)
= O(log |w − λ|)
We also need an estimate when w is within O(δ) of λ and <(b) of order 1. In this case we keep the cut on
[λ¯, λ] to obtain
|(K−1P,λ − K−1Id2,λ)(b, w)| ≤ C
δ−1=λ∑
k=1
=(λ)
k2δ
= O(δ−1=λ)
We now turn to the general case, where λ1, . . . , λn are at pairwise macroscopic distance (bounded away
from 0) and close to the boundary; =(λi) ≤ ε3 , ε small but fixed (as δ ↘ 0). We construct a parametrix for
Kρ in the following way. For any w, we set
Sρ(b, w) = K
−1
Pi,λi
(b, w) if |b− λj | ≥ ε for j 6= i
= 0 otherwise
where λi is the puncture closest to w and Pi is the unipotent monodromy matrix around λi. Set T = KρSρ−Id,
an operator on (R2)ΞW . By construction, T (w,w′) = 0 unless w is a distance ε of a puncture, in which case
T (w,w′) = O(δ log |λ′ − w′|) (λ′ the puncture closest to w′). Thus for fixed w′ at distance η of the closest
puncture ∑
w
|T (w,w′)| = O(ε log η)
and more generally
∑
w |Tn(w,w′)| = O((ε log ε)n−1ε log η) (where Tn denotes the n-th power of the kernel
operator T ). This justifies the expansion
K−1ρ = Sρ(Id +T )
−1 = Sρ − SρT + SρT 2 − . . .
Since Sρ(., w) vanishes at infinity, one verifies easily that so does K
−1
ρ (., w). Consider the situation where b
and w are at small but macroscopic distance of a puncture λ, say
3ε < |b− λ| < 4ε < 5ε < |w − λ| < 6ε
Then
K−1ρ (., w) = Sρ(., w)− SρT (Id +T )−1(δw Id2)
with T (Id +T )−1(δw Id2) = O(ε log ε) at distance ε of punctures and 0 otherwise. It follows that K−1ρ (b, w) =
O(1 + |ε log ε|).
Finally we wish to estimate (K−1ρ − Sρ)(w, b) for b, w within O(δ) of a puncture λ. More precisely, we
wish to estimate the matrix element
Tr((P − Id2)(K−1ρ − Sρ)(w, b))
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As before, we may assume P =
(
1 1
0 1
)
up to gauge change. We observe that S−1ρ (w, b)
(
1
0
)
is single-
valued and equal to t(K−1(b, w)±K−1(b, w), 0), and in particular is of order 1 if w is near to the singularity
and b is at macroscopic distance.
If B = B(λ, cε), we have
K−1ρ (., w) = 1BS
−1
ρ + K
−1
ρ (Kρ(1BcSρ(., w)))
since both sides have the same “residue” δw Id2, are ρ-multivalued and vanish at infinity. By the estimate
on K−1ρ at macroscopic distance. It follows that
fw(b) = (K
−1
ρ − Sρ)(w, b)
(
1
0
)
= O(1)
for w near the singularity and for b at small but macroscopic distance of the singularity. As in Lemma 14,
it follows that
fw(b) = O
((
1 + log |b− λ|
1
))
By considering the second component, we get
Tr((P − Id2)(K−1ρ − Sρ)(w, b)) = O(1)
for w, b close to the puncture. Upon displacing the puncture λ across the edge (wb), log det(KρKId
−1) is
incremented by
O(δTr(P − Id2)(K−1ρ − Sρ)(w, b)))
This gives the following estimate:
Lemma 16. Fix a representation ρ : pi1(H \ Λ) → SL2(R) with unipotent local monodromies and η > 0.
Then there is C > 0 such that if |<(λi − λj)| ≥ η for i 6= j and =(λi) ≤ ε for all i, then
| log det(KρK−1Id )| ≤ Cε
for ε > 0 small enough.
4 SLE4 martingales via τ-functions
Consider a chordal SLEκ in the upper half-plane H; let (gt)t be the SLE flow (extended by reflection:
gt(z¯) = gt(z)), γt the tip, Zt = gt(γt), λi a marked point in C, Λit = gt(λi), so that:
dZt =
√
κdBt
dΛit =
2
Λit − Zt
dt
d(Λit − Λjt )
Λit − Λjt
= − 2
(Zt − Λit)(Zt − Λjt )
dt
dg′t(λi)
g′t(λi)
= − 2
(Λit − Zt)2
dt
Let Mt =
∏
i(Zt − Λit)αi
∏
i g
′
t(λi)
βi
∏
i<j(Λ
i
t − Λjt )γij . Then:
dMt
Mt
=
(∑
i
αi
Zt − Λit
(√
κdBt − 2dt
Λit − Zt
))
+
κ
2
∑
i
αi(αi − 1)
(Zt − Λit)2
dt+ κ
∑
i<j
αiαj
(Zt − Λit)(Zt − Λjt )
dt
−
∑
i
2βi
(Λit − Zt)2
dt−
∑
i<j
2γij
(Zt − Λit)(Zt − Λjt )
dt
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so that M is a (local) martingale provided:
βi =
κ
4
α2i + (1−
κ
4
)αi, γij =
κ
2
αiαj
This may be specialized to the case: κ = 4, λ2j+1 ∈ H, λ2j+2 = λ2j+1, α2j+2 = −α2j+1, in which case M
is a natural regularization of the electric correlator 〈: ∏ exp(i∑j αjφ(λ2j+1)) :〉, where φ is the (properly
normalized) corresponding free field (see eg the discussion in [8]).
Let us now consider an SL2 (rather than GL1) version of this. As before we consider a representation
ρ : pi1(H \ {λ1, . . . , λn}) → SL2(C) (with no additional condition for now) and τ the associated τ -function
(well defined up to multiplicative constant locally on the configuration space).
Lemma 17. Let λ1, . . . , λn be punctures in C \ {0}, ρ : pi1(C \ {λ1, . . . , λn})→ SL2(C) a representation.
1. If (gt)t is a chordal SLE4 in (H, 0,∞), then under (2.3), (2.4), (2.5),
Mt =
∏
j
g′t(λj)
Tr(A2j )/2
 τ(Λt)Y0(Zt; Λt)
is a (matrix-valued) local martingale.
2. If (gt)t is a chordal SLE4(−2) in (H, z, w,∞), then under (2.3), (2.4), (2.5),
Mt =
∏
j
g′t(λj)
Tr(A2j )/2
 τ(Λt) Tr(Y0(Wt; Λt)−1Y0(Zt; Λt))
is a (scalar) local martingale up to τ = mini inf{t ≥ 0 : Λit = Wt}.
The determination issues (multivaluedness of Y0) are resolved by picking a version which is continuous
under the SLE flow.
Proof. 1. For generic monodromy data, this is associated to a system (2.4)
dY (z;λ) =
∑
j
AjY
d(z − λj)
(z − λj)
where we now regard Y as a function of z and the punctures (λ1, . . . ), with normalization: Y0(∞;λ) =
Id2. As is well-known, this system is completely integrable provided the Aj ’s satisfy the Schlesinger
equations; its monodromy is then locally constant. Consequently,
dY0(Zt; Λt) =
∑
j
Aj
Zt − Λjt
(√
κdBt − 2dt
Λjt − Zt
)
Y0 +
κ
2
−∑
j
Aj
(Zt − Λjt )2
+
∑
j
Aj
Zt − Λjt
2
Y0dt
With the Aj ’s in sl2 (traceless), we have: A
2
j = Tr(Aj)Aj−det(Aj) Id2 = −det(Aj) Id2 = 12 Tr(A2j ) Id2,
and by polarization:
AjAi +AiAj = Tr(AiAj) Id2
Hence if κ = 4, we have
dY0(Zt; Λt) =
∑
j
Aj
Zt − Λjt
Y0√κdBt + 2
∑
j
Tr(A2j )
2(Zt − Λjt )2
+
∑
i<j
Tr(AiAj)
(Zt − Λit)(Zt − Λjt )
Y0dt
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Let τ be the associated τ -function, given by 2.5, so that
d log τ(Λt) = −
∑
i 6=j
Tr(AiAj)
(Zt − Λit)(Zt − Λjt )
dt
Consequently, if
Mt =
∏
j
g′t(λj)
Tr(A2j )/2
 τ(Λt)Y0(Zt; Λt)
then M is a (matrix-valued) local martingale.
2. To make covariance clearer, we work with a chordal SLE4(−2) with seed at z and force point at w,
z 6= w ∈ R. Up to time change and first hitting time of w, this is a chordal SLE4 from z to w.
If Wt = gt(w), then
dZt = 2dBt +
2
Wt − Zt dt
dWt =
2
Wt − Zt dt
dY0(Wt; Λt)
−1 = Y0(Wt; Λt)−1
∑
j
Aj
2dt
(Wt − Zt)(Λjt − Zt)
Consider Nt = Y
−1
0 (Wt; Λt)Y0(Zt; Λt). Then
dNt = Y0(Wt)
−1
∑
j
Aj
Zt − Λjt
(√
κdBt +
2dt
Wt − Zt −
2dt
Λjt − Zt
)
+
∑
j
Aj
2dt
(Wt − Zt)(Λjt − Zt)
Y0(Zt)
+ Y0(Wt)
−1κ
2
−∑
j
Aj
(Zt − Λjt )2
+
∑
j
Aj
Zt − Λjt
2
Y0(Zt)dt
= Y0(Wt)
−1
∑
j
Aj
Zt − Λjt
2dBt + 2
∑
j
Aj
Zt − Λjt
2 dt
Y0(Zt)
With the same cancellations as above, we see that:
Mt =
∏
j
g′t(λj)
Tr(A2j )/2
 τ(Λt)Y0(Wt; Λt)−1Y0(Zt; Λt)
is a local martingale up to the first hitting time of z = w. By Lemma 23, in order for M to be a local
martingale up to τ , we need the additional condition:
∂w Tr(Y0(w)
−1Y0(z)) = ∂z Tr(Y0(w)−1Y0(z)) = 0
at z = w. This follows immediately from
∂zY0(z) = A(z)Y0(z)
with A traceless. (Remark that at time τ , Y0(Zt) 6= Y0(Wt) in general, since they differ by the
monodromy of the loop created by the trace, which may now encircle some punctures).
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If the λj ’s are paired by reflection, this should correspond to double-dimer SL2(C) observables with a
chordal path from z to w, with the following natural interpretations: τ the partition function with punctures
and no chordal path, 1/(z − w) the partition function with a chord and no punctures, and τS(z, w) the
partition function with punctures and a chord.
Lemma 18. With the notations of Lemma 17, if furthermore ρ is close enough to the trivial representation
and with unipotent local monodromies, then supt |Mt| is integrable, and a fortiori M is a uniformly integrable
martingale.
Proof. By Lemma 24, by taking ρ close enough to the identity we have t 7→ | log τ(Λt; ρ)| bounded (for all
times, by a deterministic constant).
For Y0(Zt; Λt), the main difficulty is that is evaluated along the SLE trace γ, which may itself wind many
times around the punctures. Draw crosscuts from the punctures Λ0 to R at pairwise positive distance and
set N to be the number of times the trace γ travels between two distinct crosscuts. Divide the crosscuts in
O(n/q) segments of diameter O(q/n) (q a large integer). By the pigeonhole principle, if N ≥ n, one of these
contains q macroscopic, disjoint segments of the trace. By the annular crossing estimate of [40] (Theorem
5.7) - and the trivial union bound - this gives:
P(N ≥ n) ≤ c1n
q
(c2q/n)
βq
for some positive constants β, c1, c2. By taking q = bεnc, 0 < ε < c−12 , this shows that N has exponential
tail.
In the set-up of Lemma 17 (2), one observes that the SLE4(−2) trace is contained in a CLE4 and one
can use the annular crossing estimate of Lemma 22 instead.
In order to evaluate Y0(Zt; Λt) (which is continuous in t), we progressively deform the original crosscuts
(so that they stay disjoint of the trace and each other). When replacing these crosscuts by “shorter” ones
(that do not wind around each other), we have to conjugate the Ai’s by a matrix P s.t. P = O((1 + ε)
N ),
where ε > 0 is arbitrarily small provided that ρ is close enough to the trivial representation (see Lemma 24
for a similar argument).
Then we consider Y0(z,Λ) obtained by solving (2.2) along the boundary, which leads to an estimate
Y0(Zt; Λt) = O((1 + ε
′)N ), with ε′ arbitrarily small for ρ close enough to the trivial representation. Since N
itself has exponential tail, this gives the desired result.
Lemma 19. Consider the punctured half-plane H \ {λ1, . . . , λn} and ρ : pi1(H \ {λ1, . . . , λn}) → SL2(R) a
representation with unipotent local monodromies close enough to the trivial representation.
1. Let γ be a chordal SLE4 trace from 0 to ∞ in H, H+ and H− the connected components of H \ γ (resp.
to the right and to the left of γ). Then
Y0(0)τ(H \ Λ, ρ) = E(ρ(∂H+)τ(H+ \ Λ, ρ+)τ(H− \ Λ, ρ−))
2. Let γ be a chordal SLE4(−2) started at (0, 0+) and stopped at the first time τ when it completes a
non-trivial loop δ w.r.t. the punctures. Then
τ(H \ Λ, ρ) = E
(
Tr(ρ(δ))
2
τ(H \ γτ \ Λ, ρ)
)
Here ∂H+ is the clockwise oriented boundary of H+ and Y0(0) is obtained by solving (2.2) from ∞ to 0
along the positive half-line.
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Proof. 1. From Lemmas 17, 18, we have
M0 = E( lim
t→∞Mt)
From Lemma 10 we have
lim
t→∞ τ(H \ γ[0,t] \ Λ, ρ) = τ(H
+, ρ+)τ(H−, ρ−)
We are left with evaluating limY0(Zt; Λt). As in Lemma 10 we assume up to relabelling that λ1, . . . , λk
(resp. λk+1, . . . , λn) are in H− (resp. H+). When t is large, up to homography we may assume
<(Λit) = O(1) for i ≤ k, <(Λit −Mt) = O(1) for 1 ≤ i ≤ n with Mt → ∞; and 1  zt  Mt  wt
where zt, wt are the endpoints of the SLE in these coordinates (this follows eg from simple harmonic
measure considerations). In this set-up, the variation of Y0 along the imaginary half-line [zt, zt + i∞)
and the real half-line [wt,∞) is o(1) and consequently Y0(Zt,Λt) = ρ(∂H+) + o(1).
2. The only modification needed is to justify
Tr(ρ(δ)) = lim
t↗τ
Tr(Y0(Wt; Λt)
−1Y0(Zt; Λt))
If σ is the last time (strictly) before τ s.t. Wσ = Zσ, then Y0(Wσ) = Y0(Zσ). Moreover, for t close
to τ−, Y0(Wt; Λt)−1Y0(Zt; Λt) is close to the monodromy of the loop δ in H \ γ[0,t], which is (up to
conjugation) ρ(δ).
Theorem 20. Consider a (nested) CLE4 (`α)α∈A in H and punctures λ1, . . . , λn. If ρ : pi1(H\{λ1, . . . , λn})→
SL2(R) is a representation with unipotent local monodromies close enough to the trivial representation, then
τ(H \ Λ, ρ) = E
(∏
α∈A
Tr(ρ(`α))
2
)
Proof. The variable
Tρ =
∏
α∈A
Tr(ρ(`α))
2
contains a.s. finitely many non unit factors - since local monodromies are unipotent, only loops encircling
at least two punctures contribute. If we map H eg to the unit disk U and draw disjoint crosscuts from the
punctures to the boundary, if N(`) denotes the number of successive visits of distinct crosscuts by a loop `,
then |Tρ| ≤ (1+ε)
∑
αN(`α), with ε small when ρ close to the trivial representation. By Lemma 22,
∑
αN(`α)
has exponential moments and consequently for a given p ≥ 1 and punctures λi, Tρ is in Lp for ρ close enough
to the trivial representation. Note that the tail estimate is uniform for CLEs in subdomains of U (restricting
the crosscuts and representations).
We use the exploration description of CLE4 introduced in [33] (the invariance - in law - w.r.t. choices is
established in [34]).
We consider first a discrete skeleton of the exploration. In the upper half-plane model, we start from
H \ {λ1, . . . , λn} with λ = 1 and seed the exploration at z = 0. We run an SLE4(−2) started from (0, 0+) up
to τ1, the first time the trace completes a non-trivial loop w.r.t the punctures. Let γ1 be the trace at time
τ1. Let i(1) be the smallest index in {1, . . . , n} s.t. λi is not the single puncture in its connected component
of H\γ1. Then run an SLE4(−2) (seeded eg at the tip of γ1) in that connected component; this gives a trace
γ2. Then iterate this procedure for K steps, where K is the smallest integer s.t. each connected component
of H \ ∪i≤Kγi contains at most one puncture. Each step produces either one loop encircling at least two
punctures; or the outermost loop encircling just one puncture. By the previous argument, K is a.s. finite
with exponential tail.
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Then we have the sequential description
Tρ =
∏
α∈A
Tr(ρ(`α))
2
=
K∏
i=1
Tr(ρ(γli))
2
where γli is the last loop completed by the SLE trace γi. Let
Mk = τ(H \ ∪i≤kγi \ Λ; ρ)
k∧K∏
i=1
Tr(ρ(γli))
2
Then by Lemma 19, M is a discrete-time martingale w.r.t. the filtration (σ(γ1, . . . , γk))k. We have MK = Tρ
(by Corollary 9) andM is uniformly integrable for ρ close enough to the trivial representation by the argument
above and Lemma 24. Thus M0 = E(MK), as claimed.
5 Technical results
In this section we collect several lemmas bearing on crossing estimates for CLE; martingales for SLEκ(ρ) in
the Dirichlet process regime; a priori uniform bounds on τ -functions; and the infinite volume limit of double
dimers (in the upper half-plane).
5.1 Crossing estimates
The following superexponential tail bound for Nxy, the number of (nested) CLE loops encircling x 6= y, is
not logically needed in the main results (and we shall give a somewhat sketchy proof). It may be used to
relax the assumption that ρ be close to the trivial representation (in the case of two punctures).
Lemma 21. Let x, y be distinct points in a simply connected domain D and Nx,y the number of loops
surrounding both x and y in a CLEκ, κ ≤ 4. Then the distribution of Nx,y has superexponential tail.
Proof. Map conformally (D,x, y) to (U, 0, r) 0 < r < 1. We consider the exploration of the CLEκ in radial
parameterization (fixing 0). In the radial Loewner equation, we have
drt ≥ rt 1− rt
2
and then
log
rt
1− rt ≥ log
r0
1− r0 +
t
2
and 1 − rt ≤ c0e−t/2, c0 a constant depending on r0. On the one hand, the probability that the first loop
around 0 does not disconnect 0 from r is O((1 − r)α) for some α > 0 (eg by Schramm’s formula [30]). On
the other hand, the probability that the first loop is completed before time t is O(e−c/t), eg from [32]; and
the probability that n loops are completed before t is O(e−cn
2/t).
Let τn be the time at which the n-th loop around 0 is completed. Then on the event {Nx,y ≥ 2n}, either
the first n loops are completed at time τn with τn ≤
√
n; or (1 − rτn) ≥ e−c
√
n. This gives the (crude)
estimate
P(Nxy ≥ 2n) ≤ e−cn3/2
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Lemma 22. If D ⊂ C is a simply connected domain of diameter ≤ C, κ ∈ ( 83 , 4], then there are c1, c2, β > 0
(depending on C, κ) s.t. for all x ∈ C, 0 < r < R and k ∈ N,
P(a CLEκ in D contains k distinct crossings of {z : r < |z − x| < R}) ≤ c1(c2r/R)βk
The assumption on the diameter bound is for convenience and could be dispensed with.
Proof. In the case where k = 1 and the annulus is in D, this follows easily from [32], see also Lemma 3.4
in [26]. Then we can use the description of CLEκ in terms of loop-soup clusters, as in [34]. Denote by
A(r1, r2) the annulus {z : r1 < |z − x| < r2}. If the CLE has k distinct crossings of A(r,R), there are bk/2c
chains of loops crossing A(r2/3R1/3, r1/3R2/3). Any loop contributing to ` ≥ 2 crossings must itself make `
disjoint crossings of A(r1/3R2/3, R) or A(r, r2/3R1/3); a Beurling estimate shows that the mass of such loops
is O((r/R)β0`) for some β0 > 0. So up to an event of probability O((r/R)
β1k) for some β1 > 0, we have
bk/2c crossings of A(r2/3R1/3, r1/3R2/3) by chains involving disjoint sets of loops.
The existence of such a crossing is an increasing event and its probability is a monotone function of the
domain D (by the restriction property of the loop-soup). Then, as in Lemma 9.6 of [34], we can use the
disjoint occurrence inequality for Poisson Point Processes of [37] to get the desired bound.
5.2 SLEκ(ρ) for small ρ
Here we consider the upper half-plane H with a marked seed w, force point z = z0 and spectator points
z1, . . . , zn on the boundary (as usual spectator points in the bulk can be treated by reflection). Let (gt)t
designate a Loewner chain and set Zt = Z
0
t = gt(z), Z
i
t = gt(zi).
Consider the dynamics specified by
dgt(u) =
2
gt(u)−Wt
dWt =
√
κdBt +
ρ
Wt − Zt dt
where Bt is a standard linear BM; this is non-problematic as long as Zt 6= Wt. Setting
√
κVt = Zt −Wt, we
have
dVt = −dBt + δ − 1
2Vt
dt
with δ = 1 + 2ρ+2κ . This identifies V with a Bessel process of dimension δ. We consider here the case where
Vt ≥ 0 at all times.
If δ ≥ 2, the Bessel process V does not hit 0 (except possibly at its starting point. If δ > 1, V can be
still be defined as a nonnegative semimartingale and
∫ .
0
ds/Vs is a finite variation process, and we can start
from V and define Zt − Z0 =
∫ t
0
2√
κVs
, Wt = Zt −
√
κVt. That is the original construction of [20].
If 0 ≤ δ ≤ 1, ∫ t
0
ds/Vs is no longer of finite variation (or even defined). As in [7, 33], this may be
remediated by taking principal values of Bessel processes [4]. Specifically, there is a bicontinuous local time
process (`xt )t,x≥0 s.t. ∫ t
0
f(Vs)ds =
∫ ∞
0
f(x)`xt x
δ−1dx
for, say, f bounded and continuous. This local time is Ho¨lder in x, and then we may define
p.v.
∫ t
0
ds
Vs
=
∫ ∞
0
(`xt − `0t )xδ−2dx
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On the set {t : Vt 6= 0}, this is differentiable with derivative V −1t . The decomposition of V as the sum of a
local martingale and a zero energy process reads
Vt = −Bt + δ − 1
2
p.v.
∫ t
0
ds
Vs
if 0 < δ < 1 and (classically)
Vt = Bt +
1
2
`0t
if δ = 1.
Then one defines Zt−Z0 = p.v.
∫ t
0
2√
κVs
, Wt = Zt−
√
κVt. A difficulty is that p.v.
∫ t
0
ds/Vs is not of finite
variation, but of finite p-variation for some p < 2. Consequently W is not a semimartingale but a Dirichlet
process in the sense of eg [12] (the sum of a continuous local martingale and a process with zero quadratic
variation).
Lemma 23. In the case δ ∈ (0, 1], let φ = φ(w, z, z1, . . . , zn) be a C2 function s.t.
κ
2
φww +
ρ
w − z φw +
n∑
i=0
2
zi − wφzi −
n∑
i=0
2hi
(zi − w)2φ = 0
and
−ρφw + 2φz = 0 if 0 < δ < 1
φw = φz = 0 if δ = 1
at z = w. Then
t 7→ φ(Wt, Zt, Z1t , . . . , Znt )
n∏
i=0
g′t(zi)
hi
is a local martingale up to
τ = sup{t > 0 : Zis 6= Ws ∀s ∈ [0, t], i = 1, . . . , n}
This is, of course, classical in the case δ > 1 (where the boundary conditions at z = w are not needed).
The condition φz = φw = 0 at z = w means that z 7→ φ(z, z, z1, . . . ) is locally constant, a natural condition
in terms of CLE.
Proof. Recall that d log g′t(zi) = − 2dt(gt(zi)−Wt)2 ; this accounts for the
∏
g′t(zi)
hi factor. For notational sim-
plicity we assume now that h0 = · · · = hn = 0.
Here W is a Dirichlet process and the Z’s are zero energy processes. Then eg by Section 3 of [3] we may
write
φ(Wt, Zt, Z
1
t , . . . )− φ(W0, Z0, Z10 , . . . ) =
∫ t
0
φ′w(Ws, . . . )dWs +
κ
2
∫ t
0
φ′′u(Ws, . . . )ds+
n∑
i=0
∫ t
0
φ′zi(Ws, . . . )dZ
i
s
=
∫ t
0
φ′w(Ws, . . . )
√
κdBs +
∫ t
0
(−ρ
2
φ′w + φ
′
z)dZs
+
κ
2
∫ t
0
φ′′u(Ws, . . . )ds+
n∑
i=1
∫ t
0
φ′zi(Ws, . . . )dZ
i
s
if 0 < δ < 1. Here
∫
(. . . )dBs is a local martingale, the other integrals are Lebesgue-Stieltjes integrals except
for ∫ t
0
(−ρ
2
φ′w + φ
′
z)dZs
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which is taken in the sense of Fo¨llmer [11], viz. simply as the limit of Riemann sums along a deterministic
sequence of subdivisions. We check easily that under the oblique condition ρφ′w − 2φ′z = 0 at z = w, this is
actually simply the converging integral∫ t
0
(ρφ′w − 2φ′z)(Ws, Zs, . . . )
ds
Ws − Zs
Then terms cancel out except for the local martingale
∫ t
0
φ′wdBs.
In the case δ = 1, there is an additional term
∫ t
0
φ′w(Ws, . . . )d`
0
t , which vanishes identically under the
condition φ′w = 0 at z = w.
5.3 Bounds on τ-functions
We have need for a priori uniform bounds on τ -functions, which depend on the position of punctures (up
to conformal automorphisms) and a choice of representation of the fundamental group of the punctured
domain. Under exploration, the punctures stay fixed and the domain shrinks.
Let us start with a simply connected domain D with punctures z1, . . . , zn. The number n is fixed (or
bounded). We consider disjoint cuts δ1, . . . , δn connecting z1, . . . , zn to the boundary of D. Let B1, . . . , Bn
be independent Brownian motions started from z1, . . . , zn and stopped upon exiting D. We say that the
cuts δ1, . . . , δn are ε-separated if, with probability at least ε, Bi exits the domain D without hitting Bj or δj
for j 6= i.
Two advantages of this notion are conformal invariance and monotonicity (in the domain). Clearly, if
D′ ⊂ D and δ′i is the connected component of zi in δi∩D′, then δ1, . . . , δn ε-separated in D implies δ′1, . . . , δ′n
ε-separated in D′.
Given a collection of cuts δ1, . . . , δn in a punctured domain D \ {z1, . . . , zn} and a base point z ∈ D, we
can consider simple loops γ1, . . . , γn s.t. γi circles counterclockwise around zi without intersecting δj , j 6= i.
Then we can define a notion of size of a representation ρ : pi1(D \ {z1, . . . , zn})→ SL2(R) by setting
|ρ| = min
i
‖ log ρ(γi)‖
where log ρ(γi) is unambiguous since we are considering the case of unipotent local monodromies; ‖.‖ denotes
an operator norm on matrices. This notion depends on the choice of loops γi (or of cuts δi and base point
z).
Lemma 24. For any ε > 0, there is δ > 0 small and M > 0 large s.t. for any punctured domain D \
{z1, . . . , zn} with ε-separated cuts δ1, . . . , δn and representation ρ : pi1(D \ {z1, . . . , zn}) → SL2(R) with
|ρ| ≤ δ,
| log(τ(D \ {z1, . . . , zn}, ρ))| ≤M
Proof. We proceed in three steps. Firstly, we uniformize and construct “good” cuts δ˜i in H with control on
the length and pairwise distance. These are not necessarily deformations of the (images of) the original cuts.
See Figure 4. In the second step, we control the size of ρ w.r.t. to the new cuts. Lastly, we obtain a bound
on log τ from the conditions on cuts and size of ρ.
First step. Let φ : (D, z1, . . . , zn) → (H, z˜1, . . . , z˜n) be a conformal equivalence. For instance from the
Beurling estimate, it is clear that the pairwise hyperbolic distances between the z˜i’s are bounded below by
ε′ = ε′(ε) > 0. We may for instance tile H by squares of side ε
′
10=(z1) and consider a path from z1 to R
on this square tiling with length ≤ C=(z1) (C depends on n) and at distance at least ε′10=(z1) from other
punctures. One proceeds similarly to construct a cut from z˜2 to R, etc., ordering the punctures by decreasing
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Figure 4: Original branch cuts in H (vertical). Dashed: new branch cuts in the domain cut along the curved
exploration process.
imaginary parts. In this fashion we obtain piecewise linear cuts δ˜i s.t.
length(δ˜i) ≤ C=(zi)
dist(δ˜i, δ˜j) ≥ ε′max(=(zi),=(zj))
with C < ∞ and ε′ > 0 depending on n, ε. By scaling we may assume max=(zi) = 1. Moreover there is
ε′′ = ε′′(ε′) > 0 s.t. the probability that a BM started from any point on δ˜i exits H before hitting a δ˜j , j 6= i,
is at least ε′′.
Second step. We initially have upper bounds on the ‖Ni‖ where Id2 +Ni = ρ(γi), and the γi’s are loops
in D relative to the cuts δi. In H, we have new cuts δ˜i and corresponding loops (given a base point) γ˜i and
we want to bound the ‖Mi‖’s, where Id2 +Mi = ρ(γ˜i)’s (pi1(D \ {z1, . . . , zn}) and pi1(H \ {z˜1, . . . , z˜n}) are
identified via φ).
Let δ′i = φ(δi). We need to estimate the number of intersections of a loop equivalent to γ˜i with the cuts
δ′1, . . . δ
′
n. For simplicity we choose the base point in H to be at the root of δ˜i (the general case is a mild
modification). We take γ˜i to run along δ˜i, make a small loop around z˜i, and return to the root along δ˜i. In
such a way the number of crossings of γ˜i with the δ
′’s can be chosen to be comparable with the number of
crossings of δ˜i by δ
′
1, . . . , δ
′
n.
By the separation condition, with probability at least ε, the δ′’s are retracts of independent Brownian
motions started at the punctures z˜i. The number of crossings (successive visits to distinct cuts) of the δ˜i’s
by a BM is dominated by 1 + G, G a geometric variable with parameter ε′′. This gives a finite N = N(ε)
s.t. the total number of crossings of the δ′j ’s by a γ˜i is bounded by N . Then we may write
Id2 +Mi =
ni∏
j=1
(Id2±Nkj )
for some signs ± and some indices k1, . . . , kni , with ni ≤ 2N . This gives
Mi =
∑
j
±Nkj +
∑
j1<j2
±Nkj1Nkj2 + · · ·
and by submultiplicativity of operator norms
‖Mi‖ ≤ δ′ = (1 + δ)2N − 1
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so that for a fixed ε > 0, δ′ ↘ 0 as δ ↘ 0.
Conclusion.
We can solve first the Schlesinger equations (2.3) and then (2.5) by moving in turn each puncture from
the root of the cut δ˜i to its extremity. Then by a Gro¨nwall-Bihari differential inequality (Lemma 25), one
obtains a uniform bound on the A’s for punctures on the δ˜i’s for small enough initial data. The initial data
consists in the Mi’s, which can be made arbitrarily small by choosing δ small enough. Then solving 2.5
(again along the punctures) gives the desired bound on | log τ |.
For the reader’s convenience we provide a simple case of the Gro¨nwall-Bellman-Bihari integral inequality
[5].
Lemma 25. Let u : [0,∞)→ [0,∞) be continuous and s.t. for t ≥ 0
u(t) ≤ u0 + α
∫ t
0
u(s)2ds
Then
u(t) ≤ u0
1− αu0t
for t ≤ (αu0)−1.
Proof. Let v(t) = u0 + α
∫ t
0
u(s)2ds, so that u ≤ v and v is C1. Then
v′ = αu2 ≤ αv2
and it follows easily that
v(t) ≤ u0
1− αu0t
5.4 Double dimers in infinite volume
For technical reasons it is convenient to work in infinite volume, specifically in the upper half-plane. For
definiteness, consider the square lattice Z2. From [16], we know that there is an increasing sequence Γn of
subgraphs of Z2 exhausting the upper half-plane Z × N s.t. the uniform measure on perfect matchings of
Γn converges weakly to a probability measure on perfect matchings on Ξ = Z×N (each perfect matching is
seen as a subgraph of Z × N and one consider the product σ-algebra generated by the states of individual
edges). For example, one can take rectangles with even sides or rectangles with odd sides, minus a corner.
Moreover, if K−1n is the inverse Kasteleyn matrix of Γn,
K−1Ξ (b, w) = limn→∞K
−1
n (b, w)
exists for all w white (resp. b black) vertex in Ξ; K−1Ξ is invariant under (horizontal) translations and
limb→∞ K−1Ξ (b, w) = 0 for any fixed w. This uniquely characterizes K
−1
Ξ , which, as pointed out earlier, can
also be written in terms of the full plane kernel K−1 by reflection arguments.
Let us fix punctures (faces of Z × N), branch cuts, and a representation ρ. We take n large enough so
that Γn contains these punctures and cuts. For such n, we have from (2.1)
EΓn
dimer2
 ∏
` loop in m1∪m2
Tr(ρ(`))
2
 = det((Kn ⊕ Kn)ρ(K−1n ⊕ K−1n ))
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We want to take an infinite volume limit of this expression. Notice that the RHS is a (fixed) finite rank
perturbation of the identity, and consequently
lim
n→∞ det((Kn ⊕ Kn)ρ(K
−1
n ⊕ K−1n )) = det(K⊕ K)ρ(K−1Ξ ⊕ K−1Ξ ))
where the RHS has a finite Fredholm expansion (or is the determinant of any finite square block corresponding
to a finite set of white vertices containing all those adjacent to the branch cuts).
In order to justify the infinite volume identity
EΞdimer2
 ∏
` loop in m1∪m2
Tr(ρ(`))
2
 = det(K⊕ K)ρ(K−1Ξ ⊕ K−1Ξ ))
one can argue by weak convergence that
EΞdimer2
 ∏
` loop in m1∪m2
Tr(ρ(`))
2
 = lim
n→∞E
Γn
dimer2
 ∏
` loop in m1∪m2
Tr(ρ(`))
2

The difficulty is in showing that the infinite volume double-dimer configuration does not contain bi-infinite
paths. More precisely, we want to show that the diameter of loops crossing a fixed branch cut of length k is
tight as n→∞. By modifying a bounded number of dimers in the superposition of configurations, a double
dimer loop crossing a branch cut can be transformed into a loop going through a fixed boundary edge (two
double-dimer loops using a pair of parallel edges can be merged by a local operation).
Thus let (b0w0) be a boundary edge within O(1) of 0; and γR be a simple path on the dual graph at
distance of order R of (b0, w0) disconnecting a bounded component of Z × N (containing B(0, R/2)) from
an unbounded component (containing B(0, R)c). We choose γR so that it crosses O(R) edges, each of them
with the black vertex inside and the white vertex outside. Let `0 be the double-dimer loop through (b0w0).
Trivially,
PΓn(diam(`0) > R) ≤ EΓn(|{(bw) ∈ `0, (bw) crosses γR}|) =
∑
(bw):(bw)crosses γR
PΓn((bw) ∈ `0)
So we wish to bound the probability that a double-dimer loop goes through a bulk edge and a boundary at
distance  R. For this, we observe that a sliding argument similar to the one introduced by Kenyon in [15]
gives
PΓn
dimer2
((bw) ∈ `0) = Z dimer(Γn \ {b0, w})Z dimer(Γn \ {b, w0})Z dimer(Γn)2
where Z(Γ) denotes the partition function of dimer configurations on with unit weights on Γ, viz. the number
of perfect matchings of Γ. In the context of the loop-erased random walk growth exponent, Kenyon [15]
showed in particular that for suitable Γn’s,
Z dimer(Γn \ {b0, w})
Z dimer(Γn) = O(R
−3/4+o(1))
if, say, n is large enough so that B(0, 2R) ∩ (Z× N) ⊂ Γn. See also [22] for an estimate without o(1).
In terms of exponents, 34 =
1
2 +
1
4 (boundary monomer+bulk monomer exponents), in agreement with
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(somewhat informally)
LERW length =
3
4
=
1
2
+
1
4
= boundary monomer + bulk monomer
boundary monomer−monomer = 1 = 1
2
+
1
2
bulk monomer−monomer = 1
2
=
1
4
+
1
4
bulk monomer =
1
4
= 2
1
8
= 2(Ising magnetization)
double− dimer length = 1
2
= 2
1
4
= 2(bulk monomer)
based on combinatorial identities and reasonable quasi-multiplicativity assumptions.
We conclude that
PΓn(diam(`0) > R) = O(R−
1
2 +o(1))
uniformly in n. This is somewhat crude, as we expect O(R−1) to be the correct order of magnitude. This
gives the
Lemma 26. Under the double-dimer measure on the half-plane Z×N, if ` is a loop intersecting a fixed cut,
P(diam(`) ≥ R) = O(R−1/2+o(1))
and in particular there is a.s. no infinite path in the double-dimer configuration.
References
[1] M. Aizenman and A. Burchard. Ho¨lder regularity and dimension bounds for random curves. Duke
Math. J., 99(3):419–453, 1999.
[2] M. Aizenman, A. Burchard, C. M. Newman, and D. B. Wilson. Scaling limits for minimal and random
spanning trees in two dimensions. Random Structures Algorithms, 15(3-4):319–367, 1999. Statistical
physics methods in discrete probability, combinatorics, and theoretical computer science (Princeton,
NJ, 1997).
[3] J. Bertoin. Sur une inte´grale pour les processus a` α-variation borne´e. Ann. Probab., 17(4):1521–1535,
1989.
[4] J. Bertoin. Complements on the Hilbert transform and the fractional derivative of Brownian local times.
J. Math. Kyoto Univ., 30(4):651–670, 1990.
[5] I. Bihari. A generalization of a lemma of Bellman and its application to uniqueness problems of differ-
ential equations. Acta Math. Acad. Sci. Hungar., 7:81–94, 1956.
[6] L. Boutet de Monvel, A. Douady, and J.-L. Verdier, editors. Mathe´matique et physique, volume 37 of
Progress in Mathematics. Birkha¨user Boston, Mass., 1983. Lectures presented at the seminar held at
the E´cole Normale Supe´rieure, Paris, 1979/1982.
[7] J. Dube´dat. Excursion decompositions for SLE and Watts’ crossing formula. Probab. Theory Related
Fields, 134(3):453–488, 2006.
[8] J. Dube´dat. Dimers and analytic torsion I. arXiv:1110.2808, 2011.
38
[9] V. Fock and A. Goncharov. Moduli spaces of local systems and higher Teichmu¨ller theory. Publ. Math.
Inst. Hautes E´tudes Sci., (103):1–211, 2006.
[10] A. S. Fokas, A. R. Its, A. A. Kapaev, and V. Y. Novokshenov. Painleve´ transcendents, volume 128 of
Mathematical Surveys and Monographs. American Mathematical Society, Providence, RI, 2006. The
Riemann-Hilbert approach.
[11] H. Fo¨llmer. Calcul d’Itoˆ sans probabilite´s. In Seminar on Probability, XV (Univ. Strasbourg, Strasbourg,
1979/1980) (French), volume 850 of Lecture Notes in Math., pages 143–150. Springer, Berlin, 1981.
[12] M. Fukushima. Dirichlet forms and Markov processes, volume 23 of North-Holland Mathematical Li-
brary. North-Holland Publishing Co., Amsterdam-New York; Kodansha, Ltd., Tokyo, 1980.
[13] M. Jimbo, T. Miwa, and K. Ueno. Monodromy preserving deformation of linear ordinary differential
equations with rational coefficients. I. General theory and τ -function. Phys. D, 2(2):306–352, 1981.
[14] P. W. Kasteleyn. Dimer statistics and phase transitions. J. Mathematical Phys., 4:287–293, 1963.
[15] R. Kenyon. The asymptotic determinant of the discrete Laplacian. Acta Math., 185(2):239–286, 2000.
[16] R. Kenyon. Conformal invariance of domino tiling. Ann. Probab., 28(2):759–795, 2000.
[17] R. Kenyon. Dominos and the Gaussian free field. Ann. Probab., 29(3):1128–1137, 2001.
[18] R. Kenyon. The Laplacian and Dirac operators on critical planar graphs. Invent. Math., 150(2):409–439,
2002.
[19] R. Kenyon. Conformal Invariance of Loops in the Double-Dimer Model. Comm. Math. Phys.,
326(2):477–497, 2014.
[20] G. Lawler, O. Schramm, and W. Werner. Conformal restriction: the chordal case. J. Amer. Math. Soc.,
16(4):917–955 (electronic), 2003.
[21] G. F. Lawler. Conformally invariant processes in the plane, volume 114 of Mathematical Surveys and
Monographs. American Mathematical Society, Providence, RI, 2005.
[22] G. F. Lawler. The probability that planar loop-erased random walk uses a given edge. ArXiv e-prints,
Jan. 2013.
[23] G. F. Lawler and V. Limic. Random walk: a modern introduction, volume 123 of Cambridge Studies in
Advanced Mathematics. Cambridge University Press, Cambridge, 2010.
[24] G. F. Lawler, O. Schramm, and W. Werner. Conformal invariance of planar loop-erased random walks
and uniform spanning trees. Ann. Probab., 32(1B):939–995, 2004.
[25] M. L. Mehta. Random matrices. Academic Press Inc., Boston, MA, second edition, 1991.
[26] J. Miller, S. S. Watson, and D. B. Wilson. Extreme nesting in the conformal loop ensemble. ArXiv
e-prints, Dec. 2014.
[27] J. Palmer. Tau functions for the Dirac operator in the Euclidean plane. Pacific J. Math., 160(2):259–342,
1993.
[28] J. K. Percus. One more technique for the dimer problem. J. Mathematical Phys., 10:1881–1888, 1969.
[29] O. Schramm. Scaling limits of loop-erased random walks and uniform spanning trees. Israel J. Math.,
118:221–288, 2000.
[30] O. Schramm. A percolation formula. Electron. Comm. Probab., 6:115–120 (electronic), 2001.
39
[31] O. Schramm and S. Sheffield. Contour lines of the two-dimensional discrete Gaussian free field. Acta
Math., 202(1):21–137, 2009.
[32] O. Schramm, S. Sheffield, and D. B. Wilson. Conformal radii for conformal loop ensembles. Comm.
Math. Phys., 288(1):43–53, 2009.
[33] S. Sheffield. SLE exploration trees and conformal loop ensembles. preprint, arXiv:math.PR/0609167,
2006.
[34] S. Sheffield and W. Werner. Conformal loop ensembles: the Markovian characterization and the loop-
soup construction. Ann. of Math. (2), 176(3):1827–1917, 2012.
[35] S. Smirnov. Critical percolation in the plane: conformal invariance, Cardy’s formula, scaling limits. C.
R. Acad. Sci. Paris Se´r. I Math., 333(3):239–244, 2001.
[36] S. Smirnov. Conformal invariance in random cluster models. I. Holomorphic fermions in the Ising model.
Ann. of Math. (2), 172(2):1435–1467, 2010.
[37] J. van den Berg. A note on disjoint-occurrence inequalities for marked Poisson point processes. J. Appl.
Probab., 33(2):420–426, 1996.
[38] W. Werner. SLEs as boundaries of clusters of Brownian loops. C. R. Math. Acad. Sci. Paris, 337(7):481–
486, 2003.
[39] W. Werner. Random planar curves and Schramm-Loewner evolutions. In Lectures on probability theory
and statistics, volume 1840 of Lecture Notes in Math., pages 107–195. Springer, Berlin, 2004.
[40] B. M. Werness. Regularity of Schramm-Loewner evolutions, annular crossings, and rough path theory.
Electron. J. Probab., 17:no. 81, 21, 2012.
[41] M. Yoshida. Fuchsian differential equations. Aspects of Mathematics, E11. Friedr. Vieweg & Sohn,
Braunschweig, 1987. With special emphasis on the Gauss-Schwarz theory.
———————–
Columbia University
Department of Mathematics
2990 Broadway
New York, NY 10027
40
