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1. Introduction
The system considered in this paper generalizes some very important and widely studied cases, namely dynamical
systems generated by learning systems, Poisson driven stochastic differential equations, iterated function system with an in-
ﬁnite family of transformations, random evolutions, irreducible Markov systems and in-homogeneous self-similar measures.
A large class of applications of such models, both in physics and biology, is worth mentioning here: the short noise, the
photoconductive detectors, the growth of the size of structural population, the motion of relativistic particles, both fermions
and bosons, and many others (see [3,7,9]). On the other hand, it should be noted that most Markov chains appear among
other things in statistical physics and may be represented as iterated function systems (see [8]). Recently, iterated function
systems have been used in studying invariant measures for the Waz˙ewska partial differential equation which describes the
process of reproduction of the red blood cells (see [1,11]). Similar nonlinear ﬁrst-order partial differential equations fre-
quently appear in hydrodynamics (see [15]). I. Werner [17] has extended iterated function system to discrete-time Markov
processes which arise from graph-direct constructions of fractal sets with place-dependent probabilities. Such systems have
been used for computer modelling of different stochastic processes for a long time.
The dimension of invariant sets is among the most important characteristics of dynamical systems. Hausdorff dimension,
introduced in 1919, is a notion of size usefull for distinguishing between sets of Lebesgue measure zero. The notion was
widely investigated and widely used, among other in the theory of dynamical systems, where many interesting invariant sets
are null in the sense of Lebesgue. Unfortunately, in many cases the straightforward calculation of the Hausdorff dimension is
very diﬃcult. This prompted researchers to introduce other characteristics. Among them are capacity dimension, pointwise
dimension, correlation dimension, Rényi dimension, etc.
The main goal of this paper is to give a lower bound estimation of the Hausdorff dimension of an invariant measure
of random dynamical systems with jumps. A similar result, but with much stronger assumptions, can be obtained from
Theorem 5.1.1 of [5]. We also give an upper estimation of the concentration dimension of the invariant measure. The upper
bound estimation of the Hausdorff dimension, even in case of iterated function systems, which are a particular, much
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concentration dimension are closely related (see [10]). In [11] A. Lasota and T. Szarek estimate the Hausdorff dimension of
invariant measures corresponding to the Waz˙ewska partial differential equation by using the concentration dimension.
We apply these results to estimate the dimensions of an invariant measure of dynamical systems generated by Poisson
driven stochastic differential equations. Finally we describe relationship of our results to the in-homogeneous self-similar
measures. The result of this paper is also related to the papers [4,13,16].
2. Random dynamical systems with jumps
Let (Y ,‖ · ‖) be a separable Banach space and Θ be a compact metric space. Let R+ = [0,+∞) and I = {1, . . . ,N}.
Throughout this paper B(x, r) stands for the open ball with center at x ∈ X and radius r > 0. For a subset A of Y , diam A
stands for the diameter of A.
By B(Y ) we denote the σ -algebra of Borel subsets of Y and by M=M(Y ) the family of all ﬁnite Borel measures on Y .
By M1 =M1(Y ) we denote the space of all μ ∈M such that μ(Y ) = 1. The elements of M1 are called distributions.
As usual, by B(Y ) we denote the space of all bounded Borel measurable functions f : Y →R and by C(Y ) the subspace
of all continuous functions. Both spaces are considered with the supremum norm ‖ · ‖.
For f ∈ B(Y ) and μ ∈M we write
〈 f ,μ〉 =
∫
Y
f (x)μ(dx).
An operator P :M→M is called a Markov operator if
P (λ1μ1 + λ2μ2) = λ1Pμ1 + λ2Pμ2 for λ1, λ2 ∈R+ and μ1,μ2 ∈M
and
Pμ(Y ) = μ(Y ) for μ ∈M.
A linear operator U : B(Y ) → B(Y ) is called dual to P if
〈U f ,μ〉 = 〈 f , Pμ〉 for f ∈ B(Y ) and μ ∈M.
Let Πi :R+ × Y → Y , i ∈ I , be a ﬁnite sequence of semidynamical systems, i.e.
Πi(0, x) = x for i ∈ I, x ∈ Y
and
Πi(s + t, x) = Πi
(
s,
(
Πi(t, x)
))
for s, t ∈R+, i ∈ I and x ∈ Y .
We are given a probability vector pi : Y → [0,1], i ∈ I , a matrix of probabilities [pij]i, j∈I , pij : Y → [0,1], i, j ∈ I and a
continuous function q : Θ × Y → Y . We write qθ = q(θ, ·) for θ ∈ Θ . In the sequel we denote the system by (Π,q, p).
Let (Ω,Σ,P) be a probability space and {tn}n0 be an increasing sequence of random variables tn : Ω →R+ with t0 = 0
and such that the increments 	tn = tn − tn−1, n ∈N, are independent and have the same density g(t) = λe−λt , t  0.
Let {ηn}n0 be a sequence of identically distributed random elements ηn : Ω → Θ , n ∈ N. We assume that {ηn}n0 is
independent of {tn}n0 and we denote by ν the distribution of ηn , i.e. ν(A) = P(η−1n (A)), n ∈N, A ∈ B(Θ).
The action of randomly chosen dynamical systems, with randomly chosen jumps, at random moments tk corresponding
to the system (Π,q, p) can be roughly described as follows.
We choose an initial point x0 ∈ Y and randomly select a transformation Πi from the set {Π1, . . . ,ΠN} in such a way
that the probability of choosing Πi is equal to pi(x0) and we deﬁne
X(t) = Πi(t, x0) for 0 t < t1.
Next, at the random moment t1 we deﬁne
x1 = qη1
(
Πi(t1, x0)
)
.
After that we choose Πi1 with probability pii1 (x1), deﬁne
X(t) = Πi1(t − t1, x1) for t1 < t < t2.
Then we deﬁne
x2 = qη2
(
Πi (t2 − t1, x1)
)
.1
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deﬁne
X(t) = Πin(t − tn, xn) for tn < t < tn+1.
Then we deﬁne
xn+1 = qηn+1
(
Πin(	tn+1, xn)
)
.
We obtain a piecewise-deterministic trajectory for {X(t)}t0 with jump times {t1, t2, . . .} and post jump locations
{x1, x2, . . .}.
We may reformulate the above considerations as follows: Let {ξn}n0 be a sequence of random elements ξn : Ω → I such
that
P(ξ0 = i | x0 = x) = pi(x),
P(ξn = k | xn = x and ξn−1 = i) = pik(x) (2.1)
for n  1, x, y ∈ Y , k, i ∈ I . Assume that {ξn}n0 and {ηn}n0 are independent of {tn}n0 and that for every n ∈ N the
variables η1, . . . , ηn−1, ξ1, . . . , ξn−1 are also independent.
Given an initial random variable ξ0 the sequence of the random variables {xn}n0, xn : Ω → Y , is given by
xn = qηn
(
Πξn−1(tn − tn−1, xn−1)
)
for n = 1,2, . . . (2.2)
and the stochastic process {X(t)}t0, X(t) : Ω → Y , is given by
X(t) = Πξn−1(t − tn−1, xn−1) for tn−1  t < tn, n = 1,2, . . . . (2.3)
It is easy to see that {X(t)}t0 and {xn}n0 are not Markov processes. In order to use the theory of Markov operators we
must redeﬁne the processes {X(t)}t0 and {xn}n0 in such a way that the redeﬁned processes become Markov.
For this purpose, consider the space Y × I endowed with the metric  given by

(
(x, i), (y, j)
)= ‖x− y‖ + c(i, j) for x, y ∈ Y , i, j ∈ I, (2.4)
where
c(i, j) =
{
c, if i 	= j,
0, if i = j, (2.5)
where c is an arbitrary constant. Now deﬁne a stochastic process {ξ(t)}t0, ξ(t) : Ω → I , by
ξ(t) = ξn−1 for tn−1  t < tn, n = 1,2, . . . .
Then the stochastic process {(X(t), ξ(t))}t0, (X(t), ξ(t)) : Ω → Y × I has the required Markov property.
The semigroup {Pt}t0 generated by this process, is given by〈
Ptμ, f
〉= 〈μ, T t f 〉 for f ∈ C(Y × I), μ ∈M1 and t  0, (2.6)
where
T t f (x, i) = E( f ((X(t), ξ(t))
(x,i)
))
for f ∈ C(Y × I). (2.7)
(E denotes the mathematical expectation on (Ω,Σ,P).)
A measure μ∗ is called invariant with respect to Pt if Ptμ∗ = μ∗ for every t  0.
In many applications we are mostly interested in values of the process X(t) at the switching points tn . Therefore, we
will also study the stochastic discrete process (post jump locations) {(xn, ξn)}n0, (xn, ξn) : Ω → Y × I . Clearly {(xn, ξn)}n0
is a Markov process too.
Let μ0 be a distribution of the initial random variable (ξ0, η0), i.e.
μ0(A) = P
(
(ξ0, η0) ∈ A
)
for A ∈ B(Y × I).
For n ∈N we denote by μn the distribution of (ξn, ηn), i.e.
μn(A) = P
(
(ξn, ηn) ∈ A
)
for A ∈ B(Y × I).
There exists a Markov–Feller operator P :M(Y × I) →M(Y × I) such that
μn+1 = Pμn for every n ∈N. (2.8)
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Pμ(A) =
N∑
j=1
∫
Y×I
∞∫
0
∫
Θ
λe−λt · 1A
(
qθ
(
Π j(t, x)
)
, j
)
pij(x) ν(dθ)dtμ(dx,di) (2.9)
and its dual operator U by the formula
U f (x, i) =
N∑
j=1
+∞∫
0
∫
Θ
f
(
qθ
(
Π j(t, x)
)
, j
)
pij(x)λe
−λt ν(dθ)dt. (2.10)
A measure μ0 is called invariant with respect to P if Pμ0 = μ0.
3. Dimensions of measures
As usual, for A ⊂ Y , s > 0 and δ > 0 we deﬁne
Hsδ(A) = inf
∞∑
i=1
(diam Ei)
s,
where the inﬁmum is taken over all countable covers {Ei} of A such that diam Ei < δ. Then
Hs(A) = lim
δ→0H
s
δ(A)
deﬁnes the Hausdorff s-dimensional measure. The Hausdorff dimension of A is deﬁned by the formula
dimH A = sup
{
s > 0: Hs(A) > 0}.
Here we admit that sup∅ = 0.
Let μ ∈M1. The Hausdorff dimension of measure μ is deﬁned by the formula
dimH μ = inf
{
dimH A: A ∈ B(Y ) and μ(A) = 1
}
.
Given μ ∈M we deﬁne the Lévy concentration function Qμ : (0,+∞) →R+ by the formula
Qμ(r) = sup
{
μ
(
B(x, r)
)
, x ∈ Y } for r > 0.
Further for a measure μ ∈M1 we deﬁne the lower and the upper concentration dimensions of μ by the formulas
dimL μ = lim inf
r→0
log Qμ(r)
log r
and
dimL μ = limsup
r→0
log Qμ(r)
log r
.
If dimL μ = dimL μ then this common value is called the generalized Rényi dimension of μ and it is denoted by dimL μ.
The Hausdorff dimension and the concentration dimension are closely related to each other. It is shown in [10] that:
Theorem 3.1. If μ ∈M1 and A ∈ B(Y ) is such that μ(A) > 0, then
dimH A  dimL μ.
Theorem 3.2. If A ∈ B(Y ) is nonempty compact set, then
dimH A = supdimL μ,
where the supremum is taken over all μ ∈M1 such that suppμ ⊂ A.
Let μ ∈M, r > 0 and A ∈ B(Y ). We denote by NA(r) the minimal number of balls with radius r needed to cover the
set A. Further, for r, η > 0 we denote
N(r, η) = inf{NA(r): A ∈ B(Y ) and μ(a) > 1− η}.
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capL(μ) = sup
η>0
lim inf
r→0
logN(r, η)
− log r
and
capL(μ) = sup
η>0
limsup
r→0
logN(r, η)
− log r
are called the lower and upper capacity of μ, respectively.
Both the Hausdorff dimension and the capacity dimension we can estimate using the pointwise dimension (see [13,18]).
Let μ ∈M and x ∈ Y . We deﬁne the lower pointwise dimension of μ at x by the formula
dμ(x) = lim inf
r→0
logμ(B(x, r))
log r
.
(We assume that log0 = −∞.)
4. Main theorem
The existence of an invariant measure follows from Theorem 4.3.1 of [5]. Suppose that there exists a measure μ∗ ∈M1
invariant with respect to (Pt)t0.
We start with the following technical observation due to Horbacz [5]:
Lemma 4.1. Assume that μ∗ is an invariant measure for the semigroup {Pt}t0 given by (2.6), (2.7). Then
μ∗(A) e−λt
∫
Y×I
1A
(
Πi(t, x), i
)
μ∗(dx,di) for A ∈ B(Y × I).
As in [2] we deﬁne the sequence of sets (Dn)n∈N by the formula
Dn :=
{(
Πi
(
1
n
, x
)
, i
)
: (x, i) ∈ suppμ∗
}
for n ∈N.
Lemma 4.2.
dimH μ∗ = inf
{
dimH A: A ∈ B(Y ) × I, A ⊆
⋃
n∈N
Dn, μ∗(A) = 1
}
.
Proof. By Lemma 4.1 we have
μ∗(Dn) e
−λ
n
∫
Y
1Dn
(
Πi
(
1
n
, x
)
, i
)
μ∗(dx,di) = e −λn .
Consequently μ∗(
⋃
n∈N Dn) = 1 and
dimH μ∗ = inf
{
dimH A: A ∈ B(Y ) × I, A ⊆ Y , μ∗(A) = 1
}
= inf
{
dimH A: A ∈ B(Y ) × I, A ⊆
⋃
n∈N
Dn, μ∗(A) = 1
}
. 
Theorem 4.3. Assume that there exist li  1 (i ∈ I), Lσ  1 and β > 0 such that
lie
−βt‖x− y‖ ∥∥Πi(t, x) − Πi(t, y)∥∥ for i ∈ I, x, y ∈ Y , t  0 (4.1)
and ∑
j∈I
pi j(y)
∥∥Π j(t, x) − Π j(t, y)∥∥ Lσ eβt‖x− y‖ for i ∈ I, x, y ∈ Y , t  0. (4.2)
If σ := infx∈Y , i, j∈I pi j(x) > 0, and for every x ∈ Y , j ∈ I there exist a, c, δ > 0 such that
a ‖Π j(t, x) − x‖  c for 0 < t < δ, (4.3)
t
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dimH μ∗  d := log3
log3+ log Lˆ − log l , (4.4)
where l = mini∈I li , L = Lσσ and Lˆ = L ·max{L, 1l }.
Proof. Let (x, i) ∈⋃n∈N Dn . There exists n ∈N such that (x, i) ∈ Dn . From (4.2) it follows that∥∥Πi(t, x) − Πi(t, y)∥∥ Leβt‖x− y‖ for x, y ∈ Y , t  0. (4.5)
We will prove that
∀s<d ∃C>0 μ∗
(
B
(
(x, i), r
))
 Crs for r > 0.
Set s ∈ (0,d). Since ( 3Lˆl )s < 3, we can choose η ∈ (0, 12 ) such that
(
3Lˆ
l
)s
 (1+ η)−s(3− 2η)(1− η)2s. (4.6)
Let r0 ∈ (0,min{4, a4n , aδ4 }) be such that
eβ
2r0
a  1+ η, e−λ 2r0a  1− η, e−β 2r0a  1− η. (4.7)
Set
C = max
{
2λLˆ
η(1− η)2a ,
(
4Lˆ
r0
)−s}
.
For every r  r0
4Lˆ
we have
μ∗
(
B
(
(x, i), r
))
 1 Crs.
We deﬁne
r∗ := inf
{
r′ > 0: μ∗
(
B
(
(x, i), r
))
 Crs for r  r′
}
.
Of course r∗ < r04Lˆ .
We will show that r∗ = 0. Suppose contrary that r∗ > 0. Let rˆ ∈ ( r∗3 , r∗) be such that
μ∗
(
B
(
(x, i), rˆ
))
> Crˆs, (4.8)
Set r := Lˆrˆ
(1−η)2 . We have
r <
r∗ Lˆ
(1− η)2 
r0
4
· 4 = r0.
By (4.3) and the choice of r0 we obtain
a
‖x− Πi( 2rw , x)‖
2r
w
 c for w ∈ [a, c]. (4.9)
From the continuity of Πi(·, x) it follows that there exists b ∈ [a, c] such that
2r =
∥∥∥∥x− Πi
(
2r
b
, x
)∥∥∥∥.
We can assume that b is minimal with that property. Set t := 2rb . We have ‖x− Πi(t, x)‖ = 2r and
t  2r0
b
 2a
4an
<
1
n
.
Choose x0 ∈ Πi(−t, x) and deﬁne x1 = Πi(t, x).
304 T. Bielaczyc, K. Horbacz / J. Math. Anal. Appl. 391 (2012) 298–311From (4.7) it follows that
rˆ = r
Lˆ
(1− η)2  r
Lˆ
e−β
4r0
a  r
Lˆ
e−β
4r
b = r
Lˆ
e−2βt . (4.10)
From (4.5) it follows that
(
y ∈ B
(
(x, i),
r
Lˆ
e−2βt
))
⇒
((
Πi(t, y), i
) ∈ B
(
(x1, i),
Lr
Lˆ
e−βt
))
.
From this and Lemma 4.1 we have
μ∗
(
B
(
(x1, i),
Lr
Lˆ
e−βt
))
 e−λt
∫
1B((x1,i), LrLˆ e
−βt )
(
Πi(t, y), i
)
μ∗(dy)
 e−λtμ∗
(
B
(
(x, i),
r
Lˆ
e−2βt
))
.
By (4.7) we have
e−λt > e−λ
2r0
a  1− η.
Using (4.10) we obtain
μ∗
(
B
(
(x1, i),
Lr
Lˆ
e−βt
))
 (1− η)μ∗
(
B
(
(x, i), rˆ
))
. (4.11)
We will show that
μ∗
(
B
(
(x0, i),
r
lLˆ
e−βt
))
 (1− η)μ∗
(
B
(
(x, i), rˆ
))
. (4.12)
From (4.1) it follows that
((
Πi(t, y), i
) ∈ B
(
(x, i),
r
Lˆ
e−2βt
))
⇒
(
(y, i) ∈ B
(
(x0, i),
r
lLˆ
e−βt
))
for y ∈ Y .
Using Lemma 4.1 and inequality (4.10) we obtain
1− μ∗
(
B
(
(x, i), rˆ
))
 e−λt − e−λt
∫
1B((x,i), r
Lˆ
e−2βt )
(
Πi(t, y), i
)
μ∗(dy,di)
 e−λt − e−λtμ∗
(
B
(
(x0, i),
r
lLˆ
e−βt
))
.
Since 1− e−λt  λt we have
μ∗
(
B
(
(x, i), rˆ
))
μ∗
(
B
(
(x0, i),
r
lLˆ
e−βt
))
+ λt.
If (4.12) doesn’t hold i.e.
μ∗
(
B
(
(x0, i),
r
lLˆ
e−βt
))
< (1− η)μ∗
(
B
(
(x, i), rˆ
))
,
then we obtain
μ∗
(
B
(
(x, i), rˆ
))
 (1− η)μ∗
(
B
(
(x, i), rˆ
))+ λt
and consequently
μ∗
(
B
(
(x, i), rˆ
))
 λt
η
 C · (1− η)
2at
2Lˆ
 C · (1− η)
2r
Lˆ
= Crˆ  Crˆs,
which contradicts (4.8).
Since 2t < δ, from (4.9) it follows that
∥∥x− Πi(2t, x)∥∥ 2ta for a b 2a
T. Bielaczyc, K. Horbacz / J. Math. Anal. Appl. 391 (2012) 298–311 305and by the deﬁnition of b,
∥∥x− Πi(2t, x)∥∥ 2t · b2 for 2a < b c.
Using (4.5) we obtain
‖x0 − x1‖ 1
L
e−βt
∥∥x− Πi(2t, x)∥∥ bt
L
e−βt = 2
L
re−βt .
Therefore sets B((x0, i), rL e
−βt), B((x, i), rL e
−βt) and B((x1, i), rL e
−βt) are mutually disjoint and all contained in B((x, i),
3
l re
βt). Thus
μ∗
(
B
(
(x, i),
3
l
reβt
))
μ∗
(
B
(
(x0, i),
r
L
e−βt
))
+ μ∗
(
B
(
(x, i),
r
L
e−βt
))
+ μ∗
(
B
(
(x1, i),
r
L
e−βt
))
.
Hence by (4.11) and (4.12) we obtain
μ∗
(
B
(
(x, i),
3
l
reβt
))
 (3− 2η)μ∗
(
B(x, rˆ)
)
.
Consequently, using (4.6), (4.7) and 3l re
βt = 3Lˆrˆ
l(1−η)2 e
βt > 3rˆ > r∗ we obtain
μ∗
(
B
(
(x, i), rˆ
))

μ∗(B((x, i), 3l re
βt))
3− 2η 
C · ( 3l )s(1+ η)srs
3− 2η  C ·
(
(1− η)2r
Lˆ
)s
= Crˆs,
which contradicts (4.8).
We showed that
∀(x,i)∈⋃n∈N Dn ∀s<d ∃C>0 ∀r∈(0,∞) μ∗
(
B
(
(x, i), r
))
 Crs.
Thus for every (x, i) ∈⋃n∈N Dn and s < d we have
d(x,i)μ∗ = lim inf
r→0
logμ(B((x, i), r))
log r
 lim inf
r→0
logCrs
log r
= s.
Hence by Proposition 2.1 in [18] we obtain that
∀A⊆⋃n∈N Dn,μ(A)=1 dimH A  d.
Consequently dimH μ∗  d. 
Corollary 4.4. If all assumption of Theorem 4.3 are satisﬁed with condition (4.2) replaced with
∥∥Πi(t, x) − Πi(t, y)∥∥ Lieβt‖x− y‖ for i ∈ I, x, y ∈ Y , t  0, (4.13)
then inequality (4.4) holds with L = maxi∈I Li .
Observe that if Li = l = 1 for i ∈ I , we obtain dimH μ∗  1.
Corollary 4.5. If there exist i ∈ I , l 1 L and β > 0 such that
le−βt‖x− y‖ ∥∥Π ti (x) − Π ti (y)∥∥ Leβt‖x− y‖ for x, y ∈ Y , t  0,
infx∈Y , i∈I pi(x) > 0 and for every x ∈ Y there exist a, c, δ > 0 such that
a ‖Πi(t, x) − x‖
t
 c for 0 < t < δ,
then
capL μ∗  d := log3
log3+ log L − log l .
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Di := {(Πi(1, x), i): (x, i) ∈ suppμ∗}
(here i ∈ I is established). Since
μ∗
(
Di
)
 e−λ
∫
Y
1Di
(
Πi(1, x), i
)
μ∗(dx,dj) = e−λ · μ∗
(
Y × { j})> 0,
the statement of the corollary follows from the proof of Theorem 4.3. 
We give an upper bound for the concentration dimension of an invariant measure. We need the following lemma due to
Lasota and Myjak [10].
Lemma 4.6. Let the numbers ai ∈ [0,1] and bi ∈ (0,1) for i ∈ J , be given (here J is an arbitrary set of indexes). Let μ be a probability
measure. Assume that for some r0 > 0 the Lévy concentration function Qμ satisﬁes the following condition
Qμ(r) sup
i∈ J
ai Qμ
(
r
bi
)
for r ∈ (0, r0).
Then
dimL μ inf
i∈ J
logai
logbi
.
Theorem 4.7. Assume that there exist β ∈R+ and function L :R+ →R+ such that∑
j∈I
pi j(y)
∥∥Π j(t, x) − Π j(t, y)∥∥ L(t)eβt‖x− y‖ for i ∈ I, x, y ∈ Y , t  0. (4.14)
In addition, assume that
σ = inf
x∈Y , i, j∈I
pi j(x) > 0 (4.15)
and there exists t > 0 such that
L(t) · eβt
σ
< 1.
Then
dimL μ∗ 
λt
lnσ − ln L(t) − βt .
Proof. Let x ∈ Y , k ∈ I be ﬁxed. From (4.14) and (4.15) we have
∥∥Πk(t, x) − Πk(t, x)∥∥ L(t)
σ
eβt‖x− x‖ for x ∈ Y .
Therefore{
x ∈ Y : (x,k) ∈ B
(
(x,k),
σ r
L(t)eβt
)}
⊂ {x ∈ Y : (Πk(t, x),k) ∈ B((Πk(t, x),k), r)}.
From Lemma 4.1 it follows that
μ∗
(
B
((
Πk(t, x),k
)
, r
))
 e−λt
∫
Y×I
1B((Πk(t,x),k),r)
(
Πi(t, x), i
)
μ∗(dx,di)
 e−λtμ∗
(
B
(
(x,k),
σ r
L(t)eβt
))
.
Thus
Qμ∗(r) e−λt Qμ∗
(
σ r
βt
)
.L(t)e
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dimL μ∗ 
log e−λt
log L(t)e
βt
σ
which completes the proof. 
Theorem 4.8. Assume that there exists L0 > 0 such that∥∥qs(x) − qs(y)∥∥ L0‖x− y‖ for x, y ∈ Y , s ∈ Θ (4.16)
and there exist s0 ∈ Θ and Lq ∈ (0,1) such that γ = ν({s0}) > 0,∥∥qs0(x) − qs0(y)∥∥ Lq‖x− y‖ for x, y ∈ Y . (4.17)
In addition, assume that there exists k0 ∈ I such that
Πk0(t, x) = x for x ∈ Y , t  0 (4.18)
and
σ = inf
x∈Y , i∈I
pik0(x) > 0.
Then
dimL μ∗ 
logγ σ
log Lq
.
Proof. From (4.16) and Theorem 5.3.2 in [5] it follows that dimL μ∗  dimL μ0, where μ0 is the invariant measures for the
operator P given by (2.9). We ﬁrst estimate the concentration dimension of measure μ0.
Let x ∈ Y be ﬁxed. Since μ0 is invariant, by (2.9) and (4.18) we have
μ0
(
B
((
qs0(x),k0
)
, r
))

+∞∫
0
∫
Y×I
∫
Θ
λe−λt pik0(x)1B((qs0 (x),k0),r)
(
qθ
(
Πk0(t, x)
)
,k0
)
ν(dθ)dtμ0(dx,di)
 γ
+∞∫
0
∫
Y×I
λe−λt pik0(x)1B((qs0 (x),k0),r)
(
qs0(x),k0
)
dtμ0(dx,di)
= γ
∫
Y×I
pik0(x)1B((qs0 (x),k0),r)
(
qs0(x),k0
)
μ0(dx,di).
From (4.17) it follows that{
x ∈ Y : (x,k0) ∈ B
(
(x,k0),
r
Lq
)}
⊂ {x ∈ Y : (qs0(x),k0) ∈ B((qs0(x),k0), r)}.
We obtain
μ0
(
B
((
qs0(x),k0
)
, r
))
 γ σμ0
(
B
(
(x,k0),
r
Lq
))
.
Consequently
Qμ0(r) γ σ Qμ0
(
r
Lq
)
and the statement of theorem follows. 
It is evident that Iterated Function System is a particular example of a random dynamical system with randomly chosen
jumps. Consider a dynamical system of the form I = {1} and Π1(t, x) = x for x ∈ Y , t ∈R+ . Moreover assume that p1(x) = 1
and p11(x) = 1 for x ∈ Y . Then a sequence of continuous transformations qs : Y → Y , s ∈ Θ = {1, . . . ,N} and a probability
vector (ps)s∈Θ , where ps = ν({s}) creates an Iterated Function System. From Theorem 4.8 we obtain a result, which is
similar in spirit to Theorem 3.1 from [10].
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In this section we shall study stochastic differential equations driven by jump-type processes. They are typically of the
form
dX(t) = a(X(t), ξ(t))dt +
∫
Θ
b
(
X(t), θ
)Np(dt,dθ) for t  0 (5.1)
with the initial condition
X(0) = x0, (5.2)
where {X(t)}t0 is a stochastic process with values in a separable Banach space (Y ,‖ · ‖), or more explicitly
X(t) = x0 +
t∫
0
a
(
X(s), ξ(s)
)
ds +
t∫
0
∫
Θ
b
(
X(s−), θ)Np(ds,dθ) for t  0 (5.3)
with probability one. Here Np is a Poisson random counting measure, {ξ(t)}t0 is a stochastic process with values in a
ﬁnite set I = {1, . . . ,N}, the solution {X(t)}t0 has values in Y and is right-continuous with left-hand limits, i.e. X(t) =
X(t+) = lims→t+ X(s), for all t  0 and the left-hand limits X(t−) = lims→t− X(s) exist and are ﬁnite for all t > 0 (equalities
here mean equalities with probability one).
In order to get existence and uniqueness of solutions to Eq. (5.3), it is necessary to put some restrictions on the objects
a, b, ξ and Np . In our study we make the following assumptions:
On a probability space (Ω,F ,P) there is a sequence of random variables {tn}n0 such that the variables 	tn = tn − tn−1,
where t0 = 0, are nonnegative, independent and identically distributed with the density distribution function g(t) = λe−λt
for t  0.
Let {ηn}n∈N be a sequence of independent identically distributed random elements with values in a compact metric
space Θ; their distribution will be denote by ν . We assume that the sequences {tn}n0 and {ηn}n0 are independent,
which implies that the mapping ω → p(ω) = (tn(ω),ηn(ω))n0 deﬁnes a stationary Poisson point process. Then for every
measurable set Z ⊂ Θ the random variable
Np
(
(0, t] × Z)= #{i: (ti, ηi) ∈ Z}
is Poisson distributed with parameter λtν(Z).
The coeﬃcient a : Y × I → Y , I = {1, . . . ,N}, is Lipschitzian continuous with respect to the ﬁrst variable.
We deﬁne q : Y × Θ → Y by
q(x, θ) = x+ b(x, θ) for x ∈ Y , θ ∈ Θ
and assume that q is continuous.
Finally, suppose that [pij]i, j∈I , pij : Y → [0,1] is a probability matrix and [pi]i∈I , pi : Y → [0,1] is a probability vector.
For every i ∈ I , denote by vi(t) = Πi(t, x) the solution of the unperturbed Cauchy problem
v ′i(t) = a
(
vi(t), i
)
and vi(0) = x, x ∈ Y . (5.4)
Consider a sequence of random variables {xn}n0, xn : Ω → Y and a stochastic process {ξ(t)}t0, ξ(t) : Ω → I (describing
random switching at random moments tn) such that
xn = q
(
Πξ(tn−1)(tn − tn−1, xn−1),ηn
)
,
P
{
ξ(0) = k ∣∣ x0 = x}= pk(x),
P
{
ξ(tn) = s
∣∣ xn = y, ξ(tn−1) = i}= pis(y), for n = 1, . . . and
ξ(t) = ξ(tn−1) for tn−1  t < tn, n = 1,2, . . . . (5.5)
The solution of (5.3) is now given by
X(t) = Πξ(tn−1)(t − tn−1, xn−1) for tn−1  t < tn, n = 1,2, . . . . (5.6)
For any x ∈ Y we write X(t)x to denote the solution of problem (5.1), (5.2) with x0 = x.
We are interested in the evolution of distributions of the stochastic process {X(t)}t0. It is described with the help of
the family {Q t}t0, given by
Q tμ˜(A) = P(X(t) ∈ A)=
∫
P
(
X(t)x ∈ A
)
μ˜(dx) for A ∈ B(Y ), (5.7)Y
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Markov process and it generates the semigroup {T t}t0 deﬁned by
T t f (x, i) = E( f ((X(t), ξ(t))
(x,i)
))
for f ∈ C(Y × I),
with the corresponding semigroup of Markov operators {Pt}t0, Pt :M1 →M1 satisfying
〈
Ptμ, f
〉= 〈μ, T t f 〉 for f ∈ B(Y × I), μ ∈M1 and t  0. (5.8)
Suppose that there exists a measure μ∗ ∈M1 invariant with respect to (Pt)t0. As an immediate consequence of Theo-
rem 4.3 we obtain the following result:
Theorem 5.1. Let Πi , i ∈ I , be the solution of the unperturbed system (5.4). Assume that there exist li  1 (i ∈ I), Lσ  1 and β > 0
such that
lie
−βt‖x− y‖ ∥∥Π ti (x) − Π ti (y)∥∥ for i ∈ I, x, y ∈ Y , t  0 (5.9)
and
∑
j∈I
pi j(y)
∥∥Π tj(x) − Π tj(y)∥∥ Lσ eβt‖x− y‖ for i ∈ I, x, y ∈ Y , t  0. (5.10)
If ‖a(x, i)‖ > 0 for i ∈ I , x ∈ Y and σ := infx∈Y , i, j∈I pi j(x) > 0, then
dimH μ∗  d := log3
log3+ log Lˆ − log l , (5.11)
where l = mini∈I li , L = Lσσ and Lˆ = L ·max{L, 1l }.
In the case when Y =Rd , we have
e−βt‖x− y‖ ∥∥Πi(t, x) − Πi(t, y)∥∥ eβt‖x− y‖ for i ∈ I, x, y ∈ Y , t  0,
where β > 0 is the Lipschitz constant of the coeﬃcient a. By Corollary 4.4 we obtain the following theorem:
Theorem 5.2. If ‖a(x, i)‖ > 0 for i ∈ I, x ∈ Y and infx∈Y , i, j∈I pi j(x) > 0, then dimH μ∗  1.
In the case when the coeﬃcient a : Rd × I → Rd does not depend on the second variable, Theorem 5.2 is an extension
of the main theorem of [2,13,16].
6. In-homogeneous self-similar measures
If assumptions of Theorem 4.3 are not satisﬁed then the invariant measure can have Hausdorff dimension less then one.
Consider the following dynamical system.
Let Si :Rd →Rd for i = 1, . . . ,N be contracting similarities∥∥Si(x) − Si(y)∥∥= ri‖x− y‖ for x, y ∈Rd, i = 1, . . . ,N.
Also, let (p0, p1, . . . , pN ) be a probability vector and let ν˜ be a probability measure on Rd with compact support.
A measure μ on Rd such that
μ =
N∑
i=1
piμ ◦ S−1i + p0ν˜,
is called an in-homogeneous self-similar measure corresponding to the system (S1, . . . , SN , p1, . . . , pN , p0, ν˜).
The in-homogeneous self-similar measure is invariant measure of the operator P given by
Pμ =
N∑
i=1
piμ ◦ S−1i + p0ν˜. (6.1)
This is a particular example of a random dynamical system with randomly chosen jumps. Consider a probability space
(Ω,F ,P), a dynamical system of the form I = {1} and Π1(t, x) = x for x ∈ Y , t ∈ R+ . Moreover assume that p1(x) = 1 and
310 T. Bielaczyc, K. Horbacz / J. Math. Anal. Appl. 391 (2012) 298–311pij(x) = 1 for x ∈ Y and Θ = {1,2, . . . ,N} ∪Rd , ν({k}) = pk for k = 1, . . . ,N and ν(A) = p0ν˜(A) for A ∈ B(Rd). Set
q(x, θ) =
{
Si(x), for θ = i,
θ, for θ ∈Rd.
The probabilistic interpretation of this model is quite simple. Let {ηn}n0 be a sequence of identically distributed random
elements ηn : Ω → {0,1,2, . . . ,N} and let
P(ηn = k) = pk for k = 0,1, . . . ,N.
Further let x0 and ξ be random elements with values in Y and the distributions
μ(A) = P(x0 ∈ A) and ν˜(A) = P(ξ ∈ A), A ∈ B(Y ).
We assume that the random elements x0, ξ, η0, η1, . . . are independent and we deﬁne the sequence (xn) by the formula
xn+1 =
{
Sηn (xn), if ηn ∈ {1,2, . . . ,N},
ξ, if ηn = 0.
The Markov operator P given by (6.1) is the transition operator for the Markov process (xn), namely
μn+1 = Pμn.
There is a sequence of random variables {tn}n0 such that the variables 	tn = tn − tn−1, where t0 = 0, are nonnegative,
independent and identically distributed with the density distribution function g(t) = λe−λt for t  0.
The stochastic process {X(t)}t0, X(t) : Ω → Y , is given by
X(t) = xn−1 for tn−1  t < tn, n = 1,2, . . . . (6.2)
The semigroup {Pt}t0 generated by this process, is given by
〈
Ptμ, f
〉= 〈μ, T t f 〉 for f ∈ C(Y ), μ ∈M1 and t  0, (6.3)
where
T t f (x) = E( f (X(t)x)) for f ∈ C(Y ). (6.4)
Denote by μ∗ the invariant measure with respect to Pt and by μ0 the invariant measure with respect to P (in-
homogeneous self-similar measure).
If C = supp ν˜ is a compact set and the constants ri satisfy the hyperbolicity condition 0 < ri < 1 for all i, then the set
KC = suppμ∗ is also compact and it satisﬁes the condition
KC =
N⋃
i+1
Si(KC ) ∪ C .
In [14] L. Olsen and N. Snigireva showed that if S1KC , . . . , SN KC ,C are pairwise disjoint, then
dimL μ0 = min
{
min pi
min ri
,dimL ν˜
}
and
dimH KC =max{dimH K ,dimH C},
where K = suppμ0.
Since Π(t, x) = x the system (S1, . . . , SN , p1, . . . , pN , p0, ν˜) does not satisfy the hypotheses of Theorem 3.2. But by Re-
mark 5.3.1 of [5], we obtain dimL μ∗ = dimL μ0. Hence
dimL μ∗ = min
{
min pi
min ri
,dimL ν˜
}
and
min
{
min pi
min ri
,dimL ν˜
}
 dimH μ∗  dimH KC .
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