A novel formulation of time-dependent density functional theory (TDDFT) is derived, based on nonorthogonal, absolutely-localized molecular orbitals (ALMOs). We call this approach TDDFT(MI), in reference to ALMO-based methods for describing molecular interactions (MI) that have been developed for ground-state applications. TDDFT(MI) is intended for efficient excited-state calculations in systems composed of multiple, weakly interacting chromophores. The efficiency is based upon (1) a local excitation approximation; (2) monomer-based, singly-excited basis states; (3) an efficient localization procedure; and (4) a one-step Davidson method to solve the TDDFT(MI) working equation. We apply this methodology to study molecular dimers, water clusters, solvated chromophores, and aggregates of naphthalene diimide that form the building blocks of self-assembling organic nanotubes. Absolute errors of 0.1-0.3 eV with respect to supersystem methods are achievable for these systems, especially for cases involving an excited chromophore that is weakly coupled to several explicit solvent molecules. Excited-state calculations in an aggregate of nine naphthalene diimide monomers are ∼40 times faster than traditional TDDFT calculations. C 2015 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Studies of excited electronic states in the condensed phase must carefully balance accuracy against computational efficiency, and time-dependent density functional theory [1] [2] [3] [4] [5] (TDDFT) is therefore the workhorse method for computing excitation energies of low-lying excited states. [4] [5] [6] [7] [8] Nevertheless, the computational cost of standard TDDFT scales as O(N 4 ) with system size, or O(N 3 ) with density fitting, 9 which becomes prohibitive for large systems such as the photosynthetic light harvesting system or organic semiconductors with interesting energy-transfer properties, or when numerous explicit solvent molecules are included, in order to converge a solution-phase excitation energy. For such applications, further approximations and linear-scaling algorithms must be developed even to apply TDDFT.
Various approximations that exploit locality have been proposed in order to speed up TDDFT calculations and eventually realize O(N) scaling. 10 These include atomic orbital (AO) implementations by Baerends et al. 9 and by Helgaker et al. 11, 12 that achieve linear scaling by use of pre-screening techniques and sparse matrix algebra. TDDFT within the frozen-density embedding framework was developed by Casida and Wesołowski 13 and uses well-defined, localized fragment densities to achieve linear scaling. Neugebauer and co-workers later extended this method.
14, 15 Chen et al. 16 developed a linear-scaling TDDFT method using the localized density matrix in an orthogonal AO representation, which Yang et al. 17 later extended to use non-orthogonal localized molecular orbitals (LMOs). Liu et al. 18 derived LMOs from capped fragment canonical MOs and used them to realize a) herbert@chemistry.ohio-state.edu a linear-scaling TDDFT method. Local approximations in TDDFT are conceptually attractive for weakly interacting systems where the excitations are usually localized on a small active region.
In contrast, there exist a broad class of weakly interacting molecular complexes whose excited states may exhibit "excitonic" delocalization, 19, 20 including liquids (and solution-phase chromophores), molecular aggregates, and even proteins. Intermolecular interactions in these complexes result not only in spectral shifts but also can give rise to interesting excited-state properties that are potentially very different from those of a single chromophore. Examples include hydrogen-bonding interactions that facilitate fluorescence quenching, 21, 22 or the excitonic delocalization engendered by Coulomb couplings between multiple chromophores. 19, 20, 23, 24 There is, therefore, considerable interest in developing low-cost theoretical approaches for describing electronically excited states in ensembles of weakly interacting molecules.
For weakly interacting complexes, a popular and very old theoretical model of exciton delocalization is the FrenkelDavydov exciton model, 19, 20 which is an absolutely-localized strategy. In its original, long-ago formulation, 25, 26 this model assumed dipole couplings between chromophores and could therefore be expected to work well only if the charge distributions of the individual chromophores were well separated, or at least non-overlapping. This version of the model still sees application in contemporary times, e.g., for H-and Jaggregates 27, 28 or the photosynthetic light-harvesting complex, 29 but its generality is lacking. While specific parameters in the model, namely, monomeric excitation energies and Coulomb couplings between transition densities, can be efficiently calculated using TDDFT, electronic overlap and exchange effects are typically neglected, which is problematic at short range.
Recently, several ab initio exciton models that include both Coulomb and exchange coupling have been put forward as promising alternatives to the traditional Frenkel-Davydov model. 20, 30 These methods employ a fragment-based approach for efficiency, yet without the dipole-coupling approximation of older approaches. Inspired by this work, we propose herein a new TDDFT strategy based on non-orthogonal, absolutely-localized molecular orbitals (ALMOs), which have recently seen use for ground-state calculations of intermolecular interactions. [31] [32] [33] [An extension to excited states at the level of configuration interaction singles (CIS) is also in progress. 34 ] We assume that the AO basis consists of atomcentered functions, and "absolute" localization means that only AO basis functions centered on a given monomer are allowed to contribute to that monomer's MOs. In our approach, absolutely-localized excitations on individual monomers are computed in an "embarrassingly parallel" fashion, then coupled together to describe excited states of the supersystem.
The equation of motion for the time-dependent ALMOs that is derived herein turns out to be the same as in the nonorthogonal LMO treatment of Yang et al. 17 Those authors pursued a time-domain approach, which can be advantageous in large systems where numerous excited states are desired, because it does not require propagation of virtual orbitals and therefore sidesteps a significant memory bottleneck in the more traditional frequency-domain approach, at the expense of a large increase in computer time.
In contrast, we will derive a linear-response (LR) method in the frequency domain, which is advantageous when the number of desired states is small, as in the case of a welldefined chromophore that is weakly coupled to a number of explicit solvent molecules. (However, we will test this method in difficult cases where the system consists of identical chromophores, in order to explore its possible limitations.) Two approximation will be applied in the numerical implementation: (i) the orthogonality between the occupied space and the virtual space will be discarded in order to better retain the localized character of the method and (ii) excitations are restricted to be localized on the absolutely-localized fragments, with no explicit charge transfer between different fragments. The environmental effect therefore enters the calculation in two ways: first, via changes in the orbitals and orbital energies that are polarized by their environment (which one suspects is often the dominant contribution), 35 and second, in terms of explicit couplings between monomer basis states, as in the excitonic formalism.
When only a few low-lying excited states are desired, the conventional, frequency-domain TDDFT equations (Casida equations 1 ) are usually solved via Davidson iteration. 36, 37 The number of iterations required to reach convergence varies with the system and with the number of desired eigenvalues, but 10-30 iterations is typical when several (but ≪30) eigenvalues are requested and simple occupied → virtual initial guesses are employed for the trial vectors. In the case of a local approximation using ALMOs, however, a very good initial guess can be extracted from the fragment excited states. As a result, we will show that the iterative solution of the ALMO-TDDFT eigenvalue problem for the supersystem can be approximated by a one-step diagonalization in the subspace of trial vectors, without significant loss of accuracy. In order to construct the ALMO-TDDFT eigenvalue equation in the trial vector subspace, it is necessary to calculate the supersystem Fock matrix and N fragment × N fragment coupling matrix, which requires about the same effort as two calculations of all two-electron integrals for the supersystem. This leads to a dramatic reduction in computational time.
II. THEORY

A. Overview
The idea of computing excited states of individual chromophores independently, then coupling them together in a separate step, has obvious appeal. 20 A disadvantage is that the ALMOs on each chromophore are non-orthogonal. In the usual formulation of LR-TDDFT, the density response is truncated at first order, and the zero-order condition is simply the selfconsistent field (SCF) convergence condition. Stoll et al. 38 were the first to write down an SCF equation in the ALMO basis, and Nagata et al. 39 proposed to refer to such methods (originally developed for ground-state SCF calculations) as a locally projected self-consistent field for molecular interactions (MI). Such methods have been modified for practical calculations by Head-Gordon and co-workers, 31 who refer to the method as SCF(MI). We shall follow the latter notation for our ALMObased excited-state methods, which we term TDDFT(MI), or TDA(MI) when the Tamm-Dancoff approximation 40 (TDA) is invoked, or CIS(MI) for CIS calculations in the ALMO basis.
Liu et al. 18 have argued that there exist two types of locality in TDDFT-in energy and in space-and that a good O(N) algorithm must balance these two localities. Canonical MOs tend to be delocalized throughout the system, such that the Coulomb and the exchange(-correlation) terms between MOs cannot easily be truncated using any pre-defined condition. As such, the canonical MO representation may be considered to be local in energy (since the MOs have well-defined oneparticle energies) but delocalized in space. On the other hand, the AOs are "local in space but delocalized in energy," 18 such that the Hamiltonian in the AO representation is extremely dense (as compared to that in the MO representation), leading to late-crossover O(N) methods. LMOs offer a good balance, being somewhat localized in both energy and in space. For the TDDFT(MI) method developed below, it is found that the energy is blocked-localized in the sense that the Hamiltonian is block-diagonal in the fragment MO representation, yet at the same time the ALMOs are spatially localized on fragments.
In this paper, we will combine TDDFT with the SCF(MI) method and thereby propose a new linear-scaling TDDFT method to treat molecular excited states in the condensed phase. Section II B below provides a brief summary of how TDDFT is formulated for non-orthogonal LMOs. Then, in Section II C, we extend ALMO-TDDFT into the frequency domain to obtain TDDFT(MI) working equations, which we further simplify by means of several additional approximations:
1. a local excitation approximation; 2. an efficient localization method; 3. the Tamm-Dancoff approximation; 40 and 4. a one-step Davidson solution for the eigenvalues.
Numerical results are presented in Section III and conclusions appear in Section IV.
B. TDDFT with non-orthogonal MOs
In this section, we first introduce the equation of motion for non-orthogonal MOs. Indices i, j, k, . . . label occupied MOs; a, b, . . . label virtual MOs; p, q,r, . . . label arbitrary MOs; and µ, ν, . . . label AOs.
The equation of motion for the one-particle density operator,ρ, that is constructed from the Kohn-Sham determinant is
wheref is the Kohn-Sham effective Hamiltonian,
The quantityV
is the exchange-correlation potential. If the molecular orbitals are orthogonal, then Casida's non-Hermitian eigenvalue equation 1 can be derived from Eq. (1), or alternatively the oneparticle density operator can be propagated in real time. 41 For simplicity, the variables (r,t) will be dropped hereafter. Note that Eq. (3) tacitly invokes the adiabatic approximation 1 (which we assume throughout), in the sense thatV xc contains no memory or retardation effects.
In the non-orthogonal MO representation, the one-particle density operator isρ
where S i j = ⟨φ i |φ j ⟩ is an overlap matrix element. It is easy to demonstrate thatρ satisfies the following conditions:
From Eq. (4),
Since SS −1 = 1, we have
Inserting Eqs. (6) and (7) into Eq. (1), and following some rearrangement, one obtains
C. LR-TDDFT with non-orthogonal MOs
The first-order response of the MOs, the density, and the Fock operator with respect to an external perturbation can be expressed formally as
The zeroth-order condition, from Eq. (8), is
which is simply the ground-state SCF convergence condition. The first-order response equation can be extracted from Eq. (8) as well, and it is
The notation φ 0, p indicates a ground-state MO, and S 0 is the overlap matrix between ground-state MOs. Hereafter, we will drop the zero subscripts and let φ p and S represent ground-state MO and overlap matrix, respectively. The quantity δf is the coupling matrix, whose AO matrix elements are
where C x is the coefficient of Hartree-Fock exchange, in the case of a hybrid functional, and σ is a spin index. Multiplying Eq. (11) by (1 −ρ 0 ) from the left and byρ 0 from the right, one obtains
where the following relations have been used:
Alternatively, multiplying Eq. (11) by (1 −ρ 0 ) from the right and byρ 0 from the left, one obtains
Transforming Eqs. (13) and (15) into the frequency domain, we have (16) and
Next, expand the first-order response in the basis of unperturbed MOs,
This leads to expressions for the matrix elements of the transition densities,
Now we define new MOs
and
In this new MO basis, the transition density is simpler,
Rewriting Eqs. (16) and (17) in the new non-orthogonal MO representation of Eqs. (20) and (21), one obtains after some rearrangement
Matrix elements in non-orthogonal "tilde" representation are
D. Local approximation to ALMO-TDDFT
In cases of weakly interacting subsystems, it is not necessary to solve Eq. (23) in whole occ ⊗ vir space although it may be possible to achieve linear scaling by use of screening techniques and sparse-matrix algebra. Alternatively, if the electronic transitions occur in a small active region of the supersystem, or can be described as linear combinations of such localized excitations, then a local approximation in TDDFT may be very efficient and accurate.
In the local approximation, the total electronic excitation is expressed as a linear combination of localized excitations between localized ground-state MOs. Compared with the LMO representations proposed in other O(N) TDDFT methods, the ALMOs used in this work are absolutely localized, which we have defined rigorously above but which operationally means that they are largely free of the "orthogonalization tails" that often appear upon orbital localization. The ALMOs thus preserve some locality in both space and energy. Stoll's SCF(MI) method 31, 38 is used to compute the ground-state ALMOs.
Absolutely local excitation approximation
In the ALMO representation, the TDDFT working equation [Eq. (23)] is based on molecular orbitals expanded in local subsets of AOs. Equation (23) contains, in addition to local excitation terms, numerous charge-transfer terms whose omission greatly reduces the number of variables required to describe the supersystem transition densities. We omit these charge-transfer terms in our TDDFT(MI) method, since the dominant excitations in weakly interacting systems are the local ones. For a more strongly interacting system, such as a water cluster, part of the short-range interactions are included in TDDFT(MI) by retaining some overlap between the occupied space and the virtual space, as discussed below (Section II D 2).
Omitting the explicit charge transfer terms and thus confining the excitations within monomer units, which we label below by x and y (= 1, 2, . . . , N fragment ), the total transition density can be expanded in monomer excited states,
Here, N roots is the number of monomer excited states that are chosen. Despite the notation that is adopted in Eq. (27) , there is no requirement that the same number of roots be used for each monomer. The TDDFT(MI) working equation can be written as 1 2
The TDA is usually a good approximation to full TDDFT, 40 for both excitation energies and excited-state geometries, and is computationally simpler as this approximation amounts to neglecting the relatively small elements of Y.
Neglecting B in Eq. (28) affords the TDA(MI) working equation,
Orthogonality between the occupied space and the virtual space
In the TDDFT working equation with non-orthogonal MOs [Eq. (23)], a new set of virtual orbitals  φ a is introduced to guarantee orthogonality between the occupied and virtual spaces. If the conventional ground-state SCF converges with the condition [f 0 ,ρ 0 ] = 0, this orthogonality is automatically satisfied and  φ a = φ a , with  φ a as defined in Eq. (21). In Stoll's SCF(MI) method, 31, 38 however, [f 0 ,ρ 0 ] 0 upon convergence and thus the virtual space for the supersystem is not orthogonal to the occupied space. In the case of this constrained variational SCF method, it is necessary to project the occupied space out of the space spanned by the virtual orbitals, in order to prevent the appearance of low-lying excited states contaminated by the ground state. After projection, Coulomb and exchange couplings between monomers remain in TDDFT(MI), but not orbital overlap interactions.
Through first order in perturbation theory, the electronic coupling for singlet excitation energy transfer consists of three terms: a Coulomb coupling, a Dexter-type exchange coupling, and an overlap (or charge-transfer) coupling, 42 the latter two of which are considered short-range coupling effects. Viewed in this way, only the charge-transfer coupling is omitted in TDDFT(MI).
Above, we introduced a local excitation approximation for TDDFT(MI), and in conjunction with neglect of explicit charge-transfer terms between monomers this amounts to a lack of orbital relaxation that essentially guarantees that excitation energies will be significantly overestimated. To prevent such a deleterious effect on excitation energies, we retain the partial mixing between the occupied space and the virtual space, which preserves the block-diagonal nature of the one-electron part of the matrices A and B in Eqs. (24) and (25), but partly includes the short-range charge-transfer effect yet without any artificial mixing between ground and excited states.
In contrast to the MOs {  φ i ,  φ a } defined in Eqs. (20) and (21), the new, modified MO space {  φ i , φ a } will consist of the transformed occupied orbitals [Eq. (20) ] but unchanged ALMO virtual orbitals. In the modified MO representation, the monomer transition densities are expanded as
Block locality in energy
The SCF(MI) method involves solving an eigenvalue equation that is block-diagonal based on fragments. For fragment x, this equation iŝ
is the projected Fock operator for fragment x. The fragment density operator isρ
where
Upon SCF(MI) convergence, the ALMOs are orthogonal within each fragment,
The projected Fock matrix has matrix elements
The Fock operator in new ALMO representation can therefore be expressed as
meaning that the ground-state Hamiltonian in the new ALMO representation is block diagonal for SCF(MI). Another interesting point is that without the explicit charge-transfer terms, the ground-state SCF convergence condition is satisfied within the monomer-excited state space, ρ,f δρ x, m = 0.
In practice, this prevents the appearance of the sort of low-energy, artificial excited states that were discussed in Section II D 2.
Localized method for the occupied orbitals
In order to solve the CIS(MI), TDA(MI), or TDDFT(MI) eigenvalue equation, it is necessary to compute contractions between Fock-like matrices and transition densities in the {  φ i , φ a } representation, which still spreads over the whole system. The bottleneck for excitation energy calculations is the construction of these Fock-like matrices. This can be dramatically simplified by exploiting a local approximation for the new occupied MOs in each fragment. 43 Following Ref. 43 , we define a projected molecular orbital  φ ′ i that is expanded within a local subset of AOs for each  φ i , and then replace each new occupied MO with the corresponding projected MO for the purpose of computing the Fock-like matrices. Expanding the projected MOs in monomer subsets of atomic orbitals χ µ ,
the expansion coefficients can be computed by minimizing the functional
This minimization amounts to the solution of linear equations
The orbitals  φ ′ i are usually very good approximations to the original  φ i , but in the former representation, it is only necessary to build Fock-like matrices using single-monomer subsets of the supersystem AO basis. To compute the couplings, only dimer subsets of the supersystem AO basis are required.
III. NUMERICAL RESULTS
We have implemented the CIS(MI), TDA(MI), and TDDFT(MI) methods in a locally modified version of QChem. 44 Stoll's SCF(MI) method, 38 as implemented in QChem by Khaliullin et al., 31 is used to compute the ground state ALMOs, which are then used in the subsequent monomer calculations and CIS(MI), TDA(MI), and TDDFT(MI) calculations. We employ two excited states per monomer in the MI calculations [N roots = 2 in Eq. (27)]. To ensure that these roots are well-converged in the ALMO basis, we request ten excited states in each monomer calculation, retaining only the lowest two for the subsequent MI calculations. (Occasionally, small energy differences in the low-lying monomer excitation energies are observed when only two states are requested, as this reduces the number of subspace vectors that are used in the Davidson iterations.) Cartesian coordinates for all of the molecular complexes examined here are available in the supplementary material. 45 Rather than looking exhaustively at various density functionals, this work is focused on comparing differences between the fragment method and the supersystem method; thus, excitation energies will be computed at the Hartree-Fock level except where otherwise specified. Error in a CIS(MI) calculation, for example, will be defined relative to the corresponding traditional CIS calculation performed on the supersystem. There are several reasons for this choice. First, TDDFT calculations of non-covalent clusters are often beset by spurious charge-transfer excitations, 46 making the TDDFT supersystem benchmarks problematic. Second, it is well known that the virtual orbitals in Kohn-Sham theory tend to be more compact than the corresponding Hartree-Fock virtual orbitals, [47] [48] [49] with the former resembling bound-state excitations rather than electron-attached states. For this reason, we expect that the localized approximations introduced here will fare no worse for TDDFT than for CIS. Comparison of CIS(MI) to supersystem CIS results will therefore demonstrate the robustness of the approximations introduced by the MI approach, which is then readily extended to TDDFT(MI) without concern about spurious charge-transfer states.
A. Dimers
We first examine ethylene dimer and naphthalene dimer, parallel-displaced at various intermolecular distances. Monomer geometries were optimized at the B3LYP/6-31G* level and excitation energies were computed at the CIS/6-311G* level.
The first excited state (S 1 ) is a bit different in these two cases. The S 1 state of ethylene monomer has a larger oscillator strength ( f = 0.61), as compared to that of naphthalene monomer ( f = 0.08). This implies a more significant Coulomb coupling between the ethylene molecules. Excitation energies for both dimers were calculated for intermolecular distances ranging from 4 to 10 Å, and the interaction energy was found to vary significantly over this range, for both dimers. Figure 1 shows excitation energies and energy splittings for the two aforementioned dimers, computed at the levels of full (i.e., supersystem) CIS, CIS(MI), and an "uncoupled CIS(MI)" [uCIS(MI)] approach. The latter means a CIS calculation using an isolated monomer ALMO basis, which we do not expect to be an accurate approximation but is interesting for comparative purposes. It can be seen that the S 1 excitation energy computed at the uCIS(MI) level is very close to the monomer excitation energy (which is 8.343 eV for ethylene and 5.142 eV for naphthalene), with a slight deviation because the ALMOs and orbital energies used in the uCIS(MI) calculations for one monomer are affected by the other monomer. As the distance increases, the interaction between the two monomers becomes smaller and the difference decreases. When the distance is large enough, the coupling is very weak and the excitation energies of the dimer can be approximated as
where the coupling V is equal to half of the energy gap between a pair of coupled, identical monomers,
The results in Figure 1 agree very well with this energy-gap approach, in that the uCIS(MI) excitation energy curve lies nearly in the middle of two coupled excited states, especially as the distance between the two monomers becomes large. The supersystem calculation, on the other hand, still exhibits a noticeable energy gap between the upper excited state (S u ) and the lower excited state (S l ), even at a distance of 10 Å. This indicates a significant coupling between the two monomer excitations, which the uCIS(MI) approach, by construction, fails to describe. The CIS(MI) method, however, reproduces the supersystem results very well from 5 to 10 Å, wherein the splitting decreases from 0.246 to 0.025 eV for ethylene and from 0.054 to 0.006 eV for naphthalene.
At 4 Å separation and below, the situation is different. Although there is still qualitative agreement between the CIS(MI) approach and the supermolecular results, the S u /S l splitting in the CIS(MI) calculation is much smaller that in the supersystem CIS calculation, e.g., 0.466 eV versus 0.682 eV for ethylene dimer. This is due to the overlap between the two monomer densities at short distance, which cannot be accurately described by the CIS(MI) approach because the local excitation approximation and ALMOs used in CIS(MI) do not properly describe short-range intermolecular interactions. The situation deteriorates if the short-range coupling makes a larger contribution to the total coupling. For the bright state S u , the long-range Coulomb coupling is still the main contribution to the total coupling while for dark state S l it is much smaller, which explains the larger error (0.204 eV) for S l as compared to the smaller error (−0.013 eV) in the case of S u , for (C 2 H 4 ) 2 at 4 Å separation.
For naphthalene dimer, the relative error in the S u /S l splitting is larger than that in ethylene dimer because the Coulomb coupling between the excitations on the two monomers is much smaller. At 5 Å separation, the relative error in the splitting is 9.9% for naphthalene but only 4.4% for ethylene. Even for naphthalene dimer, however, the excitation energy of the bright state S u (5.184 eV) is still quite close to the full CIS result (5.182 eV).
B. Water chains
One-dimensional water chains are chosen as the second test systems, because they have been studied previously using an alternative exciton model. 30 Although somewhat contrived, these systems represent challenging test cases because the distance between monomers is small and short-range effects should be significant. However, some short-range effects are included by virtue of the mixing (non-orthogonality) of the occupied orbitals and the virtual orbitals, and it is necessary to assess the performance of CIS(MI) on a range of systems. • . The hydrogen bond length between neighboring water molecules is taken to be either 1.5, 2.2, or 3.0 Å. Table I lists the excitation energy errors for CIS(MI), as compared to full supersystem CIS results, for water chains with 8 and 16 monomers, using several different basis sets. Results for the two systems are similar and errors in the lowest excitation energy are mostly on the order of 0.1 eV. Errors obtained in the 6-31G and 6-31G* basis sets are similar, suggesting that polarization functions do not affect the performance of the CIS(MI) approximation, even at short separations. However, errors are somewhat larger when the basis set is 6-31+G*, up to almost 0.3 eV at 1.5 Å separation.
The relatively large errors in S 0 → S 2 excitation energies in the 6-31+G* basis set have two origins: short-range coupling between the monomers and coupling to the S 1 state. The latter effect causes errors in the S 1 excitation energy to be magnified in S 2 . As discussed in Ref. 30 a variety of virtual orbitals. This means that there is a lot of charge-transfer-type excitation mixed into the S 1 state at short separation, excitations that are absent in CIS(MI). These charge-transfer effects become more important in the presence of diffuse basis functions. The S 0 → S 2 excitation originates from many MOs and thus several water molecules make significant contributions. In an excitonic picture, then, the coupling of monomer excited states in S 1 is much weaker as compared to S 2 , which couples excited states on many different water monomers. Only monomer-excited basis states are considered in CIS(MI) so it is more difficult to describe these multi-region excitations. Nevertheless, given that CIS(MI) can be extended to very large clusters, errors in CIS(MI) excitation energies remain acceptably small.
C. Water clusters
We next investigate 8 low-energy conformations of the (H 2 O) 6 cluster and 12 low-energy conformations of (H 2 O) 20 . (Cluster geometries were taken from Refs. 50 and 51.) The lowest-lying excitation in one such cluster is depicted in Fig. 3 , and clearly involves the 1b 1 → 4a 1 transition on two different water molecules. This example demonstrates that excited states in water clusters need not be confined to a single water molecule but can exhibit non-trivial excitonic coupling between multiple monomers. CIS(MI) excitation energy errors for the first and second excited states are shown in Fig. 4 for three different basis sets. As above, 6-31G and 6-31G* yield very similar errors, and these errors are <0.05 eV relative to supersystem CIS results, but the performance for 6-31+G* is quite different. In the latter case, errors range from 0.04 to 0.18 eV for (H 2 O) 6 . Errors for (H 2 O) 20 are slightly larger, but again the 6-31G and 6-31G* basis sets afford good agreement between CIS and CIS(MI) results, with differences <0.1 eV in most cases, while for 6-31+G* the maximum difference is 0.23 eV.
Considering results for these clusters and for water chains, we can say that overall for water, the CIS(MI) method affords a nearly quantitative description in the absence of diffuse functions. Semi-quantitative results are obtained, even in the presence of diffuse functions, with differences of 0.2-0.3 eV relative to full CIS. FIG. 3. An excitation of (H 2 O) 20 computed at the CIS/6-31G* level and plotted with an isocontour of 0.002 a.u. Attachment and detachment densities 52 are shown in red and blue, respectively, and indicate that this particular excitation is characterized by excitonic coupling, primarily between two water molecules.
D. Solvated chromophores
Next, we consider an acetone molecule in (H 2 O) n and a benzene molecule in (H 2 O) n , as model systems for a polar and a non-polar solute dissolved in water. Ten snapshots for each system were extracted from room temperature, solutionphase molecular dynamics simulation, using cut-off radii of 3, 4, and 5 Å from the solute. Tables II and III CIS(MI) results are quite accurate for both systems, with average deviations of ∼0.02 eV in acetone-water and ∼0.07 eV in benzene-water, even for the 6-31+G* basis set. The basis set effect is very small in this case because the excitation is mainly localized on the solute molecule, i.e., excitonic delocalization is negligible. The cluster size dependence of the errors is also quite small, meaning that CIS(MI) can potentially be used to include a large number of explicit solvent molecules into an excited-state calculation, without much loss of accuracy provided that the excitation is mostly localized on the chromophore.
E. Naphthalene diimide-lysine (NDI) aggregates
Molecular self-assembly can generate complex nanoscale structures with desirable properties, based on non-covalently packed chromophore units. Recently, an organic semiconductor nanotube formed from NDI subunits has been reported, 53 ,54 which appears to exhibit rapid excited-state exciton migration, and an atomic-resolution structural model has also been reported. 24 Here, we will test the CIS(MI) method on (NDI) n sub-structures (n = 2, 4, 6, and 9) that are extracted from the nanotube structural model. In these substructures, the lysine side chains have been replaced by methyl groups as described in Ref. 24 . Figure 5 shows the structure of (NDI) 9 , and the smaller (NDI) n structures were cut out of this one. Excitation energies for several (NDI) n clusters extracted from the nanotube structure are listed in Table IV . Results for three different dimers are shown; these correspond to the three different nearest-neighbor directions in the nanotube, along which energy migration might be expected to occur. We call these the "ring," "tube," and "diagonal" directions, as defined in Fig. 3(a) of Ref. 24 . In Table IV , we list excitation energies for both the bright states S u of the three dimers as well as the state that is strongly coupled to it. Recognizing that the coupling matrix element between these two states should be approximately half of the energy splitting between S u and S l , we estimate couplings of ≈0.08 eV (tube direction), ≈0.04 eV (ring direction), and ≈0.02 eV (diagonal direction). These values are consistent with the couplings reported in Ref. 24 based on full TDDFT calculations.
Table IV also lists TDA(MI) excitation energies for aggregates of (NDI) 4 , (NDI) 6 , and (NDI) 9 , along with supersystem TDA results. The errors for the singlet excitations are much larger than in the solvated chromophores of Section III D, yet they remain acceptably small. In the former systems, the first singlet excited state of solute is weakly coupled to the solvent molecules, but in these NDI aggregates, the coupling along the tube direction is strong. This manifests as differences of up to 0.1 eV between TDA(MI) and TDA excitation energies for the "tube" structure of (NDI) 2 . In the larger NDI aggregates, TDA(MI) errors in the S 1 and T 1 excitation energies are <0.1 eV, but the error in the bright state is somewhat larger (∼0.2 eV). This error originates in the missing short-range TABLE II. Difference in calculated S 1 excitation energies (in eV) in hydrated acetone, comparing CIS(MI) to CIS for clusters of increasing radius.
6-31G* 6-31+G* 6-31G 6-31G* 6-31+G* 6-31G 6-31G* 6-31+G* interactions and delocalization of the excited state, especially for the tube direction, but the very small magnitude of the errors suggests that the TDA(MI) methodology is able to account for these effects well enough. Since Sec. III F focuses on the efficiency of the TDDFT(MI) method, we note here that it takes ∼80 h to solve the supersystem TDA equations for (NDI) 9 but only about 2 h to solve the TDA(MI) equations for the same system, on a single processor. coupling calculations. In the ground-state SCF(MI) calculation, the diagonalization step has been significantly improved. 31 The computational time for the couplings depends linearly on the number of them that is required, which is M singly-excited block of the configuration-interaction Hamiltonian. The number of iterations required to reach convergence varies with the system as well as the number of desired eigenvalues, but is typically 10-30 iterations when several (but ≪30) eigenvalues are requested. In each iteration, the Focklike matrix contraction (digestion step) scales as O(N x super-AO ) where N super-AO is the size of the total basis set. The number of digestions that is required at each iteration is equal to the number of unconverged excited states. Table V lists the ratio of the total time required for CIS and CIS(MI) calculations of the acetone-water system (5 Å cutoff) that was discussed in Section III D. All calculations were performed on a single processor. The speed-up ratio is a factor of 8, even for the small 6-31G basis set, and increases as the basis set is enlarged, reaching a factor of 13 for 6-31+G*. Most of the CIS(MI) time is spent in the ground-state SCF(MI) calculation. In acetone-water configuration #1, for example, the SCF(MI) step takes 633 s while the entire calculation takes only 790 s, on a single processor.
F. Efficiency
IV. SUMMARY AND CONCLUSIONS
A non-orthogonal formulation of time-dependent density functional theory in the frequency domain has been derived based on the absolutely-localized MO representation. [31] [32] [33] An efficient implementation for collections of weakly interacting molecules is then obtained by applying several approximations: (1) a local (monomer) excitation approximation; (2) Numerical examples presented herein demonstrate that these new "MI" methods reliably reproduce excitation energies from supermolecular CIS, TDA, and TDDFT calculations in various non-covalent systems. This is especially true for systems composed of explicit solvent molecules surrounding a chromophore. At the same time, calculations in aggregates of naphthalene diimide, a monomer that forms the structural building block of self-assembling organic nanotubes, 24, 53, 54 demonstrate that the excited-state MI methods are also applicable to systems composed of multiple, electronically coupled chromophores.
The present work complements other recently developed ab initio exciton models. 20, 30 These include the "renormalized exciton method" of Ref. 30 , whose cost scales like that of an excited-state calculation on a dimer of fragments. In the present approach, however, only couplings between dimers (and not entire excited-state dimer calculations) are required, so that the prefactor for our approach should be smaller even if the formal computational scaling with system size is about the same. An ab initio Frenkel-Davydov model developed previously in our group 20 only requires excited-state calculations on monomers; however, evaluating the couplings between these monomer excitations requires a contraction involving the entire supersystem, which is a significant expense in large systems. (A low-cost version that restricts this contraction to regions that are localized in space is currently under development in our group. 56 ) In all of these models, parallelization over monomers and/or dimers is necessary for efficiency, but is straightforward.
At short intermolecular separations, problems can arise due to a breakdown of the local excitation approximation in the monomer excited-state basis. In such situations, short-range effects play a more important role and are only partially included via overlap between the occupied space and the virtual space. In order to more accurately describe short-range effects, the explicit inclusion of charge-transfer terms would be necessary. Nevertheless, errors engendered at short range are found to be no worse than 0.2-0.3 eV for the systems considered here, and no worse than ∼0.1 eV for the naphthalene diimide aggregates. This is not significantly worse than the 0.1 eV errors engendered by existing ab initio-type exciton models. 20, 30 The most appealing aspect of the TDDFT(MI) method is its computational efficiency. The O(N 2 fragment ) scaling means that the computational time increases only quadratically with system size, and the pre-factor is small. Furthermore, the use of locality in both energy and space leads to very small couplings in weakly interacting systems, which means that only a few couplings are non-negligible. In weakly coupled systems, such as solvated chromophores, only the diagonal elements of the A and B matrices are necessary to extract the lowest excitation energy. Finally, it is worth mentioning that this method is naturally suited to a massively parallel implementation because the coupling calculations are completely independent of one another.
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