In this paper we consider non-asymptotic behavior of the real compound Wishart matrices that generalize the classical real Wishart distribution. In particular, we consider matrices of the form
I. INTRODUCTION
For a real p × n matrix X consisting of independent standard normally distributed elements the Wishart matrix, defined as W = 1 n XX T , was introduced by Wishart [1] , who also derived the law of its distribution. As evidenced by the wide interest among the scientists and engineers, the Wishart law is of primary importance to statistics, see e.g. [2, 3] . In particular, Wishart law describes exactly the distribution of the sample covariance matrix in the Gaussian populations.
As a natural generalization, the compound Wishart matrices were introduced by Speicher [4] .
Definition 1. (Compound Wishart Matrix
) Let X i ∼ N (0, Θ), i = 1, . . . , n, where Θ is p × p real positive definite matrix, and B be an arbitrary real n × n matrix. We say that a random p × p matrix W is Wishart with shape parameter B and scale parameter Θ if
where X = [X 1 , . . . , X n ]. We write W ∼ W(Θ, B). When B is positive definite, [5] interprets W as a sample covariance under correlated sampling.
Remark 1. It will sometimes be instructive to use the representation
Similar interpretation for the complex case appears in [6] . The usual real Wishart matrices correspond to the choice B = I. Wishart distribution and its generalization to the case of positive definite matrix B are widely used in economics, in particular in portfolio allocation theory [7] .
When applying the representation theoretic machinery to the study of symmetries of normally distributed random vectors (see [8] for an example of such settings) we encountered the case of compound Wishart distribution with a skew symmetric B of the form (3) and this problem motivated the current work.
Most of the literature concerning Wishart distribution deals with the asymptotic, n → ∞, and the double asymptotic n, p → ∞ regimes. In particular, a version of Marchenko-Pastur law was generalized to this case, see [9] and references therein for a wide survey on the asymptotic behavior of the compound Wishat matrices.
In a different line of research in the recent years there were observed a few prominent achievements in the random matrix theory concerning the non-asymptotic regime. In particular,
Bernstein inequality and other concentration inequalities [10, 11] were generalized to the matrix case using the Stein's method of exchangeable pairs and Lieb theorem. The finite sample performance of the sample covariance matrix was also profoundly investigated for a large class of distributions, see [12, 13, 14] and references therein.
Closely related to the Wishart family of distributions is partial estimation of covariance matrices by the sample covariance in Gaussian models. In particular, matrices of the form 1 n M ·XX T , where "·" denotes the Hadamard (entry-wise) product of matrices, became attractive due to the advances in structured covariance estimation [15, 16, 17, 18] . The matrix M represents the a priory knowledge about the structure of the true covariance matrix in the form of a mask.
The most widespread examples of such assumptions are banding, tapering and thresholding, which assume the elements of the mask M belong to the interval [0, 1]. The non-asymptotic behavior of such masked sample covariance matrices was investigated in [19, 20] . It has been shown that the sample complexity (the minimal number of samples need to achieve some predefined accuracy with stated probability) is proportional to mlog c (2p), where m is a sparsity parameter of M and c ≥ 1.
The main purpose of this paper is to demonstrate the non-asymptotic results concerning the average deviations of the compound Wishart matrices from their mean. We actually consider two closely related problems.
• Single Wishart matrix The first one can be roughly described as following: given the particular values of dimension p, number of samples n and shape matrix B, what precision
we can obtain when approximating the expected value of the corresponding Wishart matrix.
• Sequence of Wishart matrices Another setting arise from a different approach to the problem: assume we are given a sequence of matrices B n satisfying some assumptions stated below and the dimension p is fixed. This data provides us with a sequence of Wishart 
II. PROBLEM FORMULATION AND THE MAIN RESULTS
In addition to the definitions given above we define a notion of sequence of Wishart matrices, corresponding to the second question stated in the Introduction.
Definition 2. (Sequence of Wishart Matrices) Consider a sequence
where Θ is p × p real positive definite matrix, then define the sequence of Wishart matrices as
where
The same Remark 1 as above applies here, as well. Note also that the dimension of X depends on n, but this is not reflected by an additional subscript.
To make this definition useful and meaningful we will have to make some assumptions on the sequence {W n } n∈S . In particular, we first want to answer the following question: what properties should we require from the sequence {B n } n∈S to make the sequence {W n } n∈S interesting to investigate. Below we fix the dimension p and refer to vectors X i , i = 1, . . . , n as measurements.
So what actually changes from matrix to another in the sequence W n is the underlying matrix B n and the respective number of measurements.
The examples of sequences {B n } n∈S are the following:
• The most widely used is the sequence of diagonal matrices B n = diag {b 1 , . . . , b n } , n ∈ S.
When Tr (B) = n the expectation of the Wishart sequence coincides with the covariance matrix Θ as shown below.
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• Another common example is a sequence of skew-symmetric matrices of the form
where n is assumed even. We encountered this case when investigating the group symmetry properties of sample covariance matrices.
In order to generalize the properties of {B n } n∈S we encountered in the application we state an additional auxiliary result that we did not found in the literature.
Lemma 1.
Let B be a real n × n matrix and X real p × n with independent standard normally distributed elements, then for W =
Proof: Denote the expectation E(W ) by W 0 and consider the elements of W 0 :
As all X ik , i = 1, . . . , p, k = 1, . . . , n are independent we get immediately that
And the statement follows.
Corollary 1.
Let B be a real n × n matrix and X i ∼ N (0, Θ), i = 1, . . . , n, where Θ is p × p real positive definite matrix, be independent, then for
In particular, Lemma 1 implies that if S is unbounded, then to ensure the sequence {W n } n∈S is consistent we should at least demand
We actually make a stronger 
Corollary 2. Let Θ is p × p real positive definite matrix and {B n } n∈S ∈ R n×n , where S ⊂ N is ordered. For every n ∈ S let X i ∼ N (0, Θ), i = 1, . . . , n, be independent. Assume that Tr (B n ) = n, ∀n ∈ S, and denote κ = max n∈S B Frob and σ = max n∈S B n , then
III. PRELIMINARIES

A. Proof outline
In the rest of this paper we prove Theorems 1 and 2. We shall observe that for a Wishart matrix W the quadratic form (W x, y) is a Gaussian chaos (defined below) for fixed unit vectors x and y on the sphere S p−1 . We control the chaos uniformly for all x, y by establishing concentration inequalities depending on the "sparsity" of x, y. We do so using the techniques of decoupling, conditioning, and applying concentration bounds for Gaussian measure. After this we make use of covering arguments to measure the number of sparse vectors x, y on the sphere. The general layout of the proof goes parallel to the proof given by [19] , we modify and generalize a few of their intermediate results to the case of non-symmetric matrices.
B. Decoupling
We start by considering bilinear forms in normally distributed vectors. The following definition will be useful is the sequel.
Definition 3. Let Z ∈ R p be a centered Gaussian random vector and B a square p × p matrix, then the bilinear form (BZ, Z) is called a quadratic Gaussian chaos.
We generalize here Lemma 3.2 from [19] to the case of non-symmetric matrices. 
Proof: Without loss of generality assume that Z is standard, otherwise plug
instead of B and follow the same reasoning (here Θ is the covariance matrix of Z).
where the equality is due to the fact that the distributions of Z and Z ′ are identical and the inequality is due to Jensen. In the calculation above we emphasized explicitly the variables of integration in the expectations to make the transitions clear. For an arbitrary B note the identity
By rotation invariance of the standard Gaussian measure, the pair
is distributed identically with (Z, Z ′ ), hence we conclude that
and the statement follows.
, where Θ is a p × p real positive definite matrix, be all independent. Consider the compound Wishart matrix and its decoupled counterpart defined as
Proof: Using the definition of spectral norm we obtain
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We rewrite the inner product as
Let us now stack the vectors (X 1 , . . . , X n ) into one long vector vec (X) :
which is a normal vector of dimension n × p, then it is easy to see that the right-hand side of the last equality is a quadratic Gaussian chaos in vec (X) and the previous lemma applies with the appropriate choice of B.
C. Concentration
Lemma 4. Let Z = (Z 1 , . . . , Z p ) ∼ N (0, Θ), Θ is a p × p positive definite matrix and let a = (a 1 , . . . , a p ) ∈ R p . Then p i=1 a i Z i
is a centered normal variable with standard deviation
We state here an auxiliary result from Concentration of the Gaussian Measure theory. Such concentration results are usually stated in terms of the standard normal distribution, but they can be easily generalized for an arbitrary normal distribution as following 
D. Discretization
Recall that in the Euclidean p dimensional space the spectral norm of a square p × p (not necessarily symmetric) matrix A can be defined as
We approximate the spectral norm of matrices by using ε-nets in the following way:
Lemma 6. [14] Let A be a p × p matrix and N be a δ-net of the sphere S p−1 in the Euclidean space for some δ ∈ [1, 0). Then
(Ax, y).
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Following [19] , we introduce the notion of coordinate-wise sparse regular vectors.
Definition 4. The subset of regular vectors of sphere
Reg p (s).
Lemma 7. [19] Let
A be a p × p matrix, then
Proof: The proof can be found in [19] , it uses the regular vectors to construct a specific δ-net and obtain the bound given in the statement.
IV. PROOF OF THEOREMS 1, 2
We partition the proof into a few sections.
A. Decoupling and Conditioning
Using Remark 1 we can rescale the random vectors and assume without loss of generality that Θ = I. Now by Lemma 3 it suffices to estimate E W ′ . From Lemma 7 we get that
Write the inner product coordinate-wise and rearrange the summands to obtain
We now fix x and y and condition on the variables X jm , j = 1, . . . , p, m = 1, . . . , n so that the expression (10) defines a centered normal random variable. We wish to estimate its standard deviation with the help of Lemma 4. Since we have assumed Θ = I, the covariance matrix of the concatenated vector vec (X ′ ) is also the identity matrix. Then Lemma 4 implies that (10) is centered normal with standard deviation at most σ x (X) y ∞ , where
We need to bound this quantity uniformly with respect to all x.
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B. Concentration
Let x ∈ Reg p , we estimate σ x (X) using concentration in Gauss space, Lemma 5. Due to Jensen's inequality
Now we consider σ x : R pn → R as a function of the concatenated vector vec (X) as we did before. We compute the Lipschitz constant with respect to the Euclidean measure on R pn , note that the Euclidean norm on this space coincides with Frobenius norm on the linear space of p × n matrices.
for the Lipschitz constant
Lemma 5 now implies that ∀x ∈ Reg p and t ≥ 0
C. Union bounds
We return to the estimation of the random variable (W ′ x, y). Let us fix u ≥ 1, then ∀x ∈ Reg p we consider the event
By (11) we have
Note that σ x (X) and, thus E x , are independent of X ′ . Let now x ∈ Reg p (r) and y ∈ Reg p (s). As we have observed above, conditioned on a realization of X satisfying E x , the random variable (W ′ x, y) is distributed identically with a centered normal random variable h whose standard deviation is bounded by
Then by the usual tail estimate for Gaussian random variables, we have
Choose ε = uσ to obtain
We would like to take the union bound in this estimate over all y ∈ Reg p (s) for a fixed s. Note
as there are exactly p s possibilities to choose the support and 2 s ways to choose the signs of the coefficients of a vector in Reg p (s), thus
in order for this bound to be not trivial we assume u ≥ 2s ln (2ep/s). Now, using (12), we obtain P max
(W ′ x, y) ≥ ε | E x + P(E 
D. Gathering the bounds
We continue with formula (9): (W ′ x, y) ≥ t).
With the help of (14) and the bound (13) on the number of points in Reg p (r) we obtain P( max Finally, replace t with 12⌈ln 2p⌉ 2 ε to obtain
Integration of (15) yields
n .
By Lemma 3 we obtain
Now multiply W by Θ 1/2 from left and right to scale the matrices and get the statement of Theorem 1.
For Corollary 2 assume we are given a sequence {B n } n∈S ∈ R n×n such that Tr (B n ) = n, then for every corresponding Wishart matrix
By bounding the values κ n ≤ κ and σ n ≤ σ from above we get the desired inequality
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