Existing vision-language methods typically support two languages at a time at most. In this paper, we present a modular approach which can easily be incorporated into existing vision-language methods in order to support many languages. We accomplish this by learning a single shared Multimodal Universal Language Embedding (MULE) which has been visually-semantically aligned across all languages. Then we learn to relate the MULE to visual data as if it were a single language. Our method is not architecture specific, unlike prior work which typically learned separate branches for each language, enabling our approach to easily be adapted to many vision-language methods and tasks. Since MULE learns a single language branch in the multimodal model, we can also scale to support many languages, and languages with fewer annotations to take advantage of the good representation learned from other (more abundant) language data. We demonstrate the effectiveness of our embeddings on the bidirectional image-sentence retrieval task, supporting up to four languages in a single model. In addition, we show that Machine Translation can be used for data augmentation in multilingual learning, which, combined with MULE, improves mean recall by up to 20.2% on a single language compared to prior work, with the most significant gains seen on languages with relatively few annotations.
Introduction
Vision-language understanding has been an active area of research addressing many tasks such as image captioning (Fang et al. 2015; Gu et al. 2018) , visual question answering (Antol et al. 2015; Goyal et al. 2017 ), imagesentence retrieval ; Nam, Ha, and Kim 2017) , and phrase grounding (Plummer et al. 2015; Hu et al. 2016) . Recently there has been some attention paid to expanding beyond developing monolingual (typically Englishonly) methods by also supporting a second language in the same model (e.g., Gella et al.; Hitschler, Schamoni, and Riezler; Rajendran et al.; Calixto, Liu, and Campbell; Li et al.; Lan, Li, and Dong 2017; . However, these methods often learn completely separate language representations to relate to visual data, resulting in many language-specific model parameters that grow linearly with the number of supported languages.
Figure 1: Most prior work on vision-language tasks supports up to two languages where each language is projected into a shared space with the visual features using its own language-specific model parameters (top). Instead, we propose MULE, a language embedding that is visuallysemantically aligned across multiple languages (bottom). This enables us to share a single multimodal model, significantly decreasing the number of model parameters, while also performing better than prior work using separate language branches or multilingual embeddings which were aligned using only language data.
In this paper, we propose a Multimodal Universal Language Embedding (MULE), an embedding that has been visually-semantically aligned across many languages. Since each language is embedded into to a shared space, we can use a single task-specific multimodal model, enabling our approach to scale to support many languages. Most prior works use a vision-language model that supports at most two languages with separate language branches (e.g. Gella et al. 2017) , significantly increasing the number of parameters compared to our work (see Fig. 1 
for a visualization). A significant challenge of multilingual embedding learning is
Figure 2: An overview of the architecture used to train our multimodal universal language embedding (MULE). Training MULE consists of three components: neighborhood constraints which semantically aligns sentences across languages, an adversarial language classifier which encourages features from different languages to have similar distributions, and a multimodal model which helps MULE learn the visual-semantic meaning of words across languages by performing image-sentence matching.
the considerable disparity in the availability of annotations between different languages. For English, there are many large-scale vision-language datasets to train a model such as MSCOCO (Lin et al. 2014) and Flickr30K (Young et al. 2014) , but there are few datasets available in other languages, and some contain limited annotations (see Table 1 for a comparison of the multilingual datasets used to train MULE). One could simply use Neural Machine Translation (e.g. Bahdanau, Cho, and Bengio; Sutskever, Vinyals, and Le 2014; to convert the sentence from the original language to a language with a trained model, but this has two significant limitations. First, machine translations are not perfect and introduce some noise, making visionlanguage reasoning more difficult. Second, even with a perfect translation, some information is lost going between languages. For example, "她们" is used to refer to a group of women in Chinese. However, it is translated to "they" in English, losing all gender information that could be helpful in a downstream task. Instead of fully relying on translations, we introduce a scalable approach that supports queries from many languages in a single model.
An overview of the architecture we use to train MULE is provided in Fig. 2 . For each language we use a single fullyconnected layer on top of each word embedding to project it into an embedding space shared between all languages, i.e., our MULE features. Training our embedding consists of three components. First, we use an adversarial language classifier in order to align feature distributions between languages. Second, motivated by the sentence-level supervision used to train language embeddings (Devlin et semantic information by learning how to match imagesentence pairs using a multimodal network similar to Wang et al. 2019 . Third, we ensure semantically similar sentences are embedded close to each other (referred to as neighborhood constraints in Fig. 2 ). Since MULE does not require changes to the architecture of the multimodal model like prior work (e.g., Gella et al. 2017) , our approach can easily be incorporated to other multimodal models. Despite being trained to align languages using additional large corpora of text data across each supported language, our experiments will show recent multilingual embeddings like MUSE ) perform significantly worse on tasks like multilingual image-sentence matching than our approach. 1 In addition, sharing all the parameters of the multimodal component of our network enables languages with fewer annotations to take advantage of the stronger representation learned using more data. Thus, as our experiments will show, MULE obtains its largest per-formance gains on languages with less training data. This gain is boosted further by using Neural Machine Translation as a data augmentation technique to increase the available vision-language training data.
We summarize our contributions as follows: • We propose MULE, a multilingual text representation for vision-language tasks that can transfer and learn textual representations for low-resourced languages from labelrich languages, such as English.
• We demonstrate MULE's effectiveness on a multilingual image-sentence retrieval task, where we outperform extensions of prior work by up to 20.2% on a single language while also using fewer model parameters.
• We show that using Machine Translation is a beneficial data augmentation technique for training multilingual embeddings for vision-language tasks.
Related Work
Language Representation Learning. Word embeddings, such as Word2Vec (Mikolov, Yih, and Zweig 2013) and FastText (Bojanowski et al. 2017) , play an important role in vision-language tasks. These word embeddings provide a mapping function from a word to an n-dimensional vector where semantically similar words are embedded close to each other and are typically trained using language-only data. However, recent work has demonstrated a disconnect between how these embeddings are evaluated and the needs of vision-language tasks (Burns et al. 2019 2017 proposed a multilingual NMT model, which uses a single model with an encoder-decoder architecture. They observed that translation quality on low-resourced languages can be improved when trained with label-rich languages. As discussed in the Introduction, and verified in our experiments, directly using NMT for vision-language tasks has some limitations in its usefulness for vision-language tasks, but it can provide additional benefits combined with our method.
Visual-Semantic Multilingual Alignment
In this section we describe how we train MULE, a lightweight multilingual embedding which is visuallysemantically aligned across many languages and can easily be incorporated into many vision-language tasks and models. Each word in some language input is encoded using a continuous vector representation, which is then projected to the shared language embedding (MULE) using a languagespecific fully connected layer. In our experiments, we initialize our word embeddings from 300-dimensional monolingual FastText embeddings (Bojanowski et al. 2017) . The word embeddings and these fully connected layers are the only language-specific parameters in our network. Due to their compact size, they can easily scale to a large vocabulary encompassing many languages.
To train MULE, we use paired and unpaired sentences between the languages from annotated vision-language datasets. We find that we get the best performance by first pretraining MULE with paired sentences before fine-tuning using the multimodal layers with the multi-layer neighboring constraints described in (Eq. 1) and the adversarial language classifier described below. While our experiments focus solely on utilizing multimodal data, one could also try to integrate large text corpora with annotated language pairs (e.g. Conneau et al. 2018) . However, as our experiments will show, only using generic language pairs for this alignment (i.e., not sentences related to images) results in some loss of information that is important for vision-language reasoning. We will now discuss the three major components of our loss used to train our embedding as shown in Fig 2. 
Multi-Layer Neighborhood Constraints
During training we assume we have paired sentences obtained from the vision-language annotations, i.e., sentences that describe the same image. These sentences are typically independently generated, so they may not refer to the same entities in the image, and when they do describe the same object they may be referenced in different ways (e.g., a black dog vs. a Rottweiler). However, we assume they convey the same general sentiment since they describe the same image. Thus, the multi-layer neighborhood constraints try to encourage sentences from the same image to embed near each other. These constraints are analogous to those proposed in related work on image-sentence matching (Gella et al. 2017; Wang et al. 2019) , except that we apply the constraints at multiple layers of our network. Namely, we use the neighborhood constraints on the MULE layer as well as the multimodal embedding layer as done in prior work.
To obtain sentence representations in the MULE space, we simply average the features of each word, which we found to perform better than using an LSTM while increasing model efficiency (an observation also made by Burns et al.; Wang et al. 2019; . For the multimodal embedding space, we use the same features for a multimodal sentence representation that is used to relate to the image features. We denote the averaged representations in the MULE space (i.e. MULE sentence embeddings) as u i and multimodal sentence embeddings as s i as shown in Fig. 2 .
The neighborhood constraints are enforced using a triplet loss function. For some specific sentence embedding s i , where s i + and s i − denote a positive and negative pair for s i , respectively. We use the same notation for positive and negative pairs u i + and u i − . Positive and negative pairs may be from any language. So, for example, German and Czech sentences describing the same image are all positive pairs, while any pair of sentences from different images we assume are negatives (analogous assumptions were made in Gella et al.; Wang et al. 2017; . Given a cosine distance function d, the margin-based triplet loss is to minimize with a margin m:
Following Wang et al. 2019 , we enumerate all positive and negative pairs in a minibatch and use the top K most violated constraints, where K = 10 in our experiments.
Language Domain Alignment
Inspired by the domain adaptation approach of Ganin and Lempitsky; Tzeng et al. 2014; 2014, we use an adversarial language classifier (LC) to align the feature distributions of the different languages supported by our model. The goal is to project each language domain into a single shared domain, so that the model transfers knowledge between languages. This classifier does not require paired language data. We use a single fully connected layer for the LC denoted by W lc . Given a MULE sentence representation u i presented in l-th language, we first minimize the objective function w.r.t the language classifier W lc :
Then, in order to align the language domain, we learn language-specific parameters to maximize the loss function.
Image-Language Matching
To directly learn the visual meaning of words we also use a multimodal model to relate sentences to images which is trained along with our MULE embedding. To accomplish this, we use a two-branch network similar to that of Wang et al. 2019 , except we use the last hidden state of an LSTM to obtain a final multimodal sentence representation (s i in Fig. 2 ). Although Burns et al.; Wang et al. 2019 ; 2019 found mean-pooled features followed by a pair of fully connected layers often perform better, we found using an LSTM to be more stable in our experiments. We also kept image representation fixed, and only the two fully connected layers after the CNN in Fig. 2 were trained. Let f i denote the image representation and s i denote the sentence representation in the multimodal embedding space for the i-th image x i . We construct a minibatch that contains positive image-sentence pairs from different images. In the batch, we get (f i , s i ) from the image-sentence pair (x i , y i ). It should be noted that sentences can be presented in multiple languages. We sample triplets to have negative pairs and positive pairs for image representations and sentence representations. To be specific, given f i , we sample corresponding positive sentence representation s i + and a negative sentence representation s i − represented in the same language. Equivalently, given a y i , we sample the positive image representation f i + and a negative image representation f i − . Then, our margin-based objective function for matching is to minimize with a margin m and a cosine distance function d:
As with the neighborhood constraints, the loss is computed over the K = 10 most violated constraints. Finally, our overall objective function is to find:
where θ includes all parameters in our network except for the language classifier, W lc contains the parameters of the language classifier, and λ determines weights on each loss. There are only about 4K image descriptions which are shared across the three languages. Thus, in this dataset, an additional challenge is the need to use unpaired language data. We randomly selected 1K images for the testing and validation sets from the images which contain descriptions across all three languages, for a total of 2K images, and used the rest for training. Since we use the different data split, it is not possible to compare directly with prior monolingual methods. We provide a fair comparison with our baseline and prior monolingual methods in the supplementary. Machine Translations. As shown in Table 1 , there is considerable disparity in the availability of annotations for training in different languages. As a way of augmenting these datasets, we use Google's online translator to generate sentences in other languages. Since the sentences in other languages are independently generated, their translations can provide additional variation in the training data. This also enables us to evaluate the effectiveness of NMT. In addition, we use these translated sentences to benchmark the performance translating languages from an unsupported language into one of the languages for which we have a trained model (e.g. translate a sentence from Chinese into English and perform the query using an English-trained model).
Experiments

Image-Sentence Matching Results
Metrics. Performance on the image-sentence matching task is typically reported as Recall@K = [1, 5, 10] for both image-to-sentence and sentence-to-image (e.g. as done in Gella et al.; Nam, Ha, and Kim; Wang et al. 2017; , resulting in performance reported over six values per language. Results reporting performance over all the six values for each language can be found in the supplementary. In this paper, we average them to obtain an overall score (mR) for each compared method/language. Model Architecture. We compare the following models:
• Multi30K Discussion. We report performance on the Multi30K dataset in Table 2 . The first line of Table 2 (a) reports performance when training completely separate models (i.e. no shared parameters) for each language in the dataset. The significant discrepancy between the performance of English and German compared to Czech and French can be attributed to the differences in the number of sentences available for each language (Czech and French have 1/5th the sentences as seen in Table 1 ). Performance improves across all languages using the PARALLEL model in Table 2 (a), demonstrating that the representation learned for the languages with more available annotations can still be leveraged to the benefit of other languages. Table 2 (b), we observe that ML BERT which is a state-of-the-art method in NLP performs much worse than the monolingual FastText. In addition, we see in Table 2 (c) that MUSE improves performance on low-resourced languages (i.e. French and Czech), but actually hurts performance on the language with more available annotations (i.e. English). These results indicate that some important visual-semantic knowledge is lost when relying solely on language-only data to align language embeddings and NLP method does not generalize well to the language-vision task.
Table 2(d) compares the effect that different components of MULE has on performance. Going from the last line of Table 2 (a) to the first line of Table 2(d) demonstrates that using a single-shared language branch can significantly improve lower-resource language performance (i.e. French and Czech), with only a minor impact to performance on languages with more annotations. Comparing the last line of Table 2 (c) which reports performance of our full model using MUSE embeddings, to the last line of Table 2(d), we see that using MUSE embeddings still hurts performance, which helps verify our earlier hypothesis that some important visual-semantic information is lost when aligning languages with only language data. This is also reminiscent of an observation in Burns et al. (2019) , i.e., it is important to consider the visual-semantic meaning of words when learning a language embedding for vision-language tasks.
Breaking down the components of our model in the last three lines of Table 2 (d), we show that including the multilayer neighborhood constraints (NC), language classifier (LC), and pretraining MULE (LP) all provide significant performance improvements. In fact, they can make up for much of the lost performance on the high-resource languages when sharing a single language branch in the multimodal model, with German actually outperforming its separate language-branch counterpart. French and Czech perform even better, however, with a total improvement of 8.7% and 12.5% mean recall over our reproductions of prior work, respectively. Clearly, training multiple languages together in a single model, especially those with fewer annotations, can result in dramatic improvements to performance without having to sacrifice the performance of a single language as long as some care is taken to ensure the model learns a comparable representation between languages. Our method achieves the best performance on German, French, and Czech, while still being comparable for English. MSCOCO Discussion. Table 3 reports results on MSCOCO. Here, the lower resource language is Chinese, while English and Japanese have both have considerably more annotations (although, unlike German on Multi30K, English has considerably more annotations than Japanese on this dataset). For the most part we see similar behavior on the MSCOCO dataset that we saw on Multi30K -the lower resource languages (Chinese) perform worse overall compared to the higher resource languages, but a significant portion of the performance gap is reduced when using our full model. Overall, our formulation obtains a 5.9% improvement to mean recall over our baselines for Chinese, and also improves performance by 1.6% mean recall for Japanese. However, for English, we obtain a slight decrease in performance compared with the English-only model reported on the first line in Table 3 (a).
The drop in performance on English could be due to the significant imbalance in the training data on this dataset, where more than 3/4 of the data contains only English captions. In our experiments we separated the data into three groups: English only, English-Japanese, and EnglishChinese. We ensured each group was equally represented in the minibatch, which means some images containing Japanese or Chinese captions were sampled far more than many of the English-only images. This shift in the distribu- Table 3 : Performance comparison of different language embeddings on the image-sentence retrieval task on MSCOCO.
tion of the training data may account for some of the loss of performance. We believe more sophisticated sampling strategies may help rectify these issues and re-gain the lost performance. That said, our model has significantly fewer parameters from learning a single language branch for all languages while also outperforming the PARALLEL model from prior work which learns separate language branches.
Leveraging Machine Translations
As mentioned in the introduction, an alternative for training a model to support every language would be to use Neural Machine Translation to convert a query sentence from an unsupported language into a language which there is a trained model available. We test this approach using an Englishtrained EmbN model whose performance is reported on the first lines of Table 2(a) and Table 3(a). For each non-English language, we use Google Translate to convert the sentence from the source language into English, then use an English EmbN model to compute its similarity between all the images in the test set.
The first row of Table 4 (b) reports the results of translating non-English queries into English and using the Englishonly model. On the Multi30K test set we see this performs worse on each non-English language than our MULE approach, but it does outperform some of the baselines trained on human-generated captions. Similar behavior is seen on the MSCOCO data, with Chinese-translated sentences actually performing nearly as well as human-generated English sentences. In short, using translations performs better on low-resourced languages (French, Czech, and Chinese) than the baselines. These results suggest that these translated sentences are able to capture enough information from the original language to still provide a representation that is "good enough" to be useful.
Since translations provide a good representation for performing the retrieval task, they should also be useful in training a new model. This is especially true for any sentences that were independently generated, as they might provide a novel sentence after being translated into other languages. We report the performance of using these translated sentences to augment our training set for both datasets in Ta Table 4 : Image-sentence matching results with Machine Translation data. We translate sentences between English and the other languages (e.g. En ←→ Ja and En ←→ Cn for MSCOCO) and augment our training set with these translations. Table 4 (b) we see the difference between training the non-English languages using translated sentences alone and training with both human-generated and translated sentences. Even though the human-generated Chinese captions account for less than 5% of the total Chinese training data, we still see a significant performance improvement using them, with similar results on all other languages. This suggests that humangenerated captions still provide better training data than machine translations. We also see comparing our full model to the PARALLEL-EmbN model and when using MUSE embeddings that using MULE provides performance benefits even when data is more plentiful.
Parameter Comparison
The language branch in our experiments contained 6.8M parameters. This results in 6.8M × 4 = 27.2M parameters for the PARALLEL-EmbN model proposed by Gella et al. 2017 on Multi30K (a branch for each language). MULE uses a FC layer containing 1.7M parameters to project word features into the universal embedding, so an EmbN model for Multi30K that uses MULE would have 6.8M + 1.7M × 4 = 13.6M parameters, half the number used by Gella et al. 2017 . MULE also scales better with more languages than Gella et al. 2017 . ML BERT is much larger than MULE, consisting of 12 layers with ≈ 110M parameters. Fig. 3 shows the qualitative results on our full model (MULE EmbN + NC + LC + LP). We pick the two samples and retrieve the closest sentences given an image for each language on Multi30K. For other languages, we provide English translations using Google Translate. The top example shows the perfect matching between the languages. The bottom image shows that the model overestimates contextual information from the image in the English sentence. It captures not only the correct event (car racing) but also wrong objects not presented in the image (audience and fence). This sentence came from similar images with minor differences in the test set. However, the minor differences in images can be important for matching between similar images. Learning how to accurately capture the details of an image may improve the performance in future work.
Qualitative Results
Conclusion
We investigate the bidirectional multilingual image-sentence retrieval task. We proposed learning a MULE that can handle multiple language queries with negligible language-specific parameters unlike prior work which learned completely distinct representations for each language. In addition to being more scalable, our method enables the model to transfer knowledge between languages, resulting in especially good performance on lower-resource languages. In addition, in order to overcome limited annotations, we show that leveraging Neural Machine Translation to augment a training dataset can significantly increase performance for training both a multilingual network as well as monolingual model. Although our work primarily focused on image-sentence retrieval task, our approach is modular and can be easily incorporated into many other vision-language models and tasks.
Implementation Details
We train our models for 20 epochs using Adam (Kingma and Ba 2014) with a learning rate of 1e-4 that we decay exponentially with a batch size of 500 images. After obtaining the 300-dimensional FastText embeddings (Bojanowski et al. 2017) , they are projected into a 512-dimensional universal embedding. Then, the univeral embedding features are fed into an LSTM with 1024 units before being projected into the final 512-dimensional multimodal embedding space. We extract our image representation using a 152-layer ResNet that was trained on ImageNet (Deng et al. 2009 ). An image representation was averaged over 10 crops with input image dimensions of 448x448, resulting in a 2048-dimensional image representation. After obtaining out 2048-dimensional image features, we use a pair of fully connected layers with output sizes of 2048 and 512, respectively, to project the image features into the shared multimodal embedding space. These fully connected layers are separated with a ReLU non-linearity and use batch normalization (Ioffe and Szegedy 2015) . Our language classifier is implemented as a single fully connected layer that takes mean-pooled universal embedding features as an input. We set all the λ values from Eq.4 to 1. For all distance computations, we use cosine distance. While we keep the ResNet fixed in our experiments, we fine-tune the FastText embeddings during training. As done in Burns et al. 2019 , we L2 regularize the word embeddings to help avoid catastrophic forgetting using a regularization weight of 5e-7.
Minibatch Construction
In this section we explain how we set up a batch for training. We use a batch size of different 500 images for both Multi30K and MSCOCO. For Multi30K, all sentences can be paired with each language. However, there are five sentences per image for English and German, but only one sentence per image for Czech and French. Therefore, given an image, we randomly choose two sentences for English and German but one sentence for Czech and French (for a total of six sentences per image). For MSCOCO, the number of availability of different languages during training is significantly unbalanced. English has 606K sentences for 121K images, Japanese has 122K sentences for 26K images, and Chinese has 20K sentences for 18K images. This results in five sentences per image for every image containing English and Japanese, but only 1-2 sentences per image for Chinese. In addition, only about 4K images are shared (paired) across all three languages. We separate the data into three groups: English only, English-Japanese, and English-Chinese. We sample images from each group equally. Given an image, we randomly choose two sentences for English and Japanese but only select one sentence for Chinese. As a reminder, for all triplet loss functions (i.e., the multi-layer neighborhood constraints and image-sentence matching loss), we enumerate all possible triplets in a minibatch and keep at most 10 triplets with the highest loss.
Multiglingual BERT
In order to compute the sentence-level representation from the multilingual BERT (Devlin et al. 2018) , we use the publicly available pretrained model and use the public API "bert-as-service" 3 , which takes a mean-pooling strategy for a sentence embedding. After we compute the sentence-level embedding, we cache the features and use these features to training. Although we might be able to improve performance by fine-tuning the ML BERT model, its large size (≈ 110M parameters) makes it impossible to fit into GPU memory with the very large number of image-sentence pairs and additional model parameters used for training.
Detailed Analysis
In the main paper, we report mean recall (mR) which is an average score of Recall@1, Recall@5, and Recall@10 on Image-Sentence retrieval. In the supplementary material, we report all the scores at each threshold on Multi30K (1) Our model allows lowresource languages to transfer knowledge from other languages while being more scalable than baselines; (2) MULE performs better than MUSE and ML-BERT in most cases; (3) For low-resource languages, Machine Translation provides additional supervision and can be used as data augmentation. With the augmentation, our model improves mean recall by a large margin and obtains the highest scores on MSCOCO and Multi30k. In addition, the augmentation also improves mean recall on English.
Comparison on Visual Features
As shown in Burns et al. 2019 , EmbN is the state-of-theart image-sentence model when using image-level ResNet features and good language features. However, prior work comparing cross-lingual image-sentence retrieval models only reported performance using VGG features. These include VSE (Kiros, Salakhutdinov, and Zemel 2015) , Order Embeddings (Vendrov et al. 2016) , PARALLEL-SYM/ASYM (Gella et al. 2017) , and our implementation of EmbN ). 
Non-English Languages on Multi30K
From Table 6 to . At the same time, our method is more scalable than others by using a universal embedding and a shared LSTM. The results show that our model transfer knowledge between languages and the performances of the lowresource languages are improved due to the alignment in languages. Especially for low-resource languages (i.e. French and Czech), the improvement is more significant than that of German. By comparing the number of (b, c) and (d) in Tables 6, 7 , 8, MUSE and multilingual BERT perform worse than our MULE. In addition, we observe that the lowresource languages can take benefit from Machine Translation. Comparing Table 7 (a) and 
Non-English Languages on MSCOCO
We see similar behavior on MSCOCO that our method performs better on low-resource languages than the baselines. The big difference from Multi30K is that Machine Translation significantly improves performances on Chinese as shown in Table 9 (d). This could be due to the fact that the number of Chinese annotations is much less than that of other languages. Based on the observation, we augment the dataset with Machine Translation. We show that our model with the augmentation obtain the highest scores as shown in Table 9 (e) and Table 10 (e). Our approach with the data augmentation improves mean recall by 20.2% for Chinese and 7.6% for Japanese compared to the baseline PARALLELEmbN. 
English on Multi30K and MSCOCO
