The evolution of a finite population at linkage equilibrium is described in terms of the dynamics of phenotype distribution cumulants. This provides a powerful method for describing evolutionary transients and we elucidate the relationship between the cumulant dynamics and the diffusion approximation. A separation of time-scales between the first and higher cumulants for low mutation rates is demonstrated in the diffusion limit and provides a significant simplification of the dynamical system. However, the diffusion limit may not be appropriate for strong selection as the standard Fisher-Wright model of genetic drift can break down in this case. Two novel examples of this effect are considered: we shown that the dynamics may depend on the number of loci under strong directional selection and that environmental variance results in a reduced effective population size. We also consider a simple model of a changing environment which cannot be described by a diffusion equation and we derive the optimal mutation rate for this case.
I. INTRODUCTION
Modelling the evolution of a finite population is difficult because of fluctuations introduced by genetic drift. The most influential approach to date has been to formulate a model of the allele frequency dynamics which incorporates drift and selection at the genic level (for models of molecular evolution we might be considering individual nucleotides but we will use gene nomenclature and talk of the alternative alleles at each locus). The resulting model can be analysed using the theory of Markov chains or more usually by invoking a diffusion approximation (see, for example, [5] ). However, selection acts on the phenotype and it is therefore not always obvious how this should be interpreted as genic selection pressure at an individual locus. This is especially true when there is little recombination and linkage equilibrium cannot be assumed. Genetic drift also acts on the phenotype and will be enhanced by strong selection, so we cannot necessarily decouple the effects of drift and selection. Alternatively, a number of theoretical models of selection have been developed which model evolution at the phenotype level. Such models typically describe the population by a small number of descriptive statistics, such as moments or cumulants of the phenotype distribution. These models are often useful when describing selection on quantitative traits in infinite populations [3, 23, 4] and have also been used to develop theories of asexual evolution in finite populations [10, 16] . A description in terms of phenotype cumulants often proves useful because it is sometimes possible to describe the population by a relatively small number of cumulants. This is because cumulants of increasing order will typically have decreasing impact, a feature not shared by the distribution moments. Standard cumulants are appropriate for describing deviations from a Gaussian distribution [22] , while factorial cumulants can be useful when the distribution is close to a Poisson distribution [4] .
In this paper we consider a model in which we follow the cumulants of an additive phenotype trait. We consider a finite population of fixed size with binary alleles and our theory assumes linkage equilibrium. This is classical problem which would usually be considered appropriate for a single locus allele frequency model mapped onto a diffusion equation, although we show that such an approach is not always applicable. By studying this basic model we hope to better understand the relationship between allele frequency dynamics and cumulant dynamics, to explore the diffusion approximation in the cumulant context and to demonstrate how the cumulant approach provides a powerful method for modelling the evolutionary transients in a finite population, such as the rate of approach to equilibrium. We show that even at linkage equilibrium a single locus allele frequency model can break down because effects at every locus have to be considered together under strong selection. To demonstrate the flexibility of our approach we also consider a simple model of evolution in a temporally changing environment which cannot be described by a diffusion equation.
The paper begins with a derivation of the first two moments of the allele frequency after selection from first principles, using an asymptotic expansion appropriate for large population size or weak selection. Our approach differs from the usual derivation because we consider selection to act at the phenotype rather than the gene level. This is in contrast to the standard Fisher-Wright model of drift and selection in which it is assumed that allele frequencies are distributed according to a binomial distribution [6, 25] . We do not make this assumption since it is uncleará priori whether we are justified in decoupling drift from selection. Certainly, strong selection can greatly enhance finite population effects and we show that the standard Fisher-Wright model of drift only emerges by assuming sufficiently weak selection or sufficiently small variance in fitness within the population. The fitness variance depends on effects at all loci and therefore the dynamics cannot always be captured by a single locus theory, even at linkage equilibrium.
We derive dynamical equations for the cumulants in a closely related manner to the allele frequency result. The cumulant equations are linear in the diffusion limit and are consistent with the diffusion equation result for selection and mutation. Since the equations are linear in this limit, fluctuations do not lead to systematic errors and they describe an exact dynamics for averaged cumulants. However, in principle we have to follow an infinite number of cumulants due to the selection equations coupling to higher moments. A simple truncation approximation is shown to work very well and we provide evidence suggesting that the truncated system converges to the correct equilibrium result as the truncation order is increased. The advantage of the cumulant approach is demonstrated by an analysis of the evolutionary transient and we provide an analytical approximation for the rate of approach to equilibrium in the diffusion limit. We then show how this result can be used to determine the optimal mutation rate schedule. For large variance in fitness the diffusion approximation is not appropriate and we demonstrate a strong dependence on the number of loci considered, in direct contrast to the single locus picture. We show how environmental variance also increases the impact of genetic drift, resulting in a reduced effective population size. In our final example we consider a simple model of a changing environment and demonstrate how the optimal mutation rate can be obtained in this case. For this problem there is no obvious mapping to a diffusion equation because fluctuations do not scale appropriately and our results therefore demonstrate the usefulness of the cumulant approach. In conclusion we discuss the difference between the linkage-equilibrium case considered here and the asexual cumulant dynamics which has recently been considered using a similar formulation [16] .
II. THE MODEL
We consider a haploid population of fixed size N. We label population members α = 1, 2, . . . N and loci by i = 1, 2, . . . L. We choose a new population from the old population with replacement with probability p α , which is proportional to fitness W α ,
In this paper we will mostly restrict our attention to a simple multiplicative fitness,
where we consider binary alleles x α i ∈ {0, 1}. We denote the expected value of alleles x α i
at site i before selection by X i . We consider the standard case where the population has fixed size but we find it useful to consider a theoretical model in which a finite population is considered a random sample from an infinite population. This is purely for theoretical convenience and is entirely equivalent to maintaining a fixed population size throughout. We consider the following evolutionary model:
• Initially, consider an infinite population with allele frequency X i at site i. We randomly choose N alleles
at each site in the finite population independently according to,
The simplification used here is that the population is at linkage equilibrium. This assumes recombination is sufficiently disruptive to break up any linkage disequilibrium introduced by selection.
• We then create a new infinite population through selection which will have allele frequencies given by,
• We also include mutation and for symmetrical mutation with probability u the infinite population allele frequency changes deterministically from X i to,
The above procedure can be iterated for a number of generations and is formally equivalent to a model of evolution in a finite population of fixed size.
III. ALLELE FREQUENCY DYNAMICS
In this section we derive statistics describing the change in allele frequency due to selection in order to determine the range of validity the Fisher-Wright model of drift and related single-site diffusion models.
For the diffusion approximation it is sufficient to know the mean and variance of X s i in order to solve the dynamics. These are defined by,
where the angled brackets denote an average over the allele distribution in Eq. (3). These averages are typically very difficult to compute. However, we can use an asymptotic expansion which is valid for sufficiently large N in order to find an analytical solution, as long as the fitness of each population member is only a function of its own alleles. The calculation is carried through in appendix A where we show that,
Here, the brackets again denote an average over the allele distribution in Eq. (3) with all α indices removed. In this paper we will mostly consider the simple multiplicative fitness defined by Eq. (2) . In this case we find that,
Substituting these expressions into Eqs. (7) we find,
where f ( X) is a function of the allele frequencies at every site (defined after Eq. (13) in the next section). The validity of the asymptotic expansion used here has been checked for the case of exponential directional selection on a trait, with traits drawn from a Gaussian distribution [18] . In this case the expansion was shown to hold forŝ ≪ 2 log(N)/K 2 , where K 2 is the trait distribution variance andŝ ≡ − log(1 − s) (ŝ ≃ s for s ≪ 1, as will usually be the case in this paper). A Gaussian trait distribution will be a reasonable approximation to the multiplicative case studied here unless the population is close to fixation at an appreciable number of sites. This indicates that for s ≪ 1, s should be O( log(N)/L) or less for the expansion to be valid. Further work is required to determine the validity of this asymptotic expansion for populations which are far from Gaussian.
We are often interested in small s and to leading order in s we have,
where,
The expression for V s i above corresponds closely to the Fisher-Wright model of drift, except for a correction due to increased genetic drift in the presence of selection. We are interested in the range of validity of the above expressions. Under the standard diffusion model we choose s ∼ O(1/N) and take the limit N → ∞. In this case the above equations reduce to the standard case (in which f ( X) = 0) as long as L is less than O(N 2 log(N)). If we also include mutation the solution for the fixed point allele distribution is then given by Wright's famous equilibrium result [26] which is described in appendix B. The standard result can break down if the number of loci under selection is very large but this number of loci seems excessive. A more interesting situation, perhaps, is where s remains finite. In this case the correction term can have a significant impact for more realistic values of L. However, f ( X) is proportional to the heterozygosity averaged over sites (to second order in s) and will therefore be greatly suppressed when the population is close to fixation. In practice the correction will probably only be relevant for relatively short periods of sustained directional selection. Under fluctuating selection the correction may remain significant, since the variance in s and the heterozygosity may be significant in this case. In section VI B we show how strong environmental variance can also increase the finite population correction.
IV. CUMULANT DYNAMICS
As we saw in the previous section, the Fisher-Wright model for drift can break down when the dynamics of alleles at multiple loci in a finite population is modelled correctly. This implies that there may be interesting behaviour not captured by the diffusion approximation, even when the population is close to linkage equilibrium, and provides one motivation for an alternative theoretical framework. It is also difficult to model evolutionary dynamics away from equilibrium using the diffusion approach, except in the simplest cases. Instead of following the allele frequency dynamics explicitly, here we will consider a set of quantities describing the distribution of allele frequencies in the population.
A. Cumulants at linkage equilibrium
The quantities we choose are cumulants of the number of advantageous alleles per population member Z α ≡ L i=1 x α i which can be considered a trait undergoing exponential selection. The first two cumulants are the mean and variance of the trait distribution while higher cumulants measure deviations from a Gaussian distribution. Let κ n be the nth cumulant of a finite population, which is defined by [22] ,
We follow the cumulants of an infinite population at linkage equilibrium (call them K n ) from which our finite population is a sample (see section II). In this case the above sum can be replaced by an average over the allele distribution. We find,
The first few such cumulants are,
If we consider a large enough number of loci then we expect these quantities to be distributed close to their average behaviour over an ensemble of population trajectories. This expectation stems from the fact that the quantities we use are summed over sites, so we expect some form of law of large numbers to hold. We therefore choose only to follow the expected trajectory of a single population. Comparison with simulations shows this to be an excellent approximation, at least for the parameter values considered in this paper. It is also noted below that the dynamical equations are linear in the diffusion limit. In this case fluctuations will not lead to systematic errors building up and we are rigorously justified in following the dynamics of averaged quantities, irrespective of the number of loci. In the next two sections we derive the expectation values of the cumulants after selection and mutation.
B. Selection
The expected cumulants after selection (assuming recombination returns us to linkage equilibrium) are given by,
The allele frequency at each site after selection X s i is defined in Eq. (4) and the angled brackets denote an average over the allele distribution in Eq. (3). Using a similar asymptotic expansion to that introduced in the previous section leads to the following approximation (see appendix A),
where C is independent of γ and the functions g n (X i , γ) and f ( X) are defined,
Unfortunately, the expression in Eq. (13) is in terms of allele frequencies and we have not found an explicit representation for the cumulants after selection in terms of cumulants before selection. However, after expanding in s we can use Eq. (11) to convert sums over powers of allele frequencies into cumulants. We automate this process using Mathematica, a symbolic programing language [24] . The results to second order in s for the first four cumulants are given in appendix C, Eqs. (C1). The cumulants are always coupled to a number of higher cumulants equal to the order of s considered. So, for example, Eqs. (C1) all contain the next two higher cumulants on the right hand side.
C. Mutation
Similarly we can write the cumulants after mutation as,
where X m i is defined in Eq. (5). In this case the cumulants after mutation can be written exactly in terms of the cumulants before mutation,
The results for the first four cumulants to second order in u are given in appendix C. The mutation expressions do not rely on linkage equilibrium and are equivalent to the asexual results [16] .
V. WEAK SELECTION
The dynamical equations for selection are non-linear and rather complex in general. However, for weak selection we can make significant progress by dropping terms of high order in s, leading to a linear dynamical system for both selection and mutation. The most convenient scaling for s and u is to make them the same order as finite population effects. This gives us the same limit adopted in the diffusion equation approach and we describe the resulting linear dynamical system below.
A. The diffusion limit
In the diffusion limit we take s ∼ O(1/N) and u ∼ O(1/N) as N → ∞ in order for the allele frequency fluctuations to scale appropriately. The equilibrium distribution of allele frequencies in this case is given by Wright's equilibrium result [26] which we describe in appendix B. There we show how to derive relationships between the expected cumulants of a population whose alleles are distributed according to this distribution. In the same limit we can expand Eqs. (13) and (15), assuming L is small enough to set Lf ( X) = 0 in the selection result. In this case the result for the expected cumulants after selection is,
We have not found a closed form expression for the right hand side in terms of cumulants, but Eq. (11) can be used to convert allele frequencies into cumulants. This expression can be derived directly from the diffusion equation for selection and drift using the moment equation approach [15] [5, p.136] (this also holds when mutation is included). The cumulant dynamics is therefore consistent with the diffusion equation in this limit, as one would have hoped.
Defining an increment in time δt ≡ N −1 and letting S ≡ Ns and U ≡ Nu we obtain a set of linear first order differential equations for the average cumulants as N → ∞,
where
T and,
Clearly L is just a scaling factor here and only plays a trivial role. This is a consequence of the allele frequency dynamics decoupling between sites in the diffusion limit. In general Eq. (17) is an infinite dimensional system and the equations do not form a closed finite set. For non-zero S it is therefore difficult to proceed (some progress can be made for small S, however, as we show in appendix D). However, we introduce an approximate closed set of equations by truncating the set of cumulants at some point, setting all higher cumulants to zero. This seems to provide an excellent approximation for the linkage disequilibrium case considered here and has also been shown to describe asexual dynamics well for certain parameter ranges [16] . In Fig. 1 we show the difference in the first two cumulants for the truncated system fixed point and the correct fixed point result. The difference diminishes rapidly (exponentially it seems) as the truncation order in increased, although a higher order of truncation seems to be required as the selection strength is increased. The fixed point is given by the solution of G k * = UL b and for the first few cumulants it is straightforward to check that this set of cumulant equations is consistent with recursions derived from Wright's equilibrium distribution (see appendix B).
The solution to Eq. (17) can be written in terms of a diagonal matrix of eigenvalues D = [λ i δ ij ] and the associated matrix of eigenvectors V of G (defined by
We have not been able to find a general expression for the eigenvalues but it is instructive to consider the result for small S and U. For S = 0, G is lower triangular and the eigenvalues are just the diagonal components. Asymptotically the decay is determined by the slowest mode (with the smallest eigenvalue). One eigenvalue is proportional to U while the rest have constant terms, so clearly this mode will be slowest for small U. The eigenvector associated with this mode is O(1/U) in the first entry and O(1) in all other non-zero entries while the matrix of eigenvectors is lower triangular, so that the slow mode is the only mode affecting the first cumulant. The slow mode is therefore mainly associated with the first cumulant and the higher cumulants can be coupled to the slow mode through the first cumulant, as we describe in the next section. In appendix D we show that corrections to this result are small to first order in S using a perturbation expansion which is valid for any order of truncation.
In Fig. 2 we show the three smallest eigenvalues determined numerically as a function of S for U = 0.01 and U = 0.1. The figure indicates that the separation of time-scales between the slow mode and all the others persists even for S > 1 when U is small.
B. Adiabatic elimination
For small U and S the results described above suggest that the slow mode is mainly associated with the first cumulant. We therefore make the assumption that the other cumulants evolve on a faster time-scale than the first, reaching a quasi-equilibrium with the first cumulant assumed to be constant. Setting these variables to their quasi-equilibrium value is called adiabatic elimination of fast variables in the stochastic dynamics literature [7] . As described above we truncate the equations by setting the cumulants higher than some pre-determined degree to zero. At each point in the dynamics we can solve the fixed point equations for K n≥2 for a given K 1 , since this is just a set of linear equations. We can then determine the velocity of the first cumulant,
where K * 2 is the quasi-equilibrium variance. In general K * 2 is a rather complex function of U and S but we find that the solution is often reasonably accurate for low order cumulant truncations. For example, if we only keep the first four cumulants we have to solve a set of three linear equations and we find,
.
This shows that the rate of change in the mean is linearly related to the mean, indicating an exponential convergence to equilibrium with a single dominant mode as expected. It should be noted that although a small number of cumulants will often suffice, the Gaussian approximation (with only two cumulants) is typically not good and the number of cumulants required for good accuracy tends to increase with the selection strength (recall Fig. 1 ). Although the adiabatic elimination method is only expected to work for small U and S, we find reasonable agreement with the asymptotic dynamics for U ≃ 1 and S ≃ 1. Further work is required to determine how useful the approximation is for larger values of S.
In the left hand part of Fig. 3 we compare the four cumulant adiabatic elimination result described above to averaged results from simulations of a finite population undergoing free recombination. Half of the simulations were started from a population with each member having all alleles set to zero while the other half were started with all alleles set to one. The figure shows the average velocity of the population as it approaches the fixed point from either extreme. The values of U range from about 3 (lowest line) to 0.05 (highest line) and we observe that the simulations approach the adiabatic elimination result more rapidly as U is reduced. It should be noted that L does not play any fundamental role here and we only use u = 1/L because this is convenient for our simulations. The figure here is very similar to Fig. 2 in [17] which shows simulations of the dynamics for the same parameter values. In that paper the sexual population was shown to have a significantly higher mean equilibrium fitness as compared to an asexual population.
C. Optimal mutation schedule
In the previous section we showed how to obtain the rate of change of the first cumulant as a function of U and S for small U. We can easily optimise this quantity (or equivalently the mean log-fitness) with respect to the mutation rate in order to determine the optimal mutation rate schedule. This is of particular interest when considering the optimal choice of parameters in a genetic algorithm, our original motivation for studying evolutionary dynamics, but may also be of some interest in the context of evolutionary biology. For example, we may be interested in whether genetic modifiers will optimise group fitness, in which case knowing the optimal group strategy is useful. We may also be interested in optimising the parameters of artificial evolutionary technologies which are now becoming widespread and can incorporate recombination [21] . The right hand part of Fig. 3 shows the optimum mutation rate schedule as a function of the mean, for various values of S. We used a six cumulant adiabatic elimination result to determine these results, since a higher accuracy is required for increased S. The fact that the asymptotically optimal mutation rate is zero should come as no surprise since the environment is constant. In section VII we consider a simple model of a changing environment in which case the asymptotically optimal mutation rate is finite.
VI. STRONG SELECTION
In the previous section we considered the situation in which s was small enough for us to ignore higher order terms in the selection equations. Here we consider the case in which selection is strong, in the sense that the fitness variance within the population is large. This can be due to a number of factors, such as large s, many loci or environmental variance. If the population is under strong selection pressure then the Fisher-Wright model of drift may break down, because strong selection enhances genetic drift. Here we consider two examples of this effect. In the first case we show how the dynamics can be sensitive to the number of loci under consideration, in contrast to the diffusion picture where L acts as a trivial scaling factor and alleles at different loci do not interact on average. In our second example we show how environmental variance can increase finite population effects, resulting in a reduced effective population size.
A. Dependence on the number of loci
In Fig. 4 we show the first two averaged cumulants of a population starting with all alleles set to zero, for L = 32 and L = 960. The data points are averaged over 1000 different realizations of the dynamics. In addition, two theoretical curves show the results found by iterating our cumulant dynamical equations, truncating at the 10th cumulant and keeping terms up to fourth order in s. There are two sets of simulation results for L = 960. Triangles show the results for free recombination while the circles are for simulations of a population brought to linkage equilibrium before selection each generation (the L = 32 results are for free recombination). Our theoretical model assumes linkage equilibrium and this is reflected in the excellent fit to the linkage equilibrium results. However, it is clear that enhanced finite population effects due to increasing the number of loci coincides with the introduction of significant linkage disequilibrium, even under free recombination. Our model is therefore unable to describe this regime accurately.
B. Environmental variance
Introducing non-specific environmental effects (noise) in the fitness provides an interesting example of how the Fisher-Wright drift model can break down without introducing significant linkage disequilibrium. Such noise is due to essentially random factors affecting phenotype expression or fitness determination. We might also use noise to model contributions due to genetic effects at unlinked loci not considered explicitly. If we definê s ≡ − log(1 − s) then we can write the multiplicative fitness as,
is the number of advantageous alleles which can be considered to be a trait undergoing exponential directional selection. A simple model of environmental noise is Gaussian noise in the log-fitness,
If we are modelling noise in the trait then the standard deviation σ e should be proportional toŝ. However, if we are modelling noise due to environmental effects on the fitness but independent of the trait then σ e can be considered independent ofŝ. We have previously considered noise of this form in the context of genetic algorithms where it was noted that infinite population models are unaffected [20] . In an infinite population the effects of this type of noise cancel completely and the number of copies of each population member in the next generation is unaltered. This is clearly not the case in a finite population, since fluctuations due to noise increase the impact of genetic drift. However, it is difficult to see how one can include this into the Fisher-Wright model of drift, which ignores increased drift due to selection. Including the average over noise in Eqs. (7) and (12) one finds that the term proportional to 1/N in each case is increased by a factor of e σ 2 e . This demonstrates that noise corresponds to an effective reduction in the population size. The resulting effective population size N e is,
The same rescaling also applies to the asexual selection expressions [20] . Notice that this effect is typically small if σ e ∝ŝ as would be the case if noise corrupted the trait.
In Fig. 5 we show the effect of environmental noise with σ e = 1 using the L = 32 example from the previous section (compare with Fig. 4) . The finite population effects are increased to a similar extent, resulting in a significant difference between the population trajectories for the simulations with and without noise. However, in this case the theory accurately describes the dynamics for a population undergoing free recombination because there is no significant build up in linkage disequilibrium.
VII. MODELLING A CHANGING ENVIRONMENT
To demonstrate the flexibility of the cumulant approach we consider a simple model of a changing environment which cannot be cast as a diffusion equation. Consider a trait of the form,
where we choose J i ∈ {0, 1} to determine which allele is optimal at site i. For any fixed set J = (J 1 , J 2 , . . . , J L ) this is exactly equivalent to the standard multiplicative landscape considered previously, but we would now like to introduce a dynamics in J so that we have a changing environment. We choose to change J i at every site each generation with probability θ,
where ǫ i = 1 with probability θ , 0 with probability 1 − θ .
To first order in s this is equivalent to changing s → −s at site i with probability θ each generation, changing a previously advantageous allele to a disadvantageous allele. This is similar to the model introduced by Kimura to determine the optimal mutation rate in terms of minimising genetic load [13] . However, Kimura studied the infinite population deterministic theory and later modifier theories also considered the infinite population limit of similar models [14, 11] . Models of finite populations in rapidly fluctuating environments have been considered using the diffusion approximation [2] and rapidly fluctuating environments have also been used to develop modifier theories [8] . The reason the current model has not been considered under the diffusion framework is presumably because fluctuations do not scale appropriately, as we shall see below.
A. Dynamics
An equivalent evolution (in terms of fitness) is obtained by fixing J i and changing all the alleles at site i in every population member. In this case we have exactly the same dynamics as for the standard multiplicative case except every generation we change allele frequencies according to,
This is equivalent to the change under mutation (see Eq. (5)) except that unlike the mutation rate, ǫ i is a stochastic variable which has to be averaged each generation in order to determine the averaged trajectory. The moments of the change in allele frequency can easily be determined,
Since the higher than second moments are of the same order as the first two it is difficult to see how one can approximate this problem using a diffusion equation. The expected change in the cumulants can easily be calculated by replacing u n by ǫ n i = θ in the mutation results given by Eq. (15) . For the first four cumulants we find,
where the brackets denote averages over ǫ.
As in the stationary environment it is useful to consider the large N limit and we introduce Θ = Nθ before taking N → ∞. As before we find that the dynamics are well described for small Θ and U by invoking an adiabatic elimination of all the cumulants higher than the first. Repeating the calculations leading to Eqs. (20) and (21) we find that in this case,
where K * 2 is the quasi-equilibrium variance. For the same four cumulant case considered in Eq. (21) we find,
In Fig. 6 we compare this result to averaged results from simulations of a finite population under free recombination. The parameters are the same as for the top two curves in Fig. 3 except we have a changing environment with Θ = 0.01. The fixed points (where the lines cross the dashed line) have been shifted so that the population has a similar mean log-fitness in both cases. As the mutation rate is lowered further the fixed point will be shifted to the left, indicating that the optimal mutation rate is finite.
B. Optimal mutation rate
As for the stationary environment we can optimise the mutation rate with respect to the average first cumulant (or equivalently the mean log-fitness). However, in the present case there is a non-zero asymptotically optimal level for the mutation rate. This value is easily obtained by numerically optimising the fixed point with respect to U. In the right hand part of Fig. 6 we show the optimal mutation rate as a function of Θ for various values of S, using a six cumulant theory. Increasing the truncation order does not make an appreciable difference for these parameter values. For small S the optimal mutation curves approaches a particularly simple limit,
This result is easily determined from the two cumulant approximation (obtained by observing that K 3 → 0 as S → 0). If we write this result in terms of the unscaled parameters u and θ we find u opt ∼ θ/N, suggesting that larger populations require a smaller mutation rate to deal effectively with environmental changes. It would be most interesting to investigate the effect of genetic modifiers in an environment of this type in a finite population to see whether an optimal mutation rate close to this value could be attained through evolution without invoking group selection arguments. The limit considered here differs from related models of genetic load which consider infinite populations [13] and use deterministic differential equations to describe the allele frequency dynamics. The two regimes can perhaps be related by studying the strong selection dynamics in the present formalism but we have not found a simple expression for the optimal mutation rate in this case.
VIII. CONCLUSION
In this paper we modelled the evolution of a finite population at linkage equilibrium using equations describing the dynamics of the phenotype distribution cumulants. Our study was mainly restricted to a stationary multiplicative landscape, although we also considered a simple model of a temporally changing environment. We explored the relationship between the cumulant dynamics and the diffusion approximation and showed an equivalence between the two methods in the diffusion limit. A simple truncation of the cumulants was found to provide an accurate description of the dynamics for a fairly broad range of population parameter values. The utility of the cumulant approach was demonstrated by determining analytical approximations describing the evolutionary transients and by determining optimal mutation rates for the stationary and changing environment. We also determined the range of validity of the Fisher-Wright model of drift and showed how this could break down, resulting also in the break down of the standard diffusion model. In particular, we showed how environmental variance could result in a reduced effective population size and we demonstrated that the dynamics can depend on the number of loci under strong selection even when the population is at linkage equilibrium.
It is interesting to compare our dynamical system to the asexual cumulant equations derived using a similar formulation [16] . Prügell-Bennett found that it was necessary to model the population fluctuations as well as the average population trajectory, because fluctuations were found to have a significant systematic affect on the average population trajectory. In appendix E we write the expected value of cumulants of the phenotype distribution after selection without the return to linkage equilibrium assumed in this paper. These should be compared to the linkage equilibrium results in appendix C. To first order in s and N −1 (the only terms surviving in the diffusion limit) the equations for the first three cumulants are exactly the same. However, the expressions for the fourth cumulant differ and a non-linear term is introduced into the asexual expressions (quadratic in K 2 ). For the higher cumulants (or for higher order in s) we find more non-linear terms entering the asexual dynamics expressions. This explains the difficulty in finding a general solution to the asexual case, since fluctuations have a systematic effect on the mean population trajectory as noted by Prügell-Bennett. Our linear analysis can therefore not be extended to the asexual case, although it is possible that adiabatic elimination may still provide a useful approximation in a non-linear context.
Probably the most challenging extension of this work would be to sexual populations with significant linkage disequilibrium. Our current approach to this problem is to attempt to infer the population structure under linkage disequilibrium by a form of maximum entropy inference, with constraints on a number of statistics describing the distribution of allele frequencies and phenotypes. Maximum entropy methods have already been applied to the inference of allele frequencies in problems with non-uniform allele contributions at different loci, with some success [19] . However, the extension to problems with significant linkage equilibrium seems particularly difficult, perhaps because of the structured nature of correlations between population members.
[ We can determine the averages in Eq. (6) and (12) for sufficiently large N using an asymptotic expansion which is particularly useful for dealing with ratios and logarithms. Using the definition of the fitness of population member α, W α , in Eq. (1) we can write M s i as,
where we have introduced the integral in t for convenience. The brackets denote an average over the allele distribution for all population members,
If the fitness of each population member is independent of alleles in other population members we can decouple the average and exchange the order of averaging and integration to get,
is the fitness of a single population member and the brackets now denote an average over the alleles of a single population member,
For sufficiently large N or small variance in fitness the t integral is dominated by values of t close to zero and we can expand,
Substituting these approximations back into Eq. (A2) and keeping the first order in 1/N we get the result in Eq. (7). We use a similar method to determine the results for V s i and G i using the identities,
APPENDIX B: WRIGHT'S DISTRIBUTION
Wright determined the fixed point of a population at linkage equilibrium under the Fisher-Wright model of drift [26] . Kimura later showed this to also be the solution to the related diffusion equation [12] . For the haploid multiplicative case under consideration here the distribution of allele frequencies is (where U ≡ Nu and S ≡ Ns),
and F (; , ; , ; ) is the Kummer confluent Hypergeometric function. The moments of this distribution can be shown to be related through the following recursion formula,
We can use this to determine relationships between the expected population cumulants using the definition in Eq. (11) . For the first few we find,
APPENDIX C: SECOND ORDER CUMULANT EQUATIONS
To second order in s and first order in sN −1 the expected values of the first four cumulants after selection are,
To second order in u the first four cumulants after mutation are,
APPENDIX D: SEPARATION OF TIME-SCALES Consider the linear system in Eq. (17) . The linear operator G(S, U) is lower triangular for S = 0 and the eigenvalues are just the diagonal components. The eigenvectors can be determined by back-substitution,
where v (0) ij denotes the ith component of the jth eigenvector for S = 0. Since the first column of G is O(U) while the rest are O(1) it follows that the first component of the first eigenvector is a factor 1/U larger than other non-zero components of that vector. The matrix whose columns are eigenvectors is also lower triangular, so that the fast decaying modes make zero contribution to the first cumulant. Thus, as U → 0 the slow mode decays increasingly slowly and almost all the weight of the mode is in the first cumulant. To demonstrate this explicitly consider the solution of Eq. (19) for the first few cumulants. The conjugate transpose of G can also be determined by back-substitution, so the solution can be determined for an arbitrary cumulant truncation although there may be other solutions to the infinite dimensional system. We find (dropping the expectation brackets around each cumulant),
The fast modes do not contribute to the change in the mean while the slow mode contributes to the higher cumulants only through K 1 . Perturbation theory can be used to verify that this picture holds also for small S. The method we use is due to [1, p. 
where C ≡ V −1 ∆V. To determine the kth eigenvalue λ k to first order in S we apply a similarity transformation to the above equation using the diagonal matrix with components 1 + (Sα − 1)δ ik . We then apply Gershgorin's theorem [9, formula 15 .814] which implies that the eigenvalues are on disks in the complex plane centred at points and with radii given below, centre radius
If α is chosen sufficiently large and S sufficiently small that the kth eigenvalue is the only eigenvalue found in the first disk, the location of that eigenvalue is bounded,
From the structure of V and V −1 it follows that, 1. Diagonal terms of C are zero 2. The number of terms which contribute to any particular radius is finite as the size of the matrix diverges.
Thus, the application of Gershgorin's theorem outlined above is independent of the order of the truncation. It follows that the eigenvalues are unchanged to first order in S,
The eigenvectors are changed, however, and can be found to first order in S by backsubstitution in G(U, S). In both V and V −1 the lower diagonal terms which were non-zero are unchanged, the lower diagonal terms which were zero are now O(S) and diagonal terms one up from the main diagonal (e.g. V i,i+1 ) are now O(S). This means that there is now O(S) of the next higher mode mixed into each component. So, the first cumulant has O(S) of first sub-dominant mode, which decays at rate 1 + 4U, and O(1) of the dominant mode. The higher cumulants have O(SU) or O(U) of the slow mode mixed in.
The perturbation expansion can be extended to higher order in S showing that the eigenvalues have terms coming in which are quadratic in S,
Notice that the first eigenvalue, which determines the slow decay mode, remains O(U) to second order in S. In Fig. 2 we plot the numerically derived eigenvalues for U = 0.1 and U = 0.01 as a function of S. This figure indicates that the separation of time-scales persists even for S > 1 when U is small.
APPENDIX E: ASEXUAL DYNAMICS
The expected cumulants after selection in an asexual population (ie. without a return to linkage equilibrium) can be found using a similar asymptotic expansion to that described in appendix A [18] . If we defineŝ ≡ − log(1 − s) we have,
The expressions to first order in s and N −1 for the first four cumulants are, 
√
Θ.
