This paper is the third in a series devoted to the development of a rigorous renormalisation group method for lattice field theories involving boson fields, fermion fields, or both. In this paper, we motivate and present a general approach towards second-order perturbative renormalisation, and apply it to a specific supersymmetric field theory which represents the continuous-time weakly self-avoiding walk on Z d . Our focus in this paper is on the critical dimension d = 4. The results include the derivation of the perturbative flow of the coupling constants, with accompanying estimates on the coefficients in the flow. These are essential results for subsequent application to the 4-dimensional weakly self-avoiding walk, and also to the 4-dimensional n-component |ϕ| 4 spin model, including a proof of existence of logarithmic corrections to their critical scaling.
Introduction
Within theoretical physics, in the study of critical phenomena, or quantum field theory, or manybody theory, the calculation of physically relevant quantities such as critical exponents or particle mass is routinely carried out in a perturbative fashion. The perturbative calculations involve tracking the flow of coupling constants which parametrise a dynamical system evolving under renormalisation group transformations. In this paper, we present a general formalism for secondorder perturbative renormalisation, and apply it to the continuous-time weakly self-avoiding walk.
This paper is the third in a series devoted to the development of a rigorous renormalisation group method. In part I of the series, we presented elements of the theory of Gaussian integration and defined norms and developed an analysis for performing analysis with Gaussian integrals involving both boson and fermion fields [11] . In part II, we defined and analysed a localisation operator whose purpose is to extract relevant and marginal directions in the dynamical system defined by the renormalisation group [12] . We now apply the formalism of parts I and II to the perturbative analysis of a specific supersymmetric field theory that arises as a representation of
Perturbative renormalisation
In this section, we present an approach to perturbative renormalisation that motivates the definitions of Section 3. The analysis is perturbative, meaning that it is valid as a formal power series but in this form cannot be controlled uniformly in the volume. We do not directly apply the contents of this section elsewhere, but they help explain why the definitions and results that follow in Sections 3-4 are appropriate and useful. Also, the approach discussed here provides a perspective which guides related developments in part IV [13] , and which together with part V [14] lead to remainder estimates that do apply uniformly in the volume. In particular, the proof of [13, Proposition 2.6], which goes beyond formal power series, relies on the principles presented here.
Recall the definitions of the boson and fermion fields and of the combined bosonic-fermionic Gaussian integration E w with covariance w, from [11, Section 2] . Suppose we have a vector space V of local polynomials in the boson and/or fermion fields, whose elements are given by linear combinations of local monomials. The monomials are indexed by the points in the discrete torus Λ = Z d /L N Z. Supersymmetry plays no role in these considerations, so we do not assume in this section that the field theory is supersymmetric. For simplicity, we assume here that the elements of V are translation invariant on Λ. (Observable terms, which break translation invariance, can be handled by adapting what we do here to include the projections π ∅ and π * as in (3.19) below.)
The main problem we wish to address is the computation of a Gaussian integral E w e −V 0 (Λ) , where V 0 ∈ V, and where w = w N is a positive-definite covariance matrix indexed by Λ which approximates the inverse lattice Laplacian [−∆ Z d ] −1 in the infinite volume limit N → ∞. We will see that divergences arise due to the slow decay of the covariance, but that perturbative renormalisation leads to expressions without divergences, provided the coupling constants are allowed to depend on scale. We consider the problem now at the level of formal power series in the coupling constants, working accurately to second order and with errors of order O(V 3 0 ). The notation O(V n 0 ) signifies a series in the coupling constants whose lowest order terms have degree at least n, and we write ≈ to denote equality as formal power series up to an error O(V Ew(V 0 ;V 0 ) , (2.1) where the second term in the exponent on the right-hand side is the truncated expectation (or variance)
In (2.1)-(2.2), the abbreviation V 0 = V 0 (Λ) = x∈Λ V x has left the Λ dependence implicit. Equation (2.1) gives the first two terms of the cumulant expansion and (2.2) is also referred to as an Ursell function.
The formula (2.1) provides a way to perform the integral, but it is not useful because in the infinite volume limit the covariance we are interested in decays in dimension d = 4 as |x − y| −2 , which is not summable in y, and this leads to divergent coefficients in (2.2) . This is a symptom of worse divergences that occur at higher order. For example, suppose that there just one field, a real boson field φ, and that V 0 = V 0 (Λ) = x∈Λ φ 2 x . Evaluation of (2.2) in this case gives E w (V 0 ; V 0 ) = |Λ| x∈Λ w(0, x)
2 . The volume factor |Λ| is to be expected, but the sum over x is the bubble diagram and diverges in the infinite volume limit when d = 4.
A solution to this famous difficulty of infinities plaguing the functional integrals of physics is provided by the renormalisation group method. For the formulation we are using, we decompose the covariance as a sum w = w N = N j=1 C j . Then, as proved in [11, Proposition 2.6] , the expectation can be performed progressively via iterated convolution:
with the operator θ as defined in [11, Definition 2.5] (and discussed around (3.17) below). This is an extension of the elementary fact that if X ∼ N(0, σ
2 ) then we can evaluate E(f (X)) progressively as E(f (X)) = E(E(f (X 1 + X 2 ) | X 2 )), (2.4) with independent normal random variables X 1 ∼ N(0, σ ). An essential step is to understand the effect of a single expectation in the iterated expectation (2.3) . For this, we we seek a replacement I j (V, Λ) = e −V (Λ) (1 + W j (V, Λ)) (2.5) for e −V (Λ) , with W j (V, Λ) = x∈Λ W j (V, x) chosen to ensure that the form of I j (V, Λ) remains stable under expectation, in the sense that E C j+1 θI j (V j , Λ) ≈ I j+1 (V j+1 , Λ). (2.6) In this scheme, V j is a cleverly designed power series in V 0 , and W j is a quadratic form in the same V j . Thus I j is a power series in the coupling constants of V 0 , but now it will be constructed from the previous scale: V j+1 and W j+1 are series in the coupling constants of V j . This recursive scheme produces O(V 3 j ) errors at every scale j, but when written in terms of coupling constants in V j rather than V 0 , these errors turn out to be uniform in j and N and divergences are avoided. This is one of the great discoveries of theoretical physics-not in the sense of mathematical proof, but as a highly effective calculational methodology. Its first clear exposition in terms of progressive integration is due to Wilson [18] , following earlier origins in quantum field theory [16] .
We make several definitions, whose utility will become apparent below. According to [11, Proposition 2.6] , for a polynomials A in the fields, the Gaussian expectation with covariance C can be evaluated using the Laplacian operator 1 2 ∆ C , via EθA = e 1 2 ∆ C A. For polynomials A, B in the fields, the truncated expectation is then given by
(2.7)
Given A, B, we define 8) and conclude that 10) with Loc the operator studied in [12] , and we use this to define W j (V, Λ) in (2.5). Then we define
Finally, the local polynomial V pt is defined in terms of V by
In Proposition 4.1 below, we present V pt in full detail for the weakly self-avoiding walk.
The following is a version of [7, Proposition 7.1] , with the observables omitted. Proposition 2.1 shows that the definitions above lead to a form of the interaction which is stable in the sense of (2.6). Its proof provides motivation for the definitions of W and V pt made above. Proposition 2.1. As formal power series in V , 13) with an error which is O(V 3 ).
Proof. The proof includes some motivational remarks that are not strictly necessary for the proof. Suppose that W j is given; the initial condition is W 0 = 0. We initially treat W j as an unknown sequence of quadratic functionals of V , of order O(V 2 ), and we will discover that (2.10) is a good choice to achieve (2.13). We write V = V (Λ) to simplify the notation. We use 14) together with (2.5) and (2.1), to obtain
The second-order term E C j+1 θW j + 1 2 E C j+1 (θV ; θV ) contains contributions which are marginal and relevant for the dynamical system on the space of functionals of the fields, generated by the maps E C j+1 θ.
The idea of the renormalisation group is to track the flow explicitly on a finite-dimensional subspace of the full space of functionals of the fields. In our case, this subspace is the space V(Λ) of local polynomials, and we need to project onto this subspace of marginal and relevant directions. Call this projection Proj. Below, we will relate Proj the operator Loc of [12] . For now, the one assumption about Proj we will need is that
In other words, integration of relevant or marginal terms does not produce irrelevant terms, or, to put it differently, the space onto which Proj projects is E-invariant. Then we define
It follows from (2.9) that 18) and hence (2.17) is consistent with (2.11) when Proj is taken to be Loc. We then define V pt = E C j+1 θV − P as in (2.12). From (2.15), dropping Λ from the notation, we now obtain
In this way, the effect of the marginal and relevant terms in (2.15) has been incorporated into V pt . The demand that the form of the interaction remain stable under expectation now becomes
Since P and W are quadratic in V , it would be sufficient to solve Starting with j = 0, for which W 0 = 0, we set
For j = 1, this leads to
where in the second line we used (2.16). But by definition,
and hence
Iteration then leads to the stable form
By (2.27) and (2.9),
In the above, Proj is applied to
. Naively, we wish to define Proj = Loc Λ , where Loc is the localisation operator of [12, Definition 1.17] . A difficulty with this is that Λ is not a coordinate patch in the sense used in [12] , so Loc Λ is not defined. This difficulty is easily overcome as, inspired by [12, Proposition 1.8], we can use the well-defined
In our application, it is shown in Lemma 5.2 below that E C θ maps the range of Loc into itself, and our assumption (2.16) is then a consequence of [12, (1.68) ]. Finally, we observe that (2.28) is consistent with (2.10), and this completes the proof.
We close this discussion with two further comments concerning W j . First, although e −V (1+W ) and e −V +W are equivalent as formal power series up to a third order error, they are by no means equivalent for the expectation. To illustrate this point with a single-variable example, if V = φ 4 and W = φ 6 , then e −V (1 + W ) is an integrable function of φ, but e −V +W is certainly not. We keep W out of the exponent in I for reasons related to this phenomenon.
Second, in our applications we use a covariance decomposition with the finite-range property that w j;x,y = 0 if |x − y| > 1 2 L j , for some L > 1. This is discussed in detail in Section 6.1 below. With such a decomposition, although by definition it appears that W j (V, x) depends on V (Λ) and hence on the fields at all points in space, it in fact depends only on V y with |x − y| ≤ 
Setup and definitions
Now we adapt the discussion of Section 2 to the particular setting of interest, and make precise definitions of the objects of study, including V pt .
Fields and polynomials
with L > 1 fixed, and ultimately with N → ∞. The field theory we consider consists of a complex boson field φ : Λ → C with its complex conjugateφ, a pair of conjugate fermion fields ψ,ψ, and a constant complex observable boson field σ ∈ C with its complex conjugateσ. The fermion field is given in terms of the 1-forms dφ
dφ x , where we fix some square root of 2πi. This is the supersymmetric choice discussed in more detail in [11, Sections 2.9-2.10]. One of our goals is to analyse the two-point function of the weakly self-avoiding walk, and for this purpose two particular points a, b ∈ Λ are fixed. We work with an algebra N which is defined in terms of a direct sum decomposition
Elements of N ∅ are given by finite linear combinations of products of fermion fields with coefficients that are functions of the boson fields. Elements of N a , N b , N ab are respectively given by elements of N ∅ multiplied by σ, byσ, and by σσ. For example, φ xφy ψ xψx ∈ N ∅ , and σφ x ∈ N a . Thus F ∈ N has the expansion
with components F ∅ , F a , F b , F ab ∈ N ∅ and there are canonical projections π α : N → N α for α ∈ {∅, a, b, ab}. We use the abbreviation π * = 1 − π ∅ = π a + π b + π ab . The algebra N is also discussed around [12, (1.60) ] (there N is written N /I but to simplify the notation we write N here instead).
In this paper, we only need the polynomial subalgebra of N , in which only polynomial functions of the boson field appear (functions of the anti-commutative fermion field are always polynomials by definition). An important role is played by certain class of local polynomials. To define this class, we begin by letting
where
e∈U ∇ −e ∇ e where U denotes the set of 2d nearest neighbours of the origin in Z d , and, for e ∈ U, ∇ e denotes the finite difference operator ∇ e φ x = φ x+e − φ x . We also define
Let Q be the vector space of local polynomials of the form
g, ν, z, y, λ, q ∈ R, and the indicator functions are defined by the Kronecker delta ½ a,x = δ a,x . Given a subset X ⊂ Λ, we write
In terms of the direct sum decomposition of N , V is the sum of π ∅ V = gτ 2 + ντ + zτ ∆ + yτ ∇∇ , π a V = λ a σφ, π b V = λ bσ φ, and π ab V = λ ab σσ.
In our application in [2, 3] , we consider the natural paving of Λ by disjoint blocks of side length L j , for j = 0, . . . , N. The set of all such blocks is denoted B j , and P j denotes the set whose elements are finite unions of blocks in B j . The choice of j is a choice of scale, and we are led to consider a family of polynomials V j ∈ Q indexed by the scale. Our goal here is to describe how these polynomials evolve as a function of the scale, via the flow of their coefficients, or coupling constants.
Specification of Loc
To apply the renormalisation group method, we require an appropriate projection from N onto Q(X), where Q(X) consists of all polynomials V (X) with V ∈ Q. This projection is the operator Loc X defined and discussed in [12] . Given X ⊂ Λ, the localisation operator Loc X : N → V of [12, Definition 1.17 ] is defined in a graded fashion by
The definition of each loc α requires: (i) specification of the scaling (or "engineering") dimensions of the fields, (ii) choice of a maximal monomial dimension
of Loc, and (iii) choice of covariant field polynomialsP which form bases for the vector spaces V α (see [12, Definition 1.2] ). The dimensions of the boson and fermion fields are given by
By definition, the dimension of a monomial ∇ α ϕ is equal to |α| 1 + [φ], where α is a multi-index and ϕ may be any of φ,φ, ψ,ψ, and the dimension of a product of such monomials is the sum of the dimensions of the factors in the product.
For the restriction loc ∅ of Loc to N ∅ , we take d + = d, the spatial dimension. A natural way to choose the polynomialsP and the space V they span is given in [12, (1.19) ]. For loc ∅ , we apply the choice given in [12, (1.19) ] for all monomials in M + with maximal dimension d + = d, with one exception. The exception involves monomials containing a factor ∇ e ∇ e ϕ, where ϕ may be any of φ,φ, ψ,ψ. For these, we use the choice described in [12, Example 1.3], namely we definê P by replacing ∇ e ∇ e ϕ by ∇ −e ∇ e ϕ; this choice leads to τ ∆ defined as it is in terms of the lattice Laplacian.
The specification of loc a , loc b and loc ab depends on the scale j, and in particular depends on whether j is above or below the coalescence scale j ab defined in terms of the two points a, b ∈ Λ by j ab = log L (2|a − b|) .
(3.11)
We assume that π ab V j = 0 for j < j ab , i.e., that V j cannot have a σσ term before the coalescence scale is reached. When Loc acts at scale k, for loc a , loc b and loc ab we take
if k < j ab , and d + = 0 for k ≥ j ab . This choice keeps σφ in the range of Loc below coalescence, but not at or above coalescence. The latter fact is useful because it means for example that σσφφ is not in the range of Loc at coalescence and above, while our assumption that π ab V j = 0 for j < j ab ensures that no such term is present below coalescence. The above phrase "Loc acts at scale k" means that Loc produces a scale k object. For example, V pt is a scale j + 1 object, so the Loc occurring in P of (2.12) is considered to act on scale j + 1. Thus the change in specification of Loc occurs for the first time in the formula for the scale j ab version of V pt .
When restricted to π * N , according to (3.9), Loc X is the zero operator when X ∩ {a, b} = ∅. By definition, for α = a, b, ab, the map loc α X∩{a} projects onto the vector space spanned by {1, φ a ,φ a , ψ a ,ψ a } for j < j ab and {1} for j ≥ j ab . However, since in our application Loc X is applied to gauge invariant elements of N , only scalar multiples of {½ a σφ a }, {½ bσ φ b } and {(½ a + ½ b )σσ} occur in the ranges of Loc X on N a , N b and N ab , respectively. Moreover, Loc X is the zero operator on N a , N b , for j ≥ j ab . This completes the specification of the operator Loc.
Finite-range covariance decomposition
Our analysis involves approximation of 
The covariances C j are translation invariant and have the finite-range property
For j < N, the covariances C j can therefore be identified with covariances on Λ, and we use both interpretations. There is also a covariance C N,N on Λ such that
Thus the finite volume decomposition agrees with the infinite volume decomposition except for the last term in the finite volume decomposition. The covariance C N,N plays a minimal role in this paper. For j ≤ N, let
Definition of V pt
Given a positive-definite matrix C whose rows and columns are indexed by Λ, we define the Laplacian (see [11, (2. 40)])
The Laplacian is intimately related to Gaussian integration. To explain this, suppose we are given an additional boson field ξ,ξ and an additional fermion field η,η, with η =
dξ, and consider the "doubled" algebra N (Λ ⊔ Λ ′ ) containing the original fields and also these additional fields. We define a map θ :
by making the replacement in an element of N of φ by φ + ξ,φ byφ +ξ, ψ by ψ + η, andψ byψ +ξ. According to [11, Proposition 2.6] , for a polynomial A in the fields, the Gaussian super-expectation with covariance C can be evaluated using the Laplacian operator via
where the fields ξ,ξ, η,η are integrated out by E C , with φ,φ, ψ,ψ kept fixed, and where e L C is defined by its power series.
For polynomials V ′ , V ′′ in the fields, we define
. The polynomial (3.19) is obtained from (3.18) by replacing these cross-terms by 2F C (π * V ′ , π ∅ V ′′ ). Thus F π,C is not the same as F C , but its unusual bookkeeping accounts correctly for observables (this plays a role in the flow of the coupling constants λ, q and also in estimates in [13] ). The map e −L C is equivalent to Wick ordering with covariance C [17] , i.e., e −L C A = :A: C . In this notation, we could write F C as a truncated expectation
but we will keep our expressions in terms of
where Loc x (= Loc {x} ) is the operator specified above, V (Λ) = x∈Λ V x as in (3.8) , and w j is given by (3.15). Let
where here and throughout the rest of the paper we write L k = L C k . Finally, given V , we define
where we suppress the dependence of V pt on j in its notation. The subscript "pt" stands for "perturbation theory"-a reference to the formal power series calculations discussed in Section 2 that lead to its definition. Given V ∈ V, the polynomial V pt also lies in V by definition. The polynomial V pt is the updated version of V as we move from scale j to scale j + 1 via integration of the fluctuation fields with covariance C j+1 .
Recall from [11, (3.38) ] that, for X ⊂ Λ, N (X) consists of those elements of N which depend on the fields only at points in X (for this purpose, we regard the external field σ as located at a and σ as located at b). A detail needed in the above concerns the N X hypothesis in [12, Definition 1.6], which requires that we avoid applying Loc to elements of N (X) when X "wraps around" the torus. We are apparently applying Loc x in (3.21)-(3.22) to field polynomials supported on the entire torus Λ. However, the finite-range property (3.13) ensures that the N X hypothesis is satisfied for scales j + 1 < N, so that Loc and V pt are well-defined. For the moment, we do not define V pt when j + 1 = N, but we revisit this in Definition 4.2 below.
Further definitions
To prepare for our statement of the explicit computation of V pt , some definitions are needed. The following definitions are all in terms of the infinite volume decomposition (C j ) of (3.12). We write
and, given a function
For a function q 0,x of x ∈ Λ we also define
All of the functions q 0,x that we use are combinations of w that are invariant under lattice rotations, so that x 2 1 can be replaced by x 2 i for any i = 1, . . . , d in (3.26). We then define
The dependence on j in the above quantities has been left implicit.
We define a map ϕ pt = ϕ pt,j : Q → Q as follows. Given V defined by coupling constants (g, ν, z, y, λ, q), the polynomial ϕ pt (V ) has coupling constants:
Main results
We now present our main results, valid for d = 4. In Section 4.1, we give the result of explicit computation of V pt of (3.23). The form of V pt can be simplified by a change of variables, and we discuss this transformation and its properties in Section 4.2. As explained in [3] , the transformed flow equations for the coupling constants form part of an infinite-dimensional dynamical system which incorporates non-perturbative aspects in conjunction with the perturbative flow. This dynamical system can be analysed using the results of [6] , which have been designed expressly for this purpose. To apply the results of [6] , certain hypotheses must be verified, and the results of Section 4.2 also prepare for this verification.
Flow of coupling constants
The following proposition shows that for j + 1 < N, if V ∈ Q then V pt ∈ Q, and gives the renormalised coupling constants (g pt , ν pt , z pt , y pt , λ pt , q pt ) as functions of the coupling constants (g, ν, z, y, λ, q) of V and of the covariances C = C j+1 and
In particular, V pt,j+1 is independent of N for j + 1 < N.
In view of our assumption that π ab V j = 0 for j < j ab , and since C j+1;ab = 0 if j + 1 < j ab by (3.11) and (3.13), when V pt,j+1 is constructed from V j we also have q pt = 0 for j + 1 < j ab , i.e., π ab V pt,j+1 = 0. This lends consistency across scales to the assumption that π ab V j = 0 for j < j ab . In fact C j+1;ab = 0 if j + 1 = j ab , but we do not take advantage of this because it is sensitive to the choice of ≥ as opposed to > in (3.13).
As mentioned previously, the definition of V pt breaks down for j + 1 = N due to an inability to apply the operator Loc on the last scale, where the effect of the torus becomes essential. However, in view of Proposition 4.1, the following definition of V pt,N becomes natural. Moreover, when we prove nonperturbative estimates involving V pt in [13, Proposition 2.6], we will see that this definition of V pt,N remains effective in implementing an analogue of Proposition 2.1. The equations (3.30)-(3.35) are called flow equations because they are applied recursively with C = C j+1 and w = w j updated at each stage of the recursion. They define a j-dependent map V → V pt for j < N − 1. The proof of Proposition 4.1 is by explicit calculation of (3.23). The calculation is mechanical, so mechanical that it can be carried out on a computer. In fact, we have written a program [4] in the Python programming language to compute the polynomial P of (3.22), and this computer program leads to the explicit formulas given in Proposition 4.1. From that perspective, it is possible now to write "QED" for Proposition 4.1, but in Section 5 we nevertheless present a useful Feynman diagram formalism and use it to derive the coefficients (3.30) and (3.34)-(3.35) of V pt . The same formalism can be used for (3.31)-(3.33), but we do not present those details. In Section 5, we also discuss some consequences of supersymmetry for the flow equations.
Change of variables and dynamical system
The main difficulty in the analysis of the dynamical system provided by the renormalisation group concerns the bulk flow equations (3.30)-(3.33); the observable flow (3.34)-(3.35) only enters the analysis subsequently. We now discuss a change of variables that simplifies the bulk flow equations. In particular, the change of variables creates a system of equations that is triangular to second order.
First, to counterbalance an exponential decay in ν j , we define the rescaled coupling constant
and also define normalised coefficients
The constants in (4.3)-(4.4) are all uniformly bounded, as we show in Lemma 6.2. Also, summation by parts on the torus gives x∈Λ τ ∇∇,x = x∈Λ τ ∆,x , and hence
Boundary terms do arise if the sum over Λ is replaced by a sum over a proper subset of Λ, and in [13, 14] we work with such smaller sums. Nevertheless, we are able to make use of (4.5) (our implementation occurs in [14, Section 6.2] ). This suggests that z pt + y pt should be a natural variable, so we define
Taking the above into account, given V we define V
pt by
The above definition is valid for all 0 ≤ j < ∞, using the formulas (3.30)-(3.33) with coefficients computed from the decomposition (
In view of (3.30)-(3.33), this leads us to consider the equations:
and we define a map ϕ
The four terms involving δ on the right-hand sides of (4.8)-(4.10) can be eliminated by a change of variables. To describe the transformed system, we define a mapφ j on R 3 , for 1 ≤ j < ∞, bȳ
The change of variables is defined by a polynomial map T j : R 3 → R 3 , which we write as T j (g, z, µ) = (ǧ,ž,μ), whereǧ
The following proposition, which is proven in Section 6.2, gives the properties of the change of variables. The existence of this change of variables may express an invariance property of the flow equations with respect to change of covariance decompositions, one that we do not fully understand.
, and analytic maps ρ pt,j : B → R 3 such that, with the quadratic polynomials T j : R 3 → R 3 given by (4.16)-(4.18),
to T j exists on B and is analytic with T −1
Our analysis of the dynamical system arising from the bulk flow equations (3.30)-(3.33) is based on an application of the main result of [6] to the transformed systemφ + ρ pt . The main result of [6] requires the verification of [6, Assumptions (A1-A3)]. We first recall the statements of [6, Assumptions (A1-A2)] in our present context, which are bounds on the coefficients in (4.13)-(4.15). These coefficients depend on the mass m 2 and decay as j → ∞ if m 2 > 0. This decay is naturally measured in terms of the mass scale j m , defined by
However, [6, Assumptions (A1-A3)] are stated in a more general context, involving a quantity j Ω which is closely related to j m . To define j Ω , we fix Ω > 1, and set
with j Ω = ∞ if the infimum is over the empty set. In Proposition 4.4 below it is shown that
−1 values of j ≤ j Ω , while Assumption (A2) asserts that each of θ j , η j , η j , ξ j , ω j , π j is bounded above in absolute value by O(Ω −(j−j Ω ) + ) (the coefficient ζ j of Assumption (A2) is zero here). The result of [6] also takes into account non-perturbative aspects of the flow, which are discussed in [14] . The following proposition prepares the ground for the application of [6] by verifying that the transformed flow obeys [6, Assumptions (A1-A2)]. We writeV = T (V ). 
Flow equations and Feynman diagrams
As mentioned previously, we have written a computer program in the Python programming language to compute V pt , and this program produces the equations of Proposition 4.1. In this section, we provide a Feynman diagram formalism, of independent interest, for an alternate computation of V pt . We use the formalism to derive the flow equations for g pt , λ pt , q pt of (3.30) and (3.34)-(3.35). Using this formalism, it is possible also to derive (3.31)-(3.33), but we do not provide those details. The polynomial V pt = e L V − P is defined in (3.23). In Section 5.1, we develop the Feynman diagram approach that we use to calculate the τ 2 term of P , and compute the term e L V . In Section 5.2, we show that supersymmetry ensures that π ∅ V pt does not contain any terms that are not in Q. Then in Section 5.3 we complete the proof of (3.30) and (3.34)-(3.35). We assume throughout that d = 4.
Feynman diagrams
A convenient way to carry out the computation of V pt is via the Feynman diagram notation introduced in this section. Given a, b ∈ Λ, let τ ab = φ aφb + ψ aψb .
(5.1)
and, for a i , b i ∈ Λ and n ≥ 2,
Proof. Equation (5.2) follows from (3.16) together with
Also, taking anti-commutativity into account, direct calculation gives
which is the n = 2 case of (5.3). The general case of (5.3) can then be proved via induction on n, and we just sketch the idea. First, we write
When L C is applied to the product, there is a contribution of zero when it acts entirely on the factor τ a 1 b 1 , and the induction hypothesis can be applied to evaluate the contribution when L C acts entirely on the factor
is the contribution where L C acts jointly on both factors, and this can be seen to give rise to (5.3).
This allows for a very simple calculation of the term e L C V in V pt , as follows.
Proof. Since V is fourth order in the fields, we can expand e L C to second order in L C to obtain
In the second term on the right-hand side, it follows from (5.2) that only the derivative of gτ 2 x makes a nonzero contribution, and by (5.4) this contributes 2gC x,x τ x . By another application of (5.4), the final term on the right-hand side is zero.
Lemma 5.1 shows, in particular, that products of τ ab remain products of τ ab under repeated application of the Laplacian L C . In (5.4), we say that (a 1 , b 2 ) and (a 2 , b 1 ) are contractions of (a 1 , b 1 ) and (a 2 , b 2 ). We visualise τ ab as a vertex with an "in-leg" labelled a and an "out-leg" labelled b:
Contraction is then the operation of joining an out-leg of a vertex to an in-leg of a vertex, denoted:
Thus we regard (5. .
This Feynman diagram notation is useful in Section 5.3.
Supersymmetry
Next, we use Euclidean symmetry and supersymmetry to conclude that π ∅ P ∈ Q. The supersymmetry generator Q = d + i, which is discussed in [10, Section 6], has the following properties: (i) Q is an antiderivation that acts on N , (ii) Q 2 is the generator of the gauge flow characterised by q → e −2πit q for q = φ x , ψ x andq → e +2πitq forq =φ x ,ψ x , for all x ∈ Λ. An element F ∈ N is said to be gauge invariant if it is invariant under this flow and supersymmetric if QF = 0. By property (ii), supersymmetric elements are gauge invariant. LetQ = (2πi) −1/2 Q. ThenQ is an antiderivation satisfying the four properties:
The gauge flow clearly maps V to itself. Also, since the boson and fermion fields have the same dimension, Q also maps V to itself. It follows from [12, Proposition 1.14] that if F is gauge invariant then so is loc X F , and if F is supersymmetric then so is loc X F . Consistent with (5.7), in our present notation the mapQ = (2πi) −1/2 (d + i) can be written aŝ
For later reference, we obtain from (5.8) the commutator formulas
and thereby conclude thatQ commutes with L and hence also with e ±L . For V ∈ V, we say that V is even if it is of even degree as a polynomial in ψ,ψ, and we say that V is homogeneous of degree n if V is in the span of monomials of degree n. ⌋, which is maximal when d = 4 for which it takes the value 4. The highest degree monomials can have no spatial derivatives. Degree 2 monomials have up to two spatial derivatives. Gauge invariant monomials in φ,φ, ψ,ψ must have even degree because for every field in the monomial, the conjugate of that field must also be in the monomial.
Lemma 5.3. If V ∈ V is even, supersymmetric, and degree 4, then V = ατ 2 for some α ∈ C. If V ∈ V is even, homogeneous of degree 2, supersymmetric and Euclidean invariant, then V is a linear combination of τ , τ ∇∇ and τ ∆ .
Proof. The only even, gauge invariant, degree four monomials in V are (φφ) 2 and φφψψ, because ψ 2 =ψ 2 = 0. Therefore, for some α, β ∈ C,
Since ψψQ(φφ) = 0 and since V is supersymmetric,
which by (5.7) implies that β = 2α. Therefore, as required,
The monomials in V which are even, homogeneous of degree 2, gauge invariant and Euclidean invariant are given by φφ, e∈U ∇ e φ∇ eφ , φ∆φ + (∆φ)φ (5.14)
and the same with φ replaced by ψ. If we now impose supersymmetry, by seeking linear combinations that are annihilated byQ, the supersymmetric combination that contains φφ is τ . Similarly τ ∇∇ and τ ∆ are generated by the other two terms.
Proof. Since we are interested only in π ∅ V pt , we may assume that V = π ∅ V . In view of Lemma 5.2, it suffices to show that P ∈ Q, and by Lemma 5.3 it suffices to show that P is supersymmetric but with no constant term (constants are certainly supersymmetric).
We begin by showing that P does not contain a nonzero constant term. The definition of P is given in (3.22). Since we are assuming π * V = 0, it follows that we may replace F π by F in (3.22) , and also in the definition of W in (3.21). The constant term in F can be obtained by replacing e L = Eθ in (3.18) simply by E. This yields the expectation of a function of τ , and according to [10, Proposition 4.4] , such integrals are simply equal to their integrand evaluated at τ = 0. These all vanish, so F does not contain a nonzero constant term. If F does not contain a nonzero constant term, then neither can Loc x F . Similar reasoning shows that the W term in (3.22) cannot contain a nonzero constant term. Therefore P does not contain a nonzero constant term.
It remains to show that P is supersymmetric. Examination of (3.22) reveals that the supersymmetry of V will be inherited by P as long as the supersymmetry generator Q commutes with both e ±L and Loc x . The former was noted below (5.9)-(5.10), and the latter is a consequence of [12, Proposition 1.14]. This completes the proof.
Calculation of P
It follows from Lemma 5.4 that π ∅ V pt ∈ Q, and hence the bulk part of V pt contains only the monomials listed in Lemma 5.3. Thus to compute the bulk part of V pt it is only necessary to compute g pt , ν pt , y pt , z pt . In this section, we complete the proof of (3.30) and (3.34)-(3.35). We prove (3.30) in Section 5.3.3, and then consider the observables in Section 5.3.4. The analysis is based on a formula for P obtained in Section 5.3.1.
Preliminary identities
Since e L C reduces the dimension of a monomial in the fields, e L C : V → V, and since Loc X acts as the identity on V, it follows that
The following lemma gives the formula we use to compute P .
Lemma 5.5. For x ∈ Λ, for any local polynomial V , and for covariances C, w,
Proof. The definition of P was given in (3.22), namely
By the definition of W j in (3.21), this can be rewritten as
Application of (5.15) in (5.18) gives
By the definition of F in (3.18), for polynomials A, B in the fields, 
With (5.21), (5.19) gives
and the right-hand side is a rewrite of the right-hand side of (5.16).
The first step in the evaluation of the right-hand side of (5.16) is to compute F w (V x , V y ). We do this with the following lemma. Given a symmetric covariance w, and polynomials V ′ , V ′′ , we define
For n ≥ 2, we define V ′ ( ↔ Lw ) n V ′′ analogously, with n derivatives acting on each of V ′ and V ′′ and connected by w as in (5.23).
Lemma 5.6. For x, y ∈ Λ, for a local polynomial V of degree A, and for a covariance w,
Proof. By (3.18),
The Laplacian can be written as a sum of three contributions, one acting only on V x , one only on V y , and the cross term (5.23). The first two terms are cancelled by the operators e −Lw appearing in (5.25), leading to
Expansion of the exponential then gives (5.24).
Localisation operator
The computation of the flow equations requires the calculation of P , which involves the operator Loc as indicated in Lemma 5.5. An extensive discussion of the operator Loc is given in [12] , and [12, Example 1.13] gives some sample calculations involving Loc. Given the specifications listed in Section 3.2, it follows from the definition of Loc that
and we use this repeatedly in our calculation of g pt below. Also, for the calculation of λ pt and q pt , we use the fact that the monomials σ∆φ andσ∆φ are annihilated by Loc. We do not provide the details of the calculation of ν pt , y pt , and z pt here. As mentioned previously, their flow in (3.31)-(3.33) has been computed using a Python computer program. To help explain the nature of the terms that arise in these equations, we note the following facts about Loc, which extend [12, Example 1.13] and which are employed by the Python program. First, monomials of degree higher than 4 are annihilated by Loc. Less trivially, suppose that q : Λ → C has range strictly less then the period of the torus and that it satisfies, for some
In particular, the coefficients θ, σ, ζ of (3.27) and 
Flow of g
We now prove the flow equation (3.30) for g pt . As in Lemma 5.6, we write
F n;xy with F n;xy
The main work lies in proving the following lemma. Also, by (5.5), e L C V is equal to V with the coefficient ν replaced by
where w + = w + C. By Lemma 5.5, the τ 2 x term in P x is therefore equal to 8g
With the formula V pt = e L C V − P from (3.23), this implies that
which is (3.30).
Proof of Lemma 5.7. We compute the τ 2 x term in Loc {x} F n;x,y for n = 1, 2, 3, 4. Since F 4;x,y has degree zero it contains no τ 2 x term, so it suffices to consider n = 1, 2, 3. As we show in Section 5.3.4, the observables play no role in this discussion, and we can let
To compute F n;x,y for n = 1, 2, 3, we take the terms in (5.40) into account sequentially, starting with gτ 2 , then ντ , then zτ ∆ , and finally yτ ∇∇ . τ 2 term. We first study
By (5.41), F 1 is a polynomial whose terms are degree 6 and therefore Loc {x} F 1;xy = 0. Also, F 3;xy is a polynomial whose monomials have degree 2, and therefore we need not calculate them here. Thus we need only compute the τ 2 contribution to F 2;xy . To make contact with Section 5.1, we replace A x and A y by gτ a 1 a 1 τ a 2 a 2 , A 34 = gτ a 3 a 3 τ a 4 a 4 . (5.42)
The labels 1, 2, 3, 4 help enumerate terms that result from carrying out the contractions in F , but after the enumeration many of these terms become the same when we return to the case at hand by setting
We represent A by .
The diagrams for F 2;xy are given by , as well as the diagram which contains a closed loop. The latter vanishes, because it arises, for example, from τ 1 (L 2 τ 2 τ 3 )τ 4 which is 0 by Lemma 5.1. We claim that the five diagrams without closed loops amount to
As a preliminary observation note that the prefactor of τ term. Now we consider the additional terms that arise when we add a ντ term so that
The additional terms in F 2,xy are not needed since they are of degree 2, and there are no additional terms in F 3,xy . Repeating the calculations for F 1,xy with the extra term in A we obtain the additional diagrams . Therefore F 1,xy has the additional terms 2gντ x w x,y (τ xy + τ yx ) + 2gντ y w x,y (τ yx + τ xy ) + ν 2 w x,y (τ xy + τ yx ).
(5.47) Thus, by (5.27), the additional τ 2 contribution that arises here after localisation is:
(5.48)
τ ∆ term. Now we consider the additional degree four terms that arise by adding zτ ∆ to A, with τ ∆ defined in (3.3)-(3.4). These degree four terms arise from contractions between τ 2 x and τ ∆,y , and between τ ∆,x and τ 2 y . After localisation at x, these yield contributions involving (∆ y w x,y )τ 2 x and (∆ x w x,y )τ 2 x . These both vanish after summation over y ∈ Λ. Thus there is no contribution to y Loc x F 1,xy arising from the τ ∆ term. τ ∇∇ term. Now we consider the additional degree four terms that arise by adding yτ ∇∇ to A, with τ ∇∇ defined in (3.5). These contributions are similar to those for τ ∆ , and after localisation at x, produce contributions involving e∈U (∇ e x ∇ e y w x,y )τ 2 x , which vanishes after summation over y ∈ Λ. Thus there is no contribution to y Loc x F 1,xy arising from the τ ∇∇ term.
The proof of Lemma 5.7 is now completed by combining (5.45) and (5.48).
Flow of λ, q
We now prove the following lemma, which implies the flow equations (3.34)-(3.35).
Lemma 5.8. For j + 1 < j ab , the observable part of P = P j as defined in (3.22) is given by Proof. The distinction involving j ab arises due to the change in d + discussed in Section 3.2, which stops λ from evolving above the coalescence scale. Throughout the proof, we consider only the more difficult case of j + 1 < j ab . We consider the effect on P of adding the observable terms π * V into V . The Laplacian annihilates the σσ term and it cancels in the subtraction in (5.25), so can be dropped henceforth from V . Thus we wish to compute the new contributions that arise after adding the observable terms A
to A x and A y . We will see, in particular, that there is no contribution from the observables to the flow of non-observable monomials.
Recall that d + = [φ] = 1 in the definition of Loc restricted to π * N . We first consider the π a N and π b N terms. Writing F = 4 n=1 1 n! F n as before, we need only consider the n = 1 term because the observables are degree one polynomials in (φ,φ). Contractions with gτ 2 give rise to monomials that are annihilated by Loc and therefore make no contribution. Contractions with ντ produce , and, according to (3.19) , the contribution of these diagrams to F π,w (A x , A y ) is
These same diagrams also classify contractions between the observables and zτ ∆ or yτ ∇∇ , but in this case make no contributions to Loc x y∈Λ F xy since, e.g., σ∆φ is annihilated by Loc. Thus (5.51) constitutes the new terms arising from contractions between observable and non-observable terms in F π,w (A x , A y ). Next, we consider the π ab N term. The contraction of the λ terms in A x with those in A y results in which contributes λ 2 σσ ½ x=a ½ y=b w x,y + ½ x=b ½ y=a w y,x .
(5.52)
Using w a,b = w b,a , and using (5.33), this makes a contribution
to Loc x y∈Λ F 1;x,y (A x , A y ). By Lemma 5.5, we find that the contribution to P x is − λδ[νw 
Analysis of flow equations
In this section, we prove Propositions 4.3-4.4. This requires details of the specific covariance decompositions we use. In Section 6.1, we define the covariance decompositions, list their important properties, and use those properties to obtain estimates on the coefficients (3.27)-(3.29) of the flow equations. Then we prove Propositions 4.3-4.4 in Sections 6.2-6.3, respectively.
Decomposition of covariance 6.1.1 Definition of decomposition
Let d > 2. We begin by describing the specific finite-range decomposition of the covariance
we use, from [1] (see also [8, 9] ). Recall from [1, Example 1.1] that for each m 2 ≥ 0 there is a function φ * t (x, y; m 2 ) defined for x, y ∈ Z d and t > 0 such that
The function φ * t is positive definite as a function of x, y, and has the finite-range property that φ * t (x, y; m 2 ) = 0 if |x − y| > t (this specific range can be achieved by rescaling in t). To obtain φ * t as a well-behaved function of m 2 , it is necessary to restrict to a finite interval m
and we make this restriction in the following. Further properties of φ * t are recalled in the proof of Proposition 6.1 below. Let
has the finite-range property
and, by construction,
This is the covariance decomposition we employ in (3.12). Next, we adapt (6.2) to obtain a decomposition for the
. By (6.3), C j;x,y+L N z = 0 for j < N, |x − y| < L N , and nonzero z ∈ Z d , and thus
We therefore can and do regard C j either as a Z d × Z d matrix or as a Λ × Λ matrix if j < N. We also define
it follows that
Therefore the effect of the torus is concentrated in the term C N,N . This is the decomposition used in (3.14).
Properties of decomposition
The following proposition provides estimates on the finite-range decomposition defined above. In its statement, given a multi-index α = (α 1 , . . . , α d ), we write ∇
where ∇ x k denotes the finite-difference operator defined by
(a) For multi-indices α, β with ℓ 1 norms |α| 1 , |β| 1 at most some fixed value p, and for any k, and for
where c = c(p, k,m 2 ) is independent of m 2 , j, L. The same bound holds for C N,N if m 2 L 2(N −1) ≥ ε for some ε > 0, with c depending on ε but independent of N.
(b) For j > 1, the covariance C j is differentiable in m 2 ∈ (0,m 2 ), right-continuous at m 2 = 0, and there is a constant c > 0 independent of m 2 , j, L such that ρ(t) dt is smooth with compact support, and, as j → ∞, 
(6.13) (using 
L j ] and obtain upper bounds in (6.12)-(6.13) by replacing t 2 by L 2(j−1) . Substitution of the resulting estimates into (6.2) imply (6.9)-(6.10) for j > 1, with constants independent of L. For example, log L in (6.10) arises as
Moreover, since φ * t (x, y; m 2 ) is continuous in m 2 at m 2 = 0 + and bounded for t ∈ [
L j ] by (6.12), for j > 1 the claimed right-continuity of C j;x,y at m 2 = 0 + is a straightforward consequence of the dominated convergence theorem.
For j = 1, the bound (6.12) needs to be improved. To this end, we use the discrete heat kernel p t (x, y) = (δ y , e ∆t δ x ). Since e ∆t is a contraction on It follows that
This proves (6.9) for j = 1 with α = β = 0, and the estimates for |α| 1 , |β| 1 ≤ p are an immediate consequence because the discrete difference operator is bounded on L ∞ (Z d ). For each t > 0, the integrand φ * t is continuous in m 2 and right-continuituous at m 2 = 0, and with the uniform bound (6.15), the claimed continuity of C 1 follows from the continuity of φ * t by the dominated convergence theorem as for j > 1.
Next we verify the claims for C N,N . Let ε > 0 and m
and hence, with ε-dependent constant c,
By (6.12) with k replaced by k + d, and by (6.2) and (6.6), it therefore follows that
where we have used the estimates
This shows that (6.9) holds also for C N,N if m 2 L 2(N −1) ≥ ε and thus completes the proof of (a). To verify that C N,N is continuous in m 2 ∈ (0,m 2 ), let
This is a finite sum (due to the finite range of C j ) of m 2 -continuous functions, and thus is continuous in m 2 ∈ (0,m 2 ). Analogously to (6.18) , it can be seen that, uniformly in m 2 ∈ [εL 
(6.25)
For j ≥ 2, as in (6.2), interchange of integration (and the change of variables s = 2t|ξ|) gives
This completes the proof.
Bounds on coefficients
We now prove two lemmas which provide estimates for the coefficients of ϕ pt (and hence V pt ). The coefficients were defined in Section 3.3, in terms of the covariance decomposition (C j ) of
The following bounds hold uniformly in m 2 ∈ [0,m 2 ] (with constants which may depend on L,m 2 but not on j):
Moreover, the left-hand sides of (6.27)-(6.30) are continuous in
Proof. The continuity of the left-hand sides of (6.27)-(6.30) in m 2 is a consequence of their definitions together with the continuity of C j given by Proposition 6.1(b). Thus it suffices to prove the estimates.
Fix k ≥ 0. Within the proof, we set
−k , and all constants may depend on L but not on j. We use the uniform bounds (6.9) extensively without further comment. With the finite-range property, they imply
(6.31)
The indicator functions in (6.31) give rise to volume factors in the estimates, i.e.,
We also frequently bound a sum of exponentially growing terms by the largest term, i.e., for s > 0,
Finally, we recall the definitions (3.24)-(3.26) with w = w j = j l=1 C l and C = C j+1 . Bound on β j . By definition, β j is proportional to (6.35) and similarly,
and, with
The first sum in (6.40) is bounded, with dk + 2k − 2[φ]k = 4k and 4l
as claimed. The second term in (6.40) is similarly bounded, with dk + 2k
This completes the proof of (6.27). Bound on η ′ j . It follows immediately from (6.9) that
j is the sum of three terms. The third term is trivially bounded by η ′ j . The remaining two terms are proportional to
To bound the last two terms of (6.45), we use 
The first term in (6.45) is proportional to
where we have used
The bounds
and the identity (which follows from w
This gives the desired bound on ξ
Together the above three estimates give the required result. Bound on ζ j . The proof is analogous to the bound of σ j and is omitted. 
and similarly,
Bound on w
j . By definition,
This completes the proof. 
Proof. (a) The conclusion for d > 4 follows immediately from (6.27), and we consider henceforth the case d = 4. In this proof, constants in error estimates may depend on L. Let c 0 ∈ C c (R 4 ) be the function defined by Proposition 6.1(c), and let
We use the notation (F, G) = x∈Z 4 F x G x for F, G : Z 4 → R, and f, g = R 4 f g dx for f, g : R 4 → R. We first verify that
Riemann sum approximation gives
The remaining terms are easily bounded using |supp(
and (6.68) follows. From (6.68) we can now deduce that Again by (6.9)-(6.10), The form of the rewritten equations (6.88)-(6.90) suggests that we define maps T j : R 3 → R 3 by T j (g, z, µ) = (ǧ,ž,μ) where (ǧ,ž,μ) are as in (4.16)-(4.18), i.e., g = g + 4gµw Proof. Let ε > 0 satisfy c + ε < π −2 log L. By (6.65), there exists n 0 such that β j (0) ≥ c + ε if j ≥ n 0 . This is sufficient for the case m 2 = 0, where j m − n = ∞. In addition, the combination of (6.9), (6.98), and (6.100) implies that there is an L-independent constant c such that for m 
