Abstract-We examine the problem of finding maximum-scoring sets of disjoint segments in a sequence of scores. The problem arises in DNA and protein segmentation and in postprocessing of sequence alignments. Our key result states a simple recursive relationship between maximum-scoring segment sets. The statement leads to fast algorithms for finding such segment sets. We apply our methods to the identification of noncoding RNA genes in thermophiles.
RELATIONSHIPS BETWEEN CONSECUTIVE MAXIMAL COVERS
In this section, we examine characteristics of maximal covers and prove that there is a simple recursive relationship between them. Theorem 1 shows that a maximal ðk þ 1Þ-cover can be obtained from any maximal k-cover, either 1) by adding a new segment to it, or 2) by removing the middle of a segment in it. By Theorem 2, the converse is also true: A maximal ðk À 1Þ-cover can be created from any maximal k-cover by merging two segments or by removing one. Theorem 2 further implies that all maximal covers can be produced by consecutive applications of operations 1 and 2 of Theorem 1. Fig. 1 illustrates these relations between successive maximal covers. Theorem 1. Let C k be a maximal k-cover for k 2 ½0; n À 1. There exists a maximal ðk þ 1Þ-cover C kþ1 which satisfies one of the following conditions:
1. There exists such a segment ½a; b that C kþ1 ¼ C k [ f½a; bg. 2. There exists a; b; c; d 2 ½1; n, for which a c < d b and C kþ1 ¼ C k [ f½a; c; ½d; bg n f½a; bg.
Theorem 2. Let C k be a maximal k-cover for k 2 ½1; n. There exists a maximal ðk À 1Þ-cover C kÀ1 which satisfies one of the following conditions:
1. There exists such a segment ½a; b 2 C k that C kÀ1 ¼ C k n f½a; bg. 2. There exists a; b; c; d 2 ½1; n, for which a c < d b and C kÀ1 ¼ C k [ f½a; bg n f½a; c; ½d; bg.
Proof (Theorem 1). For k ¼ 0, the theorem holds trivially. Let k > 0. Let C k be a maximal k-cover. Define Á 1 ¼ max È wð½a; bÞ: ½a; b \ [ S2Ck ¼ ; É and Á 2 ¼ max ÈÀ wð½a; cÞþ wð½d; bÞ À wð½a; bÞ Á : ½a; b 2 C k ; a c < d b É . Let Á ¼ maxfÁ 1 ; Á 2 g. The theorem claims that the score of a maximal ðk þ 1Þ-cover equals wðC k Þ þ Á. (Obviously, a maximal ðk þ 1Þ-cover cannot have score less than wðC k Þ þ Á since the definitions of Á 1 and Á 2 correspond to the set of ðk þ 1Þ-covers that can be produced by applying operation 1 or 2.) For the sake of contradiction, assume that there exists a ðk þ 1Þ-cover C 0 kþ1 with wðC 0 kþ1 Þ > wðC k Þ þ Á. We show that it is then possible to construct a k-cover C 0 k with a larger score than that of C k , which contradicts the maximality of C k .
Since there are more segments in C 0 kþ1 than in C k , it must be the case that either there exists a segment S 0 2 C 0 kþ1 which does not overlap any segment of C k , or that there exists a segment ½a; b 2 C k which overlaps two consecutive segments ½a 0 ; c; ½d; b 0 2 C 0 kþ1 . In the first case, the k-cover C . This proof uses the same logic as the previous proof. Consider k > 1, otherwise the claim is trivially true. Let C k ¼ f½a 1 ; b 1 ; . . . ; ½a k ; b k g be a maximal k-cover with a 1 < a 2 < Á Á Á < a k . Let Á 1 ¼ min È wð½a i ; b i Þ: i 2 ½1; k É and let Á 2 ¼ min È wð½a i ; b i Þ þ wð½a iþ1 ; b iþ1 Þ À wð½a i ; b iþ1 Þ: i 2 ½1; k À 1 É . Define Á ¼ minfÁ 1 ; Á 2 g. The theorem implies that a maximal ðk À 1Þ-cover has score wðC k Þ À Á. For the sake of contradiction, suppose that there exists a ðk À 1Þ-cover C 0 kÀ1 with wðC 0 kÀ1 Þ > wðC k Þ ÀÁ. We show that then it is possible to construct a k-cover C 0 k with a larger score than that of C k , which contradicts the maximality of C k .
Since there are more segments in C k than in C 0 kÀ1 , it must be the case that either there exists a segment S 2 C k which does not intersect any segment of C 
Hence,
The theorems have some important consequences. First, Theorem 1 implies a simple algorithm for calculating successive maximal covers, which we describe in Section 4.1. Second, Theorem 2 allows for a fast algorithm that finds a maximal cover in Oðn log nÞ time, described in Section 4.3. Finally, Corollary 1 below shows that the score of maximal k-covers is a concave function of k: Corollary 1. Let 1 < k < n. Let C kÀ1 , C k , and C kþ1 be maximal ðk À 1Þ-, k-, and ðk þ 1Þ-covers, respectively. Then,
Proof. Without loss of generality, we can assume that the covers satisfy the relationships described by Theorem 1.
There exist a; b 2 ½1; n and i 2 ½1; k such that C kÀ1 ¼ C k n f½a i ; b i g and C kþ1 ¼ C k [ f½a; bg. We need to prove that wð½a i ; b i Þ wð½a; bÞ. Since C kþ1 contains both segments, they may not overlap. Hence, (1) must hold, otherwise C kÀ1 [ f½a; bg is a better k-cover than C k . Case 1.2. There exist i; j 2 ½1; k and b; a 2 ½a j ; b j such that C kÀ1 ¼ C k n f½a i ; b i g and C kþ1 ¼ C k [ f½a j ; b; ½a; b j g n f½a j ; b j g. Clearly, if i 6 ¼ j, then (1) must be satisfied, otherwise C kþ1 n f½a i ; b i g is a better k-cover than C k . If i ¼ j, then wð½a i ; bÞ þ wð½a; b i Þ À wð½a i ; b i Þ wð½a i ; b i Þ m u s t h o l d : o t h e r w i s e , wð½a i ; bÞ > wð½a i ; b i Þ o r wð½a; b i Þ > wð½a i ; b i Þ and, thus, C kÀ1 [ f½a i ; bg or C kÀ1 [ f½a; b i g is a higher-scoring k-cover than C k .
Case 2.1. There exist i 2 ½1; k À 1 and a; b 2 ½1; n such that C kÀ1 ¼ C k [ f½a i ; b iþ1 g n f½a i ; b i ; ½a iþ1 ; b iþ1 g and C kþ1 ¼ C k [ f½a; bg. If ½a; b does not overlap ½a i ; b iþ1 , then (1) must hold, or else C kÀ1 [ f½a; bg is a better k-cover than C k . Suppose that ½a; b intersects ½a i ; b iþ1 and, thus, b i < a b < a iþ1 . We need to prove that wð½a; bÞ wð½a i ; b i Þ þ wð½a iþ1 ; b iþ1 Þ À wð½a i ; b iþ1 Þ: ðÃÞ Now, wð½a i ; bÞ wð½a i ; b i Þ and wð½a; b iþ1 Þ wð½a iþ1 ; b iþ1 Þ, otherwise, ½a i ; b i can be replaced by ½a i ; b or ½a iþ1 ; b iþ1 can be replaced by ½a; b iþ1 in C k , resulting in a higher score. By adding the two inequalities, we get wð½a i ; bÞ þ wð½a; b iþ1 Þ wð½a i ; b i Þ þ wð½a iþ1 ; b iþ1 Þ. The left-hand side equals wð½a i ; b iþ1 Þ þ wð½a; bÞ and, thus, wð½a i ; b iþ1 Þ þ wð½a; bÞ wð½a i ; b i Þ þ wð½a iþ1 ; b iþ1 Þ, which is tantamount to (*).
Case 2.2. There exist i 2 ½1; k À 1, j 2 ½1; k, and b; a 2 ½a j ; b j such that C kÀ1 ¼ C k [ f½a i ; b iþ1 g n f½a i ; b i ; ½a iþ1 ; b iþ1 g and C kþ1 ¼ C k [ f½a j ; b; ½a; b j g n f½a j ; b j g.
Similarly to Case 1.1, the removal of the subsegments can be carried out in any order and, thus, (1) must hold.t u Remark. Kearns et al. [11] consider a problem in a machine learning context, which turns out to be a special case of finding maximal covers. They consider empirical error minimization for a learning sample with one-dimensional observations, which is equivalent to finding a maximal cover when all scores equal þ1 or À1. Theorem 2 for this special case, and an implied algorithm similar to that of Section 4.3, appear in [11] ; our proof is an adaptation of theirs to general scores.
SCORES BASED ON PROBABILISTIC MODELS
In this section, we consider the case when scores are based on probabilistic models. First, Section 3.1 shows that in a statistical context, maximal likelihood estimation of change points [12] , [5] leads to a maximal cover problem. Second, Section 3.2 examines the problem of cover size selection, based on the minimum description length principle and other statistical notions of complexity. We continue by arguing for a cover size selection method based on statistical significance in Section 3.3. Finally, Section 3.4 shows how Hidden Markov Model-based segmentation fits into the framework of maximal covers.
Maximum Likelihood Estimation of Segments
Let X 1 ; . . . ; X n be a sequence of independent random letters from an alphabet AE ¼ f 1 ; . . . ; r g. The distribution of every X i is one of two known distributions, specified by the probabilities pð j Þ and qð j Þ. A changed segment is a segment ½a; b of indices where
Maximum likelihood estimation of changed segments turns into a maximal cover problem. Let x i : i 2 ½1; n be the observed values of X i . Let C be a nonintersecting set of hypothetical changed segments. Let z ¼ ðz 1 ; . . . ; z n Þ be the indicator vector for C. The likelihood function is fðx j z; p; qÞ ¼ Q n i¼1 ðpðx i ÞÞ 1Àz i ðqðx i ÞÞ z i . Define
(Throughout the paper, log denotes natural logarithm.)
The log-likelihood can be written as log fðx j z; p; qÞ ¼ P n i¼1 log pðx i Þ þ P n i¼1 w i z i . The first term is the log-likelihood of the null hypothesis that there are no changed segments. The second term is the log-likelihood ratio (LLR) of the alternative hypothesis defined by C. Accordingly, a maximal k-cover maximizes the LLR among hypotheses with k changed segments if the scores are set by (2) .
Notice that the framework is easily extended to infinite alphabets, or even to continuous distributions. Fu and Curnow [5] examine the problem of finding a k-set of changed segments that maximizes the LLR with restrictions on the minimum lengths of changed and unchanged segments specified by thresholds m 1 and m 0 , respectively. They aim to maximize the LLR by using scores defined by (2) and by finding a k-cover f½a 1 ; b 1 ; . . . ; ½a k ; b k g for which 8i 2 ½1; k:
Fu and Curnow state a theorem (with an incorrect proof) that is similar to Theorem 1: "Given one set of best k segments [k-cover in our terminology], we can find one set of best ðk þ 1Þ segments if it exists, by either adding the best segment which does not overlap with any of the k best segments, or by splitting and expanding one of the best k segments." Their claim, however, does not seem to hold in general, as the relationship between maximal covers may be complicated if a minimum length is imposed on the segments. Fig. 2 shows an example where more than one segment changes between consecutive maximal covers. Alternatively, if segments can be of arbitrary length, then by Theorem 1, there is no need for expansions.
Selecting the Cover Size: Complexity Penalties
Unless it is warranted by the problem at hand, the reason for restricting segment lengths is to avoid overfitting: The cover f½i; i: w i > 0g maximizes the likelihood, but it hardly captures any meaningful pattern in the data. We suggest that one should instead penalize the cover size. Define the complexity-penalized score of a cover C byw wðCÞ ¼ wðCÞ À rðjCjÞ, where r: IN7 !½0; 1Þ is a monotone increasing penalty function. The optimal cover has maximum complexitypenalized score. First, we describe a penalty based on minimum description length (MDL). According to the MDL principle [13] , [14] , one favors the cover C which minimizes the length of encoding the data and C. Let z be the indicator vector for C. Given z, every x i can be encoded in bðz i ; x i Þ bits on average, where bð0; Þ ¼ À log 2 pðÞ and bð1; Þ ¼ À log 2 qðÞ. The cover itself can be specified by the endpoints of its segments using 2jCj log 2 n bits. The total codelength equals 'ðx; CÞ ¼ X n i¼1 bðz i ; x i Þ þ 2jCj log 2 n ¼ 'ðx; ;Þ À wðCÞ À 2jCj log n log 2 :
The MDL cover thus maximizes wðCÞ À 2jCj log n and corresponds to the penalty rðkÞ ¼ 2k log n. A more efficient encoding can rely on the fact that there are 
À Á % 2k log 2 n À 2k log 2 ð2kÞ bits. The corresponding penalty equals rðkÞ ¼ 2kðlog n À logð2kÞÞ.
Other MDL-related penalties, such as Akaike's AIC [15] or the Bayesian Information Criterion (BIC) of Schwarz [16] , lead to similar penalty functions that are linear in the cover size. For a model of dimension d, AIC recommends using d and BIC recommends using d 2 log n as penalty. In our case, the model dimension is d ¼ 2k, the number of parameters needed to specify a k-cover. Notice that BIC gives half as large of a penalty as MDL does.
A Penalty Based on Statistical Significance
As an alternative to the MDL approach, a penalty can be defined using statistical significance, measured by the probability that a segment has a large score under the null hypothesis that there are no changed segments. The distribution of the maximum segment score, i.e., the score w ð1Þ of the maximal 1-cover under the null hypothesis, has been extensively studied [17] , [18] , [19] . It is known [17] , [18] that w ð1Þ ! log n almost as surely as n ! 1 and that, for all x,
where C is independent of n and x and is defined by a rapidly converging infinite sum. (For the general case of assigning score u j to every letter j with P r j¼1 pð j Þu j < 0, w ð1Þ ! À1 log n, where is the unique positive solution of
) This result provides a means to select in order to search for the cover C that is optimal according to a penalty function rðkÞ ¼ k. The following theorem characterizes the segment scores in C: every changed segment in C scores at least , no subsegment of an unchanged segment scores above , every unchanged segment attains a score of at most ðÀÞ, and no subsegment of a changed segment scores below ðÀÞ. A consequence of Theorem 3 is that, by setting ¼ x þ log n with an appropriately chosen x, we can ensure that every changed segment has significant statistical support and that a maximal set of such segments is selected. In particular, (3) implies that for large n, C is nonempty with probability 1 À expðÀCne À Þ under the null hypothesis. Accordingly, for a given 0 < p < 1, we can use
in order to get a nonempty optimal cover with at most p probability. By switching the roles of changed and unchanged segments, a similar argument can be made to measure the statistical support for unchanged segments.
Proof (Theorem 3).
If there exists S 2 C for which wðSÞ < , then by removing that segment from C, we obtain a ðk À 1Þ-cover C 0 withw wðC 0 Þ >w wðCÞ, which is a contradiction. If
then by replacing ½a i ; b i and ½a iþ1 ; b iþ1 with ½a i ; b iþ1 , we obtain a ðk À 1Þ-cover that has larger penalized scorẽ w w thanw wðCÞ. If for some i there exists a i < a b < b i with wð½a; bÞ < À, then the cover C 0 ¼ C [ f½a i ; a À 1; ½b þ 1; b i g n f½a i ; b i g is a ðk þ 1Þ-cover with score wðC 0 Þ > wðCÞ þ and, thus,w wðC 0 Þ >w wðCÞ, which is a contradiction. If for some i there exists b i < a b < a iþ1 with wð½a; bÞ > , then the cover C 0 ¼ C [ f½a; bg is a ðk þ 1Þ-cover with score wðC 0 Þ > wðCÞ þ , which is again a contradiction. t u
Two-State Hidden Markov Models
Our last example of penalizing cover size is that of segmentation by a Hidden Markov Model (HMM). Extending the maximum likelihood framework, we impose that the random sequence X 1 ; . . . ; X n is generated by a two-state HMM [9] , [8] . The two states correspond to changed and unchanged segments. A run of the HMM results in a state sequence Z 1 ; . . . ; Z n forming a Markov chain and the sequence of emitted characters X 1 ; . . . ; X n . If Z i ¼ 0, then X i is drawn according to the unchanged segments' distribution p, otherwise it is drawn according to q. The most likely state sequence z ¼ ðz 1 ; . . . ; z n Þ for a given observation sequence x ¼ ðx 1 ; . . . ; x n Þ defines a segmentation of ½1; n into changed and unchanged segments, i.e., segments where z i ¼ 1 versus segments where z i ¼ 0. Clearly, z is the indicator vector for a cover. The likelihood function equals
where is the starting probability and is the transition probability for the states' Markov chain. There exists a wellknown method for finding the most likely state sequence, known as the Viterbi algorithm [20] , but formulating it as a maximal cover problem enables us to consider further variations with restrictions on the number of state changes (Section 4.1) or on state durations (Section 4.2). The LLR of a state sequence z (viewed as an indicator for a cover C) with respect to the null hypothesis that all z i ¼ 0 can be written in the form P n i¼1 w i z i À jCj, where
and i ¼ 0 for every i 2 ½2; n À 1, otherwise it hides correction terms:
ð0Þ and n ¼ À log ð1!0Þ ð0!0Þ . Consequently, segmentation by the most likely state sequence in a two-state HMM is an instance of finding an optimal cover using linear complexity penalties.
At first sight, it may seem that the scores and the complexity penalty do not depend on n. In practice, however, the state transition parameters often incorporate such a dependence. For example, Viterbi training [20] alternates an expectation and a minimization step until convergence is reached. First, z is calculated given the model parameters, then the parameters are readjusted given z. Let ' ¼ P n i¼1 z i be the total length of changed segments and let k be the number of changed segments when a fixed point is reached in the optimization. For simplicity, assume that
then the complexity penalty is % log n þ log ' À 2 log k. The formula depends on the total length of segments and, thus, does not fit our framework in which penalties depend solely on the number of segments in the cover. Nevertheless, it shows that HMM penalties fall between MDL ( ¼ 2 log n) and BIC penalties ( ¼ log n).
ALGORITHMS 4.1 An Algorithm for Finding a Maximal Cover
By Theorem 1, a maximal ðk þ 1Þ-cover can be found by updating a maximal k-cover. For each k, one needs to find the segment that can be either added or removed to increase the cover score by the largest amount. The idea is employed by the algorithm MAXCOVER, shown in Fig. 3 , which is an adaptation of Jon Bentley's classic algorithm [2] . (In fact, Bentley credits Joseph Kadane of CMU with the design.)
The algorithm scans the scores w i once for every k 2 ½1; K in Lines C4-C8. For every k, the algorithm calculates the maximum increase w max in cover score that can be achieved by removing a subsegment or adding a segment (the segment S). Lemma 1. The algorithm MAXCOVER finds a cover that has a maximum score among covers with at most K segments in OðnKÞ time.
Proof. First, we prove the bound on the running time. Line C1 initializes ðz 1 ; . . . ; z n Þ in OðnÞ time. The loop body C5-C8 is executed in Oð1Þ time for every k ¼ 1; . . . ; K and i ¼ 1; . . . ; n. The else branch of Line C9 is executed in OðnÞ time for every k.
Concerning the algorithm's correctness, in the trivial case when w i 0 for all i, the algorithm returns C ¼ ; correctly. We prove the lemma for nontrivial cases by induction. The induction hypothesis is that ðz 1 ; . . . ; z n Þ correspond to a maximal ðk À 1Þ-cover C for a k 2 ½1; K À 1 at the beginning of the loop on k in Line C3.
We start with a few observations on how the algorithm works. Line C5 ensures that ½i 0 ; i is a viable segment in Lines C6-C8 in the sense that ½i 0 ; i is entirely within a segment of C or it does not intersect any segment of C. Lines C5 and C6 track the score of ½i 0 ; i, so that in Line C6, w ¼ wð½i 0 ; iÞ. The segment S can be updated in Line C8 only if jwj > 0. Consequently, if the algorithm does not terminate in Line C9, then it creates a k-cover. Now, we prove that the algorithm creates a maximal k-cover. Define the set of segments A þ that do not intersect any element of C. Let w þ ¼ maxfwðT Þ: T 2 A þ g. Similarly, let A À be the set of subsegments of the segments in C and let w À ¼ maxfÀwðT Þ: T 2 A À g. Clearly, w þ is the maximum score increase that can be achieved by adding a segment and w À is the maximum score increase that can be achieved by splitting a segment. We claim that if 
Algorithms for Linear Complexity Penalties
Suppose that we want to find a cover C that maximizes the penalized scorew wðCÞ ¼ wðCÞ À jCj with some ! 0. The MDL approach of Section 3.1 sets ¼ 2 log n; the statistical significance framework (setting by (4)) and the HMM approach of Section 3.4 also use linear penalty functions. Let C 0 ¼ ;; C 1 ; C 2 ; . . . be a series of maximal k-covers. By Corollary 1, a cover C Ã maximizingw w is the first C k for which wðC kþ1 Þ À wðC k Þ < . It is easy to modify MAXCOVER to find C Ã . The only necessary change is in Line C9, where z needs to be returned if w max . MAXCOVER then finds C Ã in OðnKÞ time if it is invoked with K ! jC Ã j. In what follows, we develop a faster algorithm.
For all i 2 ½1; n, define W 0 ðiÞ as the maximum ofw w for covers of ½1; i which do not include i. Define W 1 ðiÞ as the maximum ofw w for covers of ½1; i which do include i. The following lemma shows the recursions for calculating W j ðiÞ:
Proof. Let i > 1 be arbitrary and consider the covers realizing W 0 ði À 1Þ and W 1 ði À 1Þ. Since both of them are covers of ½1; i and do not include i, W 0 ðiÞ ! maxfW 0 ði À 1Þ; W 1 ði À 1Þg. However, strict inequality is not possible since the cover realizing W 0 ðiÞ is a cover of ½1; i À 1 and, thus, its penalized score cannot be larger than the maximum ofw w among covers of ½1; i À 1. In a similar spirit, consider the covers of ½1; i obtained by adding ½i; i to a cover realizing W 0 ði À 1Þ and by extending the last interval of a cover realizing W 1 ði À 1Þ. Since their penalized scores equal ðw i þ W 0 ði À 1Þ À Þ and ðw i þ W 1 ði À 1ÞÞ, respectively, W 1 ðiÞ ! w i þ maxfW 0 ði À 1Þ À ; W 1 ði À 1Þg. Again, strict inequality is not possible since one can remove i from the cover of ½1; i that realizes W 1 ðiÞ and obtain a cover of ½1; i À 1 that way. t u
The lemma implies a dynamic programming algorithm that runs in OðnÞ time. In case of the two-state HMM, the algorithm is equivalent to the Viterbi algorithm [20] . We design a more general method that respects minimum segment length constraints. Specifically, we want to find a cover that maximizesw w with the stipulation that changed segments must have lengths at least m 1 and unchanged segments must have lengths at least m 0 . In order to arrive at a solution by dynamic programming, we consider covers of ½1; i in increasing order of i. In contrast to Lemma 2, we need to track not only whether i is included, but also whether the last segment satisfies the minimum length requirements. As a consequence, Lemma 3 below gives recursions for four variables per prefix.
For all j ¼ 0; 1, m 2 ½1; m j , and i 2 ½m; n, define C w j for i 2 ½m 1 ; n:
Lemma 3 implies a dynamic programming algorithm (see Fig. 4 ), which finds an optimal cover subject to length restrictions. The algorithm runs in OðnÞ time. The case ¼ 0 is equivalent to the original problem of Fu and Curnow [5] , that of finding a segmentation that satisfies the length restrictions. The case m 0 ¼ m 1 ¼ 1 is the problem of finding optimal complexity-penalized covers, and thus W 
A Fast Algorithm for Finding a Maximal Cover
So far, we concentrated on computing maximal covers using Theorem 1 or selecting one cover using linear complexity penalties. It is also possible to calculate maximal covers by employing Theorem 2. The main idea is to find and a 1 ¼ 1 or a 1 > m 0 . the cover that comprises all runs of positive scores and then produce smaller maximal covers consecutively. Below we develop the idea formally. A segment ½i; j is a positive run if wð½i; jÞ > 0 and for all k 2 ½i; j, w k ! 0. A segment ½i; j is a negative run if wð½i; jÞ < 0 and for all k 2 ½i; j, w k 0. When not all scores are zero, we can decompose ½1; n into an alternating series of negative and positive runs. Let T ¼ ðT 1 ; T 2 ; . . . ; T m Þ be the resulting series. Let M be the number of positive runs in T : M ¼ dm=2e or M ¼ bm=2c. Clearly, the set fT 2 T : wðT Þ > 0g is a maximal M-cover. In fact, M is the cover size until which the score of maximal covers increases. After that point, maximal covers have the same score as long as the positive runs can be split and we arrive to the cover f½i: w i ! 0g. Further increases in the cover size decrease the score since negative scores need to be included.
The sequence T can be calculated in OðnÞ time. Applying Theorem 2, we produce maximal covers of size less than M one by one. In every step, we need to identify three consecutive segments T iÀ1 ; T i ; T iþ1 that can be merged at the expense of the smallest decrease in the cover score. Such a triple is found by selecting i for which the absolute value jwðT i Þj is minimal. Algorithm MAXCOVER-FAST shown in Fig. 5 implements the idea.
Lemma 4. Algorithm MAXCOVER-FAST finds a maximal
K-cover if not all scores are zero and it is invoked with a K that is not larger than the number M of maximal positive runs. The algorithm can be implemented in such a way that it terminates in Oðn þ M log MÞ time.
MAXCOVER-FAST can be modified to find an optimal cover C Ã for an arbitrary monotone increasing complexity penalty function. Since maximal covers' scores stop increasing at M, jC Ã j M. The algorithm has to track the cover score: At each merging operation in Line F5, the score decreases by jwð½a i ; b i Þj. All maximal covers of size M are inspected and the one maximizingw w is reported at the end. Consequently, the optimal cover can be found in Oðn þ M log MÞ time. It is worth pointing out that M ¼ ÂðnÞ is not unlikely, in which case the running time is Oðn log nÞ. For instance, consider the maximum likelihood framework of Section 3.1 and assume that pðÞ 6 ¼ qðÞ for all letters 2 AE and, thus, all scores are nonzero. If all letters are drawn from the unchanged distribution p, then the expected value of M is ð1 þ 2ðn À 1Þð1 À ÞÞ, where ¼ P :pðÞ>qðÞ pðÞ is the probability of a negative score in an arbitrary position. In practice, it is likely that ð1 À Þ is not negligible and, thus, M ¼ ÂðnÞ with high probability. In such a case, MAXCOVER-FAST may not enjoy much advantage over MAXCOVER. In the examples of bacterial genome segmentations in Section 5, n is in the range of several hundreds of thousands to a few millions and M=n is typically 40-45 percent. At the same time, only up to a few hundred segments are interesting. A practical intermediate solution is to use one of the dynamic programming algorithms of Section 4.2 with a fairly permissible penalty to identify a maximal cover and then use that cover as the starting point T in Line F1.
Proof (Lemma 4). An invariant that implies the correctness
is that, in Line F4, T alternates segments with positive and negative scores. In order to see that, notice that jwð½a i ; b i Þ j minfjwð½a j ; b j Þ j : j ¼ i AE 1g in Line F5. Thus, wð½a iÀ1 ; b iþ1 Þ, wð½a iÀ1 ; b iÀ1 Þ, and wð½a iþ1 ; b iþ1 Þ have the same sign. The algorithm's correctness now follows from Theorem 2. A balanced search tree can be augmented to track the segments in T . Elements of T are stored at the tree leaves, ordered by the absolute values of the scores. In order to avoid selecting the first or the last segment in Line F4, those two segments are stored with scores AE1, preserving only their scores' signs. In addition, leaves are equipped with pointers to preceding and succeeding segments. It is thus possible to perform Line F4 in Oðlog MÞ time, to find neighboring segments in Oð1Þ time, and to update T in Line F5 in Oðlog MÞ time. Hence, the algorithm runs in Oðn þ M log MÞ time.
NONCODING RNA GENES IN AT-RICH THERMOPHILES
A frequently used statistic for DNA sequences is the GC-content, which is the relative frequency of G (guanine) and C (cytosine) in a region. In a recent application, GCcontent was used to detect noncoding RNA [21] genes in genomes of thermophile Archaebacteria, such as Methanocaldococcus jannaschii [8] , [22] . The GC-content of transfer and ribosomal RNA genes strongly correlates with the optimal growth temperature of thermophile Prokaryotes [23] , [24] , [25] , [26] . The linear trend is broken at lower growth temperatures (around 60 degrees Celsius) [27] and there does not seem to exist a similar dependence for the genome-wide GC-content [26] . M. jannaschii is a prime candidate for identifying RNA genes by GC-content alone, since while the GC-content of the genome is 31 percent, known RNA genes have a much higher GC-content of 60-70 percent. Klein et al. [8] trained a two-state HMM in which the states modeled GC-poor and GC-rich regions. They computed the most likely state sequence in order to select a set of GC-rich segments. After filtering out known genes, they selected the segments with a minimum length of 50, which resulted in nine candidate RNA genes, denoted Mj1-Mj9. They validated four of them by showing that they are transcribed. They identified a fifth gene, Mj6a, missed by the HMM, based on sequence similarity. Two candidates (Mj5 and Mj8) are less likely to be RNA genes as they overlap with putative protein coding regions. Schattner [22] also used GC-content and other statistics to identify RNA genes in M. jannaschii. He used a moving window within which the log-likelihood was calculated using essentially the same equations as in Section 3.1. In each position, starting with a window of 25 nucleotides, the window was extended as long as its score surpassed a predefined threshold, up to a length of 100 characters. An extended window was reported as a changed segment if it reached the length of 40 nucleotides. This approach identified 19 candidates, denoted cnr1-cnr19. Four of these candidates correspond to those experimentally verified by [8] and two additional ones are also found by the HMM screen. One candidate (cnr10) is the RNase P RNA gene [28] of M. jannaschii. We tested our algorithms on M. jannaschii (1.66 Mbp, GenBank accession NC_000909.1). Using (2), we employed the scores w i ¼ À0:66 if the corresponding nucleotide was A (adenine), T (thymine), or W (weak), and w i ¼ 0:72 for G, C, or S (strong). (An additional 12 positions with ambiguous characters had score 0.) The scores are based on the genome's overall GC-content and the 65 percent GC-content in seven tRNA genes between positions 850,000 and 870,000. This latter set was also used by [22] as the basis for the parameter settings. Using MAXCOVER, we computed maximal k-covers: see Fig. 6 . The smallest maximal cover that includes all tRNAs has size k ¼ 38. That cover also includes all rRNAs, as well as RNase P RNA and SRP 7S (Signal Recognition Particle) genes. In addition, three novel genes of [8] are also included. The false positive rate can be assessed by the fact that only two intervals overlap with proteincoding genes: Mj5 and Mj8. The maximal 46-cover contains all RNA genes of [8] , including Mj6a, not discovered by either the HMM or the sliding windows of [22] . The 46-cover intersects only one more protein-coding gene than the 38-cover.
We evaluated different penalty functions r: rðkÞ ¼ 2k log n (MDL1) or rðkÞ ¼ 2kðlog n À logð2kÞÞ (MDL2); (5b) (HMM 2 ); and (4) for significance (P ¼ 0:1 and P ¼ 0:01). As shown in Fig. 6 , the MDL penalties are too severe and even HMM segmentation stops at P ¼ 0:01. There is no need to be very conservative in this case, as the gene candidates identified by the segmentation are further analyzed by different methods. Accordingly, we selected ¼ 14 for the complexity penalty (P-value 0:11 by (4)) and imposed a minimum segment length of 40. MINLENGTH-COVER finds a 48-cover, which includes all known RNA genes (even Mj6a), five protein-coding genes, and the segment [334439,334485] not identified by either [22] or [8] , which is classified as a pseudogene by tRNAscan [29] . Eight candidates of [22] are not in the cover, as they score below 14 (three of them have a score less than 12, corresponding to a P-value of at least 0.6).
We carried out similar experiments with a number of thermophile Prokaryotes. In the maximum likelihood framework of Section 3.1, one can readily predict the success of gene finding. A linear penalty set by (4) can be compared to expected scores of changed segments. A changed segment of length ' has expected score Eð'Þ ¼ 'D where D ¼ P 2AE qðÞ log qðÞ pðÞ is the relative entropy between the distributions. The threshold ' min ¼ =D thus indicates the minimum detectable gene length. By this reasoning, we found that among thermophiles for which whole genome sequences are available, N. equitans [30] , S. tokodaii [31] , S. solfataricus, M. maripaludis, and P. horikoshii have low ' min values (see Fig. 7 ), allowing for the detection of transfer RNAs and longer RNA genes.
We summarize here some initial findings. We found that a maximal 58-cover of the N. equitans genome NC_005213.1) includes all tRNAs found by tRNAscan [29] (even pseudogenes), all rRNAs, four protein-coding genes, and 12 unannotated segments. Seven of the unannotated segments 3 produce no significant BLAST hits in Genbank. The S. solfataricus genome (NC_002754.1) contains many repetitive elements with a high GC-content. Our segmentation by a 116-cover includes 68 transposons or transposases and two hypothetical protein-coding genes. All other segments are annotated as RNA genes. The S. tokodaii genome (NC_003106.2) contains many repetitive sequences. Its segmentation identifies all annotated RNA genes (including a tRNA that is missed by tRNAscan), and includes 24 transposition-related sequences and six hypothetical protein-coding genes. There are eight unannotated segments, four of which are repeated more than once in the genome. BLAST finds no similarities between the remaining four 4 segments and known archaeal DNA sequences. We hypothesize that they correspond to noncoding RNA genes. A fifth segment [326016, 326321] overlaps in only 11 bp with a hypothetical protein-coding gene. Based on a structural alignment to known RNase P RNA genes in Crenarchaea [28] , it is very likely to be the so far unpublished RNase P RNA gene in S. tokodaii (J.W. Brown, personal communication). Fig. 8 shows its alignment to the corresponding gene in S. solfataricus.
ML segmentation of M. maripaludis (NC_005791.1) gives only 16 GC-rich regions, one of which is unannotated, but further inspection [29] reveals that it is likely to be a Selenocysteine tRNA gene. Other structural RNA genes, such as RNase P [28] and SRP [32] , can be located in other thermophiles with a larger ' min based on GC-content alone. For instance, a segmentation of the T. tengcongensis genome (NC_003869.1) includes the unannotated region [1699151, 1699436] , which corresponds to the RNase P RNA gene of the organism mentioned in the article [26] .
DISCUSSION
We presented algorithms that calculate optimal covers according to different criteria, in linear or Oðn log nÞ time for an input of size n. A relatively recent review [3] of DNA segmentation methods considered the cover selection problem, based on [5] , as one that can only be solved in Oðn 2 Þ time. Such a running time may be a serious drawback in the analysis of long DNA sequences. In fact, optimal cover problems with arbitrary, even nonadditive, segment scoring can be solved in Oðn 2 Þ time. For instance, [33] considers the problem of finding a cover with minimum total variance. A k-cover with maximum score can be found by dynamic programming in Oðn 2 kÞ time using OðnkÞ space if a general segment scoring function is used [33] , [34] .
A related problem, that of finding a maximal chain of covers, can be solved in linear time. A chain of covers is formed by C 0 ; C 1 ; . . . where every C k is a k-cover and Paby -P. abyssi, Paer -P. aerophilum, Phor -P. horikoshii, Ptor -P. torridus, Ssol -S. solfataricus, Stok -S. tokodaii, Taci -T. acidophilum, Telo -T. elongatus, Tmar -T. maritima, Tten -T. tengcongensis, Tthe -T. thermophilus, and Tvol -T. volcanium. We calculated GC-contents for N. equitans, M. kandleri, M. maripaludis, P. aerophilum, P. torridus, S. tokodaii, T. elongatus, and T. thermophilus from public genome sequences and annotations and used the values computed by [26] for others. Lines show GC-content pairs for ' min ¼ 75; 150; 300 at P ¼ 0:1 and genome size of 2 Mbp. Fig. 8 . Comparison of S. solfataricus and S. tokodaii RNase P RNA genes. S. solfataricus sequence and structure are from the RNase P RNA database [28] . The S. tokodaii sequence is the segment [326014,326323] in the genome, found by ML segmentation. Secondary structure for S. tokodaii is predicted from alignment and covariation. It is also worth pointing out that looking for a cover C that maximizes wðCÞ À jCj, where w is set according to loglikelihood ratios, gives a symmetric solution in the sense that the role of changed and unchanged segments can be reversed. With the possible exception of segments at the extremities of ½1; n that can have scores between ðÀÞ and , an equally good segmentation is found whether we use the scores w i of (2) or ðÀw i Þ. Maximal chains do not exhibit a similar symmetry.
In addition to maximal chains, results related to maximal covers are described by Huang [35] , Lin et al. [36] , and Zhang et al. [10] . A linear-time algorithm for finding a segment with maximum score satisfying a minimum length requirement is given in [35] . A linear-time algorithm for finding a segment with maximum score that satisfies both minimum and maximum length restrictions is described in [36] . Lin et al. [36] give an algorithm that finds a segment with maximum average score of some minimum length L in Oðn log LÞ time. The algorithm can be employed to find a chain of covers in which segments have large average scores [37] .
Zhang et al. [10] examine the problem of producing pairwise sequence alignments without low-scoring regions. An alignment is viewed as a sequence of n columns, each assigned a score. The score of a subalignment, defined by a segment ½a; b ½1; n, is the sum of its columns scores. Disjoint subalignments thus form a cover. Standard alignment procedures [38] have essentially the same shortcomings as maximal cover chains in that they may include subalignments of arbitrarily low score (termed the "mosaic effect" in [39] ). In order to avoid such situations, Zhang et al. [10] propose that low-scoring regions should be removed from the alignment. In particular, they aim to find a cover C for which no subsegment of a S 2 C has score less than ÀX for a threshold X ! 0. They prove that such covers for decreasing values of X form a hierarchy similar to that of maximal covers described by Theorems 1 and 2. They also provide a linear time algorithm implied by the hierarchy that finds such a cover for a given X. In light of Theorem 3, such covers are succinctly characterized by a linear penalty function rðkÞ ¼ Xk. We pointed out the connection between the threshold X and various statistical notions of complexity, as well as the interpretation of the optimal cover as the most likely state sequence in a Markov model. The dynamic programming algorithm of Lemma 2 offers a simple, efficient alternative to the algorithm of [10] for eliminating low-scoring regions from alignments. MINLENGTH-COVER additionally provides the option of imposing minimum subalignment lengths.
In the context of Hidden Markov Models, Algorithms MAXCOVER and MINLENGTH-COVER find most likely state sequences under restrictions on the number of state changes and on state durations, respectively. At first sight, it seems that the HMM approach has the advantage over the maximum likelihood approach of Section 4.2 in that the model's parameters can be set by a training algorithm. There is no reason, however, for not doing the same in conjunction with ML segmentation. For instance, Viterbi training can be imitated by alternating a parameter estimation step and a segmentation step. In the former, the character frequencies are calculated in changed and unchanged segments and is set based on statistical significance from (4). In the segmentation step, a segmentation is computed using the newly set parameters.
From a practical viewpoint, our algorithms complement each other. The fast dynamic programming algorithms of Section 4.2 can identify a plausible maximal cover, while algorithms MAXCOVER and MAXCOVER-FAST enable the exploration of maximal covers in the neighborhood with increasing or decreasing sizes, respectively. The experiments of Section 5 illustrate that our algorithms used in a maximum likelihood framework yield higher sensitivity and flexibility for DNA segmentation than does a two-state HMM, while matching the speed of the latter. They are very space efficient at the same time. The scores can be computed on demand from the input sequence. The dynamic programming algorithms need to store only the traceback values, as the few values of W i that are accessed can be tracked in a small data structure. Every nucleotide can be stored in two bits (or four to allow for ambiguities) and the data encoding the cover and the traceback values can be stored in three bits per position. Thus, MAXCOVER and the algorithms of Section 4.2 can segment a DNA sequence of length n using n þ Oð1Þ bytes.
