This paper deals with the estimation of reliability R = P (Y < X) when X is a random strength of a component subjected to a random stress Y and (X, Y ) follows a bivariate Rayleigh distribution. The maximum likelihood estimator of R and its asymptotic distribution are obtained. An asymptotic confidence interval of R is constructed using the asymptotic distribution. Also, two confidence intervals are proposed based on Bootstrap method and a computational approach. Testing of the reliability based on asymptotic distribution of R is discussed. Simulation study to investigate performance of the confidence intervals and tests has been carried out. Also, a numerical example is given to illustrate the proposed approaches.
1 Introduction Rayleigh (1880) observed that the sea waves follow no law because of the complexities of the sea, but it has been seen that the probability distributions of wave heights, wave length, wave induce pitch, wave and heave motions of the ships follow the Rayleigh distribution. Also in reliability theory and life testing experiments, the Rayleigh distribution plays an important role.
A random variable X is said to have the Rayleigh distribution with the scale parameter θ and it will be denoted by RA(θ), if its probability density function (PDF) is given by f (x; θ) = 2θxe −θx 2 , θ > 0, x > 0.
The cumulative distribution function and survival function corresponding to (1) for
x > 0, respectively, are F (x; θ) = 1 − e −θx 2 , S(x; θ) = e −θx 2 .
Suppose U 0 follows (∼) RA(λ 0 ), U 1 ∼ RA(λ 1 ), U 2 ∼ RA(λ 2 ) and they are independent. Define X = min{U 0 , U 1 } and Y = min{U 0 , U 2 }. Then the bivariate vector (X, Y ) has the bivariate Rayleigh (BVR) distribution with the parameters λ 0 , λ 1 and λ 2 and it will be denoted by BV R(λ 0 , λ 1 , λ 2 ).
If (X, Y ) ∼ BV R(λ 0 , λ 1 , λ 2 ) then their joint survival function takes the following formF (X,Y ) (x, y) = P (X > x, Y > y) = e −λ 1 x 2 −λ 2 y 2 −λ 0 (max(x,y)) 2 .
The random variables X and Y are independent iff λ 0 = 0. The marginals of the random variables Xand Y are Rayleigh with parameters λ 1 + λ 0 and λ 2 + λ 0 , respectively. The survival function of min(X, Y ) is obtained by P (min(X, Y ) > x) = P (X > x, Y > x) =F (X,Y ) (x, x) = e −(λ 0 +λ 1 +λ 2 )x 2 ,
which is the survival function of Rayleigh with parameter λ 0 + λ 1 + λ 2 .
In stress-strength model, the stress (Y ) and the strength (X) are treated as random variables and the reliability of a component during a given period is taken to be the probability that its strength exceeds the stress during the entire interval. Due to the practical point of view of reliability of stress-strength model, the estimation problem of R = P (Y < X) has attracted the attention of many authors. Church and Harris (1970) , Downtown (1973) , Govidarajulu (1967) , Woodward and Kelley (1977) and Owen et al. (1977) considered the estimation of R when X and Y are normally distributed. Tong (1977) considered the problem of estimating R, when X and Y are independent exponential random variables. Awad et al. (1981) determined the maximum likelihood estimator (MLE) of R when X and Y have bivariate exponential distribution. Constantine et al. (1986) considered the estimation of R when X and Y are independent gamma random variables. Ahmad et al. (1997) and Padgett (1998, 2001) considered the estimation of R when X and Y are Burr type X random variables. The theoretical and practical results on the theory and applications of the stress-strength relationships are collected in Kotz et al. (2003) . Estimation of P (Y < X) from logistic (Nadarajah, 2004a) , Laplace (Nadarajah, 2004b) , beta (Nadarajah, 2005a) , and gamma (Nadarajah, 2005b) distributions are also studied. Kundu and Gupta (2005) considered the estimation of R when X and Y have generalized exponential distribution. Inferences on reliability in two-parameter exponential stress-strength model (Krishnamoorthy et al., 2007) and ML estimation of system reliability for Gompertz distribution (Saraçoǧlu and Kaya, 2007) are considered. Kakade et al. (2008) considered the estimation of R for exponentiated Gumbel distribution. Rezaei et al. (2010) considered the estimation of R when X and Y are two independent generalized Pareto distributions.
In stress-strength analysis, usually, it is assumed that X and Y are independent. But any study on twins or on failure data recorded twice on the same system naturally leads to bivariate data. For example, Meintanis (2007) Hanagal (1996) derived the estimator of R = P (Y < max(X 1 , X 2 )) for the case that X 1 and X 2 are bivariate exponentially distributed and stochastically independent with Y that follows an exponential distribution. Hanagal (1997) found estimating reliability of a component based on maximum likelihood estimators for a bivariate Pareto distribution. Nadarajah and Kotz (2006) studied the estimation of P (Y < X) from bivariate exponential distributions.
The main aim of this paper is to discuss the inference of R = P (Y < X) when X is a random strength of a component subjected to a random stress Y and (X, Y ) follows BVR distribution. In Section 2, the MLE of reliability R is obtained. The asymptotic distribution of the MLE of R is given and different confidence intervals are proposed in Section 3. Testing of the reliability based on a step by step computational approach is provided in Section 4. The different proposed methods are compared using Monte Carlo simulations and the results are reported in Section 5. Also, a numerical example is given to illustrate the proposed approaches.
MLE of R
Suppose Y and X represent the random variables of stress and strength of a component, respectively, and (X, Y ) follows BVR distribution with survival function given by (3).
Then it can be easily seen that
Let (X i , Y i ), i = 1, ..., n, be a random sample of size n from BVR distribution and S 1 be the random number of observations with y i < x i in the sample of size n. Then the distribution of S 1 is binomial (n, R). The natural estimate of R is which is given bỹ
which has the asymptotic distribution N(R,
The MLER of R is given as follows:
For obtaining an explicit formula forR, it is necessary to determine the MLE's of λ 0 , λ 1 and λ 2 . Let (x i , y i ), i = 1, ..., n, be the observations based on a random sample of size n. Also, let
• n 0 = number of observations with x i = y i .
• n 1 = number of observations with x i < y i .
• n 2 = number of observations with y i < x i .
Then the log-likelihood function of the observed sample is given by:
The first moments or expectations of the random numbers N 0 , N 1 and N 2 , are as follows:
where
The MLE's of λ 0 , λ 1 and λ 2 , sayλ 0 ,λ 1 andλ 2 respectively, can be obtained as the solutions of the following system of equations:
The above system of equations can be solved numerically either by using a NewtonRaphson procedure or by Fisher's method of scoring to obtain the MLE's (λ 0 ,λ 1 ,λ 2 ).
Asymptotic distribution and Confidence Intervals
In this section, first we obtain the asymptotic distribution ofλ = (λ 0 ,λ 1 ,λ 2 ) and then we derive the asymptotic distribution ofR. Based on the asymptotic distribution ofR, we obtain the asymptotic confidence interval of R. Let us denote the Fisher information matrix of λ = (λ 0 , λ 1 , λ 2 ) as I(λ). Therefore,
Moreover,
The above Fisher information matrix is positive definite and by the asymptotic results for the MLE, we arrive at the following theorem:
Proof. The result follows straightforward from the asymptotic properties of MLE's under regularity conditions and the multivariate central limit theorem.
Theorem 2. The asymptotic distribution ofR is normal with the value of the first moment R and the value of the variance Σ that is given by
with
and G is the inverse of the variance-covariance matrix of λ 0 ,λ 1 ,λ 2 . Ferguson (1996) , Section 7).
Proof. The result follows from invariance property of consistent asymptotically normal estimators under continuous transformation.(See

Remark 1. By means of Theorem 2, an asymptotic confidence interval of R is obtained
as follows:
Remark 2. The value Σ of the variance can be estimated by means of the empirical
Fisher information matrix and the MLE's of λ 0 , λ 1 and λ 2 .
Remark 3. Using Theorem 2, an asymptotic test of size α rejects the null hypothesis
where Z 1−α is the (1 − α) th quantile of the standard normal distribution. We can also obtain asymptotic tests of the desired size for alternatives
It is observed that the asymptotic confidence intervals do not perform very well.
Therefore, we propose the following bootstrap confidence interval.
Bootstrap confidence interval
In this subsection, we propose a percentile bootstrap method (Efron, 1982) for constructing confidence interval of R which is as follows. step 1. Generate random sample (x 1 , y 1 ) , ..., (x n , y n ) from BV R (λ 0 , λ 1 , λ 2 ) and computê
step 2. Usingλ 0 ,λ 1 andλ 2 generate a bootstrap sample (x * 1 , y * 1 ) , ..., (x * n , y * n ) from BV R(λ 0 ,λ 1 ,λ 2 ). Based on this bootstrap sample compute bootstrap estimate of R using (7), sayR * .
step 3. Repeat step 2, NBOOT times.
, be the cumulative distribution function ofR * . Definê R Boot−p (x) = H −1 (x) for a given x. The approximate 100(1 − α)% bootstrap confidence interval of R is given by
Hypothesis testing and Interval Estimation Based on a Computational Approach
In this section, we use the idea of Pal et al. (2007) to testing the reliability and constructing confidence interval of R based on the MLE. The proposed computational approach test (CAT) based on simulation and numerical computations uses the ML estimate(s), but does not require any asymptotic distribution.
Hypothesis Testing and the Computational Approach Test
Suppose (X 1 , Y 1 ), ..., (X n , Y n ) are iid random samples from BV R(λ 0 , λ 1 , λ 2 ). Our goal is
Under H 0 , the log-likelihood function of the sample of size n can be expressed as
The MLEs of λ 0 and λ 1 , under H 0 , can be obtained as the solutions of the following system of equations:
The CAT is given through the following steps: step 1. Obtain the MLEsλ 0 ,λ 1 andλ 2 from equations (14), (15) and (16) and compute the MLE of R, sayR M L , from (7).
step 2.
(i) Set R = R 0 , then find the MLEsλ 0 andλ 1 from the original data by using (25) and (26), and call this as the "restricted MLE of (λ 0 ,
(ii) Generate artificial sample(
) a large number of times (say, M times). For each of replicated samples, recalculate the MLE of R. Let these recalculated MLE values of R bê
Alternatively, calculate the p-value as: 
Interval Estimation
Since we have already discussed about hypothesis testing based on our suggested CAT, we can take advantage of it for constructing confidence interval of the reliability R, by the following steps: step 1. 
, and then approximate the plotted curve by a suitable smooth function, say g U (R 0 ).
The two solutions of R 0 thus obtained set the boundaries of the interval estimate of R with intended confidence bound (1 − α).
In Section 5, we apply the above mentioned computational approach for BVR distribution.
Numerical studies
In this section we first present some simulation experiments to observe the behavior of the different methods for various sample sizes and for various values of parameters.
Then, a numerical example is provided for illustrating the proposed approaches to find 95% confidence interval for R. The data set has been obtained from Meintanis (2007) .
Simulation Study
We evaluate the performances of the MLEs with respect to the squared error loss function in terms of biases and mean squared errors (MSEs). We consider the sample sizes n = 5, 10, 15, 20, 25, 50 and the parameter values λ 1 = 1, λ 2 = 1 and λ 0 = 0.5, 1, 1.5, 2, 2.5.
All the results are based on 1000 replications. From the sample, we obtain the MLE of R using (7). The average biases and MSEs of the MLEs are presented in Table 1 , based on 1000 replications. Some of the points are quite clear from this experiment. Even for small sample sizes, the performance of the MLEs are quite satisfactory in terms of biases and MSEs. When sample size increases, the MSEs decrease. It verifies the consistency property of the MLE of R.
We also compute the 95% confidence intervals and estimate average lengths and coverage percentages of asymptotic confidence intervals, bootstrap confidence intervals and the confidence intervals obtained by using the computational approach given in section 4. The results are reported in Table 2 .
It is observed that when the sample sizes increase, the coverage percentages of asymptotic confidence interval and computational approach increase but they are always smaller than the confidence coefficient even for samples as large as 50. The performance of the bootstrap confidence intervals are quite well and the coverage percentages of this method are close to the confidence coefficient. In fact, it is clear that the bootstrap approach works far better than the other methods.
Through simulation study, comparison of power is made for asymptotic test and the computational approach test (CAT) given in section 4. The power is determined by generating 1000 random samples of size n = 10, 15, 20, 25, 50. The results for the test H 0 : R = R 0 against R > R 0 at the significance level α = 0.05 are presented in Table   3 . P 1 and P 2 are referred to as powers based on the CAT and the asymptotic test, respectively. The following points are observed from Table 3 :
• Both tests perform well with respect to the power.
• It is clear that the CAT is almost as good as the asymptotic test. The whole idea behind the CAT has been the assertion that not knowing or applying the sampling distribution of the MLE of R does not cause much detriment as seen in Table 3 .
• Both the tests are consistent in the sense that as sample sizes increase, the power of the tests show improvement. 
Real example
Meintanis (2007) 
Conclusions
In this paper, we have addressed the inferences of R = P (Y < X) when X is a random strength of a component subjected to a random stress Y and (X, Y ) follows bivariate 
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