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Über die Konvergenz der Orthogonalreihen. II 
Von KÄROLY TANDORI in Szeged 
Einleitung 
M bezeichnet die Klasse derjenigen Folgen {«„}", für die die Orthogonalreihe 
(1) 2 an<pn{x) n= 1 
für jedes in [0, 1] orthonormierte System {(p„(x)} fast überall konvergiert. (Die 
Menge der Punkte, wo die Reihe (1) divergiert, kann von dem System {<p„(X)} 
abhängen.) CM bezeichnet die Klasse der Folgen {a„}$M. Das Hauptresultat 
dieser Arbeit lautet, wie folgt: 
S a t z I. {a„}£M gilt dann und nur dann, wenn 
||{a„}|[2 = l im/] / 2(ÖI, . . . ,a jv)<°o 
gilt, mit 
l 
/ 2 ( a ! , ...,aN) = sup / ( max \ai<pi(x) + ...+a](pj{x)\)2 dx, 
0 1 S ' S J S N 
wobei das Supremum über alle im Intervall [0, 1] orthonormierten Funktionensysteme 
{q>„(x)} gebildet wird. M ist mit der Norm II {ö„}||2 ein Banachscher Raum. 
In § 1 werden wir einige Hilfssätze beweisen, den Beweis von Satz I werden 
wir in § 2 vollziehen. In § 3 zeigen wir einige Eigenschaften der Norm ll{a„}ll2 und 
beschäftigen wir uns mit einigen Eigenschaften der Klassen M und CM; in § 4 
werden wir Abschätzungen und Anwendungen für ll{a„}ll2 angeben; endlich in 
§ 5 werden andere Normen in M betrachtet. 
§ 1. Hilfssätze 
H i l f s s a t z I. Es gilt 
(2) ci + ... + Cw = /2(^1, •••, Cjy) == (|ci| + ... + |CJV|)2-
(2) folgt aus der Ungleichung 
\c1cp1(x)+ ...+cNcpN(x)\^ max \Ci(pi(x)+ ... +Cj(pj(x)\ 
1 S I S J ' S I V 
= k i 9 ? i ( * ) l + ••• + lciv9'jvWI-
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Zur Analogie von I 2 definieren wir allgemeiner 
i 
/ P (c i , cN) = sup / ( max \ct<p,(x) + ... + Cj<pj(x)\y dx 
0 1 SiSjSN 
wobei das Supremum über alle in [0, 1] orthonormierten Systeme {<p„(x)} gebildet 
wird. 
H i l f s s a t z II. Es gilt 
(3) / ¿" (c i + rfi, ...,cN + dN)^lliP(ct, . . . ,cw ) + /p1/p(rf1, ( 1 ^ = § 2 ) . 
Im Falle I^Cy , ..., c^ + dN) = 0 ist (3) trivialerweise erfüllt. Es sei nun 
/p(c, +dt, ..., cN + dN)?iO. Dann gilt 
I 
1= / ( m a x |(c i + i/ i)<Pi(*) + — + (Cj + dj)<pj(x)\ydx>0 
0 lsSiSjSN 
für ein beliebiges orthonormiertes System Aus der Ungleichung 
( max \(ct + ddq>,(x)+...+(cj + dj)<pj(x)\y* 1 SiSjSN 
, max \(ci + di)<pi(x)+...+(cj + dj)<pj(x)\y-1-1 SiSj'SiV 
•( max |c1<p i(*)+-+C/?>j(*)H- max |i/,'<P;(X) + . . . +</.<p.(;»c)|) 1 SiSjSN 13 isSj'SiV 
ergibt sich, mit Anwendung der Hölderschen Ungleichung, 
71/p ^/¿/p(Cl, ..., cN) + /¿"(¿t, ..., 
für jedes orthonormierte System, woraus (3) folgt. 
H i l f s s a t z III. I2(clt cN) ist stetig. 
Auf Grund von (2) und (3) ist die Behauptung offensichtlich. 
H i l f s s a t z IVT Es gilt 
(4) I2(cj, . . . , cN) + I2(dl, ..., d/^^^iCi, ..., cN, 
Es sei e (>0) beliebig. Nach der Definition von I2 gibt es orthonormierte 
Systeme {<p„(x)}i und {i/^Jf mit 
i 
/ ( m a x \c,<pt(x)+... + cJ(pj(x)\)2dx^I2(ci, ...,cN)-e, 
0 ISiSjSiV 
(5) 
/ ( max \diil/i(x)+...+djil/j(x)\)2dx^I2(d1,...,dM)-e. 
0 ISiSjSM 
Wir setzen a ^ C j (/ '=1, . . . , N ) , aN + J = dj (j= 1, ..., M) und 
v ^ - f ^ ' * 2 * ) ( 0 ^ * ^ 1 / 2 ) , f ^ ( 2 * - l ) ( 1 / 2 < ^ 1 ) , 
X i W _ l 0 sonst, Z w ^ W - j o sonst. 
Diese Funktionen bilden ein orthonormiertes System {jf„}i+M in [0, 1]; weiterhin 
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ergibt sich aus (5) durch einfache Rechnung 
h(ci, •••,cN) + I2(d1, ...,dM)-2e=S 
1 
S / ( max \cirpi(x)+ ... +cjcpj(x)\)2 dx + 
0 lSiSjSJV 
+ f ( max \diipi{x)+ ...+djil/j(x)\)2 dx = 
Q l S i S j S M 
1/2 
= 2 f ( m a x \ci(pi(2x)+ ...+ Cjipj(2x)\)2 dx + 
0 lsisjsiV 
1 
+ 2 f( max \di\!/i(2x-\)+... +d:\lii(2x-\)\)2dx = 
1 j2 ISiSjSM 
1 
o lsisysiv+M 
Da e ( > 0 ) beliebig ist, ergibt sich daraus (4). 
H i l f s s a t z V. Es gilt 
( 6 ) / 2 ( C L , . . . , C W ) ^ / 2 ( C / I , . . . , « / * ) , wenn \ct\^\d,\ ( I = 1 , . . . , N). 
Da I2(d1, ..., rfjy) offensichtlich nur von den von 0 verschiedenen Koeffizienten 
dn abhängt, kann dn^0 vorausgesetzt werden. Es sei e(=-0) beliebig angegeben. 
Dann gibt es ein in [0, 1] orthonormiertes System mit 
i 
/ ( max \Ci<pi(x)+ ...+Cj(pj(x)\2 dx^I2(cit ..., cN) — e. 
0 lSiSjS/V 
Es sei gesetzt: 
V2Cii/fV(2*) 
?,(*) = / 2 ( l - c , 2 i / r 2 ) 1 / 2 < p i ( 2 x - l ) ( i ^ x ^ l ) , 
0 sonst 
(/ = 1, ..., N). Offensichtlich bilden diese Funktionen ein orthonormiertes System 
in [0, 1]. Nach der Definition von ¡p;(x) erhalten wir durch einfache Rechnung 
t 
I2(d1, ..., dN) s / ( max \dlyl(x)+ ... +d^j{x)\)2 dx = y 1 0 lSiSj^JV 
1/2 
= 2 f ( max \cspi(2x) + ... + c<p,-(2x)\)2dx + 
r 1 
+ 2 f ( max \di(l — c?d,r2)1/2q>i(2x — l ) + ... + dj(l — c2 dj2)il2 (pj(2x — l)\)2 dx-
i/2 1 SiSijäN 
1 
s / ( max \Ci<pi(x)+ ... + cJ<pj(x)\)2dx^I2(cl, . . . , c l Y ) - s . 
0 ISiSjSJV 
Da e ( > 0 ) beliebig ist, ergibt sich (6). 
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H i l f s s a t z VI. Es sei p(^2) eine natürliche Zahl und seien c, a reelle Zahlen 
mit 0 ^ a < a - t - c = ! l . Dann gibt es ein im Intervall [0, 1] orthonormiertes System 
{<pn(p, c, a; x)}i mit den folgenden Eigenschaften: für [cc, a. + c)gilt <p„(p> c, a ; x) = 0 
(n = 1, ...,2p) und besteht 
I 
/ ( max ¡cicpiip, c, x; x)+ ... +Cj(pj{p, c, a; x)\)z dx^a min ctplog2 p 
ür jede positive Folge {c„}\p mit einer positiven absoluten Konstante a. 
Im Falle a = 0 , c = l ist dieser Hilfssatz eine unmittelbare Umformung eines 
Resultats von D. E. MENCHOFF1). Im allgemeinen werden die geforderten Bedingun-
gen des Hilfssatzes VI für die Funktionen (pn(p,c, a ;x ) = j/c <pn(p, 1,0; cx + a) 
(n = \, ..., 2p) erfüllt. 
H i l f s s a t z VII.2) Für jede Folge cx, ..., cN gibt es ein in [0, 1] orthonormiertes 
System {ipn(x)}1 derart, daß 
max \ctipi(x) + ... + Cj ipj(x)| ^ 1 
ISiSjSN 
in einer Menge E mit mes ( E ) ^ Q min (1,1 2(ci , •••, cN)) gibt, wobei 1) eine 
positive, absolute Konstante ist. 
H i l f s s a t z VI I I . Es gilt 
(7) Ql\l\cu...,cN)^lllP(ci,...,cN)^l\l2{cl,...,cN) (1 
wobei Q eine positive, absolute Konstante ist. 
Die zweite der Ungleichung (7) folgt aus der Hölderschen Ungleichung. Zum 
Beweis der ersten Ungleichung kann man I2(cit ..., cN) = 1 annehmen. Mit An-
wendung des Hilfssatzes VII ergibt sich ein orthonormiertes System {ipn(x)1, für 
welches 
max \ct\pt(x) + ... +Cj\l/j(x)\ S l 1 SiSj'SJV 
in einer Menge E mit mesi-E^Sj?. Dann ist 
r i -,1/p 
\ f ( max \Ci\l/,(x)+ ... + cjil/j(x)\)pdx\ s e 1 / p S e , lo 1 SiSjSiV J 
woraus die erste Ungleichung (7) folgt. 
') D. E. MENCHOFF, Sur les séries de fonctions orthogonales (Première partie), Fundamenta 
Math., 4 (1923), 82—105. Siehe noch: S. KACZMARZ, Notes on orthogonal series. II, Studio Math., 
5(1934), 103-104 . 
2) Siehe: K. TANDORI, Über die Konvergenz der Orthogonalreihen, Acta Sei. Math., 24 (1963), 
139-151 . 
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§ 2. Beweis des Satzes I 
In einer vorigen Arbeit3) wurde u . a . die folgende Behauptung bewiesen: 
A) Es sei {«„} eine gegebene Folge von reellen Zahlen. Gilt 
(8) Z h i ^ + i , 
k = 0 
für jede Indexfolge (0 = ) « 0 < . . . < « t < . . . , so konvergiert die Reihe (1) für jeder 
orthonormierte System {<p„{x)} fast überall. Gilt aber (8) für eine Indexfolge {nk} 
nicht, so gibt es ein orthonormiertes System {'pn(x)}, für welches die Reihe (1) sogar 
fast überall divergiert. 
In der Menge M definieren wir die vektoriellen Operationen auf die übliche 
Weise: <x{an} = {txa„}, {an} + {b„} = {an + b„}. M ist offensichtlich ein linearer 
Raum. 
Es sei 
(9) IIWH2 = l i m / 2 1 / 2 ( a i , . . . , a N ) < ~ . 
N-too 
(Der Limes existiert, da wegen der Definition von I2 I2(flx , ..., ..., ÖJV+I)' 
(N= 1, 2, ...) ist.) Dann gilt (8) wegen (4) für jede Indexfolge {nk} und auf Grund 
der Behauptung A) ist {an} £ M. 
Wir nehmen an, daß (9) nicht erfüllt ist. Aus (3) folgt I 2 ( a x , ..., an+fj) — 
-li(ai, ..., a„) ^ lt(an + 1, ..., an+N) und so gilt l im I 2 (a n + 1, ..., an+N) = Auf 
N-*OO 
Grund dieser Relation kann eine Indexfolge (0 —)n0 < . . . ... definiert werden 
derart, daß I2(a„k+1, . . . , a „ t + 1 ) £ 1 für jedes k besteht. Für diese Indexfolge wird 
(8) nicht erfüllt, woraus, auf Grund der Behauptung A) {«„} $ M sich'ergibt. 
||{a„}ll2 ist eine Norm in M: a) ll{tf„}ll2=0 dann und nur dann, wenn an— 0' 
(« = 1,2, ...) ist; b) lla{a„}||2 = |a|ll{fir„}||2 für jede reelle Zahl a ; c) II {a„} + {A„}ll2 ^ 
^ Il{fl„}ll2+Il{ön}ll2. a) folgt aus (2), b) ist offensichtlich und c) folgt aus (3). 
Zum Beweis des Satzes I soll nun die Vollständigkeit von der Norm ll{a„}ll2 
bewiesen werden. Es sei {an(m)}£M (m = l,2, ...) mit II {an(m')} — {a„(m")}\\ 2 —0 
(m', m " — N a c h (2) ergibt sich an(m)—a„ (m — ^;n = 1 ,2 , . . . ) . Es sei e ( > 0 ) 
beliebig. Nach der Definition der Norm gilt I^a^m') — a^m"), ..., aN(m') — aN(m")) < 
• e2 (m , m" > v (s)) für jedes N. Da I2 stetig ist, erhalten wir daraus für m 
daß I2(al—ai(m"),...,aN—aN(m"))S82 (m" > v (e)) für jedes N besteht. Woraus 
II {an} — {an(m")\\\ 2 = e (w">v(e)) sich ergibt. Auf Grund von c) erhalten wir {an} 6 M 
und gilt II {an} — {a„(m)}|| 2 — 0 (w-00 ) . 
Damit haben wir Satz I bewiesen. 
Es sei (0 = ) m 0 < . . . < m k < . . . eine gegebene Indexfolge und 
Ak+i = {alk+1+ ••• + alk+l}il2 (k = 0,1, ...). 
Wir haben auch die folgende Behauptung bewiesen4). 
3) Loc. cit.2). 
") Siehe loc. cit. 2). 
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B) Gilt 
(10) 
k = 0 
für jede Indexfolge (0 = ) n0 <... < nk <..., so konvergiert die Folge der mk-ten Partial-
summen der Reihe (1) für jedes orthonormierte System {<p„(x)} fast überall. Gilt aber 
(10) für eine Indexfolge {nk} nicht, so gibt es ein orthonormiertes System {rpn(x)}, 
für welches die Folge der mk-ten Partialsummen der Reihe (1) sogar fast überall 
divergiert. 
M* bezeichnet die Klasse der Folgen für die die Folge der mk-ten Partial-
summen der Reihe (1) für jedes orthonormierte System {<p„(x)} fast überall konver-
giert. (Die Menge der Divergenzpunkte kann von dem System {<p„(x)} abhängen.) 
Auf Grund der Behauptung B), mit derselben Methode ergibt sich: 
Sa t z II . {an}(iM* gilt dann und nur dann, wenn 
||{tfn}||* = l i m / ! / 2 ( y 4 i , . . . , An)<<=O 
besteht. M* ist mit dieser Norm ein Banachscher Raum. 
§ 3. Über die Norm II {a„}|| 2 
Aus (2) folgt 
( i o f s i w i M ¿1*1. 
l n = l J n = 1 
Daraus folgt MQl2 (l2 bezeichnet die Klasse der Folgen mit Aus (6) 
folgt 
Sa t z I I I . Es sei \an\^\bn\ (n = 1 ,2, . . . ) . Ist {¿„}€M, so gelten {a„}€M und 
II {fljll 2 S || {bn}|| 2. Ist {a„j £ CM, so gilt {bn} <E CM. 
Sa tz IV. Es seien {a„(m)}~ (m = 1,2, ...) Zahlenfolgen mit an(m)-^0 (m — 
« = 1,2, ...). Ist {an(l)}€M, dann gilt | |{a„(m)}||2-0 
Beweis des Sa t ze s IV. Es sei e (>0) beliebig angegeben. Es sei weiterhin 
{<p„(x)} ein beliebiges in [0, 1] orthonormiertes System. Die «-te Partialsumme der 
Reihe 
2 an(m)<p„(x) n=l 
bezeichnen wir mit sim\x). Auf Grund der Voraussetzungen ist {an(m)} £l2. Nach 
dem Satz von Riesz—Fischer gibt es eine quadratisch integrierbare Funktion f,„(x), 
nach der die Folge {iim)(x)} (« = 1,2, ...) im quadratischen Mittel konvergiert. 
Es sei endlich die Indexfolge (0 =)n0 < . . . ... so gewählt, daß 
oo oo 
2 2 t=0« = "k+l 
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Dann ist 
raax \sf\x) - sT'\ (.v)| sS 2 max |4""(.v)[ S 
1 ^ ¡ S J S N 1 SISIV 
^ 2 i | / „ ( . v ) l + f i ( / - . ( . v ) - ^ ( x ) ) 4 , / 2 + { i ( m a x \ s f % x ) - ^ \ ( . v ) ! ) 2 } ' ' 2 ) , 
v U = o J U=o n k < i s j s i i k + , J ) 
woraus 
i 
( I I ) f ( max I ^ W - ^ i W D ' r f . v S 
/ OO OO CO oo \ 
3E 12 Z er2 (m) + Z Z an (m) + Z f2 ia«k +1 ("'), • • •, a„k., ("0) 
\ n = l ir = 0 II = fifc + 1 k = 0 / 
sich für jedes m und N ergibt. Es sei nun k0 und s so groß, daß 
2 al( l ) < e 2 , 2 2 ^ ( O ^ ß 2 . 
n = fco+J A =A*o+l nss/ifc+l 
oo fco ~ k = ko + t k = 0 n = s + 1 
erfüllt sind. Wegen a„(m)^0 («; — «>;/; = ], 2, ...) aus ( I I ) erhalten wir 
i 
/ ' ( max \s(f\x)-st\ (A-)|)2f/.v== 
0 isimjsN 
(k o ko v fco J Z fl2 (/»0 + ^ Z + z h (<K +1 (m), . . . , a„k +, (m)) + 48 e2. li=l k = 0n=w,+ l k = 0 ) 
Daraus, wegen der Stetigkeit von J2 folgt 
i 
/' ( max (.v)|)2i/A-<49£2 (/« >/¿(8)). 
0 t SiSySiV 
Da {^„(A-)} ein beliebiges orthonormiertes. System ist, erhalten .wir 
f1(a{{m), ...,as(m))^ 49e2 ( w > ju(g)) für jedes JV, woraus ||{ö„(w)}|| (m >/;(e)) 
sich ergibt. 
S a t z V. M ist separate!. 
Es sei {a„}£ M. Nach Satz IV gilt II {a,,}^ — (ö„}ril 2 (N — ») . Die Klasse 
der endlichen Folgen ist also in M überall dicht. Wegen (2) kann jede endliche Folge 
mit endlichen Folgen von rationalen Zahlen in der Norm approximiert werden. 
Die Menge der endlichen Folgen von rationalen Zahlen ist aber abzählbar. 
Sa t z V I. Ist {«„} £ M, dann gibt es eine positive, monoton ins Unendliche stre-
bende Folge {/l,,} mit {/.„£;„} £ M. Ist aber {«„} £ CM, dann gibt es eine positive, monoton 
zu 0 strebende Folge {/.„} mit {/,//„} £ CM. 
A 15 
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Beweis des Sa tzes VI. Ist {an}£ M, dann gilt {a„}£l2. So gibt es eine Index-
folge 
CO OO OO rtfc+l 
(12) 2 2 2 
t = Oi = «» + l k = 0 n = « k +l 
Weiterhin, auf Grund von (4) gilt 
(13) 2 h ( " n * + \ > •••> «n i [ + , )< 0°-
k = 0 
Wegen (12) und (13) gibt es eine positive, monoton ins Unendliche strebende Folge 
{Ak}, derart, daß 
(14) 2 A ( k + 1 ) 2 u n d 2 Ah(fl„k + i , ...,aMÄ+1)<co 
k = 0 n = n k + l k = 0 
bestehen. (Man kann z. B. 
Ak = m i n f | 2 ( / + 1 ) "2 , f 2 / 2 K + i . - , « , , , • , ) ] ] (*=<>, 1 , . . . ) 
setzen.) Es sei = ( u , < / i s / i k + 1 ; /c = 0,1, ...). Dann gelten 
DO OO CO 
(15) 2 2 ^ 2 « » < 0 0 und Z ^ i ^ + i V i ' - ' ^ i ^ t ^ 0 0 ' 
(1 = 0 n = n k + l <1 = 0 
Es sei nun {<p„(x)} ein beliebiges, in [0, 1] orthonormiertes System. Aus (15) folgt 
{Zna„}£l2. Nach dem Satz von Riesz—Fischer konvergiert die Reihe 
oo 
(16) 2 Kan<Pn(x) 
n = l 
in quadratischen Mittel zu einer Funktion f(x) C L2(0, 1). Die «-te Partialsumme 




woraus lim s„k(x)=f(x) fast überall folgt. Wegen (15) besteht auch 
I 
2 / ( max ¡¿^^¡(x) + ... + Xjüjcpjipc)|)2 dx < 
k = 0 J nk<iäjsnk+, 
0 
woraus s„(x) — i„k(x)— 0 (n-»°°;nk<n^nk+1) sich fast überall ergibt. Die Reihe 
(16) ist also für jedes orthonormierte System {(p„(x)} fast überall konvergent, d. h. 
{ A „ a „ K M . 
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Es sei {a„} £ CM. Auf Grund von il{ö„}ll = ° ° gilt 
k = 0 
für eine Indexfolge (0 = ) « 0 < . . . N a c h einem bekannten Satz5) gibt es 
eine positive, monoton zu 0 strebende Folge {Ak} mit 
2 Ah(a„k + 1, • ••,a„k + 1) = °°. k = o 
Es sei X„ — ÍAk (nk-<nmnk+i; k=0, 1, ...). Dann ist 
k = 0 
woraus, auf Grund von (4) sich ergibt, daß die Norm von {A„«n} nicht endlich ist, 
also {A„a„} 6 CM. Damit haben wir Satz VI bewiesen. 
§ 4. Abschätzungen für die Norm 
Cx,Clt... bezeichnen positive, absolute Konstanten. 
S a t z VI I . Es gilt 
(17) IIWIU S Cx |a{ + 2 al log2 nj''. 
Im Falle |a„|^|a„ + 1| (« = 1,2,...) besteht 
(18) IIWH2 ^ C2 \a \ + 2 a l log2 h J ' * . 
B e w e i s des S a t z e s VII . Nach einem bekannten Satz gilt 
1 N 
(19) / ( max \ci<pi(x)+...+Cj<pJ(x)\ydxsC3log2N 2 £ (iV> 1) 
0 iSimjSN n = l 
für jedes in [0,1] orthon ormierte System {^„(x)}^6). Die n-te Partialsumme der 
Reihe (1) bezeichnen wir mit s„(x). Dann gilt 
+ 
1 1 / 2 
(*)| S |Ä2N (*)| + \ 2 (x)-S2„-i (X))21 + 
( N 1 1 / 2 
\ 2 ( max |ai(Pi(x) + ... + aj<pj(x)\)2} 
5) Siehe z. B. G. H . H A R D Y — J . E. LITTLEWOOD—G. PÓLYA, Inequalities (Cambridge, 1934), 
S. 120-121 . 
' ) Siehe D. E. MENCHOFF, loc. cit.1) und H. RADEMACHER, Einige Sätze über Reihen von 
allgemeinen Orthogonalfunktionen, Math. Annalen, 87(1922), 112—138. 
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fü r jedes n (\ Auf Grund von (19) ergibt sich 
i 
/ ( max \ai<p,(x)+ ... +ajq>j(x)\ydx^ 
o i s i a . / s 2 " 
( 2* ' N 2N N ' 2" \ ( 2" \ 1/2 Z a f + % Z at+Z"2 Z af\^cAal+ Zo^og2n\ , ¡=1 n = l i = 2 " - ' + l n=2 / = 2"- 1 + 1 ) V " = 2 ) 
woraus (17) sich ergibt. 
Nach der Definition der Norm gilt ll{±a„}ll2 = Il{tf„}ll2 offensichtlich. Zum 
Beweis der Ungleichung (18), ohne Beschränkung der Allgemeinheit können a„>0 
oo 
und a\ + Z a n '°g2 " < ' vorausgesetzt werden. Dann gilt 
n = 2 
(20) 0^ + 02 + 2 0 4 + ¿ 2 " f l 2 " + . / i 2 ^ I. 
II = 2 
Ii — 2 
2 2 2 " V k 2 2 Es seien ao = 0, ai =ct\, a2 = ai +a2, ai = a2 + 2a4., an = a 3 + 2j 2 a2*+<k 
k= 2 
und c„ = a„+ 1—a„ (« = 0). Es sei weiterhin jV(^4) eine natürliche Zahl und 
wir setzen 
n _ f « i ' ( « o ^ . v < « i ) , («i =x<a2), 
" W H « sonst,' ' ( / J 2 ( A ) 10 sonst, 
1 (2Ö4) ~ 1 ( a 2 S x < a 3 ) , 
^ ( X ) = 10 sonst, = 
( 2 o 4 ) - ' ( a 2 = A' < ( a 2 + a 3 ) / 2 ) , 
(2a 4 ) - ' ((«2 + a3)/2 = .v < a3), 
0 sonst, 
92"-2+k(x) = <pk(2"-2,a,„ c„;x) (k= 1, . . . , 2 ' - 2 ; « = 4, . . . , Af + 1), 
wobei <pk(p, c, a;x) die im Hilfssatz VI erwähnten Funktionen bedeuten. Wegen 
(20), auf Grund der Definition der Funktionen ist {«/'„(•v)}? ein orthonormiertes 
System in [0, I] und gilt 
i 
/ ( max |a,•</;,•(*) + ... + ^ - ( . y ) ! ) 2 dx = 
0 lSi==/32« 
1 1 1 
= f (a, (pJ (A))2 dx + j (a2(p2(x))2 dx + J ( max \ai(Pi(x)+... + aj<pj(x)\)2 dx + 
ö o o 3s ; s j=s4 
i 
IV - 1 R . . . 
+ Z I ( max ¡ö,f/i,(.v)+ ... +ajq>j(x)\)2 dx. 
k= 2 J 2k<iSjS2k + 1 
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Nach Hilfssatz VI folgt daraus 
i 
/ ( m a x | a t f i i x ) + . . . + o,<?,•(*)|)2 dx s 
£ C5 + a\ + al+ 5 2*"1 a\u, ,(* - l ) 2 j ^ C2 + 2 <£ W » ) , 
woraus /2(ÖI, .. . , a2«) = C2 + 2 °n log2 « j sich für jedes Verg ib t . (18) er-
halten wir mit der Grenzübergang N-
Aus Satz VII erhalten wir: 
+ 2 A U o g 1 ^ ' 2 
und ini Falle An^An + l (n=\, 2, ...) 
(21) IIWII* = c 2 |>42 + 2 An log2 n j ' . • • 
Im Falle mk= 2k~i (k = 1, 2, ...; m0 =0 ) gilt also 
(22) ||{a.}||! 3 C8 + a\ + 2 a\ (log log «)2 j ' . 
Ist \an \ = 1//«A„ ( 0 < A „ ^ An+1; « = 1,2, ...), dann gibt es eine monoton abnehmende 
Folge {d„\ mit d„^An^2d„ (« = 1,2, . . . ) . Aus (21), auf Grund von (6) erhalten 
wir ' ' . 
[ ~ V / 2 
(23) | | { « - > * C 9 \ a l + al+ 2 a\ (loglog «)2 
^ (1 = 3 
Mu bezeichnet die Klasse der Folgen {a„}r, für die die Reihe (1) für jedes ortho-
normierte System {'pn{x)} fast überall unbedingt (d.h. in jeder Anordnung ihrer 
Glieder fast überall) konvergiert. (Die Menge der Divergenzpunkte kann von der 
Umordnung und von dem System abhängen.) 
Für eine Nullfolge {a„}", bezeichnet {a*} eine Umordnung von {a„} mit 
\a*\ s= 11 (« = 1,2, ...). (Eine solche Umordnung existiert.) Es sei 
||{«„}||(2u) = Um (max / 2 1 / 2 « , ..., < ) ) , 
,v->~ p 
wobei das Maximum über alle Umordnungen nlt ..., nN der Zahlen 1, ..., N gebildet 
wird. (Der Limes existiert ( ^ oo) und hängt nicht davon ab, was für eine Umordnung 
{aif} gewählt wird.) Gilt 0, dann setzen wir || {ön}ll = Es sei weiterhin 
~ r >'K+i 11/2 
+ \at\ + 2 ] 2 «-log2 n\ für eine Nuilfolge {a„}, 
sonst, 
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wobei vk = 2 2 \ Es gilt A ^ oa und A hängt nicht davon ab, was für eine Uniordnung 
{ai} gewählt wird. 
Wir beweisen den folgenden Satz. 
Sa t z VII I . {an} £ M gilt dann und nur dann, wenn II { a „ } l l ( 2 u ) < M u ist mit 
der Norm ||{a„}l|W ein Banachscher Raum. Weiterhin gelten die Abschätzungen 
(24) C i o ^ l M I ^ C , , ^ . 
Beweis des S a t z e s VI I I . Gilt £7„-k0, dann ist (24) definitionsgemäß erfüllt. 
Es sei nun {a„} eine Nullfolge. Es sei N eine natürliche Zahl, {</?„(*)}l1N ein in [0,1] 
orthonormiertes System und ny, ..., nVrJ eine Umordnung der Zahlen 1, ...,vN. 
Für eine natürliche Zahl k besteht vk -cni ^ ^ für vk+ ( — vk verschiedene Indizes /; 
diese seien in Reihe nach /(1, k)<l(2, k) <... -fl(yk + i — vk; k). Offensichtlich gilt 
max |a%(p„Xx)+ ... +a%<pnj(x)| ^ 
1 
N- 1 
=S | ( A - ) | + |A!</>2(*)L + 2 . M A X [ A * ( W < p n , 0 M ( x ) + ... +a*u 
Jc=0 IS iSjSv t+ ,-v t 
Daraus, auf Grund von (19) ergibt sich 
{ f ( max \a*(pl„(x)+...+aZj<p„j(x)\)2 dx\ =s 
I i i I S i S j S v y ) 
( 'V-l f vfc+I p /2\ 
|a , | + |fl2|+ 2 1 2 o f l o g 2 « = Ci i Aj\. V fc = 0 ln = vk+l J ) 
Da {<pn(x)} ein beliebiges orthonormiertes System in [0, 1] ist, erhalten wir 
max l\{fln,, •••, a*v ) ^ C u AN, voraus die Zweite der Ungleichungen (24) folgt. p " 
Mit der in einer vorigen Arbeit7) angewandten Methode kann auch 
max / f ( a ,* , ...,a„* ) s C 1 0 4 bewiesen werden, woraus die erste Ungleichung folgt. p " 
Wegen MUQM folgt </„—0 aus {a„}6M„; im Falle {a„}-t-0 besteht {a„} $M„. 
Die Behauptung {a„} £'M„ II {tf„}llc2u) < «> folgt also aus (24) und aus der bekannten 
Behauptung 8): 
C) und {a„}ZMu sind gleichwertig. 
Die weiteren Behauptungen des Satzes VIII sind offensichtlich. Damit haben 
wir Satz VIII bewiesen. 
Die Orthogonalreihe (I) nennen wir sehr stark summierbar, wenn die Mittel 
(*„„ (*)+••• + smk(x))/k (k= 1 , 2 , . . . ) |.V„(A-) = 2 < V M * ) J 
•'•'•)-K. TANDORI, Über die orthogonalen Funktionen. X (Unbedingte Konvergenz), Acta Sei. 
Math., 2 3 ( 1 9 6 2 ) , 1 8 5 — 2 2 1 . 
8) Siehe: loc. cit, 7). Die Behauptung C) ist mit den Sätzen I—II von loc. cit.7) äquivalent, 
da im Falle <?,i+0 gilt { ? . • } $ u n d die Rademachersche Reihe Zanr„(x) divergiert fast überall. 
(A. N. KOLMOGOROFF, Uber die Summen durch den Zufall bestimmten unabhängigen Größen. 
Math. Atmalen, 9.9(1928), 309-319. ; Also {a,,}« M„.) 
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für jede Indexfolge mL < . . . < . . . fast überall konvergieren. (Die Menge der 
Divergenzpunkte kann von der Indexfolge und von dem System {<p„(x)} abhängen.) 
Ma bezeichnet die Klasse der Folgen {a„}für die die Reihe (1) für jedes orthonor-
mierte System {<p„(x)} sehr stark summeirbar ist. In der unter 2) zitierten Arbeit 
haben wir bewiesen: 
D) Gilt 
(25) 2 h (Am + , ( K } ) , • • •, Ani +, ({MT})) < ~ 
/=o 
für jede Indexfolgen (0—)no<... < N / T < . . . und (0 = )m0 < ... -<mk<.... dann ist 
a„} £ Ms. Ist aber (25) für gewisse Indexfolgen {nk} und {mk} nicht erfüllt, dann gilt 
a,,} (J Ms, wobei 
J• ({"'»}) =•(«?+••• + a2mi)"2,Al+i ({ffl|}) = (A22.+, + ...+ A2« •.)1 •12 = 
= (Ö™2'+1+1 + ••• +«m2,+ ,)1/2 (1=0, 1, ...). 
Wir setzen 
| i W I | ( 2 S ) = sup lim l22(Ai({mk}), ..., A„({»,*})), 
wobei das Supremum über alle Indexfolgen (0=)m0-«=... < m t < . . . gebildet wird. 
Auf Grund der Behauptung D), mit Anwendung des Satzes VII, mit Rücksicht 
auf (22) und (23) kann leicht bewiesen werden: 
S a t z IX. {an}£Ms gilt dann und nur dann, wenn I I b e s t e h t . M.. ist 
in der Norm II {a„}ll (2S' ein Banachscher Raum. Es gilt 
||{a„}||(2S) s C 8 + a\ + 2 «» Oog log n ) 2 ) 7 
und im Falle \a„\ = \jink„ (0 , ; n = 1, 2, ...) besteht auch 
||{an}||(2s)feC9(«? + ^ + 2 a2 (log log«)2) ' . 
§ 5. Andere Normen in M 
Auf Grund von Hilfssatz VIII und Satz I erhält man leicht: 
S a t z X. [an] £ M gilt dann und nur dann, wenn 
I M , , = l im / p ' p ( ö i , . . . , a,v) < °° ( I S P S 2 ) . 
M ist in bezug auf diese Norm ein Banachraum. 
Der Limes existiert, da nach der Definition von / p /„(ÖJ , . . . , tflV) 3/,,(<?!, . . . ,aN + 1) 
(N= 1,2, ...) gilt. 
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Wir erwähnen noch, daß der betrachtete Banachraum für keinen Wert von p 
Hilbertsch ist. Wäre nämlich M für ein p Hilbertsch, so sollte die Identität 
M + M I + W W - M I = i i m u + I I M U 
gelten. Wir wählen insbesondere {a„} = {0, 1, . . . , 1,0, ...} (mit N komponenten 1) 
k 
und {¿„} = {1, 0, ...}. Bezeichnet man das System I, . . . , 1 kurz mit \k, so ist 
dann ||{ö„}||„ = rl"(lN), \\{bn}\\„ = ll'P{ 1,) = 1, | | W + {MI[P = I I W - I M I I P = 
= /p/p(l/v+i), also illl'(ln + i) = lj"'(lN)+ 1. Da N beliebig ist, ergibt sich hieraus 
durch Induktion und mit Rücksicht auf (7) 
N = N12pIp{\) = I2pIp{\„)^o12{\s) • 
mit einer positiven, absolute Konstante <x. Also f 2 ( N . Das ist aber unmög-
lich, da nach dem Hilfssatz VI 
/2(l ;V)a/?/Vlog2 A' 
mit einer positiven, absoluten Konstante b besieht. 
(Eingegangen am 20. September 1963) 
i r b j . r • ; • 
