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‘Serpent !’ screamed the Pigeon.
[. . . ]
‘But I’m NOT a serpent, I tell you !’ said Alice. ‘I’m a–I’m a–’
‘Well ! WHAT are you ?’ said the Pigeon. ‘I can see you’re trying to
invent something !’
‘I–I’m a little girl,’ said Alice, rather doubtfully, as she remembered the
number of changes she had gone through that day.
‘A likely story indeed !’ said the Pigeon in a tone of the deepest
contempt. ‘I’ve seen a good many little girls in my time, but never ONE
with such a neck as that ! No, no ! You’re a serpent ; and there’s no use
denying it. I suppose you’ll be telling me next that you never tasted an
egg !’
‘I HAVE tasted eggs, certainly,’ said Alice, who was a very truthful child ;
‘but little girls eat eggs quite as much as serpents do, you know.’
‘I don’t believe it,’ said the Pigeon ; ‘but if they do, why then they’re a
kind of serpent, that’s all I can say.’
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En mars 1989, un rapport qui sera qualifié de « Vague, but exciting. » voit le jour au CERN. Celui-ci
détaille une proposition de système d’information reposant sur un modèle client-serveur et utilisant les
liens hypertextes. Il s’agit du premier document introduisant le web tel que nous le connaissons, et dont
nous célébrons les 30 ans cette année. Durant ces trois décennies, le paysage a bien évolué. L’évolution
matérielle, tout d’abord, a permis une augmentation exponentielle des capacités de stockage et de la
gestion des données. L’accès à Internet par le grand public et l’émergence du commerce en ligne ont été
des facteurs de développement pour les systèmes informatisés et l’automatisation de nombreuses tâches.
En conséquence de nombreuses données se retrouvent stockées sur de supports informatiques. Par la
suite, les pages se font plus dynamiques et facilitent la création de contenu par les internautes, qui n’ont
plus à avoir leur propre hébergeur et site web pour s’exprimer en ligne. C’est notamment l’émergence
des blogs et des wikis, qui permettent l’édition collaborative. Ces nouvelles pratiques participent à la
massification des données accessibles sur le web. En 2001, les prémisses du web des données, aussi
appelé web sémantique 1, sont esquissés (Berners-Lee et Hendler, 2001). Jusqu’alors, les données sur le
web étaient simplement traitées par les machines. L’objectif du web des données est de permettre à ces
machines de « comprendre » ces données, c’est-à-dire de pouvoir faire des inférences pour en extraire de
l’information qui n’est pas contenue de manière explicite.
1.1 Le web des données
Les données ouvertes liées (Linked Open Data, LOD) se matérialisent par un ensemble de ressources
en relation les unes avec les autres. Elles peuvent être représentées sous forme de graphe où les nœuds
1. Le terme originel, web sémantique, tend à être remplacé par le terme web des données : « The term “Semantic Web” refers
to W3C’s vision of the Web of linked data. » (https://www.w3.org/standards/semanticweb/, le 10 octobre 2019)
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sont correspondent à des ressources et les arêtes des relations entre ces ressources. Le terme knowledge
graph est parfois employé pour désigner un sous-ensemble de ces ressources.
L’objectif du web des données est d’encoder des connaissances qui soient interprétables et manipu-
lables aussi bien par des humains que par des machines, ce qui implique (i) un format d’encodage des
connaissances, (ii) la possibilité d’accéder à ces connaissances et (iii) la possibilité de raisonner sur ces
connaissances. Il y a un hiatus entre les données et les connaissances, termes qui n’ont pas le même sens.
Toutefois, les éléments de base constituant le web des données, les triplets RDF, peuvent être considérés
à la fois comme des données et comme des unités de connaissance.
Concernant l’encodage des connaissances (i), le web des données repose sur des ontologies. L’ontolo-
gie est originellement une branche de la philosophie qui s’intéresse à « l’être en tant qu’être » : qu’est-ce
qui le définit, quelles sont ses propriétés, . . . Ce sont des questions abordées dès l’Antiquité, notamment
par Aristote. Cependant, ce n’est qu’au XVIIe, que le terme ontologie est introduit pour désigner cette
discipline. Dans le domaine de l’informatique, le terme a été introduit par McCarthy (1980) dans le champ
de l’intelligence artificielle, pour désigner un ensemble de concepts et leur sens dans un contexte donné.
Par la suite, la définition de Gruber (1993), qui désigne une ontologie comme une « spécification expli-
cite d’une conceptualisation » a été largement adoptée. La notion de conceptualisation fait référence à
une représentation, tandis que le terme « spécification explicite » implique que cette conceptualisation
est accessible aussi bien à des humains qu’à des machines. Dans le cadre du web des données,le terme
ontologie désigne aussi bien l’ensemble des connaissances représentées que la structure des concepts de
cette représentation. Nous préférerons ici parler de bases de connaissances pour désigner l’ensemble des
connaissances encodées. L’encodage est standardisé par le World Wide Web Consortium (W3C) qui a
définit plusieurs langages à cette fin, tels que RDF et RDFS. Ceux-ci seront présentés dans le prochain
chapitre.
L’accès aux connaissances encodées (ii) et la possibilité de raisonner sur ces connaissances (iii) né-
cessitent un moteur d’inférence. Celui-ci permet d’appliquer des règles d’inférences, et de dériver de
nouvelles connaissances à partir des connaissances encodées dans la base. Par exemple, sachant que
« Socrate est un Homme » et que « les Hommes sont des Mortels », le moteur d’inférence peut en déduire
que » Socrate est Mortel ». Ces règles sont spécifiées par les différents standards qui régissent le web des
données tels que RDFS et OWL. Le moteur d’inférence permet également de retrouver des informations
présentes implicitement ou explicitement dans la base de connaissances.
Plus haut, nous avons déjà parlé de la différence entre données et connaissances. Nous allons voir
ci-dessous comment peut se matérialiser le passage de l’une à l’autre.
1.2 Extraction de connaissances dans les bases de données
L’extraction de connaissances dans les bases de données (ECBD) a été définie par Fayyad, Piatetsky-
Shapiro et Smyth (1996) comme un processus non trivial d’identification de motifs valides, nouveaux,
potentiellement utiles et compréhensibles dans des données. Ce processus, illustré figure 1.1, se décom-
pose en cinq étapes.
Tout d’abord, la sélection des données consiste à déterminer, parmi les données à disposition, les-
quelles seront utilisées dans le processus. Ce choix dépend des hypothèses formulées et des connais-
sances a priori du domaine. Parfois, toutes les données peuvent être utilisées, d’autres fois il va s’agir
d’échantillonner les données ou d’en isoler un sous-ensemble selon des critères choisis. Les données sé-
lectionnées peuvent éventuellement être pré-traitées pour gérer le bruit et les données manquantes. Elles
sont ensuite transformées dans une forme adéquate à la tâche de fouille à effectuer. Il peut par exemple
s’agir d’une réduction du nombre de dimensions, ou simplement d’un changement de format. La fouille
de données peut alors être effectuée. Il peut par exemple s’agir de classification, de classement, de régres-























L’un des mécanismes essentiels pour la construction et la manipulation de connaissances est la classi-
fication des entités. Grouper les choses qui nous entourent est un élément central du raisonnement humain
que l’on retrouve dans de nombreux domaines, depuis les catégories d’Aristote jusqu’à la classification
phylogénétique en passant par la classification de Mendeleïev. Ces catégorisations sont fondamentales,
que ce soit, par exemple, pour l’indexation (ordonner et retrouver des livres dans une bibliothèque) ou
pour le raisonnement (identifier les caractéristiques communes à un groupe d’entités). On les retrouve
dans les nombreux travaux autour de la représentation des connaissances, et notamment dans les raison-
nements logiques qui s’appuient sur la théorie des ensembles. En ce sens, une catégorie, ou une classe,
est un ensemble d’objets qui partagent des caractéristiques. Il y a une dualité dans la définition d’une
classe, selon que l’on considère l’ensemble des objets qui la composent – on parle alors de définition en
extension – ou le sens qu’elle porte (c.-à-d. les caractéristiques que ses objets possèdent) – on parle dans
ce cas de définition en intension.
Pour le web des données également, les classes sont des éléments clés. Considérons par exemple l’af-
firmation « Alan Turing est une voiture de course. » Pour détecter l’incongruité de cette affirmation, il est
nécessaire de savoir qui est Alan Turing et ce qu’est une voiture de course. Dans une base de connais-
sances, il pourrait par exemple s’agir des connaissances suivantes : (1) Alan Turing est un scientifique, (2)
les scientifiques sont des personnes et (3) une entité ne peut pas être à la fois une personne et une voiture
de course. Cet exemple illustre l’importance des classes pour le raisonnement. Dans ce cas, des défini-
tions en extension sont suffisantes pour exprimer ces trois connaissances et détecter que Alan Turing ne
3
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peut pas être une voiture de course. En revanche, dans certains cas, ces définitions ne sont pas suffisantes,
par exemple si notre base contient les connaissances suivantes : (1) Alan Turing est doué de parole, (2)
les individus doués de parole sont des personnes et (3) une entité ne peut pas être à la fois une personne
et une voiture de course. Dans ce cas, la connaissance (2) est liée à la définition en intension de la classe
Personne.
Il arrive fréquemment qu’une classe ne soit définie qu’en extension, en listant ses membres. Or, ajou-
ter sa définition en intension est non seulement un enrichissement en soi, mais cela permet également
de faire des inférences qui n’étaient pas possibles avec l’extension seule, et donc d’obtenir de nouvelles
connaissances. L’absence de définitions en intension dans les LOD s’explique principalement par la façon
dont elles sont construites : de nombreuses bases de connaissances sont créées par l’extraction automa-
tique de données préexistantes. Très souvent, ces données à disposition ne renferment pas la définition
en intension. Il peut également être difficile de formuler une définition en intension. Une autre difficulté
vient du fait que les données sont parfois collectées de manière collaborative, comme c’est le cas pour
Wikipédia par exemple. S’assurer de la complétude et de l’exactitude des données n’est pas toujours pos-
sible dans ce cas. Autrement dit, des ressources peuvent manquer dans la définition extensionnelle, tandis
que d’autres peuvent être présentes par erreur.
De nombreux travaux existent pour enrichir de manière automatique ou semi-automatique le web
des données. Cependant, tandis que beaucoup d’entre eux s’intéressent aux définitions extensionnelles,
notamment en cherchant à typer une instance (c.-à-d. lui associer une classe), peu de travaux cherchent à
fournir une définition en intension. C’est précisément ce que nous essayons de faire dans cette thèse.
1.4 Contributions
Nous nous intéressons à la découverte de définitions dans le web des données. Concrètement, les dé-
finitions en intension correspondent à un couple associant une condition nécessaire (CN) et une condition
suffisante (CS). Si x est une instance de la classe Rouge alors x a la couleur rouge (CN), et inversement,
si x a la couleur rouge alors x est une instance de la classe Rouge (CS). L’idée est de construire et d’appli-
quer des règles d’induction de la forme « si r(x,y) et y ∶C alors x ∶ r.C ». Cela signifie que, étant données y
une instance de la classe C et r une relation telle que r(x,y), alors x appartient à une classe, disons D, dont
la description comprend r.C. Nous utilisons ce type de règles pour construire les définitions des classes.
Ces définitions sont de la forme Ci ≡ e1⊓e2⊓⋅ ⋅ ⋅⊓en où e j est une expression de la forme r.C j .
Le processus de découverte de définitions est résumé figure 1.2. Il se divise en trois tâches principales :
(i) préparer les données, (ii) découvrir les définitions, (iii) évaluer la qualité de ces définitions. À partir
d’une base de connaissances, un ensemble de triplets est extrait à l’aide d’une requête SPARQL. Cette
requête permet à la fois de sélectionner un sous-ensemble de la base et d’opérer un pré-traitement en
filtrant les triplets selon des critères. L’ensemble de triplets extraits sert à construire un contexte formel. Ce
contexte est ensuite fourni en entrée des différents algorithmes utilisés. Ces derniers permettent d’extraire
un ensemble de règles qui sont alors interprétées et évaluées. Finalement, on obtient un ensemble de
définitions qui pourront éventuellement être intégrées à la base de connaissances.
Nous nous appuyons sur trois approches pour réaliser la tâche de découverte de définitions : les règles
d’associations, les redescriptions et les règles de traduction. Les règles d’association permettent d’expri-
mer des dépendances entre les attributs, sous la forme « si x, alors y ». Les redescriptions correspondent à
des caractérisations multiples d’un même ensemble d’entités, c’est-à-dire deux ensembles d’attributs qui
désignent le même ensemble d’objets. La fouille de règles de traduction permet d’extraire aussi bien des
associations que des redescriptions, mais est fondée sur le principe de description de longueur minimale.
Dans cette thèse, nous décrivons et comparons les trois approches en discutant leurs avantages respectifs.
Enfin, nous menons un ensemble d’expérimentations sur DBpedia pour évaluer et comparer les dif-
férentes approches. Pour cela, nous proposons un processus expérimental pour extraire et évaluer les
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FIGURE 1.2 – Notre processus d’extraction des connaissances pour le web des données.
règles selon les trois approches comparées. Les définitions obtenues sont évaluées quantitativement et
qualitativement.
Cette thèse est dans la continuité de travaux de recherche de l’équipe ORPAILLEUR sur la découverte
de définitions dans le web des données. Son originalité est de comparer trois approches qui ne s’ap-
puient pas sur les mêmes principes mais qui s’avèrent être complémentaires au vu des résultats de nos
expérimentations.
1.5 Plan de la thèse
Ce mémoire de thèse est divisé en sept chapitres. Le présent chapitre a pour objectif d’introduire
le contexte et la problématique, ainsi qu’une vue d’ensemble des contributions. Cette section détaille
l’organisation des différents chapitres.
1.5.1 État de l’art
Chapitre 2 : Web des données. Le deuxième chapitre introduit les notions fondamentales du web des
données. En particulier, il détaille les différents standards qui régissent son fonctionnement. Il présente
ensuite les enjeux de qualité liés aux bases de connaissances ainsi qu’une classification des erreurs de
conception. Enfin, la construction et le fonctionnement de DBpedia sont présentés, ainsi que les difficultés
rencontrées pour s’assurer de sa qualité.
Chapitre 3 : Analyse formelle de concepts. Le troisième chapitre, présente l’analyse formelle de
concepts et les treillis de concepts. Nous présentons un état de l’art qui peut se décomposer en deux
parties : nous avons d’un côté les travaux cherchant à étendre l’analyse formelle de concepts (FCA), et de
l’autre côté les applications de la FCA dans le domaine de la représentation des connaissances.
Chapitre 4 : Motifs et règles d’association. Le quatrième chapitre présente succinctement la fouille
de motifs avant de présenter plus en détails la fouille de règles d’association. Devant la quantité de règles
extraites, plusieurs approches ont été proposées pour réduire leur nombre sans perdre d’information.
Nous présentons ces méthodes qui peuvent se distinguer en deux catégories : celles qui s’appuient sur
une métrique et celles qui utilisent les propriétés des treillis pour extraire un sous ensemble de règle.
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Nous détaillons ensuite quelques algorithmes de fouille de motifs et de règles d’association, avant de
présenter un état de l’art des travaux de fouille de règles d’association appliqués au web des données.
Chapitre 5 : Fouille de Redescriptions. Le cinquième chapitre est dédié à la fouille de redescriptions.
Après avoir introduit les définitions usuelles, nous présentons trois algorithmes représentatifs de la fouille
de redescriptions. Nous présentons ensuite une seconde approche, à la croisée des règles d’association
et des redescriptions, qui s’appuie sur des notions de théorie de l’information, notamment le principe de
description de longueur minimale pour extraire les règles. Enfin, nous présentons plusieurs travaux liés à
la fouille de redescription.
1.5.2 Contributions
Chapitre 6 : Découverte de définitions dans le web des données. Ce chapitre et le suivant pré-
sentent les différentes contributions de cette thèse. Dans le sixième chapitre, nous abordons les aspects
théoriques, en détaillant deux contributions principales. La première est la définition d’une pattern struc-
ture permettent de classifier des ressources RDF en considérant les triplets dans lesquels elles sont im-
pliquées. La seconde est l’utilisation des règles d’association et des redescriptions pour la découverte de
définitions dans le web des données. Nous discutons notamment des points communs et des spécificités
de chacune de ces applications en mettant en avant leur complémentarité.
Chapitre 7 : Expérimentations. Nous détaillons dans ce chapitre les expérimentations menées et les
résultats obtenus. Dans une première expérience, les différentes approches sont comparées selon diffé-
rents critères tels que le nombre de règles extraites, leur précision et leur rappel. Une deuxième expérience
étend la comparaison entre les règles d’association et les redescriptions, tandis que les deux dernières
expériences s’intéressent uniquement aux redescriptions. Des exemples de règles sont présentés et les
résultats obtenus sont interprétés et discutés pour chaque expérience.
Chapitre 8 : Synthèse et conclusion. Enfin, le dernier chapitre propose une synthèse des différentes
approches étudiées et des résultats obtenus. Il conclut cette thèse en proposant quelques perspectives de
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Dans ce chapitre, nous présentons les principales notions liées au web des données. Nous commen-
çons par distinguer données, informations et connaissances. Puis nous discutons de la représentation des
connaissances pour le web des données. Nous détaillons notamment les standards sur lesquels ces repré-
sentations reposent. Nous abordons ensuite le cas particulier de DBpedia, qui est une base de connais-
sances centrale dans le web des données. Finalement, nous présentons les problématiques liées à la qualité
des données sur DBpedia et plus généralement sur le web des données.
2.1 Données, informations et connaissances
Avant d’introduire les bases de connaissances, nous introduisons ici la distinction entre données,
informations et connaissances. Les définitions et délimitations de ces notions sont multiples et couvrent
de nombreux champs tels que les sciences cognitives, l’économie ou la philosophie. Wille (2002), à la
suite de Schreiber et Akkermans (1999), formalise la distinction de la manière suivante :
Données. Les données sont des symboles respectant une syntaxe.
Informations. Une information est une donnée interprétée, c’est-à-dire une donnée accompagnée d’une
sémantique.
Connaissances. Une connaissance est une information assimilée, permettant de raisonner et de construire
de nouvelles connaissances.
Ces trois notions sont souvent représentées sous la forme d’un triangle dont les données constituent la base
(figure 2.1). Cette représentation est en accord avec plusieurs constats. Tout d’abord, l’idée de hiérarchie
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FIGURE 2.1 – Données, informations et connaissances.
entre données et connaissances est pertinente : usuellement, les connaissances sont bien plus précieuses
que les données. De plus, cette hiérarchie est consistante avec la représentation du processus d’extraction
de connaissances. Enfin, on parle souvent de « masses de données » desquelles on souhaite extraire des
connaissances en moins grand nombre, justifiant les différences d’aires entre les trois composants.
Kayser (1997) discute de la relation entre informations et connaissances, remarquant qu’il y a « tran-
sition par degrés entre information et connaissances ». Il place la distinction au niveau du rôle des infor-
mations et des connaissances dans le raisonnement : tandis qu’une information est simplement manipulée
au cours de différents processus, les connaissances peuvent influencer ces processus.
La notion de continuum entre données et connaissances a notamment été discutée par Floridi (2010).
En particulier, l’auteur discute de la diversité de ce qui peut être regroupé derrière le terme information.
Il en propose une classification, reproduite en figure 2.2. Dans un premier temps, il fait la différence
entre des informations environnementales et sémantiques : les premières sont des données qui peuvent
être interprétées indépendamment de l’émetteur, contrairement aux secondes. Pour reprendre l’exemple
de l’auteur, les cercles concentriques d’un tronc d’arbres constituent une information environnementale
sur l’âge de l’arbre. Ces informations, qu’elles soient environnementales ou non, peuvent être instruction-
nelles (un feu de circulation, un manuel de montage de meuble, etc.) ou factuelles (un fait énoncé). Parmi
les faits énoncés, certains peuvent être faux. L’auteur parle alors de désinformation si cela est intention-
nel de la part de l’émetteur, et de mésinformation sinon. Les informations factuelles et vraies permettent
de construire des connaissances. Cette classification soulève la question de la place de la vérité dans la
notion de connaissance, que nous n’aborderons pas dans cette thèse.
Du côté du web sémantique, il n’y a pas de distinction claire entre données et connaissances. On parle
de bases de connaissances, mais aussi de web des données. La distinction se fait plutôt du côté opération-
nel : on parlera de connaissances lorsque des processus d’inférence sont en jeux, et d’information pour
désigner les faits encodés dans la base. La figure 2.3 représente l’organisation d’un système de repré-
sentation de connaissances. La base de connaissances est le cœur de ce système, elle se compose d’une
ABox (un ensemble d’assertions) et d’une TBox (une structure sur les connaissances). Elle est exprimée
dans un langage de description et sert de support au raisonnement. Les connaissances se décomposent en
deux ensembles distincts : d’une part les assertions qui expriment des faits, regroupées dans la ABox, et
d’autre part les connaissances structurantes, regroupées dans la TBox.
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FIGURE 2.3 – Système de représentation des connaissances, d’après Baader, Horrocks et Sattler (2009)
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FIGURE 2.4 – Du web « traditionnel » au web des données. D’après Koivunen et E. Miller (2002)
2.2 Représentation des connaissances sur le web
La figure 2.4 représente le web tel que défini initialement et tel que défini par le web des données.
À l’origine, le web est simplement constitué de ressources qui sont des documents consultables en ligne,
comme des pages web par exemple, liés entre eux par des liens hypertextes. Avec le web des données,
une ressource peut être décrite plus finement et les relations entre une ressource et une autre peuvent être
annotées sémantiquement. Une URL ne correspond plus nécessairement à un simple document, mais peut
désigner un concept, un objet, une personne, etc. Pour rendre compte de ce « nouveau » web, de nouveaux
standards sont nécessaires.
2.2.1 Les standards du web des données
La représentation des connaissances dans le web des données repose sur un ensemble de standards dé-
finis par le World Wide Web Consortium 2 (W3C). Ces standards sont structurés en couches. Les premières
couches définissent une syntaxe tandis que les couches plus élevées leurs associent une sémantique. Le
semantic cake (figure 2.5) représente les différents standards qui régissent le web des données.
URI/IRI
Les URI (Uniform Resource Identifier, identifiant uniforme de ressource) sont des chaînes de carac-
tères qui permettent d’identifier une ressource sur le réseau. Les IRI (Internationalized Resource Iden-
tifier, identifiant internationalisé de ressources) sont une généralisation des URI, permettant notamment
d’utiliser des caractères Unicode au lieu de se restreindre à l’ASCII dans l’adresse. Les ressources sont
souvent rendues accessibles par le réseau, dans ce cas les URI/IRI correspondent à des URL (Uniform
Resource Locator, localisateur uniforme de ressources).
Les IRI peuvent se décomposer en deux parties. La première identifie le namespace, ou espace de
noms d’une ressource, tandis que la seconde partie identifie la ressource au sein de cet espace de noms.
Par exemple, http://www.w3.org/1999/02/22-rdf-syntax-ns#type identifie la ressource type au
sein de l’espace de noms http://www.w3.org/1999/02/22-rdf-syntax-ns. L’espace de noms peut
2. https://www.w3.org/
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FIGURE 2.5 – Les différentes couches du web des données.
être abrégé par un préfixe. Dans l’exemple précédent, l’espace de noms est usuellement abrégé par le
préfixe rdf ; la ressource type est alors identifiée par rdf:type.
RDF et RDFS
Le standard Resource Description Framework (Carroll et Klyne, 2004), abrégé RDF, spécifie la façon
dont les connaissances sont représentées dans le web des données. Pour cela, il définit la notion de triplet
RDF, composé d’un sujet, d’un prédicat et d’un objet et dénoté ⟨sujet,predicat,objet⟩. Un triplet
⟨s, p,o⟩ correspond à une déclaration logique, ou assertion, prenant la forme d’une relation binaire p entre
s et o. Le sujet d’un triplet peut être une ressource ou un nœud anonyme 3 (blank node), le prédicat est
une ressource et l’objet peut être une ressource, un blank node ou un littéral (entier, chaîne de caractères,
date, etc.).
Définition 1 (Triplet RDF). Un triplet RDF est un triplet ⟨s, p,o⟩ ⊆ (U ∪B) ×U × (U ∪B∪ L) où U
est l’ensemble des ressources identifiées par une IRI, B est l’ensemble des nœuds anonymes et L est
l’ensemble des littéraux.
Un ensemble de triplets peut être représenté sous la forme d’un graphe RDF G = (V,E) où V est
l’ensemble des sujets et des objets et E est l’ensemble des prédicats. Ainsi un triplet correspond à deux
nœuds reliés par une arête. La figure 2.6 présente un exemple de connaissances encodées sous forme de
triplets et le graphe correspondant. L’espace de noms ex: correspond à notre exemple.
RDF définit également un vocabulaire qui comporte entre autres le prédicat rdf:type, une rela-
tion d’instanciation entre le sujet et l’objet d’un triplet. Par exemple, le triplet ⟨ex:Nancy, rdf:type,
ex:Ville⟩ déclare que la ressource Nancy est une instance de la ressource Ville.
À partir de RDF, les ressources peuvent être distinguées en termes de propriétés, classes et ins-
tances. Les propriétés, ou prédicats, expriment des relations binaires. Dans l’exemple de la figure 2.6,
ex:CodePostal et rdf:type sont des propriétés. Les classes correspondent à des ensembles qui re-
groupent des ressources, comme ex:Ville par exemple. Enfin, les ressources qui ne sont ni des proprié-
tés ni des classes sont des instances 4. Dans l’exemple, ex:Nancy et ex:Russie sont des instances.
3. Un nœud anonyme est assimilable à une variable existentielle.
4. Les classes et les propriétés peuvent également être des instances. Par exemple le prédicat rdf:type est une instance de
rdf:Property. Cette nuance n’a pas d’incidence sur le reste de cette thèse.
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« Nancy est une ville dont le code postal est 54000. Elle est jumelée avec une ville russe. »
(a) Connaissances encodées
ex:Nancy rdf:type ex:City .
ex:Nancy ex:codePostal 54000 .
ex:Nancy rdf:jumeléeAvec _:x .
_:x rdf:type ex:City .













FIGURE 2.6 – Les deux modélisations de ressources en RDF : triplets et graphe.
Le standard RDFS — RDF Schema (Brickley et Guha, 2014) — étend le vocabulaire RDF pour per-
mettre de structurer les ressources. Il définit notamment les relations rdfs:subClassOf et rdfs:sub-
PropertyOf qui permettent de définir un ordre partiel sur les classes et les prédicats respectivement.
Par exemple, le triplet ⟨ex:Ville, rdfs:subClassOf, ex:Lieu⟩ déclare que la classe Ville est une
sous-classe de Lieu. Ces relations sont transitives. Elles permettent également de faire des inférences. Par
exemple, à partir des triplets ⟨ex:Nancy, rdf:type, ex:Ville⟩ et ⟨ex:Ville, rdfs:subClassOf,
ex:Lieu⟩, il est possible de déduire le triplet ⟨ex:Nancy, rdf:type, ex:Lieu⟩. Ces relations défi-
nissent donc deux ordres partiels, l’un sur les classes, et l’autre sur les prédicats.
OWL
OWL (Dean et Schreiber, 2004), pour Ontology Web Language, enrichit le web des données sur deux
aspects principaux : d’une part, il offre un nouveau vocabulaire, permettant de modéliser des connais-
sances plus complexes et d’autre part, il fait le lien entre les standards du web des données et les logiques
de description.
Le vocabulaire introduit par OWL intègre de nouveaux prédicats qui expriment des relations entre les
classes, telles que la disjonction ou l’équivalence. Il introduit également des propriétés sur les relations,
comme la symétrie, la transitivité et la réflexivité, et une distinction des prédicats en trois types. Les
prédicats regroupés dans la classe owl:datatypeProperty sont les prédicats dont le co-domaine est un
littéral, alors que les owl:ObjectProperty sont les prédicats dont le co-domaine est une resource ou un
blank node. Enfin, owl:AnnotationProperty regroupe les prédicats servant à annoter ou ajouter des
métadonnées et qui ne sont pas pris en compte par les moteurs d’inférence.
OWL prend appui sur les logiques de description, et spécifie notamment le lien entre leur syntaxe
et la syntaxe de RDF. Ces relations ont notamment été discutées par Horrocks (2005). Certaines corres-
pondances sont reportées dans la table 2.1. Enfin, OWL définit plusieurs profils, à l’expressivité et à la
complexité variables (voir la figure 2.2). Le profil le plus expressif, OWL DL, correspond à la logique de
description SROIQ.
SPARQL
Une base de connaissances encodée au format du web des données peut être interrogée par un langage
de requêtes, tel que SPARQL Query Language, abrégé SPARQL (Harris et Seaborne, 2013). Les requêtes
sont construites à partir de motifs de graphes encodés sous forme de triplets, appelés Basic Graph Patterns
(BGP). Les réponses d’une requête correspondent à l’ensemble des sous-graphes isomorphes au BGP. Des
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TABLE 2.1 – Correspondance entre la syntaxe RDF et la syntaxe des logiques de description. ∆I est le
domaine d’interprétation, construite à partir de (Horrocks, 2005) et (Dean et Schreiber, 2004).
Syntaxe RDF Syntaxe LDs Sémantique
ex:C (concept atomique) C CI ⊆ ∆I
ex:r (rôle atomique) r rI ⊆ ∆I ×∆I
owl:Thing ⊺ ∆I
owl:Nothing  ∅
ex:C rdfs:subClassOf ex:D C ⊑D CI ⊆DI
ex:p rdfs:subPropertyOf ex:q p ⊑ q pI ⊆ qI
owl:unionOf C⊔D CI ∪DI
owl:intersectionOf C⊓D CI ∩DI
owl:complementOf ¬C ∆I/CI
∃r.C {x ∈ ∆I ∣ ∃y,(x,y) ∈ rI ∧y ∈CI}
∀r.C {x ∈ ∆I ∣ ∀y,(x,y) ∈ rI → y ∈CI}
rdfs:type C(x) x ∈CI
rdfs:domain ∃r.⊺ ⊑C rI ⊆CI ×∆I
rdfs:range ⊺ ⊑ ∀r.C rI ⊆ ∆I ×CI
owl:disjointWith C⊓D ⊑  CI ∩DI = ∅
contraintes sur les nœuds du BGP peuvent être ajoutées avec le mot-clé FILTER. Un exemple de requête
est présenté en figure 2.7.
2.2.2 Les Linked Open Data
Berners-Lee (2009) définit cinq niveaux de qualité des données, qualifiant les données de une à cinq
« étoiles » selon le nombre de critères remplis parmi les suivants :
1. Rendre le contenu disponible sur le web ;
2. Utiliser du contenu structuré ;
3. Utiliser des formats non propriétaires ;
4. Utiliser des URL pour identifier les ressources ;
TABLE 2.2 – Les différents profils de OWL, d’après Horrocks et al. (2012)
Nom LD Description
OWL DL SROIQ Il s’agit du profil le plus expressif de OWL. Les autres
profils sont un sous-ensemble de OWL DL.
OWL EL EL++ Le profil OWL EL est pertinent quand il y a un grand
nombre de prédicats et/ou de classes.
OWL QL DL−Lite Le profil OWL QL est adapté lorsqu’il y a de nombreuses
instances.
OWL RL DLP Le profil OWL RL offre un compromis entre une bonne
expressivité et un bon passage à l’échelle pour faire des
inférences.
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« Quelles sont les villes situées en France de plus de 100 000 habitants ? »
(a) Question posée
SELECT ?ville WHERE {
?ville rdf:type ex:Ville .
?ville ex:situéEn ex:France .
?ville ex:nbHabitants ?nbHab .











FIGURE 2.7 – Exemple de requête SPARQL.
5. Lier les données aux données d’autres bases de connaissances.
Une base de connaissances sur le web valide le premier niveau. Si elle est au format RDF, elle valide
les quatre premiers niveaux. Elle valide le cinquième niveau si elle est en relation avec d’autres bases
de connaissances. Le web des données désigne l’ensemble des données « cinq étoiles » : les ressources
sont identifiées et accessibles en ligne dans des formats non propriétaires, elles sont structurées, et sont
liées les unes aux autres (c.-à-d. toutes les bases de connaissance comportent des instances reliées à des
instances d’au moins une autre base). Le linked open data cloud 5 (LOD cloud) recense les différentes
bases de connaissances composant les données ouvertes liées ainsi que leurs relations. En mars 2019 le
LOD cloud était composé de 1239 jeux de données et de 16147 relations entre ces jeux de données.
2.3 DBpedia
DBpedia (Auer et al., 2007) est une base de connaissances construite par l’extraction automatique à
partir de Wikipédia. Elle résulte d’un projet universitaire initié il y a plus de 10 ans. Aujourd’hui, DBpedia
est un élément central des LOD. D’après les données du LOD cloud, la version anglaise de DBpedia est
reliée à 375 des 1239 bases de connaissances du web des données, soit plus d’un quart d’entre elles. Si
l’on considère toutes les langues, 431 bases de connaissances sont reliées, soit plus du tiers d’entre elles.
2.3.1 De Wikipédia à DBpedia
Pour bien comprendre la construction de DBpedia, il est nécessaire de s’intéresser à Wikipédia dans
un premier temps. Wikipédia est une encyclopédie collaborative créée en 2001, permettant à toute per-
sonne de consulter et éditer le contenu. Typiquement, un article sur Wikipédia est composé des éléments
suivants :
Le titre de la page Le titre de la page indique le sujet abordé. Sur DBpedia, le titre correspond au label
de la ressource.
Un court résumé Ce résumé présente succinctement la ressource. Il est importé dans DBpedia avec le
prédicat dbo:abstract.
Une image d’aperçu De nombreuses pages ont une image d’aperçu, en plus des images illustrant le










Une infobox L’infobox représente les informations clés liées à la ressource. Pour une ville, il peut s’agir
par exemple du code postal, du maire, du nombre d’habitants, etc. Ces données sont automatique-
ment importées dans DBpedia. Les prédicats utilisés dépendent des informations de l’infobox. Par
exemple, le code postal est indiqué avec le prédicat dbo:PostalCode.
Du contenu textuel Le cœur de l’article est constitué du contenu textuel. Ce contenu n’est pas importé
sur DBpedia.
Du contenu structuré Certaines pages ont du contenu structuré intégré au contenu textuel, comme des
tableaux par exemple, qui est facilement importé sur DBpedia. Par exemple, la page de Nancy
comporte un tableau de données météorologiques par mois, qui se retrouvent sur DBpedia. La
relation dbp:aprSnowDays, par exemple, indique le nombre de jours où il a neigé en avril pour
une ville donnée.
Des références Les références et les liens vers d’autres sites sont listées en bas de page. Les liens sont
importés sur DBpedia avec le prédicat dbo:wikiPageExternalLink.
Des références vers des pages dans d’autres langues La page comprend des renvois vers les autres
langues. Ces renvois sont inclus dans DBpedia : la base de connaissances inclut un espace de noms
par langue et une même ressource dans différentes langues est liée par la relation owl:sameAs.
Des catégories Les catégories permettent de grouper des pages de manière thématique. Elles sont pré-
sentées plus en détails dans la section suivante.
En plus des espaces de noms spécifiques aux différentes langues de l’encyclopédie, DBpedia pos-
sède plusieurs espaces de noms pour représenter le contenu de Wikipédia, listés en table 2.3. Ceux-ci
distinguent les instances, les classes, les prédicats et les catégories.
La figure 2.8 donne en exemple quelques triplets qui peuvent être extraits à partir d’une page Wikipé-
dia.
2.3.2 La notion de catégorie
Les catégories dans Wikipédia
Comme mentionné plus haut, Wikipédia intègre un système de catégories. Une entrée encyclopédique
peut être associée à une ou plusieurs catégories. Par exemple, sur Wikipédia, la page concernant la ville
de Nancy 6 est associée à six catégories :
— Communes of Meurthe-et-Moselle
— Nancy, France
— Prefectures in France
— World Heritage Sites in France
6. https://en.Wikipédia.org/wiki/Nancy,_France
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FIGURE 2.8 – Exemples de triplets extraits à partir d’une page Wikipédia.
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— Burial sites of the House of Vaudémont
— Burial sites of the House of Egmond
Ces catégories sont créées par les utilisateurs, et correspondent à des pages spécifiques qui listent des
entrées de l’encyclopédie.
Deux types de catégories sont distinguées : les topic categories et les set categories 7. Les topic ca-
tegories regroupent des pages sur le même sujet. Par exemple, la catégorie Meurthe-et-Moselle regroupe
des pages qui peuvent être liées à ce département. On y trouve aussi bien la page Côtes de Toul que la page
Baccarat (company) ou encore Battle of Nancy (1944). Les set categories listent les pages qui répondent
à certains critères. Par exemple, la catégorie Communes of Meurthe-et-Moselle regroupe toutes les pages
qui traitent d’une commune du département de Meurthe-et-Moselle.
Les catégories sont partiellement ordonnées par une relation de spécificité/généralité. Par exemple,
la catégorie Prefectures in France est une sous-catégorie de Communes in Grand Est et la catégorie
Meurthe-et-Moselle a pour sous-catégorie Geography of Meurthe-et-Moselle. L’ordre partiel établi ne
tient pas compte de la distinction entre les deux types de catégories.
Les catégories dans DBpedia
Les catégories de Wikipédia sont automatiquement importées dans DBpedia. Les ressources corres-
pondantes ont un espace de noms dédié, préfixé dbc 8. Pour associer une ressource à une catégorie, le
prédicat dct:subject est utilisé. Le préfixe dct 9 correspond au vocabulaire Dublin Core, dédié à la
description de documents. Le prédicat subject est utilisé à des fins de classification et permet d’indi-
quer des mot-clés ou des thèmes associés à une ressource. Sur la page DBpedia associée à la ville de
Nancy 10, on retrouve donc six triplets indiquant l’appartenance de la ressource Nancy à chacune des
catégories Wikipédia mentionnées plus haut :
dbr:Nancy dct:subject dbc:Communes_of_Meurthe-et-Moselle .
dbr:Nancy dct:subject dbc:Burial_sites_of_the_House_of_Egmond .
dbr:Nancy dct:subject dbc:Prefectures_in_France .
dbr:Nancy dct:subject dbc:World_Heritage_Sites_in_France .
dbr:Nancy dct:subject dbc:Burial_sites_of_the_House_of_Vaudémont .
dbr:Nancy dct:subject dbc:Nancy,_France .
2.3.3 La classification dans DBpedia
DBpedia intègre plusieurs classifications de ses ressources. Nous présentons ici les plus utilisées
d’entre elles.
La taxonomie de classes
DBpedia intègre dans dbo un ensemble de classes construites et ordonnées manuellement. La taxo-
nomie ainsi formée contient 760 classes partiellement ordonnées au sein d’un arbre dont la racine est
owl:Thing. 11
Cette taxonomie permet d’organiser les ressources présentes dans DBpedia. Cependant, elle n’est





11. Les statistiques fournies dans cette section s’appuient sur la version 2016-10 de DBpedia (https://wiki.dbpedia.org/
develop/datasets/dbpedia-version-2016-10).
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classificatoire » est très limité. En effet, elle ne contient que 760 classes alors que près de 5.5 millions
d’instances sont classifiées dans cette taxonomie. De ces chiffres, on peut en déduire que les classes sont
très généralistes et ne permettent pas d’opérer une distinction fine des ressources. Le deuxième incon-
vénient est la répartition des instances par classes. En effet, les classes sont très déséquilibrées, même
lorsqu’il s’agit de deux classes au même niveau. Par exemple, la classe Mammal, qui est une sous-classe
d’Animal, contient 15 109 ressources. Elle possède seulement trois sous-classes : Horse, Cat et Dog. Les
classes Cat et Dog ne contiennent aucune instance, tandis que la classe Horse contient 4 379 instances.
La classe Horse contient une unique sous-classe, RaceHorse, qui rassemble la quasi-totalité (4 050) des
instances de Horse. Enfin, malgré l’attention portée à la structure de cette taxonomie, certaines erreurs
structurelles, comme des cycles de subsomption, persistent.
Les catégories
Les catégories offrent une classification supplémentaire aux ressources de DBpedia. Elles sont plus
nombreuses que les classes et la classification qui en résulte a une granularité bien plus fine. Contraire-
ment aux classes, une catégorie peut avoir plusieurs parents. L’ensemble des catégories forme donc un
graphe orienté acyclique. Les catégories sont organisées selon la relation skos:broader et son inverse
skos:narrower.
Bien que ces relations soient opérationnellement transitives, ce n’est pas toujours évident du point de
vue sémantique. Par exemple, la catégorie Turing Award laureates est une sous-catégorie de la catégorie
Alan Turing, elle-même une sous-catégorie de English computer scientists. Or, un lauréat du prix Turing,
peut être considéré comme lié à Alan Turing, mais il n’a pas forcément de relation avec la catégorie
English computer scientists.
Classifications « externes »
DBpedia intègre également les classifications de Yago (F. Suchanek, Kasneci et Weikum, 2007) et de
WordNET (G. A. Miller, 1998). WordNET est une base de données linguistique développée depuis plus
de 20 ans. Elle intègre de nombreuses informations lexicales de la langue anglaise, liant des concepts par
des relations d’hyperonymie/hyponymie (est plus spécifique que), de méronymie/holonymie (fait partie
de) et de synonymie/antonymie (a le même sens que). WordNET a par la suite été convertie et intégrée aux
LOD (Assem, Gangemi et Schreiber, 2006). Yago (Yet Another Great Ontology) est construite à partir des
données de DBpedia, de WordNET et de GeoNames (une base de données géographiques). En combinant
ces trois bases, Yago propose une classification plus fine, combinant à la fois les catégories et les synsets
de WordNET. Les assertions présentes dans Yago peuvent être spatialement et temporellement délimitées.
De plus, elles sont associées à une valeur de confiance, qui indique la fiabilité de l’information.
Intérêt et limites
Les différentes classifications sur DBpedia permettent d’organiser les ressources. Les classes et les
catégories sont les deux classifications propres à DBpedia. Nous avons d’une part la taxonomie de classes,
construite manuellement par des utilisateurs avertis, avec beaucoup de données manquantes : la plupart
des classes sont très peu peuplées, et le nombre total de classes est faible au regard de la taille de DBpedia.
D’autre part, nous avons les catégories, créées par les utilisateurs de Wikipédia, qui sont beaucoup plus
nombreuses et offrent une classification beaucoup plus fine. Cependant, dans DBpedia, très peu d’infor-
mations sont fournies sur les catégories. Aussi, dans cette thèse, nous nous appliquerons des approches
de fouille de définitions aux catégories de DBpedia.
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2.4 Qualité des données dans le web des données
Avec l’essor des standards du web des données, un nombre croissant de bases de connaissances sont
publiées dans les LOD. Plusieurs méthodes de conception sont employées. Certaines s’appuient sur des
procédures (semi–)automatiques, d’autres sur du crowdsourcing et reposent sur la contribution des uti-
lisateurs. En conséquence de ces méthodes de construction, la base peut se retrouver incomplète voire
erronée. Ce constat motive les travaux sur la qualité de conception des bases de connaissances.
Gangemi et al. (2006) distinguent trois composantes d’une base de connaissances : l’aspect structurel,
l’aspect fonctionnel et l’aspect ergonomique. L’aspect structurel de la base de connaissances est lié à la
syntaxe et aux bonnes pratiques de conception d’ontologies. L’aspect fonctionnel s’intéresse au fait que
la base de connaissances est bien en accord avec la réalité. Enfin, l’aspect ergonomique vérifie que la
base est encodée de manière à être utilisable dans le but prévu. Une base peut donc être fonctionnelle
mais pas ergonomique. Ces trois composantes correspondent aux trois dimensions de l’évaluation d’une
base de connaissances introduites par Gómez-Pérez, Fernández-López et Corcho (2004) : la consistance
syntaxique, la consistance sémantique et l’ergonomie.
Zaveri, Rula et al. (2016) proposent une classification des différentes méthodes d’évaluation des LOD.
Ils définissent 18 dimensions réparties en 4 groupes. Zaveri, Kontokostas et al. (2013) identifient quatre
de ces dimensions comme particulièrement fréquentes dans DBpedia et les détaillent en 7 catégories et
17 sous-catégories (voir en figure 2.9). On retrouve des problèmes liés à la précision lorsque des don-
nées sont erronées, à la pertinence lorsque des données non pertinentes ou redondantes sont importées
dans DBpedia, à la consistance lorsque des valeurs numériques sont mal représentées et à l’intercon-
nexion lorsque des liens vers d’autres bases de connaissances ou des sites web sont erronés. Les erreurs
de précision se retrouvent notamment lorsque les données sont typées de manière incorrecte, ou lorsque
les valeurs sont erronées. Les erreurs de pertinence se manifestent quand du contenu relatif aux illustra-
tions de Wikipédia est importé (c’est par exemple le cas du triplet lié à l’URL de l’image dans la figure
2.8), ou quand plusieurs prédicats portent la même information. Il existe par exemple plusieurs prédicats
synonymes sur les espaces de noms dbp et dbo, ce qui est source de confusion. Les erreurs de consis-
tance sur DBpedia sont principalement liées aux valeurs numériques. La page DBpedia de Nancy, par
exemple, contient des informations sur le nombre de jours enneigés pour chaque mois de l’année. Les
valeurs sont typées de manière inconsistante soit comme des integer soit comme des double. Enfin, les
problèmes d’interconnexion viennent principalement d’alignements incorrects. Nous ne développerons
pas cet aspect ici.
Gómez-Pérez, Fernández-López et Corcho (2004) proposent une évaluation des taxonomies de classes
en classifiant les erreurs qui peuvent être faites à la conception. Comme pour l’évaluation de la base
de connaissances, les erreurs sont partitionnées selon trois types d’erreurs : les erreurs d’inconsistance,
d’incomplétude et de redondance. La figure 2.10 reproduit leur classification.
Synthèse du chapitre
Dans ce chapitre, nous avons présenté les standards du World Wide Web Consortium, qui permettent
d’encoder des connaissances sous forme de triplets et de constituer des bases de connaissances. Ces
bases de connaissances, liées les unes aux autres, forment le Linked Open Data Cloud, qui constitue l’en-
semble des données libres ouvertes et liées accessibles sur le web. DBpedia est une base de connaissances
construite à partir des données de Wikipédia qui a une position centrale dans les LOD. Wikipédia étant
construite de manière collaborative, et l’extraction des données se faisant de façon automatique, il en
résulte que DBpedia n’est pas complète (des triplets sont manquants) et peut contenir des erreurs (des tri-
plets faux sont présents). Dans ce mémoire de thèse, nous nous intéressons à la découverte de définitions,
qui permettront de compléter DBpedia.
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Précision
Extraction incorrecte du triplet
1. La valeur de l’objet n’est pas correctement extraite
2. La valeur de l’objet n’est pas complètement extraite
3. Le modèle de l’infobox n’est pas reconnu
Mauvais typage des données
4. Les données ne sont pas correctement typées
Relation implicite entre les prédicats
5. Un fait est encodé dans plusieurs prédicats
6. Plusieurs faits sont encodés dans un seul prédicat
7. La valeur d’un prédicat est calculée à partir de la valeur d’un
autre prédicat
Pertinence
Information non pertinente extraite
8. Du contenu de mise en page Wikipédia est importé
9. Plusieurs prédicats portent la même information
10. Du contenu relatif aux illustrations sur Wikipédia est importé
11. D’autres informations non pertinentes sont importées
Consistance
Mauvaise représentation des valeurs numériques




13. Liens vers des sites externes erronés, inaccessibles ou obsolètes
Alignement avec d’autres jeux de données incorrect
14. Liens avec Wikimedia
15. Liens avec Freebase
16. Liens avec Geospecies
17. Liens avec générés par Flickr
FIGURE 2.9 – Erreurs de conception dans DBpedia. D’après Zaveri, Kontokostas et al. (2013).
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Instances externes dans des décompositions ex-
haustives ou des partitions
Instances communes dans des décompositions
disjointes ou des partitions
Classes communes dans des décompositions dis-




Omission de connaissances exhaustives
Omission de connaissances disjointes
Classification des concepts incomplète
Redondance
Définitions formelles identiques de plusieurs instances
Définitions formelles identiques de plusieurs classes
Grammaticale
Redondance de la relation subclass
Redondance des instanciations
FIGURE 2.10 – Erreurs de conception de taxonomies. D’après Gómez-Pérez, Fernández-López et Corcho
(2004).
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Chapitre 3
Analyse formelle de concepts
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L’analyse formelle de concepts (FCA), introduite par Ganter et Wille (1999), est un cadre mathéma-
tique qui, comme son nom l’indique, s’intéresse à la notion de concept. Elle repose notamment sur les
travaux de Barbut et Monjardet (1970) sur les relations d’ordre ainsi que de Birkhoff (1940) sur les treillis.
L’une des motivations des auteurs est de fournir un cadre formel à la notion de concept tel que conçu dans
certaines théories de philosophie du langage, à savoir qu’un concept peut être défini de manière duale,
soit en énumérant les « choses » qu’il désigne (définition en extension), soit en définissant le « sens » de
ce concept (définition en intension).
3.1 Contextes et concepts
Les notions de contexte et de concept sont centrales en FCA. Le contexte représente la relation entre
des objets et des attributs qualifiant ces objets.
Définition 2 (Contexte formel). Un contexte formel K = (G,M,I) est constitué de deux ensembles G et
M et d’une relation I ⊆G×M. Les éléments de G sont appelés les objets et les éléments de M sont appelés
les attributs.
Pour dire qu’un objet g est en relation I avec un attribut m, on écrit gIm ou (g,m) ∈ I. Cette relation
se lit « l’objet g a l’attribut m ». Alternativement, on pourra dire que « l’attribut m qualifie l’objet g ».
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FIGURE 3.1 – Exemple de contexte formel. Dans cet exemple, les objets correspondent à des figures
géométriques et les attributs sont des caractéristiques de ces figures.
Usuellement, un contexte formel est représenté sous la forme d’un tableau binaire dont les lignes
correspondent aux objets et les colonnes correspondent aux attributs. Une croix à l’intersection d’une
ligne et d’une colonne signifie que l’objet de cette ligne possède l’attribut de cette colonne. La figure 3.1
présente un contexte formel. Celui-ci comporte 5 objets et 6 attributs. L’objet 2 a les attributs « Triangle
rectangle » et « Triangle ».
À partir d’un contexte, il est intéressant de se demander quels attributs ont en commun certains objets,
ou réciproquement, quels objets sont qualifiés par un ensemble d’attributs donnés. Cela est permis par les
opérateurs de dérivation.
Définition 3 (Opérateurs de dérivation). Étant donné un contexte (G,M,I), les opérateurs de dérivation
associés sont
A↑ ={m ∈M ∣ gIm pour tout g ∈ A} (A ⊆ G)
B↓ ={g ∈G ∣ gIm pour tout m ∈ B} (B ⊆ M)
Usuellement, les deux opérateurs de dérivation sont dénotés .′ sans distinction. Ce sera également le
cas dans cette thèse. Ces deux opérateurs forment une correspondance de Galois.
Définition 4 (Correspondance de Galois). Soient φ ∶ E→F et ψ ∶ F→E des fonctions sur deux ensembles
ordonnés (E,⩽) et (F,⩽). Ce couple de fonctions est appelé une correspondance de Galois entre les deux
ensembles ordonnés si :
1. e1 ⩽ e2⇒ φ(e1) ⩾ φ(e2)
2. f1 ⩽ f2⇒ψ( f1) ⩾ψ( f2)
3. e ⩽ψ(φ(e)) et f ⩽ φ(ψ( f ))
Les compositions (.′′) des opérateurs sont des opérateurs de fermeture vérifiant les propriétés d’ex-
tensivité (X ⊆X ′′), de monotonie (X ⊆ Y ⇒ X ′′ ⊆Y ′′) et d’idempotence (X ′′ = (X ′′)′′). Les opérateurs de
fermeture permettent de construire les concepts formels, qui sont les éléments clés de l’analyse formelle
de concepts.
Définition 5 (Concept formel). Un concept formel du contexte (G,M,I) est une paire (A,B) avec A ⊆ G
et B ⊆ M telle que A′ = B et B′ = A. A est appelé l’extent et B est appelé l’intent du concept (A,B).
L’ensemble des concepts formels est noté B(G,M,I).
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Par exemple, les objets 3 et 4 du contexte de la figure 3.1 ont tous les deux les attributs « Triangle iso-
cèle » et « Triangle », c.-à-d. {3,4}′ = {b,e}. Inversement, on a {b,e}′ = {1,3,4}. Ainsi, ({1,3,4},{be})
est un concept formel. L’intent et l’extent d’un concept correspondent respectivement à l’intension et à
l’extension d’une définition.
3.2 Classes d’équivalences et treillis
3.2.1 Treillis
Dans cette section, nous présentons quelques éléments essentiels de la théorie des treillis, sur lesquels
nous nous appuyons par la suite. Nous nous appuyons notamment sur les travaux de (Birkhoff, 1940) et
de Davey et Priestley (2002).
Définition 6 (Infimum et supremum). Soit E un ensemble ordonné, et F ⊆ E. Un élément x ∈ E est une
borne supérieure de F si f ⩽ x pour tout f ∈F. De manière duale, un élément x ∈E est une borne inférieure
de F si f ⩾ x pour tout f ∈ F.
Si la borne supérieure (resp. la borne inférieure) est unique, on parle de supremum (resp. infimum),
que l’on note ⋁F (resp. ⋀F).
Définition 7 (Treillis). Un ensemble ordonné E, est un treillis si et seulement si pour tout x,y ∈ E, x et y
ont un infimum et un supremum, c.-à-d. x⋀y et x⋁y existent.
L’ensemble des parties d’un ensemble, muni de la relation d’inclusion, forme un treillis. Dans ce cas,
on a X⋀Y = X ∪Y et X⋁Y = X ∩Y . Sa représentation graphique est un diagramme de Hasse.
Par exemple, le diagramme de Hasse associé aux attributs de la figure 3.1 est un treillis qui est repro-
duit en figure 3.3. Pour des questions de place, l’attribut f n’a pas été représenté.
3.2.2 Treillis de concepts
Les concepts peuvent être ordonnés à partir de la relation d’inclusion sur leur intent ou sur leur extent.
Définition 8 (Ordre partiel sur les concepts). Soient (A1,B1) et (A2,B2) deux concepts d’un contexte(G,M,I). (A1,B1) est un sous-concept de (A2,B2) si A1 ⊆ A2 (ou, de manière équivalente, B2 ⊆ B1).(A2,B2) est alors un super-concept de (A1,B1). La relation définit un ordre partiel sur les concepts.
Cet ordre peut être utilisé pour créer un treillis de concepts.
Définition 9 (Treillis de concepts). L’ensemble des concepts B(G,M,I) ordonnés selon l’ordre d’inclu-
sion des intents définit un treillis de concepts, ou treillis de Galois, dénoté L(G,M,I).
Le treillis de concepts associé au contexte de la figure 3.1 est représenté en figure 3.2a. Nous remar-
quons par exemple que ({4},abe) ⊆ ({1,3,4},be).
La visualisation d’un treillis de concepts peut vite être limitée par le nombre exponentiel de concepts
à afficher, ce qui le rend illisible pour un analyste. En effet, pour un contexte de m objets et n attributs,
il peut y avoir jusque 2min(m,n) concepts. Pour pallier cet effet, certains outils de visualisation permettent
d’explorer le treillis localement, ou par niveaux. On peut cependant souhaiter une vue d’ensemble des
données. Dans ce cas, une solution est de ne représenter que les concepts les plus fréquents, ce qui
correspond à ne garder que la partie haute du treillis de concepts. Le nouveau treillis construit, nommé
treillis iceberg par analogie avec la partie immergée des icebergs, ne contient alors que les concepts dont
le nombre d’objets dans l’extent est supérieur à un seuil fixé. Par exemple, la figure 3.2b représente le
treillis iceberg du contexte de la figure 3.1 en fixant le nombre minimal d’objets de l’extent à 2.
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FIGURE 3.2 – Le treillis de concepts associé au contexte de la figure 3.1.
3.2.3 Classes d’équivalence
Les opérateurs de fermeture définissent une relation d’équivalence sur l’ensemble des parties de G et
de M d’un contexte (G,M,I). Deux ensembles A1,A2 ⊆G sont équivalents ssi A′′1 =A′′2 . Ainsi, l’ensemble
des sous-ensemble de G peut être partitionné en classes d’équivalence.
Définition 10 (Relation d’équivalence et classe d’équivalence). Une relation d’équivalence dans un en-
semble E est une relation binaire R ⊆E×E qui est réflexive, transitive et symétrique. Pour un ensemble E
et une relation d’équivalence R, une classe d’équivalence de E est un sous-ensemble F ⊆ E qui regroupe
tous les éléments de E qui sont équivalents selon R.
La figure 3.3 représente les classes d’équivalence des attributs du contexte de la figure 3.1. La classe
d’équivalence en orange, par exemple, est composée des sous-ensembles d’objets {c}, {b,c}, {c,e} et
{b,c,e}, qui qualifient les objets 1, 3 et 4. Les bornes inférieures d’une classe d’équivalence sont appelées
les générateurs. La borne supérieure est appelée le fermé. La classe d’équivalence en orange dans la figure
3.3 dispose d’un générateur ({c}) et d’un fermé ({b,c,e}). Le nom « fermé » vient du fait qu’il correspond
à la fermeture de n’importe quel élément de sa classe d’équivalence : {3}′′ = {1,3}′′ = {1,4}′′ = {3,4}′′ =
{1,3,4}′′ = {1,3,4}. Il en résulte que la borne supérieure d’une classe d’équivalence est unique, ce qui se
démontre par l’absurde : supposons que A1 et A2 soient deux ensembles incomparables tels que A′′1 = A′′2
et A1 et A2 sont des bornes supérieures. Alors (A1∪A2)′′ = A′′1 ∩A′′2 = A′′1 = A′′2 . Comme A1 est une borne
supérieure, on a A1 ∪A2 ⊆ A1 et donc A2 ⊆ A1. De la même manière, A2 ∪A1 ⊆ A2, d’où A1 ⊆ A2. On en
déduit que A1 = A2, ce qui va a l’encontre de l’hypothèse de départ.
Au sein d’un contexte formel (G,M,I), si l’on considère l’ensemble des parties de G et la relation
d’équivalence .′′, l’ensemble des fermés correspond à l’ensemble des extents des concepts formels de
(G,M,I). De façon similaire, les fermés de l’ensemble des parties de M correspondent à l’ensemble des
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FIGURE 3.3 – Diagramme de Hasse (treillis de l’ensemble des parties) de l’ensemble M = {a,b,c,d,e}.
Pour chaque sous-ensemble B ⊆ M, B′ (c.-à-d. l’ensemble des objets qui ont tous les attributs de B) est
noté en dessous. Les sous-ensembles de la même couleur constituent une même classe d’équivalence. Les
traits pleins représentent une relation d’inclusion entre deux ensembles de la même classe d’équivalence,
tandis que les traits en pointillés représentent une relation d’inclusion entre les ensembles de classes
d’équivalence différentes.
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intents.
3.3 Implications entre les attributs
Une implication entre deux ensembles d’attributs X et Y signifie que si un objet a tous les attributs de
X , alors il a tous les attributs de Y .
Définition 11 (Implication). Étant donnés deux ensembles d’attributs X ,Y ⊆M, on dit que X implique Y
ssi l’ensemble des objets qui ont tous les attributs de X ont également tous les attributs de Y . Autrement
dit, X ′ ⊆Y ′. On note alors X ⇒Y .
Dans l’exemple des triangles, on a par exemple les implications c⇒ b et ab⇒ e, c’est-à-dire
Triangle équilatéral⇒ Triangle isocèle et Triangle rectangle, Triangle isocèle⇒ Triangle.
Comme l’attribut Triangle qualifie tous les objets, on a également ∅⇒ e. Il n’est pas nécessaire d’énu-
mérer toutes les implications pour avoir une vue d’ensemble des données. Par exemple, si on connaît
l’implication ac⇒ bde, l’implication abc⇒ de n’apporte pas d’information supplémentaire. En fait, les
classes d’équivalence permettent de ne construire que les implications de la forme générateur ⇒ fermé
(nous reviendrons sur ce point dans le prochain chapitre). Cependant, cet ensemble d’implications n’est
pas minimal. La base de Guigues-Duquenne, ou base canonique (Guigues et Duquenne, 1986), définit un
ensemble minimal d’implications à partir desquelles toutes les autres implications peuvent être inférées.
Afin de construire cette base, les auteurs introduisent la notion de pseudo-fermé.
Définition 12 (Pseudo-fermé). Un ensemble X est pseudo fermé ssi il n’est pas fermé et pour tout pseudo
fermé Y contenu dans X, la fermeture de Y est contenue dans X. L’ensemble des pseudos-fermés est donc
défini comme suit :
PF = {X ∣ X ≠ X ′′ et ∀Y ∈ PF,Y ⊂ X ⇒Y ′′ ⊂ X}.
Dans l’exemple des triangles, les pseudo-fermés sont ∅,{c,e},{a,d,e},{b,d,e} et {a,b,c,e}. Fina-
lement, à partir de ces pseudo-fermés et de leur fermeture, nous pouvons construire la base de Guigues-
Duquenne.
Définition 13 (Base de Guigues-Duquenne). La base canonique des implications est l’ensemble
GD = {X ⇒ (X ′′/X) ∣ Xest un pseudo-fermé}.
Cette base est correcte, complète et non-redondante. Correcte, parce qu’elle ne contient que des im-
plications valides (∀i ∈ GD,(G,M,I) ⊧ i) ; complète, car toutes les implications peuvent être dérivées
((G,M,I) ⊧ i⇒GD ⊧ i ) et non-redondante, parce qu’aucune implication ne peut être retirée sans que la
base ne reste correcte ou complète (i ∈GD⇒GD/{i} /⊧ i).
À partir des pseudo-fermés de notre exemple, les implications ∅⇒ e et ce⇒ b sont extraites, c’est-à-
dire
∅⇒ Triangle et Triangle, Triangle équilatéral⇒ Triangle isocèle.
Aux pseudo-fermés de la classe d’équivalence de abcde correspondent trois implications supplémen-
taires, ade ⇒ bc, bde ⇒ ac et abce ⇒ d. Cependant la classe d’équivalence de abcde correspond aux
motifs qui ne sont présents dans aucun objet, ces implications ne sont donc pas générées.
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FIGURE 3.4 – Exemple de contexte avec des connaissances du domaine.
3.4 FCA en intégrant des connaissances du domaine
La FCA ne considère que la relation entre les objets et les attributs. Cependant, il arrive que l’ana-
lyste ait des connaissances supplémentaires qui pourraient être utiles à l’analyse mais qui ne peuvent pas
être encodées dans le contexte. Il est fréquent que les attributs considérés ne soient pas totalement indé-
pendants les uns des autres mais qu’ils soient structurés. Avec quelques connaissances de géométrie, par
exemple, on peut avoir en tête une classification des figures telle que celle présentée en figure 3.4a.
Considérons le contexte de la figure 3.4b. Construire le treillis de concepts associé n’apporte rien
d’intéressant, puisque la bijection entre objets et attributs génère un treillis plat (tous les concepts sont
incomparables). Cependant, en intégrant nos connaissances sur les figures, un treillis plus intéressant peut
être construit. Dans cette section nous présentons deux travaux qui étendent la FCA pour permettre de
tenir compte d’une structure connue a priori sur les attributs.
3.4.1 Ajout de connaissances contextuelles
Dans le cadre de la recherche documentaire, Carpineto et Romano (2004) s’intéresse à la classification
de documents. Dans leur approche, ils ont donc un ensemble d’objets qui sont des documents, et un
ensemble d’attributs qui sont des termes faisant partie d’un thésaurus. Ces termes, qui sont assimilables
à des classes de logiques de description, sont partiellement ordonnés par une relation de subsomption
(c.-à-d. la relation « plus général que »). Les auteurs ont donc besoin de prendre en compte cette relation
entre les attributs. À cette fin, ils proposent une méthode pour considérer des attributs qui font partie d’une
taxonomie (c.-à-d. structurés en graphe orienté acyclique). Ils introduisent M∗, l’ensemble des attributs de
la taxonomie et définissent un ordre sur M∗ qui s’interprète comme une implication : x ⩽ y signifie avoir
l’attribut x implique nécessairement d’avoir l’attribut y. Pour paraphraser les auteurs, chaque attribut
implique chacun des attributs plus généraux que lui.
Les auteurs définissent dans un deuxième temps l’intersection ∩∗ de deux ensembles d’attributs B1 et
B2 comme l’ensemble des attributs les plus spécifiques de M∗ qui sont plus généraux que B1 et B2. Ce
nouvel opérateur leur permet de construire un treillis en tenant compte de la structure des attributs.
Dans la figure 3.4 par exemple, on a l’ensemble des attributs M ={T. équi., T. Rect, Losange, Rec-
tangle, Carré} tandis que M∗ est l’ensemble des nœuds du graphe des connaissances contextuelles.
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FIGURE 3.5 – Treillis de concepts construit en tenant compte des connaissances du domaine.
Concernant l’intersection ∩∗, on a par exemple :
{T. équilatéral}∩∗ {T. Rect} ={Triangle}
{Trapèze}∩∗ {Losange} ={Trapèze}
{Losange, Carré}∩∗ {Rectangle} ={Parallélogramme}
Le treillis résultant est représenté en figure 3.5.
3.4.2 Pattern Structures
Les pattern structures (Ganter et Kuznetsov, 2001) sont une généralisation de la FCA permettant de
traiter des données complexes. Contrairement à l’approche de Carpineto et Romano (2004), les pattern
structures considèrent que l’ensemble des attributs est partiellement ordonné dans un demi-treillis infé-
rieur. Cet ordre partiel est défini par une relation de subsomption, notée ⊑ et associé à une relation de
similarité, notée ⊓.
Définition 14 (Pattern Structure). Soient un ensemble d’objets G, un demi-treillis (D,⊓), et δ ∶ G→ D
une application de G dans D. Alors (G,(D,⊓),δ) est une pattern structure. Les opérateurs de dérivations
associés, notées (.)◻, sont les suivantes :
A◻ = ⊓
g∈A
δ(g) pour tout A ⊆G;
d◻ = {g ∈G ∣ d ⊑ δ(g)} pour tout d ∈D.
A◻ est appelé la description de A et ⊓ est l’opérateur de similarité.
La FCA se transcrit aisément dans le formalisme des pattern structures. À un contexte (G,M,I)
correspond la pattern structure ((G,(P(M),∩),δ) où P(M) est l’ensemble des parties de M et δ est
l’application qui à G associe l’ensemble G′. Autrement dit, la description d’un objet correspond à l’en-
semble de ses attributs. La figure 3.6 illustre la représentation d’un contexte de FCA dans le formalisme
des pattern structures. Le treillis représenté est (P(M),∩) et les flèches correspondent à l’application δ .
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FIGURE 3.6 – Exemple de contexte de FCA dans le formalisme des pattern structures.
Comme en FCA, les compositions de ces applications sont des opérateurs de fermeture : étant donné
un ensemble d’objets A ⊆G, on a A ⊆ A◻◻ et A est fermé quand A = A◻◻. De façon similaire, d ⊆ (D,⊓),
d ⊆ d◻◻ et d est fermé quand d = d◻◻).
Un pattern concept 12 (A,d) vérifie A◻ = d et d◻ = A où A et d sont fermés. Étant donné un ensemble
d’objets A ∈G,(A◻◻,A◻) est un concept. De façon similaire, si d ∈ (D,⊓) est un attribut, (d◻,d◻◻) est un
concept. Un ordre partiel sur les concepts est défini de manière analogue à la FCA : (A1,d1) ⩽ (A2,d2)⇔
A1 ⊆ A2 ⇔ d2 ⊑ d1. Cet ordre partiel permet de construire le treillis de concepts associé.
3.5 Extensions et applications de la FCA
3.5.1 Extensions de la FCA
Depuis son émergence dans les années quatre-vingt, plusieurs extensions ont été proposées pour gé-
néraliser la FCA. Certaines extensions permettent de considérer un plus grand nombre de dimensions,
comme l’approche triadique (Lehmann et Wille, 1995), qui permet de considérer une dimension supplé-
mentaire. Un contexte est alors un quadruplet (G,M,B,Y) où G est l’ensemble des objets, M est l’ensemble
des attributs, B est l’ensemble des valeurs et la relation Y ⊆G×M×B s’interprète comme « l’objet g prend
la valeur b dans la condition m. L’algorithme TRIAS (Jäschke et al., 2006) permet d’extraire les concepts
triadiques. L’approche triadique a notamment été utilisée sur des folksonomies par Hotho et al. (2006).
Une folksonomie est un système de ressources que les utilisateurs peuvent étiqueter avec des mots-clés.
Les trois dimensions du contexte correspondent aux ressources R, aux utilisateurs U et aux mots-clés M.
Si (r,u,m) appartient à la relation d’incidence (c.-à-d. il y a une croix à l’intersection de r, u et m), cela
signifie que l’utilisateur u a étiqueté la ressource r avec le mot-clé m. Les concepts émergents permettent
de mettre en avant, par exemple, des groupes d’utilisateurs qui étiquettent les même ressources, ou qui uti-
lisent les mêmes mots-clés. L’approche polyadique (Voutsadakis, 2002) généralise la FCA en englobant
l’approche triadique, puisqu’elle permet de considérer autant de dimensions que souhaité. L’algorithme
DATA PEELER (Cerf et al., 2008) permet d’énumérer les concepts d’un contexte polyadique.
D’autres extensions permettent de prendre en compte des données relationnelles, notamment l’analyse
relationnelle de concepts (RCA) (Rouane Hacene et al., 2013). La RCA prend en entrée un ensemble
de contextes formels tels que définis en FCA, ainsi que des contextes relationnels qui permettent de
définir des relations entre les objets. Le tout forme une « famille relationnelle de contextes » et permet de
construire des familles de treillis.
12. Par la suite, nous utiliserons indifféremment le terme concept pour la FCA et les pattern structures.
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Codocedo et Napoli (2014) introduisent la notion de pattern structure hétérogène. L’idée est de per-
mettre l’apposition de différents contextes, offrant de considérer conjointement des valeurs booléennes et
numériques, de la RCA et des pattern structures.
3.5.2 FCA et représentation des connaissances
Il existe de nombreux formalismes pour représenter les connaissances. Nous nous intéressons ici à
trois d’entre eux : les graphes conceptuels, les logiques de description et les graphes RDF.
Dans une étude, Sertkaya (2010) s’intéresse aux travaux qui relient la FCA et les logiques de des-
cription (LD) et il distingue deux catégories de travaux. La première catégorie regroupe les travaux qui
enrichissent la FCA en utilisant des constructeurs des LDs. On y retrouve notamment les travaux de Ferré
et Ridoux (2000), qui introduisent l’analyse logique de concepts (Logical Concept Analysis, LCA). Dans
cette extension, l’ensemble des attributs est remplacé par des formules logiques partiellement ordonnées
dans un treillis et la relation d’incidence est remplacée par une application qui associe chaque objet à une
formule logique qui le décrit.
Sertkaya (2010) remarque également la dualité entre les bases de connaissances et la FCA. Dans les
bases de connaissances, les connaissances sont construites avec une approche top-down (c’est le cas, par
exemple, lorsque des experts qui décrivent un domaine). Au contraire, avec la FCA, les connaissances sont
découvertes avec une approche bottom-up : en partant des faits et en essayant de les généraliser. Une façon
de tirer parti de la FCA est alors de construire de nouvelles connaissances de manière bottom-up afin de
construire ou d’enrichir une base de connaissances. C’est notamment ce que proposent Völker et Niepert
(2011), en présentant une méthode pour construire la TBox d’une base de connaissances à partir de sa
ABox. Concrètement, les auteurs détaillent la construction de contextes formels à partir des connaissances
d’une ABox. Les implications obtenues définissent les taxonomies de classes et de prédicats, ainsi que
des propriétés sur les prédicats. Enfin, dans sa thèse, Distel (2011) détaille les liens entre FCA et LDs et
propose d’utiliser la FCA pour compléter des bases de connaissances.
Plusieurs travaux se sont intéressés à l’utilisation de la FCA sur des graphes conceptuels (Sowa,
2008). Les graphes conceptuels sont une représentation des connaissances sous forme de graphe orienté
biparti. Les nœuds peuvent être des classes ou des relations. Contrairement aux graphes RDF, les graphes
conceptuels permettent de représenter des relations n-aires. Andrews et Polovina (2011) proposent un
algorithme pour convertir un graphe conceptuel en contexte formel. Ferré (2015) introduit l’extension
Graph-FCA, permettant de construire des treillis de concepts à partir de graphes conceptuels. Pour cela,
il définit des projected graph patterns, c’est-à-dire des concepts formels dont l’intension est un ensemble
de variables, et l’extension est un ensemble de relation n-aires. Kötters (2015) propose une approche
similaire pour les graphes RDF : les intents des concepts correspondent aux BGP d’une requête SPARQL,
et les extents correspondent aux sous-graphes correspondants.
3.5.3 Classification de ressources RDF
Dans cette section, nous présentons plus en détails le travail de Alam et al. (2015), sur lequel nous
nous appuyons. Dans ce travail, les auteurs proposent de classifier des ressources RDF au sein d’un treillis
de Galois en s’appuyant sur les pattern structures et le travail de Carpineto et Romano (2004). Dans un
premier temps, les auteurs définissent un ordre partiel sur les paires (prédicat, objet) :
(pi,oi) ⊑ (p j,o j)⇔ pi = p j,C(oi) rdfs:subClassOf C(o j)
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(c) Arbre des classes et instances
FIGURE 3.7 – Exemple de base de connaissance. La figure 3.7a représente la ABox, c’est-à-dire un
ensemble de faits. La figure 3.7b représente l’ordre partiel des prédicats induit par la relation rdfs:sub-
PropertyOf tandis que la figure 3.7c représente l’ordre partiel sur les classes induit par la relation
rdfs:subClassOf, ainsi que les instances. Ces deux ordres constituent la TBox.
où C(o) est la classe de la ressource o. La similarité entre deux paires (prédicat, objet) est alors définie
comme suit :
(pi,oi)⊓(p j,o j) =
⎧⎪⎪⎨⎪⎪⎩
(pi, lcsC(C(oi),C(o j))) si pi = p j,
∅ sinon.
Étant donné un ensemble de triplets K la pattern structure est alors définie comme suit :
G = {s ∣ ⟨s, p,o⟩ ∈K}
D = {(p,o) ∣ ⟨s, p,o⟩ ∈K}∪{(p,c) ∣ ⟨s, p,o⟩ ∈K,(p,o) ⊏ (p,c)}
δ(g) = {(p,o) ∣ ⟨g, p,o⟩ ∈K}
Les opérateurs de dérivation sont les suivants :
A◻ = ⊓
g∈A
δ(g) pour tout A ⊆G et d◻ = {g ∈G ∣ d ⊑ δ(g)} pour tout d ∈D.
L’ensemble des descriptions est composé des paires (prédicat, objet) présentes dans les triplets auxquelles
s’ajoutent toutes les paires plus générales au regard de l’ordre introduit.
Considérons par exemple la base de connaissances en figure 3.7. Les descriptions des ressources















{(villeDe, France), (situéEn, Europe)}
{Rome}
{(capitaleDe, Italie), (situéEn, Europe)}
{Paris}
{(capitaleDe, France), (villeDe, Europe)}
FIGURE 3.8 – Treillis de concepts obtenu à partir de l’exemple de la figure 3.7.
Les similarités de Paris avec Rome et Nancy sont alors
δ(Paris)⊓δ(Rome) = {(capitaleDe,Pays)} et
δ(Paris)⊓δ(Nancy) = {(villeDe,Lieu)}.
Le treillis de concepts résultant est présenté à la figure 3.8.
Synthèse du chapitre
Dans ce chapitre, nous avons présenté l’analyse formelle de concepts (FCA). Cette approche mathé-
matique permet de classifier des objets en fonctions de caractéristiques (les attributs) qu’ils partagent.
Nous avons montré dans ce chapitre comment appliquer la FCA à un ensemble de triplets RDF. Les pat-
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La fouille de motifs et de règles d’association sont deux processus principaux de la fouille de données.
Pour commencer, ce chapitre aborde la fouille de motifs et les règles d’association. Le nombre de règles
d’association pouvant augmenter de façon exponentielle par rapport aux données initiales, nous présen-
tons dans ce chapitre deux types de méthodes pour réduire le nombre de règles extraites. Nous détaillons
ensuite quelques algorithmes fréquemment utilisés, notamment ECLAT, qui est à la base de l’algorithme
que nous employons. Enfin, plusieurs applications liées au web des données sont présentées.
4.1 Motifs
Malgré les liens forts entre la FCA et la fouille de motifs, la fouille de motifs a émergé de manière
relativement indépendante de la FCA. La FCA considère des objets et des attributs et s’appuie sur un
contexte, qui est une représentation tabulaire des données (fig. 4.1a). La fouille de motifs, en revanche,
parle usuellement de transactions et d’itemsets dans une base de données transactionnelle, qui utilise une
représentation horizontale des données (fig. 4.1b). Un itemset, ou motif est donc un ensemble d’attributs
qui se retrouvent simultanément dans plusieurs transactions. Dans ce chapitre, on utilisera sans distinction
les termes itemset et motif comme des ensembles d’attributs. Le support d’un motif est l’ensemble des
transactions dans lesquelles se retrouvent les attributs du motif. En général, la fouille de motifs s’intéresse
aux motifs fréquents.
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a b c d e
1 × ×




6 × × × × ×
(a) Représentation tabulaire
1 a, b




6 a, b, c, d, e
(b) Représentation horizontale
a 1, 5, 6
b 1, 2, 6
c 2, 4, 5, 6
d 2, 3, 6
e 3, 6
(c) Représentation verticale
FIGURE 4.1 – Plusieurs façon de représenter les données. La FCA s’appuie sur une représentation tabu-
laire (4.1a) tandis que la fouille de motif s’appuie usuellement d’une représentation horizontale (4.1b).
Les algorithmes ECLAT et CHARM s’appuient sur une représentation verticale des données (4.1c).
Définition 15 (Motif fréquent). Un motif est fréquent ssi le cardinal de son support est supérieur à un
seuil fixé. L’ensemble des motifs fréquents, que l’on notera F , est
F = {X ∣ ∣support(X)∣ ⩾ σ}
Dans les données de la figure 4.1 par exemple, pour un seuil fixé à σ = 2, l’itemset {b,c,d} est
fréquent car il est présent dans les transactions 2 et 6. En revanche, l’itemset {c,d,e} n’est présent que
dans la transaction 6 et n’est donc pas fréquent.
Les premiers travaux concernant la fouille de motifs s’employaient à énumérer tous les motifs fré-
quents. Cependant, devant le nombre exponentiel de motifs (pour n attributs, on peut avoir jusqu’à 2n
motifs), des stratégies ont été proposées pour ne garder que certains itemsets. Il a donc fallu mettre au
point des critères pour déterminer si un motif devait ou non être conservé. Une partie des travaux sur le
sujet s’appuie sur la FCA, en tirant notamment parti des classes d’équivalence. En particulier, les géné-
rateurs et les fermés, qui correspondent respectivement aux éléments minimaux et maximaux des classes
d’équivalence.
Définition 16 (Générateur). Un motif est un générateur s’il n’existe pas d’itemset plus petit ayant le même
support. Pour un contexte (G,M,I), l’ensemble des générateurs, que l’on notera G, est
G = {X ⊆M ∣/∃Y ⊂ X ,support(Y) = support(X)}.
Définition 17 (Motif fermé). Du point de vue de la fouille de motifs, un itemset est un motif fermé s’il
n’existe pas d’itemset plus grand ayant le même support. Pour un contexte (G,M,I), l’ensemble C des
fermés est défini par
C = {X ⊆M ∣/∃Y ⊃ X ,support(Y) = support(X)}.
Par exemple, l’itemset {d,e} est un motif fermé dans les données de la figure 3. Un motif fermé corres-
pond à l’intent d’un concept en FCA. Avec σ = 0, l’ensemble des motifs fermés correspond à l’ensemble
des intents du treillis de concepts associé. En ne conservant que les motifs fermés et fréquents, on obtient
alors un treillis iceberg tel que défini dans la section 3.2.2.
4.2 Règles d’association
Les règles d’association ont été introduites simultanément par Agrawal, Imieliński et Swami (1993)
et Klemettinen et al. (1994). Cependant, des travaux antérieurs existent, notamment ceux de Luxenburger
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(1991), qui parle alors d’implications partielles. L’objectif de la fouille de règles d’association est de trou-
ver des dépendances entre les attributs, c’est-à-dire des observations du type « Lorsqu’un objet possède
tels attributs, il possède également tels autres attributs ».
4.2.1 Définition
Une règle d’association entre deux ensembles d’attributs X et Y , notée X →Y , signifie « si un objet a
tous les attributs de X , alors il a tous les attributs de Y ». Dans cette règle, X est appelé la prémisse, et Y
la conséquence. Le support de cette règle correspond aux objets qui supportent à la fois la prémisse X et
la conséquence Y :
support(X →Y) = X ′∩Y ′
où .′ correspond à la correspondance de Galois. Le cardinal du support sera régulièrement utilisé par
la suite. Il sera noté ∣support(X →Y)∣ ou ∣X ′∩Y ′∣ et, lorsque cela ne génère pas d’ambiguïté, il sera
également nommé support. Une règle X →Y sera dite fréquente si, pour un seuil σ fixé, ∣X ′∩Y ′∣ ⩾ σ .
La confiance est une mesure de qualité des règles d’association. Elle correspond à la proportion d’ob-
jets qui supportent Y parmi ceux qui supportent X . Elle peut être vue comme la probabilité conditionnelle
P(Y ∣ X).
conf(X →Y) = ∣X
′∩Y ′∣
∣X ′∣ (4.1)
Une règle d’association est valide si sa confiance est supérieure à un seuil θ défini par l’analyste. Si
la confiance vaut 1, il s’agit alors d’une implication notée X ⇒ Y . La confiance n’est pas une mesure
symétrique : la règle X →Y peut être valide sans que la règle Y → X ne le soit.
Comme pour la fouille de motifs, le grand nombre de règles d’association retournées est une des
limitations de cette approche. Aussi, de nombreux travaux se sont penchés sur des méthodes pour réduire
le nombre de règles obtenues. Ces travaux se divisent en deux catégories, détaillées dans les sous-sections
suivantes. Une première partie des travaux s’intéresse à l’utilisation de mesures pour sélectionner les
règles d’association. À partir d’une mesure donnée, seules les règles au-dessus d’un certain seuil sont
conservées. La seconde partie des travaux construit une base de règles, c’est-à-dire un sous-ensemble de
règles qui soit suffisamment représentatif de l’ensemble de départ.
4.2.2 Mesures sur les règles d’association
En préambule de cette section, nous introduisons une partition sur les objets qui sera utilisée par la
suite. Pour une règle d’association X → Y , l’ensemble des transactions peut être partitionné en fonction
des supports de X et Y . Il y a quatre parties à cette partition, notées Ei j avec i, j ∈ {0,1}, selon que les
objets supportent X ou Y . Par exemple, E11(X → Y) représente l’ensemble des objets qui supportent
X et Y , tandis que E10(X → Y) représente l’ensemble des objets qui supportent X mais pas Y . Ainsi,
X ′ = E11 ∪E10, que l’on pourra abréger E1. par la suite. Une représentation schématique de la partition
obtenue ainsi qu’un exemple sont présentés à côté de la table 4.1.
Outre le support et la confiance, de nombreuses mesures ont été proposées pour évaluer les règles
d’association. Seules quelques unes sont présentées ici, pour une étude plus développée, voir par exemple
le livre de Guillet et Hamilton (2007) ou l’article de P.-N. Tan, V. Kumar et Srivastava (2002). La table
4.1 synthétise les mesures présentées dans cette sous-section.
L’une des limitations de la confiance est qu’elle ne tient pas compte du support de la conséquence.
Cela implique que si le support de la conséquence est élevé, la confiance envers la règle sera élevée, même
si X et Y ne sont pas liés. Pour pallier cela, la conviction (Brin, Motwani, Ullman et al., 1997) propose de
tenir compte du support de ¬Y .
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TABLE 4.1 – Mesures sur les règles d’association. Nous avons également ajouté le coefficient de Jaccard,
qui sera traité dans le prochain chapitre. Le schéma à droite représente la partition des objets pour une
règle d’association X →Y .
textrmMesure Formule Domaine Symétrique











∣E1.∣× ∣E.1∣ [0;+∞[ Oui
Nouveauté ∣E11∣− ∣E1.∣× ∣E.1∣ ]−1;1[ Oui
Jaccard
∣E11∣
∣E11∣+ ∣E10∣+ ∣E01∣ [0;1] Oui
E10 E01E11
E00
X ′ = E1. Y ′ = E.1
Exemple pour la règle a→ b (fig. 4.1)
E1. = a′ = {1,5,6}
E
.1 = b′ = {1,2,6}
E11 = a′∩b′ = {ab}′ = {1,6}
E10 = a′/b′ = {5}
E01 = b′/a′ = {2}
E00 = G/(a′∪b′) = {3,4}
L’intérêt ou lift (Brin, Motwani et Silverstein, 1997 ; IBM, 2018) a été proposé pour estimer la dé-
pendance entre deux ensembles d’attributs. Contrairement à la confiance, cette mesure est symétrique. Si
X et Y sont incompatibles (c.-à-d. n’apparaissent pas ensemble dans les données), alors le lift prend la
valeur nulle. Un lift de 1 signifie que X et Y sont indépendants. Au delà de 1, Plus le lift est grand, plus X
et Y sont dépendants. La nouveauté (Piatetsky-Shapiro, 1991) s’apparente au lift, mais prend ses valeurs
dans ]−1;1[. C’est-à-dire qu’au lieu de considérer la proportion d’objets qui ont à la fois X et Y parmi
les objets qui ont soit X soit Y comme le fait le lift, la nouveauté considère la différence entre les objets
qui ont à la fois X et Y et les objets qui ont soit X soit Y .
4.2.3 Familles de règles d’association
Le terme de « famille » est emprunté à Szathmary (2006), dont la thèse détaille en profondeur les
différentes bases de règles d’association et leurs relations. Les bases de règles, comme pour la base de
Duquenne-Guigues, s’appuient sur les propriétés du treillis des attributs et des classes d’équivalence. La
figure 4.2 représente les différentes bases de règles évoquées et leur relation.
Bastide et al. (2000) introduisent la base générique des implications. Cette base retourne plus d’im-
plications que la base de Duquenne-Guigues, mais elle a l’intérêt d’être plus facile à obtenir : il suffit de
connaître les générateurs et les fermés, et il n’y a pas besoin de calculer les pseudo-fermés.
Définition 18. La base générique des implications est l’ensemble des implications construites à partir
d’un générateur et de sa fermeture.
GB = {X ⇒ (X ′′/X) ∣ X est un générateur et X ≠ X ′′}.
Toutes les implications peuvent être retrouvées à partir de cette base.
Bastide et al. (ibid.) introduisent également la base informative, qui limite l’ensemble des règles








FIGURE 4.2 – Relations entre les différentes bases de règles. La base informative (IB) et la base générique
(GB) forment l’ensemble minimal des règles non redondantes, noté MNR, tandis que la base RIB et la
base générique forment la réduction transitive de l’ensemble minimal des règles non redondantes, notée
RMNR.
∅








FIGURE 4.3 – Treillis des générateurs et fermés construit à partir du contexte de la figure 4.1. Un nœud
représente une classe d’équivalence, avec ses générateurs en haut et ses fermés en bas. Si la classe d’équi-
valence ne contient qu’un élément (c.-à-d. le générateur et le fermé sont identiques), il est noté au milieu
du nœud. Les flèches pleines représentent des règles de RIB et les flèches en pointillé indiquent les
règles qui sont dans IB mais pas dans RIB.
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TABLE 4.2 – Les générateurs et les fermés, groupés par classe d’équivalence, ainsi que les différentes
bases de règles extraites à partir du contexte de la figure 4.1.




































































générateur doit être strictement incluse dans le fermé, ce qui signifie que la classe d’équivalence de X est
« au dessus » de la classe d’équivalence de Y dans la représentation usuelle du treillis d’attributs (voir la
figure 4.3).
Définition 19 (Base informative). La base informative des règles d’association est l’ensemble des règles :
IB = {r ∶ X → (Y /X) ∣Y ∈ C ∧X ∈ G ∧X ′′ ⊂Y}.
Par exemple, dans la figure 4.3, d est un générateur, et de un fermé. On a d′′ = d ⊆ de donc d → e est une
règle d’association de IB, que l’on retrouve dans la table 4.2. La base informative et la base générique
forment l’ensemble minimal des règles non redondantes, notéMNR.
La réduction transitive de la base informative, notée RIB, permet de réduire la base informative en
retirant les règles d’association qui peuvent être découvertes par transitivité.
Définition 20 (Réduction transitive de la base informative). La réduction transitive de la base informative
des règles d’association est l’ensemble des règles :
RIB = {r ∶ X → (Y /X) ∈ IB ∣ X ′′ est un sous-ensemble strict maximal de Y ∈ C}.
Par exemple, les règles a→ b, a→ bcde et ab→ cde appartiennent à IB. La règle a→ bcde ne sera pas
dansRIB. Tout comme la base IB, la baseRIB permet de retrouver l’ensemble des règles d’association.
Toutefois, il est beaucoup moins aisé de retrouver la confiance d’une règle par la suite. La baseRIB et la
base générique forment la réduction transitive de l’ensemble minimal des règles non redondantes, notée
RMNR. Les règles d’association de IB etRIB sont illustrées en figure 4.3.
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FIGURE 4.4 – Espace de recherche du treillis de la figure 3.3. Lorsqu’aucun des fils d’un nœud ne corres-
pondent à un itemset fréquent, ceux-ci ne sont pas représentés et le symbole ⋮ est ajouté sous le nœud.
4.3 Algorithmes de fouille
Dans cette section, nous présentons les algorithmes permettant l’extraction de motifs fréquents et de
règles d’associations. Au cours du temps, de nombreux travaux ont généralisé la fouille de motifs, per-
mettant d’extraire des motifs sur des structures plus complexes que des ensembles, comme les séquences
(Yan, Han et Afshar, 2003) ou les graphes (Cheng, Yan et Han, 2014). La question de la fouille de données
structurées a notamment été traitée par Nijssen (2006). Ici, nous nous intéressons aux motifs uniquement
sous la forme d’itemsets.
4.3.1 Vue d’ensemble
La fouille de règles d’association se décompose en deux étapes. La première étape est l’énuméra-
tion de tous les motifs fréquents, et éventuellement fermés selon l’algorithme. Celle-ci est accomplie en
explorant le treillis et en élaguant les branches lorsque le support d’un motif est en dessous d’un seuil
donné. Selon les stratégies, le treillis peut être exploré en largeur ou en profondeur. Pour un parcours
en largeur, tous les attributs fréquents sont extraits. Puis, à partir des attributs extraits, tous les motifs
de taille 2 sont générés, et ainsi de suite jusqu’à ce que tous les motifs fréquents soient énumérés. Sur
l’espace de recherche représenté figure 4.4, un parcours en largeur permet de découvrir les motifs dans
l’ordre suivant : a,b,c,d,e,ab,ac,bc,bd,cd,de,bcd. Cette stratégie de recherche est notamment adoptée
par l’algorithme A PRIORI (Agrawal et Srikant, 1994). Pour un parcours en profondeur, un attribut fré-
quent est choisi puis étendu par l’ajout successif d’un nouvel attribut jusqu’à ce que le motif obtenu ne
soit plus fréquent. À ce moment, le motif est ajouté à l’ensemble des motifs fréquents et le processus
reprend à partir du même motif, duquel est retiré le dernier attribut ajouté. Les motifs de la figure 4.4,
sont découverts dans l’ordre suivant : a,ab,ac,b,bc,bcd,bd,c,cd,d,de,e. Cette stratégie est notamment
utilisée par l’algorithme ECLAT (Zaki, 2000). Pour décider de quel nœud étendre à une profondeur don-
née, c’est-à-dire pour décider qui de a ou b étendre en premier, plusieurs stratégies sont possibles. Les
plus fréquentes sont l’ordre lexicographique et l’ordre par support décroissant. La seconde étape consiste
à générer les règles à partir des motifs extraits à la première étape.
4.3.2 Algorithmes d’énumération de motifs fréquents
L’algorithme ECLAT
L’algorithme ECLAT (ibid.), tire son nom de Equivalence Class Clustering and bottom-up Lattice
Traversal. Au lieu de considérer une représentation horizontale des données, l’algorithme s’appuie sur
une représentation verticale (voir la figure 4.1c). C’est-à-dire qu’il considère les attributs plutôt que les
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objets. Cette approche a l’avantage de ne parcourir la base de données qu’une fois : une fois les attri-
buts et leur support en mémoire, tous les motifs sont extraits par intersections ou unions d’ensembles.
L’énumération se fait en parcourant en profondeur l’ensemble des ensembles d’attributs. L’algorithme 1
détaille le fonctionnement d’ECLAT.
Dans un premier temps, tous les attributs sont extraits ainsi que leur support (ligne 4). Ils constituent
les nouveaux nœuds de l’arbre, juste sous la racine. La méthode ECLAT-EXTEND étend alors un premier
nœud Xi. Ses enfants sont générés en considérant les frères X j du nœud Xi (ligne 9). Le nouveau motif
correspond à l’union de Xi et de X j (ligne 10). Le support est l’intersection des supports de Xi et de X j
(ligne 11). Si le support du nouveau motif est supérieur au seuil fixé, alors il est ajouté à la liste des motifs
fréquents (lignes 13-14), et il est à son tour étendu (ligne 15).
Algorithme 1 : ECLAT
Données : I ⊆G×M, θ : seuil de support
Résultat : F : ensembles des motifs fréquents
1 ECLAT (I,θ )
2 F←∅ // Initialisation de l’ensemble des motifs fréquents
3 Racine← (∅,G) // La racine est le motif vide, présent dans tous les objets
4 Noeuds← {(m,m′) ∣m ∈M, ∣m′∣ ⩾ θ};
5 ECLAT-EXTEND(Noeuds, F);
6 ECLAT-EXTEND (Noeuds, F)
7 pour chaque (Xi,X ′i ) ∈ Noeuds faire
8 NouveauNoeud←∅;
9 pour chaque (X j,X ′j) ∈ Noeuds, with j > i faire
// Seuls les noeuds pas encore étendus sont considérés
10 A← Xi∪X j // Nouveau motif
11 B← X ′i ∩X ′j // Ensemble des objets qui supportent motif
12 si ∣B∣ ⩾ θ alors
13 NouveauNoeud← (A,B) ;






Par la suite, CHARM (Zaki et Hsiao, 2002) a été proposé afin de ne tenir compte que des ensembles
fermés. La stratégie de parcours reste la même, mais les motifs qui ne sont pas fermés sont éliminés
au fur et à mesure. Algorithmiquement parlant, cela revient à remplacer les lignes 14-15 d’ECLAT par
CHARM-PROPERTY (algorithme 2). Au lieu d’ajouter directement un motif fréquent à l’ensemble des
motifs à retourner, CHARM vérifie que seuls les fermés sont ajoutés. Si X ′i = X ′j , cela veut dire que Xi et
X j appartiennent à la même classe d’équivalence, et que le fermé de leur classe d’équivalence contient
Xi ∪X j. Aussi, tous les motifs trouvés jusque là contenant Xi peuvent être étendus par X j, et X j peut être
retiré des motifs fréquents puisque Xi ∪X j a été ajouté. Si X ′i ⊂ X ′j , cela signifie que la fermeture de Xi
contient celle de X j et donc tous les nœuds fréquents contenant Xi peuvent également être étendus par
X j. Inversement, si X ′j ⊂ X
′
i , la fermeture de X j contient celle de Xi et les nœuds fréquents contenant X j
peuvent être étendus par Xi. Si X ′i ≠ X
′
j , alors aucune modification n’est à apporter sur l’ensemble de
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motifs déjà extraits. Le motif B peut simplement être ajouté aux motifs fermés fréquents.
Algorithme 2 : CHARM-Property
1 si X ′i = X ′j alors
2 Noeuds←Noeuds/X j;
3 Remplacer tous les Xi par B;
4 fin
5 sinon si X ′i ⊂ X
′
j alors
6 Remplacer tous les Xi par B;
7 fin
8 sinon si X ′j ⊂ X
′
i alors
9 Remplacer tous les X j par B;
10 NouveauNoeud← (A,B) ;
11 fin
12 sinon
13 NouveauNoeud← (A,B) ;
14 fin
4.3.3 Des motifs fréquents aux règles d’association
L’extraction des règles d’association peut se faire soit en même temps que l’extraction des motifs,
comme l’algorithme A PRIORI par exemple, soit a posteriori. Nous présentons ici l’algorithme utilisé par
Szathmary (2006) pour extraire la base MNR (algorithme 3). L’algorithme prend en entrée à la fois les
générateurs et les fermés des classes d’équivalence, ainsi que leur support. Pour extraire RMNR il suffit
de modifier la ligne 4 de l’algorithme pour ne prendre que les fermés qui ne sont pas contenus dans un
autre fermé.
4.4 Règles d’association pour les LOD
Völker et Niepert (2011) sont parmi les premiers à appliquer les règles d’association aux LOD. Les
auteurs utilisent les règles d’association pour générer automatiquement la TBox d’une base de connais-
sances à partir de la ABox. Pour cela, ils génèrent différentes tables de transaction à partir des données
RDF, puis extraient les règles pour chacune de ces tables. L’extraction se base sur l’algorithme A PRIORI.
Les règles obtenues peuvent être des subsomptions de classes (C ⊑D, C⊓D ⊑ E) ou de prédicats (r ⊑ s),
des informations sur le domaine (∃r.⊺ ⊑ C) et le co-domaine (∃r−.⊺ ⊑ C) d’un prédicat, la transitivité
d’une relation (r ○ r ⊑ r). Le processus est coûteux, puisque six tables de transactions différentes doivent
être créées pour pouvoir découvrir toutes ces relations. Par exemple, pour découvrir les subsomptions
de classes, la table I ×C est créée, où I est l’ensemble des instances et C l’ensemble des classes. Pour
découvrir les subsomptions de prédicats, en revanche, les transactions sont des paires d’instances (I × I)
et les attributs sont les prédicats.
Par la suite, les travaux proposés s’intéressent plus à la question de la complétude. S’agissant d’un
enjeu important des LOD, plusieurs travaux proposent des méthodes pour découvrir des règles permettant
d’évaluer la complétude des données. Lajus et F. M. Suchanek (2018) utilisent les règles d’association
pour découvrir des propriétés que doivent nécessairement avoir les instances de certaines classes. Ces pro-
priétés sont nommées obligatory attributes. Par exemple, un téléphone a nécessairement une marque 13.
13. Techniquement, certains téléphones peuvent ne pas avoir de marque, et c’est là un problème récurrent dans la modélisation
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Algorithme 3 : Extraction des règles d’association de MNR
Données : C : l’ensemble des fermés et G leurs générateurs et les supports associés ; θ : seuil de
confiance
Résultat : MNR : ensemble des règles d’association extraites
1 Extraction
2 MNR←∅ ;
3 pour chaque g ∈ G faire
4 Cg→ {c ∈ C ∣ g ⊂ c} ;
5 pour chaque c ∈Cg faire
6 lhs← g ;
7 rhs← c/g ;
8 r← (lhs→ rhs) ;
9 r.support← g.support ;
10 r.confiance← c.support / g.support ;





Cela se traduit par des règles de la forme
C ⊑ ∃r.⊺.
Au lieu de rechercher des prédicats nécessaires à certaines classes, Aly et al. (2018) recherchent des
cardinalités maximales de prédicats, c’est-à-dire le nombre maximal de relations que peut avoir une res-
source avec ce prédicat. Cela permet d’exprimer, par exemple, que une ressource ne peut avoir qu’une et
une seule marque. En considérant la cardinalité maximale contextuelle les auteurs permettent de décou-
vrir des cardinalités maximales qui ne s’appliquent qu’à certaines classes. Par exemple, un téléphone ne
peut avoir qu’une et une seule marque. Cela s’avère particulièrement intéressant quand un même prédicat
est utilisé dans des contextes variés. Si l’on considère le prédicat successor par exemple, il est possible
qu’un téléphone ait un nombre illimité de successeurs directs (déclinaison d’une gamme de produits par
exemple), tandis qu’un président n’aura qu’un seul successeur direct. Les règles découvertes sont de la
forme
C ⊑ ⩽x r.
L’algorithme AMIE+, proposé par Galárraga et al. (2013, 2015), est une référence en matière de
fouille de règles sur le web des données. Cet algorithme s’appuie sur le graphe RDF et recherche des
implications entre les prédicats, indépendamment de leurs domaine et co-domaine. Par exemple, le télé-
phone qui succède à un téléphone de marque M est également de marque M est une règle qui pourrait
être découverte par AMIE+. De manière générique, ces règles sont de la forme
B1 ○B2 ○ ⋅ ⋅ ⋅ ○Bn−1 ⊑ Bn
où Bi est appelé un atome et correspond à une relation ou à l’inverse d’un relation entre deux variables
(c.-à-d. r(xi,x j) ou r−(x j,xi)) et ○ est la relation de composition. Les auteurs ajoutent une condition, à
savoir que toutes les variables doivent apparaître deux fois dans la règle. Si l’on considère les triplets sous
forme de graphe, il en résulte qu’une règle est un motif cyclique entre des variables (indépendamment de
l’orientation des arêtes).
de connaissances. Voir la discussion de Lajus et F. M. Suchanek (2018) sur le sujet et le choix d’accepter ou non une règle qui
contient quelques exceptions.
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Synthèse du chapitre
Dans ce chapitre, nous avons introduit la notion de motif ainsi que les règles d’association. Ces der-
nières sont pertinentes pour la recherche de définitions, puisqu’une définition X ↔Y peut être envisagée
comme une paire de conditions nécessaire et suffisante : X →Y et Y →X . Enfin, nous avons présentés des
algorithmes de fouille de règles d’association, et notamment ECLATZ, qui s’appuie sur ECLAT.
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Dans ce chapitre, nous nous intéressons aux redescriptions. Une redescription est un couple d’en-
semble d’attributs qui caractérisent le même ensemble d’objets. La fouille de redescriptions a été intro-
duite par Ramakrishnan, D. Kumar et al. (2004) afin de trouver des « sous-ensembles de données qui
peuvent offrir des descriptions multiples ». Les auteurs motivent cette nouvelle tâche avec trois scéna-
rios d’utilisation. Premièrement, ils constatent que dans les domaines scientifiques qui s’appuient sur de
grosses masses de données (data-driven sciences), les données ont de nombreuses caractérisations. La
plupart des tâches de fouille reposant sur la recherche de motifs, le fait que des objets similaires puissent
être caractérisés de deux manière différentes nuit à leur découverte.
Dans ce cas, la fouille de redescription permet d’identifier deux caractéristiques, ou deux termes, dé-
signant un même ensemble. Deuxièmement, dans les processus de découverte de connaissances, il peut
y avoir un glissement de vocabulaire menant à des termes multiples pour désigner une seule chose. Cela
introduit inutilement de la redondance dans les données, qui peut être détectée par les redescriptions et
corrigée en conséquence. Troisièmement, la fouille de redescriptions peut aussi être utilisée pour trou-
ver une séquence d’approximations permettant de faire du story-telling 14 (D. Kumar et al., 2008). Cette
14. Le story-telling consiste à passer d’un état à un autre par petites transformations successives. Le jeu inventé par Lewis Caroll
consistant à passer d’un mot à l’autre en ne changeant qu’une lettre à la fois est une illustration de story-telling. Par exemple, pour
passer de FOUR à FIVE : FOUR → FOUL → FOOL → FOOT → FORT → FORE → FIRE → FIVE.
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Vues V1 V2
Attr. a b c d e f m1 m2 m3 m4
fig. 1 × × × 3 3 Triangle
fig. 2 × × × 0 3 Triangle
fig. 3 × × 2 3 Triangle
fig. 4 × × × × 2 3 Triangle
fig. 5 × × 0 3 Triangle
m1 : Possède au moins un angle droit
Valeurs booléennes
m2 : Nombre maximal de côtés égaux
m3 : Nombre total de côtés
Valeurs numériques
m4 : Type de figure
valeurs nominales
FIGURE 5.1 – Exemple de données pour les redescriptions. Les attributs de la première vue correspondent
à l’exemple de la figure 3.1 page 24.
approche est notamment utilisée en biologie, pour établir des relations entre diverses observations (Hos-
sain et al., 2012). Ramakrishnan, D. Kumar et al. (2004) proposent le premier algorithme de fouille de
redescriptions, nommé CARTWHEELS. Cet algorithme, qui utilise des arbres de décision, est détaillé
dans la section 5.2. Les redescriptions sont alors pensées comme des ensembles définis par les propriétés
booléennes des objets contenus. Cela revient à rechercher une « quasi-égalité » d’ensembles définis avec
les opérateurs ensemblistes usuels. L’intérêt des redescriptions réside notamment dans la définition de
cette « quasi-égalité ». Par la suite, Galbrun et Miettinen (2012b) ont généralisé les redescriptions pour
permettre de tenir compte de variables numériques et nominales. Une interface graphique, nommée SI-
REN (Galbrun et Miettinen, 2012a), est proposée pour visualiser et manipuler les redescriptions résultant
de la fouille.
5.1 Définition
Dans cette section, nous introduisons de manière générale les redescriptions en nous appuyant sur
les définitions de Galbrun et Miettinen (2017). Dans les sous-sections qui suivent, nous reviendrons sur
certains points clés abordés ici. La figure 5.1 servira d’exemple. La fouille de redescriptions, comme la
fouille de règles d’association, s’appuie sur un ensemble d’objets et d’attributs, parfois appelés entités
et descripteurs. Par souci de consistance entre les différentes approches, nous dénoterons l’ensemble
des objets G et l’ensemble des attributs M. L’ensemble des attributs est partitionné en vues Vi telles que
M =V1∪ ⋅ ⋅ ⋅∪Vn et Vi ≠Vj ⇔ i ≠ j. La construction de ces vues est discutée dans la section 5.1.1. À chaque
paire (objet, attribut) est associée une valeur qui peut être booléenne, numérique ou nominale, selon le
domaine de l’attribut. La figure 5.1 présente un exemple comprenant 5 objets et 10 attributs répartis en
deux vues. La première vue (attributs a à f ) correspond au contexte de la figure 3.1 page 24, qui servait
d’introduction à la FCA. La deuxième vue (attributs m1 à m4) correspond à de nouveaux attributs.
À partir d’un ensemble d’objets G et d’une partition d’attributs M =V1 ∪ ⋅ ⋅ ⋅ ∪Vn, la fouille de redes-
cription consiste à rechercher des paires de requêtes (qi,q j) où qi et q j sont des assertions logiques sur les
valeurs que peuvent prendre des ensembles d’attributs Xi et X j. Par exemple, b∧ c↔ (m4 = Triangle)
est une redescription. Les deux ensembles d’attributs doivent provenir de vues disjointes : il ne doit
pas y avoir d’attribut de Xi appartenant à la même vue qu’un attribut de X j et vice versa. Par exemple,
(m3 = 3)↔ (m4 = Triangle) n’est pas une redescription parce que m3 et m4 sont des attributs de la
même vue. Les requêtes sont exprimées en logique propositionnelle et peuvent comprendre des conjonc-
tions, des disjonctions et des négations. Le support d’une requête, noté support(q) désigne l’ensemble
des objets qui satisfont cette requête.
Une requête définit une partition des objets en deux ensembles : ceux qui la satisfont et ceux qui ne
la satisfont pas. Un paire de requêtes q1↔ q2 en définit donc quatre : ceux qui satisfont à la fois q1 et
q2, uniquement q1, uniquement q2, aucune des deux, dénotés respectivement E11, E10, E01 et E00. Les
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indices indiquent si la requête correspondante est satisfaite. Par exemple, E10(q1↔ q2) contient tous les
objets qui satisfont q1 mais pas q2. Lorsque cela ne génère pas d’ambiguïté, les ensembles Ei j(R) seront
simplement notés Ei j.
Les redescriptions sont extraites en fonction de trois mesures : le support, la similarité et la p-valeur.
Le support d’une redescription R est l’ensemble des objets du jeu de données qui satisfont à la fois q1
et q2 : support(R) = E11. Idéalement, le support n’est pas trop petit (auquel cas, la redescription est trop
spécifique pour être intéressante), ni trop grand (la redescription est alors trop générique). La similarité est
discutée dans la section 5.1.2. Elle mesure à quel point les deux requêtes d’une redescription désignent des
ensembles similaires (c.-à-d. ayant les mêmes objets). Usuellement, le coefficient de Jaccard est utilisé.
jacc(q1↔ q2) = ∣support(q1)∩ support(q2)∣∣support(q1)∪ support(q2)∣ =
∣E11∣
∣E11∣+ ∣E10∣+ ∣E01∣
Une redescription n’est conservée que si son coefficient de Jaccard est supérieur à un seuil fixé. Par
exemple, considérons la redescription R ∶ b↔ (m2 = 2) du jeu de données de la figure 5.1. Ses requêtes
sont q1 = b et q2 = (m2 = 2). On a
∣E11∣ = ∣{ f3, f4}∣ = 2, ∣E10∣ = ∣{ f1}∣ = 1, ∣E01∣ = ∣∅∣ = 0 et ∣E00∣ = ∣{ f2, f5}∣ = 0.
On a donc ∣support(R)∣ = 2 et jacc(R) = 22+1 = 23 . Si on requiert un coefficient de Jaccard supérieur à 0.8,
alors la redescription n’est pas conservée. En revanche, la redescription b∧¬c↔ (m2 = 2) a un coefficient
de Jaccard de 1 : elle est donc conservée.
Des p-valeurs (discutées en section 5.1.3) sont calculées pour évaluer la significativité statistique
du support observé de la redescription. Intuitivement, la p-valeur répond à la question « Connaissant
le support des deux requêtes, à quel point pouvait-on s’attendre à ce que la redescription ait le support
observé? »
Pour résumer, le but de la fouille de redescriptions est d’extraire des paires de requêtes avec des
supports similaires (c.-à-d. un coefficient de Jaccard proche de 1) dont la taille est comprise dans un
intervalle déterminé et qui sont statistiquement significatives (c.-à-d. p-valeur proche de 0).
5.1.1 Vues
La partition des objets en vues est un élément caractéristique de la fouille de redescriptions : cela per-
met de contraindre les attributs qui apparaissent d’un côté ou de l’autre d’une redescription. Cependant,
le choix du découpage des attributs reste à la charge de l’analyste. Dans la plupart des cas, la partition est
triviale. Parfois, les données à disposition sont clairement distinctes. Par exemple, deux types de capteurs
différents fournissent des données sur un même objet. D’autres fois, le problème induit les associations
recherchées, et donc la partition. Par exemple, Galbrun et Miettinen (2012b) recherchent des niches bio-
climatiques et ont à disposition à la fois des données climatiques et des données sur la faune locale.
Lors d’une démarche exploratoire en revanche, il se peut qu’un analyste désire utiliser les redescrip-
tions sans a priori sur ses données. Dans ce cas, il n’y a pas de partition définie. Il est alors possible de
considérer chaque attribut comme une vue. Cela revient sensiblement à considérer deux vues avec les
mêmes données en vis-à-vis, cependant, le même attribut ne peut pas se retrouver des deux côtés d’une
redescription.
Bien qu’il soit en théorie possible d’avoir autant de vues que souhaité, en pratique, la quasi-totalité des
algorithmes existants ne prennent en compte que deux vues (ou un seul attribut par vue). Cela s’explique
entre autres par la difficulté de définir une mesure de similarité adéquate lorsqu’il y a plus de deux vues.
De plus, cela complexifie à la fois l’espace de recherche et l’exploration par l’algorithme de fouille. Enfin,
cela produit des règles plus complexes et difficiles à interpréter pour l’analyste. On peut tout de même
noter le travail de Mihelčić, Džeroski et Šmuc (2018), qui proposent un algorithme permettant de traiter
des données avec plus de deux vues.
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5.1.2 Similarité des supports
La similarité mesure à quel point deux ensembles d’attributs sont semblables. Elle est réflexive et sy-
métrique. C’est là une différence majeure avec la confiance (formule 4.1 page 37), utilisée pour la fouille
de règles d’association. En effet, ici, les deux requêtes sont traitées de manière identique. Contrairement à
l’équivalence, la similarité n’est pas transitive. L’absence de cette propriété est essentielle pour les tâches
de type story telling.
Plusieurs mesures permettent de calculer une similarité, comme le coefficient de Sørensen-Dice ou
des mesures de distance 15. Cependant, la mesure la plus utilisée dans le domaine est le coefficient de
Jaccard 16. Une paire d’ensembles d’attributs (A,B) est une redescription si le coefficient de Jaccard
jacc(A,B) est supérieur à un seuil donné. Une redescription dont le coefficient de Jaccard vaut 1 est une
définition, c’est-à-dire une double implication.
5.1.3 Significativité des supports
De manière informelle, la p-valeur indique, pour un modèle donné, la probabilité que les données
soient au moins aussi extrêmes que celles observées. Elle est utilisée pour effectuer un test d’hypothèse
reposant sur deux hypothèses contradictoires. L’hypothèse par défaut ou hypothèse nulle, notée H0, qui
pourrait se résumer en « il n’y a rien de spécial à observer », correspond au cas où les données obser-
vées respectent la distribution de probabilités à laquelle l’analyste s’attend. L’hypothèse alternative H1
correspond au cas où les observations ne suivent pas la distribution prévue. Le test consiste à tester H0
et déterminer si H0 permet d’expliquer les données observées. Si ce n’est pas le cas, H0 est rejetée et
l’hypothèse H1 est retenue. La p-valeur correspond à la probabilité de rejeter H0 par erreur. Plus elle est
faible, plus il y a de chances que H0 doive être rejetée au profit de H1.
Par exemple, sur la figure 5.2, la courbe représente une distribution de probabilités de la valeur de
x pour une hypothèse nulle H0. Comme il s’agit d’une distribution de probabilités, l’aire totale sous la
courbe vaut 1. La valeur observée de x est notée xobs. La zone grisée correspond donc à la probabilité de
tirer une valeur supérieure ou égale à celle observée sous l’hypothèse H0, c’est-à-dire la p-valeur associée
à l’observation x ⩾ xobs. Plus xobs est à l’extrémité de cette courbe, moins cette observation est probable
selon l’hypothèse nulle. Si la probabilité est sous le seuil de significativité choisi, on considère que xobs
est trop improbable dans l’hypothèse H0 pour être expliquée par celle-ci ; H0 est alors rejetée.
p-valeur : définition et exemple
Dans le cadre de la fouille de redescriptions, la p-valeur indique la significativité d’une redescription.
Pour une redescription X ↔Y , l’hypothèse nulle est que les supports des requêtes X et Y sont indépen-
dants : P(X ∪Y) = P(X)×P(Y). On évalue alors la probabilité que leur intersection ait la taille observée
sous cette hypothèse d’indépendance. La valeur observée est donc le cardinal du support de X ∪Y , soit
∣E11∣.
Définition 21 (p-valeur d’une redescription). Étant donné une redescription q1↔ q2, la p-valeur est la
probabilité, connaissant le cardinal de E1. (c.-à-d. ∣E1.∣) et de E.1 (c.-à-d. ∣E.1∣), que le support de E1.∪E.1
contienne au moins autant d’objets que le support effectivement observé :
pval(q1↔ q2) = P(∣E1.∩E.1∣ ⩾ ∣E11∣ ∣ ∣E1.∣ , ∣E.1∣ , ∣G∣)
Ci-dessous, nous verrons que cette définition permet plusieurs méthodes de calcul de la p-valeur.
15. Une mesure de distance satisfait les propriétés de symétrie (d(A,B) = d(B,A)), de séparation (d(A,B) = 0 ⇔ A = B) et
l’inégalité triangulaire (d(A,C) ⩽ d(A,B)+d(B,C)).






FIGURE 5.2 – Illustration de la p-valeur pour une distribution donnée et une valeur x observée (xobs)
.
A B1 B2 B3 B4 B5 B6 B7 B8 B9 B10
1 × × × × × × ×
2 × × × × × × ×
3 × × × × × × ×
4 × × × × × ×
5 × × × × × ×
∣E11∣ – 3 2 2 2 2 1 2 2 1 1
(a) Les différents supports possible de B, et le cardinal de E11 pour A
fixé.






(b) Distribution de probabilités associée à une re-
description.
FIGURE 5.3 – Exemple de répartition de probabilités.
Considérons par exemple, dans un contexte de 5 objets, les attributs A et B qui ont tous les deux un
support de 3 objets. Sachant que le cardinal du support de A est de 3, il y a (53) = 10 supports possibles
pour A. Il en va de même pour B. Fixons le support de A : A′ = {1,2,3} et observons le cardinal de E11
en fonction du support de B (figure 5.3a). Parmi les 10 supports possibles de B, ∣E11∣ vaut 3 pour un seul
d’entre eux, ∣E11∣ vaut 2 pour six d’entre eux et ∣E11∣ vaut 1 pour les trois derniers. Cette répartition reste la
même quel que soit le support de A fixé. Comme il y a (53) supports possibles pour A, on a 10 fois ∣E11∣= 3,
60 fois ∣E11∣ = 2 et 30 fois ∣E11∣ = 1. On obtient donc la distribution de probabilités représentée dans la
figure 5.3b. Maintenant, intéressons-nous à la redescription A↔ B observée. Si celle-ci a un support de 2
objets, alors pval(A↔ B) = 0.7. En revanche, si elle a un support de 3 objets, pval(A↔ B) = 0.1 Ainsi,
dans l’exemple de la figure 5.1, p-valeur de la redescription b↔m2 ⩾ 1 est de 0.2.
Méthodes de calcul de la p-valeur d’une redescription
Deux distributions de probabilité peuvent être utilisées pour le calcul de la p-valeur : la loi binomiale
et la loi hypergéométrique.
La loi hypergéométrique. Cette loi modélise le problème suivant : nous disposons de N boules dans
une urne. Parmi ces boules, K sont noires, les autres sont blanches. On tire n boules (sans remise) dans
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l’urne et on observe k, le nombre de boules noires obtenues. La loi hypergéométrique h(N,K,n,k) repré-
sente la distribution de probabilité de k, et se calcule comme suit :




La distribution de probabilités d’une redescription peut s’énoncer de manière similaire : connaissant
les supports de q1 et q2 ainsi que le nombre total d’objets, on peut rapporter le problème à tirer un
certain nombre d’objets (désignés par q1) et regarder parmi ces objets lesquels satisfont q2. Ainsi, le
nombre total de boules correspond au nombre total d’objets (N = ∣E ∣), le nombre de boules tirées cor-
respond à l’une des requêtes de la redescription (n = ∣support(q1)∣) et les boules noires correspondent
à la seconde requête (K = ∣support(q2)∣). En conséquence, le nombre de boules noires tirées corres-
pond au support de la redescription (k = ∣support(q1↔ q2)∣). On retrouve alors l’équation 5.1 de la
table 5.1. En regardant celle-ci de plus près, il peut sembler que la significativité d’une règle ne soit
pas symétrique (c.-à-d. significativité(q1↔ q2) ≠ significativité(q2↔ q1). Cependant, il est prouvé que













La loi binomiale. Pour reprendre l’illustration avec les tirages, la loi binomiale modélise le problème
suivant : on dispose d’une urne avec N boules dont K boules noires. Les boules noires sont en proportion
p = KN . On tire n fois une boule (avec remise) dans l’urne et on observe k, le nombre de boules noires
obtenues. La distribution de probabilité de k est alors définie par
P(X = k) = (n
k
)pk(1− p)n−k.
En transposant le problème aux redescriptions, on obtient la formule 5.2 de la table 5.1, où la probabilité
p est notée α . La valeur de α , qui correspond à la probabilité qu’un objet valide à la fois q1 et q2, peut
être calculée de deux façons. Soit on considère simplement le support des requêtes, soit on considère
chacun des attributs qui les constituent. On obtient ainsi deux méthodes de calcul, représentées par les
formules 5.3 et 5.4 de la table 5.1.
5.1.4 Redescriptions versus règles d’association
La fouille de règles d’association précède la fouille de redescriptions et a été une source d’inspiration
pour leurs auteurs. Les deux approches partagent donc de nombreux points communs. Cependant, les
approches restent très différentes. Dans cette section, nous nous appuyons sur leurs définitions respectives
pour synthétiser leurs points communs et leur différences.
Tout d’abord, les règles d’association acceptent n’importe quel attribut dans leur antécédent et dans
leur conséquence. Au contraire, les redescriptions reposent sur le système de vues qui restreint chaque
côté de la redescriptions à un sous-ensemble d’attributs.
Ensuite, les redescriptions reposent sur une mesure symétrique. En ce sens, elles peuvent être pensées
comme des « règles d’association bidirectionnelles ».
De plus, les deux approches s’appuient sur des données binaires et traitent de relations entre des
objets et des attributs. Cependant, les redescriptions ont été étendues pour tenir compte de données nu-
mériques et nominales. Bien que certains travaux aillent dans ce sens avec les règles d’association, peu
d’implémentations d’algorithme permettant de traiter des données hétérogènes existent, la plupart des
algorithmes requérant au préalable de convertir les données sous forme binaire.
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On considère le support de
q1 et q2. α = ∣support(q1)∣× ∣support(q2)∣∣E ∣2 (5.3)
On considère le support
de chacun des attributs qui
composent q1 et q2.
αq =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
αq1αq2 si q = q1∧q2
1−αq1 si q = ¬q1
αq1 +αq2 −αq1αq2 si q = q1∨q2
(5.4)
Enfin, les redescriptions permettent d’exprimer des formules logiques sur les attributs, tandis que les
règles d’association considèrent des ensembles d’attributs.
5.2 Algorithmes
Dans cette section, nous détaillons trois algorithmes qui représentent les principales familles d’algo-
rithmes selon la classification de Galbrun et Miettinen (2017), reproduite figure 5.4.
Le premier algorithme, proposé par Ramakrishnan, D. Kumar et al. (2004), est CARTWHEELS. Son
approche s’appuie sur les arbres de décision. Le second, CHARM-L (Zaki et Ramakrishnan, 2005), utilise
l’algorithme CHARM et repose sur les treillis de concepts. Enfin, l’algorithme REREMI (Galbrun et
Miettinen, 2012b) propose une approche gloutonne qui construit les redescriptions de manière itérative.
5.2.1 CARTWHEELS
CARTWHEELS (Ramakrishnan, D. Kumar et al., 2004) utilise les arbres de décision pour construire
des redescriptions. Intuitivement, il s’agit de ramener le problème de fouille de redescriptions à un pro-
blème de classification binaire, plus facile à résoudre. Le but est de construire un arbre de décision —
avec, par exemple, l’algorithme CART (Breiman et al., 1984) — pour chaque vue, et des les faire « coïn-
cider » au mieux. Pour cela des arbres de décision vont être construits de manière itérative en alternant
entre les vues. Initialement, les attributs de la seconde vue sont utilisés pour établir les classes des objets,
tandis que les attributs de la première vue sont utilisés comme variables pour construire l’arbre. S’agis-
sant d’arbres de décision, il ne peut y avoir qu’une classe par objet à classifier. Aussi, lors de la première
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Algorithmes de fouille de redescriptions
Basés sur une heuristique
Mise à jour atomique
REREMI
(Galbrun et Miettinen, 2012b)
Méthode par alternance
CARTWHEELS
(Ramakrishnan, D. Kumar et al., 2004)
Énumération exhaustive
CHARM-L
(Zaki et Ramakrishnan, 2005)
FIGURE 5.4 – Les trois algorithmes de fouille de redescriptions évoqués dans cette thèse, organisés selon
la classification de Galbrun et Miettinen (2017).
itération, un attribut du support de chaque objet est sélectionné aléatoirement comme étant sa classe cible.
Puis, l’arbre de décision crée une partition des objets, qui définit les classes utilisées à l’étape suivante.
Du fait de la construction des classes des arbres de décision, et notamment parce qu’à la première
étape, un seul attribut est utilisé par objet, cet algorithme n’est pas idéal pour les données qui ont plus
d’attributs que d’objets : chaque objet risque de générer sa propre classe.
5.2.2 CHARM-L
Zaki et Ramakrishnan (2005) utilisent CHARM-L pour énumérer les redescriptions d’un jeu de don-
nées. Les attributs considérés sont nécessairement booléens, et seules des conjonctions sont utilisées.
Contrairement aux autres approches, ils n’utilisent pas de vues distinctes entre les attributs. En ce sens,
cette approche est extrêmement proche de la fouille de règles d’association, si ce n’est que les règles
recherchées sont bidirectionnelles. L’algorithme CHARM-L (Zaki et Hsiao, 2002) génère le treillis de
concepts à partir des motifs fermés fréquents extraits par CHARM. En conséquence, les redescriptions
trouvées n’utilisent que des conjonctions sur des variables booléennes.
Les auteurs introduisent la notion de redescription conditionnelle, une redescription qui n’est valide
que dans un sous-ensemble des données. Par exemple, dans notre exemple des figures géométriques (fi-
gure 5.1), avoir un angle droit et être un rectangle n’est pas équivalent. En revanche, en ne considérant
que les figures qui ont quatre côtés, avoir un angle droit et être un rectangle est équivalent. Une redes-
cription conditionnelle se note X ↔Y ∣Q où X , Y et Q sont des ensembles d’attributs, et son coefficient
de Jaccard est (X
′∩Y ′)∩Q′
(X ′∪Y ′)∩Q′ .
Les auteurs montrent qu’énumérer les redescriptions (conditionnelles ou non) peut se faire en utilisant
les générateurs des classes d’équivalence. Deux générateurs X ,Y ⊆ M d’une même classe d’équivalence
génèrent la règle X ↔Y ∣Q où Q = X ∩Y . Un exemple est fourni en figure 5.5. L’algorithme 4 détaille la
génération des redescriptions à partir des classes d’équivalence.
Cependant, cet algorithme ne permet d’extraire que des redescriptions exactes, c’est-à-dire dont le
coefficient de Jaccard vaut 1.
5.2.3 REREMI
Contrairement aux algorithmes présentés précédemment, REREMI ne génère pas directement un en-





Attr. a b c d e v w x y z
fig. 1 × × × × ×
fig. 2 × × × × ×
fig. 3 × × × ×
fig. 4 × × × × × ×
fig. 5 × × × ×
v : Possède au moins un angle droit
w : Ne possède aucuns côtés égaux
x : Possède exactement 2 côtés égaux
y : Possède exactement 3 côtés égaux
z : Est un triangle
(a) Contexte binaire adapté de l’exemple présenté en figure 5.1. CHARM-L ne considérant pas les vues, celles-ci























a ⇔ v ∣ wb ⇔ x ∣ a
a ⇔ v ∣ b
ab ⇔ vx
ax ⇔ bv
a ⇔ v ∣ x
b ⇔ x ∣ v
(b) Treillis de concepts avec les générateurs et les fermés. Les redescriptions extraites
avec l’algorithme de Zaki et Ramakrishnan (2005) sont indiquées au niveau de la classe
d’équivalence associée.
FIGURE 5.5 – Énumération de redescriptions à partir des générateurs des classes d’équivalence.
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Algorithme 4 : CHARM-L pour l’énumération de redescriptions.
Données : C : l’ensemble des fermés, G : l’ensemble des générateurs.
Résultat : R : L’ensemble des redescriptions et redescriptions conditionnelles.
1 CHARM-L
2 R←∅;
3 pour chaque C ∈ C faire
4 pour chaque X ,Y ∈ G tels que X ′ =Y ′ =C faire
5 Q← X ∩Y ;





Dans un premier temps, l’ensemble des « redescriptions candidates » est généré. Il s’agit des paires
q1↔ q2, où q1 contient seulement un attribut a1 ∈V1 et q2 contient seulement un attribut a2 ∈V2. Les n
paires avec le meilleur coefficient de Jaccard sont conservées, n pouvant être configuré par l’analyste. Les
paires sont ensuite traitées tour à tour, chacune étant progressivement étendue en ajoutant un attribut à la
fois à l’une des requêtes candidates. Une requête candidate q peut être étendue avec un attribut a de quatre
façons : q1∧a, q1∨a, q1∧¬a or q1∨¬a. L’analyste peut restreindre les extensions possibles, par exemple
en ne considérant que les conjonctions, ou en excluant les négations. Si l’attribut a est une variable
nominale, la valeur de la variable qui augmente le plus le Jaccard est sélectionnée. Si l’attribut est une
variable numérique, alors la variable est discrétisée à la volée et l’intervalle qui maximise le coefficient
de Jaccard est utilisé. Cela implique théoriquement de tester toutes les paires de valeurs pour les bornes
de a, mais il est possible de limiter la complexité de la recherche (voir Galbrun et Miettinen (2012b) page
42). Lorsque la redescription candidate ne peut plus être étendue, que ce soit parce qu’elle a atteint le
nombre maximal d’attributs autorisés ou les seuils de supports fixés par exemple, la redescription avec le
meilleur coefficient de Jaccard est ajoutée à l’ensemble des résultats.
L’algorithme continue jusqu’à ce qu’il atteigne une profondeur maximale fixée par l’utilisateur ou
jusqu’à épuisement des candidats (c’est-à-dire qu’aucune extension ne permet d’augmenter le coeffi-
cient de Jaccard). REREMI s’appuyant sur une approche gloutonne, il n’y a pas de garantie d’obtenir les
meilleures descriptions : l’algorithme peut s’arrêter à un maximum local : il est possible qu’une redescrip-
tion ne soit pas étendue alors qu’elle permet d’obtenir une redescription avec des mesures intéressantes
pour l’analyste. Les redescriptions ainsi obtenues qui satisfont les critères de sélection sont retournées à
l’analyste.
5.3 Traduction des données à l’aide de règles
Un problème récurrent dans la fouille de motifs (fouille d’itemsets, de règles d’association, de re-
descriptions) est le grand nombre de résultats retournés et la redondance de ces résultats. (Leeuwen et
Galbrun, 2015) ont proposé une approche pour obtenir un ensemble de résultats plus compact tout en
étant représentatif. Compact, parce qu’il s’agit de minimiser le nombre total de règles retournées, repré-
sentatif parce que les règles doivent idéalement couvrir l’intégralité des données. Les motifs retournés
sont des règles d’association, unidirectionnelles ou bidirectionnelles (c.-à-d. redescriptions). Ces motifs
sont appelés règles de traduction du fait de l’analogie avec une tâche de traduction, qui est l’intuition
derrière cette approche. Il s’agit en effet de déterminer comment la présence de certains attributs dans
un contexte se traduit dans un second contexte. Autrement dit, la présence de certains attributs dans une
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vue prédit la présence d’autres attributs dans une deuxième vue. Les règles « capturent » ces informations
et peuvent alors être utilisées pour reconstruire un contexte à partir de l’autre. Le but de cette approche
est donc la sélection d’un ensemble de règles qui soit le plus petit possible tout en permettant une re-
construction des vues la plus fidèle possible. L’algorithme proposé pour répondre à ce problème, nommé
TRANSLATOR, s’appuie sur des principes issus de la théorie de l’information, et notamment sur la notion
de description de longueur minimale (MDL).
5.3.1 Principe de traduction des données
Contexte K1
a b c d
1 × ×
2 × ×
3 × × ×
4 × × e f g h
1 × ×
2 × ×
3 × × ×
4 ×
Contexte temporaire







e f g h
1 × ×
2 × ×
3 × × ×
4 × ×
But : Construire K2 à partir de K1
Règles
r1 ∶ a,b→ g,h
r2 ∶ c→ f
Table de traduction
r1 ∶ a,b→ g,h
r2 ∶ c→ f
FIGURE 5.6 – Intuition du fonctionnement de TRANSLATOR. Ici, seule la traduction de K1 vers K2 est
représentée.
La figure 5.6 représente une vue d’ensemble du fonctionnement. Pour simplifier, la figure ne re-
présente que la reconstruction de K2 étant donné K1 ; la direction inverse suit le même principe. Les
paragraphes suivants traitent des deux directions.
Le problème peut s’énoncer ainsi : étant donnés deux contextes qui ont les mêmes objets, K1 =(G,M1,I1) et K2 = (G,M2,I2), l’objectif est de découvrir un ensemble de règles qui permettent de re-
construire le contexte K2 à partir de K1 et vice versa. Une règle de traduction indique que si les attributs
de l’antécédent sont présents pour un objet dans le contexte correspondant, alors les attributs de la consé-
quence sont « probablement » présents dans l’autre contexte. Une règle X →Y s’interprète donc comme
« la présence de l’ensemble d’attributs X dans le contexte K1 se traduit par la présence de l’ensemble
d’attributs Y dans le contexte K2 ». Les règles peuvent être unidirectionnelles (de K1 vers K2 ou de K2
vers K1) ou bidirectionnelles (de K1 vers K2 et de K2 vers K1).
Le but de l’algorithme est alors d’extraire un ensemble de règles R qui remplisse au mieux les objec-
tifs suivants :
1. Les règles doivent permettre de reconstruire un contexte étant donné l’autre :
— Étant donnés K1 et R, on doit pouvoir déduire K2 ;
— Étant donnés K2 et R, on doit pouvoir déduire K1 ;
2. ∣R∣ doit être le plus petit possible.
Deux remarques importantes sont à faire sur ces objectifs. Premièrement, il peut ne pas exister d’ensemble
de règles qui permette une reconstruction parfaite. Dans le contexte K1, par exemple, les objets 1 et 2 ont
les même attributs et ne sont donc pas discernables. Cela veut dire que toute règle s’appliquant à l’objet
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1 s’appliquera également à l’objet 2. En revanche, dans le contexte K2, l’objet 1 a l’attribut f que n’a pas
l’objet 2, et l’objet 2 a l’attribut h que n’a pas l’objet 1. Il n’y a donc aucune règle qui puisse générer
correctement les attributs des objets 1 et 2 dans le contexte K2 à partir du contexte K1, d’où la nécessité
d’appliquer des masques de correction. Le but est alors de limiter le nombre de corrections nécessaires.
Deuxièmement, ces deux objectifs sont divergents : le premier objectif pousse à avoir plus de règles pour
représenter au mieux les données, tandis que le second objectif pousse à avoir le moins de règles possibles,
indépendamment de la qualité du résultat. Toute la difficulté réside alors dans l’équilibre à trouver entre
ces deux objectifs. Une approche utilisant MDL permet de trouver cet équilibre.
5.3.2 Description de Longueur Minimale
La description de longueur minimale, ou MDL (Grünwald, 2004 ; Rissanen, 1978), est une approche
qui s’intéresse à la question de la sélection de modèle : étant donné un ensemble d’explications pour
une observation donnée, quelle explication doit être choisie ? D’après Rissanen (1978), MDL offre un
critère de sélection de modèles, indépendamment de leur complexité, sans l’hypothèse restrictive que les
données sont un échantillon d’une véritable distribution 17.
MDL repose sur deux notions. Il y a d’abord la notion d’apprentissage de modèle, et l’idée selon
laquelle un apprentissage se base sur la régularité des données ; l’écart entre le modèle et les données
relève alors du bruit. Il y a ensuite la notion de compression de données, et l’idée que plus il y a de
régularités dans les données, plus la compression de données pourra être importante. De ces deux idées,
on peut déduire que sélectionner le meilleur modèle revient à trouver celui qui offre le meilleur compromis
entre sa complexité et la compression des données qu’il permet d’opérer. C’est ce qui est fait avec MDL.
Théoriquement, la complexité du modèle correspond à la complexité de Kolmogorov (la complexité d’un
objet correspond à la longueur du plus court programme capable de produire cet objet). Cependant, la
complexité de Kolmogorov n’étant pas calculable, plusieurs approches pratiques permettent de calculer
la complexité du modèle dans le cadre de MDL.
Au final, pour un ensemble de modèles M, MDL va sélectionner le modèle qui minimise L(Mi)+
L(D ∣Mi) où L(Mi) est la longueur du modèle Mi, et L(D ∣Mi) est la longueur des données encodées avec
le modèle Mi.
5.3.3 Algorithme TRANSLATOR
L’algorithme TRANSLATOR (Leeuwen et Galbrun, 2015) a été proposé pour répondre aux deux objec-
tifs de la fouille de règles de traduction en utilisant MDL. Les données observées correspondent aux deux
contextes K1 et K2. Le modèle correspond à l’ensemble des règles de traduction, ainsi qu’au masque qui
permet de rectifier les erreurs engendrées par les règles, c’est-à-dire retirer les items introduits par erreur,
et ajouter ceux manquants. L’ensemble des règles permet de construire un contexte KTemp = (G,M2,ITemp)
avec
ITemp = {(g,m) ∈G×M2 ∣ ∃X →Y,X ⊆ g′,m ∈Y}
Le masque peut être pensé comme un contexte KMasque où la relation d’incidence IMasque ⊆G×M2 corres-
pond aux corrections à effectuer sur le contexte temporaire KTemp. Il s’applique comme un OU exclusif sur
le contexte temporaire construit à partir des règles pour permettre de générer K2 : K2 = KTemp⊕KMasque.
Dans l’exemple 5.6 notamment, du fait de la règle r1 ∶ ab→ gh, le masque devra garder en mémoire que
l’objet 1 ne devrait pas avoir l’attribut h. Dans l’exemple, on a donc (1,h) ∈ ITemp et (1,h) ∈ IMask. Le
OU exclusif entre KTemp et KMask permet alors de retirer l’attribut h pour l’objet 1, qui a été introduit par
l’application de la règle r1.
17. « Minimum Description Length provides a criterion for the selection of models, regardless of their complexity, without the
restrictive assumption that the data form a sample from a ’true’ distribution. », Rissanen, 2008
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Calcul des longueurs de code
Étant donné un contexte K et un ensemble d’attributs X ⊆M, la longueur de X est
L(X) = −∑
x∈X
log2 P(x ∣K) où P(x ∣K) = ∣ x
′ ∣
∣G ∣ .
Cette longueur correspond au nombre minimal de bits requis pour encoder X . La longueur d’une règle
L(X →Y) est définie comme la longueur de l’ensemble d’attributs X ∪Y à laquelle est ajoutée une lon-
gueur de 1 bit indiquant si la règle est unidirectionnelle ou bidirectionnelle. Si la règle est unidirection-
nelle, 1 bit supplémentaire est requis pour indiquer son sens (de K1 vers K2 ou de K2 vers K1). Ainsi, une
règle unidirectionnelle coûte 1 bit de plus qu’une règle bidirectionnelle, favorisant ainsi l’utilisation de
règles bidirectionnelles. La longueur du masque est mesurée en sommant, pour chaque objet, la longueur
de l’ensemble d’attributs qu’il supporte : L(Masque) =∑g∈G L(g′).
La « qualité » de la règle se mesure alors en faisant la différence entre sa longueur et la longueur de
l’information qu’elle apporte :
∆(X →Y) = L(Masque−)−L(Masque+)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Gain d’information
− L(X →Y)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Longueur de la règle
où Masque+ correspond aux éléments ajoutés au masque (erreurs introduites par la règle) et Masque−
correspond aux éléments retirés du masque (erreurs corrigées par la règle). Il est important de noter que
cette mesure dépend du masque, et donc que la qualité d’une règle dépend des règles déjà trouvées.
Déroulé de l’algorithme
L’ensemble de règles est construit de manière itérative. Au départ, il n’y a pas de règle et le masque
correspond donc au contexte cible.
La règle X →Y qui maximise ∆ est ajoutée et le masque est actualisé. Une nouvelle règle est ajoutée,
et ainsi de suite jusqu’à ce que plus aucune règle ne diminue la longueur de code. La figure 5.7 illustre ce
processus.
Le masque étant mis à jour à chaque étape, la qualité ∆ d’une règle dépend des règles déjà extraites.
Ainsi, TRANSLATOR favorise un bon ensemble de règles plutôt qu’un ensemble de bonnes règles. Chaque
règle sélectionnée apporte une information qui n’est pas contenue dans les autres, ce qui limite la redon-
dance d’information.
5.4 Redescriptions appliquées aux LOD
Les redescriptions ont été majoritairement appliquées dans les domaines des sciences naturelles, no-
tamment avec des travaux autour des niches bioclimatiques (Galbrun et Miettinen, 2012b) et en bioinfor-
matique (Ramakrishnan et Zaki, 2009), et il existe peu d’applications dans le domaine de la représentation
des connaissances ou du web des données. On peut tout de même citer Galbrun et Kimmig (2014), qui
étendent la fouille de redescriptions aux données relationnelles. Les données sont représentées sous forme
de graphe où les nœuds représentent des entités quelconques et les arrêtes des relations : l’approche peut
s’appliquer à des graphes RDF. L’idée est de trouver deux motifs de sous-graphes qui impliquent les
mêmes ensembles d’entités.
Des approches inductives s’appuyant sur les arbres de décision ont notamment été utilisées (Fanizzi,
d’Amato et Esposito, 2010 ; Rizzo, d’Amato et al., 2017b). Dans (Rizzo, Fanizzi et al., 2018), les au-
teurs s’appuient sur des evidential terminological decision trees (EDTD) pour classifier des instances en
fonction des assertions dans lesquelles elles sont impliquées. Un EDTD est un arbre de décision dont
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les nœuds sont étiquetés avec une proposition logique. Plus celle-ci est proche des feuilles, plus elle est
spécifique. Elle est accompagnée d’une valeur entre 0 et 1 pouvant s’interpréter comme la probabilité
qu’elle soit vraie. Les auteurs peuvent alors faire correspondre une classe à une proposition logique.
Les mêmes auteurs se sont intéressés à la recherche de classes incompatibles (Rizzo, d’Amato et
al., 2017a), qui peut être vue comme la tâche « inverse » à la recherche de redescriptions : il s’agit de
trouver deux requêtes qui ne désignent aucun objet en commun. Leur approche consiste à rechercher
des ensembles disjoints d’instances via la construction d’un arbre de décision pour lequel chaque nœud
correspond à la définition d’un concept. Toute paire de feuilles de cet arbre correspond nécessairement
à deux concepts disjoints. Völker, Fleischhacker et Stuckenschmidt (2015) proposent un gold standard
des classes incompatibles pour DBpedia, et comparent une approche supervisée par apprentissage et une
approche par induction utilisant les règles d’association.
Synthèse du chapitre
Dans ce chapitre, nous avons présenté les redescriptions, qui cherchent des associations « bidirec-
tionnelles » entre les attributs. Nous avons présenté l’algorithme REREMI, qui permet de découvrir des
redescription en utilisant une heuristique qui tient compte du support des attributs. Les redescriptions
extraites correspondent à des définitions approximatives (c.-à-d. des définitions qui comportent quelques
exceptions).
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a b c d
1 × ×
2 × ×
3 × × ×
4 × ×
e f g h
1 × ×
2 × ×
3 × × ×
4 × ×
Contexte source Contexte cible
Ajout des premières règles
Règles Contexte créé Masque Explication
État initial
∅





e f g h
1 × ×
2 × ×
3 × × ×
4 × ×
À la première étape, aucune règle
n’est encore trouvée. Le contexte
recréé est donc vide, et le masque
est identique au contexte cible.
Étape 1
r1 ∶ a,b→ g,h










Lorsqu’une première règle est
ajoutée, les nouvelles croix sont
ajoutées au contexte créé. Le
masque est alors mis à jour en
conséquence.
Étape 2
r1 ∶ a,b→ g,h
r2 ∶ c→ f
e f g h
1 × ×
2 × ×
3 × × ×
4 ×





Le processus est le même si on
ajoute une deuxième règle : les
nouvelles croix sont intégrées au
contexte créé, puis le masque est
mis à jour.
Evaluation de règles candidates à l’étape 3
Règles Contexte créé Masque Explication
r1 ∶ a,b→ g,h
r2 ∶ c→ f
rcand ∶ c→ h
e f g h
1 × ×
2 × ×
3 × × ×
4 × ×





La règle apporte plus d’erreurs
que de données valides (c.-à-d. le
masque gagne plus de croix qu’il
n’en perd lorsqu’il s’actualise). Il
n’y a donc aucun intérêt à l’ajou-
ter à l’ensemble de règles.
r1 ∶ a,b→ g,h
r2 ∶ c→ f
rcand ∶ d→ f
e f g h
1 × ×
2 × ×
3 × × ×
4 ×





La règle permet d’ajouter des
attributs déjà présents. Elle n’a
donc pas d’intérêt par rapport aux
règles déjà trouvées. Elle est re-
dondante et n’est pas conservée.
r1 ∶ a,b→ g,h
r2 ∶ c→ f
rcand ∶ c→ e
e f g h
1 × ×
2 × ×
3 × × × ×
4 × ×





La règle apporte autant de don-
nées valides que d’erreurs. Elle
représente donc un coût nul pour
le masque, auquel s’ajoute le coût
de son encodage. Elle n’est pas
conservée.
FIGURE 5.7 – Fonctionnement de la mise-à-jour du contexte créé et du masque pour plusieurs règles.
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Ce chapitre et le suivant présentent les différentes contributions de cette thèse. Le présent chapitre
aborde les aspects théoriques, et se décompose en deux sections.
Dans la première section, nous recherchons à classifier des ressources à partir de triplets RDF. Pour
cela, nous introduisons une pattern structure qui tient compte à la fois de la taxonomie des classes et de
la taxonomie des prédicats.
Dans la seconde section, nous présentons notre utilisation des règles d’association et des redescrip-
tions pour la découverte de définitions dans le web des données, et nous discutons des spécificités des
deux approches. Cette discussion est suivie d’expérimentations qui seront présentées dans le chapitre
suivant.
6.1 Une nouvelle pattern structure pour les LOD
Dans le chapitre 3, nous avons présenté une pattern structure introduite par Alam et al. (2015) pour
classifier des ressources RDF au sein d’un treillis. À partir d’un exemple concernant des villes dont
les données sont représentées en figure 3.7 page 33, nous avons construit le treillis de concepts associé
(figure 3.8 page 34). Bien que la pattern structure capture des similarités entre Paris et Rome et entre
Paris et Nancy, on remarque que certaines informations présentes dans les données de départ ne sont
pas retrouvées. Notamment, on ne découvre pas le fait que Paris et Rome sont toutes les deux des villes
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européennes et que Paris et Nancy sont toutes les deux des villes françaises. Cet exemple illustre une
limite de l’approche de Alam et al. (2015), qui ne tient pas compte de la relation rdfs:subPropertyOf
entre les prédicats. Afin de pallier ce manque, nous proposons donc une pattern structure qui tient compte
des deux ordres partiels définis par les relations rdfs:subClassOf et rdfs:subPropertyOf.
6.1.1 Prérequis
Les relations subClassOf et subPropertyOf définissent des ordres partiels entre les classes et
entre les prédicats respectivement. On note (C,⊑C) l’ensemble des classes ordonnées selon la relation
subClassOf et (P,⊑P) l’ensemble des prédicats ordonnés selon la relation subPropertyOf. Au sein
d’une base de connaissances, il est fréquent de faire en sorte qu’une classe n’ait qu’un parent ; ainsi la
relation subClassOf devrait former un arbre enraciné. Cependant, il arrive qu’une classe ait plus d’un
parent, et la relation forme alors un graphe orienté acyclique. Dans cette section, nous supposons que,
dans la base de connaissances étudiée, les classes et les prédicats forment des arbres enracinés. Sur cette
structure en arbre, il est possible de définir un plus petit ancêtre commun, pour tout couple de classes ou
de prédicats.
Définition 22 (Plus petit ancêtre commun). Étant donné un arbre (H,⩽), le plus petit ancêtre commun
de deux nœuds x et y de cet arbre est le nœud z tel que x ⩽ z,y ⩽ z /∃ z′ ⩽ z tels que x ⩽ z′ et y ⩽ z′. On note
lcs(x,y) le plus petit ancêtre commun de x et y.
Cette définition permet d’obtenir la super-classe la plus spécifique de deux classes. Lorsqu’il s’agira
de l’arbre des classes (C,⊑C), on notera le plus petit ancêtre commun lcsC. De façon similaire, on no-
tera lcsP le plus petit ancêtre commun de deux prédicats. D’après l’exemple de la figure 3.7, on a donc
lcsC(Ville,Pays) = Lieu et lcsP(villeDe, étatDe) = situéEn.
Il est fréquent que les objets des triplets ne soient pas des classes mais des instances. Par exemple,
dans le triplet ⟨Nancy,villeDe,France⟩, France est une instance, et non une classe. Il est donc utile de
pouvoir intégrer ces instances à la taxonomie de classes, afin de déterminer la classe commune à deux
instances. On veut, par exemple, être capable de dire que Paris et Rome sont toutes deux des capitales.
Pour cela, on intègre les instances à la taxonomie de classes en les considérant comme des classes ne
contenant qu’elles-même.
Ainsi, si o1,o2 sont deux instances de C, et que l’on souhaite connaître leur plus petit ancêtre commun,
c’est-à-dire lcsC(o1,o2), on supposera que cela revient à considérer deux classes Co1 = {o1} et Co2 = {o2}
avec Co1 ⊑C C et Co2 ⊑C C. On obtiendra lcsC(o1,o2) = lcsC(Co1,Co2) =C. Afin d’alléger les notations
dans ce chapitre, les instances et les classes seront considérées indifféremment. En reprenant l’exemple
de la figure 3.7, on a lcsC(Nancy,Paris) =Ville.
Nous utilisons également la définition d’un ordre partiel sur les produits cartésiens d’ensembles or-
donnés tel que défini par Davey et Priestley (2002).
Définition 23 (Ordre partiel sur un produit cartésien d’ensemble ordonnés). Soient P1, . . . ,Pn des en-
sembles ordonnés. Le produit cartésien Pi × ⋅ ⋅ ⋅ ×Pn forme un ensemble de n-upplets qui peuvent être
partiellement ordonnés en imposant un ordre membre à membre défini par
(x1, . . . ,xn) ⩽ (y1, . . . ,yn)⇔∀i,xi ⩽ yi dans Pi.
Nous définissons finalement le minimum sur un ensemble d’éléments partiellement ordonnés comme
l’ensemble de ses minorants.
Définition 24 (Minimum sur les ensembles partiellement ordonnés). Soit (P,⩽) un ordre partiel et X ⊆ P
un ensemble d’éléments partiellement ordonnés, avec X = {x1, . . . ,xn}. Le minimum de X est l’ensemble
des minorants de X appartenant à X.
min(X) = {xi ∈ X ∣ ∀x j ∈ X ,xi ⩽ x j}
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À partir de là, il nous est possible de définir notre nouvelle pattern structure.
6.1.2 Définition de la pattern structure
L’ensemble des objets est constitué des sujets des triplets de la base de connaissances. L’ensemble des
descriptions (D,⊑) est le produit cartésien des deux ordres partiels (C,⊑C) et (P,⊑P) dont l’ordre ⊑ est
défini par la définition 23. Le plus petit ancêtre commun de deux paires (prédicat, objet) est défini comme
lcs((pi,oi),(p j,o j)) = (lcsP(pi, p j), lcsC(oi,o j)).
Ainsi, pour un ensemble de triplets K, la pattern structure est définie comme suit :
G = {s ∣ ⟨s, p,o⟩ ∈K}
δ(g) =min{(p,o) ∣ ⟨g, p,o⟩ ∈K}
δ(gi)⊓δ(gi) =min{lcs((pi,oi),(p j,o j)) ∣∀(pi,oi) ∈ δ(gi)),∀(p j,o j) ∈ δ(g j)}.
Les correspondances de Galois sont
A◻ = ⊓
g∈A
δ(g) pour tout A ⊆G et
d◻ = {g ∈G ∣ d ⊑ δ(g)} pour tout d ∈D.
Proposition 1. δ(s1) ⊑ δ(s2)⇔ δ(s1)⊓δ(s2) = δ(s2).
Démonstration.
δ(x)⊓δ(y) = δ(y) ⇔ min({lcs((pi,oi),(p j,o j)) ∣∀(pi,oi) ∈ δ(x)),∀(p j,o j) ∈ δ(y)}) = δ(y)
⇔ ∀(pi,oi) ∈ δ(x),∃(p j,o j) ∈ δ(y) t.q. lcs((pi,oi),(p j,o j)) = (p j,o j)
⇔ ∀(pi,oi) ∈ δ(x),∃(p j,o j) ∈ δ(y) t.q. (pi,oi) ⩽ (p j,o j)
⇔ δ(x) ⊑ δ(y)
La proposition est inversée par rapport à l’équation usuelle : δ(x) ⊑ δ(y)⇔ δ(x)⊓δ(y) = δ(x). En
effet, les pattern structures s’appuient originellement sur un demi-treillis inférieur tandis que les relations
subClassOf et subPropertyOf forment des demi-treillis supérieurs.
À partir de la base de connaissances de la figure 3.7 page 33, le treillis de concepts obtenu est repré-
senté en figure 6.1. La similarité obtenue pour Paris et Nancy est alors
δ(Paris)⊓δ(Nancy) = {(situéEn,Europe),(villeDe,France)}.
6.1.3 Discussion
L’approche proposée ici pourrait être étendue en tenant compte de plusieurs ordres partiels sur un
même ensemble de ressources. En effet, actuellement, la similarité entre une ville v1 située en France et
une ville v2 située en Europe est que ce sont toutes les deux des villes situées dans un lieu. Cependant,
la relation situéEn a vraisemblablement toutes les propriétés requises pour définir un ordre partiel entre
les ressources qu’elle lie (il est légitime de penser que cette relation est réflexive, anti-symétrique et
transitive), et il serait intéressant de pouvoir tenir compte de cet ordre. Ainsi, en sachant que la France est
située en Europe, on pourrait dire que v1 et v2 sont toutes les deux situées en Europe.
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{Nancy, Paris, Rome}
{(villeDe, Pays), (situéEn, Europe)}
{Nancy, Paris}
{(situéEn, Europe), (villeDe, France)}
{Paris, Rome}
{(capitaleDe, Pays), (situéEn, Europe)}
{Rome}
{(capitaleDe, Italie), (situéEn, Europe)}
{Paris}
{(capitaleDe, France), (villeDe, Europe)}
FIGURE 6.1 – Treillis de concepts obtenu avec la pattern structure tenant compte de l’ordre sur les
prédicats et de celui sur les classes.
L’une des limites de cette approche est liée à la conception des bases de connaissances dans les LOD.
En effet, alors que la taxonomie des classes est très utilisée et généralement détaillée, ce n’est pas le cas de
la taxonomie des prédicats. Dans DBpedia par exemple, l’arbre correspondant à la taxonomie des classes
a une profondeur de 8 classes. En revanche, l’arbre des prédicats a une profondeur de 4 avec seulement 3
prédicats à cette profondeur. Autrement dit, la similarité entre deux prédicats sera très souvent le sommet
de la taxonomie. Dans YAGO, seulement une centaine de prédicats, très génériques, sont utilisés. Il n’est
donc pas possible de tirer parti de la pattern structure introduite ici dans ces bases de connaissances. À
ce jour, il existe très peu de bases de connaissances qui profitent pleinement de l’intérêt des taxonomies
de prédicats.
6.2 Découverte de définitions
6.2.1 Motivation
Dans le premier chapitre, nous avons vu que le contenu de DBpedia est construit à partir d’infor-
mations extraites de l’encyclopédie Wikipédia. Dans Wikipédia, une catégorie C est une page spécifique
de Wikipédia qui liste toutes les pages liées à C. Dans DBpedia, les catégories apparaissent dans le co-
domaine de la relation dct:subject. Par exemple, le triplet ⟨x,dct:subject,Smartphones⟩ indique
que x appartient à la catégorie Smartphones.
En terme de représentation des connaissances et de raisonnement, le nom d’une catégorie est une
simple expression syntaxique : la sémantique n’existe que par le sens qu’un agent humain apporte à la
suite de lettres s-m-a-r-t-p-h-o-n-e-s. Ainsi, contrairement à ce que l’on pourrait souhaiter, une ca-
tégorie n’a pas de définition formelle dans DBpedia. Il est alors impossible de procéder à une classification
des catégories dans la mesure où celles-ci ne sont pas définies en terme de conditions nécessaires et suf-
fisantes. Nous utilisons donc les règles d’association et les redescriptions pour construire ces définitions.
Nous recherchons des paires (C,{d1, . . . ,dn}) où C désigne une catégorie, comme Nokia_Mobile_Phone
par exemple, et di correspond à une paire (prédicat, objet), comme (manufacturer,Nokia) par exemple.
L’ensemble des di correspond alors à une description possible de C. En s’appuyant sur le formalisme des
logiques de description, cette définition pourrait s’écrire C ≡ d1⊓ ⋅ ⋅ ⋅⊓dn, comme par exemple
Nokia_Mobile_Phone ≡ Phone⊓∃manufacturer.Nokia.
Ces définitions sont particulièrement utiles sur DBpedia, puisqu’elles permettent d’améliorer la com-
plétude de la base de connaissance en découvrant des triplets manquants. Supposons par exemple que la
définition Nokia_Mobile_Phone ≡ Phone⊓∃manufacturer.Nokia, soit présente dans DBpedia. Dans
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f i e c m VF CE MP
Nancy × × × ×
Rome × × × ×
Paris × × × × ×
Le_Louvre × × × ×
FIGURE 6.2 – Contexte associé à la base de connaissances de la figure 3.7 page 33, à laquelle s’ajoutent
trois catégories : Ville française, Capitale européenne et Musée parisien.
ce cas, si un élément x appartient à la catégorie Nokia_Mobile_Phone, alors x est une instance de
Phone et x et Nokia sont liés par la relation manufacturer. Autrement dit, la présence du triplet
⟨x,dct:subject,Nokia_Mobile_Phone⟩ induit nécessairement la présence des triplets ⟨x,rdf:type,
Phone⟩ et ⟨x,manufacturer,Nokia⟩. Réciproquement, si x est une instance de Phone et est manufacturé
par Nokia, alors x devrait appartenir à la catégorie Nokia_Mobile_Phone.
6.2.2 Extraction et représentation des données
Dans notre approche, nous utilisons des triplets RDF de la ABox pour découvrir les définitions. Ces
triplets peuvent être extraits depuis une base de connaissances B à l’aide d’une requête SPARQL Q : tous
les triplets qui satisfont Q sont conservés.
K = {(s, p,o) ∈ B ∣ Q ⊧ (s, p,o)}
Nous créons alors un contexte à partir de cet ensemble triplets K. Les objets du contexte sont les sujets
de chaque triplet et les attributs du contexte sont les paires (prédicat, objet) de chaque triplet :
G = {s ∣ ⟨s, p,o⟩ ∈K},
M = {(p,o) ∣ ⟨s, p,o⟩ ∈K}.
La relation d’incidence est I ⊆G×M telle que
sI(p,o)⇔ ⟨s, p,o⟩ ∈K.
Le contexte obtenu à partir de la figure 3.7 page 33 est présenté en figure 6.2 et le treillis associé est
représenté en figure 6.3. À partir de cet exemple, on a notamment { f ,c}′ = {Nancy,Paris} et {V F}′ =
{Nancy,Paris}. Puisque { f ,c}′ = {V F}′, on peut alors construire la définition suivante :
Ville_Française ≡ ∃situéEn.{France}⊓∃type.{Ville}. (6.1)
La définition d’une catégorie peut être pensée en terme de condition nécessaire et suffisante :
C ≡ d1⊓ ⋅ ⋅ ⋅⊓dn équivaut à C ⊑ d1⊓⋅ ⋅ ⋅⊓dn et d1⊓⋅ ⋅ ⋅⊓dn ⊑C.
67











FIGURE 6.3 – Treillis de concepts construit à partir du contexte de la figure 6.2.
La condition nécessaire (C ⊑ d1 ⊓ ⋅ ⋅ ⋅ ⊓ dn) est l’ensemble des caractéristiques que doit impérativement
avoir une ressource pour appartenir à une catégorie tandis que la condition suffisante (d1 ⊓ ⋅ ⋅ ⋅ ⊓dn ⊑C)
est l’ensemble des caractéristiques qui assurent qu’une ressource appartient à une catégorie. Considérons
par exemple la définition 6.1. D’une part, si x appartient à la catégorie Ville_Française, alors x est
nécessairement une ville et est nécessairement située en France (condition nécessaire). D’autre part, si x
est une ville et est située en France, alors x appartient de fait à la catégorie Ville_Française (condition
suffisante).
Cependant, les données peuvent être incomplètes, voire erronées. Par exemple, il se peut qu’une ville
située en France ne soit pas associée à la catégorie Ville_française. Dans ce cas, on perd l’égalité entre
une classe Ci et sa description ∃r∶Cj. Autrement dit {Ci}′ ≠ {∃r∶Cj}′. Nous devons alors permettre une
recherche approximative : {Ci}′ ≃ {∃r∶Cj}′. Pour cela, nous nous appuyons sur les règles d’association
et les redescriptions.
6.2.3 Découverte de définitions avec les règles d’association
Pour rechercher des définitions avec les règles d’association, nous considérons conjointement la règle
X →Y et sa réciproque Y → X , et nous cherchons à estimer à quel point chacune de ces règles s’approche
d’une implication. Pour cela, nous introduisons la notion de quasi-définition qui est à la définition ce que
la règle d’association est à l’implication.
Définition 25 (Quasi-définition). Étant donné deux ensembles d’attributs X et Y , une quasi-définition
X ↔Y est valide si, pour un seuil θ donné,
min(conf(X →Y),conf(Y → X)) ⩾ θ .
Bien que d’autres mesures puissent être utilisées, la confiance est la mesure de référence pour les
règles d’association : c’est cette mesure qui a été utilisée dès l’introduction des règles d’association
Luxenburger, 1991, et elle reste la mesure majoritairement utilisée. Nous avons donc choisi, dans ce
travail, de nous appuyer sur cette mesure.
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Avec les règles d’association, tous les attributs du contexte peuvent faire partie de l’antécédent comme
de la conséquence d’une règle. Dans notre formulation, au contraire, on considère deux ensembles d’at-
tributs distincts : une règle doit avoir d’un côté des catégories et de l’autre des descriptions. À cette fin,
nous définissons une partition sur les attributs, et nous mettons en place un post-traitement sur les règles
extraites.
Afin de permettre cette distinction sur les attributs, l’ensemble des paires (prédicat, objet) est parti-
tionné en deux ensembles : M = Msub ject ∪Mdescr avec Msub ject ∩Mdescr = ∅. L’ensemble Msub ject contient
les paires qui permettent d’associer une catégorie à une ressource, c’est-à-dire l’ensemble des paires dont
le prédicat est dct:subject. L’ensemble Mdescr contient le reste des paires. On a donc
Msub ject = {(p,o) ∈M ∣ p = dct:subject} et Mdescr = {(p,o) ∈M ∣ p ≠ dct:subject}
Pour que les règles obtenues définissent des classes, ce qui est l’objectif de notre approche, il faut
donc que les règles d’association soient de la forme « Classes → Descriptions » ou « Descriptions →
Classes ». C’est-à-dire que la règle X →Y est telle que X ⊆Msub ject ,Y ⊆Mdescr ou X ⊆Mdescr,Y ⊆Msub ject .
Nous effectuons un post-traitement afin de filtrer les règles et de ne conserver que celles qui respectent
cette condition. Nous nous appuyons sur le fait qu’une règle d’association r0 ∶ x1, . . . ,xn→ y1, . . . ,ym peut
se décomposer sous la forme de plusieurs règles d’association ri ∶ x1, . . . ,xn→ yi pour i ∈ {1, . . . ,m}. Si r0
a une confiance θ0, alors la règle ri a une confiance θi ⩾ θ0. Donc, pour un seuil θ fixé, si r0 est valide,
l’ensemble des ri est valide.
Pour ne conserver que les règles de la forme « Classes→Descriptions » ou « Descriptions→Classes »,
les règles sont donc décomposées de manière à ne garder que des classes (resp. des descriptions) dans la
conséquence si l’antécédent ne contient que des descriptions (resp. des classes). Autrement dit, seules les
règles X →Y qui satisfont l’une des deux contraintes alternatives suivantes sont conservées :
1. l’antécédent ne contient que des classes (X ⊆ Msub ject ) et il y a au moins une description dans la
conséquence (Y ∩Mdescr ≠∅) ;
2. l’antécédent ne contient que des descriptions (X ⊆ Mdescr) et il y a au moins une classe dans la
conséquence (Y ∩Msub ject ≠∅).
Par exemple, si l’on considère les règles suivantes :
r0 {(situéEn, France), Capitale_Européenne}→ {(type, Ville)}
r1 {(situéEn, France)}→ {(type, Ville), Ville_Française}
r2 {(situéEn, France)}→ {(type, Ville)}
r3 {(situéEn, France)}→ {Ville_Française}
La règle r0 n’est pas conservée parce que l’antécédent contient à la fois une catégorie et une descrip-
tion. La règle r1, en revanche, peut être décomposée en deux règles, r2 et r3. Seule r3 est conservée. Si la
confiance de sa réciproque est supérieure à θ , alors on obtient la quasi-définition
Ville_Française ≡ ∃situéEn.{France}.
L’algorithme 5 présente le post-traitement effectué pour construire les quasi-définitions à partir des
règles d’association.
6.2.4 Découverte de définitions avec les redescriptions
Dans cette section, nous détaillons l’utilisation de la fouille de redescriptions pour la découverte de
définitions. Une redescription correspond à une définition en terme de condition nécessaire et suffisante :
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Algorithme 5 : Construction des quasi-définitions à partir des règles d’association extraites.
Données : A l’ensemble des règles d’association extraites, C l’ensemble des catégories, D
l’ensemble des descripteurs
Résultat : Q l’ensemble des quasi-définitions
1 Extraction
2 Q←∅ ;
3 cat, descr← false ;
4 pour i ∈ (1, ∣A∣−1) faire
// Pour chacune des règles d’association extraites
5 r1 = (X1→Y1) ←A[i];
6 si X1 ⊆C && Y1∩D ≠ ∅ alors
// Si l’antécédent ne contient que des catégories et la conséquence contient des
descripteurs
7 cat← true ;
8 sinon si X1 ⊆D && Y1∩C ≠ ∅ alors
// Si l’antécédent ne contient que des descripteurs et la conséquence contient
des catégories
9 descr← true ;
10 fin
11 si cat || descr alors
// Si l’on se trouve dans l’un des deux cas précédents
12 pour j ∈ (i+1, ∣A∣) faire
// Parmi les règles d’association restantes
13 r2 = (X2→Y2) ←A[ j];
14 si X1 ⊆Y2 && X2 ⊆Y1 alors
// Si l’antécédent de r1 est inclus dans la conséquence de r2 et vice versa
15 si cat && X2 ⊆D alors
// Si l’antécédent de r1 ne contient que des catégories et l’antécédent
de r2 que des descripteurs
16 Q←Q∪(X1↔ X2) ;
// La quasi-définition construite avec les antécédents de r1 et r2 est
ajoutée
17 sinon si descr && X2 ⊆C alors
// Si l’antécédent de r1 ne contient que des descripteurs et
l’antécédent de r2 que des catégories
18 Q←Q∪(X2↔ X1) ;







24 retourner Q ;
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une catégorie est associée à des caractéristiques partagées par l’ensemble de ses membres, et ces caracté-
ristiques sont propres aux membres de cette catégorie.
Pour appliquer la fouille de redescriptions à un ensemble de triplets, nous transformons dans un pre-
mier temps ces triplets dans un format qui pourra être utilisé par l’algorithme REREMI. Cette opération
est similaire à la construction du contexte détaillée dans la section 6.2.2.
La fouille de redescriptions repose sur un système de partition des attributs en vues, ce qui est parfai-
tement adapté à notre cas, puisque nous souhaitons avoir les catégories d’un côté de notre définition, et les
descriptions de l’autre. Les vues sont donc construites à partir de la partition définie en section 6.2.3. On
a donc M =Mdescr∪Msub ject et Mdescr∩Msub ject =∅ où Msub ject est l’ensemble des attributs (p,o) tels que
p = dct:subject et Mdescr est l’ensemble des attributs (p,o) tels que p ≠ dct:subject. Rechercher
des définitions revient alors à rechercher des redescriptions q1↔ q2 où q1 est une requête ne construite
avec un ensemble d’attributs C ∈Msub ject et q2 est une requête construite à partir d’un ensemble d’attributs
D ∈Mdescr.
Comme nous l’avons détaillé dans le chapitre 5, l’algorithme REREMI nous permet de tenir compte
de variables numériques et catégorielles. Cependant, ici, nous utilisons seulement des valeurs binaires.
Ce choix est motivé par la volonté de comparer les résultats obtenus avec les règles d’association d’une
part, et d’avoir une approche agnostique sur les données traitées d’autre part. En effet, l’utilisation de
données numériques nécessite d’avoir des informations supplémentaires sur les données, notamment sur
la cardinalité des prédicats.
Recherche de définitions avec les règles de traduction
Nous nous sommes également intéressés à la recherche de définitions avec l’algorithme TRANSLA-
TOR. Les données utilisées et le découpage en vues sont les mêmes que pour les redescriptions. L’al-
gorithme extrait à la fois des redescriptions et des règles d’association. Dans notre approche, nous ne
conservons que les redescriptions extraites. Nous ne pouvons pas ordonner les règles extraites selon une
mesure de qualité telle que la confiance ou le coefficient de Jaccard, aussi nous nous appuyons sur l’ordre
dans lequel les règles sont extraites.
Recherche de catégories incompatibles
Nous nous intéressons également à la recherche de catégories incompatibles, c’est-à-dire des catégo-
ries qui ne partagent aucune ressource : Ci⊓C j ≡ . L’intégration de ces connaissances est très utile dans
le cadre du web des données. Tout d’abord, connaître les catégories incompatibles permet de réduire la
complexité pour le moteur d’inférence. Par ailleurs, elle permet notamment de détecter les inconsistances.
Supposons par exemple qu’il existe dans DBpedia un triplet qui indique que les catégories Smartphones
et Sports_cars sont incompatibles. Un utilisateur qui essaierait d’associer la catégorie Sports_cars à
une ressource appartenant déjà à Smartphones pourrait être stoppé, par un message d’erreur par exemple,
parce que ces catégories ne sont pas compatibles. Il lui faudrait alors choisir entre les deux catégories.
Ainsi, les classes incompatibles guident les utilisateurs qui ajoutent des connaissances.
Nous recherchons donc deux catégories Ci,C j ∈Msub ject telles que C′i ∩C′j ≃∅. Cela revient à recher-




Cette nouvelle mesure a été intégrée au sein de SIREN, le reste de l’algorithme fonctionne de manière
identique.
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TABLE 6.1 – Comparaison des trois algorithmes utilisés pour rechercher des définitions. Les éléments en
italique ne sont pas utilisés dans notre approche.
ECLAT REREMI TRANSLATOR
Approche Règles d’association Redescriptions Règles de traduction






∣X ′∪Y ′∣ basée sur MDL
Symétrique Non Oui Oui/Non 18
Expressivité Conj. Conj., Disj., Nég. Conj.
Énumération exhaustive Oui Non Non
6.2.5 Discussion
Principales différences entre les règles d’association et les redescriptions
Chacune des trois approches utilisées possède ses spécificités, synthétisées dans la table 6.1. L’al-
gorithme ECLAT offre une énumération exhaustive (au seuil de support près) des règles d’association.
Cependant, il est nécessaire d’opérer un post-traitement afin de construire les définitions. L’algorithme
TRANSLATOR se distingue d’ECLAT et REREMI selon deux aspects : premièrement, il s’appuie sur MDL
pour estimer la qualité d’une règle. Secondement, la qualité d’une règle dépend de celles déjà trouvées,
ce qui met l’accent sur la qualité de l’ensemble de règles extraites plutôt que sur chacune des règles prises
indépendamment.
Proposition 2. Pour un même seuil, toutes les redescriptions sont nécessairement des quasi-définitions
(déf. 25 page 68) :
min(conf(A→ B),conf(B→ A)) ⩾ jacc(A↔ B)
Démonstration. On a










max(∣A′∣ , ∣B′∣) .





18. TRANSLATOR extrait à la fois des règles symétriques et non symétriques. Dans notre approche, seules les règles symétriques
sont conservées.
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Eclat C ≡ X ⊓Y




Eclat C ≡ X ⊓Y





Eclat C ≡ X ⊓Y,C ≡ X
ReReMi C ≡ X
FIGURE 6.4 – Différences de règles extraites entre ECLAT et REREMI.





On peut donc en déduire min(conf(A→ B),conf(B→ A)) ⩾ jacc(A↔ B).
On peut donc s’attendre à ce que les définitions découvertes avec REREMI soient un sous-ensemble
des définitions découvertes avec ECLAT. Cependant, REREMI repose sur une heuristique qui évite d’im-
pliquer des attributs qui n’ont pas d’incidence sur le support. Autrement dit, REREMI ne va pas sélec-
tionner les mêmes attributs qu’ECLAT. Quelques exemples sont représentés dans la figure 6.4.
Notion de redondance dans les règles
Pour mieux appréhender les règles obtenues, nous introduisons ici la notion de redondance.
À partir de l’ordre partiel défini sur les paires (prédicat, objet), on définit l’attribut d’une quasi-
définition comme redondant s’il est plus général qu’un autre attribut présent dans la quasi-définition.
Définition 26 (Attribut redondant). Soit un ensemble d’attributs X = {(p1,o1), . . .(pn,on)}. Un attribut(pi,oi) est dit redondant s’il existe (p j,o j) ∈ X avec i ≠ j tel que pi subP p j et oi subC o j.
Nous pouvons alors nous intéresser à la redondance des quasi-définitions.
Définition 27 (Définition redondante). Soient deux définitions D1 et D2. On dit que D1 est redondante
par rapport à D2 si D1 peut être inférée à partir de D2 et de la base de connaissances.
On considère les quasi-définitions valides suivantes :
Q1 ∶ C↔ (p0,o0),(p1,o1)
Q2 ∶ C↔ (p0,o0),(p2,o2)
où C est une catégorie et (pi,oi), i ∈ {0,1,2} sont des paires (prédicat, objet). Les paires (p1,o1) et(p2,o2) peuvent être comparables ou non. Soit les paires sont comparables ((p1,o1) ⩽ (p2,o2)), et la
quasi-définition Q2 est dite redondante par rapport à Q1 dans le sens où Q2 peut être inférée à partir de
Q1. Soit les paires sont incomparables et nous obtenons alors deux définitions alternatives d’une même
catégorie. Ces deux définitions peuvent alors être considérées comme une seule définition disjonctive.
Considérons par exemple les deux définitions suivantes :
Carré ≡ Rectangle ⊓ Losange ⊓ Quadrilatère
Carré ≡ Rectangle ⊓ Losange ⊓ Parrallélogramme.
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La première définition est redondante par rapport à la deuxième, car Quadrilatère peut être inféré à
partir de Parallélogramme 19. Cela ne signifie pas nécessairement que la première règle n’est pas utile.
Une définition est une condition nécessaire et suffisante : être à la fois un rectangle, un losange et un
quadrilatère est une condition suffisante pour être un carré. Si la finalité est de trouver quelles ressources
sont des carrés, alors la définition redondante est préférable, puisque sa condition suffisante est plus
« facile à respecter » car les parallélogrammes sont nécessairement des quadrilatères.
Considérons maintenant les deux définitions suivantes :
Carré ≡ Rectangle ⊓ ∃possède.Côtés_consécuti f s_égaux
Carré ≡ Losange ⊓ ∃possède.Angle_droit
Dans ce cas, nous avons deux définitions qui ne sont pas comparables. Ces deux définitions peuvent être
considérées comme une seule définition disjonctive :
Carré ≡ (Rectangle ⊓ ∃possède.Côtés_consécuti f s_égaux) ⊔ (Losange ⊓ ∃possède.Angle_droit)
Synthèse du chapitre
Dans ce chapitre, nous avons présentés deux contributions : la définition d’une pattern structure pour
le web des données et la comparaison des règles d’association et des redescriptions pour la découverte de
définitions. Nous avons défini une pattern structure permettant de tenir compte des hiérarchies de classes
et de prédicats définies par les relations rdfs:subClassOf et rdfs:subPropertyOf. La pattern struc-
ture que nous avons définie permet de représenter les ressources sous la forme d’un treillis de concepts, ce
qui offre un support à la classification et la visualisation de ces données. Nous avons également proposé
d’appliquer la fouille de règle d’association et la fouille de redescriptions à des données RDF, et nous
avons comparé les deux approches, en mettant en avant leur similarité et leur complémentarité.
19. Dans ce cas précis Quadrilatère peut être inféré également à partir de Rectangle et de Losange. Les attributs Quadrilatère et
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Dans les chapitres précédents, nous avons identifié et présenté trois approches permettant de découvrir
des définitions dans le web des données. Nous détaillons dans ce chapitre les expérimentations menées sur
DBpedia pour comparer les approches introduites. Trois algorithmes sont utilisés : l’algorithme ECLAT
via la plateforme CORON (M. Kaytoue et al., 2010) pour les règles d’association, l’algorithme REREMI
via l’interface SIREN pour les redescriptions et l’algorithme TRANSLATOR pour les règles de traduction.
Nous présentons ici les principaux paramètres de ces algorithmes et les valeurs fixées pour ces paramètres.
Le processus d’expérimentation, présenté en figure 7.1, est identique pour les trois approches. Ce cha-
pitre comporte trois sections principales, correspondant aux différentes étapes du processus. La première
section présente les jeux de données extraits et leurs caractéristiques. La deuxième section détaille, pour
chaque algorithme, les opérations effectuées afin d’obtenir les définitions à partir des données de départ.
Les définitions obtenues sont présentées dans la troisième section. Enfin, une quatrième section conclut
ce chapitre.
Quatre expérimentations ont été menées au cours de cette thèse. Elles sont résumées dans la table 7.1.
La première expérimentation compare les trois approches sur quatre jeux de données différents. La
DBpedia Triplets Contexte Règles Définitions
Section 7.1 Section 7.2 Section 7.3
FIGURE 7.1 – Plan du chapitre 7.
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deuxième expérimentation propose une comparaison plus poussée des règles d’association et des re-
descriptions. Les troisième et quatrième expérimentations explorent l’expressivité des redescriptions en
s’intéressant à d’autres formes de définitions.
TABLE 7.1 – Vue d’ensemble des expérimentations effectuées




















C ≡ ∃p1.{o1}⊓⋅ ⋅ ⋅⊓∃pn.{on}






7.1 Jeux de données
Les expérimentations ont été menées sur neuf jeux de données issus de DBpedia. Les triplets sont ex-
traits à partir d’une requête SPARQL. Celle-ci permet d’extraire tous les triplets dont le sujet est membre
d’une catégorie donnée. La figure 7.2 présente la requête utilisée. Dans un premier temps, nous recher-
chons toutes les ressources associées à une catégorie (ligne 2), et nous extrayons tous les triplets qui ont
pour sujet l’une de ces ressources (ligne 3). Le reste de la requête est un ensemble de filtres pour ne
considérer que des données de DBpedia. Ainsi, le sujet doit être une ressource (ligne 6), tandis que le
prédicat doit faire partie de DBpedia (lignes 9-10) ou être dct:subject (ligne 11) ou rdf:type (ligne
12). Nous ne tenons pas compte des informations issues de wordnet (ligne 15) et nous retirons les prédi-
cats indiquant une URL (lignes 16-17). De plus, nous avons retiré les prédicats liés à Wikipédia (lignes
18-20). Enfin, nous nous assurons que l’objet est une catégorie (ligne 23) ou appartient à DBpedia (lignes
24-25). Cela permet notamment d’éviter d’obtenir des ressources de Yago ou Wikidata.
Pour constituer nos jeux de données, nous avons sélectionné neuf catégories réparties en trois do-
maines. Le recours à plusieurs domaines permet de vérifier que les observations ne sont pas propres à
un domaine en particulier. Nous avons utilisé des tailles de jeux de données variées. Les petits jeux de
données forment des contextes de moins de 100 objets et 1500 attributs, ce qui signifie qu’il y a moins
de 1500 paires (prédicat, objet) uniques dans les triplets extraits. Les jeux de données de taille moyenne
ont environ 600 objets pour 2000 à 10000 attributs. Enfin, les grands jeux de données ont plus de 1500
objets et 10000 attributs. Il n’y a pas de catégories d’objets manufacturés de cette taille, nous avons donc
seulement deux grands jeux de données. À défaut, nous avons donc considéré deux jeux de données de
taille moyenne pour les objets manufacturés. La table 7.2 fournit une vue d’ensemble des jeux de données
extraits.
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1 SELECT DISTINCT ?s ?p ?o WHERE {
2 ?s dct:subject dbc:Cat .






9 STRSTARTS(STR(?p), "http://dbpedia.org/property/") OR
10 STRSTARTS(STR(?p), "http://purl.org/dc/terms/") OR




15 (?p != dbp:wordnet_type) AND
16 (?p != dbp:website) AND
17 (?p != dbp:url) AND
18 (?p != dbo:wikiPageWikiLink) AND
19 (?p != dbo:wikiPageExternalLink) AND
20 (?p != dbo:thumbnail)
21 )
22 FILTER (
23 STRSTARTS(STR(?o), "http://dbpedia.org/resource/Category:") OR




FIGURE 7.2 – Requête utilisée pour extraire les jeux de données. Chaque triplet extrait a pour sujet une
ressource (?s) appartenant à (dct:subject) une catégorie donnée (dbc:Cat). Le préfixe dbc est utilisé
pour toutes les catégories de DBpedia, tandis que le préfixe dct est pour les ressources issues de Dublin
Core, un vocabulaire générique permettant de décrire des ressources.
Avec les jeux de données Women_Mathematicians et Mathematicians d’un côté et Samsung_Ga-
laxy et Smartphones de l’autre, nous considérons des catégories et des « sous-catégories ». Cela signifie
que tous les triplets présents dans le corpus Women_Mathematicians (resp. Samsung_Galaxy) sont
présents dans le corpus Mathematicians (resp. Smartphones).
Les statistiques des jeux de données sont présentées dans la table 7.3. Les contextes créés à partir des
jeux de données ont des attributs avec un faible support, ce qui implique que les contextes sont très peu
denses. Cependant, les contextes sur les objets manufacturés sont plus denses que ceux des personnes et
des films.
Le nombre de prédicats est faible par rapport au nombre de paires (prédicat, objet), signifiant que
beaucoup d’attributs partagent le même prédicat, et diffèrent uniquement sur leur objet.
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TABLE 7.2 – Vue d’ensemble des jeux de données.
Persons Objects Films




Large Mathematicians — French_films
TABLE 7.3 – Statistiques sur les jeux de données extraits.
Dataset Triples ∣G∣ ∣M∣ ∣Msub j∣ ∣Mdescr ∣ Predicates Density
Samsung_Galaxy 940 59 277 30 247 33 5.2e−2
Turing_Award_laureates 2642 65 1360 503 857 35 2.2e−2
Hospital_films 1984 71 1265 490 775 46 1.6e−2
Women_mathematicians 9652 552 4243 1776 2467 98 2.9e−3
Smartphones 8418 598 2089 359 1730 98 5.8e−3
Sports_cars 9047 604 2730 435 2295 61 4.7e−3
Road_movies 20056 689 9314 2652 6662 103 2.4e−3
Mathematicians 32536 1660 12279 3848 8431 202 1.2e−3
French_films 121496 6039 25487 6028 19459 111 6.4e−4
7.2 Méthodologie
7.2.1 Obtention de définitions
Avec les règles d’association
Nous utilisons la plateforme CORON pour extraire les règles d’association. Cette plateforme implé-
mente plusieurs algorithmes de fouille de règles d’association. Nous utilisons ici ECLATZ, qui s’appuie
sur ECLAT pour extraire les motifs fréquents. Les règles extraites sont construites à partir des motifs
fréquents et fermés. Le support et la confiance minimum sont fixés à 5% et 50% respectivement.
Une fois les règles d’association extraites depuis la plateforme CORON, un post-traitement en deux
étapes est effectué. Dans un premier temps, les règles sont filtrées selon les critères détaillés dans la
section 6.2.3. Seules les règles dont la prémisse ne contient pas à la fois des catégories et des descriptions
sont conservées. Les attributs dans la conséquence de ces règles sont également filtrés pour n’avoir que
des descriptions ou des catégories selon l’antécédent. Dans un second temps, nous pouvons extraire les
quasi-définitions à partir des règles restantes. Nous cherchons donc des paires de règles d’association
(R1,R2) telles que l’antécédent de R1 est inclus dans la conséquence de R2, et inversement. L’ensemble
des paires de règles obtenues forme notre corpus de quasi-définitions.
Avec les redescriptions
Nous utilisons ici l’algorithme REREMI, qui est l’un de ceux proposés par l’interface SIREN. Celle-ci
permet de configurer de nombreux paramètres de l’algorithme, nous ne détaillons ici que les principaux.
Concernant la forme des règles extraites, il est possible de considérer des conjonctions, des disjonctions et
des négations en spécifiant si ces opérateurs peuvent être trouvés dans la partie gauche de la redescription,
dans sa partie droite, ou dans les deux. Le nombre maximal d’attributs de chaque côté de la redescrip-
tion doit également être spécifié. Concernant la méthode de recherche et de scoring des redescriptions
candidates, le support, le coefficient de Jaccard et la p-valeur sont utilisés.
78
7.2. Méthodologie
Avec les règles de traduction
TRANSLATOR possède plusieurs paramètres permettant de personnaliser l’heuristique utilisée pour
la fouille de règles de traduction. Dans l’expérience avec TRANSLATOR, nous avons laissés tous les
paramètres par défaut.
7.2.2 Méthode d’évaluation
Nous avons recours à une évaluation humaine pour déterminer la validité des règles obtenues. Dans
un premier temps, nous avons choisi de faire appel à trois évaluateurs pour évaluer les corpus Turing_A-
ward_laureates, Smartphones, Sports_cars et French_films. Étant donnée une définition C↔
d0, . . . ,dn d’un jeu de données X , où C est une catégorie et di une description, chaque évaluateur devait
répondre par oui ou par non à la question suivante :
« Dans le domaine de X , est il équivalent d’appartenir à C et d’avoir les
propriétés d0 et . . . et dn ? ».
Le recours à trois évaluateurs plutôt qu’un seul permet de tester si les opinions sur la validité des règles
divergent ou non. En cas de divergence, nous retenons l’opinion majoritaire. Cependant, les évaluations
montrent que les définitions recherchées ne sont pas sujettes à controverse pour les évaluateurs : plus
de 95% des règles sont évaluées de la même façon par les trois évaluateurs, ce qui laisse penser que
nous aurions pu n’utiliser qu’un seul évaluateur. Les autres jeux de données, qui ont été utilisés plus
tardivement, n’ont donc été évalués que par une seule personne.
Par la suite, nous utiliserons les notations suivantes :
A est l’ensemble des règles d’association extraites par CORON
Q est l’ensemble des définitions candidates (quasi-définitions, redescriptions ou règles de traduction)
obtenues. On utilisera la notation en indice pour distinguer les règles obtenues par une approche en
particulier : QX désigne l’ensemble des règles obtenues par l’algorithme X Par exemple, QREREMI
est l’ensemble des redescriptions obtenues par REREMI.
D est l’ensemble des règles (quasi-définitions, redescriptions ou règles de traduction) évaluées comme
valides. On parlera alors de définitions, et on a donc D ⊆ Q. De façon similaire à précédemment,
on notera DX désigne l’ensemble des définitions obtenues via l’algorithme X
C est l’ensemble des catégories définies, et CX l’ensemble des catégories définies par l’algorithme X .
Précision et rappel
Nous utilisons la précision et le rappel (Rijsbergen, 1979) pour évaluer et comparer les différentes
approches. La figure 7.3 résume le calcul de la précision et du rappel dans une tâche de classification
usuelle : on considère un ensemble d’objets N qui appartiennent ou non à une classe, et un processus qui
permet d’associer automatiquement un objet à une classe.
Pour calculer la précision et le rappel sur un jeu de données, il est nécessaire de connaître l’ensemble
des règles valides qui peuvent être extraites de ce jeu de données (A sur le schéma de la figure 7.3).
Cependant, nous ne connaissons pas ces règles, et il n’existe pas de gold standard pour la tâche que nous
souhaitons effectuer. Pour comparer les algorithmes entre eux, nous construisons un silver standard :
nous considérons que l’ensemble des règles valides retournées par ces algorithmes constitue l’intégralité
des définitions qui peuvent être extraites du jeu de données. Le rappel est donc calculé par rapport aux
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FIGURE 7.3 – Calcul de la précision et du rappel. A est l’ensemble des éléments valides et B l’ensemble
des éléments retrouvés par les différents algorithmes. Ici, les éléments pourront être les règles, les caté-
gories ou les sujets des triplets.
Nous utilisons également le rappel calculé sur les catégories définies :
rappelC(X) = CXC
En revanche, les règles extraites étant évaluées manuellement, nous pouvons aisément calculer la
précision :
precision(X) = ∣DX ∣∣QX ∣
7.3 Résultats
Les règles extraites dépendent du domaine du jeu de données et ne peuvent pas être généralisées à
l’intégralité de DBpedia. Ainsi, une définition A ≅ B extraite à partir d’un jeu de données D doit être in-
terprétée A⊓D ≅ B⊓D. Pour découvrir des définitions plus générales, il serait nécessaire de prendre des
jeux de données plus larges en entrée, en considérant par exemple un jeu de données à propos de per-
sonnes au lieu de Turing_Award_laureates. Cela entraîne d’autres difficultés, notamment de passage
à l’échelle. Il faudrait alors considérer un échantillonnage des données. C’est une piste intéressante qui
reste à explorer dans de futurs travaux. Pour illustrer les résultats des différentes expérimentations, des
définitions extraites sont reportées dans les tables 7.4, 7.6, 7.8 et 7.10. Elles sont numérotées de 1 à 70.
7.3.1 Expérimentation 1 : Comparaison des trois approches
La table 7.4 présente quelques règles découvertes, et la table 7.5 donne des statistiques sur les résultats
obtenus.
Les algorithmes sont comparés sur la base des définitions extraites et des catégories définies. La fi-
gure 7.4 présente des diagrammes de Venn pour chaque corpus. Elle se divise en trois sous-figures. La pre-
mière sous-figure (7.4a) présente le nombre de définitions extraites par chaque algorithme. Par exemple,
pour le corpus Turing_Award_laureates, il y a 22 définitions trouvées uniquement par ECLAT, et 8
sont trouvées à la fois par ECLAT et TRANSLATOR. Au total, ECLAT a extrait 30 définitions. La sous-
figure 7.4b présente le nombre de catégories définies par chaque algorithme. Une catégorie est considérée
comme définie dès lors qu’elle apparaît dans au moins une définition. Il peut donc y avoir une ou plusieurs
catégories considérées comme définies pour une seule définition. C’est notamment le cas des règles 2, 8
à 10, 12, 14, et 17 à 20 dans la table 7.4.
Le rappel, tel que défini précédemment, ne peut pas être utilisé comme une mesure de performance.
En effet, certaines règles se recouvrent (ont des attributs en commun des deux côtés). C’est le cas des
règles 6 à 10 (table 7.4) qui définissent toutes la catégorie McLaren_vehicles. Tandis que TRANSLATOR
80
7.3. Résultats
TABLE 7.4 – Exemples de définitions obtenues par ECLAT, REREMI et TRANSLATOR pour chaque cor-
pus. Lorsque le préfixe d’un attribut de droite n’est pas spécifié, il s’agit de dbo. Le préfixe des catégories
(dbc) n’est pas spécifié.
Turing_Award_laureates
R Harvard_University_alumni ≅ ∃.almaMater{Harvard_University} R1
ET Harvard_University_alumni ⊓ Turing_Award_laureates ≅ Agent ⊓ Person ⊓ Scientist ⊓
∃.almaMater{Harvard_University}
R2
E Turing_Award_laureates ≅ Agent ⊓ Person ⊓ ∃.award{Turing_Award} R3
ET Turing_Award_laureates ≅ Agent ⊓ Person ⊓ Scientist ⊓ ∃.award{Turing_Award} R4
E Modern_cryptographers ≅ ∃.field{Cryptography} R5
Sports_cars
R McLaren_vehicles ≅ ∃.manufacturer{McLaren_Automotive} R6
R McLaren_vehicles ≅ ∃.assembly{Surrey} R7
ET McLaren_vehicles ⊓ Sports_cars ≅ Automobile ⊓ MeanOfTransportation ⊓
∃.assembly{Woking} ⊓ ∃.assembly{Surrey} ⊓ ∃.assembly{England} ⊓ ∃.bodyStyle{Coupé} ⊓
∃.manufacturer{McLaren_Automotive}
R8
E McLaren_vehicles ⊓ Sports_cars ≅ Automobile ⊓ MeanOfTransportation ⊓ ∃.assembly{England} ⊓
∃.assembly{Surrey} ⊓ ∃.bodyStyle{Coupé}
R9




ET Firefox_OS_devices ⊓ Open-source_mobile_phones ⊓ Smartphones ⊓ Touchs-
creen_mobile_phones ≅ Device ⊓ ∃.operatingSystem{Firefox_OS}
R11
R Nokia_mobile_phones ≅ ∃.manufacturer{Nokia} R12
ET Nokia_mobile_phones ⊓ Smartphones ≅ Device ⊓ ∃.manufacturer{Nokia} R13
R Samsung_Galaxy ≅ ∃.manufacturer{Samsung_Electronics} ⊓ ∃.operatingSystem{Android_(opera-
ting_system)}
R14




R Pathé_films ≅ ∃.distributor{Pathé} R16
R Films_directed_by_Georges_Méliès ≅ ∃.director{Georges_Méliès} R17
ET Films_directed_by_Georges_Méliès, French_films, French_silent_short_films ≅ Film ⊓ Q11424 ⊓
Work ⊓ ∃.director{Georges_Méliès}
R18
ET Films_directed_by_Jean_Rollin, French_films ≅ Film ⊓ Q11424 ⊓ Work ⊓ ∃.director{Jean_Rollin} R19






























































































FIGURE 7.4 – Définitions extraites, catégories définies et triplets inférés par ECLAT (E), REREMI (R) et
TRANSLATOR (T) pour chaque jeu de données. Les zones non remplies correspondent à 0.
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TABLE 7.5 – Expérience 1 : Évaluation des résultats. Pour chaque jeu de données, le nombre de définitions
candidates extraites (∣Q∣) et évaluées comme valides (∣D∣) est reporté, ainsi que le nombre moyen de
catégories (∣Ci∣) et de descriptions (∣Di∣) par règle. La précision correspond au silver standard DXD .
(a) Turing_Award_laureates
X ECLATZ REREMI TRANSLATOR
QX 47 12 11
DX 30 9 9
Préc. .64 .75 .85
∣Ci∣–∣Di∣ 2–4 1–1 3–5
(b) Sports_cars
X ECLATZ REREMI TRANSLATOR
QX 132 52 31
DX 95 30 23
Préc. .72 .68 .74
∣Ci∣–∣Di∣ 2.8–4.5 1.3–1.4 2.6–4.1
(c) Smartphones
X ECLATZ REREMI TRANSLATOR
QX 810 98 41
DX 521 57 31
Préc. .64 .58 .76
∣Ci∣–∣Di∣ 4.3–7.8 1.6–1.8 3.1–3.1
(d) French_films
X ECLATZ REREMI TRANSLATOR
QX 546 36 93
DX 371 12 89
Préc. .68 .33 .96
∣Ci∣–∣Di∣ 2.8–4.4 1.2–1.1 2.3–4.2
n’extrait qu’une seule règle (8), REREMI extrait 2 règles (6 et 7) et ECLAT en extrait 9 (seules 8 à 10
sont reportées ici).
La table 7.2 page 78 indique le nombre de catégories pour chaque jeu de données. Si l’on se fie à
ces valeurs, le rappel est très faible : dans le corpus Turing_Award_laureates par exemple, pour 503
catégories dans les données de départ, seules 19 font partie d’une règle. Cela s’explique principalement
par la très faible densité des contextes ; une grande quantité de catégories ne concerne qu’une seule entité
du jeu de données. Si l’on ne compte que les catégories qui ont un support d’au moins 3, elles ne sont plus
que 105, et 47 catégories seulement ont un support d’au moins 5. Nous considérons donc le rappel non
pas par rapport au nombre de catégories présentes dans le jeu de données, mais par rapport aux catégories
retrouvées par l’ensemble des algorithmes, comme présenté en figure 7.4b.
D’après la figure 7.4b, 70% des catégories définies par ECLAT ou TRANSLATOR sont définies par
les deux algorithmes. TRANSLATOR extrait considérablement moins de règles que ECLAT (jusqu’à 16
fois moins pour le corpus Smartphones). Cela s’explique par la façon dont sont générées les règles d’as-
sociation. Si dans les données, la règle A→ B a le même support que la règle A→ B,C, alors seule la
règle A→ B,C est conservée. En revanche si le support de A→ B est strictement supérieur au support de
A→ B,C, ECLAT génère deux règles. En conséquence, on obtient avec ECLAT des règles qui ne diffèrent
que d’un attribut, comme les règles 9 et 10 par exemple, alors que TRANSLATOR ne génère que la règle
8 dans l’exemple.
REREMI n’extrait aucune définition en commun avec ECLAT et TRANSLATOR. Cette différence s’ex-
plique par l’heuristique employée par REREMI. Si C est une catégorie, et que D1 et D2 sont deux des-
criptions telles que C′ =D′1 =D′2 , alors REREMI privilégie deux définitions C ≡D1 et C ≡D2 tandis que
ECLAT ne génère qu’une seule définition C ≡ D1 ⊓D2. C’est par exemple le cas des définitions 6 et 7
obtenues par REREMI et 8, produite par ECLAT (table 7.4). Si C′ = D′1 et D′1 ⊂D′2 , REREMI génère la
définition C ≡ D1 , tandis que ECLAT génère la définition C ≡ D1 ⊓D2. Ce cas a également été retrouvé
dans nos résultats, comme le montrent les définitions 12 et 13.
Une autre conséquence de l’heuristique employée par REREMI est la taille (c.-à-d. le nombre d’at-
tributs) des définitions : les définitions générées par REREMI contiennent moins d’attributs que les dé-
finitions de TRANSLATOR et ECLAT. REREMI a en moyenne entre 1 et 2 attributs de chaque côté de la
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TABLE 7.6 – Résultats des expérimentations pour chaque jeu de données et chaque algorithme.. La tableau
ci-dessous rapporte dans sa partie gauche le redescriptions (∣R∣) extraites, le nombre de redescriptions
valides (∣VR∣) et le nombre de catégories définies à partir de ces redescriptions valides (∣CatR∣). Enfin, la
précision moyenne obtenue, pour un coefficient de Jaccard fixé à 0.5 est indiquée dans la dernière colonne
(PR La partie droite comporte le nombre de règles d’association (∣AR∣) extraites, le nombre de quasi-
définitions (∣QD∣) obtenues et le nombre de quasi-définitions valides (∣VQD∣). Le nombre de catégories
définies (∣Cat ∣) est indiqué, ainsi que la précision moyenne sur le jeu de données pour une confiance fixée
à .5 (PQD = ∣VQD∣∣QD∣ ).
Jeu de données
Redescriptions Règles d’association
∣R∣ ∣VR∣ ∣CatR∣ PR ∣AR∣ ∣QD∣ ∣VQD∣ ∣CatQD∣ PQD
Turing_Award_laureates 33 16 16 0.48 563803 57 34 18 0.60
Women_Mathematicians 2 2 2 1.00 20483 6 5 5 0.83
Mathematicians 12 12 7 1.00 96807 29 24 14 0.83
Samsung_Galaxy 6 4 2 0.67 47004 20 20 5 1.00
Smartphones 24 22 17 0.92 3558380 34 26 12 0.76
Sports_cars 25 18 15 0.72 75030 49 35 17 0.71
Hospital_films 31 11 9 0.35 4345921 18 5 2 0.28
Road_movies 13 9 9 0.69 333491 34 18 13 0.53
French_films 6 6 4 1.00 371771 186 165 106 0.89
définition tandis que pour ECLAT et TRANSLATOR, il y a en moyenne 3 catégories et 4 descriptions par
définition.
Autre conséquence, les conjonctions dans les définitions extraites par REREMI n’ont pas exactement
la même sémantique que celles extraites par ECLAT et TRANSLATOR. Par exemple, si l’on considère la
définition 15, l’attribut (a Device) peut être enlevé sans altérer la définition, parce que toutes les entités
considérées sont des instances de Device. À l’inverse, dans la définition 14, aucun attribut ne peut être
retiré sans que la définition ne devienne fausse : tous les attributs font partie de la condition nécessaire.
Dans notre approche, il nous semble plus pertinent de n’intégrer que des attributs qui contribuent pleine-
ment à la définition dont ils font partie. Ainsi, la définition 14 nous parait préférable à la définition 15,
parce qu’elle est apparue plus facile à interpréter.
On peut estimer le nombre de triplets qui peuvent être inferrés à partir des définitions obtenues, et qui
ne sont pas déjà dans la base de connaissances. Par exemple, étant donné la règle 16, si une ressource r
appartient à la catégorie Pathé_Films (c.-à-d. le triplet ⟨r,:subject, Pathé_Films⟩ ∈ KB), alors on
s’attend à ce que le triplet ⟨r,distributor, Pathé⟩ soit présent dans la base. La figure 7.4c indique,
pour chaque jeu de données, le nombre de triplets inférés à partir des définitions de D qui n’étaient pas
dans DBpedia.
On remarque que les règles d’association permettent d’obtenir la meilleure complétion en terme de
triplets. Elles sont suivies par les règles de traduction. Les redescriptions, en revanche, ne permettent de
retrouver qu’un faible nombre de triplets en comparaison des deux autres approches.
7.3.2 Expérimentation 2 : Redescriptions et règles d’association
La deuxième expérimentation laisse de côté les règles de traduction pour pousser la comparaison entre
les redescriptions et les règles d’association. Par rapport à l’expérience précédente, davantage de jeux
de données ont été utilisés, et une seule catégorie par règle est tolérée (voir la table 7.1). Les résultats






















FIGURE 7.5 – Nombre de règles valides et de catégories définies proportionnellement au nombre de règles
retournées, par algorithme et par jeu de données.
représente le nombre de définitions obtenues proportionnellement au nombre de règles retournées par
ECLAT et REREMI.
Dans le domaine des films, les règles extraites concernent les directeurs, acteurs et distributeurs.
Dans le domaine des personnes, les règles traitent majoritairement des universités que ces personnes ont
fréquenté et les prix qu’elles ont remporté. Cela est notamment dû au fait que les trois corpus de personnes
concernent des scientifiques. Finalement, dans le domaine des objets , les définitions sont principalement
à propos des constructeurs et des marques.
Comme vu dans l’expérience précédente, il y a bien plus de quasi-définitions que de redescriptions ex-
traites. Cela est particulièrement flagrant dans le corpus French_films, où les redescriptions permettent
de découvrir 6 définitions, contre 186 définitions pour les règles d’association.
Erreurs. Parmi les règles invalides, trois principaux types d’erreurs ont été rencontrés. Il y a tout
d’abord les implications détectées comme des définitions (règle 26 par exemple). Dans ces cas, soit E10
soit E01 vaut 0, ce qui peut être utilisé comme aide à la détection de cette erreur. Il y a ensuite les re-
descriptions qui sont « trop approximatives », c’est-à-dire que la définition est globalement vraie, mais
qu’il y a trop d’exceptions pour qu’elle soit considérée comme valide. Par exemple, dans la règle 44
du corpus French_films, la catégorie Films_directed_by_Jean_Girault est définie par l’attribut
dbo:starring dbr:Louis_de_Funès. Or, bien que Girault et de Funès aient beaucoup d’œuvres ciné-
matographiques en commun, cette définition n’est pas valide pour autant. Enfin, il y a les erreurs dues à
un manque de données dans la base. Par exemple, la catégorie German_drama_films, est définie dans la
règle 39 comme un film en langue allemande. Le fait que les films soient de genre dramatique est perdu
parce que cette information n’est pas fournie dans les données. La règle 50 est un autre exemple, dans
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TABLE 7.7 – Exemples de définitions obtenues par ECLAT et REREMI pour quelques corpus.
Women_Mathematicians
E Women_mathematicians ≅ Person R21
E Hungarian_mathematicians ≅ Person ⊓ ∃.birthPlace{Budapest} R22
E École_Normale_Supérieure_alumni ≅ Agent ⊓ Person ⊓ Scientist ⊓ ∃.almaMater{École_Nor-
male_Supérieure}
R23
R Whitehead_Prize_winners ≅ ∃.award{Whitehead_Prize)} R24
R University_of_Michigan_alumni ∃.almaMater{University_of_Michigan} R25
Mathematicians
E Hungarian_mathematicians ≅ Person ⊓ ∃.birthPlace{Budapest} R26
R Fields_Medalists ≅ ∃.award{Fields_Medal)} R27
R Fields_Medalists ≅ Scientist ⊓ ∃.award{Fields_Medal} R28
R Fields_Medalists ≅ ∃.field{Mathematics} ⊓ ∃.award{Fields_Medal} R29
Hospital_films
R Films_produced_by_Peter_Rogers ≅ ∃.director{Gerald_Thomas} R30
R Films_produced_by_Peter_Rogers ≅ ∃.starring{Kenneth_Williams} R31
R Films_directed_by_Gerald_Thomas ≅ ∃.producer{Peter_Rogers} R32
R Films_directed_by_Gerald_Thomas ≅ ∃.starring{Kenneth_Williams} R33
E British_comedy_films ≅ ∃.starring{Donald_Sinden} ⊓ Film ⊓ Work R34
E Films_produced_by_Peter_Rogers ≅ ∃.director{Gerald_Thomas} ⊓ ∃.producer{Peter_Rogers} ⊓
∃.starring{Kenneth_Williams} ⊓ Film ⊓ Work
R35
Road_movies
R Films_directed_by_Wim_Wenders ≅ ∃.director{Wim_Wenders} R36
R 20th_Century_Fox_films ≅ ∃.distributor{20th_Century_Fox} R37
E Tamil-language_films ≅ ∃.language{Tamil_language} ⊓ Film ⊓ Work R38
E German_drama_films ≅ ∃.language{German_language} ⊓ Film ⊓ Work R39
E Walt_Disney_Pictures_films ≅ ∃.distributor{Walt_Disney_Studios_Motion_Pictures} ⊓ ∃.stu-
dio{Walt_Disney_Pictures} ⊓ Film ⊓ Work
R40
French_films
R Films_directed_by_Georges_Méliès ≅ ∃.studio{Star_Film_Company} R41
R Films_directed_by_Georges_Méliès ≅ ∃.director{Georges_Méliès} ⊓ ∃.language{Silent_film} R42
E Films_directed_by_Georges_Méliès ≅ ∃.studio{Star_Film_Company} ⊓ Film ⊓ Work R43
E Films_directed_by_Jean_Girault ≅ ∃.director{Jean_Girault} ⊓ ∃.starring{Louis_de_Funès} ⊓
∃.writer{Jean_Girault} ⊓ Film ⊓ Work
R44
Samsung_Galaxy
E Phablets ≅ ∃.manufacturer{Samsung_Electronics} ⊓ ∃.type{Phablet} ⊓ Device R45
E Phablets ≅ ∃.manufacturer{Samsung_Electronics} ⊓ ∃.operatingSystem{Android_(operating_system)} ⊓
∃.series{Samsung_Galaxy_Note_series} ⊓ ∃.type{Phablet} ⊓ Device
R46
E Phablets ≅ ∃.manufacturer{Samsung_Electronics} ⊓ ∃.operatingSystem{Android_(operating_system)} ⊓
∃.form{Mobile_phone_form_factor} ⊓ ∃.series{Samsung_Galaxy_Note_series} ⊓ Device
R47
R Phablets ≅ ∃.type{Phablet} R48
Smartphones
R Samsung_mobile_phones ≅ ∃.manufacturer{Samsung_Electronics} R49
E Sony_mobile_phones ≅ ∃.input{Capacitive_sensing} ⊓ ∃.input{Proximity_sensor} ⊓ ∃.input{Touch-




ce cas ; seuls les téléphones de la marque Sony ont des informations sur les éléments matériels qui les
composent. En conséquence, le fait d’avoir un capteur de proximité par exemple, est associé à la catégorie
Sony_mobile_phones.
Redondance. La figure 7.5 présente la proportion de règles valides parmi les règles retournées, ainsi
que le nombre de catégories définies proportionnellement au nombre de règles extraites. On observe que
les proportions sont similaires entre les redescriptions et les règles d’association. Cependant, les barres
correspondant aux règles d’association ont une surface claire plus importante que les redescriptions, ce
qui signifie que beaucoup de règles d’association définissent une même catégorie. Par exemple, dans le







FIGURE 7.6 – Treillis de concepts construits à partir de définitions obtenues avec les redescriptions (à
gauche) et avec les règles d’association (à droite) pour le jeu de données Turing_Award_laureates.
Les noeuds en gris sont des concepts objets, c’est-à-dire qu’ils définissent une catégorie.
Vers une classification des catégories. Tandis que les redescriptions fournissent des définitions courtes
et faciles à interpréter, les règles d’association ont l’intérêt de fournir des définitions qui permettent de
construire une classification. À partir des règles extraites, un contexte K = (G,M,I) est construit, où
G est l’ensemble des catégories définies, M est l’ensemble des paires (prédicat, objet) impliquées dans
au moins une définition, et I est l’ensemble des couples (catégorie, (prédicat,objet)) telles que la paire
(prédicat,objet) intervient dans la définition de la catégorie. Le treillis de concepts associé est construit et
celui du jeu de données Turing_Award_laureates est présenté en figure 7.6.
Nombre de règles extraites et diversité des jeux de données. La table 7.6 présente le nombre de
définitions ainsi que le nombre de catégories extraites. Comparées aux règles d’association, les redes-
criptions sont 2 à 10 fois moins nombreuses. Contrairement à une hypothèse que nous avions formulée,
il n’y a pas de corrélation entre le nombre de règles extraites et la densité du contexte. En revanche, les
jeux de données Smartphones et Sports_cars, qui sont similaires, ont sensiblement le même nombre
de règles. Cela pourrait représenter la « diversité » du jeu de données : plus il y a de catégories défi-
nies, plus le jeu de données est diversifié. Il faut cependant garder à l’esprit que les données utilisées ne
tiennent pas compte des valeurs numériques présentes dans DBpedia, et que certaines catégories, telles
que 5th-century_mathematicians par exemple, ne peuvent pas être définies avec les données à dis-
position.
Le rôle de la confiance et du coefficient de Jaccard. La figure 7.7 indique la précision des défini-
tions extraites en fonction de la confiance et du coefficient de Jaccard. Le fait que la précision augmente
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en fonction du coefficient de Jaccard montre que cette mesure est adaptée à la fouille de redescriptions
dans les LOD. En dehors du jeu de données Road_movies, le Jaccard retourne des résultats similaires
à la confiance. La précision dépend du jeu de données et semble corrélée au nombre de redescriptions
extraites. Cela expliquerait pourquoi les redescriptions ont une meilleure précision que les règles d’asso-
ciation, et cela reste cohérent avec la balance précision/rappel inhérente à ce genre de tâches.
La faible précision du jeu de données Hospital_films est difficile à expliquer par ses caractéris-
tiques (figure 7.5). En revanche, si l’on regarde les triplets du jeu de données et les règles extraites, il
semble que quelques instances sur-représentent l’ensemble de la catégorie.
7.3.3 Expérimentations 3 et 4 : Autour des redescriptions
Les deux dernières expériences s’intéressent au potentiel des redescriptions. Dans un premier temps,
nous regardons l’expressivité des redescriptions, en permettant l’utilisation de disjonctions et de négations
dans les règles. Dans un second temps, nous recherchons des catégories incompatibles, c’est-à-dire des
catégories qui n’ont aucun objet en commun.
Expérimentation 3 : Vers des règles plus expressives
Dans cette expérimentation, nous nous intéressons à la définition des catégories en utilisant des
conjonctions, des disjonctions et des négations. Pour cela, nous utilisons REREMI sur le jeu de données
Smartphones selon deux modalités.
Première modalité : seules les disjonctions sont autorisées ;
Seconde modalité : les disjonctions et les négations sont autorisées.
S’agissant d’une démarche exploratoire, nous utilisons des seuils peu restrictifs : le coefficient de Jaccard
minimum est fixé à 0.4 et la p-valeur à 0.2. Nous autorisons une seule catégorie du côté gauche de la règle,
et jusqu’à 8 descripteurs du côté droit. La table 7.8 présente quelques exemples de définitions utilisant
des conjonctions, des disjonctions et des négations. Les règles 51 à 55 sont obtenues dans la première
modalité, les règles 56 à 60 sont obtenues dans la seconde modalité.
Dans la première modalité, nous obtenons 29 règles définissant 5 catégories. Parmi ces règles, 27
contiennent des disjonctions. Leur utilisation permet de « raffiner » certaines règles. Par exemple, la règle
51 raffine la règle 49 trouvée précédemment. Dans près de la moitié des cas, la disjonction est utilisée pour
∃.manufacturer{Samsung ⊔ Samsung_Electronics}, comme le montrent les règles 51 à 54. La dis-
jonction permet dans ce cas de considérer deux attributs synonymes. Dans les autres cas, la disjonction
sert à énumérer de nombreux attributs qui qualifient des objets différents. Par exemple, la règle 56 montre
une définition qui énumère les parties d’un ensemble : la catégorie Android_(operating_system)_de-
vices) est constituée de tous les téléphones de marques utilisant l’OS Android (il est rare qu’une marque
propose deux OS différents). Dans ce cas, la disjonction permet de représenter une partition. La table 7.9
indique la répartition des types de définitions par catégorie définie.
Dans la deuxième modalité, nous obtenons 76 règles, dont la répartition est représentée en figure 7.8.
Cependant, certaines contraintes spécifiées dans le fichier de configuration ne sont pas prises en compte
par l’interface de l’algorithme. Ainsi, nous observons des règles contenant plusieurs catégories et/ou
ayant un Jaccard inférieur au seuil fixé. Une fois ces règles retirées, il reste 48 règles. Neuf d’entre elles
ne comprennent pas de négation. Nous les laissons de côté puisqu’elles ont déjà été discutées dans les
expériences précédentes. Parmi les 38 règles restantes, 31 ont la catégorie à la forme négative et 14 sont
des « double négation » : tous les attributs de la partie gauche et de la partie droite sont mis à la forme
négative. En effet, jacc(A,B) /≡ jacc(¬A,¬B) et dans certains cas, le Jaccard est plus élevé lorsque les
attributs sont mis à la forme négative. C’est par exemple le cas de la règle 57 : son coefficient Jaccard
20. Dans cette règle, Smartphone vient de la paire (dbp:type, Smartphone) et non de (rdf:type, Smartphone).
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FIGURE 7.7 – Rappel et précision des règles (redescription ou quasi-définition) extraites en fonction du
coefficient de Jaccard et de la confiance.
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TABLE 7.8 – Exemples de règles découvertes contenant des disjonctions et/ou des négations.
.87 Samsung_mobile_phones ≅ ∃.manufacturer{Samsung} ⊔ ∃.manufacturer{Samsung_Electronics} R51
.73 Samsung_mobile_phones ≅ (∃.operatingSystem{Android_(operating_system)} ⊓
∃.manufacturer{Samsung_Electronics} ) ⊔ ∃.manufacturer{Samsung}
R52
.80 Samsung_Galaxy ≅ ( ∃.manufacturer{Samsung} ⊔ ∃.manufacturer{Samsung_Electronics}) ⊓
∃.operatingSystem{Android_(operating_system)}
R53
.64 Samsung_Galaxy ≅ ((Smartphone ⊓ ∃.manufacturer{Samsung_Electronics}) ⊔
∃.manufacturer{Samsung} ) ⊓ ∃.operatingSystem{Android_(operating_system)} 20
R54
.66 Android_(operating_system)_devices) ≅ ∃.operatingSystem{Android_(operating_system)} ⊔
∃.networks{GSM})
R55
.52 Android_(operating_system)_devices) ≅ ∃.manufacturer{Motorola_Mobility} ⊔ ∃.manufacturer{Xiaomi}
⊔ ∃.manufacturer{LG_Electronics} ⊔ ∃.manufacturer{Ninetology} ⊔ ∃.manufacturerSamsung_Electronics
⊔ ∃.networks{UMTS} ⊔ ∃.manufacturer{Sony_Mobile_Communications} ⊔ ∃.manufacturer{HTC}
R56
.96 ¬ Nokia_mobile_phones ≅ ¬∃.manufacturer{Nokia} R57
.74 Android_(operating_system)_devices) ≅ ( ∃.operatingSystem{Android_(operating_system)} ⊓ ¬ Soft-
ware ⊓ Device )⊔ ∃.manufacturer{Meizu}
R58
.82 Nokia_mobile_phones ≅ ( ¬ ∃.operatingSystem{Android_(operating_system)} ⊓ ∃.manufacturer{Nokia}
⊓ ¬ Smartphone )⊔ ∃.series{Nokia_Lumia} 20
R59
.82 Nokia_mobile_phones ≅ ¬ ∃.operatingSystem{Android_(operating_system)} ⊓ ∃.manufacturer{Nokia} R60
.44 Touchscreen_mobile_phones ≅ ¬ Software ⊓ Device
TABLE 7.9 – Répartition des disjonctions utilisées selon leur type et la catégorie définie.
Catégorie définie Partition Synonyme Total
GPS_navigation_devices 1 0 1
Touchscreen_mobile_phones 6 0 6
Android_(operating_system)_devices 9 3 12
Samsung_mobile_phones 0 4 4
Samsung_Galaxy 0 4 4
Total 16 11 27
est de .96, alors qu’à l’affirmative (règle 12 table 7.4), il est de .82. Il reste 7 règles utilisant la négation
uniquement sur des attributs de la description. Trois d’entre elles sont reportées dans la table 7.8
Expérimentation 4 : Catégories incompatibles
Dans cette expérience, on s’intéresse à la découverte de catégories « incompatibles », c’est-à-dire
des paires de catégories (Ci,C j) telles qu’aucun sujet s ne vérifie à la fois ⟨s,dct:subject,Ci⟩ et
⟨s,dct:subject,C j⟩. Par exemple, on a Nokia_Mobile_Phone ⊓ Turing_Award_laureate ⊑  ce
qui signifie que ces deux catégories sont disjointes ou incompatibles. Quelques exemples de catégories
incompatibles obtenues avec REREMI sont présentées dans la table 7.10.
Concernant le jeu de données Turing_Award_laureates, les résultats sont décevants. En effet, la
plupart des incompatibilités par REREMI n’en sont pas. L’une des hypothèses expliquant cette observa-
tion est liée au domaine du jeu de données, à savoir les personnes. Dans les jeux de données décrivant des
personnes, les catégories sont utilisées pour les caractériser selon des aspects variés de leur vie (person-
nelle, professionnelle, publique, . . .). Ainsi, beaucoup de catégories sont détectées comme incompatibles






















FIGURE 7.8 – Répartition des règles lorsque REREMI utilise la forme négative. La moitié d’entre elles
ne sont pas pertinentes, soit parce que l’algorithme n’aurait pas dû les retrouver (en rouge et orange), soit
parce qu’elles n’ont pas de négation (en gris).
TABLE 7.10 – Incompatibilités découvertes par REREMI. Toutes les règles avaient un Jaccard à 0.
N. Catégories incompatibles
Turing_Award_laureates
R61 Harvard_University_alumni ⊓ Scientist_from_California ⊑ 
R62 Harvard_University_alumni ⊓ Jewish_American_scientists ⊑ 
R63 Theoretical_computer_scientists ⊓ IBM_Fellows ⊑ 
Sports_cars
R64 1970s_automobiles ⊓ Cars_introduced_in_1998 ⊑ 
R65 Kit_cars ⊓ Coupes ⊑ 
R66 1960s_automobiles ⊓ Lotus_racing_cars ⊑ 
Smartphones
R67 Blackberry ⊓ Nokia_mobile_phones ⊑ 
R68 Mobile_phones_introduced_in_2013 ⊓ Mobile_phones_introduced_in_2014 ⊑ 
R69 Touchscreen_mobile_phone ⊓ Nokia_platforms ⊑ 
French_films
R70 1980s_drama_films ⊓ 1970s_comedy_films ⊑ 
vie d’une personne et qu’il n’y a pas d’individu dans le jeu de données qui présente simultanément ces
deux caractéristiques. C’est par exemple le cas de la règle 62.
Les autres jeux de données présentent de meilleurs résultats. Dans le jeu de données Sports_cars,
une grande partie des catégories sont incompatibles car elles caractérisent des voitures de deux époques
différentes, comme le montre la règle 64 par exemple. Pour les smartphones, la plupart des incompatibi-
lités trouvées correspondent à des marques différentes, comme par exemple dans la règle 67. Beaucoup
de catégories incompatibles sont découvertes dans ces deux jeux de données.
Dans le jeu de données French_films, en revanche, une seule incompatibilité est trouvée par RE-
REMI. Cela peut s’expliquer par la faible densité de ce jeu de données. En effet, si deux catégories ont un
faible support, il y a de fortes chances qu’aucune ressource ne soit caractérisée par ces deux catégories





Les trois expérimentations menées ici nous permettent de mieux cerner les intérêts et les limites des
différentes approches envisagées pour la tâche de découverte de définitions. La première expérience, en
permettant de définir plusieurs catégories en une seule règle, rend difficile l’interprétation des résultats
et la comparaison des algorithmes. La deuxième expérience, en n’acceptant qu’une catégorie par règle,
permet d’étendre la comparaison entre les règles d’association et les redescriptions. Enfin, la dernière
expérimentation permet de discuter les spécificités des redescriptions.
Comme mentionné précédemment, les contextes construits à partir des données RDF sont très creux.
Dans le cas d’ECLAT et de REREMI, un seuil de support étant utilisé, l’existence d’attributs à très faible
support n’a pas d’impact sur les règles retrouvées. Pour TRANSLATOR en revanche, les règles doivent
permettre de reconstruire intégralement le contexte. Dans ce cas, il peut être pertinent de simplifier le
contexte avant de procéder à la fouille de règles. Cela peut notamment passer par la suppression des
attributs à très faible support, ou au contraire, des attributs ayant un support quasi maximal, et donc qui
concernent toutes les entités.
La table 7.11 présente le nombre de prédicats utilisés, toutes règles confondues, par jeu de données et
par algorithme, dans la deuxième expérimentation. On remarque qu’au sein d’un jeu de données, très peu
de prédicats différents sont utilisés. Il semble donc que le contexte fourni aux algorithmes pourrait être
significativement réduit en ne tenant compte que des tops-k prédicats, la méthode pour trouver k restant à
déterminer. Ce constat va dans le sens des choix effectués par Alam et al. (2015), qui n’avaient considéré
que quelques prédicats pour chacun des jeux de données.
TABLE 7.11 – Nombre de prédicats impliqués dans les définitions extraites par REREMI et ECLAT.
Prédicats REREMI ECLAT
Turing_Award_laureates 35 4 5
Women_Mathematicians 98 2 3
Mathematicians 202 4 5
Samsung_Galaxy 33 2 7
Smartphones 98 5 8
Sports_cars 61 3 5
Hospital_films 46 5 2
Road_movies 103 3 7
French_films 111 4 10
Dans le cas de nos expérimentations, ECLAT est l’algorithme qui a qualifié le plus de catégories,
au prix d’un nombre de règles extraites très important. TRANSLATOR extrait significativement moins de
règles avec un nombre de catégories définies légèrement inférieur. Enfin, REREMI, malgré un nombre
de catégories définies plus faible, offre des définitions plus simples en n’incluant pas les attributs qui ne
participent pas pleinement à la règle.
Synthèse du chapitre
Dans ce chapitre, nous avons proposé des expérimentations de découverte de définitions sur des don-
nées issues de DBpedia. Nous avons eu recours à des jeux de données variés tant au niveau de la taille
que du domaine. Trois approches ont été utilisées : les règles d’association, les redescriptions et les règles
de traduction. Nous avons comparé quantitativement et qualitativement ces approches.
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Il en ressort que les règles d’association permettre d’extraire un très grand nombre de définitions, mais
présentent de nombreuses redondances. Au contraire, les règles de traduction offrent un faible nombre de
définition, avec une très bonne couverture des données. Cependant, les définitions extraites comportent de
nombreux attributs. Finalement, les redescriptions sont un compromis en terme de nombre de définitions
extraites : leur nombre est bien moins grand que les redescriptions, et elles ont peu d’attributs. Cependant,







Cette thèse s’inscrit dans les domaines de la découverte de connaissances et du web des données.
Dans un premier temps, nous avons proposé une pattern structure pour appliquer des méthodes de FCA
sur des ensembles de triplets, puis nous nos sommes intéressés à trois approches pour découvrir des
définitions dans les LOD. Enfin, nous avons mené des expérimentations pour évaluer qualitativement et
quantitativement ces trois approches. Nous résumons ces trois contributions dans cette section.
Dans la continuité du travail de Alam et al. (2015), nous avons proposé une pattern structure pour
le web des données. Cette pattern structure permet de structurer les triplets RDF en tenant compte de
connaissances du domaine. Notamment, elle permet de tenir compte des deux ordres partiels induits
par rdf:subClassOf et rdf:subPropertyOf. Enfin, les données peuvent être organisées au sein d’un
treillis de concepts, facilitant la visualisation et l’exploration de données RDF. Bien que sa pertinence
soit mise à mal par une partie des LOD n’utilisant que très peu les taxonomies de prédicats, nous avons
montré que cette pattern structure est fonctionnelle sur des données RDF.
Nous nous sommes intéressés à trois algorithmes pour découvrir des définitions de classes dans le web
des données. Le premier, ECLATZ, extrait des règles d’association. Un post-traitement nous permet d’ob-
tenir des définitions. REREMI, le deuxième, recherche des redescriptions, qui correspondent directement
à un ensemble de définitions. Enfin, TRANSLATOR recherche à la fois des associations unidirectionnelles
telles que les règles d’association et des associations bidirectionnelles telles que les redescriptions. Cet
algorithme s’appuie sur des principes de théorie de l’information, en particulier MDL. Nous avons discuté
les spécificités de chaque algorithme, et mis en avant les liens forts existant entre les règles d’association
et les redescriptions. Pour chacune des approches, nous avons proposé une méthodologie permettant de
l’appliquer au web des données.
Enfin, nous avons proposé une étude expérimentale sur des données de DBpedia, pour vérifier que
les résultats reflètent les spécificités des approches. Ainsi, nous avons aussi montré que malgré des ap-
proches très différentes, les algorithmes ECLAT et TRANSLATOR extraient de nombreuses règles com-
munes. À l’inverse, REREMI, malgré une mesure de qualité semblable à ECLAT, extrait des règles plus
courtes. L’intérêt de ces algorithmes dépend de l’objectif de l’analyste. De nos expérimentations, il ressort
qu’ECLATZ est l’algorithme qui définit le plus de catégories, au dépend du grand nombre de règles d’as-
sociation extraites. TRANSLATOR extrait significativement moins de règles, mais, en conséquence, définit
moins de catégories. REREMI, malgré un faible nombre de catégories définies, offre des définitions plus
faciles à interpréter qui n’incluent que le minimum d’attributs.
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8.2 Perspectives
Le travail présenté dans cette thèse ouvre plusieurs pistes de recherche intéressantes, tant sur le plan
de la découverte de connaissances que sur le plan du web des données.
Nous avons proposé une pattern structure permettant de tenir compte de deux ordres partiels qui s’ap-
pliquent sur les prédicats et sur les objets de triplets. Il serait intéressant de considérer deux ordres partiels
sur la même ressource, par exemple sur l’objet. Cette affirmation repose sur l’intuition que certaines rela-
tions ont les propriétés requises pour former un ordre partiel et que leur utilisation comme connaissances
du domaine enrichirait les définitions. Pour motiver cette affirmation, considérons par exemple le prédicat
situéEn, qui définit une relation réflexive, transitive et antisymétrique. Actuellement, à partir de l’affir-
mation Nancy est située en France, nous pouvons pas déduire Nancy est située dans un pays, mais nous
ne pouvons pas déduire Nancy est situé en Europe. Or, cette information est pertinente dès lors que l’on
traite des données incluant des informations géographiques.
Dans cette thèse, nous nous sommes intéressés uniquement aux ressources identifiées par une URI,
représentées sous la forme de jeux de données Booléens. Il serait intéressant de prendre en compte un
vocabulaire plus riche, tant du côté des données que du schéma. Les données contiennent en effet par
exemple des valeurs numériques (poids, distances, etc.) ainsi que des dates qu’il serait utile de prendre en
compte. Les interval pattern structures (Mehdi Kaytoue et al., 2011) existent déjà pour traiter des valeurs
numériques, mais des difficultés persistent. En effet, ces pattern structures s’appuient des intervalles
pour les valeurs numériques. Afin d’éviter de trop augmenter la complexité des pattern structures, il est
nécessaire de fixer un seuil sur les intervalles, mais ce seuil est difficile à déterminer pour des données
RDF. Par exemple, si on considère des intervalles sur des poids, on n’aura pas les mêmes intervalles selon
que l’on s’intéresse à des téléphones ou à des mammifères.
Actuellement, nous ne considérons que des triplets, ce qui ne permet pas d’extraire des définitions
complexes telles que Un auteur de romans policiers est un auteur qui écrit des livres qui sont des romans
policiers. Cela pourrait être fait avec des approches telles que l’analyse relationnelle de concepts (Rouane
Hacene et al., 2013), ou en fouillant des redescriptions non plus sur des triplets mais sur des graphes,
comme initié par Galbrun et Kimmig (2014).
Nous pouvons également étendre l’expressivité des règles recherchées en permettant par exemple des
opérateurs logiques tels que les disjonctions ou les négations. Si REREMI permet déjà d’obtenir de telles
formules logiques, et que des travaux dans ce sens existent pour les règles d’association, ce n’est pas le
cas pour les règles de traduction. Cela implique de revoir le calcul de la longueur d’une règle.
Dans cette thèse, nous avons comparé les différentes approches avec leurs mesures usuelles, à savoir
la confiance et le coefficient de Jaccard. Cependant, de nombreuses autres mesures existent. Cela mérite
de s’intéresser à l’impact du choix de la mesure sur les résultats obtenus. De nombreux travaux existent
déjà dans le domaine des règles d’association, tels que celui de P. Tan, V. Kumar et Srivastava (2002). Du
côté des redescriptions, bien que le coefficient de Jaccard soit motivé par Ramakrishnan, D. Kumar et al.
(2004) et Galbrun et Miettinen (2017), il n’existe pas, à notre connaissance, d’étude expérimentale sur le
choix des mesures (coefficient de Jaccard et p-value).
Les expérimentations que nous avons menées ne tirent pas pleinement parti des redescriptions. No-
tamment, en ne considérant qu’une catégorie dans nos définitions, nous réduisons l’approche à un simple
problème de classification. Mais la possibilité qu’offrent les redescriptions de considérer des formules
logiques de chaque côté de la redescription est un atout dans le web des données, tout particulièrement
pour des questions d’alignement de bases de connaissances.
Les clés de liage sont des ensembles de paires de propriétés qui permettent d’identifier les mêmes
individus au sein de plusieurs jeux de données (Atencia, Chein et al., 2014). Des approches pour dé-
couvrir les clés de liage utilisant l’analyse relationnelle de concepts (Atencia, David et al., 2019) et les
pattern structures (Abbas, David et Napoli, 2019) existent déjà, et les redescriptions pourraient apporter
un complément intéressant à ces travaux.
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Enfin, les redescriptions pourraient s’avérer utiles pour la recherche de correspondances complexes
dans les bases de connaissances. Ces correspondances s’appuient parfois sur des competency questions
qui représentent des questions auxquelles une base de connaissances doit pouvoir répondre. Les compe-
tency questions peuvent s’exprimer sous la forme de requêtes SPARQL. Thiéblin (2018) propose de les
utiliser pour faire de l’alignement complexe de bases de connaissances. Un alignement extrait pourrait
par exemple être o1 ∶ AcceptedPaper ≡ ∃o2 ∶ hasDecision.o2 ∶ accept, où o1 et o2 désignent deux bases
de connaissances différentes. La fouille de redescriptions permettrait donc de découvrir ces alignements,
chaque requête correspondant à une competency question.
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Dans cette thèse, nous nous intéressons au web des données et aux “connaissances” que potentiel-
lement il renferme. Le web des données se présente comme un très grand graphe constitué de bases de
triplets RDF connectées entre elles. Un triplet RDF, dénoté (sujet, prédicat, objet), représente une relation
(le prédicat) qui existe entre deux ressources (le sujet et l’objet). Les ressources peuvent appartenir à une
ou plusieurs classes, où une classe regroupe des ressources partageant des caractéristiques communes.
Ainsi, ces bases de triplets RDF peuvent être vues comme des bases de connaissances interconnectées.
La plupart du temps ces bases de connaissances sont construites de manière collaborative par des
utilisateurs. C’est notamment le cas de DBpedia, une base de connaissances centrale dans le web des
données, qui encode le contenu de Wikipédia au format RDF. DBpedia est construite à partir de deux
types de données de Wikipédia : d’une part, des données (semi-)structurées telles que les infoboxes et
d’autre part les catégories, qui sont des regroupements thématiques de pages générés manuellement.
Cependant, la sémantique des catégories dans DBpedia, c’est-à-dire la raison pour laquelle un agent
humain a regroupé des ressources, n’est pas explicite. De fait, en considérant une classe, un agent logiciel
a accès aux ressources qui y sont regroupées — il dispose de la définition dite en extension — mais il
n’a généralement pas accès aux “motifs” de ce regroupement — il ne dispose pas de la définition dite en
intension.
Dans cette thèse, nous cherchons à associer une définition à une catégorie en l’assimilant à une classe
de ressources. Plus précisément, nous cherchons à associer une intension à une classe donnée en exten-
sion. La paire (extension, intension) produite va fournir la définition recherchée et va autoriser la mise
en œuvre d’un raisonnement par classification pour un agent logiciel. Cela peut s’exprimer en termes
de conditions nécessaires et suffisantes : si x appartient à la classe C, alors x a la propriété P (condition
nécessaire), et si x a la propriété P, alors il appartient à la classe C (condition suffisante). Deux méthodes
de fouille de données complémentaires nous permettent de matérialiser la découverte de définitions, la
fouille de règles d’association et la fouille de redescriptions.
Dans le mémoire, nous présentons d’abord un état de l’art sur les règles d’association et les redes-
criptions. Ensuite, nous proposons une adaptation de chacune des méthodes pour finaliser la tâche de
découverte de définitions. Puis nous détaillons un ensemble d’expérimentations menées sur DBpedia, où
nous comparons qualitativement et quantitativement les deux approches. Enfin les définitions découvertes
peuvent potentiellement être ajoutées à DBpedia pour améliorer sa qualité en termes de cohérence et de
complétude.
Mots-clés: Découverte de connaissances • Analyse de Concepts Formels • Fouille de Redescriptions •
Fouille de Règles • Construction de Définitions • Classification dans le Web des Données
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Abstract
In this thesis, we are interested in the web of data and knowledge units that can be possibly
discovered inside. The web of data can be considered as a very large graph consisting of connected RDF
triple databases. An RDF triple, denoted as (subject, predicate, object), represents a relation (i.e. the
predicate) existing between two resources (i.e. the subject and the object). Resources can belong to one
or more classes, where a class aggregates resources sharing common characteristics. Thus, these RDF
triple databases can be seen as interconnected knowledge bases.
Most of the time, these knowledge bases are collaboratively built thanks to human users. This is par-
ticularly the case of DBpedia, a central knowledge base within the web of data, which encodes Wikipedia
content in RDF format. DBpedia is built from two types of Wikipedia data : on the one hand, (semi-
)structured data such as infoboxes, and, on the other hand, categories, which are thematic clusters of
manually generated pages. However, the semantics of categories in DBpedia, that is, the reason a human
agent has bundled resources, is rarely made explicit. In fact, considering a class, a software agent has
access to the resources that are regrouped together, i.e. the class extension, but it generally does not have
access to the “reasons” underlying such a cluster, i.e. it does not have the class intension.
Considering a category as a class of resources, we aim at discovering an intensional description of
the category. More precisely, given a class extension, we are searching for the related intension. The
pair (extension, intension) which is produced provides the final definition and the implementation of
classification-based reasoning for software agents. This can be expressed in terms of necessary and suf-
ficient conditions : if x belongs to the class C, then x has the property P (necessary condition), and if x
has the property P, then it belongs to the class C (sufficient condition). Two complementary data min-
ing methods allow us to materialize the discovery of definitions, the search for association rules and the
search for redescriptions.
In this thesis, we first present a state of the art about association rules and redescriptions. Next, we
propose an adaptation of each data mining method for the task of definition discovery. Then we detail a set
of experiments applied to DBpedia, and we qualitatively and quantitatively compare the two approaches.
Finally, we discuss how discovered definitions can be added to DBpedia to improve its quality in terms
of consistency and completeness.
Keywords: Knowledge Discovery • Formal Concept Analysis • Redescription Mining • Rule Mining •
Definition Construction • Classification in the Web of Data
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