Nowadays, the Extreme learning machine (ELM) is playing a key role in machine intelligence and big data analytics due to its various advantages such as fast training rate, universal classification/regression and the capability of approximation. The standard ELM uses the Moore-Penrose generalized pseudo-inverse for solving the hidden layer activation matrix and also it identifies the output weights. Because of that, the standard ELM takes more time to train the features from the dataset. In ELM, scalability also considered as a one of the major concern while processing the large dataset. In order to overcome this concern, the Automotive Rank based ELM (AR-ELM) is proposed to obtain an effective tensor decomposition for diminishing the training time. Besides, the Bayesian approach is considered in this AR-ELM to remove the redundancy from the decomposed samples of the tensor. The major objective of this proposed AR-ELM is to process the large amount of dataset without depending on memory capacities. The recognition accuracy is improved by eliminating redundant information. The key idea of the AR-ELM is to reduce the training time while processing the huge dataset. The implementation and simulation of the AR-ELM is done in Spark Python 3.7. The performance of the AR-ELM is analysed in terms of accuracy, precision, recall and training time. The proposed methodology is compared with three existing methodologies such as basic ELM, ELM-TUCKER and ELM-PARAFAC. The recognition accuracy of the AR-ELM methodology with Hardlims activation function is 0.8879 for letter recognition dataset, it is high when compared to the basic ELM, ELM-TUCKER and ELM-PARAFAC that are 0.8102, 0.8375 and 0.834 respectively.
Introduction
ELM is generally a single layer feed-forward neural network (SLFN) with significant features such as integrated solutions for regression, binary, and multi-class classification. The ELM performs effective classification in balanced datasets. But, the ELM provides less sensitivity while processing the imbalanced datasets [1] . The feed-forward neural networks are the example for inductive learning. This inductive learning is used to solve the major issues such as overfitting, convergence speed, and location of free parameters [2] . The issue over the Artificial Neural Network (ANN) learning speed is solved by developing the ELM in SLFN [3] . The gradient-based methods adjust the network parameters of hidden nodes to increase the learning speed. Instead of using this, the weights and bias values are generated randomly to increase the learning speed [4] . The SLFN is transformed into a linear system based on the random measurement of weights and bias operation. This operation also used for the output weight's analytical determination by using least-squares [5] . The ELM only updates the output weights among the output layer and the hidden layer. But, the values of the biases and input weights of the hidden layer are generated in random manner [6] .
The learning speed of the ELM generalization performance is higher than the SVM without tuning any model parameters. Besides, the ELM has been developed to solve the drawbacks of multilayer feedforward neural networks [7] . The ELM has various advantages such as unification of multiclassification, fast learning speed, minimal human intervention, ease of implementation and regression [8, 9] . The ELM is computationally powerful single-hidden-layer feed-forward neural network, which is widely utilized in the several real-world problems due to its remarkable efficiency, simplicity, and impressive generalization performance [10] . The ELM utilized in various applications such as object recognition [11] , landmark recognition [12] , identification of refractive index for ionic liquids [13] , EEG signal classification [14] , protein fold recognition [15] , intrusion detection system [16] etc. The major contributions of this paper are stated as follows:
• The tensor decomposition is effectively performed by using two different decomposition methods. One is tucker decomposition and another one is automotive rank selection. In automotive rank selection, iterative low rank approximation is used for further decomposing of the tensor information.
• The iterative low rank approximation is used for compressing the tensor information to reduce the training time of ELM. • Besides, the testing accuracy of the ELM is improved based on the elimination of redundant information from the decomposed values by using the Bayesian approach.
This research work is organized as follows: Section 2 provides the literature survey about the ELM. The detailed description about the proposed Automotive Rank based ELM is given in section 3. Section 4 presents the results and discussion about the proposed ELM methodology. Finally, the conclusion is made in section 5.
Literature survey
X. Su, S. Zhang, Y. Yin, and W. Xiao, [17] presented the combination of the multi-layer ELM (ML-ELM) and the Principal Component Analysis (PCA) method to develop a modified ML-ELM algorithm for the prediction of permeability index of the blast furnace. The prediction accuracy of the modified ML-ELM is enhanced by solving the multicollinearity problem which is present in the last hidden layer of the ML-ELM algorithm. The problem due to the multicollinearity is resolved by using the PCA and it enhances the precision and generalized performance. The bias and the weights of every hidden layer and input layer are randomly produced, respectively. A. Mishra, A. Rajpal, and R. Bala, [18] introduced the Bi-directional ELM (B-ELM) for obtaining the watermarking of the JPEG images and this B-ELM has the capacity of fast training with less number of hidden neurons. The principle behind the B-ELM is to optimize the two parameters which is need in the hidden layer represented as ( , ). Where, the weight vector is , and bias of the hidden node is . The optimization of these two parameters results in the decrease of residual error of SLFNs as fast as possible. The feature extraction performed using B-ELM is semi blind in nature.
J. Tang, C. Deng, and G.B. Huang [19] presented the Hierarchical ELM (H-ELM) based theories of multilayer perceptron. The training architecture of the H-ELM is divided into two separate phases such as unsupervised hierarchical feature representation and supervised feature classification. The high-level sparse features are obtained by using the N-layer unsupervised learning. The features are randomly perturbed during the classification process and these features are used as the input to the supervised ELM-based regression for obtaining the final classification results. Here, the features are not directly extracted by the H-ELM. It uses the one more technique called 1 optimization to establish the ELM encoder for extracting the sparse and compact features from the input. X. Li, W. Mao, and W. Jiang [20] introduced the Multiple-Kernel Learning (MKL) ELM for learning the optimal combination of multiple large-scale data sets. In this MKL-ELM, two different formulations of multiple-kernel classifiers are introduced. The first formulation mainly depends on the convex combination of the base kernels and second formulation utilizes the convex combination of the equivalent kernels. Additionally, the MKL-ELM optimizes the regularization parameter at unified framework along with the kernels. The optimization of the regularization parameter creates the learning system more automatic. The training time of the MKL-ELM is high when compared to the single kernel ELM and ELM. N.K. Nair and S. Asharaf, [21] presented the tensor decomposition based ELM by considering two different decomposition methods such as TUCKER and PARAFAC (parallel factor analysis). The TUCKER decomposition is a generalized version of the canonical decomposition. Here the ELM is trained based on the factor matrices from the ELM-PARAFAC and core tensor from the ELM-TUCKER. The training time of the standard ELM is more when compared to the ELM-TUCKER The existing ELM learning algorithm requires more time to process the large dataset. Moreover, some existing ELM researches carried out only one stage decomposition. But, in this AR-ELM methodology, two levels of decomposition have been considered to reduce the tensor information. Furthermore, the training time for processing the huge dataset reduced by using the iterative low rank approximation.
AR-ELM methodology for an effective learning of tensors
The automotive rank based ELM is developed for reducing the training time and increasing the accuracy while processing the large dataset. The AR-ELM has two different stages. In the first stage, the HOSVD based tucker decomposition is performed for decomposing the tensor into the core tensor and multiple matrices. Then the automotive rank selection is used in the second stage for the further decomposition of the HOSVD decomposed samples. The detailed explanation about the AR-ELM is given below:
Tucker decomposition on tensors
The tucker decomposition typically decomposes a tensor into the core tensor and multiple matrices. The multiple matrices from the tucker decomposition are related to the various core scaling along with each node. So, the tucker decomposition is considered as a high order PCA. Here, the Higher Order generalization of Singular Value Decomposition (HOSVD) is used as the optimization method to compute the tucker decomposition. The Tucker decomposition used in the higher order sensors is shown in the following Fig 1 .
In the three ways case, the tucker decomposition of ∈ ℝ × × is expressed in the following Eq. (1).
Where, the factor matrices are ∈ ℝ × , ∈ ℝ × and ∈ ℝ × . Then the core tensor is represented as ∈ ℝ × × and third order tensor is represented as . This core tensor displays the interaction level among the various components. The decomposed values from the TUCKER decomposition is applied to the automotive rank selection to obtain the selective values from the set of decomposed values.
Automotive rank selection
In automotive rank selection, two different scenarios are developed for low-rank approximation of by automatically selecting the gradual decreasing ranks ( i.e. , 1 > 2 >. . ) . The two different scenarios are Bayesian approach and constant compression rate. The redundancy present in the weight tensor is eliminated by using the Bayesian approach based rank estimation. Subsequently, the parameter reduction rate is obtained by using the constant compression rate. 
Bayesian approach
Bayesian approach has two notations for the ease of redundancy elimination such as extreme rank and a weakened rank. The redundancy present in the tensor is removed after decomposition at extreme rank value. But, in the weakened rank only a suitable amount of redundancy is kept in tensor. Initially, the Global Analytic Solution of Empirical Variational Bayesian Matrix Factorization (GAS of EVBMF) is used in the Bayesian approach for obtaining the value of extreme rank . The weakened rank is identified after the estimation of extreme rank. The matrix rank is automatically calculated by using the Bayesian matrix in the GAS of EVBMF. The utilized Bayesian interference gives the suboptimal solution. The decomposition values are applied to the unfoldings of the weight tensor which is related to the channel dimensions. The unfolding is performed in the iteration of + 1 over the matrices of sizes × 2 and × 2 . The value of the weakened rank is linearly based on extreme rank and it preserves a high amount of redundancy in the decomposed tensor. The fine tuning is enabled and a compression step with better accuracy is achieved by fixing = . The weakened rank is expressed in Eq. (2).
Where, the hyper parameter is denoted as ( 0 < < 1), which is called as weakening factor and describes the initial rank value.
Constant compression rate
The parameter reduction rate is used for selecting the tensor approximation rank. The rate of parameter reduction is calculated in each compression step. The speed-up of each convolutional layer is controlled by selecting the rank.
The following Eq. (3) is derived based on the parameters in the decomposed layer ( + 2 + ) and also it assumes multilinear rank form that is ( , ), > 0.
Where, and are the input and output channel respectively, and is the output weights.
The ranks are chosen according to the inequality given in Eq. (3) for obtaining the times parameters reduction by using the Tucker-2 tensor approximation.
Iterative low rank approximation algorithm
The steps present in the low rank approximation is given as follows:
1. At first, the layer is compressed with weight tensor by solving the concern over the minimization of the Frobenius norm for given rank that is expressed in Eq. (4).
Where, the tensor's factorized form of components is denoted as 1 , . . ,
. The weights of the layers is defined in the initial layer when the decomposition of initial layer during the factorization of rank-.
2. The fine-tuned weights { } =1 of decomposed layer is updated for further compression. Specifically, the rank values ′ < solves the minimization problem given in Eq. (5). 
Where, the operators are represented as and , and the rank of factorized weights are represented as . The updated weights of the Where, the compressed architecture is and the set of all possible model parameters are ⊝ . This low rank approximation is used instead of the compression and fine tuning steps with weight approximation. Besides, the weight approximation is occurred by automatically selecting ranks. If the layers are not compressed, the optimization problem of Eq. (4) is used else the Eq. (5) based layer compression is used. The fine tuning step is similar for all iterations. -the wanted compression rate is not achieved or -when the automatically selected ranks do not have stability 3. The rank ( ) are automatically choose for the approximation of low rank tensor of typical and fully connected weight tensors. 4. Additionally, the layer weights with its rank tensor approximations are replaced with the compressed model from the .
5.
* ←fine tuned model ̂. 6.
Automotive rank selection based ELM
The typical machine learning techniques are failed to process a high amount of data. Besides, those methods do not have the capacity to load the entire memory at once. Because the data from the real-time applications are extremely large. Thus the standard ELM techniques cannot process the immense data in efficient manner. Additionally, the time consumption of the standard ELM is high due to its calculation of computation of matrix Moore-Penrose pseudoinverse.
In order to overcome the problem due to training time, the AR-ELM technique has two levels of decomposition process. In first level the decomposition, has the tucker decomposition to effectively decompose the tensor into a core tensor and multiple matrices. In second level decomposition, the Bayesian approach and calculation of constant compression rate are used to eliminate the redundancy from the compressed values.
Implementation of automotive rank selection based ELM
The following Fig 2 illustrates the process of the automotive rank selection based ELM. In this section, the working process of the training and testing process is clearly described. Initially, the tensor-based training dataset is given as the input to the ELM. ELM receives three different inputs such as training dataset samples, number of hidden neurons ( ) and activation function ( ). From the training dataset, the feature and label matrixes are extracted. Then the input weights ( ) and biases ( ) are randomly generated. Besides the output matrix of the hidden layer is calculated by considering various parameters such as input weight matrix, biases, feature matrix and specified activation function such sigmoid, tanh, hardlims, tribas or sine. The Moore-Penrose inverse of the hidden layer matrix is used for calculating the output weights.
Similarly, the testing dataset is used for a testing phase and in that testing phase the predictable labels and feature matrix are obtained by processing the testing dataset. In order to find the actual labels, the target scores are computed in this testing phase. The actual labels are compared with the expected labels to obtain the overall accuracy.
The training algorithm developed in the automotive rank selection based ELM is given below: Output: output weights and output matrix 1. Random allocation of input weights and biases of ELM 2. Decomposition over the large of tensor data and this data given as the input to the ELM. 3. Calculation of hidden layer output matrix 4. Calculation of output weights ( ) using the constant compression rate from the iterative low rank approximation.
Decomposition technique on ELM
The measurement of decomposition of sensors are carried out by using the HOSVD based tucker decomposition and automotive rank selection. Here, the Singular Value Decomposition (SVD) takes place on each n-mode matricized component. The tensor decomposition is written in the following Eq. (7).
Where, belongs to the × × , belongs to the × , belongs to the × and belongs to the × . The , and are the indices of the tuned model M from the iterative low rank approximation. This HOSVD is also applicable for the higher order tensors and it is obtained by using the SVD of each flattening matrices.
Results and discussion
The proposed ELM is implemented and simulated in Spark python 3.7. The proposed ELM implementation has two stages. In first stage, the tucker decomposition utilized for decomposing the tensors. The redundancy present in the tensor decomposition values is eliminated by using the iterative low-rank approximation. The performance of the proposed ELM is analyzed in four different parameters such as accuracy, precision, recall and training time. Besides, this proposed methodology has analyzed in different kind of datasets.
Dataset description
In this proposed ELM, there are six different datasets are analysed such as MNIST handwritten dataset, KDD Cup 1999 dataset, Statlog (Landsat Satellite) dataset, Statlog (Shuttle) dataset, Letter Recognition dataset and Mushroom dataset.
a. MNIST handwritten dataset
The MNIST dataset is used for the digit recognition process. This dataset has 42000 training samples and 784 features along with labels.
b. KDD Cup 1999 dataset
The KDD Cup 1999 dataset is an intrusion detection dataset which contains 60000 training samples and 41 features along with one label. The label of the KDD Cup 1999 dataset specifies normal or malicious attacks.
c. Statlog (Landsat Satellite) dataset
This satellite dataset has multispectral values of pixels of the satellite image. This dataset has 7 decision classes and 4435 samples with 36 attributes. The various classes included in this statlog dataset (Landsat) are grey soil, soil with vegetation stubble, red soil, damp grey soil, mixture class (all types present) and very damp grey soil. 
e. Letter Recognition dataset
The letter recognition dataset classifies huge amount of pixel displays which belongs to one of the 26 capital letters in the English alphabet. This dataset has 20000 samples with 16 attributes.
f. Mushroom dataset
The mushroom dataset contains descriptions of 23 species of grilled mushrooms of Lepiota and Agaricus Family. This dataset has 8124 training samples and 22 attributes.
Performance metrics
The performance of the proposed ELM is analyzed by four different parameters such as accuracy, precision, recall and training time (in seconds).
Accuracy
Accuracy (ACC) is defined as the ratio of correct predictions over the total amount of iterations assessed in the ELM. The accuracy is expressed in Eq. (8) .
Where, TP is true positive, TN is true negative, FP is false positive and FN is false negative.
Precision
Precision (P) is defined as the measurement of positive patterns which are correctly identified from the total predicted patterns. The Eq. (9) describes the precision.
P = + (9)
Recall Recall (R) is defined as the measure of the positive patterns which are correctly classified by the ELM. The following Eq. (10) specifies the specificity. 
Performance analysis of MNIST handwritten dataset
The following Table 1 and Fig 3 provides the comparative analysis of the MNIST handwritten dataset for the AR-ELM with existing ELM methods such as basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . This MNIST handwritten dataset is analyzed in three different datasets such as sine, tribas and sigmoid. Table 2 and Fig 3 shows that the AR-ELM training time for MNIST handwritten dataset is less when compared to the existing methods such as basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . The training time of the Basic ELM [21] is high than the other methods. Because, the basic ELM takes more time for processing the huge datasets. Besides, the AR-ELM training time is lesser than the ELM-TUCKER [21] and ELM-PARAFAC [21] , due to its fine-tuning and higher level of decomposition over the tensors.
The testing performance of the MNIST handwritten dataset is shown in the Table 2 . The AR-ELM method has improved performance interms of accuracy, precision and recall than the other methods basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . The AR-ELM has high accuracy, because of its optimal learning rate. 
Performance analysis of KDD Cup 1999 dataset
The following Table 3 and Fig 4 provides the comparative analysis of the KDD Cup 1999 dataset for the AR-ELM with existing ELM methods such as basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . These ELM methods are developed in four different activation functions such as sigmoid, tanh, hardlims and tribas.
The Table 3 and Fig 4 shows that the AR-ELM training time for the KDD Cup 1999 dataset is less when compared to the existing methods such as basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . Due to the high amount of samples of the KDDCup99 data (i.e., above 60000), the training process of the ELM [21] takes more time. Similarly, the training time of the ELM-TUCKER [21] and ELM-PARAFAC [21] also higher than the AR-ELM.
The testing performance of the KDD Cup 1999 dataset is shown in the Table 4 . The AR-ELM method has improved performance in terms of accuracy, precision and recall than the other methods basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . The learning rate of the AR-ELM makes the classification process more accurate than the existing methods. Table 5 and Fig 5 provides comparison of training time (in seconds) for two different activation functions such as hardlims and tribas. This training time comparison is made for AR-ELM with three different existing methodologies such as basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . From the Table 5 and Fig 5 conclude that the training time of the satellite dataset is less when compared to the existing methods basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . The training time of the basic ELM [21] is high, because it spends more time in the hidden layer output matrix computation. The fine tuning of the parameters from the tensors helps to reduce the training time of the AR-ELM than the existing methods.
Performance analysis of satellite dataset
The testing performance of the satellite dataset is shown in the Table 4 . The AR-ELM method has improved performance in terms of accuracy, precision and recall than the other methods such as basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . The testing accuracy of the AR-ELM is improved due to its learning rate and elimination of redundant information from the decomposed tensor samples. 
Performance analysis of shuttle dataset
The following Table 7 and Fig 6 provides the comparative analysis of the shuttle dataset for the AR-ELM training time with existing ELM methods such as basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . These ELM methods are developed in four different activation functions such as sigmoid, tanh, hardlims and tribas.
From the Table 7 and Fig 6 shows that the AR-ELM training time for the shuttle dataset is less when compared to the existing methods b basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . Because, the AR-ELM has two levels of tensor decomposition such as TUCKER decomposition and low rank iterative approximation.
The testing performance of the shuttle dataset is shown in the precision and recall than the other methods basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . The elimination of redundant information from the decomposed tensor samples is leads to increase the testing accuracy.
Performance analysis of Letter Recognition dataset
The following Table 9 and Fig 7 provides the comparative analysis of the Letter Recognition dataset for the AR-ELM with existing ELM methods such as basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . This Letter Recognition dataset is analysed in four different datasets such as tanh, tribas, hardlims and sigmoid.
The Table 9 and Fig 7 shows that the AR-ELM training time for the Letter Recognition dataset is less when compared to the existing methods basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . The training time of the basic ELM [21] is high than the other methods. Because, the basic ELM takes more time for processing the huge datasets. Besides, the AR-ELM training time is lesser than the ELM-TUCKER [21] and ELM-PARAFAC [21] , due to its fine tuning and higher level of decomposition over the tensors.
The testing performance of the Letter Recognition dataset is shown in the Table 10 . The AR-ELM method has improved performance in terms of accuracy, precision and recall than the other methods such basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . The learning rate of the AR-ELM improves the testing accuracy during the recognition.
Performance analysis of Mushroom dataset
The [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . Table 11 and Fig 8 conclude that the training time of the Mushroom dataset is less when compared to the existing methods such as basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . Due to the high amount of samples of the mushroom dataset, the training process of the basic ELM [21] takes more time. Similarly, the training time of the ELM-TUCKER [21] and ELM-PARAFAC [21] also higher than the AR-ELM.
The testing performance of the Mushroom dataset is shown in Table 12 . The AR-ELM method has improved performance in terms of accuracy, precision and recall than the other methods basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . Generally, the mushroom dataset has high amount of training samples as 8124 with 22 attributes. Hence, the testing accuracy is enhanced due to the determination of the optimal learning rate.
The proposed AR-ELM was analysed in six different datasets. From the analysis, concluded that the AR-ELM gives better performance than the basic ELM [21] , ELM-TUCKER [21] and ELM-PARAFAC [21] . Because, the existing ELM approach performs only one level of tensor decomposition to decrease the tensor information. But in this AR-ELM better performance is achieved by using two different stages. At first, the tensor was decomposed by using the HOSVD based TUCKER. Then the Bayesian approach and constant compression rate used at second stage of AR-ELM.
The Bayesian approach was used for removing the redundant information from the tensor and constant compression rate was used to achieve parameter reduction rate.
Conclusion
In this paper, an AR-ELM is introduced for a better reduction in training time and improvement in testing accuracy. This AR-ELM has two different stages for obtaining better tensor decomposition and eliminating the redundant information from the decomposed samples. The HOSVD based TUCKER decomposition is utilized in first stage to decompose the tensor. In the second stage, the automotive rank selection is used to eliminate the redundancy from the decomposed samples by using the Bayesian approach. Besides, output weights from the constant compression rate is utilized for better training of the ELM. The proposed AR-ELM is analyzed by using six different datasets such as MNIST handwritten dataset, KDD Cup 1999 dataset, Satellite dataset, Shuttle dataset, Letter Recognition dataset and Mushroom dataset. The AR-LVM is compared with some of the existing methodologies such as basic ELM, ELM-TUCKER and ELM-PARAFAC. The AR-LVM shows better performance when compared to the existing methodologies. The training time of the AR-ELM methodology with Tribas activation function is 356.48 for mushroom dataset, it is less than the basic ELM, ELM-TUCKER and ELM-PARAFAC that are 412.883, 388.762 and 385.128 respectively. In the future, the training time and testing accuracy can be improved by increasing the variety of matrix/tensor decompositions in the compression step.
