Diabetic retinopathy (DR) and diabetic macular edema are common complications of diabetes which can lead to vision loss. The grading of DR is a fairly complex process that requires the detection of fine features such as microaneurysms, intraretinal hemorrhages, and intraretinal microvascular abnormalities. Because of this, there can be a fair amount of grader variability. There are different methods of obtaining the reference standard and resolving disagreements between graders, and while it is usually accepted that adjudication until full consensus will yield the best reference standard, the difference between various methods of resolving disagreements has not been examined extensively. In this study, we examine the variability in different methods of grading, definitions of reference standards, and their effects on building deep learning models for the detection of diabetic eye disease. We find that a small set of adjudicated DR grades allows substantial improvements in algorithm performance. The resulting algorithm's performance was on par with that of individual U.S. board-certified ophthalmologists and retinal specialists.
Introduction
Diabetic retinopathy (DR) and diabetic macular edema (DME) are common complications of diabetes which can lead to vision loss. There are several methods for assessing the severity of diabetic eye disease, such as the Early Treatment Diabetic Retinopathy Study (ETDRS) Grading System [1] , the Scottish Diabetic Retinopathy Grading System [2] , and the International Clinical Diabetic Retinopathy (ICDR) disease severity scale [3] . The ICDR scale is one of the more commonly used grading rubrics and consists of a 5 point grade for DR -no, mild, moderate, severe, and proliferative.
The grading of DR is a fairly complex process that requires the detection of fine features such as microaneurysms (MA), intraretinal hemorrhages, and intraretinal microvascular abnormalities (IRMA). Because of this, there can be a fair amount of grader variability [1, 4, 5] . This is not surprising as grader variability is a well-known issue with human interpretation of imaging in other medical fields such as radiology [6] or pathology [7] .
There are different methods of obtaining the reference standard and resolving disagreements between graders. One method consists of taking the majority decision from a group of three or more independent graders. Another method consists of having a group of two or more graders work independently and then having a third generally more senior grader arbitrate disagreements, with the senior graders decision serving as the reference standard. Lastly, it is also common to have a group of three or more graders grade independently and then discuss disagreements until there is full consensus on the final grade. It is usually accepted that adjudication until full consensus will yield the best reference standard, but the difference between various methods of resolving disagreements has not been examined extensively.
Deep learning [8] is a family of machine learning techniques that allows computers to learn the most predictive features directly from images, given a large dataset of labeled examples, without specifying rules or features explicitly. It has also been applied recently in medical imaging, producing highly accurate algorithms for a variety of classification tasks, including melanoma [9] and diabetic retinopathy (DR) [10, 11] . Because the network is trained to predict labels that have been paired with the images, it is imperative that the labels accurately represent the state of disease found in the image, especially for the evaluation sets (e.g. tuning and external validation/test sets).
In this study, we examine the variability in different methods of grading, definitions of reference standards, and their effects on building deep learning models for the detection of diabetic eye disease.
Methods

Datasets
In this work, we build upon the datasets used by Gulshan et al. [10] for algorithm development and validation. The development dataset used consists of images obtained from the EyePACS clinics and three eye hospitals in India (Aravind eye hospital, Sankara Nethralaya, and Narayana Nethralaya) among patients presenting themselves for diabetic retinopathy screening. While Gulshan et al. [10] used only macula-centered images for development, in this work we also use temporal-and disc-centered field of view images, and in addition use more patient data acquired from the EyePACS clinics (see Table 1 for distributions). The clinical validation datasets used in Gulshan et al. [10] are also used as part of the development set. These consist of images from the Eye-PACS clinics and the publicly available Messidor 2 dataset [12, 13] . All images were deidentified according to Health Insurance Portability and Accountability Act Safe Harbor prior to transfer to study investigators. Ethics review and institutional review board exemption was obtained using Quorum Review IRB.
For clinical validation, further macula-centered images were acquired from the Eye-PACS clinics (imaged between May-October 2015). A variety of cameras were used, including Centervue DRS, Optovue iCam, Canon CR1/DGi/CR2, and Topcon NW using 45 fields of view. EyePACS images were acquired as a part of routine clinical care for diabetic retinopathy screening. These did not overlap with any images used in the development dataset.
Grading and Adjudication
There were three kinds of grades used in the development dataset: grading by ophthalmologists, grading by the EyePACS graders, and adjudicated grading by multiple retina specialists. The first grading source was the same as in Gulshan et al. [10] , where each image was independently graded by ophthalmologists (post-residency or trainees in their 4th year). The second source of grades was provided by the EyePACS clinics, graded according to the EyePACS protocol [14] . In the EyePACS protocol, all three images of an eye are graded together and assigned a single grade. For development, we use the grade provided for the entire eye as a grade for each image -while this yielded a noisy label, we still found it helpful in training the algorithm (see Results). These grades were available for all images in the development set obtained from EyePACS. The third type of grades available were obtained on a small subset of images (referred to as the tuning set), using an adjudication protocol. The tuning set consisted of 1,989 images from the EyePACS clinics and 1,748 images from the Messidor-2 set. The images were first independently graded by three fellowship-trained retina specialists and then all disagreements resolved by face-to-face discussions. These adjudicated grades were only used for tuning the algorithm hyperparameters (e.g. image resolution, learning rate) and making model choices (e.g. network architectures), but not for training the model parameters.
The test set was graded using the same adjudication protocol the tuning set (faceto-face adjudication by three retina specialists). In addition, the test set was graded by three ophthalmologists (distinct from the retina specialists who adjudicated the test set), in order to measure the performance of the ophthalmologists relative to the algorithm in an unbiased setting. After grading, all disagreements between the adjudicated consensus of retinal specialists and majority decision of the ophthalmologists were reviewed manually by a retinal specialist, who also assigned a likely reason for the discrepancy.
Algorithm
Our deep learning algorithm for predicting diabetic retinopathy and diabetic macular edema builds upon the architecture used in Gulshan et al. [10] , which we first provide a summary of for sake of completion. Gulshan et al. trained a convolutional neural network [15] for predicting multiple binary predictions, such as moderate or worse diabetic retinopathy, referable diabetic macular edema, or gradability of image. The input to the neural network is an image of a fundus, and through the use of many stages of computation, parameterized by millions of numbers, the network outputs a real-valued number between 0 and 1 for each of those binary predictions, indicating how confident it is that the image falls in the referable category.
The parameters of a neural network are determined by training it on a dataset of fundus images. Repeatedly, a model is given an image with a known severity rating for diabetic retinopathy, and the model predicts its confidence in diabetic retinopathy, slowly adjusting its parameters over the course of the training process in order to become more accurate. The network used in Gulshan et al. was an Inception-v3 model [16] , pre-trained on the ImageNet [17] dataset to speed up training. The model was trained via distributed stochastic gradient descent and evaluated periodically on a tuning dataset throughout the training process. The tuning dataset was used to determine model hyperparameters (parameters of the model architecture that cannot be trained with gradient descent). Finally, Gulshan et al. created an ensemble of models, training 10 such Inception-v3 models and combining their predictions, which improves performance and robustness.
Algorithmic Improvements
Compared to Gulshan et al., we make a number of improvements to the core neural network. First, we trained our model on a much larger set of images, obtained from the teleophthalmology provider EyePACS [18] . Since it would be prohibitively expensive to re-label all of these images with US-licensed ophthalmologists (as done in Gulshan et al.), we also use labels determined by the EyePACS grading centers to train our diabetic retinopathy classifier. In order to use both our ophthalmologist grading and the EyePACS grading effectively, we treat the labels obtained from these two independent sources as separate prediction targets, i.e. we train our model to predict both an EyePACS grade for diabetic retinopathy and a grade determined by our own labeling procedure, if present.
Using this larger training set, we performed a more extensive search for wellperforming hyperparameters using a gaussian process bandit algorithm [19] . One significant change in model hyperparameters that resulted is an increase in the resolution of input images: the model used in this work has an input resolution of 779 x 779 pixels, a large increase over the 299 x 299 pixels used in Gulshan et al. This has the effect of increasing the effective resolution as which lesions are seen. For example, a microaneurysm or small hard exudate might occupy only one pixel or less within a 299 x 299 image [20, 21] , but at this higher resolution, it would occupy roughly 3.4 x 3.4 pixelsstill small, but more than 10 times the area.
Other significant changes include upgrading our model architecture from Inception-v316 to Inception-v4 and predicting a 5-class rating for diabetic retinopathy (Gulshan et al. only predicted binary referables).
Evaluation
One advantage of using a machine learning-based system to predict diabetic retinopathy is that it explicitly outputs a confidence in the range [0,1] for each image. By applying a threshold to this confidence to determine referability, we can tune the algorithms sensitivity and specificity based on a particular use case -as one lowers the threshold, the algorithm becomes more sensitive, but less specific. Performance across many different thresholds is depicted in a receiver operating curve (ROC), and is summarized with the area under the curve (AUC). The primary evaluation of our model is thusly AUC for different levels of diabetic retinopathy (e.g. AUC for predicting moderate and above diabetic retinopathy). In addition, for some experiments on 5-class prediction, we evaluate using the quadratic-weighted Cohens kappa [22] . The decision criterion for predicting 5-class DR severity is based on a series of thresholds: if the predicted probability of proliferative DR is above a threshold (determined to reach a target sensitivity of on the tuning set), the algorithms prediction is proliferative DR. If not, then a separate threshold is applied to the algorithms prediction for severe DR or worse to determine whether the algorithm predicts severe DR, and so on down to mild DR. If none of predicted probabilities pass their corresponding threshold, no DR is predicted.
Results
Grading and Adjudication
The baseline characteristics of the development and clinical validation datasets are described in Table 1 . The training portion of the development set consisted of over 1.6M fundus images from 238,610 unique individuals. The tune portion of the development set consisted of adjudicated grades for 3,737 images from 2,643 unique individuals. The clinical validation set consisted of 1,958 photos from 998 unique individuals. Compared to the clinical validation set, the development set had a slightly higher proportion of abnormal images.
A comparison of the grades generated by the majority decision of the retinal specialists in the panel before adjudication against the adjudicated reference standard is outlined in Table 2 . Most grades remained within 1 step of each level of severity. For DR, there were 27 instances (1.5% of images) where the difference was two steps, and none that were three or more. Adjudication more often yielded new grades with higher levels of severity. The weighted-kappa score for the grade determined by the majority decision of retinal specialists and by adjudication was 0.91 (Table 3) .
To better characterize the difference in each retinal specialists pre-adjudication grade and the adjudicated consensus for detecting moderate and above diabetic retinopathy, we measured the sensitivity and specificity of the each specialist. While all three specialists were very specific ( 99%), sensitivity ranged from 74.4-82.1%, corresponding to weighted-kappa scores of 0.82-0.91. The majority decision of the panel of three retina specialists showed higher sensitivity (88.1%) than grades from individual specialists (Table 3) , leaving 11.9% of further cases with moderate or above DR that required the adjudicated consensus to detect.
In addition to having retinal specialists grade and adjudicate the clinical validation datasets, we also had three U.S.-board certified ophthalmologists grade the same set (Table 4 ). Quadratic-weighted kappa values were generally good (0.80-0.84), but somewhat lower for ophthalmologists than for the retina specialists ( Table 5 ). The majority decision of the ophthalmologists yielded higher agreement (weighted kappa: 0.87) than individual ophthalmologists alone. Disagreements were more common in cases where the adjudicated consensus yielded referable disease (Figure 1) .
In-person face-to-face adjudication sessions of the three retina specialists yielded considerable insights in the grading process. First, image artifacts, especially those resembling typical pathology such as microaneurysms, were a common source of disagreement. This was carried over many images, as artifacts are often caused by consistent lens defects. The adjudication process was critical in correcting these errors. Additionally, there was initial subjective variance in exact definition of grades and de facto boundaries between grades at the outset of the adjudication process. While traditional grading definitions are fixed, it became very clear that there are gray areas and significant variance within these definitions, which caused initial disagreement. Once all three retina specialists converged on a more precise set of definitions, staying within but also refining the traditional definitions, initial disagreements were reduced over time.
Overall, each of the retina specialists voiced that the precision used in the adjudication process was above that typically used in everyday clinical practice. A summary of the causes of errors in the non-adjudicated grades generated from the majority decision of the ophthalmologists is presented in Table 6 . The most common causes were missed microaneurysms (36%), artifacts (20%), and disagreement regarding whether a lesion was an MA or a hemorrhage (16%). 36 out of 193 disagreements differed by at least two grades (e.g. no DR vs. moderate or moderate vs. proliferative). Overgrading, i.e. cases where the majority decision of the ophthalmologists was more severe than the final adjudicated grade, accounted for 14 (7.3%) of the disagreements, while undergrading accounted for 22 (11.4%) of the cases.
Model Results
We show our main results in Table 7 , comparing performance of our model and its improvements using either the majority decision and adjudicated grades as the reference standard. When using majority decision as the reference standard, increasing image resolution shows no clear effect on predicting mild or worse DR (Figure 2 ). However, when using adjudicated grades, increasing resolution improves the models AUC from 0.930 to 0.986 for mild or worse DR. However, increasing resolution beyond roughly 500 x 500 pixel input seemed to have marginal performance gains. Another benefit of evaluating with adjudicated grades is in reduced metric variability, where one can observe significantly reduced metric variance (confidence intervals) across all input resolutions.
We illustrate the performance of our final model using the adjudicated consensus as the reference standard in Table 8 . On 5-class DR prediction, our model achieved a quadratic-weighted kappa of 0.84, which is on par with the performance of individual ophthalmologists and retinal specialists. There were 257 disagreements between the adjudicated consensus and the model. Out of the 56 (21.8%) disagreements that were two or more steps, 53 (20.6%) were the result of overgrading, i.e. the model predicted a higher grade than the adjudicated consensus, and 3 (1.2%) resulted from undergrading.
In addition to 5-point grading analysis for DR, we also demonstrate the models performance in binary classification tasks. Figure 3 summarizes the models performance as well as that of the ophthalmologists and retinal specialists in detecting mild or worse DR, moderate or worse DR, severe or worse DR, and proliferative DR. For all of these classification tasks, the algorithms performance was roughly on par with that of individual ophthalmologists and retinal specialists. For mild or worse DR the algorithm had a sensitivity of 0.970, specificity of 0.917 and AUC of 0.986.
Discussion
Deep learning has garnered much attention recently due to it ability to create highly accurate algorithms from large datasets of labeled data without feature engineering. However, care must be taken to evaluate these algorithms against as high-quality ground truth labels as possible. In previous work [10] , we used majority decision as the way of generate the ground truth. This works suggests that adjudication provides a more rigorous reference standard, especially for the identification of artifacts and missed microaneurysms. However, adjudication is costly. We demonstrate that by adjudicating a small subset (0.22%) of the training image grades for the tune set, we are able to significantly improve model performance without adjudicating the entire training corpus of images. The resulting models performance was roughly on par with that of individual ophthalmologists and retinal specialists. Using adjudication as the reference standard also improves algorithm development, allowing us to see an improvement in AUC when using higher-resolution images as input and reduced metric variability during training. Development Clinical Table 3 . Agreement between each retina specialist and the adjudicated reference standard on the Validation dataset. Retina specialists correspond to those who contributed to the final adjudicated reference standard. Sensitivity and specificity metrics reported are for moderate or worse DR and Referable DME. Agreement between the pre-adjudication 5-point DR grade and the final adjudicated grade is also measured by the quadratic-weighted kappa. Since DME classification is binary, the quadratic-weighted kappa and kappa yield the same number. Table 5 . Agreement between ophthalmologists graders with the adjudicated reference standard on the Validation dataset. Sensitivity and specificity metrics are for moderate or worse DR and referable DME for each grader. Agreement between the adjudicated grade and the 5-point scale is also measured by the quadratic-weighted kappa. Since DME classification is binary, the quadratic-weighted kappa and kappa yield the same number. Table 6 . Reasons for difference between adjudication of retinal specialist and majority decision from ophthalmologist graders. Disagreements between the adjudicated consensus and majority decision were examined and characterized by a retinal specialist. Positive numbers denote that the adjudication grade was more than the majority decision of ophthalmologist grade, and viceversa for negative numbers. Fig. 3 . Comparison of the algorithm, ophthalmologists, and retinal specialists using the adjudicated reference standard at various DR severity thresholds and DME. The algorithms performance is the blue curve. The three retina specialists are represented in shades of orange/red and the three ophthalmologists are in shades of blue. n=1,813 fully gradable images. Table S1 . Comparison of combined retina specialist and ophthalmologist grades versus adjudicated grades from retina specialists. Confusion matrix for DR and DME where the grade is determined by either the majority decision of all six retina specialists and ophthalmologists or is the adjudicated consensus of the retinal specialists. Fig. S1 . STARD diagram for DR. Fig. S2 . STARD diagram for DME.
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