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Abstract
We perform a systematic study of S-duality for N = 2 supersymmetric non-linear
abelian theories on a curved manifold. Localization can be used to compute certain
supersymmetric observables in these theories. We point out that localization and S-
duality acting as a Legendre transform are not compatible. For these theories S-duality
should be interpreted as Fourier transform and we provide some evidence for this. We
also suggest the notion of a coholomological prepotential for an abelian theory that
gives the same partition function as a given non-abelian supersymmetric theory.
1
Contents
1 Introduction 3
2 N = 2 theory on curved manifolds 5
2.1 N = 2 supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Cohomological description . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Ward identities and localization . . . . . . . . . . . . . . . . . . . . . . . . . 9
3 S-duality for abelian N = 2 theory 12
3.1 N = 2 supersymmetric theory . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 S-duality in cohomological variables . . . . . . . . . . . . . . . . . . . . . . . 13
4 Non-linear N = 2 theory 17
4.1 S-duality in the non-linear theory . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Gravitational corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5 S-duality in cohomological variables 20
5.1 Naive derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.2 S-duality as Fourier transform . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.3 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.3.1 S4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.3.2 CP2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6 Effective N = 2 abelian theory 31
7 Summary 34
A Notations for spinors 37
B N = 2 rigid supergravity 37
C N = 2 chiral and vector multiplets 38
C.1 Chiral multiplet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
C.2 Anti-chiral multiplet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
C.3 Vector multiplet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
D Cohomohological description of chiral multiplet 42
2
E Legendre transform 44
F Fourier transform 46
1 Introduction
Equivariant localization of quantum field theories on compact manifolds has gained consid-
erable attention since [1] (for a review of the field see [2]). The localization technique was
widely applied to 2D-7D supersymmetric theories on different manifolds that additionally ad-
mit some torus action. In this respect two issues need to be addressed: the first problem is to
construct supersymmetric field theories on various spaces and to determine which geometri-
cal properties are necessary for supersymmetry. This problem is mainly within classical field
theory. The second issue is the implementation of localization for a given supersymmetric
problem and involves determining the localization locus and calculating certain superdeter-
minants. This appears to be hard in four and higher dimensions where the path integral is
often dominated by highly singular configurations that are hard to control on compact man-
ifolds. For example, Pestun’s result on S4 [1] is largely conjectured by arguing that the path
integral is dominated by point-like instantons at the north pole and point-like anti-instantons
at the south pole. This should be contrasted with the calculation of the Nekrasov partition
function on C2 [3, 4] (see also earlier works [5–8]) where a well-defined moduli space exists
and there is good control (both physical and mathematical) over the singular configurations.
Thus a foremost open problem in localizing on compact manifolds in 4D (and higher dimen-
sions) is how to define and control the localization locus. In this work, instead of tackling
this issue directly, we will approach it from a radically different angle.
This paper is the logical continuation of two our previous works [9] and [10] where we
studied N = 2 supersymmetric 4D Yang-Mills on a curved manifold that admits a Killing
vector with isolated fixed points. We constructed Killing spinors, defined the correspond-
ing supersymmetry transformations and presented a supersymmetric action. Moreover, by
rewriting the theory in appropriate cohomological variables, we showed that it is a gen-
eralization of the equivariant Donaldson-Witten theory involving a generalized notion of
self-duality for two forms. The main geometrical data defining the theory is a Killing vector
field with isolated fixed points and an assignment of either a plus or minus label to every
fixed point. To every neighborhood of a plus fixed point we associate self-dual two forms and
to to every neighborhood of a minus fixed point we associate anti-self-dual two forms. Using
the Killing vector field we glue these local bundles in one global sub-bundle of two forms.
The localization locus of this theory is controlled by this generalized notion of self-duality
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and the corresponding PDEs are transversely elliptic. In [10] we studied the formal aspects
of the transverse ellipticity and its significance for the gauge theory. At the moment however
we do not have a good analytical control of the PDEs that are responsible for the localization
locus, hence we can only conjecture the final answer for the partition function of the theory.
If the manifold is simply connected we believe that there are two types of contributions to
the path integral: point-like instantons attached to plus fixed points (and point-like anti-
instantons attached to minus fixed points) and fluxes which are controlled by H2(M,Z). The
final conjectured answer for the partition function can be written schematically as follows
Z =
∑
ki
∫
da e
2π
p∑
i=1
1
ǫiǫ
′
i
F insNekr
(
ia+ki,Λ,ǫi,ǫ′i
)
+2π
l∑
i=p+1
1
ǫiǫ
′
i
F
anti−ins
Nekr
(
ia+ki,Λ,ǫi,ǫ′i
)
. (1)
Here we consider a manifoldM admitting a T 2-action and (ǫi, ǫ
′
i) characterize the equivariant
data for each fixed point i. There are p plus fixed points and (l−p) minus fixed points. The
overall sum over ki in front of the integral is due to fluxes controlled by H
2. For every fixed
point we put a contribution of the Nekrasov partition function
ǫ1ǫ2
2π
logZNekr = FNekr = F
SW +O(ǫ) .
Finally Λ (or Λ) controls the instanton (or anti-instanton) expansion. Versions of formula
(1) have been discussed previously in the context of equivariant Donaldson-Witten theory
for non-compact toric surfaces [11–14], in the compact toric case [15–19], and in the context
of dimensional reduction from 5D to 4D [20].
In this work we take the expression (1) for granted and study its structural properties.
For example, we know that on R4 the leading term FSW is the Seiberg-Witten effective
prepotential which enjoys S-duality. So a natural question is how S-duality acts on the answer
(1). For this we will first study how S-duality acts on an abelian supersymmetric theory (both
linear and non-linear) on a curved manifold and investigate the relation between S-duality
and supersymmetry. We will then argue that the localization formula (1) is compatible with
S-duality, provided that this acts by a Fourier transform of each fixed point contribution.
The leading term for small ǫ of the Fourier transform being the Legendre transform one
recovers the usual result for FSW . This is in agreement with earlier studies of the modularity
properties of the Nekrasov partition function for arbitrary ǫ’s. Indeed the relation between
S-duality at finite ǫ’s and the Fourier transform was suggested in [21]. This idea was further
developed in [22] based on the explicit study [23] (also see [24] for a nice summary of the
problem).
We also suggest that for a non-abelian supersymmetric theory (1) one can construct a
non-linear U(1) theory that has exactly the same partition function. This theory depends
4
on an effective cohomological prepotential defined as
F(A,Λ, χequiv, σequiv) , (2)
where A is superfield and all other parameters are replaced by appropriate equivariant co-
homology classes including the instanton counting parameter. The zero form component of
Λ approaches Λ at some fixed points and Λ at other fixed points. Here χequiv and σequiv are
respectively the Euler and the signature equivariant classes. The object (2) is related to the
Nekrasov partition function and the whole construction is compatible with S-duality acting
as the Fourier transform.
The paper is organized as follows: in section 2 we review some facts from [9] about the
construction ofN = 2 supersymmetric non-abelian gauge theory on a manifold that admits a
Killing vector field with isolated fixed points. In particular we stress the use of cohomological
variables in the description of the theory. We discuss supersymmetric observables and the
Ward identities relating them. In section 3 we concentrate on the abelian version of the
theory and explain how S-duality works on a curved manifold. We argue that S-duality
is compatible with supersymmetry. We present arguments both in terms of physical fields
and of cohmolological variables. Section 4 is devoted to the supersymmetric version of non-
linear U(1) theory. Again the main focus is to explain how classical S-duality relates to
supersymmetry. We also comment on the structure of the gravitational corrections and their
cohomological description. In section 5 we consider the cohomological description of S-duality
for the non-linear U(1) theory. We point out that S-duality acting as a Legendre transform
is not compatible with the structure of the partition function obtained via localization. As
a way to resolve this puzzle we suggest that S-duality should act as a Fourier transform. We
consider two examples: S4 and CP2. In section 6 we try to summarize all our discussion
and suggest the notion of a cohomological effective prepotential which is supposed to encode
the dynamics on the curved manifold. We discuss the possible physical interpretation of
this object. Section 7 concludes the paper with a summary of the results and a list of
open questions, we also briefly comment on the relation between the Fourier transform and
the blowup equation for the Nekrasov function. At the end of the paper there are a few
appendices with some technical exposition.
2 N = 2 theory on curved manifolds
In this section we review relevant results from [9] and set up the notation we will use. We
focus on the N = 2 vector multiplet with non-abelian gauge group (keeping in mind U(N)
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as the main example). Nevertheless many considerations can be extended to theories with
matter, see [25].
2.1 N = 2 supersymmetry
A 4DN = 2 vector multiplet contains the gauge field A, a complex scalarX , an auxiliary real
scalar SU(2)R tripletDij and gauginos λiα, λ
i
α˙ which are in fundamental of SU(2)R. Consider
a Riemannian spin manifold (M, g) admitting a smooth real Killing vector v with isolated
fixed points and let s, s˜ be two smooth functions, invariant along v and such that ||v||2 = ss˜.
We can then place on M a N = 2 supersymmetric gauge theory preserving at least one
supercharge (see appendices B and C for a review of rigid N = 2 supergravity). Note that
at each fixed point either s vanishes (we refer to them as − fixed points) or s˜ vanishes (we
refer to them as + fixed points). Using these geometrical data one can construct Killing
spinors and associated supercharges and write a supersymmetric Lagrangian L:
(4π)L vol = Tr
( i
2
[
τF+ ∧ F+ + τF− ∧ F−
]
− 2Im(τ)
[
F+ ∧W+X − F− ∧W−X
]
+Im(τ)
[
W+ ∧W+X
2
−W− ∧W−X2
]
+
+Im(τ)
[
4(Dµ + 2iGµ)X (Dµ − 2iGµ)X −
1
2
DijDij − 4
(R
6
−N
)
XX
]
vol
+Im(τ)
[
iλiσ
µ
(
Dµ+ iGµ
)
λ
i
+ iλ
i
σµ
(
Dµ− iGµ
)
λi
]
vol
)
. (3)
Here F is the field strength for A and τ is defined as
τ =
θ
2π
+
4πi
g2YM
. (4)
This Lagrangian also depends on background supergravity fields: the metric g, a one form G,
a two form W , a scalar N and a connection for SU(2)R. All these supergravity backgrounds
are determined by v and s, s˜. We refer the readers to [9] for their definitions and detailed
expressions. The Lagrangian is invariant (up to boundary terms) under supersymmetric vari-
ations that involve the Killing spinors as parameters. The supersymmetry transformations
square to a translation along v, an SU(2)R-transformation and a gauge transformation.
2.2 Cohomological description
The formulation of the supersymmetric gauge theory presented in the previous subsection
is very obscure from the geometrical point of view. Moreover, the background supergravity
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fields depend from data whose variation does not change the value of supersymmetric observ-
ables. It is instructive to give a cohomological reformulation of the theory which generalizes
the equivariant Donaldson-Witten theory. Using the Killing spinors and other geometrical
data we can write an invertible map from the N = 2 vector multiplet (A,X,X,Dij, λi, λ
i
)
into another set of fields (A,Ψ, φ, ϕ, η, χ,H). The new set of fields (A,Ψ, φ, ϕ, η, χ,H) in-
cludes a connection A, an odd one-form Ψ, two even zero-forms φ and ϕ, one odd zero form
η, and two forms χ and H that are odd and even respectively. All these fields except A
are in the adjoint of the gauge group. Moreover P+ω χ = χ and P
+
ω H = H with P
+
ω being a
generalization of the self-duality projector (see (7) below). The two scalars (φ, ϕ) are related
to the complex scalar X in the vector multiplet as follows
φ = s˜X + sX , ϕ = −i(X −X) , (5)
using which one can borrow the reality conditions from the physical theory. Note that
because the definitions of φ and ϕ involve both X and X the notions of holomorphicity in
the physical and cohomological variables are not simply related. In the new cohomological
variables the supersymmetry transformations become 1
δA = Ψ ,
δΨ = ιvF + dAφ ,
δφ = ιvΨ ,
δϕ = η , (6)
δη = LAv ϕ− [φ, ϕ] ,
δχ = H ,
δH = LAv χ− [φ, χ] ,
where F = dA+A2, dA = d+ [A, ] and the covariantized Lie derivative L
A
v = dAιv + ιvdA =
Lv + [ιvA, ]. The transformations square to the Lie derivative and a gauge transformation
with parameter (φ−ιvA). This cohomological field theory formally looks like the equivariant
extension of the Donaldson-Witten theory with one important difference, the definition of
self-duality on two forms. In the presence of the vector field v it is possible to define a
subbundle of Ω2(M) of rank 3 that looks in the neighborhood of + fixed points as self-dual
two forms and in the neighborhood of − fixed points as anti-self dual two forms. This
1 When discussing the cohomological theory we use the conventions in [10] that differ from those of [9].
In particular δ2 = Lv − [φ − vµAµ , ] instead of δ2 = iLv − i[φ+ ivµAµ , ]. This eliminates factors of i in
many formulas.
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subbundle can be defined by means of the following projector
P+ω =
1
1 + cos2 ω
(
1 + cosω ⋆− sin2 ω
κ ∧ ιv
ιvκ
)
, (7)
where the one form κ = g(v) and
cosω =
s− s˜
s+ s˜
. (8)
This projector is well-defined at the fixed points and is naturally related to supersymmetry
onM . There are alternative ways to describe this projector and the corresponding subbundle
of two forms, see [9] for further details. The case when all fixed points are plus (or minus)
corresponds to the equivariant Donaldson-Witten theory.
If we want to localize, we need to add additional fields to deal with the gauge symmetry,
(c, c, b): ghost, anti-ghost and a Lagrangian multiplier. The resulting cohomological theory
is controlled by a transversely elliptic complex (see [10]) and the corresponding localization
locus is described in terms of transversely elliptic PDEs (or various deformations thereof). It
is hard to say something definite about the localization locus beside a general conjecture that
the path integral is dominated by point like (anti)-instantons and fluxes when the manifold
is simply connected.
Leaving aside the complications related to the details of the localization locus we can make
many observations on general grounds. One key comment is that the action (3) rewritten in
cohomological variables has the following structure∫
M
4πL vol =
∫
M
Tr(φ+Ψ+ F )2(Ω0 + Ω2 + Ω4) + δ(...) , (9)
up to BRST-exact terms. The multi-form Ω = (Ω0 + Ω2 + Ω4) is defined as follows
Ω0 =
τs + τ s˜
s+ s˜
,
Ω2 = −(τ − τ )
s− s˜
(s+ s˜)3
dκ− 2
(τ − τ)
(s+ s˜)3
κ ∧ d(s− s˜) , (10)
Ω4 = 3(τ − τ )
s− s˜
(s+ s˜)5
dκ ∧ dκ+ 12
(τ − τ)
(s+ s˜)5
κ ∧ dκ ∧ d(s− s˜) ,
and it is closed under dv = d + ιv. Up to BRST-exact terms the action depends only on
the class Ω = Ω0 + Ω2 + Ω4 in Hequiv(M). In the next subsection we discuss the formal
consequences of this observation.
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2.3 Ward identities and localization
In this subsection we would like to explore general aspects of localization and Ward identities.
This discussion is formal and it is applicable to a wide class of theories in different dimensions.
It allows us to discuss the general features of equivariant theories independently from the
concrete PDEs which describe their localization locus.
Following the terminology from [5] we concentrate on the “holomorphic” part of the
cohomological theory (6) which is defined by the following transformations
δA = Ψ ,
δΨ = ιvF + dAφ , (11)
δφ = ιvΨ .
It is natural to combine these transformations as
δ
(
φ+Ψ+ F
)
= (dA + ιv)
(
φ+Ψ+ F
)
, (12)
where F is the field strength for A. If we take any invariant polynomial P on the corre-
sponding Lie algebra then
δ P [φ+Ψ+ F ] = (d+ ιv) P [φ+Ψ+ F ] , (13)
which we can multiply by any equivariantly closed form Ω = Ω0 + Ω2 + Ω4
dv
(
Ω0 + Ω2 + Ω4
)
= 0 , (14)
where dv = d+ ιv. As result we construct a collection of differential forms that satisfy
(δ − dv)
(
P [φ+Ψ+ F ]Ω
)
= 0 . (15)
Let us consider a concrete choice of invariant polynomial and define
Tr(φ+Ψ+ F )2(Ω0 + Ω2 + Ω4) = ω0 + ω1 + ω2 + ω3 + ω4 = ω(x) , (16)
where the forms ωi are
ω0 = Tr(φ
2)Ω0 ,
ω1 = Tr(2Ψφ)Ω0 ,
ω2 = Tr(φ
2)Ω2 + Tr(2φF +Ψ
2)Ω0 , (17)
ω3 = Tr(2Ψφ)Ω2 + Tr(2ΨF )Ω0 ,
ω4 = Tr(F
2)Ω0 + Tr(2φF +Ψ
2)Ω2 + Tr(φ
2)Ω4 .
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The symmetry property (15) implies the following descent relations
δω0 = ιvω1 , (18)
δω1 = dω0 + ιvω2 , (19)
δω2 = dω1 + ιvω3 , (20)
δω3 = dω2 + ιvω4 , (21)
δω4 = dω3 . (22)
If we are interested in observables (objects annihilated by the BRST differential δ) then the
only local observable is ω0(xi) where xi is one of the fixed points. The observable∫
γ
ω1 (23)
is supersymmetric if the one-cycle γ is invariant under our action (i.e. it is along v) and
so on. Hence we construct observables as integrals of ωi over invariant i-cycles. The top
observable is given by∫
M
(
Tr(F 2)Ω0 + Tr(2φF +Ψ
2)Ω2 + Tr(φ
2)Ω4
)
, (24)
and this is exactly the observable which appears in (9) for a specific choice of Ω. All
observables depend only on the cohomology class of (Ω0 + Ω2 + Ω4) within Hequiv(M).
The next question to ask is if there are any non-trivial relations between the expectation
values of these observable, any Ward identities that relate them. We assume the following
property of the path integral ∫
δ
(
...eS
)
= 0 , (25)
where S is some δ invariant action. Now consider the collection of forms ω(x) defined in (16)
satisfying (δ − dxv)ω(x) = 0 (here the upper script x indicates on which variable dv acts).
Thus we get the following collection of Ward identities
dxv〈ω(x)〉 = 0 ,
(dxv + d
y
v)〈ω(x)ω(y)〉 = 0 , (26)
(dxv + d
y
v + d
z
v)〈ω(x)ω(y)ω(z)〉 = 0 , etc.
Here we understand the correlator 〈ω(x)〉 as an element of Ω•(M), the correlator 〈ω(x)ω(y)〉
as an element of Ω•(M × M) etc. In these Ward identities the equivariant differential is
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defined with respect to a diagonal action on the factors. For example if v corresponds to
a T 2-action on M then the differential (dxv + d
y
v) corresponds to T
2 action on M ×M (T 2
acts identically on two factors). Assuming that we deal with equivariantly closed smooth
differential forms we apply the localization theorem and get∫
M
〈ω4(x)〉 = 2π
∑
i
1
ǫiǫ′i
〈ω0(xi)〉 (27)
∫
M×M
〈ω4(x)ω4(y)〉 = (2π)
2
∑
i,j
1
ǫiǫ
′
iǫjǫ
′
j
〈ω0(xi)ω0(xj)〉 etc. (28)
Here xi are fixed points on M and (ǫi, ǫ
′
i) can be read off from the local action of T
2 at xi.
Thus we can expect that
〈
e
∫
M
ω4
〉
=
〈
e
2π
∑
i
1
ǫiǫ
′
i
ω0(xi)
〉
. (29)
These formal Ward identities lead to localization, although they do not help to carry out
concrete calculations.
In the logic presented above there is a loophole, namely the assumption that that the
correllator 〈ω(x)ω(y)〉 is a smooth differential form onM×M . Actually it is more natural to
expect that this correlator is a distribution onM×M with some δ-function like behaviour on
the diagonal x = y. We would expect that the correlator 〈ω(x)ω(y)〉 is a smooth differential
form away from the diagonal. However removing the diagonal from M ×M makes the space
non-compact and one cannot apply the localization argument directly to this non-compact
space. There are two possible scenarios and which one is realized may depend on the details
of the theory. The first possibility is that the singularity on the diagonal is rather mild
and the left hand side of (28) (the integration of the top form of the two point correlator)
is well-defined without any additional contact terms. In this situation we would expect
that localization still works and the result (28) holds true. The second scenario involves the
analysis of possible contact terms on the diagonal. However if we require that supersymmetry
is preserved, then the contact term on the diagonal should be supersymmetric by itself and
thus can be localized on the diagonal by itself. Let us illustrate this schematically. Consider
the combination
〈ω(x)ω(y)〉 − 〈ω2(x)〉G(x− y) , (30)
where we have assumed that the contact term has this structure with G(x− y) being a top
form concentrated on the diagonal (some sort of δ-function) with the property
∫
dy G(x−y) =
11
1. If we assume that the combination (30) is a smooth form on M ×M then we can apply
localization and the result will look as follows∫
M×M
〈ω4(x)ω4(y)〉 = (2π)
2
∑
i,j
1
ǫiǫ′iǫjǫ
′
j
〈ω0(xi)ω0(xj)〉+ 2π
∑
i
1
ǫiǫ′i
〈ω20(xi)〉 , (31)
where we localized both on M ×M and on M for the second term in (30). The present
ansatz (30) is ad hoc but the important property is that the contact term is supersymmetric
on its own and thus can be localized. The concrete details of possible contact terms may
depend on the theory, however, if we assume that they are supersymmetric then we should
always obtain some version of formula (31).
The present discussion of Ward identities for an equivariant cohomological theory is for-
mal. The main lesson is that unlike in the standard cohomological theory in the equivariant
theory there are additional relations between different observables.
3 S-duality for abelian N = 2 theory
In this section we consider the abelian version of N = 2 theory described in the previous
section. We show that the coupling to rigid supergravity is consistent with S-duality. We
also introduce some concepts and technical tools that will be used in the following sections.
3.1 N = 2 supersymmetric theory
We will start by recasting the abelian version of the Lagrangian (3) in a way suitable to study
S-duality. For this we introduce a chiral multiplet X of weight w = 1 and an anti-chiral
multiplet X also of weight w = 1. Here and in the following we will use the same letter (e.g.
X) to identify both a chiral multiplet and its lowest component. The component expansion
and properties of N = 2 chiral multiplets and vector multiplets in a rigid supergravity
background are reviewed in appendix C.
We consider the supersymmetric quadratic Lagrangian:
L = − i
4π
[
τ
(
T (X2) + 1
2
W−µνW
−µνX2
)
− τ
(
T (X
2
) + 1
2
W+µνW
+µνX
2
)]
, (32)
where T (X2) is the top component of the chiral multiplet whose lowest component is X2
(see (157)). We also introduce a vector multiplet whose components will be denoted via the
subscript D and add the following couplings:
−
i
2π
[
T (XXD) +
1
2
W−µνW
−µνXXD − T (XXD)−
1
2
W+µνW
+µνXXD
]
. (33)
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Using the product rules (157) we can expand the resulting Lagrangian and obtain:
L =
i
8π
(τB+µνB+µν − τB
−µνB−µν) +
i
4π
ǫµνρλ
(
Bµν +XW
+
µν +XW
−
µν
)
∂ρADλ+
−
i
2π
[
τ
(
TX +
1
2
W−µνW
−µνX2
)
− τ
(
TX +
1
2
W+µνW
+µνX
2
)]
+
−
i
2π
(
XDT +X(D
µ + 2iGµ)(∂µ + 2iGµ)XD −XDT −X(D
µ − 2iGµ)(∂µ − 2iGµ)XD
)
+
−
i
2π
(
1
6
R−N
)
(XXD −XXD)−
i
4π
(B+µνW
+µνXD − B
−
µνW
−µνXD) +
−
i
16π
(τDijD
ij − τDijD
ij
)−
i
8π
(DijD
ij
D
−DijD
ij
D
) +
1
4π
(τλiψ
i − τλ
i
ψi)+
+
1
4π
(
λDiψ
i − λiσ
µ(Dµ + iGµ)λ
i
D
− λ
i
D
ψi + λ
i
σµ(Dµ − iGµ)λDi
)
. (34)
The vector multiplet components XD, XD, AD, λD, λD, D
ij
D appear linearly and can be inte-
grated out. This enforces constraints on the X and X multiplets that get shortened to
a vector multiplet according to (166). The final result is the abelian version of the La-
grangian (3) with coupling constant τ .
Alternatively we can integrate T, T , ψ, ψ, B+, B−, D,D that also appear linearly to ob-
tain:
X = −
1
τ
XD , X = −
1
τ
XD ,
λi = −
1
τ
λi
D
, λ
i
= −
1
τ
λ
i
D
,
B+ = −
1
τ
(
dA+
D
−W+XD
)
, B− = −
1
τ
(
dA−
D
−W−XD
)
,
Dij = −
1
τ
Dij
D
, D
ij
= −
1
τ
Dij
D
. (35)
Plugging back we get a Lagrangian for the vector multiplet. Again this will be as in (3) but
now with coupling constant − 1
τ
. Hence we see that S-duality is compatible with coupling to
a rigid supergravity background at least in the case of a free abelian vector multiplet.
3.2 S-duality in cohomological variables
Here we want to reformulate the discussion from the previous subsection in terms of coho-
mological field theory. In our treatment we follow closely ideas from [5] which we generalize
to the case of equivariant cohomological field theory.
As we have reviewed the N = 2 vector multiplet can be mapped to the cohomological
variables (A,Ψ, φ, ϕ, η, χ,H) described in subsection 2.2. Following the terminology from
[5] we can refer to (A,Ψ, φ) as a holomorphic multiplet and the rest of the fields as non-
holomorphic variables. The holomorphic multiplet combines naturally in a superfield (short
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superfield)
AD = φD +ΨD + FD , (36)
where we put the subscript D. This multiplet transforms as follows
δAD = (d+ ιv)AD , (37)
see equation (12). If we consider the cohomological description of the chiral multiplet (see
Appendix D) we can analogously split the multiplet into an holomorphic part and a non-
holomorphic part. The holomorphic part can be combined in a long multiplet
A = φ+Ψ+ F + ρ+D , (38)
where we have forms of all degrees of alternating parity (Ψ and ρ are respectively fermionic
one and three forms) and F is now an arbitrary two form. The supersymmetry acts as
follows on the long superfield
δA = (d+ ιv)A . (39)
We can write the following supersymmetric action
S =
∫
iAAD +
i
2
ΩA2 =
∫
iAAD +
i
2
(Ω0 + Ω2 + Ω4)A
2 (40)
provided that the collection of background forms Ω satisfies
(d+ ιv)(Ω0 + Ω2 + Ω4) = 0 . (41)
Actually if we shift Ω by dvα (assuming that Lvα = 0) the action (40) changes by a δ-exact
term. Thus cohomologically the action (40) depends only on the class of Ω in Hequiv(M).
The action (40) has the following expansion in components
S = i
∫ [
FFD + ρΨD +DφD +
1
2
Ω4φ
2 + Ω2
(
φF +
1
2
Ψ2
)
+ Ω0
(
φD +Ψρ+
1
2
F 2
)]
. (42)
Integrating out φD, ΨD and FD the long multiplet collapses to the short one. The integration
over φD sets D = 0, the integration over ΨD sets ρ = 0 and the integration over FD impose
the constraint that F is the curvature of a line bundle. As usual (see e.g. [26]) the integration
over FD combines a sum over line bundles and an actual integration. After these integrations
we arrive at the following action
S =
i
2
∫
(Ω0 + Ω2 + Ω4)(φ+Ψ+ F )
2 , (43)
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where now only the holomorphic part of the vector multiplet appears. This is an example of
the observable discussed in the previous section.
Alternatively if we integrate out F , ρ and D in the action (40) we obtain the following
relations
φ = −
1
Ω0
φD , (44)
Ψ = −
1
Ω0
ΨD , (45)
F = −
1
Ω0
FD −
Ω2
Ω0
φ = −
1
Ω0
FD +
Ω2
Ω20
φD , (46)
and as result we have
ιvF + dφ = −
1
Ω0
(
ιvFD + dφD
)
. (47)
Let us assume for the moment that Ω−10 is well-defined. If we evaluate the action we get
S =
i
2
∫
−1
(Ω0 + Ω2 + Ω4)
(φD +ΨD + FD)
2 , (48)
where the inverse Ω−1 is understood as follows
−1
(Ω0 + Ω2 + Ω4)
= −
1
Ω0
+
Ω2
Ω20
+
Ω4
Ω20
−
Ω22
Ω30
. (49)
One can check explicitly that if dvΩ = 0 then
dv
(
−
1
Ω0
+
Ω2
Ω20
+
Ω4
Ω20
−
Ω22
Ω30
)
= 0 . (50)
Thus the expression (48) is a supersymmetric observable in the dual theory. Next we have
to argue that under S-duality the concrete representative for Hequiv(M) is not important.
For this we can observe that
1
Ω + dvα
=
1
Ω
+ dv (...) (51)
and thus the equivariant class goes into another class. We need to check that the transfor-
mation (49) is well-defined. Hequiv(M) is defined by the values of Ω0 at the fixed points and
away from the fixed points the value of Ω0 can be shifted to any value by dv-exact terms. If
we deal with real valued Hequiv(M) and we choose Ω0 to have a different signs at different
fixed points then we potentially have a problem since Ω0 will be zero somewhere between
fixed points and its inverse is not well defined (49). The way out is dictated by physics. We
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need to add a θ-term to our observable which effectively complexifies Ω in the same way
it would complexify the coupling of the gauge theory, θ
2
+ iΩ. Now we can invert our new
complexefied Ω, moreover if we assume that Ω0 belongs to the upper half plane at a given
fixed point (or to the lower half plane) then after S-duality −(Ω0)−1 will belong again to
the upper half plane at the same fixed point (or to the lower half plane correspondently).
Thus under S-duality the observables which are parametrized by HCequiv(M) (where we have
to remove some purely imaginary lines) split chambers that are invariant under the action
of S-duality. To be more precise if we have an observable corresponding to a complexified
Ω with Ω0 belonging to upper half plane at some fixed points and to lower half plane at
the remaining fixed points then after S-duality this distribution will not change. Looking at
the observable (9) and (10) which corresponds to the supersymmetric N = 2 action for an
abelian theory with the supersymmetry dictated by the choice of s and s˜ and
Ω0 =
τs + τ s˜
s+ s˜
. (52)
After cohomological S-duality we obtain
−
1
Ω0
= −
s+ s˜
τs + τ s˜
(53)
which is in the same cohomology class as
− 1
τ
s− 1
τ
s˜
s+ s˜
(54)
since
s+ s˜
τs + τ s˜
−
1
τ
s+ 1
τ
s˜
s+ s˜
=
−(τ − τ)2ss˜
ττ (τs+ τ s˜)(s+ s˜)
(55)
which vanishes at all fixed points ||v||2 = ss˜. Hence, cohomologically inverting Ω0 or inverting
τ are the same and the treatment of S-duality from the previous subsection is consistent with
the present cohomological discussion.
Let us make a brief comment about the contribution of the non-holomorphic fields to
S-duality considerations. In our logic we follow closely [5]. The non-holomorphic part of
the vector multiplet enters through BRST-exact terms and is necessary to make the action
positive definite. One can perform S-duality with additional BRST-exact terms (e.g, see the
formulas for the non-equivariant case in [5]) and the resulting formulas are not very inspiring.
Upon certain field redefinitions the BRST-exact terms can be mapped to BRST-exact terms
under S-duality. Since we have performed S-duality in the full supersymmetric theory in
the previous subsection, there is no added value to repeat this fully in the cohomological
variables. When we will discuss the non-linear case, we will come back to related issues.
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4 Non-linear N = 2 theory
In this section we consider a non-linear N = 2 abelian supersymmetric theory in a su-
persymmetric rigid Sugra background and we discuss how S-duality acts (see also [27] for
a discussion of S-duality in this framework). We also briefly mention the cohomological
description of gravitational corrections to this theory.
4.1 S-duality in the non-linear theory
Here we generalize the discussion in section 3.1 to apply to the non-linear case. We consider
several chiral multiplets Xa of weight w = 1. Given any holomorphic function F(Xa) which
is homogenous of weight w = 2 we can write down a supersymmetric Lagrangian as follows:
−
i
2π
[(
T (F) +
1
2
W−µνW
−µνF
)
−
(
T
(F)
+
1
2
W+µνW
+µνF
)]
. (56)
Here T (F) is the top component of the chiral field which has F(Xa) as its lowest component
(see (159)). For a holomorphic F(Xa) that is not homogenous of weight 2 we add an extra chi-
ral multiplet X0 of weight one (and an anti-chiral X
0
). We can then construct a holomorphic
function F ′(X0, Xa) which is homogeneous of weight 2 and such that F ′(1, Xa) = F(Xa).
This F ′ can be used to write a supersymmetric Lagrangian as in (56). Finally we can freeze
the auxiliary chiral multiplet X0 to the supersymmetric configuration (161) (and similarly
for X
0
):
X0 = 1 , B+0 = F+ −W+ , D0ij = −2Sij ,
T 0 = 2i(Dµ + 2iGµ)Gµ +
1
2
W−µν
(
F−µν −W−µν
)
+
(
1
6
R−N
)
. (57)
In order to expand (56) in components it is useful to introduce F˜ = 2F − FaXa which
vanishes for a homogenous F of weight w = 2 and use the following relations:
∂X0F
′|X0=1 = 2F − FaX
a = F˜ , ∂X0∂XaF
′|X0=1 = Fa − FabX
b = F˜a ,
∂2X0F
′|X0=1 = 2F − 2FaX
a + FabX
aXb = F˜ − F˜aX
a . (58)
Next we introduce a vector multiplet for each of the chiral multiplets Xa and write the
coupling
−
i
2π
[
T (XaXDa) +
1
2
W−µνW
−µνXaXDa − T (X
a
XDa)−
1
2
W+µνW
+µνX
a
XDa
]
.
Note that we do not add vector multiplets that couple to the multiplets X0 and X
0
that are
frozen into a supersymmetric configuration.
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Integrating over the vector multiplets enforces the constraints (166). This results in the
following Lagrangian (F a = dAa , gab = −i(Fab −Fab)):
L =
1
4π
(L0 + L1 + L2) . (59)
Where the first term L0 is the minimal coupling to the metric and the SU(2)R background
field of the flat space theory with prepotential F(Xa)2,
L0 =
i
4
FabF
+a
µν F
+bµν −
i
4
FabF
−a
µν F
−bµν − gab∂
µX
a
∂µX
b +
1
8
gabD
aijDbij
−
1
2
Fabλ
a
i σ
µDµλ
bi
+
1
2
Fabλ
ai
σµDµλ
b
i −
i
8
Fabcλ
iaσµνλbiF
c
µν +
i
8
Fabcλ
ia
σµνλ
b
iF
c
µν
+
i
8
Fabcλ
iaλjbDcij −
i
8
Fabcλ
ia
λ
jb
Dcij −
i
48
Fabcdλ
iaλjbλciλ
d
j +
i
48
Fabcdλ
ia
λ
jb
λ
c
iλ
d
j .
The second term L1 includes couplings that are linear in supergravity auxiliary fields
L1 = 4G
µ(Fa∂µX
a
+ Fa∂µX
a)−
i
2
(Fa −FabX
b)F aµνW−µν +
i
2
(Fa − FabX
b
)F aµνW+µν
+
i
2
F˜a(D
a
ijS
ij + F aµνB+0µν )−
i
2
F˜a(D
a
ijS
ij + F aµνB−0µν )
+
i
4
Fabcλ
iaλjbXcSij −
i
4
Fabcλ
ia
λ
jb
X
c
Sij +
1
4
gabGµ(λ
a
i σ
µλ
bi
− λ
ai
σµλbi)
+
i
8
Fabcλ
iaσµνλbi(X
cB0µν +X
k
Wµν)−
i
8
Fabcλ
ia
σµνλ
b
i(X
c
B0µν +X
kWµν) . (60)
Finally the last piece L2 is a potential for the scalars. It contains terms that are quadratic
in supergravity auxiliary fields or that involve their derivatives. It also includes terms pro-
portional to the combination R
6
−N where R is the Ricci scalar
L2 = −i(F˜ +FaX
a
− F˜ −FaX
a)
(
R
6
−N − 4GµGµ
)
+ 2(F˜ +FaX
a
+ F˜ +FaX
a)∇µGµ
+
i
4
(F˜ − F˜aX
a)(B+0B+0 − 2SijSij)−
i
4
(2F − 2FaX
a + FabX
aXb)W−W−
−
i
4
(F˜ − F˜aX
a
)(B−0B−0 − 2SijSij) +
i
4
(2F − 2FaX
a
+ FabX
a
X
b
)W+W+
−
i
2
(F˜ − F˜aX
a)B−0W− +
i
2
(F˜ − F˜aX
a
)B+0W+ . (61)
The Lagrangian (59) is compatible with that appearing in [27]. The differences stem from
the use in [27] of certain relations among the supergravity background fields that require the
existence of eight separate supercharges.
2Due to our choice of conventions (see appendix A) the sigma matrix σµν is self-dual in the µν indices.
Hence Fab multiplies F+aµν F
+bµν which is not standard.
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In order to get the S-dual Lagrangian we proceed as in the quadratic case and integrate
instead over
T a, T
a
, ψa, ψ
a
, B+a, B−a, Da, D
a
.
This gives us the following
Fa = −XDa ,
λai = −F
abλDbi ,
Daij = −Fab(Dij
Db + F˜bY
ij) +
1
2
Fa′b′c′F
a′aF b
′bF c
′cλi
Dbλ
j
Dc ,
B+aµν = −Fab
(
dAµν
Db −W
+µνXDb + F˜bB
+0µν
)
+
1
4
Fa′b′c′F
aa′F bb
′
F cc
′
λi
Dbσ
µνλDci . (62)
By use of these relations, we obtain a Lagrangian for the vector multiplets that has the same
form as (59) but with a prepotential F̂ which is related to F by a Legendre transform.
F̂(XDa) = F +XDaX
a , Fa = −XDa . (63)
The argument leading to Fˆ is classical and quantum modifications are expected. These will
be considered in section 5.2
4.2 Gravitational corrections
Since we consider a supersymmetric theory on a curved manifold one can construct super-
symmetric terms which involve derivatives of the background metric and other background
supergravity fields. We refer to such terms as gravitational corrections. There are infinitely
many such supersymmetric terms, e.g. the top components of
Fg(X)W
2g , (64)
where Fg is an arbitrary function and W is the Weyl chiral superfield of N = 2 conformal
supergravity [28, 29]. In the case of Donaldson-Witten theory there are two distinguished
supersymmetric gravitational terms∫
f(φ)Tr(R ∧ R˜) ,
∫
g(φ)Tr(R ∧R) , (65)
where up to normalization Tr(R ∧ R˜) corresponds to the Euler class and Tr(R ∧ R) to the
signature class. If we switch to the equivariant Donaldson-Witten theory then (65) are not
supersymmetric since δφ 6= 0. In the equivariant theory we are forced to choose an invariant
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metric and Tr(R ∧ R˜) and Tr(R ∧ R) can be extended to equivariant characteristic classes:
χequiv and σequiv. Thus in the equivariant theory the terms (65) can replaced by the following∫
f(φ+Ψ+ F )χequiv ,
∫
g(φ+Ψ+ F )σequiv . (66)
These terms are examples of the observables (15) with Ω being an equivariant characteristic
class for the tangent bundle. Hence it is natural to conjecture that up to BRST exact
terms any gravitational correction can be written as function of the superfield A and the
equivariant characteristic classes for the tangent bundle. Schematically we write∫
F(A, χequiv, σequiv) . (67)
Depending on the geometry of M we can switch to another basis of equivariant classes, e.g.
to equivariant Chern classes for a complex manifold.
5 S-duality in cohomological variables
In this section we would like to study S-duality in cohomological variables in the context of
a non-linear theory. First we run some arguments from subsection 3.2 and apply them to a
non-linear abelian theory. Later we discuss the relation between S-duality and localization
and we present some obstacle in treating S-duality as the Legendre transform. We argue that
for S-duality to be compatible with localization we need to interpret S-duality as a Fourier
transform.
In this section the discussion is formal and it is applicable for any non-linear abelian
supersymmetric theory. In the next section we discuss the implications for non-abelian
supersymmetric Yang-Mills theory on a compact manifold.
5.1 Naive derivation
Let us consider a non linear N = 2 theory for a collection of U(1) vector multiplets on
a manifold M . As we have explained the N = 2 vector mutiplets have a cohomological
description in terms of the fields (Aa,Ψa, φa, ϕa, ηa, χa, Ha) where the label “a” runs over
the collection of U(1) multiplets. As before we concentrate on the holomorphic part of the
multiplet which we combine in the superfelds Aa = φa + Ψa + F a. We can rewrite the
nonlinear Lagrangian (59) using cohomological variables. This would result in the following
observable (action) up to BRST-exact terms,
S =
∫
F(A,Ω) , (68)
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which is invariant under the transformations
δA = (d+ ιv)A . (69)
provided that
(d+ ιv)Ω = (d+ ιv)
(
Ω0 + Ω2 + Ω4
)
= 0 . (70)
Here we may assume that F(A,Ω) depends on a collection of equivariantly closed forms
Ω. However to avoid clutter we use just one form Ω, the generalization to many Ω’s being
straightforward. The observable depends only on the equivaraint class of Ω since if we change
Ω by dvα (provided that Lvα = 0) we change the observable by a BRST exact term∫
F(A,Ω+ dvα) =
∫
F(A,Ω) + δ
(
...
)
. (71)
Now following the treatment from subsection 3.2 we introduce two collections of multi-
plets: long multiplets Aa and short multiplets Aa
D
(see the formulas (38) and (36)). The
action becomes
S =
∫
AaAb
D
δab + F(A,Ω) (72)
which in component is
S =
∫
DaφDa + ρ
aΨDa + F
aFDa +
[ ∂F
∂φa
Da +
∂2F
∂φa∂φb
(Ψaρb +
1
2
F aF b)
+
1
2
∂3F
∂φa∂φb∂φc
ΨaΨbF c +
1
24
∂4F
∂φa∂φb∂φc∂φd
ΨaΨbΨcΨd
]
+Ω2
[ ∂2F
∂φa∂Ω0
F a +
1
2
∂3F
∂φa∂φb∂Ω0
ΨaΨb
]
+
∂F
∂Ω0
Ω4 +
1
2
∂2F
∂Ω20
Ω2Ω2 , (73)
where F = F(φ,Ω0). If we integrate out φD, ΨD and FD then the multiplets Aa shorten. In
particular ρ = 0, D = 0 and F becomes a curvature. Thus we obtain the observable (68)∫
F(φ+Ψ+ F,Ω0 + Ω2 + Ω4) =
∫
1
2
∂2F
∂φa∂φb
F aF b
+
1
2
∂3F
∂φa∂φb∂φc
ΨaΨbF c +
1
24
∂4F
∂φa∂φb∂φc∂φd
ΨaΨbΨcΨd
+Ω2
[ ∂2F
∂φa∂Ω0
F a +
1
2
∂3F
∂φa∂φb∂Ω0
ΨaΨb
]
+
∂F
∂Ω0
Ω4 +
1
2
∂2F
∂Ω20
Ω2Ω2 . (74)
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Alternatively in (73) we can integrate out D, ρ and F and obtain the following relations
between fields
φDa +
∂F
∂φa
= 0 , (75)
ΨDa +
∂2F
∂φa∂φb
Ψb = 0 , (76)
FDa +
∂2F
∂φa∂φb
F b +
∂3F
∂φa∂φb∂φc
ΨbΨc +
∂2F
∂φa∂Ω0
Ω2 = 0 . (77)
By evaluating S on this we get∫
Fˆ(φD +ΨD + FD,Ω0 + Ω2 + Ω4) . (78)
From (75) we can guess that we deal with the Legendre transform
φaφDa + F(φ,Ω0) = Fˆ(φD,Ω0) , (79)
where we have assumed a Ω0-dependence and thus we are dealing with a parametric Legendre
transformation (see Appendix E). Let us introduce the following short-hand notations for
the derivatives of F
∂abF =
∂2F
∂φa∂φb
, ∂a0F =
∂2F
∂φa∂Ω0
, ∂0F =
∂F
∂Ω0
, ∂00F =
∂2F
∂Ω20
, (80)
and the following short-hand notations for the derivatives of the Legendre transform Fˆ
∂abFˆ =
∂2Fˆ
∂φDa∂φDb
, ∂a0Fˆ =
∂2Fˆ
∂φDa∂Ω0
, ∂0Fˆ =
∂Fˆ
∂Ω0
, ∂00Fˆ =
∂2Fˆ
∂Ω20
. (81)
Following the logic presented in Appendix E we can derive the following relations between
different derivatives of F and Fˆ
∂abFˆ(φD,Ω0) = −
(
∂abF(φ,Ω0)
)−1
|φ=φ(φD,Ω0) , (82)
∂a0Fˆ(φD,Ω0) = ∂
abFˆ(φD,Ω0)
(
∂b0F(φ,Ω0)
)
|φ=φ(φD,Ω0) , (83)
∂00Fˆ(φD,Ω0) = ∂00F(φ,Ω0)|φ=φ(φD ,Ω0) + ∂
a0Fˆ(φD,Ω0)∂a0F(φ,Ω0)|φ=φ(φD,Ω0) , (84)
where φ = φ(φD,Ω0) is obtained by inverting the formula (75). For the sake of clarity let us
concentrate only on the bosonic terms of (73)
S =
∫
DaφDa + F
aFDa + ∂aFD
a +
1
2
(∂abF)F
aF b + (∂a0F)Ω2F
a + (∂0F)Ω4 +
1
2
(∂00F)Ω
2
2 ,
22
where we use our short-hand notations for the derivatives. Integrating out D and F we get
the following relations
φDa + ∂aF = 0 , (85)
FDa + ∂abF F
b + ∂a0F Ω2 = 0 , (86)
which can be inverted
F a = ∂abFˆFDb + ∂
a0Fˆ Ω2 . (87)
Evaluating S on this we will get∫
1
2
(∂abFˆ)FDaFDb + (∂
a0Fˆ)Ω2FDa + (∂
0Fˆ)Ω4 +
1
2
(∂00Fˆ)Ω22 , (88)
where we used formulas for parametric Legendre transforms reviewed in appendix E. The
fermionic terms work similarly but the manipulations required are more involved. We have
generalized the treatment of S-duality to a cohomological non-linear observable. The present
cohomological discussion is compatible with the derivation presented in subsection 4.1. The
argument leading to (88) is classical. In the next section we will see how it gets modified.
5.2 S-duality as Fourier transform
We have seen that the equivariant version of S-duality appears to relate the observable
corresponding to F to that corresponding to its Legendre transform Fˆ . However this is
incompatible with localization. Consider a simply connected manifold equipped with the
data that we have described in subsection 2.1 (Killing vector field v with isolated fixed point
etc.). We are interested in calculating the partition function on M for a non-linear U(1)
N = 2 gauge theory with action ∫
F(A,Ω) . (89)
The application of localization to this theory proceeds along the lines discussed in [9]. We
have to add BRST-exact terms involving non-holomprhic fields. Since this theory is abelian,
we expect that the answer is simpler compared with that for a non-abelian theory. The path
integral will get two types of contributions, point like instantons and fluxes controlled by
H2(M,Z). For the sake of clarity let us assume that we have just one U(1) vector multiplet.
Since we deal with a U(1) theory the contributions of the point-like instantons depend only
23
on the local toric data at every fixed point and are universal for any F . Ignoring these
universal contributions the partition function for the theory has the following structure
Z ∼
∑
ki
∫
da e
2π
∑
i
1
ǫiǫ
′
i
F
(
ia+ki,Ω0(xi)
)
, (90)
where φ(xi) = ia+ ki with xi being fixed points and ki being discrete data that corresponds
to the fluxes (these are discrete shifts which involve also fixed point data, later we give an
explicit example for CP2). Here we also ignored possible one-loop contributions that can be
brought out of the integral since the theory is abelian. These contributions are also universal,
i.e. they are independent from the form of F .
In the previous subsection we have shown that classically the theory corresponding to F
should be equivalent to an S-dual theory with Fˆ that is the parametric Legendre transform
of F . If we also localized this S-dual theory we would obtain the following partition function
Z ∼
∑
ki
∫
da e
2π
∑
i
1
ǫiǫ
′
i
Fˆ
(
ia+ki,Ω0(xi)
)
. (91)
The expressions (90) and (91) should coincide if corresponding to the same theory. Moreover
this should be true for any choice of function F and its Legendre transform Fˆ . However the
two integrals are not the same, hence the classical result needs to be modified. Indeed we
will show that it is consistent for eF and eFˆ to be related through a Fourier transform. In
the limit of small ǫ’s the Fourier transform gives rise to the Legendre transform.
The following is a heuristic argument for why S-duality in the equivariant setting should
correspond to a Fourier transform. Consider an action for one long and one short multiplet
S =
∫
AAD + F(A,Ω) . (92)
This action is written in components in (73) (here for the clarity we deal just with one U(1)).
Now we can try to apply localization in the presence of both multiplets by adding appropriate
BRST exact terms. The action (92) is invariant under the following supersymmetry
δA = (d+ ιv)A , δAD = (d+ ιv)AD . (93)
Using the standard localization logic we can add to the action (92) the following BRST-exact
terms using an invariant metric∫
δ(A∧ ⋆δA+AD ∧ ⋆δAD) , (94)
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which in component looks as
||ιvF + dφ||
2 + ||ιvD + dF ||
2 + ||ιvFD + dφD||+ ... , (95)
where dots stand for the fermionic terms. Thus on the localization locus we can evaluate
the action (92) using equivariant localization
S = 2π
∑
i
1
ǫiǫ′i
(
φ(xi)φD(xi) + F(φ(xi),Ω0(xi)
)
, (96)
where we sum over all fixed points xi. In the path integral we would expect that we integrate
over allowed values of φ(xi) and φD(xi). Thus in the localized variables we get a Fourier
transform instead of a Legendre transform. Also using the ideas from subsection 2.3 we can
formally derive above result.
The discussion above is heuristic. The BRST exact terms (95) admit huge kernels and this
should be fixed. Both for the short multiplet (which is part of a N = 2 vector multiplet) and
for the long multiplet (which is part of a N = 2 chiral multiplet) we should add all remaining
fields and construct positive BRST-exact terms with at most finite dimensional kernels. The
goal of these additional BRST-exact terms is to pick up a reasonable representative. The
analysis of these additional terms leads to rather messy PDEs which we find hard to analyse.
For the vector multiplet (short multiplet AD) the relevant analysis was presented in [9].
There we argued that φD(xi) = ia + ki, where a is constant and ki’s correspond to discrete
flux contributions. For the vector multiplet there will be point like instantons and one-
loop contributions which are universal and independent of F . One should perform a similar
analysis for the chiral multiplet (long multiplet plus additional fields). At the moment we are
unable to perform a consistent analysis of BRST-exact terms and corresponding PDEs for
all the fields in the chiral multiplet. However we expect that our previous heuristic analysis
gives the right result. Thus schematically localizing with both multiplets present we get the
following expression
Z ∼
∑
ki
∫ ∏
i
dφi
∫
da e
2π
∑
i
1
ǫiǫ
′
i
(
φi(ia+ki)+F(φi,Ω0(xi))
)
, (97)
where we use φi = φ(xi). Here we ignore the contributions of point like instantons for
the vector multiplets, and one loop factors for vector and chiral multiplets which can be
brought outside of the integral. The suggested formula (97) is conjectural. Moreover there
are ambiguities in choosing the integrating contour over φi and possibly over a. As well there
can be ambiguities related to the normalization of the Fourier transform which may come
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from the proper treatment of the zero modes. In the next subsection we will consider two
explicit examples of this formula that hopefully can bring some clarification.
Let us finish this subsection with some remarks about the cohomological difference be-
tween Legendre transform and Fourier transform. If we look at the answer (90) and ignore
fluxes we see that it is given in terms of a function F(a,Ω0(xi)) that depends on differ-
ent parameters Ω0(xi) at different fixed points. Since Ω0(x) is the zero form component of
an equivariantly closed form it makes sense to consider an object F(a,Ω) where Ω is an
equivariantly closed form. We understand F(a,Ω) as a differential form
F(a,Ω) = F(a,Ω0) + (Ω2 + Ω4)
∂
∂Ω0
F(a,Ω0) +
1
2
Ω22
∂2
∂Ω20
F(a,Ω0) , (98)
which is not uniquely defined since we are interested only in its class. Thus we have the
following identification
F(a,Ω)−F(a,Ω′) = dv(...) , (99)
that involves an equivariant differential dv (here we also assume that Lv(...) = 0 since we use
the Cartan model of equivarant cohomology). This property guarantees that F(a,Ω0(xi))
remains unchanged. At the level of the cohomological observable it implies that∫
F(A,Ω)−
∫
F(A,Ω′) = δ(...) . (100)
Consider now the Legendre transform F˜ of a function F . We can again write the expan-
sion
F˜(a,Ω) = F˜(a,Ω0) + (Ω2 + Ω4)
∂
∂Ω0
F˜(a,Ω0) +
1
2
Ω22
∂2
∂Ω20
F˜(a,Ω0) . (101)
Since the second derivative of F˜ with respect to a parameter Ω0 transforms in a complicated
way then from (99) we get
F˜(a,Ω)− F˜(a,Ω′) 6= dv(...) . (102)
Thus the Legendre transform does not respect the cohomological identification. The Fourier
transform behaves quite differently. The relation (99) implies
eF(a,Ω) − eF(a,Ω
′) = dv(...) . (103)
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Define the formal Fourier transform3 as follows∫
da eiaaD+F(aD ,Ω)
=
∫
da eiaaD
(
eF(a,Ω0) +
∂
∂Ω0
eF(a,Ω0)Ω2 +
∂
∂Ω0
eF(a,Ω0)Ω4 +
1
2
∂2
∂Ω20
eF(a,Ω0)Ω22
)
=
(
1 + (Ω2 + Ω4)
∂
∂Ω0
+
1
2
Ω22
∂2
∂Ω20
)∫
da eiaaD+F(a,Ω0) = eFˆ(a,Ω) (104)
Then the relation (103) would imply that
eFˆ(a,Ω) − eFˆ(a,Ω
′) = dv(...) . (105)
Let us stress that this observation does not constitute a proof and does not contradict the
field theoretical considerations presented in the previous subsection. There we guaranteed
supersymmetry working “on-shell”. Here we want to point out that if we deal with functions
that depend on equivariant forms and some variable a then the Fourier transform is better
suited to work with equivariant cohomology classes. Although the Legendre transform is the
leading semi-classical approximation in ~ to the Fourier transform we do not see any canonical
way to deal with ~ for dv-exact terms. We will comment more on the relation between the
Legendre transform and the Fourier transform in the present context in section 6.
5.3 Examples
Let us consider two examples which will clarify formula (97) and the interpretation of S-
duality as Fourier transform. In these examples we deal with various analytical issues (e.g.,
choice of integration contour, delta functions etc) in a rather formal fashion. It may happen
that S-duality may fix some of these issues, for example the contour of integration should be
chosen such that various manipulations actually work. Another important comment is that
the presence of the fluxes plays a crucial role in the reducing the multiple integrals in (97) to
either (90) or (91). One can actually perform a simple count of variables and conclude that
for these manipulations to work in principle we need that the number of fixed points minus
two should be equal to the number of fluxes which is exactly H2(M,Z) on simply connected
manifolds with T 2-action. We hope to clarify this point with the example of CP 2.
5.3.1 S4
Let us start from the simple example of S4 which does not involve fluxes since H2 is empty.
If we take a non-linear U(1) theory with the observable given by F(A,Ω) then up to overall
3From now on we use eFˆ to denote the Fourier transform.
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universal factors the answer is given by the following integral
ZS4 =
∫
da e
2π
ǫ1ǫ2
(
F(ia,Ω0(xN ))−F(ia,Ω(xS ))
)
, (106)
where ǫ1, ǫ2 are equivariant parameters and xN , xS are the two fixed points. The minus sign
follows from the identification of the equivariant parameters and the choice of contour can be
motivated by the reality conditions coming from the action, (see [9] for further explanations).
Using the conventions for the Fourier transform from Appendix F we can rewrite (106) as
follows
ZS4 =
1
|ǫ1ǫ2|
∫
da dφ1 dφ2 e
2π
ǫ1ǫ2
(
ia(φ1−φ2)+Fˆ(iφ1,Ω0(xN ))−Fˆ(iφ2,Ω(xS))
)
. (107)
Since the original integral over a is performed along the imaginary line iR then it is natural
to chose the same contours for the φ1 and φ2 integrals. The integration over a brings us back
to the expression (106) but with the Fourier transformed Fˆ . Thus S-duality works for S4 in
rather straightforward way.
Referring to the setup of the original work of Pestun on S4 [1] (and extended for the
squashed S4 in [30, 31]) we consider a non-linear U(1) theory and choose the observable
built from 2πFNekr = ǫ1ǫ2 logZNekr related to the Nekrasov partition function ZNekr on C2.
We have to choose Ω appropriately (see next section for further discussion). Then for this
non-linear U(1) theory the partition function is given by
ZS4 = || e
2π
ǫ1ǫ2
FNekr ||2 , (108)
where ||f(a)|| denotes the L2 norm. Performing the Fourier transform on a the answer does
not change since
|| e
2π
ǫ1ǫ2
FNekr ||2 = || e
2π
ǫ1ǫ2
FˆNekr ||2 , (109)
which is the well-known Plancherel theorem for the Fourier transform.
As we have argued in [9] we expect that the answer for ZS4 should be holomorphic in ǫ’s.
The manipulations with the Fourier transform above, however require real ǫ’s and introduce
normalization factors involving absolute values. We do not analyze analytic properties in ǫ’s
here. The final result could be extended analytically away from real ǫ’s. The same comments
are applicable to the next example.
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5.3.2 CP2
The next example we consider is the complex projective space CP2 with the standard T 2-
action. With respect to this action CP2 has three fixed points xi (i = 1, 2, 3). The equivariant
parameters corresponding to each fixed point are related as
(ǫ1, ǫ2) , (ǫ2 − ǫ1,−ǫ1) , (ǫ1 − ǫ2,−ǫ2) , (110)
which follows from considering the standard homogeneous coordinates. Consider the super-
symmetric non-linear U(1) gauge theory determined by F . As explained in [9] CP2 admits
different supersymmetries related to different assignments of ± labels for each fixed point
but we treat all cases uniformly. Up to universal factors that multiply the overall answer
the partition function can be written as follows
ZCP2 =
∑
n∈Z
∫
da e
2πF1(ia+pǫ1+qǫ2)
ǫ1ǫ2
+
2πF2(ia+q(ǫ2−ǫ1)+r(−ǫ1))
(ǫ2−ǫ1)(−ǫ1)
+
2πF3(ia+p(ǫ1−ǫ2)+r(−ǫ2))
(ǫ1−ǫ2)(−ǫ2) (111)
where we use the following short hand notation Fi(a) = F(a,Ω0(xi)). Here for each n ∈ Z
the integers (p, q, r) are such that p + q + r = n. They are introduced so that the three
fixed points appear in expression (111) on an equal footing. We will see below that the final
answer should not depend on the specific choice of (p, q, r).
Following [9] we should analyze the equivariant condition
ιvF + dφ = 0 . (112)
Imposing that the integral over a two cycle of F is quantized it follows that the real part
of φ(xi) − φ(xj) is quantized (here xi, xj are fixed points and i 6= j). Formula (111) is
symmetric in shifts of a, however if we perform a formal shift of the contour
ia˜ = ia+ pǫ1 + qǫ2 (113)
then formula (111) becomes
ZCP2 =
∑
n∈Z
∫
da˜ e
2π
ǫ1ǫ2
F1(ia˜)+
2π
(ǫ2−ǫ1)(−ǫ1)
F2(ia˜−ǫ1n)+
2π
(ǫ1−ǫ2)(−ǫ2)
F3(ia˜−ǫ2n) . (114)
We would like to stress that we do not understand how to choose the contour of integration
from first principles. Following the considerations from [1] and [9] we may deduce the
appropriate contour from the the reality conditions on the physical fields.
Putting aside the problem of choosing the contour, let us proceed formally and introduce
the following Fourier transforms
e
2π
ǫ1ǫ2
F1(ia+pǫ1+qǫ2) =
1√
|ǫ1ǫ2|
∫
dφ1 e
2π
ǫ1ǫ2
[
φ1(ia+pǫ1+qǫ2)+Fˆ1(iφ1)
]
,
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e
2π
(ǫ2−ǫ1)(−ǫ1)
F2(ia+q(ǫ2−ǫ1)+r(−ǫ1)) =
1√
|(ǫ2 − ǫ1)ǫ1|
∫
dφ2 e
2π
(ǫ2−ǫ1)(−ǫ1)
[
φ2(ia+q(ǫ2−ǫ1)+r(−ǫ1))+Fˆ2(iφ2)
]
,
e
2π
(ǫ1−ǫ2)(−ǫ2)
F3(ia+p(ǫ1−ǫ2)+r(−ǫ2)) =
1√
|(ǫ2 − ǫ1)ǫ2|
∫
dφ3 e
2π
(ǫ1−ǫ2)(−ǫ2)
[
φ3(ia+p(ǫ1−ǫ2)+r(−ǫ2))+Fˆ3(iφ3)
]
,
which we substitute into formula (111). Integrating over a we get the following delta function
δ
( φ1
ǫ1ǫ2
+
φ2
(ǫ2 − ǫ1)(−ǫ1)
+
φ3
(ǫ1 − ǫ2)(−ǫ2)
)
, (115)
which removes the integration over φ3 (and cancels the factor |(ǫ2 − ǫ1)ǫ2|) and collecting
terms with discrete shifts we isolate a factor of
1
|ǫ1|
∑
n∈Z
e
2πn
ǫ1
(φ1−φ2) . (116)
We interpret this as a periodic delta function which imposes the the constraint
1
ǫ1
(φ1 − φ2) ∈ iZ . (117)
We can solve the constraint as
φ1 = λ , φ2 = λ+ iǫ1k , φ3 = λ+ iǫ2k (118)
with k ∈ Z and λ ∈ R. Finally substituting back we get
ZCP2 =
∑
k∈Z
∫
dλ e
2π
ǫ1ǫ2
Fˆ1(iλ)+
2π
(ǫ2−ǫ1)(−ǫ1)
Fˆ2(iλ−ǫ1k)+
2π
(ǫ1−ǫ2)(−ǫ2)
Fˆ3(iλ−ǫ2k) , (119)
which is in agreement with expression (114). As we can see the fluxes play a very crucial role
in the argument. Similar formal manipulations will work in examples with more fixed points.
For simply connected M the number of fluxes is the dimension of H2 which is number of
fixed points minus two. This will guarantee that an argument parallel to that for CP2 will
work. We believe that the analytical issues should be resolved in such fashion that S-duality
is implemented as described. In this example, as for S4, we restrict the ǫ’s to be real. As
for the example of S4 we can replace F with copies of the Nekrasov function ǫ1ǫ2
2π
logZNekr
with the appropriate identifications. In the next section we will comment on the meaning of
these manipulations.
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6 Effective N = 2 abelian theory
Let us get back to considering a non-abelianN = 2 supersymmetry gauge theory on compact
manifold. As stressed earlier, we do not know how to derive the partition function from first
principles. However we conjecture that the answer should have the following form
Z =
∑
ki
∫
da e
2π
p∑
i=1
1
ǫiǫ
′
i
F insNekr
(
ia+ki,Λ,ǫi,ǫ
′
i
)
+2π
l∑
i=p+1
1
ǫiǫ
′
i
F
anti−ins
Nekr
(
ia+ki,Λ,ǫi,ǫ
′
i
)
, (120)
where we count point like instantons at some fixed points, point like anti-instantons at other
fixed points and fluxes controlled by H2. In light of our previous discussion of S-duality
in the non-linear U(1) theory the following natural question arises: can we construct some
non-linear U(1) theory which gives exactly the same localization answer as (120)? Below we
present a construction of this theory by reverse engineering from the conjectured answer. As
we don’t have an alternative derivation one should be critical of our considerations. In order
to be able to get (120) from a non-linear U(1) theory we should promote the parameters
of the theory to equivariant classes. This is somewhat similar to the idea of promoting the
parameters of many supersymmetric theories to the expectation values of some background
superfields.
Before suggesting the answer we have to do some preparatory work. Let us introduce
some equivariant classes. Generalizing the formulas (10) we can define the following family
of equivariant closed forms Ω(a, b) = Ω0(a, b) + Ω2(a, b) + Ω4(a, b) which depend on two
complex parameters a, b ∈ C
Ω0(a, b) =
as+ bs˜
s+ s˜
,
Ω2(a, b) = (b− a)
s− s˜
(s+ s˜)3
dk + 2
b− a
(s+ s˜)3
κ ∧ d(s− s˜) , (121)
Ω4(a, b) = 3(a− b)
s− s˜
(s + s˜)5
dκ ∧ dκ+ 12
a− b
(s+ s˜)5
κ ∧ dκ ∧ d(s− s˜) .
One ca check that these satisfy dvΩ(a, b) = 0 where dv = d + ιv using ιvκ = ||v||2 = ss˜ and
Lvκ = 0. We can exponentiate this class and define the following equivariant class
e2πiΩ = e2πiΩ0(1 + 2πiΩ2 + 2πiΩ4 − 2π
2Ω22) . (122)
Following standard notation we can introduce
Λ = e2πiτ , Λ = e−2πiτ , (123)
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where we ignore the mass scale. Λ (Λ) are the standard instanton (anti-instanton) counting
parameters. We can define an equivariant class as
Λ = e2πiΩ(τ,−τ) = Λ
s
s+s˜Λ
s˜
s+s˜ (1 + ...) , (124)
its lowest component at fixed points will be either Λ (when s = 1 and s˜ = 0) or Λ (when
s˜ = 1 and s = 0).
Let us consider the Nekrasov partition function for a pure vector multiplet on C2. We
use the following conventions
Z instNekr(a, ǫ1, ǫ2,Λ) = e
2π
ǫ1ǫ2
F instNekr(a,ǫ1,ǫ2,Λ) , (125)
where Z instNekr is assumed to contain everything including classical and 1-loop contributions.
We assume the following symmetry
Z instNekr(a,−ǫ1,−ǫ2,Λ) = Z
inst
Nekr(a, ǫ1, ǫ2,Λ) . (126)
This corresponds to z1 → z1, z2 → z2 to which the vector multiplet should be blind. On
C2 this is true for the classical contribution and for the instanton contribution but the
perturbative part is not invariant under (ǫ1, ǫ2)→ (−ǫ1,−ǫ2). On a compact manifold, this
symmetry is restored upon gluing the perturbative parts corresponding to the various fixed
points 4. In general we have the following expansion for the Nekrasov function
logZ instNekr(a, ǫ1, ǫ2,Λ) =
∞∑
i,j=0
(ǫ1 + ǫ2)
i(ǫ1ǫ2)
j−1F (
i
2
,j) . (127)
Assuming that the property (126) holds for the full Nekrasov function we can rearrange the
sum above in terms of the equivariant Euler characteristic and of the equivaraint signature
χeq = ǫ1ǫ2 , σeq =
ǫ21 + ǫ
2
2
3
, (128)
which can be promoted to equivariant classes. Thus we can think of the Nekrasov function
as a function of characteristic classes. In a way this is not surprising since direct calculations
of the Nekrasov function are related to index theorem calculations. Even the perturbative
contribution should be expressible through characterestic classes and this is why we believe
that the symmetry (126) should hold.
We now consider the anti-instanton Nekrasov partition function. Following [9] we can
switch from instantons to anti-instantons by implementing the following change: (z1, z2)→
4We think that the anomalous property of the perturbative contribution on C2 under the symmetry
(ǫ1, ǫ2)→ (−ǫ1,−ǫ2) has a cohomological origin and should be better studied in the appropriate language.
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(z1, z2). Therefore we have the following relation between instanton and anti-instanton
partition functions
Zanti−instNekr (a, ǫ1, ǫ2,Λ) = Z
inst
Nekr(a, ǫ1,−ǫ2,Λ) . (129)
From which follows
Fanti−instNekr (a, ǫ1, ǫ2,Λ) = −F
inst
Nekr(a, ǫ1,−ǫ2,Λ) . (130)
Thus for F instNekr(a, χeq, σeq,Λ) we have
Fanti−instNekr (a, χeq, σeq,Λ) = −F
inst
Nekr(a,−χeq, σeq,Λ) . (131)
Now comparing to (120) we can define the following object
F(A, χeq, σeq,Λ) =
1
2
(
1 + Ω
)
F instNekr(A, χeq, σeq,Λ) +
1
2
(
Ω− 1
)
F instNekr(A,−χeq, σeq,Λ) (132)
where Ω = Ω(1,−1) is defined in (121) and everything is understood as a class (Λ is defined
in (124)). We have the following degree allocation
degF = 4 , degA = 2 , degΛ = 2 , degχeq = 4 , deg σeq = 4 . (133)
These degrees constrain the dependence on the various classes. Moreover the dependence on
the equivariant characteristic classes of the tangent bundle χeq, σeq will come through Taylor
expansion (i.e., only through non-negative powers). We claim that the localization of the
abelian non-linear theory defined by F gives the same answer as expected from localization
of the non-Abelian theory (120). Moreover the answer is compatible with S-duality provided
this acts as a Fourier transform. In the case of the equivariant Donaldson-Witten theory
(when all fixed points are either plus or minus) the effective cohomological potential is just
F instNekr(A, χeq, σeq,Λ).
Let us illustrate this with examples. We start with the classical part. For C2 we can fix
the classical part to be
Zcl = Λ
−
a2
ǫ1ǫ2 , (134)
where we follow the conventions summarrized in [32]. Following the definition (132) the
classical part is given by
i
2π
Fcl = Ω(1,−1)Ω(τ,−τ )A
2 . (135)
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For S4 with the standard Killing vector we can have essentially two types of supersymmetry
(depending on the choice of s and s˜). On S4 with (+,+) (instantons on both poles) after
localizing (135) we get
τ
ǫ1ǫ2
a2 +
τ
ǫ1(−ǫ2)
a2 = 0 . (136)
While on S4 with (+,−) (Pestun’s case [1]) after localizing (135) we get
τ
ǫ1ǫ2
a2 +
τ
ǫ1(−ǫ2)
a2 =
(τ − τ )
ǫ1ǫ2
a2 . (137)
Similarly we can look at CP2 with different assignments of ± labels at the three fixed points
as in [9]. For the case (+,+,+) we get
τ
ǫ1ǫ2
a2 +
τ
(ǫ2 − ǫ1)(−ǫ1)
a2 +
τ
(ǫ1 − ǫ2)(−ǫ2)
a2 = 0 (138)
and for the case (+,+,−)
τ
ǫ1ǫ2
a2 +
τ
(ǫ2 − ǫ1)(−ǫ1)
a2 +
τ
(ǫ1 − ǫ2)(−ǫ2)
a2 =
(τ − τ)
(ǫ2 − ǫ1)ǫ2
a2 . (139)
Gluing the perturbative parts is subtle due to analytical issues and the problems we men-
tioned earlier. The instanton (anti-instanton) parts are formally glued in a straightforward
fashion.
Let us mention a few related constructions in this context. Our present discussion is
somewhat reminiscent of the u-plane description of the Donaldson-Witten theory [33]. Ac-
tually some of the analysis can be performed by a similar gluing of the leading terms of
the Nekrasov partition function [34]. We work however in a different setup and our main
interest is the equivariant Donaldson-Witten theory and its generalizations. Therefore at
the moment we do not see any direct relation between two constructions. Another related
topic is defining supersymmetric partition functions on compact spaces through appropriate
gluing of holomorphic blocks. This was first introduced for 3D theories in [35] and the case
of 4D/5D theories is reviewed in [36] (see also [37–39]). In light of the present discussion we
think that the holomorphic blocks, and especially the ambiguities in their definition, should
be better understood from the point of view of cohomological field theory.
7 Summary
The main goal of this paper was to study S-duality for N = 2 supersymmetric linear and
non-linear U(1) theories on curved manifolds within the supersymmetry setting that we have
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introduced previously in [9]. We found that S-duality is compatible with supersymmetry on
the curved manifold. We use two languages to discuss supersymmetry, the first uses the orig-
inal set of physical fields and the second uses cohomological variables. From the geometrical
point of view the cohomological variables are more useful and in this language there is a
possibility to incorporate the gravitational corrections through the appropriate equivariant
characteristic classes for the tangent bundle. These non-linear N = 2 supersymmetric U(1)
theories can be localized and we can write their partition function as a finite dimensional
integral together with a discrete sum. The classical formulations of S-duality as a Legendre
transform, however, is not compatible with the localization result, instead we suggest that
S-duality should act as a Fourier transform. The Legendre transform is then the leading
term in a semi-classical expansion. We have checked that interpreting S-duality as a Fourier
transform is compatible with the localization result and the discrete sum over fluxes plays a
crucial role in this construction.
In the last section we offered a speculative construction of an effective cohomological
prepotential corresponding to a non-linear supersymmetric U(1) theory that gives exactly the
same partition function as a supersymmetric non-abelian theory. Our construction is purely
formal and it is based on reverse engineering from a known answer. At the moment we do not
understand what is the underlying physics behind this object and what are the benefits in its
construction. This prepotential is constructed from the Nekrasov partition function where
the parameters are replaced by the appropriate equivariant classes. Some of these classes are
the equivariant characteristic classes of the tangent bundle and some are equivariant classes
related to the supersymmetry of the theory. We believe that understanding the significance
of this object (if any) is paramount. It is also important to study if there are any non-trivial
constraints on this object that can be derived from first principles. We also hope that the
existence of the cohomological prepotential may bring some light on the original derivation
of the localization result since it seems that we still perform some version of the Nekrasov
ADHM calculation albeit with some parameters replaced by equivariant classes. At the
moment this is pure speculation and it requires further study.
Another open question is how to use the fact that S-duality is related to the Fourier
transform. In flat space S-duality in the form of Legendre transform played a crucial role
in the derivation of the explicit form of the Seiberg-Witten prepotential. On curved space
with all gravitational corrections turned on we should replace it with a Fourier transform.
However a large part of physical intuition available in flat space fails in curved space. For
example, we do not know how to discuss the particle spectrum on curved space etc. Thus it
would be interesting to understand if we can use the Fourier transform to predict something
35
interesting for the Nekrasov partition function and for the partition functions on compact
spaces.
In this work we concentrated on the case of a compact manifold. Let us make a few
observations about the non-compact case. On C2 the Nekrasov partition function satisfies
the Nakajima-Yoshioka blowup equation [13, 40–42]. The simplest version of the blowup
equation for C2 has the following form
Z(a, ǫ1, ǫ2) =
∑
n∈Z
Z(a+ nǫ1, ǫ1, ǫ2 − ǫ1)Z(a+ nǫ2, ǫ1 − ǫ2, ǫ2) , (140)
where Z is full Nekrasov partition function on C2. In principle in this formula a and ǫ1,
ǫ2 are complex numbers. We would like to study how it behaves under Fourier transform.
Let us assume for the moment that a, ǫ1, ǫ2 are real (or imaginary). If we plug the formula
(140) into (197) (see Appendix F) and further rewrite everything using Fourier transformed
quantities we get the following
Zˆ(ξ, ǫ1, ǫ2) =
∑
n∈Z
Zˆ(ξ + nǫ1, ǫ1, ǫ2 − ǫ1)Zˆ(ξ + nǫ2, ǫ1 − ǫ2, ǫ2) . (141)
Thus, modulo analytical issues, the blowup equation (140) is invariant under S-duality (the
Fourier transform).
One can establish a similar formal relation for toric non-compact spaces. For example,
consider a theory on A1 = C
2/Z2 (or its resolution). The partition function on A1 is obtained
gluing two Nekrasov’s functions on C2
ZA1(a, ǫ1, ǫ2) =
∑
n∈Z
Z(a+ 2nǫ1, 2ǫ1, ǫ2 − ǫ1)Z(a+ 2nǫ2, ǫ1 − ǫ2, 2ǫ2) . (142)
Now if we perform the Fourier transform of both the left hand side and the right hand side
we will arrive to the following relation
ZˆA1(a, ǫ1, ǫ2) =
∑
n∈Z
Zˆ(a+ 2nǫ1, 2ǫ1, ǫ2 − ǫ1)Zˆ(a+ 2nǫ2, ǫ1 − ǫ2, 2ǫ2) , (143)
which we interpret as the action of S-duality. Exactly the same manipulations will work for
an An singularity. It remains to be seen what is the physical and mathematical meaning of
these formal manipulations.
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A Notations for spinors
We define the Levi–Civita symbol as ǫ1234 = 1. Our conventions for Weyl spinors follow
those of [43], adapted to Euclidean signature. Left-handed spinors are denoted by undotted
indices ζα. Right-handed spinors ζ α˙ have dotted indices. In Euclidean signature ζ and ζ
are not related by complex conjugation. Lower dotted and undotted indices are raised by
acting on the left with the tensors ǫαβ and ǫα˙β˙ , that are defined as follows ǫ
12 = ǫ21 = ǫ
1˙2˙ =
ǫ2˙1˙ = +1. The inner product of ζ and η is ζη = ζ
αηα. The inner product of ζ and η is given
by ζη = ζ α˙η
α˙. The sigma matrices are given by
σµαα˙ = (~σ,−i1 ) , σ
µα˙α = (−~σ,−i1 ) , (144)
with ~σ = (σ1, σ2, σ3) being the Pauli matrices. We have,
σµσν + σνσµ = −2δµν , σµσν + σνσµ = −2δµν . (145)
We also define the matrices
σµν =
1
4
(σµσν − σνσµ) , σµν =
1
4
(σµσν − σνσµ) . (146)
The are either self-dual or anti self-dual:
1
2
ǫµνρλσ
ρλ = σµν ,
1
2
ǫµνρλσ
ρλ = −σµν . (147)
These matrices can be used to separate a two-form ω in its (2, 0) and (0, 2) components
ω+αβ =
1
2
ωµνσ
µν
αβ , ω
−
α˙β˙
=
1
2
ωµνσ
µν
α˙β˙
. (148)
B N = 2 rigid supergravity
We consider N = 2 theories with a conserved SU(2) R-current. The supergravity to which
they can be coupled is described in [44–47]. The corresponding rigid supergravity back-
grounds have been considered in [27, 31, 48]. They are specified by a Riemannian manifold
equipped with a metric g and a spin structure. Additionally they include an SU(2)R con-
nection and other auxiliary fields: a two-form Wµν , a scalar N , a one-form Gµ, a scalar Sij
transforming as an SU(2)R triplet and finally a closed two-form Fµν .
A left-handed spinor ζ iα and a right-handed spinor χ
α˙
i , (here i is an SU(2)R index
hence both spinors transform in the fundamental representation of the SU(2)R R-symmetry)
parametrize the supergravity variations. We define spinors ηi and ηi as follows:
ηi = −Sijζ
j + (F+ −W+)ζi − 2Gµσ
µχi , (149)
ηi = −Sijχj − (F
− −W−)χi + 2Gµσ
µζ i . (150)
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Here W+ = 1
2
Wµνσ
µν and W− = 1
2
Wµνσ
µν (similarly for F).
For a rigid supergravity background to admit a supersymmetry the following Killing
spinor equations must be satisfied by the variation parameters ζ iα and χ
α˙
i . A first set of
equations is
(Dµ − iGµ)ζi −
i
2
W+µρσ
ρχi =
i
2
σµηi ,
(Dµ + iGµ)χ
i +
i
2
W−µρσ
ρζ i =
i
2
σµη
i ,
(151)
where Dµ includes the SU(2)R connection. A second set is(
N −
1
6
R
)
χi = 4i∂µGνσ
µνχi + i
(
∇µ + 2iGµ
)
W−µνσ
νζ i + iσµ
(
Dµ + iGµ
)
ηi ,(
N −
1
6
R
)
ζi = −4i∂µGνσ
µνζi − i
(
∇µ − 2iGµ
)
W+µνσ
νχi + iσ
µ
(
Dµ − iGµ
)
ηi ,
(152)
here R is the Ricci scalar.
Among the bilinears constructed out of the spinors ζ i and χi there are scalars
s = 2ζ iζi , s˜ = 2χ
iχi , (153)
and the vector field
vµ = 2χiσµζi . (154)
These satisfy ||v||2 = ss˜. When (151) are satisfied vµ is a Killing vector and s, s˜ are constant
along v.
Given a Riemannian spin manifold M admitting a Killing vector v with isolated fixed
points and functions s, s˜ satisfying the constraints above one can construct Killing spinors
ζ i and χi satisfying (151) and (152). The details of this construction including the corre-
sponding values for the background supergravity fields are found in [9] .
C N = 2 chiral and vector multiplets
C.1 Chiral multiplet
Here we review the N = 2 chiral multiplet of weight w [49]. The bottom component of this
multiplet is a complex scalar X . At progressively higher levels it comprises a left-handed
Weyl fermion λi in the fundamental of the R-symmetry SU(2)R, a self dual two form B
+, a
complex scalar Dij transforming as a triplet of SU(2)R, a second left handed Weyl fermion
ψi in the fundamental of SU(2)R and, as top component a complex scalar T .
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Below we will use the following shorthand notations:
DˆµX =
(
∂µ − i2wGµ
)
X , DˆµT =
(
∂µ − 2i(w − 2)Gµ
)
T ,
Dˆµλi =
(
Dµ − i(2w − 1)Gµ
)
λi , Dˆµψi =
(
Dµ − i(2w − 3)Gµ
)
ψi , (155)
DˆµB
+ =
(
∇µ − 2i(w − 1)Gµ
)
B+ , DˆµDij =
(
Dµ − 2i(w − 1)Gµ
)
Dij .
The susy variations of the components of the chiral multiplet take the form:
δX = −ζiλ
i ,
δλi = −2i
(
DˆµX
)
σµχi + 2B
+ζi +Dijζ
j − 2wXηi ,
δB+αβ =
i
2
(σµχi)α
(
Dˆµλ
i
)
β
+
i
2
ζiαψ
i
β +
1
2
(1 + w)ηiαλ
i
β + (α↔ β) ,
δDij = −i
(
Dˆµλi
)
σµχj − iζiψj + (1− w)ηiλj + (i↔ j) , (156)
δψi = 2
(
DˆµB
+
)
σµχi −
(
DˆµDij
)
σµχj + 2iT ζi + 2i(1− w)B
+ηi + i(1 + w)Dijη
j+
+ 2
(
DˆµX
)
σµW−χi + 2wXσ
µ
(
∇µW
− + 2iGµW
−
)
χi ,
δT = χiσµ
(
Dˆµψi
)
+ iwηiψi + iχ
iW−σµ
(
Dˆµλi
)
+ i(w − 1)χi
(
∇µW
− + 2iGµW
−
)
σµλi .
Given two chiral multiplets of weights w1 and w2 we can construct a third of weight
w1 + w2 by multiplication:
X(3) = X(1)X(2) ,
λ
(3)
i = X
(1)λ
(2)
i +X
(2)λ
(1)
i ,
B
+(3)
αβ = X
(1)B
+(2)
αβ +X
(2)B
+(1)
αβ +
1
4
λi(1)α λ
(2)
iβ +
1
4
λ
i(1)
β λ
(2)
iα , (157)
D
(3)
ij = X
(1)D
(2)
ij +X
(2)D
(1)
ij −
1
2
λ
(1)
i λ
(2)
j −
1
2
λ
(1)
j λ
(2)
i ,
ψ
(3)
i = X
(1)ψ
(2)
i +X
(2)ψ
(1)
i + iB
+(1)λ
(2)
i + iB
+(2)λ
(1)
i −
i
2
D
(1)
ij λ
(2)j−
i
2
D
(2)
ij λ
(1)j ,
T (3) = X(1)T (2)+X(2)T (1)+
i
2
λ
(1)
i ψ
(2)i+
i
2
λ
(2)
i ψ
(1)i+B+(1)α
β
B+(2)β
α
+
1
4
D
(1)
ij D
(2)ij .
This can be generalized as follows. Let Xa be the bottom components of chiral multiplets
of weight wa. Consider F(X) a holomorphic function of the Xa of a given weight wF that
is: ∑
I
Faw
aXa = wFF (158)
We can then build a chiral multiplet with bottom component F(X). The components of the
multiplet are:
X(F) = F ,
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λ
(F)
i = Faλ
a
i ,
B
+(F)
αβ = FaB
+a
αβ +
1
4
Fabλ
ai
α λ
b
iβ ,
D
(F)
ij = FaD
a
ij −
1
2
Fabλ
a
i λ
b
j ,
ψ
(F)
iα = Faψ
a
iα+ iFabB
+a
α
β
λbβi−
i
2
FabD
a
ijλ
bj
α +
i
6
Fabcλ
aj
α (λ
b
jλ
c
i) ,
T (F) = FaT
a +
i
2
Fabλ
a
iψ
bi −
1
4
FabB
+a
µν B
+bµν +
1
8
FabD
a
ijD
bij+
+
1
8
FabcB
+a
µν λ
biσµνλci −
1
8
FabcD
a
ijλ
biλcj +
1
48
Fabcd(λ
a
iλ
b
j)(λ
ciλd j) . (159)
Starting with a chiral multiplet of weight w = 2 the following combination transforms in
a total derivative and can be used to construct invariant Lagrangians,
T +
1
2
(W−µνW
−µν)X . (160)
Finally irrespective of the number of Killing spinors the following configuration for a
chiral multiplet with w = 1 is invariant under supersymmetry:
X = 1 , B+ = F+ −W+ , Dij = −2Sij ,
T = 2i(Dµ + 2iGµ)Gµ +
1
2
W−µν
(
F−µν −W−µν
)
+
(
1
6
R−N
)
(161)
C.2 Anti-chiral multiplet
The bottom component of the anti-chiral multiplet is a complex scalar X . At progressively
higher levels it comprises a right handed Weyl fermion λi in the fundamental of SU(2)R,
an anti-self dual two form B−, a complex scalar Dij transforming as a triplet of SU(2)R, a
second right handed Weyl fermion ψi in the fundamental of SU(2)R and as top component
a complex scalar T .
We will use the following shorthand notations:
DˆµX =
(
∂µ + 2iwGµ
)
X , DˆµT =
(
∂µ + 2i(w − 2)Gµ
)
T ,
Dˆµλi =
(
Dµ + i(2w − 1)Gµ
)
λi , Dˆµψi =
(
Dµ + i(2w − 3)Gµ
)
ψi , (162)
DˆµB
− =
(
∇µ + 2i(w − 1)Gµ
)
B− , DˆµDij =
(
Dµ + 2i(w − 1)Gµ
)
Dij .
40
The susy variations take the form:
δX = χiλi ,
δλ
i
= 2i
(
DˆµX
)
σµζ i + 2B−χi −D
ij
χj + 2wXη
i ,
δB−α˙β˙ =
i
2
(σµζ i)α˙
(
Dˆµλi
)β˙
+
i
2
χiα˙ψ
β˙
i +
1
2
(1 + w)ηiα˙λ
β˙
i + (α˙↔ β˙) ,
δD
ij
= i
(
Dˆµλ
i)
σµζj + iχiψ
j
− (1− w)ηiλ
j
+ (i↔ j) , (163)
δψ
i
= 2
(
DˆµB
−
)
σµζ i +
(
DˆµD
ij)
σµζj − 2iTχ
i + 2i(1− w)B−ηi − i(1 + w)D
ij
ηj+
+ 2
(
DˆµX
)
σµW+ζ i + 2wXσµ
(
∇µW
+ − 2iGµW
+
)
ζ i ,
δT = ζiσ
µ
(
Dˆµψ
i)
− iwηiψ
i
− iζiW
+σµ
(
Dˆµλ
i)
− i(w − 1)ζi
(
∇µW
+ − 2iGµW
+
)
σµλ
i
.
Given two anti-chiral multiplets of weights w1 and w2 we can construct a third of weight
w1 + w2 by multiplication (We will only need some components):
X
(3)
= X
(1)
X
(2)
, (164)
T
(3)
= X
(1)
T
(2)
+X
(2)
T
(1)
+
i
2
λ
(1)i
ψ
(2)
i +
i
2
λ
(2)i
ψ
(1)
i +B
−(1)α˙
β˙B
−(2)β˙
α˙+
1
4
D
(1)
ij D
(2)ij
.
Starting with an anti-chiral multiplet of weight w = 2 the following combination trans-
forms in a total derivative and can be used to construct invariant Lagrangians,
T +
1
2
(W+µνW
+µν)X . (165)
C.3 Vector multiplet
A vector multiplet can be obtained from one chiral and and one anti-chiral multiplet both
of weight w = 1 by imposing constraints (in Lorentzian signature the two multiplets are
related by complex conjugation hence the constraint is some sort of reality condition). These
constraints express the higher components T, ψi of the multiplets in terms of lower ones,
hence the resulting multiplet is shorter.
ψi = −σµ(Dµ + iGµ)λ
i
, ψi = −σ
µ(Dµ − iGµ)λi
Dij = D
ij
,
T = (Dµ + 2iGµ)(∂µ + 2iGµ)X +
1
2
W−µνB
−µν +
(
1
6
R−N
)
X , (166)
T = (Dµ − 2iGµ)(∂µ − 2iGµ)X +
1
2
W+µνB
+µν +
(
1
6
R−N
)
X ,
Bµν + (XW
−
µν +XW
+
µν) = dAµν .
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Here B = B+ + B− and dAµν = ∂µAν − ∂νAµ . There is a more general constraint that
also results in a vector multiplet. It depends on a constant phase eiξ:
ψi = −eiξσµ(Dµ + iGµ)λ
i
, ψi = −e
−iξσµ(Dµ − iGµ)λi
Dij = eiξD
ij
,
e−iξT = (Dµ + 2iGµ)(∂µ + 2iGµ)X +
1
2
W−µνB
−µν +
(
1
6
R−N
)
X , (167)
eiξT = (Dµ − 2iGµ)(∂µ − 2iGµ)X +
1
2
W+µνB
+µν +
(
1
6
R−N
)
X ,
e−
i
2
ξ
(
B+µν +XW
+
µν
)
+ e
i
2
ξ
(
B−µν +XW
−
µν
)
= dAµν .
D Cohomohological description of chiral multiplet
In order to study the S-duality properties of N = 2 abelian gauge theory in curved space,
in section 2 we replaced each vector multiplet in the theory by one chiral multiplet and one
anti-chiral multiplet (both of weight 1). As shown in [9] vector multiplets can be recast using
cohomological variables in terms of which the properties of supersymmetric observables are
more transparent. Here we want to do the same for the combination of chiral and anti-chiral
multiplets.
A chiral plus an anti-chiral multiplet comprise the following fields:
• Four complex scalars X,X and T, T (here and below a bar does not denote complex
conjugation),
• Two SU(2)R triplet scalars Dij and Dij,
• A self-dual two form B+ and an anti self-dual two form B−,
• Two left handed Weyl fermions λi, ψi and two right handed Weyl fermions λi, ψi all
transforming as doublets of SU(2)R.
There is an invertible map from these fields to the following cohomological multiplets:
• A long multiplet comprising an even scalar φ, an odd one-form Ψ, an even two form
F , an odd three-form ρ and an even four form D. We can arrange these fields in the
multi-form A = φ + Ψ + F + ρ + D. Supersymmetry acts on this multi-form as the
equivariant differential dv = d+ ιv
δA = dvA (168)
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• Two multiplets (ϕ, η) and (ηˆ, ϕˆ). Here all the components are scalars. The fields ϕ
and ϕˆ are even while η and ηˆ are odd. Supersymmetry acts as follows:
δϕ = η , δη = Lvϕ and δηˆ = ϕˆ , δϕˆ = Lvηˆ (169)
• Two multiplets (χ,H) and (Hˆ, χˆ). Here all the components are two forms in the image
of the projector P+ω defined in (7). The fields h and hˆ are even while χ and χˆ are odd.
Supersymmetry acts as follows:
δχ = H , δH = Lvχ and δHˆ = χˆ , δχˆ = LvHˆ (170)
Note that these cohomological variables are all invariant under SU(2)R. Additionally they
are all forms of various degrees and hence can be defined even when the manifold is not spin.
As discussed in Appendix C one can impose constraints on the combination of one chiral
and one anti-chiral multiplet of weight 1 to obtain a single vector multiplet. At the level of
the cohomological variables introduced above these constraints amount to setting to zero the
(ηˆ, ϕˆ) and (Hˆ, χˆ) multiplets and also impose the following on the long multiplet components
D = 0, ρ = 0 , F = dA . (171)
Indeed because dF = 0 the long multiplet is shortened to (φ,Ψ, F ) with F = dA. These
fields together with the multiplets (ϕ, η) and (χ,H) are indeed the cohomological variables
introduced for the vector multiplet in [9].
The map from the chiral plus anti-chiral components to the cohomological fields can be
written explicitly using the Killing spinor (ζi, χi). Below we show what the structure of this
map is up to terms proportional to supergravity background fields and curvature. The long
multiplet is
φ = sX + s˜X ,
Ψµ = ζiσµλ
i
+ χiσµλi ,
Fµν = B
+
µν +B
−
µν +
1
s+ s˜
(Dij −Dij)(χ
iσµνχ
j − ζ iσµνζ
j) ,
ρµνρ =
iǫµνρ
λ
s+ s˜
(ζiσλ(ψ
i
+ σνDνλ
i) + χiσλ(ψi + σ
νDνλi)) ,
Dµνρλ = −iǫµνρλ(T − T +∇
2(X −X)) . (172)
The other multiplets components instead are
ϕ = −i(X −X) ,
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η = ζiλ
i + χiλi . (173)
Hµν = (P
+
ω )
ρλ
µν
(
−Fρλ +
sDij + s˜Dij
s2 + s˜2
(χiσρλχ
j + ζ iσρλζ
j) +
2ǫρλ
αβ
s+ s˜
vα∂βϕ
)
,
χµν =
2
s2 + s˜2
((s+ s˜)(χiσµνλi − ζiσµνλ
i) + vµΨν − vνΨµ) . (174)
ϕˆ = ǫµνρσ(ivµDν(Dij −Dij)(χ
iσρσχ
j + ζ iσρσζ
j)) + (sT + s˜T )−∇2(sX + s˜X) ,
ηˆ = ζi(ψ
i + σµDµλ
i
)− χi(ψ
i
+ σµDµλ
i) . (175)
Hˆµν = (Dij −Dij)(χ
iσµνχ
j + ζ iσµνζ
j) ,
χˆµν = i(s + s˜)(χ
iσµν(ψi + σ
ρDρλi)− ζiσµν(ψ
i + σρDρλ
i
)− i(vµρν − vνρµ)) . (176)
E Legendre transform
In this Appendix we collect various standard formulas for the Legendre transform that we
use in the paper. Consider a convex function f(x). For a fixed p let x maximize px + f(x)
and define
p = −
df
dx
→ x = g(p) (177)
with the obvious relations
g = (−f ′)−1 ↔ f ′(x)|x=g(p) = −p . (178)
The Legendre transform of the function f is defined as
fˆ(p) = pg(p) + f(g(p)) , (179)
and this is an involutive transformation. We have the following standard relations between
the derivatives of a function and its Legendre transform
dfˆ(p)
dp
= g(p) + (p+ f ′(x)|x=g(p))
dg
dp
= g(p) , (180)
and
d2fˆ(p)
dp2
=
dg
dp
= −
1
f ′′(x)|x=g(p)
. (181)
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We are interested in a parametric Legendre transform when the function f(x, τ) depends
on an extra parameter τ and we want to perform the Legendre transform on the variable x.
For a fixed p let x maximize px+ f(x, τ). We have the relations
p = −
∂f
∂x
(x, τ) → x = g(p, τ) (182)
and
∂f
∂x
(x, τ)|x=g(p,τ) = −p . (183)
We define the Legendre transform as
fˆ(p, τ) = pg(p, τ) + f(g(x, τ), τ) . (184)
Next we want to relate the derivatives of the function and its Legendre transform, including
the derivatives with respect to the parameter τ . As before we have the relation
∂2fˆ(p, τ)
∂p2
=
∂g
∂p
= −
1
∂2xf(x, τ)|x=g(p,τ)
. (185)
The first derivatives with respect τ are related as follows
∂fˆ
∂τ
(p, τ) = p
∂g
∂τ
(p, τ) +
∂f
∂x
(x, τ)|x=g(p,τ)
∂g
∂τ
(p, τ) +
∂f
∂τ
(x, τ)|x=g(p,τ) =
∂f
∂τ
(x, τ)|x=g(p,τ)(186)
and the mixed derivatives are
∂2fˆ
∂τ∂p
(p, τ) =
∂2f
∂τ∂x
(x, τ)|x=g(p,τ)
∂g
∂p
(p, τ) = −
( 1
∂2xf(x, τ)
∂2f
∂τ∂x
(x, τ)
)
|x=g(p,τ) . (187)
We also have the following relations for the second derivatives with respect to the parameter τ
∂2fˆ
∂τ 2
(p, τ) =
∂2f
∂x∂τ
(x, τ)|x=g(p,τ)
∂g
∂τ
(p, τ) +
∂2f
∂τ 2
(x, τ)|x=g(p,τ) (188)
or alternatively
∂2fˆ
∂τ 2
(p, τ) =
∂2f
∂x∂τ
(x, τ)|x=g(p,τ)
∂2fˆ
∂p∂τ
(p, τ) +
∂2f
∂τ 2
(x, τ)|x=g(p,τ) . (189)
All these formulas have simple generalizations in the case of many variables.
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F Fourier transform
In this Appendix we collect the conventions for the Fourier transform used in this paper.
Let us introduce the Fourier transform of the function e
2π
~
F(x) : R → C with ~ being a real
number
e
2π
~
Fˆ(ξ) = FT
(
e
2π
~
F(x)
)
=
1√
|~|
∞∫
−∞
e
2π
~
[−ixξ+F(x)] dx , (190)
and the inverse of the Fourier transform as follows
e
2π
~
F(x) = FT−1
(
e
2π
~
Fˆ(ξ)
)
=
1√
|~|
∞∫
−∞
e
2π
~
[ixξ+Fˆ(ξ)] dξ . (191)
Here we use the standard representation of the delta function
1
|~|
∞∫
−∞
e
2π
~
ixξ dξ = δ(x) . (192)
The Fourier transform satisfies the standard properties
FT4 = Id , FT2 = P , (193)
where P(f(x)) = f(−x) is the parity operator.
Similarly when integrating along the imaginary line we have
e
2π
~
Fˆ(iξ) = FT
(
e
2π
~
F(ix)
)
=
1√
|~|
∞∫
−∞
e
2π
~
[−ixξ+F(ix)] dx , (194)
and
e
2π
~
F(ix) = FT−1
(
e
2π
~
Fˆ(iξ)
)
=
1√
|~|
∞∫
−∞
e
2π
~
[ixξ+Fˆ(iξ)] dξ . (195)
In the context of gauge theories by ~ we mean the combination ǫ1ǫ2 and thus we use the
following conventions
Z(a, ǫ1, ǫ2) = e
2π
ǫ1ǫ2
F(a,ǫ1,ǫ2) =
1√
|ǫ1ǫ2|
∞∫
−∞
e
2π
ǫ1ǫ2
[iaφ+Fˆ(φ,ǫ1,ǫ2)] dφ
=
1√
|ǫ1ǫ2|
∞∫
−∞
e
2πi
ǫ1ǫ2
aφ
Zˆ(φ, ǫ1, ǫ2) , (196)
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and for its Fourier transform
Zˆ(ξ, ǫ1, ǫ2) = e
2π
ǫ1ǫ2
Fˆ(ξ,ǫ1,ǫ2) =
1√
|ǫ1ǫ2|
∞∫
−∞
e
2π
ǫ1ǫ2
[−iaξ+F(a,ǫ1,ǫ2)] da
=
1√
|ǫ1ǫ2|
∞∫
−∞
e
−
2πi
ǫ1ǫ2
aξ
Z(a, ǫ1, ǫ2) da . (197)
Additionally for periodic distributions we use
1
|T |
∑
n∈Z
e
2π
T
int =
∑
k∈Z
δ(t− kT ) , (198)
where T can be any real non-zero number.
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