pitch is this: he'll pay you two dollars if the next toss is heads; you pay him one dollar if the next toss is tails. Alice is intrigued. Should she take the bet? Certainly, if Bob is tossing a fair coin, it's a great bet. Probably she'll win money in the long run. After all, she would expect that half Bob's tosses would come up heads and half tails. Giving up only one dollar on each heads toss and getting two for each tails -why, in a while she'd be rich! Of course, to assume that a street hustler is tossing a fair coin is a bit of a stretch, and Alice is no dummy. So she watches for a while, recording how the coin comes up for other betters, writing down a '1' for 'heads' and a '0' for 'tails'. After a while she has written 01010101010101010101. Perhaps Bob manipulates the outcomes. Common sense tells Alice that she can expect foul play when she plays with Bob.
What's her next move?
Research
Alice is now equipped with data (her record of the tosses she has observed) and needs to formulate a hypothesis concerning the process producing her data -something like, 'The coin has a probability of 1/2 of coming up heads'. Or 'The coin alternates between heads and tails'. Which should it be? How does one formulate a hypothesis? As we said, Alice is no dummy. Like any good scientist, she first does her research. She first checks out what the great thinkers of the past had to say about it.
Epicurus
The Greek philosopher Epicurus (342? B.C. -270 B.C.) is mainly known to us through the writings of the Roman poet Titus Lucretius Carus (100 B.C.? -55 B.C.?), who, in his long poem On the Nature of the Universe, popularized Epicurus's stoic philosophy among the Roman aristocracy. (What we moderns usually mean by "epicurean" has little to do with Epicurus, by the way.) Lucretius offers explanations for many natural phenomena and human practices (for example, he says, plausibly, that fire was delivered to humans by lightning), but he also admits to phenomena for which we know of no single explanation. To quote him:
There are some phenomena to which it is not enough to assign one cause. We must enumerate several, though in fact there is only one. Just as if you were to see the lifeless corpse of a man lying far away, it would be fitting to state all the causes of death in order that the single cause of this death may be stated. For you would not be able to establish conclusively that he died by the sword or of cold or of illness or perhaps by poison, but we know that there is something of this kind that happened to him. [9] This multiple explanations approach is sometimes called the principle of indifference. The British philosopher Bertrand Russell (1872 -1970) summarizes it as follows: "When there are several possible naturalistic explanations . . . there is no point in trying to decide between them." [10] In other words:
Principle of Indifference: Keep all hypotheses that are consistent with the facts.
(To be fair, it should be pointed out that Epicurean philosophy is not concerned with scientific progress but rather with human happiness.)
William of Ockham
The English cleric William of Ockham (1285 -1349) is credited with formulating a different principle commonly called "Occam's Razor". He wrote, "Entities are not to be multiplied without necessity". Again, according to Bertrand Russell [10] : "That is to say if everything in science can be interpreted without assuming this or that hypothetical entity, there is no ground for assuming it." As popularly interpreted, we have:
Occam's Razor: Among all hypotheses consistent with the facts, choose the simplest. This is taken as given by most scientists and sometimes even explicitly stated. The great mathematician John von Neumann wrote, . . . the sciences do not try to explain, they hardly try to interpret, they mainly make models. . . . The justification (of a model) is solely and precisely that it is expected to work. . . . Furthermore, it must satisfy certain aesthetic criteriathat is, in relation to how much it describes, it must be simple. [12] Of course there are problems with this. Why should a scientist be governed by 'aesthetic' criteria? What is meant by 'simple' ? Isn't such a concept hopelessly subjective?
We're wading in deep waters now. However, we are wading not alone but together with the greatest scientist of all time, "Fortunate Newton, happy childhood of science!" in Einstein's phrase. Isaac Newton (1642 -1727) formulated in his
Newton's Rule #1 for doing natural philosophy: We are to admit no more causes of natural things than such as are both true and sufficient to explain the appearances. To this purpose the philosophers say that Nature does nothing in vain, and more is in vain when less will serve; for Nature is pleased with simplicity, and affects not the pomp of superfluous causes.
Thomas Bayes
The English mathematician and cleric (clerics keep popping up in all this), Rev. Thomas Bayes (1702 -1761) offered what is in essence a modified principle of indifference. Rather than accepting all hypotheses consistent with the facts as equal , he gave a method of assigning probabilities to hypotheses.
Bayes's Rule: The probability that a hypothesis is true is proportional to the prior probability of the hypothesis multiplied by the probability that the observed data would have occurred assuming that the hypothesis is true. [2] Suppose we have a priori a distribution of the probabilities P (H) of the various possible hypotheses. We want the list of hypotheses to be exhaustive and mutually exclusive so that P (H) = 1, the summation taken over all possible hypotheses H. Assume furthermore that for all such H we can compute the probability Pr(D|H) 1 that sample D arises if H is the case. Then we can also compute the probability Pr(D) that sample D arises at all:
summed over all hypotheses. From the definition of conditional probability it is now easy to derive the familiar mathematical form of Bayes's Rule:
Despite the fact that Bayes's Rule essentially rewrites the definition of conditional probability, and nothing more, it is its interpretation and application that are profound and controversial. The different H's represent the possible alternative hypotheses concerning the phenomenon we wish to discover. The term D represents the empirically or otherwise known data concerning this phenomenon. The factor Pr(D), the probability of data D, is considered as a normalizing factor so that Pr(H|D) = 1, the sum taken over all hypotheses. The factor P (H) is called the a priori, initial, or prior probability of hypothesis H. It represents the probability of H being true before we have obtained any data. The prior probability P (H) is often considered as the experimenter's initial degree of belief in hypothesis H.
The factor Pr(H|D) is called the final, inferred, or posterior probability, which represents the adapted probability of H after seeing the data D. In essence Bayes's Rule is a mapping from prior probability P (H) to posterior probability Pr(H|D) determined by data D.
Continuing to obtain more and more data, and repeatedly applying Bayes's Rule using the previously obtained inferred probability as the current prior, eventually the inferred probability will concentrate more and more on the "true" hypothesis. It is important to understand that one can find the true hypothesis also, using many examples, by the law of large numbers. In general, the problem is not so much that in the limit the inferred probability would not concentrate on the true hypothesis, but that the inferred probability give as much information as possible about the possible hypotheses from only a limited number of data. Given the prior probability of the hypotheses, it is easy to obtain the inferred probability, and therefore to make informed decisions.
Thus, with Bayes's rule, we keep all hypotheses that are consistent with the observations, but we consider some more likely than others. As the amount of data grows, we home in on the most likely ones.
But there is a nasty little phrase there: "the experimenter's initial belief in the hypothesis". How can a neutral observer have such an initial belief? How can the process of assigning probabilities get started? This is known as the problem of assigning a priori probabilities.
As a historical note: The memoir [2] was posthumously published in 1764 by Bayes's friend the Rev. Richard Price. Properly speaking, Bayes's Rule as given is not due to Bayes. Pierre-Simon, Marquis de Laplace, whom we will meet again later in this narrative, stated Bayes's Rule in its proper form and attached Bayes's name to it in [5] .
Where Does This Leave Alice?
So now that Alice knows the thoughts of the ancients, what should she do. Should she take the bet? Her basic question is, "What process (that is, what kind of coin) caused the sequence 01010101010101010101?" That's a tough one, so like any good scientist, she first tries to answer a simpler question: Is Bob tossing a fair coin (one where heads and tails are equally likely to come up) or not? Since a fair coin could cause such a sequence, Epicurus says we can't reject that hypothesis. (But we can't reject a lot of other hypotheses, either.) Occam says: accept the fair coin hypothesis if it is simpler than any other. (But he offers no help in determining if 'the probability of heads is 1/2' is simpler than, say, 'the probability of heads is 1/3'.) Bayes's rule has some intuitive appeal here. The sequence doesn't seem likely to have resulted from tossing a fair coin. But why not? What does Alice expect a fair-coin sequence to look like?
Randomness
What bothers Alice is that the sequence of coin tosses doesn't look 'random'. She expects that a fair coin produces a random sequence of heads and tails. But what is 'random' ? She has intuition about the concept, to be sure -00101110010010111110 looks more random than 01010101010101010101 -but, precisely, what is meant by 'random' ?
More research is called for. Again, let's review the thoughts of the sages. Dr Samuel Johnson (1709 -1784), the great eighteenth-century master of conversation, had something to say on just about all topics. His biographer James Boswell, describes him as quite adept at and amused by mathematics. Boswell wrote:
Johnson was quite proficient in mathematics. . . . Dr. Beattie observed, as something remarkable which had happened to him, that he chanced to see both the No. 1 and the No. 1000 of the hackney-coaches, the first and the last. "Why sir," said Johnson, "there is an equal chance for one's seeing those two numbers as any other two." He was clearly right; yet the seeing of two extremes, each of which is in some degree more conspicuous than the rest, could not but strike one in a stronger manner than the sight of any other two numbers.
[1]
Many of us (including Alice) would agree with Boswell. (Most of us are not Samuel Johnson, of whom it was also said, "There's no arguing with Johnson; for when his pistol misses fire, he knocks you down with the butt end of it.") But why are the two numbers Dr. Beattie observed more 'conspicuous' than any other two? What does that mean? Aren't these two numbers just as likely as any other two numbers (all pairs with equal probability 1/1,000,000)?
The great French mathematician Pierre-Simon Laplace (1749 -1827) addressed the question why our intuition tells us that a regular outcome of a random event is unlikely:
We arrange in our thought all possible events in various classes; and we regard as extraordinary those classes which incluFor the different prediction question, while a very small number. In the game of heads and tails, if head comes up a hundred times in a row, then this appears to us extraordinary, because the almost infinite number of combinations that can arise in a hundred throws are divided into regular sequences, or those in which we observe a rule that is easy to grasp, and into irregular sequences, that are incomparably more numerous. [5] But what is regular and what is irregular? If Alice could convince herself that the particular sequence she observed is random, she could reasonably assign a high probability to the hypothesis that Bob is tossing a fair coin, and she should take the bet he offered.
(In fact betting strategies were a basis for early definitions of randomness -in essence, a sequence of n coin tosses is random if you can't predict the nth toss by looking at the first n − 1 tosses. But such definitions of randomness ran into difficulties when attempts were made to make them mathematically precise.) Yet, the classical calculus of probabilities tells us that 100 heads are just as probable as any other sequence of heads and tails, even though our intuition tells us that it is less "random" than some others. Laplace distinguishes between the object itself and a cause of the object:
The regular combinations occur more rarely only because they are less numerous. If we seek a cause wherever we perceive symmetry, it is not that we regard the symmetrical event as less possible than the others, but, since this event ought to be the effect of a regular cause or that of chance, the first of these suppositions is more probable than the second. On a table we see letters arranged in this order C o n s t a n t i n o p l e, and we judge that this arrangement is not the result of chance, not because it is less possible than others, for if this word were not employed in any language we would not suspect it came from any particular cause, but this word being in use among us, it is incomparably more probable that some person has thus arranged the aforesaid letters than that this arrangement is due to chance."
Let us try to turn Laplace's argument into a formal one. Suppose we observe a binary string s of length n and want to know whether we must attribute the occurrence of s to pure chance or to a cause. "Chance" means that the literal s is produced by fair coin tosses. "Cause" means that there is a causal explanation for s having happened-a causal explanation that takes m bits to describe. The pure chance of generating s itself literally is about 2 −n . But the probability of generating a cause for s is at least 2 −m . In other words, if there is some simple cause for s (s is regular), then m n, and it is about 2 n−m times more likely that s arose as the result of some cause than literally by a random process. It now remains to make this intuition operational.
Computer Science to the Rescue
In the mid-1960's three men -Ray Solomonoff, Andrei N. Kolmogorov, and Gregory Chaitin -independently invented the field now generally known as Kolmogorov complexity. (Actually, Solomonoff was the earliest by a couple of years, and Chaitin last, but Kolmogorov in the middle was already world famous and his mathematics impeccable, and his name got attached to the field. As Billie Holliday sang, "Them that's got shall get. Them that's not shall lose. So the Bible says, and, Lord, still it's true.") Solomonoff was addressing Alice's problem with Bayes's formula -how do we assign a priori probabilities to hypotheses when we begin an experiment? Kolmogorov and Chaitin were addressing Alice's problem of defining precisely what is meant by a random sequence. All three saw that the notion of 'computable' lay at the heart of their questions. They arrived at equivalent notions, showing that these two questions are fundamentally related, and made major strides toward answering the age-old questions described above. (An extensive history of the field can be found in [7] .)
For those of us living in the computer age, the notion of 'computable' is pretty much intuitive. Many of us have written programs; most of us have run computers. We know what a computer program is. It's a finite list of instructions telling the computer how to calculate a particular function. And once you know that, the notion of a computable binary sequence or "string" is both natural and straightforward.
Consider a particular computer language like FORTRAN or C++. Once we fix the language we can look at the programs that take no input -you just start them running, and some of them print out a binary string and stop. There are infinitely many such programs. Now let s be a particular binary string. Some of the programs print out s; in fact, infinitely many of them do. Let's list them: P 1 , P 2 , P 3 , . . . , and so on to infinity. Among these programs there is a shortest one. (Remember that programs themselves are binary strings -think of object code -so we can talk about the length of a program.)
Here's the key definition: The complexity of a binary string, s, is the length of a shortest program which, on no input, prints out s.
We'll use C(s) to denote 'the complexity of s' (but we'll shortly replace it with a variant denoted as K(s) that has the technical properties we need-just be prepared).
Once we have the definition down pat, we get a few easy facts. Suppose s is a string n bits long.
1. C(s) ≤ n (plus some constant).
This says that there is a program not much longer than s which will print out s. The one-line program, 'print(s)', will do the job.
2. There is a string, s, for which C(s) ≥ n. This is true since there are only 2 n − 1 programs of length less than n, but 2 n strings of length n. So at least one string must satisfy this inequality.
A string satisfying the second fact above may be called "random." Why? Such a string is its own shortest description. In other words, it contains no pattern. For example, with the phrase, 'a string of 10,000 zeros', one can describe a 10,000-bit string with just a few letters. But (plausibly) the shortest way to describe the string '00100011101011010010' is by writing it out.
So using this idea, Alice is justified in feeling that 01010101010101010101 is not random. She can describe it with a pattern: "ten alternating 0's and 1's". But how does that help her formulate a hypothesis about the nature of the coin Bob is flipping?
That's where Solomonoff's ideas come in. Remarkably, his initial idea gave rise to a way of assigning probabilities to binary strings. If we define K(s) pretty much as C(s) explained above (there are some technical details we're postponing until the next section), we can assign a probability to s as follows:
is called the a priori probability of s. This assignment of probabilities is called the semi-measure universal for the class of enumerable semi-measures. We'll just call it the universal distribution.
But so what? What exactly does this mean? (And how does it relate to Alice's problem?) First recall the three ancient principles for formulating hypotheses: the principle of indifference; Occam's razor; and Bayes's rule. As pointed out earlier, Bayes's rule is in a sense a refinement of the principle of indifference. The importance of a priori probability is that it neatly combines all three principles.
Look at it this way: any sentence can be coded into a series of 0's and 1's. Hypotheses are sentences; so they can be coded as binary strings. Since a priori probability assigns a probability to every binary string, it assigns a probability to every hypothesis. But there's more. 'Simple' hypotheses -the ones you favor under Occam's razor -are precisely those with small complexity.
And if the complexity is small, the a priori probability is big. So with this method of assigning probabilities to hypotheses -as required by Bayes's rule -we make the simplest ones most probable -as William of Ockham said we should.
Let's look at an example. Suppose we have two working hypotheses, H 1 and H 2 . Occam's razor says we should favor the simpler one. In this approach, that means that we should favor the one with the lower complexity (the one with the shorter description). Bayes's formula (as with the principle of indifference) says we should keep them both, but assign probabilities to each one. The universal distribution satisfies both Occam and Bayes. And Epicurus, too! Suppose the shortest description of H 1 is 100 bits long, and the shortest description of H 2 is 200 bits long. Then we conclude that the probability of H 1 being the correct explanation is 1/2 100 or about 8 × 10 −31 , and that the probability of H 2 being the correct explanation is 1/2
200 , or about 6 × 10 −61 . These numbers also determine their relative probabilities, so that we can choose the most likely one: H 1 is about 10 30 times more likely than H 2 . We keep both hypotheses (satisfying Epicurus), assign probabilities to our 'initial beliefs' in them (as Bayes suggested we do), and favor the simpler one with a higher probability (so William of Ockham won't feel left out).
One simple theory ties up a couple of millennia of philosophy!
Some Details
This section is for those readers who would like a few more details. The first thing we want to do is to justify our calling a string which is its own shortest description "random." Why should this definition be preferable to any other we might come up with? The answer to that was provided by the Swedish mathematician Per Martin-Löf (who was a postdoc of Kolmogorov). Roughly, he demonstrated that the following definition "an n-bit string, s, is random iff C(s) ≥ n" ensures that every such individual random string possesses with certainty all effectively testable properties of randomness that hold for strings produced by random sources on the average. To see where this goes think about the pre-Kolmogorov complexity traditional problems of whether or not the infinite sequence of decimal digits in π = 3.1415 . . . can be distinguished from typical outcomes of a random source. To determine this, the sequence has been submitted to several statistical tests for randomness called, appropriately "pseudo-randomness tests." (For example, whether each digit occurs with frequency 1/10 within certain fluctuations.) If π would have failed any of these tests, then we would have said that the sequence is not random. Luckily, it satisfies all of them.
What Martin-Löf proved was this: suppose you come up with your own definition of such a 'statistical test exposing non-randomness.' If your definition is at all reasonable, then any string which meets Martin-Löf's definition also meets yours. Now, what is 'reasonable' ? Here we have to examine our intuition. First of all, we feel that most strings are random, so we demand that of your definition. (Specifically, we demand that, of all the 2 n strings of length n, at least 2 n (1−1/n 2 ) of them do not fail your randomness test.) Second, we demand that there be a computer program to execute your statistical test -it must be effective. Technically, the set of all strings that don't meet your definition should be what mathematicians call recursively enumerable, which means that there is a computer program that determines if a string fails the randomness test -that is, is not random.
For instance, suppose you define random as "passing statistical test A." Now if an n-bit string, s, meets Martin-Löf's definition of randomness, we want to prove that it will pass statistical test A. Well, suppose it doesn't, in other words, suppose it's one of the at most 2 n /n 2 strings that fail test A. Then here is a description of s:
The mth string of length n which fails test A.
We know that m is a number between 1 and 2 n /n 2 . We may not know what number m is, but we know it's in that range. The length of that description (if we code it in binary) involves coding both n (in log n bits) and m (in n−2 log n bits). This comes to at most n − log n bits (plus some negligible terms which we ignore here); hence, we can conclude that C(s) ≤ n − log n. But then s does not meet Martin-Löf's definition.
To see that Martin-Löf's definition actually is itself such a randomness test: In the first place we can approximate C(s) by running all programs of length at most s (plus some constant) for as long as it takes, in rounds of one step of each program. As soon as a program halts we check whether its output is s, and if so whether this program beats the current champion that output s by being shorter. This way we approximate the shortest program better and better as time goes by. This process will for each s eventually determine if it is not random. This shows also the second property, namely that less than 2 n /n 2 strings fail Martin-Löf's test. For instance, let A test C(s) ≤ n.
That's the justification for calling a string which is its own shortest description 'random'. It gets a bit stickier when you go into the details of the universal distribution. You have to be a bit careful when you talk about 'shortest description'. Of course, when we talk about the description of a string we mean, as mentioned above, a program which on no input will print out that string. But if we want to get probabilities out of all this, we are subject to a certain key restriction: the probabilities must add up to (no more than) 1. So we are faced with the task of establishing that the sum of all our a priori probabilities add up to no more than 1.
This almost killed Solomonoff's original idea. It was soon shown that, if we use the simple definition of shortest description, we get that for every n there is an n-bit string, s, where the value of C(s) is at most log n. This means that for every n there is a string s with P (s) at least 2 − log n or 1/n. And, of course, the infinite sum 1/2 + 1/3 + 1/4 + . . . diverges -it's certainly not one or less! It was about a decade before Solomonoff's idea was rescued-by Leonid A. Levin, another student of Kolmogorov. Chaitin had the same idea, but again later. The key was this: instead of considering the length of computer programs in general, only certain computer programs would be considered. Specifically, we would restrict our attention to prefix-free computer programs, that is, a set of programs, no one of which is a prefix of any other. (This is not too hard to imagine. For instance, if we design a computer language in which every program ends with the word 'stop', (and 'stop' may not appear anywhere else), the programs written in our language form a prefix-free set.)
The reason this approach saved the day is due to a key theorem proved in 1949 by L.G. Kraft (in his master's thesis at MIT [4] ). For our purposes, it says in essence that if we restrict our attention to prefix-free sets, then the resulting a priori probabilities will sum to no more than one.
¿From now on we'll use this slightly different definition of C(s) which we denote by K(s). So K(s) is the length of the shortest program for s among all prefix-free syntactically correct programs in our fixed programming language.
So the universal distribution meets the requirements of probability theory. Now, what is our justification for calling it 'universal' ? Briefly, it's this: suppose you have defined a probability distribution on strings. As long as it meets a reasonable criterion (namely, that it be enumerable, which is weaker than requiring that there is a computer program which, given s as input, will print out the probability you assign to s), then the universal distribution dominates yours in the sense that there is some constant, k which depends on your probability but not on s, for which k Pr(s) is as least at big as the probability you assigned to s. This is called "multiplicative domination" and was proved by Levin in the early 70's.
In a way, this is similar to the idea of a "universal" Turing machine which is universal in the sense that it can simulate any other Turing machine when provided with an appropriate description of that machine. It is universally accepted that the Turing machine is a mathematical precise version of what our intuition tells us is "computable," and therefore the universal Turing machine can compute all intuitively computable functions [11] . Since the latter statement is not a mathematical one, it cannot be proved: it is known as Turing's Thesis; in related form known as "Church's Thesis." Just like the Kolmogorov complexity is minimal (up to an additive constant) among all description lengths that can be approximated from above by a computational process, so does the universal distribution multiplicatively dominate (and is in a particular sence close to) each and every enumerable distribution-distributions that can be approximated from below by a computational process. Hence there are a lot of universalities here, and the Turing Thesis spawns:
Kolmogorov's Thesis: "the Kolmogorov complexity gives the shortest description length among all description lengths that can be effectively approximated from above according to intuition. " Levin's Thesis: "The universal distribution gives the largest probability among all distributions that can be effectively approximated from below according to intuition."
Repaying the Source
So the normally concrete field of computer science has contributed to an abstract philosophical debate which has occupied the ages. One can, in turn, use the philo-sophical ideas presented to contribute to the field of computer science. Several areas of computer science have benefited from the basic concept of universal distribution. We will look at one of them here -namely, the area called algorithm analysis. Algorithm analysis is concerned with determining the amount of time it takes to run a particular program. Of course, the amount of time a program takes depends on the size of the input to the program. For example, the number of steps required to sort n numbers using the sorting technique computer scientists call quicksort 2 will, in the worst case, be proportional to n 2 . The italics are needed. Another way to approach algorithm analysis is to determine how fast a program runs on the average. This needs to be made precise. Let's look closer at the problem of sorting n numbers. We may as well assume our input is the n numbers i 1 , i 2 , . . . , i n mixed up somehow, and we want to output them in order. The time required by quicksort is proportional to n 2 when the input is the numbers already sorted. But interestingly, for most inputs (where the numbers are not even close to being in order) the time required will be proportional to n log n. In other words, there is an input which will force quicksort to use n 2 (or so) steps, but for most inputs, quicksort will actually run much faster than this. Now, if all inputs are equally likely the average running time for quicksort is much less than its running time in the worst case.
Again, the italics are needed. Are all inputs equally likely in 'real' life? Actually, it doesn't seem that way. In 'real' life it seems that much computer time is spent sorting lists which are nearly sorted to begin with. In any case, what interests us here is the remarkable relation between worst case running times and average case running times revealed by the universal distribution.
To reiterate, the term average implies the uniform distribution. The term worst case is independent of any distribution. It is somehow natural to assume that in many cases the average is better (in this case lower) than the worst case.
It came as a surprise when it was shown by two of us (ML and PV) [6] that if we assume the universal distribution, that is, if we assume that inputs with low complexity (ones with 'short descriptions') are more likely than inputs with high complexity, then the running time we expect under this distribution is (essentially) the worst-case running time of the algorithm. This is not too hard to see in the case of quicksort. As we said, the worst case for quicksort is when the input is already sorted. In this case, the input has a short description (namely, "the numbers 1 through n in order"), whereas if the input is all mixed up, it is 'random' and is its own shortest description. Under the universal distribution, the already sorted input is far more likely than the unsorted input, so we expect that quicksort will require n 2 steps. But why is this true for algorithms in general? Again, it's not too hard to 2 Briefly, the sorting algorithm known as quicksort is this:
• Rearrange the list of numbers into two smaller lists, the 'left half' and the 'right half' in such a way that every member of the left half is less than every member of the right half.
• Sort the left half, and sort the right half.
• Merge the two sorted halves into one sorted list.
see why, but the explanation is a bit more abstract. Suppose algorithm A runs fast on some inputs and slowly on others. Then the particular input which causes A to run slowest has a short description, namely, "that input of size n which causes algorithm A to run slowest". This is a description of length log n (plus some constant) which describes a string of length n. So the length-n string described has low complexity and is assigned a high probability under the universal distribution. This is intuitively the reason why the universal distribution assigns high enough probability to such simple strings to slow the average running time of A to its worst-case running time.
The universal distribution is a great benefactor for learning and induction; but it is so bad for average running time and all other reasonable computing resources like computer memory use, that such distributions are now called 'malignant' by computer scientists.
The Universal Bet
We left Alice back there aways. Have we really helped her? After all, Bob is about to flip the coin again, and it's time for Alice to put up or shut up. Well, the fact is, we are forced into the theoretician's defense here. Yes, we have helped Alice. We have provided her with a solid theoretical framing of the problem she confronts.
And if she's clever, she can make a safe bet with Bob. In fact, Alice plays the stock market because just like Bob's offer the profits go up all the time. However, in the stock market investment companies tell you that "past performance is no guarantee for future performance." So Alice is used to cover her position with side bets called "puts" and "calls." So let's see how Alice can cover her position with Bob.
What she can propose is this: Bob flips his coin 1000 times and one part of the scheme is his original offer of two dollars for one dollar pay-out on "heads." Alice is a scientist, remember. This is lab work, and long lab hours are no deterrent to her. The results of these 1000 flips are recorded, yielding a string -let's call it s -of 1000 1's and 0's representing heads and tails. With the second part of the scheme Alice covers her position: Alice pays Bob one dollar and Bob pays Alice dollars. Now, if Bob's on the square, like the stock market, he has to take this side-bet, since his expected pay-out is less than $1. This follows from Kraft's work mentioned above which sets the expected pay-out at 2 −1000 2 1000−K(s) ≤ 1, where the sum is taken over all binary strings s of length 1000. The expected payout is actually smaller than 1 because there are programs that have length = 1000 and there are other programs than shortest programs.) If Bob is as honest as Alice's stock broker (who accepts Alice's buying and selling orders including her side bet orders for puts and calls) Bob should be happy the most likely hypothesis and when we want to determine the best predictionwhich are two different things.
They are two different things because the best single hypothesis does not necessarily give the best prediction. For example, consider a situation where we are given a coin of unknown bias p of coming up "heads" which is either p 1 = 1 3 or p 2 = 2 3 . Suppose we have determined that there is probability 2 3 that p = p 1 and probability 1 3 that p = p 2 . Then the "best" hypothesis is the most likely one: p = p 1 which predicts a next outcome "heads" as having probability 1 3 . Yet the best prediction is that this probability is the expectation of throwing "heads" which is 2 3 p 1 + 1 3 p 2 = 4 9 .
To take the prediction case: Solomonoff has shown that using the universal distribution the total expected prediction error over infinitely many predictions is less than a fixed constant (depending on the complexity of the true a priori distribution). This means that the expected error in the nth prediction goes down faster than 1/n. This is good news, and in fact it is better news than any other inference method can offer us. It turns out that these ideas can be used to prove Occam's razor itself.
Traditional wisdom has it that the better a theory compresses the learning data concerning some phenomenon under investigation, the better we learn, generalize, and the better the theory predicts unknown data. This belief is vindicated in practice but apparently has not been rigorously proved in a general setting. Two of us [PV and ML] have recently shown that indeed optimal compression is almost always a best strategy in hypotheses identification. For the different prediction question, while the single best hypothesis does not necessarily give the best prediction, we demonstrated that nonetheless compression is almost always the best strategy in prediction methods.
Statisticians like Jorma Rissanen and Chris Wallace know about Alice's problem. They have translated Solomonoff's ideas into workable (that is, easily computable) forms called 'minimum description length' algorithms, [7] . Such algorithms help many Alice's get on with practical problems nowadays, such as video scene analysis, risk minimization, and even playing the stock market. 3 4 
