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CHARACTERIZATION OF CURVATURE POSITIVITY OF
RIEMANNIAN METRICS ON FLAT VECTOR BUNDLES
FUSHENG DENG AND XUJUN ZHANG
Abstract. We give a characterization of Nakano positivity of Riemannian flat vector bun-
dles over bounded domainsD ⊂ Rn in terms of solvability of the d equation with certain good
L
2 estimate condition. As an application, we give an alternative proof of the matrix-valued
Prekopa’s theorem that is originally proved by Raufi. Our methods are inspired by the re-
cent works of Deng-Ning-Wang-Zhou on characterization of Nakano positivity of Hermitian
holomorphic vector bundles and positivity of direct image sheaves associated to holomorphic
fibrations.
1. Introduction
Recently in [9], Deng-Ning-Wang introduce a new concept-the optimal L2 estimate condition-
for plurisubharmonic functions. They prove that a C2 function must be plurisubharmonic if
it satisfies the optimal L2 estimate condition, which means that plursubharmonic functions
are the only choice for weights in Ho¨rmander’s L2 estimate for the ∂¯ equation. This result
can be roughly viewed as the converse of Ho¨rmander’s L2 theory for ∂¯. As a continuation
of this work, Deng-Ning-Wang-Zhou in [10] find a characterization of Nakano positivity for
Hermitian holomorphic vector bundles, which is applied to give a simple and transparent
proof of Berndtsson’s fundamental result on the Nakano positivity of certain direct image
sheaves [3].
Inspired by the above mentioned works, the purpose of the present paper is to establish
the parallel results for convex functions and for curvature of Riemannnian metrics on flat
vector bundles. Before stating the main results, we first introduce some notions.
Definition 1.1. Let φ be a locally integrable real valued function on a domain D ⊂ Rn. We
say that φ satisfies the optimal d − L2 estimate property, if for any d-closed smooth 1-form
f =
∑n
i=1 fidxi with compact support on D, and any smooth strictly convex function ψ on
D, the equation du = f can be solved on D with the estimate∫
D
|u|2e−φ−ψdx ≤
∫
D
n∑
i,j=1
ψijfifje
−φ−ψdx,
where dx is the Lebesgue measure on Rn and (ψij)n×n stands for the inverse of the matrix
(ψij)n×n, with ψij =
∂2ψ
∂xi∂xj
.
The first main result is the following
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Theorem 1.1. Let φ : D → R be a C2 function on a domain D ⊂ Rn. If φ satisfies the
optimal d− L2 estimate condition, then φ must be a convex function.
In Theorem 1.1, the convexity of φmeans that the Hessian of φ is semi-positive everywhere.
The fact that a convex function on Rn satisfies the optimal d − L2 condition was proved in
[6]. So Theorem 1.1 can be understood as a converse of L2-estimate for the d-equation in
[6]. Theorem 1.1 and its proof explains why the weight functions in the L2 estimate of the
d-equation should be convex, and hence answers a question posed by Berndtsson in [5](”It is
also not clear why the weight function should be required to be convex” in Introduction in
[5]).
Applying Theorem 1.1, we can give a very simple and transparent proof of Prekopa’s
theorem for convex functions.
Theorem 1.2 ([12]). Assume that φ˜(x, y) is a convex function on Rnx × R
m
y . Then the
function φ(x) defined by
e−φ(x) :=
∫
Rm
e−φ˜(x,y)dy
is a convex function on Rn.
Given a function φ on a domain D ⊂ Rn, we can view h := e−φ as a Riemannian metric on
the trivial line bundle π : D×R→ Rn over D, where π is the natural projection. In analogue
to the case of Hermitian holomorphic line bundle, we understand that h has semi-positive
curvature if φ is convex. Motivated by this observation and the curvature operator defined
for holomorphic vector bundles, Raufi introduces the notion of Nakano positivity (phrased
as log concavity in the sense of Nakano) for Riemannian metrics on trivial vector bundles.
Let D be a domain in Rn and let p : E = D × Rr → D be the trivial vector bundle
over D of rank r. Then a Riemannian metric on E can be naturally identified with a map
g : D → Symr(R)
+, where Symr(R)
+ is the space of positive definite matrices of order r.
Given such a map g, the corresponding inner product on the fiber of E over x ∈ D is given
by
〈u, v〉g = 〈g(x)u, v〉 = v
Tg(x)u, u, v ∈ Rr,
where vT = (v1, · · · , vr) is the transpose of v.
Definition 1.2. ([13]) Let g : D → Symr(R)
+ be a C2 Riemannian metric on E. Set
θ
g
jk = −
∂
∂xk
(g−1
∂g
∂xj
), ∀1 ≤ j, k ≤ n,
here the differentiation should be interpreted elementwise. We say that (E, g) is Nakano
positive (semipositive) if we have
n∑
j,k=1
〈θgjk(x)uj, uk〉g > 0 (≥ 0)
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holds for any x ∈ D and any n-tuple of vectors {uj}
n
j=1 ⊂ R
r. If we set Θg = [θgjk], then the
left side of the above inequality can be written as
〈Θgu, u〉g =
n∑
j,k=1
〈θgjk(x)uj , uk〉g.
In Definition 1.2, if r = 1 and writing g = e−φ, then (E, g) is Nakano semipositive if and
only if φ is a convex function. Therefore, Nakano positivity can be viewed as a generalization
of convexity.
Let D and E as above. We denote by Λp(D,E) the space of smooth p-forms on D with
values in E. Formally an element f ∈ Λp(D,E) can be written as
f =
∑
1≤i1<···<ip≤n
fi1...ipdxi1 ∧ · · · ∧ dxip ,
where fi1···ip : D → R
r are smooth maps that are identified with smooth sections of E. We
can define the exterior differential d : Λp(D,E) → Λp+1(D,E) in the natural way. For any
f ∈ Λp−1(D,E), we have d(df) = 0 ∈ Λp+1(D,E).
If g is a Riemannian metric on E, and f, f ′ ∈ Λ1(D,E) are given by
f =
n∑
j=1
fjdxj , f
′ =
n∑
j=1
f ′jdxj ,
then the pointwise inner product of f and f ′ is given by
〈f, f ′〉g =
n∑
j=1
〈fj, f
′
j〉g.
The inner product of f and f ′ is defined as
〈〈f, f ′〉〉g :=
∫
D
〈f, f ′〉gdx.
The inner product on Λp(D,E), (p ≥ 0) is defined similarly. We denote by L2p(D,E) the
space of measurable p-forms f with values in E such that ‖f‖2g := 〈〈f, f〉〉g < +∞. For
simplicity, we denote L20(D,E) by L
2(D,E), which is the space of measurable sections f of
E such that ‖f‖2g < +∞.
We now generalize Definition 1.1 to the following
Definition 1.3. Assume D is a domain in Rn, E = D×Rr is the trivial vector bundle over
D, and g : D → Symr(R)
+ is a C2 Riemannian metric on E. We say that g satisfies the
optimal d − L2 estimate condition if for any C2 strictly convex function ψ on D, and any
d-closed f ∈ Λ1(D,E) with compact support, there exists u ∈ L2(D,E) satisfying du = f
and ∫
D
〈u, u〉ge
−ψdx ≤
∫
D
〈(Hess ψ)−1f, f〉ge
−ψdx.
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Our second main result is the following.
Theorem 1.3. Assume D is a domain in Rn, E = D × Rr is the trivial vector bundle over
D, and g : D → Symr(R)
+ is a C2 Riemannian metric on E. If g satisfies the optimal d−L2
estimate condition, then (E, g) is Nakano semipositive.
Theorem 1.3 may be viewed as the converse of the following Theorem 1.5 for the L2-
estimate of d-equation, which is a real analysis analogue of Theorem 1.1 in [10] for the ∂¯
equation. If r = 1, then Theorem 1.3 reduces to Theorem 1.1.
One of the main ingredients in the proof of Theorem 1.3 is a Bochner type identity.
Proposition 1.4. Assume D is a domain in Rn, E = D × Rr is the trivial vector bundle
defined over D, and g : D → Symr(R)
+ is a C2 Riemannian metric on E. Then for any
α =
∑n
i=1 αidxi ∈ Λ
1(D,E) with compact support, we have∫
D
〈d∗α, d∗α〉gdx+
∫
D
〈dα, dα〉gdx =
∫
D
n∑
i,j=1
〈θgijαi, αj〉gdx+
∫
D
n∑
i,j=1
〈
∂αi
∂xj
,
∂αi
∂xj
〉gdx,
where d∗ is the formal adjoint operator of d : L2(D,E)→ L21(D,E).
In the case that r = 1, the identity in Proposition 1.4 can be found in [5].
On the other hand, it is known that a Nakano semipositive Riemannian trivial bundle
over Rn satisfies the optimal L2-estimate condition. The following result is an analogue of
Ho¨rmander’s L2-estimate for the ∂¯-equantion [11].
Theorem 1.5 ([7, Theorem 4]). Let g : Rn → Symr(R)
+ be a Riemannian metric on the
trivial vector bundle p : E = Rn×Rr → Rn. Assume that (E, g) is Nakano semipositive and∫
Rn
|g| < +∞. Then for any d-closed f ∈ Λ1(Rn, E), the equation du = f can be solved with
u ∈ L2(Rn, E) satisfying the following estimate∫
Rn
|u|2g ≤
∫
Rn
〈(Θg(x))−1f, f〉gdx.
Indeed, Theorem 1.5 is a slight reformulation of Theorem 4 in [7]. In the case that r = 1,
Theorem 1.5 is due to Brascamp and Lieb [6]. Theorem 1.5 is proved in [7] based on a
Bochner-type identity ([7, Fact 8]) for smooth sections of E. We remark that based on
Ho¨rmander’s idea for L2-estimate of ∂¯ [11], Theorem 1.5 can also be deduced from Proposition
1.4, combing with the following generalized Cauchy-Schwarz inequality:
〈〈f, α〉〉2g ≤ 〈〈(Θ
g)−1f, f〉〉g · 〈〈Θ
gα, α〉〉g
where f, α ∈ Λ1(Rn, E). Here we omit the details.
A direct consequence of the combination of Theorem 1.3 and Theorem 1.5 is a matrix-
valued version of Theorem 1.2.
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Theorem 1.6. ([13]) Let g˜(x, y) : Rnx × R
m
y → Symr(R)
+ be a C2 Riemannnian metric on
the trivial bundle E˜ = (Rn × Rm)× Rr → Rn × Rm over Rn × Rm. Define
g(x) =
∫
Rm
g˜(x, y)dy ∈ Symr(R)
+.
If (E˜, g˜) is Nakano semipositve and g is C2 smooth, then g is Nakano semipositive, viewed
as a Riemannian metric on the trivial bundle E = Rn × Rr over Rn.
Theorem 1.6 was originally proved by Raufi in [13]. Raufi’s proof contains two main
ingredients: Berndtsson’s method to the positivity of direct image bundles [3] and a Fourier
transform technique. To avoid the Fourier transform technique and complex analysis in the
proof, Cordero-Erausquin recently produced a new proof of Theorem 1.6 based on Theorem
1.5, which is motivated by the proof of Theorem 1.2 given by Brascamp and Lieb [6]. Our
method to Theorem 1.2 and Theorem 1.6 is inspired by the works in [9] and [10], . and
is essentially different from those in [13] and [7]. The main idea in the proof of Theorem
1.6 is as follows. Given that (E˜, g˜) is Nakano semipositive, then (E˜, g˜) satisfies the optimal
d−L2 estimate condition by Theorem 1.5. By Fubini theorem, it is easy to show that (E, g)
also satisfies the optimal d − L2 estimate condition, and hence is Nakano semipositive by
Theorem 1.3. In the recent preprint [8], Theorem 1.6 is proved and generalized by a related
but different method that is based on the characterization of Nakano positivity of Hermitian
holomorphic vector bundles in [10] and a group action technique.
All the above results also holds for Hemitian metrics on complex vector bundles. Recall
that a vector bundle E over a manifold M is called flat if the pull back bundle π∗E over
M˜ is trivial, where π : M˜ → M is the universal covering of M . In a forthcoming work, we
will generalize the above results to flat vector bundles with Riemannian metrics over general
Riemannian manifolds.
Though Theorem 1.1 and Theorem 1.2 are special cases of Theorem 1.3 and Theorem 1.6
respectively, we still present their proofs here since their proofs are simpler than those of
the later ones in technique and hence can help the readers to grasp the main ideas. The
remaining of the paper is organized as follows. In §2, we give the proof of Theorem 1.1,
and in §3 give the proof of Theorem 1.2. We then establish the basic Bochner type identity
(Property 1.4) in §4, and prove Theorem 1.3 in §5 and prove Theorem 1.6 in the final §6.
Acknowlegements. The methods to the main results in the present paper are strongly
inspired by the works in [9] and [10]. The first author are grateful to Professor Jiafu Ning,
Zhiwei Wang, and Xiangyu Zhou for related collaborations and discussions. The authors are
partially supported by the NSFC grant 11871451.
2. Characterization of convex functions in terms of L2 estimate for the
d-equation
The aim of this section is to prove Theorem 1.1.
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Assume D is a domain in Rn and φ : D → R is a C2 smooth function, we define L2(D, e−φ)
to be the Hilbert space of (real valued) measurable functions f on D such that
‖f‖2φ :=
∫
D
|f |2e−φdx <∞,
where dx is the Lebesque measure on Rn. The weighted inner product on L2(D, e−φ) is
defined in the the following natural way
(f, g)φ =
∫
D
f · ge−φdx.
Furthermore, for a measurable 1-form α =
∑n
j=1 αidxi defined on D, the weighted L
2 norm
of α is defined by
‖α‖2φ =
n∑
j
‖αj‖
2
φ =
n∑
j
∫
D
|αj|
2e−φdx.
We denote by L21(D, e
−φ) the Hilbert space of measurable 1-forms on D with finite norm.
The inner product on L21(D, e
−φ) is given by
(α, β)φ :=
n∑
j=1
(αj, βj)φ =
n∑
j=1
∫
D
αjβje
−φ
for α =
∑n
j=1 αjdxj, β =
∑n
j=1 βjdxj .
A simple calculation shows that the formal adjoint of the densely defined operator d :
L2(D, e−φ)→ L21(D, e
−φ) is give by
δφα = −
n∑
j=1
(
∂αj
∂xj
−
∂φ
∂xj
· αj),
where α is any smooth 1-form on D with compact support.
The following identity is required for the proof.
Lemma 2.1 ([5, Proposition 3.1]). Let α =
∑n
j αjdxj be a smooth compactly supported
1-form on Rn. Then
(1)
∫
Rn
(
n∑
j,k=1
∂2φ
∂xj∂xk
αjαk +
n∑
j,k=1
|
∂αj
∂xk
|2)e−φdx =
∫
Rn
(|δφα|
2 + |dα|2)e−φdx.
Now we are ready to prove Theorem 1.1, for the convenience, we restate here.
Theorem 2.2 (=Theorem 1.1). Let D be a domain in Rn and φ : D → R be a C2 function.
If for any d-closed smooth 1-form f =
∑n
j=1 fjdxj on D with compact support and any
smooth strictly convex function ψ on D, the equation du = f can be solved on D with the
estimate ∫
D
|u|2e−φ−ψdx ≤
∫
D
n∑
i,j=1
ψijfifje
−φ−ψdx,
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then φ is a convex function, where dx is the Lebesgue measure on Rn and (ψij)n×n stands
for the inverse of the matrix (ψij)n×n, with ψij =
∂2ψ
∂xi∂xj
.
Proof. With Lemma 2.1 in hand, we can now follow the idea of the proof of Theorem
1.1 in [9].
Let ψ be any smooth strictly convex function on D. By assumption, the equation du = f
on D can be solved for any compactly supported d-closed 1-form f =
∑n
j=1 fjdxj with the
estimate: ∫
D
|u|2e−φ−ψdx ≤
∫
D
n∑
j,k=1
ψjkfjfke
−φ−ψdx.
For any d-closed 1-form α with compact support we have:
|(α, f)φ+ψ| = |(α, du)φ+ψ| = |(δφ+ψα, u)φ+ψ|
≤ ‖u‖φ+ψ · ‖δφ+ψα‖φ+ψ.
Combing this with Lemma 2.1, we have
(2) |(α, f)φ+ψ|
2 ≤
∫
D
n∑
j,k=1
ψjkfjfke
−φ−ψdx×
∫
D
n∑
j,k=1
(
(φjk + ψjk)αjαk + |
∂αj
∂xk
|2
)
e−φ−ψdx.
Since the inequality (2) holds for any α with compact support, setting
(α1, ..., αn) = (f1, ..., fn)(ψ
jk),
then the left hand in (2) becomes(
n∑
j,k=1
∫
D
ψjkfjfke
−φ−ψ
)2
,
which is also equal to (
n∑
j,k=1
∫
D
ψjkαjαke
−φ−ψ
)2
.
We therefore obtain form (2) the following inequality:
(3)
∫
D
n∑
j,k=1
φjkαjαke
−φ−ψ +
∫
D
n∑
j,k=1
|
∂αj
∂xk
|2e−φ−ψdx ≥ 0.
The next thing to do is to argue by contradiction.
Suppose φ is not convex, then there exists x0 ∈ D, r > 0, a constant c > 0, and ζ =
(ζ1, ..., ζn) ∈ R
n with |ζ | = 1 such that
n∑
j,k=1
φjk(x)ζjζk < −c
holds for any x ∈ B(x0, r) ⊂ D, where B(x0, r) is the ball centered at x0 with radius r.
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For the simplicity, we may assume x0 = 0 and write B(0, r) as Br. The purpose of the
following construction is to show that the inequality (3) doesn’t hold for some special α.
Since we can solve the equation du = f for any d-closed smooth 1-form f . We choose
f = dv with
v(x) = (
n∑
j=1
ζjxj)χ(x),
viewed as a smooth function on D, where χ ∈ C∞c (Br) satisfying χ(x) = 1 for x ∈ B r
2
. Then
f(x) =
n∑
j=1
ζjdxj
for x ∈ B r
2
. For s > 0, we set
ψs(x) = s(|x|
2 −
r2
4
),
which is a strictly convex function on Rn with
∂2
∂xj∂xk
ψs(x) = 2sδjk.
Set
(αs1, ..., α
s
n) = (f1, ..., fn)(ψ
jk
s ) =
1
2s
(f1, ..., fn),
then on B r
2
we have
αs(x) =
1
2s
n∑
j=1
ζjdxj
and
∂αsj
∂xk
≡ 0, j, k = 1, ..., n. Since f has compact support, there is a constant C > 0 such
that |αsj | ≤
C
s
and |
∂αsj
∂xk
| ≤ C
s
hold for any x ∈ D, j, k = 1, ..., n and any s > 0.
Replacing α and ψ in the left hand of (3) by αs and ψs defined as above and multiplying
it by s2, we get
(4)
s2
∫
D
n∑
j,k=1
φjkα
s
jα
s
ke
−φ−ψsdx+ s2
∫
D
n∑
j,k=1
|
∂αsj
∂xk
|2e−φ−ψsdx
=s2(
∫
B r
2
+
∫
D\B r
2
)
n∑
j,k=1
φijα
s
jα
s
ke
−φ−ψsdx+ s2
∫
D
n∑
j,k=1
|
∂αsj
∂xk
|2e−φ−ψsdx
≤−
c
4
∫
B r
2
e−φ−ψsdx+ s2
∫
D\B r
2
n∑
j,k=1
φijα
s
jα
s
ke
−φ−ψsdx+ s2
∫
D
n∑
j,k=1
|
∂αsj
∂xk
|2e−φ−ψsdx.
Note that ψs ր +∞ on D\B r
2
as s→ +∞ and |αsj | ≤
C
s
holds for any s > 0, we get
lim
s→+∞
s2
∫
D\B r
2
n∑
j,k=1
φijα
s
jα
s
ke
−φ−ψsdx = 0.
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Since
∂αj
∂xk
(x) = 0 for x ∈ B r
2
, j, k = 1, ..., n, and |
∂αsj
∂xk
| ≤ C
s
on D for j, k = 1, ..., n and s > 0,
we get
s2
∫
D
n∑
j,k=1
|
∂αsj
∂xk
|2e−φ−ψsdx = s2
∫
D\B r
2
n∑
j,k=1
|
∂αsj
∂xk
|2e−φ−ψsdx→ 0, s→ +∞.
Thus for sufficiently large s we have∫
D
(
n∑
j,k=1
φjkα
s
jα
s
k +
n∑
j,k=1
|
∂αj
∂xk
|2)e−(φ+ψs)dx < 0.
This leads to a contradiction to the inequality (3). Thus φ is a convex function. 
3. A new method to the classical Prekopa’s Theorem
In this section we give an alternative proof of the classical Prekopa’s theorem. Our method
is based on Theorem 1.1.
Theorem 3.1 (=Theorem 1.2). Assume that φ˜(x, y) is a convex function on Rnx×R
m
y . Then
the function φ(x) defined by
e−φ(x) :=
∫
Rm
e−φ˜(x,y)dy
is a convex function on Rn.
Proof. By the standard smoothing procedure, we can assume that φ˜ is smooth. We can
also construct a smooth convex function h on Rn such that eφ˜+ǫh is integrable on Rn×Rm for
any ǫ > 0. So in the proof we may assume that φ˜ is smooth and
∫
D
e−φ˜ < ∞. By Theorem
1.1, the remaining is to prove that φ satisfies the optimal L2 estimate condition on Rm.
Let f =
∑m
j=1 fj(x)dxj be a compactly supported d-closed 1-form on R
n. We can also
naturally view f as a d-closed 1-form on Rn×Rm which will be denoted by f˜ =
∑n
j=1 f˜jdxj.
Let ψ(x) be an arbitrary smooth strictly convex function on Rn. We also view ψ as a smooth
function on Rn × Rm which will be denoted by ψ˜.
According to Theorem 1.5, the equation du˜ = f˜ can be solved on Rn×Rm with the estimate∫
Rnx×R
m
y
|u˜|2e−φ˜−ψ˜dxdy ≤
∫
Rnx×R
m
y
n∑
i,j=1
ψ˜ij f˜if˜je
−φ˜−ψ˜dxdy,
where (ψ˜ij(x, y))n×n is the inverse of the matrix (
∂2ψ˜
∂xi∂xj
)n×n.
From the identity du˜ = f˜ , we see that u˜ is independent of y1, · · · , ym, hence we can view
u˜ as a function on Rnx, which will be denoted by u. It is clear that du = f . By Fubini’s
theorem, the above inequality becomes to∫
Rn
|u|2e−φ−ψdx ≤
∫
Rm
∑
i,j
ψijfifje
−φ−ψdx,
which implies, by Theorem 1.1, ψ is a convex function on Rn. 
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4. A Bochner-type identity for 1-forms with values in a vector bundle
Let D ⊂ Rn be a domain and E = Rn×Rr → Rn be the trivial vector bundle of rank r over
R
n. As in the introduction section, we denote by Λp(D,E) the space of smooth p-forms with
values in E, for p ≥ 0. If g is a Riemannian metric on E, then we will denote by L2p(D,E)
the space of square integrable p-forms on D with values in E. For simplicity, L20(D,E) is
just denoted by L2(D,E). The inner product on L2p(D,E) is defined as in the introduction.
We consider the following chain of weight Hilbert spaces
L2(Rn, E)
d
−→ L21(R
n, E)
d
−→ L22(R
n, E),
and study the equation
du = f
for f ∈ L21(R
n, E) with df = 0.
The identity du = f , in the sense of distributions, means that∫
Rn
n∑
i=1
uT · (
∂αi
∂xi
)dx = −
∫
Rn
n∑
i=1
fTi · αidx,
holds for any α =
∑n
i=1 αidxi ∈ Λ
1(D,E) with compact support. A simple calculation shows
that
〈〈du, α〉〉g = 〈〈u,−
n∑
i=1
(g−1
∂g
∂xi
αi +
∂αi
∂xi
)〉〉g,
which means that the formal adjoint of the operator d : L2(D,E)→ L21(D,E) is given by
(5) d∗α = −
n∑
i=1
(g−1
∂g
∂xi
αi +
∂αi
∂xi
).
Now we can give the proof of Proposition 1.4, which is restated as follows.
Proposition 4.1 (=Proposition 1.4). Assume D is a domain in Rn, E = D × Rr is the
trivial vector bundle defined over D, and g : D → Symr(R)
+ is a C2 Riemannian metric on
E. Then for any α =
∑n
i=1 αidxi ∈ Λ
1(D,E) with compact support, we have
(6)
∫
D
〈d∗α, d∗α〉gdx+
∫
D
〈dα, dα〉gdx =
∫
D
n∑
i,j=1
〈θgijαi, αj〉gdx+
∫
D
n∑
i,j=1
〈
∂αi
∂xj
,
∂αi
∂xj
〉gdx,
where d∗ is the formal adjoint operator of d : L2(D,E)→ L21(D,E).
Proof. Since α is compactly supported, we have∫
D
〈d∗α, d∗α〉gdx =
∫
D
〈α, dd∗α〉gdx.
We know
d∗α = −
n∑
i=1
(g−1
∂g
∂xi
αi +
∂αi
∂xi
) = −
n∑
i=1
δiαi,
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where
δi = g
−1 ∂g
∂xi
·+
∂
∂xi
,
thus
dd∗α = −
n∑
j=1
n∑
i=1
∂
∂xj
(δiαi)dxj .
Note that
∂
∂xj
δiαi =
∂
∂xj
(g−1
∂g
∂xi
)αi + g
−1 ∂g
∂xi
∂αi
∂xj
+
∂2αi
∂xi∂xj
and
δi
∂αi
∂xj
= g−1
∂g
∂xi
∂αi
∂xj
+
∂2αi
∂xi∂xj
,
thus we have
dd∗α = −
n∑
i,j=1
∂
∂xj
(g−1
∂g
∂xi
)αidxj −
n∑
i,j=1
δi
∂αi
∂xj
dxj.
Since ∫
D
〈αk, δiαi〉gdx = −
∫
D
〈
∂
∂xi
αk, αi〉gdx,
we have ∫
D
〈α, dd∗α〉gdx =
∫
D
n∑
i,j=1
〈θgijαi, αj〉gdx−
∫
D
n∑
i,j=1
〈δi
∂αi
∂xj
, αj〉gdx
=
∫
D
n∑
i,j=1
〈θgijαi, αj〉gdx+
∫
D
n∑
i,j=1
〈
∂αi
∂xj
,
∂αj
∂xi
〉gdx.
Note that ∫
D
n∑
i,j=1
〈
∂αi
∂xj
,
∂αj
∂xi
〉gdx =
∫
D
−
1
2
n∑
i,j=1
||
∂αk
∂xj
−
∂αj
∂xk
||2g +
n∑
i,j=1
〈
∂αi
∂xj
,
∂αi
∂xj
〉gdx
= −
∫
D
〈dα, dα〉gdx+
∫
D
n∑
i,j=1
〈
∂αi
∂xj
,
∂αi
∂xj
〉gdx,
we have∫
D
〈d∗α, d∗α〉gdx+
∫
D
〈dα, dα〉gdx =
∫
D
n∑
i,j=1
〈θgijαi, αj〉gdx+
∫
D
n∑
i,j=1
〈
∂αi
∂xj
,
∂αi
∂xj
〉gdx,
which is that we want to prove. 
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5. Characterization of Nakano positivity of Riemannian vector bundles
In this section, we give the proof of Theorem 1.3.
Theorem 5.1 (=Theorem 1.3 ). Assume D is a domain in Rn, E = D × Rr is the trivial
vector bundle over D, and g : D → Symr(R)
+ is a Riemann metric on E. If for any smooth
strictly convex function ψ on D and any d-closed 1-form f ∈ Λ1(D,E) with compact support,
the equation du = f can be solved with u ∈ L2(D,E) satisfying the following estimate∫
D
〈u, u〉ge
−ψdx ≤
∫
D
〈(Hess ψ)−1f, f〉ge
−ψdx,
then (E, g) is Nakano semipositive.
Proof. We follow the spirit of the proof of Theorem 1.1.
Let ψ be a smooth strictly convex function on D, and f =
∑n
j=1 fidxi be an arbitrary
element in Λ1(D,E) with compact support. By assumption, we can solve the equation
du = f , with the estimate∫
D
〈u, u〉ge
−ψdx ≤
∫
D
〈(Hess ψ)−1f, f〉ge
−ψdx.
For any α =
∑n
i=1 αidxi ∈ Λ
0(D,E), we have
〈〈α, f〉〉2g = 〈〈α, du〉〉
2
g = 〈〈d
∗α, u〉〉2g
≤ 〈〈d∗α, d∗α〉〉g · 〈〈u, u〉〉g.
Combing this with Proposition 1.4, we get
〈〈α, f〉〉2g ≤
∫
D
〈(Hess ψ)−1f, f〉ge
−ψdx
×
(∫
D
n∑
j,k=1
〈
∂αj
∂xk
,
∂αk
∂xj
〉ge
−ψdx+
∫
D
n∑
j,k=1
〈(θgjk + (Hess ψ))αj , αk〉ge
−ψdx
)
,
Setting α = (Hess ψ)−1f, then we obtain the following inequality:
(7)
∫
D
n∑
j,k=1
〈θgjkαj, αk〉ge
−ψdx+
∫
D
n∑
j,k=1
〈
∂αj
∂xk
,
∂αk
∂xj
〉ge
−ψdx ≥ 0.
Next we argue by contradiction. Suppose (E, g) is not Nakano semipositive, then there
exist x0 ∈ D, a constant a > 0, and an 1-form ξ =
n∑
i=1
ξidxi ∈ Λ
1(D,E) with constant
coefficients ξi ∈ R
r such that
n∑
j,k=1
〈θgjk(x)ξj, ξk〉g < −c
holds for any x ∈ B(x0, a) ⊆ D, where c > 0 is a constant. For simplicity, we assume x0 = 0,
and denote B(0, a) by Ba.
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Choose χ(x) ∈ C∞(Rn) with support in Da, such that χ(x) = 1 for x ∈ Ba
2
. Let
v(x) = (
n∑
i=1
ξixi)χ(x),
which is viewed as an element in Λ0(D,E) with compact support. Let f = dv ∈ Λ0(D,E),
then f has compact support and df = 0. On Ba
2
, we have
f =
n∑
i=1
ξidxi.
For any s > 0, we set ψs(x) = s(|x|
2 − a
2
4
), then ψs is a smooth strictly convex function
on Rn, and the Hessian of ψs is given by Hessψs = 2sIn, where In is the unit matrix of
order n. We set αs = (Hess ψs)
−1f = 1
2s
f ∈ Λ1(D,E). Since f has compact support, there
exists a constant C > 0 such that |∂(αs)k
∂xj
| ≤ C
s
hold for any x ∈ D, 1 ≤ j, k ≤ n, ∀s > 0. By
construction, we also have |∂(αs)k
∂xj
| = 0 on Ba
2
. We now give an estimate of the left hand side
of the inequality (7), with α and ψ replaced by αs and ψs, and multiplied by s
2:
s2
∫
D
n∑
j,k=1
〈θgjk(αs)j, (αs)k〉ge
−ψsdx+ s2
∫
D
n∑
j,k=1
〈
∂(αs)j
∂xk
,
∂(αs)k
∂xj
〉ge
−ψsdx
≤− c
∫
Ba
2
e−ψsdx+
1
4
∫
D\Ba
2
n∑
j,k=1
〈θgjkfj, fk〉ge
−ψsdx+ C2
∫
D\Ba
2
n∑
j,k=1
e−ψsdx.
Since lim
s→+∞
ψs(x) = +∞, ∀x ∈ D\Ba
2
, and ψm(x) ≤ 0, ∀x ∈ Ba
2
and ∀s > 0, we get
∫
D
n∑
j,k=1
〈
∂(αs)j
∂xk
,
∂(αs)k
∂xj
〉ge
−ψsdx+
∫
D
n∑
j,k=1
〈θgjk(αs)j , (αs)k〉ge
−ψsdx < 0
for s sufficiently large, which contradicts to the inequality (7). Thus (E, g) must be Nakano
semipositive.

6. Prekopa’s Theorem for matrix valued functions
In this section we give a new proof of Prekopa’s Theorem for matrix valued functions,
namely Theorem 1.6. The proof is based on an combination of Theorem 1.3 and Theorem
1.5.
Theorem 6.1 (=Theorem 1.6). Let g˜(x, y) : Rnx × R
m
y → Symr(R)
+ be a C2 Riemannnian
metric on the trivial bundle E˜ = (Rn × Rm)× Rr → Rn × Rm over Rn × Rm. Define
g(x) =
∫
Rm
g˜(x, y)dy ∈ Symr(R)
+.
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If (E˜, g˜) is Nakano semipositve and g˜ is C2 smooth, then g is Nakano semipositive, viewed
as a Riemannian metric on the trivial bundle E = Rn × Rr over Rn.
Proof. Let f =
∑m
j=1 fj(x)dxj ∈ Λ
1(Rn, E) be a compactly supported d-closed 1-form on
R
n with values in E. We can naturally view f as a d-closed 1-form on Rn × Rm with values
in E˜ which will be denoted by f˜ =
∑n
j=1 f˜jdxj . Let ψ(x) be an arbitrary smooth strictly
convex function on Rn. We also view ψ as a smooth function on Rn × Rm which will be
denoted by ψ˜.
According to Theorem 1.5, the equation du˜ = f˜ can be solved on Rnx × R
m
y with u˜ ∈
L2(Rn × Rm, E˜) satisfying the estimate∫
Rn×Rm
|u˜|2g˜e
−ψ˜dxdy ≤
∫
Rn×Rm
n∑
i,j=1
〈ψ˜ij f˜i, f˜j〉g˜e
−ψ˜dxdy,
where (ψ˜ij(x, y))n×n is the inverse of the matrix (
∂2ψ˜
∂xi∂xj
)n×n.
From the identity du˜ = f˜ , we see that u˜ is independent of y1, · · · , ym, hence we can view u˜
as an element in L2(Rn, E), which will be denoted by u. It is clear that du = f . By Fubini’s
theorem, the above inequality becomes to∫
Rn
|u|2ge
−ψdx ≤
∫
Rm
∑
i,j
〈ψijfi, fj〉ge
−ψdx =
∫
Rn
〈(Hessψ)−1f, f〉ge
−ψ,
which implies, by Theorem 1.3, that (E, g) is Nakano semipositive. 
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