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Abstract
In this paper we analyze the classical limit of the Nelson model with cut off, when both non-
relativistic and relativistic particles number goes to infinity. We prove convergence of quantum
observables to the solutions of classical equations, and find the evolution of quantum fluctuations
around the classical solution. Furthermore we analyze the convergence of transition amplitudes of
normal ordered products of creation and annihilation operators between different types of initial
states. In particular the limit of normal ordered products between states with a fixed number of
both relativistic and non-relativistic particles yields an unexpected quantum residue: instead of
the product of classical solutions we obtain an average of the product of solutions corresponding
to varying initial conditions.
∗m.falconi@unibo.it
I. INTRODUCTION.
Since the development of quantum mechanics it has been natural to analyze the con-
nection between classical and quantum mechanical descriptions of physical systems. In
particular one should expect that in some sense when quantum mechanical effects becomes
negligible the system will behave like it is dictated by classical mechanics. One famous rela-
tion between classical and quantum theory dates back to early days of quantum mechanics
and it is due to Ehrenfest [1]. This result was later developed and put on firm mathematical
foundations by Hepp [2]. He proved that matrix elements of bounded functions of quantum
observables between suitable coherents states (that depend on ℏ) converge to classical values
evolving according to the expected classical equations when ℏ → 0. Furthermore he also
provides information about the quantum fluctuations of the system in the classical limit:
their dynamics is obtained linearizing quantum evolution equation around the classical so-
lution. His results were later generalized by Ginibre and Velo [3, 4] to bosonic systems with
infinite degrees of freedom and scattering theory. Ginibre, Nironi, and Velo [5] applied the
method described in [3] to perform a partially classical limit of the Nelson model where only
the number of relativistic particles goes to infinity; Rodnianski and Schlein [6] used the same
method to obtain estimates on the rate of convergence of transition amplitudes of normal
ordered products of creation and annihilation operators in the mean field limit of bosonic
systems. These latter results were then refined by Chen and Lee [7] and by Chen, Lee, and
Schlein [8]. Mean field limits of bosonic systems has also been treated using a BBGKY
hierarchy as introduced by Spohn [9] [see 10, 11, and references thereof contained], and by
a method of counting introduced by Pickl [12].
A. The Hilbert space of quantum theory.
In order to introduce the system we would like to study, we start defining the space on
which the theory is set. We call it H and it is the tensor product of two symmetric Fock
spaces over L2(R3). Let xi for i = 1, . . . , p and kj for j = 1, . . . , n be vectors of R
3, and
define
Hp,n =
{
Φp,n : Φp,n(x1, . . . , xp; k1, . . . , kn) ∈ L2(R3p+3n)
}
,
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where Φp,n is separately symmetric with respect to the first p and the last n variables. Then
H =
∞⊕
p,n=0
Hp,n .
The vacuum state will be denoted by Ω. We will use freely the following properties of the
tensor product of Hilbert spaces:
Hp,n = Hp,0 ⊗H0,n
Fs(p) ≡
∞⊕
p=0
Hp,0 , Fs(n) ≡
∞⊕
n=0
H0,n
Hp ≡ Hp,0 ⊗
∞⊕
n=0
H0,n
H = Fs(p)⊗Fs(n) =
∞⊕
p=0
Hp .
We will call ψ#(x) the annihilation and creation operator-valued distributions corre-
sponding to Fs(p), a
#(k) the ones corresponding to Fs(n):
(ψ(x)Φ)p,n(x1, . . . , xp; k1, . . . , kn) =
√
p+ 1Φp+1,n(x, x1, . . . , xp; k1, . . . , kn)
(ψ∗(x)Φ)p,n(x1, . . . , xp; k1, . . . , kn) =
1√
p
p∑
i=1
δ(x−xi)Φp−1,n(x1, . . . , xˆi, . . . , xp; k1, . . . , kn) ;
(a(k)Φ)p,n(x1, . . . , xp; k1, . . . , kn) =
√
n + 1Φp,n+1(x1, . . . , xp; k, k1, . . . , kn)
(a∗(k)Φ)p,n(x1, . . . , xp; k1, . . . , kn) =
1√
n
n∑
j=1
δ(k−kj)Φp,n−1(x1, . . . , xp; k1, . . . , kˆj, . . . , kn) ,
where xˆi or kˆj means such variable is missing. They satisfy the canonical commutation
relations
[ψ(x), ψ∗(x′)] = δ(x− x′) , [ψ(x), ψ(x′)] = [ψ∗(x), ψ∗(x′)] = 0
[a(k), a∗(k′)] = δ(k − k′) , [a(k), a(k′)] = [a∗(k), a∗(k′)] = 0 ;
obviously also [ψ#(x), a#(k)] = 0 since they correspond to distinct Fock spaces. We will
also use the following abbreviations:∫
dXp ≡
∫
R3
dx1 · · ·
∫
R3
dxp ,
∫
dKn ≡
∫
R3
dk1 · · ·
∫
R3
dkn ;
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ψ#(Xp) ≡
p∏
i=1
ψ#(xi) , a
#(Kn) ≡
n∏
j=1
a#(kj) .
For any f, g ∈ L2(R3) we define the annihilation and creation operators:
ψ#(f) =
∫
dx f(x)ψ#(x) ; a#(g) =
∫
dk g(k)a#(k) .
We also have a particle number operator corresponding to each Fock subspace, we will call
them N1 and N2 and are defined as follows
(N1Φ)p,n = p Φp,n , (N2Φ)p,n = n Φp,n ;
N = N1 +N2 .
The corresponding domains of definition are respectively D(N1), D(N2) and D(N).
B. The Nelson Hamiltonian.
We are now able to introduce the Hamiltonian that describes the dynamics of our system.
It has been widely studied in mathematical physics [see for example 13–16]. It was introduced
to describe a theory of non-relativistic nucleons (bosonic or fermionic) interacting with a
meson field; recent developments in the study of quantum optics showed this model is also
useful to describe systems of bosons interacting with radiation.
In the language of second quantization, the non-relativistic boson particles are described
by a Schro¨dinger field on Fs(p), with mass M > 0; the relativistic boson field is described
by a Klein-Gordon field on Fs(n) with mass µ ≥ 0. So the free part of the Hamiltonian H0
can be written as
H0 =
1
2M
∫
dx (∇ψ)∗(x)∇ψ(x) +
∫
dk ω(k)a∗(k)a(k)
with ω(k) =
√
k2 + µ2. The interaction occurs between the two different species, with a
cutoff for large momenta of the relativistic field, and coupling constant λ > 0:
HI = λ
∫
dxϕ(x)ψ∗(x)ψ(x) ,
ϕ(x) =
∫
dk
(2π)3/2
1
(2ω)1/2
χ(k)
(
a(k)eikx + a∗(k)e−ikx
)
with
χ(k) =
 1 if |k| ≤ σ0 if |k| > σ .
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Finally the Nelson Hamiltonian is the sum of H0 and HI :
H =
1
2M
∫
dx (∇ψ)∗(x)∇ψ(x) +
∫
dk ω(k)a∗(k)a(k) + λ
∫
dxϕ(x)ψ∗(x)ψ(x) .
For further details on the physical significance of such system see Gross [13].
We call U(t) the unitary evolution generated by H , U0(t) the one generated by H0:
U(t) = exp{−itH} ; U0(t) = exp{−itH0} ∀t ∈ R .
This dynamics leaves invariant the number of non-relativistic particles N1, and so also each
subspace Hp. However since we want to consider the mean field limit of the system (where
the number of non-relativistic particles goes to infinity), we need to consider the whole space
H .
C. The classical equations.
Classical dynamics is described by a semi-linear Schro¨dinger/Klein-Gordon system of
equations:
(I.1)

(
i∂t +
1
2M
∆
)
u = (2π)−3/2(F−1(χ) ∗ A)u
(∂2t −∆+ µ2)A = −(2π)−3/2F−1(χ) ∗ |u|2 ;
where u is a complex-valued and A a real-valued function of R3, and we use the following
convention for the Fourier transform in L2(R3):
F(g)(k) = 1
(2π)3/2
∫
dx e−ikxg(x) .
It is useful to rewrite equation (I.1) as
(I.2)

i∂tu = − 1
2M
∆u+ (2π)−3/2(F−1(χ) ∗ A)u
i∂tα = ωα+ (2ω)
−1/2χF(|u|2) ;
and A = F((2ω)−1/2α¯) + F−1((2ω)−1/2α). Existence and uniqueness of a solution, in a
suitable sense, to the L2(R3)-Cauchy problem associated with (I.2) is discussed in section III.
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D. The classical limit.
We want to study the behavior of the quantum system when the number of both relativis-
tic and non-relativistic particles is very large. It is expected that in such limit the dynamics
of a non-relativistic particle would be coupled to the one of the classical Klein-Gordon field,
as dictated by classical equations (I.1).
One has to choose initial states suitable to perform the limit. Let i, j ∈ N be respectively
the number of non-relativistic and relativistic particles (so that the classical limit corresponds
to i, j → ∞), and u0, α0 ∈ L2(R3) such that
∥∥u0∥∥2 = ∥∥α0∥∥2 = 1; we define the following
vectors of H :
(I.3) Λ = C(
√
i u0,
√
j α0)Ω ; Ψ = u
⊗i
0 ⊗ Cn(
√
j α0)Ω ∈ Hi ; Θ = u⊗i0 ⊗ α⊗j0 ∈ Hi,j
where C and Cn are the Weyl operators defined for all u, α ∈ L2(R3) as following
Cp(u) = exp
{(
ψ∗(u)− ψ(u¯)) } on Fs(p)
Cn(α) = exp
{(
a∗(α)− a(α¯)) } on Fs(n)
C(u, α) = Cp(u)⊗ Cn(α) = exp
{(
ψ∗(u)− ψ(u¯) + a∗(α)− a(α¯)) } on H ,
A stands for the closure of any closable operator A. The properties of Weyl operators we
will use the most are stated in section IVC. Observe that at fixed time 〈Ξ, ψ#(f)Ξ〉 ∼ √i,
〈Ξ, a#(f)Ξ〉 ∼ √j for all Ξ ∈ {Λ,Ψ,Θ}, in accordance with the interpretation of i and j as
number of non-relativistic and relativistic particles respectively.
Consider now time evolution in the Heisenberg picture. The quantum variables ψ#(t, x)
and a#(t, k) obey the following evolution equations:
(I.4)

i∂tψ = − 1
2M
∆ψ + λϕψ
i∂ta = ωa+ λ
χ√
2ω
F(ψ∗ψ)
.
In order to obtain a non trivial limiting equation for (I.4) when i, j →∞ we need to relate
λ to i and j, according to
(I.5) i = j = λ−2 .
So the mean field limit is also a weak coupling limit λ→ 0.
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Using the quantum evolution operator U(t) we can write the solution of (I.4), with initial
conditionψ(0, x) = ψ(x)a(0, k) = a(k)
as
(I.6)
ψ(t, x) = U
∗(t)ψ(x)U(t)
a(t, k) = U∗(t)a(k)U(t)
.
As discussed above ψ#(0) ∼ a#(0) ∼ λ−1 when averaged over the vectors defined in (I.3), so
λψ#(t, x) and λa#(t, k) are expected to have finite limit when λ→ 0. In fact we prove that
their average converge to the solution of classical equations. We also extend the convergence
results to normal ordered products of creation and annihilation operators (each one again
multiplied by λ to ensure convergence). These results are discussed in section II; in order
to do that we define, for all Φ ∈ H , Ξ ∈ {Λ,Ψ,Θ} (see equation (I.3)):
(I.7)
〈λψ#(t, ·)〉CΦ ≡ 〈C(u0/λ, α0/λ)Φ, U∗(t)λψ#(·)U(t)C(u0/λ, α0/λ)Φ〉
〈λa#(t, ·)〉CΦ ≡ 〈C(u0/λ, α0/λ)Φ, U∗(t)λa#(·)U(t)C(u0/λ, α0/λ)Φ〉 ,
(I.8)
〈ψ∗(q)ψ(r)a∗(h)a(l)〉Ξ(t) ≡ λδ〈Ξ, U∗(t)ψ∗(Xq)ψ(Yr)a∗(Kh)a(Ml)U(t)Ξ〉
= λδ〈Ξ, U∗(t)
q∏
i=1
ψ∗(xi)
r∏
i′=1
ψ(yi′)
h∏
j=1
a∗(kj)
l∏
j′=1
a(mj′)U(t)Ξ〉 ;
where δ = q + r + h+ l.
We have not yet considered fluctuations around the classical solution. If we write H as
a function of λψ and λa we have that
H = λ−2h(λψ, λa) ,
with
h(ψ, a) =
1
2M
∫
dx (∇ψ)∗∇ψ +
∫
dk ωa∗a +
∫
dxϕψ∗ψ .
Let (u, α) be the classical solution, and expand h around (u, α):
h(λψ, λa) = h(u, α) + h1(λψ − u, λa− α) + h2(λψ − u, λa− α) + h3(λψ − u, λa− α)
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with
h1(ψ, a) = − 1
2M
∫
dx∆uψ∗+
∫
dk ωαa∗+
∫
dx
(1
2
|u|2 ϕ+((2π)−3/2F−1(χ)∗A)uψ∗)+h.c.
h2(ψ, a) =
1
2M
∫
dx (∇ψ)∗∇ψ+
∫
dk ωa∗a+
[∫
dx
(1
2
((2π)−3/2F−1(χ)∗A)ψ∗ψ+uϕψ∗)+h.c.]
h3(ψ, a) =
∫
dxϕψ∗ψ .
Now define
hk,ψ(ψ, a) = [ψ, hk(ψ, a)] ; hk,a(ψ, a) = [a, hk(ψ, a)] with k = 1, 2, 3.
Since (u, α) satisfy (I.2), equations (I.4) then could be rewritten as
(I.9)
 i∂t(ψ − uλ) =h2,ψ(ψ − uλ, a− αλ) + λh3,ψ(ψ − uλ, a− αλ)i∂t(a− αλ) =h2,a(ψ − uλ, a− αλ) + λh3,a(ψ − uλ, a− αλ)
where
uλ =
1
λ
u
αλ =
1
λ
α
.
When λ → 0, (I.9) describes the evolution of quantum fluctuations. In order to take the
limit it is necessary to define new variables with initial conditions independent of λ: θ(t) ≡ C(uλ(s), αλ(s))
∗(ψ(t)− uλ(t))C(uλ(s), αλ(s))
b(t) ≡ C(uλ(s), αλ(s))∗(a(t)− αλ(t))C(uλ(s), αλ(s))
such that θ(s, x) = ψ(x) and b(s, k) = a(k). Then θ(t) and b(t) satisfy the Cauchy problem
(I.10)
 i∂tθ =h2,ψ(θ, b) + λh3,ψ(θ, b)i∂tb =h2,a(θ, b) + λh3,a(θ, b) θ(s) = ψb(s) = a .
The solution of (I.10) is given by θ(t, x) =W
∗(t, s)ψ(x)W (t, s)
b(t, k) =W ∗(t, s)a(k)W (t, s)
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with
(I.11)
W (t, s) = C∗(uλ(t), αλ(t))U(t− s)C(uλ(s), αλ(s))eiΛ(t,s)
Λ(t, s) = −1
2
(2π)−3/2λ−2
∫ t
s
dt′
∫
dx (F−1(χ) ∗ A)(t′)u¯(t′)u(t′) .
Taking the limit λ → 0 in (I.10) we obtain the equations defining the fluctuations in the
classical limit:
(I.12)
 i∂tψ2 =h2,ψ(ψ2, a2)i∂ta2 =h2,a(ψ2, a2)
with initial conditionψ2(s, x) = ψ(x)a2(s, k) = a(k) .
We can write the solution of such system asψ2(t, x) =U
∗
2 (t, s)ψ(x)U2(t, s)
a2(t, k) =U
∗
2 (t, s)a(k)U2(t, s)
and we call U2(t, s) the evolution of quantum fluctuations. Its precise definition will be given
in section IVD. The reasoning above is purely formal, a rigorous proof of the convergence
of W (t, s) to U2(t, s) when λ→ 0 is needed. We give it in section IVF. In order to do that
we need to differentiate W (t, s) and U2(t, s) with respect to t and s, and that is not possible
on a suitable dense domain of H ; however passing to the interaction representation we are
able to differentiate. It is then useful to define
(I.13) W˜ (t, s) = U∗0 (t)W (t, s)U0(s) ; U˜2(t, s) = U
∗
0 (t)U2(t, s)U0(s) .
E. Definition of spaces H δ and notations about norms.
Let B ≥ 0 a self-adjoint operator, we define Q(B) ⊆ H the form domain of B, i.e.
Q(B) = D(B1/2). Q(B) is a Hilbert space with norm
∥∥(B + 1)1/2Φ∥∥. We denote Q∗(B) the
completion of H in the norm
∥∥(B + 1)−1/2Φ∥∥.
We can then define spaces H δ, δ ∈ R:
(I.14) H δ ≡
Q(N
δ) if δ ≥ 0
Q∗(N |δ|) if δ < 0
.
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Each H δ is a Hilbert space in the norm∥∥Φ∥∥
δ
≡ ∥∥(N + 1)δ/2Φ∥∥ = ∥∥(N1 +N2 + 1)δ/2Φ∥∥ .
We will denote with B(δ′; δ) the space of bounded operators from H δ
′
to H δ.
The norm of H is denoted by
∥∥ · ∥∥, the one of L2(R3) by ∥∥ · ∥∥
2
. The norm of a space X
will be denoted explicitly by
∥∥ · ;X∥∥ or ∥∥ · ∥∥
X
, with the exception of spaces H δ and Lp(R3)
whose norm will be denoted respectively by
∥∥ · ∥∥
δ
and
∥∥ · ∥∥
p
(if the context avoids confusion).
This paper is organised as follows: in section II we present the main results of this work
(theorems 1, 2 and 3) and we give a brief summary of the proof strategy; in section III we
analyse the system of classical equations of the theory, and we prove existence and uniqueness
of a solution in C 0(R, L2(R3)×L2(R3)); in section IV we describe the quantum Hamiltonian
and the evolution of quantum fluctuations, as well as proving theorem 1; finally section V
is dedicated to prove theorems 2 and 3.
II. STATEMENT OF MAIN RESULTS AND OUTLINE OF THE PROOFS.
A. Convergence of quantum evolution.
As discussed in the introduction, the convergence in a suitable sense of the quantum
evolution between coherent states W (t, s) to the evolution of quantum fluctuations U2(t, s)
has to be proved in a rigorous way. The result we can prove is strong convergence of quantum
evolution in interaction representation W˜ (t, s) to the corresponding evolution of fluctuations
U˜2(t, s):
Theorem 1. The following strong limit exists in H :
s− lim
λ→0
W˜ (t, s) = U˜2(t, s) ,
uniformly in t, s on compact intervals.
However, since W˜ (t, s), U˜2(t, s) and U0(t) are all unitary operators on H , we have also
convergence of W (t, s) to U2(t, s):
Corollary.
s− lim
λ→0
W (t, s) = U2(t, s) ,
uniformly in t, s on compact intervals.
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Formally, the generator of U2(t, s) cancels out the λ-independent part of the generator
of W (t, s), the remaining part converging strongly to zero when λ → 0 on a suitable dense
subspace of H . So the basic idea of the proof is to use Duhamel’s formula to write the
difference of the two unitary operators as the integral of the derivative of their product,
then use the cancellation between generators to prove strong convergence. The problem
is to prove differentiability of both U2(t, s) and W (t, s) in t (or s), since their generators
depend on time. This could be done only passing to interaction representation and thus
getting rid of the free part H0. The differentiability of U˜2(t, s) is proved in section IVD,
introducing a cut off in the total number of particles N ; the differentiability of W˜ (t, s) is
proved in section IVE. Then using W˜ (t, s) − U˜2(t, s), instead of W (t, s) − U2(t, s), we are
able to write derivatives, and perform the suitable cancellations. The fact that U˜2(t, s) is in
B(δ; δ) (proposition IV.4), with a bound that does not depend on λ, ensures that everything
remains bounded when λ→ 0. The complete proof can be found in section IVF.
B. Classical limit of annihilation and creation operators.
The classical solution of (I.2) (u(t), α(t)) is expected to be the mean field limit corre-
spondent of the quantum variables (λψ(t), λa(t)). This is true if we average the quantum
variables over suitable λ-dependent coherent states:
Theorem 2. Let Φ ∈ H δ, with δ ≥ 9, (u0, α0) ∈ L2(R3)× L2(R3). Define
(u(t, ·), α(t, ·)) ∈ C 0(R, L2(R3)× L2(R3))
to be the solution of (I.2) with initial conditions (u0, α0). Then the statements below are
valid:
i. The following limits exist in L2(R3), when λ→ 0:
〈λψ(t, ·)〉CΦ L
2(R3)−→
λ→0
u(t, ·)
〈λψ∗(t, ·)〉CΦ L
2(R3)−→
λ→0
u¯(t, ·)
〈λa(t, ·)〉CΦ L
2(R3)−→
λ→0
α(t, ·)
〈λa∗(t, ·)〉CΦ L
2(R3)−→
λ→0
α¯(t, ·) .
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ii. There are two positive constants K1 and K2 such that∥∥〈λψ(t, ·)〉CΦ − u(t, ·)∥∥2 ≤ λK1(1 + |t|)eK2|t|∥∥Φ∥∥2δ∥∥〈λψ∗(t, ·)〉CΦ − u¯(t, ·)∥∥2 ≤ λK1(1 + |t|)eK2|t|∥∥Φ∥∥2δ∥∥〈λa(t, ·)〉CΦ − α(t, ·)∥∥2 ≤ λK1(1 + |t|)eK2|t|∥∥Φ∥∥2δ∥∥〈λa∗(t, ·)〉CΦ − α¯(t, ·)∥∥2 ≤ λK1(1 + |t|)eK2|t|∥∥Φ∥∥2δ .
iii. If Φ = Ω, the vacuum state of H , then∥∥〈λψ(t, ·)〉CΩ − u(t, ·)∥∥2 ≤ λ2K1 |t| eK2|t|∥∥〈λψ∗(t, ·)〉CΩ − u¯(t, ·)∥∥2 ≤ λ2K1 |t| eK2|t|∥∥〈λa(t, ·)〉CΩ − α(t, ·)∥∥2 ≤ λ2K1 |t| eK2|t|∥∥〈λa∗(t, ·)〉CΩ − α¯(t, ·)∥∥2 ≤ λ2K1 |t| eK2|t| .
The basic tool we need to prove the theorem is a bound of
∥∥W˜ (t, s)Φ∥∥
δ
that is convergent
when λ → 0. As discussed at the beginning of section V, where such convergent bound is
proved, we need to perform a regularisation in both numbers N1 and N2 of particles. Then
comparing the regularised operator W˜ν(t, s) with W˜ (t, s) we obtain the bound with suitable
λ-dependence (proposition V.2). The price we have to pay is that the bound holds only on
a subspace with much more regularity than a priori expected. Once we have this bound, the
proof of the first two points of the theorem is a direct consequence of it, and can be found in
lemma V.4. To improve the rate of convergence to λ2, as we are able to do in the last point,
we compare the quantum dynamics W˜ (t, s) with the dynamics of fluctuations U˜2(t, s). The
fact that, although U˜2 does not preserve the number of particles, the U˜2-evolved quantum
fields applied to the vacuum yield still one-particle states (proposition V.3) leads to the
cancellation of the leading term of order λ, improving thus the rate of convergence to λ2.
The complete proof can be found in lemma V.5.
The results of the theorem above can be extended to the averages of normal ordered
products of quantum variables, and to states with fixed number of particles as well as
coherent states:
Theorem 3. Let u0, α0 ∈ L2(R3) such that
∥∥u0∥∥2 = ∥∥α0∥∥2 = 1. Define
(u(t, ·), α(t, ·)) ∈ C 0(R, L2(R3)× L2(R3))
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to be the solution of (I.2) with initial conditions (u0, α0),
(uθ(t, ·), αθ(t, ·)) ∈ C 0(R, L2(R3)× L2(R3))
the solution of (I.2) with initial conditions (u0, α0(θ)), α0(θ) ≡ exp{−iθ}α0 for all θ ∈ R.
Then the statements below are valid for all q ,r, h, l ∈ N, δ = q + r + h + l:
i. The following limits exist in L2(R3δ) when λ→ 0:
〈ψ∗(q)ψ(r)a∗(h)a(l)〉Λ(t) L
2(R3δ)−→
λ→0
u¯⊗qu⊗rα¯⊗hα⊗l(t)
〈ψ∗(q)ψ(r)a∗(h)a(l)〉Ψ(t) L
2(R3δ)−→
λ→0
δqru¯
⊗qu⊗rα¯⊗hα⊗l(t)
〈ψ∗(q)ψ(r)a∗(h)a(l)〉Θ(t) L
2(R3δ)−→
λ→0
δqr
∫ 2π
0
dθ
2π
u¯
⊗q
θ u
⊗r
θ α¯
⊗h
θ α
⊗l
θ (t) ,
δqr being the function equal to 1 when q = r, 0 otherwise.
ii. For all Ξ ∈ {Λ,Ψ,Θ} there are two positive constants K1(Ξ) and K2(Ξ) that depend on
p, q, h, l such that
∥∥〈ψ∗(q)ψ(r)a∗(h)a(l)〉Λ(t)− u¯⊗qu⊗rα¯⊗hα⊗l(t)∥∥L2(R3δ) ≤ λ2K1(Λ) |t| eK2(Λ)|t|∥∥〈ψ∗(q)ψ(r)a∗(h)a(l)〉Ψ(t)− δqru¯⊗qu⊗rα¯⊗hα⊗l(t)∥∥L2(R3δ) ≤ δqrλ2K1(Ψ) |t| eK2(Ψ)|t|∥∥〈ψ∗(q)ψ(r)a∗(h)a(l)〉Θ(t)−δqr ∫ 2π
0
dθ
2π
u¯
⊗q
θ u
⊗r
θ α¯
⊗h
θ α
⊗l
θ (t)
∥∥
L2(R3δ)
≤ δqrλ2K1(Θ) |t| eK2(Θ)|t|
The proof is carried out in the same way as in the last point of theorem 2: we use the
results proved by Chen et al. [8] and Rodnianski and Schlein [6] (lemma V.8) to write fixed
particles states as suitable combinations of coherent states, and then use the convergent
bound of
∥∥W˜ (t, s)Φ∥∥
δ
; the comparison with U˜2(t, s) dynamics let us improve the rate of
convergence to λ2. The proof for Θ vectors (fixed number of both non-relativistic and
relativistic particles) can be found in section VB, the other two cases being analogous.
C. Discussion of the results.
As expected we are able to put on solid mathematical foundations the results of con-
vergence described na¨ıvely in the introduction. The solution of coupled Schro¨dinger and
Klein-Gordon equations is the classical counterpart of the quantum variables of the system
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(namely annihilation and creation operators). This is set in theorem 2, and the convergence
of the latter to the former is intended to be the convergence in L2(R3) of transition ampli-
tudes between coherent states of quantum operators to classical functions. The dynamics of
quantum fluctuations is governed by the linearization of Heisenberg equations around the
classical solution: this is proved by the convergence stated in theorem 1, keeping in mind
the differential properties of U˜2(t, s) (proposition IV.4). In theorem 3 we extend the con-
vergence of transition amplitudes to normal ordered products of creation and annihilation
operators. The behaviour of U2(t, s) evolution of one-particle states enables to improve the
rate of convergence of such amplitudes, between suitable states (Λ, Ψ and Θ), to order λ2
instead of λ.
The result about fixed particles Θ-vectors stated in theorem 3 deserves a specific com-
ment. The classical limit in this case differs from the expected product of classical solutions.
A phase multiplying the initial relativistic datum arises, and the limit is an average of
the product of classical solutions corresponding to such varying initial data. Observe that
quantum dynamics of the relativistic field does not preserve the number of particles, while
non-relativistic particle number is preserved by quantum evolution. So initial states with
fixed number of relativistic particles could be seen as a bad choice to describe the the-
ory. The non-classical residue obtained in the limit is possibly related to this problem and
should emerge also in the classical limit of other systems that does not preserve the number
of particles.
III. CLASSICAL THEORY.
In this section we prove existence and uniqueness of a solution in C 0(R, L2(R3)×L2(R3))
of the classical system (I.2) with initial data in L2(R3) (proposition III.1); furthermore we
prove such solution is continuous in C 0(R, L2(R3) × L2(R3)) with respect to a L2(R3)-
continuous variation of the initial α-datum (lemma III.3: this result is needed in theorem 3
for Θ vectors, so the integration of classical solutions corresponding to different initial data
makes sense).
Let α0, u0 ∈ L2(R3), and define U01(t) ≡ exp(i∆t/2), U02(t) ≡ exp(−iωt), with
(ωλα)(x) = (2π)−3/2
∫
dξ eiξx(µ2 + |ξ|2)λ/2F(α)(ξ) , µ ≥ 0.
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We consider the following system of integral equations:
(III.1)

u(t) = U01(t)u0 − i(2π)−3/2
∫ t
0
dτ U01(t− τ)u(τ)(F−1(χ) ∗ A(τ))
α(t) = U02(t)α0 − i(2π)
−3/2
√
2
∫ t
0
dτ U02(t− τ)ω−1/2(F−1(χ) ∗ |u(τ)|2)
where A(t) = ω−1/2(α(t) + α¯(t)). We want to prove the existence of a unique solution of
the system in C 0(R, L2(R3) × L2(R3)). If (u, α) is such a solution, then (u,F(α)) is the
C 0(R, L2(R3)× L2(R3)) solution of (I.2) with initial data (u0,F(α0)).
A. Existence and uniqueness of the solution.
Lemma III.1. Let V ∈ C 0(R, L∞(R3)). Then, ∀u0 ∈ L2(R3), ∃!u ∈ C 0(R, L2(R3)) solu-
tion of
(III.2) u(t) = U01(t)u0 − i
∫ t
0
dτ U01(t− τ)V (τ)u(τ) .
Furthermore if
uj(t) = U01(t)u0 − i
∫ t
0
dτ U01(t− τ)Vj(τ)uj(τ) with j = 1, 2
we have the following estimate:
(III.3)
∥∥u1(t)− u2(t)∥∥2 ≤ ∥∥u2;C 0([0, t], L2)∥∥ ∫ t
0
dτ
∥∥(V1 − V2)(τ);L∞(R3)∥∥
exp
(∣∣∣∣∫ t
0
dτ
∥∥V1(τ);L∞(R3)∥∥∣∣∣∣) .
Finally if V is real then
∥∥u(t)∥∥
2
=
∥∥u0∥∥2 for all t (the charge is conserved).
With the aid of this lemma we can prove the existence of a unique solution of the sys-
tem (III.1), this is done in the following proposition:
Proposition III.1. Let u0, α0 ∈ L2(R3). Then ∃!(u(·), α(·)) in C 0(R, L2(R3) × L2(R3))
solution of the integral system (III.1).
Proof. For all j = 1, 2, . . . the systems:
(III.4)

uj(t) = u0(t)− i(2π)−3/2
∫ t
0
dτ U01(t− τ)uj(τ)(F−1(χ) ∗Aj−1(τ))
αj(t) = α0(t)− i(2π)
−3/2
√
2
∫ t
0
dτ U02(t− τ)ω−1/2(F−1(χ) ∗ |uj−1(τ)|2)
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with u0(t) ≡ U01(t)u0 and α0(t) ≡ U02(t)α0, have a unique solution (uj, αj) ∈
C 0(R, L2(R3) ⊗ L2(R3)) by lemma III.1. Now let t ∈ I = [0, ǫ], and define the map S
on C 0(I, L2(R3)⊗ L2(R3)) as
S
 u(t)
α(t)
 =
 u0(t)− i(2π)
−3/2
∫ t
0
dτ U01(t− τ)u(τ)(F−1(χ) ∗ A(τ))
α0(t)− i(2π)
−3/2
√
2
∫ t
0
dτ U02(t− τ)ω−1/2(F−1(χ) ∗ |u(τ)|2)
 .
Let u1, u2, α1, α2 ∈ C 0(I, L2(R3)), and define
S
 u1(t)
α1(t)
− S
 u2(t)
α2(t)
 =
 u′1(t)
α′1(t)
−
 u′2(t)
α′2(t)
 .
By estimate (III.3) of lemma III.1 and conservation of charge we obtain:
sup
t∈I
∥∥u′1(t)− u′2(t)∥∥2 ≤ Cs(2π)−3/2ǫ∥∥F−1(χ)∥∥3/2 exp(Cs(2π)−3/2ǫ∥∥F−1(χ)∥∥3/2
max
j=1,2
∥∥αj;C 0(I, L2)∥∥)max
j=1,2
∥∥uj;C 0(I, L2)∥∥∥∥α1 − α2;C 0(I, L2)∥∥
sup
t∈I
∥∥α′1(t)− α′2(t)∥∥2 ≤ √2(2π)−3/2ǫ∥∥F−1(χ)∥∥2maxj=1,2∥∥uj;C 0(I, L2)∥∥∥∥u1 − u2;C 0(I, L2)∥∥ .
Choosing ǫ small enough S becomes a strict contraction. Using conservation of charge the
solution is extended to all C 0(R, L2(R3)× L2(R3)).
B. Interaction respresentation and continuity with respect to initial data.
We formulate a couple of useful lemmas whose proof is straightforward.
Lemma III.2. If (u(t), α(t)) is the solution of (III.1) in C 0(R, L2(R3) × L2(R3)), define
(u˜(t), α˜(t)) ≡ (U01(−t)u(t), U02(−t)α(t)).
Then (u˜(t), α˜(t)) ∈ C 1(R, L2(R3)× L2(R3)) and we have that:
i∂tu˜(t) = (2π)
−3/2U01(−t)
(
F−1(χ) ∗ A(t)
)
u(t)
i∂tα˜(t) =
(2π)−3/2√
2
U02(−t)
(
ω−1/2(F−1(χ) ∗ |u(t)|2)
)
.
Lemma III.3. Let (u1(·), α1(·)) and (u2(·), α2(·)) be the solutions of (III.1) in C 0(R, L2 ×
L2) corresponding respectively to initial data (u0, α01) and (u0, α02) both in L
2 × L2. Then
if α01 →L2 α02, then (u1(·), α1(·))→ (u2(·), α2(·)) in C 0(R, L2(R3)× L2(R3)).
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IV. QUANTUM THEORY.
This section is devoted to the study of the quantum Hamiltonian and its correspond-
ing evolution, and to define the evolution of fluctuations. The self-adjointness of Nelson
Hamiltonian is discussed in section IVA; the evolution of quantum fluctuations U˜2(t, s) is
defined in section IVD, and its most important properties (of which we make extensive use
throughout the rest of the work) are stated in proposition IV.4; quantum evolution between
coherent states W˜ (t, s) and its differential properties are discussed in section IVE; finally
in section IVF theorem 1 is proved.
Let f ∈ L2(R3), we recall the definition of the annihilation and creation operators of H
given in section IB:
(ψ(f)Φ)p,n(x1, . . . , xp; k1, . . . , kn) =
√
p+ 1
∫
dx f(x)Φp+1,n(x, x1, . . . , xp; k1, . . . , kn)
(ψ∗(f)Φ)p,n(x1, . . . , xp; k1, . . . , kn) =
1√
p
p∑
i=1
f(xi)Φp−1,n(x1, . . . , xˆi, . . . , , xp; k1, . . . , kn)
(a(f)Φ)p,n(x1, . . . , xp; k1, . . . , kn) =
√
n+ 1
∫
dk f(k)Φp,n+1(x1, . . . , xp; k, k1, . . . , kn)
(a∗(f)Φ)p,n(x1, . . . , xp; k1, . . . , kn) =
1√
n
n∑
j=1
f(kj)Φp,n−1(x1, . . . , xp; k1, . . . , kˆj, . . . , kn) .
On Hp it is useful to define slightly different relativistic annihilation and creation operators;
let f ∈ L∞(R3p, L2(R3)), Φ ∈ Hp and define
(a(f)Φ)p,n =
√
n+ 1
∫
dk f(x1, . . . , xp; k)Φp,n+1(x1, . . . , xp; k, k1, . . . , kn)
(a∗(f)Φ)p,n =
1√
n
n∑
j=1
f(x1, . . . , xp; kj)Φp,n−1(x1, . . . , xp; k1, . . . , kˆj, . . . , kn) ;
it will be clear from the context what type of operators we use. From now on set
f =
p∑
j=1
fj , fj = λf0e
−ik·xj , f0 = (2π)−3/2(2ω)−1/2χσ ;
we remark that for all σ ∈ R, f0 ∈ L2(R3) with ωδf0 ∈ L2(R3) for all δ ≥ −1/2, even
when µ = 0. Then on Hp we can write HI
∣∣
p
= a(f¯) + a∗(f). To be precise, we define
H = (H0+HI) rather than H = H0+HI as we did in section IB. The following estimates
are useful to prove self-adjointness of H , their proof is standard [see 5, as a reference].
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Lemma IV.1. Let g ∈ L∞(R3p, L2(R3)) such that also ω−1/2(k)g(x1, . . . , xp; k) is in the
same space. Then, for all Φ ∈ D(H1/202 ) ∩ Hp, intended as the domain on which the RHS
are finite, the following estimates hold:
∥∥a(g)Φ∥∥2 ≤ ∥∥ω−1/2g∥∥2∗∥∥H1/202 Φ∥∥2 ; ∥∥a∗(g)Φ∥∥2 ≤ ∥∥ω−1/2g∥∥2∗∥∥H1/202 Φ∥∥2 + ∥∥g∥∥2∗∥∥Φ∥∥2 ;
where
∥∥·∥∥∗ is the L∞(R3p, L2(R3))-norm.
Let now g ∈ L∞(R3p, L2(R3)), and Φ ∈ D(N1/22 ) ∩Hp, then:∥∥a(g)Φ∥∥ ≤ ∥∥g∥∥∗∥∥N1/22 Φ∥∥ ; ∥∥a∗(g)Φ∥∥ ≤ ∥∥g∥∥∗∥∥(N2 + 1)1/2Φ∥∥ .
Corollary. For all Φ ∈ D(N21 +N2) ∩D(N1N1/22 ) we have that:∥∥HIΦ∥∥ ≤ 2λ∥∥f0∥∥2∥∥N1(N2 + 1)1/2Φ∥∥ ≤ λ∥∥f0∥∥2∥∥(N21 +N2 + 1)Φ∥∥ .
A. Self-adjointness of H.
Let Φp, H0
∣∣
p
and H
∣∣
p
be the projections of Φ ∈ H , H0 and H respectively on Hp.
Proposition IV.1.
i. H
∣∣
p
is self-adjoint on Hp with domain D(H0
∣∣
p
).
ii. H is self-adjoint on H with domain D(H) defined as following:
D(H) =
{
Φ ∈ H :
∞∑
p=0
∥∥H∣∣
p
Φp
∥∥2 <∞, Φp ∈ D(H0∣∣p)} .
iii. On H , we have the following inclusions:
D(H0) ⊇ D(H) ∩D(N21 +N2) ; D(H) ⊇ D(H0) ∩D(N21 +N2) .
Proof. i. HI
∣∣
p
is a Kato perturbation of H0
∣∣
p
: by lemma IV.1 we obtain for all Φp ∈ D(H0
∣∣
p
)
∥∥HIΦp∥∥2 ≤ 4λ2∥∥ω−1/2f0∥∥22∥∥N1H1/202 Φp∥∥2 + 2λ2∥∥f0∥∥22∥∥N1Φp∥∥2 .
Then for all ǫ > 0:
∥∥HIΦp∥∥2 ≤ ǫ2∥∥H02Φp∥∥2 + 4λ4ǫ2 ∥∥ω−1/2f0∥∥42∥∥N21Φp∥∥2 + 2λ2∥∥f0∥∥22∥∥N1Φp∥∥2.
ii. Since H
∣∣
p
is self-adjoint on Hp we can define the self-adjoint operator H on H as a
direct sum.
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iii. To prove the first relation we proceed as following: from the fact that H0 = H −HI
we can write ∀Φ ∈ D(H) ∩D(N21 +N2), and a suitable L > 0∥∥H0Φ∥∥ ≤ ∥∥HΦ∥∥+ ∥∥HIΦ∥∥ ≤ ∥∥HΦ∥∥+ L∥∥(N21 +N2 + 1)Φ∥∥ .
The second relation is proved in analogous fashion, writing H = H0 +HI .
B. Invariance of domains.
Lemma IV.2. Let F (λ) be the spectral family of the operator N ≡ N1+N2, ξ(N1, N2) any
F -measurable operator-valued function, with domain D(ξ); consider now the operator
B =
∫
dXqdYrdKhdMl g¯(x1, . . . , xq; y1, . . . , yr; k1, . . . , kh;m1, . . . , ml)
ψ∗(Xq)ψ(Yr)a∗(Kh)a(Ml) ,
defined on D(B), with q, r, h, l ∈ N, q + r + h+ l = δ. Then:
i. ξ(N1, N2)BΨ = Bξ(N1 + q − r,N2 + h− l)Ψ, for suitable Ψ.
ii. For all g ∈ L2(R3δ) and Φ ∈ D(N δ) the following estimate holds:∥∥BΦ∥∥ ≤ ∥∥g∥∥
L2(R3δ)
∥∥∥∥
√
N1!(N1 + q − r)!N2!(N2 + h− l)!
(N1 − r)!(N2 − l)! θ(N1 − r)θ(N2 − l)Φ
∥∥∥∥
where θ(b) = 1 if b ≥ 0 and zero otherwise, with b ∈ Z.
This lemma is proved by direct calculation and using standard estimates of creation and
annihilation operators.
Proposition IV.2. Let ξ be any F -measurable function, as in the lemma above, then:
i. U0(t)Φ ∈ D(H0) for all t ∈ R, Φ ∈ D(H0), and
∥∥H0U0(t)Φ∥∥ = ∥∥H0Φ∥∥.
ii. U0(t)Φ ∈ D(ξ(N1, N2)) for all t ∈ R, Φ ∈ D(ξ(N1, N2)), and
∥∥ξ(N1, N2)U0(t)Φ∥∥ =∥∥ξ(N1, N2)Φ∥∥.
iii. U(t)Φ ∈ D(H) for all t ∈ R, Φ ∈ D(H), and ∥∥HU(t)Φ∥∥ = ∥∥HΦ∥∥.
iv. U(t)Φ ∈ D((N21 +N2)δ) for all t ∈ R, Φ ∈ D((N21 +N2)δ), δ ∈ R; and∥∥(N21 +N2 + 1)δU(t)Φ∥∥ ≤ exp(|δ| c1(δ)λ∥∥f0∥∥2 |t|)∥∥(N21 +N2 + 1)δΦ∥∥ ,
with c1(δ) = max(3, 1 + 2
|δ|).
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Proof. The first three statements are a direct consequence of Stone’s theorem and the fact
that H0, N1 and N2 commute.
iv. Let Φ ∈ D(H0
∣∣
p
), 0 < h(N2) a bounded operator on Hp such that Ranh(N2) ⊂
D(N
1/2
2 ). Define the differentiable quantity
M(t) ≡ 1
2
∥∥h(N2)U(t)Φ∥∥2 .
With a bit of manipulation and since H0 commutes with N2 we obtain∣∣∣∣ ddtM(t)
∣∣∣∣ ≤ 2pλ∥∥f0∥∥2[∣∣∥∥√N2(h(N2 − 1)h(N2)−1 − 1)∥∥∣∣+ ∣∣∥∥√N2(h(N2)h(N2 − 1)−1 − 1)∥∥∣∣]
M(t)
where
∣∣∥∥ · ∥∥∣∣ is the norm of B(H ,H ). Let h ∈ C 1, h(·) and |h′(·)| non-increasing; then
K ≡
[
. . .
]
≤ sup
n=0,1,...
√
n |h′(n− 1)|h−1(n) + sup
n=0,1,...
√
n |h′(n− 1)|h−1(n− 1) .
We are interested in the case h(n) = (n+ j +1)−δ, with δ ≥ 1/2 (so Ranh(N2) ⊂ D(N1/22 ))
and j ≥ 1. h satisfies the hypothesis above and h′(n) = −δ(n+ j +1)−δ−1. So we have that
|h′(n− 1)|h−1(n) = δ(n + j)−1
(
1 +
1
n + j
)δ
≤ δ2δ(n + j)−1 ,
|h′(n− 1)|h−1(n− 1) = δ(n + j)−1 .
The function g(x) =
√
x/(x + j), with x ≥ 0 has a maximum when x = j, so K ≤
1
2
δ(1 + 2δ)j−1/2. We have then the following differential inequality for M(t):∣∣∣∣ ddtM(t)
∣∣∣∣ ≤ pj−1/2λ∥∥f0∥∥2δ(1 + 2δ)M(t) ,
so Gronwall’s Lemma implies
M(t) ≤ epj−1/2δ(1+2δ)λ
∥∥f0∥∥
2
t
M(0) .
Set now j = p2, with p ≥ 1:
(IV.1)
∥∥(N2 + p2 + 1)−δU(t)Φ∥∥ ≤ eδ(1+2δ)λ∥∥f0∥∥2t∥∥(N2 + p2 + 1)−δΦ∥∥ ;
for all δ ≥ 1/2 and Φ ∈ D(H0
∣∣
p
). Interpolating between δ = 0 and δ = 1 we extend the
result to 0 ≤ δ ≤ 1:
(IV.2)
∥∥(N2 + p2 + 1)−δU(t)Φ∥∥ ≤ e3δλ∥∥f0∥∥2t∥∥(N2 + p2 + 1)−δΦ∥∥ .
These results extend immediately to all Φ ∈ Hp. By duality the bound holds also for δ < 0.
The result on H follows by taking the direct sum of all Hp.
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C. Weyl operators.
Weyl operators have been introduced in section ID, here we state the properties we use
the most as a proposition [refer to 3, 5, for additional information and proofs].
Proposition IV.3. i. C(u, α) is unitary and strongly continuous as a function of u or
α in L2(R3). Furthermore, for any Φ ∈ D(ψ(γ¯)) and Ψ ∈ D(a(γ¯)), with γ ∈ L2(R3),
C(u, α)Φ ∈ D(ψ(γ¯)), C(u, α)Ψ ∈ D(a(γ¯)) and the following identities hold:
C(u, α)∗ψ(γ¯)C(u, α)Φ = ψ(γ¯)Φ+〈γ, u〉2Φ ; C(u, α)∗a(γ¯)C(u, α)Ψ = a(γ¯)Ψ+〈γ, α〉2Ψ
C(u, α)∗ψ∗(γ)C(u, α)Φ = ψ∗(γ)Φ+〈u, γ〉2Φ ; C(u, α)∗a∗(γ)C(u, α)Ψ = a∗(γ)Ψ+〈α, γ〉2Ψ
ii. Let u, α : t → u(t), α(t) ∈ C 1(R, L2). Then C(u(t), α(t)) is strongly differentiable in t
from D(N
1/2
1 ) ∩D(N1/22 ) to H . The derivative is given by
d
dt
C(u(t), α(t)) =
[
ψ∗(u˙)− ψ( ˙¯u)− iIm〈u, u˙〉2 + a∗(α˙)− a( ˙¯α)− iIm〈α, α˙〉2
]
C(u(t), α(t))
where u˙, α˙ are the time derivatives respectively of u and α.
iii. Let u, α ∈ L2(R3). Then for all δ ∈ R, we have the following invariances: C(u, α)Φ ∈
D(N δ2 ) ∀Φ ∈ D(N δ2 ); C(u, α)Φ ∈ D(N δ1 ) ∀Φ ∈ D(N δ1 ); C(u, α)Φ ∈ D(N δ) ∀Φ ∈ D(N δ).
iv. We recall the definition of U01(t) ≡ exp(i∆t/2) and U02(t) ≡ exp(−iωt) given in the
previous chapter. They are unitary operators on L2(R3). Now define u˜(t) = U∗01(t)u(t),
α˜(t) = U∗02(t)α(t) for all u, α ∈ C 0(R, L2(R3)). Then the following equality holds ∀Φ ∈
H and t ∈ R: U∗0 (t)C(u(t), α(t))U0(t) = C(u˜(t), α˜(t)).
D. The quantum fluctuations.
We define the operator V (t) ≡ V−−(t) + V−+(t) + V+−(t) + V++(t) + V0(t) on D(V (t)),
where (− is related to annihilation, and + to creation):
V##(t) =
∫
dxdk v##(t, x, k)ψ
#(x)a#(k) ,
V0(t) =
∫
dx ((2π)−3/2F−1(χ) ∗ A(t))ψ∗ψ = dΓp
(
((2π)−3/2F−1(χ) ∗ A(t)))⊗ 1 ,
v## ∈ C 0(R, L2(R3 ⊗ R3)) and A ∈ C 0(R, L3(R3)). Let u ∈ C 0(R, L2(R3)), then we can
write explicitly v#− = f0(k)eik·xu#(t, x); v#+ = f0(k)e−ik·xu#(t, x). The following lemma
can be easily proved applying the commutator theorem [17, Section X.5].
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Lemma IV.3. For all t ∈ R, V (t) is essentially self-adjoint on any core of N .
We would like to define the evolution operator of the quantum fluctuations as the evo-
lution group generated by H2 = H0 + V (t); however this could be done with mathe-
matical rigour only passing to the so-called interaction representation. Then we define
V˜ (t) = U∗0 (t)V (t)U0(t). Observe that V˜ (t) is essentially self-adjoint on D(N) for all t ∈ R,
since U0(t) maps D(N) into itself. Explicitly we can write
V˜ (t) = V˜−−(t) + V˜−+(t) + V˜+−(t) + V˜++(t) + V˜0(t)
with
V˜##(t) =
∫
dxdk v˜##(t, x, k)ψ
#(x)a#(k) ,
V˜0 = dΓp
(
U∗01(t)((2π)
−3/2F−1(χ) ∗ A(t))(·)U01(t)
)
⊗ 1
and
v˜−−(x, k) = U01(t)U02(t)v−−(x, k) = ¯˜v++(x, k) ,
v˜−+(x, k) = U01(t)U∗02(t)v−+(x, k) = ¯˜v+−(x, k) .
dΓp(X) is the second quantization on Fs(p) of the operator X on L
2(R3). By means of
standard estimates the following lemma can be proved:
Lemma IV.4. ∀δ ∈ R, V˜ (t) belongs to B(δ + 2; δ); furthermore is norm continuous as a
function of t. We have in fact the following estimates:
∥∥V˜−−Φ∥∥2δ ≤12cδ∥∥v−−(t)∥∥22〈Φ, (N + 1)δ+2Φ〉∥∥V˜−+Φ∥∥2δ ≤∥∥v−+(t)∥∥22(12〈Φ, (N + 1)δ+2Φ〉 + 〈Φ, (N + 1)δ+1Φ〉)∥∥V˜+−Φ∥∥2δ ≤∥∥v+−(t)∥∥22(12〈Φ, (N + 1)δ+2Φ〉 + 〈Φ, (N + 1)δ+1Φ〉)∥∥V˜++Φ∥∥2δ ≤c−δ∥∥v++(t)∥∥22(12〈Φ, (N + 1)δ+2Φ〉+ 2〈Φ, (N + 1)δ+1Φ〉 + 〈Φ, (N + 1)δΦ〉)∥∥V˜0Φ∥∥2δ ≤(2π)−3∥∥(F−1(χ) ∗ A(t))∥∥2∞〈Φ, (N + 1)δ+2Φ〉 ,
where cδ = 1 if δ ≥ 0, cδ = 3|δ| otherwise.
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To construct the evolution operator U˜2(t, s) generated by V˜ (t), we will use the Dyson
series. However in order to do that we have to introduce a cut off in the total number of
particles: let σ1 ∈ C 1(R+), positive and decreasing, σ1(s) = 1 if s ≤ 1, σ1(s) = 0 if s ≥ 2;
define σν the operator σ1(N/ν) in H . Then we set
V˜ν(t) = σν V˜ (t)σν ,
for all ν ≥ 1.
Lemma IV.5. Let V˜ν(t) be defined as above, then:
i. V˜ν(t) satisfies lemma IV.4, with uniform bound in ν. Furthermore V˜ν(t) is in B(δ; δ)
for all δ ∈ R and is norm continuous as a function of t.
ii. For all δ in R, V˜ν(t)→ V˜ (t) when ν goes to infinity, in norm on B(δ+2+ ε; δ), ε > 0,
and strongly in B(δ + 2; δ), uniformly in t on bounded intervals.
Proof. i. Observe that σν belongs to B(δ; δ
′) for all δ and δ′ and
∥∥σνΦ∥∥2δ′ ≤ c(ν)∥∥Φ∥∥δ,
with c(ν) = sup
p+n≤2ν
[
σ21
(
p+n
ν
)
(p+ n+ 1)δ
′−δ]. Obviously if δ′ ≤ δ, c(ν) ≤ 1 for all ν ≥ 1,
and we have a uniform bound in ν. The result follows using lemma IV.4.
ii. Strong convergence of V˜ν(t) to V˜ (t) in B(δ + 2; δ) follows from the obvious strong
convergence on C0(N1, N2), since V˜ν(t) is bounded in B(δ + 2; δ) uniformly in ν. Norm
convergence on B(δ+2+ ε; δ) follows from the fact that (1−σν)(N +1)−ε goes to zero
in norm as an operator in H .
The unitary group U˜2;ν(t, s) is defined by means of a Dyson series:
U˜2;ν(t, s) =
∞∑
m=0
(−i)m
∫ t
s
dt1
∫ t1
s
dt2 · · ·
∫ tm−1
s
dtm V˜ν(t1) . . . V˜ν(tm) .
Using previous lemma we see that the series converge in norm on B(δ; δ) and U˜2;ν(t, s) is
continuous and differentiable in norm with respect to t on B(δ; δ) for all real δ. We list below
some useful properties of the family U˜2;ν(t, s), whose proof is immediate since V˜ν ∈ B(δ; δ)
for all δ ∈ R:
Lemma IV.6. i. U˜2;ν(s, s) = 1, U˜2;ν(t, r)U˜2;ν(r, s) = U˜2;ν(t, s) for all r, s, t ∈ R.
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ii. U˜∗2;ν(t, s) = U˜2:ν(s, t), and U˜2;ν(t, s) is unitary in H .
iii. U˜2;ν(t, s) is norm differentiable on B(δ; δ) for all real δ, and
i
d
dt
U˜2;ν(t, s) = V˜ν(t)U˜2;ν(t, s) ; i
d
ds
U˜2;ν(t, s) = −U˜2;ν(t, s)V˜ν(s) .
The operators U˜2;ν(t, s) also satisfy the following crucial boundedness property:
Lemma IV.7. The operator U˜2;ν(t, s) is bounded on H
δ uniformly in ν for all real δ. More
precisely:
(IV.3)
∥∥U˜2;ν(t, s)∥∥B(δ;δ) ≤ exp{ |δ|2
(
ln 3 +
√
2c2(δ)
∣∣∣∣∫ t
s
dτ
∥∥v−−(τ)∥∥2∣∣∣∣)} ,
with c2(δ) = max(4, 3
|δ|/2 + 1).
This lemma can be proved by the same argument used to prove the last point of propo-
sition IV.2, with an operator h(N1 +N2) on H instead of h(N2) on Hp.
We are ready to define the fluctuations evolution operator U˜2(t, s).
Proposition IV.4. There is a family of operators U˜2(t, s) satisfying the following properties:
i. for all δ ∈ R, U˜2(t, s) is bounded and strongly continuous with respect to t and s on H δ
and satisfies
(IV.4)
∥∥U˜2(t, s)∥∥B(δ;δ) ≤ exp{ |δ|2
(
ln 3 +
√
2c2(δ)
∣∣∣∣∫ t
s
dτ
∥∥v−−(τ)∥∥2∣∣∣∣)} ,
with c2(δ) = max(4, 3
|δ|/2 + 1).
ii. U˜2(t, s) is unitary in H .
iii. U˜2(s, s) = 1, U˜2(t, r)U˜2(r, s) = U˜2(t, s) for all r, s and t in R.
iv. For all δ ∈ R, U˜2(t, s) is strongly differentiable from H δ+2 to H δ; in particular is
strongly differentiable from D(N) to H . Furthermore:
i
d
dt
U˜2(t, s) = V˜ (t)U˜2(t, s) ; i
d
ds
U˜2(t, s) = −U˜2(t, s)V˜ (s) .
v. For all Ψ ∈ D(N) and Φ ∈ H , i∂t〈Ψ, U˜2(t, s)Φ〉 = 〈V˜ (t)Ψ, U˜2(t, s)Φ〉.
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vi. Let U2(t, s) = U0(t)U˜2(t, s)U
−1
0 (s); for all Ψ ∈ D(N) ∩D(H0), Φ ∈ H
i∂t
〈
Ψ, U2(t, s)Φ
〉
=
〈(
H0 + V (t)
)
Ψ, U2(t, s)Φ
〉
.
Proof. i. For all couples of positive integers ν and ν ′, write
U˜2;ν(t, s)− U˜2;ν′(t, s) = −i
∫ t
s
dτ U˜2;ν′(t, τ)(V˜ν(τ)− V˜ν′(τ))U˜2;ν(τ, s),
as a Riemann integral in norm on B(δ; δ) for all δ. Then, using first part of lemma IV.5
and equation (IV.3) we obtain
∥∥U˜2;ν(t, s)− U˜2;ν′(t, s)∥∥B(δ+2+ε;δ) ≤ |t− s| eγ
∣
∣
∣
∣
∫ t
s dτ
∥∥v−−(τ)∥∥
2
∣
∣
∣
∣
sup
τ∈[s,t]
∥∥V˜ν(τ)− V˜ν′(τ)∥∥B(δ+2+ε;δ) ,
where γ depends on δ and ε. Utilizing then second part of lemma IV.5, we see that for
all δ ∈ R, U˜2;ν(t, s) converges in norm on B(δ + 2 + ε; δ) when ν → ∞ uniformly in t
and s on every compact interval. The resulting limit U˜2(t, s) is continuous in the norm
of B(δ + 2 + ε; δ) with respect to t and s. The norm convergence just proved and the
estimate (IV.3), uniform in ν, imply the strong convergence of U˜2;ν(t, s) to U˜2(t, s) on
B(δ; δ) uniformly in t and s on every compact interval. Consequently U˜2(t, s) satisfies
the estimate (IV.4) and is strongly continuous in t and s.
ii. The result follows from the unitarity of U˜2;ν(t, s) on H and from the strong convergence
of U˜2;ν(t, s) and its adjoint U˜2;ν(s, t).
iii. The result is an immediate consequence of the corresponding properties of U˜2;ν(t, s).
iv. Write U˜2;ν(t, s)Φ, with Φ ∈ H δ+2, as a strong Riemann integral on H δ:
U˜2;ν(t, s)Φ = Φ− i
∫ t
s
dτ V˜ν(τ)U˜2;ν(τ, s)Φ .
Using point ii. of lemma IV.5 and the strong convergence proved above we can go to
the limit ν →∞ in previous equation. The result then following from lemma IV.4 and
from point i. of this lemma.
v. Consider both Ψ and Θ in D(N), then using previous point:
(IV.5) 〈Ψ, U˜2(t, s)Θ〉 − 〈Ψ,Θ〉 = −i
∫ t
s
dt′ 〈V˜ (t′)Ψ, U˜2(t′, s)Θ〉 .
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Consider now {Φj} ∈ D(N) such that H −limj Φj = Φ ∈ H . For all Φj equation (IV.5)
holds, furthermore both V˜ (t)Ψ and U˜2(t, s)Φj are uniformly bounded in t, so we use the
dominated convergence theorem to go to the limit j →∞.
vi. With the aid of previous point, we calculate explicitly, for Ψ ∈ D(N) ∩D(H0), Φ ∈ H
the derivative:
i∂t
〈
Ψ, U2(t, s)Φ
〉
=
〈
H0U
−1
0 (t)Ψ, U˜2(t, s)U
−1
0 (s)Φ
〉
+
〈
V˜ (t)U−10 (t)Ψ, U˜2(t, s)U
−1
0 (s)Φ
〉
,
where the second term of the right hand side of the equality makes sense because D(N)∩
D(H0) is invariant under the action of U
−1
0 (t) since N and H0 commute. The result
follows immediately.
We want to emphasize that, even if U2(t, s) defined above is formally generated by H0 +
V (t), i.e. formally satisfies the equation i d
dt
U2(t, s) =
(
H0 + V (t)
)
U2(t, s), we can only
assert that it is weakly differentiable in the sense make explicit in point vi. of the previous
proposition. We are not able to formulate any strong differentiability property for U2, and
we need to use the interaction representation in order to take strong derivatives. However
the following uniqueness result regarding U2 can be proved:
Lemma IV.8. Let s ∈ R, Φ(·) ∈ CW (R,H ) with Φ(s) ≡ Φ, such that i∂t
∣∣〈Ψ,Φ(t)〉∣∣ =∣∣〈(H0 + V (t))Ψ,Φ(t)〉∣∣ for all Ψ ∈ D(N) ∩D(H0) and Φ ∈ H . Then Φ(t) = U2(t, s)Φ.
E. The evolution W˜ (t, s).
We recall the definition of the unitary evolution between coherent states:
W (t, s) = C∗(uλ(t), αλ(t))U(t− s)C(uλ(s), αλ(s))eiΛ(t,s) ,
where Λ(t, s) is a phase function, and (u(·), α(·)) is the C 0(R, L2(R3) ⊗ L2(R3)) unique
solution of (I.2) corresponding to initial data (u(s), α(s)) ∈ L2(R3)⊗L2(R3) (the existence
of such solution has been established in section II).
In the interaction picture, we will write W˜ (t, s) = U∗0 (t)W (t, s)U0(s), so using the last
point of proposition IV.3:
W˜ (t, s) = C∗(u˜λ(t), α˜λ(t))U∗0 (t)U(t− s)U0(s)C(u˜λ(s), α˜λ(s))eiΛ(t,s) .
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By lemma III.2 (u˜(·), α˜(·)) ∈ C 1(R, L2(R3)⊗ L2(R3)), and
i∂tu˜(t) = (2π)
−3/2U01(−t)
(
F−1(χ) ∗ A(t)
)
u(t)
i∂tα˜(t) =
(2π)−3/2√
2
U02(−t)
(
ω−1/2χF(|u|2)(t)
)
.
By definition W˜ (t, s) is unitary on H and such that W˜ ∗(t, s) = W˜ (s, t). Define now
Z(t) = C∗(u˜λ(t), α˜λ(t))U∗0 (t)U(t)e
iΛ(t,0) ⇒ W˜ (t, s) = Z(t)Z∗(s) .
Define also the domains:
(IV.6)
D = {Ψ ∈ D(N)|C(u˜λ(s), α˜λ(s))Ψ ∈ D(H0)}
D
δ = {Ψ ∈ H δ|C(u˜λ(s), α˜λ(s))Ψ ∈ D(H0)} .
Lemma IV.9. Z(t) is strongly differentiable from D(H0) ∩ D(N21 + N2) to H . If Λ(t, s)
satisfies equation (I.11), then for all Ψ ∈ D(H0) ∩ D(N21 + N2) we have i∂tZ(t)Ψ =(
U∗0 (t)HIU0(t) + V˜ (t)
)
Z(t)Ψ.
Proof. Let Ψ ∈ D(H0) ∩ D(N21 + N2), then U(t) is differentiable on Ψ since D(H) ⊇
D(H0)∩D(N21 +N2) by proposition IV.1; furthermore by proposition IV.2 U(t)Ψ ∈ D(H)∩
D(N21 + N2) ⊆ D(H0), so also U∗0 (t) is differentiable on U(t)Φ; finally by proposition IV.2
U∗0 (t)U(t)Ψ ∈ D(H0)∩D(N21 +N2) ⊆ D(N1/21 )∩D(N1/22 ), so we can differentiate each factor
of Z(t). Then for all Ψ ∈ D(H0) ∩D(N21 +N2):
i
d
dt
Z(t)Ψ = C∗(u˜λ(t), α˜λ(t))U∗0 (t)
{
U0(t)
(
−ψ∗(i ˙˜uλ) + ψ(i ˙˜¯uλ)− Im〈u˜λ, ˙˜uλ〉 − a∗(i ˙˜αλ)
+a(i ˙˜¯αλ)− Im〈α˜λ, ˙˜αλ〉
)
U∗0 (t) +HI −
d
dt
Λ(t, 0)
}
U(t)eiΛ(t,0)Ψ .
The result is then obtained by algebraic manipulation and using the fact that for all f ∈
L∞(R3, L2(R3)), u, α ∈ L2(R3) and Φ ∈ D(N21 +N2):
C∗(u, α)
∫
dxdk
(
f¯(x, k)a(k) + f(x, k)a∗(k)
)
ψ∗(x)ψ(x)C(u, α)Φ =
∫
dxdk
(
f¯(x, k)
(a(k) + α(k)) + f(x, k)(a∗(k) + α¯(k))
)
(ψ∗(x) + u¯(x))(ψ(x) + u(x))Φ .
Lemma IV.10. Z∗(t) is strongly differentiable from D(N21 + N2) to H , and if
Λ(t, s) satisfies equation (I.11), then for all Φ ∈ D(N21 + N2) we have i∂tZ∗(t)Φ =
−Z∗(t)
(
U∗0 (t)HIU0(t) + V˜ (t)
)
Φ.
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Proof. Let B ≡ U∗0 (t)HIU0(t) + V˜ (t). Then we can write for all Φ ∈ D(N21 +N2):
i∂t〈Z∗(t)Φ,Ψ〉 = 〈Z∗(t)BΦ,Ψ〉 ,
so integrating on both sides we find
i
(
〈Z∗(t)Φ,Ψ〉 − 〈Z∗(0)Φ,Ψ〉
)
=
∫ t
0
dτ 〈Z∗(τ)BΦ,Ψ〉 ,
but since Z∗(τ)BΦ is continuous in τ for all Φ ∈ D(N21 +N2)
i
d
dt
Z∗(t)Φ = −Z∗(t)BΦ .
Lemmas IV.9 and IV.10 prove the following proposition:
Proposition IV.5. W˜ (t, s) is strongly differentiable in t from D to H ; W˜ ∗(t, s) is strongly
differentiable in t from D(N21 +N2) to H . More precisely if
Λ(t, s) = −1
2
(2π)−3/2λ−2
∫ t
s
dt′
∫
dx (F−1(χ) ∗ A(t′))u¯(t′)u(t′) ,
then for all Ψ ∈ D, Φ ∈ D(N21 +N2)
(IV.7)
i
d
dt
W˜ (t, s)Ψ =
(
U∗0 (t)HIU0(t) + V˜ (t)
)
W˜ (t, s)Ψ
i
d
dt
W˜ ∗(t, s)Φ = −W˜ ∗(t, s)
(
U∗0 (t)HIU0(t) + V˜ (t)
)
Φ .
F. Proof of Theorem 1.
We prove the existence of the limit on Dδ with δ ≥ 4, dense in H (see equation (IV.6)).
W˜ is strongly differentiable on such domain and W˜ [Dδ] ⊆ H δ/2; while U˜2 is strongly
differentiable on H δ/2, when δ ≥ 4. Then we can write the following inequalities for all
Φ ∈ Dδ, the integrals making sense as strong Riemann integrals on H :∥∥∥(W˜ (t, s)− U˜2(t, s))Φ∥∥∥2 = −2Re〈Φ, ∫ t
s
dτ
d
dτ
U˜∗2 (τ, s)W˜ (τ, s)Φ
〉
= 2 Im
∫ t
s
dτ
〈
HIU0(τ)U˜2(τ, s)Φ, U0(τ)W˜ (τ, s)Φ
〉
≤ 2λ∥∥f0∥∥2∥∥Φ∥∥ ∣∣∣∣∫ t
s
dτ
∥∥U˜2(τ, s)Φ∥∥H 4∣∣∣∣
≤ 2λ∥∥f0∥∥2 ∣∣∣∣∫ t
s
dτ exp
{
2
(
ln 3 + 10
√
2
∣∣∣∣∫ τ
s
dτ ′
∥∥v−−(τ ′)∥∥2∣∣∣∣)}∣∣∣∣ ∥∥Φ∥∥∥∥Φ∥∥δ
that tends to zero when λ → 0, uniformly in t and s on compact intervals. In the first in-
equality we have used the corollary of lemma IV.1, in the second inequality proposition IV.4.
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V. CLASSICAL LIMIT OF ANNIHILATION AND CREATION OPERATORS.
In this section we develop the proofs of theorem 2 (section VA) and 3 (section VB). In
order to do that we have to find a bound for
∥∥W˜ (t, s)Φ∥∥
δ
that is finite when λ → 0, this
is done in proposition V.2; in proposition V.3 we prove a result on the U˜2(t, s)-evolution of
quantum fields that enables us to improve the rate of convergence of averages of creation
and annihilation operators to order λ2.
As discussed above, a bound of
∥∥W˜ (t, s)Φ∥∥
δ
is needed. Such bound has to converge when
λ → 0. A λ-divergent bound is quite easy to prove, using the following preliminary result
on Fs(L
2(R3)) (only for this lemma a#(g) are the annihilation and creation operators, N
the number operator and C(g) the Weyl operator of Fs(L
2(R3))):
Lemma V.1 (on Fs(L
2(R3))). Let b ≥ 1/2. Then for all m = 1, 2, . . . and Ψ ∈ D(Nm) we
have
∥∥(N + b)mC(g)Ψ∥∥ ≤ 6m/2∥∥m−1∏
j=0
(N + b+
∥∥g∥∥2
2
+ j)Ψ
∥∥ ≤ 6m/2(1 + 2(m− 1))m(1 + 2∥∥g∥∥2
2
)m
∥∥(N + b)mΨ∥∥ .
Proof. Using properties of Weyl operators we can write C∗(g)(N + b)C(g) = N + b+
∥∥g∥∥2
2
+
a(g¯) + a∗(g), and such equality holds on D(N). So if m = 1, Ψ ∈ D(Nm):
∥∥(N + b)C(g)Ψ∥∥2 ≤ 3〈Ψ,((N + b+ ∥∥g∥∥2
2
)2 + 2
∥∥g∥∥2
2
N +
∥∥g∥∥2
2
)
Ψ〉 .
Now if b ≥ 1/2 we have 2∥∥g∥∥2
2
N +
∥∥g∥∥2
2
≤ (N + b + ∥∥g∥∥2
2
)2. Suppose the result is verified
for m, and verify it for m+ 1. Let hm(N) =
∏m−1
j=0 (N + b+
∥∥g∥∥2
2
+ j). Then
∥∥(N + b)m+1C(g)Ψ∥∥2 ≤ 3〈Ψ, hm(N + 1)2((N + b+ ∥∥g∥∥22)2 + 2N∥∥g∥∥22 + ∥∥g∥∥22)Ψ〉 .
Lemma V.2. C(u, α) maps H 2δ into itself for any positive δ. In particular, let u, α ∈ L2,
δ ≥ 0, Φ ∈ H 2δ; then
(V.1)
∥∥C(u, α)Φ∥∥
2δ
≤ c5(δ)
(
1 + 2
∥∥u∥∥2
2
+ 2
∥∥α∥∥2
2
)δ∥∥Φ∥∥
2δ
,
with c5(δ) a positive constant depending on δ.
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Proof. The result is a direct consequence of lemma V.1 when δ is an integer. By interpolation
we extend it to all real δ, with
c5(δ) = 6
δ/2(1 + 2(d− − 1))
d−(d+−δ)
d+−d− (1 + 2(d+ − 1))
d+(δ−δ−)
d+−d− ,
where d− = maxm∈N{m ≤ δ}, d+ = minm∈N{m ≥ δ}.
Using lemma V.2 and proposition IV.2 the following bound is proved.
Proposition V.1. Let Φ ∈ H 4δ, with positive integer δ and λ ≤ 1; then∥∥W˜ (t, s)Φ∥∥
2δ
≤ Lδ(t, s)λ−6δ exp
{
|δ| c1(δ)λ
∥∥f0∥∥2 |t− s|}∥∥Φ∥∥4δ
with c1(δ) = max(3, 1 + 2
|δ|) and
Lδ(t, s) = c5(2δ)c5(δ)
(
1 + 2
∥∥u(t)∥∥2
2
+ 2
∥∥α(t)∥∥2
2
)δ(
1 + 2
∥∥u(s)∥∥2
2
+ 2
∥∥α(s)∥∥2
2
)2δ
.
To obtain a λ-convergent bound we have to restrict to a narrower space than H 4δ.
We also have to introduce a regularized evolution. From now on we will use the notation
H˜I(t) = U
∗
0 (t)HIU0(t). We also define the orthogonal projectors (N1)≤ν and (N2)≤ν as
following:
((N1)≤νΦ)p,n =
Φp,n if p ≤ ν0 if p > ν ; ((N2)≤νΦ)p,n =
Φp,n if n ≤ ν0 if n > ν .
We define Rν = (N1)≤ν(N2)≤ν , so Rν
(
H˜I(t) + V˜ (t)
)
Rν is bounded in H . Then by means
of a Dyson series we obtain:
W˜ν(t, s) =
∞∑
m=0
(−i)m
∫ t
s
dt1
∫ t1
s
dt2 · · ·
∫ tm−1
s
dtmRν
(
H˜I(t1) + V˜ (t1)
)
Rν · · ·Rν
(
H˜I(tm)
+V˜ (tm)
)
Rν .
Lemma V.3. i. W˜ν(s, s) = 1, W˜ν(t, r)W˜ν(r, s) = W˜ν(t, s) for all r, s, t ∈ R.
ii. W˜ ∗ν (t, s) = W˜ν(s, t), and W˜ν(t, s) are unitary in H .
iii. W˜ν(t, s) is strongly differentiable on H and
i
d
dt
W˜ν(t, s) = Rν
(
H˜I(t) + V˜ (t)
)
RνW˜ν(t, s)
i
d
ds
W˜ν(t, s) = −W˜ν(t, s)Rν
(
H˜I(s) + V˜ (s)
)
Rν .
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iv. Let Φ ∈ H 2δ, δ ∈ R, ν ≥ 1. Then
∥∥W˜ν(t, s)Φ∥∥2δ ≤ exp{√νλ |δ| c3(δ)∥∥f0∥∥2 |t− s|+ |δ|(ln 3 + c4(δ) ∣∣∣∣∫ t
s
dτ
∥∥v−−(τ)∥∥2∣∣∣∣)}∥∥Φ∥∥
2δ
,
with c3(δ) = max(5/2, 2
|δ| + 1/2), c4(δ) = max(4, 3|δ| + 1).
Proof. Only the last point is not a direct consequence of the definition. For all Φ ∈ H ,
M(t, s) =
1
2
∥∥(N + 3)−δW˜ν(t, s)Φ∥∥2 ,
with δ ≥ 1, differentiable in t and s. Set (N + 3)−δ ≡ h(N), then
d
dt
M(t, s) =Im〈h(N)W˜ν(t, s)Φ,RνH˜−I (t)Rν
(
h(N − 1)h(N)−1 − 1
)
h(N)W˜ν(t, s)Φ〉
+Im〈RνH˜−I (t)Rν
(
h(N)h(N − 1)−1 − 1
)
h(N)W˜ν(t, s)Φ, h(N)W˜ν(t, s)Φ〉
+Im〈h(N)W˜ν(t, s)Φ, V˜−−;ν(t)
(
h(N − 2)h(N)−1 − 1
)
h(N)W˜ν(t, s)Φ〉
+Im〈V˜−−;ν(t)
(
h(N)h(N − 2)−1 − 1
)
h(N)W˜ν(t, s)Φ, h(N)W˜ν(t, s)Φ〉
The last two terms of the right hand side are bounded by lemma IV.7.∣∣∣∣ ddtM(t, s)
∣∣∣∣ ≤ 2λ∥∥f0∥∥2[∣∣∥∥RνN1√N2(h(N)h(N − 1)−1 − 1)∥∥∣∣
+
∣∣∥∥RνN1√N2(h(N − 1)h(N)−1 − 1)∥∥∣∣]M(t, s) +√2∥∥v−−∥∥2δ(3δ + 1)M(t, s) .
Furthermore
K ≡
[
. . .
]
≤ δν√ν
(
(2ν + 3)δ
(2ν + 2)δ
+
(2ν + 3)δ−1
(2ν + 3)δ
)
≤ δ√ν
(
2δ +
1
2
)
.
Applying now Gronwall’s Lemma
∥∥(N + 3)−δW˜ν(t, s)Φ∥∥ ≤ exp{√νδ(2δ + 1
2
)
λ
∥∥f0∥∥2(t− s) + 1√2δ(3δ + 1)∣∣∣∣∫ t
s
dτ
∥∥v−−(τ)∥∥2∣∣∣∣}∥∥(N + 3)−δΦ∥∥2 ,
for all δ ≥ 1. Interpolating between δ = 0 and δ = 1 we obtain the result for all δ ≥ 0; by
duality we extend the result to all δ ∈ R.
31
Proposition V.2. For all positive δ exists a δ′ > δ such that W˜ (t, s) maps H δ
′
into H δ.
In particular let Φ ∈ H δ′ . Then for all λ ≤ 1, δ′ = max(4, 6δ + 3):∥∥W˜ (t, s)Φ∥∥2
δ
≤
(
λ
∥∥f0∥∥2 |t− s|+ L1(t, s))eλC1|t−s|+L2(t,s)∥∥Φ∥∥2δ′ ,
where C1 is a positive constant depending on δ; Lj(t, s), j = 1, 2, positive functions depending
also on δ.
Proof. Let Φ ∈ H δ′ , with δ′ ≥ 4. Due to the properties of W˜ (t, s) and W˜ν(t, s) all the steps
of the following proof are well defined, and the integrals make sense as strong Riemann
integrals on H . We evaluate separately each term of the right hand side of the identity
〈W˜ (t, s)Φ, (N + 1)δW˜ (t, s)Φ〉 = 〈W˜ν(t, s)Φ, (N + 1)δW˜ν(t, s)Φ〉+ 〈W˜ (t, s)Φ, (N + 1)δ(
W˜ (t, s)− W˜ν(t, s)
)
Φ〉+ 〈
(
W˜ (t, s)− W˜ν(t, s)
)
Φ, (N + 1)δW˜ν(t, s)Φ〉 .
The estimate for the first one is provided by lemma V.3. Consider now the second term:∣∣∣〈W˜ (t, s)Φ, (N + 1)δ(W˜ (t, s)− W˜ν(t, s))Φ〉∣∣∣ ≤ Lδ(t, s)λ−6δ exp{|δ| c1(δ)λ∥∥f0∥∥2 |t− s|}∣∣∣∣∫ t
s
dτ
∥∥Φ∥∥
4δ
∥∥(Rν(H˜I(τ) + V˜ (τ))Rν − H˜I(τ)− V˜ (τ))W˜ν(τ, s)Φ∥∥∣∣∣∣;
by proposition V.1. To evaluate the last norm use the fact that for every j
(1− Rν) ≤ (N + 1)
2j
√
ν
4j ≤
(N + 1)2j√
ν − 14j
and then lemma V.3 to obtain:∣∣∣〈W˜ (t, s)Φ, (N + 1)δ(W˜ (t, s)− W˜ν(t, s))Φ〉∣∣∣ ≤ Lδ(t, s) exp{|δ| c1(δ)λ∥∥f0∥∥2 |t− s|}∣∣∣∣∫ t
s
dτ
(∥∥f0∥∥2( 1λ√ν − 1
)6δ−1
+
(
8
∥∥v−−(τ)∥∥2 + 2∥∥F−1(χ) ∗ A(τ)∥∥∞)( 1λ√ν − 1
)6δ)
exp
{√
νλ |3δ + 3/2| c3(3δ + 3/2)
∥∥f0∥∥2 |τ − s|+ |3δ + 3/2|(ln 3
+c4(3δ + 3/2)
∣∣∣∣∫ τ
s
dτ ′
∥∥v−−(τ ′)∥∥2∣∣∣∣)}∣∣∣∣∥∥Φ∥∥4δ∥∥Φ∥∥6δ+3 .
The last term is easier to estimate, use again lemma V.3 and the standard estimates for HI
and V˜ : ∣∣∣〈(W˜ (t, s)− W˜ν(t, s))Φ, (N + 1)δW˜ν(t, s)Φ〉∣∣∣ ≤ exp{√νλ |δ| c3(δ)∥∥f0∥∥2 |t− s|
+ |δ|
(
ln 3 + c4(δ)
∣∣∣∣∫ t
s
dτ
∥∥v−−(τ)∥∥2∣∣∣∣)}∣∣∣∣∫ t
s
dτ
(
λ
∥∥f0∥∥2 + 4∥∥v−−(τ)∥∥2 + ∥∥F−1(χ) ∗ A(τ)∥∥∞)
exp
{√
νλ2c3(2)
∥∥f0∥∥2 |τ − s|+ 2(ln 3 + c4(2) ∣∣∣∣∫ τ
s
dτ ′
∥∥v−−(τ ′)∥∥2∣∣∣∣)}∣∣∣∣∥∥Φ∥∥2δ∥∥Φ∥∥H 4 .
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Fix ν = 1 + 1/λ2 to complete the proof. We then obtain the following constants:
L1(t, s) = 1 + c6(δ)
(
1 + 2
∥∥u(t)∥∥2
2
+ 2
∥∥α(t)∥∥2
2
)δ(
1 + 2
∥∥u(s)∥∥2
2
+ 2
∥∥α(s)∥∥2
2
)2δ(∥∥f0∥∥2 |t− s|+ ∣∣∣∣∫ t
s
dτ (
∥∥v−−(τ)∥∥2 + ∥∥F−1(χ) ∗ A(τ)∥∥∞)∣∣∣∣)
L2(t, s) = c7(δ)
(∥∥f0∥∥2 |t− s|+ ∣∣∣∣∫ t
s
dτ
∥∥v−−(τ)∥∥2∣∣∣∣ + 1)
C1 = c8(δ)
∥∥f0∥∥2 ,
with c6(δ) = 2
δ+3c5(2δ)c5(δ), c7(δ) = |3δ + 3/2| c4(3δ+3/2)+20 and c8(δ) = |6δ + 3| c1(3δ+
3/2) + 9.
Corollary. W (t, s) maps H δ
∗
into H δ. The same estimate as for W˜ (t, s) holds:∥∥W (t, s)Φ∥∥2
δ
≤
(
λ
∥∥f0∥∥2 |t− s|+ L1(t, s))eλC1|t−s|+L2(t,s)∥∥Φ∥∥2δ∗ .
The U˜2-evolution does not preserve the number of particles, however the evolution of
quantum fields applied to the vacuum remains a state with only one particle. Using this
fact we will be able to improve the convergence of creation and annihilation operators. We
define (N)1 to be the orthogonal projector onto H0,1 ⊕H1,0.
Proposition V.3. Let g = {gi}4i=1 be four L2(R3) functions, and consider the field ϕ(g) =
ψ∗(g1) + ψ(g2) + a∗(g3) + a(g4). Then
U˜∗2 (t, s)ϕ(g)U˜2(t, s)Ω = (N)1U˜
∗
2 (t, s)ϕ(g)U˜2(t, s)Ω .
Proof. Let Θ ∈ (H0,1 ⊕H1,0)⊥, and define:
X(t) = sup
g1∈L2
1∥∥g1∥∥2
∣∣∣〈Θ, U˜∗2 (t, s)ψ∗(g1)U˜2(t, s)Ω〉∣∣∣+ sup
g2∈L2
1∥∥g2∥∥2
∣∣∣〈Θ, U˜∗2 (t, s)ψ(g2)U˜2(t, s)Ω〉∣∣∣
+ sup
g3∈L2
1∥∥g3∥∥2
∣∣∣〈Θ, U˜∗2 (t, s)a∗(g3)U˜2(t, s)Ω〉∣∣∣+ sup
g4∈L2
1∥∥g4∥∥2
∣∣∣〈Θ, U˜∗2 (t, s)a(g4)U˜2(t, s)Ω〉∣∣∣ .
If X(t) = 0 then∣∣∣〈Θ, U˜∗2 (t, s)ϕ(g)U˜2(t, s)Ω〉∣∣∣ ≤ sup
i∈{1,2,3,4}
∥∥gi∥∥2X(t) = 0 ;
for all Θ ∈ (H0,1 ⊕ H1,0)⊥, so U˜∗2 (t, s)ϕ(g)U˜2(t, s)Ω ∈ H0,1 ⊕ H1,0. We need to show
X(t) ≤ C ∫ t
s
dτ X(τ): we prove it only for the first term of X(t), the others being analogous.
Define
X1(t) = sup
g1∈L2
1∥∥g1∥∥2
∣∣∣〈Θ, U˜∗2 (t, s)ψ∗(g1)U˜2(t, s)Ω〉∣∣∣ .
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Differentiation yields
i∂t〈Θ, U˜∗2 (t, s)ψ∗(g1)U˜2(t, s)Ω〉 = 〈Θ, U˜∗2 (t, s)[ψ∗(g1), V˜ (t)]U˜2(t, s)Ω〉 .
Performing the commutation, integrating and taking the absolute value we obtain∣∣∣〈Θ, U˜∗2 (t, s)ψ∗(g1)U˜2(t, s)Ω〉∣∣∣ ≤ ∫ t
s
dτ
∣∣∣〈Θ, U˜∗2 (τ, s)(a(g1−) + a∗(g1+) + ψ∗(g10))U˜2(τ, s)Ω〉∣∣∣
with g1−(t, ·) =
∫
dx g1(x)v˜−−(t, x, ·); g1+(t, ·) =
∫
dx g1(x)v˜−+(t, x, ·) and g10(t, ·) =
U∗01(t)(F−1(χ) ∗ A(t))(·)U01(t)g1(·). Multiply now both members by
∥∥g1∥∥−12 , and calculate
the supremum in g1:
X1(t) ≤
∫ t
s
dτ sup
g1−∈L2
∥∥g1−∥∥2∥∥g1∥∥2 1∥∥g1−∥∥2
∣∣∣〈Θ, U˜∗2 (τ, s)a(g1−)U˜2(τ, s)Ω〉∣∣∣
+
∫ t
s
dτ sup
g1+∈L2
∥∥g1+∥∥2∥∥g1∥∥2 1∥∥g1+∥∥2
∣∣∣〈Θ, U˜∗2 (τ, s)a∗(g1+)U˜2(τ, s)Ω〉∣∣∣
+
∫ t
s
dτ sup
g10∈L2
∥∥g10∥∥2∥∥g1∥∥2 1∥∥g10∥∥2
∣∣∣〈Θ, U˜∗2 (τ, s)ψ∗(g10)U˜2(τ, s)Ω〉∣∣∣ .
The following estimates
∥∥g1−(t)∥∥2 ≤ ∥∥f0∥∥2∥∥u(t)∥∥2∥∥g1∥∥2; ∥∥g1+(t)∥∥2 ≤ ∥∥f0∥∥2∥∥u(t)∥∥2∥∥g1∥∥2
and
∥∥g10(t)∥∥2 ≤ ∥∥F−1(χ) ∗ A(t)∥∥∞∥∥g1∥∥2 yield
X1(t) ≤ C
∫ t
s
dτ X(τ) ; C = sup
τ∈[s,t]
(
2
∥∥f0∥∥2∥∥u(τ)∥∥2 + ∥∥F−1(χ) ∗ A(τ)∥∥∞) .
A. Proof of Theorem 2.
Let f ∈ L2(R3), define
〈λψ#(f¯#)(t)〉CΦ = 〈C(uλ, αλ)Φ, U∗(t)λψ#(f¯#)U(t)C(uλ, αλ)Φ〉
〈λa#(f¯#)(t)〉CΦ = 〈C(uλ, αλ)Φ, U∗(t)λa#(f¯#)U(t)C(uλ, αλ)Φ〉 .
This definition yields:
〈λψ#(f¯#)(t)〉CΦ =
∫
dx f¯#(x)〈λψ#(t, x)〉CΦ ; 〈λa#(f¯#)(t)〉CΦ =
∫
dk f¯#(k)〈λa#(t, k)〉CΦ.
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Lemma V.4. Let Φ ∈ H δ, δ ≥ 9, f ∈ L2(R3), (u(·), α(·)) the C 0(R, L2(R3) ⊗ L2(R3))
solution of (I.2) with initial conditions (u, α) ∈ L2(R3)⊗ L2(R3). Then
∣∣〈λψ#(f¯#)(t)〉CΦ − 〈f#, u#(t)〉2∣∣ ≤λ∥∥f∥∥2√λ∥∥f0∥∥2 |t|+ L1(t, 0)eλC1|t|+L2(t,0)2 ∥∥Φ∥∥H 9∣∣〈λa#(f¯#)(t)〉CΦ − 〈f#, α#(t)〉2∣∣ ≤λ∥∥f∥∥2√λ∥∥f0∥∥2 |t|+ L1(t, 0)eλC1|t|+L2(t,0)2 ∥∥Φ∥∥H 9
where the constants are defined in the proof of proposition V.2.
Proof. We prove the result for 〈λψ#(f¯#)(t)〉CΦ, the other case being perfectly analogous.
Proposition IV.3 yields 〈λψ#(f¯#)(t)〉CΦ = 〈W (t, 0)Φ, λψ#(f¯#)W (t, 0)Φ〉 + 〈f#, u#(t)〉2.
Then
∣∣〈λψ#(f¯#)(t)〉CΦ − 〈f#, u#(t)〉2∣∣ ≤ λ∥∥ψ#(f¯#)W (t, 0)Φ∥∥ ≤ λ∥∥f∥∥2∥∥W (t, 0)Φ∥∥H 1 . Ap-
ply corollary of Proposition V.2 to obtain the result.
Since the bound of the lemma above holds for all f ∈ L2(R3), the Lemma of Riesz implies
〈λψ#(t, x)〉CΦ, 〈λa#(t, k)〉CΦ ∈ L2(R3). Furthermore they satisfy the bounds stated in the
theorem. If Φ = Ω, we can apply proposition V.3:
Lemma V.5. Let f ∈ L2(R3), then we have the following bounds:
∣∣〈λψ#(f¯#)(t)〉CΩ − 〈f#, u#(t)〉2∣∣ ≤λ2∥∥f∥∥2K1 |t| eK2|t|∣∣〈λa#(f¯#)(t)〉CΩ − 〈f#, α#(t)〉2∣∣ ≤λ2∥∥f∥∥2K1 |t| eK2|t|
with K1 and K2 positive constants.
Proof. As usual we prove the result for 〈λψ#(f¯#)(t)〉CΩ, the other case being perfectly
analogous. Using proposition IV.3 we can write
∣∣〈λψ#(f¯#)(t)〉CΩ − 〈f#, u#(t)〉2∣∣ = λ ∣∣∣〈W˜ (t, 0)Ω, U∗0 (t)ψ#(f¯#)U0(t)W˜ (t, 0)Ω〉∣∣∣ .
Then defining f˜ ≡ U∗01(t)f :∣∣〈λψ#(f¯#)(t)〉CΩ − 〈f#, u#(t)〉2∣∣ = λ ∣∣∣〈W˜ (t, 0)Ω, ψ#( ¯˜f#)W˜ (t, 0)Ω〉∣∣∣ .
By equality
〈W˜ (t, 0)Ω, ψ#( ¯˜f#)W˜ (t, 0)Ω〉 = 〈U˜2(t, 0)Ω, ψ#( ¯˜f#)U˜2(t, 0)Ω〉+ 〈(W˜ (t, 0)− U˜2(t, 0))Ω,
ψ#(
¯˜
f#)U˜2(t, 0)Ω〉+ 〈W˜ (t, 0)Ω, ψ#( ¯˜f#)(W˜ (t, 0)− U˜2(t, 0))Ω〉
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write ∣∣〈λψ#(f¯#)(t)〉CΩ − 〈f#, u#(t)〉2∣∣ ≤ λ(∣∣∣〈U˜2(t, 0)Ω, ψ#( ¯˜f#)U˜2(t, 0)Ω〉∣∣∣
+
∣∣∣〈(W˜ (t, 0)− U˜2(t, 0))Ω, ψ#( ¯˜f#)U˜2(t, 0)Ω〉∣∣∣ + ∣∣∣〈W˜ (t, 0)Ω, ψ#( ¯˜f#)(W˜ (t, 0)− U˜2(t, 0))Ω〉∣∣∣)
≡ λ
(
X1 +X2 +X3
)
.
By proposition V.3 we have that X1 = 0. Then we bound X2 as follows:
X2 =
∣∣∣∣〈∫ t
0
dτ
d
dτ
W˜ ∗(τ, 0)U˜2(τ, 0)Ω, W˜ ∗(t, 0)ψ#(
¯˜
f#)U˜2(t, 0)Ω〉
∣∣∣∣ ≤ λ∥∥f∥∥2∥∥f0∥∥2∣∣∣∣∫ t
0
dτ
∥∥U˜2(τ, 0)Ω∥∥H 4∥∥U˜2(t, 0)Ω∥∥H 1∣∣∣∣
Using proposition IV.4 we obtain
X2 ≤ λ
∥∥f∥∥
2
∥∥f0∥∥2 exp{12
(
ln 3 + 4
√
2
∣∣∣∣∫ t
0
dτ
∥∥v−−(τ)∥∥2∣∣∣∣)}∣∣∣∣∫ t
0
dτ exp
{
2
(
ln 3
+10
√
2
∣∣∣∣∫ τ
0
dτ ′
∥∥v−−(τ ′)∥∥2∣∣∣∣)}∣∣∣∣ .
To bound X3 we use a similar method:
X3 ≤ λ
∥∥f∥∥
2
∥∥f0∥∥2(λ∥∥f0∥∥2 |t|+ L1(t, 0))1/2e(λC1|t|+L2(t,0))/2∣∣∣∣∫ t
0
dτ exp
{
2
(
ln 3
+10
√
2
∣∣∣∣∫ τ
0
dτ ′
∥∥v−−(τ ′)∥∥2∣∣∣∣)}∣∣∣∣ .
B. Proof of Theorem 3.
The most difficult case is with Θ vectors. We write the proof in that case, the other being
analogous. We recall the definition of operator B, and define transition amplitudes 〈B〉Θ(t).
Let q, r, h, l ∈ N, δ = q + r + h + l, g ∈ L2(R3(q+r))⊗ L2(R3(h+l)) ≡ L2(R3δ). Then
B =
∫
dXqdYrdKhdMl g¯(x1, . . . , xq; y1, . . . , yr; k1, . . . , kh;m1, . . . , ml)
ψ∗(Xq)ψ(Yr)a∗(Kh)a(Ml)
〈B〉Θ(t) ≡ λδ〈Θ(t), BΘ(t)〉 = λδ〈Θ, U∗(t)BU(t)Θ〉 .
Now let 0 ≤ d ≤ δ, (uθ(t), αθ(t)) the C 0(R, L2(R3)⊗L2(R3)) solution of (I.2) corresponding
to initial data (u0, α0(θ) ≡ exp{−iθ}α0). We establish the following correspondence:
ψ(x)←→ 1
λ
uθ(t, x) ; ψ
∗(x)←→ 1
λ
u¯θ(t, x) ; a(k)←→ 1
λ
αθ(t, k) ; a
∗(k)←→ 1
λ
α¯θ(t, k) .
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We will call B(d) the operator obtained substituting in any possible way d creation or anni-
hilation operators of B with functions, following the correspondence above. B(d) is the sum
of
(
δ
d
)
operators of type B, but with δ − d creation or annihilation operators.
Lemma V.6. For any 0 ≤ d ≤ δ exists a function Cd(t), depending on
∥∥uθ(t)∥∥2 and∥∥αθ(t)∥∥2, such that for all Φ ∈ H δ−d we have the following inequality:∥∥B(d)Φ∥∥ ≤ λ−d(q + h)(δ−d)/2Cd(t)∥∥g;L2(R3δ)∥∥∥∥Φ∥∥δ−d .
Proof. The proof is a simple application of lemma IV.2. Cd(t) would be the sum of products
of the L2-norms of uθ(t) and αθ(t), for example C1(t) = (q+r)
∥∥uθ(t)∥∥2+(h+ l)∥∥αθ(t)∥∥2.
For all Φ ∈ H δ the following identity holds:
(V.2) B′Φ ≡ C∗(u(t)/λ, α(t)/λ)BC(u(t)/λ, α(t)/λ)Φ =
δ∑
d=0
B(d)Φ .
For any h ∈ C 0(R, L2(R3)), q ∈ N we define
h⊗q(t, Xq) ≡ h(t, x1)⊗ · · · ⊗ h(t, xq) ∈ C 0(R, L2(R3q)) .
Then we can formulate the following lemma.
Lemma V.7. Let ϕ(g) defined as in Proposition V.3. Then for all Φ ∈ H δ the following
equality holds:
B(δ−1)Φ = λ−δ+1ϕ(g)Φ ,
with
g1(x) =
q∑
α=1
∫
dx1 · · ·dxˆα · · ·dxqdYrdKhdMl g(. . . , xα−1, x, xα+1, . . . )
u¯
⊗q−1
θ (t, Xq \ xα)u⊗rθ (t, Yr)α¯⊗hθ (t,Kh)α⊗lθ (t,Ml)
g2(x) =
r∑
α=1
∫
dXqdy1 · · ·dyˆα . . .dyrdKhdMl g(. . . , yα−1, x, yα+1, . . . )
u¯
⊗q
θ (t, Xq)u
⊗r−1
θ (t, Yr \ yα)α¯⊗hθ (t,Kh)α⊗lθ (t,Ml)
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g3(k) =
h∑
α=1
∫
dXqdXrdk1 · · ·dkˆα · · ·dkhdMl g(. . . , kα−1, k, kα+1, . . . )
u¯
⊗q
θ (t, Xq)u
⊗r
θ (t, Yr)α¯
⊗h−1
θ (t,Kh \ kα)α⊗lθ (t,Ml)
g4(k) =
l∑
α=1
∫
dXqdYrdKhdm1 · · ·dmˆα · · ·dml g(. . . , mα−1, k,mα+1, . . . )
u¯
⊗q
θ (t, Xq)u
⊗r
θ (t, Yr)α¯
⊗h
θ (t,Kh)α
⊗l−1
θ (t,Ml \mα) .
To improve readability we make the following definitions:
LW (δ, t, s) =
(
λ
∥∥f0∥∥2 |t− s|+ L1(δ, t, s))eλC1(δ)|t−s|+L2(δ,t,s)
where the functions and constants on the right hand side are defined in Proposition V.2,
with δ-dependence made explicit.
LU(δ, t, s) = exp
{ |δ|
2
(
ln 3 +
√
2c2(δ)
∣∣∣∣∫ t
s
dτ
∥∥v−−(τ)∥∥2∣∣∣∣)} ,
with c2(δ) = max(4, 3
|δ|/2 + 1).
Proposition V.4. Two constants Kj(Θ) with j = 1, 2 exist such that for all g ∈ L2(R3δ)∣∣∣∣〈B〉Θ(t)− δqr ∫ 2π
0
dθ
2π
〈g, u¯⊗qθ u⊗rθ α¯⊗iθ α⊗jθ (t)〉L2(R3δ)
∣∣∣∣ ≤ δqrλ2∥∥g;L2(R3δ)∥∥K1(Θ) |t| eK2(Θ)|t| .
Proof. We need the following lemma, proved applying results proved in Chen et al. [8]
and Rodnianski and Schlein [6] to Fs(p) and Fs(n).
Lemma V.8. Let u0, α0 ∈ L2(R3), such that
∥∥u0∥∥2 = ∥∥α0∥∥2 = 1 and dx ≡ √x!e−x/2xx/2 . Then
we obtain the following identities:
Θ = d2λ−2(N1)λ−2
∫ 2π
0
dθ
2π
eiλ
−2θC(u0/λ, α0(θ)/λ)Ω = d
2
λ−2(N1)λ−2(N2)λ−2C(u0/λ, α0/λ)Ω
(N)1C
∗(u0/λ, α0(θ)/λ)Θ = 0 ,
where (N1)p is the orthogonal projector on Hp, (N1)p(N2)n the projector on Hp,n, (N)1 the
projector on H0,1 ⊕H1,0.
Write 〈B〉Θ(t) = λδ〈Θ, U∗(t)BU(t)ψ
∗(u0)λ
−2
√
λ−2!
a∗(α0)λ
−2
√
λ−2!
Ω〉. Observe that when q 6= r we
have 〈B〉Θ(t) = 0 since N1 commutes with H and B doesn’t preserve the number of non-
relativistic particles. So we will set q = r for the rest of the proof. Using equation (V.2)
and the first equality of lemma V.8 we obtain
〈B〉Θ(t) = λδd2λ−2
∫ 2π
0
dθ
2π
eiθ/λ
2〈C∗(u0/λ, α0(θ)/λ)Θ,W ∗θ (t, 0)B′Wθ(t, 0)Ω〉 ,
38
where Wθ is the operatorW defined above with solution (uθ(t), αθ(t)) instead of (u(t), α(t)).
Since throughout the proof we will use Wθ instead of W , we will omit the index θ. First of
all consider B(δ):
〈B(δ)〉Θ(t) =
∫ 2π
0
dθ
2π
〈g, u¯⊗qθ u⊗rθ α¯⊗iθ α⊗jθ (t)〉L2(R3δ)〈Θ, d2λ−2eiθ/λ
2
C(u0/λ, α0(θ)/λ)Ω〉
then since Θ ∈ Hλ−2,λ−2 and α0(θ) = exp{−iθ}α0, the second equality of lemma V.8 yields
〈B(δ)〉Θ(t) =
∫ 2π
0
dθ
2π
〈g, u¯⊗qθ u⊗rθ α¯⊗iθ α⊗jθ (t)〉L2(R3δ) .
Then
〈B〉Θ(t)−
∫ 2π
0
dθ
2π
〈g, u¯⊗qθ u⊗rθ α¯⊗iθ α⊗jθ (t)〉L2(R3δ) =
δ−1∑
d=0
λδ−dd2λ−2
∫ 2π
0
dθ
2π
eiθ/λ
2
〈 1√
(N1 + 1)(N2 + 1)
C∗(u0/λ, α0(θ)/λ)Θ,
√
(N1 + 1)(N2 + 1)W
∗(t, 0)B(d)W (t, 0)Ω〉.
The following lemma is proved in Chen and Lee [7] using sharp estimates of Laguerre poly-
nomials obtained by Krasikov [18].
Lemma V.9. Let u0, α0 ∈ L2(R3) such that
∥∥u0∥∥2 = ∥∥α0∥∥2 = 1. Then there is a constant
LΘ independent of λ and θ such that:∥∥(N1 + 1)−1/2(N2 + 1)−1/2C∗(u0/λ, α0(θ)/λ)Θ∥∥ ≤ LΘd−2λ−2 .
Using it we obtain∣∣∣∣〈B〉Θ(t)− ∫ 2π
0
dθ
2π
〈g, u¯⊗qθ u⊗rθ α¯⊗iθ α⊗jθ (t)〉L2(R3δ)
∣∣∣∣ ≤ δ−2∑
d=0
λδ−dLΘ
∫ 2π
0
dθ
2π∥∥W ∗(t, 0)B(d)W (t, 0)Ω∥∥
H 2
+ λδd2λ−2
∫ 2π
0
dθ
2π
∣∣∣〈C∗(u0/λ, α0(θ)/λ)Θ,
W ∗(t, 0)B(δ−1)W (t, 0)Ω〉
∣∣∣ .
Since we are interested in the region where λ < 1, λa ≤ λ2 for any a ≥ 2. Furthermore∥∥Ω∥∥
δ
= 1 for any δ. We can apply two times the corollary of proposition V.2, lemma IV.2
and lemma V.6 to obtain:∥∥W ∗(t, 0)B(d)W (t, 0)Ω∥∥
H 2
≤ (q + h+ 1) 15+δ−d2 Cd(t)LW (2, 0, t)LW (δ − d+ 2, t, 0)∥∥g;L2(R3δ)∥∥
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So we can write:∣∣〈B〉Ψ(t)− 〈g, u¯⊗qu⊗q α¯⊗iα⊗j(t)〉L2(R3δ)∣∣ ≤ λ2K1 |t| eK2|t|∥∥g;L2(R3δ)∥∥
+λδd2λ−2
∫ 2π
0
dθ
2π
∣∣〈C∗(u0/λ, α0/λ)Θ,W ∗(t, 0)B(δ−1)W (t, 0)Ω〉∣∣ ,
with
K1 |t| eK2|t| ≥
δ−2∑
d=0
(q + h+ 1)
15+δ−d
2 LΘ
∫ 2π
0
dθ
2π
Cd(t)LW (2, 0, t)LW (δ − d+ 2, t, 0) .
We have to use a different approach to estimate the last term of the inequality above,
namely
X ≡ λδd2λ−2
∫ 2π
0
dθ
2π
∣∣〈C∗(u0/λ, α0/λ)Θ,W ∗(t, 0)B(δ−1)W (t, 0)Ω〉∣∣ .
By Lemma V.7 and passing to the interaction representation:
X = λδd2λ−2
∫ 2π
0
dθ
2π
∣∣∣〈C∗(u0/λ, α0/λ)Θ, W˜ ∗(t, 0)ϕ(g˜)W˜ (t, 0)Ω〉∣∣∣ ,
with g˜1(x) = U
∗
01(t)g1(x); g˜2(x) = U01(t)g2(x); g˜3(k) = U
∗
02(t)g3(k) and g˜4(k) = U02(t)g4(x).
By the following identity:
〈Φ, W˜ ∗(t, 0)ϕ(g˜)W˜ (t, 0)Ω〉 = 〈Φ, U˜∗2 (t, 0)ϕ(g˜)U˜2(t, 0)Ω〉+ 〈Φ, (W˜ ∗(t, 0)
−U˜∗2 (t, 0))ϕ(g˜)W˜ (t, 0)Ω〉+ 〈Φ, U˜∗2 (t, 0)ϕ(g˜)(W˜ (t, 0)− U˜2(t, 0))Ω〉 ;
with Φ = C∗(u0/λ, α0/λ)Θ we obtain using lemma V.8
X ≤ λd2λ−2
∫ 2π
0
dθ
2π
(∣∣∣〈Φ, (W˜ ∗(t, 0)− U˜∗2 (t, 0))ϕ(g˜)W˜ (t, 0)Ω〉∣∣∣+ ∣∣∣〈Φ, U˜∗2 (t, 0)ϕ(g˜)(W˜ (t, 0)
−U˜2(t, 0))Ω〉
∣∣∣) ≡ λd2λ−2 ∫ 2π
0
dθ
2π
(X1 +X2) .
We define
∥∥g∥∥
2
=
∥∥g1∥∥2 + ∥∥g2∥∥2 + ∥∥g3∥∥2 + ∥∥g4∥∥2. Bound X1, the integral making sense as
strong Riemann integral on H :
X1 ≤ LΘd−2λ−2
∣∣∣∣∫ t
0
dτ
∥∥∥W˜ ∗(τ, 0)U∗0 (τ)HIU0(τ)U˜2(τ, 0)U˜∗2 (t, 0)ϕ(g˜)W˜ (t, 0)Ω∥∥∥
H 2
∣∣∣∣ .
We remark that
∥∥g˜∥∥
2
=
∥∥g∥∥
2
≤ Cδ−1(t)
∥∥g;L2(R3δ)∥∥, with Cδ−1(t) defined in Lemma V.6.
Then
∫ 2π
0
dθ
2π
X1 ≤ λd−2λ−2K ′1 |t| eK
′
2|t|
∥∥g;L2(R3δ)∥∥ with
K ′1 |t| eK
′
2|t| ≥ LΘ217
∥∥f0∥∥2 ∫ 2π
0
dθ
2π
Cδ−1(t)LU(19, 0, t)LW (20, t, 0)
∣∣∣∣∫ t
0
dτ LW (2, 0, τ)
LU (19, τ, 0)
∣∣∣∣
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Analogously bound X2:
∫ 2π
0
dθ
2π
X2 ≤ λd−2λ−2K ′′1 |t| eK
′′
2 |t|
∥∥g;L2(R3δ)∥∥ with
K ′′1 |t| eK
′′
2 |t| ≥ LΘ265
∥∥f0∥∥2 ∫ 2π
0
dθ
2π
Cδ−1(t)LU(2, 0, t)LW (3, t, 0)
∣∣∣∣∫ t
0
dτ LW (21, 0, τ)
LU(133, τ, 0)
∣∣∣∣
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