ABSTRACT As a shared economy platform, Airbnb allows customers to collaborate and guides them to hosts' rooms. Based on the records and ratings, it attaches great significance to infer users' satisfaction with their rooms. Several essential problems arise when evaluating satisfaction and matching. Data confidence and prediction bias influence the inference performance of the satisfaction. When two users stay in one room, their joint satisfaction also deserves particular research because of the roommate effect. In this paper, a matching model is built based on the inferred satisfaction considering confidence and prediction uncertainties. The satisfaction with the confidence uncertainty is modeled using a normalized variance of the Beta distribution. The algorithms for inferring satisfaction with the prediction uncertainties are divided into two parts: a weighted matrix factorization-based algorithm for individuals and a preference similarity-based algorithm for pairs. Two matching algorithms are proposed with constraints. Finally, extensive experiments using real-world data show the effectiveness and accuracy of the proposed method.
I. INTRODUCTION
Increasingly popular shared economy [1] , [2] and peer-topeer online platforms [3] , such as Airbnb, provide collaborative practices in sharing goods and services like space, skills, and time [4] . Airbnb hosts provide customers with many choices of rooms. When customers have exceedingly positive experiences with the rooms they book in Airbnb, they are likely to use the service again in the future. Airbnb is willing to provide services that recommend customers to hosts to achieve better matching. Matching customers with appropriate rooms is important to Airbnb because it improves customer satisfaction and increases loyalty. However, the customers' satisfaction with rooms are unknown before check-in. Different types of rooms are offered with different limitations for accommodation [5] . As a result, matching customers with rooms while considering uncertainties is challenging. suitable for a single person. With various preferences, customers show a different satisfaction with the provided rooms. The satisfaction indicates the probability for the customer living in the room, which can be modeled using the probabilities of being {happiness, uncertainty, and unhappiness}. The probability of happiness minus that of unhappiness is called utility. For example in Fig. 1 , the satisfaction of u 1 staying in Room 1 is {0.8, 0.1, 0.1}. The joint satisfaction of u 1 and u 2 staying together in Room 1 is {0.7, 0.2, 0.1}. The problem seeks to assign customers to rooms while maximizing the total satisfaction and considering the uncertainties. Given the history of the check-in and rating records, modeling the satisfaction with uncertainties is another important step before the matching process. Uncertainties are caused by data confidence and prediction bias. If u 1 had stayed in Room 1 before, the uncertainty, caused by data confidence, is called confidence uncertainty. The more nights the customer lives in a room, the more the customer knows and the higher the confidence of the rating will be. Otherwise, the uncertainty caused by the prediction bias using the inference algorithms, is called prediction uncertainty.
Some customers treat the condition of the provided room in a strict way even if there is only small bias. As a result, we need to match rooms to these customers with low uncertainty. In this paper, we explore the matching problem in the shared economy of Airbnb, and we propose a satisfactionbased matching scheme under the uncertainties. The limitations of the existing works are as follows. First, the confidence of the rating values in recommendation systems is not well considered. For example, customers who stay in a room for a longer time know more about an Airbnb room. Their ratings should be assigned with higher confidence. Second, Airbnb ranks matching results based on the preference features through learning algorithm. Most recommendations works including Airbnb aim to minimize the overall error between prediction value and ground truth. However, the prediction bias and uncertainty for each prediction are seldom modeled in previous works. Third, the joint satisfaction of pairs is not simply the average of satisfactions of two individuals. The bipartite matching problem with conflicts needs research. The scheme seeks to maximize the total satisfaction.
To overcome these limitations, we build an effective and more realistic model that infers users' satisfaction with their rooms. Our work provides algorithms for matchings considering the room and customer constraints, and it demonstrates the effectiveness of the proposed method. To achieve our goal, we face three main challenges. First, it is difficult to model and measure the confidence and prediction uncertainties. Calculating the satisfaction under the confidence and prediction uncertainties is also challenging. Second, the rooms are able to accommodate either one or two users. The records of two users living in a room are much more sparse than that of one user in a room. Considering that having roommates can effect satisfaction, users' joint satisfaction must be specially considered. Third, there are some constraints in matching. For example, each customer can occupy only one room. The number of people in a room is constrained. Balancing the utility and uncertainty in the matching algorithm is challenging.
This paper systematically models the matching problem in Airbnb. The confidence uncertainty and the prediction uncertainty are taken into consideration when inferring the satisfactions. The satisfaction with the confidence uncertainty is calculated based on the number of nights stayed. The inference of the satisfaction with the prediction uncertainty is divided into two parts: individual satisfaction for one user and pair satisfaction for two users. Individual satisfaction utilizes the matrix factorization algorithm to predict the unknown ratings and evaluates the uncertainty based on its category. The pair-joint satisfaction with the prediction uncertainty is modeled based on the community. Afterwards, the satisfaction is evaluated using a unified metric, Score. The objective is to maximize the summation of Score with the constrains. A matching algorithms is proposed with the satisfaction and constraints. Our main contributions are summarized as follows.
• Utilizing check-in records, the satisfaction between users and rooms is calculated with uncertainty. The problem can eventually be reduced to the matching problem to balance utility and uncertainties. The proposed mechanism takes data confidence and prediction bias into consideration, which achieves more accurate matching.
• The basic matrix factorization minimizes the overall errors of predictions. In our work, the trust level is utilized to calculate the uncertainty of each prediction result, which establishes a basis for matching optimization.
• In the state-of-the-art work, the influence of roommate is not considered. The joint satisfaction of pairs is not simply the average of satisfactions of two individuals. In our model, the community is detected and the joint satisfaction is inferred based on pairs with known ratings in the same community.
• We prove that this user-room matching problem is NPhard. Two greedy algorithms for maximum matching and maximal matching are proposed. The maximum matching maximizes the summation of matching scores. The maximal matching optimizes the matching relationships while ensuring that each user has a room. Extensive experiments show the effectiveness of our solutions. The remainder of the paper is organized as follows. Section II describes the related work. Section III presents the satisfaction and matching model and formulates the problem. In Section IV and V, the details of the proposed method are given, including the algorithms for individual satisfaction, pair satisfaction, and the matching problem. Experiments are conducted using real-world data to evaluate the proposed method in Section VI. Section VII further discusses the proposed method. Finally, we draw our conclusion and gave the future work in Section VIII.
II. RELATED WORKS
Airbnb provides guests and hosts recommendation services for better matching results. Given input query information VOLUME 6, 2018 like location, price, and dates, Airbnb ranks high listings whose features are appealing to guests [6] . To evaluate the matching degree, preference features (location relevance, reviews, host response time) and past booking history are utilized for calculating similarities by learning algorithms. With the development of recommendation techniques, matrix factorization (MF) has proven to be one of the most powerful methods of collaborative filtering [7] . To represent the relationships between users and items, latent factors are utilized to model their correlation [8] as U i , V j . With these two lowrank latent vectors, the rating matrix can be approximated to fill in missing ratings. To learn the factor vectors, batch gradient descent (BGD) or stochastic gradient descent (SGD) algorithms are utilized to minimize the error. [9] builds a App-permission bipartite graph to estimate the secure score based on the similarity of Apps and permissions. [10] models users decision making process and addresses data sparsity and user/location cold-start problem. In the check-in records of Airbnb, the number of nights stayed are important when considering the certainty of users' rating. However, previous work doesn't consider this influence when filling in missing ratings. The previous works try to minimize the overall error of all the prediction, but the uncertainty of each predicted result is never modeled.
In previous works, there are methods that deal with matching problems under uncertainty. Stochastic programming methods [11] are widely utilized in risk-neutral applications. In the matching dominance method for uncertain objects, [12] captures the semantics of dominance for multidimensional uncertain objects. However, these methods can not directly be applied in the proposed problem, because they do not focus on the data confidence. Robust optimization methods consider the worst-case outcome in risk-averse applications. [13] proposes two spatial matching algorithms to minimize the maximum matching distance for applications considering the worst-cases. Unfortunately, uncertainties are not well defined and modeled in previous works.
Creating matching relationships with satisfactions including happiness, uncertainty, and unhappiness metrics is vital. Different metrics are measured and utilized in evaluations and in making decisions in previous works. These methods can be categorized as threshold-based and combination models. In threshold-based models, threshold of one metric is utilized for filtering in the first step and further choice is made on the basis of the remaining metric. For example, [14] proposes a risk threshold-based model to determine allow or deny decisions. In combination models, scores of metrics are integrated to make decision. For example, [15] calculates the combination score using a weighted trust score and a matching score to select the agent. [9] , [16] utilizes portfolio theory in the field of finance to balance risks and rewards. Reference [17] proposes a multi-objective optimization strategy with the evolutionary algorithm. Reference [18] proposed a greedy algorithm with an approximation guarantee to solve the weighted bipartite B-matching problem. However, these methods cannot be directly applied to the problem proposed in this paper due to the matching constraints. For example, the joint score of u 1 and u 2 if matched with Room 1 is the summation of the scores when u 1 and u 2 are matched with Room 1 individually in [18] . While the joint score are independent with the individual scores in our scenario. As a result, we need to propose new graph computing method to solve the matching problem.
III. MODEL AND PROBLEM FORMULATION
Here, we first present the uncertainty in the satisfaction between customers and rooms. Afterwards, the bipartite graph model for matching is introduced. Essential symbols and their descriptions are given as shown in Table 1 . 
A. SATISFACTION MODEL WITH UNCERTAINTY
Given a set of users U and rooms R, we assume that only single rooms and double rooms are provided in the platform. One user who stays in a room is called an Individual, while two users are called a Pair. Satisfaction is a tuple of preference between users and rooms, represented by the happiness probability P h , uncertainty probability P u , and unhappiness probability P d . In the historical records, ratings represent users' room preferences. We assume that if the rating is more than a threshold, the user likes the room and has a happy experience. Otherwise, the users are unhappy when living in the room. For example, 3-stars is set as the threshold to distinguish happiness and unhappiness for the 0-5 star rating system in this paper. Category is a room classification based on attributes such as location, price, property type, etc.
To distinguish the cause of the uncertainty, the satisfaction is divided into two types: satisfaction with the confidence uncertainty, denoted as SC, and satisfaction with the prediction uncertainty, denoted as SP. The number of the nights stayed is denoted as L. The larger L is, the more confident the rating is. This means that there is a lower uncertainty probability in SC. If the rate is high, the user will be more likely to enjoy the room and will have more certainty of staying in the room next time. If IRR [i] [j] exists in the records, SC ij is calculated directly using the records. Otherwise, SP ij is inferred using the existing records.
B. MATCHING MODEL WITH UNCERTAINTY
Assigning rooms is essentially a match between customers and rooms. In this paper, the customer can occupy only one room. The quantity of people who can occupy a room, represented as Q, is constrained to 1 or 2. With a higher P h and a lower P d , the user will have a higher probability of liking the room. Taking uncertainty into consideration, Score (calculated by the weighted harmonic mean) is utilized to measure satisfaction, according to the F-measure metric in evaluating the recommendation system [19] . Since confidence and prediction uncertainties effect in the matching model differently, we assign them different weights in the satisfaction score calculation.
where θ = [θ 1 , θ 2 ] is the weight of uncertainty and [θ 1 , θ 2 ] represents the weight of the confidence and prediction uncertainties, respectively. 0 < θ 1 , θ 2 ≤ 1. The absolute value of the score increases with the decrease of uncertainty. Using users' satisfaction Score of rooms, the objective of the matching problem can be modeled as a weighted Bipartite Matching subject to user and room constraints. Given G = (U ∪R, E, Score, Q), the objective is to find the subgraph H = (U ∪ R, E ) maximising e∈E Score(e) with every vertex u ∈ U incident to at most one edge. U and R are both the nodes in the graph.
and vertex u ∈ U adjacent to degree constraints
where Q(r) ∈ {1, 2}.
C. FRAMEWORK Fig. 2 illustrates the framework of the proposed scheme. First of all, user satisfaction with rooms, including SC and SP, is calculated according to the existing records. In the Bayesian analysis, the beta distribution can be used to describe the initial knowledge concerning probability. SC is calculated with a beta distribution in which the ratings and nights stayed in check-in records are regraded as evidence.
For SP, two different algorithms, based on categories and communities, are designed for individuals and pairs respectively. In the inference of SP for individuals, a weighted matrix factorization is utilized to fill the missing ratings. SP between an individual and a room is replaced by the satisfaction between an individual and the category. In the inference of SP for pairs, the community is detected and the satisfaction is inferred based on pairs with known ratings in the same community. Afterwards, [θ 1 , θ 2 ] is learned by considering the influences of confidence and prediction uncertainty. At last, the matching problem is proved to be NP-Hard. With all the elements calculated in G, two greedy matching algorithms are proposed to achieve optimal objects.
IV. SATISFACTION INFERENCE WITH UNCERTAINTY
For SC, the history records are regarded as direct evidence for inference. The pairs have an exponentially growing quantity and more sparse records than an individual. Thus, two different algorithms are designed for individuals and pairs in SP inference.
A. SATISFACTION WITH CONFIDENCE UNCERTAINTY
Given the check-in history records, the satisfaction between users and rooms is calculated with confidence uncertainty. Bayesian inference is a statistical inference approach to calculate probability based on evidence or observations. The normalized variance of the Beta distribution is utilized to calculate SC as follows [20] .
VOLUME 6, 2018 where α and β represent the evidence of happy and unhappy nights staying in the room, respectively. To start, each user in the network has a prior observation, α = β = 1. With the increase of observations, there will be less uncertainty for the inference. In this case, 3-stars is the threshold for distinguishing happiness and unhappiness for 0-5 star rating system. The nights are added to α or β. For example, if the rating is greater than 3-stars, the nights spent are added to α. Fig. 3 gives an example of the satisfaction inference between individuals and rooms. As shown in Fig. 3(a) , u 1 stayed in i 1 for 2 nights and highly recommended this room with 5 stars. Thus, IRS [1] [1] is calculated using Eq.4 with the confidence uncertainty. Fig. 3(e) .
B. INDIVIDUAL SATISFACTION WITH PREDICTION UNCERTAINTY
Since users have similar ratings to the rooms of a same category, a user's SP for a room is replaced by their satisfaction with the category. Individuals' check-in records and rooms in certain categories are evidence. We first divide rooms into several categories using information entropy. Afterwards, the missing ratings are inferred using weighted matrix factorization algorithm. Trust level models the prediction biases between individual-room satisfaction and individual-category satisfaction. SP is calculated based on ratings and the trust level for each category.
1) CATEGORY DIVISION
The relevant and valuable attributes of rooms are selected to constitute the categories. We utilize an attribute extraction algorithm in [21] to obtain top informative attributes. Shannon entropy [22] is utilized to quantify the expected informative value in attribute.
where E(a i ) denotes the entropy of the attribute a i , and p denotes a i 's probability mass function. {x 1 , ..., x a i } is the value set for attribute a i . N a denotes the number of attributes. N a i denotes the number of values in a i .
2) WEIGHTED MATRIX FACTORIZATION ALGORITHM
To fill the missing data in the IRR matrix for an individual, the weighted Matrix Factorization algorithm is utilized to infer the ratings. The existing cells are regarded as a training set. A user's rating of a room is represented as a couple of latent factors {V 1 , V 2 }. The rating matrix can be approximated as R = V 1 , V 2 . Considering the influence of the length of the nights stayed, L, the optimization problem will be adjusted as
where the number of nights stayed is regarded as a weight, || || 2 F is a Frobenius norm, and is a Hadamard product for element to element multiplication. To solve this problem, a batch gradient descent (BGD) is used to learn the latent factors V 1 and V 2 [7] . The number of nights spent in the room is are set as 1 for the absent records.
3) TRUST LEVEL CALCULATION
Considering the bias in Matrix Factorization, the individual's trust level for a category is also modeled as {belief , trustuncertainty, disbelief }, represented as Fig. 3 gives an example of the SP's inference for individuals and rooms. As shown in Fig. 3(a) , u 5 has never stayed in i 1 so its ratings is unknown. The missing data is predicted using the weighted MF, as shown in Fig. 3(b) , and the room category is divided as shown in Fig. 3(c) . For ICS [5] [1] , Fig. 3(e) .
The process of SC and SP calculation between individuals and rooms is given as shown in Algorithm 1. As shown in the example, we can see that u 3 , u 4 , and u 5 have similar preference based on the existing ratings in Fig. 3(a) . They create similar satisfaction trends with different uncertainty values, as shown in Fig. 3(e) . u 4 stays longer in i 1 than u 3 does. As a result, u 4 shows less confidence uncertainty than u 3 in the inference. if Rating R ij is more than 3 stars then 3: The nights stayed L ij is added to α 13: Find j th room's category k 14: Assign
IRS[i][j] = ICS[i][k]
15: end for 16: return IRS matrix
C. PAIR SATISFACTION WITH PREDICTION UNCERTAINTY
With n individuals in a user set, there will be a matrix of n(n − 1)/2 pairs. Due to the exponential growth of the matrix size, the pair-room rating records are much sparser than the individuals'. With the increasing number of pairs, there is a heavy overhead (especially in LOOCV) if utilizing the SP inference algorithm for individuals. With the existing check-in records, pairs' SCs are inferred in advance. if {i, j} belongs to the same community c 1 then 5: Search for pairs {m, n} with {i, j, m, n} ∈ c 1 and PRS [m, n] [k] is known 6: Calculate the trust level between {i, j} and {m, n} 7: Synthesize satisfaction with pre-known pairs' satisfaction and trust levels 8: else 9: Search for pairs {m, n} with {i, m} ∈ c 1 , {j, n} ∈ c 2 and PRS [m, n] [k] is known 10: Calculate the trust level 11: Synthesize prediction satisfaction 12: end if 13 : end for 14: return PRS matrix
The SP between a pair and a room is calculated using a preknown pair's SC and the trust levels between the pairs as show in Algorithm 2.
1) COMMUNITY DETECTION
Unlike the SP inference algorithm for individuals, a community-based inference algorithm is proposed for the SP inference algorithm for pairs. According to the IRR matrix with filled data, the community is detected based on rating similarities. A simple and fast algorithm for the K -means clustering algorithm [24] is utilized to cluster users into k communities.
Assuming that PIR [i, j] [k] is predicted with all the preknown PRS [m, n] [k], {m, n} are limited to the pairs that have the same community information as {i,j}. If i and j belong to the same community c 1 , the pairs {m, n} that all belong to c 1 are selected. If i and k belong to two different communities c 1 and c 2 , the pairs {m, n} in which m and n belong to c 1 and c 2 respectively are selected for prediction.
2) TRUST LEVEL CALCULATION
For pairs {i, j} and {m, n}, the rating performance of four combinations {i, m}, {i, n}, {j, m}, and {j, n} are utilized to evaluate the pairs' trust levels. Based on the two users' ratings in IRR, the same attitudes (both happy or both unhappy) are regarded as a belief observation. Otherwise, it is a disbelief observation. The counterpart observations in the four combinations are added up as belief evidence α t and disbelief evidence β t . If i=m, the pair's trust level equals the trust level between j and n.
3) SP CALCULATION
Based on the detected communities i and j, n pairs with a pre-known satisfaction with room k are selected to infer VOLUME 6, 2018
The prediction satisfaction is calculated using the pre-known pairs' satisfactions and trust levels with uncertainties as shown below. To synthesize the prediction from different pairs to one particular pair, a simple method is used to calculate the average.
For example, according to the ratings in Fig. 3(b 
V. BIPARTITE MATCHING A. TWO GREEDY ALGORITHMS FOR MATCHING
The matching problem between users and rooms is NP-Hard based on a reduction from the NP-hard Maximum Weight Independent Set (MWIS) problem [18] , [25] . Fig. 4 illustrates an example of the reduction from MWIS to the matching problem. The blue node with grid represents a pair of users, while the yellow node represents an individual user. The numbers in the brackets represent the weights considering the utility and satisfaction. As shown in Fig. 4(b) , the nodes in a circle indicate a pair of conflicted users, who can not be assigned to the same room. u 1 and {u 1 , u 2 } cannot be matched to i 1 at the same time. Based on the hardness of the approximation result for MWIS [26] , the matching problem is not approximated with n 1−ε for any ε > 0. Considering the room assignment rules in the matching process, we present two greedy algorithms. The basic idea is described as follows. The maximum matching is a matching with the largest possible U all , no matter whether each user is assigned to a room. The principle of maximal matching is to pursue the largest possible U all while ensuring that each user has a room.
1) ALGORITHM FOR MAXIMUM MATCHING
We present a greedy algorithm for maximum matching as shown in Algorithm 3. The weights are the products of a user's utility and an edge's score. A hyper-edge represents a matching from a pair to a room. After sorting the edges, the edge with the largest weight is added to construct subgragh H. We delete the conflict edges in graph G until the graph is empty. For unmatched users, one user is added to a double rooms in each round by the sorted increased rating to U all . If the increase is negative, the unmatched users are abandoned.
Algorithm 3 A Greedy Algorithm for Maximum Matching
Input: Graph G, G=(U∪R,E,Score,Q) Output: Subgraph H, U all 1: Calculate the weights for each edge e, U all = 0 2: Sort all edges from largest to smallest based on weights 3: for Egdes in G do 4: Add the edge with largest weight to subgragh H
5:
if the e is hyper-edge, denoted as e({i, j}, k) then 6: Delete all the edges with vertex i and j in G 7: Add two times the weight to U all 8:
the e is denoted as e(i, k) 10: Delete all the edges with vertex i in G This average-based algorithm is highly suitable for situations in which the quantity of rooms are no less than the quantity of users. The algorithm shows high scalability in practice.
2) ALGORITHM FOR MAXIMAL MATCHING
As shown in Algorithm 4, a maximal matching is a matching which no more edges can be added. It is a local maximum. n, m 1 , and m 2 represent the quantity of users, a single room, and a double room, respectively. To ensure the principle, there are at least (n − m 1 )/2 double rooms which are required to accommodate each pair of users. The different value refers to the gap between the pair's maximal weight in all rooms and the sum of two individual weights. For example, the pair's maximal weight is the largest weight of e({i, j}, k), ∀k, 1 ≤ k ≤ m 1 + m 2 . Two individuals's maximal weight is the largest weight of e(i, k) and e(j, k), ∀k, 1 ≤ k ≤ m 1 + m 2 . We first match (n − m 1 )/2 pairs to rooms with the sorted difference value from the smallest to the largest. If the difference value is negative, it means the pair of users gets along well, which and has a positive impact on the accommodation. After each round, the difference and sorted list is updated. Algorithm 3 (Lines 2-13) is utilized for the remaining rooms.
If the quantity of users is no greater than that of the rooms, the result of the maximum matching is the same as that of the maximal matching. The algorithm takes individual matching into consideration first and pursues the optimal result for the rest users. Calculate the differences between hyper-edges and edges 6: Sort the hyper-edges from smallest to largest 7: Add the top hyper-edge e({i, j}, k) to subgragh H 8: Delete all the edges with vertex i and j in G 9: Add two times the weight to U all , m min = m min − 1 10: end for 11: Continue using Algorithm 3 12: Return Subgraph H and U all
B. ESTIMATION OF PARAMETER θ
In this subsection, we present an algorithm to estimate θ , which models the different impacts of confidence and prediction uncertainty. To evaluate the performance of the {θ 1 , θ 2 } setting, we utilize a popular and easy-to-use method to minimize the error with Gradient Descent. The graph G is regarded as the input and U all is the output. In the training data, the scores for the edges with the ground truth are set as 1 with an expected output of U * all . The distance between U all and U * all is denoted as
With a set of N samples, the loss function is defined as
The loss function is utilized to evaluate the quality of θ , denoted as
As an iteration method, Gradient Descent sets a random value for θ and is adjusted by iterations to decrease the value of the loss function. When the value of the loss function is minimized, θ performs best in the training data. As a result, this set of θ is selected in the test data.
VI. EXPERIMENT EVALUATIONS
We conduct extensive experiments based on two real-world datasets, and then we present a comprehensive evaluation of our methods.
A. METHODOLOGY
We test our methods on two real-world datasets, Airbnb [27] and Happymovie [28] (an extension of the Movielens dataset [29] ). Airbnb is a worldwide platform for hosts and users sharing a house space. We select records in New York City, which has 40,227 listings that contain rich room attributes. Movielens has 1,000,209 ratings (1-5 stars), 3,900 movies, and 6,040 users, and the Happymovie dataset selects 58 users, 50 movies, and some additional group recommendation information.
In the following, we give the evaluation and experiment results. First, we experiment with the real-world datasets in terms of satisfaction inference, and we show the effectiveness of the proposed algorithm. Before performing the matching algorithm on the datasets, we need to generate the evaluation model. In the satisfaction inference evaluation, the confidence uncertainty and prediction uncertainty for individuals and pairs are evaluated separately. The performance of the matching algorithms are given afterwards.
B. EVALUATION OF SATISFACTION INFERENCE
In the Happymovie dataset, movies are divided to 18 categories based on themes. The rooms in the Airbnb dataset can be divided into several kinds of categories based on different attributes. As shown in Table 2 , the information entropy of attributes is calculated. The relevant and valuable attributes with the top entropy of rooms are selected to constitute the categories. Due to privacy issues, the check-in records of pairs are hard to acquire from the Airbnb datasets. Happymovie dataset has both pair and group information. As a result, we focus on using the Happymovie dataset in our evaluation. We run all programs in Windows 10 on a computer with an Intel(R) Core(TM) i7 CPU and 6 GB RAM.
In the following, we conduct experiments in satisfaction inference with the Happymovie dataset, and we show the effectiveness of the proposed algorithm. In the satisfaction inference evaluation, confidence uncertainty and prediction uncertainty for individuals and pairs are evaluated separately. The performance of the matching algorithm is given afterwards.
1) SC EVALUATION
For satisfaction with confidence uncertainty, Fig. 5 illustrates the probability distribution of happiness, uncertainty, and unhappiness. With more nights spent in the rooms, the uncertainty will decrease. VOLUME 6, 2018 
2) INDIVIDUAL'S SP EVALUATION
We use the RMSE metric to evaluate the performance of a weighted MF. RMSE is defined as
where R i,j is the predicted value using the weighted MF and D test is the test data. In the algorithm, λ is a constant that determines the rate at which we approach the minimum. µ is used to control the magnitudes of the user-feature and itemfeature vectors.
First, we experiment to select the proper parameters for improving the inference performance. As shown in Fig. 6(a) , we divide the test data and training data with different percentages. In practice, we set λ as 0.0002 and µ as 0.02 with 500 steps. The RMSE shows a positive correlation with the test data percentages in all datasets. As presented in [6] , neural network models are utilized in Airbnb website. We use the model proposed in [30] as baseline. As shown in Fig. 7 , our work outperforms the baseline in prediction. Fig. 8 shows the performance of the prediction uncertainty in accuracy and uncertainty. In [8, Scheme 1], the error caused by MF is not considered. Our work shows more improvement than Scheme 1. With the growing percentage of test data, the uncertainty is increased. 
3) PAIR'S SP EVALUATION
In the dataset, the users are divided into several groups and rate the movies. We generates the ground truth of the pair-room-ratings based on rankings and the rating distance between two individuals in a pair. When two individuals have similar rating preference, an extra points are added to the average individual rating as pair-room-rating. Fig. 9 shows the relationship between the trust level and the community quantity. The users inside the community show both the highest and lowest beliefs when k=8 in the dataset. Fig. 10 shows the performance of the salification inference with prediction uncertainties in accuracy and uncertainty. With the increased density of the records, the accuracy grows and the uncertainty is reduced.
C. EVALUATION OF MATCHING ALGORITHMS
In the evaluation of the matching algorithms, the product value of the scores between users and rooms is generated randomly using a uniform distribution. Regardless of user and room conflicts, we sum all highest values of each user as the upper bound. The optimal result is acquired using matching algorithms. The ratio between the optimal result and the upper bound is regarded as the measure of evaluating the matching algorithm. We select different rates of the room quantity and the user quantity. As shown in Fig. 11 , the measure ratio reaches the lowest point when the maximum amount of users the rooms can accommodate equals the quantity of users. If more users or rooms remain after matching, the matching results approach the upper bound. As shown in Fig. 12 , the quantity of users and rooms in case 1 are five times of that in case 2. With the increase of user and room quantities, the optimal results of the matching algorithms are more likely to approach the upper bound. If the number of users is more than that of the rooms, the maximal matching is more likely to perform better. Otherwise, if the number of users is limited, the maximal matching is more likely to perform better. This average-based algorithm is highly suitable for situations in which the quantity of rooms are no less than the quantity of users.
VII. DISCUSSION
In the proposed model, a matching problem under uncertainty is solved based on inferred satisfaction. The proposed method takes various factors into consideration as follows.
• Confidence uncertainty and prediction uncertainty. Two uncertainties are caused by data confidence and prediction error, respectively. The weights of these two kinds of uncertainty are set using a learning algorithm.
• Individual and pair. With different data sparse and data scales, two algorithms are designed for two different cases. In the base of individuals' rating inference, the pairs' satisfaction is inferred.
• Integrated matching model. The proposed model integrates all the metrics above with improved accuracy and efficiency. In pair satisfaction inference, we utilise a rating preferencebased algorithm to detect communities with the traditional clustering algorithm k-means. With the development of clustering and community detection technologies, the community detection will be more realistic and contributes to the accuracy of the pair satisfaction inference.
With the inferred satisfaction, the problem can eventually be reduced to a bipartite matching problem that has been proved to be NP-Hard.
VIII. CONCLUSION AND FUTURE WORK
In this paper, user salification with rooms is calculated using the influence of confidence and prediction uncertainties. An individual's satisfaction with the prediction uncertainties is modeled using a weighted matrix factorization-based algorithm. A pair's satisfaction with the prediction uncertainties is modeled based on pairs' similarity in a community. The utility and uncertainty objectives are combined in a single objective and are optimized using a matching algorithm. Finally, extensive experiments using real-world data show the effectiveness and accuracy of the proposed method.
With the development of clustering and community detection technologies, community detection will be more realistic and will contribute more to the accuracy of pair satisfaction inference. Taking advantage of social information, we can delete the hyperedges of the pairs that are not suitable to occupy the same room. The decreased quantity of hyperedges contributes to the improvement of efficiency and the reduction of complexity. In real life, users with a higher social influence will cause more reputation influence to the platform. If the utility of users is considered, the model will be more realistic.
