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Abstract
Fluid structure interaction (FSI), in which static, moving, deforming structural
components interact with a fluid, is one of the most important representatives of
multi-physics problems. It includes a vast variety of applications, ranging from
large-scale problems such as dynamic instabilities of a bridge subject to a strong
wind in construction industry, to small-scale problems such as the blood stream
through heart valves in bio-mechanics. Apart from experiments, extensive effort
has been expended on the development of numerical methods for FSI problems.
However, despite the high attention there still is a lack of established methods
which are able to offer highly accurate solution, robustness, as well as efficiency
to a general FSI problem.
The present work is concerned with further developments of high-order approx-
imation methods based on coupled/combined compact integrated radial basis
function (IRBF) stencils and their applications in fluid flow and FSI problems.
In our numerical examples, results show that the present schemes generally pro-
duce more accurate solutions and better convergence rates than standard methods
(e.g. finite difference method (FDM) and high-order compact (HOC) finite dif-
ference method) reported in the literature. The main contributions of this study
are summarised: (i) developing a fully coupled approach for fluid flow problems;
(ii) developing coupled and combined compact forms of the novel IRBF approx-
imation method; (iii) incorporating the high-order coupled compact IRBF into
domain decomposition (DD) algorithms for large-scale problems; (iv) proposing
a simple but effective preconditioning technique which is employed in the process
of converting the radial basis function (RBF) coefficient space into the physical
space. The preconditioning technique allows the compact IRBF schemes to be
Abstract iii
employed with large values of the shape parameters where the most accurate
solutions may be found; and, (v) incorporating the coupled and combined com-
pact IRBF approximation schemes into the fluid flow and FSI solvers for highly
accurate solutions. These contributions are detailed as follows.
The direct fully coupled velocity-pressure approach in the Cartesian-grid point-
collocation structure is implemented in combination with the high-order compact
IRBF for fluid flow problems. Numerical examples indicate that the results of
the present scheme are superior to those of the FDM and HOC schemes in terms
of the solution accuracy and convergence rates with the grid refinement.
A new coupled compact scheme based on IRBF approximations is presented,
where first- and second-order derivatives are constructed over a three-point sten-
cil in each direction. The starting points of the coupled compact scheme are
second-order derivatives, producing two integration constants. Nodal values of
the first- and second-order derivatives (extra information) at the side nodes of the
stencil are sequentially included, via the two integration constants, in the approx-
imation of each derivative at the middle node. Then, the extra information of the
nodal first- and second-order derivative values are connected together by means
of their identity equations. Owing to its coupling of the extra information, the
coupled compact IRBF scheme becomes more accurate, stable and efficient than
the normal compact IRBF scheme in which nodal values of first-order derivatives
are included for the approximation of the first-order derivative while nodal values
of second-order derivatives are included for the approximation of the second-order
derivative.
Highly accurate serial and parallel algorithms, using the coupled compact IRBF,
are developed for large-scale heat and fluid flow problems which the IRBF-Single
domain approach may not be able to deal with, due to the physical memory
limitation or the ill-condition problem. The proposed serial and parallel schemes
with less computing cost are able to produce almost the same level of accuracy
as that of the single domain scheme.
An advanced version of the coupled compact scheme, namely the combined com-
pact IRBF, is presented. The combined compact scheme is also based on the
Abstract iv
three-point stencil in each direction. However, the combined compact scheme
has different characters: its starting points are fourth-order derivatives, produc-
ing four integration constants so that nodal values of first- and second-order
derivatives (four extra information) at the side nodes are allowed to be included
at once for the approximation of the first- and second-order derivatives at the
middle node. No identity equations for connection are required. As a result, the
combined compact produces better solution accuracy in a more straight-forward
manner than the coupled compact.
The increasing flat region of RBF is of particular interest since it often corre-
sponds to the most accurate RBF approximations. Therefore, the precondition-
ing technique is introduced to provide stable calculations of IRBF approximations
at large values of the shape parameter, where the ill-condition problem becomes
severe.
The present high-order accurate approximation schemes are incorporated into the
fluid flow solver (the fully coupled velocity-pressure method) and FSI solver (the
immersed boundary method), to produce very accurate solutions for viscous flow
and FSI problems.
A range of fluid flow and FSI problems are conducted to verify the proposed
schemes and to demonstrate their attractiveness. Numerical results in terms of
solution accuracy, stability and efficiency are reported in detail and they are
compared and in good agreement with corresponding analytical solutions or in
favours with results obtained by some other schemes, which are reported the
literature, where possible.
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Chapter 1
Introduction
The chapter starts with Section 1.1 stating the motivation of the present research.
Section 1.2 reviews numerical methods for fluid structure interaction. Follow-
ing this, Section 1.3 briefly introduces the idea behind the immersed boundary
method (IBM) and derives the IBM equations. Then, Section 1.4 reviews high-
order approximation methods. Next, Section 1.5 briefly reviews element-free
approximation methods, followed by a brief overview of direct and indirect radial
basis function methods for approximation of function and its derivatives, which
is given in Section 1.6. The objectives of the thesis is presented in Section 1.7.
Finally, the outline of the thesis is described in Section 1.8.
1.1 Motivation
Fluid structure interaction (FSI) in which one or more structures interact with
an internal or surrounding fluid flow is of great importance for numerous ap-
plications. The driving applications can be found in a variety of fields such as
aerospace, energy production, automotive, micro-fluidic and biomedical, civil and
construction engineering. FSI is part of various problems of air, sea and land ve-
hicle motion and flow physics, energy conversion and power generation, chemical
reactors and transport processes, energy preservation and environmental sustain-
ability, biomedicine, noise and acoustics amongst others.
The numerical solution of FSI has been in the past few decades an object of keen
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interest from researchers. However, thorough study of such problems remains
a challenge due to their strong nonlinearity and multidisciplinary requirements
(Chakrabarti, 2005). In practice, it is impossible to derive analytical solutions
to most of FSI problems, while laboratory experiments are not always available.
Therefore, to investigate the fundamental physics of the complicated interaction
between fluids and solids, numerical methods are usually considered (Hou et al.,
2012a). Fortunately, the numerical solution of FSI has become more popular
during recent years, owing in part to the ability to address more computationally
expensive problems with recent advances of computer technology (Avi et al.,
2011).
Over the past decades, high-order approximation schemes for solving partial dif-
ferential equations (PDEs), governing many problems in engineering and sciences
including FSI applications, have gained a lot of effort from researchers. The
traditional first-order upwind and second-order central finite difference methods
generally require sufficiently fine meshes (Kun et al., 2012) to achieve acceptable
accuracy. The computational cost of those methods is therefore relatively high.
High-order methods, by which comparable accuracy can be obtained using much
coarser discretisation, have been developed to alleviate those difficulties.
Despite the high attention there still is a lack of established methods which are
capable of dealing with a general FSI problem, offering high accuracy, robustness,
as well as efficiency. Particularly, most of numerical methods for FSI problems
are based on the finite difference, finite element, and finite volume methods which
possess low rate of convergence. This thesis will develop high-order approximation
methods and implement them to solve fluid flow and FSI problems with the focus
on improving the solution accuracy and computational efficiency.
1.2 Review of numerical methods for FSI
Numerical procedures for solving the FSI problems may be generally classified
into two approaches: the monolithic and the partitioned. Figure 1.1 illustrates
the solution procedure of the monolithic and partitioned approaches. In the
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monolithic approach (Hubner et al., 2004; Ryzhakov et al., 2010), the equations
governing the fluid flow and displacement of the structure are solved simultane-
ously with a single solver. The interfacial conditions are implicit in the solution
procedure. This approach can potentially achieve better accuracy for a multidis-
ciplinary problem, but it may require substantially more resources and expertise
to develop and maintain such special codes. In contrast, the partitioned approach
(Badia et al., 2008; Vierendeels et al., 2008; Wood et al., 2010) separately solves
the governing equations in the flow domain with a flow solver and in the struc-
ture domain with a structure solver. The interfacial conditions are used explicitly
to communicate information between the fluid and the structure solutions. The
advantage of the latter approach is the ability to integrate existing disciplinary
(i.e., fluidic and structural) algorithms and reduce the code development time by
utilising available codes or numerical algorithms that have been validated and
used for solving many complex fluid or structural problems (Hou et al., 2012a).
Figure 1.1 Schematic of (a) monolithic approach and (b) partitioned approach for fluid structure interaction
problems, where Sf and Ss denote the fluid and structure solutions, respectively.
Another general classification of the FSI solution procedures is based on the
treatment of meshes: the conforming mesh methods and the non-conforming
mesh methods. The distinction between these two types of meshes can be ob-
served in Fig 1.2, where a tubular solid (tube) is moving in a fluid domain. The
conforming mesh methods consider the interface conditions as physical bound-
ary conditions, which treat the interface location as part of the solution, and
require meshes that conform to the moving interface and boundary surface. Ow-
ing to the movement and/or deformation of the solid structure, mesh updating
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is required as the solution is advanced. The conforming mesh methods, e.g. ar-
bitrary Lagrangian-Eulerian and generalised Gauss-Seidel approaches, have some
limitations which include time consuming process of mesh regeneration and low
accuracy when solving large deformation problems due to mesh distortions. On
the other hand, the non-conforming mesh methods, e.g. immersed boundary and
immersed interface approaches, treat the boundary location and the related in-
terface conditions as constraints imposed on the model equations. As a result,
fluid and solid equations can be solved independently from each other in their
respective coordinate systems, and mesh updating is not necessary.
Figure 1.2 Example of (a) conforming mesh and (b) non-conforming mesh, where the red circle represents the
structure.
Most of the non-conforming mesh methods are based on the framework of the
immersed methods in which force-equivalent terms are added to fluid equations
to represent the FSI and to avoid mesh updating in the numerical procedure.
The immersed structure can be either a boundary, for example a curve (2D) and
a surface (3D), or a body with finite area (2D) and volume (3D), either rigid or
flexible. One of the most popular procedures for the immersed methods is the
immersed boundary method (IBM), originally proposed by Peskin (1977). The
IBM solves the fluid equations with an additional term, the FSI force, which
represents the effects of the immersed boundary acting on the fluid motion. The
FSI force is computed explicitly from the structure configuration, which is then
used to compute the fluid velocity in the fluid equations. The non-slip condition
is imposed so that the immersed boundary must move at the local fluid velocity.
1.3. Fundamentals of immersed boundary method 5
The location of the boundary is updated by an evolution equation. The need for
mesh updating is completely eliminated.
There have been several books and reviews related to the numerical study of
the FSI problems. Morand and Ohayon (1995) presented a number of numerical
methods dealing with interaction problems between structures and internal fluids,
with applications focused on sloshing, hydro-elasticity, and structural acoustics.
Dowell and Hall (2001) provided a discussion of developments and challenges of
numerical methods for FSI problems, with the emphasis on the enhanced physical
understanding and dramatic reductions in computational cost made possible by
reduced-order models, time linearisation, and methodologies drawn from dynamic
system theory. Mittal and Iaccarino (2005) extensively reviewed FSI techniques
based on the IBM for viscous flows with immersed (or embedded) boundaries.
Sotiropoulos and Yang (2014) summarised different immersed boundary methods
for imposing boundary conditions, efficient iterative algorithms for solving Navier-
Stokes equations. Results from a wide range of the application of such methods
were also presented. The largest number of applications of these methods are
currently found in biological and multiphase flows. In addition to these, IBM
has also been developed for applications in complex turbulent flows, and multi-
material and multi-physics simulations.
1.3 Fundamentals of immersed boundary method
The immersed boundary method (IBM) is a mathematical framework for studying
FSI problems, which was originally devised by Peskin (1977) to simulate the heart
valve flow. The main idea of the IBM is to use Eulerian variables for the fluid
mechanics together with Lagrangian variables for structural mechanics; and, the
Eulerian variables are defined on a fixed Cartesian grid whereas the Lagrangian
variables are defined on a curvilinear grid that moves freely through the fixed
Cartesian grid. The interaction between fluid and structure can be modelled by
a well chosen discretised approximation to the Dirac delta function. The IBM
method has now evolved into a general useful method and has been widely used
in numerous applications.
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For simplicity, we consider a viscous incompressible fluid in a two-dimensional
domain Ω = [0, 1]2 using the Eulerian coordinates x = (x, y), containing a single
closed immersed fibre Γ ⊂ Ω, using the Lagrangian coordinates s ∈ [0, 1]. The
immersed boundary curve, Γ, is described by the function X(s, t). An example
setup of two dimensional fluid domain with a single immersed boundary curve is
shown in Figure 1.3.
Figure 1.3 Example discrete immersed boundary curve and underlying discretised Eulerian grid.
The motion of the fluid-membrane is governed by the incompressible Navier-
Stokes equations
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p+ µ∇2u + f, (1.1)
∇ · u = 0, (1.2)
where u(x, t) = (u(x, t), v(x, t)) and p(x, t) are the fluid velocity and pressure at
location x and time t, respectively; ρ and µ are the constant fluid density and
dynamic viscosity, respectively; and, f(x, t) = (fx(x, t), fy(x, t)) is the external
body force through which the immersed boundary is coupled to the fluid
f(x, t) =
∫
Γ
F(s, t)δ(x−X(s, t))ds, (1.3)
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where X(s, t) = (X(s, t), Y (s, t)) is a parametric curve representing the immersed
boundary configuration; the delta function δ(x) = dh(x)dh(y) is a Cartesian prod-
uct of one-dimensional Dirac delta functions and is to transmit the Lagrangian
immersed boundary force from Γ onto adjacent Eulerian fluid nodes; and, F(s, t)
is the elastic force density which is a function of the current immersed boundary
configuration
F(s, t) = F (X(s, t)) = σ ∂
∂s
(
∂X(s, t)
∂s
(
1− ε|∂X(s,t)
∂s
|
))
, (1.4)
where σ and ε are the spring constant and elastic strain of the structure, respec-
tively.
The final equation needed to close the system is an evolution equation for the
immersed boundary, which comes from the simple requirement that Γ must travel
at the local fluid velocity (the non-slip condition)
∂X(s, t)
∂t
= U(X(s, t), t) =
∫
Ω
u(x, t)δ(x−X(s, t))dx, (1.5)
where U is the boundary speed. The delta function δ here imposes the Eulerian
flow velocity on the adjacent Lagrangian boundary nodes.
In the IBM, like other numerical approaches, the variable approximation plays
an important role in the solution accuracy, stability and efficiency of the method.
Next section will outline high-order numerical approximation methods based on
radial basis functions (RBFs) which can be incorporated into the IBM to enhance
its performance.
1.4 Review of high-order approximation methods
Recently, there has been a great interest in the development and application of
high-order approximation algorithms for the numerical solution of the second-
order differential equations which govern fluid flow and FSI problems. Higher-
order compact (HOC) finite difference methods (Hirsh, 1975; Rubin and Khosla,
1977; Adam, 1977; Noye and Tan, 1989), which usually require fewer grid points
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to achieve a certain level of accuracy, have been widely used in numerical cal-
culations for various problems involving incompressible and compressible flows.
These approaches possess the robustness of the FDM and the exponential conver-
gence rate of spectral-like methods. In the HOC-FDMs, the derivative values at
a particular node are implicitly approximated not only from the function values
in the stencil but also from the values of the derivatives at its neighboring nodes.
Numerical results produced by HOC approaches have a higher order of accuracy
for the same number of grid points in comparison with those of the FDM. Overall,
the HOC-FDM schemes are found to be robust, efficient and accurate for most
computational fluid dynamics applications. Extensive study and discussion of the
resolution characteristics of HOC-FDM families on a uniform grid was reported
in (Lele, 1992). Since then, the compact schemes have attained wide popularity
in solving various problems including fluid flow and FSI. A thorough review of
the issues involving the instability of the high-order boundary closures on uniform
grids and a deep discussion of the underlying concepts of the HOC-FDMs was
given in (Colonius, 2004).
Another class of highly accurate numerical schemes for PDEs is the radial basis
function method. The RBF methods have significantly attracted attention from
researchers because of its simplicity, meshless nature and exponential convergence
characteristic. Kansa (1990a,b) first proposed the use of RBFs as approximants
(here referred to as direct/differential RBF or DRBF methods). In the DRBF
method, a closed form RBF approximating function is first obtained from a set
of training points and the derivative functions are then calculated directly from
the closed form RBF. Mai-Duy and Tran-Cong (2001a, 2003) then introduced the
idea of using indirect/integrated radial basis functions (IRBFs) for solving PDE
problems. In the IRBF approach, the highest-order derivatives under interest are
decomposed into a set of RBFs; and, expressions for the lower derivatives and
its function are then obtained through integration processes. Various numerical
studies in (Mai-Duy and Tran-Cong, 2001a, 2003, 2005; Sarra, 2006; Shu and Wu,
2007) have shown that the integral approach is more accurate than the differen-
tial approach. It is believed that the integration process is averagely less sensitive
to noise. In the IRBF methods, the integration process gives rise to integration
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constants through which extra equations can be employed. A one-dimensional
IRBF scheme was developed in (Mai-Duy and Tanner, 2007). It was reported
to be more effective and accurate than the original two-dimensional one because
its conversion matrices are smaller and possess better condition numbers. These
global RBF schemes have several advantages such as fast convergence, meshless
nature, and simple implementation. However, their RBF matrices are still fully
populated and thus become much more ill-conditioned as the number of the RBF
is increased. To resolve these drawbacks, Mai-Duy and Tran-Cong (2011) pro-
posed a five-point compact IRBF scheme that is capable of solving second-order
elliptic PDEs. The compact local scheme has much smaller conversion matrices
and can avoid the information loss. As a result, it is more effective and produces
more accurate solutions than its global counterparts. Mai-Duy and Tran-Cong
(2013) further proposed a three-point compact IRBF scheme where only nodal
values of second-order derivatives (i.e. extra information) are incorporated into
the approximations. While, Thai-Quang et al. (2012b) proposed another three-
point compact IRBF scheme in which the extra information includes nodal values
of both the first- and second-order derivatives for the computation of the deriva-
tives. Several other approaches using RBFs for solving engineering and scientific
problems have been recently reported, see for example (An-Vo et al., 2010; Kosec
et al., 2011; Ngo-Cong et al., 2012; Sellountos et al., 2012; Thai-Quang et al.,
2013; Mramor et al., 2013; Elgohary et al., 2014a,b; Hon et al., 2015) and the
references therein.
Some other HOC methods include the PaDE´ (PDE) method proposed in (You,
2006), the exponential high-order compact scheme (EHOC) of Tian and Ge
(2007), the high-order compact boundary value method (HOC-BVM) of Dehghan
and Mohebbi (2008), the high-order hybrid Pade´ (HPD) method introduced in
(Ma et al., 2012) and references therein.
1.5 Review of element-free approximation methods
Traditional element-based methods such as the finite element method (FEM) and
finite volume method (FVM) were originally defined on elements of data points in
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which each point has a fixed number of predefined neighbours. The connectivity
between neighbours can be used to define mathematical operators such as the
derivative.
However, in simulations where the material being simulated can move around (as
in computational fluid dynamics) or where large deformations of the material can
happen (as in simulations of plastic materials), the connectivity of the element can
be difficult to maintain and computational errors eventually develop during the
simulation. If the element becomes tangled or degenerate, the operators defined
on it may no longer produce correct results. The element may be regenerated,
however this can be time-consuming and introduce error, since all existing data
points must be mapped onto continuously updated data points. Element-free
approximation methods were introduced with the objective of eliminating those
drawbacks.
In element-free methods, the approximation is built from nodes. These set of
nodes do not form elements, which means that no connectivity between the nodes
is required, at least for the field variable interpolation (Liu, 2003). Generally,
there are two approaches to handle the governing differential equation, namely
the weak and strong forms. In the weak form methods, the governing differ-
ential equations are first transformed into their corresponding weak form, and
then solved by numerical integration techniques. The governing equations and
boundary conditions are satisfied averagely over a domain instead of at individ-
ual nodes. While, in the strong form methods, the derivative terms from the
governing differential equations are discretised directly, and the system of equa-
tions is obtained in terms of the values of the approximate function at the field
nodes. The governing equation is satisfied at all the nodes in the internal domain
and the boundary condition is satisfied at every boundary node. In general, the
element-free methods based on the weak form are considered numerically more
stable than those based on the strong form. However, the strong form methods
can be more accurate, easy to use, and economical to compute (Li and Mulay,
2013).
One of the first element-free methods is the smooth particle hydrodynamics (SPH)
method proposed by Lucy (1977) and Gingold and Monaghan (1977). It was orig-
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inally developed for solving problems in astrophysics and later in fluid dynamics
(Nguyen et al., 2008). Since the original SPH suffered from spurious instabili-
ties and inconsistencies, many improvements based on both the strong and weak
forms were incorporated into SPH (Belytschko et al., 1996; Dilts, 1999; Bonet
and Kulasegaram, 2000; Rabczuk et al., 2004).
Some of the methods based on the weak form approach include the diffusive el-
ement methods (DEMs) developed by Nayroles et al. (1992), the element-free
Galerkin (EFG) method devised in (Belytschko et al., 1994), the reproducing
kernel particle method (RKPM) proposed in (Liu et al., 1995), h-p cloud method
(Duarte and Oden, 1996) and partition of unity finite element method (PUFEM)
(Babuska and Melenk, 1997), the meshless local Petrov-Galerkin (MLPG) ap-
proach (Atluri and Zhu, 1998), the point interpolation method (PIM) based on
RBFs (Wang and Liu, 2002b), and the local Kriging method (Li et al., 2004).
Some of the developed methods based on the strong form approach include the
general finite different method (GFDM) devised in (Girault, 1974; Liszka and
Orkisz, 1980), the DRBF collocation method (Kansa, 1990a,b), the finite point
method (FPM) developed by Onate et al. (1996), the IRBF collocation method
(Mai-Duy and Tran-Cong, 2001a), the Hermit cloud method (Li et al., 2003a).
Among these, the element-free methods utilising RBFs, such as the IRBF meth-
ods, were reported to be simple to implement and highly accurate. Also, the
RBF based methods have been widely employed in different areas of applications
including fluid dynamics for the last three decades because of their element-free
nature and exponential convergence rate (Fasshauer, 2007).
1.6 Fundamentals of integrated radial basis function
Mai-Duy and Tran-Cong (2001a) reported the integrated radial basis function
method (IRBF) for approximations of function and its derivatives on a set of dis-
crete unstructured function values, u, and demonstrated that the IRBF method
based on Multiquadric (MQ) RBF yields superior solution accuracy compared to
that of the DRBF. For the sake of the present discussion, the working principles
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of the two methods on a one-dimensional grid line (which is shown in Figure 1.4)
are summarised in this section. When the mesh becomes tangled or degenerate
during simulation
Figure 1.4 Example of 1D grid line with m nodal functions.
In this work, the chosen RBF is the MQ which is given by
Gi(x) =
√
(x− ci)2 + a2i , (1.6)
where ci and ai are the centre and the width of the i-th MQ, respectively. The
set of nodal points is taken to be the same as the set of MQ centres. We simply
choose the MQ width as ai = βhi, where β, the shape parameter, is a positive
scalar and hi is the distance between the i-th node and its closest neighbour.
1.6.1 Direct method
In the direct method, DRBF, the decomposition of the function, u, can be written
as
u(x) =
m∑
i=1
wiGi(x). (1.7)
Once the weights, wi, in (1.7) are found, the derivatives (e.g. up to second-order)
are calculated by the differentiation processes
du(x)
dx
=
m∑
i=1
wiD1i(x), (1.8)
d2u(x)
dx2
=
m∑
i=1
wiD2i(x), (1.9)
where
D1i =
∂Gi
∂x
=
x− ci
[(x− ci)2 + a2i ]1/2
, (1.10)
D2i =
∂D1i
∂x
=
a2i
[(x− ci)2 + a2i ]3/2
. (1.11)
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1.6.2 Indirect method
In the indirect method, IRBF, the formulation of the problem starts with the
decomposition of the highest-order derivative of a function, u, into RBFs (e.g.
second-order). The lower-order derivatives and finally the function itself are then
obtained by integrating those RBFs as follows.
d2u(x)
dx2
=
m∑
i=1
wiGi(x), (1.12)
du(x)
dx
=
m∑
i=1
wiI1i(x) + c1, (1.13)
u(x) =
m∑
i=1
wiI2i(x) + c1x+ c2, (1.14)
where c1 and c2 are the constants of integration; and, I1 and I2 are defined as
I1i =
∫
Gidx =
(x− ci)
2
A+
ai
2
2
B, (1.15)
I2i =
∫
I1dx =
(−ai2
3
+
(x− ci)2
6
)
A+
ai
2(x− ci)
2
B, (1.16)
where A =
√
(x− ci)2 + ai2 and B = ln
(
(x− ci) +
√
(x− ci)2 + ai2
)
. It is
noted that the analytic forms of RBFs and IRBFs up to fourth-orders can be
found in Appendix A.
1.7 Objectives of thesis
From the literature review mentioned above, it can be seen that the conforming
mesh methods have limitations when dealing with large deformation or moving
boundary problems due to mesh distortions, while, the non-conforming mesh ones
have great capabilities to overcome these problems. The non-conforming mesh
based IBM is one of the most useful computational methods in studying FSI. The
IBM considers the structure as an immersed boundary, which can be represented
by a singular force in the Navier-Stokes equations rather than a real body. It
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eliminates difficulties associated with moving boundaries faced by conventional
methods. The IBM can make use of efficient flow solvers for solving the governing
equations on the stationary grid.
From the literature review on high-order approximation methods, the IRBFN
method with the use of integration instead of traditional differentiation to con-
struct the RBF approximations significantly improves the accuracy and stability
of numerical solution. The IRBF approach is capable of achieving high level of
accuracy with relatively coarse meshes.
This research project is mainly concerned with the development of new high-order
approximation methods based on the IRBF for the discretisation of PDEs govern-
ing the motion of fluids. Then, the new approximation methods are implemented
with the fully coupled approach for fluid flow problems and with the IBM proce-
dure for FSI applications. The strength of IRBF methods lies in their ability to
deal with scattered data. In the present work, this strength will be exploited in
the context of Cartesian grid discretisations. It is noted that creating a Cartesian
grid is generally much more efficient than creating a finite-element mesh, partic-
ularly for domains of non-rectangular shapes. Unlike the spectral method, the
IRBF schemes can be directly applied to problems of irregular shapes, where the
Cartesian grid used can be uniform or non-uniform. The main objectives of the
research are outlined as follows.
• Developing a fully coupled velocity-pressure approach for fluid flow prob-
lems.
• Developing novel coupled and combined compact IRBF stencils for solving
PDEs.
• Incorporating the high-order coupled compact IRBF into domain decom-
position algorithms for large-scale fluid flow problems.
• Proposing a simple but effective preconditioning technique incorporated
into compact IRBF approximation methods, which produces stable calcu-
lations for PDEs over a wide range of the shape parameters.
• Incorporating the coupled and combined compact IRBF approximation
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schemes into the fluid flow and FSI solvers for highly accurate solutions.
1.8 Outline of thesis
The thesis has seven chapters including this chapter, Introduction. Each of the
other six chapters is presented in a self-explanatory manner. The outline of the
remaining chapters is as follows.
• Chapter 2 presents a numerical discretisation scheme, based on a direct fully
coupled velocity-pressure approach and compact IRBF approximations, to
simulate viscous flows in regular and irregular domains. The present scheme
is verified through the solutions of several problems including Poisson equa-
tions, Taylor-Green vortices and lid driven cavity flows, defined on domains
of different shapes.
• Chapter 3 proposes a three-point coupled compact IRBF approximation
scheme for the discretisation of second-order differential problems in one
and two dimensions. The essence of the coupled compact IRBF is to couple
the extra information of the nodal first- and second-order derivative values
via their identity equations. Owing to its coupling of the information of
the nodal first- and second-order derivatives, the coupled compact IRBF
becomes more accurate, stable and efficient than the normal compact IRBF
schemes.
• Chapter 4 presents high-order coupled compact IRBF approximation based
domain decomposition algorithms for the discretisation of second-order dif-
ferential problems. Several numerical examples, including those governed
by Poisson and Navier-Stokes equations are analysed to demonstrate the
accuracy and efficiency of the serial and parallel algorithms implemented
with the coupled compact IRBF. Numerical results show that the coupled
compact IRBF-Serial and -Parallel algorithms have the capability to reach
almost the same solution accuracy level of the coupled compact IRBF-Single
domain, which is ideal in terms of computational calculations.
• Chapter 5 proposes a simple but effective preconditioning technique which
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is employed in the process of converting the RBF coefficient space (RBF
coefficients as unknowns) into the physical space (physical variables as un-
knowns) when implementing IRBF with large values of the shape parameter
which are known to lead to severely ill-condition problems. Furthermore,
to improve the solution accuracy, we propose a new combined compact
IRBF approximation method for solving second-order partial differential
equations.
• Chapter 6 presents a high-order numerical method based on a combined
compact IRBF approximation for viscous flow and FSI problems. The fluid
solver, in which the combined compact IRBF is employed with fully coupled
velocity-pressure approach, is verified through various problems including
heat, Burgers, convection-diffusion equations, Taylor-Green vortex and lid
driven cavity flows. For FSI applications, we embed the fluid solver in the
IBM procedure to simulate FSI problems in which an elastic structure is
immersed in a viscous incompressible fluid. The numerical results obtained
by the present scheme are highly accurate or in good agreement with those
reported in earlier studies of the same problems.
• Chapter 7 concludes the thesis and suggests possible directions for future
developments.
Chapter 2
Compact integrated RBF scheme for the fully
discretised Navier-Stokes equations
This chapter presents a numerical discretisation scheme, based on a direct fully
coupled velocity-pressure approach and compact integrated radial basis function
approximations, to simulate viscous flows in regular and irregular domains. The
governing equations are taken in the primitive form where the velocity and pres-
sure fields are solved in a direct fully coupled approach. Compact local ap-
proximations, based on integrated radial basis functions, over 3-node stencils are
introduced into the direct fully coupled approach to represent the field variables.
The present scheme is verified through the solutions of several problems includ-
ing Poisson equations, Taylor-Green vortices and lid driven cavity flows, defined
on domains of different shapes. The numerical results obtained by the present
scheme are highly accurate and in good agreement with those reported in earlier
studies of the same problems.
The fully coupled velocity-pressure approach based on the high-order approxima-
tion methods developed in this chapter will be extensively used in Chapters 4 to
6 to simulate fluid flow and FSI problems.
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2.1 Introduction
In the primitive variable discrete formulation of the incompressible Navier-Stokes
equations, the treatment of the velocity-pressure coupling has a major influence
on the convergence rate of the fluid flow simulation. In the incompressible Navier-
Stokes equations, the pressure appears only through its gradient in the momentum
equations and is only indirectly specified via the continuity equation. The lack
of a dedicated equation for the pressure causes difficulty in solving the incom-
pressible Navier-Stokes equations. Numerous approaches of coupling between the
velocity and pressure fields have been studied to overcome this problem in the past
decades. There are generally two approaches for the issue of the velocity-pressure
storage and coupling: segregated approaches and fully coupled approaches.
The segregated approach, in which the continuity and momentum equations are
solved sequentially, leads the most often to a so-called pressure correction method.
The first attempt of the segregated method was introduced by Patankar and
Spalding (1972), in which the pressure field is determined by two processes: first
computing an intermediate field based on a guessed pressure field; then, con-
ducting a correction process to ensure the new velocity satisfies the continuity
equation. A difficulty of this approach lies in the lack of a pressure time deriva-
tive term in the continuity equation. Several methods have been proposed to
overcome this drawback and they are classified by the way in which the incom-
pressibility constraint is imposed. Among them, the commonly used methods are
the so called pressure based schemes in which the velocity-pressure coupling is
solved iteratively. The velocity variables are updated in the momentum equa-
tions and the pressure fields are computed in pressure equations. The updating
procedure is processed by the well-known SIMPLE (Semi-Implicit Method for
Pressure Linked Equations) or SIMPLEC (SIMPLE-Consistent) or SIMPLER
(SIMPLE-Revisited) or PISO (Pressure-Implicit with Splitting of Operator) al-
gorithm (Acharya et al., 2007). The algorithms improve the robustness of the
pressure solver controlling its convergence rate and bring significant benefits for
the overall method. However, the main shortcoming of these methods, where
the velocity-pressure coupling is not enforced at each stage of iteration through
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the solution of the linearised system, is that the convergence slows down when
the number of grid points increases (Deng et al., 1994a; Pascau and Perez, 1996;
Elman et al., 2003; Ammara and Masson, 2004; Darwish et al., 2009).
The fully coupled approach, in which the discretised equations of all variables are
solved as one system, has been investigated as an alternative to the segregated
approach. In these approaches, no explicit equation for pressure or for pressure
correction is required and the momentum and continuity equations are discretised
in a straight-forward manner. Caretto et al. (1972) proposed the coupled solu-
tion for the momentum equations and the continuity equation, the so-called SIVA
(SImultaneous Variable Adjustments) algorithm. In this approach, the coupling
between dependent variables is structured in small sub-domains. The resulting
matrices in such approaches are easy to compute but poor convergence rates
are obtained, due to the weak coupling between sub-domains, especially on fine
grids. Multigrid methods (Vanka, 1986a; Bruneau and Jouron, 1990) have been
developed to overcome this problem; however, they do not appear to bring signif-
icant improvement in comparison with standard pressure based methods (Deng
et al., 1994a). Some other examples of the fully coupled algorithm include the
SCGS (Symmetrical Coupled Gauss-Seidel) of Vanka (1986a), the UVP method
of Karki and Mongia (1990), among others. The absence of a pressure equa-
tion in these fully coupled algorithms may lead to an ill-conditioned system of
equations because zeros are present in the main diagonal of the discretised con-
tinuity equation (Henniger et al., 2010). Attempts have been made to deal with
this issue, with various degrees of success, through the use of preconditioning
(May and Moresi, 2008; Henniger et al., 2010), penalty methods (Braaten and
Patankar, 1990; Pascau and Perez, 1996), or by algebraic manipulations (Zedan
and Schneider, 1985; Galpin et al., 1985). These treatments may improve the
stiffness of equations. Mazhar (2001) presents a fully coupled approach differing
from the aforementioned approaches in the sense that a direct attempt is made
to solve the primitive difference equations.
In (Hanby et al., 1996), a fully coupled procedure is presented and compared with
the SIMPLEC solver. The comparison shows that a fully coupled solution gives
quicker convergence with less nonlinear (or outer) iteration. Braaten and Shyy
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(1986) investigated the effects of mesh skewness, Reynolds number and grid size
on the iterative and direct solution methods. The results show the fully coupled
fully implicit treatment of equations in the direct sparse matrix method leads to
rates of convergence that are much more rapid than the iterative method. The
work also indicates the importance of retaining the coupling between velocity and
pressure fields in obtaining the superior convergence rate of the direct scheme.
Whilst a fully coupled method requires more computer memory than a segregated
approach, this is not a serious limitation on most current computers and it may
offer advantages in terms of robustness, CPU time, and level of convergence.
Radial basis function networks (RBFNs) have emerged as a powerful numeri-
cal method for the approximation of scattered data (Fasshauer, 2007). Kansa
(1990a,b) first proposed the concept of using direct/differential RBF (DRBF)
approximation for solving partial differential equations (PDEs). In the DRBF
method, the closed form RBF approximating function is first obtained from a set
of training points and the derivative functions are then calculated directly from
such closed form RBF (Mai-Duy and Tran-Cong, 2001a). Then, Mai-Duy and
Tran-Cong (2001a,b, 2003) proposed the idea of using indirect/integrated RBF
(IRBF) for the solution of PDEs. In the IRBF approach, the highest derivatives
under interest are decomposed into RBFs; and, the expressions for the lower
derivatives and its functions are then obtained through integration processes.
Numerical studies in (Mai-Duy and Tran-Cong, 2001a,b, 2003, 2005; Sarra, 2006;
Shu and Wu, 2007) have shown that the integral approach is more accurate than
the differential approach because the integration process is averagely less sensi-
tive to noise. To employ a larger number of collocation points, a one-dimensional
IRBF scheme has been developed in literatures (Mai-Duy and Tanner, 2007;
Mai-Duy and Tran-Cong, 2007). Recently, Mai-Duy and Tran-Cong (2013) have
proposed a 3-point compact IRBF stencil where only nodal values of the second-
order derivative (i.e. extra information) are incorporated into the approximations.
Thai-Quang et al. (2012b) have proposed another 3-point compact IRBF stencil
where the extra information includes nodal values of both the first- and second-
order derivatives. The latter scheme with tri-diagonal matrices was reported to
be more accurate and efficient (Thai-Quang et al., 2012b).
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This chapter implements a direct fully coupled approach for the fluid flow simula-
tion with the field variables being approximated on uniform/non-uniform Carte-
sian grids by the compact IRBF approximation scheme presented in (Thai-Quang
et al., 2012b). The tight velocity-pressure coupling is developed on a collocated
grid and one global system of equations involving the velocity and pressure is
solved simultaneously in its primitive form. In this way, momentum and conti-
nuity conservation equations are satisfied implicitly and simultaneously over the
whole grid points. The use of fully coupled fully implicit solver for Navier-Stokes
equations exhibits rapid convergence and provides the stability for large time
steps to be employed (Elman et al., 2003). A block preconditioning technique
(Henniger et al., 2010) is used to refine the direct solution only when the coef-
ficient matrix is ill-conditioned (e.g. the problem of irregular bottom lid driven
cavity).
The remainder of this chapter is organised as follows: Section 2.2 outlines the
governing equations and a fully coupled approach. Following this, a block pre-
conditioning technique is briefly described in Section 2.3. Section 2.4 describes
the spatial disretisation using compact IRBF stencils. In Section 2.5, numerical
examples are presented and the compact IRBF results are compared with some
benchmark solutions, where appropriate. Finally, concluding remarks are given
in Section 2.6.
2.2 Mathematical model
The transient Navier-Stokes equations for an incompressible viscous fluid in the
primitive variables are expressed in the dimensionless non-conservative forms as
follows.
Conservation of x -momentum
∂u
∂t
+
{
u
∂u
∂x
+ v
∂u
∂y
}
︸ ︷︷ ︸
N (u)
= −∂p
∂x
+
1
Re
{
∂2u
∂x2
+
∂2u
∂y2
}
︸ ︷︷ ︸
L(u)
, (2.1)
2.2. Mathematical model 22
conservation of y-momentum
∂v
∂t
+
{
u
∂v
∂x
+ v
∂v
∂y
}
︸ ︷︷ ︸
N (v)
= −∂p
∂y
+
1
Re
{
∂2v
∂x2
+
∂2v
∂y2
}
︸ ︷︷ ︸
L(v)
, (2.2)
conservation of mass (continuity)
∂u
∂x
+
∂v
∂y
= 0, (2.3)
where u, v and p are the velocity components in the x-, y-directions and static
pressure, respectively; Re = Ul/ν is the Reynolds number, in which ν, l and
U are the kinematic viscosity, characteristic length and characteristic speed of
the flow, respectively. For simplicity, we employ notations N(u) and N(v) to
represent the convective terms in x- and y-directions, respectively; and, L(u) and
L(v) to denote the diffusive terms in x- and y-directions, respectively.
The temporal discretisations of (2.1)-(2.3), using the Adams-Bashforth scheme
for the convective terms and Crank-Nicolson scheme for the diffusive terms, result
in
un − un−1
∆t
+
{
3
2
N(un−1)− 1
2
N(un−2)
}
= −Gx(pn− 12 )+ 1
2Re
{
L(un) + L(un−1)
}
,
(2.4)
vn − vn−1
∆t
+
{
3
2
N(vn−1)− 1
2
N(vn−2)
}
= −Gy(pn− 12 ) + 1
2Re
{
L(vn) + L(vn−1)
}
,
(2.5)
Dx(u
n) + Dy(v
n) = 0, (2.6)
where n denotes the current time level; Gx and Gy are gradients in x- and y-
directions, respectively; and, Dx and Dy are gradients in x- and y-directions,
respectively.
Taking the unknown quantities in (2.4)-(2.6) to the left hand side and the known
quantities to the right hand side, and then collocating them at the interior nodal
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points result in the matrix-vector form
K 0 Gx
0 K Gy
Dx Dy 0


un
vn
pn−
1
2
 =

rnx
rny
0
 , (2.7)
where
K =
1
∆t
{
I− ∆t
2Re
L
}
, (2.8)
rnx =
1
∆t
{
I +
∆t
2Re
L
}
un−1 −
{
3
2
N(un−1)− 1
2
N(un−2)
}
, (2.9)
rny =
1
∆t
{
I +
∆t
2Re
L
}
vn−1 −
{
3
2
N(vn−1)− 1
2
N(vn−2)
}
, (2.10)
un and vn are vectors containing the nodal values of un and vn at the boundary
and interior nodes, respectively, while pn−
1
2 is a vector containing the values of
pn−
1
2 at the interior nodes only; I is the identity matrix; and, N and L are the
matrix operators for the approximation of the convective and diffusive terms,
respectively.
Since the velocities are given at the boundary, the goal of the fully coupled ap-
proach is to solve (2.7) for the values of the field variables simultaneously at the
interior points. In (2.7), the approximation for the pressure involves the interior
nodal points only. This is in accord with the fact that physics does not provide
a prior boundary condition for pressure as it does for velocities (Moin and Kim,
1980). It is noted that the pressure is only determined up to an arbitrary con-
stant because there exists no direct equation for pressure and the momentum
equations only contain gradient terms for pressure (Moin and Kim, 1980; Vanka,
1986b; Bruneau and Jouron, 1990; Perot, 1993; May and Moresi, 2008).
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2.3 Preconditioning technique
For simplicity, we define
K̂ =
 K 0
0 K
 , G =
 Gx
Gy
 , D = [ Dx Dy ] , Un =
 un
vn
 , Rn =
 rnx
rny
 .
(2.11)
Substituting (2.11) into (2.7)
 K̂ G
D 0
 Un
pn−
1
2
 =
 Rn
0
 . (2.12)
Block-oriented preconditioning methods for the Navier-Stokes equations decom-
pose the block 2× 2 matrix in (2.12) using a block-LU decomposition
 K̂ G
D 0
 =
 I 0
DK̂
−1 −I
 K̂ G
0 DK̂
−1
G
 . (2.13)
By defining Schur complement as S = DK̂
−1
G (Silvester et al., 2001), the block
upper triangular preconditioner is expressed as K̂ G
0 S
 . (2.14)
Substituting (2.13) into (2.12), we can obtain the Schur complement for the pres-
sure (May and Moresi, 2008; Henniger et al., 2010; Furuichi et al., 2011). It yields
the following block upper triangular system K̂ G
0 S
 Un
pn−
1
2
 =
 Rn
Fn
 , (2.15)
where Fn = DK̂
−1
Rn.
The velocity and pressure solutions are obtained via block back substitution in
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(2.15), i.e. solving the following systems
solve for p : Spn−
1
2 = Fn. (2.16)
solve for U : K̂Un = Rn −Gpn− 12 . (2.17)
In this work, it is noted that the preconditioning technique is required whenever
the coefficient matrix is ill-conditioned. In particular, it is only used to stiffen
the coefficient matrix for the problem of an irregular bottom lid driven cavity in
Section 2.5.6.
2.4 Spatial discretisation
For the approximation of the first- and second-order derivatives in (2.7), a com-
pact IRBF scheme of Thai-Quang et al. (2012b) is employed in this chapter. It
is represented as follows.
Consider a two-dimensional domain Ω, which is represented by a uniform Carte-
sian grid. The nodes are indexed in the x-direction by the subscript i (i ∈
{1, 2, ..., nx}) and in y-direction by j (j ∈ {1, 2, ..., ny}). For rectangular domains,
let N be the total number of nodes (i.e. N = nx × ny) and Nip be the number
of interior nodes (i.e. Nip = (nx − 2)× (ny − 2)). For non-rectangular domains,
selection of interior nodes is detailed in Section 2.5.2. At an interior grid point
xi,j = (x(i,j), y(i,j))
T where i ∈ {2, 3, ..., nx− 1} and j ∈ {2, 3, ..., ny− 1}, the asso-
ciated stencils to be considered here are two local stencils: {x(i−1,j), x(i,j), x(i+1,j)}
in the x-direction and {y(i,j−1), y(i,j), y(i,j+1)} in the y-direction. Hereafter, for
brevity, η denotes either x or y in a generic local stencil {η1, η2, η3}, where
η1 < η2 < η3 and η2 ≡ η(i,j), are illustrated in Figure 2.1. The integral ap-
Figure 2.1 Compact 3-point 1D-IRBF stencil for interior nodes.
proach starts with the decomposition of the second-order derivative of a variable,
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u, into RBFs
d2u(η)
dη2
=
m∑
i=1
wiGi(η), (2.18)
where m is taken to be 3 for local stencils; {Gi(η)}mi=1 is the set of RBFs; and,
{wi}mi=1 is the set of weights/coefficients to be found. Approximate represen-
tations for the first-order derivative and the function itself are then obtained
through the integration processes
du(η)
dη
=
m∑
i=1
wiI1i(η) + c1, (2.19)
u(η) =
m∑
i=1
wiI2i(η) + c1η + c2, (2.20)
where I1i(η) =
∫
Gi(η)dη; I2i(η) =
∫
I1i(η)dη; and, c1 and c2 are the constants
of integration.
2.4.1 First-order derivative compact approximations
Extra information used in the compact approximation of the first-order derivative
is chosen as du1
dη
and du3
dη
. We construct the conversion system over a 3-point stencil
associated with an interior node in the form
u1
u2
u3
du1
dη
du3
dη

=
 I2
I1

︸ ︷︷ ︸
C1

w1
w2
w3
c1
c2

, (2.21)
where dui
dη
= du
dη
(ηi) with i ∈ {1, 2, 3}; C1 is the conversion matrix; and, I2 and I1
are defined as
I2 =

I21(η1) I22(η1) I23(η1) η1 1
I21(η2) I22(η2) I23(η2) η2 1
I21(η3) I22(η3) I23(η3) η3 1
 . (2.22)
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I1 =
 I11(η1) I12(η1) I13(η1) 1 0
I11(η3) I12(η3) I13(η3) 1 0
 . (2.23)
Solving (2.21) yields 
w1
w2
w3
c1
c2

= C−11

u1
u2
u3
du1
dη
du3
dη

, (2.24)
which maps the vector of nodal values of the function and its first-order deriva-
tive to the vector of RBF coefficients including the two integration constants.
Approximate expressions for the first-order derivative in the physical space are
obtained by substituting (2.24) into (2.19)
du(η)
dη
=
[
I11(η) I12(η) I13(η) 1 0
]
C−11

u
du1
dη
du3
dη
 , (2.25)
where η1 ≤ η ≤ η3 and u = [u1, u2, u3]T . (2.25) can be rewritten as
du(η)
dη
=
3∑
i=1
dφi(η)
dη
ui +
dφ4(η)
dη
du1
dη
+
dφ5(η)
dη
du3
dη
, (2.26)
where {φi(η)}5i=1 is the set of IRBFs in the physical space. At the current time
level n, (2.26) is taken as
dun(η)
dη
=
3∑
i=1
dφi(η)
dη
uni +
dφ4(η)
dη
dun1
dη
+
dφ5(η)
dη
dun3
dη
, (2.27)
where nodal values of the first-order derivative on the right hand side are treated
as unknowns. Collocating (2.27) at η = η2 results in
−dφ4(η2)
dη
dun1
dη
+
dun2
dη
− dφ5(η2)
dη
dun3
dη
=
dφ1(η2)
dη
un1 +
dφ2(η2)
dη
un2 +
dφ3(η2)
dη
un3 , (2.28)
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or in the matrix-vector form
[
−dφ4(η2)
dη
1 −dφ5(η2)
dη
]
dun1
dη
dun2
dη
dun3
dη
 = [ dφ1(η2)dη dφ2(η2)dη dφ3(η2)dη ]

un1
un2
un3
 . (2.29)
At the boundary nodes, the first-order derivatives are approximated in special
compact stencils. Consider the boundary node, e.g. η1. Its associated stencil is
{η1, η2, η3, η4} as shown in Figure 2.2. The conversion system over this special
Figure 2.2 Special compact 4-point 1D-IRBF stencil for boundary nodes.
stencil is presented as the following matrix-vector multiplication

u1
u2
u3
u4
du2
dη

=
 I2sp
I1sp

︸ ︷︷ ︸
Csp1

w1
w2
w3
w4
c1
c2

, (2.30)
where Csp1 is the conversion matrix; and, I2sp and I1sp are defined as
I2sp =

I21(η1) I22(η1) I23(η1) I24(η1) η1 1
I21(η2) I22(η2) I23(η2) I24(η2) η2 1
I21(η3) I22(η3) I23(η3) I24(η3) η3 1
I21(η4) I22(η4) I23(η4) I24(η4) η4 1
 . (2.31)
I1sp =
[
I11(η2) I12(η2) I13(η2) I14(η2) 1 0
]
. (2.32)
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Solving (2.30) yields 
w1
w2
w3
w4
c1
c2

= C−1sp1

u1
u2
u3
u4
du2
dη

. (2.33)
The boundary value of the first-order derivative of u is thus obtained by substi-
tuting (2.33) into (2.19) and taking η = η1
du(η1)
dη
=
[
I11(η1) I12(η1) I13(η1) I14(η1) 1 0
]
C−1sp1
 u
du2
dη
 , (2.34)
where u = [u1, u2, u3, u4]
T . (2.34) can be rewritten as
du(η1)
dη
=
4∑
i=1
dφspi(η1)
dη
ui +
dφsp5(η1)
dη
du2
dη
. (2.35)
At the current time level n, (2.35) is taken as
dun(η1)
dη
=
4∑
i=1
dφspi(η1)
dη
uni +
dφsp5(η1)
dη
dun2
dη
, (2.36)
or
dun1
dη
− dφsp5(η1)
dη
dun2
dη
=
dφsp1(η1)
dη
un1 +
dφsp2(η1)
dη
un2 +
dφsp3(η1)
dη
un3 +
dφsp4(η1)
dη
un4 ,
(2.37)
or in the matrix-vector form
[
1 −dφsp5(η1)
dη
0 0
]

dun1
dη
dun2
dη
dun3
dη
dun4
dη
 =
[
dφsp1(η1)
dη
dφsp2(η1)
dη
dφsp3(η1)
dη
dφsp4(η1)
dη
]

un1
un2
un3
un4
 .
(2.38)
In a similar manner, one is able to calculate the first-order derivative of u at the
boundary node ηnη . The IRBF system on a grid line for the first-order derivative
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of u is obtained by letting the interior node taking values from 2 to (nη − 1) in
(2.29) and making use of (2.38) for the boundary nodes 1 and nη, resulting in
Qηu
n
η = Rηu
n, (2.39)
where Qη and Rη are nη × nη matrices.
2.4.2 Second-order derivative compact approximations
Extra information used in the compact approximation of the second-order deriva-
tive is chosen as d
2u1
dη2
and d
2u3
dη2
. We construct the conversion system over a 3-point
stencil associated with an interior node in the form
u1
u2
u3
d2u1
dη2
d2u3
dη2

=
 I2
G

︸ ︷︷ ︸
C2

w1
w2
w3
c1
c2

, (2.40)
where d
2ui
dη2
= d
2u
dη2
(ηi) with i ∈ {1, 2, 3}; C2 is the conversion matrix; I2 is defined
as before (i.e. (2.22)); and, G is defined as
G =
 G1(η1) G2(η1) G3(η1) 0 0
G1(η3) G2(η3) G3(η3) 0 0
 . (2.41)
Solving (2.40) yields 
w1
w2
w3
c1
c2

= C−12

u1
u2
u3
d2u1
dη2
d2u3
dη2

, (2.42)
which maps the vector of nodal values of the function and its second-order deriva-
tive to the vector of RBF coefficients including the two integration constants.
Approximate expressions for the second-order derivative in the physical space are
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obtained by substituting (2.42) into (2.18)
d2u(η)
dη2
=
[
G1(η) G2(η) G3(η) 0 0
]
C−12

u
d2u1
dη2
d2u3
dη2
 , (2.43)
where η1 ≤ η ≤ η3 and u = [u1, u2, u3]T . (2.43) can be rewritten as
d2u(η)
dη2
=
3∑
i=1
d2φi(η)
dη2
ui +
d2φ4(η)
dη2
d2u1
dη2
+
d2φ5(η)
dη2
d2u3
dη2
. (2.44)
At the current time level n
d2un(η)
dη2
=
3∑
i=1
d2φi(η)
dη2
uni +
d2φ4(η)
dη2
d2un1
dη2
+
d2φ5(η)
dη2
d2un3
dη2
, (2.45)
where nodal values of the second-order derivative on the right hand side are
treated as unknowns. Collocating (2.45) at η = η2 leads to
−d
2φ4(η2)
dη2
d2un1
dη2
+
d2un2
dη2
− d
2φ5(η2)
dη2
d2un3
dη2
=
d2φ1(η2)
dη2
un1 +
d2φ2(η2)
dη2
un2 +
d2φ3(η2)
dη2
un3 ,
(2.46)
or in the matrix-vector form
[
−d2φ4(η2)
dη2
1 −d2φ5(η2)
dη2
]
d2un1
dη2
d2un2
dη2
d2un3
dη2
 = [ d2φ1(η2)dη2 d2φ2(η2)dη2 d2φ3(η2)dη2 ]

un1
un2
un3
 .
(2.47)
At the boundary nodes, the second-order derivatives are approximated in special
compact stencils. Consider the boundary node, e.g. η1. Its associated stencil is
{η1, η2, η3, η4} as shown in Figure 2.2. The conversion system over this special
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stencil is presented as the following matrix-vector multiplication

u1
u2
u3
u4
d2u2
dη

=
 I2sp
Gsp

︸ ︷︷ ︸
Csp2

w1
w2
w3
w4
c1
c2

, (2.48)
where Csp2 is the conversion matrix; I2sp is defined as before (i.e. (2.31)); and,
Gsp is defined as
Gsp =
[
G1(η2) G2(η2) G3(η2) G4(η2) 0 0
]
. (2.49)
Solving (2.48) yields 
w1
w2
w3
w4
c1
c2

= C−1sp2

u1
u2
u3
u4
d2u2
dη2

. (2.50)
The boundary value of the second-order derivative of u is thus obtained by sub-
stituting (2.50) into (2.18) and taking η = η1
d2u(η1)
dη2
=
[
G1(η1) G2(η1) G3(η1) G4(η1) 0 0
]
C−1sp2
 u
d2u2
dη2
 , (2.51)
where u = [u1, u2, u3, u4]
T . (2.51) can be rewritten as
d2u(η1)
dη2
=
4∑
i=1
d2φspi(η1)
dη2
ui +
d2φsp5(η1)
dη2
d2u2
dη2
. (2.52)
At the current time level n, (2.52) is taken as
d2un(η1)
dη2
=
4∑
i=1
d2φspi(η1)
dη2
uni +
d2φsp5(η1)
dη2
d2un2
dη2
, (2.53)
2.5. Numerical examples 33
or
d2un1
dη2
−d
2φsp5(η1)
dη2
d2un2
dη2
=
d2φsp1(η1)
dη2
un1 +
d2φsp2(η1)
dη2
un2 +
d2φsp3(η1)
dη2
un3 +
d2φsp4(η1)
dη2
un4 ,
(2.54)
or in the matrix-vector form
[
1 −d2φsp5(η1)
dη2
0 0
]

d2un1
dη2
d2un2
dη2
d2un3
dη2
d2un4
dη2
 =
[
d2φsp1(η1)
dη2
d2φsp2(η1)
dη2
d2φsp3(η1)
dη2
d2φsp4(η1)
dη2
]

un1
un2
un3
un4
 .
(2.55)
In a similar manner, one is able to calculate the second-order derivative of u at
the boundary node ηnη . The IRBF system on a grid line for the second-order
derivative of u is obtained by letting the interior node taking values from 2 to
(nη − 1) in (2.47) and making use of (2.55) for the boundary nodes 1 and nη,
resulting in
Qηηu
n
ηη = Rηηu
n, (2.56)
where Qηη and Rηη are nη × nη matrices.
It is noted that, for brevity, we use the same notations to represent the set of
IRBFs and the RBF coefficients for the approximation of first- and second-order
derivatives. In fact, for example, the basis functions {φi(η)}5i=1 in (2.26) are
different from those in (2.44); and, the coefficient set [w1, w2, w3, w4, c1, c2]
T in
(2.30) is not the same as that in (2.48).
2.5 Numerical examples
We chose the multiquadric (MQ) function, i.e. (1.6), as the basis function in the
present calculations. The value of β = 40 is chosen for calculation in Section
2.5.4 and β = 50 for the rest of calculations in the present work. We evaluate the
performance of the present scheme through the following measures.
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i. The root mean square error (RMS) is defined as
RMS =
√∑N
i=1
(
fi − f i
)2
N
, (2.57)
where fi and f i are the computed and exact values of the solution f at
the i-th node, respectively; and, N is the number of nodes over the whole
domain.
ii. The maximum absolute error (L∞) is defined as
L∞ = max
i=1,...,N
|fi − f i|. (2.58)
iii. The global convergence rate, α, with respect to the grid refinement is defined
through
RMS(h) ≈ γhα = O(hα), (2.59)
where h is the grid size; and, γ and α are exponential model’s parameters.
iv. A flow is considered as reaching its steady state when√∑N
i=1
(
fni − fn−1i
)2
N
< 10−9. (2.60)
2.5.1 Poisson equation in rectangular domain
In order to study the spatial accuracy of the present compact IRBF approximation
scheme in a rectangular domain, we consider the following Poisson equation (Mai-
Duy and Tran-Cong, 2010)
d2u
dx21
+
d2u
dx22
= 4(1− pi2){sin(pi(2x1 − 1)) sinh(2x2 − 1)
+4 cosh(2(2x1 − 1)) cos(2pi(2x2 − 1))},
(2.61)
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subject to the Dirichlet boundary condition derived from the following exact
solution
u = sin(pi(2x1 − 1)) sinh(2x2 − 1) + cosh(2(2x1 − 1)) cos(2pi(2x2 − 1)), (2.62)
on a square domain [0, 1]2. The calculations are carried out on a set of uniform
grids of {41× 41, 51× 51, ..., 91× 91}. Figure 2.3 shows that present scheme
outperforms the fourth-order compact finite difference method (HOC) by Tian
et al. (2011) and the second-order standard finite difference method (FDM) in
terms of both the solution accuracy and the convergence rate. The solutions
converge as O(h5.23) for the present scheme, O(h4.56) for the HOC, and O(h1.99)
for the standard FDM. Figure 2.4 shows that the matrix condition number grows
with approximately the same rate of O(h−2.00) for the three methods.
h
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10-3
10-2
FDM
HOC
present
Figure 2.3 Poisson equation, rectangular domain, {41× 41, 51× 51, ..., 91× 91}: The effect of the grid
size h on the solution accuracy RMS.
2.5.2 Poisson equation in non-rectangular domain
To study the spatial accuracy of the present compact IRBF approximation scheme
in a non-rectangular domain, we consider the following Poisson equation (Mai-
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Figure 2.4 Poisson equation, rectangular domain, {41× 41, 51× 51, ..., 91× 91}: The effect of the grid
size h on the matrix condition number.
Duy and Tran-Cong, 2010)
d2u
dx21
+
d2u
dx22
= 4(1− pi2) {sin(2pix1) sinh(2x2) + 4 cosh(4x1) cos(4pix2)} , (2.63)
subject to the Dirichlet boundary condition derived from the following exact
solution
u = sin(2pix1) sinh(2x2) + cosh(4x1) cos(4pix2), (2.64)
on a circular domain with radius of 1/2. The problem domain is embedded in a
uniform Cartesian grid and the grid nodes exterior to the domain are removed.
The interior nodes falling within a small distance δ = h/8, where h is the grid
size, to the boundary will also be discarded (Mai-Duy and Tran-Cong, 2010).
The boundary nodes are generated through the intersection of the grid lines and
the boundary as demonstrated in Figure 2.5. Calculations are carried out on a
set of uniform grids, {20× 20, 30× 30, ..., 90× 90}. Figure 2.6 shows that the
present compact IRBF has better performance than the second- and fourth-order
HOC schemes proposed by Gamet et al. (1999). The present scheme yields a fast
convergence rate of O(h4.38) while the HOC produces a rate of O(h3.99) for the
fourth-order scheme and O(h1.99) for the second-order scheme. Figure 2.7 shows
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that the matrix condition number increases with approximately the same rate of
O(h−1.99) for the three methods.
Figure 2.5 Poisson equation, non-rectangular domain, spatial discretisation: +, interior nodes; ◦, boundary
nodes.
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Figure 2.6 Poisson equation, non-rectangular domain, {20× 20, 30× 30, ..., 90× 90}: The effect of the
grid size h on the solution accuracy RMS.
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Figure 2.7 Poisson equation, non-rectangular domain, {20× 20, 30× 30, ..., 90× 90}: The effect of the
grid size h on the matrix condition number.
2.5.3 Taylor-Green vortex in rectangular domain
To study the performance of the fully coupled velocity-pressure approach, based
on the compact IRBF approximation, in simulating viscous flow in a rectangular
domain, we consider a transient flow problem, namely Taylor-Green vortex (Tian
et al., 2011). This problem is governed by the Navier-Stokes equations (2.4)-(2.6)
and has the analytical solutions
u(x1, x2, t) = − cos(kx1) sin(kx2) exp(−2k2t/Re), (2.65)
v(x1, x2, t) = sin(kx1) cos(kx2) exp(−2k2t/Re), (2.66)
p(x1, x2, t) = −1/4 {cos(2kx1) + cos(2kx2)} exp(−4k2t/Re), (2.67)
where 0 ≤ x1, x2 ≤ 2pi. Calculations are carried out for k = 2 on a set of
uniform grid, {11× 11, 21× 21, ..., 51× 51}. A fixed time step ∆t = 0.002 and
Re = 100 are employed. Numerical solutions are computed at t = 2. The exact
solution, i.e. equations (2.65)-(2.67), provides the initial field at t = 0 and the
time-dependent boundary conditions. Table 2.1 shows the accuracy comparison
between the present scheme and the HOC scheme of Tian et al. (2011) in terms
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of the RMS error and the convergence rate. It is seen that the present scheme
produces better accuracy and better convergence rates than the scheme of the
HOC, i.e. O(h5.35) compared to O(h2.92) for the velocity and O(h4.48) compared
to O(h3.28) for the pressure.
2.5.4 Taylor-Green vortex in non-rectangular domain
In order to analyse the performance of the combination of the fully coupled ap-
proach and the compact IRBF approximation scheme in solving the transient
viscous flow in a non-rectangular domain, we consider the case of an array of
decaying vortices with the analytical solutions (Uhlmann, 2005) described by
u(x1, x2, t) = sin(pix1) cos(pix2) exp(−2pi2t/Re), (2.68)
v(x1, x2, t) = − sin(pix2) cos(pix1) exp(−2pi2t/Re), (2.69)
p(x1, x2, t) = 1/2
{
cos2(pix2)− sin2(pix1)
}
exp(−4pi2t/Re). (2.70)
The flow is computed in an embedded circular domain with radius of unity and
centred at the origin of the computational domain Ω = [−1.5, 1.5] × [−1.5, 1.5].
The interior nodes are chosen and the boundary nodes are generated in a similar
manner described in Section 2.5.2. Calculations are carried out on a set of uniform
grids, {10× 10, 20× 20, ..., 50× 50}. The Reynolds number is set to be Re = 5
and numerical solutions are computed at t = 0.3 using a fixed time step ∆t =
0.001. The initial field at t = 0 and the time-dependent boundary conditions
are given by (2.68)-(2.70). Table 2.2 illustrates the accuracy comparison between
the present scheme and the FDM approach of Uhlmann (2005) in terms of the
maximum error and the convergence rate. It is observed that present scheme
produces lower errors with better convergence rates, i.e. O(h4.44) for the u-velocity
and O(h4.59) for the v-velocity in comparison with O(h2.13) for both u- and v-
velocities given by the approach of Uhlmann (2005).
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2.5.5 Lid driven cavity flow
The classical lid driven cavity flow has been considered as a test problem for the
evaluation of numerical methods and the validation of fluid flow solvers for the
past decades. Figure 2.8 shows the problem definition and boundary conditions.
Uniform grids of {31× 31, 51× 51, 71× 71, 91× 91, 111× 111, 129× 129} and a
range of Re ∈ {100, 400, 1000, 3200} are employed in the simulation. A fixed time
step is chosen to be ∆t = 0.001. Results of the present scheme are compared with
those of some others (Ghia et al., 1982; Gresho et al., 1984; Bruneau and Jouron,
1990; Deng et al., 1994b; Botella and Peyret, 1998; Sahin and Owens, 2003; Thai-
Quang et al., 2012a). From the literature, FDM results using very dense grids
presented by Ghia et al. (1982) and pseudo-spectral results presented by Botella
and Peyret (1998) have been referred to as “Benchmark” results for comparison
purposes.
Tables 2.3, 2.4, 2.5, and 2.6 show the present results for the extrema of the vertical
and horizontal velocity profiles along the horizontal and vertical centrelines of the
cavity for several Reynolds numbers. For Re = 100 (Table 2.3) and Re = 1000
(Table 2.4), the “Errors” evaluated are relative to “Benchmark” results of Botella
and Peyret (1998). The results obtained by the present scheme are generally
better in comparison with those of the others.
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Figure 2.9 displays velocity profiles along the vertical and horizontal centrelines
for different grid sizes at Re = 1000, where a grid convergence of the present
scheme is obviously observed (i.e. the present solution approaches the benchmark
solution with a fast rate as the grid density is increased). The present scheme
effectively achieves the benchmark results with a grid of only 91×91 in comparison
with the grid of 129× 129 used to obtain the benchmark results in (Ghia et al.,
1982). In addition, those velocity profiles at Re ∈ {100, 400, 1000, 3200} with the
grid size of {51× 51, 71× 71, 91× 91, 129× 129}, respectively, are displayed in
Figure 2.10, where the present solutions match the benchmark ones very well.
Figure 2.8 Lid driven cavity: problem configuration and boundary conditions.
To exhibit contour plots of the flow, a range of Re ∈ {100, 400, 1000, 3200} and the
grid of {51× 51, 71× 71, 91× 91, 129× 129} are employed, respectively. Figures
2.11 and 2.12 show streamlines and iso-vorticity lines, which are derived from the
velocity field. Figure 2.13 shows the pressure deviation contours of the present
simulations. These plots are also in good agreement with those reported in the
literature.
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Figure 2.9 Lid driven cavity, Re = 1000: Profiles of the u-velocity along the vertical centreline and the v-
velocity along the horizontal centreline as the grid density increases. It is noted that the curves for the last two
grids are indistinguishable and in good agreement with the benchmark results of (Ghia et al., 1982).
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Figure 2.10 Lid driven cavity: Profiles of the u-velocity along the vertical centreline and the v-velocity along
the horizontal centreline for Re = 100 (top-left), Re = 400 (top-right), Re = 1000 (bottom-left), and
Re = 3200 (bottom-right) with the grid of 51× 51, 71× 71, 91× 91, and 129× 129, respectively.
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Figure 2.11 Lid driven cavity: Streamlines of the flow for Re = 100 (top-left), Re = 400 (top-right), Re =
1000 (bottom-left), andRe = 3200 (bottom-right) with the grid of 51×51, 71×71, 91×91, and 129×129,
respectively. The contour values used here are taken to be the same as those in (Ghia et al., 1982).
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Figure 2.12 Lid driven cavity: Iso-vorticity lines of the flow for Re = 100 (top-left), Re = 400 (top-right),
Re = 1000 (bottom-left), and Re = 3200 (bottom-right) with the grid of 51 × 51, 71 × 71, 91 × 91, and
129×129, respectively. The contour values used here are taken to be the same as those in (Ghia et al., 1982).
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Figure 2.13 Lid driven cavity: Static pressure contours of the flow for Re = 100 (top-left), Re = 400 (top-
right), Re = 1000 (bottom-left), andRe = 3200 (bottom-right) with the grid of 51× 51, 71× 71, 91× 91,
and 129 × 129, respectively. The contour values used here are taken to be the same as those in (Abdallah,
1987) for Re = 100 and Re = 400, (Botella and Peyret, 1998) for Re = 1000, and (Bruneau and Saad,
2006) for Re = 3200.
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2.5.6 Irregular bottom lid driven cavity
The lid driven cavity with a deformed base presented in (Udaykumar et al., 1996;
Shyy et al., 1996) is chosen to validate the performance of the present fluid flow
solver in an irregular domain. The base is deformed sinusoidally with an ampli-
tude of 10 percent of the base. The computational domain and boundary con-
ditions are illustrated in Figure 2.14. The interior and boundary nodes are gen-
erated in a similar manner described in Section 2.5.2. The spatial discretisation is
shown in Figure 2.15. A range of uniform grids, {53× 53, 63× 63, 83× 83, 93× 93}
is employed in the simulation. A fixed time step and Reynolds number are cho-
sen to be ∆t = 0.001 and Re = 1000, respectively. The results from the present
method are compared with those presented in (Shyy et al., 1996; Mariani and
Prata, 2008), where appropriate. From the literature, the FVM (Finite Volume
Method) results using the well-tested body-fitted coordinate formulation and the
dense grid of 121× 121 presented in (Shyy et al., 1996) have been considered as
“Benchmark” results for comparison purposes.
Figure 2.14 Irregular bottom lid driven cavity: problem configuration and boundary conditions.
Figure 2.16 displays horizontal and vertical velocity profiles along the vertical
centreline for different grid sizes at Re = 1000, where the grid convergence of the
present scheme is obviously observed (i.e. the present solution approaches the
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Figure 2.15 Irregular bottom lid driven cavity, spatial discretisation: +, interior nodes; ◦, boundary nodes.
benchmark solution with a fast rate as the grid density is increased). The present
scheme effectively achieves the benchmark results with a grid of only 83× 83 in
comparison with the grid of 121 × 121 used to obtain the benchmark results in
(Shyy et al., 1996). In addition, the present results with a grid of only 53 × 53
outperform those of (Mariani and Prata, 2008) using the grid of 100 × 100. To
exhibit contour plots of the flow, we employ the grid of 83 × 83 for Re = 1000.
Figure 2.17 shows streamlines which are derived from the velocity field. Figure
2.18 shows the pressure deviation contours of the present simulation. These plots
are in close agreement with those reported in the literature.
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Figure 2.16 Irregular bottom lid driven cavity, Re = 1000: Profiles of the u-velocity (top) and v-velocity
(bottom) along the vertical centreline as the grid density increases. It is noted that the curves for the last two
grids are indistinguishable and in good agreement with the benchmark results of (Shyy et al., 1996).
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Figure 2.17 Irregular bottom lid driven cavity: Streamlines of the flow forRe = 1000 with the grid of 83× 83.
The plot contains 30 contour lines whose levels vary linearly from the minimum to maximum values; and, it is in
good agreement with that of (Shyy et al., 1996).
Figure 2.18 Irregular bottom lid driven cavity: Static pressure contours of the flow for Re = 1000 with the
grid of 83× 83. The plot contains 160 contour lines whose levels vary linearly from the minimum to maximum
values.
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2.6 Concluding remarks
In this chapter, we implement the high-order compact integrated radial basis
function (IRBF) scheme, where first- and second-order derivative values of the
field variables are included, in combination with the direct fully coupled velocity-
pressure approach in the Cartesian-grid point-collocation structure. Like FDMs,
the present approximation technique involves 3 nodes in each direction, which
results in a sparse system matrix. Numerical examples indicate that the results
of the present scheme are superior to those of the standard FDM scheme and
the second- and fourth-order HOC schemes in terms of the solution accuracy
and the convergence rate with the grid refinement. It is shown that the com-
pact IRBF scheme produces up to fifth-order accuracy when approximating the
Poisson equations in rectangular/non-rectangular domains. The combination of
the compact IRBF and the direct fully coupled approach maintains the fourth-
order accuracy in solving the transient flow problems of Taylor-Green vortices
in rectangular/non-rectangular domains. In the fluid flow simulations with regu-
lar/irregular boundaries, the numerical results obtained by the present approach
are highly accurate and in good agreement with the reported results in the liter-
ature.
In the next chapter, we will introduce a new coupled compact IRBF in order
to improve the solution accuracy and efficiency of the compact IRBF in solving
problems governed by differential equations.
Chapter 3
Coupled compact integrated RBF scheme for
fluid flows
In this chapter, we propose a three-point coupled compact integrated radial ba-
sis function (IRBF) approximation scheme for the discretisation of second-order
differential problems in one and two dimensions. The coupled compact scheme
employs IRBFs to construct the approximations for its first- and second-order
derivatives over a three-point stencil in each direction. Nodal values of the first-
and second-order derivatives (i.e. extra information), incorporated into approxi-
mations by means of the constants of integration, are employed to compute the
first- and second-order derivatives. The essence of the coupled compact IRBF
scheme is to couple the extra information of the nodal first- and second-order
derivative values via their identity equations. Owing to its coupling of the in-
formation of the nodal first- and second-order derivatives, the coupled compact
IRBF scheme becomes more accurate, stable and efficient than the normal com-
pact IRBF schemes proposed by Thai-Quang et al. (2012b). The main features
of the coupled compact IRBF scheme include: three-point, high-order accuracy,
stability, efficiency and inclusion of boundary values. Several analytic problems
are considered to verify the present scheme and to compare its solution accuracy,
stability and efficiency with those of the compact IRBF, higher-order compact
(HOC) finite difference and some other high-order schemes. Numerical results
show that highly accurate and stable results are obtained with the proposed
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scheme. Additionally, the present scheme also takes less time to achieve a target
accuracy in comparison with the compact IRBF and HOC schemes.
The coupled compact scheme developed in this chapter will also be used to sim-
ulate fluid flow problems presented in Chapter 4.
3.1 Introduction
Considerable progress has been made over the past decades on developing high-
order accuracy schemes for solving second-order differential equations. The tra-
ditional first-order upwind and second-order central finite difference methods
(FDMs) have low convergence rates and therefore require sufficiently fine meshes
(Kun et al., 2012). The computational cost of those methods is thus relatively
high, particularly for the case of high level of accuracy. One approach to alleviate
these difficulties is to use high-order methods by which a comparable accuracy
can be obtained with a much coarser discretisation.
Higher-order compact (HOC) finite difference methods (Hirsh, 1975; Rubin and
Khosla, 1977; Adam, 1977; Noye and Tan, 1989), which require fewer grid points,
have been widely used in numerical calculations with high accuracy for the small-
scale problems. These approaches can provide a compromised way of combining
the robustness of the FDM and the accuracy of spectral-like methods which con-
verge exponentially towards the exact solution as the number of nodes is in-
creased. In the HOC methods, the derivative values at a particular node are
implicitly computed not only from the function values but also from the values
of the derivatives at the neighboring nodes. In comparison with the FDM, these
approaches give a higher order of accuracy for the same number of grid points.
Lele (1992) proposed a family of spectral-like compact formulations and gener-
alised its resolution characteristics on a uniform grid. Since then, the compact
schemes have attained wide popularity in solving various problems involving the
convection-diffusion and Navier-Stokes equations (Spotz and Carey, 1995; Ma-
hesh, 1998; Ma et al., 1999; Li and Tang, 2001; Kalita et al., 2002; Karaa and
Zhang, 2004; Tian and Ge, 2007; Tian et al., 2011).
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Following the trend toward highly accurate numerical schemes for partial differ-
ential equations (PDEs), Kansa (1990a,b) first proposed the use of radial basis
functions (RBFs) as approximants (here referred to as direct/differential RBF
or DRBF methods). In the DRBF method, a closed form RBF approximating
function is first obtained from a set of training points and the derivative functions
are then calculated directly from the closed form RBF (Mai-Duy and Tran-Cong,
2001a). Mai-Duy and Tran-Cong (2001a, 2003) afterwards proposed the idea
of using indirect/integrated radial basis functions (IRBFs) for the solution of
PDEs. In the IRBF approach, the highest-order derivatives under interest are
decomposed into a set of RBFs; and expressions for the lower derivatives and its
function are then obtained through integration processes. Extensive numerical
studies in (Mai-Duy and Tran-Cong, 2001a,b, 2003, 2005; Sarra, 2006; Shu and
Wu, 2007) have shown that the integral approach is more accurate than the dif-
ferential approach because the integration process is averagely less sensitive to
noise. The integration process gives rise to integration constants through which
extra equations can be employed. A one-dimensional IRBF scheme has been de-
veloped in (Mai-Duy and Tanner, 2007). This global RBF scheme has advantages
of fast convergence, meshless nature and simple implementation, however its RBF
matrices are fully populated and thus tend to be much more ill-conditioned as
the number of the RBF is increased. To resolve these drawbacks, Mai-Duy and
Tran-Cong (2011) developed a five-point compact IRBF scheme that is capable
of solving second-order elliptic PDEs. Recently, Mai-Duy and Tran-Cong (2013)
have proposed a three-point compact IRBF scheme where only nodal values of
second-order derivatives (i.e. extra information) are incorporated into the approx-
imations. Thai-Quang et al. (2012b) have proposed another three-point compact
IRBF scheme where the extra information includes nodal values of the first-
and second-order derivatives for the computation of the first- and second-order
derivatives, respectively. The latter scheme was reported to be more accurate
(Thai-Quang et al., 2012b). Several other approaches using RBFs for solving
engineering and scientific problems have been recently reported, see for example
(Kosec et al., 2011; Ngo-Cong et al., 2012; Sellountos et al., 2012; Thai-Quang
et al., 2013; Mramor et al., 2013; Elgohary et al., 2014a,b; Hon et al., 2015) and
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the references therein.
This chapter develops a new three-point coupled compact IRBF scheme for solv-
ing second-order PDEs. In the proposed coupled compact IRBF scheme, the
first- and second-order derivatives at a particular node are implicitly obtained
from the function values at the stencil points and from the nodal values of not
only first- but also second-order derivatives (i.e. extra information) at two neigh-
boring points. Coupling processes of the extra information of the nodal first- and
second-order derivatives are performed by means of coupling identity equations.
The coupled compact IRBF scheme is more accurate, stable and efficient than the
normal compact IRBF schemes developed in (Thai-Quang et al., 2012b), which
is achieved by the coupling of the first- and second-order derivatives. Major fea-
tures of the coupled compact IRBF scheme are: three-point, implicit, high-order
accuracy, stability, efficiency and inclusion of boundary values. Numerical so-
lutions of PDEs, including Poisson equation, heat equation, Burgers equation,
and steady/non-steady convection-diffusion equations, are used to illustrate the
accuracy, stability and efficiency of the proposed coupled compact IRBF scheme.
Results obtained are also compared with those obtained by the compact IRBF,
HOC and some other high-order schemes. Greater accuracy and stability are
obtained with the present scheme. Furthermore, it also achieves a prescribed
accuracy with smaller amount of time compared with the compact IRBF and
HOC schemes. The proposed coupled compact IRBF scheme appears to be an
attractive alternative to the normal compact IRBF scheme for computations of
second-order PDEs.
The remainder of this chapter is organised as follows: the coupled compact IRBF
scheme is proposed in Section 3.2. Section 3.3 outlines the ADI solution for
convection-diffusion equations. In Section 3.4, numerical examples are presented
and coupled compact IRBF results are compared with some published solutions,
where appropriate. Finally, concluding remarks are given in Section 3.5.
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3.2 Coupled compact IRBF scheme
To improve the performance of compact local approximations, a coupled compact
integrated radial basis function scheme is developed in this chapter as follows.
Consider a two-dimensional domain Ω, which is represented by a uniform Carte-
sian grid. The nodes are indexed in the x-direction by the subscript i (i ∈
{1, 2, ..., nx}) and in the y-direction by j (j ∈ {1, 2, ..., ny}). For rectangular
domains, let N be the total number of nodes (N = nx × ny) and Nip be the
number of interior nodes (Nip = (nx − 2)× (ny − 2)). At an interior grid point
xi,j = (x(i,j), y(i,j))
T where i ∈ {2, 3, ..., nx− 1} and j ∈ {2, 3, ..., ny− 1}, the asso-
ciated stencils to be considered here are two local stencils: {x(i−1,j), x(i,j), x(i+1,j)}
in the x-direction and {y(i,j−1), y(i,j), y(i,j+1)} in the y-direction. Hereafter, for
brevity, η denotes either x or y in a generic local stencil {η1, η2, η3}, where
η1 < η2 < η3 and η2 ≡ η(i,j), are illustrated in Figure 3.1.
Figure 3.1 Compact three-point 1D-IRBF stencil for interior nodes.
The integral approach starts with the decomposition of second-order derivatives
of a variable, u, into RBFs
d2u(η)
dη2
=
m∑
i=1
wiGi(η), (3.1)
where m is taken to be 3 for local stencils; {Gi(η)}mi=1 is the set of RBFs; and
{wi}mi=1 is the set of weights/coefficients to be found. Approximate represen-
tations for the first-order derivatives and the functions itself are then obtained
through the integration processes
du(η)
dη
=
m∑
i=1
wiI1i(η) + c1, (3.2)
u(η) =
m∑
i=1
wiI2i(η) + c1η + c2, (3.3)
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where I1i(η) =
∫
Gi(η)dη; I2i(η) =
∫
I1i(η)dη; and, c1 and c2 are the constants
of integration.
3.2.1 First-order derivatives at interior nodes
For the coupled compact approximation of the first-order derivatives at inte-
rior nodes, nodal derivative values (i.e. extra information) are chosen as not only{
du1
dη
; du3
dη
}
but also
{
d2u1
dη2
; d
2u3
dη2
}
. At a particular interior node, the approximation
is processed through three steps: (i) we first approximate its first-order derivative
over its associated three-point stencil involving
{
du1
dη
; du3
dη
}
; (ii) we then approx-
imate its first-order derivative over the same stencil used in step (i) involving{
d2u1
dη2
; d
2u3
dη2
}
; (iii) an identity equation of the first-order derivative is employed to
enhance the level of compactness of the stencil. Both
{
du1
dη
; du3
dη
}
and
{
d2u1
dη2
; d
2u3
dη2
}
are incorporated into the first-order derivative approximation.
First-order derivatives at interior nodes involving
{
du1
dη
; du3
dη
}
We construct a conversion system over a three-point stencil associated with an
interior node involving
{
du1
dη
; du3
dη
}
in the form

u1
u2
u3
du1
dη
du3
dη

=
 I2
I1

︸ ︷︷ ︸
C1F

w1
w2
w3
c1
c2

, (3.4)
where dui
dη
= du
dη
(ηi) with i ∈ {1, 2, 3}; C1F is the conversion matrix, where the
subscript 1 and F stand for the 1st derivatives to be approximated and the extra
information of the nodal first-order derivative values chosen, respectively; and, I2
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and I1 are defined as
I2 =

I21(η1) I22(η1) I23(η1) η1 1
I21(η2) I22(η2) I23(η2) η2 1
I21(η3) I22(η3) I23(η3) η3 1
 , (3.5)
I1 =
 I11(η1) I12(η1) I13(η1) 1 0
I11(η3) I12(η3) I13(η3) 1 0
 . (3.6)
Solving (3.4) yields 
w1
w2
w3
c1
c2

= C−11F

u1
u2
u3
du1
dη
du3
dη

, (3.7)
which maps the vector of nodal values of the function and first-order derivative to
the vector of RBF coefficients including the two integration constants. Approxi-
mate expressions for the first-order derivative in the physical space are obtained
by substituting (3.7) into (3.2)
du(η)
dη
=
[
I11(η) I12(η) I13(η) 1 0
]
C−11F

u
du1
dη
du3
dη
 , (3.8)
where η1 ≤ η ≤ η3 and u = [u1, u2, u3]T . (3.8) can be rewritten as
du(η)
dη
=
3∑
i=1
dφ1Fi(η)
dη
ui +
dφ1F4(η)
dη
du1
dη
+
dφ1F5(η)
dη
du3
dη
, (3.9)
where {φ1Fi(η)}5i=1 is the set of IRBFs in the physical space. Collocating (3.9) at
η = η2 results in
du(η2)
dη
=
3∑
i=1
dφ1Fi(η2)
dη
ui +
dφ1F4(η2)
dη
du1
dη
+
dφ1F5(η2)
dη
du3
dη
. (3.10)
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For brevity, we rewrite expression (3.10) as
u′2 =
3∑
i=1
µ1Fiui + µ1F4u
′
1 + µ1F5u
′
3, (3.11)
where {µ1Fi}5i=1 =
{
dφ1Fi(η2)
dη
}5
i=1
; u′1 =
du1
dη
; u′2 =
du(η2)
dη
; and, u′3 =
du3
dη
. At the
current time level n, (3.11) is taken as
u′2
n
=
3∑
i=1
µ1Fiui
n + µ1F4u
′
1
n
+ µ1F5u
′
3
n
, (3.12)
where the nodal values of the first-order derivatives on the right hand side are
treated as unknowns. Rearranging (3.12) in the matrix-vector form
[
−µ1F4 1 −µ1F5
]
u′n +
[
0 0 0
]
u′′n =
[
µ1F1 µ1F2 µ1F3
]
un, (3.13)
where u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n]T ; and, un = [u1
n, u2
n, u3
n]T . It
is noted that u′′n is introduced here to produce a general form for the coupling
task which is mentioned later on.
First-order derivatives at interior nodes involving
{
d2u1
dη2
; d
2u3
dη2
}
We construct a conversion system over a three-point stencil associated with an
interior node involving
{
d2u1
dη2
; d
2u3
dη2
}
in the form

u1
u2
u3
d2u1
dη2
d2u3
dη2

=
 I2
G

︸ ︷︷ ︸
C1S

w1
w2
w3
c1
c2

, (3.14)
where d
2ui
dη2
= d
2u
dη2
(ηi) with i ∈ {1, 2, 3}; C1S is the conversion matrix, where the
subscript 1 and S stand for the 1st derivatives to be approximated and the extra
information of the nodal second-order derivative values chosen, respectively; I2 is
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defined as before, i.e. (3.5); and, G is defined as
G =
 G1(η1) G2(η1) G3(η1) 0 0
G1(η3) G2(η3) G3(η3) 0 0
 . (3.15)
Solving (3.14) yields 
w1
w2
w3
c1
c2

= C−11S

u1
u2
u3
d2u1
dη2
d2u3
dη2

, (3.16)
which maps the vector of nodal values of the function and second-order deriva-
tive to the vector of RBF coefficients including the two integration constants.
Approximate expressions for the first-order derivative in the physical space are
obtained by substituting (3.16) into (3.2)
du(η)
dη
=
[
I11(η) I12(η) I13(η) 1 0
]
C−11S

u
d2u1
dη2
d2u3
dη2
 , (3.17)
where η1 ≤ η ≤ η3 and u = [u1, u2, u3]T . (3.17) can be rewritten as
du(η)
dη
=
3∑
i=1
dφ1Si(η)
dη
ui +
dφ1S4(η)
dη
d2u1
dη2
+
dφ1S5(η)
dη
d2u3
dη2
, (3.18)
where {φ1Si(η)}5i=1 is the set of IRBFs in the physical space. Collocating (3.18)
at η = η2 results in
du(η2)
dη
=
3∑
i=1
dφ1Si(η2)
dη
ui +
dφ1S4(η2)
dη
d2u1
dη2
+
dφ1S5(η2)
dη
d2u3
dη2
. (3.19)
For brevity, we rewrite expression (3.19) as
u′2 =
3∑
i=1
µ1Siui + µ1S4u
′′
1 + µ1S5u
′′
3, (3.20)
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where {µ1Si}5i=1 =
{
dφ1Si(η2)
dη
}5
i=1
; u′2 =
du(η2)
dη
; u′′1 =
d2u1
dη2
; and, u′′3 =
d2u3
dη2
. At the
current time level n, (3.20) is taken as
u′2
n
=
3∑
i=1
µ1Siui
n + µ1S4u
′′
1
n
+ µ1S5u
′′
3
n
, (3.21)
where the nodal values of the second-order derivatives on the right hand side are
treated as unknowns. Rearranging (3.21) in the matrix-vector form
[
0 1 0
]
u′n +
[
−µ1S4 0 −µ1S5
]
u′′n =
[
µ1S1 µ1S2 µ1S3
]
un, (3.22)
where u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n]T ; and, un = [u1
n, u2
n, u3
n]T .
First-order derivative couplings at interior nodes
For the first-order derivative coupling at each interior node, e.g. η = η2, we set
the right hand side of (3.11) to be equal to that of (3.20) to couple the nodal
first-order derivative information, i.e.
{
du1
dη
; du3
dη
}
, and the nodal second-order
derivative information, i.e.
{
d2u1
dη2
; d
2u3
dη2
}
, as follow
3∑
i=1
µ1Fiui
n + µ1F4u
′
1
n
+ µ1F5u
′
3
n
=
3∑
i=1
µ1Siui
n + µ1S4u
′′
1
n
+ µ1S5u
′′
3
n
, (3.23)
or in the matrix-vector form
[
µ1F4 0 µ1F5
]
u′n +
[
−µ1S4 0 −µ1S5
]
u′′n
=
[
(µ1S1 − µ1F1) (µ1S2 − µ1F2) (µ1S3 − µ1F3)
]
un, (3.24)
where u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n]T ; and, un = [u1
n, u2
n, u3
n]T .
3.2.2 First-order derivatives at boundary nodes
At the boundary nodes, the first-order derivatives are approximated in special
compact stencils. Consider a boundary node, e.g. η1. Its associated stencil is
{η1, η2, η3, η4} as shown in Figure 3.2. For the coupled compact approximation
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of the first-order derivative at the boundary node η1, nodal derivative values
(i.e. extra information) are chosen as both du2
dη
and d
2u2
dη2
. The approximation is
processed through three steps: (i) we first approximate its first-order derivative
over its associated four-point stencil involving du2
dη
; (ii) we then approximate its
first-order derivative over the same stencil used in step (i) involving d
2u2
dη2
; (iii) an
identity equation of the first-order derivative is introduced to incorporate both
du2
dη
and d
2u2
dη2
into the first-order derivative approximation.
Figure 3.2 Special compact four-point 1D-IRBF stencil for boundary nodes.
First-order derivatives at boundary node η1 involving
du2
dη
We construct a conversion system over the special four-point stencil associated
with the boundary node η1 involving
du2
dη
in the form

u1
u2
u3
u4
du2
dη

=
 I2sp
I1sp

︸ ︷︷ ︸
Csp1F

w1
w2
w3
w4
c1
c2

, (3.25)
where Csp1F is the conversion matrix and I2sp, I1sp are defined as
I2sp =

I21(η1) I22(η1) I23(η1) I24(η1) η1 1
I21(η2) I22(η2) I23(η2) I24(η2) η2 1
I21(η3) I22(η3) I23(η3) I24(η3) η3 1
I21(η4) I22(η4) I23(η4) I24(η4) η4 1
 , (3.26)
I1sp =
[
I11(η2) I12(η2) I13(η2) I14(η2) 1 0
]
. (3.27)
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Solving (3.25) yields 
w1
w2
w3
w4
c1
c2

= C−1sp1F

u1
u2
u3
u4
du2
dη

. (3.28)
The boundary value of the first-order derivative is thus obtained by substituting
(3.28) into (3.2) and taking η = η1
du(η1)
dη
=
[
I11(η1) I12(η1) I13(η1) I14(η1) 1 0
]
C−1sp1F
 u
du2
dη
 , (3.29)
where u = [u1, u2, u3, u4]
T . (3.29) can be rewritten as
du(η1)
dη
=
4∑
i=1
dφsp1Fi(η1)
dη
ui +
dφsp1F5(η1)
dη
du2
dη
. (3.30)
For brevity, we rewrite expression (3.30) as
u′1 =
4∑
i=1
µsp1Fiui + µsp1F5u
′
2, (3.31)
where {µsp1Fi}5i=1 =
{
dφsp1Fi(η1)
dη
}5
i=1
; u′1 =
du(η1)
dη
; and, u′2 =
du2
dη
. At the current
time level n, (3.31) is taken as
u′1
n
=
4∑
i=1
µsp1Fiui
n + µsp1F5u
′
2
n
, (3.32)
where the nodal value of the first-order derivative on the right hand side is treated
as unknowns. Rearranging (3.32) in the matrix-vector form
[
1 −µsp1F5 0 0
]
u′n +
[
0 0 0 0
]
u′′n
=
[
µsp1F1 µsp1F2 µsp1F3 µsp1F4
]
un, (3.33)
where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
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First-order derivatives at boundary node η1 involving
d2u2
dη2
We construct a conversion system over the special four-point stencil associated
with the boundary node η1 involving
d2u2
dη2
in the form

u1
u2
u3
u4
d2u2
dη2

=
 I2sp
Gsp

︸ ︷︷ ︸
Csp1S

w1
w2
w3
w4
c1
c2

, (3.34)
where Csp1S is the conversion matrix; I2sp is defined as before, i.e. (3.26); and,
Gsp is defined as
Gsp =
[
G1(η2) G2(η2) G3(η2) G4(η2) 0 0
]
. (3.35)
Solving (3.34) yields 
w1
w2
w3
w4
c1
c2

= C−1sp1S

u1
u2
u3
u4
d2u2
dη2

. (3.36)
The boundary value of the first-order derivative is thus obtained by substituting
(3.36) into (3.2) and taking η = η1
du(η1)
dη
=
[
I11(η1) I12(η1) I13(η1) I14(η1) 1 0
]
C−1sp1S
 u
d2u2
dη2
 , (3.37)
where u = [u1, u2, u3, u4]
T . (3.37) can be rewritten as
du(η1)
dη
=
4∑
i=1
dφsp1Si(η1)
dη
ui +
dφsp1S5(η1)
dη
d2u2
dη2
. (3.38)
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For brevity, we rewrite expression (3.38) as
u′1 =
4∑
i=1
µsp1Siui + µsp1S5u
′′
2, (3.39)
where {µsp1Si}5i=1 =
{
dφsp1Si(η1)
dη
}5
i=1
; u′1 =
du(η1)
dη
; and, u′′2 =
d2u2
dη2
. At the current
time level n, (3.39) is taken as
u′1
n
=
4∑
i=1
µsp1Siui
n + µsp1S5u
′′
2
n
, (3.40)
where the nodal value of the second-order derivative on the right hand side is
treated as unknowns. Rearranging (3.40) in the matrix-vector form
[
1 0 0 0
]
u′n +
[
0 −µsp1S5 0 0
]
u′′n
=
[
µsp1S1 µsp1S2 µsp1S3 µsp1S4
]
un, (3.41)
where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
First-order derivative coupling at boundary node η1
For the first-order derivative coupling at each boundary node, e.g. η = η1, we
set the right hand side of (3.31) to be equal to that of (3.39) to couple the nodal
first-order derivative information, i.e. du2
dη
, and the nodal second-order derivative
information, i.e. d
2u2
dη2
, as follows.
4∑
i=1
µsp1Fiui
n + µsp1F5u
′
2
n
=
4∑
i=1
µsp1Siui
n + µsp1S5u
′′
2
n
, (3.42)
or in the matrix-vector form
[
0 µsp1F5 0 0
]
u′n +
[
0 −µsp1S5 0 0
]
u′′n
=
[
(µsp1S1 − µsp1F1) (µsp1S2 − µsp1F2) (µsp1S3 − µsp1F3) (µsp1S4 − µsp1F4)
]
un,
(3.43)
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where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
In a similar manner, one is able to calculate the first-order derivative at the
boundary node ηnη .
3.2.3 Second-order derivatives at interior nodes
For the coupled compact approximation of the second-order derivatives at in-
terior nodes, nodal derivative values (i.e. extra information) are chosen to be
the same as those used for the approximation of the first-order derivatives, i.e.{
du1
dη
; du3
dη
}
and
{
d2u1
dη2
; d
2u3
dη2
}
. At a particular interior node, the approximation of
its second-order derivative is processed through three steps: (i) we first approx-
imate its second-order derivative over its associated three-point stencil involving{
du1
dη
; du3
dη
}
; (ii) we then approximate its second-order derivative over the same
stencil used in step (i) involving
{
d2u1
dη2
; d
2u3
dη2
}
; (iii) an identity equation of the
second-order derivative is employed to enhance the level of compactness of the
stencil. Both
{
du1
dη
; du3
dη
}
and
{
d2u1
dη2
; d
2u3
dη2
}
are incorporated into the second-order
derivative approximation.
Second-order derivatives at interior nodes involving
{
du1
dη
; du3
dη
}
Because we employ the same extra information used in the approximation of
the first-order derivatives involving
{
du1
dη
; du3
dη
}
, approximate expressions for the
second-order derivative in the physical space are obtained by simply substituting
(3.7) into (3.1)
d2u(η)
dη2
=
[
G1(η) G2(η) G3(η) 0 0
]
C−11F

u
du1
dη
du3
dη
 , (3.44)
where η ∈ {η1, η2, η3} and u = [u1, u2, u3]T . (3.44) can be rewritten as
d2u(η)
dη2
=
3∑
i=1
d2φ2Fi(η)
dη2
ui +
d2φ2F4(η)
dη2
du1
dη
+
d2φ2F5(η)
dη2
du3
dη
, (3.45)
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where {φ2Fi(η)}5i=1 is the set of IRBFs in the physical space, in which 2 and F
stand for the 2nd derivatives to be approximated and the extra information of the
first-order derivatives, respectively. Collocating (3.45) at η = η2 results in
d2u(η2)
dη2
=
3∑
i=1
d2φ2Fi(η2)
dη2
ui +
d2φ2F4(η2)
dη2
du1
dη
+
d2φ2F5(η2)
dη2
du3
dη
. (3.46)
For brevity, we rewrite expression (3.46) as
u′′2 =
3∑
i=1
ν2Fiui + ν2F4u
′
1 + ν2F5u
′
3, (3.47)
where {ν2Fi}5i=1 =
{
d2φ2Fi(η2)
dη2
}5
i=1
; u′1 =
du1
dη
; u′3 =
du3
dη
; and, u′′2 =
d2u(η2)
dη2
. At the
current time level n, (3.47) is taken as
u′′2
n
=
3∑
i=1
ν2Fiui
n + ν2F4u
′
1
n
+ ν2F5u
′
3
n
, (3.48)
where the nodal values of the first-order derivatives on the right hand side are
treated as unknowns. Rearranging (3.48) in the matrix-vector form
[
−ν2F4 0 −ν2F5
]
u′n +
[
0 1 0
]
u′′n =
[
ν2F1 ν2F2 ν2F3
]
un, (3.49)
where u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n]T ; and, un = [u1
n, u2
n, u3
n]T .
Second-order derivatives at interior nodes involving
{
d2u1
dη2
; d
2u3
dη2
}
Because we employ the same extra information used in the approximation of
the first-order derivatives involving
{
d2u1
dη2
; d
2u3
dη2
}
, approximate expressions for the
second-order derivative in the physical space are obtained by simply substituting
(3.16) into (3.1)
d2u(η)
dη2
=
[
G1(η) G2(η) G3(η) 0 0
]
C−11S

u
d2u1
dη2
d2u3
dη2
 , (3.50)
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where η1 ≤ η ≤ η3 and u = [u1, u2, u3]T . (3.50) can be rewritten as
d2u(η)
dη2
=
3∑
i=1
d2φ2Si(η)
dη2
ui +
d2φ2S4(η)
dη2
d2u1
dη2
+
d2φ2S5(η)
dη2
d2u3
dη2
, (3.51)
where {φ2Si(η)}5i=1 is the set of IRBFs in the physical space, in which 2 and S
stand for the 2nd derivatives to be approximated and the extra information of the
second-order derivatives, respectively. Collocating (3.51) at η = η2 results in
d2u(η2)
dη2
=
3∑
i=1
d2φ2Si(η2)
dη2
ui +
d2φ2S4(η2)
dη2
d2u1
dη2
+
d2φ2S5(η2)
dη2
d2u3
dη2
. (3.52)
For brevity, we rewrite expression (3.52) as
u′′2 =
3∑
i=1
ν2Siui + ν2S4u
′′
1 + ν2S5u
′′
3, (3.53)
where {ν2Si}5i=1 =
{
d2φ2Si(η2)
dη2
}5
i=1
; u′′1 =
d2u1
dη2
; u′′2 =
d2u(η2)
dη2
; and, u′′3 =
d2u3
dη2
. At the
current time level n, (3.53) is taken as
u′′2
n
=
3∑
i=1
ν2Siui
n + ν2S4u
′′
1
n
+ ν2S5u
′′
3
n
, (3.54)
where the nodal values of the second-order derivatives on the right hand side are
treated as unknowns. Rearranging (3.54) in the matrix-vector form
[
0 0 0
]
u′n +
[
−ν2S4 1 −ν2S5
]
u′′n =
[
ν2S1 ν2S2 ν2S3
]
un, (3.55)
where u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n]T ; and, un = [u1
n, u2
n, u3
n]T .
Second-order derivative couplings at interior nodes
For the second-order derivative coupling at each interior node, e.g. η = η2, we
set the right hand side of (3.47) to be equal to that of (3.53) to couple the nodal
first-order derivative information, i.e.
{
du1
dη
; du3
dη
}
, and the nodal second-order
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derivative information, i.e.
{
d2u1
dη2
; d
2u3
dη2
}
, as follows.
3∑
i=1
ν2Fiui
n + ν2F4u
′
1
n
+ ν2F5u
′
3
n
=
3∑
i=1
ν2Siui
n + ν2S4u
′′
1
n
+ ν2S5u
′′
3
n
, (3.56)
or in the matrix-vector form
[
ν2F4 0 ν2F5
]
u′n +
[
−ν2S4 0 −ν2S5
]
u′′n
=
[
(ν2S1 − ν2F1) (ν2S2 − ν2F2) (ν2S3 − ν2F3)
]
un, (3.57)
where u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n]T ; and, un = [u1
n, u2
n, u3
n]T .
3.2.4 Second-order derivatives at boundary nodes
At the boundary nodes, the second-order derivatives are approximated in special
compact stencils. Consider the boundary node, e.g. η1. Its associated stencil is
{η1, η2, η3, η4} as shown in Figure 3.2. For the coupled compact approximation of
the second-order derivative at the boundary node η1, nodal derivative values (i.e.
extra information) are chosen to be the same as those used for the approximation
of the first-order derivatives, i.e. du2
dη
and d
2u2
dη2
. The approximation of its second-
order derivative is processed through three steps: (i) we first approximate its
second-order derivative over its associated four-point stencil involving du2
dη
; (ii)
we then approximate its second-order derivative over the same stencil used in
step (i) involving d
2u2
dη2
; (iii) an identity equation of the second-order derivative
is introduced to incorporate both du2
dη
and d
2u2
dη2
into the second-order derivative
approximation.
Second-order derivatives at boundary node η1 involving
du2
dη
Because we employ the same extra information used in the approximation of the
first-order derivatives involving du2
dη
, approximate expression for the second-order
derivative at η1 in the physical space is obtained by simply substituting (3.28)
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into (3.1) and taking η = η1
d2u(η1)
dη2
=
[
G1(η1) G2(η1) G3(η1) G4(η1) 0 0
]
C−1sp1F
 u
du2
dη
 , (3.58)
where u = [u1, u2, u3, u4]
T . (3.58) can be rewritten as
d2u(η1)
dη2
=
4∑
i=1
d2φsp2Fi(η1)
dη2
ui +
d2φsp2F5(η1)
dη2
du2
dη
. (3.59)
For brevity, we rewrite expression (3.59) as
u′′1 =
4∑
i=1
νsp2Fiui + νsp2F5u
′
2, (3.60)
where {νsp2Fi}5i=1 =
{
d2φsp2Fi(η1)
dη2
}5
i=1
; u′2 =
du2
dη
; and, u′′1 =
d2u(η1)
dη2
. At the current
time level n, (3.60) is taken as
u′′1
n
=
4∑
i=1
νsp2Fiui
n + νsp2F5u
′
2
n
, (3.61)
where the nodal value of the first-order derivative on the right hand side is treated
as unknowns. Rearranging (3.61) in the matrix-vector form
[
0 −νsp2F5 0 0
]
u′n +
[
1 0 0 0
]
u′′n
=
[
νsp2F1 νsp2F2 νsp2F3 νsp2F4
]
un, (3.62)
where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
Second-order derivatives at boundary node η1 involving
d2u2
dη2
Because we employ the same extra information used in the approximation of the
first-order derivatives involving d
2u2
dη2
, approximate expression for the second-order
derivative at η1 in the physical space is obtained by simply substituting (3.36)
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into (3.1) and taking η = η1
d2u(η1)
dη2
=
[
G1(η1) G2(η1) G3(η1) G4(η1) 0 0
]
C−1sp1S
 u
d2u2
dη2
 , (3.63)
where u = [u1, u2, u3, u4]
T . (3.63) can be rewritten as
d2u(η1)
dη2
=
4∑
i=1
d2φsp2Si(η1)
dη2
ui +
d2φsp2S5(η1)
dη2
d2u2
dη2
. (3.64)
For brevity, we rewrite expression (3.64) as
u′′1 =
4∑
i=1
νsp2Siui + νsp2S5u
′′
2, (3.65)
where {νsp2Si}5i=1 =
{
d2φsp2Si(η1)
dη2
}5
i=1
; u′′1 =
d2u(η1)
dη2
; and, u′′2 =
d2u2
dη2
. At the current
time level n, (3.65) is taken as
u′′1
n
=
4∑
i=1
νsp2Siui
n + νsp2S5u
′′
2
n
, (3.66)
where the nodal value of the second-order derivative on the right hand side is
treated as unknowns. Rearranging (3.66) in the matrix-vector form
[
0 0 0 0
]
u′n +
[
1 −νsp2S5 0 0
]
u′′n
=
[
νsp2S1 νsp2S2 νsp2S3 νsp2S4
]
un, (3.67)
where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
Second derivative coupling at boundary node η1
For the second-order derivative coupling at each boundary node, e.g. η = η1, we
set the right hand side of (3.60) to be equal to that of (3.65) to couple the nodal
first-order derivative information, i.e. du2
dη
, and the nodal second-order derivative
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information, i.e. d
2u2
dη2
, as follow
4∑
i=1
νsp2Fiui
n + νsp2F5u
′
2
n
=
4∑
i=1
νsp2Siui
n + νsp2S5u
′′
2
n
, (3.68)
or in the matrix-vector form
[
0 νsp2F5 0 0
]
u′n +
[
0 −νsp2S5 0 0
]
u′′n
=
[
(νsp2S1 − νsp2F1) (νsp2S2 − νsp2F2) (νsp2S3 − νsp2F3) (νsp2S4 − νsp2F4)
]
un,
(3.69)
where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
In a similar manner, one is able to calculate the second-order derivative at the
boundary node ηnη .
3.2.5 Matrix assembly for first and second-order derivative expressions
The IRBF system on a grid line for the first-order derivative is obtained by letting
the interior node taking values from 2 to (nη − 1) in (3.13), (3.22), and (3.24);
and, making use of (3.33), (3.41), and (3.43) for the boundary nodes 1 and nη. In
a similar manner, the IRBF system on a grid line for the second-order derivative
is obtained by letting the interior node taking values from 2 to (nη− 1) in (3.49),
(3.55), and (3.57); and, making use of (3.62), (3.67), and (3.69) for the boundary
nodes 1 and nη. The resultant matrix assembly is expressed as
A1F 0
A1S B1S
A1FS B1FS
A2F B2F
0 B2S
A2FS B2FS

︸ ︷︷ ︸
Coefficient matrix
 u′n
u′′n
 =

R1F
R1S
R1FS
R2F
R2S
R2FS

un , (3.70)
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where A1F, A1S, B1S, A1FS, B1FS, A2F, B2F, B2S, A2FS, B2FS, and 0 are nη × nη
matrices; u′n =
{
u′1
n, u′2
n, ..., u′nη
n
}T
; u′′n =
{
u′′1
n, u′′2
n, ..., u′′nη
n
}T
; and, un ={
u1
n, u2
n, ..., unη
n
}T
. The coefficient matrix is sparse with diagonal, bi-diagonal,
and tri-diagonal sub-matrices. Solving (3.70) yields
u′n = Dηun, (3.71)
u′′n = Dηηun, (3.72)
where Dη and Dηη are nη × nη matrices.
It is noted that, for brevity, we use the same notations to represent the RBF
coefficients for the approximation of first- and second-order derivatives. In fact,
for example, the coefficient set [w1, w2, w3, c1, c2]
T in (3.4) is not the same as that
in (3.14).
3.3 ADI method for convection-diffusion equations
We consider a two-dimensional (2D) unsteady convection-diffusion equation for
a variable u
∂u
∂t
+ cx
∂u
∂x
+ cy
∂u
∂y
= dx
∂2u
∂x2
+ dy
∂2u
∂y2
+ fb, (x, y, t) ∈ Ω× [0, T ] , (3.73)
subject to the initial condition
u(x, y, 0) = u0(x, y), (x, y) ∈ Ω, (3.74)
and the Dirichlet boundary condition
u(x, y, t) = uΓ(x, y, t), (x, y) ∈ Γ, (3.75)
where Ω is a two-dimensional rectangular domain; Γ is the boundary of Ω; [0, T ]
is the time interval; fb is the driving function; and, u0 and uΓ are some given
functions. In (3.73), cx and cy are the convective velocities, and dx and dy are
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the positive diffusive coefficients. For the steady-state case, (3.73) reduces to
cx
∂u
∂x
+ cy
∂u
∂y
= dx
∂2u
∂x2
+ dy
∂2u
∂y2
+ fb. (3.76)
(3.73) and (3.76) are known as a simplified version of the Navier-Stokes equation.
They have been widely used in computational fluid dynamics (CFD) and physical
sciences to describe the transport of mass, momentum, vorticity, heat and energy,
the modeling of semiconductors, etc. In this chapter, we implement the alternat-
ing direction implicit (ADI) method proposed by You (2006) in the context of
coupled compact IRBF approximations for the solution of the convection-diffusion
equation.
3.3.1 You’s ADI temporal discretisation
You (2006) proposed the following ADI factorisation to (3.73)
(
1 +
∆t
2
cx
∂
∂x
)(
1− ∆t
2
dx
∂2
∂x2
)(
1 +
∆t
2
cy
∂
∂y
)(
1− ∆t
2
dy
∂2
∂y2
)
un
=
(
1− ∆t
2
cx
∂
∂x
)(
1 +
∆t
2
dx
∂2
∂x2
)(
1− ∆t
2
cy
∂
∂y
)(
1 +
∆t
2
dy
∂2
∂y2
)
un−1
+ ∆tf
n−1/2
b +O(∆t
2). (3.77)
We rewrite (3.77)
T+x T
−
xxT
+
y T
−
yyu
n = T−x T
+
xxT
−
y T
+
yyu
n−1, (3.78)
where
T±x =
(
1± ∆t
2
cx
∂
∂x
)
, T±xx =
(
1± ∆t
2
dx
∂2
∂x2
)
, (3.79)
T±y =
(
1± ∆t
2
cy
∂
∂y
)
, T±yy =
(
1± ∆t
2
dy
∂2
∂y2
)
.
(3.78) can be solved by the following two steps
T+x T
−
xxu
∗ = T−x T
+
xxT
−
y T
+
yyu
n−1, (3.80)
T+y T
−
yyu
n = u∗. (3.81)
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3.3.2 ADI spatial-temporal discretisation
We incorporate the coupled compact IRBF approximations derived in Section 3.2
into the ADI equation by substituting (3.71) and (3.72), nodal value of the first-
and second-order derivatives, respectively, into (3.77), resulting in the matrix-
vector form
T+x T
−
xxT
+
y T
−
yyu
n = T−x T
+
xxT
−
y T
+
yyu
n−1 + ∆tfn−1/2b , (3.82)
where
T±x =
(
I± ∆t
2
cxDx
)
, T±xx =
(
I± ∆t
2
dxDxx
)
, (3.83)
T±y =
(
I± ∆t
2
cyDy
)
, T±yy =
(
I± ∆t
2
dyDyy
)
,
and I is the nη × nη identity matrix.
3.3.3 ADI calculation procedure
Equation (3.82) is equivalent to
T+x T
−
xxu
∗ = T−x T
+
xxT
−
y T
+
yyu
n−1 + ∆tfn−1/2b , (3.84)
T+y T
−
yyu
n = u∗, (3.85)
which can be solved by the following two steps.
Step 1: This step involves two sub-steps
• Sub-step 1: Compute the nodal values of u∗ at the left and right boundaries
of the computational domain via (3.85) for x = x1 and x = xnx with the
given boundary condition (3.75).
• Sub-step 2: Solve (3.84) on the x-grid lines (y = yj, j ∈ {2, 3, · · · , ny − 1})
for the values of u∗ at the interior nodes.
Step 2: Solve (3.85) on the y-grid lines (x = xi, i ∈ {2, 3, · · · , nx − 1}) for the
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values of un at the interior nodes.
3.4 Numerical examples
We choose the multiquadric (MQ) function as the basis function, i.e. (1.6), in the
present calculations. The value of β = 50 is employed in the present work. We
evaluate the performance of the present scheme through the following measures.
i. The root mean square error (RMS) is defined as
RMS =
√∑N
i=1
(
fi − f i
)2
N
, (3.86)
where fi and f i are the computed and exact values of the solution f at
the i-th node, respectively; and, N is the number of nodes over the whole
domain.
ii. The average absolute error (L1) is defined as
L1 =
1
N
N∑
i=1
|fi − f i|. (3.87)
iii. The maximum absolute error (L∞) is defined as
L∞ = max
i=1,...,N
|fi − f i|. (3.88)
iv. The global convergence rate, α, with respect to the grid refinement is defined
through
Error(h) ≈ γhα = O(hα), (3.89)
where h is the grid size; and, γ and α are exponential model’s parameters.
v. A solution is considered to reach its steady state when√∑N
i=1
(
fni − fn−1i
)2
N
< 10−9. (3.90)
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For comparison purposes, we also use the HOC scheme of Tian et al. (2011) and
the compact IRBF scheme of Thai-Quang et al. (2012b) for calculations.
In this work, calculations are done with a Dell computer Optiplex 9010 version
2013. Its specifications are intel(R) core(TM) i7-3770 CPU 3.40 GHz 3.40 GHz,
memory(RAM) of 8GB(7.89 usable) and 64-bit operating system. The Matlab(R)
version 2012 is utilised.
3.4.1 Poisson equation
In order to study the spatial accuracy of the present coupled compact IRBF
approximation scheme, we consider the following Poisson equation
d2u
dx21
+
d2u
dx22
= −18pi2 sin(3pix1) sin(3pix2), (3.91)
on a square domain [0, 1]2, subjected to the Dirichlet boundary condition derived
from the following exact solution
u = sin(3pix1) sin(3pix2), (3.92)
The calculations are carried out on a set of uniform grids of {21× 21, 31× 31, ..., 111× 111}.
Table 3.1 shows that the proposed scheme outperforms the HOC and compact
IRBF schemes in terms of the solution accuracy. Figure 3.3 illustrates the matrix
condition number grows with approximately the rate of O(h−2.00) for the HOC
and the compact IRBF, and O(h−1.90) for the coupled compact IRBF.
Table 3.1 Poisson equation: The effect of the grid size h on the solution accuracy RMS.
Grid (nx × ny)
HOC compact IRBF present
Tian et al. (2011) Thai-Quang et al. (2012b)
RMS RMS RMS
21× 21 3.3579E-04 3.3492E-04 2.5405E-04
31× 31 5.6856E-05 5.6674E-05 4.2362E-05
41× 41 1.4589E-05 1.4594E-05 1.0997E-05
51× 51 4.9330E-06 4.7158E-06 3.7709E-06
61× 61 2.0151E-06 1.9227E-06 1.5371E-06
71× 71 9.4467E-07 9.2935E-07 7.1799E-07
81× 81 4.9199E-07 4.6935E-07 3.8210E-07
91× 91 2.7850E-07 3.0597E-07 2.0317E-07
101× 101 1.6869E-07 1.5204E-07 1.3230E-07
111× 111 1.0805E-07 1.4662E-07 7.8442E-08
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Figure 3.3 Poisson equation, {21× 21, 31× 31, ..., 111× 111}: The effect of the grid size h on the matrix
condition number. It is noted that the curves for the HOC and the compact IRBF are indistinguishable.
To compare the computational efficiency of the coupled compact IRBF, compact
IRBF and HOC schemes, we let the grid increase as {21× 21, 23× 23, ...} until
the solution accuracy achieves a target RMS level of 10−6. Figure 3.4 shows that
the present scheme takes much less time to reach the target accuracy than the
compact IRBF and the HOC. It is noted that the final grid used to achieve the
target accuracy is 71 × 71 for the HOC and the compact IRBF and 67 × 67 for
the coupled compact IRBF.
The effect of the MQ width on the solution accuracy for three different grids
{21× 21, 51× 51, 81× 81} is illustrated in Figure 3.5. It can be seen that the
present scheme has better accuracy and is more stable than the compact IRBF
scheme.
3.4.2 Heat equation
By selecting the following heat equation, the performance of the proposed scheme
can be studied for the diffusive term only as
∂u
∂t
=
∂2u
∂x2
, a ≤ x ≤ b, t ≥ 0, (3.93)
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Figure 3.4 Poisson equation, {21× 21, 23× 23, ...}: The computational cost to achieve the target accuracy
of 10−6. The final grid is 71× 71 for the HOC and the compact IRBF and 67× 67 for the present.
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Figure 3.5 Poisson equation, {21× 21, 51× 51, 81× 81}: The effect of the MQ width β on the solution
accuracy RMS.
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u(x, 0) = u0(x), a ≤ x ≤ b, (3.94)
u(a, t) = uΓ1(t) and u(b, t) = uΓ2(t), t ≥ 0, (3.95)
where u and t are the field variable and time, respectively; and, u0(x), uΓ1(t),
and uΓ2(t) are prescribed functions. The temporal discretisation of (3.93) with a
Crank-Nicolson scheme gives
un − un−1
∆t
=
1
2
{
∂2un
∂x2
+
∂2un−1
∂x2
}
, (3.96)
where the superscript n denotes the current time step. (3.96) can be rewritten as
{
1− ∆t
2
∂2
∂x2
}
un =
{
1 +
∆t
2
∂2
∂x2
}
un−1. (3.97)
Consider (3.93) on a segment [0, pi] with the initial and boundary conditions
u(x, 0) = sin(2x), 0 < x < pi and u(0, t) = u(pi, t) = 0, t ≥ 0, respectively.
The exact solution of this problem can be verified to be u(x, t) = sin(2x)e−4t.
The spatial accuracy of the proposed scheme is tested on various uniform grids
{11, 21, ..., 111}. We employ here a small time step, ∆t = 10−6, to minimise the
effect of the approximation error in time. The solution is computed at t = 0.0125.
Table 3.2 shows that the coupled compact IRBF outperforms the HOC and the
compact IRBF in terms of both the solution accuracy and the convergence rate.
At the two finest grids, it can be seen that the coupled compact IRBF maintains
its high convergence rates and produces highly accurate and stable results while
the convergence rates of the compact IRBF fall dramatically. Figure 3.6 illustrates
a similar trend of the matrix condition number for the three schemes.
To study the computational efficiency of the coupled compact IRBF, compact
IRBF and HOC schemes, we increase the number of grids as {11, 13, ...} until
the solution accuracy achieves a target RMS level of 10−6. We also use a small
time step, ∆t = 10−6, and the solution is computed at t = 0.0125. Figure 3.7
shows that the present scheme uses a smaller amount of time to reach the target
accuracy than the compact IRBF and the HOC. It is noted that the final grid
used to achieve the target accuracy is 43 for the HOC and the compact IRBF
and 41 for the coupled compact IRBF.
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Table 3.2 Heat equation, ∆t = 10−6, t = 0.0125: The effect of the grid size h on the solution accuracy
RMS. LCR stands for “Local Convergence Rate”.
Grid (nx × ny)
HOC compact IRBF present
Tian et al. (2011) Thai-Quang et al. (2012b)
RMS LCR(∗) RMS LCR(∗) RMS LCR(∗)
11× 11 1.9029E-04 — 1.8980E-04 — 1.6692E-04 —
21× 21 2.1464E-05 3.37 2.1213E-05 3.39 1.5704E-05 3.66
31× 31 4.1528E-06 3.69 4.0418E-06 3.72 2.9809E-06 3.89
41× 41 1.1631E-06 3.87 1.1049E-06 3.91 8.2778E-07 4.03
51× 51 4.1535E-07 3.99 3.8564E-07 4.04 2.8916E-07 4.15
61× 61 1.7581E-07 4.08 1.5638E-07 4.15 1.1851E-07 4.23
71× 71 8.4228E-08 4.14 7.2009E-08 4.22 5.7172E-08 4.28
81× 81 4.4304E-08 4.19 3.6360E-08 4.29 3.2741E-08 4.28
91× 91 2.5062E-08 4.23 1.8962E-08 4.36 1.3035E-08 4.48
101× 101 1.5025E-08 4.26 1.8306E-08 4.17 7.5240E-09 4.51
111× 111 9.4465E-09 4.29 2.1701E-08 3.93 4.9223E-09 4.51
(∗)LCR=-log[RMS(nx)/RMS(11)]/log[nx/11].
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Figure 3.6 Heat equation, {11, 21, ..., 111}, ∆t = 10−6, t = 0.0125: The effect of the grid size h on the
matrix condition number. It is noted that the curves for the HOC and the compact IRBF are indistinguishable.
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Figure 3.7 Heat equation, {11, 13, ...}: The computational cost to achieve the target accuracy of 10−6. The
final grid is 43 for the HOC and the compact IRBF and 41 for the coupled compact IRBF.
The effect of the MQ width on the solution accuracy for three different grids
{11, 41, 71} is illustrated in Figure 3.8 where it can be observed that the present
scheme has better accuracy than the compact IRBF scheme.
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Figure 3.8 Heat equation, {11, 41, 71}, ∆t = 10−6, t = 0.0125: The effect of the MQ width β on the
solution accuracy RMS.
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3.4.3 Burgers equation
With Burgers equation, the performance of the proposed scheme can be investi-
gated for both convective and diffusive terms as
∂u
∂t
+ u
∂u
∂x
=
1
Re
∂2u
∂x2
, a ≤ x ≤ b, t ≥ 0, (3.98)
u(x, 0) = u0(x), a ≤ x ≤ b, (3.99)
u(a, t) = uΓ1(t) and u(b, t) = uΓ2(t), t ≥ 0, (3.100)
where Re > 0 is the Reynolds number; and, u0(x), uΓ1(t), and uΓ2(t) are pre-
scribed functions. The temporal discretisations of (3.98) using the Adams-Bashforth
scheme for the convective term and Crank-Nicolson scheme for the diffusive term,
result in
un − un−1
∆t
+
{
3
2
(
u
∂u
∂x
)n−1
− 1
2
(
u
∂u
∂x
)n−2}
=
1
2Re
{
∂2un
∂x2
+
∂2un−1
∂x2
}
,
(3.101)
or
{
1− ∆t
2Re
∂2
∂x2
}
un =
{
1 +
∆t
2Re
∂2
∂x2
}
un−1−∆t
{
3
2
(
u
∂u
∂x
)n−1
− 1
2
(
u
∂u
∂x
)n−2}
.
(3.102)
The problem is considered on a segment 0 ≤ x ≤ 1, t ≥ 0 in the form (Hassanien
et al., 2005)
u(x, t) =
α0 + µ0 + (µ0 − α0) exp(η)
1 + exp(η)
, (3.103)
where η = α0Re(x−µ0t−β0), α0 = 0.4, β0 = 0.125, µ0 = 0.6, and Re = 100. The
initial and boundary conditions can be derived from the analytic solution (3.103).
The calculations are carried out on a set of uniform grids {31, 41, ..., 191}. The
time step ∆t = 10−6 is chosen. The errors of the solution are calculated at the
time t = 0.0125. Figure 3.9 displays that the present scheme has lower errors
than the HOC and the compact IRBF. At high grid densities, it can be also seen
that the coupled compact IRBF is more accurate and stable than the compact
IRBF. A similar trend of the matrix condition number for the three schemes is
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observed in Figure 3.10.
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Figure 3.9 Burgers equation, {31, 41, ..., 191}, Re = 100, ∆t = 10−6, t = 0.0125: The effect of the
grid size h on the solution accuracy RMS. The solution converges as O(h4.29) for the HOC, O(h4.21) for
the compact IRBF, and O(h4.27) for the coupled compact IRBF.
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Figure 3.10 Burgers equation, {31, 41, ..., 191}, Re = 100, ∆t = 10−6, t = 0.0125: The effect of the
grid size h on the matrix condition number. It is noted that the curves for the HOC and the compact IRBF are
indistinguishable.
To study the computational efficiency of the coupled compact IRBF, compact
IRBF and HOC schemes, we increase the number of grids as {31, 41, ...} until the
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solution accuracy achieves a target RMS level of 10−6. The time step ∆t = 10−6
is chosen and the errors of the solution are calculated at the time t = 0.0125.
Figure 3.11 shows that the present scheme takes less time to reach the target
accuracy than the compact IRBF and the HOC. It is noted that the final grid
used to achieve the target accuracy is 121 for the HOC and the compact IRBF
and 111 for the coupled compact IRBF.
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Figure 3.11 Burgers equation, {31, 41, ...}: The computational cost to achieve the target accuracy of 10−6.
The final grid is 121 for the HOC and the compact IRBF and 111 for the coupled compact IRBF.
Figure 3.12 shows the effect of the MQ width on the solution accuracy, where the
present scheme produces better accuracy than the compact IRBF scheme over a
wide range of β for three different grids {31, 71, 101}.
3.4.4 Steady convection-diffusion equation
Consider (3.76) with cx = cy = 0.1, dx = dy = 1 in a square Ω = [0, L] × [0, L]
and apply the Dirichlet boundary condition. The analytic solution takes the form
(Sheu et al., 2011)
u =
u0
er+ − er− e
δx/2 sin(pix) (er+y − er−y) , (3.104)
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Figure 3.12 Burgers equation, {31, 71, 101}, Re = 100, ∆t = 10−6, t = 0.0125: The effect of the MQ
width β on the solution accuracy RMS.
where u0 = 1, δx = cxL/dx, δy = cyL/dy, L = 1, and
r± =
1
2
δy ± 1
2
√(
δ2y + 4W
)
, W = 4pi2 + δ2x/4. (3.105)
The driving function fb is given by
fb = cx
∂u
∂x
+ cy
∂u
∂y
− dx∂
2u
∂x2
− dy ∂
2u
∂y2
. (3.106)
To solve the steady equation (3.76), we make use of the unsteady form (3.73)
where ∂u
∂t
is considered as a pseudo time-derivative term to facilitate an iterative
calculation. The steady equation (3.76) thus has the same form as the unsteady
equation (3.73). When the difference of u between two successive time levels is
small, i.e. less than a given tolerance (3.90), the obtained solution is the solution
to (3.76).
In order to study the solution accuracy with the grid refinement, we employ a
set of uniform grids {11 × 11, 16 × 16, ..., 51 × 51} and a time step of 0.0005.
Figure 3.13 displays the present results are better than those of the HOC and the
compact IRBF.
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Figure 3.13 Steady convection-diffusion equation, {11× 11, 16× 16, ..., 51× 51}: The effect of the grid
size h on the solution accuracy RMS. The present solution is more accurate than those of the HOC and the
compact IRBF.
To investigate the computational efficiency of the coupled compact IRBF, com-
pact IRBF and HOC schemes, we let the number of grids increase as {11× 11, 13× 13, ...}
until the solution accuracy achieves a target RMS level of 10−6. The time step
is 0.0005. Figure 3.14 shows that the present scheme takes less time to reach the
target accuracy than the compact IRBF and the HOC. It is noted that the final
grid used to achieve the target accuracy is 47×47 for the compact IRBF, 45×45
for the HOC and 43× 43 for the coupled compact IRBF.
Figure 3.15 illustrates the solution accuracy versus the MQ width for three dif-
ferent grids {31× 31, 41× 41, 51× 51}. It is observed that the coupled compact
IRBF is more accurate and stable than the compact IRBF.
3.4.5 Unsteady diffusion equation
Consider a diffusion equation by setting the parameters in (3.73) as cx = cy = 0,
dx = dy = 1 and fb = 0. The analytic solution is taken here as (Tian and Ge,
2007)
u(x, y, t) = e−2pi
2t sin(pix) sin(piy). (3.107)
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Figure 3.14 Steady convection-diffusion equation, {11× 11, 13× 13, ...}: The computational cost to achieve
the target accuracy of 10−6. The final grid is 47×47 for the compact IRBF, 45×45 for the HOC and 43×43
for the coupled compact IRBF.
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Figure 3.15 Steady convection-diffusion equation, {31× 31, 41× 41, 51× 51}: The effect of the MQ width
β on the solution accuracy RMS.
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The problem domain is chosen to be a unit square Ω = [0, 1]× [0, 1] and the initial
and Dirichlet boundary conditions are derived from (3.107).
We employ a set of uniform grids {11 × 11, 16 × 16, ..., 41 × 41} to study the
solution accuracy with the grid refinement. Results computed at t = 0.0125
using ∆t = 10−5 are displayed in Figure 3.16, showing that the coupled compact
IRBF gives lower errors than the HOC and the compact IRBF.
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Figure 3.16 Unsteady diffusion equation, {11× 11, 16× 16, ..., 41× 41}, ∆t = 10−5, t = 0.0125: The
effect of the grid size h on the solution accuracy RMS. The present solution is more accurate than those of
the HOC and the compact IRBF.
In order to investigate the computational efficiency of the coupled compact IRBF,
compact IRBF and HOC schemes, we increase the number of grids as {11× 11, 13× 13, ...}
until the solution accuracy achieves a target RMS level of 10−6. Results are also
computed at t = 0.0125 using ∆t = 10−5. Figure 3.17 shows that the present
scheme reaches the target accuracy using less time than the compact IRBF and
the HOC. It is noted that the final grid used to achieve the target accuracy is
25×25 for the HOC and the compact IRBF and 23×23 for the coupled compact
IRBF.
We employ a set of time steps ∆t = {0.05, 0.025, 0.0125, 0.00625} to test the
temporal accuracy. Results computed at t = 1.25 using a uniform grid of 81× 81
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Figure 3.17 Unsteady diffusion equation, {11× 11, 13× 13, ...}: The computational cost to achieve the
target accuracy of 10−6. The final grid is 25 × 25 for the HOC and the compact IRBF and 23 × 23 for the
coupled compact IRBF.
are shown in Table 3.3.
Table 3.3 Unsteady diffusion equation, t = 1.25, grid of 81 × 81: Solution accuracy of the three schemes
against time step.
∆t
HOC compact IRBF present
Tian et al. (2011) Thai-Quang et al. (2012b)
RMS Rate RMS Rate RMS Rate
0.05 3.8518E-12 — 3.8518E-12 — 3.8519E-12 —
0.025 1.1276E-12 1.77 1.1276E-12 1.77 1.1277E-12 1.77
0.0125 2.9340E-13 1.94 2.9337E-13 1.94 2.9351E-13 1.94
0.00625 7.4089E-14 1.99 7.4054E-14 1.99 7.4199E-14 1.98
To facilitate a further comparison with the exponential high-order compact scheme
(EHOC) of Tian and Ge (2007), we now choose ∆t = h2 and t = 0.125. Table 3.4
indicates that the present coupled compact IRBF scheme is more accurate than
the HOC and compact IRBF schemes and comparable with the EHOC scheme.
The four schemes yield similar local convergence rates of about 4.
Figure 3.18 plots the RMS error against time with ∆t = 10−4 and t = 0.125
using a grid of 21× 21. The plot shows that the coupled compact IRBF is more
accurate than both the HOC and the compact IRBF.
The effect of the MQ width on the solution accuracy for three different grids
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Figure 3.18 Unsteady diffusion equation, grid of 21 × 21, ∆t = 10−4, t = 0.125: The solution accuracy
RMS against time.
{21× 21, 31× 31, 41× 41} is illustrated in Figure 3.19.
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Figure 3.19 Unsteady diffusion equation, {21× 21, 31× 31, 41× 41}, ∆t = 10−4, t = 0.125: The
effect of the MQ width β on the solution accuracy RMS.
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3.4.6 Unsteady convection-diffusion equation
Consider the unsteady convection-diffusion equation (3.73), where fb = 0, in a
square Ω = [0, 2]×[0, 2] with the following analytic solution (Noye and Tan, 1989)
u(x, y, t) =
1
4t+ 1
exp
[
−(x− cxt− 0.5)
2
dx(4t+ 1)
− (y − cyt− 0.5)
2
dy(4t+ 1)
]
, (3.108)
and the Dirichlet boundary conditions are used. From (3.108), one can derive
the initial and boundary conditions. The problem parameters are chosen as
cx = cy = 0.8 and dx = dy = 0.01.
To study the solution accuracy with the grid refinement, we employ a set of
uniform grids {31×31, 41×41, ..., 81×81}. The solution is calculated at t = 1.25
using ∆t = 10−4. Figure 3.20 describes that the proposed scheme has better
performance than the HOC and compact IRBF schemes.
h
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compact IRBF (Thai-Quang et al., 2012b)
present
Figure 3.20 Unsteady convection-diffusion equation, cx = cy = 0.8 and dx = dy = 0.01,
{31× 31, 41× 41, ..., 81× 81}, ∆t = 10−4, t = 1.25: The effect of the grid size h on the solution
accuracy RMS. The solution converges as O(h4.41) for the HOC, O(h4.32) for the compact IRBF, and
O(h4.27) for the coupled compact IRBF.
To investigate the computational cost in achieving an accuracy of interest, we
increase the grid {33×33, 35×35, ...} until the solution accuracy reaches the target
accuracy which is chosen to be RMS = 10−5. The solution is also calculated at
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t = 1.25 using ∆t = 10−4. Figure 3.21 illustrates that for a given level of accuracy,
the proposed scheme is more efficient than the HOC and compact IRBF schemes.
It is noted that the final grid used to achieve the target accuracy is 61 × 61 for
the HOC and the compact IRBF and 45× 45 for the coupled compact IRBF.
Time (minute)
0 5 10 15 20 25
R
M
S
10-5
10-4
HOC (Tian et al., 2011)
compact IRBF (Thai-Quang et al., 2012b)
present
Figure 3.21 Unsteady convection-diffusion equation, {33× 33, 35× 35, ...}: The computational cost to
achieve the target accuracy of 10−5. The final grid is 61 × 61 for the HOC and the compact IRBF and
45× 45 for the coupled compact IRBF.
Table 3.5 shows a comparison of L1, RMS and L∞ errors between the present
scheme and the third-order nine-point compact scheme of Noye and Tan (1989),
the fourth-order nine-point compact scheme of (Kalita et al., 2002), the HOC
scheme of Karaa and Zhang (2004), the EHOC scheme of Tian and Ge (2007),
the high-order compact boundary value method (HOC-BVM) of Dehghan and
Mohebbi (2008), the HOC scheme of Tian et al. (2011), and the compact IRBF
of Thai-Quang et al. (2012b). It can be seen that the present scheme yields the
most accurate solution. Furthermore, Figure 3.22 plots the solution accuracy
against time for these schemes (except for EHOC whose data is not available).
It illustrates that all of these curves have similar shapes and the present scheme
produces smaller error for every time step.
Ma et al. (2012) proposed a high-order hybrid Pade´ (HPD) method for the
convection-dominated diffusion problem and examined the performance of the
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Table 3.5 Unsteady convection-diffusion equation, cx = cy = 0.8 and dx = dy = 0.01, grid of 81 × 81,
t = 1.25, ∆t = 0.00625: Comparison of the solution accuracy between the present scheme and some
others.
Method L1(u) RMS(u) L∞(u)
third-order nine-point compact (Noye and Tan, 1989) 1.971E-05 1.280E-04 6.509E-04
fourth-order nine-point compact (Kalita et al., 2002) 1.597E-05 1.024E-04 4.477E-04
HOC (Karaa and Zhang, 2004) 9.218E-06 5.931E-05 2.500E-04
EHOC (Tian and Ge, 2007) 9.663E-06 6.194E-05 2.664E-04
HOC-BVM (Dehghan and Mohebbi, 2008) 9.493E-06 — 2.477E-04
HOC (Tian et al., 2011) 6.754E-06 2.200E-05 1.706E-04
compact IRBF (Thai-Quang et al., 2012b) 6.742E-06 2.197E-05 1.703E-04
present 5.989E-06 1.904E-05 1.427E-04
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third-order nine-point compact (Noye and Tan, 1989)
fourth-order nine-point compact (Kalita et al., 2002)
HOC (Karaa and Zhang, 2004)
HOC (Tian et al., 2011)
compact IRBF (Thai-Quang et al., 2012)
present
Figure 3.22 Unsteady convection-diffusion equation, cx = cy = 0.8 and dx = dy = 0.01, grid of 81× 81,
∆t = 0.00625, t = 1.25: The solution accuracy RMS against time. It is noted that the curves for the HOC
and the compact IRBF are indistinguishable.
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HPD scheme via this example, which is also considered in (Thai-Quang et al.,
2012b). For comparison purposes, we also consider two sets of parameters used
in their articles
Case I: cx = cy = 0.8, dx = dy = 0.01, t = 1.25, ∆t = 2.5E − 4.
Case II: cx = cy = 80, dx = dy = 0.01, t = 0.0125, ∆t = 2.5E − 6.
The corresponding Peclet number is thus Pe = 2 for case I and Pe = 200 for
case II. Results concerning RMS and L∞ errors are presented in Tables 3.6-3.8.
In the case of low Pe, the present scheme is superior to the HPD and also other
schemes (Table 3.6). In the case of high Pe (i.e. convection dominated), the
coupled compact IRBF yields the best performance: higher degrees of accuracy
(Table 3.7) and higher convergence rates (Table 3.8).
Table 3.6 Unsteady convection-diffusion equation, case I, grid of 81×81: Comparison of the solution accuracy
between the present coupled compact IRBF scheme and some other techniques.
Method RMS(u) L∞(u)
HOC (Karaa and Zhang, 2004) 2.73E-05 2.46E-04
PDE (You, 2006) 2.20E-05 1.71E-04
HPD (Ma et al., 2012) 6.38E-05 6.54E-04
HOC (Tian et al., 2011) 2.79E-06 2.40E-05
compact IRBF (Thai-Quang et al., 2012b) 2.75E-06 2.37E-05
present 6.68E-07 6.43E-06
Table 3.7 Unsteady convection-diffusion equation, case II, grid of 81×81: Comparison of the solution accuracy
between the present coupled compact IRBF scheme and some other techniques.
Method RMS(u) L∞(u)
HOC (Karaa and Zhang, 2004) 1.47E-02 2.42E-01
PDE (You, 2006) 5.49E-04 1.22E-02
HPD (Ma et al., 2012) 5.49E-04 1.24E-02
HOC (Tian et al., 2011) 5.46E-04 1.06E-02
compact IRBF (Thai-Quang et al., 2012b) 5.45E-04 1.06E-02
present 1.55E-04 2.93E-03
The effect of the MQ width on the solution accuracy is also plotted in Figure
3.23 for case I and in Figure 3.24 for case II. In both plots, it can be seen that
the coupled compact IRBF gives much more accurate results than the compact
IRBF.
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Figure 3.23 Unsteady convection-diffusion equation, case I, {31× 31, 51× 51, 81× 81}: The effect of the
MQ width β on the solution accuracy RMS.
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Figure 3.24 Unsteady convection-diffusion equation, case II, {21× 21, 51× 51, 81× 81}: The effect of the
MQ width β on the solution accuracy RMS.
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3.5 Concluding remarks
A coupled compact integrated radial basis function (IRBF) scheme has been pro-
posed in this chapter. The proposed scheme is constructed over a three-point
stencil, where nodal first- and second-order derivative values of the field vari-
able are both incorporated into the approximation by means of their identity
equations. This leads to a significant improvement in the solution accuracy and
stability in comparison with the normal compact IRBF. Numerical examples in-
dicate that the results obtained by the present scheme are superior to those of
the compact IRBF, HOC and some other high-order schemes. Moreover, the en-
hanced convergence rate of the present scheme provides the present scheme with
an ability to obtain a prescribed accuracy using smaller amount of time compared
with the compact IRBF and HOC schemes. It can be stated that the coupled
compact IRBF scheme is a stable, efficient and promising highly accurate method
for both derivative computation and second-order differential solutions.
In the next chapter, we will integrate this coupled compact scheme into domain
decomposition methods for solving large-scale fluid flow problems. The solution
accuracy and efficiency of the serial and parallel algorithms implemented with
the coupled compact IRBF will be presented.
Chapter 4
Coupled compact integrated RBF and do-
main decomposition scheme for fluid flows
This chapter presents a high-order coupled compact integrated RBF (IRBF) ap-
proximation based domain decomposition (DD) algorithms for the discretisation
of second-order differential problems. Several Schwarz DD algorithms, including
one-level additive/ multiplicative and two-level additive/ multiplicative/ hybrid,
are employed. The coupled compact IRBF based DD algorithms are analysed
with different grid sizes, numbers of sub-domains and overlap sizes for Poisson
problems. Our convergence analysis shows that the coupled compact IRBF two-
level multiplicative version is the most effective algorithm among various schemes
employed here. Especially, the present coupled compact IRBF two-level method
converges quite rapidly even when the domain is divided into many sub-domains,
which shows great promise for either serial or parallel computing. For practical
tests, we then incorporate the coupled compact IRBF into serial and parallel
two-level multiplicative Schwarz. Several numerical examples, including those
governed by Poisson and Navier-Stokes equations are analysed to demonstrate
the accuracy and efficiency of the serial and parallel algorithms implemented
with the coupled compact IRBF. Numerical results show: (i) the coupled com-
pact IRBF-Serial and -Parallel algorithms have the capability to reach almost
the same solution accuracy level of the coupled compact IRBF-Single domain,
which is ideal in terms of computational calculations; (ii) the coupled compact
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IRBF-Serial and -Parallel algorithms are highly accurate in comparison with stan-
dard finite difference, compact finite difference and some other schemes; (iii) the
proposed coupled compact IRBF-Serial and -Parallel algorithms may be used as
alternatives to solve large-size problems which the coupled compact IRBF-Single
domain may not be able to deal with. The ability of producing stable and highly
accurate results of the proposed serial and parallel schemes is believed to be the
contribution of the coarse mesh of the two-level domain decomposition and the
coupled compact IRBF approximation. It is noted that the focus of this chapter
is on the derivation of highly accurate serial and parallel algorithms for second-
order differential problems. The scope of this work does not cover a thorough
analysis of computational time.
4.1 Introduction
Traditional techniques such as the finite difference method (FDM), finite volume
method (FVM), finite element method (FEM) and boundary element method
(BEM) are among the most popular numerical solution methods for partial dif-
ferential equations (PDEs) governing many problems in engineering and sciences.
These methods are based on some discretisation of a problem domain into small
elements. These elements are not overlapping each other. If an element is heavily
distorted, approximations on this element are of poor quality, leading to un-
acceptable accuracy or possibly failed computation. Element-free methods are
developed to address the issues associated with element distortions by using dif-
ferent approximation methods over a cluster of scattered nodes. The smooth
particle hydrodynamics method (SPH) (Lucy, 1977) is one of the initial and well
developed element-free methods. The diffusive element method (DEM) (Nay-
roles et al., 1992) was the first element-free method to employ moving least
squares (MLS) approximation (Lancaster and Salkauskas, 1981) in constructing
their shape functions over scattered nodes. Several element-free methods have
been proposed since then, including the element-free Galerkin method (EFG)
(Belytschko et al., 1994), the reproducing kernel particle method (RKPM) (Liu
et al., 1996), the partition of unity (PU) method (Babuska and Melenk, 1997)
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and the meshless local Petrov-Galerkin method (MLPG) (Atluri and Zhu, 1998).
For an overview on these element-free methods, readers may find more details in
(Belytschko et al., 1994; Chen et al., 2006) and references therein.
In the last three decades, there has been great interest in using element-free ra-
dial basis function (RBF) methods for the numerical solutions of various types
of PDEs. Kansa (1990a,b) introduced a new approach for this kind of problems,
using radial basis functions (here referred as differential/direct RBF or DRBF)
for the approximate solutions of PDEs. Mai-Duy and Tran-Cong (2001a,b, 2003)
then proposed an idea of using indirect/integrated radial basis functions (IRBFs)
for the solution of PDEs. Numerical examples in Mai-Duy and Tran-Cong (2001a,b,
2003, 2005) show that the IRBF approach achieves a greater accuracy than the
DRBF approach. It has been shown that these RBF methods are more accurate
than the traditional techniques such as the FDM, FVM and FEM (Zerroukat
et al., 1998; Li et al., 2003b; Thai-Quang et al., 2012b). Furthermore, the RBF
approaches can work with simple discretisation based on a Cartesian grid. How-
ever, when dealing with large-scale problems, a big obstacle for the global RBF
method is that the system matrix is generally ill-conditioned, non-symmetric and
dense. Therefore, the RBF method needs to be combined with the domain de-
composition (DD) method to reduce the density and ill-conditioning of the matrix
for an accurate solution.
The earliest idea of DD was introduced as a classical Schwarz alternating algo-
rithm by Schwarz in 1870. Generally, DD methods can be classified into two
major methods: overlapping methods, which are referred to as Schwarz methods,
and non-overlapping methods, which are referred to as iterative sub-structuring
or Schur complement methods (Smith et al., 1996; Quarteroni and Valli, 1999;
Toselli and Widlund, 2005). In this work, we will concentrate on iterative Schwarz
DD methods using overlapping sub-domains. The overlapping DD methods have
a simple algorithmic structure because there is no need to solve the continuity
problem across sub-domain interfaces (Cai, 2003). The overlapping methods pro-
vide parallel, potentially fast and robust algorithms for the solution of linear or
nonlinear systems of equations resulting usually from the discretisation of PDEs.
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It is noted that the convergence characteristics of the DD based methods are
sensitive to the choice of the number of sub-domains, mesh sizes and overlap sizes.
In particular, having too many sub-domains leads to a very large coarse mesh
problem, while having too few sub-domains requires the solution of large problems
for each sub-domain. Furthermore, having too small overlaps usually leads to a
large number of iterations, while having too large overlaps leads to the solution
of large problems for each sub-domain. In this point of view, efficient DD based
methods should stably converge with a small number of iterations for a wide range
of numbers of sub-domains and mesh sizes, using a small number of overlaps. For
most of overlapping domain decomposition algorithms, it was reported that the
overlapping ratio cannot be fixed a priori without a preliminary study. Indeed, if
the ratio is too small, the error at the frontiers will increase, affecting the quality
of the overall results, and if the ratio is too large, the quality will also be degraded
due to a larger size of the sub-domains and a potentially higher complexity of the
sub-functions to approximate. Although there is no analytical way to compute
the optimal value of the overlapping ratio at the present, in practice it generally
falls in between 10% and 20% of the width of a sub-domain (Smith et al., 1996;
Palma et al., 2008).
In this chapter, we investigate convergence characteristics of the recently devel-
oped three-point coupled compact integrated RBF (IRBF) approximation scheme
proposed in (Tien et al., 2015c) when incorporated into the Schwarz DD algo-
rithms for solving Poisson problems. Different types of Schwarz DD algorithms
are utilised, including the one-level additive/ multiplicative and two-level addi-
tive/ multiplicative/ hybrid. In the one-level algorithm, a fine mesh problem on
each sub-domain is solved and the sub-domain solutions are interpolated back to
the global grid. The two-level algorithm is formulated by adding the coarse mesh
problem to the one-level problem. The use of the coarse mesh generally reduces
the number of iterations. The present coupled compact IRBF based Schwarz
DD algorithms are investigated with various grid sizes, numbers of sub-domains
and overlap sizes. It is found that the present coupled compact IRBF two-level
multiplicative version is far better than the other coupled compact IRBF based
DD versions in terms of the iteration count. The present coupled compact IRBF
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two-level multiplicative version shows a great promise for both serial and parallel
computing because it is stable with various numbers of sub-domains and grid
sizes while being able to converge quickly with very small overlap sizes.
Then, we incorporate the coupled compact IRBF into serial and parallel two-level
multiplicative Schwarz algorithms for practical tests. We parallelise problems
which are decomposed by the two-level multiplicative Schwarz with a colour-
ing technique. The serial and parallel algorithms are so called coupled compact
IRBF-Serial and -Parallel, respectively. To analyse their accuracy and efficiency,
analytical examples including Poisson and Navier-Stokes equations are performed.
Lid driven cavity problems, in which Taylor-series type boundary condition for
vorticity is first implemented in the context of the coupled compact IRBF, are also
analysed as practical applications. Numerical results show: (i) the results pro-
duced by the coupled compact IRBF-Serial and -Parallel have almost the same
solution accuracy with those calculated by the coupled compact IRBF-Single
domain, which is computationally ideal; (ii) the coupled compact IRBF-Serial
and -Parallel algorithms are highly accurate in comparison with standard FDM,
higher-order compact finite difference (HOC) and some other schemes; (iii) the
proposed coupled compact IRBF-Serial and -Parallel algorithms can efficiently
solve large-size problems which the single domain algorithms are struggling to
handle.
This chapter is organised as follows. Section 4.2 reviews the coupled compact
IRBF approximation scheme. In Section 4.3, we briefly describe the one-level
additive/ multiplicative and two-level additive/ multiplicative/ hybrid. In Sec-
tion 4.4, the GMRES iterative method is briefly mentioned. Section 4.5 explains
the serial and parallel two-level multiplicative Schwarz DD methods, followed by
Section 4.6 which details the parallel technique. Numerical examples demonstrat-
ing the convergence analysis and effectiveness of the algorithms are presented in
Section 4.8. Finally, the concluding remarks of the chapter are given in Section
4.9.
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4.2 Coupled compact IRBF scheme
The coupled compact integrated radial basis function (coupled compact IRBF)
approximation scheme developed by Tien et al. (2015c) is utilised in this chapter.
Readers may find more details about coupled compact IRBF scheme in (Tien
et al., 2015c), which are summarised here for convenience.
The essence of the coupled compact IRBF scheme is to couple extra information
of the nodal first- and second-order derivative values via their identity equations,
which makes the scheme more accurate, stable and efficient. Hereafter, for brevity,
η denotes either x or y in a generic local stencil {η1, η2, η3}, where η1 < η2 < η3
and η2 ≡ η(i,j), are illustrated in Figure 4.1
Figure 4.1 Compact three-point 1D-IRBF stencil for interior nodes.
4.2.1 First-order derivatives at interior nodes
For the coupled compact approximation of the first-order derivatives at inte-
rior nodes, nodal derivative values (i.e. extra information) are chosen as not only{
du1
dη
; du3
dη
}
but also
{
d2u1
dη2
; d
2u3
dη2
}
. At a particular interior node, the approximation
is processed through three steps: (i) we first approximate its first-order derivative
over its associated three-point stencil involving
{
du1
dη
; du3
dη
}
; (ii) we then approx-
imate its first-order derivative over the same stencil used in step (i) involving{
d2u1
dη2
; d
2u3
dη2
}
; (iii) an identity equation of the first-order derivative is employed to
enhance the level of compactness of the stencil. Both
{
du1
dη
; du3
dη
}
and
{
d2u1
dη2
; d
2u3
dη2
}
are incorporated into the first-order derivative approximation.
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First-order derivatives at interior nodes involving
{
du1
dη
; du3
dη
}
At η = η2, the approximation formulation of the stencil is expressed in the matrix-
vector form as
[
−µ1F4 1 −µ1F5
]
u′n +
[
0 0 0
]
u′′n =
[
µ1F1 µ1F2 µ1F3
]
un, (4.1)
where {µ1Fi}5i=1 is the set of IRBFs in the physical space, in which 1 and F stand
for the 1st derivatives to be approximated and the extra information of the nodal
first-order derivative values chosen, respectively; u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n =
[u′′1
n, u′′2
n, u′′3
n]T ; and, un = [u1
n, u2
n, u3
n]T . It is noted that u′′n is introduced
here to produce a general form for the coupling task which is mentioned later on.
First-order derivatives at interior nodes involving
{
d2u1
dη2
; d
2u3
dη2
}
At η = η2, the approximation formulation of the stencil is expressed in the matrix-
vector form as
[
0 1 0
]
u′n +
[
−µ1S4 0 −µ1S5
]
u′′n =
[
µ1S1 µ1S2 µ1S3
]
un, (4.2)
where {µ1Si}5i=1 is the set of IRBFs in the physical space, in which 1 and S
stand for the 1st derivatives to be approximated and the extra information of the
nodal second-order derivative values chosen, respectively; u′n = [u′1
n, u′2
n, u′3
n]T ;
u′′n = [u′′1
n, u′′2
n, u′′3
n]T ; and, un = [u1
n, u2
n, u3
n]T .
First-order derivative couplings at interior nodes
At η = η2, a coupling equation in matrix-vector form is described as
[
µ1F4 0 µ1F5
]
u′n +
[
−µ1S4 0 −µ1S5
]
u′′n
=
[
(µ1S1 − µ1F1) (µ1S2 − µ1F2) (µ1S3 − µ1F3)
]
un, (4.3)
where u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n]T ; and, un = [u1
n, u2
n, u3
n]T .
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4.2.2 First-order derivatives at boundary nodes
At the boundary nodes, the first-order derivatives are approximated in special
compact stencils. Consider the boundary node, e.g. η1. Its associated stencil is
{η1, η2, η3, η4} as shown in Figure 4.2. For the coupled compact approximation
of the first-order derivative at the boundary node η1, nodal derivative values
(i.e. extra information) are chosen as both du2
dη
and d
2u2
dη2
. The approximation is
processed through three steps: (i) we first approximate its first-order derivative
over its associated four-point stencil involving du2
dη
; (ii) we then approximate its
first-order derivative over the same stencil used in step (i) involving d
2u2
dη2
; (iii) an
identity equation of the first-order derivative is employed to enhance the level of
compactness of the stencil. Both du2
dη
and d
2u2
dη2
are incorporated into the second-
order derivative approximation.
Figure 4.2 Special compact four-point 1D-IRBF stencil for boundary nodes.
First-order derivatives at boundary node η1 involving
du2
dη
[
1 −µsp1F5 0 0
]
u′n +
[
0 0 0 0
]
u′′n
=
[
µsp1F1 µsp1F2 µsp1F3 µsp1F4
]
un, (4.4)
where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
First-order derivatives at boundary node η1 involving
d2u2
dη2
[
1 0 0 0
]
u′n +
[
0 −µsp1S5 0 0
]
u′′n
=
[
µsp1S1 µsp1S2 µsp1S3 µsp1S4
]
un, (4.5)
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where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
First-order derivative coupling at boundary node η1
[
0 µsp1F5 0 0
]
u′n +
[
0 −µsp1S5 0 0
]
u′′n
=
[
(µsp1S1 − µsp1F1) (µsp1S2 − µsp1F2) (µsp1S3 − µsp1F3) (µsp1S4 − µsp1F4)
]
un,
(4.6)
where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
In a similar manner, one is able to calculate the first-order derivative at the
boundary node ηnη .
4.2.3 Second-order derivatives at interior nodes
In a similar manner as in Section 4.2.1, one is able to calculate the coupled com-
pact approximation of the second-order derivatives at interior nodes as follows.
Second-order derivatives at interior nodes involving
{
du1
dη
; du3
dη
}
At η = η2, the approximation formulation of the stencil is expressed in the matrix-
vector form as
[
−ν2F4 0 −ν2F5
]
u′n +
[
0 1 0
]
u′′n =
[
ν2F1 ν2F2 ν2F3
]
un, (4.7)
where {ν2Fi}5i=1 is the set of IRBFs in the physical space, in which 2 and F stand
for the 2nd derivatives to be approximated and the extra information of the first-
order derivatives, respectively; u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n]T ; and,
un = [u1
n, u2
n, u3
n]T .
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Second-order derivatives at interior nodes involving
{
d2u1
dη2
; d
2u3
dη2
}
At η = η2, the approximation formulation of the stencil is expressed in the matrix-
vector form as
[
0 0 0
]
u′n +
[
−ν2S4 1 −ν2S5
]
u′′n =
[
ν2S1 ν2S2 ν2S3
]
un, (4.8)
where {ν2Si}5i=1 is is the set of IRBFs in the physical space, in which 2 and S
stand for the 2nd derivatives to be approximated and the extra information of the
second-order derivatives, respectively; u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n]T ;
and, un = [u1
n, u2
n, u3
n]T .
Second-order derivative couplings at interior nodes
At η = η2, a coupling equation in the matrix-vector form is described as
[
ν2F4 0 ν2F5
]
u′n +
[
−ν2S4 0 −ν2S5
]
u′′n
=
[
(ν2S1 − ν2F1) (ν2S2 − ν2F2) (ν2S3 − ν2F3)
]
un, (4.9)
where u′n = [u′1
n, u′2
n, u′3
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n]T ; and un = [u1
n, u2
n, u3
n]T .
4.2.4 Second-order derivatives at boundary nodes
In a similar manner as in Section 4.2.2, one is able to calculate the coupled
compact approximation of the second-order derivatives at boundary nodes as
follows.
Second-order derivatives at boundary node η1 involving
du2
dη
[
0 −νsp2F5 0 0
]
u′n +
[
1 0 0 0
]
u′′n
=
[
νsp2F1 νsp2F2 νsp2F3 νsp2F4
]
un, (4.10)
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where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
Second-order derivatives at boundary node η1 involving
d2u2
dη2
[
0 0 0 0
]
u′n +
[
1 −νsp2S5 0 0
]
u′′n
=
[
νsp2S1 νsp2S2 νsp2S3 νsp2S4
]
un, (4.11)
where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
Second-order derivative coupling at boundary node η1
[
0 νsp2F5 0 0
]
u′n +
[
0 −νsp2S5 0 0
]
u′′n
=
[
(νsp2S1 − νsp2F1) (νsp2S2 − νsp2F2) (νsp2S3 − νsp2F3) (νsp2S4 − νsp2F4)
]
un,
(4.12)
where u′n = [u′1
n, u′2
n, u′3
n, u′4
n]T ; u′′n = [u′′1
n, u′′2
n, u′′3
n, u′′4
n]T ; and, un = [u1
n, u2
n, u3
n, u4
n]T .
In an similar manner, one is able to calculate the second-order derivative at the
boundary node ηnη .
4.2.5 Matrix assembly for first- and second-order derivative expressions
The IRBF system on a grid line for the first-order derivative is obtained by letting
the interior node taking values from 2 to (nη − 1) in (4.1), (4.2), and (4.3); and,
making use of (4.4), (4.5), and (4.6) for the boundary nodes 1 and nη. In a
similar manner, the IRBF system on a grid line for the second-order derivative
is obtained by letting the interior node taking values from 2 to (nη − 1) in (4.7),
(4.8), and (4.9); and, making use of (4.10), (4.11), and (4.12) for the boundary
4.3. Domain decomposition preconditioners 117
nodes 1 and nη. The resultant matrix assembly is expressed as
A1F 0
A1S B1S
A1FS B1FS
A2F B2F
0 B2S
A2FS B2FS

︸ ︷︷ ︸
Coefficient matrix
 u′n
u′′n
 =

R1F
R1S
R1FS
R2F
R2S
R2FS

un , (4.13)
where A1F, A1S, B1S, A1FS, B1FS, A2F, B2F, B2S, A2FS, B2FS, and 0 are nη × nη
matrices; u′n =
{
u′1
n, u′2
n, ..., u′nη
n
}T
; u′′n =
{
u′′1
n, u′′2
n, ..., u′′nη
n
}T
; and, un ={
u1
n, u2
n, ..., unη
n
}T
. The coefficient matrix is sparse with diagonal, bi-diagonal,
and tri-diagonal sub-matrices. Solving (4.13) yields
u′n = Dηun, (4.14)
u′′n = Dηηun, (4.15)
where Dη and Dηη are nη × nη matrices. The approximations of the first- and
second-order derivatives, u′ and u′′, respectively, are will be used for calculations
in the following sections.
4.3 Domain decomposition preconditioners
This chapter presents the implementation of the Schwarz domain decomposi-
tion (DD) preconditioned GMRES techniques using the coupled compact IRBF
approximation scheme for the convergence analysis for Poisson problems. In or-
der to describe the working principles of the Schwarz DD methods, we will first
reintroduce the classical alternating and parallel Schwarz algorithms for Pois-
son problems as below. For more information about the Schwarz DD methods,
readers are referred to the literature in (Smith et al., 1996; Danaila, 2007).
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4.3.1 Classical Schwarz
In one dimension, the Poisson problem is expressed as follows.
−u′′(x) = f(x) for x ∈ (a, b),
u(a) = ua,
u(b) = ub,
(4.16)
where u′′ are the operators of the approximation of the second-order derivative;
f are given right hand side values; u are solutions; and, ua and ub are boundary
values. The computational interval [a, b] is discretised on n+ 2 points xi = a+ ih
for i = 0, ..., n+1 with a uniform step h = b−a
n+1
. For simplicity, we decompose the
computational interval [a, b] into two sub-intervals with overlapping: we choose
an odd value n and two integer values il and ir symmetric with respect to
n+1
2
such that il <
n+1
2
< ir. We set xl = ilh and xr = irh, thus defining two intervals
[a, xr] and [xl, b] with a nonempty overlap [a, xr] ∩ [xl, b] = [xl, xr] = Ω0 6= ∅.
The problem domain and sub-domains become Ω = (a, b), Ω1 = (a, xr), and
Ω2 = (xl, b), respectively. It is noted that the domains Ω, Ω1 and Ω2 do not
include their boundaries and ∪2i=1Ωi = Ω.
We now compute the solution u to the problem (4.16) by solving two problems
on sub-intervals [a, xr] and [xl, b]. The solution u1 (respectively u2) is expected
to be the restriction on the [a, xr] (respectively [xl, b]) of the solution u to the
problem on the full interval [a, b]. The two solutions u1 and u2 must therefore
be identical within the overlapping region [xl, xr], which allows us to define the
boundary conditions in xl and xr
u1(xr) = β = u2(xr) and u1(xl) = α = u2(xl), (4.17)
Initially, the values of α and β are “guessed” by linear interpolation of the global
boundary conditions
α =
1
b− a {ua(b− xl) + ub(xl − a)} , (4.18)
4.3. Domain decomposition preconditioners 119
β =
1
b− a {ua(b− xr) + ub(xr − a)} . (4.19)
Classical alternating Schwarz
In alternating Schwarz method, a sequence (un1 , u
n
2 ) for n ≥ 0 is built by solving
alternatively the same equations (4.16) in [a, xr] and [xl, b] with the values on the
boundary defined by the previously computed values in the other sub-domain.
The alternating Schwarz method begins by selecting an initial guess u2
0(xr) = β.
Then, iteratively for n = 1, 2, 3..., one solves the boundary value problem
[a, xr]

−u′′1n(x) = f(x) for x ∈ Ω1 = (a, xr),
u1
n(a) = ua,
u1
n(xr) = u2
n−1(xr),
(4.20)
for solution u1
n. This is followed by the solution of the boundary value problem
[xl, b]

−u′′2n(x) = f(x) for x ∈ Ω2 = (xl, b),
u2
n(xl) = u1
n(xl),
u2
n(b) = ub,
(4.21)
for solution u2
n.
Classical parallel Schwarz
In parallel Schwarz method, we set u1
0(xl) = α and u2
0(xr) = β. The computa-
tions in [a, xr] and [xl, b] are made in parallel
[a, xr]

−u′′1n(x) = f(x) for x ∈ (a, xr),
u1
n(a) = ua,
u1
n(xr) = u2
n−1(xr),
(4.22)
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and
[xl, b]

−u′′2n(x) = f(x) for x ∈ (xl, b),
u2
n(xl) = u1
n−1(xl),
u2
n(b) = ub,
(4.23)
for solution u1
n and u2
n.
The two classical algorithms described above can be modified to get additive,
multiplicative and hybrid DD preconditioners used in a Krylov subspace solver
such as GMRES. For convenience, we only summarise those DD preconditioners
in this chapter as below. For more details, readers refer to (Smith et al., 1996).
4.3.2 Addictive, multiplicative and hybrid Schwarz preconditioners
Figure 4.3 illustrates the decomposition of the global domain Ω into two sub-
domains Ωi, where Ωi are overlapping sub-domains.
Figure 4.3 An example of decomposition of a domain into two sub-domains.
We define the restriction map Ri from global domain Ω to sub-domain Ωi as
follows.
R1 =
[
IΩ1 0
]
, (4.24)
R2 =
[
0 IΩ2
]
, (4.25)
where I are identity matrices. Then, sub-domain matrix is defined as
Ai = RiAR
T
i , (4.26)
where A is the problem system matrix and RTi is the interpolation map from
global domain Ω to sub-domain Ωi. For general description, we assume that the
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global domain Ω is divided into q sub-domains, where q ≥ 2.
One-level additive Schwarz preconditioner
The one-level additive Schwarz preconditioner is simply formulated as.
Algorithm 1 : one-level additive Schwarz preconditioner
v←
q∑
i=1
Bir, (4.27)
where r is the residual; Bi = R
T
i A
−1
i Ri restricts the residual r to sub-domain Ωi;
and, v is Krylov vector in the GMRES algorithm.
One-level multiplicative Schwarz preconditioner
One-level multiplicative Schwarz preconditioner, the sequential version of the
one-level additive Schwarz preconditioner, is expressed as follows.
Algorithm 2 : one-level multiplicative Schwarz preconditioner
v← B1r, (4.28)
v← v + B2(r−Av), (4.29)
...
v← v + Bq(r−Av). (4.30)
Partition of unity coarse meshes for two-level algorithms : In the two-
level methods, coarse meshes need to be constructed. We define the coarse mesh
on the existing fine mesh (Jenkins et al., 2001). By this way, we do not need
to create the coarse mesh geometry or use the geometric information about sub-
domains. Figure 4.4 shows the discretisation of a fine mesh into two coarse
meshes with one coarse mesh map per sub-domain Ωi, where Ω0 = Ω1 ∩Ω2 is an
overlapping region.
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Figure 4.4 An example of discretisation of two coarse meshes.
We use the partition of unity (PU), i.e. to sum up to one everywhere in the
domain of calculation, and let Pi be a PU subordinate to the covering partition
Ωi of Ω with the following conditions
P1 + P2 = 1,
0 ≤ P1,P2 ≤ 1,
P1 ≡ 1 on Ω1 \ Ω0 and P1 ≡ 0 on Ω2 \ Ω0,
P2 ≡ 1 on Ω2 \ Ω0 and P2 ≡ 0 on Ω1 \ Ω0.
(4.31)
Similarly to the one-level, we will choose R0, a coarse mesh restriction map from
fine to coarse meshes, such that it has the form
R0 =
 W1
W2
 , (4.32)
where W1 and W2 are defined as
W1 = P
1/‖P1‖2 and W2 = P2/‖P2‖2, (4.33)
‖·‖2 denotes Euclidean norm. A Galerkin or variational coarse grid correction
uses the fine grid matrix to obtain the coarse mesh matrix as follows.
A0 = R0AR
T
0 , (4.34)
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where RT0 is a coarse mesh interpolation map from fine to coarse meshes. For
general description, we again assume that the global domain Ω is divided into q
sub-domains, where q ≥ 2.
Two-level additive Schwarz preconditioner
The two-level additive Schwarz is formed by adding the coarse mesh problem to
the one-level additive problem.
Algorithm 3 : two-level additive Schwarz preconditioner
v←
(
RT0 A
−1
0 R0 +
q∑
i=1
Bi
)
r. (4.35)
Two-level multiplicative Schwarz preconditioner
The two-level multiplicative Schwarz is formed by adding the coarse mesh problem
to the one-level multiplicative as follows. It is noted that the coarse mesh problem
is solved only once at the beginning of calculation.
Algorithm 4 : two-level multiplicative Schwarz preconditioner
v← RT0 A−10 R0r, (4.36)
v← v + B1(r−Av), (4.37)
...
v← v + Bq(r−Av). (4.38)
Two-level hybrid I Schwarz preconditioner
The two-level hybrid I is formulated on the basis of the one-level multiplicative
by adding the coarse mesh problem to its last stage.
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Algorithm 5 : two-level hybrid I Schwarz preconditioner
v← B1r, (4.39)
v← v + B2(r−Av), (4.40)
...
v← v + Bq(r−Av). (4.41)
v← v + RT0 A−10 R0r. (4.42)
Two-level hybrid II Schwarz preconditioner
The two-level hybrid II is formulated on the basis of the one-level additive by
adding the coarse mesh problem to its last stage.
Algorithm 6 : two-level hybrid II Schwarz preconditioner
v←
q∑
i=1
Bir, (4.43)
v← v + RT0 A−10 R0(r−Av). (4.44)
4.4 GMRES
We utilise a generalised minimal residual algorithm (GMRES) for solving non-
symmetric linear systems. More information about GMRES may be found in
(Saad and Schultz, 1986; Strang, 2007). Consider the linear system
Au = f, (4.45)
where f are given right hand side values; u are unknowns; and, A is the problem
system matrix. The GMRES algorithm is outlined in Table 4.1, where Algo-
rithmF is used to represent one of the six preconditioning algorithms mentioned
above and ε is the GMRES tolerance.
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Table 4.1 GMRES Algorithm.
Initialisation
r0 ← f−Au0 compute initial residual
β ← ‖r0‖2 compute initial residual norm
v1 ← r0/β define first Krylov vector
g← βe1 initialise right hand side
Iteration
1. for j = 1, 2, ..., k, ..., until satisfied do
2. vj+1 ← AlgorithmF (vj) preconditioning step
3. vj+1 ← Avj+1 matrix-vector product
4. for i = 1, 2, ..., j modified Gramm-Schmidt orthogonali-
sation
5. hi,j ← (vi,vj+1)
6. vj+1 ← vj+1 − hi,jvi
7. hj+1,j ← ‖vj+1‖2
8. vj+1 ← vj+1/hj+1,j define next Krylov vector
9. for i = 1, 2, ..., j previous Givens rotation on H
10.
 hi,j ← cihi,j + sihi+1,jhi+1,j ← −sihi,j + cihi+1,j
11. γ ←
√
h2j,j + h
2
j+1,j compute next Givens rotation
12. cj ← hj,j/γ; sj ← hj+1,j/γ
13.
 hj,j ← γhj+1,j ← 0 Givens rotation on H
14.
 gj ← cjgjgj+1 ← −sjgj Givens rotation on g
15. if |gj+1| ≤ ε exit loop loop convergence check
Form approximate solution
y1
...
yj
←

h1,1 · · · h1,j
...
. . .
...
0 · · · hj,j

−1
g1
...
gj
 back substitution
uk ← u0 + Vkyk. form approximate solution
Note: AlgorithmF is used to represent one of the six preconditioning algorithms
mentioned in Section 4.3.2.
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4.5 Serial and parallel two-level multiplicative Schwarz DD methods
For numerical examples, we incorporate the coupled compact IRBF into serial and
parallel two-level multiplicative Schwarz DD methods to solve the linear system
(4.45) as follows.
4.5.1 Serial two-level multiplicative Schwarz
First, solve the coarse mesh problem once at the beginning
u← B0(f−Au), (4.46)
Then, solve the fine mesh problem
u← u + B1(f−Au), (4.47)
...
u← u + Bq(f−Au), (4.48)
where Bi = R
T
i A
−1
i Ri.
4.5.2 Parallel two-level multiplicative Schwarz
The serial two-level multiplicative Schwarz method mentioned above has very
little potential for parallelism. This is easily fixed. It is noted that there are
often many sub-domains which share no common grid points as shown in Figure
4.5. The numerical solution on these sub-domains, therefore, could be updated
simultaneously, in parallel.
Define a colouring of the sub-domains in the way described in (Smith et al., 1996).
For each sub-domain, we associate a colour in the way that no two sub-domains
sharing common grid points have the same colour. Let i be the number of colours
used.
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Figure 4.5 Colouring of 5× 5 sub-domains into four classes.
In this chapter, we introduce the coarse mesh problem into the original colouring
technique of Smith et al. (1996). We can now generate a i-step method as follows.
First, solve the coarse mesh problem once at the beginning
un ← B0 (f−Aun) , (4.49)
Then, solve the fine mesh problem
un+1/i ← un +
∑
i∈Ω1
Bi (f−Aun) , (4.50)
un+2/i ← un+1/i +
∑
i∈Ω2
Bi
(
f−Aun+1/i) , (4.51)
...
un+1 ← un+(i−1)/i +
∑
i∈Ω4
Bi
(
f−Aun+(i−1)/i) , (4.52)
where (n+ 1) is the current time level.
4.6 Parallelism
The parallel implementation is based on the colouring technique explained in
Section 4.5.2. As shown in Figure 4.5, four colours are used to mark colours of
sub-domains so that sub-domains with the same colour do not overlap each other.
In each sub-step from (4.50) to (4.52), when one colour is considered, each CPU
is assigned to solve the problem in each sub-domain within that colour. Then,
the results from sub-domains will be exchanged between themselves in order for
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each sub-domain to obtain a unique copy of the whole domain solution. In next
sub-step, the next colour is considered and this process keeps going until the
convergence measurement reaches a predefined value.
In this implementation, the broadcast communication is used because each sub-
domain needs to send information to and receive it from all other sub-domains.
As whole domain solution is kept in each sub-domain and updated after each sub-
step, the convergence measurement calculated in each sub-domain is consistent
with all other sub-domains. This ensures the concurrent convergence of sub-
domains and thus alleviate the need of a dedicated termination algorithm for the
whole system.
4.7 Stream function-vorticity formulation
The transient Navier-Stokes equations for an incompressible viscous fluid in the
stream function-vorticity formulation are expressed in the dimensionless conser-
vative forms as follows.
∂ω
∂t
+
∂(uω)
∂x
+
∂(vω)
∂y
=
1
Re
(
∂2
∂x2
+
∂2
∂y2
)
ω, (4.53)
(
∂2
∂x2
+
∂2
∂y2
)
ψ = −ω. (4.54)
It is well known that equations in the conservative form generally produce more
accurate results compared to those in the non-conservative form (Niyogi et al.,
2009). In equations (4.53) and (4.54), ψ is the stream function; ω is the vorticity;
Re = Ul/ν is the Reynolds number, in which ν, l and U are the kinematic
viscosity, characteristic length and characteristic speed of the flow, respectively;
and, u and v velocity components in x- and y-directions, respectively, are given
by
u =
∂ψ
∂y
and v = −∂ψ
∂x
. (4.55)
At current time level, n, stream function equation is expressed as
(
∂2
∂x2
+
∂2
∂y2
)
ψn = −ωn−1, (4.56)
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; and, velocities are expressed as
un =
∂ψn
∂y
and vn = −∂ψ
n
∂x
. (4.57)
The temporal discretisation of (4.53) results in
ωn − ωn−1
∂t
=
1
Re
(
∂2
∂x2
+
∂2
∂x2
)
ωn−1 − ∂(u
nωn−1)
∂x
− ∂(v
nωn−1)
∂y
. (4.58)
4.8 Numerical examples
We chose the MQ function as the basis function, i.e. (1.6), in the present calcu-
lations.
Measurement Criteria: We evaluate the performance of the present schemes
through the following measures.
i. The root mean square error (RMS) is defined as
RMS =
√∑N
i=1
(
fi − f i
)2
N
, (4.59)
where fi and f i are the computed and exact values of the solution f at
the i-th node, respectively; and, N is the number of nodes over the whole
domain.
ii. The average absolute error (L1) is defined as
L1 =
1
N
N∑
i=1
|fi − f i|. (4.60)
iii. The global convergence rate, α, with respect to the grid refinement is defined
through
RMS(h) ≈ γhα = O(hα), (4.61)
where h is the grid size; and, γ and α are exponential model’s parameters.
4.8. Numerical examples 130
iv. A flow is considered to reach its steady state when√∑N
i=1
(
fni − fn−1i
)2
N
< 10−8. (4.62)
v. Speed-up, S, and efficiency, E are defined as
S =
Ts
Tp
, (4.63)
E =
S
p
× 100, (4.64)
where Ts is computation time on a single CPU; Tp is computation time on
parallel CPUs; and, p is the number of parallel CPUs. In particular, Ts
is defined as the computation time of the coupled compact IRBF-Single
domain in this chapter.
Subdomain partition: Referring the sub-domain partition presented in (Jenk-
ins et al., 2001), we let h = 2−m be the scale of the fine mesh and let the overlap
o be the nearest integer larger than
2mo1, (4.65)
where o1 is the overlap that depends on the physical sub-domain. For example,
overlap of 1% is determined by letting o1 = 0.01. The global grid is an n × n
mesh where n = 2m + o. We will use 2p sub-divisions in each direction so there
will be 2p+1 sub-domains, each of size m×m, where
m = 2m−p + o− 1. (4.66)
The scale H of the sub-domains is defined as 2−p. This way of partition allows
for a perfect split with all intervals having equal length. Figure 4.6 illustrates an
example of decomposition of the 2D domain Ω.
In this work, calculations are done with a Dell computer, Precision T7600. Its
specifications are Intel(R) Xeon(R) CPU E5-2687W 0 3.10 GHz 3.10 GHz (2 pro-
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Figure 4.6 An example of decomposition of Ω into sub-domains Ω1,Ω2, ...,Ωk, ....
cessors), memory(RAM) of 128GB and 64-bit operating system. The Matlab(R)
version 2014 is utilised. In serial and parallel algorithms, the overlapping is cho-
sen between 1% to 25%. In parallel computing, the percentage of communication
time is calculated with respect to its total computation time.
4.8.1 Convergence analysis of coupled compact IRBF based additive/ multi-
plicative/ hybrid Schwarz for 2D Poisson
We now apply the GMRES algorithm described in Section 4.4 for the 2D case.
The Poisson problem becomes −(u′′xx+u′′yy) = f . We consider the right hand side
f equal to −2pi2sin(pix)sin(piy) and the solution is required to be zero on the
boundary of [0, 1]2. Calculations are carried out on coarse meshes of size H =
1/4, 1/8 and 1/16 and fine meshes of size roughly h = 1/32, 1/64 and 1/128. The
value of β = 50 is simply chosen. We terminate calculations when the GMRES
residual is smaller than 0.01. We tabulate iteration counts upon termination. In
Tables 4.2-4.7, H is decreased by a factor of two going down the columns and
h is similarly decreased going across the rows. We increase the overlap size as
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{1%, 5%, 10%, 15%, 20%, 25%}. We consider calculations having the number of
iteration larger than 100 to be not stable and unlikely to converge. For plots of
iteration count versus overlap percentage and of GMRES residual versus iteration
count, we deliberately choose the case where H = 1/8 and h = 1/128 to be a
representative case for each overlap case because calculations with H = 1/8 and
h = 1/128 are reasonably stable in our experiments.
One-level additive Schwarz preconditioner
Table 4.2 shows the iteration counts of the one-level additive preconditioned GM-
RES using the present coupled compact IRBF. More details about convergence
characteristics of the present one-level additive algorithm are shown in Figure 4.7.
It appears that the present coupled compact IRBF one-level additive algorithm
performs best with an overlap around 20%.
Table 4.2 One-level additive preconditioned GMRES using the present coupled compact IRBF: number of itera-
tion required to achieve convergence.
one-level additive
H \ h 1/32 1/64 1/128
overlap = 1%
1/4 17 23 20
1/8 23 29 19
1/16 32 39 18
overlap = 5%
1/4 12 13 18
1/8 13 13 21
1/16 11 13 26
overlap = 10%
1/4 10 14 14
1/8 10 17 16
1/16 13 16 18
overlap = 15%
1/4 12 10 10
1/8 15 13 14
1/16 18 16 17
overlap = 20%
1/4 12 12 9
1/8 15 16 13
1/16 23 23 19
overlap = 25%
1/4 9 10 11
1/8 13 14 15
1/16 20 21 21
4.8. Numerical examples 133
0 5 10 15 20 25
13
14
15
16
17
18
19
20
21
Overlap percentage
Ite
ra
tio
n 
co
un
t
5 10 15 20
10−2
10−1
100
Iteration count
G
M
RE
S 
re
sid
ua
l
 
 
1 percent
5 percent
10 percent
15 percent
20 percent
25 percent
Figure 4.7 One-level additive preconditioned GMRES using the present coupled compact IRBF: Iteration count
versus overlap percentage (top) and GMRES residual versus iteration count (bottom).
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One-level multiplicative Schwarz preconditioner
The iteration counts of the one-level multiplicative preconditioned GMRES using
the present coupled compact IRBF are provided in Table 4.3. The iteration
counts of the present one-level multiplicative algorithm are much smaller than
those of the present one-level additive algorithm tabulated in Tables 4.2, except
for the case of 1% overlap. Especially, with cases where H = 1/16, the iteration
counts of the present one-level multiplicative algorithm are much smaller than
those figures of the present one-level additive algorithm in Tables 4.2. Plots of
iteration count versus overlap percentage and GMRES residual versus iteration
count are illustrated in Figure 4.8. It can be seen that the present coupled
compact IRBF one-level multiplicative algorithm performs best with the overlap
between 15% and 20%.
Table 4.3 One-level multiplicative preconditioned GMRES using the present coupled compact IRBF: number of
iteration required to achieve convergence.
one-level multiplicative
H \ h 1/32 1/64 1/128
overlap = 1%
1/4 51 25 11
1/8 19 95 12
1/16 19 34 17
overlap = 5%
1/4 8 7 8
1/8 9 9 11
1/16 9 10 16
overlap = 10%
1/4 6 7 7
1/8 7 9 9
1/16 7 12 12
overlap = 15%
1/4 6 6 6
1/8 8 6 7
1/16 12 7 8
overlap = 20%
1/4 6 6 6
1/8 7 7 6
1/16 8 7 7
overlap = 25%
1/4 5 5 5
1/8 5 5 6
1/16 5 6 6
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Figure 4.8 One-level multiplicative preconditioned GMRES using the present coupled compact IRBF: Iteration
count versus overlap percentage (top) and GMRES residual versus iteration count (bottom).
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Two-level additive Schwarz preconditioner
Table 4.4 shows the iteration counts of the two-level additive preconditioned
GMRES using the present coupled compact IRBF. The present two-level additive
scheme is comparable with the present one-level additive scheme shown in Table
4.2. As shown in Figure 4.9, the present coupled compact IRBF two-level additive
scheme performs best with an overlap of around 10%.
Table 4.4 Two-level additive preconditioned GMRES using the present coupled compact IRBF: number of itera-
tion required to achieve convergence.
two-level additive
H \ h 1/32 1/64 1/128
overlap = 1%
1/4 16 21 21
1/8 15 19 20
1/16 11 16 16
overlap = 5%
1/4 11 13 17
1/8 11 11 15
1/16 16 17 10
overlap = 10%
1/4 9 12 13
1/8 12 10 11
1/16 15 16 18
overlap = 15%
1/4 10 9 9
1/8 16 15 15
1/16 15 16 16
overlap = 20%
1/4 9 10 8
1/8 14 14 13
1/16 22 21 19
overlap = 25%
1/4 11 11 12
1/8 14 14 14
1/16 21 21 21
Two-level multiplicative Schwarz preconditioner
Table 4.5 shows the iteration statistics of the two-level multiplicative precondi-
tioned GMRES using the present coupled compact IRBF. In comparison with
the present one-level additive/ multiplicative and two-level additive algorithms
shown in Table 4.2, 4.3 and 4.4, respectively, the present two-level multiplicative
algorithm is superior with much smaller iterations. Figure 4.10 depicts fast con-
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Figure 4.9 Two-level additive preconditioned GMRES using the present coupled compact IRBF: Iteration count
versus overlap percentage (top) and GMRES residual versus iteration count (bottom).
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vergence of the present two-level multiplicative algorithm for overlap from 10%
up to 25%. Moreover, the smaller the overlap size, the faster the calculation, and
therefore, the overlap of 10% is recommended for the present coupled compact
IRBF two-level multiplicative.
Table 4.5 Two-level multiplicative preconditioned GMRES using the HOC and the present coupled compact
IRBF: number of iteration required to achieve convergence.
HOC two-level multiplicative
Tian et al. (2011)
H \ h 1/32 1/64 1/128 1/32 1/64 1/128
overlap = 1%
1/4 100+ 100+ 59 10 13 12
1/8 100+ 100+ 88 9 13 11
1/16 – 100+ 100+ 5 9 8
overlap = 5%
1/4 20 5 6 7 6 7
1/8 8 4 5 5 5 7
1/16 30 6 2 8 7 4
overlap = 10%
1/4 3 4 5 4 5 5
1/8 4 2 3 5 5 4
1/16 4 5 5 5 8 8
overlap = 15%
1/4 3 3 3 5 4 4
1/8 4 4 4 6 5 4
1/16 2 3 4 9 5 5
overlap = 20%
1/4 2 2 3 4 4 3
1/8 4 4 4 5 5 4
1/16 3 3 3 6 6 4
overlap = 25%
1/4 5 5 6 4 4 3
1/8 6 6 7 5 4 4
1/16 6 6 6 4 4 4
For comparison purposes, we incorporate the high order compact (HOC) finite
difference of (Tian et al., 2011) into the DD two-level multiplicative Schwarz pre-
conditioned GMRES algorithm. It can be seen that the present coupled compact
IRBF two-level multiplicative scheme produces much better results than those
of the HOC two-level multiplicative scheme at the overlap of 1% and 25%. For
other overlap cases, the present coupled compact IRBF two-level multiplicative
algorithm is comparable with the HOC two-level multiplicative algorithm.
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Figure 4.10 Two-level multiplicative preconditioned GMRES using the present coupled compact IRBF: Iteration
count versus overlap percentage (top) and GMRES residual versus iteration count (bottom).
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Two-level hybrid I Schwarz preconditioner
The iteration statistics of the two-level hybrid I preconditioned GMRES using
the present coupled compact IRBF are presented in Table 4.6. In comparison
with the present two-level multiplicative shown in Table 4.5, the present two-
level hybrid I is less effective with larger iteration counts. Plots of iteration count
versus overlap percent and GMRES residual versus iteration count for the present
two-level hybrid I are depicted in Figure 4.11. It can be seen that the present
coupled compact IRBF two-level hybrid I performs best around an overlap of
10%.
Table 4.6 Two-level hybrid-I preconditioned GMRES using the present coupled compact IRBF: number of itera-
tion required to achieve convergence.
two-level hybrid-I
H \ h 1/32 1/64 1/128
overlap = 1%
1/4 15 17 14
1/8 13 28 16
1/16 6 15 14
overlap = 5%
1/4 9 9 10
1/8 8 8 9
1/16 10 11 6
overlap = 10%
1/4 6 7 8
1/8 8 6 6
1/16 8 10 11
overlap = 15%
1/4 8 6 6
1/8 8 7 7
1/16 12 8 8
overlap = 20%
1/4 7 6 6
1/8 7 7 7
1/16 9 8 7
overlap = 25%
1/4 6 6 6
1/8 7 7 7
1/16 7 7 7
Two-level hybrid II Schwarz preconditioner
Table 4.7 reports the iteration counts of the two-level hybrid-II preconditioned
GMRES using the present coupled compact IRBF. At the overlap of 1%, 5%, 10%
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Figure 4.11 Two-level hybrid I preconditioned GMRES using the present coupled compact IRBF: Iteration count
versus overlap percentage (top) and GMRES residual versus iteration count (bottom).
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and 15%, the present two-level hybrid-II shows better results compared to those
of the present one- and two-level additive in Tables 4.2 and 4.4, respectively. For
other overlap cases where H = 1/16, the iteration counts of the present two-level
hybrid-II algorithm are much smaller than those figures of the present one- and
two-level additive algorithms in Tables 4.2 and 4.4, respectively. Figure 4.12 plots
the iteration count versus the overlap percent and the GMRES residual versus the
iteration count, from which it can be observed that the present coupled compact
IRBF two-level hybrid-II performs best around an overlap of 10%.
Table 4.7 Two-level hybrid-II preconditioned GMRES using the present coupled compact IRBF: number of itera-
tion required to achieve convergence.
two-level hybrid-II
H \ h 1/32 1/64 1/128
overlap = 1%
1/4 12 16 16
1/8 12 14 13
1/16 11 12 12
overlap = 5%
1/4 10 10 13
1/8 10 10 12
1/16 14 14 10
overlap = 10%
1/4 9 11 12
1/8 12 10 11
1/16 15 16 16
overlap = 15%
1/4 10 9 9
1/8 14 13 13
1/16 15 16 17
overlap = 20%
1/4 10 10 8
1/8 15 15 14
1/16 19 20 18
overlap = 25%
1/4 11 11 12
1/8 14 15 15
1/16 18 19 19
Final comparison of the six algorithms using the present coupled compact IRBF
For comparison purpose, at H = 1/8 and h = 1/128, we finally choose the
overlap percentages at which each of the six algorithms using the present coupled
compact IRBF gives its best performance. Figure 4.13 shows the comparison of
the six algorithms in terms of the GMRES residual versus the iteration count. It
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Figure 4.12 Two-level hybrid II preconditioned GMRES using the present coupled compact IRBF: Iteration count
versus overlap percentage (top) and GMRES residual versus iteration count (bottom).
4.8. Numerical examples 144
can be seen that the present two-level multiplicative at 10% overlap reaches the
prescribed residual with the least iterations of only 4. After that, both the present
one-level multiplicative at 20% overlap and the present two-level hybrid I at 10%
overlap require 6 iterations to reach the prescribed GMRES residual. Then, both
the present two-level additive at 10% overlap and the present two-level hybrid II
at 10% overlap take 11 iterations to get to the target GMRES residual.
2 4 6 8 10 12 14
10−2
10−1
100
Iteration count
G
M
RE
S 
re
sid
ua
l
 
 
one−level addictive at 20% overlap
one−level multiplicative at 20% overlap
two−level addictive at 10% overlap
two−level multiplicative at 10% overlap
two−level hybrid I at 10% overlap
two−level hybrid II at 10% overlap
Figure 4.13 Comparison of the six algorithms using the present coupled compact IRBF: GMRES residual versus
iteration count.
Because of the great performance of the present coupled compact IRBF two-
level multiplicative algorithm, we will incorporate it into the serial and parallel
structures as detailed in Section 4.5 for the computation in the following examples.
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4.8.2 Poisson equation
In order to study the spatial accuracy of the present coupled compact IRBF-Serial
and -Parallel algorithms, we consider the following Poisson equation
d2u
dx21
+
d2u
dx22
= −18pi2 sin(3pix1) sin(3pix2), (4.67)
subject to the Dirichlet boundary condition derived from the following exact
solution
u = sin(3pix1) sin(3pix2), (4.68)
on a square domain [0, 1]2. The calculations are carried out on a set of uniform
grids of {21× 21, 32× 32, 42× 42, 53× 53, 63× 63, 74× 74, 84× 84, 95× 95, 105× 105}.
The coupled compact IRBF-Serial and -Parallel are considered to reach its steady
state when its RMS is smaller than 10−9. The value of β = 50 is chosen for cal-
culations. Table 4.8 illustrates the proposed coupled compact IRBF-Serial using
2× 2 sub-domains and coupled compact IRBF-Parallel using 4× 4 sub-domains
are able to produce the same solution accuracy to those of the coupled compact
IRBF-Single domain. For comparison purposes, we incorporate the standard cen-
tral FDM and the HOC of Tian et al. (2011) into the two-level DD. Figure 4.14
shows that the proposed coupled compact IRBF-Serial and -Parallel outperform
the FDM-Serial and HOC-Serial in terms of solution accuracy. The solutions
converge as O(h4.7) for the coupled compact IRBF-Single domain, -Serial and
-Parallel, O(h4.8) for the HOC-Serial, and O(h2.0) for the FDM-Serial.
An analysis of the computational efficiency of the three algorithms, coupled com-
pact IRBF-Single domain, -Serial and -Parallel are illustrated in Table 4.9 which
shows that the coupled compact IRBF-Serial and -Parallel are generally much
more efficient than the coupled compact IRBF-Single domain. In term of com-
putation time, the coupled compact IRBF-Parallel generally uses less time to
reach the same accuracy than the coupled compact IRBF-Serial does. In term
of efficiency, the coupled compact IRBF-Serial is much more efficient than the
coupled compact IRBF-Parallel at low numbers of grids. However, the efficiency
of the coupled compact IRBF-Parallel increases and becomes better than that of
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Figure 4.14 Poisson equation, β = 50: The effect of the grid size h on the solution accuracy RMS. It is
noted that the results for the coupled compact IRBF-Single domain, coupled compact IRBF-Serial and coupled
compact IRBF-Parallel are indistinguishable.
the coupled compact IRBF-Serial as the number of grids increases. In general,
when the number of sub-domains is increased, the iteration count and the com-
munication time will accordingly increase, which deteriorates the speed-up and
the efficiency of the parallel algorithm. The possible reason is that the larger the
number of sub-domains, the more time and iteration count it will take for the
parallel algorithm to satisfy the convergence criteria set on every sub-domain. It
is recommended that increasing the number of sub-domains is only considered
when necessary, for example the simulation of a large-scale flooding problem.
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4.8.3 Navier-Stokes equation
To construct a test problem of the stream function-vorticity formulation with
analytic solutions, we specify the stream function described in (Richards and
Crane, 1979)
ψ =
(x2 + y2)
4
(
ln
(
x2 + y2
)− 2) , (4.69)
on the unit square. The corresponding vorticity function, derived from (4.54),
results in
ω = ln
(
x2 + y2
)
, (4.70)
The calculations are carried out on a uniform grid of 21 × 21. A wide range of
Reynolds numbers, Re = [10, 30, 50, 70, 90, 120, 150, 200], is employed. The value
of β = 50 is chosen for calculations. Starting values of ω are analytic values of
(4.70). To solve the steady vorticity equation, we utilise the vorticity equation
(4.53), where ∂u
∂t
is a pseudo time-derivative term. The vorticity equation (4.53)
is subjected to the Dirichlet boundary condition derived from the exact solution
of (4.70). We deliberately employ a small time step, ∆t = 10−6, to minimise
the effect of the approximate error in time. The criterion to be satisfied for
termination of iteration is given∣∣∣∣ωn − ωn−1ωn−1
∣∣∣∣ < 10−6. (4.71)
Figure 4.15 shows numerical results produced by coupled compact IRBF-Single
domain, -Serial and -Parallel are much more accurate than those computed by
the standard central FDM in (Richards and Crane, 1979). Table 4.10 shows the
present coupled compact IRBF-Serial and -Parallel produce the same results with
those of the coupled compact IRBF-Single domain.
4.8.4 Lid driven cavity
The classical lid driven cavity has been considered as the test problem for the
valuation of numerical methods and the validation of fluid flow solvers for the
past decades. Figure 4.16 shows the problem definition and boundary conditions.
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Figure 4.15 Navier-Stokes problem with analytic solutions, numerical solutions using a grid of 21×21, β = 50:
The effect of the Reynolds number Re on the solution accuracy L1 of the vorticity (top) and on the iteration
number (bottom). It is noted that the results for the coupled compact IRBF-Single domain, -Serial and -Parallel
are indistinguishable.
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The discretisation of the cavity domain is shown in Figure 4.17.
Figure 4.16 Lid driven cavity: problem configuration and boundary conditions in terms of the stream function.
Figure 4.17 Lid driven cavity: domain discretisation.
To derive the boundary conditions of the vorticity, the grid arrangement close to
the bottom wall (j = 1) is illustrated in Figure 4.18.
Apply Taylor series up to second order for ψi,j=2 (Biringen and Chow, 2011)
ψi,j=2 = ψi,j=1 +
∂ψi,j=1
∂y
h+
∂2ψi,j=1
∂y2
h2
2
, (4.72)
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Figure 4.18 Lid driven cavity: Grid arrangement close to the bottom wall.
using
−∂
2ψi, j = 1
∂y2
= ωi,j=1 = ωbottom wall; and
∂ψi,j=1
∂y
= ui,j=1 = ubottom wall, (4.73)
Equation (4.72) becomes
ψi,j=2 = ψi,j=1 + ubottom wallh− ωbottom wallh
2
2
, (4.74)
or
ωbottom wall = (ψi,j=1 − ψi,j=2) 2
h2
+ ubottom wall
2
h
. (4.75)
Similarly, at the top wall (j = ny)
ωtop wall =
(
ψi,j=ny − ψi,j=ny−1
) 2
h2
− utop wall 2
h
. (4.76)
At the left wall (i = 1)
ωleft wall = (ψi=1,j − ψi=2,j) 2
h2
− uleft wall 2
h
. (4.77)
At the right wall (i = nx)
ωright wall = (ψi=nx,j − ψi=nx−1,j)
2
h2
+ uright wall
2
h
. (4.78)
The numerical integration is done according to the following steps.
1. Set initial conditions at t = 0 (e.g., at all interior points set ωn−1i,j = 0).
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2. Obtain interior values of ψni,j by solving(
∂2
∂x2
+
∂2
∂y2
)
ψni,j = −ωn−1i,j . (4.79)
3. Compute interior points of velocities by calculating
uni,j =
∂ψni,j
∂y
and vni,j = −
∂ψni,j
∂x
. (4.80)
4. Calculate (4.75) to (4.78) for boundary values of ωni,j using ψ
n
i,j.
5. Find right hand side (RHS) of vorticity equation (4.58)
RHSni,j =
1
Re
(
∂2
∂x2
+
∂2
∂x2
)
ωn−1i,j −
∂(uni,jω
n−1
i,j )
∂x
− ∂(v
n
i,jω
n−1
i,j )
∂y
. (4.81)
6. Compute interior values of ωni,j using (4.58)
ωni,j = ω
n−1
i,j + ∆tRHS
n
i,j. (4.82)
7. If a prescribed convergence criterion is reached, terminate the calculation;
otherwise, go back to step 2.
Uniform grids of {11× 11, 31× 31, 41× 41, 51× 51} and a range ofRe ∈ {100, 400, 1000}
are employed in the simulation. A fixed time step is chosen to be ∆t = 0.0001.
Results of the present schemes are compared with some others (Ghia et al., 1982;
Gresho et al., 1984; Bruneau and Jouron, 1990; Deng et al., 1994b; Botella and
Peyret, 1998; Sahin and Owens, 2003; Thai-Quang et al., 2012b). From the lit-
erature, the FDM results using very dense grids presented by Ghia et al. (1982)
and the pseudo-spectral results presented by Botella and Peyret (1998) have been
referred as “Benchmark” results for comparison purposes. Tables 4.11, 4.12 and
4.13 show the present results for the extrema of the vertical and horizontal veloc-
ity profiles along the horizontal and vertical centrelines of the cavity for several
Reynolds numbers. For Re = 100 (Table 4.11) and Re = 1000 (Table 4.13), the
“Errors” evaluated are relative to the “Benchmark” results of Botella and Peyret
4.8. Numerical examples 156
(1998). The results obtained by the present schemes are very comparable with
others.
From Tables 4.11, 4.12 and 4.13, we can observe the present scheme effectively
achieves the benchmark results with fewer grids in comparison with the grids of
some other methods used to obtain the benchmark results. In addition, those
velocity profiles at Re ∈ {100, 400, 1000} with the grid of 51 × 51, are displayed
in Figure 4.19, where the present solutions match the benchmark ones very well.
The present scheme effectively achieves the benchmark results with the grid of
only 51×51 in comparison with the grid of 129×129 used to obtain the benchmark
results in (Ghia et al., 1982).
To exhibit contour plots of the flow, a range of Re ∈ {100, 400, 1000} and the
grid of 91 × 91 are employed. Figures 4.20 and 4.21 show streamlines and iso-
vorticity lines, which are derived from the velocity field. These plots are also in
good agreement with those reported in the literature.
For simplicity, the results of coupled compact IRBF-Parallel are chosen to be
plotted in Figures 4.19, 4.20 and 4.21. It is noted that the results of coupled
compact IRBF-Serial and -Parallel are indistinguishable.
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Figure 4.19 Lid driven cavity: Profiles of the u-velocity along the vertical centreline and the v-velocity along
the horizontal centreline for Re = 100 (top), Re = 400 (middle) and Re = 1000 (bottom) with the grid of
51× 51.
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Figure 4.20 Lid driven cavity: Streamlines of the flow forRe = 100 (top),Re = 400 (middle) andRe = 1000
(bottom) with the grid of 91 × 91. The contour values used here are taken to be the same as those in (Ghia
et al., 1982).
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Table 4.14 shows the indicative comparison of the computational efficiency of
the coupled compact IRBF-Single domain, -Serial and - Parallel for the case of
Re = 100 with a variety of grid sizes. The coupled compact IRBF-Serial and
-Parallel are more efficient in comparison with the coupled compact IRBF-Single
domain.
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Figure 4.21 Lid driven cavity: Iso-vorticity lines of the flow for Re = 100 (top), Re = 400 (middle) and
Re = 1000 (bottom) with the grid of 91 × 91. The contour values used here are taken to be the same as
those in (Ghia et al., 1982).
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4.9 Concluding remarks
In this chapter, we carry out a convergence analysis for different types of do-
main decomposition (DD) preconditioners implemented with the coupled compact
IRBF. The performance of the present coupled compact IRBF based algorithms
are analysed in terms of the iteration count with different grid sizes, numbers of
sub-domains and overlap sizes. The numerical results show that
i. the present coupled compact IRBF two-level multiplicative algorithm is the
best one compared with the other present coupled compact IRBF based
algorithms.
ii. the present coupled compact IRBF two-level multiplicative algorithm is
better than the HOC two-level multiplicative algorithm for the case of 1%
and 25% overlaps. For other overlap cases, the present coupled compact
IRBF two-level multiplicative algorithm is comparable with the HOC two-
level multiplicative algorithm.
In the implementation of the present coupled compact IRBF in the DD precon-
ditioners, we found that the incorporation of a coarse mesh problem into the
multiplicative preconditioner is necessary to obtain a significant reduction in the
computational iteration count. The present coupled compact IBRF two-level
multiplicative method yields small iteration counts over a wide range of numbers
of sub-domains, grid sizes and overlap sizes in our examples.
The present work introduces highly accurate serial and parallel algorithms using
the coupled compact IRBF for heat and fluid flow problems. The advantage of
the proposed serial and parallel schemes is that they are able to produce almost
the same level of accuracy as that of the single domain scheme. In computational
examples, the results produced by serial and parallel algorithms are very compat-
ible with other methods such as the finite element method (FEM) and the finite
difference method (FDM). The capability of producing the stable and highly ac-
curate results of the proposed algorithms is due to the utilisation of the coarse
mesh of the two-level DD and the coupled compact IRBF approximation. The
serial and parallel algorithms offer a divide-and-conquer solution for large-scale
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partial differential equation (PDE) problems. Therefore, the proposed algorithms
may be used as alternatives to the single domain scheme to solve large-scale prob-
lems which the single domain scheme is generally struggling to solve due to its
ill-conditioned or fully populated companion matrix.
Next chapter will propose a combined compact IRBF which is an advanced version
of the coupled compact IRBF ; and, will also introduce preconditioning technique
to provide stable calculations of IRBF approximations at large values of the shape
parameter, where the ill-condition problem becomes severe.
Chapter 5
Combined compact flat integrated RBF scheme
for fluid flows
In this chapter, we propose a simple but effective preconditioning technique to
improve the numerical stability of integrated radial basis function (IRBF) meth-
ods. The proposed preconditioner is simply the inverse of a well-conditioned
matrix that is constructed using non-flat IRBFs. Much larger values of the free
shape parameter of IRBFs can thus be employed and better accuracy for smooth
solution problems can be achieved. Furthermore, to improve the accuracy of local
IRBF methods, we propose a new stencil, namely combined compact IRBF, in
which (i) the starting points are fourth-order derivatives; and, (ii) nodal values
of first- and second-order derivatives at side nodes of the stencil are included
in the computation of first- and second-order derivatives at the middle node.
The proposed stencil can be employed in uniform/nonuniform Cartesian grids.
The preconditioning technique in combination with the combined compact IRBF
scheme employed with large values of the shape parameter are tested with ellip-
tic equations and then applied to simulate several fluid flow problems governed
by Poisson, Burgers, convection-diffusion, and Navier-Stokes equations. Highly
accurate and stable solutions are obtained. In some cases, the preconditioned
schemes are shown to be several orders of magnitude more accurate than those
without preconditioning.
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5.1 Introduction
During the last decades, radial basis function (RBFs) have found increasingly
widespread use for numerical solution of the partial differential equation (PDE)
systems. Hardy (1971, 1990) devised multiquadric (MQ) schemes for scattered
data fitting and general multi-dimensional data interpolation problems in geo-
physical engineering. Buhmann (1990) and Madych and Nelson (1990) showed
that RBF approximation methods converge fast as the density of RBFs and
their shape parameters increase. Kansa (1990a,b) first implemented RBFs (here
referred to as direct/differential RBF or DRBF methods) for solving PDEs. Since
then, DRBF methods have been increasingly used for the solution of elliptic,
parabolic and hyperbolic PDEs which govern many engineering problems. In
(Fedoseyev et al., 2002; Driscoll and Fornberg, 2002; Li et al., 2003b; Cheng
et al., 2003; Fornberg and Wright, 2004), practitioners demonstrated that the
elliptic PDE solutions using DRBFs converge much faster than those based on
polynomial approximations. Mai-Duy and Tran-Cong (2001b, 2003) proposed
the idea of using indirect/integrated RBFs (IRBFs) for the solution of PDEs.
Numerical results in (Mai-Duy and Tran-Cong, 2001a,b, 2003, 2005; Sarra, 2006;
Ngo-Cong et al., 2012; Tien et al., 2015b,c) showed that the integral approach is
more accurate than the differential approach. In these works, the authors claimed
that because the integration is a smoothing operation and the integrated basis
functions are of higher orders, the integral approach has the ability to yield a
faster converging solution.
However, despite the success of RBF methods in many scientific and engineering
applications, their accuracy is dependent on a user defined shape parameter β
and the optimal value of β depends on the function to be interpolated, the con-
figuration of nodal points, the RBF type, and the machine precision (Buhmann,
1990; Madych and Nelson, 1990; Carlson and Foley, 1991; Rippa, 1999; Power
and Barraco, 2002; Li et al., 2003b; Shu et al., 2003). The matrix condition of
the RBF method grows exponentially with the RBF width. For many problems,
e.g. those having smooth solutions, the optimal value of the RBF width is known
to be normally large however the corresponding coefficient matrix becomes ill-
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conditioned. An on-going problem involving the use of RBFs is how to choose
the optimal value or even a consistently “good” value of β, which has received a
great deal of attention of many researchers. Rippa (1999) presented an algorithm
for selecting a good value of the shape parameter by minimising a cost function
that imitates the error between the radial interpolant and the unknown function.
For smooth functions, it was shown that without round-off error the highest ac-
curacy for a given number of nodal points is regularly achieved when the RBFs
become increasingly flat (Driscoll and Fornberg, 2002). Wang and Liu (2002a)
studied the effect of shape parameters on the numerical accuracy of radial point
interpolation meshless (radial PIM). Theoretical and computational aspects of
increasingly flat RBF interpolations were discussed in (Larsson and Fornberg,
2005). Fornberg and Wright (2004) proposed the Contour-Pade´ algorithm which
can stably compute the whole region of the shape parameter on a complex plane.
Many different approaches to enhance the stability of DRBF methods have been
proposed, for example (Kansa and Hon, 2000; Shu et al., 2003; Libre et al., 2008;
Emdadi et al., 2008; Fornberg et al., 2011; Fasshauer and Mccourt, 2012; Stefano
and Gabriele, 2013; Larsson et al., 2013; Fornberg et al., 2013) and the references
therein. For IRBF approaches, Sarra (2006) studied the case of global flat IRBFs.
It was observed that the even-order IRBFs are generally most accurate and most
poorly conditioned for large values of the shape parameter β. Additionally, nu-
merical results in (Mai-Duy and Tran-Cong, 2005; Sarra, 2006) showed that the
use of higher-order IRBFs can lead to better accuracy.
Motivated by the aforementioned works, this chapter proposes (i) an easy-to-
implement but effective preconditioning technique for compact IRBF schemes
to alleviate ill-condition problems arising from using large values of β; and, (ii)
a combined compact IRBF approximation scheme using high-order IRBFs to
enhance the solution accuracy, especially in the large value range of β (Mai-Duy
and Tran-Cong, 2005; Sarra, 2006). Unlike compact IRBF schemes previously
proposed in (Thai-Quang et al., 2012b; Mai-Duy and Tran-Cong, 2013; Tien et al.,
2015c; Chu and Fan, 2000), a preconditioning technique is employed here. The
present preconditioned combined compact IRBF scheme is able to stably compute
second-order PDE problems with much larger values of β. We derive expressions
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for evaluation of first- and second-order derivative operators for solving PDE
problems and demonstrate the stability and accuracy of the new scheme through
various numerical experiments. It should be emphasised that a mesh-free property
of RBFs allows lengths between nodes in the stencil to be different. It will be
shown that a high level of accuracy is still achieved when combined compact
IRBF stencils are applied to problems with curved boundaries. Unlike RBF-DQ
methods, our proposed approximations are compact, which helps achieve a high
level of accuracy (e.g. avoid the loss of information in the approximation near
the curved boundary).
The structure of this chapter is organised as follows. Section 5.2 numerically
discusses the condition number of IRBFs over a wide range of β. To enhance the
accuracy, a new approximation scheme (combined compact IRBF) is proposed
in Section 5.3. Following this, a simple preconditioning technique is proposed in
Section 5.4 to retain the accuracy of the combined compact IRBF when working in
the large value range of β. Numerical examples in which the combined compact
IRBF results are compared with some other solutions, where appropriate, are
presented in Section 5.5. Finally, some concluding remarks are given in Section
5.6.
5.2 Numerical observations on condition numbers of IRBFs
Several IRBF approximation schemes were reported in (Mai-Duy and Tran-Cong,
2001b; Thai-Quang et al., 2012b; Mai-Duy and Tran-Cong, 2013; Tien et al.,
2015c) and they are summarised here for convenience. In IRBF approaches, the
MQ function is usually chosen as the basis function, i.e. (1.6).
For second-order PDEs, the integral approach normally starts with the decom-
position of the second-order derivatives of a variable, u, into RBFs
d2u(η)
dη2
=
m∑
i=1
wiGi(η), (5.1)
where {Gi(η)}mi=1 is the set of RBFs; and, {wi}mi=1 is the set of weights/coefficients
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to be found. Approximate representations for the first-order derivatives and the
functions itself are then obtained through the integration processes
du(η)
dη
=
m∑
i=1
wiI1i(η) + c1, (5.2)
u(η) =
m∑
i=1
wiI2i(η) + c1η + c2, (5.3)
where I1i(η) =
∫
Gi(η)dη; I2i(η) =
∫
I1i(η)dη; and, c1 and c2 are the constants
of integration. If basis functions are further integrated, the similar notation will
be used, e.g. I3i(η) =
∫
I2i(η)dη and I4i(η) =
∫
I3i(η)dη. The analytic form of
the IRBFs up to eighth-order can be found in (Mai-Duy, 2005).
For IRBF approaches, the starting point in the integration process can be dif-
ferent. The IRBF scheme is said to be of order k if the starting point is the
kth-order derivative. In the literature, numerical examples of Sarra (2006); Wa-
then and Zhu (2015) show that the higher the order of the IRBF, the higher the
matrix condition number will be. To illustrate this trend, Figure 5.1 shows a com-
parison of the condition numbers among the IRBFs against the shape parameter
β with a fixed number of grid points of 31 on a domain of [0, 1]. However, when
the number of RBFs is reduced to 3 and larger values of β are used, as shown in
Figure 5.2, the observation just mentioned is reversed. It can be seen that the
conditions of G are the highest while those of I4 are the lowest. The higher the
order of the IRBF, the smaller the matrix condition number will be. This is a very
interesting behavior for which, unfortunately, a theoretical explanation cannot be
offered at this stage. This can be seen as another advantage of using integrated
RBFs over differentiated ones when local RBF methods are employed with large
values of β. It is noted that global IRBFs, where all RBFs are employed (i.e. the
observation in Figure 5.1), are fully populated and tend to be ill-conditioned as
β increases while local IRBFs, using 3 RBFs (i.e. the observation in Figure 5.2),
have more relaxed condition numbers and can be well-behaved up to a certain
large value of β. It is shown shortly that three-point stencils have the advantage
that the approximation at the interior nodes near the boundary does not involve
the nodal values outside the domain.
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Figure 5.1 The effect of β on the condition numbers of the IRBFs: the number of RBFs used is 31.
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Figure 5.2 The effect of β on the condition numbers of the IRBFs: the number of RBFs used is 3.
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5.3 Combined compact integrated RBF scheme
From the above mentioned observations, we propose a new approximation method
using fourth-order derivatives as the starting points in the process of integration
in order to achieve better accuracy.
Consider a two-dimensional domain Ω, which is represented by a uniform Carte-
sian grid. The nodes are indexed in the x-direction by the subscript i (i ∈
{1, 2, ..., nx}) and in the y-direction by j (j ∈ {1, 2, ..., ny}). For rectangular
domains, let N be the total number of nodes (N = nx × ny) and Nip be the
number of interior nodes (Nip = (nx − 2)× (ny − 2)). At an interior grid point
xi,j = (x(i,j), y(i,j))
T where i ∈ {2, 3, ..., nx− 1} and j ∈ {2, 3, ..., ny− 1}, the asso-
ciated stencils to be considered here are two local stencils: {x(i−1,j), x(i,j), x(i+1,j)}
in the x-direction and {y(i,j−1), y(i,j), y(i,j+1)} in the y-direction. Hereafter, for
brevity, η denotes either x or y in a generic local stencil {η1, η2, η3}, where
η1 < η2 < η3 and η2 ≡ η(i,j), are illustrated in Figure 5.3.
Figure 5.3 Compact three-point 1D-IRBF stencil for interior nodes.
The integral process of the present combined compact IRBF starts with the de-
composition of fourth-order derivatives of a variable, u, into RBFs
d4u(η)
dη4
=
m∑
i=1
wiGi(η). (5.4)
Approximate representations for the third- to first-order derivatives and the func-
tions itself are then obtained through the integration processes
d3u(η)
dη3
=
m∑
i=1
wiI1i(η) + c1, (5.5)
d2u(η)
dη2
=
m∑
i=1
wiI2i(η) + c1η + c2, (5.6)
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du(η)
dη
=
m∑
i=1
wiI3i(η) +
1
2
c1η
2 + c2η + c3, (5.7)
u(η) =
m∑
i=1
wiI4i(η) +
1
6
c1η
3 +
1
2
c2η
2 + c3η + c4, (5.8)
where I1i(η) =
∫
Gi(η)dη; I2i(η) =
∫
I1i(η)dη; I3i(η) =
∫
I2i(η)dη; I4i(η) =∫
I3i(η)dη; and, c1, c2, c3, and c4 are the constants of integration. However, for
the solution of second-order PDEs, only (5.6)-(5.8) are needed. It is noted that
it is possible to implement integrated RBFs in higher dimensions to construct
compact IRBF. However, with the proposed compact approximation approach,
the use of IRBFs in one dimension leads to conversion matrices of much smaller
size and a relatively sparse system matrix.
5.3.1 First-order derivative approximations
For the combined compact approximation of the first-order derivatives at interior
nodes, extra information is chosen as not only
{
du1
dη
; du3
dη
}
but also
{
d2u1
dη2
; d
2u3
dη2
}
.
We construct the conversion system over a 3-point stencil as follows.
u1
u2
u3
du1
dη
du3
dη
d2u1
dη2
d2u3
dη2

=

I4
I3
I2

︸ ︷︷ ︸
C

w1
w2
w3
c1
c2
c3
c4

, (5.9)
where dui
dη
= du
dη
(ηi) with i ∈ {1, 2, 3}; C is the conversion matrix; and, I2, I3, and
I4 are defined as
I2 =
 I21(η1) I22(η1) I23(η1) η1 1 0 0
I21(η3) I22(η3) I23(η3) η3 1 0 0
 . (5.10)
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I3 =
 I31(η1) I32(η1) I33(η1) 12η21 η1 1 0
I31(η3) I32(η3) I33(η3)
1
2
η23 η3 1 0
 . (5.11)
I4 =

I41(η1) I42(η1) I43(η1)
1
6
η31
1
2
η21 η1 1
I41(η2) I42(η2) I43(η2)
1
6
η32
1
2
η22 η2 1
I41(η3) I42(η3) I43(η3)
1
6
η33
1
2
η23 η3 1
 . (5.12)
Solving (5.9) yields 
w1
w2
w3
c1
c2
c3
c4

= C−1

u1
u2
u3
du1
dη
du3
dη
d2u1
dη2
d2u3
dη2

, (5.13)
which maps the vector of nodal values of the function and its first- and second-
order derivatives to the vector of RBF coefficients including the four integration
constants. The first-order derivative at the middle point is computed by substi-
tuting (5.13) into (5.7) and taking η = η2
du2
dη
= I3mC
−1︸ ︷︷ ︸
D1

u
du1
dη
du3
dη
d2u1
dη2
d2u3
dη2

, (5.14)
or
du2
dη
= D1(1 : 3)u + D1(4 : 5)
 du1dη
du3
dη
+ D1(6 : 7)
 d2u1dη2
d2u3
dη2
 , (5.15)
where D1 is a row vector of length 7, the associated notation “a : b” is used to
indicate the vector entries from the the column a to b; u = [u1, u2, u3]
T ; and,
I3m =
[
I31(η2) I32(η2) I33(η2)
1
2
η22 η2 1 0
]
. (5.16)
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By taking derivative terms to the left side and nodal variable values to the right
side, (5.15) reduces to
[
−D1(4) 1 −D1(5)
]
u′ +
[
−D1(6) 0 −D1(7)
]
u′′ = D1(1 : 3)u, (5.17)
where u′ =
[
du1
dη
, du2
dη
, du3
dη
]T
and u′′ =
[
d2u1
dη2
, d
2u2
dη2
, d
2u3
dη2
]T
.
At the boundary nodes, the first-order derivatives are approximated in special
compact stencils. Consider the boundary node η1. Its associated stencil is
{η1, η2, η3, η4} as shown in Figure 5.4 and extra information is chosen as du2dη and
d2u2
dη2
. The conversion system over this special stencil is presented as the following
matrix-vector multiplication
Figure 5.4 Special compact four-point 1D-IRBF stencil for boundary nodes.

u1
u2
u3
u4
du2
dη
d2u2
dη2

=

I4sp
I3sp
I2sp

︸ ︷︷ ︸
Csp

w1
w2
w3
w4
c1
c2
c3
c4

, (5.18)
where Csp is the conversion matrix; and, I2sp, I3sp, and I4sp are defined as
I2sp =
[
I21(η2) I22(η2) I23(η2) I24(η2) η2 1 0 0
]
. (5.19)
I3sp =
[
I31(η2) I32(η2) I33(η2) I34(η2)
1
2
η22 η2 1 0
]
. (5.20)
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I4sp =

I41(η1) I42(η1) I43(η1) I44(η1)
1
6
η31
1
2
η21 η1 1
I41(η2) I42(η2) I43(η2) I44(η2)
1
6
η32
1
2
η22 η2 1
I41(η3) I42(η3) I43(η3) I44(η3)
1
6
η33
1
2
η23 η3 1
I41(η4) I42(η4) I43(η4) I44(η4)
1
6
η34
1
2
η24 η4 1
 . (5.21)
Solving (5.18) yields 
w1
w2
w3
w4
c1
c2
c3
c4

= C−1sp

u1
u2
u3
u4
du2
dη
d2u2
dη2

. (5.22)
The boundary value of the first-order derivative of u is thus obtained by substi-
tuting (5.22) into (5.7) and taking η = η1
du1
dη
= I3bC
−1
sp︸ ︷︷ ︸
D1sp

u
du2
dη
d2u2
dη2
 , (5.23)
or
du1
dη
= D1sp(1 : 4)u + D1sp(5)
du2
dη
+ D1sp(6)
d2u2
dη2
, (5.24)
where u = [u1, u2, u3, u4]
T and
I3b =
[
I31(η1) I32(η1) I33(η1) I34(η1)
1
2
η21 η1 1 0
]
. (5.25)
By taking derivative terms to the left side and nodal variable values to the right
side, (5.24) reduces to
[
1 −D1sp(5) 0 0
]
u′ +
[
0 −D1sp(6) 0 0
]
u′′ = D1sp(1 : 4)u, (5.26)
where u′ =
[
du1
dη
, du2
dη
, du3
dη
, du4
dη
]T
and u′′ =
[
d2u1
dη2
, d
2u2
dη2
, d
2u3
dη2
, d
2u4
dη2
]T
.
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5.3.2 Second-order derivative approximations
For the combined compact approximation of the second-order derivatives at inte-
rior nodes, we employ the same extra information used in the approximation of
the first-order derivative, involving
{
du1
dη
; du3
dη
}
and
{
d2u1
dη2
; d
2u3
dη2
}
. Therefore, the
second-order derivative at the middle point is computed by simply substituting
(5.13) into (5.6) and taking η = η2
d2u2
dη2
= I2mC
−1︸ ︷︷ ︸
D2

u
du1
dη
du3
dη
d2u1
dη2
d2u3
dη2

, (5.27)
or
d2u2
dη2
= D2(1 : 3)u + D2(4 : 5)
 du1dη
du3
dη
+ D2(6 : 7)
 d2u1dη2
d2u3
dη2
 , (5.28)
where u = [u1, u2, u3]
T and
I2m =
[
I21(η2) I22(η2) I23(η2) η2 1 0 0
]
. (5.29)
By taking derivative terms to the left side and nodal variable values to the right
side, (5.28) reduces to
[
−D2(4) 0 −D2(5)
]
u′ +
[
−D2(6) 1 −D2(7)
]
u′′ = D2(1 : 3)u, (5.30)
where u′ =
[
du1
dη
, du2
dη
, du3
dη
]T
and u′′ =
[
d2u1
dη2
, d
2u2
dη2
, d
2u3
dη2
]T
.
At the boundary nodes, e.g. η = η1, we employ the same special stencil, e.g.
{η1, η2, η3, η4}, and extra information, e.g. du2dη and d
2u2
dη2
, used in the approximation
of the first-order derivatives. Therefore, approximate expression for the second-
order derivative at η1 in the physical space is obtained by simply substituting
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(5.22) into (5.6) and taking η = η1
d2u1
dη2
= I2bC
−1
sp︸ ︷︷ ︸
D2sp

u
du2
dη
d2u2
dη2
 , (5.31)
or
d2u1
dη2
= D2sp(1 : 4)u + D2sp(5)
du2
dη
+ D2sp(6)
d2u2
dη2
, (5.32)
where u = [u1, u2, u3, u4]
T and
I2b =
[
I21(η1) I22(η1) I23(η1) I24(η1) η1 1 0 0
]
. (5.33)
By taking derivative terms to the left side and nodal variable values to the right
side, (5.32) reduces to
[
0 −D2sp(5) 0 0
]
u′ +
[
1 −D2sp(6) 0 0
]
u′′ = D2sp(1 : 4)u, (5.34)
where u′ =
[
du1
dη
, du2
dη
, du3
dη
, du4
dη
]T
and u′′ =
[
d2u1
dη2
, d
2u2
dη2
, d
2u3
dη2
, d
2u4
dη2
]T
.
5.3.3 Matrix assembly for first- and second-order derivative approximations
The IRBF system on a grid line for the first-order derivative is obtained by letting
the interior node take values from 2 to (nη−1) in (5.17); and, making use of (5.26)
for the boundary nodes 1 and nη. In a similar manner, the IRBF system on a grid
line for the second-order derivative is obtained by letting the interior node take
values from 2 to (nη − 1) in (5.30); and, making use of (5.34) for the boundary
nodes 1 and nη. The resultant matrix assembly is expressed as A1 B1
A2 B2

︸ ︷︷ ︸
Coefficient matrix
 u′n
u′′n
 =
 R1
R2
 un , (5.35)
where A1, A2, B1, B2, R1, and R2 are nη×nη matrices; u′n =
[
u′1
n, u′2
n, ..., u′nη
n
]T
;
u′′n =
[
u′′1
n, u′′2
n, ..., u′′nη
n
]T
; and, un =
[
u1
n, u2
n, ..., unη
n
]T
. The coefficient ma-
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trix is sparse with diagonal sub-matrices. Solving (5.35) yields
u′n = Dηun, (5.36)
u′′n = Dηηun, (5.37)
where Dη and Dηη are nη × nη matrices. It can be seen that values of the first-
and second-order derivatives at a grid node are expressed as linear combinations
of nodal variable values on a grid line. In the case of the Dirichlet boundary
conditions, by collocating the PDE at the interior grid nodes and making use of
(5.36) and (5.37), a determined system of algebraic equations is obtained, which
can be solved for the field variable at the interior grid nodes. With derivatives
depending on nodal variable values on a grid line, the sparseness level of the
global system matrix is reduced in comparison with that of the coefficient matrix
in equation (5.35).
It is noted that the use of fourth-order IRBFs here (i.e. combined compact IRBF)
is more straight-forward to include first- and second-order derivative values than
the use of second-order IRBFs (Tien et al., 2015c; Thai-Quang et al., 2012b).
The former involves only one conversion matrix while there are two conversion
matrices required for the latter: one taking extra first-order derivative values and
the other taking second-order derivative values.
5.4 Preconditioning technique for the combined compact IRBF
To improve the stability of the combined compact IRBF in the large value range
of β, we construct a new equivalent conversion system by multiplying a precon-
ditioning matrix C*−1 to both sides of the original conversion system (5.9) as
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follows.
C*−1

u1
u2
u3
du1
dη
du3
dη
d2u1
dη2
d2u3
dη2

= C*−1C︸ ︷︷ ︸
Cp

w1
w2
w3
c1
c2
c3
c4

, (5.38)
where C is the original conversion matrix in (5.9); C*−1 is the preconditioning
matrix which has exactly the same form as the original conversion matrix C
but uses a different value of β. Usually, β used in C*−1 is taken to be relatively
small, for example β = 10, so that its corresponding condition number is in a well-
behaved range; and, Cp is a new conversion matrix. This numerical treatment is
expected to bypass the ill-condition problems when β in the original conversion
matrix C becomes large (but not go to infinity as the information in C is lost in
this limit due to the current use of finite (double) precision).
Solving (5.38) yields

w1
w2
w3
c1
c2
c3
c4

= C−1p C*
−1

u1
u2
u3
du1
dη
du3
dη
d2u1
dη2
d2u3
dη2

. (5.39)
In a similar manner detailed in Section 5.3, one is able to derive the first- and
second-order derivative approximations with the new conversion system. It is
noted that the proposed preconditioning technique is only needed when one imple-
ments the combined compact IRBF in the large range of β where the ill-condition
problems occur. In the small range of β, for example β = {1, 2, ..., 100}, the
“pure” combined compact IRBF normally works fine.
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5.5 Numerical examples
We evaluate the performance of the present scheme through the following mea-
sures.
i. The root mean square error (RMS) is defined as
RMS =
√∑N
i=1
(
fi − f i
)2
N
, (5.40)
where fi and f i are the computed and exact values of the solution f at
the i-th node, respectively; and, N is the number of nodes over the whole
domain.
ii. The global convergence rate, α, with respect to the grid refinement is defined
through
Error(h) ≈ γhα = O(hα). (5.41)
where h is the grid size; and, γ and α are exponential model’s parameters.
For comparison purposes, in Sections 5.5.1 and 5.5.2, we also implement the
global DRBF scheme of Kansa (1990a,b), the compact IRBF scheme of Thai-
Quang et al. (2012b), and the standard central FDM for numerical solutions. It
is noted that the proposed preconditioning technique described in Section 5.4 is
also applied for the compact IRBF-Precond version.
For fluid flow examples in Sections 5.5.3 to 5.5.5 and 5.5.8, we choose a large
shape parameter, β = 1000, for the original conversion matrix C and a small
shape parameter, β = 10, for the preconditioning matrix C*−1; and, in the
examples of Taylor-Green vortex flows, i.e. Sections 5.5.6 and 5.5.7, we choose a
large shape parameter, β = 500, for the original conversion matrix C and a small
shape parameter, β = 10, for the preconditioning matrix C*−1. We employ the
fully coupled procedure which was detailed in (Tien et al., 2015b) to calculate
Navier-Stokes equations in Sections 5.5.6 to 5.5.8.
In this work, calculations are done with a Dell computer Optiplex 9010 version
2013. Its specifications are intel(R) core(TM) i7-3770 CPU 3.40 GHz 3.40 GHz,
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memory(RAM) of 8GB(7.89 usable) and 64-bit operating system. The Matlab(R)
version 2014 is utilised.
5.5.1 Second-order ODE
In order to study the 1D spatial accuracy of the present combined compact IRBF
approximation schemes, we consider the following equations
d2u
dx2
= −pi2sin(pix), (5.42)
du
dx
= picos(pix), (5.43)
on a domain [0, 1], subjected to the Dirichlet boundary condition derived from
the following exact solution
u = sin(pix). (5.44)
Nodal values of both first- and second-order derivatives of u are computed. The
calculations are carried out on uniform grids of {11, 51, 101}. We employ a wide
range of β, {1, 101, 201, ..., 2001}. Figures 5.5, 5.8, and 5.11 illustrate the effect
of β on the condition number of the conversion matrix, where we can see that
the present combined compact IRBF-Precond has much lower condition numbers
than the “pure” combined compact IRBF. Figures 5.6, 5.7, 5.9, 5.10, 5.12, and
5.13 show that the present combined compact IRBF-Precond scheme is more
accurate than the DRBF, compact IRBF and compact IRBF-Precond schemes
for computing du
dx
and d
2u
dx2
in the large value range of β. These Figures also show
that the present preconditioning technique leads to a significant improvement in
the matrix condition number of the combined compact IRBF and the compact
IRBF over the large value range of β.
To study the computational efficiency of the combined compact IRBF and the
compact IRBF, we employ different sets of grid points with an increment of
10 (i.e. {11, 21, ...}) and carry out the simulation until the solution accuracy
achieves a target RMS level of 5 × 10−6. Results obtained are shown in Figure
5.14, indicating that the present combined compact IRBF scheme uses a smaller
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Figure 5.5 Second-order ODE, nx = 11: The effect of β on the condition number of the conversion matrix.
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Figure 5.6 Second-order ODE, nx = 11: The effect of β on the solution accuracy RMS of first-order
derivative approximations.
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Figure 5.7 Second-order ODE, nx = 11: The effect of β on the solution accuracy RMS of second-order
derivative approximations.
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Figure 5.8 Second-order ODE, nx = 51: The effect of β on the condition number of the conversion matrix.
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Figure 5.9 Second-order ODE, nx = 51: The effect of β on the solution accuracy RMS of first-order
derivative approximations.
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Figure 5.10 Second-order ODE, nx = 51: The effect of β on the solution accuracy RMS of second-order
derivative approximations.
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Figure 5.11 Second-order ODE, nx = 101: The effect of β on the condition number of the conversion matrix.
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Figure 5.12 Second-order ODE, nx = 101: The effect of β on the solution accuracy RMS of first-order
derivative approximations.
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Figure 5.13 Second-order ODE, nx = 101: The effect of β on the solution accuracy RMS of second-order
derivative approximations.
number of grids and takes much less time to reach the target accuracy than the
compact IRBF.
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Figure 5.14 Second-order ODE, {11, 21, ...}: The computational cost to achieve the target accuracy of 5 ×
10−6. The final grid is 661 for the compact IRBF and 41 for the combined compact IRBF.
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5.5.2 Poisson equation
In order to study the 2D spatial accuracy of the present combined compact IRBF
approximation schemes, we consider the following Poisson equation
d2u
dx21
+
d2u
dx22
= −2pi2 cos(pix1) cos(pix2), (5.45)
on a square domain [0, 1]2, subjected to the Dirichlet boundary condition derived
from the following exact solution
u = cos(pix1) cos(pix2). (5.46)
The calculations are carried out on uniform grids of {11× 11, 51× 51, 101× 101}.
A set of β of {1, 101, 201, ..., 2001} is chosen. As in the case of the second-order
ODE (i.e. Section 5.5.1), the present combined compact IRBF-Precond scheme
outperforms the DRBF, compact IRBF and compact IRBF-Precond schemes in
terms of the solution accuracy and stability (Figures 5.15 to 5.17). These Figures
also indicate that the stability of the combined compact IRBF and the compact
IRBF is much improved with the present preconditioning technique.
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Figure 5.15 Poisson equation, 11× 11: The effect of β on the condition number of the conversion matrix (top)
and on the solution accuracy RMS (bottom).
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Figure 5.16 Poisson equation, 51× 51: The effect of β on the condition number of the conversion matrix (top)
and on the solution accuracy RMS (bottom).
To study the computational efficiency of the combined compact IRBF and the
compact IRBF, we increase the density of grids as {11× 11, 21× 21, ...} until the
solution accuracy achieves a target RMS level of 5 × 10−5. Figure 5.18 shows
that the present scheme combined compact IRBF uses a much smaller number
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Figure 5.17 Poisson equation, 101 × 101: The effect of β on the condition number of the conversion matrix
(top) and on the solution accuracy RMS (bottom).
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of grids and takes much less time to reach the target accuracy than the compact
IRBF.
Time (second)
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Figure 5.18 Poisson equation, {11× 11, 21× 21, ...}: The computational cost to achieve the target accuracy
of 5× 10−5. The final grid is 91× 91 for the compact IRBF and 21× 21 for the combined compact IRBF.
5.5.3 Heat equation
By selecting the following heat equation, the performance of the present combined
compact IRBF scheme can be studied for the diffusive term only
∂u
∂t
=
∂2u
∂x2
, a ≤ x ≤ b, t ≥ 0, (5.47)
u(x, 0) = u0(x), a ≤ x ≤ b, (5.48)
u(a, t) = uΓ1(t) and u(b, t) = uΓ2(t), t ≥ 0, (5.49)
where u and t are the temperature and time, respectively; and, u0(x), uΓ1(t), and
uΓ2(t) are prescribed functions. The temporal discretisation of (5.47) with the
Crank-Nicolson scheme gives
un − un−1
∆t
=
1
2
{
∂2un
∂x2
+
∂2un−1
∂x2
}
, (5.50)
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where the superscript n denotes the current time level. (5.50) can be rewritten
as {
1− ∆t
2
∂2
∂x2
}
un =
{
1 +
∆t
2
∂2
∂x2
}
un−1. (5.51)
Consider (5.47) on a segment [0, pi] with the initial and boundary conditions
u(x, 0) = sin(2x), 0 < x < pi. (5.52)
u(0, t) = u(pi, t) = 0, t ≥ 0. (5.53)
The exact solution of this problem is
u(x, t) = sin(2x)e−4t. (5.54)
The spatial accuracy of the proposed scheme is tested on various uniform grids
{11, 21, ..., 101}. We employ here a small time step, ∆t = 10−6, to minimise the
effect of the approximation error in time. The solution is computed at t = 0.0125.
Figure 5.19 shows that the combined compact IRBF-Precond using β = 1000
outperforms the FDM in terms of both the solution accuracy and the convergence
rate.
5.5.4 Burgers equation
With Burgers equation, the performance of the present combined compact IRBF
scheme can be investigated for both the convective and diffusive terms
∂u
∂t
+ u
∂u
∂x
=
1
Re
∂2u
∂x2
, a ≤ x ≤ b, t ≥ 0, (5.55)
u(x, 0) = u0(x), a ≤ x ≤ b, (5.56)
u(a, t) = uΓ1(t) and u(b, t) = uΓ2(t), t ≥ 0, (5.57)
where Re > 0 is the Reynolds number; and, u0(x), uΓ1(t), and uΓ2(t) are pre-
scribed functions. The temporal discretisations of (5.55) using the Adams-Bashforth
scheme for the convective term and Crank-Nicolson scheme for the diffusive term,
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Figure 5.19 Heat equation, {11, 21, ..., 101}, Re = 100, ∆t = 10−6, t = 0.0125: The effect of the grid
size h on the solution accuracy RMS. The solution converges as O(h1.98) for the FDM and O(h4.21) for
the combined compact IRBF-Precond scheme.
result in
un − un−1
∆t
+
{
3
2
(
u
∂u
∂x
)n−1
− 1
2
(
u
∂u
∂x
)n−2}
=
1
2Re
{
∂2un
∂x2
+
∂2un−1
∂x2
}
,
(5.58)
or
{
1− ∆t
2Re
∂2
∂x2
}
un =
{
1 +
∆t
2Re
∂2
∂x2
}
un−1−∆t
{
3
2
(
u
∂u
∂x
)n−1
− 1
2
(
u
∂u
∂x
)n−2}
.
(5.59)
The problem is considered on a segment 0 ≤ x ≤ 1, t ≥ 0 in the form (Hassanien
et al., 2005)
u(x, t) =
α0 + µ0 + (µ0 − α0) exp(λ)
1 + exp(λ)
, (5.60)
where λ = α0Re(x − µ0t − β0), α0 = 0.4, β0 = 0.125, µ0 = 0.6, and Re = 100.
The initial and boundary conditions can be derived from the analytic solution
(5.60). The calculations are carried out on a set of uniform grids {11, 21, ..., 101}.
The time step ∆t = 10−6 is chosen. The errors of the solution are calculated at
the time t = 0.0125. Figure 5.20 displays that the present combined compact
IRBF-Precond using β = 1000 has much lower errors than the FDM. Also, its
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convergence rate is much better than that of the FDM.
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Figure 5.20 Burgers equation, {11, 21, ..., 101}, Re = 100, ∆t = 10−6, t = 0.0125: The effect of the
grid size h on the solution accuracy RMS. The solution converges as O(h1.48) for the FDM and O(h2.47)
for the combined compact IRBF-Precond scheme.
5.5.5 Convection-diffusion equations
To study the performance of the present combined compact IRBF approximation
in simulating convection diffusion problems, we employ the alternating direction
implicit (ADI) procedure which was detailed in (Tien et al., 2015c). A two-
dimensional unsteady convection-diffusion equation for a variable u is expressed
as follows.
∂u
∂t
+ cx
∂u
∂x
+ cy
∂u
∂y
= dx
∂2u
∂x2
+ dy
∂2u
∂y2
+ fb, (x, y, t) ∈ Ω× [0, T ] , (5.61)
subject to the initial condition
u(x, y, 0) = u0(x, y), (x, y) ∈ Ω, (5.62)
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and the Dirichlet boundary condition
u(x, y, t) = uΓ(x, y, t), (x, y) ∈ Γ, (5.63)
where Ω is a two-dimensional rectangular domain; Γ is the boundary of Ω; [0, T ]
is the time interval; fb is the driving function; u0 and uΓ are some given functions;
cx and cy are the convective velocities; and, dx and dy are the diffusive coefficients.
In this work, we consider fb = 0, in a square Ω = [0, 2]
2 with the following analytic
solution (Noye and Tan, 1989)
u(x, y, t) =
1
4t+ 1
exp
[
−(x− cxt− 0.5)
2
dx(4t+ 1)
− (y − cyt− 0.5)
2
dy(4t+ 1)
]
. (5.64)
From (5.64), one can derive the initial and boundary conditions. We consider
two sets of parameters (Ma et al., 2012)
Case I: cx = cy = 0.8, dx = dy = 0.01, t = 1.25, ∆t = 2.5E − 4.
Case II: cx = cy = 80, dx = dy = 0.01, t = 0.0125, ∆t = 2.5E − 6.
The corresponding Peclet number is thus Pe = 2 for case I and Pe = 200 for case
II. To study the accuracy of the solution with the grid refinement, we employ sets
of uniform grids as shown in Figures 5.21 and 5.22. The results in these Figures
show that the accuracy and the convergence rate of the proposed combined com-
pact IRBF-Precond using β = 1000 are much better than those of the FDM. For
case I, the convergence rates are O(h3.38) and O(h1.55) for the combined compact
IRBF and the FDM, respectively. For case II, the convergence rates are O(h2.71)
and O(h0.85) for the combined compact IRBF and the FDM, respectively.
5.5.6 Taylor-Green vortex in rectangular domain
To study the performance of the present combined compact IRBF approxima-
tion in simulating viscous flows in a rectangular domain, we consider a transient
viscous flow problem, namely Taylor-Green vortex which is governed by Navier-
Stokes equations. The problem has the analytical solutions as follows (Tian et al.,
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present combined compact IRBF-Precond using β=1000
Figure 5.21 Unsteady convection-diffusion equation, {11× 11, 21× 21, ..., 91× 91}, case I: The effect
of the grid size h on the solution accuracy RMS. The solution converges as O(h1.55) for the FDM and
O(h3.38) for the combined compact IRBF-Precond scheme.
h
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Figure 5.22 Unsteady convection-diffusion equation, {21× 21, 31× 31, ..., 101× 101}, case II: The effect
of the grid size h on the solution accuracy RMS. The solution converges as O(h0.85) for the FDM and
O(h2.71) for the combined compact IRBF-Precond scheme.
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2011).
u(x1, x2, t) = − cos(kx1) sin(kx2) exp(−2k2t/Re), (5.65)
v(x1, x2, t) = sin(kx1) cos(kx2) exp(−2k2t/Re), (5.66)
p(x1, x2, t) = −1/4 {cos(2kx1) + cos(2kx2)} exp(−4k2t/Re), (5.67)
where 0 ≤ x1, x2 ≤ 2pi. Calculations are carried out for k = 2 on a set of uniform
grid, {11× 11, 21× 21, ..., 51× 51}. A fixed time step ∆t = 0.002 and Re = 100
are employed. Numerical solutions are computed at t = 2. The exact solution, i.e.
equations (5.65)-(5.67), provides the initial field at t = 0 and the time-dependent
boundary conditions. Table 5.1 shows the accuracy comparison between the
present scheme and the high-order compact (HOC) finite difference scheme of
Tian et al. (2011) (fourth-order). It is seen that the present scheme is superior
to the HOC in terms of both the level of accuracy and the convergence rate. The
solutions for the u- and v-velocities and for pressure converge, respectively, as
O(h3.91) and O(h3.81) for the present method, and only O(h2.92) and O(h3.28) for
the HOC.
5.5.7 Taylor-Green vortex in non-rectangular domain
In order to analyse the performance of the present combined compact IRBF
approximation scheme in solving the transient viscous flow in a non-rectangular
domain, we consider the case of an array of decaying vortices with the analytical
solutions (Tien et al., 2015b) described by
u(x1, x2, t) = sin(pix1) cos(pix2) exp(−2pi2t/Re), (5.68)
v(x1, x2, t) = − sin(pix2) cos(pix1) exp(−2pi2t/Re), (5.69)
p(x1, x2, t) = 1/2
{
cos2(pix2)− sin2(pix1)
}
exp(−4pi2t/Re). (5.70)
The flow is computed in a circular domain with radius of unity and centred at the
origin of the coordinate system. The problem domain is embedded in a uniform
Cartesian grid on Ω = [−1.5, 1.5]2 and the grid nodes exterior to the domain
are removed. The interior nodes falling within a small distance δ = h/8, where
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h is the grid size, to the boundary will also be discarded (Mai-Duy and Tran-
Cong, 2010). The boundary nodes are generated through the intersection of the
grid lines and the boundary as demonstrated in Figure 5.23. The calculations
are carried out using several uniform grids, {10× 10, 20× 20, ..., 50× 50}. The
Reynolds number is set to be Re = 5 and numerical solutions are computed at
t = 0.3 using a fixed time step ∆t = 0.001. The initial field at t = 0 and time-
dependent boundary conditions are given by (5.68)-(5.70). Table 5.2 illustrates
the accuracy comparison between the present scheme and the compact IRBF
approach of Tien et al. (2015b). It is observed that errors produced by the
present scheme are much lower than those generated by the compact IRBF.
Figure 5.23 Taylor-Green vortex, non-rectangular domain, spatial discretisation: + represents interior nodes;
and, ◦ represents boundary nodes.
5.5.8 Irregular bottom lid driven cavity
The lid driven cavity with a deformed base presented in (Udaykumar et al.,
1996; Shyy et al., 1996; Mariani and Prata, 2008; Tien et al., 2015b) is cho-
sen to validate the performance of the present approximation scheme in simu-
lating fluid flow problems in an irregular domain. The base is deformed sinu-
soidally with an amplitude of 10 percent of the base. The computational do-
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main and boundary conditions are illustrated in Figure 5.24. The interior and
boundary nodes are generated in a similar manner described in Section 5.5.7.
The spatial discretisation is shown in Figure 5.25. A range of uniform grids,
{53× 53, 63× 63, 83× 83, 93× 93} is employed in the simulation. A fixed time
step and Reynolds number are chosen to be ∆t = 0.001 and Re = 1000, re-
spectively. The results obtained by the present method are compared with those
reported in (Shyy et al., 1996; Mariani and Prata, 2008; Tien et al., 2015b), where
appropriate. From the literature, the finite volume method (FVM) results using
the well-tested body-fitted coordinate formulation and the dense grid of 121×121
presented in Shyy et al. (1996) have been considered as “Benchmark” results for
comparison purposes.
Figure 5.24 Irregular bottom lid driven cavity: problem configuration and boundary conditions.
Table 5.25 shows the present results for the extrema of the vertical and horizontal
velocity profiles along the vertical centreline of the cavity. With relatively coarse
grids, the results obtained by the present scheme are very comparable with other
schemes using much denser grids. Although good numerical results are acquired,
the effects of irregular boundaries on the solution accuracy and stability are still
not theoretically explained, and further studies are needed.
Figure 5.26 displays horizontal and vertical velocity profiles along the vertical
centreline for different grid sizes, where a grid convergence of the present scheme
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Figure 5.25 Irregular bottom lid driven cavity, spatial discretisation: + represents interior nodes; ◦ represents
boundary nodes.
is obviously observed (i.e. the present solution approaches the benchmark solution
with a fast rate as the grid density is increased). The present scheme effectively
achieves the benchmark results with a grid of only 83 × 83 in comparison with
the grid of 121× 121 used to obtain the benchmark results in (Shyy et al., 1996).
In addition, the present results with a grid of only 53 × 53 outperform those of
Mariani and Prata (2008) using the grid of 100× 100.
To exhibit contour plots of the flow, we employ the grid of 83× 83. Figures 5.27
and 5.28 show streamlines (which are derived from the velocity) and pressure
deviation contours, respectively. These plots are in close agreement with those
reported in the literature. Additionally, Figure 5.29 shows the iso-vorticity lines
of the present simulation.
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Figure 5.26 Irregular bottom lid driven cavity, β = 1000, Re = 1000: Profiles of the u-velocity (top) and
v-velocity (bottom) along the vertical centreline as the grid density increases. It is noted that the curves for the
last two grids are indistinguishable and in good agreement with the benchmark results of Shyy et al. (1996).
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Figure 5.27 Irregular bottom lid driven cavity, β = 1000, Re = 1000: Streamlines of the flow with the grid of
83 × 83. The plot contains 30 contour lines whose levels vary linearly from the minimum to maximum values;
and, it is in good agreement with that of Shyy et al. (1996).
Figure 5.28 Irregular bottom lid driven cavity, β = 1000, Re = 1000: Static pressure contours of the flow
with the grid of 83 × 83. The plot contains 160 contour lines whose levels vary linearly from the minimum to
maximum values.
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Figure 5.29 Irregular bottom lid driven cavity, β = 1000, Re = 1000: Iso-vorticity lines of the flow with the
grid of 83× 83. The plot contains 160 contour lines whose levels vary linearly from the minimum to maximum
values.
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5.6 Concluding remarks
The main purpose of this work is to provide a scheme that allows for stable
calculation of IRBF approximations at large values of the shape parameter, where
the ill-condition problem becomes severe. The increasing flat region of RBF
is of particular interest since it often corresponds to the most accurate RBF
approximations as shown in recent works (Larsson et al., 2013; Fornberg et al.,
2013). In the chapter, we have proposed an idea of using high-order IRBFs
to construct combined compact approximations, which allows a more straight-
forward incorporation of nodal values of first- and second-order derivatives, and
yields better solution accuracy over compact approximations. Then, we have
proposed a preconditioning technique to circumvent the ill-condition problems of
compact IRBF approaches associated with large values of the shape parameter β
and the stability is shown to be significantly improved. In elliptic equation tests,
we have found that in the large value range of β the proposed combined compact
IRBF-Precond solutions are many orders of magnitude better than those of the
DRBF, compact IRBF, and compact IRBF-Precond schemes. In the simulation
of several fluid flow problems, the new method performs significantly better than
the standard central FDM, the HOC and the compact IRBF. This study provides
an effective tool for the numerical exploration of IRBFs in the large value range
of the shape parameter. The present robust and highly accurate approximation
method based on MQ RBFs is promising for many scientific and engineering
problems governed by PDEs.
In the next chapter, the combined compact scheme will be employed for solving
various fluid flow problems culminating in the solution of fluid structure interac-
tion problems.
Chapter 6
Fluid structure interaction applications
In this study, we present a high-order numerical method based on a combined
compact integrated RBF (IRBF) approximation for viscous flow and fluid struc-
ture interaction (FSI) problems. In the method, the fluid variables are locally
approximated by using the combined compact IRBF, and the incompressible
Navier-Stokes equations are solved by using the velocity-pressure formulation in
a direct fully coupled approach. The fluid solver is verified through various prob-
lems including heat, Burgers, convection-diffusion equations, Taylor-Green vortex
and lid driven cavity flows. It is then applied to simulate some FSI problems in
which an elastic structure is immersed in a viscous incompressible fluid. For
FSI simulations, we employ the immersed boundary framework using a regular
Eulerian computational grid for the fluid mechanics together with a Lagrangian
representation of the immersed boundary. The numerical results obtained by the
present scheme are highly accurate or in good agreement with those reported in
earlier studies of the same problems.
6.1 Introduction
Although many scientific and engineering problems involve fluid structure inter-
action (FSI), thorough study of such problems remains a challenge due to their
strong nonlinearity and multidisciplinary requirements (Chakrabarti, 2005; Dow-
ell and Hall, 2001; Morand and Ohayon, 1995). For most FSI problems, closed
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form analytic methods to the model equations are often not available, while lab-
oratory experiments are not practical due to limited resources. Therefore, to
investigate the fundamental physics involved in the complicated interaction be-
tween fluids and solids, one has to rely on numerical methods (Hou et al., 2012b).
In this study, we are interested in the interaction of a viscous incompressible fluid
with an immersed elastic membrane. The immersed boundary method (IBM),
originally developed by Peskin (1977), is designed to solve this kind of problem.
The IBM is a mixed Eulerian-Lagrangian scheme in which the fluid dynamics
based on the Navier-Stokes (N-S) equations are described in Eulerian form, and
the elasticity of the structure is described in Lagrangian form. The IBM considers
the structure as an immersed boundary which can be represented by a singular
force in the N-S equations rather than a real body. It avoids grid-conforming dif-
ficulties associated with the moving boundary faced by conventional body-fitted
methods. The fluid computation is done on a fixed, uniform computational lattice
and the representation of the immersed boundary is independent of this lattice.
The immersed boundary exerts a singular force on the nearby lattice points of
the fluid with the help of a computational model of the Dirac δ-function. At the
same time, the representative material points of the immersed boundary move at
the local fluid velocity, which is obtained by interpolation from the nearby lattice
points of the fluid. The same δ-function weights are used in the interpolation
step as in the application of the boundary forces on the fluid. Computer simu-
lations using the IBM such as blood flow in the heart (Peskin, 1977; McQueen
et al., 1982), insect flight (Miller and Peskin, 2004), aquatic animal locomotion
(Fauci and Peskin, 1988), bio-film processing (Dillon et al., 1996), and flow past
a pick-up truck (Iaccarino et al., 2004) have exhibited the great potential of the
IBM in FSI applications. Reviews on immersed methods can be found in (Mittal
and Iaccarino, 2005; Sotiropoulos and Yang, 2014).
High-order approximation schemes have the ability to produce highly accurate
solutions to incompressible viscous flow problems. With these schemes, a high
level of accuracy can be achieved using a relatively coarse discretisation. Many
types of high-order approximation methods have been reported in the literature.
Botella and Peyret (1998) developed a Chebyshev collocation method for the lid-
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driven cavity flow. Various types of high-order compact (HOC) finite difference
algorithms were proposed (Lele, 1992; Tian et al., 2011; Fadel et al., 2011). On
the other hand, radial basis function networks (RBFs) have gained a lot of at-
tention from researchers (Kansa, 1990a,b; Fasshauer, 2007). Different schemes of
integrated RBF approximation (here referred to as IRBF) were developed in the
literature (Ngo-Cong et al., 2012; Thai-Quang et al., 2012b; Mai-Duy and Tran-
Cong, 2013; Tien et al., 2015c). In (Tien et al., 2015b), the authors developed a
high-order fully coupled scheme based on compact IRBF approximations for vis-
cous flow problems, where nodal first- and second-derivative values are included
in the stencil approximation and the starting points in the integration process are
second-order derivatives. In their work, the N-S governing equations are taken
in the primitive form where the velocity and pressure fields are solved in a di-
rect fully coupled approach. With relatively coarse meshes, the compact IRBF
produces very accurate solutions to many fluid flow problems in comparison with
some other methods such as the standard central finite different method (FDM)
and the HOC. Recently, Tien et al. (2015a) proposed a combined compact IRBF
approximation scheme, where nodal first- and second-derivative values are also
included in the stencil approximation, but the starting points are fourth-order
derivatives. The fourth-order IRBF approach allows a more straight-forward in-
corporation of nodal values of first- and second-order derivatives, and yields better
accuracy over previous IRBF approximation schemes.
In this chapter, we will incorporate the high-order combined compact IRBF ap-
proximation introduced in (Tien et al., 2015a) into the fully coupled N-S approach
reported in (Tien et al., 2015b). The new high-order fluid solver is verified through
various problems such as heat, Burgers, convection-diffusion equations, Taylor-
Green vortex and lid driven cavity flows. It will show that highly accurate results
are obtained with the present approach. Then, we embed the fluid solver in
the IBM procedure outlined in (Lai and Peskin, 2000; Brittany and Jeffrey) to
simulate FSI problems in which a stretched elastic fibre/membrane relaxes in a
viscous fluid. Comparisons between the present scheme and some others, where
appropriate, are presented; and, numerical studies of the grid convergence and
order of accuracy are also included.
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The remainder of this chapter is organised as follows: Sections 6.2 first reviews the
spatial disretisation using the combined compact IRBF. Following this, Section
6.3 briefly describes the fully coupled approach for N-S equations. Section 6.4
summarises the mathematical formulation of the IBM. In Section 6.5, various
numerical examples are presented and the present results are compared with
some benchmark solutions, where appropriate. Finally, concluding remarks are
given in Section 6.6.
6.2 Review of combined compact IRBF scheme
Consider a two-dimensional domain Ω, which is represented by a uniform Carte-
sian grid. The nodes are indexed in the x-direction by the subscript i (i ∈
{1, 2, ..., nx}) and in the y-direction by j (j ∈ {1, 2, ..., ny}). For rectangular
domains, let N be the total number of nodes (N = nx × ny) and Nip be the
number of interior nodes (Nip = (nx − 2)× (ny − 2)). At an interior grid point
xi,j = (x(i,j), y(i,j))
T where i ∈ {2, 3, ..., nx− 1} and j ∈ {2, 3, ..., ny− 1}, the asso-
ciated stencils to be considered here are two local stencils: {x(i−1,j), x(i,j), x(i+1,j)}
in the x-direction and {y(i,j−1), y(i,j), y(i,j+1)} in the y-direction. Hereafter, for
brevity, η denotes either x or y in a generic local stencil {η1, η2, η3}, where
η1 < η2 < η3, as illustrated in Figure 6.1.
Figure 6.1 Compact 3-point 1D-IRBF stencil for interior nodes.
The integral process of the present combined compact IRBF starts with the de-
composition of fourth-order derivatives of a variable, u, into RBFs
d4u(η)
dη4
=
m∑
i=1
wiGi(η). (6.1)
Approximate representations for the third- to first-order derivatives and the func-
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tions itself are then obtained through the integration processes
d3u(η)
dη3
=
m∑
i=1
wiI1i(η) + c1, (6.2)
d2u(η)
dη2
=
m∑
i=1
wiI2i(η) + c1η + c2, (6.3)
du(η)
dη
=
m∑
i=1
wiI3i(η) +
1
2
c1η
2 + c2η + c3, (6.4)
u(η) =
m∑
i=1
wiI4i(η) +
1
6
c1η
3 +
1
2
c2η
2 + c3η + c4, (6.5)
where I1i(η) =
∫
Gi(η)dη; I2i(η) =
∫
I1i(η)dη; I3i(η) =
∫
I2i(η)dη; I4i(η) =∫
I3i(η)dη; and, c1, c2, c3, and c4 are the constants of integration. The analytic
form of the IRBFs up to eighth-order can be found in (Mai-Duy, 2005). It is
noted that, for the solution of second-order PDEs, only (6.3)-(6.5) are needed.
6.2.1 First-order derivative approximations
For the combined compact approximation of the first-order derivatives at interior
nodes, extra information is chosen as not only
{
du1
dη
; du3
dη
}
but also
{
d2u1
dη2
; d
2u3
dη2
}
.
We construct the conversion system over a 3-point stencil as follows.
u1
u2
u3
du1
dη
du3
dη
d2u1
dη2
d2u3
dη2

=

I4
I3
I2

︸ ︷︷ ︸
C

w1
w2
w3
c1
c2
c3
c4

, (6.6)
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where dui
dη
= du
dη
(ηi) with i ∈ {1, 2, 3}; C is the conversion matrix; and, I2, I3, and
I4 are defined as
I2 =
 I21(η1) I22(η1) I23(η1) η1 1 0 0
I21(η3) I22(η3) I23(η3) η3 1 0 0
 . (6.7)
I3 =
 I31(η1) I32(η1) I33(η1) 12η21 η1 1 0
I31(η3) I32(η3) I33(η3)
1
2
η23 η3 1 0
 . (6.8)
I4 =

I41(η1) I42(η1) I43(η1)
1
6
η31
1
2
η21 η1 1
I41(η2) I42(η2) I43(η2)
1
6
η32
1
2
η22 η2 1
I41(η3) I42(η3) I43(η3)
1
6
η33
1
2
η23 η3 1
 . (6.9)
Solving (6.6) yields 
w1
w2
w3
c1
c2
c3
c4

= C−1

u1
u2
u3
du1
dη
du3
dη
d2u1
dη2
d2u3
dη2

, (6.10)
which maps the vector of nodal values of the function and its first- and second-
order derivatives to the vector of RBF coefficients including the four integration
constants. The first-order derivative at the middle point is computed by substi-
tuting (6.10) into (6.4) and taking η = η2
du2
dη
= I3mC
−1︸ ︷︷ ︸
D1

u
du1
dη
du3
dη
d2u1
dη2
d2u3
dη2

, (6.11)
or
du2
dη
= D1(1 : 3)u + D1(4 : 5)
 du1dη
du3
dη
+ D1(6 : 7)
 d2u1dη2
d2u3
dη2
 , (6.12)
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where D1 is a row vector of length 7, the associated notation “a : b” is used to
indicate the vector entries from the the column a to b; u = [u1, u2, u3]
T ; and,
I3m =
[
I31(η2) I32(η2) I33(η2)
1
2
η22 η2 1 0
]
. (6.13)
By taking derivative terms to the left side and nodal variable values to the right
side, (6.12) reduces to
[
−D1(4) 1 −D1(5)
]
u′ +
[
−D1(6) 0 −D1(7)
]
u′′ = D1(1 : 3)u, (6.14)
where u′ =
[
du1
dη
, du2
dη
, du3
dη
]T
and u′′ =
[
d2u1
dη2
, d
2u2
dη2
, d
2u3
dη2
]T
.
At the boundary nodes, the first-order derivatives are approximated in special
compact stencils. Consider the boundary node, e.g. η1. Its associated stencil is
{η1, η2, η3, η4} as shown in Figure 6.2 and extra information is chosen as du2dη and
Figure 6.2 Special compact 4-point 1D-IRBF stencil for boundary nodes.
d2u2
dη2
. The conversion system over this special stencil is presented as the following
matrix-vector multiplication

u1
u2
u3
u4
du2
dη
d2u2
dη2

=

I4sp
I3sp
I2sp

︸ ︷︷ ︸
Csp

w1
w2
w3
w4
c1
c2
c3
c4

, (6.15)
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where Csp is the conversion matrix; and, I2sp, I3sp, and I4sp are defined as
I2sp =
[
I21(η2) I22(η2) I23(η2) I24(η2) η2 1 0 0
]
. (6.16)
I3sp =
[
I31(η2) I32(η2) I33(η2) I34(η2)
1
2
η22 η2 1 0
]
. (6.17)
I4sp =

I41(η1) I42(η1) I43(η1) I44(η1)
1
6
η31
1
2
η21 η1 1
I41(η2) I42(η2) I43(η2) I44(η2)
1
6
η32
1
2
η22 η2 1
I41(η3) I42(η3) I43(η3) I44(η3)
1
6
η33
1
2
η23 η3 1
I41(η4) I42(η4) I43(η4) I44(η4)
1
6
η34
1
2
η24 η4 1
 . (6.18)
Solving (6.15) yields 
w1
w2
w3
w4
c1
c2
c3
c4

= C−1sp

u1
u2
u3
u4
du2
dη
d2u2
dη2

. (6.19)
The boundary value of the first-order derivative of u is thus obtained by substi-
tuting (6.19) into (6.4) and taking η = η1
du1
dη
= I3bC
−1
sp︸ ︷︷ ︸
D1sp

u
du2
dη
d2u2
dη2
 , (6.20)
or
du1
dη
= D1sp(1 : 4)u + D1sp(5)
du2
dη
+ D1sp(6)
d2u2
dη2
, (6.21)
where u = [u1, u2, u3, u4]
T and
I3b =
[
I31(η1) I32(η1) I33(η1) I34(η1)
1
2
η21 η1 1 0
]
. (6.22)
By taking derivative terms to the left side and nodal variable values to the right
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side, (6.21) reduces to
[
1 −D1sp(5) 0 0
]
u′ +
[
0 −D1sp(6) 0 0
]
u′′ = D1sp(1 : 4)u, (6.23)
where u′ =
[
du1
dη
, du2
dη
, du3
dη
, du4
dη
]T
and u′′ =
[
d2u1
dη2
, d
2u2
dη2
, d
2u3
dη2
, d
2u4
dη2
]T
.
6.2.2 Second-order derivative approximations
For the combined compact approximation of the second-order derivatives at inte-
rior nodes, we employ the same extra information used in the approximation of
the first-order derivative, involving
{
du1
dη
; du3
dη
}
and
{
d2u1
dη2
; d
2u3
dη2
}
. Therefore, the
second-order derivative at the middle point is computed by simply substituting
(6.10) into (6.3) and taking η = η2
d2u2
dη2
= I2mC
−1︸ ︷︷ ︸
D2

u
du1
dη
du3
dη
d2u1
dη2
d2u3
dη2

, (6.24)
or
d2u2
dη2
= D2(1 : 3)u + D2(4 : 5)
 du1dη
du3
dη
+ D2(6 : 7)
 d2u1dη2
d2u3
dη2
 , (6.25)
where u = [u1, u2, u3]
T and
I2m =
[
I21(η2) I22(η2) I23(η2) η2 1 0 0
]
. (6.26)
By taking derivative terms to the left side and nodal variable values to the right
side, (6.25) reduces to
[
−D2(4) 0 −D2(5)
]
u′ +
[
−D2(6) 1 −D2(7)
]
u′′ = D2(1 : 3)u, (6.27)
where u′ =
[
du1
dη
, du2
dη
, du3
dη
]T
and u′′ =
[
d2u1
dη2
, d
2u2
dη2
, d
2u3
dη2
]T
.
At the boundary nodes, i.e. η = η1, we employ the same special stencil, i.e.
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{η1, η2, η3, η4}, and extra information, i.e. du2dη and d
2u2
dη2
, used in the approximation
of the first-order derivatives. Therefore, approximate expression for the second-
order derivative at η1 in the physical space is obtained by simply substituting
(6.19) into (6.3) and taking η = η1
d2u1
dη2
= I2bC
−1
sp︸ ︷︷ ︸
D2sp

u
du2
dη
d2u2
dη2
 , (6.28)
or
d2u1
dη2
= D2sp(1 : 4)u + D2sp(5)
du2
dη
+ D2sp(6)
d2u2
dη2
, (6.29)
where u = [u1, u2, u3, u4]
T and
I2b =
[
I21(η1) I22(η1) I23(η1) I24(η1) η1 1 0 0
]
. (6.30)
By taking derivative terms to the left side and nodal variable values to the right
side, (6.29) reduces to
[
0 −D2sp(5) 0 0
]
u′ +
[
1 −D2sp(6) 0 0
]
u′′ = D2sp(1 : 4)u, (6.31)
where u′ =
[
du1
dη
, du2
dη
, du3
dη
, du4
dη
]T
and u′′ =
[
d2u1
dη2
, d
2u2
dη2
, d
2u3
dη2
, d
2u4
dη2
]T
.
6.2.3 Matrix assembly for first- and second-order derivative approximations
The IRBF system on a grid line for the first-order derivative is obtained by letting
the interior node take values from 2 to (nη−1) in (6.14); and, making use of (6.23)
for the boundary nodes 1 and nη. In a similar manner, the IRBF system on a grid
line for the second-order derivative is obtained by letting the interior node take
values from 2 to (nη − 1) in (6.27); and, making use of (6.31) for the boundary
nodes 1 and nη. The resultant matrix assembly is expressed as A1 B1
A2 B2

︸ ︷︷ ︸
Coefficient matrix
 u′n
u′′n
 =
 R1
R2
 un , (6.32)
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where A1, A2, B1, B2, R1, and R2 are nη×nη matrices; u′n =
[
u′1
n, u′2
n, ..., u′nη
n
]T
;
u′′n =
[
u′′1
n, u′′2
n, ..., u′′nη
n
]T
; and, un =
[
u1
n, u2
n, ..., unη
n
]T
. The coefficient ma-
trix is sparse with diagonal sub-matrices. Solving (6.32) yields
u′n = Dηun, (6.33)
u′′n = Dηηun, (6.34)
where Dη and Dηη are nη × nη matrices.
6.2.4 Numerical implementation
For convenience in terms of numerical implementation, the formulation developed
in Section 6.2.1 to 6.2.3 can be written in an intrinsic coordinate system as shown
in Figure 6.3 (top).
Figure 6.3 Intrinsic coordinate system (top), xˆ, and actual coordinate system (bottom), x, in which h is actual
grid size.
The relationship between the derivatives in the intrinsic coordinate system and
the corresponding ones in the actual coordinate system with a particular grid
size, h, Figure 6.3 (bottom), is as follows.
du
dx
=
du
dxˆ
dxˆ
dx
=
1
2h
du
dxˆ
. (6.35)
d2u
dx2
=
1
(2h)2
d2u
dxˆ2
. (6.36)
Thus, the conversion matrix, C, needs be computed and inverted once. Subse-
quently, as the grid size h changes, these matrices can be obtained by a simple
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factor.
The present compact IRBF stencils can be extended to the three-dimensional
case since their approximations in each direction are constructed independently.
As shown above, the IRBF approximation expressions are first derived in 1D
and they are utilised to form the approximations in 2D. This procedure is also
applicable to the 3D case.
6.3 Review of fully coupled procedure for Navier-Stokes
The transient N-S equations for an incompressible viscous fluid in the primitive
variables are expressed in the dimensionless non-conservative forms as follows.
∂u
∂t
+
{
u
∂u
∂x
+ v
∂u
∂y
}
︸ ︷︷ ︸
N (u)
= −∂p
∂x
+
1
Re
{
∂2u
∂x2
+
∂2u
∂y2
}
︸ ︷︷ ︸
L(u)
, (6.37)
∂v
∂t
+
{
u
∂v
∂x
+ v
∂v
∂y
}
︸ ︷︷ ︸
N (v)
= −∂p
∂y
+
1
Re
{
∂2v
∂x2
+
∂2v
∂y2
}
︸ ︷︷ ︸
L(v)
, (6.38)
∂u
∂x
+
∂v
∂y
= 0, (6.39)
where u, v and p are the velocity components in the x-, y-directions and static
pressure, respectively; Re = Ul/ν is the Reynolds number, in which ν, l and
U are the kinematic viscosity, characteristic length and characteristic speed of
the flow, respectively. For simplicity, we employ notations N(u) and N(v) to
represent the convective terms in the x- and y-directions, respectively; and, L(u)
and L(v) to denote the diffusive terms in the x- and y-directions, respectively.
The temporal discretisations of (6.37)-(6.39), using the Adams-Bashforth scheme
for the convective terms and Crank-Nicolson scheme for the diffusive terms, result
in
un − un−1
∆t
+
{
3
2
N(un−1)− 1
2
N(un−2)
}
= −Gx(pn− 12 )+ 1
2Re
{
L(un) + L(un−1)
}
,
(6.40)
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vn − vn−1
∆t
+
{
3
2
N(vn−1)− 1
2
N(vn−2)
}
= −Gy(pn− 12 ) + 1
2Re
{
L(vn) + L(vn−1)
}
,
(6.41)
Dx(u
n) + Dy(v
n) = 0, (6.42)
where n denotes the current time level; Gx and Gy are gradients in the x- and y-
directions, respectively; and, Dx and Dy are gradients in the x- and y-directions,
respectively.
Taking the unknown quantities in (6.40)-(6.42) to the left hand side and the
known quantities to the right hand side, and then collocating them at the interior
nodal points result in the matrix-vector form
K 0 Gx
0 K Gy
Dx Dy 0


un
vn
pn−
1
2
 =

rnx
rny
0
 , (6.43)
where
K =
1
∆t
{
I− ∆t
2Re
L
}
, (6.44)
rnx =
1
∆t
{
I +
∆t
2Re
L
}
un−1 −
{
3
2
N(un−1)− 1
2
N(un−2)
}
, (6.45)
rny =
1
∆t
{
I +
∆t
2Re
L
}
vn−1 −
{
3
2
N(vn−1)− 1
2
N(vn−2)
}
, (6.46)
un and vn are vectors containing the nodal values of un and vn at the boundary
and interior nodes, respectively, while pn−
1
2 is a vector containing the values of
pn−
1
2 at the interior nodes only; I is the identity matrix; and, N and L are the
matrix operators for the approximation of the convective and diffusive terms,
respectively.
6.4 Summary of immersed boundary method
In this chapter, we provide a brief overview of the IBM and the reader is referred
to (Lai and Peskin, 2000; Brittany and Jeffrey) for further details. For simplicity,
we consider a model problem of a two-dimensional Newtonian, incompressible
fluid and a one-dimensional, closed, elastic membrane. The fluid is defined on
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a periodic box Ω = [0, 1]2 using the Eulerian coordinates x = (x, y). The fluid
contains an immersed neutrally-buoyant membrane Γ ⊂ Ω, using the Lagrangian
coordinates s ∈ [0, 1]. It is noted that the lattice points are fixed but the boundary
points are moving, and those two sets of points usually do not coincide with each
other. We discretise Ω using a uniform nx × ny grid. Then, we set the mesh size
of the immersed boundary to be nb = 3× nx, so that there are approximately 3
immersed boundary points per mesh width.
The IBM is mathematically defined by a set of differential equations involving a
mixture of Eulerian and Lagrangian variables. The motion of the fluid-membrane
is governed by the incompressible N-S equations
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p+ µ∇2u + f, (6.47)
∇ · u = 0, (6.48)
where u = u(x, t) = (u(x, t), v(x, t)) and p = p(x, t) are the fluid velocity and
pressure at location x and time t, respectively; ρ and µ are the constant fluid
density and dynamic viscosity, respectively; and, f = f(x, t) = (fx(x, t), fy(x, t))
is the external body force through which the immersed boundary is coupled to
the fluid
f(x, t) =
∫
Γ
F(s, t)δ(x−X(s, t))ds, (6.49)
where X(s, t) = (X(s, t), Y (s, t)) is a parametric curve representing the immersed
boundary configuration; the delta function δ(x) = dh(x)dh(y) is a Cartesian
product of one-dimensional Dirac delta functions, which is used to transmit the
Lagrangian immersed boundary force from Γ onto adjacent Eulerian fluid nodes.
The one-dimensional Dirac delta function is chosen as
dh(r) =

1
8h
(
3− 2|r|/h+
√
1 + 4|r|/h− 4 (|r|/h)2
)
, |r| ≤ h,
1
8h
(
5− 2|r|/h−
√
−7 + 12|r|/h− 4 (|r|/h)2
)
, h ≤ |r| ≤ 2h,
0, otherwise,
(6.50)
in which h is the grid size; and, F(s, t) is the elastic force density which is a
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function of the current immersed boundary configuration
F(s, t) = F (X(s, t)) = σ ∂
∂s
(
∂X(s, t)
∂s
(
1− ε|∂X(s,t)
∂s
|
))
, (6.51)
which corresponds to membrane points linked together by linear springs with
spring constant σ. If we assume the equilibrium strain ε = 0, then (6.51) reduces
to
F(s, t) = F (X(s, t)) = σ∂
2X(s, t)
∂s2
. (6.52)
The final equation needed to close the system is an evolution equation for the
immersed boundary, which comes from the simple requirement that Γ must travel
at the local fluid velocity (the non-slip condition)
∂X(s, t)
∂t
= U(X(s, t), t) =
∫
Ω
u(x, t)δ(x−X(s, t))dx, (6.53)
where U is the boundary speed. The delta function δ here imposes the Eulerian
flow velocity on the adjacent Lagrangian boundary nodes.
IBM algorithm Next, we describe the algorithm used in this work, which is a
discrete version of Equations (6.47), (6.48), (6.49), (6.51), and (6.53). Assuming
that the velocity field and the membrane position are already known at time tn−2,
tn−3/2, and tn−1. The procedure for updating these values to time tn is as follows.
At half time step:
Step 1. Update position of membrane
Xn−1/2(s)−Xn−1(s)
∆t/2
=
∑
Ω
un−1δ(x−Xn−1(s))h2. (6.54)
Step 2. Compute membrane force density
Fn−1/2(s) = F
(
Xn−1/2(s)
)
. (6.55)
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Step 3. Calculate force coming from membrane
fn−1/2(x) =
∑
Γ
Fn−1/2(s)δ(x−Xn−1/2(s))∆s. (6.56)
Step 4. Solve for fluid motion
ρ
[
un−1/2 − un−1
∆t/2
+
{
3
2
N
(
un−1
)− 1
2
N
(
un−2
)}]
= Gp˜n−1/2 +
µ
2
{
L
(
un−1/2
)
+ L
(
un−1
)}
+ fn−1/2. (6.57)
D · un−1/2 = 0. (6.58)
Once un−1/2 are known, we use them to take a full step from time tn−1 to tn, as
follows.
At full time step:
Step 5. Solve for fluid motion
ρ
[
un − un−1
∆t
+
{
3
2
N
(
un−1/2
)− 1
2
N
(
un−3/2
)}]
= Gpn−1/2 +
µ
2
{
L (un) + L
(
un−1
)}
+ fn−1/2. (6.59)
D · un = 0. (6.60)
Step 6. Update position of membrane
Xn(s)−Xn−1(s)
∆t
=
∑
Ω
un−1/2δ(x−Xn−1/2(s))h2. (6.61)
6.5 Numerical examples
We chose the multiquadric (MQ) function as the basis function, i.e. (1.6), in the
present calculations. The value of β = 10 is chosen for calculations in the present
work. We evaluate the performance of the present scheme through the following
measures
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i. The root mean square error (RMS) is defined as
RMS =
√∑N
i=1
(
fi − f i
)2
N
, (6.62)
where fi and f i are the computed and exact values of the solution f at
the i-th node, respectively; and, N is the number of nodes over the whole
domain.
ii. The maximum absolute error (L∞) is defined as
L∞ = max
i=1,...,N
|fi − f i|. (6.63)
iii. The global convergence rate, α, with respect to the grid refinement is defined
through
RMS(h) ≈ γhα = O(hα), (6.64)
where h is the grid size; and, γ and α are exponential model’s parameters.
iv. A flow is considered as reaching its steady state when√∑N
i=1
(
fni − fn−1i
)2
N
< 10−9. (6.65)
v. Difference (%) between computed and analytical values is defined to be
f − f
f
× 100. (6.66)
For comparison purposes, we also implement the standard FDM, the HOC scheme
of Tian et al. (2011) and the coupled compact IRBF scheme of Tien et al. (2015c)
for numerical calculations.
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6.5.1 Heat equation
By selecting the following heat equation, the performance of the present combined
compact IRBF scheme can be studied for the diffusive term only as
∂u
∂t
=
∂2u
∂x2
, a ≤ x ≤ b, t ≥ 0, (6.67)
u(x, 0) = u0(x), a ≤ x ≤ b, (6.68)
u(a, t) = uΓ1(t) and u(b, t) = uΓ2(t), t ≥ 0, (6.69)
where u and t are the field variable and time, respectively; and, u0(x), uΓ1(t),
and uΓ2(t) are prescribed functions. The temporal discretisation of (6.67) with
the Crank-Nicolson scheme gives
un − un−1
∆t
=
1
2
{
∂2un
∂x2
+
∂2un−1
∂x2
}
, (6.70)
where the superscript n denotes the current time step. (6.70) can be rewritten as
{
1− ∆t
2
∂2
∂x2
}
un =
{
1 +
∆t
2
∂2
∂x2
}
un−1. (6.71)
Consider (6.67) on a segment [0, pi] with the initial and boundary conditions
u(x, 0) = sin(2x), 0 < x < pi. (6.72)
u(0, t) = u(pi, t) = 0, t ≥ 0. (6.73)
The exact solution of this problem can be verified to be
u(x, t) = sin(2x)e−4t. (6.74)
The spatial accuracy of the present scheme is investigated using various uniform
grids {11, 13, ..., 25}. We employ here a small time step, ∆t = 10−6, to minimise
the effect of the approximation error in time. The solution is computed at t =
0.0125. Figure 6.4 shows that the present combined compact IRBF outperforms
the standard central FDM, the HOC, and the coupled compact IRBF in terms
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of both the solution accuracy and the convergence rate.
h
0.15 0.2 0.25 0.3
R
M
S
10-6
10-5
10-4
10-3
10-2
FDM
HOC
coupled compact IRBF
present combined compact IRBF
Figure 6.4 Heat equation, {11, 13, ..., 25}, ∆t = 10−6, t = 0.0125: The effect of the grid size h on the
solution accuracy RMS. The solution converges as O(h1.96) for the central FDM, O(h3.34) for the HOC,
O(h3.54) for the coupled compact IRBF, and O(h5.35) for the present combined compact IRBF.
6.5.2 Burgers equation
With Burgers equation, the performance of the present combined compact IRBF
scheme can be investigated for both the convective and diffusive terms as
∂u
∂t
+ u
∂u
∂x
=
1
Re
∂2u
∂x2
, a ≤ x ≤ b, t ≥ 0, (6.75)
u(x, 0) = u0(x), a ≤ x ≤ b, (6.76)
u(a, t) = uΓ1(t) and u(b, t) = uΓ2(t), t ≥ 0, (6.77)
where Re > 0 is the Reynolds number; and, u0(x), uΓ1(t), and uΓ2(t) are pre-
scribed functions. The temporal discretisations of (6.75) using the Adams-Bashforth
scheme for the convective term and Crank-Nicolson scheme for the diffusive term,
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result in
un − un−1
∆t
+
{
3
2
(
u
∂u
∂x
)n−1
− 1
2
(
u
∂u
∂x
)n−2}
=
1
2Re
{
∂2un
∂x2
+
∂2un−1
∂x2
}
,
(6.78)
or
{
1− ∆t
2Re
∂2
∂x2
}
un =
{
1 +
∆t
2Re
∂2
∂x2
}
un−1−∆t
{
3
2
(
u
∂u
∂x
)n−1
− 1
2
(
u
∂u
∂x
)n−2}
.
(6.79)
The problem is considered on a segment 0 ≤ x ≤ 1 in the form (Hassanien et al.,
2005)
u(x, t) =
α0 + µ0 + (µ0 − α0) exp(λ)
1 + exp(λ)
, (6.80)
where λ = α0Re(x − µ0t − β0), α0 = 0.4, β0 = 0.125, µ0 = 0.6, and Re = 200.
The initial and boundary conditions can be derived from the analytic solution
(6.80). The calculations are carried out on a set of uniform grids {61, 71, ..., 121}.
The time step ∆t = 10−6 is chosen. The errors of the solution are calculated at
the time t = 0.0125. Figure 6.5 shows that the present combined compact IRBF
overwhelms the standard central FDM, HOC, coupled compact IRBF schemes in
terms of both the solution accuracy and the convergence rate.
6.5.3 Convection-diffusion equations
To study the performance of the present combined compact IRBF approximation
in simulating convection-diffusion problems, we employ the alternating direction
implicit (ADI) procedure which was detailed in (Tien et al., 2015c). A two-
dimensional unsteady convection-diffusion equation for a variable u is expressed
as follows.
∂u
∂t
+ cx
∂u
∂x
+ cy
∂u
∂y
= dx
∂2u
∂x2
+ dy
∂2u
∂y2
+ fb, (x, y, t) ∈ Ω× [0, T ] , (6.81)
subject to the initial condition
u(x, y, 0) = u0(x, y), (x, y) ∈ Ω, (6.82)
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h
0.01 0.012 0.014 0.016 0.018 0.02
R
M
S
10-5
10-4
10-3
FDM
HOC
coupled compact IRBF
present combined compact IRBF
Figure 6.5 Burgers equation, {61, 71, ..., 121},Re = 200, ∆t = 10−6, t = 0.0125: The effect of the grid
size h on the solution accuracy RMS. The solution converges as O(h1.96) for the central FDM, O(h4.62)
for the HOC, O(h5.03) for the coupled compact IRBF, and O(h5.81) for the present combined compact IRBF.
and the Dirichlet boundary condition
u(x, y, t) = uΓ(x, y, t), (x, y) ∈ Γ, (6.83)
where Ω is a two-dimensional rectangular domain; Γ is the boundary of Ω; [0, T ]
is the time interval; fb is the driving function; u0 and uΓ are some given functions;
cx and cy are the convective velocities; and, dx and dy are the diffusive coefficients.
In this work, we consider fb = 0, in a square Ω = [0, 2]
2 with the following analytic
solution (Noye and Tan, 1989)
u(x, y, t) =
1
4t+ 1
exp
[
−(x− cxt− 0.5)
2
dx(4t+ 1)
− (y − cyt− 0.5)
2
dy(4t+ 1)
]
. (6.84)
From (6.84), one can derive the initial and boundary conditions. We consider
two sets of parameters
Case I: cx = cy = 0.8, dx = dy = 0.01, t = 0.0125, ∆t = 1E − 6.
Case II: cx = cy = 80, dx = dy = 0.01, t = 0.0125, ∆t = 1E − 6.
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The corresponding Peclet number is thus Pe = 2 for case I and Pe = 200 for case
II. Figures 6.6 and 6.7 show analyses of the solution accuracy when the grid size
is refined. It can be seen that the accuracy and convergence rate of the present
combined compact IRBF scheme are much better than those of the central FDM,
the HOC, and the coupled compact IRBF.
h
0.02 0.03 0.04 0.05 0.06
R
M
S
10-10
10-8
10-6
10-4
10-2
FDM
HOC
coupled compact IRBF
present combined compact IRBF
Figure 6.6 Unsteady convection-diffusion equation, {31× 31, 41× 41, ..., 121× 121}, case I: The effect
of the grid size h on the solution accuracy RMS. The solution converges as O(h1.90) for the central FDM,
O(h4.29) for the HOC, O(h4.71) for the coupled compact IRBF, and O(h7.02) for the present combined
compact IRBF.
6.5.4 Taylor-Green vortex
To study the performance of the combination of the combined compact IRBF and
the fully coupled approaches in simulating viscous flow, we consider a transient
flow problem, namely Taylor-Green vortex Tian et al. (2011). This problem is
governed by the N-S equations (6.40)-(6.42) and has the analytical solutions
u(x1, x2, t) = − cos(kx1) sin(kx2) exp(−2k2t/Re), (6.85)
v(x1, x2, t) = sin(kx1) cos(kx2) exp(−2k2t/Re), (6.86)
p(x1, x2, t) = −1/4 {cos(2kx1) + cos(2kx2)} exp(−4k2t/Re), (6.87)
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h
0.02 0.025 0.03 0.035 0.04 0.045
R
M
S
10-8
10-6
10-4
10-2
100
FDM
HOC
coupled compact IRBF
present combined compact IRBF
Figure 6.7 Unsteady convection-diffusion equation, {41× 41, 51× 51, ..., 121× 121}, case II: The effect
of the grid size h on the solution accuracy RMS. The solution converges as O(h1.28) for the central FDM,
O(h4.04) for the HOC, O(h4.56) for the coupled compact IRBF, and O(h7.04) for the present combined
compact IRBF.
where 0 ≤ x1, x2 ≤ 2pi. Calculations are carried out for k = 2 on a set of
uniform grids, {11× 11, 21× 21, ..., 51× 51}. A fixed time step ∆t = 0.002 and
Re = 100 are employed. Numerical solutions are computed at t = 2. The exact
solutions, i.e. equations (6.85)-(6.87), provide the initial field at t = 0 and the
time-dependent boundary conditions. Table 6.1 shows the accuracy comparison
of the present scheme with the HOC scheme of Tian et al. (2011) and the compact
IRBF scheme of Tien et al. (2015b). It is seen that the present scheme produces
much better accuracy than the two other schemes; and, its convergence rates
are much higher than those of the HOC and the compact IRBF, i.e. O(h7.02)
compared to O(h5.35) of the compact IRBF and O(h2.92) of the HOC for the u-
velocity; and, O(h8.51) compared to O(h4.48) of the compact IRBF and O(h3.28)
of the HOC for the pressure.
6.5.5 Lid driven cavity
The classical lid driven cavity flow has been considered as a test problem for the
evaluation of numerical methods and the validation of fluid flow solvers for the
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Table 6.1 Taylor-Green vortex: RMS errors and convergence rates.
present combined compact IRBF
Grid u-error v-error p-error
11× 11 1.0652655E+00 1.0584558E+00 6.6053162E+00
21× 21 6.4466038E-04 6.3416436E-04 5.5476571E-03
31× 31 1.1927530E-04 1.1745523E-04 1.6486893E-04
41× 41 1.8243332E-05 1.7849839E-05 1.8919708E-05
51× 51 1.4261494E-05 1.2104415E-05 1.1300027E-05
Rate O(h7.02) O(h7.10) O(h8.51)
compact IRBF (Tien et al., 2015b)
Grid u-error v-error p-error
11× 11 1.7797233E-01 1.7797723E-01 3.0668704E-01
21× 21 4.6366355E-03 4.6366340E-03 8.5913505E-03
31× 31 5.3168859E-04 5.3168061E-04 2.6550518E-03
41× 41 1.0970214E-04 1.0968156E-04 3.4713723E-04
51× 51 3.2428099E-05 3.2378594E-05 2.6244035E-04
Rate O(h5.35) O(h5.35) O(h4.48)
HOC (Tian et al., 2011)
Grid u-error v-error p-error
11× 11 7.0070489E-02 7.0070489E-02 1.0764149E-01
21× 21 9.0692193E-03 9.0692193E-03 1.0567607E-02
31× 31 2.8851487E-03 2.8851487E-03 2.9103288E-03
41× 41 1.2238736E-03 1.2238736E-03 1.1356134E-03
51× 51 6.3063026E-04 6.3063026E-04 5.3933641E-04
Rate O(h2.92) O(h2.92) O(h3.28)
past decades. Figure 6.8 shows the problem definition and boundary conditions.
Uniform grids of {31× 31, 51× 51, 71× 71, 91× 91, 111× 111} and Re = 1000
Figure 6.8 Lid driven cavity: problem configurations and boundary conditions.
are employed in the simulation. A fixed time step is chosen to be ∆t = 0.001.
Numerical results of the present scheme are compared with those of some others
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(Botella and Peyret, 1998; Tien et al., 2015b; Ghia et al., 1982; Gresho et al., 1984;
Bruneau and Jouron, 1990; Deng et al., 1994b; Sahin and Owens, 2003; Thai-
Quang et al., 2012a). From the literature, FDM results using very dense grids
presented by Ghia et al. (1982) and pseudo-spectral results presented by Botella
and Peyret (1998) have been referred to as “Benchmark” results for comparison
purposes.
Table 6.2 shows the present results for the extrema of the vertical and horizontal
velocity profiles along the horizontal and vertical centrelines of the cavity. The
“Errors” evaluated are relative to the “Benchmark” results of Botella and Peyret
(1998). With relatively coarser grids, the results obtained by the present scheme
are very comparable with others using denser grids.
Figure 6.9 displays velocity profiles along the vertical and horizontal centrelines
for different grid sizes, where the grid convergence of the present scheme is clearly
observed (i.e. the present solution approaches the benchmark solution with a fast
rate as the grid density is increased). The present scheme effectively achieves
the benchmark results with a grid of only 71 × 71 in comparison with the grid
of 129 × 129 used to obtain the benchmark results in (Ghia et al., 1982). In
addition, those velocity profiles, with the grid of 71× 71, are displayed in Figure
6.10, where the present solutions match the benchmark ones very well.
To exhibit contour plots of the flow, Figures 6.11 and 6.12 show streamlines and
iso-vorticity lines, respectively, which are derived from the velocity field. Figure
6.13 shows the pressure deviation contours of the present simulation. These plots
are also in good agreement with those reported in the literature.
6.5.6 Elastic flat fibre (surface)
To investigate the accuracy of the combined compact IRBF in solving FSI prob-
lems, we consider a flat fibre problem which was studied in (Stockie, 1997; Gong
et al., 2008). For comparison purposes, we set up the problem parameters and
configurations to be the same as those used in (Stockie, 1997). Figure 6.14 de-
picts the problem configurations. The fluid domain is a unit square with periodic
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Figure 6.9 Lid driven cavity, Re = 1000: Profiles of the u-velocity along the vertical centreline (top) and the
v-velocity along the horizontal centreline (bottom) as the grid density increases.
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Figure 6.10 Lid driven cavity, Re = 1000: Profiles of the u-velocity along the vertical centreline and the
v-velocity along the horizontal centreline.
Figure 6.11 Lid driven cavity, Re = 1000, 91 × 91: Streamlines of the flow. The contour values used here
are taken to be the same as those in (Ghia et al., 1982).
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Figure 6.12 Lid driven cavity, Re = 1000, 91 × 91: Iso-vorticity lines of the flow. The contour values used
here are taken to be the same as those in (Ghia et al., 1982).
Figure 6.13 Lid driven cavity, Re = 1000, 91× 91: Static pressure contours of the flow. The contour values
used here are taken to be the same as those in (Botella and Peyret, 1998).
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Figure 6.14 Fibre: The initial fibre position is a sinusoidal curve. The equilibrium state is a flat surface.
boundary conditions in the x- and y-directions. The viscosity and density con-
stants are chosen as µ = 1 and ρ = 1, respectively. The initial position is a
sinusoidal curve described by
X(s, 0) =
(
s,
1
2
+ A sin(2pis)
)
, (6.88)
where the constant A is set to 0.05. The fluid is initially at rest
u(x, 0) = 0. (6.89)
The purpose of this simulation is to test the decay rate of the maximum height
of the fibre. Figure 6.15 plots a sample of the computed maximum height of the
immersed fibre as a function of time, which oscillates with a decaying amplitude.
There are two quantities that can easily be obtained from this information in
order to make comparisons with the analytic results (Stockie, 1997):
i. The decay rate, Dr(λ), for the smallest wave number 2pi mode which can
be determined by measuring the rate at which the maximum fibre height
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Figure 6.15 Fibre: A sample of computed maximum fibre height versus time.
decays to zero
Dr(λ) =
1
t2 − t1 ln
(
H2
H1
)
. (6.90)
ii. The frequency, Fr(λ), which can be calculated from the period of the fibre
oscillations
Fr(λ) =
pi
t2 − t1 . (6.91)
The results are summarised in Table 6.4 for various values of the fibre spring
constant σ = {1, 20, 100, 1000, 10000, 100000}. With relatively coarse grids, the
present decay rate shows very good agreement with the analytical results, and so
does the frequency. The relative difference is within 6.3% for all values of σ. The
decay rates produced by the present scheme are generally more accurate than
those of the FDM reported in (Stockie, 1997).
To measure the effect of the spatial discretisation on the solution accuracy, we
compute the problem on successively finer grids {20× 20, 40× 40, ..., 140× 140}.
Table 6.4 lists a series of computations for σ = 100000 at which the largest
discrepancy between the computed and analytical decay rates occurs. The differ-
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Table 6.4 Fibre, σ = 100000, and ∆t = 2 × 10−6: Grid convergence of λ to the analytical value λ ≈
−142 + 3390 i. The maximum norm errors are based on comparisons between the computed decay rate
Dr(λ) and the analytical decay rate of -142.
present combined compact IRBF
nx × ny Dr(λ) Fr(λ) Error Local rate(∗)
20× 20 -69 3027 73 —
40× 40 -96 3279 46 0.7
60× 60 -117 3342 25 1.5
80× 80 -127 3349 15 1.7
100× 100 -133 3364 9 2.3
120× 120 -137 3378 5 3.6
140× 140 -140 3378 2 4.6
FDM (Stockie, 1997)
nx × ny Dr(λ) Fr(λ) Error Local rate(∗)
16× 16 -73 2960 69 —
32× 32 -100 3260 42 0.7
64× 64 -131 3360 11 1.9
128× 128 -147 3370 5 1.1
256× 256 -140 3370 2 1.3
(∗)Local rate=-log[errornew/errorold]/log[nxnew/nxold].
ence between the computed and analytical results decreases as the number of grid
points increases; while, the local convergence rate does not settle down to any
value, it does appear to be in between first- and fourth-order spatial accuracy.
It can be seen that the present combined compact IRBF, with the much coarser
grid of only 140× 140, reaches the same level of accuracy of the FDM using the
very dense grid of 256× 256 as presented in (Stockie, 1997).
Using the parameters described in Table 6.4, we plot the evolution of Ymax towards
the equilibrium condition as shown in Figure 6.16, which shows that the computed
solutions converge to the correct steady state. In Figure 6.17, the profiles of the
fibre and the velocity and pressure fields at various times are plotted. These plots
are in good agreement with those reported in (Gong et al., 2008). In Figure 6.18,
we plot the u- and v-velocity profiles along the horizontal and vertical centrelines,
respectively, with the grid refinement for σ = 100000 at t = 0.005. It can be seen
that the solution converges at the grid of 120× 120.
6.5.7 Enclosed elastic tubular membrane
We now consider another FSI problem, a stretched pressurised tubular membrane
immersed in a viscous fluid, which is a typical test for FSI solvers seen in the lit-
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Figure 6.16 Fibre: Evolution of Ymax for different spring constants. The fibre oscillates as it converges to the
equilibrium state.
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Figure 6.17 Fibre, σ = 10000, nx = ny = 60, nb = 180, and ∆t = 2× 10−5: Velocity field and profiles
of the fibre (left hand column); and, pressure field (right hand column) at three different times.
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Figure 6.18 Fibre, σ = 100000, ∆t = 2 × 10−6, and t = 0.005: Profiles of the u-velocity along the
horizontal centreline (top) and the v-velocity along the vertical centreline (bottom). It is noted that the curves for
the last two grids are almost indistinguishable, which shows that the solution converges at the grid of 120×120.
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erature to date (Stockie, 1997; Leveque and Li, 1997; Stockie and Wetton, 1999;
Lee and Leveque, 2003; Le, 2005; Newren, 2007; Cheng and Zhang, 2010; Jeffrey;
Griffith, 2012). For comparison, we deliberately set parameters and conditions of
the problem to be the same as those used in (Stockie, 1997; Stockie and Wetton,
1999; Jeffrey). We assume that the inflated and stretched shape of the membrane
is defined as an ellipse with major and minor radii a = 0.4 and b = 0.2, respec-
tively. Due to the restoring force of the elastic boundary and the incompressibility
of the fluid inside the membrane, when the membrane is relaxed its shape should
converge to an equilibrium circular steady state with radius r =
√
ab ≈ 0.2828.
The initial and equilibrium positions of the elastic membrane are depicted in Fig-
ure 6.19. We supplement the system of equations described in Section 6.4 with
Figure 6.19 Tubular membrane: The initial membrane configuration is a tube with elliptical cross section with
semi-axes 0.4 and 0.2. The equilibrium state is a circular tube with a radius approximately 0.2828.
the initial conditions
X(s, 0) =
(
1
2
+ a cos(2pis),
1
2
+ b sin(2pis)
)
, (6.92)
and
u(x, 0) = 0. (6.93)
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corresponding to a tubular membrane with elliptical cross section in a stationary
fluid. For completeness, we set the following parameters
µ = 1, ρ = 1, and σ = 10000. (6.94)
Because the chosen spring constant σ is stiff, the dynamics occur over a small
time scale (t ≤ 0.04) and require a small time step to resolve.
Figure 6.20 presents the velocity field and evolution of the system at the first time
step and t = 0.0010, 0.0015, 0.0020, 0.0035, 0.0045 when the boundary speed and
flow are relatively large. It is shown that the restoring movement of the membrane
boundary induces an oscillating flow with vortices at the diagonal corners. The
results are consistent with those of (Cheng and Zhang, 2010; Jeffrey; Griffith,
2012).
Because the membrane is closed and the fluid is incompressible, the volume in-
side the oscillating membrane remains constant. By plotting the maximum and
minimum radii of the membrane in time, shown in Figure 6.21, we verify that
the approximate solution converges to the correct steady state. The results are
in good agreement with those presented in (Jeffrey).
The area (or “volume”) of fluid inside the membrane can be effectively used as a
measure of the numerical error. It is well known that immersed boundary compu-
tations can suffer from poor area conservation, which becomes significant during
extreme flow condition such as that we are considering here with large σ. Where
appropriate, the combined compact IRBF results are compared with those of the
central FDM reported in (Stockie, 1997; Stockie and Wetton, 1999) in which the
authors implemented the FDM with various time-stepping discretisation schemes,
Runge-Kutta (RK), forward Euler/backward Euler (FE/BE), Crank-Nicholson
(CN), and midpoint (MP). Table 6.5 presents an analysis to study the conser-
vation of the enclosed area. It could be seen that the present numerical errors
are very small, less than 1.1929E − 01%, and they are much smaller than those
obtained by the FDM.
In Figure 6.22, we plot the u- and v-velocity profiles along the horizontal and ver-
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Figure 6.20 Tubular membrane, σ = 10000, nx = ny = 40, nb = 120, and ∆t = 5 × 10−5: Velocity
field and profiles of the membrane at different times.
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Figure 6.21 Tubular membrane, σ = 10000, nx = ny = 80, nb = 240, and ∆t = 1 × 10−5: Evolution
of rx and ry . The cross section oscillates as it converges to the equilibrium state.
tical centrelines, respectively, at t = 0.02 for different grid sizes. The parameters
used are described in Table 6.5. It is seen that the present solution approaches its
convergent state with a fast rate as the grid size and the time step are decreased.
The velocity profiles are consistent with those results reported in the literature.
Figure 6.23 presents the pressure distribution at different times. It can be seen
that the contractive boundary force generates an abrupt pressure jump inside and
outside the membrane. These plots are in good agreement with those reported
in the literature.
In order to make further comparison with FDM results obtained in (Stockie,
1997; Stockie and Wetton, 1999), we particularly increase the spring constant to
σ = 100000. Table 6.6 shows that present combined compact IRBF produces
much smaller area losses than those obtained by the FDM.
To evaluate the effects of the regularised delta function, which is first/second-
order accurate, on the overall accuracy, a grid convergence study for this problem
is carried out. Results concerning velocities on three different grids, [40×40, 80×
80, 160× 160], are compared with those on a fine grid of [320× 320]. Parameters
6.5. Numerical examples 252
x
0 0.2 0.4 0.6 0.8 1
u
-40
-30
-20
-10
0
10
20
30
40
present 60x60
present 80x80
present 100x100
present 120x120
present 140x140
v
-40 -30 -20 -10 0 10 20 30 40
y
0
0.2
0.4
0.6
0.8
1
present 60x60
present 80x80
present 100x100
present 120x120
present 140x140
Figure 6.22 Tubular membrane, σ = 10000, and t = 0.01: Profiles of the u-velocity along the horizontal
centreline (top) and the v-velocity along the vertical centreline (bottom). It is noted that the curves for the last
two grids are almost indistinguishable, which shows that the solution converges at the grid of 120× 120.
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Figure 6.23 Tubular membrane, σ = 10000, nx = ny = 60, nb = 180, ∆t = 2 × 10−5: Pressure
distribution at different times.
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used are σ = 10000, ∆t = 2× 10−6, an ellipse with major axis of 0.75 and minor
axis of 0.5 and a flow domain of [0, 2] × [0, 2]. The present results and those
obtained by the second-order accurate FDM (Leveque and Li, 1997) are shown
in Table 6.7. It can be seen that similar rates are obtained; however, for all grids
employed, the present solution is about one and two orders of magnitude better
than the FDM one. It is expected that improved rates of the proposed method
can be acquired if a fixed smooth function (Lai and Peskin, 2000) is employed to
replace the delta function.
Table 6.7 Tubular membrane, t = 0: Velocity errors versus the grid refinement.
present combined compact IRBF
nx × ny L∞(u) Local rate(∗) L∞(v) Local rate(∗)
40× 40 5.7921E-04 — 1.0641E-04 —
80× 80 1.9506E-04 1.57 4.2909E-05 1.31
160× 160 6.0462E-05 1.69 1.3957E-05 1.62
FDM (Leveque and Li, 1997)
nx × ny L∞(u) Local rate(∗) L∞(v) Local rate(∗)
40× 40 1.0170E-02 — 5.0540E-03 —
80× 80 4.4694E-03 1.19 2.0512E-03 1.30
160× 160 1.5012E-03 1.57 7.4032E-04 1.47
(∗)Local rate=-log[errornew/errorold]/log[nxnew/nxold].
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6.6 Concluding Remarks
In this chapter, we have successfully implemented the combined compact IRBF
scheme along with the fully coupled velocity-pressure approach for simulating
fluid flow problems and with the IBM for FSI simulations in the Cartesian-grid
point-collocation structure. Computational results of fluid flow problems indicate
that the present scheme is superior to the standard FDM, HOC, compact IRBF,
and coupled compact IRBF schemes in terms of the solution accuracy and the
convergence rate with the grid refinement. It is shown that the present scheme
achieves up to eight-order accuracy when simulating the fluid flow problems. Nu-
merical results of immersed fibre/membrane FSI problems show that the present
scheme generally produces more accurate solutions and better convergence rates
in comparison with the FDM approaches reported in the literature. Very good
results are obtained using relatively coarse grids. In this work, the essence of
the combined compact IRBF, fully coupled velocity-pressure and IBM methods
are outlined; and, the high-order solution accuracy, better decay rate, and better
volume conservation features are demonstrated. It is believed that the combined
compact IRBF approximation primarily contributes to achieving significant im-
provements in the solution accuracy.
Chapter 7
Conclusions
This chapter concludes the thesis by a summary of research contributions and
some suggestions for future development.
Research contributions:
The strongest contribution of this thesis is in line with developing the high-
order combined compact integrated RBF (IRBF) method for solving fluid flow
and fluid structure interaction problems, which is presented in Chapters 5 and
6. The new scheme significantly improves the stability, efficiency, and solution
accuracy on the previous compact and coupled compact IRBF schemes. The
better performance of the combined compact IRBF algorithm is achieved owing
to
• using fourth-order derivatives as the starting points in the process of inte-
gration.
• simultaneously combining extra information, which are nodal values of first-
and second-order derivatives through the four integration constants, into the
approximation of the derivatives.
Additionally, contributions of each chapter are summarised as follows.
Chapter 2 implements the high-order compact IRBF scheme, where first- and
second-order derivative values of the field variables are included in the approx-
imation of the first- and second-order derivatives respectively, in combination
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with the direct fully coupled velocity-pressure approach in the Cartesian-grid
point-collocation structure. Like finite difference methods (FDMs), the present
approximation technique involves 3 nodes in each direction, which results in a
sparse system matrix. Numerical examples of several fluid flow problems indicate
that the results of the present scheme are superior to those of the standard finite
difference method (FDM) scheme and some high-order compact (HOC) finite dif-
ference schemes in terms of the solution accuracy and the convergence rate with
the grid refinement.
Chapter 3 proposes the coupled compact IRBF scheme. The proposed scheme
is constructed over a three-point stencil, where nodal first- and second-order
derivative values of the field variable are both incorporated into the approximation
by means of their identity equations. This leads to a significant improvement in
accuracy and stability in comparison with the normal compact IRBF. Numerical
examples of problems governed by partial differential equation (PDE) indicate
that the results obtained by the present scheme are superior to those of the
compact IRBF, HOC and some other high-order schemes.
Chapter 4 introduces highly accurate serial and parallel algorithms using the
coupled compact IRBF for heat and fluid flow problems. The advantage of the
proposed serial and parallel schemes is that they are able to produce almost the
same level of accuracy as that of the single domain scheme. In computational
examples, the results produced by serial and parallel algorithms are very com-
patible with other methods such as the finite element method (FEM) and the
FDM. The serial and parallel algorithms offer a divide-and-conquer solution for
large-scale PDE problems. Therefore, the proposed algorithms may be used as
alternatives to the single domain scheme to solve large-scale problems which the
single domain scheme is generally struggling to solve due to its ill-conditioned or
fully populated companion matrix.
Chapter 5 proposes an idea of using high-order IRBFs to construct combined
compact approximations, which allows a more straight-forward incorporation of
nodal values of first- and second-order derivatives, and yields better solution
accuracy over compact approximations. Then, a preconditioning technique to
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circumvent the ill-condition problems of compact IRBF approaches associated
with large values of the shape parameter β is proposed. The stability of the new
algorithm is shown to be significantly improved. In elliptic equation tests, we
have found that in the large value range of β the proposed combined compact
IRBF-Precond solutions are many orders of magnitude better than those of the
differential RBF, compact IRBF, and compact IRBF-Precond schemes. In the
simulation of several fluid flow problems, the new method performs significantly
better than the standard central FDM, the HOC and the compact IRBF.
Chapter 6 successfully implements the combined compact IRBF scheme along
with the fully coupled velocity-pressure approach for simulating fluid flow prob-
lems and with the IBM for FSI simulations in the Cartesian-grid point-collocation
structure. Computational results of fluid flow problems indicate that the present
scheme is superior to the standard FDM, HOC, compact IRBF, and coupled
compact IRBF schemes in terms of the solution accuracy and the convergence
rate with the grid refinement. It is shown that the present scheme achieves up to
eight-order accuracy when simulating the fluid flow problems. Numerical results
of immersed fibre/membrane FSI problems show that the present scheme gener-
ally produces more accurate solutions and better convergence rates in comparison
with the FDM approaches reported in the literature.
Although the focus of the thesis is on fluid dynamics, the proposed algorithms
can also be applied to solve other engineering and scientific problems, which are
governed by the PDEs, in various fields such as health and environment, con-
struction and transportation, and etc. These algorithms are expected to produce
very high solution accuracy at an improved computational efficiency. As a result,
physical problems can be more accurately handled with less computational time.
Suggested works:
While several high-order approximation schemes are proposed with certain suc-
cesses, culminating in the introduction of the combined compact scheme and its
application into FSI problems, these schemes are still in their natural formula-
tion and only primary problems and applications are considered. For example,
Cartesian grids (rectangular and non-rectangular) are considered in the thesis
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due to their great effectiveness. However, it is expected that there may be some
difficulties in handling complex geometries and large deformation when using
the Cartesian grid, for example obtaining sufficient fluid grids between very thin
boundary gaps. The arbitrary node distribution may be helpful in such extreme
cases and the research of IRBF methods based on scattered nodes is therefore
worth investigating. To improve the work, the following ideas are suggested for
possible further developments:
• Further improve the stability and efficiency of the proposed schemes through
splitting techniques.
• Extend the proposed schemes to more complicated and practical fluid flow
and FSI problems in two and three dimensions. We believe that the two
dimensional IRBF methods can be extended to three dimensional problems
in a straight-forward manner.
• Numerical results show that the shape parameter largely influences the
solution accuracy. Therefore, developing strategies to optimise the RBF-
width is very necessary.
• Develop element-free solvers based on the high-order approximation schemes
for a wider range of problems, where large fluid/structure deformation is
required, such as flow analysis in rotary vane vacuum pumps, turbulent and
multi-phase flows, crack propagation, fatigue development, and etc.
• Develop more efficient parallel solvers based on the high-level accurate
schemes for large-scale problems, requiring much more degrees of freedom,
for example flooding, ocean pollution, global warming, and etc.
• Investigate the performance of the high-order IRBF schemes on scattered/arbitrary
nodes and apply them to solve problems where extremely thin layers of fluid
occur, for example the case in which two structures contact each other and
they compress the fluid between them.
Appendix A
Analytic forms of RBFs and IRBFs
The following are analytic forms of RBFs and IRBFs, which are reproduced from
(Mai-Duy, 2005).
A.1 Direct approach
D1i =
x− ci
[(x− ci)2 + a2i ]1/2
(A.1)
D2i =
a2i
[(x− ci)2 + a2i ]3/2
(A.2)
D3i =
−3a2i (x− ci)
[(x− ci)2 + a2i ]5/2
(A.3)
D4i =
3a2i [4(x− ci)2 − a2i ]
[(x− ci)2 + a2i ]7/2
(A.4)
A.2 Indirect approach
I1i =
(x− ci)
2
A+
ai
2
2
B (A.5)
I2i =
(−ai2
3
+
(x− ci)2
6
)
A+
ai
2(x− ci)
2
B (A.6)
I3i =
(−13ai2(x− ci)
48
+
(x− ci)3
24
)
A+
(−ai4
16
+
ai
2(x− ci)2
4
)
B (A.7)
A.2. Indirect approach 262
I4i =
(
ai
4
45
− 83ai
2(x− ci)2
720
+
(x− ci)4
120
)
A+
(−3ai4(x− ci)
48
+
4ai
2(x− ci)3
48
)
B
(A.8)
where A =
√
(x− ci)2 + ai2 and B = ln
(
(x− ci) +
√
(x− ci)2 + ai2
)
.
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