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Abstract
This paper is concerned with linear inverse problems where the solution is assumed to have a sparse expansion with respect to
several bases or frames. We were mainly motivated by the following two different approaches: (1) Jaillet and Torrésani [F. Jaillet,
B. Torrésani, Time–frequency jigsaw puzzle: Adaptive multi-window and multi-layered Gabor expansions, preprint, 2005] and
Molla and Torrésani [S. Molla, B. Torrésani, A hybrid audio scheme using hidden Markov models of waveforms, Appl. Comput.
Harmon. Anal. (2005), in press] have suggested to represent audio signals by means of at least a wavelet for transient and a local
cosine dictionary for tonal components. The suggested technology produces sparse representations of audio signals that are very
efficient in audio coding. (2) Also quite recently, Daubechies et al. [I. Daubechies, M. Defrise, C. DeMol, An iterative thresholding
algorithm for linear inverse problems with a sparsity constraint, Comm. Pure Appl. Math. 57 (2004) 1413–1541] have developed
an iterative method for linear inverse problems that promote a sparse representation for the solution to be reconstructed. Here in
this paper, we bring both ideas together and construct schemes for linear inverse problems where the solution might then have a
sparse representation (we also allow smoothness constraints) with respect to several bases or frames. By a few numerical examples
in the field of audio and image processing we show that the resulting method works quite nicely.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Recent studies in the field of signal processing have shown the importance of sparse representations for various
tasks, such as signal compression, denoising, etc. Typically, such sparse representations are achieved by using a suit-
able orthonormal basis in the underlying function space. However, recent developments also indicate that redundant
systems, such as frames, or dictionaries of ‘waveform’ systems may yield a gain in this context.
When dealing with dictionaries of ‘waveform’ systems, there exist several methods, e.g., best orthogonal basis,
matching pursuit, basis pursuit, etc., see, e.g., [2], that allow a decomposition of a signal into an ‘optimal’ super-
position of dictionary elements, where optimal means having the smallest 1 norm of coefficients among all such
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lems (but can be attacked by linear programming, i.e., by interior-point methods).
In this paper we develop a new iterative method for finding the p-optimal decomposition (1 p  2) of a given
signal into dictionary building blocks. The skeletal structure of this scheme was originally discovered for solving
linear inverse problems with sparsity constraints, see [3]. But instead of preselecting one orthonormal basis or frame
only, we typically assume that the signal might be a superposition of n different components and thus, we pick a
dictionary consisting of a family of n frames. Moreover, we combine this with an inverse problem, namely assuming
that we have not observed the signal directly, but only other quantities that are linearly related to the signal.
The advantage of the proposed method is that for achieving convergence of the iteration process, we do not need to
require any further assumptions on the preselected family of frames (e.g. such as incoherence). Moreover, since each
individual frame is separately penalized we may mix the constraints, i.e., the penalties may vary from 1-sparsity to
2-quadratic smoothness constraints. A similar attempt where mixed (sparsity and smoothness) constraints were used
was made, e.g., in [4,5,7], but these approaches involve one single basis/frame only.
There exists a variety of papers that follow similar ideas as proposed here, e.g., [1,8,12]. However, this paper was
mainly encouraged by several developments in the field of audio processing/coding, see, e.g., [6,9,10]. In general, the
claim in these papers is to use for different components (such as tonal and transient components) different ‘waveform’
atoms. Based on these principles, we develop a machinery which is, of course, useful in a wider range of applications.
However, we limit our numerical experiments to the field of audio coding and image restoration/compression.
The remaining organization of the paper is as follows: in the following two subsections we collect some material
on frames and inverse problems. In Section 2, we introduce our so-called multi-frame concept and cast the resulting
inverse problem in its variational form. In Section 3, we explicitly compute our iterative scheme for which we show
in Section 4 convergence in norm topology. In the last section, we present our numerical experiments in audio and
image processing.
1.1. Frames
A frame {φλ}λ∈Λ in a Hilbert space H is a set of vectors for which there exists constants ∞ >A,B > 0 such that,
for all v ∈H,
A‖v‖2H 
∑
λ∈Λ
∣∣〈v,φλ〉H∣∣2  B‖v‖2H.
Frames are typically ‘overcomplete,’ i.e., for a given vector v ∈H, one can find many different sequences g ∈ 2 of
coefficients so that
v =
∑
λ∈Λ
gλφλ. (1)
A few of them have special properties for which they are preferred, e.g., a sequence with minimal 2 norm. The
problem of finding sequences g can be considered as an inverse problem. To this end, let us consider the operator F
(often called the frame operator) that maps a function v ∈H to the element Fv of 2 by Fv = {〈v,φλ〉H}λ∈Λ. The
adjoint operator F ∗ maps a sequence g ∈ 2 to the element F ∗g ofH via F ∗g =∑λ∈Λ gλφλ, i.e., solving (1) amounts
to solving F ∗g = v. In order to show how to solve the last equation and to highlight the relation to standard frame
lore, we observe that, for v ∈H, one has
F ∗Fv =
∑
λ∈Λ
〈v,φλ〉Hφλ;
for g ∈ 2, the sequence FF ∗g is given by
(FF ∗g)η =
∑
λ∈Λ
gλ〈φλ,φη〉H.
In this context, the sequence g of minimum 2-norm satisfying (1) is given by g† = (F ∗)†v. Standard frame concepts
suggest g† = F(F ∗F)−1v, so that (F ∗)† = F(F ∗F)−1 in this case. The latter equation holds true since this inverse
problem is well posed: even though N (F ∗) = {0}, the operator F ∗F has its spectrum completely within the interval
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which is contained in [A,B] (the operator FF ∗ becomes only invertible if the frame satisfies special properties, e.g.,
if {φλ}λ∈Λ forms a Riesz basis forH). The relation between F ∗F and FF ∗ is now as follows: since F ∗F is invertible,
every v ∈H has expansions
v =
∑
λ∈Λ
〈
v, (F ∗F)−1φλ
〉
Hφλ =
∑
λ∈Λ
〈v,φλ〉H(F ∗F)−1φλ.
These expansions are only useful if it is possible to calculate (F ∗F)−1φλ (the so-called ‘canonical’ dual frame).
Often it is convenient (and also more efficient) to employ an iterative reconstruction method, which is usually called
the frame algorithm: given a relaxation parameter 0 < γ < 2/B , set δ = max{|1−γA|, |1−γB|} < 1. Let v0 = 0 and
define the iteration
vm+1 = vm + γF ∗F(v − vm)
for which ‖v − vm‖H  δm‖v‖H. This algorithm acts in function space. In order to express each vm, we turn to the
associated sequences gm and assume vm =∑λ∈Λ(gm)λφλ = F ∗gm. This implies
vm+1 = F ∗
(
gm + γ (Fv − FF ∗gm)
)= F ∗(gm + γF(v − F ∗gm))
inducing with vm+1 = F ∗gm+1 an iteration in sequence space which is now based on the Gram matrix FF ∗,
gm+1 = gm + γF(v − F ∗gm). (2)
Scheme (2) is nothing than a Landweber iteration, which is a linear regularization scheme (assumed 0 < γ <
2/‖F ∗‖2) and minimizes the discrepancy ‖v − F ∗g‖2H. Consequently, the iterates of (2) approximate the minimum
2-norm sequence {〈v, (F ∗F)−1φλ〉H}λ∈Λ.
It is now often of interest to find sequences that are sparser than the minimum 2-norm solution. For instance,
one may know a priori that v is a noisy version of a linear combination of φλ with a coefficient sequence with small
p-norm (p = 1 or, more general, 1 p  2). In this situation, it makes sense to compute some g that minimizes
‖v − F ∗g‖2H + α‖g‖pp .
For p = 2, a possible way to approach the minimizer for the last problem is given by damped Landweber iterations
(for ‖F‖2 <B ′)
gm+1 = 1
B ′ + α
(
B ′gm + F(v − F ∗gm)
)
which converges because it is a contractive mapping and for p = 1, by Landweber iterations with shrinkage operation
in each step
gm+1 = S α
2B′
(
gm + (B ′)−1F(v − F ∗gm)
)
which converges too, see, e.g., [3].
1.2. Linear inverse problems
As we have seen in the last section, the approximation of the dual frame (F ∗F)−1φλ or of the sequence
{〈v, (F ∗F)−1φλ〉H}λ∈Λ can be directly related to solving a linear inverse problem in its variational form. However, in
many applications, the features or signals of interest cannot be observed directly, but have to be inferred from other,
observable quantities. Very often, there is a linear relationship between the feature modeled by a function v, and the
derived quantities modeled by another function z, i.e., we can write the problem of inferring v from z as
Av = z.
This equation and the task of solving it makes only sense when everything is placed in an adequate setting. The
observations (data), which we shall model by yet another function, f , are typically not exactly equal to z = Av, but
a distortion of z. Often the distortion is modeled by an additive noise error term e (from which one typically assumes
that it can be measured by its L2-norm),
f = z + e = Av + e.
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we shall always assume that A is a bounded operator from H to H′ (think of H′ = L2).
To find an estimate for v from observed f , one can minimize the discrepancy
‖f − Av‖2H′ .
The minimizer of the discrepancy is called the pseudo-solution of the inverse problem. If A has a trivial null-space,
the unique minimizer is given by (A∗A)−1A∗f ; if the null-space is non-trivial, one picks the unique element z†
of minimum norm. This function is called the generalized solution. Even when A∗A is not invertible, z† = A†f is
well defined for all f with A∗f ∈ R(A∗A). But the generalized inverse may be unbounded, then the problem is
ill-posed. In such cases, it has to be replaced by bounded approximants, so that numerically stable solutions can be
used as meaningful approximants. This is the goal of regularization. A regularized version in its variational form, the
so-called Tikhonov functional, is given by
‖f − Av‖2H′ + α‖v‖2H.
Let us now put the frame concept and regularization theory together, i.e., given an observation f , the task is to
search for a sequence g of dual frame coefficients for our feature v. The variational problem of this inverse problems
then takes the form
Φ(g) = ‖f − AF ∗g‖2H′ + α‖g‖pp , (3)
where we allow 1  p  2; the cases p < 2 promote sparse representations of v (typically one would pick p = 1).
This kind of variational problem can be solved by applying the results and methods presented in [3].
2. Multi-frame setting and the variational problem
Instead of using one single frame only, we aim now to represent the function we are searching for by means of
several frames. This makes sense since for certain classes of signals it often seems that one single frame is not always
best suited (in the sense of locally best sparse approximation). Of course, a finite union of frames is again a frame.
Thus, one might consider just one bigger frame. However, when putting mixed or different penalties on the different
frames then a setup where each frame is treated individually is better suited. To this end we proceed this way and start
with the development of a proper variational problem for this purpose.
Let H and H′ as before. The suggested multi-frame setting requires the presence of a finite family of frames
{φiλ}λ∈Λ, i∈I where each individual collection {φiλ}λ∈Λ (i = 1,2, . . . , n) is a frame for H. For each frame we have the
frame operator
Fi :H→ 2, via v → vi :=
{〈
v,φiλ
〉}
λ∈Λi . (4)
All the frame operators may now be related by considering the following composition operator:
K: (2)
n = 2 × · · · × 2 →H, via
(
v1, . . . , vn
) → n∑
i=1
F ∗i vi (5)
or more general, if we additionally involve a linear inverse problem by some bounded linear operator A :H→H′
KA: (2)
n = 2 × · · · × 2 →H′, via
(
v1, . . . , vn
) → n∑
i=1
AF ∗i vi . (6)
For later use have to compute the adjoint and a bound for the operator norm of KA.
Lemma 1. The adjoint operator is given by
K∗A :H′ → (2)n, via g → K∗Ag = (F1A∗g, . . . ,FnA∗g). (7)
Moreover, if we assume that ‖A‖ < C˜ and that Bi denotes the upper frame bound for Fi , then
‖KA‖ < C˜
√
B1 + · · · +Bn. (8)
G. Teschke / Appl. Comput. Harmon. Anal. 22 (2007) 43–60 47Proof. First, we note that the Hilbert space (2)n is endowed with the scalar
〈g,h〉(2)n =
〈
g1, h1
〉
2
+ · · · + 〈gn,hn〉
2
and thus the associated norm is given by
‖g‖2(2)n =
∥∥g1∥∥2
2
+ · · · + ∥∥g2∥∥2
2
.
For f = (f 1, . . . , f n) ∈ (2)n and h ∈H′ the adjoint operator (7) can now be easily derived
〈KAf,h〉H′ =
n∑
i=1
〈
AF ∗i f i, h
〉
H′ =
n∑
i=1
〈
f i,FiA
∗h
〉
2
= 〈f, (F1A∗h, . . . ,FnA∗h)〉(2)n = 〈f, (K∗Ah)〉(2)n
and bound (8) follows then directly by
‖K∗Af ‖2(2)n = ‖F1A∗f ‖22 + · · · + ‖FnA∗f ‖22  ‖F1‖2‖A‖2‖f ‖2H + · · · + ‖Fn‖2‖A‖2‖f ‖2H,
i.e.,
‖KA‖ < C˜
√
B1 + · · · +Bn. 
With this specific operator KA we may now formulate the following variational problem:
Φ(g) := ‖f −KAg‖2H′ + α · |||g|||, (9)
where g = (g1, . . . , gn), |||g||| := (|g1|p1,w1 , . . . , |gn|pn,wn) with | · |pi,wi denoting a weighted pi (semi)-norm and
α = (α1, . . . , αn) represent n positive regularization parameters. In principle, we restrict ourselves also to 1 pi  2
with not necessarily requiring pi = pj . Thus Φ is in principle no longer homogeneous and this complicates the choice
of α.
A strategy for solving this kind of problem for n = 1, 1  p1  2 and {φλ}λ∈Λ being a basis (also concepts for
frames) is shown in [3], for n = 2, concepts are suggested in [4,5,7]. For our purposes, we will follow the techniques
introduced there. The specialty here is that each component gi of g is represented by another frame, i.e., we are
searching for an approximation of v which is a composition of different frames (or different bases).
In what follows, we propose a strategy how to compute or to approximate the vector of sequences, g. First, we
show that Φ is a convex functional. For general frame systems one cannot expect uniqueness (or strict convexity)
since in principal we have ker(F ∗i ) = {0}, i.e., even when N (A) = {0} we have no chance.
Lemma 2. The functional Φ as defined in (9) is convex.
Proof. Consider g = (g1, . . . , gn) ∈ (2)n and h = (h1, . . . , hn) ∈ (2)n and some τ ∈ (0,1). Then,
Δ = Φ(τg + (1 − τ)h)− τΦ(g)− (1 − τ)Φ(h)
= −τ(1 − τ)‖KAg −KAh‖2H′ + α ·
(|||τg + (1 − τ)h||| − τ |||g||| − (1 − τ)|||h|||).
The second term is non-positive since a Banach (semi)-norm is convex and the first term is also non-positive. Conse-
quently, Δ 0 and Φ is convex. 
The next step is to construct a surrogate or so-called replacement functional for Φ from which we expect a simpli-
fication of the minimization process. The overall goal is to avoid the appearance of ‖KAg‖2H′ which typically causes
a non-linear coupling of all the frame coefficients we aim to compute. Defining a constant C := C˜√B1 + · · · + Bn the
standard Gaussian surrogate for the data discrepancy takes the following form:
Γ sur(g;a) = ‖f −KAg‖2H′ + C2‖g − a‖2(2)n − ‖KAg −KAa‖2H′
for some auxiliary element a ∈ (2)n.
Lemma 3. The functional Γ sur(g;a) is a proper surrogate for ‖f −KAg‖2 ′ .H
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Γ sur(g;a)− ‖f −KAg‖2H′  0.
To this end, consider
C2‖g − a‖2(2)n − ‖KAg − KAa‖2H′ =
〈(
C2 − K∗AKA
)
(g − a), g − a〉
(2)n
. (10)
Defining L :=
√
C2 − K∗AKA, we observe for τ ∈ (0,1) and g,h ∈ (2)n∥∥L(τg + (1 − τ)h− a)∥∥2
(2)n
− τ∥∥L(g − a)∥∥2
(2)n
− (1 − τ)∥∥L(h− a)∥∥2
(2)n
= −τ(1 − τ)∥∥L(g − h)∥∥2
(2)n
.
Since C2 −K∗AKA and therewith L are strictly positive operators, (10) is strictly convex as a function of g and positive
for g = a. 
Now we are able to define the global surrogate for Φ:
Φsur(g;a) := Γ sur(g, a)+ α · |||g|||, (11)
satisfying
Φsur(g;g) = Φ(g), Φsur(g;a)Φ(g) for all a ∈ (2)n. (12)
The definition of our surrogate functional (11) suggests the following iteration in order to approach the minimizer g
of the initial problem (9): starting from an arbitrarily chosen g0, we determine the minimizer g1 of (11) for a = g0;
each successive iterate gm is then the minimizer for g of (11) anchored at the previous iterate a = gm−1:
g0 arbitrary; gm+1 = arg min
g
Φsur(g;gm), m = 0,1, . . . . (13)
3. Minimization of the surrogate functional
The general principles of minimizing (11) shown in [3] directly apply here. The difference is that instead with one
single frame we deal with n frames and n mixed penalties. We limit the analysis to the case pj = 1 for j = 1, . . . , n.
The other cases 1 < pi  2 (not necessarily requiring pi = pj ) cause no additional problems: each frame can be
treated individually and in the same manner. The concept and the techniques can be retraced with the help of [3].
The goal here is to show the interplay when dealing with a family of frames. Note that all below appearing shrinkage
operators will change when changing pi . Nevertheless, all the lemmata, propositions and theorems hold true. The
case 0 < pi < 1 is not under consideration here since then the penalties become non-convex and a complete different
theory is required.
First we discuss the minimization of (11) for some generic a ∈ (2)n. The surrogate functional has the following
form:
Φsur(g;a) = ‖f ‖2H′ − 2〈g,K∗Af 〉(2)n + α · |||g|||C2‖g − a‖2(2)n + 2〈g,K∗AKAa〉(2)n − ‖KAa‖2H′
= C2‖g‖2(2)n − 2
〈
g,K∗Af + C2a −K∗AKAa
〉
(2)n
+ α · |||g||| + ‖f ‖2H′ +C2‖a‖2(2)n − ‖KAa‖2H′
=
n∑
i=1
∑
λ∈Λi
(
C2
(
giλ
)2 − 2giλ[FiA∗f +C2ai − FiA∗KAa]λ + αi∣∣giλ∣∣)
+ ‖f ‖2H′ +C2‖a‖2(2)n − ‖KAa‖2H′ , (14)
where the giλ denote the coefficients of the sequence gi (and where we implicitly assumed that we are dealing with
real functions; otherwise one needs to parameterize by modulus and phase). The latter variational equation for the giλ
decouple. The summand is differentiable in giλ except at g
i
λ = 0. To overcome this drawback we introduce set-valued
derivatives, i.e., we allow sgn(0) ∈ [−1,1]. Then the minimization reduces to solving
giλ +
αi
sgn
(
giλ
)  C−2[FiA∗f +C2ai − FiA∗KAa]λ. (15)2C2
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coefficients
giλ = S αi
2C2
(
C−2
[
FiA
∗f + C2ai − FiA∗KAa
]
λ
)
. (16)
Let us now introduce with a slight abuse of notation the soft-shrinkage operation for some f ∈ 2 acting component-
wise
St (f ) =
{
St (fλ)
}
λ∈Λ.
With this shorthand we may introduce the combined shrinkage operator for some vector of sequences (f 1, . . . , f n) ∈
(2)n and a multi-parameter t = (t1, . . . , tn)
St (f ) =
(
St1
(
f 1
)
, . . . , Stn
(
f n
))
.
In this setting the minimizer g for (11) can be written in the much simpler form
g = S α
2C2
(
C−2
[
K∗Af +C2a −K∗AKAa
])
. (17)
We summarize our findings for the particular case pi = 1, wi = 1 for i = 1, . . . , n.
Proposition 4. Suppose the operator A maps a Hilbert space H to another Hilbert space H′, with ‖A‖ < C˜, and
suppose we are given n frames where the respective frame operators Fi map H to 2 with upper frame bounds Bi ,
and suppose f is an element of H′. Pick pi = 1, wi = 1 for i = 1, . . . , n, and a ∈ (2)n. If Φsur(g;a) is defined as
in (11) on (2)n, then Φsur(g;a) has a unique minimizer in (2)n. This minimizer is given by
g = S α
2C2
(
C−2
[
K∗Af +C2a −K∗AKAa
])
. (18)
For all h ∈ (2)n, one has
Φsur(g + h;a)Φsur(g;a)+C2‖h‖2(2)n .
Proof. We observe that
Φsur(g + h;a)−Φsur(g;a) = C2‖h‖2(2)n + 2
〈
h,C2g −C2a − K∗A(f −KAa)
〉
(2)n
α
(|||g + h||| − |||g|||).
Defining sets Λ0i := {λ ∈ Λi | giλ = 0} and Λ1i := Λi \Λ0i and substituting (15) for giλ, we recast the latter equation
Φsur(g + h;a)−Φsur(g;a) = C2‖h‖2(2)n
n∑
i=1
∑
λ∈Λ0i
{
αi
∣∣hiλ∣∣− 2hiλ[FiA∗f +C2ai − FiA∗KAa]λ}
+
n∑
i=1
∑
λ∈Λ1i
αi
{∣∣giλ + hiλ∣∣− ∣∣giλ∣∣− hiλsgn(giλ)}.
For λ ∈ Λ0i we have [FiA∗f +C2ai − FiA∗KAa]λ  αi/2, so that
αi
∣∣hiλ∣∣− 2hiλ[FiA∗f + C2ai − FiA∗KAa]λ  0.
For λ ∈ Λ1i , we consider two cases: if giλ > 0, then∣∣giλ + hiλ∣∣− ∣∣giλ∣∣− hiλsgn(giλ)= ∣∣giλ + hiλ∣∣− (giλ + hiλ) 0;
if giλ < 0, then∣∣giλ + hiλ∣∣− ∣∣giλ∣∣− hiλsgn(giλ)= ∣∣giλ + hiλ∣∣+ (giλ + hiλ) 0,
which proves the assertion. 
Proposition 4 directly carries over to iteration (13).
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algorithm (13). Then
gm+1 = S α
2C2
(
C−2
[
K∗Af + C2gm − K∗AKAgm
])
. (19)
4. Convergence analysis
In this section we consider the convergence of the proposed iteration (13).
Theorem 6. Suppose the operator A maps a Hilbert space H to another Hilbert space H′, with ‖A‖ < C˜, and
suppose we are given n frames where the respective frame operators Fi mapH to 2 with upper frame bounds Bi and
suppose f is an element of H′. Then the sequence of iterates
gm+1 = S α
2C2
(
C−2
[
K∗Af + C2gm − K∗AKAgm
])
, m = 1,2, . . . ,
with g0 arbitrarily chosen in (2)n, converges in norm to a minimizer of the functional
Φ(g) = ‖f − KAg‖2H′ + α · |||g|||.
In order to prove this result, we follow the lines in [3]. The techniques and strategies developed in [3] can be applied
with natural changes caused by our multi-dimensional setting. For readers convenience, we will show in detail how to
achieve strong convergence: first, we prove weak convergence, and we show that the weak limit is a minimizer for Φ;
and next, we show that the convergence holds also in norm.
With the following shorthand:
Tg = S α
2C2
(
C−2
[
K∗Af +C2g −K∗AKAg
])
,
i.e., gm = Tmg0, we may formulate the weak convergence result as follows:
Proposition 7. The sequence Tmg0, n = 1,2, . . . , convergences weakly and its limit is a fixed point for T.
This result can be achieved by applying Opial’s theorem, see [11]:
Theorem 8 (Opial). Let the mapping A from H to H satisfy the following conditions:
(i) A is non-expansive, i.e., for all v,w ∈H, ‖Av − Aw‖ ‖v −w‖,
(ii) A is asymptotically regular: for all v ∈H, ‖An+1v − Anv‖ n→∞−→ 0,
(iii) the set F of fixed points of A inH is not empty. Then, for all v ∈H, the sequence {Anv}n∈N converges weakly to
a fixed point in F .
In order to prove Proposition 7, we apply Theorem 8 to T. To this end, we have to verify conditions (i), (ii) and
(iii). We do this by the following series of lemmas.
Lemma 9. The operator St is non-expansive, i.e., for all v,w ∈ (2)n,∥∥St (v)− St (w)∥∥(2)n  ‖v − w‖(2)n .
Proof. The result is obtained by applying the fact that each single shrinkage operator is non-expansive, see, e.g., [3],
∥∥St (v)− St (w)∥∥2(2)n =
n∑
i=1
∥∥St(vi)− St(wi)∥∥22 =
n∑
i=1
∑
λ∈Λi
∣∣St(viλ)− St(wiλ)∣∣2

n∑
i=1
∑
λ∈Λi
∣∣viλ −wiλ∣∣2 = ‖v −w‖(2)n . 
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‖Tv − Tw‖(n)2  ‖v −w‖(n)2 .
Proof. By Lemma 9 we have
‖Tv − Tw‖(n)2 
∥∥(I −C−2K∗AKA)(v −w)∥∥(n)2  ∥∥(v − w)∥∥(n)2
since have chosen C such that ‖KA‖ <C. 
Hence, T satisfies condition (i) in Theorem 8. Next, we verify condition (ii).
Lemma 11. The sequences {Φ(gm)}m∈N and {Φsur(gm+1;gm)}m∈N are non-increasing.
Proof. By the definition of L and (13) we have
Φ(gm+1)+
∥∥L(gm+1 − gm)∥∥2(n)2 = Φsur(gm+1;gm)Φsur(gm;gm) = Φ(gm) (20)
and
Φsur(gm+2;gm+1)Φ(gm+1)Φ(gm+1)+
∥∥L(gm+1 − gm)∥∥2(n)2 = Φsur(gm+1;gm). 
Lemma 12. The series
∑∞
m=0 ‖gm+1 − gm‖2(n)2 is convergent.
Proof. Since L is a strictly positive operator, we have
N∑
m=0
‖gm+1 − gm‖2(n)2 
1
M
N∑
m=0
∥∥L(gm+1 − gm)∥∥2(n)2 ,
where M is a strictly lower bound for L∗L. By Lemma 11 and (20),
N∑
m=0
∥∥L(gm+1 − gm)∥∥2(n)2 
N∑
m=0
(
Φ(gm)−Φ(gm+1)
)
Φ(g0),
regardless of the choice of N ∈N and the infinite series converges. 
Consequently, we have that
Lemma 13. The mapping T is asymptotically regular, i.e.,∥∥Tm+1g0 − Tmg0∥∥(n)2 → 0 for n → ∞.
We finalize the proof of Proposition 7 with verifying condition (iii).
Lemma 14. The ‖gm‖(n)2 are bounded uniformly in n.
Proof. By Lemma 11 and since αi > 0 for i = 1, . . . , n, we have
α · |||gm|||Φ(gm)Φ(g0), thus
∣∣|||gm|||∣∣1  1mini αi Φ(g0).
Hence the gm are uniformly bounded. Moreover, since
‖gm‖2(n)2 =
∣∣|||gm|||∣∣21 ,
we also have a uniform bound on the ‖gm‖2(n)2 . 
As pointed out in [3], we still have
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quence of {Anv}n∈N converges weakly in H, then its limit is a fixed point of A.
Lemma 16. The set of fixed points of T is not empty.
Proof. By Lemma 14, the Tmg0 are uniformly bounded in m. By the Banach–Alaoglu theorem, the sequence has a
weak accumulation point. By Lemma 15, this weak accumulation point is a fixed point for T and consequently, the
set of fixed points of T is not empty. 
Finally, by Lemmas 10, 13 and 16, we have shown Proposition 7. Moreover, we can show that this fixed point is
also a minimizer for Φ .
Proposition 17. A fixed point for T is a minimizer for the functional Φ .
Proof. If g = Tg, then by Proposition 4, we have that g is a minimizer for Φsur(g;g). Moreover, for all h ∈ (2)n,
Φsur(g + h;g)Φsur(g;g)+C2‖h‖2(2)n .
With Φsur(g;g) = Φ(g) and Φsur(g + h;g) = Φ(g + h) + C2‖h‖2(2)n − ‖KAh‖2H′ , we deduce that, for all
h ∈ (2)n,
Φ(g + h)Φ(g)+ ‖KAh‖2H′ ,
which proves that g is also a minimizer for Φ . 
Next, we shall prove that the convergence of {gm}m∈N holds also in the Hilbert space norm ‖ · ‖(2)n . Let us
introduce the following shorthands:
gw = weak- lim
m→∞gm, um = gm − gw, h = gw +C
−2K∗A(f − KAgw). (21)
Lemma 18. ‖KAum‖(2)n → 0 for m → ∞.
Proof. First, observe that with
um+1 = gm+1 − gw = S
(
gm +C−2K∗A(f − KAgm)
)− S(h) = S(h+ (I −C−2K∗AKA)um)− S(h)
one has
um+1 − um = S
(
h+ (I −C−2K∗AKA)um)− S(h)− um
and since ‖um+1 − um‖(2)n = ‖gm+1 − gm‖(2)n → 0 for n → ∞ (by Lemma 13), we have∥∥S(h+ (I − C−2K∗AKA)um)− S(h)− um∥∥(2)n → 0 for n → ∞. (22)
By triangle inequality,∣∣‖um‖(2)n − ∥∥S(h+ (I − C−2K∗AKA)um)− S(h)∥∥(2)n ∣∣→ 0 for n → ∞. (23)
By Lemma 9, we have∥∥S(h+ (I − C−2K∗AKA)um)− S(h)∥∥(2)n  ∥∥(I −C−2K∗AKA)um∥∥(2)n  ‖um‖(2)n
and thus the modulus in (23) can be dropped, which implies
‖um‖(2)n −
∥∥(I − C−2K∗AKA)um∥∥(2)n → 0 for n → ∞. (24)
Since ‖um‖(2)n‖(I − C−2K∗AKA)um‖(2)n  2‖gm − gw‖(2)n  2(‖gw‖(2)n supm ‖gm‖(2)n) = τ , where τ is finite
by Lemma 14, we obtain by (24)
0 ‖um‖2(2)n −
∥∥(I − C−2K∗AKA)um∥∥2(2)n
 τ
(‖um‖( )n − ∥∥(I − C−2K∗KA)um∥∥ n)→ 0 for n → ∞.2 A (2)
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‖um‖2(2)n −
∥∥(I −C−2K∗AKA)um∥∥2(2)n = 2C−2‖KAum‖2(2)n − ∥∥C−2K∗AKAum∥∥2(2)n  C−2‖KAum‖2(2)n
finally proves the assertion. 
Lemma 19. ‖S(h+ um)− S(h)− um‖(2)n → 0 for n → ∞.
Proof. By Lemma 9,∥∥S(h+ um)− S(h)− um∥∥(2)n  ∥∥S(h+ (I − C−2K∗AKA)um)− S(h)− um∥∥(2)n
+ ∥∥S(h+ um)− S(h+ (I − C−2K∗AKA)um)∥∥(2)n

∥∥S(h+ (I − C−2K∗AKA)um)− S(h)− um∥∥(2)n + ∥∥C−2K∗AKAum∥∥(2)n .
The assertion follows because of Lemma 18 and (22). 
The next lemma establishes norm convergence.
Lemma 20. If for some h ∈ (2)n and a sequence {wm}m∈N with weak- limm→∞ wm = 0 one has limm→∞ ‖S(h +
wm)− S(h)− wm‖(2)n = 0, then ‖wm‖(2)n → 0 for m → ∞.
Proof. First, note again that
‖wm‖2(2)n =
n∑
i=1
∑
λ∈Λi
∣∣(wim)λ∣∣2.
For each index i we define finite (possibly empty) sets Λ0i ⊂ Λi , so that
∑
λ∈Λi\Λ0i |h
i
λ|2 
(
αi
4C2
)2
. Since each Λ0i is
finite, we have by the weak convergence of the wm that∑
λ∈Λ0i
∣∣(wim)λ∣∣2 → 0 for m → ∞
holds for every i, thus
n∑
i=1
∑
λ∈Λ0i
∣∣(wim)λ∣∣2 → 0 for m → ∞.
Let us now focus on the remaining sums
∑
λ∈Λi\Λ0i |(w
i
m)λ|2: for each i and each m we split Λ1i = Λi \ Λ0i into two
subsets:
Λ
1,m
i =
{
λ ∈ Λ1i :
∣∣(wim)λ + hiλ∣∣< αi/2C2} and Λ˜1,mi = Λ1i \Λ1,mi .
If λ ∈ Λ1,mi , then S αi
2C2
((wim)λ + hiλ) = S αi
2C2
(hiλ) = 0 such that∣∣(wim)λ − S αi2C2
((
wim
)
λ
+ hiλ
)+ S αi
2C2
(
hiλ
)∣∣= ∣∣(wim)λ∣∣
and thus
n∑
i=1
∑
λ∈Λ1,mi
∣∣(wim)λ∣∣2 =
n∑
i=1
∑
λ∈Λ1,mi
∣∣(wim)λ − S αi2C2
((
wim
)
λ
+ hiλ
)+ S αi
2C2
(
hiλ
)∣∣2

n∑
i=1
∑
λ∈Λi
∣∣(wim)λ − S αi2C2
((
wim
)
λ
+ hiλ
)+ S αi
2C2
(
hiλ
)∣∣2
= ∥∥S(h+ um)− S(h) − um∥∥2 n → 0 for m → ∞. (25)(2)
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implying that (wim)λ + hiλ and (wim)λ have the same sign and it follows that for λ ∈ Λ˜1,mi∣∣(wim)λ − S αi2C2
((
wim
)
λ
+ hiλ
)+ S αi
2C2
(
hiλ
)∣∣= ∣∣(wim)λ − S αi2C2
((
wim
)
λ
+ hiλ
)∣∣
= ∣∣(wim)λ − ((wim)λ + hiλ)+ αi/2C2sgn((wim)λ)∣∣
 αi/2C2 −
∣∣hiλ∣∣ αi/4C2.
Consequently, for each individual i and m we deduce,∑
λ∈Λ˜1,mi
∣∣(wim)λ − S αi2C2
((
wim
)
λ
+ hiλ
)+ S αi
2C2
(
hiλ
)∣∣2  (αi/4C2)2∣∣Λ˜1,mi ∣∣,
but since ‖S(h+ um)− S(h)− um‖2(2)n → 0 for m → ∞, necessarily implying∥∥S αi
2C2
(
hi + uim
)− S αi
2C2
(
hi
)− uim∥∥22 → 0 for m → ∞,
there exists an index m∗ uniform in i so that for m>m∗,∑
λ∈Λ˜1,mi
∣∣(wim)λ − S αi2C2
((
wim
)
λ
+ hiλ
)+ S αi
2C2
(
hiλ
)∣∣2 < (αi/4C2)2,
which implies that for all i the sets Λ˜1,mi are empty when m>m
∗
. Consequently,
n∑
i=1
∑
λ∈Λ˜1,mi
∣∣(wim)λ∣∣2 = 0 for m>m∗,
which completes the proof since we have
‖wm‖2(2)n =
n∑
i=1
(∑
λ∈Λ0i
∣∣(wim)λ∣∣2 + ∑
λ∈Λ1,mi
∣∣(wim)λ∣∣2 + ∑
λ∈Λ˜1,mi
∣∣(wim)λ∣∣2
)
→ 0 for m → ∞.
Setting wm = um and h and um as in (21), we have shown that
‖gm − gw‖(2)n → 0 for m → ∞.
Moreover, setting vm =∑ni=1∑λ∈Λi (gim)λφiλ and v =∑ni=1∑λ∈Λi (giw)λφiλ, the estimate
‖vm − v‖H 
(
nmax
i
{Bi}
)1/2‖gm − gw‖(2)n
ensures that the convergence holds also in the H-norm topology. 
Remark. In the proposed scheme, the damping/threshold vector α must be chosen by the ‘user.’ In terms of compres-
sion, this vector controls the sparsity to be achieved. In the context of inverse problems, this parameter controls the
regularization/stabilization of the inverse problem. Moreover, if the ‘error’ e = f −AKIgo tends to zero, we wish our
estimate for the solution of the inverse problem tend to go, since the minimizer of Φ(g) differs from go for α = 0.
Thus one typically aims to identify a functional relation between α and the noise floor , i.e., α = α() with α() → 0
and ‖gw,α() − go‖ → 0 as  → 0. A regularization theory for the univariate case (n = 1) achieving this is provided
in [3]. But for n > 1 and a non-homogeneous mixing of penalties no regularization theory is established so far.
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This section is devoted to show the usefulness of the proposed multi-frame scheme. We present a little number of
numerical experiments from different perspectives: convergence, sparsity, approximation quality, and applicability to
synthetic data, real audio data, and images.
The overall configuration of our algorithm is as follows: for sake of simplicity, we pick as our underlying frames
a wavelet basis (Haar system) and a (non-local) Fourier basis only. Hence, B1 = B2 = 1. In the examples, we restrict
ourselves to A = I . Consequently, the constant C in our Gaussian surrogate is not allowed to be equal or smaller
than
√
2. We aim to achieve sparsity in both representations, i.e., we set p1 = p2 = 1; moreover, we do not involve
additional penalty weight sequences, i.e., w1 = w2 = 1. The variational problem is thus simply given by
Φ
(
g1, g2
)= ∥∥f − (F ∗1 g1 + F ∗2 g2)∥∥2 + α1∥∥g1∥∥1 + α2∥∥g2∥∥1,
and the minimization by Gaussian surrogates yields the following iteration:(
(g1)m+1
(g2)m+1
)
=
(
Sα1/2C2(C
−2{F1f +C2(g1)m − F1F ∗1 (g1)m − F1F ∗2 (g2)m})
Sα2/2C2(C
−2{F2f +C2(g2)m − F2F ∗1 (g1)m − F2F ∗2 (g2)m})
)
.
Since we deal with bases only, the application of F1F ∗1 , F1F ∗2 , F2F ∗1 , and F2F ∗2 simplifies to the discrete decom-
position and reconstruction schemes. If one really goes beyond bases, i.e., using frames, one indeed has to compute
(approximate) all the (mixed) gram matrices. This might be of course costly but can be optimized by picking localized
and reasonably incoherent frames. As an experimental observation, in case the frame generating analyzing atmos are
not reasonably distinct, the scheme is not able to separate the signal components adequately, i.e., all the sequences gi
contain very similar informations.
5.1. Application to audio coding
Let us now denote by {φ1λ} the Fourier system and with {φ2λ} the wavelet system. Then we consider two frame
operators F1 :v → {〈v,φ1λ〉} = g1 and F2 :v → {〈v,φ2λ〉} = g2.
A synthetic example. In this example we have simulated a signal f that is a composition of two different com-
ponents: a harmonic wave and noisy perturbation within the interval [350,400]. As a sampled discrete vector it has
a total number of 631 coefficients in the time-domain representation. This discrete vector is used as input for our
algorithm. The results for α1 = α2 = 0.2 are visualized in Fig. 1. We find that involving the Haar wavelet basis and
the Fourier basis splits the signal in very sparse and well separated components. The sparseness evolution of the two
individual components can be seen in the ‘sparsity’ plot in Fig. 1 approving that the chosen frames meet quite nicely
the signal structure.
Example “Glockenspiel”. This data set represents a real audio signal consisting of tonal components and a se-
quence of (bell) attacks. We again try to apply Haar wavelet and Fourier splitting. For α1 = 0.02 and α2 = 0.01 the
results are shown in Fig. 2. As expected, the Haar system captures all the bell attacks very well, and, moreover, the
Fourier system the tonal components. The sparsity evolution graph shows the rapid decay of the number of wavelet
coefficients which can be explained by a fast “bell attacks” localization process through the iteration.
We summarize, whenever the dictionary consists of complementary frames, the proposed algorithm produces a
sparse representation in which the individual components overlap inconsiderably. However, a different choice of
penalty weights would of course imply a different splitting of the signal: if α1  α2, then almost everything of the
signal would be captured by the wavelet system and vice versa.
5.2. Application to image restoration and compression
In what follows we provide evidence that the machinery can naturally be applied for image restoration and com-
pression tasks. We consider as test data “Part of woman image” and verify that non-optimally chosen families of
56 G. Teschke / Appl. Comput. Harmon. Anal. 22 (2007) 43–60Fig. 1. From top left to up right: synthetic data, Haar wavelet component (g2) (in time domain) after 100 iterations, SNR evolution through the
iteration process, Fourier component (g1) (in time domain) after 100 iterations, reconstruction and error after 100 iterations, and sparsity evolution
through the iteration process.
frames may achieve the same reconstruction results but that the sparsity gets essentially worse (what is typically
expected).
Example wavelet–wavelet. In this case, see Fig. 3 (α1 = 10, α2 = 20), we have picked a Daubechies-6-wavelet
and the Haar wavelet system. Both bases capture local structures but of different smoothness. In order to provide
a comparison of sparsity with the next example, the parameters α1 and α2 are chosen such that similar SNR’s and
relative approximation errors are achieved.
Example wavelet–Fourier. This example is the same as the latter one except that we have exchanged the
Daubechies-6-wavelet system with the Fourier system (here for reasons just explained we have chosen α1 = 15
and α2 = 13). As we may observe in Fig. 4 (and since the Haar and the Fourier system are complementary), we
achieve much better sparsity as before. The complementary selectivity of wavelets and harmonics manifests here
very visible when splitting into local jumps and oscillatory components. We finally conclude that even for image
G. Teschke / Appl. Comput. Harmon. Anal. 22 (2007) 43–60 57Fig. 2. From top left to up right: “Glockenspiel” data, Haar wavelet component (g2) (in time domain) after 30 iterations, SNR evolution through
the iteration process, Fourier component (g1) (in time domain) after 30 iterations, reconstruction after 30 iterations, and sparsity evolution through
the iteration process.
restoration/compression tasks (here only denoising is illustrated, but deblurring—or more generally: inverting opera-
tor equations—is by construction possible) the proposed method has demonstrated its capabilities.
6. Conclusion
In this paper we have proposed a Landweber-like iterative scheme that provides a decomposition of the solution of
a linear inverse problem into several components. In the present setting, each component is assumed to have an expan-
sion with respect to a preassigned frame. The algorithm allows to put mixed constraints (such as sparsity, smoothness,
etc.) on the individual frame coefficients. The applicability is numerically tested and approved in a simplified situation
in which A = I . In this setting we have shown how synthetic, audio and image data can be decomposed into compo-
nents that can be sparsely represented by means of wavelet and Fourier systems. The audio results can be downloaded
from http://www.zib.de/AG InverseProblems/wav/. The parameters αi are chosen manually in order
58 G. Teschke / Appl. Comput. Harmon. Anal. 22 (2007) 43–60Fig. 3. “Part of woman image,” Haar wavelet component (g2) (in time domain) after 50 iterations, SNR evolution through the iteration process,
Daubechies-6-wavelet component (g1) (in time domain) after 50 iterations, reconstruction after 50 iterations, and sparsity evolution through the
iteration process.
achieve as much sparsity as possible. This regrettably reflects the current infirmity of the proposed scheme which can
hopefully be circumvented in one of the forthcoming papers.
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