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An optical-lattice quantum simulator is an ideal experimental platform to investigate non-equilibrium dynam-
ics of a quantum many-body system, which is in general hard to simulate with classical computers. Here, we
use our quantum simulator of the Bose-Hubbard model to study dynamics far from equilibrium after a quan-
tum quench. We successfully confirm the energy conservation law in the one- and three-dimensional systems
and extract the propagation velocity of the single-particle correlation in the one- and two-dimensional systems.
We corroborate the validity of our quantum simulator through quantitative comparisons between the experi-
ments and the exact numerical calculations in one dimension. In the computationally hard cases of two or three
dimensions, by using the quantum-simulation results as references, we examine the performance of a numer-
ical method, namely the truncated Wigner approximation, revealing its usefulness and limitation. This work
constitutes an exemplary case for the usage of analog quantum simulators.
INTRODUCTION
Rapid advances in analog quantum simulation using highly
controllable systems with long coherence time, such as ul-
tracold gases in optical lattices (for example, see ref.[1, 2]),
Rydberg atoms in an optical tweezer array (for example, see
ref. [3–5]), and trapped ions (for example, see ref. [6, 7]),
have significantly expanded possibilities for studying dynam-
ics of quantum many-body systems. One of the recent tar-
gets of optical-lattice quantum simulators has been the in-
vestigation of the non-equilibrium dynamics arising after a
quantum quench [8–17], where a parameter of the system is
varied rapidly and substantially. In the case of one dimen-
sion (1D) for a short time scale, quantum quench dynamics
can be exactly computed with classical computers by means
of the matrix product state (MPS) method (for example, see
ref. [18, 19]). In pioneering works of quantum-simulation
research, the outputs of experiments were directly compared
with those of exact numerical simulations with classical com-
puters in order to examine the performance of the quantum
simulators [10–12].
A two-point spatial correlation as a function of the dis-
tance of the two points has been the intense theoretical in-
terest [20–30], and in fact, in one-dimensional systems, it has
been shown that access to such a correlation function allows
for exploring the dynamical spreading of quantum informa-
tion, which is of great interest in connection with the Lieb-
Robinson (LR) bound [11, 31]. An exact computation of
the spatio-temporal evolution of such two-point correlations
is, however, generally intractable for a long time scale or in
higher dimensions. While a more recent work has utilized out-
puts from a quantum simulator built with ultracold fermions in
a Floquet-engineered optical lattice in three dimensions (3D)
as a reference for examining the performance of an approxi-
mate numerical method, namely, the non-equilibrium dynam-
ical mean-field theory [32], a direct comparison with quantita-
tive theoretical approaches in the quench dynamics in higher
dimensions is still lacking.
In this paper, we investigate the energy redistribution
dynamics and the spatio-temporal evolution of the single-
particle correlation function, which is one of the simplest two-
point spatial correlations, in quantum quench dynamics start-
ing with a Mott insulating state by using an optical-lattice
quantum simulator of the Bose-Hubbard model (BHM) in
two dimensions (2D) and 3D as well as 1D. The observation
of the redistribution of the kinetic- and interaction-energies
turns out to be the confirmation of the energy conservation in
the quench dynamics of a Bose-Hubbard quantum simulator.
Further, we successfully observe the correlation spreading af-
ter a rapid quench from a Mott insulating state towards the
quantum critical region in 2D as well as towards the Mott re-
gion in 1D. We compare the measured propagation velocity
of the correlation front, which is defined from the first peak
in the time evolution of the correlation function at each dis-
tance, with the LR-like bound set by the maximum velocity
of the quasi-particles. In the 2D case, we find that the for-
mer velocity exceeds the latter one. This happens because
the single-particle correlation spreads with two typical veloci-
ties, namely the group velocity and the phase velocity, as was
pointed out in the recent theoretical work [30], and the mea-
sured velocity corresponds to the phase one. Since the first
peak propagating with the phase velocity decays rapidly with
the distance, our observation is not contradicting the existence
of the LR bound implying that any correlation functions out-
side the LR light cone must be exponentially suppressed.
In addition to these experimental findings, in order to cor-
roborate the quantitative performance of our quantum simula-
tor, we present a thorough comparison between the quantum-
simulation results and state-of-the-art theoretical calculations.
We employ the exact MPS method in the 1D case, finding ex-
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2cellent agreement with the observations. As for the case of
the quench towards a deep superfluid region in 3D, the time
evolution of the kinetic and interaction energies is directly
compared with numerical results obtained using the truncated
Wigner approximation (TWA) based on the Gross-Pitaevskii
mean-field theory [29]. The good agreement between the ex-
periment and the theory establishes the predictive power of
the TWA for this type of quench. In contrast, in the case
of the quench towards the quantum critical region in 2D, the
TWA fails to capture quantitatively the experimental results,
although it captures some qualitative features. This indicates
that our quantum simulation goes beyond current classical
computation and the data serves as a useful reference for push-
ing out its boundary.
RESULTS
Investigating non-equilibrium dynamics of the Bose-Hubbard
model
We consider a system of ultracold bosonic atoms confined
in an optical lattice. When an optical lattice potential is deep,
the system is quantitatively described by the BHM [33, 34],
Hˆ = −J
∑
〈j,l〉
(
aˆ†j aˆl + h.c.
)
+
U
2
∑
j
aˆ†j aˆ
†
j aˆj aˆj
+
∑
j
(Vj − µ)aˆ†j aˆj , (1)
where aˆ†j and aˆj are the creation and annihilation operators at
the site j, J is the tunneling-matrix element between nearest-
neighbor sites, U is the on-site interaction energy, µ is the
chemical potential, and Vj is the local potential offset at the
site j, which originates from the trap potential and the gaus-
sian envelopes of optical lattice lasers.
∑
〈j,l〉 represents the
summation over all neighboring sites.
When the atom number per site, namely the filling factor n¯,
is an integer and the ratio U/J is varied, the BHM exhibits a
second-order quantum phase transition between the Mott in-
sulator and the superfluid. The system favors the superfluid
phase for a relatively small U/J while it does the Mott insu-
lator phase for a relatively large U/J . For the unit filling case
(n¯ = 1), the quantum critical point has been determined with
exact numerical methods as (U/J)c = 3.4 (1D), 16.7 (2D),
and 29.3 (3D), respectively (for review, see ref. [35]).
Our analog quantum simulator of the BHM is built with
an ultracold Bose gas of 174Yb atoms confined in a 3D op-
tical lattice. We use this 174Yb-atom-BHM quantum simu-
lator in order to analyze dynamics after a quench of the ra-
tio U/J starting with a Mott-insulator state with unit fill-
ing. We convert a 174Yb Bose-Einstein condensate (BEC)
in a weakly confining harmonic trap into the initial Mott-
insulator state by slowly ramping up the optical-lattice depth
up to s ≡ V0/ER = 15 for all the three directions, where V0
is the depth of the optical lattice and ER is the recoil energy
of the optical-lattice laser whose wavelength is 532 nm. See
Methods for the preparation. The prepared state is deep in a
Mott insulator regime (U/J = 100) and is well approximated
as a product of local Fock states,
|ΨMI〉 =
∏
j
aˆ†j |0〉 . (2)
To realize a quench of U/J , we rapidly ramp down the lat-
tice depth for some directions towards a final value. For in-
stance, in the case of the 1D quench we ramp down the lattice
depth only for the x direction while in the 3D case we do it for
all the three directions. The ramp-down speed is set to be 100
ER/ms. By using the band-mapping techniques, we check
that there is no discernible amount of the atoms in excited
bands with this quench speed. We use the numerical values
of U and J calculated as functions of lattice depth reported in
ref. [35] (See Section I of Supplementary Materials).
After the quench process, we keep the lattice depth constant
and let the system evolve. In order to obtain the single-particle
correlation function at a certain distance ∆ in the unit of a
lattice spacing d (=266 nm)[36],
K∆ =
∑
|i−j|=∆
〈
aˆ†i aˆj
〉
(3)
after a certain hold time, we release the gas from the trapping
and optical-lattice potentials to measure the time-of-flight
(TOF) image, from which we deduce the momentum distri-
bution (See Methods for details). By performing a Fourier
transform of the momentum distribution, we obtain K∆. The
kinetic energy of the BHM is equal to −JK∆=1. More-
over, we measure the onsite-interaction energy of the BHM,
U
2
∑
j〈aˆ†j aˆ†j aˆj aˆj〉, by means of the atom-number-projection
spectroscopy [36, 37] for the 3D case and photoassociation
spectroscopy [38] for the 1D case where we confirm that
there are almost no multiple occupancies larger than two (See
Methods for details). Compared to the methods based on
the quantum-gas microscope techniques [11], our methods are
rather efficient, especially in higher dimensions, for our cur-
rent purposes of obtaining the ensemble average of the two-
point correlation functions and the Hubbard energies, because
less repetitions are needed thanks to the much larger number
of atoms. The experimental procedure and set-up, and typi-
cal high-resolution spectra are summarized in Sections I and
II of the Supplementary Materials. It is worth noting that the
dynamical evolution of the phase correlation, which is sim-
ilar to the single-particle correlation, has been measured for
weakly interacting Bose gases in one-dimensional optical lat-
tices by means of Talbot interferometry in ref. [39]. In con-
trast, the present work investigates the single-particle correla-
tion in strongly correlated regimes in higher dimensions.
3Experimental confirmation of our methods: Dynamics of the 1D
Bose Hubbard model after a sudden quench
First, we investigate the behaviors of atoms after a sud-
den quench in 1D. The results for the dynamical redistribu-
tion of the Hubbard energies and the spatio-temporal evolu-
tion of the atom correlations are shown in Figs. 1 and 2, re-
spectively. Specifically, we ramp the lattice depth in the x
direction down to s = 5 implying U/J = 6.8, where the
ground state is a Mott insulator state close to the quantum
critical point. Figure 1 shows the time evolution of the kinetic
energy, the onsite-interaction energy, and the sum of the two
energies. On a short time scale, while the sum of the two re-
mains almost constant, the kinetic energy decreases and the
interaction energy increases. After making a small overshoot,
each energy ends up with an almost steady value, i.e., the en-
ergies are redistributed. These behaviors are expected for an
isolated system but have never been observed experimentally
before.
Figures 2A-2D show the time evolution of the single-
particle correlation function for several values of ∆. As the
time evolves, the correlations first grow and each of them
has the first (local) maximum at a certain time. We ex-
tract the peak time for each ∆ by numerically fitting to the
experimental data, which is plotted against ∆ in Fig. 2G.
The peak time increases linearly with the distance, i.e., the
correlation exhibits a light-cone-like propagation. From the
peak time versus ∆, we extract the propagation velocity as
v = 5.5(7)Jd/~. The maximum velocity of a particle-hole
excitation is given as[11, 21]
vmax ' 6Jd
√
D
~
[
1− 16J
2
9U2
]
, (4)
which can be interpreted as a LR-like bound. Here D de-
notes the spatial dimension. It is noted that vmax corresponds
to the sum of the maximum velocities of the doublon and
the holon, which are respectively given by 4Jd
√
D/~ and
2Jd
√
D/~ in the leading order with respect to J/U . As long
as U/J  1, Eq. (4) is valid regardless of the spatial dimen-
sion. At U/J = 6.8, vmax = 5.8Jd/~ such that the condition
v < vmax is satisfied, as expected. A similar propagation
behavior has been also observed in the case of the density-
density correlation [11]. In contrast, we will see later that
v > vmax in the 2D case. We will explain that this observa-
tion is still compatible with the LR-like bound.
While these observations reveal important features of the
non-equilibrium dynamics of BHM, this 1D study is also im-
portant from another aspect. Since our BHM quantum simula-
tor is analog, it is imperative to examine its accuracy through
a direct comparison with exact numerical calculations in 1D
before applying it to the cases of higher dimensions, in which
exact computation on classical computers is currently unavail-
able. In Figs. 1 and 2, we compare the experimental results in
1D with the exact numerical ones at zero temperature obtained
with the MPS method. For details of the MPS calculations,
see Sec. IV of the Supplementary Materials. We see that the
experimental observations are in good agreement with the ex-
act numerical calculations with no fitting parameters.
Dynamics of BHM after a sudden quench in higher dimensions
Having corroborated the quantitative validity of our BHM
quantum simulator by the comparison between the theory and
experiment in 1D, we now discuss the main result of this work,
i.e., the quench dynamics in higher dimensions. Figure 3
shows the energy-redistribution dynamics for the 3D case af-
ter the ramp-down of the lattice depth to s = 5 (U/J = 3.4),
where the ground state is deep in the superfluid phase. The
general tendency of the time evolution is similar to the 1D
case: the two energies are redistributed on a time scale smaller
than ~/J and the sum of the two remains almost constant
within the displayed time window t . ~/J .
We next investigate the dynamical spreading of the single-
particle correlation after a quantum quench in 2D. The final
lattice depth in this case is s = 9 implying U/J = 19.6,
where the ground state is a Mott insulator phase near the quan-
tum critical point. Figures 4A- 4D show the spatial distri-
bution of the single-particle correlation at several hold times
after a quench. We clearly observe that the correlation first
grows between nearest-neighbor sites and then it propagates
for larger distances at later times. More directly, Figs. 4E-
4G show the time evolution of the single-particle correlation
function K∆x,∆y for several values of (∆x,∆y), where ∆x
(∆y) denotes the distance in the x (y) direction in units of
the lattice spacing d. The delay in the growth of the corre-
lation for longer distance is clearly observed along the direc-
tions of x, y, and x + y, in Figs. 4E, 4F, and 4G, respec-
tively. In the same manner as the 1D case, we extract the
position of the first peak in the time evolution of the correla-
tion at each distance, which is plotted against the Euclidean
distance
√
∆2x + ∆
2
y in Fig. 4H. We further extract the prop-
agation velocities from the linear fitting to Figs. 4H and 4I as
v = 13.7(2.1)Jd/~ (peak) and v = 10.2(1.4)Jd/~ (trough).
According to Eq. (3), the maximum velocity of the particle-
hole excitation is vmax = 8.4Jd/~, which is slower than the
observed propagation velocity in Fig. 4.
DISCUSSION AND OUTLOOK
The observation that v > vmax in the 2D case shown in
Fig. 4 can be interpreted along the line explained in ref. [30].
The correlation spatially propagates as a wave packet, whose
width spreads in time. This means that the velocity of the
first peak in the time evolution of the correlation function at
each distance, namely the phase velocity, is faster than that
of the center of the wave packet, namely the group veloc-
ity. Moreover, the first peak decays rather rapidly as the dis-
tance becomes larger. The velocity extracted from the ex-
4perimental data in the way described above corresponds to
the phase velocity while the meaningful propagation veloc-
ity, which should be compared with the LR-like bound, does
to the group velocity. In the case of the final lattice depth
s = 9 in 2D, we cannot accurately extract the group velocity
because of the unclear separation of the two velocities. In-
stead, In Sec. V of the Supplementary Materials, we show an
example, in which the phase velocity is well separated from
the group velocity in the 1D case with large U/J . There we
also see that v > vmax. Hence, the behavior that v > vmax
is not unique to the 2D case but can emerge regardless of the
spatial dimension as long as U/J after the quench is suffi-
ciently large. Notice that we observed v < vmax in the case
of the final lattice depth s = 5 (U/J = 6.8) in 1D because the
phase velocity is approximately equal to the group velocity at
U/J = 6.8 [30].
Next, we discuss the usefulness and limitation of some nu-
merical methods based on the quantum simulation results.
Since there is no exact computation method applicable to the
2D and 3D cases, it is meaningful to examine the accuracy
of some approximate methods by using the quantum simula-
tion results as a quantitative reference. In ref. [32] the time-
dependent dynamical mean-field theory has been examined
by comparison with quantum simulation results for real-time
dynamics of the Fermi-Hubbard model. This method is not
suited for computing the non-local spatial correlations ana-
lyzed in the present work because it ignores the momentum
dependence of the correlation functions. Instead, we choose
the TWA approximation, which is supposed to accurately cap-
ture semiclassical dynamics of the BHM at least on a short
time scale (See ref. [29] and references therein). In Fig. 3,
where the energy-redistribution dynamics in 3D is depicted,
we also show the numerical calculations as solid lines ob-
tained with the TWA [29]. In the TWA calculations, we take
the Mott insulator state of Eq. (2) as the initial state and set
the system size to be 303 sites. We ignore the trapping po-
tential because it is irrelevant to the dynamics within the time
window t . ~/J as was discussed in the 1D case. The TWA
results are in good agreement with the experimental observa-
tions. More details of the TWA calculations are described in
ref. [29].
Let us turn our attention to the correlation spreading in 2D
shown in Fig. 4. The solid lines in Figs. 4E-4G represent the
results obtained by using the TWA. The TWA agrees with the
experiment on a very short time scale (t < 0.1~/J). More-
over, the peak positions and the values at a relatively long time
(t > 1~/J) for a short distance, say |∆| = 1, are reasonably
captured. However, it fails to capture some important proper-
ties of the correlation dynamics, such as the locations of the
correlation troughs and the almost converged value of the cor-
relation for |∆| > 1. This disagreement is consistent with
the general fact that the TWA is less accurate when U/(Dn¯J)
or tJ/~ is larger. This failure of the TWA indicates that one
needs to push out the boundary of currently available numeri-
cal techniques for quantitative description of the quantum sim-
ulation results. One possible candidate is to extend the SU(N )
TWA [40, 41] for analyzing the BHM with unit filling.
In both of the 1D and 2D quench cases, we observed that
the peaks propagated linearly with a constant velocity (see
Fig. 2G and Figs. 4H,4I). However, extrapolations to t = 0
have non-zero offsets. In addition, our numerical results also
support the existence of the offsets. The offsets reflect the dif-
ference between the speed for the creation of a particle-hole
pair and that for its propagation. The former speed determines
the time giving the first peak at |∆| = 1 while the latter does
those at |∆| > 1. It is noted that the dependence of the prop-
agation velocity on distance in the case of the 1D quench was
already numerically discussed in ref. [11].
Our quantum simulation platform for studying non-
equilibrium dynamics can be straightforwardly applied to
other quantum many-body systems such as the Fermi-
Hubbard model (with SU(N) symmetry [42, 43]), the Bose-
Fermi Hubbard model, and the spinful BHM. In addition, it is
interesting to extend our work to a study of quench dynamics
on a quantum system with controlled dissipation, which has
recently attracted much interest [44].
METHODS
Preparation of initial Fock state
Details of our experimental setup are described in ref. [36].
We first prepare a BEC of 174Yb atoms confined in an
optical far-off resonant trap (FORT) whose wavelength is
532 nm. The trap frequencies of the FORT are given by
(ωx, ωy′ , ωz) = 2pi × (28, 130, 160) Hz, where the x and y
axes were tilted from the x and y axes, to which two of the
optical lattices are directed, by 45◦. Then we slowly ramp up
the optical-lattice depth for all the three directions from s = 0
to 5 in 100 ms and from 5 to 15 in another 100 ms. A typical
number of atoms is chosen to be N = 1.3× 104 such that the
filling factor is unity.
Lattice quench
We perform the quench by sudden decrease of the optical
lattice with depth of s ER in 0.01(15 − s) ms. See also Sec.
I of Supplementary Materials. The excitation of the atoms
into higher bands is negligible with this procedure. For the
cases of the 1D and 2D quench, we decrease the lattice depth
along the one direction of x and two directions of x and y,
respectively. It is to be noted that when lattice depth is 10.6
ER, U/J is equal to 29.34, which is the critical lattice depth
for the superfluid-Mott transition at n¯ = 1.
5Measurement of the ensemble average of the non-local atom
correlation
Here we briefly describe a method for obtaining the ensem-
ble average of the non-local atom correlation K∆ of Eq. (3).
Details are described in ref. [36]. The atomic-density distri-
bution n(r) after the TOF t is given by
n(r) =
(m
~t
)3
|w˜0(k)|2 S(k), (5)
where w˜0(k) is the Fourier transformation of the Wannier
function in the lowest Bloch band w0(r), and k = mr/~t.
When t is long enough and the structure factor S(k) is ex-
pressed as
S(k) =
∑
j,l
eik·(rj−rl)〈aˆ†j aˆl〉, (6)
where rj indicates the site position with index j in the optical
lattice and 〈·〉 represents the ensemble average. Therefore, the
ensemble average of the non-local atom correlation K∆ can
be easily obtained by Fourier transformation. For real experi-
ments, two factors should be taken into account; an interaction
effect and the finite-TOF effect. A careful estimation of our
experimental conditions [36] shows that the ratio of the inter-
action energyUn(n−1)/2 to the kinetic energy ~ωL is mostly
far lower than 1, justifying our ignorance of the interaction ef-
fect during TOF. The finite-TOF effect is small but not neg-
ligible so that we determined the non-local atom correlation
by extrapolation based on the theoretical model described in
ref. [36].
Measurement of ensemble average of interaction energy
In order to measure the ensemble average of the interaction
energy (1/2)U
∑
i〈aˆ†i aˆ†i aˆiaˆi〉 = (1/2)U
∑
i〈nˆi(nˆi − 1)〉, a
method for projecting the distribution of the atom-number per
site on an observable, namely, the atom-number-projection
method, is required. Details are described in ref. [36]. First,
we increase the optical lattice depth quickly in order to freeze
the hopping of atoms. The ramp-up time is smaller than the
hopping time, but large enough to prevent the atoms from be-
ing excited into the higher band of the optical lattice. For
example, the ramp-up time is 0.1 ms from 5ER to 15ER.
Subsequently, we perform a site-occupancy-resolved spec-
troscopy. We employ two methods; the high-resolution spec-
troscopy using the optical transition between the 1S0 and 3P2
(mJ = 0) electronic states of Yb atoms and the photoasso-
ciation spectroscopy. The excellent resolution of the spec-
troscopy using the 1S0 - 3P2 (mJ = 0) transition allows us to
distinguish different site-occupancies, owing to quite different
two-body interactions of Ueg/h = -8.5 kHz and Ugg/h = 3.2
kHz at 15ER. From the area of the spectra, we obtain the total
number Nn of n-occupied sites. The interaction energy is ob-
tained as U = (1/2)
∑
nNnn(n− 1). The correlation factors
induced by occupancy-dependent Rabi frequencies and a loss
of atoms in the 3P2 (mJ = 0) state during the spectroscopy
were studied in our previous work [36].
Another method that we use is the photoassociation which
is a process to create one molecule from two atoms by light.
The created molecule rapidly escapes from the trap so that we
can measure the total number of doubly occupied sites as the
loss of the atoms. It is noted that the method is invalid in the
case of triple and higher occupancies. For example, photoas-
sociation in a triply occupied site induces only two-atom loss
and one atom remains, which is the same result as the case of
a doubly occupied site, concerning the loss of atoms.
In our experiment, we employ the high-resolution spec-
troscopy using the optical transition between the 1S0 and 3P2
(mJ = 0) for the 3D quench experiment. In contrast, we
use the photoassociation for the 1D quench experiment, where
we additionally check the absence of triply occupied sites or
higher by means of the high-resolution spectroscopy.
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7SUPPLEMENTARY MATERIALS
Experimental setup and procedure
Experimental procedures to load atoms into the optical lat-
tice are shown in Fig. S1. The beam waist of the horizontal
FORT is about 15 µm and 33 µm. The beam waist of the ver-
tical FORT is about 43 µm and 126 µm. The beam waist of
the optical lattice is about 100 µm.
The optical lattice depth is calibrated by a pulsed optical
lattice method (see also [37]). The accuracy of the calibration
is typically within 5%. In order to obtain the lattice parameters
such as the on-site interaction energy U and the tunneling-
matrix element J , we use the numerical values of U and J
calculated as functions of lattice depth reported in ref [35].
The calculated lattice parameters are shown in Table. S1.
Typical spectra and TOF images
Three-dimensional case
Figure S2 shows the typical high-resolution spectra and the
TOF images after the quench from s = 15 to s = 5 in the
3D lattice. Figure S2A shows the high-resolution spectra and
the TOF images just before the quench, that is, the adiabati-
cally prepared state of s = 15. The single peak of our spectra
indicates that almost all sites are prepared at the n = 1 Fock
state. The TOF image is also shown in the inset. After the
quench from s = 15 to s = 5 in 0.1 ms, the component with
n = 2 appears (Fig. S2B). The difference of the TOF im-
ages in Figs. S2A and S2B mainly comes from the change of
the Wannier function: the shallower the lattice depth, the nar-
rower the width of the Wannier function in momentum space.
After hold time of 0.5ms, the component with n = 3 also ap-
pears (Fig. S2C), although the TOF image is similar to the one
just after the quench. These states are different from the adi-
abatically prepared state of s = 5 state (Fig. S2D). The TOF
image shows sharp interference pattern, which reflects the ex-
istence of coherence over sites. It is noted that n = 3 sites
appear in the case of the 3D quench from s = 15 to s = 5,
which results in the fact that we need high-resolution spec-
troscopy to measure the interaction energy. Interaction energy
measurement with photoassociation is invalid for the n ≥ 3
case because the photoassociation loss induces only the two-
body loss.
One-dimensional case
Figure S3 shows the typical high-resolution spectra and the
TOF images after the quench from s = 15 to s = 5 in
the 1D lattice. Figure S3A shows the high-resolution spec-
tra and TOF images just before the quench and is the same as
Fig. S2A. Spectra and TOF images after the quench are shown
in Figs. S3B and S3C. It is noted that multiple occupancy is
suppressed compared to the 3D case and n > 2 occupancy
is negligible. Therefore, the interaction energy measurement
with photoassociation is valid in the case of the 1D case.
Long-time behavior after the quench
Long-time behaviors of the kinetic and interaction energies
are shown in Fig S4A (1D case) and Fig S5A (3D case). Note
that the data for short-time periods are the same as those al-
ready shown in Fig. 1 for the 1D and Fig. 3 for the 3D in the
main text, respectively.
Figures S4B and S5B show the remaining atom numbers
after the quench from s = 15 to s = 5 in the 1D and 3D
lattices, respectively. The atom numbers after the quench are
constant within the error-bars and the loss of atoms during the
hold time is negligible.
Figures S4C and S5C show the entropies after the quench
from s = 15 to s = 5 in the 1D and 3D lattices, respectively.
The entropy is also almost constant and this means that heat-
ing and cooling during the hold time are negligible. In order
to measure the entropies, we adiabatically turned off the op-
tical lattice and then measure the temperature in the optical
trap. The entropy S in a harmonic trap is
S = 4NkB
ζ(4)
ζ(3)
(
T
Tc
)3
, (S7)
where N is the atom number, T is the temperature, Tc is a
critical temperature for the Bose-Einstein condensation, ζ(z)
is the zeta function, and kB is the Boltzmann constant.
kBTc = ~ω¯
(
N
ζ(3)
)1/3
, (S8)
where ω¯ is the geometric mean of the three trap frequen-
cies, and ~ is the Planck constant divided by 2pi. It is noted
that the entropy before the quench is about ∼ 0.6kB and is
much lower than the entropy after the quench because the non-
adiabatic change of the lattice depth results in heating of the
system.
Numerical simulations in one dimension
The numerical simulation data of the 1D system shown in
the main text are obtained by the weighted averages of quanti-
ties from 1D tubes containing the different number of atoms.
The simulation of each 1D tube is performed by means of
the time-dependent variational principle (TDVP) based on the
matrix-product state representation of many-body wave func-
tions [18, 19, 45]. The weights are determined on the basis of
the local-density approximation (LDA).
In order to determine weights, we consider the Bose-
Hubbard model (1) in a cubic lattice. Since the initial lattice
depth is sufficiently large and the number of particles at each
8site is not more than unity, we use the hard-core limit expres-
sion,
〈nˆi〉 =

0, µ+ Vi < −6J
1
2 +
µ+Vi
12J , −6J ≤ µ+ Vi ≤ 6J
1, µ+ Vi > 6J
. (S9)
In a sufficiently large cubic lattice (we use 101 × 101 × 101
sites), we adjust µ so that
∑
i〈nˆi〉 = 1.3× 104 and count the
number of 1D tubes withN atoms which we denote iN . Then,
we set a weight for quantities per particle from a tube with N
atoms wN to
wN =
iNN
1.3× 104 . (S10)
With Vi determined from the experimental setup, the largest
N with finite iN is 32.
For each 1D tube withN atoms, we simulate the quench dy-
namics by the two-site TDVP method [45] following the pro-
cedure of the experiment: Taking the ground state of the Bose-
Hubbard Hamiltonian (1) with (Vx/ER, Vy/ER, Vz/ER) =
(15,∞,∞) as an initial state, we perform the time evolution
of the state with decreasing (Vx/ER, Vy/ER, Vz/ER) down
to (5,∞,∞) using the same time as that of the experiment.
We set the truncation error to be 10−10 and the maximum oc-
cupation number of boson per site to be six. The 1D tube used
for numerical simulations consists of 48 sites. We have con-
firmed that these parameters give sufficiently accurate results
so that stricter parameters do not introduce significant changes
within the presented time scale.
Quench to a deeper Mott region in 1D
In Figs. 2 and 4 of the main text, we show the correla-
tion spreading after the quenches for the final lattice depth
s = 5 in 1D and s = 9 in 2D, in which the phase veloc-
ity is not clearly separated from the group velocity. In Fig.
S6, we show an example, in which the two velocities are well
separated. Specifically, we depict the time evolution of the
single-particle correlation function K∆(t) at ∆ = 1, 2, 3, and
4, where the final lattice depth is s = 9.4 (U/J = 25.3) in
1D. The solid lines represent the numerical results by the MPS
method, where we clearly see the multiple peaks. If we extract
the propagation velocity from the first peak at each distance,
which corresponds to the phase velocity, v ' 20Jd/~ and it
is significantly larger than vmax = 6.0Jd/~. By contrast, if
we extract the propagation velocity from the highest peak of
|K∆(t)K∆(0)| at each distance, which approximately corre-
sponds to the group velocity, v ' 5.7Jd/~ and it is smaller
than vmax. This result also means that the behavior that the
phase velocity can be larger than vmax is not a unique feature
in 2D but it emerges due to the separation of the phase and
group velocities at large U/J regardless of the spatial dimen-
sion. Notice that similar physics has been already discussed
in ref. [30].
2D quench: peak and trough determination
For determining the first peak and trough in the time evo-
lution of the single-particle correlation function in the case of
the 2D quench of the data shown in Fig. 4 of the main text,
we assume the function as
f(t) = a0 + a1 exp
[−(t− t0)2
2s2
]
+ a2
[
1− exp
(
− t
τ
)]
.
(S11)
The fitting results are shown in Fig. S7. The time of the first
peaks (troughs) are numerically obtained from the fitting func-
tion.
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FIG. 1. Energy redistribution after the quench in one dimen-
sion. The kinetic-energy term (red), the onsite-interaction-energy
term (blue), and the sum of them (green) are shown as functions of
the hold time t after a rapid quench into a Mott insulator region with
U/J = 6.8 in 1D optical lattice tubes. The solid lines show the re-
sults of the numerical calculation at zero temperature with the MPS
method using the time-dependent variational principle and local den-
sity approximation(LDA). The error bars for the kinetic-energy and
onsite-interaction-energy terms denote the standard error of 15 inde-
pendent measurements.
Lattice depths [ER] U [ER] J [ER] U/J
(5, 15, 15) 0.45(1) 0.066(4) 6.8(5)
(5, 5, 5) 0.22(1) 0.066(4) 3.4(3)
(9, 9, 15) 0.47(1) 0.024(3) 19(2)
(9.4, 15, 15) 0.55(1) 0.0220(2) 25(3)
(15, 15, 15) 0.64(2) 0.0065(9) 98(14)
TABLE S1. On-site interaction energies and tunneling-matrix
elements. The lattice depths,U , and J are shown in units ofER. The
largest tunneling-matrix elements are only shown. The uncertainties
of the parameters are calculated on the assumption that the accuracy
of our determination on the lattice depth is 5%.
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FIG. 2. Spatio-temporal evolution of the single-particle correlation after the quench in one dimension. (A), (B) The single-particle
correlations for the distance in the unit of the lattice constant ∆ up to 4 are shown as functions of the hold time t. Note that the displayed
correlations are normalized by the maximum value of the correlation C(1D)max,∆ during 0 < t < 1.6~/J for each distance ∆; (A), Experiment;
(B), numerical calculation. (C)-(F), Time evolution of the single-particle correlation K∆ after the quench. Solid blue lines show the results
of numerical calculation. (C), ∆ = 1; (D), ∆ = 2; (E), ∆ = 3; (F), ∆ = 4. The error bars denote the standard error of 5 independent
measurements. (G) Time of the first peak of the single-particle correlation is plotted as a function of the distance ∆. A fit with a linear function
with a non-zero offset is shown as a solid line. The error bars denote the standard error of 5 independent measurements.
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FIG. 4. Spatio-temporal evolution of the single-particle correlation after the quench in two dimensions. (A)-(D) 2D plots of the single-
particle correlation as functions of the distances ∆x and ∆y for several hold times of tJ/~= 0 (A), 0.12 (B), 0.23 (D), and 0.35 (D). Data with√
∆2x + ∆2y ≤ 4 are shown. Note that the displayed correlations are normalized by the maximum value of the correlation C(2D)max,∆ during
0 < t < 1.0~/J for each distance (∆x, ∆y). (E)-(G) Time evolution of the single-particle correlation K∆ after the quench for (∆x, ∆y)
= (1,0) ((E), red square), (2,0) ((E), green circle), (3,0) ((E), yellow diamond), (0,1) ((F), red square), (0,2) ((F), green circle), (0,3) ((F),
yellow diamond), (1,1) ((G), green circle), and (2,2) ((G), yellow diamond). The solid lines are the numerical results obtained using the TWA
method. The error bars denote the standard error of 15 independent measurements. (H)-(I) Time at the first peak (H) or the first trough (I) of
the single-particle correlation as a function of the Euclidean distance ∆ =
√
∆2x + ∆2y . A fit with a linear function with a non-zero offset is
shown as a solid line both in (H) and (I). The first peak and trough are obtained by fitting the experimental data with the empirical function
described in Sec VI of Supplementary Materials. The error bars denote the fitting errors.
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of the lattice depth.
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FIG. S2. Typical high-resolution spectra and TOF images in the
case of 3D. (A) before the quench (B), (C) after the quench. Hold
time is (B) 0 ms, and (C) 0.5 ms. (D) Adiabatic preparation.
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case of 1D. (A) before the quench (B), (C) after the quench. Hold
time is (B) 0 ms, and (C) 0.5 ms. (D) Adiabatic preparation.
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time. (B) The remaining atom number and (C) the entropy after the quench as functions of the hold time.
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FIG. S5. Long-time behaviors of the energy, the atom number, and the entropy after the 3D quench from s = 15 to s = 5 (U/J = 3.4).
(A) The kinetic-energy term (red), the onsite-interaction-energy term (blue), and the sum of them (green) are shown as functions of the hold
time. (B) The remaining atom number and (C) the entropy after the quench as functions of the hold time.
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FIG. S7. Peak and trough determination in the case of the 2D quench. The fitting lines are shown by the blue solid lines. The upward
(downward) arrows show the first peak (trough). (A) (∆x, ∆y)=(2,0), (B) (∆x, ∆y)=(2,1), (C) (∆x, ∆y)=(2,2), (D) (∆x, ∆y)=(1,0), (E)
(∆x, ∆y)=(1,1), (F) (∆x, ∆y)=(1,2), (G) (∆x, ∆y)=(0,1), (H) (∆x, ∆y)=(0,2).
