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Introduction
La statistique de Bose–Einstein de´termine le nombre moyen de particules occupant
un e´tat quantique d’e´nergie donne´e d’un syste`me de bosons identiques sans interaction.
Cette distribution statistique fut introduite par Satyendra Nath Bose dans le cadre de la
the´orie des photons initie´e par Albert Einstein ; elle fit l’objet d’un ce´le`bre article qu’Ein-
stein traduisit lui-meˆme de l’anglais vers l’allemand et fit publier en 1924 dans le journal
Zeitschrift fu¨r Physik [23]. La meˆme anne´e, Einstein e´tendit la de´couverte de Bose au cas
des atomes [38] ; il de´montra qu’une fraction macroscopique de bosons doit occuper l’e´tat
quantique de plus basse e´nergie d’un gaz parfait suffisamment froid, phe´nome`ne de´sor-
mais connu sous le nom de condensation de Bose–Einstein. Ne pouvant a` l’e´poque valider
sa pre´diction the´orique via l’expe´rience, Einstein abandonna le travail qu’il entama sur
ce sujet. C’est en 1938 que la pre´diction d’Einstein fut remise au gouˆt du jour avec les
travaux de Fritz W. London [91] qui proposa un lien entre condensation de Bose–Einstein
et superfluidite´, e´tat de la matie`re dans lequel un fluide ne pre´sente aucune viscosite´ ; le
phe´nome`ne de superfluidite´ venait alors d’eˆtre tout juste de´couvert dans la phase liquide
d’un ensemble d’atomes d’he´lium 4 ultra-froids par Pyotr L. Kapitza [67] (simultane´ment
avec [13], semble-t-il, John F. Allen et A. Don Misener [1]). Il a fallu attendre les avance´es
the´oriques de Nikola¨ı N. Bogoliubov en 1947 [22], d’Oliver Penrose et Lars Onsager en
1951 et 1956 [105, 106] puis d’Euge`ne P. Gross et Lev P. Pitaevskii en 1961 [52, 111] pour
commencer a` comprendre les liens intimes qu’entretiennent les phe´nome`nes de conden-
sation et de superfluidite´. En 1995, les membres de l’e´quipe d’Eric A. Cornell et Carl
E. Wieman synthe´tise`rent le premier condensat gazeux dans un syste`me d’atomes de ru-
bidium [7] et le groupe de Wolfgang Ketterle en produisit un second la meˆme anne´e dans
un gaz d’atomes de sodium [34], concre´tisant ainsi une trentaine d’anne´es d’efforts dans
le domaine du refroidissement atomique et ouvrant la voie a` l’e´tude des gaz atomiques
dilue´s ultra-froids.
En 1981, William G. Unruh re´alisa qu’une onde sonore dans un fluide en mouvement
se comporte comme une particule scalaire non-massive se propageant dans une ge´ome´trie
lorentzienne courbe [125]. Lorsque l’e´coulement du fluide connecte une re´gion subsonique a`
une re´gion supersonique, l’espace-temps courbe effectif dans lequel se propagent les ondes
sonores correspond a` l’espace-temps de Schwarzschild et la re´gion dans laquelle l’e´coule-
ment est supersonique de´finit l’inte´rieur d’un trou noir dit « acoustique », duquel le son
ne peut s’e´chapper ; l’analogue de l’horizon des e´ve`nements dans de telles configurations
d’e´coulement correspond au mur du son, c’est-a`-dire l’endroit a` partir duquel la vitesse
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Le saumon est a` la chute d’eau ce que l’onde sonore est a` un e´coulement en configura-
tion de trou noir acoustique (cre´dit : Yan Nascimbene, photographe, peintre, cine´aste
et illustrateur franc¸ais). Lorsque la vitesse de l’eau dans le torrent devient plus grande
que la vitesse de natation maximale d’un saumon [l’endroit ou` cela arrive est indique´
sur le dessin par le panneau « Point of no return » (« Point de non-retour »)], le pois-
son n’est plus dans la capacite´ de remonter les lignes de courant ; de meˆme, lorsque la
vitesse d’un fluide donne´ devient plus grande que la vitesse du son dans le fluide au
repos, une onde sonore doit eˆtre irre´me´diablement entraˆıne´e par l’e´coulement.
du fluide devient plus grande que la vitesse des ondes sonores dans le fluide au repos
(on se re´fe´rera a` la figure ci-dessus qui donne une vue d’artiste explicative de ce qu’est
un trou noir acoustique). Les travaux du the´oricien et cosmologiste britannique Stephen
W. Hawking, base´s sur un formalisme de the´orie quantique des champs en espace-temps
courbe, enseignent que les trous noirs gravitationnels e´mettent un faible rayonnement
de corps noir [56, 57] et donc que ces objets astrophysiques ne sont pas comple`tement
sombres, contrairement a` ce que pre´dit la relativite´ ge´ne´rale, qui est, par nature, une
the´orie non-quantique ; comme le fit Hawking sept ans plus toˆt dans un cadre purement
relativiste, Unruh de´montra que l’existence d’un horizon acoustique dans un e´coulement
fluide doit ne´cessairement s’accompagner de l’e´mission d’un rayonnement sous forme d’un
bain thermique de quanta d’ondes sonores. Cependant, le rayonnement de Hawking acous-
tique est un phe´nome`ne ne´gligeable qui semble eˆtre difficilement de´tectable compte tenu
des fluctuations thermiques dont il est impossible de s’affranchir, ou, par exemple, de la
ge´ne´ration e´ventuelle d’instabilite´s hydrodynamiques dans l’e´coulement ; de meˆme, il est
probablement impossible que nous arrivions un jour a` mesurer le rayonnement de Haw-
king des trous noirs gravitationnels puisque l’univers tout entier baigne dans le fond diffus
cosmologique, dont la tempe´rature est typiquement supe´rieure de huit ordres de grandeur
a` la tempe´rature de Hawking d’un trou noir de masse stellaire.
Ne´anmoins, on re´alisa que les condensats de Bose–Einstein jouissent de proprie´te´s per-
mettant la conception the´orique et la re´alisation expe´rimentale d’e´coulements en configu-
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ration de trou noir acoustique dont l’inte´reˆt majeur tient dans la possibilite´ d’y de´tecter
l’analogue du rayonnement de Hawking [48, 15, 16, 50, 17, 124, 138, 74]. Le premier trou
noir acoustique re´alise´ dans l’e´coulement d’un condensat de Bose–Einstein a e´te´ produit
en 2010 par l’e´quipe de Jeff Steinhauer en acce´le´rant un fluide ultra-froid d’atomes de
rubidium a` l’aide d’un potentiel exte´rieur localement en forme de marche [75]. Ce non-
obstant, le rayonnement de Hawking spontane´ n’a pas encore e´te´ mesure´ dans de telles
configurations mais des me´thodes de de´tection a priori prometteuses ont ne´anmoins e´te´
propose´es par les the´oriciens. En 2008, deux e´quipes italiennes de Bologne et de Trente
sugge´re`rent de mesurer les corre´lations a` deux points des fluctuations quantiques de la
densite´ afin de re´ve´ler l’effet Hawking dans l’e´coulement d’un condensat de Bose–Einstein
pre´sentant un horizon acoustique [12, 30] ; leurs re´sultats nume´riques, e´tablis dans le cas
d’une configuration sche´matique de trou noir acoustique, montrent que le signal de Haw-
king apparaˆıt sous forme de signaux de corre´lation non-locaux re´sultant de l’e´mission de
deux phonons corre´le´s, l’un fuyant l’horizon acoustique en remontant les lignes de courant
dans la re´gion ou` l’e´coulement du gaz de Bose est subsonique, l’autre e´tant « happe´ »
par le trou noir acoustique, s’engouffrant dans la re´gion ou` l’e´coulement est supersonique
sans pouvoir faire volte-face. Il s’ave`re que ces signaux de corre´lation a` deux corps sont
robustes vis-a`-vis du bruit de fond thermique inhe´rent aux expe´riences typiques de mani-
pulation d’atomes ultra-froids ; on montre d’ailleurs que leur amplitude s’accroˆıt lorsqu’on
augmente la tempe´rature du gaz [117].
Dans le chapitre 1 de cette the`se, nous e´tudierons deux nouvelles configurations (dites
de pic δ et de chute d’eau) d’inte´reˆt expe´rimental permettant la re´alisation de l’e´quivalent
acoustique d’un trou noir gravitationnel dans l’e´coulement d’un quasi-condensat de Bose–
Einstein unidimensionnel. Dans chaque cas, nous donnerons une description analytique
comple`te du profil de densite´ de l’e´coulement, du spectre du rayonnement de Hawking a`
un corps et des fluctuations quantiques associe´es, traite´es dans le cadre de la the´orie de
Bogoliubov des excitations e´le´mentaires [22] et en termes d’une matrice S(ω) qui de´crit
les processus de diffusion a` l’horizon. Nous mettrons en e´vidence que les corre´lations a`
deux corps non-locales des fluctuations de la densite´ dans l’espace re´el offrent une si-
gnature claire de l’effet Hawking dans ces configurations re´alistes de pic δ et de chute
d’eau, comme les auteurs des re´fe´rences [12], [30] et [117] l’ont montre´ quelques anne´es
plus toˆt dans le cas d’une configuration sche´matique (dite, dans la suite, de profil plat).
En de´montrant une re`gle de somme ve´rifie´e par la matrice densite´ a` deux corps connexe,
nous comprendrons e´galement que les corre´lations a` longue porte´e (interpre´te´es comme
re´sultant de l’e´mission de deux quasi-particules de Hawking corre´le´es) doivent eˆtre intime-
ment associe´es aux modifications diagonales de la matrice densite´ a` deux corps lorsque le
condensat pre´sente l’analogue d’un horizon des e´ve`nements [45]. En collaboration avec le
groupe expe´rimental de Denis Boiron et Christoph I. Westbrook du Laboratoire Charles
Fabry de l’Institut d’Optique, nous nous sommes attache´s a` de´finir la meilleure configura-
tion qui permettrait une de´monstration expe´rimentale nette du rayonnement de Hawking
spontane´ dans les condensats de Bose–Einstein ; sur la base des re´sultats expe´rimentaux
obtenus en re´fe´rence [61], nous cloˆturerons ce chapitre par une e´tude des corre´lations dans
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l’espace des impulsions permettant une analyse du rayonnement de Hawking a` deux corps
dans un quasi-condensat unidimensionnel en configuration de trou noir acoustique.
Les polaritons (excitoniques) sont des quasi-particules issues du couplage fort entre
les photons et les excitons pie´ge´s (pour ces derniers dans des puits quantiques) a` l’inte´-
rieur de microcavite´s semi-conductrices. Ils ont e´te´ e´tudie´s de manie`re intensive depuis
la de´couverte en 1992 du couplage fort entre lumie`re et matie`re dans ces syste`mes [131].
Les polaritons sont des bosons composites qui ont la possibilite´ d’exhiber des proprie´te´s
de cohe´rence de phase quantique macroscopique a` haute tempe´rature (∼ 300 a` 500 K)
du fait de leur tre`s faible masse (a` cause de leur nature partiellement photonique, les
polaritons sont typiquement plus le´gers de quatre ordres de grandeur qu’un e´lectron). Le
premier condensat de polaritons a e´te´ obtenu en 2006 par deux e´quipes de l’Institut Ne´el
de Grenoble et de l’E´cole Polytechnique Fe´de´rale de Lausanne [69]. Bien que les gaz de
polaritons soient des syste`mes fortement hors d’e´quilibre du fait de la faible dure´e de vie
de leurs composants (de l’ordre, au maximum, de quelques dizaines de picosecondes), la
transition d’un gaz de polaritons en microcavite´ semi-conductrice vers un e´tat caracte´rise´
par une cohe´rence temporelle et une cohe´rence spatiale a` longue porte´e a clairement e´te´
de´montre´e : par exemple, les auteurs de la re´fe´rence [118] ont mis en e´vidence l’apparition
d’une cohe´rence spatiale et angulaire dans un gaz de polaritons en situation de pom-
page non-re´sonnant ; plus re´cemment, Yoshihisa Yamamoto (de l’Universite´ de Stanford
en Californie) et al. ont effectue´ une mesure de la matrice densite´ a` un corps dans un
gaz de polaritons bidimensionnel et montre´ qu’elle pre´sentait (modulo les complications
qu’entraˆıne la dissipation dans ces syste`mes) le meˆme comportement que celle qui caracte´-
rise un condensat de Bose–Einstein en dimension deux, avec possibilite´ d’existence d’une
phase de Berezinskii–Kosterlitz–Thouless [120]. Dans les re´fe´rences [3] et [4], les auteurs
disent avoir observe´ une propagation superfluide d’un fluide de polaritons cre´e´ par une
excitation laser re´sonnante dans une microcavite´ semi-conductrice : aux faibles vitesses, le
fluide qui s’e´coule ne pre´sente pas de diffusion de Rayleigh sur un de´faut faisant obstacle
a` l’e´coulement ; aux grandes vitesses par contre, un re´gime dissipatif de Cherenkov est
clairement observe´. Nous porterons dans cette the`se un regard critique sur ces re´sultats ;
nous de´montrerons qu’il est difficile d’e´valuer la superfluidite´ d’un condensat de polaritons
en analysant seulement la structure des profils de densite´ ge´ne´re´s par la pre´sence d’un pe-
tit obstacle localise´ dans l’e´coulement du fluide : nos re´sultats montrent en effet qu’une
absence de diffusion a` longue porte´e par un de´faut n’est pas du tout lie´e a` une absence de
dissipation d’e´nergie dans le syste`me. Comme dans les vapeurs atomiques ultra-froides,
on observe dans les condensats de polaritons une riche varie´te´ de phe´nome`nes tels que la
nucle´ation de tourbillons quantifie´s et la ge´ne´ration de solitons sombres dues aux interac-
tions entre le condensat de polaritons et des de´fauts dans la microcavite´ semi-conductrice
[5, 123].
Dans le chapitre 2, nous analyserons les caracte´ristiques superfluides et dissipatives
d’un condensat de polaritons scalaire unidimensionnel en situation de pompage non-
re´sonnant et en mouvement par rapport a` un obstacle localise´. Tout d’abord, nous consi-
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de´rerons la re´ponse en densite´ du condensat dans la limite perturbative, c’est-a`-dire dans
la limite ou` l’obstacle est tel qu’il n’induit que de le´ge`res modifications dans les para-
me`tres de l’e´coulement ; nous discuterons a` ce moment la` de la validite´ de la the´orie de la
re´ponse line´aire applique´e a` notre mode`le. En e´valuant analytiquement la force de traˆı-
ne´e ressentie par l’obstacle, nous montrerons qu’il existe une transition douce entre un
re´gime de basse vitesse ou` l’e´coulement du gaz de polaritons est visqueux et un re´gime de
grande vitesse ou` la re´sistance au mouvement s’explique par l’e´mission d’ondes line´aires
de densite´ dans le fluide. Nous ferons e´galement l’analyse de´taille´e d’une situation ou` le
condensat de polaritons se meut a` des vitesses supersoniques par rapport a` un obstacle
e´troit de forte amplitude, c’est-a`-dire d’amplitude telle que la the´orie de la re´ponse line´aire
ne peut plus eˆtre mise en application pour re´soudre le proble`me. Dans ce cas, on mon-
trera qu’une onde de choc dispersive se forme en amont de l’obstacle et que sa structure
oscillatoire amortie est parfaitement de´crite par la the´orie des modulations de Whitham
[133] ; on analysera les profils de densite´ et de vitesse en aval de l’obstacle dans le cadre de
l’approximation hydraulique [64]. Une re´solution nume´rique exacte du proble`me montrera
la validite´ sans faille des descriptions analytiques discute´es ci-avant. Nous e´tablirons enfin
l’existence d’un re´gime dissipatif dans lequel l’e´coulement du condensat autour d’un obs-
tacle pique´ n’est pas stationnaire. Nous conclurons ce chapitre en incluant les effets dus
au spin des polaritons excitoniques dans la description phe´nome´nologique du condensat.
Nous reproduirons alors l’analyse perturbative effectue´e dans le cas scalaire et montrerons
qu’en pre´sence d’un champ magne´tique exte´rieur, une onde de polarisation tre`s faiblement
amortie (comparativement aux ondes de densite´) est e´jecte´e sur des distances typiquement
bien plus grandes que sa longueur d’onde lorsque le condensat s’e´coule a` vive allure autour
de l’obstacle. Notons que nous de´velopperons aussi un court interlude dans lequel nous
donnerons une description the´orique de la propagation d’ondes de densite´ et de polarisa-
tion faiblement non-line´aires et faiblement dispersives dans un condensat de Bose–Einstein
unidimensionnel a` deux composantes de spin.
Dans le chapitre pre´ce´dent, nous mettons en e´vidence une e´jection d’ondes de polarisa-
tion faiblement amorties dans un condensat de polaritons a` deux composantes lorsque le
fluide, en pre´sence d’un champ magne´tique exte´rieur, s’e´coule a` grande vitesse autour d’un
petit de´faut localise´ ; tirant parti du grand temps de vie de ces ondes, nous avancerons
l’ide´e qu’il serait peut-eˆtre possible d’expe´rimenter l’effet Hawking dans un condensat de
polaritons spinoriel via les fluctuations spontane´es (donc purement quantiques) de la po-
larisation du gaz. Nous donnerons des e´le´ments d’analyse dans le chapitre 3 de cette the`se.
Par mesure de simplicite´, nous nous placerons dans le cadre d’une description the´orique du
condensat ne´gligeant les effets dus au temps de vie fini des polaritons et a` la pre´sence d’un
e´ventuel champ magne´tique exte´rieur. Nous proposerons alors une configuration sche´ma-
tique de trou noir acoustique caracte´rise´e par un horizon dont la pre´sence n’affecte que
les modes de polarisation de grandes longueurs d’onde. Une e´tude analytique de´taille´e des
fluctuations de la polarisation (et de la densite´) dans le cadre de la the´orie de Bogoliubov
des excitations et en termes d’une matrice de diffusion montrera que seule la fonction
de corre´lation des fluctuations quantiques de la polarisation est affecte´e par la pre´sence
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de l’horizon ; en particulier, nous verrons que des signaux non-locaux e´mergent du calcul
(en plus du signal diagonal habituel qui caracte´rise le re´gime de quasi-condensation) : ces
derniers re´sultent de la corre´lation de deux fluctuations de polarisation e´mises de part
et d’autre de l’horizon et sont de`s lors signatures de l’occurrence d’un rayonnement de
Hawking (a` deux corps) d’ondes de polarisation dans le syste`me.
Dans l’Annexe, enfin, nous montrerons que la the´orie de Bogoliubov des excitations
e´le´mentaires ne permet pas de pre´dire le bon comportement de la matrice densite´ a` un
corps dans un gaz de Bose unidimensionnel, dilue´ et homoge`ne a` tempe´rature nulle, mais
qu’il est tout de meˆme possible d’obtenir une description analytique exacte de cette fonc-
tion de corre´lation en s’inspirant des travaux de Victor N. Popov [114] et/ou de Christophe
Mora et Yvan Castin [97]. Nous avons pris soin de re´diger cette appendice afin de mettre
en lumie`re que le traitement des fluctuations quantiques dans le cadre de la the´orie de
Bogoliubov n’est en toute rigueur pas valide en dimension un et que son utilisation pour
analyser un syste`me de bosons unidimensionnel ne´cessite une vigilance toute particulie`re.
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Trous noirs acoustiques dans les
condensats de Bose–Einstein
Figure 1.1 — Vouˆte ce´leste telle que la verrait un observateur proche d’un hypothe´tique
trou noir gravitationnel situe´ devant le centre de notre galaxie : la lumie`re qui passe a`
proximite´ du trou noir est fortement de´fle´chie, en conse´quence de quoi l’image de fond est
de´forme´e (cre´dit : Alain Riazuelo, Institut d’Astrophysique de Paris) ; voici une animation
(le lien apparaˆıt dans la version nume´rique du document). En 1974, Stephen W. Hawking
de´couvrit que les trous noirs n’e´taient pas totalement sombres si l’on tenait compte des
effets dus a` la me´canique quantique [56, 57]. William G. Unruh (de´couvreur de l’effet
Unruh) de´montra en 1981 qu’un e´coulement supersonique pouvait en the´orie reproduire
l’analogue acoustique de l’horizon d’un trou noir gravitationnel et qu’une sorte de rayon-
nement de Hawking en de´coulerait sous forme de quanta d’ondes sonores [125].
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1.1 Onde sonore en espace-temps courbe et trou noir
acoustique
1.1.1 Ingre´dients
Donnons-nous un fluide non-relativiste, parfait 1 et barotrope. Sa dynamique est en-
tie`rement gouverne´e par les e´quations [82]
∂tρ+∇ · (ρv) = 0 (1.1a)
et ∂tv + (v · ∇)v = −1
ρ
∇p, (1.1b)
ou` v(t, r) de´signe la vitesse du fluide, ρ(t, r) sa masse volumique et p(t, r) le champ de
pression. L’e´quation (1.1a) n’exprime rien d’autre que la conservation de la masse, (1.1b)
e´tant l’e´quation d’Euler. Comme le fluide est barotrope, on cloˆt le syste`me d’e´quations
(1.1a)–(1.1b) en e´crivant que la pression est une fonction (croissante) de la densite´ volu-
mique (uniquement) :
p = p(ρ). (1.2)
Pour peu que le fluide soit a` un instant donne´ de vorticite´ nulle, l’hypothe`se (1.2)
entraˆıne que l’e´coulement doit eˆtre irrotationnel a` tout autre instant. Pour le voir, prenons
le rotationnel de l’e´quation d’Euler (1.1b). En utilisant l’identite´ vectorielle de Bernoulli
(v · ∇)v = 1
2
∇v2 − v ∧ (∇ ∧ v) et le fait que ∇ ∧ (1
ρ
∇p) = ∇(1
ρ
) ∧ ∇p + 1
ρ
∇ ∧ ∇p =
∇(1
ρ
) ∧∇p = 0 puisque p n’est fonction que de ρ, il vient
∂t(∇∧ v) = ∇∧ [v ∧ (∇∧ v)]. (1.3)
1. Supposer l’absence de viscosite´ est une simplification d’ordre technique. Nous ne le ferons pas
mais on peut montrer que les contributions visqueuses a` l’e´quation de Navier–Stokes brisent l’invariance
de Lorentz acoustique introduite en sous-section 1.1.3. Ne´anmoins, lorsque le fluide est visqueux, cette
invariance de Lorentz s’ave`re eˆtre approximativement ve´rifie´e dans des limites de grandes longueurs d’onde
et de faibles e´nergies [127].
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Si d` dirige une ligne de courant (ferme´e) ∂Σ, alors d` · [v∧ (∇∧v)] = 0 a` tout instant et
en tout point de ∂Σ, et de ce fait, en invoquant le the´ore`me de Stokes et en se souvenant
de l’e´quation (1.3),
0 =
∫
∂Σ
d` · [v ∧ (∇∧ v)] =
∫
Σ
d2Σ · ∇ ∧ [v ∧ (∇∧ v)] =
∫
Σ
d2Σ · ∂t(∇∧ v). (1.4)
En faisant tendre l’aire de la surface oriente´e Σ (de´limite´e par la ligne de courant ∂Σ) vers
ze´ro, on obtient qu’en tout point du fluide, ∂t(∇ ∧ v) = 0, ce qui signifie que la vorticite´
∇ ∧ v ne varie pas dans le temps. En imaginant qu’elle s’annule a` un moment donne´, il
vient qu’elle vaut constamment ze´ro :
∇∧ v = 0, (1.5)
ce qui permet d’identifier 2 le champ des vitesses v(t, r) au gradient d’un champ scalaire
ψ(t, r) (le potentiel des vitesses) :
v = ∇ψ. (1.6)
1.1.2 Approximation acoustique
Supposons maintenant que l’on ait trouve´ une solution exacte (ψ0, ρ0, p0) au syste`me
forme´ par les e´quations du mouvement (1.1a)–(1.1b) et l’e´quation d’e´tat (1.2). On se pro-
pose alors d’e´tablir le comportement de petites fluctuations line´aires venant se superposer
a` cette dernie`re. Pour ce faire, on cherche la solution ge´ne´rale (ψ, ρ, p) du proble`me sous
la forme [82] ψ(t, r)ρ(t, r)
p(t, r)
 =
ψ0(t, r)ρ0(t, r)
p0(t, r)
+
ψ1(t, r)ρ1(t, r)
p1(t, r)
 ε+O(ε2), (1.7)
ou` ε est un petit parame`tre sans dimension qui ne de´pend pas du temps et des coordonne´es.
La line´arisation de l’e´quation de continuite´ (1.1a) et de l’e´quation d’e´tat (1.2) par
rapport a` ε est aise´e. On trouve respectivement
∂tρ1 +∇ · (ρ1∇ψ0 + ρ0∇ψ1) = 0 (1.8a)
et p1 = c
2ρ1, (1.8b)
ou` c2 = dp
dρ
(ρ0) > 0 est le carre´ de la vitesse locale des perturbations line´aires autour
du champ de fond (ψ0, ρ0, p0) (la vitesse locale du son en somme). La line´arisation de
l’e´quation d’Euler (1.1b) demande un peu plus d’astuces. En utilisant (v · ∇)v = 1
2
∇v2
(puisque ∇∧ v = 0) et ∇p0 = ∇p(ρ0) = dpdρ(ρ0)∇ρ0 = c2∇ρ0, il vient
∇(∂tψ1 +∇ψ0 · ∇ψ1) = −∇
(
p1
ρ0
)
, (1.9)
2. Remarque foncie`rement inutile pour un physicien. . . Si l’existence d’une fonction scalaire ψ sur R3
telle que v = ∇ψ entraˆıne imme´diatement que ∇ ∧ v = 0, la re´ciproque est en contrepartie plus subtile.
Si ∇∧ v = 0, il n’existe un potentiel ψ tel que v = ∇ψ que lorsque l’espace de de´finition des champs est
connexe par arcs et simplement connexe. Par chance, R3 ve´rifie ces proprie´te´s, donc tout va bien. . .
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qui, apre`s inte´gration sur le volume Ω(r) = Ω(x, y, z) = ]−∞, x] × ]−∞, y] × ]−∞, z],
devient
ρ0 (∂tψ1 +∇ψ0 · ∇ψ1) = −p1. (1.10)
Les e´quations diffe´rentielles (1.8a), (1.10) et (1.8b) peuvent eˆtre assemble´es en une seule
e´quation aux de´rive´es partielles du second ordre, et ceci, sans aucune perte d’information.
On ve´rifie donc facilement que
∂t
[ρ0
c2
(∂tψ1 +∇ψ0 · ∇ψ1)
]
= ∇ ·
[
ρ0∇ψ1 − ρ0
c2
∇ψ0 (∂tψ1 +∇ψ0 · ∇ψ1)
]
, (1.11)
qui est effectivement une e´quation diffe´rentielle du deuxie`me ordre [ve´rifie´e par ψ1(t, r)]
dont les coefficients (variables dans le temps et l’espace) de´pendent uniquement du champ
de fond (ψ0, ρ0, p0) autour duquel nous avons line´arise´ les e´quations du mouvement et
l’e´quation d’e´tat [cf. e´quation (1.7)]. La re´solution de (1.11) suffit a` la de´termination de
ρ1(t, r) et p1(t, r) via les e´quations d’Euler et d’e´tat line´arise´es (1.9) et (1.8b), respective-
ment.
Quand le fluide ne s’e´coule pas (c’est-a`-dire quand ∇ψ0 = 0) et lorsque la densite´
volumique ρ0 est stationnaire et homoge`ne (ce qui entraˆıne que la vitesse du son est a`
tout instant et partout la meˆme), on retrouve que les perturbations acoustiques du syste`me
se propagent a` la vitesse c selon l’e´quation de d’Alembert [82](
− 1
c2
∂tt +∇2
)
ψ1 = 0. (1.12)
1.1.3 Vers une formulation covariante
Le but de cette sous-section est de montrer qu’une onde sonore dans un fluide en
mouvement — dont le comportement dans le temps et l’espace est gouverne´ par l’e´quation
(1.11) — se propage a` l’instar d’un champ scalaire non-massif dans un espace-temps
courbe. Dans tout ce qui suit, nous utiliserons (sans les rappeler) les conventions d’e´criture
propres a` la the´orie de la relativite´ ge´ne´rale.
Introduisons le quadrivecteur position xµ = (t, r) (µ = 0, 1, 2, 3) et le tenseur syme´-
trique 4× 4 gµ,ν(t, r) de´fini par (voir [127] et les re´fe´rences qui y sont cite´es)
gµ,ν =
1
c ρ0
( −1 −V j
−V i c2 δi,j − V i V j
)
(1.13a)
=
1
c ρ0

−1 −V 1 −V 2 −V 3
−V 1 c2 − (V 1)2 −V 1 V 2 −V 1 V 3
−V 2 −V 2 V 1 c2 − (V 2)2 −V 2 V 3
−V 3 −V 3 V 1 −V 3 V 2 c2 − (V 3)2
 , (1.13b)
ou` V est une notation pour ∇ψ0 : V i = ∂iψ0 (i = 1, 2, 3). L’e´quation du mouvement
(1.11) se re´e´crit alors sous la forme
1√−g ∂µ(
√−g gµ,ν ∂νψ1) = 0, (1.14)
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ou` g = (det gµ,ν)−1. Montrons-le. On commence pour cela par calculer le de´terminant g.
En effectuant des manipulations alge´briques standards sur les lignes et les colonnes de
det gµ,ν , on aboutit sans difficulte´ a` det gµ,ν = −c2/ρ40, soit
g = −ρ
4
0
c2
, (1.15)
d’ou`
√−g = ρ20/c. Ceci e´tant, la suite est aise´e. En effet, d’apre`s (1.11), on a successive-
ment
∂0
[
ρ20
c
(
− 1
c ρ0
)
∂0ψ1
]
+ ∂0
[
ρ20
c
(
− V
j
c ρ0
)
∂jψ1
]
+ ∂i
[
ρ20
c
(
− V
i
c ρ0
)
∂0ψ1
]
+ ∂i
[
ρ20
c
c2 δi,j − V i V j
c ρ0
∂jψ1
]
= 0, (1.16a)
∂0(
√−g g0,0 ∂0ψ1) + ∂0(
√−g g0,j ∂jψ1) + ∂i(
√−g gi,0 ∂0ψ1)
+ ∂i(
√−g gi,j ∂jψ1) = 0, (1.16b)
∂µ(
√−g gµ,ν ∂νψ1) = 0, (1.16c)
et par conse´quent, en multipliant la dernie`re e´galite´ par 1/
√−g, on obtient
∇µ∇µψ1 = 0, ou` ∇µ∇µ = 1√−g ∂µ(
√−g gµ,ν ∂ν ·) (1.17)
est l’ope´rateur de d’Alembert [129] de´fini par gµ,ν , c’est-a`-dire l’inverse du tenseur me´trique
4× 4 gµ,ν(t, r), construit de sorte que gµ,ρ gρ,ν = δ νµ 3 :
gµ,ν =
ρ0
c
(
V2 − c2 −Vj
−Vi δi,j
)
=
ρ0
c

V2 − c2 −V1 −V2 −V3
−V1 1 0 0
−V2 0 1 0
−V3 0 0 1
 . (1.19)
Il s’ensuit que l’e´le´ment de ligne correspondant s’e´crit
ds2 = gµ,ν dx
µ dxν (1.20a)
= g0,0 (dx
0)2 + g0,j dx
0 dxj + gi,0 dx
i dx0 + gi,j dx
i dxj
=
ρ0
c
[
(V i δi,j V
j − c2) dt2 − V i δi,j dt dxj − V j δi,j dxi dt+ δi,j dxi dxj
]
ds2 =
ρ0
c
[−c2 dt2 + (V i dt− dxi) δi,j (V j dt− dxj)] . (1.20b)
3. Chercher les seize coefficients gµ,ν (les dix en re´alite´ puisque gµ,ν est syme´trique) tels que(
g0,0 g0,j = g
T
i,0
gi,0 gi,j
)
× 1
c ρ0
( −1 −V j
−V i c2 δi,j − V i V j
)
=
(
1 0T
0 δ ji
)
(1.18)
n’est pas difficile, mais long. . . Une fac¸on de se convaincre que gµ,ν est bien l’inverse du tenseur gµ,ν
est de contracter les identite´s (1.19) et (1.13a)–(1.13b), prises comme de´finitions, et de ve´rifier que cette
ope´ration conduit a` l’identite´.
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On vient ainsi d’e´tablir le the´ore`me suivant. Si un fluide classique (c’est-a`-dire non-
relativiste) est non-visqueux et barotrope (ce qui entraˆıne, on le rappelle, l’irrotationna-
lite´ de l’e´coulement pour peu que la vorticite´ s’annule au moins une fois dans le temps,
cf. sous-section 1.1.1), alors le potentiel des vitesses ψ1(t, r) qui de´crit les perturbations
acoustiques de l’e´coulement obe´it a` une e´quation de propagation identique a` l’e´quation de
d’Alembert du mouvement d’un champ scalaire non-massif se de´plac¸ant dans une ge´ome´-
trie lorentzienne (3+1)-dimensionnelle [129] dont la me´trique gµ,ν(t, r) — appele´e me´trique
acoustique, e´tant donne´es les circonstances — est de´finie par les e´quations (1.19). Cette
dernie`re de´pend alge´briquement de la vitesse V(t, r) = ∇ψ0(t, r) de l’e´coulement, de la
densite´ moyenne ρ0(t, r) du fluide et de la ce´le´rite´ locale c(t, r) des ondes sonores. En
ge´ne´ral, quand le fluide est inhomoge`ne et qu’il s’e´coule, le tenseur de Riemann 4 (ou de
courbure) acoustique n’est pas nul et l’espace-temps dont la ge´ome´trie est spe´cifie´e par la
me´trique (1.19) est courbe. Enfin, il est inte´ressant de constater que bien que la descrip-
tion (1.1a)–(1.1b) de la dynamique du fluide soit newtonienne, s’incrivant donc dans un
cadre de´corre´lant l’espace (plat) et le temps, le traitement des fluctuations acoustiques —
qui e´voluent dans un espace-temps (en ge´ne´ral courbe) bien particulier — re´concilie les
notions d’espace et de temps et montre que l’utilite´ des ge´ome´tries lorentziennes de´passe
les frontie`res de la gravite´ d’Einstein.
Avant de poursuivre, faisons encore quelques courtes remarques.
1. Il est important d’insister sur le fait qu’il existe deux me´triques bien distinctes dans
notre proble`me.
– La me´trique de l’espace-temps physique est simplement la me´trique plate de Min-
kowski
ηµ,ν =
(−c20 0T
0 δi,j
)
=

−c20 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , (1.24)
ou` c0 de´signe la vitesse de la lumie`re dans le vide. Les particules fluides vivent dans
cette ge´ome´trie (bien que l’e´coulement soit totalement non-relativiste : |V|  c0,
et que la me´trique euclidienne δi,j soit suffisante pour de´terminer les longueurs).
4. Pour se rafraˆıchir les ide´es (relire l’ouvrage [78]), le tenseur de Riemann Rµ,ν,ρ,σ d’une varie´te´
lorentzienne s’exprime en termes des symboles de Christoffel comme
Rµν,ρ,σ = ∂σΓ
µ
ν,ρ − ∂ρΓµν,σ + Γµσ,τ Γτν,ρ − Γµρ,τ Γτν,σ, (1.21)
les connexions de Christoffel de´rivant de la me´trique :
Γµν,ρ =
1
2
gµ,σ (∂νgσ,ρ + ∂ρgσ,ν − ∂σgν,ρ). (1.22)
A` partir du tenseur de courbure de Riemann (1.21), on peut construire le tenseur de courbure de Ricci
Rµ,ν puis la courbure scalaire de Ricci R par deux re´ductions successives :
Rµ,ν = R
ρ
µ,ν,ρ puis R = R
µ
µ . (1.23)
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– Les perturbations sonores de l’e´coulement ne se couplent qu’a` la me´trique acous-
tique (1.19) et restent insensibles a` la me´trique ηµ,ν .
2. En relativite´ ge´ne´rale, les e´quations diffe´rentielles (non-line´aires) d’Einstein 5 de´-
crivent comment la matie`re et l’e´nergie modifient la ge´ome´trie de l’espace-temps.
Leur re´solution est une e´tape incontournable pour qui souhaite exprimer la me´-
trique de l’espace-temps comme une fonction de la distribution de matie`re. Dans
notre cas, la de´pendance de la me´trique acoustique gµ,ν(t, r) en la distribution de
masse ρ0(t, r) est tout simplement spe´cifie´e par sa de´finition [cf. e´quation (1.19)].
3. Comme on le voit en (1.20b), la me´trique gµ,ν est de signature (−1, 1, 1, 1), ce qui
implique que son de´terminant est ne´gatif, soit g = (det gµ,ν)−1 = det gµ,ν < 0,
comme on le ve´rifie en se re´fe´rant a` l’e´quation (1.15).
4. Le temps propre acoustique τ , c’est-a`-dire le temps mesure´ dans le re´fe´rentiel ou`
l’onde sonore de´crite par le champ scalaire ψ1(t, r) est immobile, est tel que ds
2 =
−dτ 2, par de´finition meˆme [129]. Il s’ensuit qu’en extrayant la racine positive,
dτ/dt =
√
ρ0[c2 − (V − dr/dt)2]/c = √c ρ0, et donc que τ est une primitive de√
c ρ0,
τ =
∫
dt
√
c ρ0, (1.26)
et que la quadrivitesse s’e´crit
V µ =
dt
dτ
dxµ
dt
=
(1,V)√
c ρ0
. (1.27)
1.1.4 E´le´ment de ligne de Painleve´–Gullstrand
Dans cette sous-section, donnons-nous l’espace-temps de Schwarzschild dont la me´-
trique dans les coordonne´es temporelle t et spatiales « sphe´riques » r, θ et ϕ peut s’e´crire
[78]
ds2S = −c20
(
1− rg
r
)
dt2 +
dr2
1− rg/r + r
2 (dθ2 + sin2 θ dϕ2). (1.28)
Cette solution des e´quations d’Einstein de´termine comple`tement le champ de gravitation
dans le vide cre´e´ par n’importe quelle distribution de masse pre´sentant une syme´trie
centrale. rg = 2GNM/c20 de´signe le rayon gravitationnel 6 (ou de Schwarzschild) du corps
5. Si gµ,ν(t, r) et Tµ,ν(t, r) de´signent respectivement la me´trique et le tenseur e´nergie-impulsion de la
matie`re, alors les e´quations d’Einstein (ou e´quations du champ gravitationnel) s’e´crivent (dans un cadre
astrophysique) [78]
Rµ,ν − R
2
gµ,ν =
8pi GN
c40
Tµ,ν + Λ gµ,ν , (1.25)
ou` Rµ,ν est le tenseur de Ricci, R la courbure scalaire [cf. e´quations (1.23)], GN la constante gravitation-
nelle de Newton et Λ la constante cosmologique.
6. La matie`re et les rayons de lumie`re ne peuvent traverser la sphe`re d’e´quation r = rg (dite de
Schwarzschild, mais plus commune´ment appele´e horizon des e´ve`nements) que dans un seul sens vers
l’inte´rieur sans jamais pouvoir s’en e´chapper. Lorsque le rayon physique du corps devient infe´rieur ou
e´gal au rayon gravitationnel, l’objet s’effondre sur lui-meˆme et engendre un trou noir.
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(de masse M) qui engendre la ge´ome´trie (1.28).
En raison de l’arbitraire dans le choix du re´fe´rentiel en the´orie de la relativite´ ge´ne´rale,
on peut soumettre les coordonne´es d’espace-temps a` n’importe quelle transformation qui
n’affecte pas la syme´trie centrale de ds2S. On introduit la coordonne´e u = u(t, r) de´finie
par
du = dt+
1
c0
√
rg/r
1− rg/r dr. (1.29)
On montre alors facilement que l’intervalle d’espace-temps (1.28) se transforme en [102,
53, 85, 59, 73]
ds2S = −c20
(
1− rg
r
)
du2 + 2 c0
√
rg
r
du dr + dr2 + r2 (dθ2 + sin2 θ dϕ2). (1.30)
Dans le syste`me de coordonne´es {u, r, θ, ϕ}, dit e´galement de Painleve´–Gullstrand, on
constate que les tranches spatiales a` u = cste sont plates ; en effet, dr2 = dr2 + r2 (dθ2 +
sin2 θ dϕ2) constitue la me´trique de l’espace euclidien R3 dans les coordonne´es sphe´ro¨ıdales
usuelles.
1.1.5 E´coulement conforme de Schwarzschild
Revenons a` notre mode`le hydrodynamique de fluide non-relativiste, parfait et baro-
trope dans l’approximation acoustique, et imaginons que l’e´coulement soit stationnaire et
a` syme´trie centrale. Le champ des vitesses V(t, r) = ∇ψ0(t, r) ne doit alors de´pendre que
de la coordonne´e radiale r = |r|. On suppose en outre que ce dernier ne posse`de pas de
composante angulaire. V(r) ne peut donc qu’eˆtre coline´aire au vecteur unitaire rˆ. E´tant
donne´es ces conside´rations, on effectue l’ansatz suivant [127] :
V(r) = −c
√
r∗
r
rˆ. (1.31)
On conside`re ici que la vitesse du son c est homoge`ne de sorte que toute la de´pendance
de V en r est contenue sous le radical. Le vecteur vitesse V(r) ainsi de´fini est singulier
en r = 0. De plus, comme c > 0, il pointe vers l’origine des coordonne´es. Dans l’e´quation
(1.31), r∗ est le rayon de la sphe`re en dehors de laquelle l’e´coulement est subsonique et a`
l’inte´rieur de laquelle il est supersonique :
|V(r)| < c lorsque r > r∗ (1.32a)
et |V(r)| > c lorsque r < r∗. (1.32b)
Cherchons maintenant la masse volumique moyenne ρ0(r) qui, e´tant donne´e la de´finition
(1.31), ve´rifie l’e´quation de conservation de la masse stationnaire ∇ · (ρ0V) = ∂r(r2ρ0V ·
rˆ)/r2 = 0. L’inte´gration de cette e´quation est imme´diate ; on trouve
ρ0(r) = %
(r∗
r
)3/2
, (1.33)
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ou` % est une constante positive homoge`ne a` une masse volumique. On en de´duit que le
champ de pression p0(r) correspondant de´pend line´airement de la densite´ puisque dp0(r) =
c2 dρ0(r) et que c est une constante :
p0(r) = c
2ρ0(r) + p∞ = c2%
(r∗
r
)3/2
+ p∞, (1.34)
ou` p∞ est la pression loin a` l’exte´rieur de la boule de rayon r∗. L’e´le´ment de ligne acoustique
(1.20a)–(1.20b) correspondant s’e´crit alors comme
ds2 =
ρ0
c
[−c2 dt2 + (V dt− dr)2] (1.35a)
= f(r)
[
−c2 dt2 + c2 r∗
r
dt2 + 2 c
√
r∗
r
rˆ dt · dr + dr2
]
ds2 = f(r)
[
−c2
(
1− r∗
r
)
dt2 + 2 c
√
r∗
r
dt dr + dr2 + r2 (dθ2 + sin2 θ dϕ2)
]
, (1.35b)
ou` l’on a pose´ f(r) = ρ0(r)/c = % (r∗/r)3/2/c et ou` l’on a e´crit que dr2 = dr2 + r2 (dθ2 +
sin2 θ dϕ2) e´tant donne´e la syme´trie centrale du proble`me.
r∗ rˆ
 

Horizon
« Trou noir »
Figure 1.2 — Dans un fluide dont la vitesse
est donne´e par l’e´quation (1.31), les ondes
sonores e´mises a` l’inte´rieur de la sphe`re de
rayon r = r∗ ne peuvent pas se propager
a` contre-courant, en conse´quence de quoi la
boule de rayon r = r∗ de´finit l’inte´rieur d’un
trou noir acoustique.
A` ce stade du jeu, force est de constater
que la me´trique acoustique (1.35a)–(1.35b)
ressemble e´tonnamment — a` un facteur
conforme f(r) pre`s 7 — a` la me´trique de
Schwarzschild (1.30) e´crite dans le syste`me
de coordonne´es de Painleve´–Gullstrand, t
jouant le roˆle de la coordonne´e u de´finie
par (1.29), c celui de c0, et surtout r∗, ce-
lui du rayon gravitationnel rg. A` l’inte´rieur
de la sphe`re de rayon r∗, la` ou` l’e´coule-
ment est supersonique [cf. e´quations (1.31)
et (1.32b)], les phonons (qui se propagent
dans le re´fe´rentiel entraˆıne´ a` la vitesse du
son ± c rˆ) ne peuvent remonter les lignes de
courant car la composante radiale de leur
vitesse de groupe V(r) ± c rˆ (dans le re´-
fe´rentiel du laboratoire) y est ne´gative ; les
ondes sonores e´mises dans la boule de rayon
r∗ restent pie´ge´es dans cette re´gion de meˆme que les photons (de vitesse dans le vide c0) ne
peuvent s’e´chapper d’une boule de rayon rg : la surface d’e´quation r = r∗ de´finit l’horizon
en dec¸a` duquel se trouve le « trou noir acoustique » (la figure 1.2 donne une vision sche´-
matique de la situation). Un capteur d’ondes sonores place´ a` l’exte´rieur de la sphe`re de
rayon r∗, c’est-a`-dire dans la re´gion ou` l’e´coulement est subsonique [cf. e´quations (1.31) et
7. Les complications qu’entraˆıne l’existence du facteur conforme f(r) [127] peuvent eˆtre ignore´es si l’on
se concentre sur une re´gion voisine de l’horizon (r ' r∗), la` ou` ledit facteur est en bonne approximation
constant [f(r) = %/c+O(|1− r/r∗|) lorsque r → r∗].
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(1.32a)], n’aura jamais l’occasion de de´tecter un phonon produit par un e´metteur acous-
tique situe´ dans la re´gion supersonique, en conse´quence de quoi le capteur interpre`tera
que l’e´metteur, vu de l’exte´rieur, est muet. C’est la raison pour laquelle on parle parfois
de « trou muet » au lieu de trou noir acoustique.
1.1.6 Gravite´ de surface et rayonnement de Hawking
La the´orie quantique des champs en espace-temps courbe explique qu’un infime rayon-
nement de corps noir d’origine quantique e´mane de la surface des trous noirs et que ces
derniers ne sont donc pas comple`tement sombres, contrairement a` ce que pre´dit la the´orie
de la relativite´ ge´ne´rale, qui est une the´orie intrinse`quement classique. L’existence de ce
rayonnement a e´te´ the´oriquement de´montre´e par Hawking dans les anne´es 70 [56, 57] et
est aujourd’hui conside´re´e comme une de´couverte majeure.
Unruh sugge´ra en 1981 [125] que l’existence d’un horizon « des e´ve`nements » acous-
tique (tel que celui exhibe´ en sous-section 1.1.5) doit ne´cessairement s’accompagner de
l’e´mission d’un rayonnement de Hawking sous forme d’un bain thermique de phonons
dont la tempe´rature est donne´e par
kBTH =
~
2pic
gh, (1.36)
ou` kB est la constante de Boltzmann, ~ = h/(2pi) la constante de Planck re´duite, c la
vitesse locale des ondes sonores dans le fluide et gh la gravite´ de surface (homoge`ne a` une
acce´le´ration) de´finie par (cf. [127] et les re´fe´rences associe´es)
gh =
1
2
∣∣∣∣∂(c2 − V 2⊥)∂n
∣∣∣∣
horizon
= c
∣∣∣∣∂(c− V⊥)∂n
∣∣∣∣
horizon
, (1.37)
ou` V⊥ nˆ repre´sente la composante de la vitesse V du fluide perpendiculaire a` l’horizon
acoustique (V⊥|horizon = c) et ou` ∂/∂n est la de´rive´e positionnelle le long de la direction
porte´e par le vecteur unitaire nˆ. Dans le cas de la configuration sche´matique e´tudie´e en
sous-section 1.1.5, ou` l’horizon est localise´ en r = r∗, on a V⊥(r) = c
√
r∗/r, nˆ = −rˆ,
∂/∂n = ∂/∂r [cf. e´quation (1.31)] et c = cste, ce qui conduit a`
gh =
c2
2 r∗
, puis kBTH =
~ c
4pi r∗
, (1.38)
qui est le pendant acoustique de la formule donnant la tempe´rature de Hawking d’un
trou noir de Schwarzschild de masse M dont la ge´ome´trie est spe´cifie´e par la me´trique
(1.28) [ou (1.30) dans le syste`me de coordonne´es de Painleve´–Gullstrand] (voir [129], par
exemple) :
kBTH|Schwarzschild = ~ c
3
0
8pi GNM =
~ c0
4pi rg
. (1.39)
Dans l’e´quation (1.39), c0 est la vitesse des photons dans le vide et rg = 2GNM/c20 le
rayon de Schwarzschild du corps de masse M .
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1.2 Rayonnement de Hawking dans les condensats de
Bose–Einstein unidimensionnels
1.2.1 Introduction
Reprenant les re´sultats e´tablis en sous-section 1.1.6, un calcul d’ordre de grandeur 8
donne
TH
(1.38)' (1,8× 10−7 K)× c
300 m · s−1 ×
10−3 m
r∗
(1.40a)
et TH|Schwarzschild
(1.39)' (6,1× 10−8 K)× M
M
, (1.40b)
ou` M de´signe la masse du Soleil. Les estimations (1.40a) et (1.40b) montrent que le
rayonnement de Hawking acoustique, tout comme le rayonnement de Hawking des trous
noirs gravitationnels, est un phe´nome`ne ne´gligeable. Si l’on tient compte des effets dus
aux fluctuations thermiques dans le fluide, de la ge´ne´ration e´ventuelle d’instabilite´s hydro-
dynamiques dans l’e´coulement, etc., la de´tection du rayonnement de Hawking acoustique
semble eˆtre a priori difficile, de meˆme qu’e´tant donne´e l’existence du fond diffus cosmo-
logique — dont la tempe´rature est de l’ordre de 2,7 K —, il semble impossible que nous
arrivions un jour a` mesurer le rayonnement de Hawking des trous noirs astrophysiques.
Ne´anmoins, au cours de la dernie`re de´cennie, on re´alisa que les condensats de Bose–
Einstein jouissent de proprie´te´s qui permettraient la re´alisation expe´rimentale de confi-
gurations de trous noirs acoustiques dans lesquelles une signature claire du rayonnement
de Hawking e´mergerait. L’ide´e de mettre en œuvre l’analogie acoustique de´couverte par
Unruh par la mise en mouvement d’un fluide de Bose–Einstein a e´te´ pour la premie`re fois
propose´e par Garay et al. (consulter la re´fe´rence [48], qui s’est suivie d’autres travaux sur
le sujet [15, 16, 50, 17, 124, 138, 74]). Nous sommes maintenant arrive´s a` un stade ou` des
re´alisations expe´rimentales de trous muets sont possibles [75], en conse´quence de quoi il est
important de proposer des configurations re´alistes de trous noirs acoustiques et des outils
pour mesurer le rayonnement de Hawking dans les condensats de Bose–Einstein. D’autres
pistes expe´rimentales sont emprunte´es pour observer l’analogue du rayonnement de Haw-
king. Elles sont base´es sur l’utilisation de dispositifs d’optique non-line´aire [108, 44, 18, 40]
ou sur l’e´tude de la propagation d’ondes a` la surface de fluides en mouvement [121, 130].
Notons ne´anmoins que cette dernie`re option ne permet que de sonder un re´gime d’e´mis-
sion stimule´e, c’est-a`-dire un re´gime dans lequel l’analogue du rayonnement de Hawking
re´sulte d’une perturbation exte´rieure au syste`me.
Les corre´lations a` deux points des fluctuations quantiques de la densite´ ont e´te´ propo-
se´es dans les re´fe´rences [12] et [30] comme un outil permettant d’identifier le rayonnement
de Hawking spontane´ et d’extraire le signal correspondant du bruit de fond thermique.
L’image physique cache´e derrie`re cette ide´e est la meˆme que celle initialement propose´e
8. On utilise kB = 1,3(8) × 10−23 J · K−1, ~ = 1,0(5) × 10−34 J · s, c0 = 2,9(9) × 108 m · s−1, GN =
6,6(7)× 10−11 m3 · kg−1 · s−2 et M = 1,9(8)× 1030 kg.
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par Hawking [56, 57]. Les fluctuations quantiques peuvent eˆtre vues comme l’e´mission
spontane´e et la re´absorption de particules virtuelles venant par paires. Ces paires sont
brise´es au voisinage de l’horizon des e´ve`nements (la figure 1.3 donne une vision simplifie´e
des fluctuations quantiques autour d’un trou noir gravitationnel) et les particules associe´es
sont se´pare´es par l’e´coulement (qui est subsonique a` l’exte´rieur du trou noir acoustique
et supersonique a` l’inte´rieur), ce qui donne naissance a` des courants corre´le´s e´mis de part
et d’autre de l’horizon (voir figure 1.4). Comme il n’est pas couple´ a` la ge´ome´trie courbe
dans laquelle se propagent les phonons (relire la premie`re des remarques qui concluent la
sous-section 1.1.3), un expe´rimentateur est capable d’extraire de l’information de l’inte´-
rieur d’un trou noir acoustique. Il est ainsi possible de mettre en e´vidence le rayonnement
de Hawking en mesurant le signal de corre´lation entre les courants de particules e´mis
a` l’inte´rieur et a` l’exte´rieur du trou noir. Ce signal de corre´lation a` deux corps s’ave`re
eˆtre robuste vis-a`-vis du bruit de fond thermique [117] et semble mettre en e´vidence l’effet
Hawking plus efficacement que si l’on mesurait directement le flux de phonons de Hawking
provenant de l’horizon (voir conclusion de la sous-section 1.2.4).
Horizon
rg
0
T
ro
u
n
o
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r
t
∞
Figure 1.3 — Au voisinage de l’horizon d’un trou noir gravi-
tationnel, il arrive que des paires de particules virtuelles ne se
recombinent pas car l’une des deux particules est capture´e par
le trou noir. Celle qui s’en e´chappe emme`ne de l’e´nergie avec
elle et le trou noir rayonne.
Dans l’e´coulement sub/supersonique d’un condensat de Bose–Einstein unidimension-
nel (la figure 1.4 en donne une repre´sentation sche´matique), il est possible d’obtenir une
description de´taille´e des rayonnements de Hawking a` un et deux corps en traitant les fluc-
tuations quantiques du fluide de part et d’autre de l’horizon dans le cadre de la the´orie
de Bogoliubov des excitations e´le´mentaires. L’ide´e a e´te´ souleve´e par Leonhardt et al.
[87, 88] et fut pleinement exploite´e dans les re´fe´rences [92], [93] et [117]. Les auteurs de
l’article [117] ont e´tudie´ une configuration sche´matique de trou noir acoustique introduite
pour la premie`re fois dans les re´fe´rences [12] et [30]. Dans tout ce qui suit, nous la de´-
nommerons « configuration de profil plat ». Elle consiste en l’e´coulement d’un condensat
de Bose–Einstein unidimensionnel dans lequel la constante d’interaction a` deux corps est
spatialement module´e afin de modifier localement la vitesse du son dans le syste`me —
permettant la formation d’une re´gion ou` l’e´coulement est (en amont) subsonique et d’une
autre ou` l’e´coulement est (en aval) supersonique — tandis que la vitesse et la densite´ du
fluide en mouvement restent uniformes. Ce type d’e´coulement a l’avantage de permettre
un traitement analytique simple des fluctuations quantiques mais est uniquement possible
en pre´sence d’un potentiel exte´rieur conc¸u de sorte que le potentiel chimique reste partout
constant (cf. sous-section 1.2.2). Cela rend la re´alisation expe´rimentale d’un tel syste`me
difficile.
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Exte´rieur du
trou muet
Inte´rieur du
trou muet
V = cV < c V > c
 


Horizon
q0
ω 
q0
ω 

Figure 1.4 — Repre´sentation sche´matique d’un trou noir acoustique (ou trou muet)
unidimensionnel. Un condensat de Bose–Einstein s’e´coule de la gauche vers la droite a` la
vitesse V . L’horizon acoustique (V = c) est mate´rialise´ par la ligne verticale en pointille´s
noirs. A` gauche (respectivement a` droite) de l’horizon, l’e´coulement du condensat est
subsonique : V < c (respectivement supersonique : V > c). La re´gion grise´e correspond a`
l’inte´rieur du trou noir acoustique : les ondes sonores y ont une vitesse de groupe V ± c
positive et ne peuvent donc se propager a` contre-courant, comme le montre le graphique
donnant la relation de dispersion ω(q) = (V ± c) q des phonons a` l’inte´rieur du trou muet.
Les fluctuations quantiques dans le fluide consistent en la ge´ne´ration spontane´e de paires
de particules virtuelles. Au voisinage de l’horizon, ces paires sont brise´es et des courants
corre´le´s sont e´mis de part et d’autre de l’horizon : c’est l’effet Hawking.
Dans ce chapitre, qui est une synthe`se de l’article inclu en sous-section 1.2.8, nous e´tu-
dierons des configurations de trous muets expe´rimentalement re´alistes (voir sous-section
1.2.2) et dans le cadre desquelles un traitement analytique des fluctuations quantiques et
de leurs corre´lations est encore possible. Dans les limites de la the´orie de Bogoliubov des
fluctuations (de´taille´e en sous-section 1.2.3), nous calculerons le courant d’e´nergie associe´
a` l’e´mission d’excitations e´le´mentaires en provenance de l’horizon (cf. sous-section 1.2.4)
et nous montrerons dans les sous-sections 1.2.5 et 1.2.6 que les corre´lations a` deux points
des fluctuations quantiques de la densite´ mettent clairement en e´vidence l’existence du
rayonnement de Hawking dans ces configurations d’inte´reˆt expe´rimental. Nous discuterons
e´galement du travail re´cent de Franchini et Kravtsov [45] qui ont propose´ une explication
inte´ressante des particularite´s que pre´sente la matrice densite´ a` deux corps connexe g(2)
en pre´sence d’un horizon acoustique. Tirant parti des similarite´s que partage le corre´la-
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teur g(2) avec la fonction de corre´lation a` deux niveaux dans des ensembles de matrices
ale´atoires bien particuliers [28], on peut pre´tendre que les aspects non-locaux de g(2),
qui sont signatures du rayonnement de Hawking, doivent eˆtre intimement associe´s a` une
modification de son comportement a` courte porte´e. Notre e´tude analytique des fonctions
d’onde des excitations montre que cette hypothe`se est sans ambigu¨ıte´ confirme´e par la
ve´rification d’une re`gle de somme de normalisation dont nous donnons les de´tails du calcul
en sous-section 1.2.5.
1.2.2 Horizons acoustiques dans un condensat de Bose–Einstein
unidimensionnel
On conside`re un gaz de Bose ultra-froid confine´ dans un potentiel harmonique trans-
verse V⊥(y, z) = mω2⊥(y
2 + z2)/2 de pulsation ω⊥ et en pre´sence d’un potentiel exte´rieur
longitudinal et inde´pendant du temps U(x). Si les dimensions radiales du nuage bosonique
sont telles que le temps d’ajustement du profil de densite´ transverse a` son allure d’e´qui-
libre est petit devant le temps que met une impulsion dans le gaz pour passer d’un point
a` un autre dans la direction longitudinale, la dynamique des bosons est alors unidimen-
sionnelle (le long de l’axe des x) [60, 83] ; si en plus le gaz est suffisamment dilue´ de sorte
que les bosons n’interagissent entre eux que faiblement, le hamiltonien grand-canonique
du syste`me (dans le langage de la seconde quantification) s’e´crit [79, 113]
Hˆ =
∫
R
dx Ψˆ†
[
− ~
2
2m
∂xx + U(x) +
g nˆ
2
− µ
]
Ψˆ. (1.41)
Dans l’e´quation (1.41), Ψˆ(x, t) = exp(i Hˆ t/~) Ψˆ(x) exp(−i Hˆ t/~) est l’ope´rateur de champ
(dans la repre´sentation de Heisenberg) qui de´crit le nuage unidimensionnel ; en qualite´ de
champ quantique bosonique, il ve´rifie les relations de commutation a` temps e´gaux
[Ψˆ(x, t), Ψˆ†(x′, t)] = δ(x− x′) (1.42a)
et [Ψˆ(x, t), Ψˆ(x′, t)] = 0 = [Ψˆ†(x, t), Ψˆ†(x′, t)]. (1.42b)
On note e´galement nˆ(x, t) = Ψˆ†(x, t) Ψˆ(x, t) la densite´ longitudinale du gaz, m la masse
des bosons, µ le potentiel chimique et g = 2 as ~ω⊥ [100] la constante de couplage non-
line´aire unidimensionnelle, ou` as > 0 est la longueur de diffusion de la collision e´lastique
en onde s entre deux bosons dans l’espace a` trois dimensions. L’e´quation d’e´volution du
champ Ψˆ(x, t) s’e´crit [113]
i~ ∂tΨˆ = −[Hˆ, Ψˆ] (1.41)= − ~
2
2m
∂xxΨˆ + [U(x) + g nˆ− µ] Ψˆ. (1.43)
Dans le re´gime de quasi-condensation [25] et dans le cadre de la the´orie de Bogoliubov des
fluctuations quantiques [22, 113], l’ope´rateur de champ Ψˆ(x, t) peut s’exprimer comme la
somme d’une contribution classique Ψ(x, t) qui de´crit le profil de densite´ moyen n(x, t) =
|Ψ(x, t)|2 et d’une correction quantique ψˆ(x, t) de´crivant de petites oscillations autour
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du champ classique Ψ(x, t). Dans les configurations de trous noirs acoustiques que nous
pre´sentons ci-apre`s, on conside`re que l’e´coulement du condensat est stationnaire [ce qui
veut dire que Ψ(x, t) ne de´pend pas du temps : Ψ(x, t) = Ψ(x)] et on e´crit dans ce cas
Ψˆ(x, t) = Ψ(x) + ψˆ(x, t), (1.44)
ou` Ψ(x) obe´it a` l’e´quation de Gross–Pitaevskii stationnaire [52, 111, 113]
µΨ = − ~
2
2m
∂xxΨ + [U(x) + g n] Ψ, (1.45)
qui est le pendant classique et inde´pendant du temps de l’e´quation (1.43).
Une configuration de trou noir acoustique dans l’e´coulement d’un quasi-condensat de
Bose se de´plac¸ant de la gauche vers la droite (c’est-a`-dire dans le sens des x positifs)
correspond a` la dissyme´trie suivante : en amont de l’horizon acoustique (situe´, disons, en
x = 0) l’e´coulement est subsonique et il est supersonique en aval de celui-ci. Les parame`tres
du fluide de Bose–Einstein seront dans la suite indice´s par α = u (respectivement α = d)
lorsqu’ils seront e´value´s dans la re´gion subsonique, c’est-a`-dire dans le demi-espace x < 0
(respectivement dans la re´gion supersonique, c’est-a`-dire dans le demi-espace x > 0). On
e´crit la fonction d’onde du condensat sous la forme
Ψ(x) =
{√
nu exp(ikux)φu(x) (x < 0),√
nd exp(ikdx)φd(x) (x > 0),
(1.46)
ou` |φu(x)| et |φd(x)| sont voisins de 1 lorsque x est respectivement loin en amont ou en
aval de l’horizon acoustique, de sorte que nu et nd correspondent aux densite´s du quasi-
condensat loin de l’horizon a` l’exte´rieur et a` l’inte´rieur du trou noir, respectivement. Dans
les e´quations (1.46), on note aussi kα = mVα/~ (avec Vα > 0) la vitesse (en unite´s de ~/m)
de l’e´coulement loin en amont de l’horizon (α = u) ou loin en aval de ce dernier (α = d).
Les vitesses du son asymptotiques cu et cd sont de´finies par cα =
√
gαnα/m, ou` gu et gd
sont les constantes de couplage loin de l’horizon a` l’exte´rieur et a` l’inte´rieur du trou noir
acoustique (on garde la possibilite´ d’une de´pendance en position des interactions entre
bosons afin de traiter la configuration de profil plat des re´fe´rences [12] et [30]). A` l’aide
des vitesses du son cα, on de´finit les longueurs de corre´lation ξα = ~/(mcα) et les nombres
de Mach asymptotiques mα = Vα/cα (dans une configuration de trou muet, mu < 1 et
md > 1). Notant Uu et Ud les valeurs que prend le potentiel U(x) lorsque x est tre`s ne´gatif
ou tre`s positif, on obtient en combinant (1.45) et (1.46)
µ =
mV 2α
2
+ Uα + gαnα et nuVu = ndVd. (1.47)
La premie`re e´quation exprime une ne´cessite´ de la stationnarite´ de l’e´coulement : les po-
tentiels chimiques asymptotiques sont e´gaux. La seconde e´quation exprime la conservation
du courant, qui elle aussi est requise dans une configuration d’e´coulement stationnaire.
L’allure pre´cise du profil de l’e´coulement est spe´cifie´e par les fonctions φu(x) et φd(x),
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qui de´pendent de la configuration de trou muet que l’on conside`re. Dans chacune des
configurations introduites ci-apre`s, φd(x) est une constante complexe de la forme
φd(x) = exp(iβd) (βd ∈ R), (1.48)
ce qui signifie que le profil de densite´ en aval de l’horizon acoustique est plat et carac-
te´rise´ par une vitesse V (x) constante et e´gale a` Vd [cf. e´quations (1.46)]. La valeur de
βd de´pend de la configuration de trou noir conside´re´e. La stationnarite´ de l’e´coulement
impose e´galement que φu(x) ' exp(iβu) (βu ∈ R) lorsque x est loin en amont de l’horizon
acoustique.
Ayant de´fini les notations communes aux trois configurations de trous noirs acoustiques
e´tudie´es dans ce chapitre (configurations de profil plat, de pic δ et de chute d’eau), nous
donnons maintenant les valeurs pre´cises que prennent les parame`tres de l’e´coulement dans
ces trois configurations.
Configuration de profil plat
Nous rappelons ici les valeurs des parame`tres de l’e´coulement du condensat dans la
configuration de profil plat e´tudie´e en re´fe´rences [12], [30] et [117]. Dans cette configura-
tion, les fonctions φα(x) des e´quations (1.46) sont tre`s simples : φu(x) = φd(x) = 1 (et
ainsi βu, βd ≡ 0 [2pi]). Le potentiel exte´rieur
U(x) = Uu Θ(−x) + Ud Θ(x) (Uu, Ud ∈ R) (1.49)
et la constante de couplage non-line´aire
g(x) = gu Θ(−x) + gd Θ(x) (gu, gd > 0), (1.50)
ou` Θ de´signe la fonction de Heaviside, sont choisis de sorte qu’un e´coulement de vitesse
Vu = Vd = V0 = cste (c’est-a`-dire tel que ku = kd = k0 = cste) et de densite´ nu = nd =
n0 = cste soit solution des e´quations (1.45) et (1.47). Ceci e´tant, on montre que
cu
cd
=
ξd
ξu
=
md
mu
(1.51a)
et Uu + gu n0 = Ud + gd n0. (1.51b)
Dans la configuration de profil plat, on a cd < Vd = Vu < cu.
Dans les simulations nume´riques effectue´es en re´fe´rences [12], [30], [92] et [93], les
auteurs ge´ne´ralisent cette configuration [dans laquelle les fonctions U(x) et g(x) sont
discontinues en x = 0] en conside´rant que U(x) et g(x) sont re´gulie`res sur tout R et
en les forc¸ant a` ve´rifier la contrainte U(x) + g(x)n0 = cste, ∀x ∈ R [qui est la version
continue de l’e´quation (1.51b)]. L’approche the´orique de´veloppe´e dans ces re´fe´rences est
en re´alite´ la meˆme que celle mise en œuvre en re´fe´rence [117], a` ceci pre`s que les e´quations
de Bogoliubov–de Gennes (cf. sous-section 1.2.3) ne peuvent, dans ce cas, eˆtre re´solues
que nume´riquement tandis que la configuration discontinue caracte´rise´e par les e´quations
(1.49) et (1.50) offre la possibilite´ d’un traitement analytique des fluctuations quantiques.
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La configuration de profil plat peut eˆtre ge´ne´re´e dynamiquement au moyen de si-
mulations nume´riques [12, 30]. Sa re´alisation expe´rimentale s’ave`re eˆtre en contrepartie
difficile car cette configuration de trou muet [caracte´rise´e par une constante d’interaction
a` deux corps g(x) spatialement variable] n’est possible qu’en pre´sence d’un potentiel ex-
te´rieur U(x) conc¸u afin d’exactement contrecarrer les variations de g(x) et ainsi assurer
la constance du potentiel chimique µ = ~2k20/(2m) +U(x) + g(x)n0. C’est pourquoi nous
avons propose´ deux nouvelles configurations d’horizons acoustiques qui pourraient eˆtre
bien plus facilement mises en œuvre que la configuration de profil plat.
Configuration de pic δ
V (x)
0
x
ξu
n(x)
nu
U(x) = Λ δ(x)
1
Vu < cu Vd > cd
Figure 1.5 — Densite´ n(x) = |Ψ(x)|2 (en
bleu) d’un quasi-condensat unidimensionnel
en configuration de pic δ. Le fluide s’e´coule
de la gauche vers la droite [sa vitesse V (x)
est mate´rialise´e par la fle`che violette]. Le po-
tentiel re´pulsif U(x) = Λ δ(x) (Λ > 0) est
repre´sente´ en rouge. La densite´ en amont de
l’horizon (x < 0) est une portion de soli-
ton gris (voir le texte) et l’e´coulement y est
subsonique. En aval de l’horizon (x > 0), la
densite´ est uniforme et l’e´coulement superso-
nique. Cette re´gion est grise´e afin de rappeler
qu’elle correspond a` l’inte´rieur du trou noir
acoustique.
Dans cette configuration, le parame`tre
non-line´aire g est uniforme et le potentiel
exte´rieur est repre´sente´ par un pic de Dirac
re´pulsif : U(x) = Λ δ(x), ou` Λ > 0. Dans ce
cas, une configuration de trou noir acous-
tique peut eˆtre ge´ne´re´e car on montre qu’il
est possible de trouver une solution stable
de l’e´quation de Gross–Pitaevskii station-
naire (1.45) de´crivant un e´coulement qui,
loin en amont (respectivement en aval) de
x = 0, est subsonique (respectivement su-
personique) [83, 104]. Le profil de densite´ a`
l’exte´rieur du trou muet correspond a` une
portion de soliton gris ; en effet, lorsque
x < 0,
φu(x) = cos θ tanh
(
cos θ
x− x0
ξu
)
− i sin θ, (1.52)
ou` sin θ = mu (on peut se restreindre a`
θ ∈ [0, pi/2], en conse´quence de quoi βu =
θ + pi). Comme dans les autres configura-
tions de trous noirs e´tudie´es dans ce cha-
pitre (profil plat et chute d’eau), le profil
de densite´ en aval de l’horizon acoustique est homoge`ne et l’e´coulement y est caracte´rise´
par une vitesse Vd > cd constante [cf. e´quations (1.48) et (1.46)]. Une repre´sentation sche´-
matique de la configuration de pic δ est donne´e a` la figure 1.5. Une fois le nombre de
Mach mu = Vu/cu < 1 fixe´, tous les autres parame`tres de l’e´coulement sont de´termine´s a`
l’aide des e´quations (1.47). De´finissant y = 1
2
(−1 +√1 + 8/m2u), on trouve
nu
nd
=
Vd
Vu
= y,
cu
cd
=
ξd
ξu
=
√
y et
mu
md
=
1
y3/2
. (1.53)
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Tirant parti de la continuite´ de la fonction d’onde du condensat [Ψ(0) =
√
nd exp(iβd) =√
nu φu(0)] et de la discontinuite´ de sa de´rive´e premie`re [∂xΨ(0
+) − ∂xΨ(0−) =
2mΛ Ψ(0)/~2] en x = 0, on obtient e´galement
sin βd = −mu√y et x0
ξu
=
1
cos θ
tanh−1
(
tan θ
√
y − 1
2
)
, (1.54)
ainsi que
Λ = ~ cu λ, ou` λ = mu
(
y − 1
2
)3/2
. (1.55)
Dans la configuration de pic δ, on a Vu < cd < cu < Vd.
Il semblerait que cette configuration de trou noir acoustique puisse eˆtre dynamique-
ment ge´ne´re´e en envoyant un condensat de Bose–Einstein unidimensionnel sur un obstacle
localise´ (repre´sente´ par exemple par un pic δ, mais pas ne´cessairement). Les auteurs de la
re´fe´rence [65] ont en effet montre´ qu’il existe une assez large gamme de parame`tres pour
lesquels le profil de densite´ du condensat tend vers celui de´peint a` la figure 1.5 suite a`
un re´gime transitoire marque´ par l’e´jection d’une onde de choc dispersive dans la re´gion
subsonique.
Configuration de chute d’eau
V (x)
0
x
ξu
n(x)
nu
U(x)
U0
= −Θ(x)
−1
1
Vu < cu Vd > cd
Figure 1.6 — Profil de densite´ n(x) d’un
condensat unidimensionnel en configuration
de chute d’eau. Les symboles et les codes de
couleurs utilise´s sont les meˆmes que ceux em-
ploye´s a` la figure 1.5.
Dans cette configuration de trou noir
acoustique, la constante d’interaction a`
deux corps g est constante (comme dans
le cas de la configuration de pic δ dont le
descriptif est donne´ ci-dessus) et le poten-
tiel exte´rieur est repre´sente´ par une marche
du type U(x) = −U0 Θ(x) (U0 > 0), ou` Θ
est la fonction de Heaviside. Dans ce cas,
un e´coulement stationnaire caracte´rise´ par
une vitesse subsonique en amont et super-
sonique en aval de x = 0 a e´te´ identifie´ en
re´fe´rence [84]. La densite´ en amont de l’ho-
rizon acoustique est de´termine´e via l’e´qua-
tion (1.52) avec, ici, x0 = 0, ce qui signifie
que le profil de densite´ dans la re´gion sub-
sonique est exactement une moitie´ de soli-
ton gris (voir figure 1.6). Les e´galite´s (1.47)
et la continuite´ du parame`tre d’ordre a` l’origine imposent
nu
nd
=
Vd
Vu
=
(
cu
cd
)2
=
(
ξd
ξu
)2
=
1
m2u
= md, (1.56)
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exp(iβd) = −i (c’est-a`-dire βd ≡ −pi2 [2pi]) et
U0
g nu
=
m2u
2
+
1
2m2u
− 1. (1.57)
Dans la configuration de chute d’eau, on a Vu = cd < cu < Vd.
Comme dans le cas de la configuration de pic δ (relire sa description et consulter la
re´fe´rence [65]), il est suˆrement possible de ge´ne´rer dynamiquement la configuration sta-
tionnaire de´peinte a` la figure 1.6. Les re´sultats expe´rimentaux de l’e´quipe de Jeff Stein-
hauer [75] soutiennent cette ide´e ; les membres du groupe ont en effet mis en œuvre une
configuration de trou muet tre`s similaire a` la configuration de chute d’eau pre´sente´e ici
(avec l’occurrence d’un horizon de trou blanc 9) et montre´ qu’il n’existait pas de de´pen-
dance temporelle dramatique au voisinage de l’horizon de leur trou noir acoustique, ce qui
laisse espe´rer que la configuration stationnaire de chute d’eau de la figure 1.6 est stable
et expe´rimentalement atteignable.
nu
nd
x
0
n(x)
Horizon
V = c V > c
V (x)
Figure 1.7 — Prenant comme de´finition de
l’horizon acoustique l’endroit a` partir duquel
la vitesse de l’e´coulement V (x) devient plus
grande que la vitesse du son c(x), il vient que
l’horizon d’un trou noir en configuration de
chute d’eau doit eˆtre situe´ en amont de x = 0.
Ce constat tient e´galement dans le cas de la
configuration de pic δ.
Faisons une dernie`re remarque tenant
e´galement pour la configuration de pic δ :
la localisation pre´cise de l’horizon acous-
tique n’est pas bien de´finie dans ces deux
configurations inhomoge`nes (chute d’eau et
pic δ). On trouve en effet que l’horizon du
trou muet, de´fini comme l’endroit a` par-
tir duquel la vitesse V (x) de l’e´coulement
de´passe la vitesse locale c(x) des ondes so-
nores dans le fluide, est situe´ un peu en
amont de l’origine des coordonne´es. Par
exemple, dans une configuration de chute
d’eau, on trouve
V (x)
c(x)
∣∣∣∣
x=0
=
√
2
m2u
− 1, (1.58)
et alors V > c en x = 0 puisque mu < 1,
ce qui signifie que l’horizon d’un trou noir
en configuration de chute d’eau doit eˆtre
localise´ en amont de l’interface x = 0 (voir figure 1.7). Ceci dit, ce petit souci de de´finition
ne nous geˆnera gue`re car ce qui importe dans les analyses du rayonnement de Hawking
que nous de´taillerons ci-apre`s est que la vitesse de l’e´coulement soit asymptotiquement
(lorsque x/ξu → −∞) subsonique : Vu < cu, ce qui est effectivement le cas dans nos
configurations de chute d’eau et de pic δ.
9. Un trou blanc (ou fontaine blanche) acoustique est le syme´trique d’un trou noir acoustique dans le
sens ou` si le son ne peut pas s’e´chapper d’un trou muet, les phonons ne peuvent pas pe´ne´trer dans une
fontaine blanche acoustique.
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1.2.3 The´orie de Bogoliubov des excitations e´le´mentaires
0 1 2 3 4 5
-1
-0.5
0
0.5
1
|x− x′|/ξ
ρ
(1
) (
x
,x
′ )
/n
The´orie de Bogoliubov
Calcul exact
Figure 1.8 — Matrice densite´ a` un corps
(1.59) dans un gaz de Bose unidimension-
nel, dilue´ et homoge`ne (de densite´ moyenne
n) a` tempe´rature nulle. La courbe bleue cor-
respond au re´sultat de´duit de la the´orie de
Bogoliubov, qui diverge logarithmiquement
lorsque |x − x′|  ξ. La courbe rouge cor-
respond au re´sultat exact (voir Annexe et/ou
re´fe´rences [114] et [97]). Les lignes en poin-
tille´s rouges repre´sentent les asymptotiques
du re´sultat exact lorsque |x − x′|  ξ ou
|x− x′|  ξ.
Dans cette sous-section, nous donnons
une description de´taille´e des excitations
e´le´mentaires d’un quasi-condensat unidi-
mensionnel en configuration de trou noir.
Le gaz est de´crit par le champ quantique
Ψˆ(x, t) et sa dynamique obe´it a` l’e´qua-
tion d’e´volution de Heisenberg (1.43). Nous
nous plac¸ons naturellement dans le cadre
de la the´orie de Bogoliubov des fluctuations
en cherchant les solutions de (1.43) sous
la forme (1.44) [Ψˆ(x, t) = Ψ(x) + ψˆ(x, t),
ou` Ψ(x) est le parame`tre d’ordre et ψˆ(x, t)
une petite correction quantique qui de´-
crit les excitations e´le´mentaires du fluide
de Bose]. Ne´anmoins, on montre (voir [97]
et/ou figure 1.8) que la description base´e
sur l’e´quation (1.44) ne permet pas d’ob-
tenir le comportement exact de la matrice
densite´ a` un corps [113]
ρ(1)(x, x′) = 〈Ψˆ†(x, t) Ψˆ(x′, t)〉 (1.59)
dans un gaz de bosons ultra-froids uni-
dimensionnel, dilue´ et homoge`ne lorsque
|x − x′|  ξ, ou` ξ est la longueur d’onde
de de Broglie des phonons. La de´composition (1.44) permet tout de meˆme une analyse
qualitative du comportement des observables utilise´es pour e´tudier les corre´lations dans
de tels syste`mes. Par exemple, elle donne le bon comportement de la matrice densite´ a`
deux corps [113]
ρ(2)(x, x′) = 〈Ψˆ†(x, t) Ψˆ†(x′, t) Ψˆ(x, t) Ψˆ(x′, t)〉 (1.60)
dans un gaz dilue´ et homoge`ne de bosons ultra-froids en dimension un [voir sous-section
1.2.5 dans laquelle on calcule la matrice densite´ a` deux corps connexe g(2)(x, x′) =
ρ(2)(x, x′)− ρ(1)(x, x) ρ(1)(x′, x′) dans le cadre de la the´orie de Bogoliubov]. La pertinence
de la description (1.44) de´pend en fait de la valeur de la longueur caracte´ristique des corre´-
lations spatiales conside´re´es. Si cette dernie`re est plus petite que la longueur de cohe´rence
de phase [107]
`ϕ = ξ × exp
[
pi
(
~2 n
mg
)1/2]
= ξ × exp
[
pi
(
~n
2mas ω⊥
)1/2]
, (1.61)
ou` n = 〈Ψˆ†(x, t) Ψˆ(x, t)〉 = ρ(1)(x, x) est la densite´ longitudinale moyenne du gaz (consi-
de´re´ homoge`ne, par mesure de simplicite´), alors on peut sans trop faire d’erreur traiter
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les fluctuations quantiques du gaz en conside´rant l’e´quation (1.44) comme point de de´-
part de l’analyse — c’est-a`-dire en conside´rant que le liquide de Bose peut eˆtre en bonne
approximation de´crit par le champ classique Ψ(x) = 〈Ψˆ(x, t)〉 6= 0 (on parle alors de
quasi-condensat 10) —, bien qu’en vertu du the´ore`me de Mermin–Wagner [94] (dit e´gale-
ment de Mermin–Wagner–Hohenberg [58] ou, dans le cadre de la the´orie quantique des
champs, de Coleman [33]) et d’une extension de ce the´ore`me au cas de tempe´rature nulle,
formule´e par Pitaevskii et Stringari [112], l’occurrence d’une ve´ritable condensation de
Bose–Einstein ne peut se produire dans des syste`mes bosoniques unidimensionnels infinis
a` tempe´rature finie ou nulle. Dans un gaz unidimensionnel dilue´ au ze´ro absolu, on peut
utiliser (1.44) pour de´crire les corre´lations a` deux corps (1.60) : cette quantite´ est en effet
non-triviale (c’est-a`-dire 6= n2) sur des distances |x− x′| . ξ bien plus petites que `ϕ.
La me´thode la plus simple pour avoir acce`s aux excitations du quasi-condensat uni-
dimensionnel en configuration de trou noir acoustique est de partir de la de´composition
(1.44), ou` Ψ(x) est donne´e par les e´quations (1.46), et de traiter ψˆ(x, t) comme un pe-
tit champ classique de´pendant du temps, que l’on note ψ(x, t) dans cette sous-section
(|ψ|  |Ψ|), avec Ψ(x) + ψ(x, t) solution de la version classique de l’e´quation (1.43). On
effectue l’ansatz de Bogoliubov
ψ(x, t) = eikαx
[
uα(x, ω) e
−iωt + w∗α(x, ω) e
iωt
]
, (1.62)
ou`, rappelons-le, α = u lorsque x < 0 et α = d quand x > 0. Ainsi de´fini, ψ(x, t) de´crit
de petites oscillations d’e´nergie ~ω autour de l’e´tat fondamental de fonction d’onde Ψ(x).
De´finissant
εα =
~ω
mc2α
et Xα =
x
ξα
, (1.63)
la line´arisation du pendant classique de l’e´quation (1.43) par rapport a` ψ(x, t) conduit
aux e´quations de Bogoliubov–de Gennes
(εα + imα ∂Xα)
(
uα
wα
)
= Lα
(
uα
wα
)
, (1.64a)
ou` Lα =
(−1
2
∂XαXα + 2|φα|2 − 1 φ2α
−(φ∗α)2 12 ∂XαXα − 2|φα|2 + 1
)
. (1.64b)
On cherche les fonctions propres du hamiltonien de Bogoliubov–de Gennes (1.64b)
sous la forme (
u`(x)
w`(x)
)
=
(U`(x)
W`(x)
)
eiQ`Xα , (1.65)
ou` les amplitudes U` et W` sont les coefficients de Bogoliubov. Ces derniers ne de´pendent
pas de la position lorsque le trou noir est en configuration de profil plat car le profil de
densite´ dans l’e´tat fondamental est dans ce cas uniforme ; ils sont fonctions de x dans les
configurations de pic δ et de chute d’eau (a` l’exte´rieur du trou noir acoustique) car dans
ce cas |Ψ|2 = nα |φα|2 de´pend de la position (cf. figures 1.5 et 1.6). Dans l’e´quation (1.65),
10. Dans cette the`se, nous nous restreignons au re´gime de quasi-condensation. Ne´anmoins, il nous arri-
vera de parler (abusivement) de « condensat » au lieu de parler (rigoureusement) de « quasi-condensat ».
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les Q` = ξα q` sont les nombres d’onde
11 (adimensionne´s) des modes propres ` dans les
re´fe´rentiels asymptotiquement entraˆıne´s, c’est-a`-dire dans les re´fe´rentiels ou` le condensat
est au repos loin en amont (Xu = x/ξu → −∞) ou en aval (Xd = x/ξd → +∞) de
l’horizon acoustique. On montre qu’ils sont solutions de
E2` = ω
2
B(Q`), ou` ωB(Q) =
√
Q2
2
(
Q2
2
+ 2
)
(1.66)
est la relation de dispersion de Bogoliubov (e´crite sous une forme adimensionne´e) dans
un condensat au repos et ou` E` = εα − mαQ`, valeur propre de Lα, est l’e´nergie d’un
mode propre ` dans les re´fe´rentiels asymptotiquement entraˆıne´s. L’indice α = u ou d dans
l’e´quation (1.62) est remplace´ par ` dans l’e´quation (1.65) afin d’identifier la branche
des relations de dispersion εα(Q`) = mαQ` + E`(Q`) a` laquelle l’excitation de Bogoliubov
correspondante se rapporte. Pour eˆtre tre`s pre´cis, l’indice ` doit eˆtre vu comme un double
indice car la valeur des nombres d’onde Q` de´pend de α, c’est-a`-dire de la` ou` se situe
la fluctuation de densite´ transportant l’impulsion ~ q` [voir e´quation (1.66)]. On identifie
huit modes ` dans les configurations de trous muets e´tudie´es dans ce chapitre (profil plat,
pic δ et chute d’eau). A` l’exte´rieur du trou noir acoustique, la` ou` x est ne´gatif (α = u),
` ∈ {u|in, u|out, u|eva} et a` l’inte´rieur du trou muet, la` ou` x est positif (α = d), deux
cas se pre´sentent suivant que la pulsation ω > 0 12 des excitations est plus petite ou plus
grande qu’un certain seuil Ω : si ω < Ω, ` ∈ {d1|in, d1|out, d2|in, d2|out} et si ω > Ω,
` ∈ {d1|in, d1|out, d|eva}. Ce seuil n’existe que dans un e´coulement supersonique et vaut
~Ω
mc2d
= md ξd q∗ −
√
(ξd q∗)2
2
[
(ξd q∗)2
2
+ 2
]
, (1.67a)
ou` ξd q
∗ =
√
−2 + m
2
d
2
+
md
2
√
8 + m2d . (1.67b)
Les modes (re´els, c’est-a`-dire d’impulsion ~ q` re´elle) « in » (respectivement « out ») sont
ceux dont la vitesse de groupe (dans le re´fe´rentiel du laboratoire)
Vg(Q`) =
∂ω
∂q`
= cα
∂εα
∂Q`
= Vα + cα
Q`(Q
2
`/2 + 1)
E`
(1.68)
pointe vers l’horizon (respectivement vers −∞ dans le demi-espace x < 0 et vers +∞ dans
le demi-espace x > 0). Les modes « eva » sont e´vanescents ; ils portent une impulsion com-
plexe ve´rifiant Im(Q`) < 0 si ` = u|eva [de sorte que exp(iQ`Xu)→ 0 quand Xu → −∞,
ce qui veut dire que l’onde u|eva est inde´tectable loin en amont de l’horizon acoustique]
11. On de´finit le nombre d’onde k par k = 2pi/λ, ou` λ est la longueur d’onde, et non comme k = 1/λ,
qui est la de´finition employe´e en spectroscopie.
12. Il est facile de ve´rifier que si (uα wα)
T est une solution de l’e´quation (1.64a) associe´e a` l’e´nergie εα
alors (w∗α u
∗
α)
T est aussi une solution de l’e´quation (1.64a), cette fois-ci associe´e a` l’e´nergie −εα. Comme
ces deux solutions de´crivent les meˆmes perturbations dans le quasi-condensat [cf. e´quation (1.62)], on
peut choisir de ne conside´rer que les modes propres tels que εα ∈ R+ et donc tels que ω ∈ R+.
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et Im(Q`) > 0 si ` = d|eva [de sorte que exp(iQ`Xd)→ 0 quand Xd → +∞, ce qui signifie
que l’onde d|eva est inde´tectable loin en aval de l’horizon acoustique]. Les modes d2|in et
d2|out sont de norme ne´gative : |U`|2−|W`|2 < 0, et en fait tels que E` < 0 car on montre
que sgn(E`) = sgn(|U`|2 − |W`|2) lorsque ` ∈ {d2|in, d2|out} ; tous les autres modes re´els
sont de norme positive (|U`|2 − |W`|2, E` > 0 lorsque ` ∈ {u|in, u|out, d1|in, d1|out}). On
se re´fe´rera a` la figure 1.9 qui donne une repre´sentation graphique des relations de disper-
sion εα(Q) des excitations e´le´mentaires dans le re´fe´rentiel du laboratoire loin de l’horizon
acoustique a` l’exte´rieur [εu(Q)] et a` l’inte´rieur [εd(Q)] du trou muet.
0 q [u. a.]
ω [u. a.]
E´coulement subsonique
u|in→←u|out
Phonons
0 q [u. a.]
ω [u. a.]
E´coulement supersonique
←d1|in d1|out→
←d2|in
d2|out→
(q∗,Ω)
(−q∗,−Ω)
Phonons
Figure 1.9 — Relations de dispersion des excitations e´le´mentaires du condensat loin en
amont de l’horizon acoustique dans la re´gion subsonique (graphique du haut) et loin en
aval de l’horizon dans la re´gion supersonique (graphique du bas ; l’arrie`re-plan du graphe
est grise´ pour rappeler qu’il de´crit la dispersion des excitations a` l’inte´rieur du trou noir
acoustique). La ligne horizontale en pointille´s noirs fixe l’e´nergie ~ω (dans le re´fe´rentiel
du laboratoire) transporte´e par un mode de Bogoliubov `. Les impulsions ~ q` ∈ R (dans
les re´fe´rentiels asymptotiquement entraˆıne´s) correspondent aux abscisses des points d’in-
tersection de cette droite avec les relations de dispersion. La direction de propagation des
modes re´els (` ∈ {u|in, u|out} a` l’exte´rieur du trou noir et ` ∈ {d1|in, d1|out, d2|in, d2|out}
a` l’inte´rieur du trou noir) est indique´e par une fle`che. Les portions de courbe en pointille´s
correspondent aux modes de Bogoliubov de norme ne´gative (voir le texte). Les feneˆtres
orange´es se´lectionnent les petites impulsions et les petites e´nergies, limites dans lesquelles
les relations de dispersion sont en bonne approximation line´aires et donc caracte´ristiques
des phonons (voir figure 1.4).
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Les amplitudes de Bogoliubov U`(x) et W`(x) qui apparaissent dans l’e´quation (1.65)
de´pendent de l’endroit ou` sont e´mises les fluctuations de densite´ [a` l’inte´rieur (x > 0) ou a`
l’exte´rieur (x < 0) du trou muet] et diffe`rent d’une configuration de trou noir acoustique
a` l’autre.
• Fonctions U` et W` a` l’inte´rieur du trou noir (x > 0).— Dans la re´gion ou`
l’e´coulement est supersonique, la fonction d’onde φd qui apparaˆıt dans l’e´quation (1.64b)
ne de´pend pas de la position [et vaut exp(iβd), cf. e´quation (1.48)], en conse´quence de
quoi les amplitudes U` et W` sont homoge`nes. Elles s’e´crivent dans ce cas(U`
W`
)
=
1
C`
(
(Q2`/2 + E`) exp(iβd)
(Q2`/2− E`) exp(−iβd)
)
, (1.69)
ou` E` = εd − mdQ`. Si ` de´signe un mode de Bogoliubov re´el (c’est-a`-dire si ` = d1|in,
d1|out, d2|in ou d2|out), la constante de normalisation C` dans l’e´quation (1.69) est choisie
de sorte que le courant (conserve´)
J` = cd
[
(Q` + md) |U`|2 + (Q` − md) |W`|2
]
= Vg(Q`) (|U`|2 − |W`|2) (1.70)
transporte´ par l’onde re´elle ` vaille ±1 ; imposant C` > 0, on trouve sans difficulte´ C` =√
2Q2` |E`| |Vg(Q`)|. Lorsque ω > Ω, l’onde d2|in disparaˆıt et le mode re´el d2|out est
remplace´ par le mode e´vanescent ` = d|eva (qui ne transporte aucun courant) ; dans ce
cas, la constante C` s’e´crit
C` =
√
2 |Re(Q2` E∗` )| |Vg(Q`)|, (1.71)
mais on constate que cette dernie`re formule est valable pour tout ` = d1|in, d1|out, d2|in,
d2|out ou d|eva car lorsque ` 6= d|eva, Q` et E` sont re´els, et alors Re(Q2` E∗` ) = Q2` E`.
E´tant donne´e (1.71) et d’apre`s (1.70), les modes non-e´vanescents de norme positive (|U`|2−
|W`|2 > 0) qui se propagent vers la droite [Vg(Q`) > 0] ou les modes non-e´vanescents de
norme ne´gative (|U`|2 − |W`|2 < 0) qui se propagent vers la gauche [Vg(Q`) < 0] sont tels
que J` = 1 et les modes non-e´vanescents de norme ne´gative se de´plac¸ant vers la droite
ou les modes non-e´vanescents de norme positive se de´plac¸ant vers la gauche sont tels que
J` = −1. Plus pre´cise´ment, on a Jd1|in = −Jd1|out = −Jd2|in = Jd2|out = −1.
• Fonctions U`(x) etW`(x) a` l’exte´rieur du trou noir (x < 0).— Dans la re´gion
ou` x est ne´gatif, la` ou` l’e´coulement est subsonique (dans la configuration de profil plat)
ou asymptotiquement subsonique (dans les configurations de pic δ et de chute d’eau), les
amplitudes de Bogoliubov U`(x) et W`(x) diffe`rent d’une configuration de trou muet a`
l’autre. Lorsque le condensat est en configuration de profil plat, U` et W` sont homoge`nes
[car alors φu(x) = cste (= 1) pour tout x ∈ R−] et sont donne´es par (1.69) (ou` E` =
εu − muQ` et ou` βd est remplace´ par βu = 0). Lorsque le condensat est en configuration
de pic δ ou de chute d’eau, le profil de densite´ dans le demi-espace x < 0 de´pend de x
(voir figures 1.5 et 1.6) et les fonctions U`(x) et W`(x) — qui de´crivent l’amplitude de
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petites modulations de densite´ venant s’ajouter au champ de fond de´crit par la fonction
d’onde φu(x) — sont alors inhomoge`nes ; de´finissant χ(Xu) = cos θ tanh[cos θ (Xu−X0)],
ou` X0 = x0/ξu (x0 = 0 dans la configuration de chute d’eau), on montre (voir annexe A
de la re´fe´rence [21]) que(U`(x)
W`(x)
)
=
1
D`
(
[Q`/2 + εu/Q` + iχ(Xu)]
2
[Q`/2− εu/Q` + iχ(Xu)]2
)
, (1.72)
ou`
D` = sgn(Q`)× i×
∣∣∣∣ εuQ`
∣∣∣∣√8 |E`| |Vg(Q`)| (1.73)
lorsque ` ∈ {u|in, u|out}. Le choix de normalisation (1.73) a un inte´reˆt double. Tout
d’abord, il assure que le courant [conserve´, donc tel que J`(Xu) = J`(−∞), ∀Xu ∈ R−]
J` = cu
[
(Q` + mu) |U`(x)|2 + (Q` − mu) |W`(x)|2
]
+ cu Im
[U∗` (x) ∂XuU`(x) +W∗` (x) ∂XuW`(x)] (1.74)
transporte´ par l’onde non-e´vanescente ` = u|in ou u|out vaut ±1 ; plus pre´cise´ment, on a
Ju|in = −Ju|out = 1. D’autre part, choisir Du|in (respectivement Du|out) sur l’axe imaginaire
Ri car sgn(Qu|in) = 1 [respectivement sur l’axe imaginaire −Ri car sgn(Qu|out) = −1]
assure que l’e´quivalent de la fonction d’onde (1.72) lorsque Xu = x/ξu → −∞ et εu =
~ω/(mc2u) → 0 posse`de la meˆme phase que son pendant dans la configuration de profil
plat ; ceci rend les formules (1.129) et (1.131) valables quelle que soit la configuration de
trou noir acoustique conside´re´e (profil plat, pic δ ou chute d’eau). Enfin, lorsque Q` est
complexe, c’est-a`-dire quand ` = u|eva, on a
D` =
√
Vg(Q`)
∣∣∣∣8 Re[( εuQ`
)2
E`
]
+ 4× cos2 θ × εu (Q` −Q
∗
`)
2
|Q`|2
+ 2 i× cos θ × εu Q` −Q
∗
`
|Q`|2 [Q
2
` + (Q
∗
`)
2]
∣∣∣∣1/2. (1.75)
On de´finit les vecteurs
Ξα(x) =
(
uα(x) e
imαXα
wα(x) e
−imαXα
)
(1.76a)
et Ξ`(x) =
(U`(x) ei(Q`+mα)Xα
W`(x) ei(Q`−mα)Xα
)
. (1.76b)
Ξu de´crit les excitations dans la re´gion subsonique (c’est-a`-dire a` l’exte´rieur du trou noir
acoustique) ; il s’exprime comme une combinaison line´aire de Ξu|in, Ξu|out et Ξu|eva. Le
vecteur Ξd de´crit quant a` lui les excitations dans la re´gion supersonique (c’est-a`-dire a`
l’inte´rieur du trou noir acoustique) ; il s’exprime comme une combinaison line´aire de Ξd1|in,
Ξd1|out, Ξd2|in, Ξd2|out et Ξd|eva. Parmi les modes Ξα(x), nous ne nous inte´ressons qu’aux
modes de diffusion ΞLα(x) initie´s par les ondes entrantes u|in, d1|in ou d2|in : une onde de
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Bogoliubov qui emprunte le canal d’incidence u|in (respectivement d1|in, d2|in) initie le
mode de diffusion ΞUu,d (respectivement Ξ
D1
u,d, Ξ
D2
u,d) ; chaque mode de diffusion consiste en
une combinaison line´aire de l’excitation « in » qui le de´finit et des excitations re´fle´chies et
transmises « out » correspondantes. On consultera avec profit la figure 1.10 pour se fixer
les ide´es. Pre´cise´ment, on a :
• Mode de diffusion U (initie´ par l’onde u|in) :
ΞUu = Ξu|in + Su,u Ξu|out + S
eva
u,u Ξu|eva (1.77a)
et ΞUd = Sd1,u Ξd1|out + Θ(Ω− ω)Sd2,u Ξd2|out + Θ(ω − Ω)Sevad,u Ξd|eva. (1.77b)
• Mode de diffusion D1 (initie´ par l’onde d1|in) :
ΞD1u = Su,d1 Ξu|out + S
eva
u,d1 Ξu|eva (1.78a)
et ΞD1d = Ξd1|in + Sd1,d1 Ξd1|out + Θ(Ω− ω)Sd2,d1 Ξd2|out + Θ(ω − Ω)Sevad,d1 Ξd|eva. (1.78b)
• Mode de diffusion D2 (initie´ par l’onde d2|in) :
ΞD2u = Θ(Ω− ω) (Su,d2 Ξu|out + Sevau,d2 Ξu|eva) (1.79a)
et ΞD2d = Θ(Ω− ω) (Ξd2|in + Sd1,d2 Ξd1|out + Sd2,d2 Ξd2|out). (1.79b)
Les conditions de raccordement des fonctions d’onde (1.76a)–(1.76b) des excitations
et de leurs de´rive´es premie`res a` l’horizon s’e´crivent, pour tout L ∈ {U,D1, D2},
ΞLd (0
+) = ΞLu(0
−) et
~2
2m
[
1
ξd
dΞLd
dXd
(0+)− 1
ξu
dΞLu
dXu
(0−)
]
= Λ ΞLu,d(0), (1.80)
ou` il faut prendre Λ = 0 lorsqu’on conside`re les configurations de profil plat et de chute
d’eau. La re´solution des trois syste`mes line´aires 4 × 4 (1.80) est ne´cessaire a` la de´ter-
mination des coefficients Su,u, S
eva
u,u , etc. apparaissant dans les e´quations (1.77a)–(1.77b),
(1.78a)–(1.78b) et (1.79a)–(1.79b). Ces parame`tres de´pendent de l’e´nergie ~ω des exci-
tations et des nombres de Mach asymptotiques mu et md lorsque la configuration de trou
noir conside´re´e est la configuration de profil plat et seulement du nombre de Mach mu
lorsque le trou muet est en configuration de pic δ ou de chute d’eau. |Si,j(ω)|2 corres-
pond a` la probabilite´ qu’une onde de Bogoliubov de pulsation ω subisse une diffusion
e´lastique l’amenant dans l’e´tat i|out (i ∈ {u, d1, d2}) apre`s qu’elle ait emprunte´ le canal
j|in (j ∈ {u, d1, d2}) ; les |Si,j(ω)|2 repre´sentent donc les coefficients de re´flexion et de
transmission a` l’horizon du trou noir acoustique. L’analyse du spectre du rayonnement de
Hawking (cf. sous-section 1.2.4), le calcul des corre´lations des fluctuations de la densite´ et
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Mode U (initie´ par u|in)
u|in
u|evau|out
d1|out d2|out
(d|eva)
ω(q ∈ R) [u. a.]
0
u|inu|out
ω(q ∈ R) [u. a.]
0
Ω
d1|out
d2|out
Mode D1 (initie´ par d1|in)
d1|in
d1|out d2|out
(d|eva)u|evau|outu|out d1|in
d1|out
d2|out
Horizon
Mode D2 (initie´ par d2|in) [×Θ(Ω− ω)]
d2|in
d1|out d2|out
u|evau|outu|out
d1|out
d2|in
d2|out
Figure 1.10 — Modes de diffusion L = U,D1, D2. Le mode U (respectivement D1,
D2) est initie´ par l’onde u|in (respectivement d1|in, d2|in) repre´sente´e par une e´paisse
fle`che ondule´e bleue (respectivement verte, rouge). Dans chaque cas, on indique par des
pastilles colore´es a` quelles branches des relations de dispersion ω(q) loin en amont (a`
gauche) ou en aval (a` droite) de l’horizon les excitations de Bogoliubov re´elles (c’est-a`-dire
celles d’impulsion ~ q re´elle) qui participent aux processus de diffusion appartiennent. Les
fle`ches ondule´es en magenta correspondent aux canaux e´vanescents u|eva et d|eva. Lorsque
ω > Ω, le mode de diffusion D2 disparaˆıt et le canal d2|out est remplace´ par d|eva sur
les deux premiers sche´mas de la figure (ceux correspondant aux modes de diffusion U et
D1). La re´gion grise´e correspond a` l’inte´rieur du trou noir acoustique, c’est-a`-dire la` ou`
l’e´coulement du condensat est supersonique.
la ve´rification de la re`gle de somme de normalisation (1.107) (cf. sous-section 1.2.5) ne´ces-
sitent de connaˆıtre les parame`tres de diffusion Si,j(ω) dans la limite des petites e´nergies ;
lorsque εu = ~ω/(mc2u)→ 0+, nous avons montre´ que dans chaque configuration de trou
muet (profil plat, pic δ ou chute d’eau) on a, pour tout i ∈ {u, d1, d2},
Si,u(ω) = fi,u + hi,u εu +O(ε2u), (1.81a)
Si,d1(ω) =
fi,d1√
εu
+ hi,d1
√
εu +O(ε3/2u ) (1.81b)
et Si,d2(ω) =
fi,d2√
εu
+ hi,d2
√
εu +O(ε3/2u ). (1.81c)
Dans les e´quations (1.81a), (1.81b) et (1.81c), les fi,j et hi,j [(i, j) ∈ {u, d1, d2}2] sont des
fonctions complexes non-triviales de mu et md dans la configuration de profil plat et seule-
ment de mu dans les configurations de pic δ et de chute d’eau. Elles ve´rifient les relations
suivantes [les e´quations qui suivent servent a` la de´termination analytique de la tempe´rature
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de Hawking (1.101) et a` la ve´rification de la re`gle de somme de compressibilite´ (1.107) ;
nous ne donnons le re´sultat des de´veloppements a` petite e´nergie (1.81a)–(1.81c) que dans
le cas des configurations de profil plat et de chute d’eau car les formules concernant la
configuration de pic δ sont trop longues] :
• Parame`tres de diffusion dans la configuration de profil plat :
Re(f ∗u,d2 hu,d2) = −
mu
(1 + mu)2
, (1.82a)
|fu,d2|2 = 2 mumd
m2u
m2d − m2u
1− mu
1 + mu
(m2d − 1)3/2, (1.82b)
|fd1,d2|2 = 1
2
(
mu
md
)2 md − mu
md + mu
1− mu
1 + mu
(m2d − 1)3/2, (1.82c)
|fd2,d2|2 = 1
2
(
mu
md
)2 md + mu
md − mu
1− mu
1 + mu
(m2d − 1)3/2, (1.82d)
f ∗u,d2 fd1,d2 =
(
mu
md
)3/2 mu
md + mu
1− mu
1 + mu
(m2d − 1)3/2, (1.82e)
f ∗u,d2 fd2,d2 = −
(
mu
md
)3/2 mu
md − mu
1− mu
1 + mu
(m2d − 1)3/2 (1.82f)
et f ∗d1,d2 fd2,d2 = −
1
2
(
mu
md
)2
1− mu
1 + mu
(m2d − 1)3/2. (1.82g)
• Parame`tres de diffusion dans la configuration de chute d’eau :
Re(f ∗u,d2 hu,d2) = −
mu (2 + m2u) (1 + 2m
2
u)
(1 + mu)2 (1 + mu + m2u)2
, (1.83a)
|fu,d2|2 = 2 mu (1− mu)
3/2 (1 + m2u)
3/2
(1 + mu)1/2 (1 + mu + m2u)2
, (1.83b)
|fd1,d2|2 = 1
2
(1− mu)7/2 (1 + m2u)3/2
(1 + mu)1/2 (1 + mu + m2u)2
, (1.83c)
|fd2,d2|2 = 1
2
(1− m4u)3/2
(1 + mu + m2u)2
, (1.83d)
f ∗u,d2 fd1,d2 = −
m1/2u (1− mu)5/2 (1 + m2u)3/2
(1 + mu)1/2 (1 + mu + m2u)2
, (1.83e)
f ∗u,d2 fd2,d2 = −
m1/2u (1 + mu)1/2 (1− mu)3/2 (1 + m2u)3/2
(1 + mu + m2u)2
(1.83f)
et f ∗d1,d2 fd2,d2 =
1
2
(1 + mu)1/2 (1− mu)5/2 (1 + m2u)3/2
(1 + mu + m2u)2
. (1.83g)
— 40/179 —
1.2 Rayonnement de Hawking dans les condensats de Bose–Einstein
unidimensionnels
De´finissant la matrice de diffusion S(ω) lorsque ω < Ω par
S =
Su,u Su,d1 Su,d2Sd1,u Sd1,d1 Sd1,d2
Sd2,u Sd2,d1 Sd2,d2
 , (1.84)
la conservation du courant J` = ±1 transporte´ par les modes propres ` re´els (c’est-a`-dire
ceux dont le nombre d’onde Q` appartient a` R) peut s’e´crire sous la forme
S† η S = η = S η S†, ou` η =
1 0 00 1 0
0 0 −1
 . (1.85)
Les Sevai,j [(i, j) ∈ {u, d} × {u, d1, d2}] n’interviennent pas dans la de´finition (1.84) car les
ondes qui empruntent les canaux e´vanescents u|eva et d|eva ne transportent aucun courant.
Lorsque ω > Ω, le mode de diffusion D2 disparaˆıt [cf. e´quations (1.79a) et (1.79b)], l’onde
re´elle d2|out est remplace´e par l’onde e´vanescente d|eva dans les modes de diffusion U et
D1 [cf. e´quations (1.77b) et (1.78b), respectivement] et la matrice S(ω) devient 2× 2,
S =
(
Su,u Su,d1
Sd1,u Sd1,d1
)
, et unitaire : S† S =
(
1 0
0 1
)
= S S†. (1.86)
La petite fluctuation quantique ψˆ(x, t) = Ψˆ(x, t)−Ψ(x) qui de´crit (dans la repre´sen-
tation de Heisenberg) les excitations e´le´mentaires du condensat de fonction d’onde Ψ(x)
se de´veloppe sur les modes de diffusion comme
ψˆ(x, t) = eikαx
∫ ∞
0
dω√
2pi
∑
L∈{U,D1}
[
uL(x, ω) e
−iωt aˆL(ω) + w∗L(x, ω) e
iωt aˆ†L(ω)
]
+ eikαx
∫ Ω
0
dω√
2pi
[
uD2(x, ω) e
−iωt aˆ†D2(ω) + w
∗
D2(x, ω) e
iωt aˆD2(ω)
]
, (1.87)
ou` aˆL(ω) [respectivement aˆ
†
L(ω)] de´truit (respectivement cre´e) une excitation de pulsation
ω > 0 dans l’un des trois modes de diffusion (U , D1 ou D2). Les ope´rateurs quasi-
particulaires aˆL(ω) et aˆ
†
L(ω) obe´issent aux re`gles de commutation bosoniques
[aˆL(ω), aˆ
†
L′(ω
′)] = δL,L′ δ(ω − ω′) (1.88a)
et [aˆL(ω), aˆL′(ω
′)] = 0 = [aˆ†L(ω), aˆ
†
L′(ω
′)]. (1.88b)
Comparativement aux modes U et D1, le mode de diffusion D2 (ge´ne´re´ par l’onde de
norme ne´gative d2|in) est quantifie´ d’une fac¸on non-standard : dans ce cas, comme le
montre l’e´quation (1.87), les roˆles joue´s par les annihilateurs et les cre´ateurs sont e´change´s ;
on est oblige´ de faire ce choix de quantification pour que la fluctuation ψˆ(x, t) soit un
ope´rateur bosonique, c’est-a`-dire un ope´rateur tel que
[ψˆ(x, t), ψˆ†(x′, t)] = δ(x− x′) (1.89a)
et [ψˆ(x, t), ψˆ(x′, t)] = 0 = [ψˆ†(x, t), ψˆ†(x′, t)]. (1.89b)
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1.2.4 Signal de Hawking a` un corps
Le signal de Hawking correspond a` l’e´mission d’un rayonnement dirige´ de l’inte´rieur
vers l’exte´rieur du trou noir [56, 57]. Dans un condensat de Bose–Einstein unidimensionnel,
le courant d’e´nergie associe´ a` l’e´mission d’excitations e´le´mentaires s’e´crit 13
Πˆ(x, t) = − ~
2
2m
∂tΨˆ
†(x, t) ∂xΨˆ(x, t) + c.h., (1.93)
ou` « c.h. » de´signe le conjugue´ hermitien du premier terme dans le membre de droite de
l’e´quation (1.93). Dans le cadre de la the´orie de Bogoliubov des fluctuations quantiques
et tirant parti de la de´composition (1.87), il est possible d’exprimer le courant moyen
Π(x) = 〈Πˆ(x, t)〉 (qui est inde´pendant du temps dans les configurations stationnaires de
trous noirs acoustiques e´tudie´es dans ce chapitre) sous la forme
Π(x) =
∫ ∞
0
dω
2pi
~ω J(x, ω). (1.94)
Dans l’e´quation (1.94), J(x, ω) [et donc Π(x)] peut s’e´crire comme la somme d’une contri-
bution J0(x, ω) [Π0(x)] non-nulle a` tempe´rature nulle [c’est-a`-dire dans le cas ou` le nombre
moyen nL(ω) = 〈aˆ†L(ω) aˆL(ω)〉 de quasi-particules qui occupent le mode de diffusion L vaut
ze´ro] et d’une contribution « thermique » JT (x, ω) [ΠT (x)] qui s’annule au ze´ro absolu :
J(x, ω) = J0(x, ω) + JT (x, ω) [Π(x) = Π0(x) + ΠT (x)], ou`
J0(x, ω) = − ~
2m
∑
L∈{U,D1}
w∗L(x, ω) (kα + i∂x)wL(x, ω)
+ Θ(Ω− ω) ~
2m
u∗D2(x, ω) (kα − i∂x)uD2(x, ω) + c.c. (1.95a)
et JT (x, ω) =
∑
L∈{U,D1}
JL(x, ω)nL(ω) + Θ(Ω− ω) JD2(x, ω)nD2(ω), (1.95b)
et ou`, pour tout L ∈ {U,D1, D2},
JL(x, ω) =
~
2m
[
u∗L(x, ω) (kα − i∂x)uL(x, ω)− w∗L(x, ω) (kα + i∂x)wL(x, ω)
]
+ c.c. (1.96)
13. La densite´ lagrangienne d’un gaz quasi-unidimensionnel dilue´ de bosons ultra-froids s’e´crit
L (x, t) = −~ Im(Ψ∗∂tΨ)− ~
2
2m
|∂xΨ|2 − g
2
|Ψ|4. (1.90)
Le courant d’e´nergie (1.93) correspond a` la composante (1, 0) du tenseur e´nergie-impulsion
Tµ,ν(x, t) =
∂L
∂(∂µΨ∗)
∂νΨ
∗ +
∂L
∂(∂µΨ)
∂νΨ− δµ,ν L (µ, ν = 0, 1 « = » t, x). (1.91)
En effet,
T1,0(x, t) =
∂L
∂(∂xΨ∗)
∂tΨ
∗ +
∂L
∂(∂xΨ)
∂tΨ = − ~
2
2m
∂tΨ
∗ ∂xΨ + c.c., (1.92)
qui est la version non-quantifie´e de la formule (1.93).
— 42/179 —
1.2 Rayonnement de Hawking dans les condensats de Bose–Einstein
unidimensionnels
Lorsque x est loin de l’horizon dans la re´gion subsonique (x/ξu → −∞), les formules
(1.77a)–(1.79b) et (1.95a) conduisent a`
J0(ω) =
~
2m
[
(qu|in − ku) |Wu|in|2 + (qu|out − ku) |Wu|out|2
]
+ Θ(Ω− ω) ~
2m
|Su,d2|2
[
(qu|out + ku) |Uu|out|2 + (qu|out − ku) |Wu|out|2
]
+ c.c. (1.97)
De longs calculs montrent que les deux premiers monoˆmes dans le membre de droite de
l’e´quation (1.97) ne participent pas a` l’e´valuation de Π0 =
∫∞
0
dω
2pi
~ω J0(ω) car leur inte´-
grale sur ω ∈ R+ s’annule. De plus, puisque (qu|out + ku) |Uu|out|2 + (qu|out− ku) |Wu|out|2 =
Ju|out/(ξucu), Ju|out = −1 et ξu = ~/(mcu), on aboutit finalement a`
Π0 = −
∫ Ω
0
dω
2pi
~ω |Su,d2(ω)|2. (1.98)
Le signe moins dans l’e´quation (1.98) indique que le courant d’e´nergie est dirige´ vers −∞.
Si maintenant on conside`re que x est loin de l’horizon dans la re´gion supersonique (x/ξd →
+∞), on montre que l’on obtient le meˆme re´sultat qu’en (1.98), ce qui concorde avec le fait
que le flux d’e´nergie est conserve´ dans une configuration ou` l’e´coulement est stationnaire.
Notons d’emble´e que le courant d’e´nergie Π0 au ze´ro absolu s’annule en l’absence de trou
noir puisqu’alors Su,d2 = 0. A contrario, en pre´sence d’un horizon acoustique, l’inte´grale
(1.98) donne un re´sultat fini qui correspond au signal de Hawking : le trou noir acoustique
rayonne de l’e´nergie, meˆme lorsque la tempe´rature du syste`me est rigoureusement nulle.
Cette remarque, en plus de la forme spe´cifique du flux Π0 donne´ par l’e´quation (1.98),
montre que l’on a besoin de deux ingre´dients pour obtenir un rayonnement de Hawking au
ze´ro absolu : (i) un mode d2|in et (ii) l’ouverture du canal de transmission d2|in −→ u|out,
c’est-a`-dire un coefficient de transmission |Su,d2|2 non-nul. La condition (i) n’est remplie
que parce que la relation de dispersion des excitations e´le´mentaires dans un e´coulement
supersonique s’infle´chit quadratiquement des positifs vers −∞ aux grandes impulsions (cf.
sous-section 1.2.3). Le mode incident d2|in correspond a` un canal de diffusion dans lequel
les ondes ont une vitesse de groupe plus grande que Vd dans le re´fe´rentiel ou` le condensat
est au repos ; il n’est donc pas surprenant que le mode d2|in participe au rayonnement de
Hawking puisqu’il est capable de s’e´chapper du trou noir en se propageant a` contre-courant
dans la re´gion supersonique. De ce fait, l’analogie entre l’e´coulement sub/supersonique
d’un condensat de Bose et les trous noirs gravitationnels est limite´e. En effet, le point
(i) n’est certainement pas ve´rifie´ dans le cas gravitationnel puisque la vitesse de groupe
des photons (la vitesse de la lumie`re) est une constante ; dans ce cas, les canaux entrants
(« in ») et les canaux sortants (« out ») ne sont pas en nombre e´gal et alors on ne peut pas
obtenir une description stationnaire du rayonnement de Hawking (on doit en fait tenir
compte de la dynamique de la formation de l’horizon des e´ve`nements).
A` l’aide des e´quations (1.77a)–(1.79b) et (1.95b)–(1.96), la contribution « thermique »
a` J(x, ω) peut eˆtre re´e´crite sous la forme (lorsque x/ξu → −∞ ou bien quand x/ξd → +∞)
JT (ω) = |Su,d1|2 [nU(ω)− nD1(ω)]−Θ(Ω− ω) |Su,d2|2 [nU(ω) + nD2(ω)]. (1.99)
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En l’absence de trou noir, le terme proportionnel a` |Su,d2|2 dans l’e´quation (1.99) dispa-
raˆıt. Par conse´quent, a` l’e´quilibre thermique, c’est-a`-dire quand nU(ω) = nD1(ω) est une
loi de Bose de la forme nT (ω) = [e
~ω/(kBT )− 1]−1, on a JT = 0. Ce re´sultat de´montre qu’il
n’existe aucun rayonnement de Hawking dans une configuration connectant deux re´gions
asymptotiquement subsoniques a` l’e´quilibre thermique. Dans le cas ou` un horizon acous-
tique est pre´sent, une configuration a` tempe´rature finie peut eˆtre atteinte d’une manie`re
dont les de´tails sont expose´s en re´fe´rences [12] et [30] : on branche adiabatiquement la
configuration de trou muet en partant d’un syste`me initialement uniforme´ment subso-
nique et a` l’e´quilibre thermique ; la relation de dispersion des excitations dans la re´gion
supersonique s’en trouve modifie´e mais les nombres d’occupation des modes de diffusion
restent inchange´s par la proce´dure (cf. re´fe´rences [93] et [117]). Dans ce cas, les occu-
pations nD1(ω) et nD2(ω) sont re´gulie`res aux faibles e´nergies ~ω et alors, e´tant donne´e
l’e´quation (1.99), on trouve que la contribution thermique ΠT =
∫∞
0
dω
2pi
~ω JT (ω) au flux
de´nergie (1.94) est finie.
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Figure 1.11 — Tempe´rature de Hawking
TH (en unite´s de mc
2
u/kB) en fonction du
nombre de Mach mu = Vu/cu de l’e´coulement
loin en amont de l’horizon dans les configura-
tions de pic δ (en orange) et de chute d’eau
(en bleu). L’encart repre´sente le facteur de
corps gris Γ en fonction de mu dans ces deux
configurations (on re´utilise ici le code de cou-
leurs du graphique principal).
L’e´quation (1.98) de´finit le flux d’exci-
tations e´le´mentaires Π0 en provenance de
l’horizon dans une configuration de trou
noir acoustique a` tempe´rature nulle ; le
spectre d’e´mission correspondant est clai-
rement donne´ par le coefficient de trans-
mission |Su,d2|2. Peut-on de´crire ce spectre
de rayonnement par une tempe´rature effec-
tive ? Autrement dit, peut-on approximer
|Su,d2(ω)|2 par un spectre planckien (c’est-
a`-dire de corps noir) — ou plutoˆt quasi-
planckien (c’est-a`-dire de corps gris) — du
type
ΓnTH(ω) =
Γ
exp
( ~ω
kBTH
)− 1 , (1.100)
ou` Γ serait le facteur de corps gris et TH
la tempe´rature effective du bain de quasi-
particules e´mises par le trou noir ? L’exis-
tence du facteur Γ est due au fait qu’on
ne peut pas toujours ajuster |Su,d2|2 par
un spectre purement planckien : dans la
plupart des cas Γ est proche de 1 mais
cela n’est pas toujours vrai, comme le montre l’encart de la figure 1.11. Bien e´videm-
ment, l’identification de |Su,d2|2 par une loi thermique ne peut qu’eˆtre approximative car
|Su,d2(ω)|2 est nul pour tout ω > Ω tandis que ΓnTH(ω) est fini sur tout R+. Ne´anmoins, on
peut essayer d’e´tablir la meilleure approximation possible en identifiant les coefficients du
de´veloppement ΓnTH(~ω  mc2u) = Γ [kBTH/(~ω)− 1/2 +O(ω)] a` ceux de |Su,d2(~ω 
mc2u)|2 sachant que Su,d2(~ω  mc2u) = fu,d2/
√
~ω/(mc2u) +hu,d2
√
~ω/(mc2u) +O(ω3/2).
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On trouve aise´ment
Γ = −4 Re(f ∗u,d2 hu,d2) et
kBTH
mc2u
=
|fu,d2|2
Γ
. (1.101)
Les expressions analytiques de Re(f ∗u,d2 hu,d2) et |fu,d2|2 sont donne´es par les e´quations
(1.82a)–(1.82b) (dans la configuration de profil plat) et (1.83a)–(1.83b) (dans la configu-
ration de chute d’eau) ; en en tirant parti, on obtient les formules suivantes :
kBTH
mc2u
=

1
2
m2u
md
(1− m2u)(m2d − 1)3/2
m2d − m2u
(configuration de profil plat),
1
2
(1− m4u)3/2
(2 + m2u)(1 + 2m2u)
(configuration de chute d’eau).
(1.102)
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Figure 1.12 — Spectre du rayonnement de
Hawking dans la configuration de pic δ. La
courbe rouge (respectivement noire) repre´-
sente le coefficient de transmission |Su,d2|2
(respectivement le spectre de corps gris
ΓnTH) en fonction de (ξu/cu) × ω. Les tra-
ce´s sont effectue´s lorsque mu = 0,5. Dans
ce cas, Γ ' 0,977 et kBTH/(mc2u) ' 0,128.
L’e´cart ||Su,d2(ω)|2 − ΓnTH(ω)| est maximal
en ω = Ω (la` ou` Su,d2 s’annule) et est dans
ce cas voisin de 0,060 [(ξu/cu) × Ω ' 0,369
quand mu = 0,5].
L’expression analytique de la tempe´rature
de Hawking d’un trou noir acoustique en
configuration de pic δ est trop lourde pour
que nous l’e´crivions en son entier. Comme
dans le cas d’un trou muet en configura-
tion de chute d’eau, cette dernie`re ne de´-
pend que du nombre de Mach mu loin en
amont de l’horizon acoustique. Son allure
en fonction de mu est pre´sente´e a` la fi-
gure 1.11 et est mise en comparaison avec
celle que l’on obtient dans une configura-
tion de chute d’eau. En examinant la figure,
on remarque tout d’abord que TH → 0
lorsque mu → 1 ; ce re´sultat est naturel
puisque l’horizon disparaˆıt quand mu tend
vers l’unite´. On constate aussi que TH reste
finie lorsque mu → 0 mais cette limite est
singulie`re dans le sens ou` elle correspond
a` un e´coulement tre`s particulier (et certai-
nement inaccessible) ; par exemple, dans le
cas d’une configuration de chute d’eau, on
montre qu’un e´coulement tel que mu = 0
n’existe que si l’amplitude de la marche
de potentiel est infinie (U0 = ∞) et qu’il
est dans ce cas caracte´rise´ par une den-
site´ nulle (nd = 0) et une vitesse infinie
(md = ∞) en aval de l’horizon. On voit enfin que Γ → 0 quand mu → 0, ce qui signifie
que le trou noir ne rayonne pas d’e´nergie lorsque le fluide est au repos loin en amont de
l’horizon. E´tant donne´es les e´quations (1.101), il ne reste plus qu’a` ve´rifier le degre´ de pre´-
cision de l’approximation de |Su,d2(ω)|2 par la loi thermique ΓnTH(ω) sur toute la feneˆtre
d’e´mission [0,Ω] (comme par exemple les auteurs des re´fe´rences [92] et [93] l’ont fait). Il
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s’ave`re que l’accord est relativement bon, comme le montre la figure 1.12, obtenue dans
le cas d’une configuration de pic δ. On a ve´rifie´ que cette approximation est e´galement
raisonnablement bonne dans le cas des configurations de profil plat et de chute d’eau, ce
qui le´gitime la de´finition d’une tempe´rature de Hawking dans les trois configurations de
trous noirs acoustiques e´tudie´es dans ce chapitre.
On tire des e´quations (1.102) l’ordre de grandeur suivant : kBTH/(mc
2
u) ∼ 0,1, soit,
pour un condensat de Bose–Einstein typique, TH ∼ 10 nK. Il s’ensuit que le signal de Haw-
king doit eˆtre masque´ par le bruit thermique inhe´rent aux expe´riences typiques d’atomes
ultra-froids, dont la tempe´rature (grosso modo donne´e par le potentiel chimique mc2u) est
de l’ordre de 100 nK. C’est la raison pour laquelle les corre´lations de densite´ ont e´te´ pro-
pose´es dans les re´fe´rences [12] et [30] comme des outils permettant d’identifier clairement
l’effet Hawking. L’e´tude des corre´lations a` deux corps des fluctuations quantiques de la
densite´ autour d’horizons acoustiques occupera les pages de la sous-section suivante.
1.2.5 Signal de Hawking a` deux corps dans l’espace re´el
La matrice densite´ a` deux corps connexe est de´finie par
g(2)(x, x′) = 〈Ψˆ†(x, t) Ψˆ†(x′, t) Ψˆ(x, t) Ψˆ(x′, t)〉
− 〈Ψˆ†(x, t) Ψˆ(x, t)〉〈Ψˆ†(x′, t) Ψˆ(x′, t)〉. (1.103)
g(2) ne de´pend pas du temps car l’e´coulement du condensat de Bose–Einstein est station-
naire. Dans l’e´quation (1.103), l’ope´ration 〈·〉 de´signe la moyenne dans l’e´tat fondamental
ou bien, par exemple, dans l’ensemble grand-canonique. Rappelons que g(2) est relie´e aux
corre´lations a` deux points de l’ope´rateur densite´ nˆ(x, t) = Ψˆ†(x, t) Ψˆ(x, t). En effet, tirant
parti de la re`gle de commutation bosonique a` temps e´gaux [Ψˆ(x, t), Ψˆ†(x′, t)] = δ(x− x′),
l’e´quation (1.103) peut eˆtre re´e´crite sous la forme
g(2)(x, x′) = 〈nˆ(x, t) nˆ(x′, t)〉 − 〈nˆ(x, t)〉〈nˆ(x′, t)〉 − δ(x− x′) 〈nˆ(x, t)〉. (1.104)
Le dernier terme dans le membre de droite de l’e´quation (1.104) te´moigne de la non-
pe´ne´trabilite´ re´ciproque des particules du fluide de Bose, conside´re´ comme une « assemble´e
compacte de boules solides » [81].
Dans le cas d’un syste`me a` l’e´quilibre thermique dans l’ensemble grand-canonique, la
densite´ moyenne 〈nˆ(x, t)〉 se calcule comme
n(x) = 〈nˆ(x, t)〉 = Tr
[
nˆ(x, t) e−(Hˆ−µNˆ)/(kBT )
]
Tr
[
e−(Hˆ−µNˆ)/(kBT )
] , (1.105)
ou` Hˆ −µNˆ est le hamiltonien grand-canonique et Nˆ l’ope´rateur qui compte le nombre de
bosons. Si l’on de´rive l’expression (1.105) par rapport au potentiel chimique µ, on obtient
kBT
∂n(x)
∂µ
= 〈nˆ(x, t) Nˆ〉 − 〈nˆ(x, t)〉〈Nˆ〉, (1.106)
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et puisque Nˆ =
∫
R dx
′ nˆ(x′, t), par de´finition meˆme, l’e´quation (1.104) et l’identite´ (1.106)
combine´es conduisent a` la re`gle de somme suivante :∫
R
dx′ g(2)(x, x′) = −n(x) + kBT ∂n(x)
∂µ
. (1.107)
Lorsque le syste`me est homoge`ne (c’est-a`-dire lorsque sa densite´ est uniforme), cette re`gle
de somme est un re´sultat de thermodynamique bien connu [81] ; dans ce cas, on peut en
effet montrer que l’e´quation (1.107) est e´quivalente a` la re`gle de somme de compressibilite´
(dont la de´finition est par exemple donne´e en re´fe´rence [110]). La formule (1.107) est une
ge´ne´ralisation de cette re`gle de somme aux syste`mes inhomoge`nes ; elle a e´te´ utilise´e en
re´fe´rence [8] afin de re´ve´ler la transition d’un gaz de Bose du re´gime de gaz parfait vers
le re´gime de quasi-condensation et en re´fe´rence [139] afin de proposer une thermome´trie
universelle pour les simulations quantiques. La ve´rification de la re`gle de somme (1.107)
dans le cadre de la the´orie de Bogoliubov des fluctuations est gage de la validite´ de cette
the´orie et donc de la pertinence de sa mise en œuvre dans le cadre de notre e´tude de
trous noirs artificiels dans les condensats unidimensionnels. Dans cette sous-section, nous
calculerons les contributions dominantes au corre´lateur g(2) et expliquerons comment nous
en avons tire´ parti pour montrer que la re`gle de somme (1.107) a` tempe´rature nulle est
en effet ve´rifie´e lorsque x/ξu → −∞ ou x/ξd → +∞ (c’est-a`-dire lorsque x est loin de
l’horizon a` l’exte´rieur ou l’inte´rieur du trou muet, respectivement).
Utilisant la de´composition de Bogoliubov (1.44), on obtient a` l’ordre dominant
g(2)(x, x′) = Ψ(x) Ψ∗(x′) 〈ψˆ†(x, t) ψˆ(x′, t)〉+ Ψ(x) Ψ(x′) 〈ψˆ†(x, t) ψˆ†(x′, t)〉+ c.c., (1.108)
ou` Ψ(x) =
√
nα exp(ikαx)φα(x) est la fonction d’onde du condensat et ψˆ(x, t) le champ
quantique qui de´crit les fluctuations autour du parame`tre d’ordre. On rappelle que α = u
lorsque x < 0 et α = d quand x > 0. La fonction φu(x) vaut 1 dans la configuration de
profil plat et est donne´e par l’e´quation (1.52) dans les configurations de pic δ et de chute
d’eau ; φd(x) est quant a` elle donne´e par l’e´quation (1.48). Tirant parti de la de´composition
(1.87), on montre (comme en re´fe´rence [117]) que l’e´quation (1.108) peut se re´e´crire sous
la forme
g(2)(x, x′) =
√
nαnβ
∫ ∞
0
dω
2pi
γ(x, x′, ω), (1.109)
ou` α =
(
u
d
)
si x ≶ 0 et β =
(
u
d
)
si x′ ≶ 0, et ou` la fonction γ(x, x′, ω) peut eˆtre exprime´e
comme la somme d’une contribution γ0(x, x
′, ω) non-nulle au ze´ro absolu [c’est-a`-dire dans
le cas ou` nL(ω) = 〈aˆ†L(ω) aˆL(ω)〉 = 0] et d’une contribution « thermique » γT (x, x′, ω) qui
s’annule a` tempe´rature nulle,
γ(x, x′, ω) = γ0(x, x′, ω) + γT (x, x′, ω), (1.110)
en conse´quence de quoi
g(2)(x, x′) = g(2)0 (x, x
′) + g(2)T (x, x
′), (1.111a)
ou` g
(2)
0,T (x, x
′) =
√
nαnβ
∫ ∞
0
dω
2pi
γ0,T (x, x
′, ω). (1.111b)
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De´finissant u˜L(x, ω) = φ
∗
α(x)uL(x, ω), w˜L(x, ω) = φα(x)wL(x, ω) et r˜L(x, ω) = u˜L(x, ω)+
w˜L(x, ω), on montre que
γ0(x, x
′, ω) =
∑
L∈{U,D1}
w˜L(x, ω) r˜
∗
L(x
′, ω)
+ Θ(Ω− ω) u˜D2(x, ω) r˜∗D2(x′, ω) + c.c. (1.112a)
et γT (x, x
′, ω) =
∑
L∈{U,D1}
r˜L(x, ω) r˜
∗
L(x
′, ω)nL(ω)
+ Θ(Ω− ω) r˜D2(x, ω) r˜∗D2(x′, ω)nD2(ω) + c.c. (1.112b)
Dans ce qui suit, au lieu de calculer le corre´lateur g(2), il nous arrivera d’e´tablir les
re´sultats pour la fonction de corre´lation adimensionne´e G(2) de´finie par
G(2)(x, x′) =
g(2)(x, x′)
〈Ψˆ†(x, t) Ψˆ(x, t)〉〈Ψˆ†(x′, t) Ψˆ(x′, t)〉 , (1.113)
qui, loin de l’horizon acoustique et dans le cadre de la the´orie de Bogoliubov des excitations
e´le´mentaires, se re´duit a` G(2)(x, x′) = g(2)(x, x′)/(nαnβ), ou` g(2) est dans ce cas donne´e
par (1.108) et de´termine´e a` l’aide des e´quations (1.111a)–(1.111b) et (1.112a)–(1.112b).
Avant que nous nous attaquions a` la de´termination analytique de g
(2)
0 (x, x
′) 14 dans le
cas ou` l’e´coulement du condensat pre´sente un horizon acoustique, il est important (comme
nous le verrons ensuite) de rappeler le re´sultat obtenu en l’absence d’horizon dans le cas
ou` le condensat unidimensionnel est uniforme (de densite´ nu = cste) et se de´place de la
gauche vers la droite a` vitesse constante Vu < cu. En l’absence de trou noir, l’e´quation
(1.112a) devient 15
γ0(x, x
′, ω) =
∑
`∈{u|in,u|out}
w˜`(x, ω) r˜
∗
` (x
′, ω) + c.c. (1.114)
=
∑
`∈{u|in,u|out}
1
2|Vg(Q`)|
(
Q2`
2|E`| − 1
)
eiQ`(x−x
′)/ξu + c.c., (1.115)
et alors
G
(2)
0 (x, x
′) =
1
nu
∫ ∞
0
dω
2pi
γ0(x, x
′, ω) =
1
ξunu
F
(
x− x′
ξu
)
, (1.116)
ou`
F (z) = − 1
piz
∫ ∞
0
dt
sin(2z t)
(t2 + 1)3/2
= I1(2|z|)− L−1(2z). (1.117)
14. Nous focaliserons notre attention sur le calcul des corre´lations a` tempe´rature nulle mais l’interpre´ta-
tion physique des re´sultats que nous pre´senterons bientoˆt ne change pas lorsque les effets de tempe´rature
finie sont pris en compte (bien que les calculs soient dans ce cas plus longs a` mettre en œuvre).
15. Dans ce cas, les modes de Bogoliubov mis en jeu sont identiques aux modes u|in et u|out identifie´s
en sous-section 1.2.3 et la matrice de diffusion est l’identite´ d’ordre 2 : S(ω) = diag(1, 1).
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Figure 1.13 — Fonction de corre´lation ξunuG
(2)
0 (x, x
′) telle que donne´e par les e´quations
(1.116) et (1.117). Dans un quasi-condensat unidimensionnel homoge`ne au ze´ro absolu, les
corre´lations a` deux points des fluctuations quantiques de la densite´ sont de courte porte´e :
G
(2)
0 (x, x
′) devient ne´gligeable lorsque la distance |x − x′| se´parant deux fluctuations de
densite´ devient typiquement plus grande que ξu.
C’est le re´sultat escompte´ pour un condensat de Bose–Einstein quasi-unidimensionnel
(cf., par exemple, [35] et les re´fe´rences qui y sont cite´es) : ξunuG
(2)
0 (x, x
′) est une fonction
universel de (x−x′)/ξu qui peut s’exprimer en termes de la fonction de Bessel modifie´e de
premie`re espe`ce I1 et de la fonction de Struve modifie´e L−1 ; en particulier, ξunuG
(2)
0 (x, x
′ =
x) = F (0) = −2/pi [47]. La figure 1.13 donne une repre´sentation graphique de la fonction
spe´ciale F . Notons finalement que
∫
R dz F (z) = −1. Ceci me`ne a`∫
R
dx′ g(2)0 (x, x
′) = −nu, (1.118)
formule qui concorde parfaitement avec la re`gle de somme (1.107) lorsque T = 0. Dans les
configurations de trous noirs acoustiques e´tudie´es dans ce chapitre, le signal de corre´lation
principal est similaire au signal de courte porte´e dont la repre´sentation graphique est
donne´e a` la figure 1.13. Ne´anmoins, nous allons voir que (i) son allure est le´ge`rement
modifie´e en pre´sence d’un horizon acoustique et qu’en paralle`le (ii) de nouveaux signaux
de corre´lation a` longue porte´e apparaissent ; ces derniers s’interpre`tent comme re´sultant
de l’e´mission de phonons corre´le´s [12, 30].
Dans ce paragraphe, nous e´tablissons les formules donnant les corre´lations a` deux corps
des fluctuations quantiques de la densite´ au ze´ro absolu lorsque l’e´coulement du condensat
pre´sente un horizon acoustique. Par mesure de simplicite´, nous ne conside´rons que le cas
ou` x et x′ sont loin de l’horizon : ceci permet (i) de ne pas tenir compte des contributions
e´vanescentes aux e´quations (1.77a)–(1.79b) et (ii) d’e´viter de traiter la de´pendance en
position de la densite´ moyenne dans les configurations de pic δ et de chute d’eau. Ces
re´sultats ont de´ja` e´te´ en partie obtenus en re´fe´rence [117] (quand x et x′ sont loin l’un de
l’autre) ; dans ce chapitre, nous ge´ne´ralisons les re´sultats de la re´fe´rence [117] aux cas ou`
x, x′  −ξu (x et x′ sont loin a` l’exte´rieur du trou noir), x −ξu et x′  ξd (x et x′ sont
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loin a` l’exte´rieur et a` l’inte´rieur du trou noir, respectivement), x ξd et x′  −ξu (x et
x′ sont loin a` l’inte´rieur et a` l’exte´rieur du trou noir, respectivement), puis x, x′  ξd (x
et x′ sont loin a` l’inte´rieur du trou noir). Nous ne donnons ici que les contributions les
plus importantes a` γ0, c’est-a`-dire celles dont l’amplitude est la plus grande et utiles a` la
ve´rification de la re`gle de somme (1.107) lorsque T = 0 et quand x est loin de l’horizon
a` l’exte´rieur ou a` l’inte´rieur du trou muet. Notons qu’une approche similaire a de´ja` e´te´
de´veloppe´e en re´fe´rence [24] pour e´tudier les fluctuations de la phase dans un syste`me
analogue, avec une description des processus de diffusion cependant moins e´labore´e que
celle pre´sente´e en sous-section 1.2.3. Afin de rendre les formules compactes, on introduit
les notations U˜`, W˜` et R˜` de´finies par(
u˜`(x, ω)
w˜`(x, ω)
)
=
(
U˜`(x, ω)
W˜`(x, ω)
)
eiq`x et R˜` = U˜` + W˜`, (1.119)
ou`, rappelons-le, u˜`(x, ω) = φ
∗
α(x)u`(x, ω) et w˜`(x, ω) = φα(x)w`(x, ω).
• x/ξu → −∞ et x′/ξu → −∞ (x et x′ sont loin de l’horizon a` l’exte´rieur du
trou noir acoustique).— On conside`re tout d’abord le cas ou` x et x′ sont tous les
deux loin de l’horizon dans la re´gion subsonique, c’est-a`-dire loin a` l’exte´rieur du trou noir
acoustique. Utilisant les e´quations (1.77a)–(1.79b), on obtient
γ0(x, x
′, ω) = W˜u|in R˜∗u|in eiqu|in(x−x
′)
+ W˜u|out R˜∗u|out eiqu|out(x−x
′)
+ Θ(Ω− ω) |Su,d2|2 |R˜u|out|2 eiqu|out(x−x′)
+ c.c. (1.120)
Le terme proportionnel au coefficient de transmission |Su,d2|2 disparaˆıt en l’absence de
trou noir. Dans ce cas, (1.120) est e´quivalente a` l’e´quation (1.114), on retrouve le profil
de corre´lation (1.116) en l’absence d’horizon acoustique et l’e´quation (1.120) suffit a` la
ve´rification de la re`gle de somme (1.118). En pre´sence d’un horizon, le terme proportionnel
a` |Su,d2|2 n’est pas nul, ce qui signifie que les corre´lations a` deux points au voisinage de la
diagonale (x′ = x) sont modifie´es par l’existence du trou noir acoustique, a` l’instar de ce
qu’obtiennent les auteurs des re´fe´rences [28] et [45] dans des ensembles non-standards de
matrices ale´atoires. A` x/ξu → −∞ fixe´, (1.120) seule ne permet pas d’e´tablir la re`gle de
somme
∫
R dx
′ g(2)(x, x′) = −nu a` T = 0 et nous devrons prendre en compte les corre´lations
non-locales (1.121) entre deux quasi-particules de Hawking pour que cette re`gle de somme
de normalisation soit ve´rifie´e, comme ce qui a e´te´ sugge´re´ en re´fe´rence [45].
• (x/ξu → −∞ et x′/ξd → +∞) ou (x/ξd → +∞ et x′/ξu → −∞) [x et x′ sont
loin de l’horizon a` l’exte´rieur (ou l’inte´rieur) et l’inte´rieur (ou l’exte´rieur) du
trou noir acoustique, respectivement].— Dans le cas ou` x (respectivement x′) est
loin de l’horizon acoustique dans la re´gion subsonique (respectivement supersonique), on
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obtient
γ0(x, x
′, ω) = Θ(Ω− ω)Su,d2 S∗d1,d2 R˜u|out R˜∗d1|out ei(qu|outx−qd1|outx
′)
+ Θ(Ω− ω)Su,d2 S∗d2,d2 R˜u|out R˜∗d2|out ei(qu|outx−qd2|outx
′)
+ c.c. (1.121)
Si maintenant x repe`re une ondulation de densite´ situe´e en profondeur dans le trou noir
et que x′ en repe`re une localise´e loin en amont de l’horizon dans la re´gion subsonique, il
suffit d’e´changer les roˆles joue´s par x et x′ dans la formule (1.121).
• x/ξd → +∞ et x′/ξd → +∞ (x et x′ sont loin de l’horizon a` l’inte´rieur du
trou noir acoustique).— Ici, x et x′ sont tous les deux loin en aval de l’horizon dans la
re´gion supersonique (c’est-a`-dire a` l’inte´rieur du trou noir acoustique). Les contributions
dominantes a` γ0 peuvent eˆtre se´pare´es en un bloc diagonal (qui ne de´pend que de la
diffe´rence x− x′) et un bloc non-diagonal. La partie diagonale s’e´crit
γdiag0 (x, x
′, ω) = W˜d1|in R˜∗d1|in eiqd1|in(x−x
′)
+ W˜d1|out R˜∗d1|out eiqd1|out(x−x
′)
+ Θ(Ω− ω) U˜d2|in R˜∗d2|in eiqd2|in(x−x
′)
+ Θ(Ω− ω) U˜d2|out R˜∗d2|out eiqd2|out(x−x
′)
+ Θ(Ω− ω) |Sd1,d2|2 |R˜d1|out|2 eiqd1|out(x−x′)
+ Θ(Ω− ω) (|Sd2,u|2 + |Sd2,d1|2) |R˜d2|out|2 eiqd2|out(x−x′)
+ c.c. (1.122)
En l’absence de trou noir, les termes proportionnels a` |Sd1,d2|2 et a` |Sd2,u|2 + |Sd2,d1|2
disparaissent de l’e´quation (1.122) et alors on retrouve le signal de corre´lation diagonal
du quasi-condensat : g
(2)
0 (x, x
′) = (nd/ξd)×F [(x−x′)/ξd], ou` F est de´finie par (1.117). La
partie non-diagonale est seulement pre´sente si un horizon existe et contribue a` γ0 lorsque
ω < Ω ; elle s’e´crit
γnon-diag0 (x, x
′, ω) = Θ(Ω− ω)Sd1,d2 S∗d2,d2 R˜d1|out R˜∗d2|out ei(qd1|outx−qd2|outx
′)
+ (x←→ x′)
+ c.c. (1.123)
Les formules (1.120), (1.121) et (1.122)–(1.123) permettent de de´terminer g
(2)
0 (x, x
′) (lorsque
x et x′ sont loin de l’horizon) via l’e´quation (1.111b). L’inte´gration sur ω ∈ R+ est effec-
tue´e nume´riquement. Les re´sultats obtenus pour les configurations de pic δ et de chute
d’eau sont pre´sente´s a` la figure 1.14. Sur chaque figure, on remarquera que les corre´lations
ne sont trace´es que dans le cas ou` les modules |x| et |x′| sont plus grands que quelques
longueurs de corre´lation car les formules (1.120)–(1.123) ne sont valables que dans les
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0
0,002
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Figure 1.14 — Fonction de corre´lation densite´/densite´ ξunuG
(2)
0 (x, x
′) dans des configu-
rations de pic δ (a` gauche) et de chute d’eau (a` droite) caracte´rise´es par un nombre de
Mach mu = 0,5. L’aire grise´e autour des axes du repe`re {x, x′} correspond a` un domaine
ou` les valeurs absolues |x| ou |x′| sont plus petites que 10 ξu. Le corre´lateur ξunuG(2)0 (x, x′)
est seulement calcule´ lorsque |x|, |x′| > 10 ξu, c’est-a`-dire dans des re´gions asymptotiques
ou` les formules (1.120)–(1.123) donnant γ0 sont applicables. Les lignes en pointille´s cor-
respondent aux signaux de corre´lation non-locaux qui s’interpre`tent comme re´sultant de
la corre´lation de deux phonons de Hawking (voir le texte).
limites |x|, |x′|  ξα (α = u, d). Sur ces figures, on trace e´galement les lignes correspon-
dant a` l’interpre´tation heuristique de l’effet Hawking en termes de phonons corre´le´s fuyant
l’horizon (relire l’introduction 1.2.1 et les re´fe´rences [12] et [30]) ; ce qui est frappant, c’est
que ces lignes dirigent parfaitement les signaux non-diagonaux les plus prononce´s de la
matrice densite´ a` deux corps. . . Dans les re´gions subsonique et supersonique (c’est-a`-dire,
respectivement, a` l’exte´rieur et a` l’inte´rieur du trou noir), des phonons sont e´mis en per-
manence, et ceux qui fuient l’horizon acoustique correspondent aux modes u|out, d1|out
et d2|out identifie´s en sous-section 1.2.3. Au bout d’un temps t apre`s leur e´mission, ces
phonons se situent respectivement en xu|out(t) = (Vu−cu) t < 0, xd1|out(t) = (Vd+cd) t > 0
et xd2|out(t) = (Vd − cd) t > 0 (ces lois horaires du mouvement sont valables dans des li-
mites de grandes longueurs d’onde et de faibles e´nergies, la` ou` les relations de dispersion
de Bogoliubov sont line´aires et donc la` ou` les excitations du condensat sont essentielle-
ment des phonons). A` supposer que l’ide´e de Hawking — selon laquelle ces modes de
grandes longueurs d’onde e´mis de part et d’autre de l’horizon sont corre´le´s — soit juste,
l’allure de n’importe quelle fonction de corre´lation a` deux corps [telle que la matrice den-
site´ g(2)(x, x′)] devrait eˆtre caracte´rise´e par des signaux non-locaux aligne´s dans le plan
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{x, x′} le long des droites de pentes
x′
x
∣∣∣∣
(u−d1)
=
xu|out(t)
xd1|out(t)
=
Vu − cu
Vd + cd
< 0 ou
xd1|out(t)
xu|out(t)
=
Vd + cd
Vu − cu < 0,
x′
x
∣∣∣∣
(u−d2)
=
xu|out(t)
xd2|out(t)
=
Vu − cu
Vd − cd < 0 ou
xd2|out(t)
xu|out(t)
=
Vd − cd
Vu − cu < 0,
x′
x
∣∣∣∣
(d1−d2)
=
xd1|out(t)
xd2|out(t)
=
Vd + cd
Vd − cd > 0 ou
xd2|out(t)
xd1|out(t)
=
Vd − cd
Vd + cd
> 0.
(1.124)
C’est exactement ce que l’on constate en examinant la figure 1.14. Notons enfin que les
re´sultats pre´sente´s ici sont tre`s similaires a` ceux que les auteurs des re´fe´rences [12], [30]
et [117] obtiennent dans le cas de la configuration de profil plat, ce qui le´gitime l’emploi
des corre´lations a` deux points des fluctuations quantiques de la densite´ comme un outil
permettant d’identifier le rayonnement de Hawking (a` deux corps) dans les configurations
re´alistes de pic δ et de chute d’eau e´tudie´es dans ce chapitre.
Sur chacun des graphiques de la figure 1.14, on voit que le signal dominant correspond
aux anticorre´lations le long de la diagonale (x′ = x). En pre´sence d’un horizon, ce signal
est le pendant des corre´lations de densite´ locales typiquement observe´es dans un quasi-
condensat de Bose homoge`ne (cf. figure 1.13). Ne´anmoins, l’existence du trou noir fait
que son allure diffe`re le´ge`rement de celle observe´e dans le cas ou` l’horizon n’est pas
pre´sent [on relira la discussion qui fait imme´diatement suite a` l’e´quation (1.120)]. Les
changements de comportement du signal diagonal sont dus a` la pre´sence des signaux
non-locaux, ne´cessaires a` la ve´rification de la re`gle de somme
∫
R
dx′ g(2)0 (x, x
′) =
{
−nu (x/ξu → −∞),
−nd (x/ξd → +∞),
(1.125)
qui n’est rien d’autre que l’e´quation (1.107) lorsque T = 0 et quand x est loin de l’horizon a`
l’exte´rieur (x/ξu → −∞) ou a` l’inte´rieur (x/ξd → +∞) du trou muet [on trouvera ci-apre`s
une de´monstration sommaire mais suffisante des e´quations (1.125)]. Remarquons qu’il est
possible de comprendre diffe´remment les conclusions de la re´fe´rence [45] et argumenter (i)
qu’en pre´sence d’un trou noir, les nouveaux signaux de corre´lation qui apparaissent cor-
respondent a` des corre´lations de densite´ non-locales simplement comprises comme e´tant le
produit de l’e´mission de phonons corre´le´s fuyant l’horizon acoustique et (ii) qu’a` cause de
la re`gle de somme (1.125), conside´re´e comme universelle, ces corre´lations a` longue porte´e
doivent eˆtre associe´es a` des modifications du comportement a` courte porte´e de la matrice
densite´ a` deux corps connexe. Ne´anmoins, expe´rimentalement parlant, ces modifications
locales ne sont pas d’une importance capitale car elles sont masque´es par le bruit ther-
mique. Au contraire, les signaux non-diagonaux constituent des signatures efficaces du
rayonnement de Hawking car ils sont clairement distinguables du bruit de fond thermique
(les auteurs de la re´fe´rence [117] ont en effet montre´ que leur amplitude est accrue a`
tempe´rature finie).
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De´monstration de la re`gle de somme de normalisation (1.125)
Nous de´montrons ici que l’approche de Bogoliubov base´e sur la de´composition (1.87)
permet de ve´rifier les e´quations (1.125) qui correspondent a` la re`gle de somme (1.107)
lorsque T = 0 et lorsque x est loin en amont ou en aval de l’horizon acoustique, c’est-a`-
dire quand x est loin de l’horizon a` l’exte´rieur ou a` l’inte´rieur du trou noir, respectivement.
A` x fixe´ [loin de l’horizon dans la re´gion subsonique (x  −ξu) ou dans la re´gion
supersonique (x  ξd)], les termes qui contribuent a` l’e´valuation de γ0(x, x′, ω) dans les
e´quations (1.120), (1.121) et (1.122)–(1.123) sont essentiellement nuls partout sauf dans
les re´gions asymptotiques ou` x′  −ξu ou x′  ξd. Par voie de conse´quence, le domaine
de de´finition de la variable x′ dans les formules analytiques (1.120)–(1.123) peut eˆtre
e´tendu a` tout l’axe re´el sans que cela introduise des erreurs dramatiques dans le calcul de
l’inte´grale de γ0(x, x
′, ω) sur x′ ∈ R. Puisque les amplitudes de Bogoliubov U˜` et W˜` ne
de´pendent pas de la position en aval et loin en amont de l’horizon acoustique, on voit que
l’inte´gration de γ0(x, x
′, ω) sur x′ e´quivaut a` l’e´valuation de l’inte´grale suivante :∫
R
dx′ e−iq`(ω)x
′
=
{
0 (` ∈ {d1|in, d2|in}),
|Vg[q`(0)]| δ(ω) (` ∈ {u|in, u|out, d1|out, d2|out}),
(1.126)
ou` on a tire´ parti du fait que les nombres d’onde q`(ω) s’annulent en ω = 0 sauf lorsque
` = d1|in ou ` = d2|in.
Utilisant (1.120) et (1.126), on obtient
lim
x/ξu→−∞
∫
R−
dx′ nu
∫ ∞
0
dω
2pi
γ0(x, x
′, ω) = −nu + nu
2
|fu,d2|2
1− mu , (1.127)
et avec (1.121),
lim
x/ξu→−∞
∫
R+
dx′
√
nund
∫ ∞
0
dω
2pi
γ0(x, x
′, ω)
=
nu
2
√
cu
cd
nd
nu
Re
[
f ∗u,d2
1− mu (fd1,d2 + fd2,d2)
]
. (1.128)
Combinant (1.127) et (1.128), on trouve finalement
lim
x/ξu→−∞
∫
R
dx′ g(2)0 (x, x
′) = −nu + nu
2
√
cu
cd
nd
nu
Re
(
f ∗u,d2
1− mu F
)
, (1.129)
ou`
F =
√
cd
cu
nu
nd
fu,d2 + fd1,d2 + fd2,d2. (1.130)
A` la lumie`re des e´quations (1.121) et (1.122)–(1.123), on montre de meˆme que
lim
x/ξd→+∞
∫
R
dx′ g(2)0 (x, x
′) = −nd + nd
2
(
cu
cd
)2
Re
[(
f ∗d1,d2
md + 1
+
f ∗d2,d2
md − 1
)
F
]
. (1.131)
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En utilisant l’expression analytique des coefficients complexes fu,d2, fd1,d2 et fd2,d2 [de´finis
par Si,d2(εu → 0+) = fi,d2/√εu+O(√εu), ∀i ∈ {u, d1, d2}], on montre (modulo de lourdes
manipulations alge´briques) que F [cf. e´quation (1.130)] est rigoureusement nul dans les
trois configurations de trous muets e´tudie´es dans ce chapitre (profil plat, pic δ et chute
d’eau), ce qui me`ne 16 aux e´quations (1.125) :
lim
x/ξu→−∞
∫
R
dx′ g(2)0 (x, x
′) = −nu et lim
x/ξd→+∞
∫
R
dx′ g(2)0 (x, x
′) = −nd. (1.132)
1.2.6 Signal de Hawking a` deux corps dans l’espace des impul-
sions
Dans la sous-section pre´ce´dente, nous avons montre´ que l’occurrence de l’analogue du
rayonnement de Hawking dans l’e´coulement d’un quasi-condensat de Bose–Einstein unidi-
mensionnel en configuration de trou noir acoustique peut eˆtre mise en e´vidence en e´tudiant
les corre´lations dans l’espace re´el des fluctuations quantiques de la densite´ du fluide de
part et d’autre de l’horizon. Comme dans la configuration de profil plat [12, 30, 117],
les signaux non-diagonaux de la matrice densite´ a` deux corps connexe g(2)(x, x′) dans
les configurations inhomoge`nes de pic δ et de chute d’eau (voir figure 1.14) introduites
pre´ce´demment (cf. sous-section 1.2.2) sont re´ve´lateurs de l’effet Hawking dans ces mo-
de`les de trous muets car ils sont le fruit de l’e´mission de deux fluctuations quantiques
corre´le´es fuyant l’horizon acoustique, l’une s’e´chappant du trou noir et emportant avec
elle de l’e´nergie, l’autre s’y engouffrant sans retour possible en direction de l’exte´rieur du
trou muet. Si nous nous sommes restreints a` ne traiter que le cas de tempe´rature nulle,
c’est — outre le fait que le traitement des effets thermiques soit calculatoirement plus
complique´ — parce que l’interpre´tation qualitative (a` partir de re´sultats quantitatifs) des
signatures non-locales de g(2) en termes de phonons de Hawking corre´le´s n’est en rien
alte´re´e par la prise en compte des effets dus a` la tempe´rature. Dans le cadre d’une e´tude
seulement quantitative (et a` vise´e expe´rimentale) de l’effet Hawking, le traitement du cas
ou` la tempe´rature du syste`me est non-nulle a pour le coup un inte´reˆt non-ne´gligeable ;
en effet, on montre que l’amplitude des corre´lations non-diagonales est accrue dans une
configuration ou` les effets thermiques sont pre´sents [117].
Dans un condensat de Bose–Einstein, les corre´lations a` deux corps dans l’espace des
impulsions sont tout aussi de´tectables que les corre´lations de la densite´ dans l’espace des
positions. C’est en mesurant les corre´lations dans l’espace des moments que les auteurs de
la re´fe´rence [61] ont mis en e´vidence l’analogue de l’effet Casimir dynamique [96, 46, 36, 99]
dans un condensat d’atomes d’he´lium me´tastable module´ en densite´ via une modulation
de la fre´quence du potentiel de pie´geage. Si la re´alisation d’une configuration de trou noir
acoustique e´tait possible dans un tel syste`me, il est e´vident que la piste a` emprunter pour
de´montrer l’existence du rayonnement de Hawking dans les condensats de Bose–Einstein
16. On peut aussi tirer parti des expressions analytiques (1.82a)–(1.83g) (valables dans les configurations
de profil plat et de chute d’eau) et de leurs e´quivalents dans le cas de la configuration de pic δ pour montrer
que le second terme dans le membre de droite des e´quations (1.129) et (1.131) vaut ze´ro.
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consisterait a` mesurer les corre´lations de paires de part et d’autre de l’horizon acoustique
dans l’espace des impulsions.
Dans cette sous-section, nous pre´sentons des re´sultats pre´liminaires de´duits d’une
e´tude des corre´lations en impulsion dans un quasi-condensat atomique unidimensionnel
en configuration de trou noir acoustique. Nous avons traite´ les fluctuations quantiques du
gaz sur la base des re´sultats pre´sente´s en sous-section 1.2.3 (c’est-a`-dire dans le cadre de la
the´orie de Bogoliubov des excitations e´le´mentaires et en termes d’une matrice de diffusion)
et avons calcule´ les corre´lations dans l’espace des moments d’une manie`re ressemblant aux
de´marches expose´es en sous-section 1.2.5. Nous avons traite´ le cas de tempe´rature nulle
tout autant que celui de tempe´rature finie. J’ai ici choisi de ne faire qu’une description
qualitative de nos re´sultats analytiques car notre e´tude souffre encore de quelques limita-
tions. En particulier, nous ne sommes pas encore en mesure d’affirmer que notre analyse
de Fourier (voir ci-apre`s) permet d’avoir acce`s a` la totalite´ de la fonction de corre´la-
tion expe´rimentalement espe´re´e dans une configuration de trou muet unidimensionnelle ;
d’autre part, des divergences infrarouges demeurent, meˆme si l’on sait qu’elles sont lie´es
a` notre description qui suppose l’existence d’une phase condense´e, interdite en dimension
un (relire l’introduction de la sous-section 1.2.3 et/ou consulter l’Annexe) ; enfin, notre
analyse ne tient pas compte des excitations transverses dans le condensat mais il n’est
pas dit qu’on puisse sonder expe´rimentalement des re´gimes dans lesquels elles ne jouent
aucun roˆle.
On conside`re que le corre´lateur d’inte´reˆt s’e´crit
χ(2)(k, k′) = 〈Nˆ(k, t) Nˆ(k′, t)〉 − 〈Nˆ(k, t)〉〈Nˆ(k′, t)〉, (1.133)
ou` l’ope´rateur (dans la repre´sentation de Heisenberg)
Nˆ(k, t) = Ψˆ†(k, t) Ψˆ(k, t) (1.134)
compte le nombre de bosons occupant l’e´tat d’impulsion ~ k ≶ 0. Dans l’e´quation (1.133),
l’ope´ration 〈·〉 de´signe la moyenne sur le vide de l’espace de Fock construit a` partir des
ope´rateurs aˆ†U(ω), aˆ
†
D1(ω) et aˆ
†
D2(ω) cre´ant des quasi-particules d’e´nergie ~ω > 0 dans les
modes de diffusion U , D1 et D2 (voir sous-section 1.2.3). Dans l’e´quation (1.134), Ψˆ(k, t)
est une transforme´e de Fourier locale du champ bosonique Ψˆ(x, t), construite pour ne
se´lectionner que les modes ` de vitesse de groupe Vg(q`) ne´gative (respectivement positive)
loin en amont (respectivement loin en aval) de l’horizon acoustique. Ceci permet
– d’e´tudier les corre´lations en impulsion entre les modes re´els u|out (qui est le seul
mode de vitesse de groupe ne´gative dans la re´gion subsonique), d1|out et d2|out (qui
sont les seuls modes de vitesse de groupe positive dans la re´gion supersonique) (voir
figures 1.9 et/ou 1.15),
– de faire fi des modes e´vanescents u|eva et d|eva puisque ces derniers ne contribuent
pas aux modulations de densite´ loin en amont ou loin en aval de l’horizon,
– de ne pas tenir compte de la de´pendance en position du profil de densite´ en amont
de l’horizon dans les configurations de pic δ et de chute d’eau puisque la densite´
d’un condensat dans ces configurations est homoge`ne loin a` l’exte´rieur du trou muet
(cf. figures 1.5 et 1.6).
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E´coulement subsonique E´coulement supersonique
k ou k′ k′ ou k
Corre´lation de paires
χ(2)(k, k′) = ?
qu|out
qd1|out
qd2|out
Figure 1.15 — Selon l’ide´e de Hawking, deux fluctuations quantiques e´mises de part
et d’autre de l’horizon acoustique (l’une s’e´chappant du trou muet, l’autre s’engouffrant
dans le trou noir acoustique) doivent eˆtre corre´le´es. Dans les configurations de trous noirs
e´tudie´es dans ce chapitre, on a note´ u|out, d1|out et d2|out les ondes de Bogoliubov non-
e´vanescentes qui fuient l’horizon acoustique (voir figure 1.9). Leurs corre´lations (u− d1),
(u − d2) et (d1 − d2) [cf. e´quations (1.135a)–(1.135c)] e´mergent sous forme de signaux
non-diagonaux (k′ 6= k) et non-antidiagonaux (k′ 6= −k) dans le trace´ des fonctions de
corre´lation a` deux corps dans l’espace des impulsions [rappelant les signaux de Hawking
non-diagonaux (x′ 6= x) observe´s dans l’espace des positions, cf. sous-section 1.2.5].
Si la vitesse de groupe Vg(q`) d’une onde e´mise dans la re´gion subsonique est ne´gative,
alors cette onde ne peut qu’emprunter le canal de diffusion ` = u|out ; si celle-ci est e´mise
dans la re´gion supersonique avec une vitesse de groupe Vg(q`) positive, alors elle ne peut
que correspondre a` l’onde ` = d1|out ou l’onde ` = d2|out (cf. figure 1.15). De notre choix
de transforme´e de Fourier (voir ci-avant), il re´sulte que la fonction de corre´lation χ(2) doit
eˆtre nulle partout sauf le long des courbes d’e´quations parame´triques{
k = qu|out(ω) < 0 ou k = qd1|out(ω) > 0
k′ = qd1|out(ω) > 0 ou k′ = qu|out(ω) < 0
, (1.135a){
k = qu|out(ω) < 0 ou k = qd2|out(ω) > 0
k′ = qd2|out(ω) > 0 ou k′ = qu|out(ω) < 0
(1.135b)
et
{
k = qd1|out(ω) > 0 ou k = qd2|out(ω) > 0
k′ = qd2|out(ω) > 0 ou k′ = qd1|out(ω) > 0
, (1.135c)
ou` ω > 0 est la pulsation des excitations e´le´mentaires du condensat. Lorsque ω > Ω [ou`
la pulsation Ω est de´finie par les e´quations (1.67a) et (1.67b)], on rappelle que l’onde
d2|in disparaˆıt (le mode de diffusion D2 disparaˆıt alors lui aussi car il est initie´ par d2|in)
et que le mode re´el d2|out est remplace´ par le mode e´vanescent d|eva (cf. figure 1.10).
Il s’ensuit que les lignes de corre´lation (u − d2) [cf. e´quation (1.135b)] et (d1 − d2) [cf.
e´quation (1.135c)] dans le plan {k, k′} doivent eˆtre de longueur finie, s’arreˆtant a` partir
du moment ou` ω = Ω, c’est-a`-dire a` l’e´nergie pour laquelle qd2|out(ω) atteint son maximum
(1.67b) (voir figure 1.9). C’est ce que l’on constate en examinant la figure 1.16 ; celle-ci
donne l’allure qu’aurait la fonction de corre´lation (1.133) si un quasi-condensat de Bose
unidimensionnel e´tait en configuration de chute d’eau (il est tre`s facile d’obtenir le meˆme
genre de graphique dans les configurations de profil plat et de pic δ mais, par souci de
concision, nous feront l’e´conomie de leur pre´sentation dans ce manuscrit).
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|qu|out(ω)|
max
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qd2|out(ω)
u|out
ω vs q
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d1|out
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0
ω vs q
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Supersonique
q∗
max
ω∈[0,Ω]
qd2|out(ω) = q∗
max
ω∈[0,Ω]
qd1|out(ω)
Ω
Figure 1.16 — Allure de la fonction de corre´lation (1.133) dans une configuration de
chute d’eau telle que mu = Vu/cu = 0,75. Les corre´lations sont nulles partout sauf le long
des lignes bleues [corre´lations (u − d1)], rouges [corre´lations (u − d2)] et oranges [corre´-
lations (d1− d2)]. Ces lignes sont re´ve´latrices de l’effet Hawking dans cette configuration
de trou muet. Les courbes rouges et oranges mettent en jeu le mode de norme ne´gative
d2|out : elles sont donc borne´es dans le plan {k, k′} car qd2|out ∈ [0, q∗], ou` q∗ est de´fini
par (1.67b).
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1.2.7 Conclusion
Dans cette longue section, nous avons e´tudie´ trois configurations de trous muets (confi-
gurations de profil plat, de pic δ et de chute d’eau) dans l’e´coulement d’un quasi-condensat
de Bose–Einstein unidimensionnel et avons donne´ dans chaque cas une description ana-
lytique comple`te des solutions de champ moyen et des fluctuations quantiques associe´es,
ce qui nous a permis d’effectuer une analyse de´taille´e de l’analogue du rayonnement de
Hawking (a` un et deux corps) dans ces trois configurations.
L’e´tude du syste`me en termes d’une matrice de diffusion nous a permis de de´crire quan-
titativement le spectre du rayonnement de Hawking. En particulier, nous avons montre´
que le rayonnement de Hawking est absent dans une configuration sans horizon, c’est-a`-
dire dans une configuration connectant deux re´gions asymptotiquement subsoniques. Un
rayonnement est pre´sent dans une configuration avec horizon, c’est-a`-dire dans une confi-
guration connectant une re´gion (asymptotiquement) subsonique a` une re´gion ou` l’e´coule-
ment est supersonique ; nous avons e´tabli des formules analytiques donnant la tempe´rature
de Hawking en analysant quantitativement le spectre associe´ a` l’e´mission d’excitations e´le´-
mentaires en provenance de l’horizon acoustique.
Nous avons e´galement focalise´ notre attention sur les corre´lations a` deux points des
fluctuations quantiques de la densite´ en pre´sence d’un horizon acoustique et avons ve´ri-
fie´ que l’interpre´tation des signatures non-diagonales en termes de phonons de Hawking
corre´le´s tient tout autant dans le cas des configurations de pic δ et de chute d’eau que
dans celui de la configuration sche´matique de profil plat des re´fe´rences [12], [30] et [117].
En e´tudiant une re`gle de somme ve´rifie´e par la matrice densite´ a` deux corps connexe,
nous avons confirme´ que la description de Bogoliubov des fluctuations quantiques per-
met d’obtenir une description rigoureuse des corre´lations de densite´ dans l’e´coulement
d’un quasi-condensat de Bose unidimensionnel (en configuration de trou noir ou non) ;
sur la base des travaux de Kravtsov et al. [28, 45], nous avons de´montre´ que cette re`gle
de somme permet d’interpre´ter les modifications diagonales de la matrice densite´ a` deux
corps en pre´sence d’un horizon comme re´sultant de la corre´lation de phonons fuyant l’ho-
rizon acoustique, les uns s’e´chappant du trou muet, les autres s’y engouffrant. Enfin, nous
avons mis en e´vidence que le rayonnement de Hawking a` deux corps peut tout aussi bien
eˆtre re´ve´le´ par une e´tude des corre´lations dans l’espace des impulsions ; cette me´thode
semble d’ailleurs constituer une voie expe´rimentalement prometteuse.
Nous avons introduit deux nouvelles configurations de trous noirs acoustiques (pic δ
et chute d’eau) motive´es par leur e´ventuelle re´alisation expe´rimentale et avons propose´
(comme dans les re´fe´rences [12] et [30]) d’utiliser les corre´lations non-locales de la densite´
comme un outil permettant de re´ve´ler le rayonnement de Hawking. Il reste maintenant
a` savoir si l’amplitude des signaux non-diagonaux dans de telles configurations est suffi-
samment importante pour qu’elle puisse eˆtre expe´rimentalement mesure´e. Examinant la
figure 1.14, on voit que le signal de Hawking a` deux corps le plus prononce´ correspond aux
droites (u − d2) ; l’amplitude maximale de ξunu|G(2)0 |(u−d2) y est comprise entre ' 0,01
et ' 0,02. Dans les expe´riences typiques actuelles, la longueur de corre´lation ξu est de
l’ordre de quelques microme`tres et on arrive a` de´tecter des fluctuations de densite´ autour
d’une densite´ moyenne nu de l’ordre de 10 µm
−1 (voir, par exemple, re´fe´rence [8]), ce
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qui donnerait max |G(2)0 |(u−d2) ∼ 2× 10−3, ne´cessitant ainsi une pre´cision dans la mesure
de G(2) de l’ordre de 10−4 ; e´tant donne´ que G(2) correspond aux fluctuations relatives
quadratiques de la densite´, la de´tection des signaux (u− d2) ne´cessiterait de mesurer les
fluctuations de la densite´ avec une pre´cision de l’ordre de 1 %, ce qui semble eˆtre a priori
faisable au vu des techniques expe´rimentales actuelles.
1.2.8 P.-E´. L., A. Recati, I. Carusotto et N. Pavloff, Physical
Review A 85, 013621 (2012)
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We study several realistic configurations making it possible to realize an acoustic horizon in the flow of a
one-dimensional Bose-Einstein condensate. In each case we give an analytical description of the flow pattern,
the spectrum of Hawking radiation, and the associated quantum fluctuations. Our calculations confirm that the
nonlocal correlations of the density fluctuations previously studied in a simplified model provide a clear signature
of Hawking radiation also in realistic configurations. In addition, we explain by direct computation how this
nonlocal signal relates to short-range modifications of the density correlations.
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I. INTRODUCTION
During the last decade, it has been realized that Bose-
Einstein condensates (BECs) were promising candidates for
producing acoustic analogs of gravitational black holes, with
a possible experimental signature of the elusive Hawking
radiation. The acoustic analogy had been proposed on a general
setting by Unruh in 1981 [1], and its specific implementation
using BECs has been first proposed by Garay et al., followed
by many others [2]. We are now reaching a stage where
experimental realizations and the study of these systems
are possible [3] and it is important to propose realistic
configurations of acoustic black holes and possible signatures
of Hawking radiation in BECs. Other experimental routes
for observing analog Hawking radiation effects are based on
nonlinear optical devices [4] or surface waves on moving fluids
[5]. Note that this last option is restricted to the stimulated
regime where the Hawking radiation results from a disturbance
external to the system.
In this line, density correlations have been proposed in
Ref. [6] as a tool making it possible to identify the spontaneous
Hawking signal and to extract it from thermal noise. The
physical picture behind this idea is the same as the one
initially proposed by Hawking [7,8]: Quantum fluctuations
can be viewed as constant emission and reabsorption of
virtual particles. These particles can tunnel out near the event
horizon and are then separated by the background flow (which
is subsonic outside the acoustic black hole and supersonic
inside), giving rise to correlated currents emitted away from the
region of the horizon. In contrast to the gravitational case, the
experimentalist is able to extract information from the interior
of an acoustic black hole. It is thus possible to get insight on the
Hawking effect by measuring a correlation signal between the
currents emitted inside and outside the black hole. This two-
body correlation signal appears to be poorly affected by the
thermal noise and seems to be a more efficient measure of the
Hawking effect than the direct detection of Hawking phonons
(see Ref. [9]).
In one-dimensional (1D) flows of BECs, following a
suggestion by Leonhardt et al. [10], it is possible, within
a Bogoliubov treatment of quantum fluctuations, to give a
detailed account of the one- and two-body Hawking signals.
This idea was fully developed in Refs. [9,11] to obtain
physical predictions for specific configurations. Reference [9]
focused on a schematic black hole configuration introduced
in Ref. [6] and denoted as a “flat profile configuration” in the
following: It consists of a uniform flow of a 1D BEC in which
the two-body interaction is spatially modulated in order to
locally modify the speed of sound in the system—forming
a subsonic upstream region and a supersonic downstream
one—although the velocity and the density of the flow remain
constant. However, this type of flow, with a position-dependent
two-body interaction allowing an easy theoretical treatment,
is only possible in presence of an external potential specially
tailored so that the local chemical potential remains constant
everywhere (see details in Sec. II A). This makes the whole
system quite difficult to realize experimentally.
In the present work we propose simpler sonic analogs of
black holes for which a fully analytic theoretical treatment of
the quantum correlations is still possible. We present a detailed
account of the Bogoliubov treatment of quantum fluctuations
in these settings and show that density correlations provide,
also in these realistic configurations, good evidence of the
Hawking effect. We also discuss the recent work of Franchini
and Kravtsov [12] who proposed an interesting scenario for
explaining the peculiarities of the two-body density matrix g(2)
in presence of a horizon. Elaborating on the similarities of g(2)
with the level correlation function of nonstandard ensembles of
random matrices [13], one can argue that the nonlocal features
of g(2) typical for Hawking radiation should be connected to
a modification of its short-range behavior. We spend some
time for precisely discussing this point in the framework of
the Bogoliubov description of the fluctuations. Our analytical
study of the wave functions of the excitations makes it possible
to obtain a nonambiguous confirmation of this hypothesis.
The paper is organized as follows. In Sec. II we present three
configurations allowing to realize an acoustic horizon in a 1D
BEC. Then, in Sec. III, we discuss the practical implementation
of the Bogoliubov approach to these nonuniform systems. It
appears convenient to describe the behavior of the excitations
in the system in terms of a S matrix, the properties of which are
discussed in detail. This allows to describe the system using
an approach valid for all possible black hole configurations.
Within this framework, we study in Sec. IV the energy current
associated to the Hawking effect and in Sec. V the density
fluctuations pattern, putting special emphasis on its nonlocal
aspects. As discussed above we consider in detail their
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connection to short-range modifications of the correlations.
Finally, we present our conclusions in Sec. VI. Some technical
points are given in the appendixes. In Appendix A we present
the low-energy behavior of the components of the S matrix,
in Appendix B we derive an expression for the energy current
associated to the Hawking radiation, and in Appendix C we
precisely check that the two-body density matrix fulfills a
sum rule connecting the short- and long-range behavior of the
correlations in the system.
II. THE DIFFERENT BLACK HOLE CONFIGURATIONS
We work in a regime which has been denoted as “1D
mean field” in Ref. [14]. In this regime the system is
described by a 1D Heisenberg field operator ˆ(x,t), solution
of the Gross-Pitaevskii field equation. Writing ˆ(x,t) =
ˆ(x,t) exp(−iμt/h¯) this reads
ih¯ ∂t ˆ = − h¯
2
2m
∂2x
ˆ + [U (x) + gnˆ − μ] ˆ. (1)
In Eq. (1) μ is the chemical potential, fixed by boundary
conditions at infinity; nˆ(x,t) = ˆ† ˆ is the density operator
and U (x) is an external potential (its precise form depends
on the black hole configuration considered). g is a nonlinear
parameter which depends on the two-body interaction within
the BEC and on the transverse confinement. Both are possibly
position dependent. For a repulsive effective two-body inter-
action described by a positive 3D s-wave scattering length
a and for a transverse harmonic trapping of pulsation ω⊥,
one has g = 2ah¯ω⊥ [15]. In the flat profile configuration of
Ref. [6] g depends on the position x (see Sec. II A), whereas
it is constant in the realistic configurations introduced below
and respectively denoted as δ peak (Sec. II B) and waterfall
(Sec. II C) configurations.
Within the Bogoliubov approach, in the quasicondensate
regime, the quantum field operator ˆ is separated in a classical
contribution  describing the background flow pattern plus
a small quantum correction ˆψ . In all the configurations we
consider, the flow pattern is stationary and one thus writes
ˆ(x,t) = (x) + ˆψ(x,t), (2)
(x) being the solution of the classical stationary Gross-
Pitaevskii equation
μ = − h¯
2
2m
∂2x + [U (x) + g||2]. (3)
A black hole configuration corresponds to a disymmetry
between the upstream flow and the downstream one, separated
by the event horizon. In the following we use a subscript “u”
for upstream and “d” for downstream. The downstream region
corresponds to x > 0 and is supersonic. The upstream region
corresponds to x < 0 and is subsonic (see, however, the remark
at the end of Sec. II C). We thus write
(x) =
{√
nu exp(ikux)φu(x) for x < 0,√
nd exp(ikdx)φd (x) for x > 0.
(4)
In Eq. (4) limx→−∞ |φu(x)| = 1 and limx→+∞ |φd (x)| = 1, so
that nu and nd are, respectively, the upstream and downstream
asymptotic densities. Also kα = mVα/h¯ (α = u or d), where
Vu is the asymptotic upstream flow velocity and Vd the
asymptotic downstream one (Vu and Vd are both positive).
In the following we denote the asymptotic velocities
of sound as cu and cd with mc2α = gαnα , where gu,d =
limx→−∞,+∞ g(x) (we keep the possibility of a position
dependent g coefficient in order to treat the flat profile
configuration of Ref. [6]). We also introduce the healing
lengths ξα = h¯/(mcα) and the Mach numbers mα = Vα/cα .
In a black hole configuration mu < 1 and md > 1.
Denoting Uu,d = limx→−∞,+∞ U (x) one gets from Eqs. (3)
and (4)
h¯2k2α
2m
+ Uα + gαnα = μ and nuVu = ndVd. (5)
The first of these equations corresponds to the equality of the
asymptotic chemical potentials and is required for a stationary
flow; the second equation corresponds to current conservation
in a stationary flow.
The precise form of the flow pattern is specified by the
functions φu(x) and φd (x), which depend on the configuration
considered. In all the configurations treated below φd (x) is a
constant of the form
φd (x) = exp(iβd ), (6)
meaning that the downstream flow pattern is flat with a
constant density and velocity. The value of βd depends on the
configuration considered. As for the upstream flow pattern, the
stationary flow condition imposes limx→−∞ φu(x) = exp(iβu),
where βu is a constant.
After having defined the notations and the common aspects
of all the flow patterns, we now give the precise value of the
configuration-dependent parameters.
A. Flat profile configuration
We recall here the value of the parameters in the flat
profile configuration studied in Refs. [6,9]. In this case,
the φα functions of Eq. (4) assume a very simple value:
φu(x) = φd (x) = 1 (and thus βu = βd = 0). One has
U (x) =
{
Uu for x < 0,
Ud for x > 0,
(7)
and
g(x) =
{
gu for x < 0,
gd for x > 0,
(8)
chosen so that a flow with Vu = Vd ≡ V0 and nu = nd ≡ n0
is a solution of Eqs. (3) and (5); that is, Eq. (4) reduces to
(x) = √n0 exp(ik0x) for all x (k0 = mV0/h¯). This imposes
cd
cu
= mu
md
= ξu
ξd
, (9)
and
gun0 + Uu = gdn0 + Ud. (10)
We finally note that in the flat profile configuration one has
cd < Vd = Vu < cu.
In the numerical simulations of Refs. [6,11], a generaliza-
tion of this steplike configuration has been used; one considers
smooth U (x) and g(x) functions imposing the continuous
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version of Eq. (10): g(x)n0 + U (x) = Cst. The theoretical
approach is the same as in Ref. [9] but the Bogoliubov-
de Gennes equations [Eq. (19) below] have to be solved
numerically whereas the steplike configuration characterized
by Eqs. (7) and (8) allows for an analytical treatment.
The flat profile configuration can be numerically imple-
mented in a dynamical way as explained in Ref. [6]. However,
it is fair to say that the corresponding experiment seems rather
difficult to realize. Moreover, the flat profile configuration is
very sensitive to the total atom number, a quantity which is not
easily controlled experimentally. Besides, a local monitoring
of g(x) has not yet been demonstrated. There are the reasons
why in the following sections we introduce two new types of
sonic horizon which can be implemented experimentally more
easily.
B. δ peak configuration
In this configuration the nonlinear coefficient g is constant
and the external potential is a repulsive δ peak: U (x) = δ(x),
with  > 0. It has been noticed in Ref. [16] that one can find
in this case a stationary profile with a flow which is subsonic
far upstream and supersonic downstream (i.e., a black hole
configuration). The upstream flow corresponds to a portion of
a dark soliton profile. More precisely, for x < 0, one has
φu(x) = cos θ tanh
(
x − x0
ξu
cos θ
)
− i sin θ, (11)
where sin θ = mu, and one can restrict oneself to θ ∈ [0,π/2]
(then βu = π + θ ). As is also the case for the other configura-
tions studied in the present work, the downstream flow has a
constant density and velocity [cf. Eq. (6)]. The typical profile
is displayed in Fig. 1.
Once mu = Vu/cu is fixed (<1) all the other parameters of
the flow are determined by Eqs. (5). Defining y = 12 (−1 +√
1 + 8/m2u) one gets
nu
nd
= Vd
Vu
= y, md
mu
= y 32 , cd
cu
= 1√
y
= ξu
ξd
. (12)
0
x
ξu
n(x)
nu
U(x) = Λδ(x)
1
Vu < cu Vd > cd
FIG. 1. (Color online) Density profile in the δ peak configuration.
The flow is directed toward positive x. The δ potential is represented
by a (red) vertical straight line. The density in the upstream region
(x < 0) is a portion of a dark soliton (see the text). The region x > 0
is supersonic. It is shaded in the plot for recalling that it corresponds
to the interior of the equivalent black hole. We keep this convention
in Figs. 2, 3, and 4.
By imposing continuity of the wave function [(0) =√
nd exp(iβd ) = √nu φu(0)] and the appropriate matching of
its first derivative [∂x(0+) − ∂x(0−) = 2mh¯−2(0)] one
gets
sinβd = −mu√y, (13)
x0
ξu
= 1
cos θ
tanh−1
(√
y − 1
2
tan θ
)
, (14)
and also
 = λh¯
2
mξu
with λ = mu
(
y − 1
2
) 3
2
. (15)
In this configuration one has Vu < cd < cu < Vd , which
corresponds to a black hole type of horizon. Related work for
a double-barrier configuration recently appeared in Ref. [17].
Note that the flow depicted in Fig. 1 corresponds to a very
specific case in the parameter space spanned by the intensity of
the δ potential and the flow velocities, which is on the verge of
becoming time dependent (see Ref. [16]). This is reflected by
the fact that, for this configuration, mu and md cannot be fixed
independently (in contrast to what occurs for the flat profile
case). One might thus legitimately expect to face a fine-tuning
problem to experimentally fulfill all the required boundary
conditions (12), (13), (14), and (15). One could also argue that
a δ potential is nonstandard and that the specific structure of
the flow pattern displayed in Fig. 1 would disappear for a more
realistic potential. However, it is shown in Ref. [18] that this
configuration can be rather easily obtained by launching a 1D
condensate on a localized obstacle (not necessarily a δ peak).
In this case, there exists a sizable range of parameters where,
after ejection of an upstream dispersive shock wave, the long
time flow pattern becomes of the type illustrated in Fig. 1.
C. Waterfall configuration
In this configuration the two-body interaction is constant
and the external potential is a step function of the form U (x) =
−U0(x), where  is the Heaviside function (and U0 > 0).
In this case, a stationary profile with a flow which is subsonic
upstream and supersonic downstream, that is, a black hole
configuration, has been identified in Ref. [19]. The upstream
profile is, as for the δ peak configuration, of the form (11), with
here x0 = 0; that is, the upstream profile is exactly one half of
a dark soliton. The corresponding density profile is displayed
in Fig. 2.
The equalities (5) and the continuity of the order parameter
at the origin impose here
Vd
Vu
= nu
nd
= 1
m2u
= md =
(
ξd
ξu
)2
=
(
cu
cd
)2
, (16)
exp(iβd ) = −i, and
U0
gnu
= m
2
u
2
+ 1
2m2u
− 1. (17)
In this configuration one has Vu = cd < cu < Vd , which
corresponds to a black hole type of horizon.
The remark given at the end of Sec. II B is here also in
order: There might be a fine-tuning problem for verifying
Eqs. (16) and (17). Although we did not perform here the
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0
x
ξu
n(x)
nu
U(x)
U0
= −Θ(x)
−1
1
Vu < cu Vd > cd
FIG. 2. (Color online) Same as Fig. 1 for the waterfall configura-
tion.
time-dependent analysis done in Ref. [18] for the δ peak
configuration, we believe that, also in the present case, it is
possible to dynamically reach the stationary configuration
depicted in Fig. 2. This is supported by the experimental
results presented by the Technion group [3], who studied a
very similar configuration (with the additional complication of
the occurrence of a white hole horizon). These results show no
important time-dependent features near the black hole horizon
and we are thus led to consider that the stationary waterfall
configuration of the type illustrated in Fig. 2 is stable and can
be reached experimentally.
We make here a remark which is also relevant for the δ
peak configuration: The precise location of the sonic horizon
is not well defined. In both configurations (waterfall or δ peak)
one may define a local sound velocity, and the point where
the local flow velocity exceeds the local speed of sound can be
chosen as the location of the sonic horizon. Then one finds that
the sonic horizon is located slightly upstream of the interface
x = 0 (in the waterfall configuration for instance, at x = 0
the local flow velocity is already m−2u times larger than the
local sound velocity). However, the local sound velocity is an
approximate concept, only rigorously valid in regimes where
the BEC density varies over typical length scales much larger
than the healing length. This is not the case in the waterfall and
δ peak configurations near x = 0 and, as a result, the concept
of sonic horizon is ill defined. In the fully quantum treatment
presented below we do not use this concept: The important
point for our analysis is simply that the upstream flow velocity
is asymptotically (i.e., when x → −∞) larger than cu. Hence,
for preciseness, we do not state that the upstream flow is
subsonic, but that it is asymptotically subsonic.
III. FLUCTUATIONS AROUND THE STATIONARY
PROFILE
In this section we establish a basis set in each of the flow
regions (upstream and downstream) which will be used in
Sec. III F for describing the quantum fluctuations in the system.
The simplest way to obtain this basis set is to start from
expression (2), with (x) given by Eq. (4), and to treat ˆψ(x,t)
as a small time-dependent classical field, denoted as ψ(x,t)
in the present section, with (x) + ψ(x,t) solution of the
classical version of Eq. (1). One looks for a normal mode
of the form
ψ(x,t) = eikαx[u¯α(x,ω)e−iωt + w¯∗α(x,ω)eiωt ], (18)
with α = u for x < 0 and α = d for x > 0. (x,t) defined by
Eqs. (2) and (18) describes small oscillations with pulsation
ω of the order parameter around the ground state (x). In
the following we drop the ω-dependence of functions u¯α and
w¯α for legibility. We also write Xα = x/ξα (and then kαx =
mαXα). Linearizing the Gross-Pitaevskii equation, one gets at
first order in ψ :
εα
(
u¯α
w¯α
)
= Lα
(
u¯α
w¯α
)
, (19)
with
Lα =
(
Hα − imα∂Xα φ2α
−(φ∗α)2 −Hα − imα∂Xα
)
, (20)
where εα = h¯ω/(gαnα) and Hα = − 12∂2Xα + 2|φα|2 − 1.
Hence, the column vector formed by u¯α and w¯α is an eigenvec-
tor of the so-called Bogoliubov-de Gennes Hamiltonian Lα .
The present section is organized as follows. We first
consider solutions of Eq. (19) for Xα ∈ R in Sec. III A. We
give the expression of these solutions in Secs. III B and III C,
specifying only what we need for the following step: That is,
for α = d, we only display the form of the solution when x >
0, and for α = u, we only display the form of the solution when
x < 0. The most general fluctuation of pulsation ω is a linear
combination of eigenmodes for the upstream region glued at
x = 0 with a linear combination of the downstream eigen-
modes. We explain how this matching is done in Sec. III D.
Finally, in Sec. III E, we specify the form of the scattering
modes which are the appropriate modes used for quantizing
the fluctuations in Sec. III F.
A. Properties of the eigenfunctions of the
Bogoliubov-de Gennes equation
The relevant eigenfunctions of Eq. (19) are of the form(
u¯(x)
w¯(x)
)
= eiQXα
( U(x)
W(x)
)
, (21)
where the functionsU(x) andW(x) are constant for |x| → ∞
(more precisely in the domain where φα is constant). Their
exact form is specified later [Eqs. (27) and (32)]. In Eq. (21)
the Q’s are the dimensionless wave vectors of the Bogoliubov
modes, solutions of
(εα − mαQ)2 = ω2B(Q), (22)
where
ωB(Q) = Q
√
1 + Q
2
4
(23)
is the Bogoliubov dispersion relation in a condensate at rest
(written in dimensionless form). Note that Q—solution of
Eq. (22)—is sometimes complex; this fact is taken into account
in the following. In particular, for α = u (α = d) one should
discard values of the wave vector such that Im(Q) > 0
[Im(Q) < 0]. This corresponds to eliminating the evanescent
channels in the region where they are divergent. For instance,
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0 q [a. u.]
ω [a. u.]
subsonic flow
u|in→←u|out
0 q [a. u.]
ω [a. u.]
supersonic flow
←d1|in d1|out→ ←d2|in
d2|out→
(q∗,Ω)
(−q∗,−Ω)
FIG. 3. (Color online) Dispersion relation (22). In each plot
the horizontal dashed line is fixed by the chosen value of ω. The
q(ω)’s are the corresponding abscissas. Only the real eigenmodes
are represented. Their denomination is explained in the text; their
direction of propagation (left or right) is represented by an arrow.
The part of the dispersion relation corresponding to negative norm
states (see the text) is represented with a dashed line. The upper
plot corresponds to a subsonic flow. The lower one corresponds to a
supersonic flow; it is shaded in order to recall that it describes the
situation inside the black hole.
a mode with Im(Q) < 0 diverges when x → +∞, which
corresponds to the supersonic region (labeled d) in the
following, and we thus discard it. The dispersion relations
and the different real wave vectors are displayed in Fig. 3.
The index α of Eq. (18) is specified to  in Eq. (21) for
identifying the branch of the dispersion relation to which the
considered excitation pertains. For precise notations,  is taken
as a double index, because it is clear from Eq. (22) that the
values of the wave vectors are not the same in the subsonic
and supersonic regions; that is, they depend on α. Specifically,
when α = u,  ∈ {u|in,u|out,u|eva}. When α = d, there are
two cases, depending if ω is lower or greater than a certain
threshold . If ω < ,  ∈ {d1|in,d1|out,d2|in,d2|out} and
when ω > ,  ∈ {d1|in,d1|out,d|eva}.
We have chosen to label the real eigenmodes as “in” (such
as d1|in for instance) or “out” (such as u|out), depending on
whether their group velocity [its explicit expression is given
below, Eq. (29)] points toward the horizon (for the “in” modes)
or away from the horizon (for the “out” modes) in a black hole
configuration, that is, with a subsonic region at left of the
horizon, the supersonic region being at the right. The wave
vectors labeled u|eva and d|eva are complex and correspond
to evanescent channels (as explained above, one selects the
complex Q’s which describe waves decaying at infinity).
The threshold  appearing in the lower plot of Fig. 3 is
reached only for a supersonic flow, for a wave vector q∗ such
that
q∗ξd = Q∗d =
(
−2 + m
2
d
2
+ md
2
√
8 + m2d
) 1
2
. (24)
The existence of this threshold is a consequence of the behavior
of the large momentum part of the dispersion relation ωB(Q) of
a condensate at rest. More precisely, the part of the dispersion
relation which shows a local maximum in the supersonic region
corresponds to the particular solution of Eq. (22) where εd −
mdQ = −ωB(Q). At Q = Q∗d one has exactly ∂ωB/∂Q = md ,
and for Q > Q∗d , one has ∂ωB/∂Q > md . Hence, the part of
the spectrum with Q > Q∗d corresponds to excitations whose
group velocity in the frame where the condensate is at rest
(∂ωB/∂Q) is larger than the flow velocity md (we use here
dimensionless quantities). One can have ∂ωB/∂Q > md > 1
only because the dispersion relation (23) grows faster than
linear at large Q. We see in Sec. IV that the corresponding
waves play an important role in the zero-temperature Hawking
signal.
It is easy to verify that, if (u¯α,w¯α) is a solution of Eq. (19)
associated to an eigenenergy εα , then (w¯∗α,u¯∗α) is also a solution
of Eq. (19), now associated to eigenenergy −εα . Besides, from
expression (18), one sees that both solutions describe the same
perturbation of the condensate. As a result, one can always
select eigenmodes with positive values of εα = h¯ω/(gαnα),
and in all the following we chose ω ∈ R+.
One may also notice that the above symmetry of the wave
function is associated to the normalization of the eigenmodes.
For instance, it is clear that the symmetry operation changes
the sign of |U|2 − |W|2 and one can show by simple algebraic
manipulations that, for real Q, the sign of |U|2 − |W|2 is the
same as the sign of εα − mαQ. In the following we denote the
eigenmodes for which |U|2 − |W|2 > 0 as having a positive
normalization (for a recent discussion of this point, see, for
example, Ref. [20], as well as Refs. [21,22]). In Fig. 3 their
dispersion relation is represented with a solid line, whereas the
eigenmodes with negative normalization are represented with
a dashed line. In particular, in the supersonic region, the d2|in
and d2|out channels have negative norm for 0 < ω < .
It was shown in Ref. [23] that each eigenvector of Eq. (19)
is associated with a conserved (i.e., x-independent) current J.
We show below (see Sec. IV) how J relates to the energy
current in the system. J is zero for complex Q (evanescent
waves do not carry any current); this can be proven directly
in our specific case, but we do not display the proof here. For
real Q one gets
J = cα[(Q + mα)|U|2 + (Q − mα)|W|2]
+ cαIm
(U∗ ∂XαU +W∗ ∂XαW). (25)
Going back to dimensioned quantities and using the u¯ and w¯
functions, this reads
J = h¯2m [u¯
∗
(kα − i∂x)u¯ − w¯∗ (kα + i∂x)w¯] + c.c., (26)
where “c.c.” stands for “complex conjugate”.
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B. Downstream region: x > 0
We recall that in this region the flow is super-
sonic and that the eigenvectors are labeled with an in-
dex  ∈ {d1|in,d1|out,d2|in,d2|out} when ω <  and  ∈
{d1|in,d1|out,d|eva} when ω > .
Here φ2d appearing in Eq. (20) does not depend on x and is
equal to exp(2iβd ) [24]. This implies that the functions U and
W are also x-independent. One finds( U
W
)
= 1C
( (
Q2
/
2 + E
)
eiβd(
Q2
/
2 − E
)
e−iβd
)
, (27)
with E = εd − mdQ and C is a normalization constant
which we always chose real and positive. The corresponding
current is easily evaluated using Eq. (25). For real Q one gets
J = Vg(Q)(|U|2 − |W|2), (28)
where
Vg(Q) = cd ∂εd
∂Q
= ∂ω
∂q
(29)
is the group velocity in the laboratory frame and q = Q/ξα
with here α = d, but Eqs. (28) and (29) are valid also for
α = u.
A typical choice for the normalization constant is C =
|2 Re(E∗Q2)|1/2. This ensures that |U|2 − |W|2 = ±1. For
our case, it is more appropriate to multiply the previous
expression of C by |Vg(Q)|1/2, so that for real Q one has
J = ±1. Hence, we chose
C =
∣∣2 Re(E∗Q2)Vg(Q)∣∣ 12 , (30)
which implies
|U|2 − |W|2 = ±1|Vg(Q)| . (31)
The modes for which the factor +1 appears in the above
expression are the positive norm modes previously discussed.
The others are the negative norm modes. With the normal-
ization (31), from Eq. (28), one sees that J = 1 either for
nonevanescent modes of positive norm propagating to the right
or for nonevanescent modes of negative norm propagating
to the left. In the other nonevanescent cases (modes of
positive norm propagating to the left or modes of negative
norm propagating to the right) J = −1. More precisely,
Jd1|out = +1 = Jd2|in and Jd1|in = −1 = Jd2|out. We see below
(Sec. IV) that h¯ωJ is the energy current associated to mode 
and thus negative norm modes can be interpreted as carrying
negative energy.
C. Upstream region: x < 0
We recall that in this region the flow is asymptotically
subsonic and that  ∈ {u|in,u|out,u|eva}. In the flat profile
configuration one has φu(Xu) = 1 and the functions U and
W have the same form as the ones displayed in the previous
section. Hence, in the remainder of the present section we
concentrate on the δ peak and waterfall configurations where
φu depends on Xu. In this case the functions U and W
have a more complicated expression than in the downstream
region (see, e.g., Appendix A of Ref. [25]). Defining χ (Xu) =
cos θ tanh[(Xu − X0) cos θ )], where X0 = x0/ξu (we recall
that in the waterfall configuration x0 = 0), one gets
( U(x)
W(x)
)
= 1D
(
[Q/2 + εu/Q + iχ (Xu)]2
[Q/2 − εu/Q + iχ (Xu)]2
)
, (32)
where D is an arbitrary constant, the value of which is
determined by the normalization (see below). The current (25)
corresponding to U and W given in Eq. (32) is most easily
evaluated at Xu → −∞, that is, in a region where U and W
become independent of Xu. In this region one has
( U
W
)
−→
Xu→−∞
1
D
(
[Q/2 + εu/Q − i cos θ ]2
[Q/2 − εu/Q − i cos θ ]2
)
. (33)
Since φu tends to a constant [exp(iβu)] when Xu → −∞,
one could, in this region, use for the Bogoliubov modes an
expression similar to Eq. (27), which is used in the downstream
domain. Indeed, it is difficult to see it from the above formula,
but we have checked that (33) is proportional to an expression
similar to Eq. (27), where βd is replaced by βu. However,
expression (33) is here more appropriate since its position-
dependent version (32) is valid for all Xu < 0. From Eq. (33)
one gets for real Q
|U|2 − |W|2 −→
Xu→−∞
8
E
|D|2
(
εu
Q
)2
, (34)
where E = εu − muQ. In the following, the constant D is
chosen such that J = ±1 for real Q (see the discussion at the
end of Sec. III B; one has here Ju|out = −1 and Ju|in = +1).
Also, we chose Du|in on the positive imaginary axis in the
complex plane andDu|out on the negative imaginary axis. This
implies that, for real Q,
D =
√
8 i
Q
|Q| |EVg(Q)|
1
2
∣∣∣∣ εuQ
∣∣∣∣ . (35)
The particular choice of phase in Eq. (35) is based on
aesthetic grounds: It ensures that the ω → 0 limit of the
eigenfunction (33) upstream the horizon in the waterfall and δ
peak configurations has the same phase as its equivalent for the
flat profile configuration. This makes it possible in Appendix C
to obtain formulas valid for all three types of configurations
[Eqs. (C4) and (C5)].
If Q is complex, the expression is more complicated; we
write it here for completeness. One takes
D = |Vg(Q)| 12
∣∣∣∣8 Re[E(εu/Q)2]
+ 4 εu cos2 θ (Q − Q
∗
)2
|Q|2
+ 2i εu cos θ Q − Q
∗

|Q|2
[
Q2 + (Q∗)2
]∣∣∣∣
1
2
. (36)
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This expression is clearly real and it ensures that, as in the
downstream region, the normalization (31) is fulfilled for
all Q.
D. Matching at x = 0
Let us denote
α(x) =
(
exp(imαXα)u¯α(x)
exp(−imαXα)w¯α(x)
)
=
(
uα(x)
wα(x)
)
, (37)
and
(x) =
(
exp (i(Q + mα)Xα)U(x)
exp (i(Q − mα)Xα)W(x)
)
. (38)
Remember that the index α is equal to either u or
d, depending which side of the horizon one considers,
whereas  labels the eigenmodes of Eq. (19):  ∈ {u|in,
u|out,u|eva,d1|in,d1|out,d2|in,d2|out,d|eva}. More pre-
cisely, u describes the excitations in the subsonic region; it
is a linear combination of u|in, u|out, and u|eva. d , which
describes the same excitation in the supersonic region, is a
linear combination of d1|in, d1|out, d2|in, d2|out, and d|eva.
Then the matching conditions at the horizon read
u(0) = d (0), (39)
and
h¯2
2m
[
dd
dx
(0) − du
dx
(0)
]
= u(0). (40)
In the case of the flat profile or of the waterfall configuration,
Eq. (40) also holds, but then  = 0.
E. The scattering modes
Among all the possible modes described in Sec. III D
as linear combinations of the ’s, we are primarily inter-
ested in the scattering modes. These are the three modes
which are impinging on the horizon along one of the three
possible ingoing channels: u|in, d1|in, or d2|in. Each of
these ingoing waves gives rise to transmitted and reflected
waves which, together with the initial ingoing component,
form what we denote as a “scattering mode”. It is natural to
label these modes according to their incoming channels, but
since each mode includes more than the ingoing wave that
generates it, for avoiding confusion in the notations, we use
capital letters and denote the scattering modes as U , D1,
and D2.
For concreteness, we now give the expression of each
of the scattering modes. Each mode has a different ana-
lytical expression on each side of the horizon. According
to our conventions we denote these expressions as Uu (x),
D1u (x), and D2u (x) in the upstream region and Ud (x),
D1d (x), and D2d (x) in the downstream one. Specifically,
one has
Uu = u|in + Su,uu|out + Sevau,uu|eva,
Ud = Sd1,ud1|out + ( − ω)Sd2,ud2|out
+(ω − )Sevad,ud|eva,
D1u = Su,d1u|out + Sevau,d1u|eva,
U mode (initiated by u|in)
u|in
u|evau|out
d1|out d2|out
(d|eva)
D1 mode (initiated by d1|in)
d1|in
d1|out d2|out
(d|eva)u|evau|out
D2 mode (initiated by d2|in)
d2|in
d1|out d2|out
u|evau|out
FIG. 4. (Color online) The scattering modes. The color code is
the same as in Fig. 3. The additional purple wiggly lines correspond
to evanescent channels. For ω > , the D2 mode disappears and the
channel d2|out is replaced by d|eva in the two upper panels (U and
D1 modes). The region corresponding to the interior of the black hole
is shaded as in the previous figures.
D1d = d1|in + Sd1,d1d1|out + ( − ω)Sd2,d1d2|out
+(ω − )Sevad,d1d|eva,
D2u = ( − ω)
(
Su,d2u|out + Sevau,d2u|eva
)
,
D2d = ( − ω)(d2|in + Sd1,d2d1|out + Sd2,d2d2|out).
(41)
For legibility, the x-dependence of the  vectors has not
been displayed in the equations. The three different modes
are displayed in a pictorial way in Fig. 4 where the purple
wiggly lines correspond to the evanescent modes u|eva and
d|eva that cannot be represented in Fig. 3. Note that when
ω > , the outgoing d2 wave (involved in the U and D1
modes) becomes evanescent and the D2 mode disappears,
because the incident seed for this mode (the propagating d2|in
wave) disappears. This is taken care of in formulas (41) by the
Heaviside functions ( − ω) and (ω − ).
The S coefficients (Su,u, Sevau,u, etc.) in Eqs. (41) are complex
and do not depend on x (they do depend on ω though).
For each of the three scattering modes, one has four such
coefficients which, once the incident channel is fixed, are de-
termined by solving the 4 × 4 system of linear equations (39)
and (40): Hence, the S parameters depend on the configuration
considered (flat profile, δ peak or waterfall). Physically, the
square moduli |Sν ′,ν(ω)|2 of the elements of the S matrix give
the transmission or reflection coefficients for a ν-ingoing mode
of energy h¯ω, which scatters into an ν ′-outgoing mode at the
same energy.
Current conservation can be written in a simple matrix form
provided the normalization of the real modes is defined in such
a way that J = ±1 (as done in Secs. III B and III C). Defining,
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for ω < , the S matrix as
S =
⎛
⎜⎝
Su,u Su,d1 Su,d2
Sd1,u Sd1,d1 Sd1,d2
Sd2,u Sd2,d1 Sd2,d2
⎞
⎟⎠, (42)
current conservation reads
S†ηS = η = SηS†, where η = diag(1,1,−1). (43)
The coefficients such as Sevad,u are not involved in current
conservation since the evanescent waves carry no current.
Note that for ω > , the S matrix is 2 × 2 because, the
outgoing d2 mode—being evanescent in this case—is not
involved in current conservation: One simply has the usual
unitarity relation S†S = diag(1,1). We have checked that our
results for the scattering matrix indeed fulfill the η-unitarity
condition (43) for ω <  (and the unitarity condition for
ω > ).
In the following we need to determine the low-ω behavior
of the components of the S matrix. In the three configurations
we considered, we always find that, for ν = u,d1,d2, one has
Sν,u = fν,u + hν,uεu + O
(
ε2u
)
,
Sν,d1 = fν,d1√
εu
+ hν,d1√εu + O
(
ε3/2u
)
, (44)
Sν,d2 = fν,d2√
εu
+ hν,d2√εu + O
(
ε3/2u
)
,
where εu = h¯ω/(mc2u) and the f ’s and the h’s are dimension-
less complex numbers. We determined them analytically in the
three configurations we considered. The relevant formulas are
given in Appendix A.
F. Quantization
The field operator ˆψ(x,t) associated in the Heisenberg
representation to the elementary excitations on top of the
background [as defined by Eq. (2)] is expanded over the
scattering modes:
ˆψ(x,t) = eikαx
∫ ∞
0
dω√
2π
∑
L∈{U,D1}
[u¯L(x,ω)e−iωt aˆL(ω)
+ w¯∗L(x,ω)eiωt aˆ†L(ω)]
+ eikαx
∫ 
0
dω√
2π
[u¯D2(x,ω)e−iωt aˆ†D2(ω)
+ w¯∗D2(x,ω)eiωt aˆD2(ω)], (45)
where we have written explicitly the ω-dependence. The
aˆ
†
L(ω)’s create an excitation of energy h¯ω in one of the three
scattering modes (U , D1, or D2). They obey the following
commutation relation:
[aˆL(ω),aˆ†L′(ω′)] = δL,L′δ(ω − ω′). (46)
From expression (45) one sees that the D2 mode (which
originates from the negative norm d2|in channel) is quantized
in a nonstandard way: The role of the creation and annihilation
operators is exchanged compared to the U and D1 modes.
Using the current conservation relation (43), one can show
that this choice of quantization is necessary for fulfilling the
appropriate Bose commutation relation of the ˆψ operator:
[ ˆψ(x,t), ˆψ†(x ′,t)] = δ(x − x ′). (47)
IV. RADIATION SPECTRUM
The Hawking signal corresponds to emission of radiation
from the interior toward the exterior of the black hole [7]. In
our specific case the energy current associated to emission of
elementary excitations is (cf. [26])
ˆ(x,t) = − h¯
2
2m
∂t ˆ
†(x,t) ∂x ˆ(x,t) + H.c., (48)
where “H.c.” stands for “Hermitian conjugate”. From ex-
pressions (2) and (45) one can write the average current
(x) = 〈 ˆ(x,t)〉 under the form
(x) =
∫ ∞
0
dω
2π
h¯ω J (x,ω), (49)
where J (x,ω) [and accordingly (x)] can be separated in a
zero-temperature part J0(x,ω) [0(x)] and a “thermal part”
JT (x,ω) [T (x)], with
J0(x,ω) = h¯2m
[
−
∑
L∈{U,D1}
w¯∗L(kα + i∂x)w¯L
+( − ω)u¯∗D2(kα − i∂x)u¯D2
]
+ c.c. (50)
and
JT (x,ω) =
∑
L∈{U,D1,D2}
JL(x,ω) nL(ω), (51)
where
JL = h¯2m [u¯
∗
L(kα − i∂x)u¯L − w¯∗L(kα + i∂x)w¯L] + c.c., (52)
and nL(ω) = 〈aˆ†L(ω)aˆL(ω)〉 is the occupation number of the
mode L. Note that in expression (51) the D2 mode contributes
only for ω < . Comparing the expression (52) with Eq. (26)
one sees that JL is the conserved current carried by a scattering
mode L; it is x-independent for the stationary flows we
consider in the present work.
Note for avoiding confusion that what we call a “zero-
temperature term” is the contribution to the Hawking signal
that exists even when the system is at zero temperature.
It is described below (Sec. IV B) by an effective radiation
temperature TH (the Hawking temperature) which is not the
temperature of the BEC.
A. Energy current in a black hole configuration
For large and negative x (i.e., deep in the subsonic region)
we show in Appendix B that formulas (41) and (50) yield the
very natural result
0 = −
∫ 
0
dω
2π
h¯ω |Su,d2(ω)|2. (53)
The minus sign in this equation indicates that the energy cur-
rent is directed toward −∞, as clearly seen from Appendix B.
If one computes the energy current for a point deep in the
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supersonic region (i.e., for x large and positive) one gets the
same result as (53), in agreement with the conservation of
the energy flux in a stationary configuration. Note that the
zero-temperature radiation 0 vanishes in absence of black
hole, as expected. In presence of a black hole, the integral gives
a finite result, corresponding to a Hawking signal emitted even
for T = 0. This remark, together with the specific form of
Eq. (53), shows that one needs two ingredients for having
a T = 0 Hawking radiation from a black hole: (i) a d2|in
mode and (ii) a d2 ↔ u mode conversion, that is, a nonzero
Su,d2 coefficient. Remember that condition (i) is fulfilled
only because the dispersion relation in a supersonic flow
bends down at high q (see Fig. 3, bottom panel), which is
a consequence of the nonlinear behavior of the Bogoliubov
dispersion relation (23). As discussed in Sec. III A, the d2
incoming channel corresponds to waves whose group velocity
in the frame of the condensate is larger than Vd . It is thus not
surprising that these “fast” modes are involved in the Hawking
radiation since they are able to overrun the flow of velocity
Vd and thus to escape the black hole. This is clearly a flaw
of the BEC analogy of gravitational black holes: Point (i)
is certainly not fulfilled in the gravitational case since the
group velocity of photons is a constant (the speed of light).
As a result, the number of ingoing and outgoing channels are
not equal for gravitational black holes and one cannot get a
stationary description of the Hawking effect: One has to take
into account the dynamics of the formation of the horizon.
From Eqs. (41) and (51), the term JT (x,ω) can be rewritten
as
JT (x,ω) = 2
cuξu
[nU (ω)(1 − |Su,u|2)
− nD1(ω)|Su,d1|2 − nD2(ω)|Su,d2|2]
= 2
cuξu
{[nU (ω) − nD1(ω)]|Su,d1|2
− [nU (ω) + nD2(ω)]|Su,d2|2}. (54)
In absence of black hole, the Su,d2 term in Eq. (54) disappears.
As a result, at thermal equilibrium, that is, when nU (ω) =
nD1(ω) is a thermal Bose occupation number of the form
nT (ω) = 1
exp
(
h¯ω
kBT
)− 1 , (55)
one has JT (x,ω) = 0 [this is most easily seen from the last
expression of JT in Eq. (54)]. This is a very pleasant result
demonstrating that at thermal equilibrium there is no Hawking
radiation at all for any type of configuration connecting two
asymptotically subsonic regions.
In the case where an acoustic horizon is present, a finite
temperature configuration may be reached in the manner
presented in Ref. [6]: One branches the black hole configu-
ration adiabatically starting from a system initially uniformly
subsonic at thermal equilibrium. This changes the dispersion
relation in the supersonic part, but not the occupation number
of the adiabatically modified modes (see the discussion in
Ref. [9]). In this case (54) yields a finite value for the T term
(because Su,u, nD1, and nD2 are regular at low ω).
0
0
mu
1
kBTH
mc2u
0
0
mu
1
Γ
1
0.2 0.4 0.6 0.8
0.5
0.05
0.1
0.15
0.2
0.25
0.3
0.5
Waterfall conﬁguration
Delta peak conﬁguration
FIG. 5. Normalized Hawking temperature kBTH/(mc2u) as a func-
tion of the upstream Mach number mu = Vu/cu for the δ peak and
waterfall configurations. The inset displays the grayness factor  as
a function of mu for these two configurations.
B. Hawking temperature
The zero-temperature radiation 0 as given by Eq. (53)
corresponds to an emission spectrum given by |Su,d2(ω)|2.
Can this be described by an effective temperature; that is, can
|Su,d2(ω)|2 be approximated by a factor of the type × nTH (ω),
where TH is the effective temperature of radiation? We address
this question in the present section.
One could first argue that the addition of the “grayness
factor”  is an unnecessary complication of the fit of |Su,d2|2
by a thermal spectrum. Indeed, in most cases,  is found to
be close to 1, but this is not generally true (see the discussion
below and the inset of Fig. 5) and this is the reason why we
keep a certain degree of “grayness” in the present analysis.
Obviously, the identification of |Su,d2|2 with a Bose thermal
factor can only be approximate because, whereas a term
such as nTH (ω) is finite for all ω ∈ R+, |Su,d2|2 abruptly
cancels for ω > . Nonetheless, one can try to find the best
possible approximation by comparing the low-ω expansion of
|Su,d2|2 [from Eqs. (44)] with  × nTH (ω) = [kBTH/(h¯ω) −
1
2 + O(ω)]. This immediately yields
 = −4 Re(f ∗u,d2hu,d2) and
kBTH
mc2u
= |fu,d2|
2

. (56)
The analytical expressions obtained in Appendix A for fu,d2
and hu,d2 in the different configurations we consider yield the
following estimates of the Hawking temperature:
kBTH
mc2u
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1
2
m2u
md
(
1 − m2u
)(
m2d − 1
) 3
2
m2d − m2u
(flat profile),
1
2
(1 − m4u)
3
2(
2 + m2u
)(
1 + 2m2u
) (waterfall).
(57)
We do not display here the formula for the δ peak configuration
because it is too cumbersome. Instead, we show in Fig. 5
the corresponding curve relating TH to mu in the δ peak
configuration and compare it with the results of the waterfall
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0
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×
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0.5
1
1.5
Γ× nTH
|Su,d2|2
Ω
FIG. 6. (Color online) Radiation spectrum in the δ peak configu-
ration. Red curve, |Su,d2|2 as a function of the dimensionless quantity
ωξu/cu; black curve,  × nTH (ω). The plot is drawn for mu = 0.5;
in this case kBTH/(mc2u)  0.128 and   0.977. The difference
between |Su,d2|2 and × nTH is maximum whenω =  and is close to
0.06 in this case (for the chosen value ofmu one has ξu/cu  0.369).
configuration. One first notices from the figure that TH → 0
when mu → 1: This is expected because in this case the
horizon disappears. One sees also that TH remains finite in
the limit mu → 0 in both configurations. However, this limit is
singular in the sense that it corresponds to a very peculiar flow.
For instance, in the waterfall configuration, the analysis of
Sec. II C shows that the flow with mu = 0 is observed for
a step with U0 → ∞ and has downstream a zero density
and an infinite velocity: The corresponding flow pattern is
most probably unreachable. Moreover, one sees from the inset
of Fig. 5 (and also from the analytical expression given in
Appendix A) that in this case  → 0 and the expected signal
disappears. In the remainder of this work we rather consider
a typical setting with mu = 0.5. For this value of mu one gets
md  1.83 and   0.977 in the δ peak configuration, md = 4
and   0.980 in the waterfall configuration.
Once TH is determined through the above low-energy
analysis, one should check, as done, for example, in Ref. [11],
if the approximation of |Su,d2|2 with a thermal spectrum is
accurate in the whole emission window ω ∈ [0,]. This is
done in Fig. 6 in the case of the δ peak configuration. One
sees from the figure that the overall agreement is quite good.
The same good agreement is obtained for the waterfall and flat
profile configurations, and this legitimizes the definition of a
Hawking temperature in the three configurations considered
in the present work. This was not a priori obvious because the
concept of Hawking temperature is of semiclassical origin
(see, e.g., [27]) and the three configurations we consider
being discontinuous, one could fear that a semiclassical
analysis would fail. We see the relevance of the concept of
Hawking temperature as a confirmation that the configurations
considered here are typical for observing the Hawking effect.
In the next section we draw the same conclusion from a study
of the density correlations.
From Eq. (57) and Fig. 5 one gets an order of magnitude
kBTH/(mc2u) ∼ 0.1, that is, typically TH ∼ 10 nK. Since the
temperature in typical experiments is rather of the order of the
chemical potential mc2u (i.e., around 100 nK), the Hawking
radiation will be lost in the thermal noise and very difficult to
identify. This is the reason why density correlations have been
proposed in Ref. [6] as a tool for identifying the Hawking
effect. We thus consider two-body correlations in the next
section.
V. CORRELATIONS
The connected two-body density matrix is defined by
(see Ref. [28])
g(2)(x1,x2) = 〈 ˆ†(x1,t) ˆ†(x2,t) ˆ(x1,t) ˆ(x2,t)〉
− 〈 ˆ†(x1,t) ˆ(x1,t)〉〈 ˆ†(x2,t) ˆ(x2,t)〉. (58)
g(2) is time-independent because we work in a stationary
configuration. In Eq. (58) the average is taken either on the
ground state or over a statistical ensemble. g(2) is directly
related to the density correlations in the system, this can be
seen by rewriting Eq. (58) under the form
g(2)(x1,x2) = 〈nˆ(x1,t)nˆ(x2,t)〉 − 〈nˆ(x1)〉〈nˆ(x2)〉
− δ(x1 − x2)〈nˆ(x1)〉. (59)
The last term in the right-hand side (r.h.s.) of Eq. (59) is the
Poissonian fluctuation term originating from the discreteness
of the particles [29]. Written under this form, g(2) is sometimes
denoted as the cluster function.
For a system at thermal equilibrium in the grand canonical
ensemble, one has
n(x) = 〈nˆ(x)〉
= 1Z Tr
{
nˆ(x) exp
[
− 1
kBT
( ˆH − μ ˆN )
]}
, (60)
whereZ = Tr{exp[−( ˆH − μ ˆN )/(kBT )]} is the partition func-
tion. Deriving expression (60) with respect to μ, one gets
kBT
∂n(x)
∂μ
= 〈nˆ(x) ˆN〉 − 〈nˆ(x)〉〈 ˆN〉. (61)
Since ˆN = ∫R dx ′ nˆ(x ′), property (61) and expression (59)
yield the following sum rule:∫
R
dx ′ g(2)(x,x ′) = −n(x) + kBT ∂n(x)
∂μ
. (62)
For a homogeneous system, this sum rule is a standard
thermodynamic result [29], which can be shown to be
equivalent to the compressibility sum rule (whose definition
is given, for instance, in Ref. [30]). Formula (62) is a
generalization to inhomogeneous systems; it has been used
in Ref. [31] for witnessing quasicondensation through a study
of density fluctuations and in Ref. [32] to propose an universal
thermometry for quantum simulations.
In the remainder of this section we concentrate on theT = 0
case, postponing the discussion of finite temperature to a future
publication. Fulfillment of the sum rule (62) is a strong test
of the validity of the Bogoliubov approach used in the present
work. We give in Sec. V B the leading-order contributions to
g(2) and explain in Appendix C how we use them in order to
check that the T = 0 version of the sum rule (62) is indeed
verified for |x| → ∞ (i.e., far from the horizon).
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From the Bogoliubov expansion (2), one gets at leading
order
g(2)(x1,x2) = (x1)∗(x2)〈 ˆψ†(x1,t) ˆψ(x2,t)〉
+(x1)(x2)〈 ˆψ†(x1,t) ˆψ†(x2,t)〉 + c.c. (63)
For i = 1 or 2, we write (xi) = √ni exp(ikixi)φi(xi), where
ni = nu (nd ), ki = ku (kd ), and φi = φu (φd ) if xi < 0
(xi > 0). We recall that φd is defined in Eq. (6) and φu is
either equal to unity (flat profile configuration) or given by
Eq. (11) (δ peak and waterfall configurations). Based on the
decomposition (45), one can show (see Ref. [9]) that Eq. (63)
yields
g(2)(x1,x2) = √n1n2
∫ ∞
0
dω
2π
γ (x1,x2,ω), (64)
where γ (x1,x2,ω) [and accordingly g(2)(x1,x2)] is conve-
niently separated in a zero-temperature term γ0 and a remain-
ing term γT :
γ (x1,x2,ω) = γ0(x1,x2,ω) + γT (x1,x2,ω). (65)
g
(2)
0 and γ0 are the contributions evaluated from Eqs. (45)
and (63) which remain finite even in the T = 0 case where
nL(ω) = 〈aˆ†L(ω)aˆL(ω)〉 = 0. One has
γ0(x1,x2,ω) =
∑
L∈{U,D1}
w˜∗L(x1)r˜L(x2)
+( − ω)u˜∗D2(x1)r˜D2(x2) + c.c., (66)
with
u˜L(xi) = φ∗i (xi)u¯L(xi), w˜L(xi) = φi(xi)w¯L(xi), (67)
and
r˜L(xi) = u˜L(xi) + w˜L(xi). (68)
The other contribution to Eq. (65) is
γT (x1,x2,ω) =
∑
L∈{U,D1,D2}
r˜∗L(x1)r˜L(x2)nL(ω) + c.c., (69)
where it should be understood that the D2 contribution is only
present for ω < .
We often display below the results not for g(2) but for the
dimensionless quantity G(2) defined as
G(2)(x1,x2) = g
(2)(x1,x2)
n(x1)n(x2)
. (70)
Also, we compute the correlations when x1 and x2 are both
far from the horizon. In this case, φi(xi) = exp(iβi) and
G(2)(x1,x2) = g(2)(x1,x2)/(n1n2).
A. No black hole
Before embarking in a general determination of g(2) for a
black hole configuration, we recall here the result for a uniform
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FIG. 7. (Color online) ξunuG(2)0 (x,x ′) computed analytically from
Eq. (73) (black solid line) compared with the numerics from the
truncated Wigner method (red dashed line). The small discrepancy
near x − x ′ = 0 is due to numerical uncertainty and to the plotting
procedure which introduces a small amount of smoothing of the raw
numerical data. The inset represents a color plot of the numerical
results. The white dashed line is the line x ′ = 50ξu − x along which
we compare numerical and analytical results in the main plot.
fluid (density nu) moving at constant subsonic velocity. One
gets from the no black hole version of Eq. (66) [34]
γ0(x,x ′,ω) =
∑
∈{u|in,u|out}
w˜∗ (x)r˜(x ′) + c.c. (71)
=
∑
∈{u|in,u|out}
Q2
2|E| − 1
2|Vg(Q)| e
iQ(X′u−Xu) + c.c.
(72)
This yields
G
(2)
0 (x,x ′) =
1
nuξu
F
(
x − x ′
ξu
)
, (73)
where
F (z) = − 1
πz
∫ ∞
0
dt
sin(2 t z)
(1 + t2)3/2 . (74)
This is the expected correlation in a quasi-1D condensate
(see, e.g., Ref. [35] and references therein): nuξuG(2)0 (x,x ′)
is a universal function of z = (x − x ′)/ξu. In particular,
nuξuG
(2)
0 (x,x) = F (0) = −2/π [36]. We evaluated the fluc-
tuations around the uniform profile numerically by means of
the truncated Wigner method for the Bose field [37,38] already
used in Ref. [6] for studying the same observable in a black hole
configuration. In Fig. 7 we compare the analytical form (73)
with the results of the numerical computation along the cut
displayed in the inset. The excellent agreement is a good test
of the accuracy of the numerical method used in Ref. [6].
We finally note here that
∫
R dz F (z) = −1. This yields∫
R
dx ′ g(2)0 (x,x ′) = −nu, (75)
which is a mere verification of the T = 0 version of the sum
rule (62) in this simple uniform setting.
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The main correlation signal in the black hole configurations
to be studied soon is similar to the short-range antibunching
displayed in Fig. 7. However, we see that (i) its precise shape
is affected in presence of an acoustic horizon and moreover,
(ii) new long-range correlations appear, which can be inter-
preted as emission of correlated phonons [6].
B. General formulas in presence of a black hole
We now turn to the study of zero-temperature density
fluctuations around a sonic horizon. For simplicity, we only
consider the case where x and x ′ are far from the horizon: This
makes it possible (i) to drop the evanescent contributions to
Eq. (66) and (ii) to avoid treating the position dependence of the
background density in the δ peak and waterfall configurations.
Part of these results were already obtained in Ref. [9] (the ones
valid when x and x ′ are far one from the other) and here we
generalize and correct some misprints [39]. We only display
the most important contributions to γ0 which are both the larger
ones and the ones useful for fulfilling the T = 0 version of the
sum rule (62) when x is far from the horizon [this version
is written explicitly in Eq. (81)]. We note here that a similar
approach has previously been used in Ref. [33] for studying
phase fluctuations in a similar setting, with a description of the
scattering less elaborate than the one presented in Sec. III E.
Finally, we introduce the notations ˜U and ˜W defined by
(
u˜(x)
w˜(x)
)
= eiqx
(
˜U(x)
˜W(x)
)
, (76)
where u˜(x) and w˜(x) are defined in Eqs. (67). We also
introduce ˜R = ˜U + ˜W.
1. Case x and x′ → −∞
We first consider the case where x and x ′ are both deep in
the subsonic region, that is, outside the black hole and far from
the acoustic horizon. From Eq. (66), one gets in this case
γ0(x,x ′,ω) = ˜W∗u|in ˜Ru|ineiqu|in(x
′−x) + ˜W∗u|out ˜Ru|outeiqu|out(x
′−x)
+( − ω)|Su,d2|2| ˜Ru|out|2eiqu|out(x ′−x) + c.c.
(77)
The contribution of the Su,d2 term disappears when ω > 
and this is the reason for the Heaviside factor ( − ω)
in Eq. (77). If it were not for the Su,d2 term, (77) would
be exactly equal to Eq. (71), one would recover the same
correlation as (73) obtained in absence of black hole and the
contribution of Eq. (77) alone would be enough to verify
the sum rule (75). Now the Su,d2 term is not zero, and this
means that the correlations in the vicinity of the diagonal
x = x ′ are modified by the existence of the black hole. This is
similar to the results obtained by Kravtsov and co-workers for
nonstandard ensembles of random matrices [12,13]. Indeed,
for fixed x, (77) alone is not able to fulfill the sum rule.
The addition of the nonlocal correlations (78) induced by the
Hawking emission will be necessary to this end, as advocated
in Ref. [12].
2. Cases (x → −∞ and x′ → +∞) or (x → +∞ and x′ → −∞)
In the case where x is deep in the upstream region and x ′
deep in the downstream one, we get
γ0(x,x ′,ω)
= ( − ω)S∗u,d2Sd1,d2 ˜R∗u|out ˜Rd1|outei(qd1|outx
′−qu|outx)
+( − ω)S∗u,d2Sd2,d2 ˜R∗u|out ˜Rd2|outei(qd2|outx
′−qu|outx)
+ c.c. (78)
If instead x is deep in the downstream supersonic region and x ′
deep in the upstream subsonic region, it suffices to exchange
the roles of x and x ′ in the above formula.
3. Case x and x′ → +∞
This is the case where x and x ′ are both deep in the
downstream region (i.e., deep inside the black hole). The
leading-order contribution tog(2)0 can be separated in a diagonal
part which depends only on x − x ′ and a nondiagonal part. The
diagonal part reads
γ
diag
0 (x,x ′,ω) = ˜W∗d1|in ˜Rd1|ineiqd1|in(x
′−x)
+ ˜W∗d1|out ˜Rd1|outeiqd1|out(x
′−x)
+( − ω) ˜U∗d2|in ˜Rd2|ineiqd2|in(x
′−x)
+( − ω) ˜U∗d2|out ˜Rd2|outeiqd2|out(x
′−x)
+( − ω)|Sd1,d2|2| ˜Rd1|out|2eiqd1|out(x ′−x)
+( − ω)(|Sd2,u|2 + |Sd2,d1|2)
×| ˜Rd2|out|2eiqd2|out(x ′−x) + c.c. (79)
In absence of a black hole, the terms involving coefficients
of the S matrix disappear in Eq. (79) and this gives, after in-
tegration over ω ∈ R+, the usual quasicondensate correlation
signal: g(2)0 (x,x ′) = ndF [(x − x ′)/ξd ]/ξd .
The nondiagonal part is only present if a horizon exists and
only contributes for ω < ; it reads
γ
nondiag
0 (x,x ′,ω) = ( − ω)S∗d1,d2Sd2,d2
× ˜R∗d1|out ˜Rd2|outei(qd2|outx
′−qd1|outx)
+ (x ←→ x ′) + c.c. (80)
C. Results for the three configurations
Formulas (77)–(80) allow us to determine g(2)0 (x,x ′)
through Eq. (64). We performed the corresponding integration
over ω ∈ R+ numerically. The results are shown in Fig. 8
for the δ peak configuration and in Fig. 9 for the waterfall
configuration. In each of these figures we only display the
correlations for |x| and |x ′| larger than a few healing lengths,
because we use formulas which are exact only in the limit |x|
and |x ′| → ∞.
In each plot, we also display the lines where the heuris-
tic interpretation of the Hawking effect presented in the
Introduction (see also Ref. [6]) leads to locate the more
pronounced correlation signal: If correlated Hawking phonons
are emitted along the u|out, d1|out, and d2|out channels, at
time t after their emission, these phonons are respectively
located at xu|out = (Vu − cu)t < 0, xd1|out = (Vd + cd )t > 0,
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FIG. 8. (Color online) 2D plot of the numerical result for the
quantity ξunuG(2)0 (x,x ′) in the case of a δ peak configuration with
mu = 0.5. The shaded area near the axis corresponds to the zone |x|
or |x ′| < 10ξu. G(2)0 is only displayed for |x| and |x ′| > 10ξu, that
is, in the asymptotic region where expressions (77)–(80) are valid.
The dashed straight lines correspond to the correlation lines where
a heuristic interpretation of the Hawking signal leads to expect the
largest signal (see the text).
and xd2|out = (Vd − cd )t > 0 [40]. This induces a correlation
signal along lines of slopes: (Vu − cu)/(Vd + cd ) (resulting
from u − d1 correlations), (Vu − cu)/(Vd − cd ) (u − d2 cor-
relations), and (Vd − cd )/(Vd + cd ) (d1 − d2 correlations). Of
course, the lines with inverse slopes are also present (they
correspond to the exchange x ↔ x ′). Indeed, the main features
of the computed g(2)0 perfectly match this interpretation of the
Hawking effect.
These results are very similar to the ones obtained numer-
ically for the flat profile configuration (already displayed in
Refs. [6,9]). This legitimizes the use of density correlations as
a tool for identifying Hawking radiation also in the realistic δ
peak and waterfall configurations.
(u−d2)
(u−d1)
(d
1−d
2)
x/ξu
x
/
ξ u
−100 0 100
−100
0
100
0.004
0
−0.004
−0.008
FIG. 9. (Color online) Same as Fig. 8 for a waterfall configuration
with mu = 0.5.
For each plot the dominant signal is the antibunching along
the diagonal (x = x ′). This corresponds to the typical local
density correlation in a quasicondensate (cf. Fig. 7). However,
this signal is modified compared to the one observed in
a uniform system (see, e.g., the discussion in Sec. V B 1).
This modification is connected to nonlocal features which are
necessary to verify the sum rule∫
R
dx ′ g(2)0 (x,x ′) =
{−nu when x → −∞,
−nd when x → +∞, (81)
which is the T = 0 version of the sum rule (62) valid when x is
far from the horizon. We checked this sum rule analytically in
Appendix C on the basis of our Bogoliubov description of the
quantum fluctuations and of the results of Secs. V B 1, V B 2
and V B 3.
By comparing Figs. 8 and 9 with the inset of Fig. 7, one can
reverse the argument of Ref. [12] and argue that (i) in presence
of an acoustic horizon, the main new features of g(2)0 are the
nonlocal density correlations which are simply understood
as resulting from the emission of correlated phonons and
(ii) because of the sum rule (81), these long-range correlations
have to be associated to modifications of the short-range
behavior of g(2)0 . However, these short-range modifications are
not of great experimental relevance because they would be
efficiently blurred by finite temperature effects. The nonlocal
aspects instead are good signatures of the Hawking effect
because they are easily distinguished from the thermal noise
(being even reinforced at finite T as demonstrated in Ref. [9]).
VI. CONCLUSION AND DISCUSSION
In the present work we have introduced new and realistic
acoustic analogs of black holes and have analyzed the
associated Hawking radiation. We restricted ourself to simple
configurations (flat profile, δ peak, waterfall) but our approach
is easily applied to more complicated cases. For instance, in
a waveguide with a constriction, one is in a mixed situation
where there is an external potential step (as in the waterfall
configuration), whereas the nonlinear parameter is position-
dependent (as in the flat profile configuration) [19]. This case is
interesting since it may be possible to realize it experimentally,
but the analytical treatment is straightforward and we do not
consider it here because this would bring no new insight
on our theoretical method. One could also consider smooth
potentials, and the eigenmodes (defined in Sec. III) should
then be determined numerically, but the theoretical framework
presented here remains, of course, valid in this situation. We
note also that the present approach can be adapted to treat the
creation of a black hole horizon in a Fermi gas, as suggested
in Ref. [41].
The description of the system in terms of a S matrix
allows for a simple description of the radiation spectrum
and a clear identification of the characteristics of the system.
In particular, we showed that Hawking radiation is absent
for a “no black hole configuration” corresponding to a flow
connecting two subsonic asymptotic regions. The spectrum of
Hawking radiation has been computed in the case of a black
hole connecting an upstream subsonic region to a downstream
supersonic one, and the concept of Hawking temperature has
been discussed quantitatively.
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The main focus has been put on nonlocal density cor-
relations. We verified that their interpretation in terms of
emission of correlated phonons previously introduced in a
model configuration [6,9] also holds in realistic settings. By
studying a sum rule verified by the two-body density matrix,
we showed that the Bogoliubov description of the quantum
fluctuations around the stationary ground state of the system
also provides an accurate description of the short-range density
correlations.
In this work we introduced new acoustic black hole
configurations motivated by their possible experimental real-
ization and proposed—following Ref. [6]—nonlocal density
correlations as practical signatures of Hawking radiation. It
is thus important to discuss if the proposed signal is large
enough for being detected experimentally. From Figs. 8 and 9,
one sees that the prominent Hawking signal corresponds to
u − d2 correlations. For each figure this corresponds to a line
of negative correlation where the largest value of ξunuG(2)0
is between −0.01 and −0.02. In present-day experiments it is
possible to measure density fluctuations around a mean density
nu of order 10 μm−1 in a setting where the healing length ξu
is around a few μm (see, e.g., Ref. [31]). It is thus realistic
to hope to reach a configuration where |G(2)0 |max  5 × 10−3,
and for detecting a signal of this intensity a precision of around
10−4 is required on the determination of G(2). Noticing that
G(2) is the quadratic relative density fluctuations, detecting
this signal would correspond to measuring density fluctuations
with a precision of order of 1%, which seems within reach of
present-day experimental techniques.
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APPENDIX A: LOW-ENERGY BEHAVIOR OF THE
SCATTERING MATRIX
In this Appendix we display the analytical results for the
low-ω behavior of combinations of the elements of theS matrix
relevant for computations of the Hawking temperature and
for the fulfillment of the sum rule (81). We only give results
for the flat profile and waterfall configurations because those
concerning the δ peak configuration are too long. Indeed, for
the δ peak configuration, a numerical determination of the
coefficients of the S matrix (which simply amounts to invert a
4 × 4 matrix) is more convenient than the analytical approach.
We checked that both agreed to an extremely good accuracy.
A. Flat profile configuration
In this case, the scattering coefficients depend of the two
Mach numbers mu and md . The coefficients f and h defined in
Eqs. (44) verify the following relations:
|fu,d2|2 = 2mumd
m2u
m2d − m2u
1 − mu
1 + mu
(
m2d − 1
) 3
2 , (A1)
|fd1,d2|2 = 12
(
mu
md
)2 md − mu
md + mu
1 − mu
1 + mu
(
m2d − 1
) 3
2 , (A2)
|fd2,d2|2 = 12
(
mu
md
)2 md + mu
md − mu
1 − mu
1 + mu
(
m2d − 1
) 3
2 , (A3)
f ∗u,d2fd1,d2 =
(
mu
md
) 3
2 mu
md + mu
1 − mu
1 + mu
(
m2d − 1
) 3
2 , (A4)
f ∗u,d2fd2,d2 = −
(
mu
md
) 3
2 mu
md − mu
1 − mu
1 + mu
(
m2d − 1
) 3
2 , (A5)
f ∗d1,d2fd2,d2 = −
1
2
(
mu
md
)2 1 − mu
1 + mu
(
m2d − 1
) 3
2 , (A6)
Re(f ∗u,d2hu,d2) = −
mu
(1 + mu)2 . (A7)
B. Waterfall configuration
In the case of the waterfall configuration, the elements of the
S matrix depend on a unique parameter; we chose to express
them as functions of the Mach number mu.
|fu,d2|2 = 2
mu(1 − mu) 32
(
1 + m2u
) 3
2
(1 + mu) 12
(
1 + mu + m2u
)2 , (A8)
|fd1,d2|2 = 12
(1 − mu) 72
(
1 + m2u
) 3
2
(1 + mu) 12
(
1 + mu + m2u
)2 , (A9)
|fd2,d2|2 = 12
(
1 − m4u
) 3
2(
1 + mu + m2u
)2 , (A10)
f ∗u,d2fd1,d2 = −
m
1
2
u (1 − mu) 52
(
1 + m2u
) 3
2
(1 + mu) 12
(
1 + mu + m2u
)2 , (A11)
f ∗u,d2fd2,d2 = −
m
1
2
u (1 + mu) 12 (1 − mu) 32
(
1 + m2u
) 3
2(
1 + mu + m2u
)2 , (A12)
f ∗d1,d2fd2,d2 =
1
2
(1 + mu) 12 (1 − mu) 52
(
1 + m2u
) 3
2(
1 + mu + m2u
)2 , (A13)
Re(f ∗u,d2hu,d2) = −
mu
(
2 + m2u
)(
1 + 2m2u
)
(1 + mu)2
(
1 + mu + m2u
)2 . (A14)
APPENDIX B: COMPUTATION OF THE ENERGY
CURRENT
In this Appendix we briefly indicate how formula (53) is
obtained from Eqs. (49) and (50). For a point x deep in the
subsonic region, using the η-unitarity (43) of the S matrix,
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one can write the relevant contributions to J0(x,ω) in Eq. (50)
under the form
J0(x,ω) = (qu|in − ku)| ˜Wu|in|2 + (qu|out − ku)| ˜Wu|out|2
+|Su,d2|2[(qu|out + ku)| ˜Uu|out|2
+ (qu|out − ku)| ˜Wu|out|2]. (B1)
A simple but lengthly computation shows that the contributions
to 0 of the two first terms of the r.h.s. of Eq. (B1) cancel after
integration over ω. This is very satisfactory because this shows
that there is no Hawking radiation when Su,d2 = 0, that is, in
absence of black hole.
Using Eq. (25) the remaining can be written as
|Su,d2|2Ju|out/ξucu, and since h¯/(mcuξu) = 1 this directly
yields Eq. (53). The minus sign in this formula comes from
the fact that Ju|out = −1 and corresponds to the direction of
propagation of the energy in the u|out mode.
APPENDIX C: VERIFICATION OF THE SUM RULE (62)
In this Appendix we check that the Bogoliubov approach
based on expansion (45) indeed makes it possible to verify
Eq. (81) which is the T = 0 version of the sum rule (62)
when x is far from the sonic horizon, either upstream or
downstream.
We start here with a technical remark. For fixed x, the
contributions to γ0(x,x ′,ω) displayed in Secs. V B 1, V B 2,
and V B 3 are only noticeable for x ′  −ξu or x ′  ξd . As a
result, the analytical forms displayed in these sections can be
extended for all x ′ ∈ R without introducing noticeable errors
in the computation of the integral of γ0(x,x ′,ω) over x ′. Then,
the integration of γ0(x,x ′,ω) over x ′ just amounts to evaluating
the following integral:∫
R
dx ′ eiq(ω)x
′
=
{
0 if  ∈ {d1|in,d2|in},
|Vg(Q(0))|δ(ω) if  ∈ {u|in,u|out,d1|out,d2|out}.
(C1)
In Eq. (C1) we used the fact that qd1|in and qd2|in never cancel,
whereas the other q’s do for ω = 0 (see Fig. 3). Using this
prescription, for x large and negative, one gets from Eq. (77)∫
R−
dx ′ nu
∫ ∞
0
dω
2π
γ0(x,x ′,ω) = −nu + nu2
|fu,d2|2
1 − mu ,
(C2)
and from Eq. (78)∫
R+
dx ′
√
nund
∫ ∞
0
dω
2π
γ0(x,x ′,ω)
= nu
2
√
cu
cd
nd
nu
Re
[
f ∗u,d2
1 − mu (fd1,d2 + fd2,d2)
]
. (C3)
Altogether this yields
lim
x→−∞
∫
R
dx ′ g0(x,x ′) = −nu + nu2
√
cu
cd
nd
nu
Re
(
f ∗u,d2
1 − muF
)
,
(C4)
where
F = fu,d2
√
cd
cu
nu
nd
+ fd1,d2 + fd2,d2. (C5)
Similarly one gets [from Eqs. (78)–(80)]
lim
x→+∞
∫
R
dx ′ g(2)0 (x,x ′)
= −nd + nd2
(
cu
cd
)2
Re
[(
f ∗d1,d2
md + 1 +
f ∗d2,d2
md − 1
)
F
]
. (C6)
Using the analytical expressions for the combinations of
coefficients fu,d2, fd1,d2, and fd2,d2 displayed in Appendix A,
one can easily verify that the second terms of the r.h.s. of
Eqs. (C4) and (C6) cancel. This is due to the fact that F is
identically null in the flat profile and waterfall configurations
(this is more tedious to check but we confirmed it analytically).
The same holds for the δ peak configuration. This shows that
the sum rule (81) is fulfilled in these three cases. This is a
strong confirmation of both the validity of the Bogoliubov
approach and of the exactness of our analytical results.
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2.1 Condensation de polaritons en microcavite´ semi-
conductrice
Une microcavite´ est une cavite´ optique microme´trique dans laquelle de la lumie`re est
susceptible d’eˆtre confine´e graˆce a` des miroirs sur lesquels elle se re´fle´chit. La longueur
d’onde des photons pie´ge´s est de´termine´e par la longueur de la microcavite´. Si par exemple
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une couche semi-conductrice re´gle´e pour e´mettre et absorber a` cette longueur d’onde est
enferme´e dans la cavite´ optique, l’e´nergie oscille alors constamment entre les photons
confine´s dans la microcavite´ et les excitons, qui sont issus du couplage coulombien entre
les e´lectrons excite´s et leurs trous dans la couche semi-conductrice (la figure 2.1 en donne
une vue d’artiste). On perd la distinction entre lumie`re et matie`re lorsque cette oscillation
devient plus rapide que n’importe quel autre processus dans le syste`me. De nouvelles
quasi-particules appele´es polaritons sont alors ge´ne´re´es. Une vision sche´matique d’un tel
dispositif optique est donne´e a` la figure 2.2.
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Exciton Figure 2.1 — Un exciton est une quasi-particule
bosonique re´sultant du couplage coulombien entre un
e´lectron excite´ (occupant ici l’un des e´tats d’e´nergie
quantifie´s d’un puits quantique dans la couche semi-
conductrice) et son trou (dans la mer de Fermi).
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Figure 2.2 — Dans une microcavite´ semi-conductrice, les photons pie´ge´s dans la cavite´
optique et les excitons se couplent pour former des quasi-particules bosoniques appele´es
polaritons.
Les polaritons sont des bosons car ils re´sultent du couplage fort entre les photons
confine´s dans la microcavite´ et les excitons pre´sents dans la couche semi-conductrice, qui,
comme les photons, sont des bosons. A` la figure 2.3 est pre´sente´ ce a` quoi leur relation de
dispersion ressemble. Celle-ci est divise´e en deux branches : une branche supe´rieure et une
branche infe´rieure (en noir sur le sche´ma de la figure 2.3) re´sultant du me´lange entre la
relation de dispersion des photons de cavite´ (en orange) et celle des excitons (en bleu). Aux
faibles impulsions, la branche infe´rieure de la relation de dispersion des polaritons peut
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eˆtre assimile´e a` une parabole de parame`tre m de´finissant la masse effective des polaritons
qui occupent l’e´tat de plus faible e´nergie. Du fait de leur nature partiellement photonique,
ces derniers sont faiblement massifs ; typiquement, m . 10−4me, ou` me de´signe la masse
d’un e´lectron. Les polaritons de microcavite´ posse`dent en outre un temps de vie tre`s
court τ . 50 ps car les miroirs qui de´limitent la cavite´ optique ne sont pas parfaitement
re´fle´chissants, c’est-a`-dire qu’ils ne sont pas en mesure de pie´ger pour toujours la lumie`re,
et ainsi, la composante photonique des polaritons.
Figure 2.3 — Repre´sentation sche´matique de la rela-
tion de dispersion des polaritons en microcavite´ semi-
conductrice. Elle est divise´e en deux branches (une
branche supe´rieure et une branche infe´rieure, en noir
sur le sche´ma) qui re´sultent d’un me´lange entre le
spectre des photons de cavite´ (en orange) et celui des
excitons (en bleu).
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Figure 2.4 — Relaxation d’un gaz de po-
laritons excitoniques vers l’e´tat d’impulsion
nulle et de plus faible e´nergie. En s’accumu-
lant de fac¸on macroscopique dans l’e´tat fon-
damental, les polaritons forment un fluide
bosonique temporellement et spatialement
cohe´rent, ou, dit diffe´remment, un condensat
de Bose–Einstein.
En qualite´ de bosons, les polaritons
de microcavite´ sont des candidats poten-
tiellement inte´ressants pour expe´rimenter
la condensation de Bose–Einstein dans les
semi-conducteurs, qui plus est a` haute tem-
pe´rature (∼ 300 a` 500 K) e´tant donne´e la
tre`s faible valeur de leur masse effective
(approximativement 109 fois plus faible que
la masse des atomes d’une vapeur de rubi-
dium, par exemple). En 2006, deux e´quipes
scientifiques de l’Institut Ne´el de Grenoble
et de l’E´cole Polytechnique Fe´de´rale de
Lausanne ont conjointement donne´ la pre-
mie`re preuve expe´rimentale de la conden-
sation de polaritons en microcavite´ semi-
conductrice [69]. En injectant continuˆment
des photons dans la cavite´ optique au
moyen d’une pompe laser non-re´sonnante,
ils ont observe´ qu’un gaz de polaritons ex-
citoniques a` 19 K relaxait a` partir d’une
certaine puissance d’excitation vers l’e´tat
d’impulsion nulle et de plus faible e´nergie,
c’est-a`-dire l’e´tat correspondant au minimum de la branche infe´rieure de la relation de
dispersion des polaritons de microcavite´ (une repre´sentation de ce processus de relaxation
est donne´e a` la figure 2.4). L’accumulation macroscopique des quasi-particules dans leur
e´tat fondamental s’accompagnait en outre d’une augmentation de la cohe´rence temporelle
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et de la cohe´rence spatiale a` longue porte´e au sein du fluide de polaritons, indiquant sans
nul doute une transition vers un e´tat quantique macroscopique, ou, en d’autres termes, la
formation d’un condensat de polaritons. Ainsi, contre a priori toute attente, un fluide de
polaritons dans son e´tat fondamental — naturellement non-conservatif du fait du temps
de vie limite´ de ses constituants, et ayant donc besoin d’eˆtre continuˆment approvisionne´
en polaritons pour durer — pre´senterait les meˆmes proprie´te´s de cohe´rence de phase que
celles observe´es dans les condensats de Bose–Einstein conservatifs obtenus par exemple par
refroidissement de vapeurs atomiques. On pourra a` titre d’exemple se re´fe´rer aux publica-
tions expe´rimentales [118] et [120] dans lesquelles la transition d’un gaz de polaritons en
microcavite´ semi-conductrice vers un e´tat a` cohe´rence de phase quantique macroscopique
est e´galement de´montre´e.
Puisque les polaritons ont un temps de vie fini duˆ a` la limitation du pouvoir re´fle´-
chissant des miroirs de la cavite´ optique, on peut directement avoir acce`s aux proprie´te´s
internes du fluide de polaritons par simple de´tection optique de la lumie`re e´mise par le
gaz quand les photons de cavite´ et les excitons se de´couplent. C’est par cette me´thode
non-intrusive qu’est par exemple mesure´e la relation de dispersion des polaritons de mi-
crocavite´ (cf. figures 2.5 et 2.6).
x
y
Exciton
Photon
z
q
q⊥
q
Figure 2.5 — Comme les miroirs de la
cavite´ optique ne sont pas parfaitement re´-
fle´chissants, les polaritons ont ne´cessaire-
ment une dure´e de vie limite´e. Lorsqu’ils
meurent, de la lumie`re s’e´chappe de la ca-
vite´ (de vecteur d’onde q = q⊥+ q sur le
sche´ma). En la de´tectant de l’exte´rieur, on
est capable de sonder non-intrusivement le
gaz de polaritons.
Figure 2.6 — Image tire´e de la re´fe´rence
[69] montrant la relaxation des polaritons
excitoniques vers leur e´tat fondamental.
La relaxation s’ope`re a` partir d’une va-
leur critique de la puissance d’excitation
de la pompe laser (note´e ici Pthr) qui sert
a` « photo-cre´er » les paires e´lectron/trou
dans la couche semi-conductrice. L’image
est obtenue par de´tection optique de la lu-
mie`re e´mise par le gaz de polaritons lorsque
les photons et les excitons se de´couplent
dans la cavite´.
2.2 Superfluidite´ dans les condensats de polaritons
Les condensats de polaritons en microcavite´ semi-conductrice sont des syste`mes for-
tement hors d’e´quilibre du fait de la faible dure´e de vie de leurs composants. Comme
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expose´ en section 2.1, ils pre´sentent cependant, comme les condensats de Bose–Einstein
conservatifs, la proprie´te´ d’eˆtre temporellement et spatialement cohe´rents. Jouissent-ils
d’autres proprie´te´s propres aux condensats conservatifs ? Qu’en est-il, par exemple, de la
superfluidite´ dans les condensats de polaritons ? De nombreux travaux expe´rimentaux et
the´oriques ont largement explore´ le lien subtil existant entre la condensation de Bose–
Einstein et la superfluidite´, c’est-a`-dire la capacite´ d’un fluide quantique de se de´placer
par rapport a` un obstacle sans dissiper la moindre e´nergie. Cette de´finition de la super-
fluidite´ est l’une des plus intuitives et des plus e´loquentes. C’est la raison pour laquelle le
mouvement de fluides quantiques donne´s par rapport a` un obstacle exte´rieur a e´te´ expe´-
rimentalement mis en œuvre pour sonder la superfluidite´ dans divers syste`mes physiques
tels que l’he´lium 4 (voir par exemple les re´fe´rences [2] et [10]), l’he´lium 3 [32], certaines
vapeurs atomiques ultra-froides [115, 101, 95, 41, 37], ou plus re´cemment, les condensats
de polaritons [3, 4, 98, 5, 123] 1.
ObstacleV < Vcrit
Densite´
ObstacleV > Vcrit
Densite´
Rayonnement
de Cherenkov
Figure 2.7 — Dans un fluide quantique
conservatif a` tempe´rature nulle, si une « pe-
tite » impurete´ se de´place dans le fluide a` une
vitesse constante V plus petite que la vitesse
critique Vcrit pre´dite par le crite`re de Landau,
aucune excitation n’est e´mise dans le liquide.
Si par contre V > Vcrit, une onde line´aire est
e´jecte´e en aval de l’obstacle ; celle-ci trans-
porte de l’impulsion et l’obstacle ressent alors
une force de traˆıne´e non-nulle.
Si un obstacle se de´place a` vitesse
constante V dans un fluide quantique
conservatif a` tempe´rature nulle sans per-
turber de beaucoup les parame`tres du
fluide, le crite`re de Landau [76, 77] pre´-
dit l’existence d’une vitesse critique Vcrit
se´parant deux re´gimes drastiquement diffe´-
rents (sche´matiquement discute´s a` la figure
2.7). Lorsque V < Vcrit, l’obstacle ne res-
sent pas de traˆıne´e car il n’e´met pas d’ex-
citation dans le fluide quantique. Lorsque
V > Vcrit, un rayonnement de Cherenkov
d’ondes line´aires est ge´ne´re´ dans le fluide ;
l’obstacle diffuse alors de l’impulsion dans
le liquide et subit par conse´quent une force
de traˆıne´e non-nulle. Le premier re´gime est
dit superfluide tandis que le second est qua-
lifie´ de dissipatif 2. Par exemple, dans le cas
d’un condensat de Bose–Einstein atomique
a` tempe´rature nulle, la vitesse critique pre´-
dite par le crite`re de Landau est la vitesse
du son cs dans le condensat : Vcrit = cs.
Lorsque V < cs, aucune perturbation e´le´mentaire n’est excite´e dans le fluide et l’obstacle
ne ressent pas de traˆıne´e. Si par contre V > cs, des excitations e´le´mentaires sont ge´ne´re´es
dans le gaz sous forme d’ondes line´aires et l’obstacle subit alors une force de traˆıne´e (on se
1. On pourra consulter les articles [29] et [109] dans lesquels les auteurs exposent une description
the´orique des re´sultats expe´rimentaux pre´sente´s respectivement en re´fe´rences [4] et [5].
2. Dans de nombreux cas, la ve´ritable valeur de Vcrit est plus petite que celle pre´dite par le crite`re de
Landau. Comme Feynman le sugge´ra en premier (cf. re´fe´rence [42]), ceci est lie´ a` l’e´mission de perturba-
tions non-line´aires (telles que des tourbillons quantifie´s) et non pas a` l’e´mission d’excitations e´le´mentaires
comme l’impose le crite`re de Landau, qui est un crite`re intrinse`quement perturbatif.
— 81/179 —
2.2 Superfluidite´ dans les condensats de polaritons
reportera a` la figure 2.8 et a` sa le´gende pour s’en convaincre). Selon le crite`re de Landau,
un condensat de Bose–Einstein conservatif a` tempe´rature nulle ne dissipe par conse´quent
aucune e´nergie — et est donc superfluide — si tant est qu’un « petit » obstacle s’y de´-
place a` des vitesses subsoniques, ou, d’un autre point de vue, si le condensat lui-meˆme se
de´place par rapport a` cet obstacle a` des vitesses plus petites que la vitesse du son cs.
0 V
Fd(V )
Vcrit = cs
2mρ0κ2
~2
q
0
ωB(q)
Spectre
de Bogoliubov
−csq
−V q
qexc
ωB(qexc)
Figure 2.8 — Une impurete´ d’e´nergie potentielle Uext(x, t) = κ δ(x + V t) se de´place
a` vitesse constante V = −V xˆ, V > 0, dans un condensat atomique unidimensionnel au
ze´ro absolu. On note ρ0 la densite´ longitudinale du gaz en l’absence d’impurete´ (c’est-
a`-dire dans le cas ou` κ = 0) et on la conside`re uniforme. On suppose en outre que si
l’obstacle de´crit par Uext(x, t) perturbe les parame`tres du condensat, comme par exemple
sa densite´, il ne le fait alors que faiblement. Lorsque V est plus petite que la vitesse
du son cs dans le condensat, aucune perturbation line´aire n’est e´mise dans le fluide. En
se souvenant que l’e´nergie ~ωB(q) > 0 des excitations e´le´mentaires d’un condensat de
Bose–Einstein uniforme s’e´crit en fonction de l’impulsion ~ q = ~q · xˆ de ses excitations
comme ~ωB(q) = cs|~ q|
√
1 + [~ q/(2mcs)]2, ou` m est la masse des atomes, on voit en effet
(analytiquement, ou plus simplement graphiquement) qu’il n’existe pas de solution non-
triviale a` l’e´quation ~ωB(q) = −V ~ q lorsque V < cs, ou` −V ~ q = V ·~q est l’e´nergie que
l’obstacle fournit au condensat pour exciter un mode de Bogoliubov d’impulsion ~q. Dans
ce cas, l’impurete´ ne subit aucune force de traˆıne´e : Fd = 0. Si maintenant V est plus
grande que cs, l’e´quation ~ωB(q) = −V ~ q admet une solution non-triviale ~ qexc < 0.
L’obstacle excite le condensat et diffuse de l’impulsion en aval. On montre alors qu’il
subit une force de traˆıne´e Fd non-nulle dirige´e dans le sens des x positifs et d’intensite´
Fd = 2mρ0κ2/~2. Pour de plus amples de´tails, on se re´fe´rera aux articles the´oriques [72],
[83], [104] et [9] dans lesquels les auteurs exposent une e´tude perturbative de condensats
de vapeurs atomiques.
L’existence d’une transition entre une phase superfluide et un e´tat normal — clai-
rement de´montre´e dans les condensats atomiques et succinctement discute´e dans le pa-
ragraphe pre´ce´dent — est nettement moins e´vidente dans les condensats de polaritons
obtenus par pompage optique non-re´sonnant (voir section 2.1) car les perturbations qui
se propagent dans ces liquides sont amorties a` cause de la dure´e de vie finie des polaritons.
Dans ces syste`mes hors d’e´quilibre, cette transition est en fait remplace´e par un « crosso-
ver » se´parant deux re´gimes caracte´rise´s par des structures distinctes de profils d’onde. Ces
derniers sont localise´s autour de l’obstacle lorsque celui-ci se de´place a` « faible vitesse » ;
ils s’e´tendent et acquie`rent un comportement oscillatoire quand l’impurete´ se de´place au
contraire a` « grande vitesse ». La frontie`re entre ces deux re´gimes n’est pas abrupte ; juste
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au-dessus du point de transition marquant l’e´jection des ondes de Cherenkov, la longueur
typique d’amortissement des ondes rayonne´es par l’obstacle est plus petite que leur lon-
gueur d’onde, ce qui prouve que ces perturbations peuvent difficilement eˆtre distingue´es
des perturbations localise´es. Par voie de conse´quence, l’e´tude de la structure des profils
d’onde ge´ne´re´s par un obstacle dans un condensat de polaritons ne permet manifestement
pas de faire clairement la distinction entre un re´gime qui serait purement superfluide et un
autre qui serait totalement dissipatif. Ne´anmoins, le concept de superfluidite´ est souvent
employe´ parce qu’il permet de discuter qualitativement des processus qui ont lieu dans
l’e´coulement d’un liquide de polaritons autour d’un obstacle.
L’e´tude des profils d’onde ge´ne´re´s par un obstacle se de´plac¸ant dans un condensat
de polaritons unidimensionnel en situation de pompage non-re´sonnant fera l’objet des
sections 2.3 et 2.4, qui elle-meˆmes font l’objet d’une synthe`se des articles inclus dans les
sous-sections 2.3.5 et 2.4.4, respectivement. Nous montrerons, tout d’abord dans le cas
simple ou` sont ne´glige´s les effets dus a` la polarisation des modes lumineux de la microcavite´
semi-conductrice (section 2.3), que la transition entre une hypothe´tique phase superfluide
et une phase normale est mieux comprise en termes d’un « crossover » de la force de traˆıne´e
ressentie par l’obstacle d’un re´gime visqueux vers un re´gime de re´sistance d’onde, domine´
par l’e´mission d’ondes de Cherenkov amorties. Ces re´sultats ne changeront qualitativement
gue`re en section 2.4 ou` les degre´s de liberte´ de spin des polaritons de microcavite´ seront
pris en compte. Nous y montrerons qu’une onde de polarisation tre`s faiblement amortie
(comparativement aux ondes de densite´) est e´jecte´e loin de l’obstacle si ce dernier se meut
dans le fluide de polaritons a` d’« assez grandes » vitesses et si l’on applique un « faible »
champ magne´tique transverse au condensat.
2.3 Profil d’onde ge´ne´re´ par un obstacle localise´ se
de´plac¸ant dans un condensat de polaritons sca-
laire unidimensionnel
2.3.1 Descriptif de´taille´ du mode`le
On e´tudie les proprie´te´s d’un condensat de polaritons en pre´sence d’un obstacle en
mouvement sans se soucier des possibles effets de polarisation dus aux modes lumineux
de la microcavite´ semi-conductrice. On conside`re en outre une configuration dans laquelle
les excitons sont confine´s dans un fil quantique. Le condensat de polaritons est alors de´crit
par un parame`tre d’ordre scalaire ψ(x, t) — x repe´rant un point de l’axe du fil quantique
et t de´signant le temps — dont la dynamique obe´it a` une e´quation de Gross–Pitaevskii
de la forme 3
i~ψt = − ~
2
2m
ψxx + [Uext(x, t) + αρ]ψ + i (γ − Γρ)ψ. (2.1)
3. Afin d’eˆtre en accord avec les notations employe´es dans l’article de la sous-section 2.3.5, toute
fonction indice´e par x (ou t) repre´sentera la de´rive´e de ladite fonction par rapport a` x (ou t). Par
exemple, dans l’e´quation (2.1), ψxx est une notation pour la de´rive´e seconde ∂xxψ et ψt = ∂tψ.
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Dans l’e´quation (2.1), m est la masse effective des polaritons (de´finie comme le parame`tre
de la parabole approximant aux faibles impulsions la branche infe´rieure de la relation de
dispersion des polaritons dans le « fond » de laquelle se forme le condensat, voir section
2.1), Uext(x, t) le potentiel d’un obstacle localise´ pouvant se de´placer par rapport au gaz de
polaritons et ρ(x, t) = |ψ(x, t)|2 la densite´ longitudinale du fluide. Les interactions re´pul-
sives entre polaritons sont de´crites par un terme local effectif caracte´rise´ par la constante
de couplage non-line´aire α > 0. Tout tend a` montrer que les interactions effectives entre
polaritons sont re´pulsives. L’une des manifestations les plus directes de cette re´pulsion
est l’observation d’un de´calage vers le bleu de l’e´nergie rayonne´e par le gaz lorsque les
polaritons condensent [69, 11, 126]. Comme les polaritons ont un temps de vie fini, le
syste`me a besoin d’eˆtre pompe´, c’est-a`-dire d’eˆtre constamment approvisionne´ en pola-
ritons. Des expe´riences re´centes [118, 119, 69] ont e´te´ re´alise´es sous pompage incohe´rent
(ou non-re´sonnant), c’est-a`-dire dans un cas ou` le gaz de polaritons n’he´rite d’aucune
cohe´rence en provenance de la pompe laser et/ou la cohe´rence est rapidement perdue
durant le processus de relaxation vers l’e´tat fondamental. S’inspirant des re´fe´rences [134],
[135], [71], [90], [137] et [31], on de´crit sche´matiquement la situation par le dernier terme
de l’e´quation (2.1). Le terme ~ψt = γ ψ tient phe´nome´nologiquement compte des gains
dus au pompage et des pertes dues au temps de vie fini des polaritons. Si γ est positif,
c’est-a`-dire s’il y a plus de gains que de pertes dans le syste`me, la densite´ du condensat
de polaritons s’accroˆıt de manie`re exponentielle en fonction du temps. Cet accroissement
est de manie`re effective contrecarre´ par le terme ~ψt = −Γρψ (Γ > 0) ; celui-ci tient
compte de la saturation du gain a` grande densite´ et permet au syste`me d’atteindre une
configuration stationnaire et homoge`ne — re´sultant d’un e´quilibre dynamique entre les
gains et les pertes — caracte´rise´e par une densite´ constante et uniforme ρ0 = γ/Γ.
Des de´fauts structurels localise´s sont naturellement pre´sents dans les e´chantillons des-
tine´s aux expe´riences ; ils peuvent aussi eˆtre artificiellement cre´e´s graˆce a` des techniques
de lithographie ou par l’envoi d’une onde laser continue dans le syste`me. Si un obstacle
est introduit dans le condensat de polaritons, l’e´tat de densite´ uniforme ρ0 est perturbe´.
On suppose que l’obstacle est de´crit par un potentiel Uext(x, t) d’extension spatiale finie,
c’est-a`-dire tel que Uext(x, t) → 0 quand |x| → ∞. Dans de nombreuses expe´riences, le
condensat est mis en mouvement par rapport a` l’obstacle par pompage re´sonnant. Ici,
nous nous mettons plutoˆt dans une situation de pompage non-re´sonnant ou` la conden-
sation peut d’elle-meˆme avoir lieu dans un e´tat d’impulsion donne´ en approvisionnant le
syste`me avec une impulsion de lumie`re cohe´rente (cf. section 2.1). Ne´anmoins, il semble-
rait que les conclusions de notre travail (cf. sous-sections 2.3.2 et 2.3.5) ne de´pendent pas
beaucoup de la technique utilise´e pour mettre le fluide en mouvement, comme nous l’avons
constate´ en comparant nos re´sultats a` ceux obtenus en re´fe´rence [20], dans laquelle les
auteurs rapportent l’observation d’une transition continue autour d’une vitesse critique
(diffe´rente de la vitesse du son) dans le cas d’un fluide de polaritons bidimensionnel en
situation de pompage re´sonnant.
Comme dit pre´ce´demment, dans les expe´riences typiques, l’obstacle ne bouge pas mais
c’est le condensat lui-meˆme qui est mis en mouvement par rapport a` l’obstacle a` une
vitesse donne´e V . Cependant, nous nous sommes dans la plupart des cas place´s dans un
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re´fe´rentiel ou` le condensat est au repos (suffisamment loin de l’obstacle) et ou` l’impurete´
se de´place a` vitesse constante −V xˆ (avec V > 0) : Uext(x, t) = fext(x + V t). L’e´tude
de´taille´e de ce proble`me peut eˆtre effectue´e dans le cas ou` l’obstacle est repre´sente´ par
un potentiel induisant de faibles modifications dans les parame`tres de l’e´coulement et
donc dans le cadre de la the´orie des perturbations pre´sente´e en sous-section 2.3.2 et
de´taille´e dans l’article de la sous-section 2.3.5 ; ceci e´tend au cas de syste`mes amortis les
e´tudes perturbatives de vapeurs atomiques ultra-froides que l’on trouvera par exemple
en re´fe´rences [72], [83], [104] et [9]. Notons e´galement que la possibilite´ d’un traitement
perturbatif du proble`me a de´ja` e´te´ mise en e´vidence dans les re´fe´rences [136] et [137]. Nous
avons ensuite e´tudie´ le profil d’onde ge´ne´re´ par l’e´coulement supersonique d’un condensat
de polaritons faiblement amorti a` travers un obstacle de´crit par un potentiel e´troit de
forte amplitude, c’est-a`-dire d’amplitude telle qu’on ne peut plus appliquer la the´orie des
perturbations. Dans ce cas, le profil de densite´ en amont de l’obstacle est une fonction
lentement croissante de la position qui peut eˆtre de´crite par une approche ne´gligeant les
effets dispersifs appele´e approximation hydraulique. Nous avons enfin montre´ qu’une onde
non-line´aire, pe´riodique et faiblement module´e est e´jecte´e en aval de l’obstacle et qu’elle
correspond en fait a` une onde de choc dispersive amortie. De tels chocs peuvent eˆtre
de´crits a` l’aide de la the´orie de Whitham [132, 54, 55, 39]. En re´fe´rence [64], l’analyse
est effectue´e pour un obstacle localise´ de grande extension spatiale. Nous avons mene´ une
e´tude similaire dans le cas d’une impurete´ repre´sente´e par une fonction de Dirac.
En l’absence de potentiel exte´rieur, c’est-a`-dire lorsque Uext(x, t) = 0, une solution
homoge`ne et stationnaire de l’e´quation (2.1) correspond a` un parame`tre d’ordre de la forme
ψ(x, t) =
√
ρ0 exp(−iµ t/~), ou` ρ0 est la densite´ (uniforme et inde´pendante du temps)
du condensat de polaritons et µ le potentiel chimique du gaz. Inse´rant cette expression
dans l’e´quation (2.1), on trouve que ρ0 = γ/Γ (afin d’obtenir un potentiel chimique
re´el puisque la densite´ non-perturbe´e est inde´pendante du temps) et µ = αρ0. Avec le
potentiel chimique µ, qui correspond a` l’e´nergie caracte´ristique du condensat, on de´finit
une vitesse et une longueur caracte´ristiques dans le fluide de polaritons : la vitesse du
son 4 cs =
√
µ/m =
√
αρ0/m et la longueur de corre´lation ξ = ~/
√
mµ = ~/(mcs). Il
s’ave`re que la structure des profils d’onde ge´ne´re´s par l’obstacle de´crit par le potentiel
Uext(x, t) = fext(x+ V t) est controˆle´e par deux parame`tres adimensionne´s : le nombre de
Mach M et le parame`tre d’amortissement η, de´finis respectivement par
M =
V
cs
et η =
γ
µ
. (2.2)
Ayant identifie´ les parame`tres pertinents du proble`me, il est maintenant possible de sim-
plifier les notations en exprimant les temps en unite´s de ξ/cs, les distances en unite´s de
ξ, les densite´s en unite´s de ρ0 et les e´nergies en unite´s de µ. Dans ce nouveau syste`me
d’unite´s (dans lequel nous nous plac¸ons de´sormais), l’e´quation (2.1) prend la forme
iψt = −1
2
ψxx + [Uext(x, t) + ρ]ψ + iη (1− ρ)ψ. (2.3)
4. L’utilisation de la de´nomination « vitesse du son » pour de´signer cs n’est en re´alite´ approprie´e qu’en
l’absence d’amortissement car les modes de grandes longueurs d’onde ne se propagent pas en pre´sence
d’amortissement. Nous utiliserons ne´anmoins cette de´nomination par commodite´.
— 85/179 —
2.3 Profil d’onde ge´ne´re´ par un obstacle localise´ se de´plac¸ant dans un
condensat de polaritons scalaire unidimensionnel
2.3.2 E´coulement autour d’un petit obstacle : d’un re´gime de
traˆıne´e visqueuse vers un re´gime de traˆıne´e d’onde
En l’absence d’obstacle, c’est-a`-dire lorsque Uext(x, t) = 0, l’e´quation (2.3) admet une
solution stationnaire et homoge`ne de la forme ψ(x, t) = exp(−i t). Si maintenant on intro-
duit dans le condensat un obstacle en mouvement dont le potentiel Uext(x, t) = fext(X =
x+Mt) (ou`, rappelons-le, M = V/cs > 0) est de faible amplitude, il est possible d’e´valuer
perturbativement le profil de densite´ du fluide de polaritons en cherchant une solution de
l’e´quation de Gross–Pitaevskii amortie (2.3) sous la forme ψ(x, t) = [1+ϕ(x, t)] exp(−i t),
ou` |ϕ(x, t)|  1. Notant fˆext(q) =
∫
R dX fext(X) exp(−iqX) la transforme´e de Fourier de
fext(X), on montre que la modulation de densite´ δρ(x, t) = ρ(x, t)−1 induite par Uext(x, t)
s’e´crit a` l’ordre line´aire comme
δρ(X) =
∫
R
dq
2pi
χ(q) fˆext(q) e
iqX , ou` χ(q) = − 4 q
q3 + 4(1−M2)q + 8iηM (2.4)
Re q
M < Mcrit
Im q
q1
q2
q3
Re q
M > Mcrit
Im q
q1q2
q3
Figure 2.9 — Localisation des trois poˆles
q1, q2 et q3 de la fonction de re´ponse line´aire
χ(q) dans le plan complexe {Re q, Im q}.
Lorsque X = x + Mt est positif (respecti-
vement ne´gatif), on e´value l’inte´grale (2.4)
graˆce au the´ore`me des re´sidus en fermant le
contour d’inte´gration par le haut (respective-
ment par le bas). Par conse´quent, puisque q1
et q2 ont une partie re´elle non-nulle lorsque
M > Mcrit, des oscillations (amorties) de
densite´ sont ge´ne´re´es en aval de l’obstacle (la`
ou` X est ne´gatif) quand M > Mcrit.
est la fonction de re´ponse line´aire du sys-
te`me. Notons que la fluctuation de densite´
δρ(x, t) n’est fonction que de X = x+Mt :
l’approche perturbative du proble`me pre´-
dit que les modulations de densite´ ge´ne´-
re´es par un obstacle se de´plac¸ant a` vitesse
constante M sont stationnaires dans le re´-
fe´rentiel ou` l’obstacle est au repos. L’inte´-
grale de´finie en (2.4) peut eˆtre e´value´e a`
l’aide du the´ore`me des re´sidus. On trouve
alors que δρ(X) pre´sente deux comporte-
ments dont la diffe´rence de´pend de la va-
leur que prend la vitesse M , et, en fait,
de la position que prennent les trois poˆles
(simples) q1(M), q2(M) et q3(M) de la
fonction de re´ponse χ(q) dans le plan com-
plexe {Re q, Im q}. Partant d’un re´gime de
basse vitesse et augmentant M , la tran-
sition d’un comportement a` l’autre a lieu
lorsque deux des poˆles de χ(q) (disons q1
et q2) acquie`rent une partie re´elle non-nulle
(voir figure 2.9), c’est-a`-dire lorsque le dis-
criminant du de´nominateur de χ(q) s’an-
nule. Cette condition conduit directement a` l’expression de la vitesse Mcrit = Vcrit/cs
marquant la transition entre les deux re´gimes :
Mcrit =
√
1− 3
2
η2/3
(
3
√√
1 + η2 + 1− 3
√√
1 + η2 − 1
)
. (2.5)
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En l’absence d’amortissement, c’est-a`-dire lorsque η = γ/µ tend vers ze´ro (limite qui
doit s’accompagner, en unite´s dimensionne´es, de la contrainte Γ → 0 afin de garder la
densite´ non-perturbe´e ρ0 = γ/Γ constante), on retrouve la vitesse critique que le crite`re de
Landau pre´dit dans le cas d’un gaz de bosons atomiques en faible interaction : Mcrit = 1,
ou, en unite´s dimensionne´es, Vcrit = cs (voir section 2.2 et figure 2.8). Dans le cas ou`
η = 0, le traitement perturbatif de l’e´quation de Gross–Pitaevskii (2.3) stipule en effet
que l’e´coulement du fluide quantique est superfluide lorsque M < 1 et dissipatif lorsque
M > 1 (voir re´fe´rences [104] et [9]). Lorsque le parame`tre d’amortissement η est diffe´rent
de ze´ro, la vitesse critique Mcrit est une fonction de´croissante de η (cf. figure 2.10). Quand
0 0.5 1 1.5 2
0
0.25
0.5
0.75
1
η
V
cr
it
/c
s
Figure 2.10 — Vitesse critique Mcrit = Vcrit/cs en fonction du parame`tre d’amortisse-
ment η = γ/µ, telle que donne´e par l’e´quation (2.5). Les lignes en pointille´s noirs corres-
pondent aux expressions asymptotiques Mcrit ' 1− 32(η/2)2/3 (η  1) et Mcrit ' 2/(3
√
3 η)
(η  1). Les encarts repre´sentent les profils de densite´ typiques obtenus en pre´sence d’un
obstacle re´pulsif dont le potentiel est une fonction de Dirac se de´plac¸ant de la droite vers
la gauche a` une vitesse M < Mcrit (en bas, a` gauche) et M > Mcrit (en haut, a` droite).
M < Mcrit, on n’observe pas de rayonnement de Cherenkov en aval de l’obstacle mais,
comme on le verra tre`s bientoˆt, la dissipation due a` la dure´e de vie limite´e des polaritons
induit une force de traˆıne´e non-nulle sur l’obstacle et l’e´coulement autour de ce dernier
ne peut pas alors eˆtre rigoureusement qualifie´ de superfluide, conforme´ment au crite`re de
Landau. Lorsque M > Mcrit, des ondes line´aires sont e´jecte´es en aval de l’obstacle mais
la dissipation entraˆıne que les oscillations de densite´ sont amorties. Les profils de densite´
correspondants sont repre´sente´s dans chaque cas (M ≶ Mcrit) aux encarts de la figure
2.10 et a` la figure 2.11. Le the´ore`me des re´sidus en donne une expression analytique. Par
exemple, dans le cas d’un potentiel exte´rieur de la forme fext(X) = κ δ(X), on trouve
aise´ment, quelle que soit la valeur de la vitesse M ,
δρ(X) = iκ
∑
`∈{1,2,3}
sgn(Im q`) Res(q`) Θ[sgn(Im q`)X] e
iq`X , (2.6)
de meˆme que dans le cas d’un potentiel gaussien du type fext(X) =
κ
σ
√
pi
exp(−X2/σ2), on
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obtient, toujours pour tout M ,
δρ(X) =
iκ
2
∑
`∈{1,2,3}
Res(q`)
[
sgn(Im q`) + erf
(
X
σ
+
iσq`
2
)]
eiq`X−σ
2q2` /4, (2.7)
ou` Θ est la fonction de Heaviside et Res(q`) = −4 q`/[3q2` + 4(1 −M2)] le re´sidu de la
fonction de re´ponse χ(q) au poˆle q` (` ∈ {1, 2, 3}). On peut de´duire le re´sultat (2.6) de
l’e´quation (2.7) en prenant la limite σ → 0, car, dans ce cas, 1
σ
√
pi
exp(−X2/σ2)→ δ(X).
fext(X) = κ δ(X)
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Figure 2.11 — Modulations de densite´ δρ(X = x + Mt) ge´ne´re´es par un potentiel re-
pre´sente´ par un pic de Dirac (graphiques de gauche) et un potentiel gaussien de largeur
σ = 0,5 (graphiques de droite), comme donne´es par les e´quations (2.6) et (2.7), respec-
tivement. Les courbes sont trace´es dans le cas ou` η = 0,5, ce qui donne un nombre de
Mach critique Mcrit = 0,5. Les deux graphiques du haut correspondent a` une vitesse de
de´placement M plus petite que Mcrit (M = 0,4) et les deux du bas a` une vitesse plus
grande que Mcrit (M = 1,75). Sur le graphe d’en bas, a` droite, la ligne en pointille´s gris
correspond a` l’approximation δρ(X) ' 2 Im[Res(q1) fˆext(q1) exp(iq1X)] lorsque X → −∞,
qui est rigoureusement exacte pour tout X < 0 dans le cas ou` fext(X) = κ δ(X). Cette
approximation de´crit un profil d’onde de Cherenkov dont les oscillations sont caracte´rise´es
par un facteur d’amortissement proportionnel a` exp[−Im(q1)X], en accord total avec les
re´sultats obtenus en re´fe´rence [64], a` la fois nume´riquement et a` l’aide de la the´orie des
modulations de Whitham [cf. e´quation (42) de cette re´fe´rence].
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Comme on le voit a` la figure 2.11, l’amplitude de la modulation de densite´ δρ(x, t)
est maximale au voisinage de X = x + Mt = 0, c’est-a`-dire a` la position de l’obstacle.
Elle est e´galement plus grande en X = 0 lorsque l’obstacle est de´crit par un potentiel de
la forme Uext(x, t) = κ δ(x + Mt) que dans le cas ou` ce dernier est du type Uext(x, t) =
κ
σ
√
pi
exp[−(x + Mt)2/σ2]. Sur la base des exemples pre´sente´s a` la figure 2.11, il est ainsi
naturel de conside´rer qu’une estimation suffisante de |δρ(x, t)| est la valeur que prend
cette quantite´ en X = 0 dans le cas ou` fext(X) = κ δ(X). Une e´tude de la de´pendance de
|δρ(X = 0)| en la vitesse M de l’impurete´ δ montre que (a` κ et η fixe´s) |δρ(X = 0)| atteint
sa valeur maximale lorsque M = Mcrit. On peut alors conside´rer que |δρ(X = 0)|M=Mcrit =√
3κ/
√
1−M2crit est (a` un facteur
√
3 pre`s) le petit parame`tre  du de´veloppement a`
l’ordre line´aire de l’e´quation (2.3), dans le sens ou` si cette quantite´ est petite pour des
valeurs de κ et η donne´es, la the´orie de la re´ponse line´aire est valable quelle que soit la
vitesse M de l’obstacle. Cette condition s’e´crit
 1, ou`  = κ√
1−M2crit
. (2.8)
Lorsque η  1,  ∝ κ η−1/3 [car alors Mcrit ' 1 − 32(η/2)2/3], tandis que  ∝ κ quand
η  1 (car alors Mcrit → 0). Ainsi, on peut e´quivalemment de´finir le petit parame`tre de
la the´orie de la re´ponse line´aire comme
 = κ ×max{1, η−1/3}, (2.9)
et il s’ave`re nume´riquement que la de´finition (2.9) fournit en fait une bonne estimation
du maximum de |δρ(X)| pour tout X ∈ R et tout M > 0 a` κ et η fixe´s.
Afin de discuter pre´cise´ment de l’influence du temps de vie fini des polaritons sur la
possible superfluidite´ de l’e´coulement du condensat autour d’un « petit » obstacle localise´,
il est inte´ressant de calculer la force de traˆıne´e Fd ressentie par l’obstacle. Fd est de´finie
par [104]
Fd =
∫
R
dx ρ(x, t) (Uext)x(x, t). (2.10)
Une fac¸on naturelle de calculer Fd est d’inse´rer l’expression perturbative (2.4) donnant
δρ(X) = ρ(x, t) − 1 dans l’e´quation (2.10). Dans le cas ou` fext(X) = κ δ(X), on peut
directement tirer parti de l’expression analytique (2.6), ce qui me`ne a`
Fd = −κ
2
2
∑
`∈{1,2,3}
sgn(Im q`) q` Res(q`). (2.11)
Une repre´sentation graphique de cette force de traˆıne´e en fonction de la vitesse M de l’obs-
tacle est donne´e a` la figure 2.12 pour plusieurs valeurs du parame`tre d’amortissement η. Il
est inte´ressant de constater que Fd/κ2 ' ηM lorsque M  1 (un comportement similaire
a de´ja` e´te´ mis en e´vidence dans les re´fe´rences [137] et [20]). A` faible vitesse, l’obstacle
ressent une force de traˆıne´e comparable a` la force de frottement visqueux qu’une particule
subit dans un e´coulement de Stokes. Elle est en effet proportionnelle a` la vitesse M —
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Figure 2.12 — Fd/κ2 en fonction de M = V/cs pour diffe´rentes valeurs du parame`tre
d’amortissement η. Les courbes sont trace´es dans le cas ou` l’obstacle est de´crit par un
potentiel de la forme Uext(x, t) = κ δ(x+Mt). Pour chaque valeur de η, la vitesse critique
Mcrit est exactement atteinte lorsque la force de traˆıne´e vaut 2κ2/9. Les abscisses des
points blancs de la figure donnent Mcrit(η) lorsque η = 0,1, 0,5 puis 1. On constate aussi
analytiquement que Fd = 2κ2/3 quel que soit η quand M = 1, ce que l’on ve´rifie ici
graphiquement.
η jouant le roˆle de la viscosite´ — et est par construction lie´e a` la diffusion de l’impul-
sion dans le fluide de polaritons puisque les nombres d’onde q1, q2 et q3 des excitations
sont imaginaires purs lorsque M < Mcrit (voir figure 2.9). Quand M augmente et atteint
la valeur critique Mcrit, une traˆıne´e commence a` eˆtre e´mise a` la teˆte de l’obstacle. Elle
correspond a` un rayonnement de Cherenkov d’ondes sinuso¨ıdales amorties et on pourrait
alors dire, poursuivant l’analogie avec la me´canique des fluides, que le seuil de vitesse
M = Mcrit marque le de´but de la re´sistance d’onde, c’est-a`-dire la re´sistance engendre´e
par la perte d’e´nergie lie´e a` l’e´mission des « vagues » de densite´ cre´e´es par l’obstacle en
mouvement lorsque M > Mcrit. On peut pousser l’analogie encore plus loin en confrontant
nos re´sultats a` ceux obtenus dans le cadre d’e´tudes expe´rimentales de la force de traˆıne´e
s’exerc¸ant sur des objets en mouvement a` la surface de fluides visqueux. Dans de telles
expe´riences, et comme a` la figure 2.12, il est typiquement observe´ que la transition vers
le re´gime de traˆıne´e d’onde est continue [27], mais aussi que Fd, conside´re´e comme une
fonction de la vitesse V , pre´sente un comportement tendant vers la quasi-discontinuite´
lorsque la viscosite´ diminue [26]. Un comportement rigoureusement discontinu de la force
de traˆıne´e est typiquement obtenu dans le cadre d’e´tudes perturbatives de superfluides
(cf. figure 2.8 et re´fe´rence [104]) mais e´galement dans le cadre de la the´orie de la re´sistance
d’onde de Raphae¨l–de Gennes applique´e a` l’e´tude d’ondes de capillarite´/gravite´ se pro-
pageant a` la surface de fluides de´pourvus de viscosite´ [116]. Cette discontinuite´ disparaˆıt
en pre´sence de viscosite´ [86]. Conside´rant les courbes de la figure 2.12 comme points de
de´part de la discussion, il est en outre inte´ressant de remarquer qu’on pourrait errone´ment
imaginer (a` l’instar de ce qui est parfois fait dans l’analyse des re´sultats tire´s d’expe´riences
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de me´canique des fluides) que le seuil pertinent marquant l’e´jection des ondes de Cheren-
kov ne de´pende pas de la viscosite´ (c’est-a`-dire de η dans le cadre de notre mode`le), qu’a`
viscosite´ non-nulle le comportement de Fd(M) soit simplement lisse´ autour du re´sultat
obtenu en l’absence de viscosite´ [2κ2Θ(M − 1) dans notre cas], et donc finalement que
Mcrit(η) vaille 1 quel que soit η. Notre e´tude analytique montre que le seuil d’entre´e dans
le re´gime de re´sistance d’onde correspond a` une vitesse critique Mcrit en re´alite´ diffe´rente
de Mcrit(η = 0) = 1 et qu’il n’est pas possible de faire la distinction entre une force de
nature visqueuse et une traˆıne´e d’onde lorsque M est proche de Mcrit ou de 1. On le voit
e´galement clairement a` la figure 2.12 ou` le seuil d’e´mission des ondes de Cherenkov est
marque´ par trois e´pais points blancs. A` ces points, Fd est une fonction re´gulie`re de la
vitesse ; elle l’est aussi autour de M = 1. Comme on le constate a` la figure 2.12, toutes les
courbes se croisent au point (M,Fd/κ2) = (1, 2/3), et il est intriguant de remarquer que
la force de traˆıne´e est une fonction de´croissante du parame`tre d’amortissement η lorsque
M > 1. Cet effet contre-intuitif a de´ja` e´te´ observe´ dans une e´tude sur le mouvement de
gouttes d’azote flottant a` la surface d’un bain liquide [86]. Il s’explique par le fait que la
viscosite´ re´duit la porte´e de la traˆıne´e et diminue par conse´quent la re´sistance d’onde qui
est la source principale de traˆıne´e lorsque M > 1. A` grande vitesse, toutes les courbes
de la figure 2.12 convergent vers la meˆme valeur constante : Fd/κ2 ' 2 lorsque M  1,
qui est le re´sultat obtenu pour tout M > 1 en l’absence d’amortissement, c’est-a`-dire
lorsque η = 0. Le fait que la force de traˆıne´e ressentie par l’obstacle soit approximative-
ment constante lorsque ce dernier se de´place tre`s vite dans le condensat de polaritons est
un arte´fact du potentiel exte´rieur fext(X) = κ δ(X), comme le de´montrent les re´sultats
obtenus dans un cas plus standard ou` l’obstacle est de´crit par un potentiel gaussien de
la forme fext(X) =
κ
σ
√
pi
exp(−X2/σ2). Dans ce cas, tirant parti de l’e´quation (2.7), on
trouve
Fd = −κ
2
2
∑
`∈{1,2,3}
q` Res(q`)
[
sgn(Im q`) + erf
(
iσq`√
2
)]
e−σ
2q2` /2. (2.12)
Les courbes correspondantes sont pre´sente´es a` la figure 2.13. La de´pendance contre-
intuitive en η de´ja` observe´e dans le cas d’une impurete´ δ est ici bien plus frappante :
le maximum de la force de traˆıne´e est d’autant plus grand que la viscosite´ effective η
est petite. La ligne en pointille´s noirs de la figure 2.13 correspond au de´veloppement
asymptotique
Fd = 2|fˆext(qM)|2
{
1 +O
[
ηM
(M2 − 1)3/2
]}
lorsque M  1, (2.13)
ou` qM = 2
√
M2 − 1 est la partie re´elle du poˆle q1(M) (ou de −[q2(M)]∗) quand M →∞.
Contrairement a` ce qui se passe dans le cas d’une impurete´ δ (voir la courbe en pointille´s
gris de la figure 2.13), la force de traˆıne´e ressentie par un obstacle gaussien tend vers ze´ro
aux grandes vitesses car fˆext(qM)→ 0 quand M →∞ : typiquement, lorsque la longueur
d’onde de de Broglie ~/(mV ) (1/M en unite´s adimensionne´es) d’une onde de vitesse de
phase Vϕ = V devient plus petite que la largeur caracte´ristique σ de l’obstacle, l’onde ne
« fle´chit » que le´ge`rement autour de l’objet (presque comme s’il e´tait absent) et la traˆıne´e
qui s’exerce sur l’obstacle devient alors ne´gligeable. Il est enfin inte´ressant de constater
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Figure 2.13 — Fd/κ2 en fonction de M = V/cs pour diffe´rentes valeurs du parame`tre
d’amortissement η. Les courbes en trait plein sont trace´es dans le cas ou` l’obstacle est
de´crit par un potentiel gaussien Uext(x, t) =
κ
σ
√
pi
exp[−(x + Mt)2/σ2] de largeur typique
σ = 0,5. La ligne en pointille´s noirs correspond au de´veloppement asymptotique (2.13)
et celle en pointille´s gris au re´sultat obtenu lorsque Uext(x, t) = κ δ(x + Mt), a` titre de
comparaison.
que le re´sultat asymptotique (2.13) ne de´pend pas de η a` l’ordre dominant, ce qui signifie
que la traˆıne´e que subit l’obstacle gaussien lorsque celui-ci se de´place a` grande vitesse est
une pure traˆıne´e d’onde. Nous terminons l’expose´ de l’e´tude perturbative de l’e´coulement
d’un condensat de polaritons scalaire autour d’un obstacle localise´ en insistant sur le fait
que la force de traˆıne´e est une grandeur dont l’inte´reˆt est non seulement me´thodologique
mais aussi expe´rimental dans le sens ou` elle constitue une quantite´ mesurable. Cela est
clair en hydrodynamique classique [26, 27]. C’est aussi partiellement vrai dans le cadre des
expe´riences de condensation de Bose–Einstein ou` on peut avoir une connaissance indirecte
de Fd en mesurant le taux d’e´nergie dissipe´e lors du travail de la force de traˆıne´e ressentie
par l’obstacle [9, 103] : dE/dt = −MFd. Par exemple, l’expe´rience de Raman et al. [115]
de´montre l’existence d’une vitesse critique Mcrit dans un gaz de bosons condense´s, non pas
via la de´tection de l’e´mission d’une traˆıne´e (qui est pre´sente, mais non-mesure´e) lorsque
M > Mcrit, mais via la mesure d’un accroissement de la fraction non-condense´e thermique
qui s’interpre`te comme e´tant duˆ a` une dissipation lie´e au travail d’une force de traˆıne´e
non-nulle.
2.3.3 Onde de choc dispersive dans un condensat supersonique
s’e´coulant autour d’un obstacle e´troit de forte amplitude
Nous pre´sentons ici des re´sultats obtenus dans des re´gimes ou` l’approche perturbative
expose´e dans les trois paragraphes pre´ce´dents e´choue, c’est-a`-dire dans le cas ou` on ne
peut plus conside´rer le parame`tre  de´fini par les e´quations (2.8) ou (2.9) comme une
quantite´ suffisamment petite pour que l’on puisse mettre en œuvre la the´orie de la re´-
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ponse line´aire. Dans le cas ou` l’obstacle est de´crit par un potentiel δ re´pulsif de « grande
amplitude », les parame`tres d’un condensat supersonique s’e´coulant de la gauche vers la
droite sont fortement perturbe´s a` la position de l’obstacle (c’est-a`-dire en x = 0), de sorte
que l’amplitude |ρ(0) − 1| de la densite´ relative en x = 0 n’est en effet pas ne´gligeable.
En aval de l’obstacle (c’est-a`-dire dans la re´gion ou` x est positif), l’amplitude des de´rive´es
positionnelles de la densite´ ρ(x) est controˆle´e par le parame`tre d’amortissement η de´fini
par (2.2). Par conse´quent, si η  1, on peut raisonnablement de´crire le profil de densite´
ρ(x > 0) en ne conservant parmi les de´rive´es apparaissant dans les e´quations diffe´rentielles
ve´rifie´es par ρ(x) que celles dont l’ordre est le plus bas et en e´liminant toute puissance
positive de ρx des e´quations. Cette de´marche porte le nom d’approximation hydraulique
(consulter par exemple la re´fe´rence [64]). En amont de l’obstacle (c’est-a`-dire dans la re´-
gion ou` x est ne´gatif), l’e´coulement supersonique du condensat de polaritons ge´ne`re des
oscillations de densite´ amorties dont l’amplitude n’est typiquement pas faible, contraire-
ment a` ce qui est suppose´ dans le cadre de la the´orie de la re´ponse line´aire. Lorsque η  1,
la the´orie des modulations de Whitham pre´dit que cette structure oscillatoire correspond
a` une onde non-line´aire faiblement module´e. C’est dans le cadre de ces deux approxi-
mations (approximation hydraulique et the´orie de Whitham), valables dans la limite de
faible amortissement, que sont obtenus les re´sultats pre´sente´s ci-apre`s. Nous montrerons
e´galement que ces derniers sont en parfait accord avec la solution nume´rique exacte du
proble`me. Nous conside´rons la version stationnaire 5 de l’e´quation de Gross–Pitaevskii
amortie (2.3) en pre´sence d’une impurete´ δ re´pulsive [Uext(x) = κ δ(x), κ > 0] et dans un
re´fe´rentiel ou` l’obstacle est au repos tandis que le condensat s’e´coule de la gauche vers la
droite avec une densite´ et une vitesse valant respectivement 1 (c’est-a`-dire ρ0 en unite´s
dimensionne´es) et M = V/cs > 1 en x = ±∞ :(
M2
2
+ 1
)
ψ = −1
2
ψxx + [κ δ(x) + |ψ|2]ψ + iη (1− |ψ|2)ψ. (2.14)
La transformation de Madelung
ψ(x) =
√
ρ(x) exp
[
i
∫ x
dx′ u(x′)
]
(2.15)
permet de re´e´crire — loin de porte´e du potentiel Uext(x), c’est-a`-dire sur tout R∗ puis-
qu’ici Uext(x) = κ δ(x) — l’e´quation de Gross–Pitaevskii (2.14) sous la forme d’un jeu
d’e´quations diffe´rentielles ve´rifie´es par la densite´ locale ρ(x) [lim|x|→∞ ρ(x) = 1] du fluide
et la vitesse locale u(x) > 0 [lim|x|→∞ u(x) = M ] de l’e´coulement :
(ρ u)x = 2η ρ (1− ρ), (2.16a)
u2
2
+ ρ+
ρ2x
8ρ2
− ρxx
4ρ
=
M2
2
+ 1. (2.16b)
5. A priori, il n’est pas e´vident que l’e´quation stationnaire (2.14) admette une solution quelles que
soient les valeurs de κ, η et M , qui sont les trois parame`tres caracte´risant l’e´coulement. Si une telle
solution ne peut eˆtre trouve´e, cela signifie que seul un e´coulement de´pendant du temps existe.
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Ce sont ces e´quations ve´rifie´es par les parame`tres hydrodynamiques ρ(x) et u(x) que nous
conside´rons de´sormais.
On se place dans le cadre de l’approximation hydraulique en aval de l’obstacle ; au-
trement dit, on ne´glige toutes les de´rive´es de ρ d’ordre > 2 et toute puissance > 2 de
ρx dans les e´quations de´terminant l’allure de la densite´ dans la re´gion ou` x est positif.
Puisque |ρx(x > 0)| = O(η), cette approximation est le´gitime lorsque η  1. En omet-
tant les deux derniers termes du membre de gauche de l’e´quation (2.16b), on obtient
u2/2 + ρ = M2/2 + 1, ce qui permet d’e´crire la vitesse en fonction de la densite´, et ainsi,
en substituant l’expression trouve´e a` l’inconnue u dans l’e´quation (2.16a), il vient[
ρ
√
M2 + 2(1− ρ)
]
x
= 2η ρ (1− ρ). (2.17)
La solution de (2.17) peut eˆtre exprime´e en termes de fonctions e´le´mentaires. On trouve
en effet, notant ρ¯ = ρ(0),
2η x =
(
M − 1
M
)
ln
(1− ρ¯)
[
M2 + 1− ρ+M√M2 + 2(1− ρ)]
(1− ρ)
[
M2 + 1− ρ¯+M√M2 + 2(1− ρ¯)]
−
√
M2 + 2 ln
ρ¯
[
M2 + 2− ρ+√(M2 + 2)(M2 + 2(1− ρ))]
ρ
[
M2 + 2− ρ¯+√(M2 + 2)(M2 + 2(1− ρ¯))] , (2.18)
qui de´finit implicitement la de´pendance en position de la densite´ locale ρ en aval de
l’obstacle. On ve´rifie que l’on a limx→+∞ ρ(x) = 1−.
En amont de l’obstacle (la` ou` x est ne´gatif), l’e´coulement supersonique du condensat
ge´ne`re une onde de choc dispersive dans le fluide de polaritons. Cette onde de choc est
la version non-line´aire des oscillations de densite´ ge´ne´re´es par un potentiel δ de faible
amplitude se de´plac¸ant de la droite vers la gauche a` une vitesse M > Mcrit (cf. figure
2.11). Lorsque η  1, les parame`tres de l’onde de choc dispersive varient peu sur une
distance de l’ordre de la longueur d’onde et il est par conse´quent possible de de´crire la
structure d’un tel profil d’onde dans le cadre de la the´orie des modulations de Whitham
[133]. En l’absence d’amortissement (c’est-a`-dire quand η = 0), les solutions (non-line´aires)
progressives et pe´riodiques des e´quations couple´es (2.16a) et (2.16b) peuvent s’e´crire sous
la forme (cf. re´fe´rences [62] et [89], par exemple)
ρ(x, t) =
1
4
(λ1 − λ2 − λ3 + λ4)2
+ (λ1 − λ2)(λ3 − λ4)× sn2
[√
(λ1 − λ3)(λ2 − λ4) (x− Vϕ t),m
]
(2.19a)
et u(x, t) = Vϕ +
j
ρ(x, t)
, (2.19b)
ou` sn est la fonction sinus elliptique de Jacobi,
Vϕ =
1
2
(λ1 + λ2 + λ3 + λ4), (2.20)
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m =
(λ1 − λ2)(λ3 − λ4)
(λ1 − λ3)(λ2 − λ4) (2.21)
et j =
1
8
(λ1 − λ2 − λ3 + λ4) (−λ1 + λ2 − λ3 + λ4) (−λ1 − λ2 + λ3 + λ4). (2.22)
Les λi (i ∈ {1, 2, 3, 4}), ordonne´s de sorte que λ1 < λ2 < λ3 < λ4, sont les invariants
de Riemann du proble`me. Ce sont des constantes dans le cas ou` l’onde est strictement
pe´riodique. Ils de´terminent comple`tement les caracte´ristiques de l’onde comme la vitesse
de phase Vϕ [donne´e par l’e´quation (2.20)], la densite´ de courant j dans le re´fe´rentiel ou`
l’onde est stationnaire [cf. e´quation (2.22)], l’amplitude des oscillations,
a = (λ1 − λ2)(λ3 − λ4), (2.23)
ainsi que leur longueur d’onde,
L =
2 K(m)√
(λ1 − λ3)(λ2 − λ4)
, (2.24)
K(m) =
∫ 1
0
dθ/
√
(1− θ2)(1−mθ2) e´tant l’inte´grale elliptique comple`te de premie`re es-
pe`ce. Lorsque η 6= 0, les invariants de Riemann qui de´terminent les parame`tres de l’onde
de choc dispersive ge´ne´re´e en amont de l’obstacle sont fonctions de la position et du temps.
Cependant, le proble`me (2.16a)–(2.16b) que nous e´tudions est stationnaire ; ses solutions
(si elles existent) ne de´pendent donc pas du temps t et la vitesse de phase Vϕ de l’onde de
choc est nulle. Si η  1, les λi(x) varient peu sur une distance de l’ordre de la longueur
d’onde et sont de`s lors solutions des e´quations de Whitham perturbe´es 6
dλi
dx
=
2
L
G1λi +G2∏
j∈{1,2,3,4}
j 6=i
(λi − λj)
(i ∈ {1, 2, 3, 4}), (2.25)
ou`, de´finissant G(ρ) = η (1− ρ),
G1 = −
∫ ν2
ν1
dν
ν G(ν)√R(ν) et G2 = −j2
∫ ν2
ν1
dν
G(ν)√R(ν) . (2.26)
Dans l’e´quation (2.26), R(ν) = (ν − ν1)(ν − ν2)(ν − ν3) et
ν1 =
1
4
(λ1 − λ2 − λ3 + λ4)2, (2.27)
ν2 =
1
4
(λ1 − λ2 + λ3 − λ4)2, (2.28)
ν3 =
1
4
(λ1 + λ2 − λ3 − λ4)2. (2.29)
6. On trouvera une de´monstration concise de ces quatre e´quations couple´es dans l’appendice B de
l’article de la sous-section 2.3.5 ou, avec plus de de´tails, en re´fe´rence [63].
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Les e´quations de Whitham (2.25) constituent le nœud central du proble`me dans le sens
ou` l’on ne peut connaˆıtre les parame`tres de l’e´coulement — comme la densite´ ρ(x) du
condensat [cf. e´quation (2.19a)] — qu’apre`s les avoir re´solues. On montre que le syste`me
forme´ des quatre e´quations (2.25) se simplifie en un syste`me de deux e´quations diffe´ren-
tielles du premier ordre couple´es ve´rifie´es par les enveloppes ν1(x) et ν2(x) > ν1(x) de
l’onde de choc dispersive :
1
2
√−ν1ν2(ν1 + ν2 + 2s2) dν1dx = F(ν1, ν2) + 2ν1 F
′(ν1, ν2)
(ν1 − ν2)(2ν1 + ν2 + 2s2) , (2.30a)
− 1
2
√−ν1ν2(ν1 + ν2 + 2s2) dν2dx = F(ν1, ν2) + 2ν2 F
′(ν1, ν2)
(ν1 − ν2)(ν1 + 2ν2 + 2s2) , (2.30b)
ou` s2 = −M2/2 − 1 et, notant E(m) =
∫ 1
0
dθ
√
(1−mθ2)/(1− θ2) l’inte´grale elliptique
comple`te de deuxie`me espe`ce [avec m = (ν1 − ν2)/(2ν1 + ν2 + 2s2)],
F
2η
= ν1(ν1 − 1) + 1
3
(2ν1 + ν2 + 2s2)
[
−ν1 + ν2 + 4s2 + 3− (4s2 + 3) E(m)
K(m)
]
, (2.31a)
F′
η
= ν1 + ν2 + 2s2 + 1− (2ν1 + ν2 + 2s2) E(m)
K(m)
. (2.31b)
En s’aidant de la continuite´ du courant en x = 0 — j(0−) = j(0+) puisque l’e´quation
(2.19b) combine´e avec la contrainte Vϕ = 0 et l’e´quation (2.16a) donne jx = 2η ρ (1 − ρ)
et puisque la densite´ est continue en x = 0 — et en tirant parti de la discontinuite´
de la de´rive´e de la densite´ a` la position de l’obstacle — ρx(0
−) = ρx(0+) − 4κρ(0) =
ρx(0
+)−4κρ¯, ou` ρx(0+) se de´termine graˆce a` (2.18) —, on arrive a` trouver les valeurs que
prennent les enveloppes ν1(x) et ν2(x) en x = 0, ce qui fixe les conditions aux limites du
syste`me (2.30a)–(2.30b), de la re´solution duquel on de´duit la densite´ ρ(x < 0) du fluide
puisqu’on a aussi, alternativement a` l’e´quation (2.19a),
ρ(x) = ν1(x)− [ν1(x)− ν2(x)]× sn2
[√
−2ν1(x)− ν2(x)− 2s2 x,m(x)
]
. (2.32)
Notons que la solution des e´quations de Whitham de´pend (a` κ, η et M fixe´s) d’un seul
parame`tre : ρ¯ = ρ(0). Ce dernier doit eˆtre correctement choisi afin d’assurer la convergence
du profil de densite´ vers l’unite´ (ou bien ρ0 en unite´s dimensionne´es) lorsque x est suffisam-
ment loin en amont de l’obstacle ; il doit donc eˆtre fixe´ de sorte que limx→−∞ ν1,2(x) = 1.
L’efficacite´ des approches analytiques pre´sente´es dans les deux paragraphes pre´ce´dents
est illustre´e a` la figure 2.14. Comme on le voit, l’accord entre le produit de l’inte´gration
nume´rique exacte de l’e´quation (2.14) et les re´sultats respectivement tire´s de la the´orie de
Whitham et de l’approche hydraulique est excellent. Notons que la me´thode de Whitham
fonctionne tre`s bien dans un re´gime ou` la the´orie des perturbations doit implacablement
e´chouer : a` la figure 2.14, on constate clairement que l’e´cart |ρ(x) − 1| au voisinage de
l’obstacle (c’est-a`-dire autour de x = 0) n’est pas petit devant 1. En outre, nous avons
choisi une valeur relativement grande de η (η = 1) car nous voulions travailler dans un
re´gime ou` toutes les modulations du profil de densite´ en amont du pic δ apparaissent
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distinctement, c’est-a`-dire sur une longueur typiquement pas trop grande par rapport a`
la longueur d’onde des oscillations. Comme le montre la figure 2.14, meˆme dans ce cas
de´favorable, l’accord des pre´dictions analytiques avec le re´sultat nume´rique reste vraiment
tre`s bon. Pour re´soudre nume´riquement l’e´quation de Gross–Pitaevskii (2.14), nous avons
utilise´ une me´thode de « shooting » en de´marrant l’inte´gration nume´rique loin en aval de
l’obstacle avec un profil de densite´ initial donne´ par les e´quations de´duites de la the´orie
de la re´ponse line´aire.
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Figure 2.14 — Comparaison de la solution nume´rique exacte de l’e´quation de Gross–
Pitaevskii stationnaire (2.14) avec les re´sultats analytiques obtenus dans le cadre de la
the´orie des modulations de Whitham et dans celui de l’approximation hydraulique. Les
trace´s ont e´te´ effectue´s dans le cas ou` κ = 4, η = 1 et M = 3. La courbe obtenue
par inte´gration nume´rique de l’e´quation (2.14) correspond a` la ligne en pointille´s noirs.
L’onde de choc dispersive pre´dite par la the´orie de Whitham en amont de l’obstacle (c’est-
a`-dire dans la re´gion ou` x est ne´gatif) correspond a` la courbe en trait e´pais rouge. Les
enveloppes ν1(x) et ν2(x) de la structure oscillatoire amortie sont repre´sente´es par de fines
lignes rouges. Le re´sultat de l’approximation hydraulique en aval de l’obstacle (c’est-a`-dire
dans la re´gion ou` x est positif) correspond a` l’e´paisse ligne verte du graphique.
On pre´sente a` la figure 2.15 le domaine d’existence des e´coulements stationnaires dans
le plan {κ,M}. Ce domaine correspond a` la re´gion bleue de la figure principale ; nous
l’avons de´termine´ nume´riquement dans le cas ou` η = 0,05. L’augmentation de l’aire du
domaine stationnaire supercritique en pre´sence d’amortissement est due a` l’apparition
d’une nouvelle classe de profils de densite´ quand η 6= 0. Ces profils pre´sentent juste en
amont de l’obstacle un plateau amorti qui se termine par une onde de choc dispersive
lorsque x → −∞. Ils semblent correspondre a` la version stationnaire d’un type de profil
de´pendant du temps e´tudie´ en re´fe´rence [65] dans le cas ou` η = 0. Dans un syste`me
non-dissipatif, ce genre de structure d’onde ne peut pas eˆtre stationnaire si on impose les
conditions aux limites limx→+∞ ρ(x) = 1 = limx→−∞ ρ(x). Ici, le terme d’amortissement
ψt = η (1 − ρ)ψ de l’e´quation (2.3) fournit un me´canisme permettant une relaxation de
la densite´ en aval de ρ(x = 0) < 1 a` ρ(x = +∞) = 1−, ainsi que la stabilisation du
choc dispersif en amont de l’obstacle. L’encart de la figure 2.15 repre´sente le domaine
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Figure 2.15 — Re´gimes d’e´coulement autour d’un obstacle de potentiel Uext(x) = κ δ(x)
dans le plan {κ > 0,M = V/cs}. Le graphique principal est obtenu dans le cas d’un sys-
te`me non-conservatif caracte´rise´ par un coefficient d’amortissement η = 0,05. L’encart
correspond a` un syste`me conservatif (η = 0). Sur chaque graphe, les re´gions bleues corres-
pondent a` des e´coulements stationnaires, les re´gions blanches a` des e´coulements de´pendant
du temps et les lignes horizontales en magenta indiquent le seuil de vitesse (V = Vcrit)
qui se´pare un re´gime d’excitations localise´es autour de l’obstacle (V < Vcrit) d’un re´gime
d’e´mission de Cherenkov (V > Vcrit), comme le pre´dit la the´orie de la re´ponse line´aire.
Dans l’encart, la re´gion subsonique (V < cs) bleue est superfluide et la re´gion supersonique
(V > cs) bleue est dissipative ; l’e´quation κ = κ(M) de la ligne (en pointille´s bleus) qui
se´pare les domaines d’e´coulement stationnaire et non-stationnaire est pre´cise´ment donne´e
en (2.33). Sur la figure principale, les points accompagne´s de barres d’erreur horizontales
marquent la frontie`re (de´termine´e nume´riquement) entre les re´gimes d’e´coulement sta-
tionnaire et non-stationnaire lorsque η = 0,05. Ils sont connecte´s entre eux par une ligne
en pointille´s bleus afin de guider l’œil. L’autre ligne en pointille´s sur ce graphique montre,
a` titre de comparaison, le re´sultat obtenu lorsque η = 0.
exact d’existence des e´coulements stationnaires dans le plan {κ,M} lorsque η = 0. On
peut y identifier trois re´gimes que nous noterons (R1), (R2) et (R3) ; (R1) est subsonique
(M = V/cs < 1), stationnaire et superfluide, (R2) est non-stationnaire et dissipatif, et
(R3) est supersonique (M = V/cs > 1), stationnaire et dissipatif. Le re´gime (R3) est
se´pare´ du re´gime (R1) par la re´gion de´pendante du temps (R2) ; on montre que l’e´quation
de la se´paratrice dans le plan {κ > 0,M} s’e´crit [83]
κse´paratrice(M) =
{
1
4M
√
(8M2 + 1)3/2 − 8M4 − 20M2 + 1 (M < 1),
1
4
√
2
√
M(M2 + 8)3/2 +M4 − 20M2 − 8 (M > 1). (2.33)
Cette caracte´ristique du cas η = 0 est partiellement en contradiction avec ce que pre´dit (a`
tort) la the´orie des perturbations en l’absence d’amortissement. En effet, dans le cas ou`
η = 0, la the´orie de la re´ponse line´aire e´choue toujours lorsque V est proche de la vitesse
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du son cs dans le condensat [83], et dans cette configuration, l’e´coulement est en fait
non-stationnaire. Lorsque η 6= 0, nous avons montre´ qu’on peut perturbativement pre´dire
l’existence d’un profil d’e´coulement stationnaire pour toute vitesse M si κ . min{1, η1/3}
[cf. e´quation (2.9)]. Ceci est corrobore´ par les re´sultats nume´riques expose´s a` la figure
2.15 lorsque η = 0,05. Dans ce cas, min{1, η1/3} = η1/3 car η1/3 ' 0,37, tandis que la
plus grande valeur de κ pour laquelle un e´coulement stationnaire existe quelle que soit la
vitesse M est nume´riquement trouve´e dans l’intervalle ]0,08, 0,14[.
2.3.4 Synthe`se des re´sultats
Nous avons analyse´ l’e´coulement d’un condensat de polaritons unidimensionnel par
rapport a` un obstacle localise´ en situation de pompage non-re´sonnant. Dans ce premier
travail, nous avons par mesure de simplicite´ ne´glige´ tout effet duˆ a` la polarisation des
modes lumineux dans la cavite´ optique.
Nous avons tout d’abord re´solu le proble`me perturbativement et dans ce cas montre´
qu’il existe un « crossover » re´gulier entre un re´gime d’e´coulement visqueux (ou` les exci-
tations du fluide restent localise´es autour de l’obstacle) et un re´gime de re´sistance d’onde
(caracte´rise´ par un rayonnement de Cherenkov d’ondes line´aires amorties). La the´orie de
la re´ponse line´aire pre´dit que le seuil d’e´jection des ondes de Cherenkov correspond a` une
vitesse critique Mcrit(η) = Vcrit(η)/cs 6 1 [cf. e´quation (2.5)] seulement fonction du coef-
ficient d’amortissement η de´fini par (2.2) et que les profils d’onde stationnaires n’existent
pour toute vitesse M = V/cs que lorsque l’intensite´ typique κ du potentiel re´pulsif repre´-
sentant l’obstacle ve´rifie κ . min{1, η1/3} [voir l’e´quation (2.9) et la discussion associe´e].
Si cette condition est remplie, la the´orie des perturbations s’applique et il existe une tran-
sition continue (pilote´e par la vitesse M) d’un re´gime stationnaire de traˆıne´e visqueuse
(M < Mcrit) vers un re´gime stationnaire de traˆıne´e d’onde (M > Mcrit).
Cependant, a` la lumie`re des re´sultats expose´s a` la figure 2.15, nous avons e´te´ amene´s a`
nuancer le caracte`re continu de cette transition entre un re´gime ou` la traˆıne´e est localise´e
au voisinage de l’obstacle et un re´gime d’e´mission d’ondes (amorties) de Cherenkov. Dans
le cas d’un potentiel δ d’assez grande amplitude, on voit en effet que ces deux re´gimes
d’e´coulement stationnaire sont se´pare´s par un re´gime d’e´coulement de´pendant du temps,
comme ce qui est typiquement observe´ dans les vapeurs atomiques ultra-froides.
En dehors du cadre de validite´ de la the´orie de la re´ponse line´aire, il est encore possible
de trouver des profils d’onde stables de´crits par l’e´quation de Gross–Pitaevskii stationnaire
(2.14). La the´orie des modulations de Whitham pre´dit qu’une onde de choc dispersive se
de´veloppe a` la teˆte d’un obstacle δ de forte amplitude se de´plac¸ant plus vite que le son
dans le condensat de polaritons. A` la queue de l’obstacle, le profil de densite´ est bien de´crit
dans un cadre ou` sont ne´glige´s les effets dus a` la dispersion (approximation hydraulique).
Les re´sultats de´duits de la the´orie de Whitham et de l’approximation hydraulique sont en
parfait accord avec le fruit de la re´solution nume´rique exacte de l’e´quation (2.14), ce qui
prouve l’efficacite´ de ces deux approches analytiques.
Expe´rimentalement parlant, le re´sultat le plus important de notre travail est la de´-
monstration qu’il est difficile d’e´valuer la superfluidite´ d’un condensat de polaritons en
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analysant simplement la structure des profils de densite´ ge´ne´re´s par un petit obstacle lo-
calise´ se de´plac¸ant dans le fluide. Nous avons en effet montre´ qu’une absence de diffusion
a` longue porte´e par un de´faut n’est pas du tout lie´e a` une absence de dissipation d’e´nergie
dans le syste`me [on pourra se re´fe´rer a` la discussion faisant suite a` l’e´quation (2.11)].
En section 2.4, nous e´tendons une bonne partie de notre travail au cas ou` le spin
des polaritons de microcavite´ est pris en compte. Nous y discuterons des effets dus a` la
pre´sence possible d’un champ magne´tique exte´rieur.
2.3.5 P.-E´. L., N. Pavloff et A. M. Kamchatnov, Physical Re-
view B 86, 165304 (2012)
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Motivated by recent experiments on generation of wave patterns by a polariton condensate incident on a
localized obstacle, we study the characteristics of such ﬂows under the condition that irreversible processes
play a crucial role in the system. The dynamics of a nonresonantly pumped polariton condensate in a quasi-
one-dimensional quantum wire is modeled by a Gross-Pitaevskii equation with additional phenomenological
terms accounting for the dissipation and pumping processes. The response of the condensate ﬂow to an external
potential describing a localized obstacle is considered in the weak-perturbation limit and also in the nonlinear
regime. The transition from a viscous drag to a regime of wave resistance is identiﬁed and studied in detail.
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I. INTRODUCTION
The ability to move with respect to an obstacle without
dissipating energy is one of the most intuitive and appealing
deﬁnitions of superﬂuidity. This is the reason why the motion
of quantum ﬂuids with respect to obstacles has been used in
several experiments aiming at revealing a superﬂuid behavior
in different physical systems: 4He (see, e.g., Refs. 1 and 2),
3He (Ref. 3), ultracold atomic vapors,4–8 and more recently
polariton condensates.9–13
For a weakly perturbing impurity moving at constant
velocity V in a conservative atomic Bose-Einstein condensed
(BEC) system at zero temperature, the Landau criterion14
predicts that there exists a critical velocity Vcrit separating
two different behaviors: (i) for V < Vcrit no excitations are
emitted away from the obstacle and, hence, there is no drag
force; (ii) for V > Vcrit a Cherenkov radiation of linear waves
occurs; these waves carry momentum away from the impurity
which is thus subject to a ﬁnite drag force. The ﬁrst regime is
superﬂuid and the second one is dissipative.15
In a pumped nonequilibrium polariton condensate, even
when kinematically allowed, propagating disturbances are
always damped due to the ﬁnite lifetime of the polaritons.
As a result, the well-deﬁned transition between superﬂuid
and dissipative regimes transforms in these damped systems
into a crossover characterized by different forms of wave
patterns: localized for small enough ﬂow velocity, oscillatory
and extended for large enough ﬂow velocity. The boundary
between these two regimes is typically not abrupt: Just at the
transition point the decay length of a propagating wave is
less than its wavelength and this disturbance can hardly be
distinguished from a localized perturbation. It might thus be
difﬁcult to separate a superﬂuid regime from a dissipative
one by studying the wave pattern created by an obstacle.
Nevertheless, the concept of superﬂuidity is often employed
because it permits a simple qualitative discussion of the
processes taking place in the ﬂow of a polariton condensate.
In the present work we study in detail the wake of a
polariton condensate past an obstacle and the associated
drag force. We argue that, for low enough damping, the
superﬂuid/dissipative transition is better understood in terms
of a crossover of the force experienced by the obstacle from
a viscous drag to wave resistance, in analogy to what is
observed for capillary-gravity waves.
The paper is organized as follows. In Sec. II we present the
phenomenological one-dimensional model we use and present
our strategy for studying the speciﬁc features of typical ﬂows.
In Sec. III we set up a general perturbative analysis of the
motion of the polariton gas past a weak obstacle and discuss
the domain of validity of this approach. In Sec. IV we obtain
nonperturbative results valid for a localized narrow impurity
using several approximation schemes (the so-called hydraulic
approximation in Sec. IVA andWhitham averaging method in
Sec. IVB) and also numerical integration (Sec. IVC). Finally
we present our conclusions in Sec. V. Some technical points
are given in the appendices. In Appendix A we study the poles
of the response function of the system and in Appendix B we
present the perturbed Whitham theory we use in Sec. IVB of
the main text.
II. THE MODEL
We study the ﬂow of a polariton condensate past an obstacle
disregarding possible effects of polarization of the light modes
in the cavity.We consider a conﬁguration in which excitons are
conﬁned in a one-dimensional quantum wire and, as a result,
the polariton condensate is described by an order parameter
ψ(x,t) whose dynamics is modeled by a Gross-Pitaevskii
equation of the form
ih¯ ψt = − h¯
2
2m
ψxx + (Uext(x,t) + αρ)ψ + i(γ − ρ)ψ.
(1)
In Eq. (1) m is the polariton effective mass (in the parabolic
dispersion approximation, valid at small momenta), ρ(x,t) =
|ψ(x,t)|2 is the polariton density, and Uext(x,t) describes
the potential of a localized obstacle, possibly in motion
relative to the polariton gas. Interaction effects are described
by an effective local repulsive term characterized by the
nonlinear coupling constant α > 0. There is a whole body
of evidence showing that the overall effective interaction
between polaritons is repulsive. Some of the most direct
manifestations of this repulsion are the observed emission
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blueshift16–18 and the expulsion of the condensate from a
pumping region.19,20 Another consequence of repulsion, very
important for the present study, is the absence of scattering
from a defect—ﬁrst observed in Refs. 9 and 10—and the
related emission of nonlinear excitations15 (solitons and
vortices) whose generation is typically associated with a loss
of superﬂuidity.11–13,21
Due to the ﬁnite lifetime of the polaritons, the system
needs to be pumped. Following Refs. 22–26, we schematically
describe this effect by the last term of Eq. (1): The term h¯ ψt =
γ ψ phenomenologically describes the combined effects of
the pumping and decay processes.27 For γ > 0 an overall gain
leads, if not compensated, to an exponential increase of the
density. This increase is counterbalanced by the term h¯ ψt =
−ρ ψ (where  > 0) which accounts for a saturation of the
gain at large density and allows one to reach a steady-state
conﬁguration—resulting fromdynamical equilibrium between
gain and losses—with a ﬁnite density ρ0 = γ /. Equation
(1) corresponds to a situation where the pumping extends
over all space. This models a system where an obstacle is
present within a large reservoir, and simpliﬁes the theoretical
treatment because the stationary density in the absence of
external potential is constant. Results where the obstacle is
present outside of the pumping region will be presented in a
forthcoming publication.28
Localized structural defects are naturally present in many
samples; they can also be artiﬁcially created by means of
lithographic techniques or by a continuous-wave laser. If an
obstacle is introduced into the condensate, the state with
uniform density ρ0 is disturbed.We suppose that the obstacle is
described by a potentialUext(x,t) with a ﬁnite spatial extension
[verifying Uext(x,t) → 0 as |x| → ∞]. In many experiments
the condensate is put into motion with respect to the obstacle
by resonant pumping. Here we rather describe a situation with
nonresonant pumping, where condensation can be forced to
occur in a ﬁnite-momentum state by seeding the system with
a short coherent-light pulse.26 However, we believe that the
gross features of the theoretical study of the wave patterns and
of the drag force are not essentially affected by the technique
used for setting the ﬂuid into motion. This is supported by a
comparison of the results of the present work with the one
of Ref. 29 where a continuous transition at a critical velocity
(possibly different from the speed of sound) is also observed
in a perturbative study of a resonantly driven polariton ﬂuid.
As just discussed, in typical experiments with polariton
condensates, the obstacle does not move and instead the
condensate is put into motion with some velocity V . However
we shall sometimes use for convenience a reference frame in
which the condensate is at rest (far enough from the obstacle)
and where the obstacle moves with velocity −V : Uext(x,t) =
fext(x + V t). A comprehensive study of this problem can
be done in the case of an obstacle represented by a weak
potential which induces a wave disturbance corresponding
to small modiﬁcations of the parameters of the ﬂow. In this
conﬁguration the problem can be treated in the framework
of perturbation theory which is presented in Sec. III of the
paper; this corresponds to the extension to damped systems
of previous perturbative studies of BEC atomic vapors.30–33
Note that the possibility of a perturbative treatment of Eq. (1)
has already been foreseen in Refs. 26 and 34; this led to the
identiﬁcation of the relevant complex wave vectors involved
in the perturbative analysis. In Sec. IV we consider the wave
pattern generated by the ﬂow of a polariton condensate past a
strong obstacle potential, when perturbation theory no longer
applies. In this case, it is appropriate to distinguish between
wide and narrow obstacles depending on the ratio of their
sizes to the healing length ξ (ξ is the de Broglie wavelength of
polaritons moving with the sound velocity; see its deﬁnition
in the next paragraph). When a narrow obstacle moves at
supersonic speed the downstream proﬁle has a rather smooth
behavior which can be described by a dispersionless approach,
the hydraulic approximationwhichwe present in Sec. IVA.On
the other hand, the upstream-wave structure can be represented
(for small enough damping coefﬁcient) as a weakly modulated
nonlinear periodic wave which is a damped dispersive shock
wave. Such shocks have been studied for the case of a wide
obstaclewith the use ofWhithammodulation theory inRef. 35.
We present here a similar and more detailed study in the case
of a δ impurity in Sec. IVB.
In the absence of external potential, a homogeneous and
stationary solution of Eq. (1) corresponds to an order parameter
of the form ψ(x,t) = √ρ0 exp(−iμt/h¯), where ρ0 is the
uniform density and μ is the chemical potential. Inserting
this expression in Eq. (1) one ﬁnds ρ0 = γ / (necessary
for obtaining a real μ corresponding to a time-independent
density) andμ = αρ0. The characteristic density ρ0 and energy
μ are associated to characteristic velocity and distance, namely
the speed of sound36 cs =
√
αρ0/m and the healing length
ξ = h¯/(mcs).
We will see below that, for a given obstacle potential
Uext(x,t), the ﬂow pattern is monitored by only two dimen-
sionless parameters: The Mach number M and the damping
parameter η deﬁned as
M = V
cs
and η = γ
μ
. (2)
Having identiﬁed the relevant parameters of the problem one
can simplify the notations by expressing densities in units of
ρ0, distances in units of ξ , times in units of ξ/cs and energies
in units of μ. In these new variables Eq. (1) takes the form
i ψt = − 12ψxx + (Uext(x,t) + ρ)ψ + iη(1 − ρ)ψ. (3)
From now on, we shall use this dimensionless form of the
damped Gross-Pitaevskii equation.
III. FLOW PAST A WEAK OBSTACLE
A. General linearized theory
In the absence of external potential Eq. (3) admits a uniform
stationary solution of the form ψ(x,t) = exp(−i t). If the
potential of the obstacle is weak, one can evaluate the density
and the ﬂow velocity proﬁles of the polariton condensate
perturbatively. In this case one looks for a solution of Eq. (3)
of the form
ψ(x,t) = [1 + ϕ(x,t)] exp(−i t), (4)
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assuming that |ϕ(x,t)|  1. Linearizing Eq. (3) with respect
to ϕ(x,t) and Uext(x,t) and introducing the Fourier transforms⎡
⎣ u(q,ω)v(q,ω)
ˆUext(q,ω)
⎤
⎦ = ∫
R2
dx dt
⎡
⎣ ϕ(x,t)ϕ∗(x,t)
Uext(x,t)
⎤
⎦e−i(qx−ωt), (5)
one ﬁnds that u(q,ω) and v(q,ω) satisfy the following linear
system:
L
(
u(q,ω)
v(q,ω)
)
= − ˆUext(q,ω)
(
1
1
)
, (6)
where
L =
(
q2
2 − ω + 1 − iη 1 − iη
1 + iη q22 + ω + 1 + iη
)
. (7)
When ˆUext(q,ω) ≡ 0, that is, in the absence of the external
obstacle, nontrivial solutions u(q,ω) and v(q,ω) of the 2 × 2
system (6) exist only when the determinant
D(q,ω) = q2
(
1 + q
2
4
)
− ω2 − 2iη ω (8)
of the matrix L is identically null. The resolution of the
characteristic equation D(q,ω) = 0 yields the dispersion
relation ω(q) of the elementary excitations propagating on
top of a homogeneous and stationary proﬁle. Let us ﬁrst
consider the case η → 0 (and also in dimensional units  → 0
in such a way that the density ρ0 = γ / is kept constant).
In this case one ﬁnds that the excitation spectrum is the
Bogoliubov one, that is, one recovers the dispersion relation
of elementary excitations of a weakly interacting atomic Bose
gas: ω(q) = ±ωB(q), where
ωB(q) = q
√
1 + q
2
4
. (9)
In the case where η is not zero one gets22
ω(q) =
⎧⎪⎨
⎪⎩
−iη ± i
√
η2 − ω2B(q) if |q| < q∗,
−iη ±
√
ω2B(q) − η2 if |q| > q∗,
(10)
where
q∗ =
[
2(
√
1 + η2 − 1)]1/2. (11)
In the ideal case (η = 0 and then q∗ = 0) long-wavelength
perturbations (|q|  1) correspond to sound waves with a
linear dispersion ωB(q)  q and with a sound velocity equal
to unity in our dimensionless units. As announced in note 36,
perturbations with |q| < q∗ do not propagate in the presence
of ﬁnite damping (η 	= 0). However, for small η there exists a
ﬁnite region of wave number (q∗  |q|  1) for which the
dispersion relation (10) can be approximated by the long-
wavelength limit ω(q)  q − iη describing weakly damped
sound waves.
Let us now consider the general case where Uext(x,t) is
not zero: The linear waves are generated by the external
potential and their Fourier components u(q,ω) and v(q,ω) can
be expressed by means of Eq. (6) in terms of this potential.
This yields the following expression for the ﬁrst-order density
modulation δρ = ϕ + ϕ∗ induced by Uext(x,t):
δρ(x,t) =
∫
R2
dq dω
(2π )2 χ (q,ω)
ˆUext(q,ω) ei(qx−ωt), (12)
where
χ (q,ω) ≡ δρˆ(q,ω)
ˆUext(q,ω)
= − q
2
D(q,ω) (13)
is the linear response function of the system. A conﬁguration
of great experimental interest corresponds to the case where
the condensate moves at constant velocity with respect to a
static obstacle. In this case, in the frame where the condensate
is at rest, the external potential is of the form
Uext(x,t) = fext(x + Mt), (14)
where M is, in our dimensionless units, the velocity of the
obstacle with respect to the condensate. For being speciﬁc, we
shall henceforth consider the caseM > 0which corresponds to
an obstacle moving to the left in a frame where the condensate
is at rest. Denoting by ˆfext the Fourier transform of fext [i.e.,
ˆfext(q) =
∫
R dz fext(z) exp(−iqz)] the expression of δρ(x,t)
in the case of an external potential of the form (14) reads
δρ(x,t) =
∫
R
dq
2π
χ (q, −Mq) ˆfext(q) eiq(x+Mt)
=
∫
R
dzK(x + Mt − z) fext(z), (15)
where
K(X) =
∫
R
dq
2π
χ (q, −Mq) eiqX. (16)
One can ﬁrst remark that δρ is a function of x + Mt only: The
perturbative approach predicts that the density modulations
induced by an obstacle moving at constant velocity are
stationary in the reference frame where the obstacle is at rest.
Note however that, in the absence of damping, experiments
performed on atomic condensates7 and theory31,32,37 show
that there is a regime of time-dependent ﬂows for impurity
velocities close to the speed of sound. This is a nonlinear
effect which is missed by the perturbative approach. In the
presence of damping this time-dependent behavior also exits
but, in a numerical study of nonlinear effects in the presence
of a wide obstacle, it is observed in a smaller domain in the
parameter space (Intensity of Uext,V ) than when η ≡ 0.35 This
is conﬁrmed in the case of a narrow obstacle by the numerical
results of Sec. IVC below. In this respect, the perturbative
result—being stationary—is thus more sound in the presence
of damping since in this case the domain of time-dependent
ﬂows is reduced. We make this discussion quantitative at the
end of Sec. III B by discussing the parameters governing the
mathematical validity of perturbation theory.
A particular property of solution (15) comes from the
conservation equation
ρt + jx = 2η ρ (1 − ρ), (17)
where j = Im(ψ∗ψx) is the particle current-density. Actually,
Eq. (17) is a bona fide conservation equation only when
η = 0. For nonzero η, the number of particles is not conserved
and Eq. (17) should rather be called a “nonconservation”
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equation for the current of particles. Equation (17) is a direct
consequence of (1); in the stationary regime it implies23,35∫
R
dx ρ (1 − ρ) = 0. (18)
At the perturbative level this reads
∫
R dx δρ = 0 which is
trivially veriﬁed by (15).
B. Perturbative flow past a δ impurity
It is instructive to discuss in greater details the charac-
teristics of the wave pattern induced by a localized obstacle
represented by the potential
Uext(x,t) = κ δ(x + Mt). (19)
Then one gets
δρ(x,t) = κK(X = x + Mt), (20)
where K(X) is deﬁned in Eq. (16). This density modulation
is typical for the perturbations induced by a narrow obstacle
moving in the polariton condensate. Besides, the solution of the
δ-impurity problem is particularly interesting because K(X)
is the Green function from which the result for any potential
is obtained by convolution [cf. Eq. (15)].
The integral (16) can be computed by themethod of residues
and K(X) has different behaviors depending on the value of
M and corresponding to different arrangements of the poles of
χ (q, −Mq) in the complex q plane. The poles are the roots of
the equation D(q, −Mq)/q = 0 which reads
q3 + 4(1 − M2)q + 8iηM = 0. (21)
The explicit expression of the three poles q1, q2, and q3 as a
function of η and M is given in Appendix A. One obtains the
following generic expression (valid for all M):
K(X) = i
3∑
=1
sgn(Im q) Res(q)[sgn(Im q)X] eiqX,
(22)
where  is the Heaviside step function and Res(q) is the
residue of χ (q, −Mq) at q ( ∈ {1,2,3}):
Res(q) = −4 q3q2 + 4(1 − M2)
. (23)
There exists a critical velocity Mcrit below which the three
poles of χ (q, −Mq) are all located on the imaginary axis (cf.
Fig. 1 and also Appendix A) and in this case formula (22)
shows that K(X) exponentially goes to 0 when |X| → ∞.
A more transparent expression can be obtained by explicitly
solving the third degree equation (21). For M < Mcrit this
yields
K(X 6 0) = − 2
A
[
A − B
A − 3B e
(A−B)X − 4AB
A2 − 9B2 e
2BX
]
,
K(X > 0) = − 2
A
A + B
A + 3B e
−(A+B)X, (24)
where A and B are positive real numbers (A > B > 0)
depending on M and η, whose expressions are given in
Appendix A [Eq. (A3)].
Re q
M < Mcrit
Im q
q1
q2
q3
Re q
M > Mcrit
Im q
q1q2
q3
FIG. 1. (Color online) Location of the three poles q1, q2, and
q3 of χ (q, −Mq) in the complex q plane. For positive (negative)
X = x + Mt the integral in Eq. (16) is evaluated by closing the
contour from above (below). As a result, for M > Mcrit (damped)
density oscillations are observed upstream from the obstacle (i.e., for
X < 0).
On the other hand, when M > Mcrit, two of the poles
acquire a real part and are symmetrically disposed with respect
to the imaginary axis (cf. Fig. 1). In this case the wave pattern
is given by the explicit formulas
K(X 6 0) = − 4
E
Im
(
E − iF
E − 3iF e
iEX
)
eFX,
K(X > 0) = − 8F
E2 + 9F 2 e
−2FX,
(25)
where the expression of the positive real numbers E and F is
given in Eq. (A6).
The transition from one regime to the other takes place
when two roots of Eq. (21) (namely q1 and q2) collide on the
imaginary axis, that is, when the discriminant of this equation
vanishes. This condition yields the expression of Mcrit:
M2crit = 1 −
3
2
η2/3
[(√1 + η2 + 1)1/3 − (√1 + η2 − 1)1/3].
(26)
When η → 0, that is, in the absence of damping, one
recovers the usual Landau threshold for emission ofCherenkov
radiation in a weakly interacting Bose gas: Mcrit = 1 (in
dimensional units, Vcrit = cs). In this case, the perturbative
treatment states that the ﬂow is nondissipative for velocities
below Mcrit and dissipative above (see Refs. 32 and 33 and
the computation of the drag in Sec. III D). This is identical
to Landau’s criterion since both approaches give the same
value of velocity for the onset of dissipation and have
the same physical content: Excitation of small nonlocalized
perturbations is allowed only above Mcrit.
In the presence of dissipation η 	= 0, andEq. (26) shows that
Mcrit is a decreasing function of η (cf. Fig. 2). For M < Mcrit
(subcritical velocities) there is no Cherenkov radiation but, as
shown by the explicit computation of the drag force below,
contrarily to the η = 0 case, the dissipative effects associated
with the ﬁnite lifetime of polaritons induce a ﬁnite drag force
on the obstacle and the ﬂow is not strictly superﬂuid. For
M > Mcrit, Cherenkov radiation becomes possible but dissi-
pation within the condensate induces decay of the associated
density oscillations. The corresponding density patterns are
represented in each case (M ≶ Mcrit) in the insets of Fig. 2
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FIG. 2. (Color online) Mcrit = Vcrit/cs as a function of the dimen-
sionless damping parameter η, such as given by Eq. (26). The dashed
lines correspond to the asymptotic expressions Mcrit  1 − 32 (η/2)2/3
(for low η) and Mcrit  2/(3
√
3 η) (for large η). The insets represent
typical density proﬁles in the presence of a repulsive δ-peak impurity
for M < Mcrit (lower left inset) and M > Mcrit (upper right inset).
and the relevant analytical expressions are given by Eqs. (24)
and (25).
The fact that Mcrit is modiﬁed by damping physically
explains why perturbation theory is more accurate in the
presence of damping. For a nondamped system, an obstacle
moving at velocity close to Mcrit = 1 generates Bogoliubov
excitations whose typical velocity is also close to cs = 1. As
a result, the perturbations accumulate in the vicinity of the
obstacle (since they propagate at the same velocity), nonlinear
effects cannot be neglected, and the perturbative approach
fails.38 In the presence of damping the critical velocity Mcrit
for radiating Cherenkov waves differs from the velocity of
propagation of small amplitude perturbation and, moreover,
the damping prevents large increases of the density. As a
result there is no pile up of ﬂuctuations in the vicinity of
the obstacle, nonlinear effects may be neglected and the
perturbative treatment is more likely to be valid.
This intuitive explanation of the increased accuracy of
perturbation theory in the presence of damping is sustained
by the mathematical reasoning we present now. In the absence
of damping the amplitude of the relative density perturbation is
of typical magnitude κ/|M2 − 1|1/2 (i.e., perturbation theory
indeed seriously fails when the velocity of the obstacle is close
to the speed of sound31 because the expression for δρ diverges).
This problem is partially cured in the presence of damping: For
a potential of the form (19) a possible estimate of the amplitude
of |δρ(x,t)| is its value κ |K(0)| at the position of the obstacle.
A study of the dependence of this quantity on the velocity
and on the damping (i.e., on the dimensionless parameters
M and η) shows that, for a ﬁxed value of η, it typically
reaches its largest value when M = Mcrit. The value of the
quantity κ |K(0)| at M = Mcrit is thus the small parameter 
of the perturbation expansion, in the sense that if this quantity
is small for given κ and η, the perturbation theory is valid
for all velocities. This condition reads [see formula (A10)]
 ≡ κ/(1 − M2crit)1/2  1. Hence  is the small parameter of
the perturbation theory in the presence of damping. It never
diverges for ﬁnite η and this shows that perturbation theory
is more sound with than without damping. We see that 
effectively decreases in the presence of damping because Mcrit
differs from 1, as advocated in the intuitive discussion of the
previous paragraph. For small η, Eq. (A10) yields  ∝ κ η−1/3
whereas for large η one ﬁnds  ∝ κ. One can thus equivalently
deﬁne the small parameter of the theory as
 = κ × max{1,η−1/3}, (27)
and indeed a numerical check shows that, at ﬁxed η,  as
deﬁned by (27) is a good estimate of the maximum value of
|δρ(x)| for x ∈ R and M ∈ R+.
We stress that the condition   1 is a criterion of
applicability of perturbation theory for all M at ﬁxed η and
κ. It is a strong requirement: For given η and κ failing to
fulﬁll the condition   1, there are still some velocities
for which perturbation theory holds. For instance in the
supersonic regime, when ηM(M2 − 1)−3/2  1, the condition
of applicability of perturbation theory relies on the smallness of
the upstream oscillations and readsκ/(M2 − 1)1/2  1which
is veriﬁed for large M even when  is not small.
C. Generic flow pattern for a weak obstacle
For an obstacle of the generic form (14) the position of
the poles of the response function and the critical velocity
(26) play the same crucial role as for a δ impurity. Equation
(15) yields the following explicit expression for the density
oscillations:
δρ(X) = i
∫ X
−∞
dy Res(q3) fext(y) eiq3(X−y)
− i
∫ ∞
X
dy
∑
∈{1,2}
Res(q) fext(y) eiq(X−y), (28)
where we recall that Res(q) is the residue of χ (q, −Mq) at q
( = 1, 2 or 3) [see Eq. (23)]. Formula (28) is valid both below
and above Mcrit. When η = 0 it reduces to the one already
obtained in Ref. 31 in the absence of damping [Eq. (45) of this
reference].
It is interesting to obtain from (28) the generic form of the
long-distance wake which exists ahead of the obstacle when
M > Mcrit. WhenX is negative andmuch larger than the range
of the obstacle potential fext, the ﬁrst term in Eq. (28) can be
neglected. If, furthermore, fext decreases rapidly enough at
−∞ so that ˆfext(q1,2) exists (typically when fext(x) decreases
more rapidly than exp[−Im(q1,2) x]), one can approximate the
second integral by a compact expression yielding
δρ(X) 
X→−∞
2 Im
[
Res(q1) ˆfext(q1) eiq1X
]
. (29)
We recall that Eq. (29) is an approximation of formula (28)
valid for M > Mcrit. It is of course exact for all X 6 0 in the
case of a δ impurity. It describes Cherenkov oscillations which
are damped by a factor exp[−Im(q1) x], in complete agreement
with the results obtained in Ref. 35 both numerically and also
by means of Whitham averaging method [Eq. (42) of this
reference].
Note that for large velocities (M  Mcrit) the imaginary
parts of q1 and q2 tend to zero (cf. Appendix A) and the wake
(29) thus extends far ahead from the obstacle: The effective
damping of the Cherenkov radiation tends to zero. However,
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FIG. 3. δρ(X = x + Mt) for a δ-impurity potential (left panels) and a Gaussian potential (30) of width σ = 0.5 (right panels) as given by
perturbation theory [Eq. (15)]. The plots are drawn for a system in which η = 0.5 and in this case Mcrit = 0.5. The two upper panels correspond
to a velocity below Mcrit (M = 0.4) and the two lower ones to a velocity above Mcrit (M = 1.75). In the lower right panel the dashed gray line
corresponds to the approximation (29).
in this limit, |q1| gets very large (cf. Appendix A) and for a
generic potential | ˆfext(q1)| becomes very small: The amplitude
of the wake decreases uniformly at large velocity, not because
of damping, but because the large kinetic energy of the ﬂow
with respect to the obstacle allows one to treat this obstacle
as a small perturbation. The same effect had been predicted
for BEC of ultracold vapors in Ref. 31 and has been observed
experimentally in Refs. 7 and 8.
For being speciﬁc, we compare in Fig. 3 the density
modulations obtained within perturbation theory for a δ-
impurity obstacle (19) with the ones corresponding to a
Gaussian potential of ﬁnite width σ :
Uext(x,t) = κ
σ
√
π
exp
[
− (x + Mt)
2
σ 2
]
. (30)
When σ → 0 this potential tends to the δ-impurity potential
(19). As just explained, when M > Mcrit the damping of the
oscillatory wake in front of the obstacle is more effective in
the Gaussian case than for the δ impurity and is very well
described by the asymptotic form (29) as shown in the lower
right panel of Fig. 3.
D. Drag force
In order to discuss the precise inﬂuence of the ﬁnite lifetime
of the polaritons on the possible superﬂuidity of the ﬂow, it is
interesting to compute the drag force Fd experienced by the
obstacle. Fd is deﬁned as32
Fd =
∫
R
dx |ψ(x,t)|2 ∂xUext(x,t). (31)
A natural way to compute Fd is to insert the perturbative
expression (15) for δρ in Eq. (31) (see, e.g., Ref. 33). Another
convenient way is to use the stress tensor T (x,t) in a manner
similar to what has been done in Ref. 32. The stress tensor is
deﬁned as
T (x,t) = −Im(ψ∗ψt ) + 12 |ψxx |2 − 12ρ2 − ρ Uext. (32)
It veriﬁes the “nonconservation” equation
Jt + Tx + ρ(Uext)x = 2η (1 − ρ) J, (33)
where in dimensionless units the momentum current-density J
coincides with the particle current-density: J (x,t) ≡ j (x,t). In
the presence of damping, in the stationary regime, integrating
this expression over position, one gets
Fd = 2η
∫
R
dx (1 − ρ) J. (34)
Within the perturbative approach one can show that J (X =
x + Mt) = −M δρ(X) − 2η ∫ X−∞ dy δρ(y), and using the re-
sult (18) this yields, for an obstacle of type (14),
Fd = 2ηM
∫
R
dx [δρ(x)]2
= 2ηM
∫
R
dq
2π
|χ (q, −Mq)|2 | ˆfext(q)|2. (35)
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FIG. 4. (Color online) Fd/κ2 as a function of M = V/cs for
different values of the dimensionless damping parameter η. The
curves are drawn for the δ-impurity potential (19):Uext(X) = κ δ(X).
For each curve the abscissa of the white dot spots the value ofMcrit(η).
For each η this critical velocity is reached exactly when Fd/κ2 = 29 .
We emphasize that (31) is generally valid, that (34) is only
valid for a stationary regime in the presence of damping for
an obstacle moving at constant velocity, and that (35) is the
perturbative evaluation of (34).
For concreteness we now give the explicit expression of the
perturbative drag (35) in the case where the potential is a Dirac
peak of the form (19). One gets
Fd = −κ
2
2
∑
∈{1,2,3}
sgn(Im q) q Res(q). (36)
Substitution of the explicit expressions for the poles yields
Fd = κ
2ηM(1 − M2)−3/2
cos θ3
(
cos θ3 + 1√3 sin θ3
) (
cos θ3 +
√
3 sin θ3
) ,
(37)
for M < Mcrit and
Fd = 8κ
2ηM
F (E2 + 9F 2) (38)
for M > Mcrit [in the above expressions θ , E, and F are given
by Eqs. (A1) and (A6)]. The behavior of Fd as a function of
M is displayed in Fig. 4 for several values of η. For each η
the critical velocity Mcrit is reached exactly when the drag is
Fd = 2κ2/9. The corresponding points are shown as white
dots in the ﬁgure. One can also show that for all η one has
Fd = 2κ2/3 when M = 1.
From formulas (36), (37), and (38) one ﬁnds
Fd  κ2 ×
{
ηM when M → 0,
2 when M → ∞, (39)
in agreement with themain features of Fig. 4. It is interesting to
notice that the drag force is proportional to ηM when M → 0
(a similar behavior has already been observed in Refs. 26 and
29). This means that at low velocity the obstacle experiences
a force which is similar to a viscous drag of Stokes type: (i) it
is proportional to the velocity; (ii) it is linked to diffusion of
momentum as shown in the polariton case by Eq. (33) and by
the fact that the associated wave vector is imaginary.
When M increases and reaches the value M = Mcrit, a
wake begins to be emitted ahead of the obstacle. It consists of
(damped) Cherenkov radiations and one could say, pursuing
the analogy with ﬂuid mechanics, that this marks the onset of
wave resistance. One can push the analogy one step further
and compare the present results with the ones obtained in
experimental studies of the drag force exerted on objects
moving at the surface of several viscous ﬂuids. In such
experiments it is typically observed, as in Fig. 4, that the
transition to the wave drag is continuous,39 but also that
Fd considered as a function of V has a quasidiscontinuous
behavior for decreasing viscosity.40 An exactly discontinuous
behavior is typical for the perturbative drag in superﬂuids32
and is also expected on the basis of Raphae¨l-de Gennes theory
of wave resistance in the context of capillary-gravity waves at
the surface of inviscid ﬂuids.41 This discontinuity disappears
for ﬁnite viscosity.42 Moreover, it is interesting to remark that
from Fig. 4 one might erroneously guess (as is sometimes
done in the analysis of ﬂuid mechanics experiments) that the
relevant critical velocity for the onset of wave drag does not
depend on viscosity (i.e., on η in our case) and that at ﬁnite
viscosity the behavior of Fd (M) is just smoothed around the
inviscid value [2κ2(M − 1) in our case]. From our analytical
analysis we know that in reality the wave drag sets in at Mcrit
[which is not equal to the inviscid value Mcrit(η = 0) = 1] and
that it is not possible, when M  Mcrit or 1, to disentangle
in the expression of Fd a viscous component from a wave
resistance. This is clear from Fig. 4 where the onset of wave
drag is shown by thick white dots: At these points Fd remains
a smooth function of M .
In Fig. 4 all curves merge at M = 1, and it is intriguing to
remark that the drag for a ﬁxed velocity M larger than unity
decreases for increased damping. This counterintuitive effect
has already been observed in a study of the motion of nitrogen
drops ﬂoating at the surface of a liquid bath.42 It is explained
by the fact that viscous effects reduce the range of the wake
and accordingly diminish the wave resistance which is the
dominant source of drag when M > 1.43
At large velocity all curves in Fig. 4 tend to the same
constant value, which is the result for the drag force in the
absence of damping. The fact that the large velocity drag does
not depend on M is an artifact of the δ-impurity potential,
as demonstrated by the results obtained in the more standard
case where the obstacle is described by a Gaussian potential
of the form (30). In this case formula (31) or (35) leads to the
expression
Fd = −κ
2
2
∑
∈{1,2,3}
q Res(q) e−σ 2q2 /2
×
[
sgn(Im q) + erf
(
iσq√
2
)]
. (40)
The corresponding curves are shown in Fig. 5. The coun-
terintuitive η dependence already observed in the case of a
δ-impurity potential is here even more striking: The maximum
drag is larger at small η (compare the curves obtained for
η = 0.2 and η = 0.6).
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FIG. 5. (Color online) Fd/κ2 as a function of M = V/cs for
different values of the dimensionless damping parameter η. The solid
curves are drawn for a Gaussian-impurity potential of width σ = 0.5.
The black dashed line is the corresponding asymptotic result (45).
The gray dashed line is the result for a δ-impurity potential, shown
for comparison.
In order to better understand the large-velocity behavior of
the perturbative estimate of the drag force we now derive an
explicit asymptotic expansion valid for any potential of the
form (14) moving at large velocity. From expressions (15) and
(31) one gets
Fd = −i
∫
R
dq
2π
q χ (q, −Mq) | ˆfext(q)|2
= −i
∫
R2
dx
dq
2π
q χ (q, −Mq) fext◦fext(x) e−iqx . (41)
In Eq. (41) fext ◦ fext is the convolution of fext with itself. The
integral over q in this formula can be evaluated by the method
of residues. For positive (negative) x the contour has to be
closed from below (above). Considering that when M > Mcrit
the poles q1 and q2 which lie in the lower half of the complex
q plane verify q2 = −q∗1 and Res(q2) = −[Res(q1)]∗, one gets
Fd = −2Re
[
q1 Res(q1)
∫ ∞
0
dx fext◦fext(x) e−iq1x
]
+ q3 Res(q3)
∫ 0
−∞
dx fext◦fext(x) e−iq3x. (42)
At large velocity one obtains, from Eqs. (23) and (A8),
q1 Res(q1) = −2 + O
(
ηM
(M2 − 1)3/2
)
,
q3 Res(q3) = O
(
ηM
(M2 − 1)3/2
)
.
(43)
From this, and using the fact that fext◦fext is an even function
of x, one can cast the leading-order contribution to Fd in
Eq. (42) under the form
Fd = 2
∫
R
dx e−iRe(q1)x eIm(q1)|x| fext◦fext(x)
= 2
∫
R
dq
2π
−2 Im q1
[Re(q1) − q]2 + Im2q1
| ˆfext(q)|2. (44)
The last expression in Eq. (44) is obtained using Parseval-
Plancherel theorem. At large velocity the imaginary part of q1
is of order ηM(M2 − 1)−1, whereas its real part is Re q1 
qM ≡ 2(M2 − 1)1/2 [cf. Eq. (A8)]: The Lorentzian in Eq. (44)
is thus a good approximation of the Dirac distribution δ(q −
qM). This directly yields the following large velocity result:
Fd = 2 | ˆfext(qM)|2
[
1 + O
(
ηM
(M2 − 1)3/2
)]
. (45)
This means that the typical drag depends on velocity (through
qM) and tends to zero at large velocity44 contrarily to what
occurs for the δ-impurity obstacle. It is interesting to notice that
the result (45) does not depend on η at leading order (i.e., that
the large-velocity drag corresponds to pure wave resistance).
Besides, as already remarked in Sec. III C [paragraph between
Eqs. (29) and (30)], the obstacle can always be treated as a
perturbation at large velocity and the associated drag force
decreases (the large velocity limit was accordingly denoted as
“quasiideal” in Ref. 45).
We end this section by noting that the drag force has
not only a methodological interest, but that it is also a
measurable quantity. This is clear in the context of classical
hydrodynamics.39,40 This is also partially true in the context
of Bose condensation where one can have an indirect grasp on
Fd by measuring the rate of the part of energy dissipation
associated with the force experienced by the obstacle33,46:
dE/dt = −MFd . For instance, the experiment of Raman
et al.4 demonstrates breaking of Landau criterion, not through
the emission of a wake (which is present, but not measured),
but by an increase of the measured thermal noncondensed
fraction. This increase is due to the dissipation of the work
done by the ﬁnite drag force.
IV. NONLINEAR THEORY FOR A NARROW OBSTACLE
In this section we present results valid for strong obstacle
potentials, in regimes where the perturbative approach of the
previous section typically fails. In the limit of small damping
(η  1) one can expect that other approximations are valid.
For example, in the case of an obstacle represented by a
strong δ potential, one can assume that the condensate is
strongly disturbed at the location of the obstacle, so that
the difference 1 − ρ(0) is not small; however, the derivative
of the distribution ρ(x) downstream from the obstacle (for
x > 0) is controlled by η and can be considered as small
in the case of small damping. Hence we can develop for
this region a so-called hydraulic approximation by neglecting
higher order dispersive effects in our equations (see, e.g.,
Ref. 35). On the other hand, upstream from the obstacle (in
the region x < 0) a supercritical ﬂow generates a stationary
oscillatory structure whose oscillation’s amplitudes are not
small, contrarily to what was assumed in the previous section.
However, in the case of small η this oscillatory structure can
be represented as a slowly modulated nonlinear wave and,
hence, the Whitham modulation theory can be applied to its
description. In this section we shall use these two approximate
methods (hydraulic approximation and Whitham averaging
technique) and compare their results with the exact numerical
solution of the problem.
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In all this section we restrict ourselves to the stationary
version of Eq. (3) in the presence of a δ impurity. We ﬁnd
it more convenient to work in a reference frame where the
obstacle is at rest while the condensate moves from left to
right with an asymptotic velocity and density, respectively,
equal to M and 1 at both inﬁnities. The equation to be solved
is the following:(
M2
2
+ 1
)
ψ = −1
2
ψxx + (κ δ(x) + ρ)ψ + iη(1 − ρ)ψ.
(46)
Contrarily to the case of a weak obstacle, where one can show
that a stationary solution always exists within perturbation
theory (see Sec. III A), it is not a priori evident that Eq. (46)
admits a solution. Hence, the assumption of existence of a
stationary nonlinear regime has to be validated by exhibiting
the corresponding solution and demonstration of its stability.
If such a solution cannot be found, this means that only time-
dependent ﬂows exist for the chosen values of η, κ, and M ,
which are the three parameters characterizing the ﬂow.
By means of the substitution
ψ(x) =
√
ρ(x) exp
[
i
∫ x
dx ′ u(x ′)
]
, (47)
the Gross-Pitaevskii equation (46) can be cast—outside the
range of action of the obstacle potential—into a hydrodynamic
form for the rescaled density ρ(x) and ﬂow velocity u(x):
(ρ u)x = 2η ρ (1 − ρ), (48)
u2
2
+ ρ + ρ
2
x
8ρ2
− ρxx
4ρ
= M
2
2
+ 1.
We shall use these hydrodynamic notations in this section.
A. Hydraulic approximation in the downstream region
of a supersonic flow
In the hydraulic approximation the derivatives are supposed
to be small; hence we can neglect the two last terms in the
left-hand side of the second of Eqs. (48) to get u2/2 + ρ =
M2/2 + 1. Then u(x) can be expressed in terms of ρ(x) and
substituted into the ﬁrst of Eqs. (48) to give[
ρ
√
M2 + 2(1 − ρ)]
x
= 2η ρ (1 − ρ). (49)
The solution of this equation, with the boundary condition
ρ(0) ≡ ρ¯, (50)
can be easily expressed in terms of elementary functions:
x = 1
2η
⎧⎪⎨
⎪⎩
(
M − 1
M
)
ln
(1 − ρ¯)[M2 + 1 − ρ + M√M2 + 2(1 − ρ)]
(1 − ρ)[M2 + 1 − ρ¯ + M√M2 + 2(1 − ρ¯)]
−
√
M2 + 2 ln ρ¯
[
M2 + 2 − ρ +
√
(M2 + 2)(M2 + 2(1 − ρ))]
ρ
[
M2 + 2 − ρ¯ +
√
(M2 + 2)(M2 + 2(1 − ρ¯))]
⎫⎪⎬
⎪⎭. (51)
This formula implicitly deﬁnes the dependence of the density
ρ on x.
In the supersonic case, in the far downstream region, one
has 1 − ρ(x)  1 and one can linearize Eq. (49) with respect
to δρ = ρ − 1. This yields35
|δρ(x)| ∝ exp
(
− 2ηM
M2 − 1 x
)
. (52)
The perturbation theory used in the previous section predicts
the same behavior when ηM(M2 − 1)−3/2  1 [δρ is found
to be proportional to exp(iq3x), where q3 is given by (A8)].
However, the range of validity of Eq. (52) is different: The
condition of smallness of the derivative yields the following
condition of applicability of the hydraulic approximation:
ηM
M2 − 1  1. (53)
As a consequence of these different regimes of validity one can
make the following remark: If 1 − ρ¯  1, the linearization of
Eq. (49) can be extended down to x = 0, yielding ρ(x > 0) 
1 − (1 − ρ¯) exp[−2ηMx/(M2 − 1)]. As we shall see in the
numerical Sec. IVC, this approximation has a larger range
of validity than the pure perturbation approach of Sec. III.
This larger range of validity of the linearized version of (51)
is a result of a drawback of the hydraulic approximation: The
value of ρ¯ = ρ(0) is not predicted by this method and has to be
speciﬁed before comparison with numerical results. However,
wewill see in Sec. IVC that once this is done, Eq. (51) gives an
excellent account of the downstream wave pattern with slow
gradients in a supersonic ﬂow.47
B. Whitham approximation in the upstream region
of a supersonic flow
Upstream from the obstacle (when x < 0) supercritical
ﬂows typically generate a dispersive shock wave which is the
nonlinear version of the oscillatory wake observed in Sec. III.
Now the amplitude of this wave cannot be considered as small,
but for small η its parameters are poorly modiﬁed over one
wavelength. Therefore we can describe such a ﬂow within
Whitham modulation theory which is a nonlinear adiabatic
approach.48
In the absence of damping (η = 0) the nonlinear progressive
periodic wave solutions of (48) can be written in the form (see,
e.g., Refs. 37 and 49):
ρ(x,t) = 14 (λ1 − λ2 − λ3 + λ4)2 + (λ1 − λ2)(λ3 − λ4)
× sn2(√(λ1 − λ3)(λ2 − λ4) (x − Vϕ t),m), (54)
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and
u(x,t) = Vϕ + j
ρ(x,t) , (55)
where sn is the sine elliptic Jacobi function,
Vϕ = 12
4∑
i=1
λi, m = (λ1 − λ2)(λ3 − λ4)(λ1 − λ3)(λ2 − λ4) , (56)
and
j = 18 (−λ1 − λ2 + λ3 + λ4)
×(−λ1 + λ2 − λ3 + λ4)(λ1 − λ2 − λ3 + λ4). (57)
The parameters λ1 6 λ2 6 λ3 6 λ4 are called the Riemann
invariants of the system. In the case of strictly periodic
solutions they are constant and they determine characteristics
of the wave such as the phase velocity Vϕ [Eqs. (56)], the
current j evaluated in the frame where the wave is standing
[Eq. (57)], the amplitude of the oscillations,
a = (λ1 − λ2)(λ3 − λ4), (58)
and their wavelength,
L = 2K(m)√(λ1 − λ3)(λ2 − λ4)
, (59)
K(m) being the complete elliptic integral of the ﬁrst kind.
In the modulated dispersive shock wave occurring in the
upstream region, the λ’s become functions of position and
time which vary weakly over one wavelength and one period.
We consider here the stationary solution and in this case these
parameters do not depend on time t and the phase velocity Vϕ
is equal to zero:
Vϕ = 12
4∑
i=1
λi = 0. (60)
However, because η is not strictly zero, in the upstream region,
even if the λ’s do not depend on time they are functions of
position and their x dependence is determined by the perturbed
Whitham equations (see Appendix B):
dλi
dx
= 2
L
G1λi + G2∏
m	=i(λi − λm)
, i ∈ {1,2,3,4}, (61)
where
G1 = −η
∫ ν2
ν1
dν
ν(1 − ν)√R(ν) ,
G2 = −η
√
ν1ν2ν3
2
∫ ν2
ν1
dν
1 − ν√R(ν) ,
(62)
R(ν) and ν1, ν2, ν3 being deﬁned by Eqs. (B14) and (B15).
According to Eq. (60), the system (61) admits the ﬁrst integral∑4
i=1 λi = 0.We shall now show that it admits another integral
and can thus be reduced to a set of two (coupled) differential
equations. To this end, we shall use the Jacobi identities
4∑
i=1
λki∏
m	=i(λi − λm)
= 0 for 0 6 k 6 2, and
4∑
i=1
λ3i∏
m	=i(λi − λm)
= 1,
(63)
to obtain ds1
dx
= 0 = ds2
dx
and
ds3
dx
= 2G1
L
,
ds4
dx
= −2G2
L
, (64)
where the s’s are symmetric functions of the λ’s:
s1 =
∑
i
λi, s2 =
∑
i<j
λiλj ,
(65)
s3 =
∑
i<j<k
λiλjλk, s4 = λ1λ2λ3λ4.
Here s1 and s2 are the integrals of our system. The value of s1
is already known from Eq. (60): s1 = 0. In order to determine
the value of s2 we calculate the asymptotic values of the
Riemann invariants at x → −∞, where the ﬂow is stationary
with ρ = ρ0 = 1 and u = u0 = M > 0. The amplitude of
the oscillations vanishes here; hence we ﬁnd from (58) that
λ1 = λ2 (another possible choice is λ3 = λ4; it corresponds
to a ﬂow with M < 0). Then, from Eq. (B15) we have the
equation
lim
x→−∞ρ(x) = ρ0 = 1 = ν1 = ν2 =
1
4 (λ3 − λ4)2, (66)
as well as the expression for the current density,
lim
x→−∞j (x) = ρ0u0 = M =
1
8 (λ3 − λ4)2(−2λ1 + λ3 + λ4),
(67)
from which we get another equation:
M = 12 (−2λ1 + λ3 + λ4). (68)
With account of Eq. (60) (that is, 2λ1 + λ3 + λ4 = 0) we ﬁnd,
at x → −∞,
λ1 = λ2 = −M2 , λ3 =
M
2
− 1, λ4 = M2 + 1. (69)
Hence,
s2 = Cst = −M
2
2
− 1. (70)
From the deﬁnition (65) of the si’s it is clear that the λi’s are
the solutions of the fourth degree equation λ4 − s1λ3 + s2λ2 −
s3λ + s4 = 0. The two parameters s1 and s2 having just been
determined [s1 = 0 and the value of s2 is given in Eq. (70)]
we can deﬁne the functions λi = λi(s3,s4) as being the roots
of the equation
λ4 −
(
M2
2
+ 1
)
λ2 − s3 λ + s4 = 0, (71)
ordered according to λ1 6 λ2 6 λ3 6 λ4. Substitution of these
functions into (B15) and of the results into (64) yields the
system of two differential equations for s3 and s4,
ds3
dx
= 2G1(s3,s4)
L(s3,s4)
,
ds4
dx
= −2G2(s3,s4)
L(s3,s4)
. (72)
We now have to ﬁnd the initial conditions for this system,
that is, to determine the values of s3 and s4 at x = 0. To this
end, we take into account that Whitham theory implies that the
parameters of the wave weakly change over a distance of about
onewavelength. Thereforewe can assume that, to the left of the
obstacle and close enough to it, the wave can be approximated
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by the cnoidal wave solution (54), (55) and to the right of the
obstacle it is given by a hydraulic approximation parametrized
by the value ρ¯ of the density at the location of the δ obstacle.
It is known (see, e.g., Ref. 49) that a nonmodulated cnoidal
wave solution ρ(x) satisﬁes the equation
ρx = 2
√
R(ρ), (73)
where the coefﬁcients of the polynomial
R(ν) = (ν − ν1)(ν − ν2)(ν − ν3)
= ν3 + 2s2ν2 +
(
s22 − 4s4
)
ν − s23 (74)
are expressed in terms of the symmetric functions s2, s3, and
s4. Then the solution (54), (55) (with Vϕ = 0) can be expressed
in terms of the zeros ν1, ν2, ν3 of this polynomial as follows:
ρ(x) = ν1 + (ν2 − ν1) sn2
(√
ν3 − ν1 x,m
)
, (75)
u(x) = s3
ρ(x) ,
where
m = ν2 − ν1
ν3 − ν1 and L =
2K(m)√
ν3 − ν1 . (76)
In the stationary modulated situation we consider that ν1, ν2,
ν3, s3, m, and L do not depend on time in Eqs. (75) and (76),
but they all depend on x.
It follows from Eq. (17) that the current of polaritons is
preserved in transition through the δ potential: j (0−) = j (0+).
Then the second of Eqs. (75) yields (under the assumption that
the hydraulic approximation is valid for x > 0 because η  1)
the value of s3(0):
s3(0) = u(0)ρ(0) = ρ¯
√
M2 + 2(1 − ρ¯). (77)
For calculating the value of s4(0) we use the matching
condition at x = 0:
ρx(0+) − ρx(0−) = 4κρ(0). (78)
Pursuing the use of the downstream hydraulic approximation
already used in Eq. (77) we write ρ(0) = ρ¯ and, from Eq. (49),
ρx(0+) = 2η ρ¯ (1 − ρ¯)
√
M2 + 2(1 − ρ¯)
M2 + 2 − 3ρ¯ . (79)
In the same spirit of a small-η approximation we have from
Eq. (73) ρx(0−) = −2
√R(ρ¯), so that Eq. (78) reads
R(ρ¯) =
[
2κρ¯ − η ρ¯ (1 − ρ¯)
√
M2 + 2(1 − ρ¯)
M2 + 2 − 3ρ¯
]2
. (80)
This yields
(ν1ν2 + ν2ν3 + ν3ν1)x=0
= s22 − 4s4(0) =
[4κρ¯ − ρx(0+)]2
4ρ¯
+ (2M2 + 4 − 3ρ¯)ρ¯,
(81)
and then
s4(0) = 14
[ (M2 + 2)2
4
− 2(M2 + 2)ρ¯ + 3ρ¯2
]
−ρ¯
[
κ − η (1 − ρ¯)
√
M2 + 2(1 − ρ¯)
2(M2 + 2 − 3ρ¯)
]2
. (82)
TABLE I. Values of ρ¯ for different values of κ in the case M = 3
and η = 0.05. The row ρ¯ (Whitham) corresponds to the value of
ρ¯ = ρ(0) found by solving Whitham Eqs. (83) and imposing the
condition (85) (see the text). The row ρ¯ (numerics) corresponds to
the value of ρ(0) found via a numerical resolution of Eq. (46).
κ 0.5 1.0 1.5 2.0 2.5
ρ¯ (Whitham) 0.9370 0.7932 0.6384 0.5056 0.4011
ρ¯ (numerics) 0.9352 0.7916 0.6377 0.5055 0.4013
We note here that for small values of η, the analytical
expression (82) can be simpliﬁed by replacing Eq. (79) by
the simple approximation ρx(0+) = 0. This amounts to also
replacing η by 0 in the expressions (80) and (82). This simple
scheme is accurate when η . 0.5.
Equations (77) and (82) give the initial conditions for the
system
ds3
dx
= −2 η
L
∫ ν2(s3,s4)
ν1(s3,s4)
dν
ν(1 − ν)√R(ν) ,
ds4
dx
= η s3
L
∫ ν2(s3,s4)
ν1(s3,s4)
dν
1 − ν√R(ν) ,
(83)
where νi(s3,s4) (i = 1,2,3) are determined as being the roots
of the equationR(ν,s3,s4) = 0, where
R(ν,s3,s4) ≡ ν3 − (M2 + 2)ν2
+
[(
M2
2
+ 1
)2
− 4s4
]
ν − s23 . (84)
In Eqs. (83) L is also expressed in terms of the ν’s [see
Eq. (76)].
In the present application of Whitham modulation theory
it is important to notice that for ﬁxed values of κ, η, and
M , the solution of Whitham equations depends on a single
parameter ρ¯ which is also a function of the same set of physical
parameters (κ, η,M) prescribed by the external potential and
the boundary conditions of the Gross-Pitaevskii equation.
Hence, the parameter ρ¯ can be found from the condition
that the solution of Whitham equations satisﬁes the correct
boundary condition at x → −∞, namely that the envelopes
of the density oscillations tend to the asymptotic value of the
density:
ν1(x), ν2(x) → 1 as x → −∞. (85)
Some values of ρ¯ calculated in this way are listed in the second
row of Table I for η = 0.05, M = 3, and several values of κ.
We compare them with the values of ρ¯ obtained by exact
numerical solution of Eq. (46). As we see, the agreement is
very good.
The κ dependence of ρ¯ ≡ ρ(0) is shown in the right panel
of Fig. 6 for several values of M . The η dependence of ρ¯ is
displayed in the left panel of the same ﬁgure for several values
of κ. This plot shows that ρ¯ does not tend to unity in the limit
η → 0. This means that, in this limit, the ﬂow pattern does
not uniformly converge along the whole x axis to the exact
solution found in Ref. 31 in the case η ≡ 0. Indeed, for the
exact η = 0 solution, the downstreamdensity is a constant [and
then ρ¯ = ρ(0) = ρ(+∞) = 1]. Rather, for small and ﬁnite η,
the actual proﬁle matches the exact η = 0 one in the large
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FIG. 6. ρ¯ = ρ(0) as a function of η forM = 3 and different values
ofκ (left panel) and as a function ofκ for η = 0.05 and several values
of M (right panel).
region −1/η  x  1/η and then relaxes to the asymptotic
density [ρ(±∞) = 1] at |x|  1/η. This is conﬁrmed by the
numerical simulation performed in Sec. IVC.
A striking feature of the plot in the left panel of Fig. 6
is the extremely weak η dependence of ρ¯. This important
property of the theory can be explained by the simple fact that
the space coordinate x and the parameter η enter into both the
hydraulic approximation andWhitham equations only through
the combination η x [see Eqs. (51) and (83)]. As a result, η can
be rescaled out of the exact relation (18) after averaging over
fast oscillations in the dispersive shock region x < 0, so that
we arrive to an equation which depends on η only through the
small value of ρx(0+) [see Eqs. (79) and (82)]. If we neglect
this term, then the resulting equation yields ρ¯ as a function of
M and κ only.
When ρ¯ is found, all the parameters of the dispersive
shock wave are determined, the functions ν1(x), ν2(x), ν3(x)
can be computed by solving Eqs. (83), and their substitution
into Eqs. (75) yields the oscillatory structure upstream from
the obstacle. The same value of ρ¯ determines the hydraulic
solution downstream from the obstacle. Thus, we reach a
complete description of the nonlinear wave generated by a
supercritical ﬂow past a δ obstacle.
The accuracy of the theory is illustrated by Fig. 7.Aswe see,
the agreement between the results of the combined Whitham
and hydraulic approaches and the numerical computations is
excellent. Note that Whitham method is perfectly valid in a
regime where the perturbative theory of Sec. III seriously fails
(|ρ(x) − 1| is not small in Fig. 7). For illustrative reasons we
have chosen a relatively large value of η (η = 1): We wanted
to work in a regime where the overall modulations of the
oscillating pattern occur over a characteristic length which is
not too large with respect to the wavelength of the oscillations.
As we see, even in this unfavorable case the agreement with
the exact numerical results is very good.
The solution of the system (83) exists, and the upstream
pattern can be described as a slowly modulated cnoidal wave,
as long as its initial conditions can be found, that is, as long
as the equation R(ν,s3(0),s4(0)) = 0 has three real roots. If
η is strictly zero, then, choosing the normalization ρ¯ = 1 of
Ref. 31, this equation reads
ν3 + (M2 + 2)ν2 + (1 + 2M2 + 4κ2)ν − M2 = 0. (86)
Two of the roots coalesce and go into the complex plane when
the discriminant of Eq. (86) vanishes. This corresponds to a
15 10 5 0 5 10
0
0.5
1
1.5
2
x
ρ
(x
)
Numerics
Whitham theory
Hydraulic approximation
ν1(x)
ν2(x)
FIG. 7. (Color online) Comparison of the Whitham theory with
the numerical solution of Eq. (46). The plot is drawn in the case
η = 1, M = 3, and κ = 4. The numerics corresponds to the dashed
black line. Whitham envelopes are shown by thin red solid lines, and
the upstream dispersive shock wave oscillatory structure obtained by
substitution of the solution of the Whitham Eqs. (83) into Eqs. (75)
is shown by a red solid line (for x 6 0). The downstream (x > 0)
hydraulic approximation is shown by a green solid line.
boundary between possible parameters in the plane (κ,M)
determined by the condition
κ2b = 132 [M(M2 + 8)3/2 + M4 − 20M2 − 8]. (87)
The same boundary was already found in a different analytical
form in Ref. 31 for a nondamped system. In our problem
(η 	= 0, ρ¯ 	= 1), this boundary is changed and can be found
by numerically determining when the discriminant of Eq. (84)
vanishes. However, when η 	= 0, as we shall see in Sec. IVC,
new stationary solutions appear when κ gets so large that
the upstream ﬂow is not described by a modulated cnoidal
wave, making the determination of the domain of validity of
Whitham approach less crucial than when η = 0.
C. Numerical results
In this section we present results of the full numerical
solution of Eq. (46). We used a shooting method, starting
the numerical integration from large and positive x with an
initial behavior given by the prediction of perturbation theory.
Typical results are displayed in Fig. 8.
The upper plots of this ﬁgure are drawn forM = 3 which is
a velocity deep enough in the supersonic regime for Whitham
theory of Sec. IVB to apply over a rather large range of values
ofκ. The left plot of the upper row corresponds toκ = 0.5. For
this value of κ, perturbation theory is valid upstream (x < 0)
but fails for positive x, whereas the hydraulic approximation
is quite accurate in this region, as shown by the dashed line
in this plot. For κ = 4 (right plot of the upper row of Fig. 8),
the density proﬁle shows the same features, but in this case
perturbation theory seriously fails, whereas the downstream
wave pattern being typical for a damped cnoidal wave is
very well described by Whitham theory (not shown, because
indistinguishable from the numerical result).
The two rows below the upper one correspond to M = 1.2
and M = 1. They are interesting because they show that,
whereas perturbation theory fails in the absence of damping
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FIG. 8. (Color online) Different proﬁles ρ(x) for ﬂows past a δ-impurity potential of type (19). For all the proﬁles the damping parameter
is η = 0.05. For the upper row M = 3, then M = 1.2 for the row below, M = 1 for the following one, and ﬁnally M = 0.5 for the lower row.
The value of κ is indicated in each plot. In each plot the black solid line corresponds to the numerical solution of Eq. (46), the (red online) thin
line to the perturbative result and the (green online) dashed line to the result of the hydraulic approximation which is only relevant for x > 0
(see Sec. IVA).
when M  1, for η 	= 0 it has a regime of validity even
for velocities M close to unity. This is illustrated by the
good agreement of the perturbative results with the numerics
displayed in the two left plots of the central rows (which are
both drawn in the case κ = 0.05). It is also interesting to
remark that for M = 1, no stationary solution exists when
η = 0, whereas here we could ﬁnd such solutions up to
κ = 0.3 (see the right plot of the third row). The valuesM = 1
and κ = 0.3 are close to the boundary marking the end of the
existence of stationary solutions when η = 0.05. In this case
the downstream wave pattern shows small scale disturbances
which were recognized in Ref. 35 as typically occurring near
the end of the stationary regime.
The second upper row of Fig. 8 corresponds to M = 1.2.
In this case, when η = 0, there is no stationary solution for
κ > 0.0495 [see Eq. (87) or Ref. 31]. As seen on the ﬁgure,
when η = 0.05, one can ﬁnd stationary solutions for much
larger values of κ (up to κ  1.2; see the corresponding plot).
However, the density proﬁle found in this case is very different
fromadamped cnoidalwave. It seems to be a stationary version
of a type of time-dependent proﬁles studied in Ref. 50 for the
case η = 0: A plateau develops just upstream from the obstacle
which terminates when x → −∞ by a dispersive shock wave.
Here, when η 	= 0, the plateau and the shock wave are damped
because the speciﬁc form of the modiﬁed Gross-Pitaevskii
Eq. (3) favors relaxation towards ρ = 1.
The lower row of Fig. 8 displays results corresponding
to a subsonic obstacle (M = 0.5). For this value of the
velocity, there is no stationary solution in the η = 0 case
for κ > 0.59.31,51 As illustrated by the right plot of this row
(drawn for κ = 0.7) in the presence of damping, solutions
exist for slightly larger values of κ. However we ﬁnd that,
when η passes from 0 to 0.05, the range of values of κ
allowing for a stationary solution does not increase in the
subsonic case as much as it does in the supersonic region.
This is illustrated by Fig. 9 where we represent the domain
of existence of stationary ﬂows in the (κ,M) plane. This
domain corresponds to the shaded region in the ﬁgure and
was numerically determined in the case η = 0.05. The large
increase of the stationary domain for supersonic ﬂows in the
presence of damping is due to the occurrence, when η 	= 0, of
a new class of proﬁles with an upstream plateau, as explained
above and illustrated in the right plot of the second row from
the left in Fig. 8 (corresponding to M = 1.2 and κ = 1.2).
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FIG. 9. (Color online) Different regimes of ﬂow past a δ-impurity
potential of type (19) in the (κ,M = V/cs) plane. The main plot
corresponds to the dissipative system (with η = 0.05). The inset is
drawn for η = 0. In both plots the shaded regions correspond to
stationary ﬂows, the white ones to time-dependent and dissipative
ﬂows and the horizontal dashed line indicated the transition from a
localized wake to a regime of Cherenkov emission as predicted by
perturbation theory. In the inset, the subsonic (M < 1) shaded region
is superﬂuid and the supersonic (M > 1) one is dissipative; the exact
equation of the boundaries between the different domains is given
in Ref. 31. In the main plot the dots with error bars represent the
numerically determined boundary of the stationary domain. They are
connected by a dashed line to guide the eye. The other dashed line in
this plot represents the η = 0 result (shown for comparison).
This type of proﬁle cannot be stationary with the boundary
condition ρ(x → ±∞) = 1 in a nondissipative system. Here,
the damping term in Eq. (3) provides a mechanism allowing
the downstream relaxation from ρ(0) < 1 to ρ(x → ∞) = 1
and the upstream dispersive shock is stabilized by dissipation.
The inset in Fig. 9 represents the exact domain of stationary
ﬂows for η = 0, as analytically determined in Ref. 31. One can
identify three regimes depending on the value of the parameters
κ and M = V/cs : (i) subsonic, stationary, and superﬂuid, (ii)
dissipative and time dependent, (iii) dissipative, stationary, and
supersonic. As seen in this inset, regimes (i) and (iii) are always
separated by the time-dependent region (ii). This feature is
also valid for a thick obstacle37 and is in contradiction with the
(wrong) prediction of perturbation theory for η = 0. Indeed,
in the nondissipative case, perturbation theory always fails
when V is close to cs31 and in this case the true ﬂow gets time
dependent. On the contrary, for ﬁnite η  1we showed in Sec.
III that the perturbative prediction of existence of a stationary
ﬂow pattern for all velocities is valid until κ ∼ η1/3. This is
corroborated by the numerical results displayed in Fig. 9 for
η = 0.05. In this case η1/3  0.3 whereas the largest value of
κ for which a stationary ﬂow exists for all M is numerically
found to be 0.1.
V. CONCLUSION
In the present work we have analyzed the ﬂow of a
one-dimensional polariton condensate in motion with respect
to an obstacle in a situation of nonresonant pumping. We
solved the problem perturbatively and showed that at this
level there exists a smooth crossover from a viscous ﬂow
to a regime where the drag is mainly dominated by wave
resistance. Perturbation theory predicts that this occurs at a
velocity Mcrit independent of the potential representing the
obstacle.We argued that in the case of a δ impurity [represented
by a potential of type (19)] the perturbative approach is valid
for all velocities in the regime κ × max{1,η−1/3}  1, where
η is the dimensionless damping parameter deﬁned in Eq. (2).
As shown in the previous section this implies that stationary
proﬁles indeed exist for all velocities if κ . min{1,η1/3}. In
this case there is a continuous transition from a dissipative
drag to a regime dominated by the wave resistance.
However, from Fig. 9 we are led to reﬁne this discussion
of the transition between a regime where the wake is localized
in the vicinity of the obstacle and a regime of (damped)
Cherenkov radiation: We see on the example of the δ impurity
that for a strong enough potential the two types of ﬂows are
separated by a time-dependent regime, as typically observed
in BEC atomic vapors. In this case one cannot state that the
crossover is smooth.
The comparison of our results with the ones of Ref. 29
leads to the conclusion that the gross features of the wave
pattern discussed in the present work are quite independent
of the technique used for setting the ﬂuid into motion with
respect to the obstacle. However, we use a speciﬁc model
[Eq. (1)] with nonresonant pumping which is more relevant
for the experiment presented in Ref. 9. In this experiment, a
two-dimensional supersonic cloud of polaritons colliding with
an obstacle was observed to induce a rather well deﬁned wake,
with oscillations having an apparently speciﬁed wavelength.
The same feature was observed numerically in Ref. 26 (see
also the discussion in Refs. 34 and 52). The perturbative results
allow one to understand this phenomenon in a one-dimensional
setting: The pattern of the upstream oscillatory wake in a
supercritical ﬂow (V > Vcrit) is governed by the complex
wave vectors q1 and q2; see Sec. III. Also in the nonlinear
approach (Whitham theory of Sec. IVB) does the wake keep a
simple shape: Perturbation theory fails to properly account for
the amplitude of the oscillations, but it still approximatively
describes their wavelength.
An important result of our work is the demonstration that it
is difﬁcult to assess on the superﬂuidity of a polariton system
just by studying the density perturbation past a localized
obstacle. In particular, we showed that the absence of long-
range wake cannot be used as a criterion for the absence of
dissipation.
Finally, this work naturally calls for developments. One
would ﬁrst like to precisely determine the domain of time-
dependent nonlinear ﬂows in presence of damping. Secondly,
one would like to extend the present work for taking into
account polarization effects, and, thirdly, it is natural to apply
the perturbative approach to higher dimensions.Works in these
directions are in progress.
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APPENDIX A: POLES OF THE RESPONSE FUNCTION
χ (q,−Mq)
In this Appendix we determine—as a function of M—the
location in the complex q plane of the poles of the response
function (13) evaluated at ω = −Mq. Considering the expres-
sion ofχ one sees that these poles are the three zeros ofD(q, −
Mq)/q. We denote them as q1, q2, and q3. They are solutions
of Eq. (21). This equation has three imaginary solutions when
its discriminant = 256(1 − M2)3/27 − 64 η2M2 is positive.
The condition  > 0 is equivalent to M < Mcrit where the
expression of Mcrit is given in Eq. (26). In this case, deﬁning
θ = arctan
(
8ηM√

)
, (A1)
one ﬁnds
q1 = 4i
√
1 − M2
3
sin
(
θ
3
− π
3
)
,
q2 = −4i
√
1 − M2
3
sin
(
θ
3
)
,
q3 = 4i
√
1 − M2
3
sin
(
θ
3
+ π
3
)
.
(A2)
Alternatively one can write q1 = i(−A + B), q2 = −2iB, and
q3 = i(A + B) with[
A
B
]
= 2
√
1 − M2
[
cos(θ/3)
1√
3 sin(θ/3)
]
. (A3)
If  < 0 (i.e., if M > Mcrit), deﬁning
D(±) =
(
4ηM ± 12 ||1/2
)1/3
, (A4)
one ﬁnds
q1 = D(+) exp(−iπ/6) − D(−) exp(iπ/6),
q2 = −D(+) exp(iπ/6) + D(−) exp(−iπ/6),
q3 = i(D(+) + D(−)).
(A5)
Alternatively, one can write q1 = E − iF , q2 = −E − iF ,
and q3 = 2iF with
E =
√
3
2
(D(+) − D(−)), F = 12(D(+) + D(−)). (A6)
One can verify that
∑3
=1 q = 0 for all values ofM , as already
clear from the form of Eq. (21). A similar relation holds for
the residues of χ (q, −Mq) whose expressions are given in
Eq. (23):∑3=1 Res(q) = 0.
The typical M dependence of the position of the poles in
the complex plane is illustrated in Fig. 10. When M = 0 one
has θ = 0, q2 = 0, and q3 = −q1 = 2i. When M is increased
from zero, q1 and q2 get closer on the imaginary axis until they
collide (when M = Mcrit) and then acquire a ﬁnite real part.
When M → ∞, q3 → i 0+, and q(1,2) → (+,−)∞ − i 0+. A
similar behavior has already been found in Refs. 26 and 34.
A useful approximation for the expression of the poles is
obtained when ηM/|M2 − 1|3/2  1. In this case one obtains,
4 2 2 4
2
1
1
2
Re q
Im q
q1
q2
q3
FIG. 10. (Color online) Position of q1, q2, and q3 in the complex
q plane. The ﬁgure is drawn in the case η = 0.1. The arrows indicate
the direction of motion of the poles when M increases from 0 to ∞53.
when M < Mcrit,
q(1,3)  i
[
(−,+)2
√
1 − M2 + ηM
1 − M2
]
,
(A7)
q2  −2i ηM1 − M2 ,
and when M > Mcrit,
q(1,2)  (+,−)2
√
M2 − 1 − i ηM
M2 − 1 , (A8)
q3  2i ηM
M2 − 1 .
The above expressions are valid up to corrections of relative
order η2M2/|M2 − 1|3. It is interesting to notice that expan-
sions (A7) and (A8) are equally valid at large velocity and at
small damping. Indeed, as discussed at the end of Sec. III D,
at large velocity the effects of damping are negligible.
From the explicit expressions (A2) and (A5) of the q’s it
is a simple matter to evaluate the integral (16) which permits
one to compute the function K(X). One gets
K(X > 0) = i Res(q3) eiq3X, (A9)
K(X 6 0) = −i[Res(q1) eiq1X + Res(q2) eiq2X].
Formulas (A9) are valid for all M , but the explicit expressions
for the q’s depend on M . For instance, when M < Mcrit
the q’s are all imaginary and K tends rapidly to zero when
|X| → ∞. On the other hand, whenM > Mcrit the exponential
decrease of K(X) gets weaker (because the imaginary part
of the q’s is smaller) and K(X 6 0) oscillates (because q1
and q2 acquire a real part). The typical density perturbations
associated with K [i.e., for a δ-peak potential of the form (19)]
are sketched in the insets of Fig. 2. Note that the value of
the q’s does not depend on η when M = 0 [i.e., within the
theoretical description corresponding to Eq. (1)], the density
perturbation induced by amotionless obstacle does not depend
on the damping.
The expressions (A9) are equally valid in the absence of
damping (i.e., when η = 0). In this caseMcrit = 1, q2 = 0, and
q3 = −q1 forM < Mcrit and forM > Mcrit, q3 = 0whereas q1
and q2 are real and opposite [cf. Eqs. (A7) and (A8)]: ForM >
Mcrit and η = 0 one observes undamped Cherenkov radiations
ahead of the obstacle as discussed in the main text. For
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M > Mcrit and η 	= 0 these Cherenkov radiations are damped
since in this case q1 and q2 have a nonzero imaginary part.
Finally, we need to evaluate the order of magnitude of the
quantityκ |K(0)| atM = Mcrit since, as argued in themain text
(Sec. III B), this is the small parameter of perturbation theory
for a δ-impurity obstacle. For M = Mcrit one gets θ = π/2,
q1 = q2 = −q3/2 = −2i
√
(1 − M2crit)/3 [cf. Eqs. (A2)] and
this yields
κK(0) = i κ
√
3√
1 − M2crit
when M = Mcrit. (A10)
From the expression (26) for Mcrit one sees that (1 −
M2crit)−1/2  1√3 (2/η)1/3 when η  1 and tends to unity at
large η, from which one obtains the estimate (27).
APPENDIX B: DERIVATION OF PERTURBED
WHITHAM EQUATIONS
The general method of derivation of theWhitham equations
for perturbed integrable equations which in their nonperturbed
form belong to the Ablowitz-Kaup-Newell-Segur scheme was
developed in Ref. 54 and it can be formulated as follows. Let
the evolution equations of some ﬁeld variables uk have the
form
∂uk
∂t
= Kk
(
um,ε
∂um
∂x
,ε2
∂2um
∂x2
, . . .
)
+Rk
(
um,ε
∂um
∂x
,ε2
∂2um
∂x2
, . . .
)
, (B1)
where a small parameter ε  1 is introduced which measures
the dispersion effects. It is supposed that a nonperturbed
system,
ε
∂uk
∂t
= Kk
(
um,ε
∂um
∂x
,ε2
∂2um
∂x2
, . . .
)
, (B2)
can be represented as a compatibility condition of two linear
equations,
ε2χxx = Aχ,
χt = − 12Bxχ + Bχx,
(B3)
where A and B depend on the uk’s, their space derivatives,
and on the spectral parameter λ. It is assumed that the system
(B2) has a periodic solution with wavelength L ∝ ε and it is
parametrized by the constant parameters λi which appear in
the ﬁnite-gap integration method in the following way. The
second-order linear equations (B3) has two basis solutions χ±
and their product g = χ+χ− satisﬁes a third-order differential
equation which can be integrated once to give
ε2
2
ggxx − ε
2
4
g2x −Ag2 = σP (λ), (B4)
where σ is determined by the sign of the highest order term
in A as a function of λ (i.e., A ∼ −σλr as λ → ∞). Periodic
solutions are distinguished by the condition that P (λ) is a
polynomial in λ and then λi are its zeros. We shall conﬁne
ourselves to the one-phase periodic solutions which physical
variables depend on a single variable x − Vϕ t only.
In a modulated wave the parameters λi become slow
functions of x and t whose evolution is described by the
Whitham equations which in the case of (B1) and (B3) can be
written in the form
∂λi
∂t
− 〈B/g〉〈1/g〉
∂λi
∂x
= lim
ε→0
{
σ
〈1/g〉∏m	=i(λi − λm)
×
∑
k
〈(
∂A
∂uk
Rk + · · · + ∂A
∂u
(k)
k
∂ (k)Rk
∂x(k)
)
g
〉}
, (B5)
where k denotes the highest order of derivative of uk entering
in A. The angle brackets denote the averaging over one
wavelength:
〈F〉 = 1
L
∫ L
0
dx F . (B6)
The spectral parameter λ should be put equal to λi after
averaging.
We shall apply here this scheme to the perturbed nonlinear
Schro¨dinger (NLS) equation,
iε ψt + 12ε2ψxx − |ψ |2ψ = iG(|ψ |2)ψ, (B7)
whereG(ρ) is a real function of the densityρ = |ψ |2. Equation
(3) pertains to this type [with G(ρ) = η(1 − ρ)]. In the
case of Eq. (B7) we have two ﬁeld variables ψ , ψ∗, and,
correspondingly, two terms of perturbation in Eq. (B1):
Rψ = G(ρ)ψ/ε, Rψ∗ = G(ρ)ψ∗/ε. (B8)
For nonperturbed NLS equation the linear system (B3) is
speciﬁed as
A = −λ2 − iελψx
ψ
+ ψ∗ψ − ε
2
2
ψxx
ψ
+ 3ε
2
4
ψ2x
ψ2
, (B9)
B = −λ + iε
2
ψx
ψ
. (B10)
Substitution of (B9) and (B10) into (B5) shows that, in the
expression to be averaged [in the right-hand side of (B5)],
the leading term in powers of ε is equal to 2〈Gρg〉/ε. The
averaging can be performed with the use of equations known
from the theory of periodic solutions of the NLS equation (see,
e.g., Ref. 49):
g = λ − μa, ε dμa
dx
= 2
√
−P (μa),
− iε
2
ψx
ψ
= s1
2
− μa, Vϕ = s12 , (B11)
L = ε
∮
dμa
2
√−P (μa)
,
where P (μa) =
∏
i(μa − λi) and s1 =
∑
i λi . The quantity
μa is known as the auxiliary eigenvalue in the ﬁnite-gap
integration method. Hence, we obtain〈
1
g
〉
=
〈
1
λ − μa
〉
= − 2
L
∂L
∂λi
,
〈B
g
〉
= −1 + s1
L
∂L
∂λi
. (B12)
For calculating 〈Gρg〉 we also take into account thatμa can be
expressed as a function of ρ in the following way (see Ref. 49):
μa(ρ) = s14 +
−j + i√R(ρ)
2ρ
, (B13)
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where
R(ν) = (ν − ν1)(ν − ν2)(ν − ν3), j 2 = ν1ν2ν3, (B14)
ν1 = 14 (λ1 − λ2 − λ3 + λ4)2,
ν2 = 14 (λ1 − λ2 + λ3 − λ4)2,
ν3 = 14 (λ1 + λ2 − λ3 − λ4)2,
(B15)
and
ε
dρ
dx
= 2
√
R. (B16)
Then we obtain the Whitham equations for the Riemann
invariants λi in the form,
∂λi
∂t
+ vi ∂λi
∂x
= − vi − s1/2∏
m	=i(λi − λm)
× 2
L
∫ ν2
ν1
dν
G(ν)[(λi − s1/4)ν + j/2]√R(ν) ,
(B17)
with
vi = s12 +
(
2
L
∂L
∂λi
)−1
, i ∈ {1,2,3,4}. (B18)
In the stationary case (i.e., when ∂λi/∂t = 0 and s1 = 2Vϕ =
0), the Whitham equations simplify to
dλi
dx
= 2
L
G1λi + G2∏
m	=i(λi − λm)
, (B19)
where
G1 = −
∫ ν2
ν1
dν
ν G(ν)√R(ν) ,
(B20)
G2 = −j2
∫ ν2
ν1
dν
G(ν)√R(ν) .
For G(ρ) = η(1 − ρ) we arrive at Eqs. (61) and (62).
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2.4 Fluctuations de la polarisation dans un condensat
de polaritons spinoriel unidimensionnel
2.4.1 Descriptif de´taille´ du mode`le
Le condensat de polaritons excitoniques est de´crit par un parame`tre d’ordre spinoriel
ψ = (ψ+ ψ−)T qui tient compte du signe σ = ±1 des deux projections possibles du spin
des excitons sur l’axe de quantification (l’axe des z, disons) (voir page 211 de la re´fe´rence
[70]). Les interactions entre polaritons peuvent eˆtre phe´nome´nologiquement de´crites par
deux constantes de couplage non-line´aires α1 et α2 mode´lisant des interactions de contact
entre polaritons de meˆme projection de spin (α1 = α+,+ = α−,−) et entre polaritons de
projections de spin oppose´es (α2 = α+,− = α−,+). Il est admis que α1 > 0 et |α2| <
α1, en accord avec, entre autres, l’observation d’une re´pulsion globale entre polaritons
[voir la courte discussion faisant imme´diatement suite au jeu d’e´quations (2.36a)–(2.36b)].
Notons que le signe de α2 de´pend de la structure du puits quantique dans la microcavite´
semi-conductrice et du de´saccord entre les modes photoniques et excitoniques dans la
cavite´ optique [128]. Dans la suite, nous conside´rerons que la constante de couplage α2 est
ne´gative (mais toujours telle que |α2| < α1). Un champ magne´tique n’a aucune influence
sur les e´tats photoniques de la cavite´ optique mais affecte en contrepartie les modes
excitoniques dans la couche semi-conductrice. On peut noter trois effets dus a` la pre´sence
possible d’un champ magne´tique exte´rieur (cf. [70], p. 20) : une quantification de Landau
des e´tats excitoniques, une se´paration des niveaux excitoniques par effet Zeeman, une
modification de l’e´nergie de liaison e´lectron/trou. En ce qui nous concerne, nous n’avons
conside´re´ que la se´paration Zeeman des deux e´tats polarise´s ψ+ et ψ− lorsque le syste`me
est soumis a` un champ magne´tique exte´rieur B = B zˆ (B > 0) coline´aire a` l’axe de
quantification. Tout effet pris en compte (effets dus aux interactions entre polaritons et
effet Zeeman duˆ a` l’existence d’un champ magne´tique exte´rieur), on peut e´crire la densite´
d’e´nergie libre F (ρ0+, ρ
0
−) du syste`me (suppose´ homoge`ne) sous la forme [122]
F (ρ0+, ρ
0
−) =
α1
2
[
(ρ0+)
2 + (ρ0−)
2
]
+ α2 ρ
0
+ ρ
0
− − ~Ω (ρ0+ − ρ0−)− µ ρ0, (2.34)
ou` ρ0σ = |ψ0σ|2 est la densite´ (uniforme) des polaritons de spin σ = ±1, ρ0 = ρ0+ + ρ0− =
|ψ0+|2 + |ψ0−|2 la densite´ (uniforme) totale du fluide de polaritons, 2×~Ω ∝ B l’e´nergie de
se´paration Zeeman entre les e´tats ψ0+ et ψ
0
− et µ le potentiel chimique du gaz. Minimisant
F (ρ0+, ρ
0
−) par rapport a` ρ
0
+ et ρ
0
−, on montre tre`s facilement l’existence de deux re´gimes
de´pendant de la valeur que prend le champ magne´tique [122]. Lorsque B est suffisamment
grand, c’est-a`-dire, plus pre´cise´ment, quand Ω > Ωcrit, ou`
~Ωcrit =
α1 − α2
2
ρ0, (2.35)
le syste`me est polarise´ circulairement avec ρ0− = 0 et µ = α1 ρ
0
+ − ~Ω = α1 ρ0 − ~Ω.
Lorsque B est suffisamment faible, c’est-a`-dire quand Ω < Ωcrit, le syste`me est polarise´
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elliptiquement et on a dans ce cas
ρ0σ =
ρ0
2
+ σ
~Ω
α1 − α2 =
ρ0
2
(
1 + σ
Ω
Ωcrit
)
(σ = ±1) (2.36a)
et µ =
α1 + α2
2
ρ0. (2.36b)
Dans le re´gime de polarisation elliptique (2.36a)–(2.36b), il est clair que µ > 0 puisque 0 <
−α2 < α1 : on observe un de´calage vers le bleu de l’e´nergie rayonne´e lorsque les polaritons
condensent [69, 11, 126], preuve expe´rimentale du caracte`re (globalement) re´pulsif des
interactions entre polaritons. En l’absence de champ magne´tique, c’est-a`-dire lorsque B
est rigoureusement nul, on a ρ0+ = ρ
0
− = ρ
0/2 et le syste`me est alors line´airement polarise´
[69, 14].
Dans ce qui suit, nous nous restreignons au domaine de polarisation elliptique (2.36a)–
(2.36b) et nous e´tudions la dynamique du syste`me en pre´sence d’un obstacle localise´ qui
ne modifie que le´ge`rement les parame`tres du condensat de polaritons. On suppose que les
excitons sont confine´s dans un fil quantique porte´ par l’axe des x et on mode´lise la dy-
namique du parame`tre d’ordre ψ(x, t) = [ψ+(x, t)ψ−(x, t)]T du condensat en conside´rant
qu’il obe´it a` une e´quation de Gross–Pitaevskii de la forme
i~ ∂tψσ =− ~
2
2m
∂xxψσ + Uext(x, t)ψσ
+ (α1 ρσ + α2 ρ−σ)ψσ − σ ~Ωψσ + i (γ − Γρ)ψσ (σ = ±1). (2.37)
Dans l’e´quation (2.37), m est la masse effective des polaritons qui occupent l’e´tat fon-
damental, ρσ(x, t) = |ψσ(x, t)|2 est la densite´ locale des polaritons de spin σ = ±1 et
ρ(x, t) = ρ+(x, t) + ρ−(x, t) = |ψ+(x, t)|2 + |ψ−(x, t)|2 de´signe la densite´ locale totale
du condensat. Uext(x, t) = fext(x + V t) est le potentiel d’un obstacle localise´ [c’est-a`-
dire tel que lim|X|→∞ fext(X = x + V t) = 0] se de´plac¸ant dans le fluide de polaritons
a` vitesse constante −V xˆ (V > 0). Conforme´ment a` la description (2.34), les interac-
tions entre polaritons sont de´crites par le terme local i~ ∂tψ± = (α1 |ψ±|2 + α2 |ψ∓|2)ψ±
et l’effet Zeeman duˆ a` la pre´sence du champ magne´tique transverse B = B zˆ est pris
en compte par le terme i~ ∂tψ± = ∓ ~Ωψ±. Comme discute´ en sous-section 2.3.1 dans
le cas d’un condensat de polaritons scalaire en situation de pompage non-re´sonnant, on
mode´lise les effets lie´s a` la dure´e de vie limite´e des polaritons, au gain obtenu par pom-
page incohe´rent et a` la saturation de ce dernier a` grande densite´ par le terme phe´no-
me´nologique i~ ∂tψ± = i [γ − Γ (|ψ+|2 + |ψ−|2)]ψ± (ou` γ,Γ > 0), de sorte que lorsqu’un
e´quilibre (dynamique) entre pertes et gains s’instaure, le syste`me atteint une configura-
tion stationnaire et homoge`ne [en l’absence de perturbation exte´rieure, c’est-a`-dire quand
Uext(x, t) = 0] caracte´rise´e par une densite´ constante et uniforme ρ
0 = |ψ0+|2 + |ψ0−|2 = γ/Γ
finie. Lorsque Ω < Ωcrit, le parame`tre d’ordre stationnaire et homoge`ne correspondant
s’e´crit ψ0σ(x, t) =
√
ρ0σ exp(−iµ t/~), ou` la densite´ uniforme ρ0σ et le potentiel chimique µ
sont respectivement donne´s par les e´quations (2.36a) et (2.36b). On ve´rifie en effet qu’ainsi
de´finie, la fonction ψ0± est bien solution de l’e´quation de Gross–Pitaevskii (2.37).
— 120/179 —
2.4 Fluctuations de la polarisation dans un condensat de polaritons spinoriel
unidimensionnel
2.4.2 Fluctuations de la densite´ et de la polarisation en pre´sence
d’une petite impurete´
Lorsqu’un « petit » obstacle (localise´) de potentiel Uext(x, t) = fext(X = x + V t)
se de´place dans le condensat de polaritons, l’e´tat uniforme de fonction d’onde ψ0 =
(ψ0+ ψ
0
−)
T = (
√
ρ0+
√
ρ0−)
T exp(−iµ t/~) est le´ge`rement perturbe´ et on peut alors chercher
les solutions de l’e´quation de Gross–Pitaevskii (2.37) sous la forme ψσ(x, t) =
√
ρ0σ [1 +
ϕσ(x, t)] exp(−iµ t/~) en supposant que |ϕσ(x, t)|  1 (σ = ±1). De`s lors, on trouve que
la modulation de densite´ δρσ(x, t) = ρσ(x, t) − ρ0σ induite par l’obstacle en mouvement
s’e´crit a` l’ordre line´aire comme
δρσ(X) =
∫
R
dq
2pi
χσ(q) fˆext(q) e
iqX , (2.38a)
ou` χσ(q) = 2 ρ
0
σ
~2q2
2m
P1(q,−V q) + 2 σ ~Ω ~2q22m
P1(q,−V q)P2(q,−V q) + P3(q,−V q) (2.38b)
est la fonction de re´ponse line´aire du gaz de spin σ = ±1 et fˆext(q) =
∫
R dX fext(X) e
−iqX
la transforme´e de Fourier du potentiel exte´rieur. Dans l’e´quation (2.38b), les fonctions
P1(q, ω), P2(q, ω) et P3(q, ω) sont de´finies par
P1(q, ω) = ~2ω2 − ~
2q2
2m
(
~2q2
2m
+ 2 ~Ωcrit
)
, (2.39)
P2(q, ω) = ~ω (~ω + 2 i γ)− ~
2q2
2m
(
~2q2
2m
+ 2µ
)
(2.40)
et P3(q, ω) = 4
~2Ω2
~Ωcrit
~2q2
2m
(
iγ ~ω − µ ~
2q2
2m
)
. (2.41)
Introduisant la notation standard ξ = ~/√mµ, l’annulation du polynoˆme [P1(q, ω) ×
P2(q, ω) + P3(q, ω)]/µ
4 se met sous la forme 7
0 =
(
~ω
µ
)4
+
2 i γ
µ
(
~ω
µ
)3
−
(
ξ4q4
2
+
2
1 + α2/α1
ξ2q2
)(
~ω
µ
)2
− 2 i γ
µ
(
ξ4q4
4
+ 4
1− α2/α1
1 + α2/α1
ρ0+ ρ
0
−
(ρ0)2
ξ2q2
)
~ω
µ
+
ξ8q8
16
+
ξ6q6
2(1 + α2/α1)
+ 4
1− α2/α1
1 + α2/α1
ρ0+ ρ
0
−
(ρ0)2
ξ4q4, (2.42)
e´quation de laquelle on tire la relation de dispersion ω = ω(q) = Re[ω(q)] + i Im[ω(q)]
des excitations du condensat uniforme et stationnaire de´crit par la fonction d’onde ψ0± ;
une paire de solutions correspond au mode habituel de densite´ et l’autre a` un mode
de polarisation 8. Les relations de dispersion typiques sont pre´sente´es a` la figure 2.16.
Dans la limite des grandes longueurs d’onde (ξ|q|  1) et lorsque γ = 0 (c’est-a`-dire
7. L’e´quation (2.42) a de´ja` e´te´ obtenue en re´fe´rence [43] dans le cas d’un gaz de Bose a` deux compo-
santes (c’est-a`-dire dans le cas ou` γ = 0) en l’absence de champ magne´tique exte´rieur (Ω = 0).
8. Cette identification n’est en toute rigueur valable qu’en l’absence de champ magne´tique exte´rieur
mais nous utiliserons cette terminologie par mesure de simplicite´.
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Figure 2.16 — Relations de dispersion des excitations du condensat homoge`ne de´crit
par la fonction d’onde ψ0±. La colonne de gauche repre´sente Re(ω) en fonction de q et
celle de droite figure Im(ω) en fonction de q (q ∈ R). Les courbes noires correspondent
au mode qui consiste en des fluctuations δρ+ + δρ− de la densite´ et les courbes rouges au
mode consistant en des fluctuations δρ+− δρ− de la polarisation. Les trace´s sont effectue´s
dans le cas ou` α2 = −0,2α1 et γ = 0,3µ. La paire de graphiques du haut est obtenue
lorsque Ω = 0,2 Ωcrit, celle du milieu quand Ω = 0,5 Ωcrit et celle du bas, enfin, lorsque
Ω = 0,7 Ωcrit. Dans chaque cas, on a respectivement c
(p)/
√
µ/m = 1,2, 1,06(0), 0,87(4) [cf.
e´quation (2.44)].
en l’absence d’amortissement), les relations de dispersion des modes de densite´ et de
polarisation deviennent line´aires. Le syste`me est alors caracte´rise´ par deux types de son :
un « son de densite´ » et un « son de polarisation ». Leurs vitesses c(d) et c(p) > c(d)
s’e´crivent
c(d)√
µ/m
=
1√
1 + α2/α1
√√√√1−√1− (1− α22
α21
)(
1− Ω
2
Ω2crit
)
(2.43a)
et
c(p)√
µ/m
=
1√
1 + α2/α1
√√√√1 +√1− (1− α22
α21
)(
1− Ω
2
Ω2crit
)
. (2.43b)
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Notons que la vitesse (2.43a) des « phonons de densite´ » tend vers la vitesse usuelle du son
cs =
√
µ/m lorsque Ω/Ωcrit → 0. Quand γ 6= 0 (c’est-a`-dire en pre´sence de dissipation),
les perturbations de densite´ de (tre`s) grandes longueurs d’onde sont suramorties : on ne
peut de`s lors de´finir un son de densite´ dans le re´gime ou` ξ|q| est (tre`s) proche de ze´ro.
Cependant, le son de polarisation en pre´sence d’amortissement reste de´finissable (les ondes
de polarisation de grandes longueurs d’onde peuvent en effet se propager lorsque γ 6= 0)
et on montre que c(p) s’e´crit dans ce cas
c(p)√
µ/m
=
√
1− α2/α1
1 + α2/α1
(
1− Ω
2
Ω2crit
)
. (2.44)
En se de´plac¸ant dans le condensat de la droite vers la gauche a` vitesse constante V > 0,
l’obstacle excite des modes de densite´ et de polarisation dont l’impulsion ~ q est la partie
re´elle des solutions de l’e´quation ~ω(q) = −V × ~ q, mais aussi la partie re´elle des poˆles
de l’inte´grande de l’inte´grale (2.38a) de´finissant les fluctuations de densite´ engendre´es par
le de´placement de l’obstacle dans le fluide de spin σ = 1 ou σ = −1.
Menant les calculs, on de´montre l’existence de trois re´gimes de vitesse dont la se´pa-
ration est marque´e par deux valeurs particulie`res V
(d)
crit et V
(p)
crit > V
(d)
crit de la vitesse de
l’obstacle. La figure 2.17 en donne une repre´sentation graphique en fonction du parame`tre
d’amortissement γ/µ pour diffe´rentes valeurs du rapport Ω/Ωcrit < 1. La localisation des
cinq poˆles de la fonction de re´ponse line´aire (2.38b) dans le plan complexe {Re q, Im q} dif-
fe`re d’un re´gime a` l’autre (cf. figure 2.18). Lorsque V < V
(d)
crit , tous les poˆles de la fonction
de re´ponse sont imaginaires purs, en conse´quence de quoi les excitations correspondantes
sont e´vanescentes et restent localise´es autour de l’obstacle, c’est-a`-dire au voisinage de
0 0.5 1 1.5 2
0
0.5
1
1.5
γ/µ
V
(d
,p
)
cr
it
/√ µ
/m
Ω = 0.2 Ωcrit
Ω = 0.5 Ωcrit
Ω = 0.7 Ωcrit
V
(d)
crit
Ω = 0.2 Ωcrit
Ω = 0.5 Ωcrit
Ω = 0.7 Ωcrit
V
(p)
crit
Figure 2.17 — Vitesses critiques V
(d)
crit et V
(p)
crit en fonction du coefficient d’amortissement
γ/µ pour diffe´rentes valeurs de Ω/Ωcrit. Les courbes noires, rouges et bleues sont trace´es
lorsque α2 = −0,2α1 et correspondent respectivement aux cas ou` Ω/Ωcrit = 0,2, 0,5 et
0,7. Lorsque V > V
(d)
crit , on observe un rayonnement de Cherenkov d’ondes de densite´ a` la
teˆte de l’obstacle. Quand V > V
(p)
crit > V
(d)
crit , l’e´mission des ondes de densite´ s’accompagne
d’un rayonnement d’ondes de polarisation.
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X = 0. Lorsque V
(d)
crit < V < V
(p)
crit , deux des cinq poˆles acquie`rent une partie re´elle ; ils
correspondent a` l’impulsion transporte´e par des ondes de densite´ e´mises a` la teˆte de l’obs-
tacle. Enfin, lorsque V > V
(p)
crit , deux autres poˆles de χ±(q) acquie`rent une partie re´elle
finie : en plus d’un rayonnement de Cherenkov d’ondes de densite´ (puisque V
(p)
crit > V
(d)
crit ),
on observe en aval de l’obstacle l’e´jection d’une onde de polarisation dont l’impulsion est
donne´e par la partie re´elle de ces poˆles. Les profils d’onde correspondant sont repre´sente´s
a` la figure 2.19 dans le cas ou` l’obstacle est d’une part de´crit par un potentiel de la forme
fext(X) = λ δ(X) et, d’autre part, par un potentiel gaussien fext(X) =
λ
`
√
pi
exp(−X2/`2)
de largeur typique `. Les ondes de densite´ consiste en des fluctuations δρ+(X) + δρ−(X)
de la densite´ totale et les ondes de polarisation en des fluctuations δρ+(X)− δρ−(X) de
la polarisation. En mettant en œuvre le the´ore`me des re´sidus, on de´termine analytique-
ment l’inte´grale (2.38a) qui de´finit (a` l’ordre line´aire) les modulations de densite´ δρσ(X)
engendre´es par le de´placement de l’obstacle dans le fluide de spin σ = ±1. Les formules
correspondantes sont tre`s similaires aux e´quations (2.6) et (2.7) obtenues en sous-section
2.3.2 dans le cas ou` le condensat est de´crit par un parame`tre d’ordre scalaire. Lorsque
Uext(x, t) = λ δ(x+ V t), on trouve, quelle que soit la vitesse V de l’obstacle,
δρσ(X) = iλ
∑
k∈{1,2,3,4,5}
sgn(Im qk) Resσ(qk) Θ[sgn(Im qk)X] e
iqkX , (2.45)
et quand Uext(x, t) =
λ
`
√
pi
exp[−(x+ V t)2/`2], on obtient, toujours pour toute vitesse V ,
δρσ(X) =
iλ
2
∑
k∈{1,2,3,4,5}
Resσ(qk)
[
sgn(Im qk) + erf
(
X
`
+
i`qk
2
)]
eiqkX−`
2q2k/4, (2.46)
ou` Θ est la fonction de Heaviside et Resσ(qk) le re´sidu de la fonction de re´ponse line´aire
χσ(q) au poˆle qk(V ) (k ∈ {1, 2, 3, 4, 5}). Les ondes line´aires de densite´ e´mises en aval de
l’obstacle sont amorties du fait du temps de vie fini des polaritons, a` l’instar de ce que l’on
observe dans le cas d’un condensat de polaritons scalaire en situation de pompage non-
re´sonnant (cf. sous-section 2.3.2). On constate cependant que l’onde de polarisation e´jecte´e
a` la teˆte de l’obstacle lorsque V > V
(p)
crit n’est que tre`s faiblement amortie (comparativement
aux fluctuations de la densite´), comme on le voit tre`s bien sur les deux graphiques du bas
de la figure 2.19. La petitesse du facteur d’amortissement des ondes de polarisation dans
le re´gime de vitesse V > V
(p)
crit est valable dans le cas ou` l’intensite´ du champ magne´tique
exte´rieur est faible, c’est-a`-dire lorsque Ω  Ωcrit 9. On pourra s’en convaincre en se
re´fe´rant a` la figure 2.20.
Nous cloˆturons cette sous-section par l’e´valuation de la force de traˆıne´e [104]
Fd =
∫
R
dx ρ(x, t) ∂xUext(x, t) =
∫
R
dx [ρ+(x, t) + ρ−(x, t)] ∂xUext(x, t) (2.47)
ressentie par l’obstacle de potentiel Uext(x, t) lorsque celui-ci se de´place dans le condensat
de polaritons. Inse´rant dans l’e´quation (2.47) les formules perturbatives (2.45) ou (2.46)
9. C’est e´galement vrai lorsque Ω est proche de Ω−crit, mais dans ce cas l’amplitude des ondes de
polarisation est petite.
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Figure 2.18 — Partie re´elle Re(qpoˆle) (colonne de gauche) et partie imaginaire Im(qpoˆle)
(colonne de droite) des cinq poˆles de la fonction de re´ponse χ±(q) en fonction de la vitesse
M = V/
√
µ/m de l’obstacle pour diffe´rentes valeurs du rapport Ω/Ωcrit (graphiques du
haut : Ω = 0,2 Ωcrit, du milieu : Ω = 0,5 Ωcrit, du bas : Ω = 0,7 Ωcrit). Les trace´s sont
obtenus dans le cas ou` α2 = −0,2α1 et γ = 0,5µ. Lorsque M < M (d)crit = V (d)crit/
√
µ/m, les
poˆles de χ±(q) sont tous imaginaires purs : les excitations du fluide restent localise´es autour
de l’obstacle. Quand M
(d)
crit < M < M
(p)
crit = V
(p)
crit/
√
µ/m, deux des cinq poˆles acquie`rent
une partie re´elle finie et un rayonnement de Cherenkov d’ondes de densite´ est ge´ne´re´ en
aval de l’obstacle. Celui-ci s’accompagne d’une e´mission d’ondes de polarisation lorsque
M > M
(p)
crit > M
(d)
crit, c’est-a`-dire quand quatre des cinq poˆles ont une partie re´elle non-nulle.
Les valeurs de M
(d)
crit et M
(p)
crit sont repe´re´es par de fines lignes verticales en pointille´s noirs
et sont nume´riquement donne´es dans le coin infe´rieur droit de chacun des graphiques.
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Figure 2.19 — Modulations de densite´ δρ+(X = x + V t) + δρ−(X) (en noir) et de
polarisation δρ+(X) − δρ−(X) (en rouge) ge´ne´re´es par un petit potentiel δ (colonne de
gauche) et par un petit potentiel gaussien de taille ` = 0,5 ξ (colonne de droite) se de´pla-
c¸ant de la droite vers la gauche a` vitesse constante V > 0. Les courbes sont trace´es dans
le cas ou` α2 = −0,2α1, Ω = 0,1 Ωcrit et γ = 0,5µ, ce qui donne V (d)crit ' 0,496
√
µ/m et
V
(p)
crit ' 1,219
√
µ/m. Les deux graphiques du haut correspondent a` une vitesse de de´place-
ment plus petite que V
(d)
crit (V = 0,3
√
µ/m), les deux du milieu a` une vitesse interme´diaire
entre V
(d)
crit et V
(p)
crit (V =
√
µ/m), et les deux du bas, enfin, a` une vitesse plus grande que
V
(p)
crit (V = 2
√
µ/m). Une onde de polarisation faiblement amortie (comparativement aux
ondes de densite´) est e´jecte´e en aval de l’obstacle lorsque V > V
(p)
crit .
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Figure 2.20 — Modulations de densite´ δρ+(X = x + V t) + δρ−(X) (en noir) et de
polarisation δρ+(X) − δρ−(X) (en rouge) engendre´es par le de´placement d’une petite
impurete´ de potentiel Uext(x, t) = λ δ(x + V t). Les trace´s sont effectue´s dans le cas ou`
V = 1,5
√
µ/m, α2 = −0,2α1, Ω/Ωcrit = (a) 0,05, (b) 0,1, (c) 0,2, (d) 0,3 et γ = 0,5µ. La
vitesse de l’obstacle est dans chaque cas supe´rieure au seuil d’e´jection des ondes de pola-
risation car V
(p)
crit (Ω)/
√
µ/m ' (a) 1,223, (b) 1,219, (c) 1,202, (d) 1,178. L’amortissement
des ondes de polarisation est d’autant plus faible que l’intensite´ du champ magne´tique
exte´rieur est petite.
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Figure 2.21 — Force de traˆıne´e Fd(V ) ressentie par une impurete´ δ (colonne de gauche)
et par un obstacle gaussien de largeur typique ` = 0,5 ξ (colonne de droite) se de´plac¸ant
de la droite vers la gauche dans le condensat et dont l’influence sur le fluide de polaritons
est traite´e dans le cadre de la the´orie de la re´ponse line´aire. Toutes les courbes sont trace´es
lorsque α2 = −0,2α1. Les deux graphiques du haut sont obtenus en l’absence de champ
magne´tique (Ω = 0), c’est-a`-dire dans le cas ou` le syste`me est line´airement polarise´. Ceux
du milieu correspondent a` un syste`me elliptiquement polarise´ avec Ω = 0,5 Ωcrit. Ceux
du bas, enfin, correspondent a` un syste`me presque de´pourvu de dissipation puisque les
courbes sont dans ce cas trace´es lorsque γ = 0,001µ. Les valeurs des vitesses critiques
M
(d)
crit = V
(d)
crit/
√
µ/m et M
(p)
crit = V
(p)
crit/
√
µ/m > M
(d)
crit sont repe´re´es par de fines lignes
verticales en pointille´s colore´s et nume´riquement donne´es dans le coin infe´rieur droit des
graphiques du milieu et du bas.
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donnant la modulation de densite´ δρ±(X) = ρ±(x, t)− ρ0± engendre´e par le de´placement
d’une impurete´ δ ou d’un obstacle gaussien, on trouve tre`s facilement
Fd = −λ
2
2
∑
k∈{1,2,3,4,5}
sgn(Im qk) qk [Res+(qk) + Res−(qk)] (2.48)
lorsque fext(X) = λ δ(X), et
Fd = −λ
2
2
∑
k∈{1,2,3,4,5}
qk [Res+(qk) + Res−(qk)]
[
sgn(Im qk) + erf
(
i`qk√
2
)]
e−`
2q2k/2 (2.49)
quand fext(X) =
λ
`
√
pi
exp(−X2/`2). Les formules (2.48) et (2.49) sont valables quelle que
soit la valeur de la vitesse de l’obstacle. Cependant, les forces de traˆıne´e (2.48) et (2.49)
pre´sentent des comportements qui diffe`rent d’un re´gime de vitesse a` l’autre (V < V
(d)
crit :
re´gime de traˆıne´e localise´e autour de l’obstacle, V
(d)
crit < V < V
(p)
crit : re´gime d’e´mission
d’ondes de densite´, V > V
(p)
crit : re´gime d’e´mission d’ondes de densite´ et de polarisation)
car la position dans le plan complexe {Re q, Im q} des poˆles qk (k ∈ {1, 2, 3, 4, 5}) de la
fonction de re´ponse χ±(q) — qui sont des fonctions de V — change d’un re´gime a` l’autre
(voir figure 2.18). Les courbes correspondantes sont pre´sente´es a` la figure 2.21. Lorsque
le parame`tre d’amortissement γ/µ est fini, on constate que la force de traˆıne´e Fd(V ) ne
s’annule jamais, indiquant ne´cessairement une dissipation d’e´nergie dans le fluide, peu
importe la vitesse de l’e´coulement du gaz a` deux composantes autour de l’obstacle. En
pre´sence d’un champ magne´tique exte´rieur, c’est-a`-dire quand Ω 6= 0, la force de traˆıne´e
change continuˆment — si tant est que γ soit diffe´rent de ze´ro — d’allure lorsque V franchit
les seuils critiques V = V
(d)
crit et V = V
(p)
crit . Ces transitions sont clairement marque´es
dans le cas ou` le syste`me pre´sente tre`s peu de dissipation (pour s’en convaincre, on se
re´fe´rera aux graphiques du bas de la figure 2.21). Aux grandes vitesses, c’est-a`-dire quand
V  V (p)crit (Ω, γ), la force de traˆıne´e Fd ressentie par l’impurete´ δ tend vers une constante
valant 2×λ2ρ0/(ξ2µ), qui est un arte´fact du potentiel δ. Dans le cas re´aliste ou` le potentiel
de l’obstacle est de´crit par une gaussienne de largeur finie `, la force de traˆıne´e tend vers
ze´ro lorsque V/V
(p)
crit →∞. Ceci s’explique naturellement par le fait que la longueur d’onde
de de Broglie ~/(mV ) — repre´sentant grossie`rement l’ordre de grandeur typique de la
longueur d’onde des excitations du condensat — est dans ce cas tre`s petite devant la
taille caracte´ristique ` du de´faut et qu’alors l’obstacle est trop large pour que sa pre´sence
se fasse ressentir.
2.4.3 Synthe`se des re´sultats
Nous avons e´tudie´ les proprie´te´s d’un condensat unidimensionnel de polaritons en
situation de pompage non-re´sonnant lorsque celui-ci s’e´coule autour d’un de´faut localise´
qui ne perturbe les parame`tres du fluide que faiblement. Contrairement au cas traite´ en
section 2.3, nous avons ici tenu compte des projections possibles du spin des excitons sur
l’axe de quantification et mis en e´vidence la polarisation des e´tats correspondants par effet
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Zeeman lorsque le syste`me est soumis a` un champ magne´tique exte´rieur coline´aire a` l’axe
de quantification. Nous nous sommes place´s dans un re´gime ou` le gaz de polaritons est
polarise´ elliptiquement [cf. e´quations (2.36a)–(2.36b)].
L’obstacle ne modifiant par hypothe`se que le´ge`rement les caracte´ristiques du conden-
sat, nous avons naturellement re´solu le proble`me (2.37) dans le cadre de la the´orie de la
re´ponse line´aire. Nous avons alors montre´ l’existence de trois re´gimes d’e´coulement se´pare´s
par deux valeurs particulie`res V
(d)
crit et V
(p)
crit > V
(d)
crit de la vitesse du fluide, V
(d)
crit marquant
le seuil d’e´mission d’ondes de densite´ en amont de l’e´coulement et V
(p)
crit correspondant a`
la vitesse au-dela` de laquelle on observe un rayonnement de Cherenkov d’ondes de po-
larisation. La dissipation lie´e a` la dure´e de vie limite´e des polaritons se traduit par le
fait que les excitations du condensat ne peuvent se propager que sur des distances finies.
Nous avons cependant mis en e´vidence que les ondes de polarisation sont extraordinaire-
ment peu amorties comparativement aux ondes de densite´ lorsque l’intensite´ du champ
magne´tique exte´rieur est suffisamment faible (dans un re´gime ou` la polarisation du gaz
est quasiment line´aire).
Sur la base de ces nouveaux re´sultats, nous nous sommes demande´ si ces ondes de
polarisation extreˆmement peu amorties ne pourraient pas eˆtre utilise´es comme outils pour
sonder l’analogue du rayonnement de Hawking dans l’e´coulement d’un condensat de po-
laritons spinoriel pre´sentant un horizon acoustique pour les « phonons de polarisation ».
La re´ponse a` cette question occupera les pages du chapitre suivant.
Interlude : The´orie non-line´aire des fluctuations de la densite´ et de la polari-
sation dans un condensat de Bose–Einstein a` deux composantes
En collaboration avec Anatoly M. Kamchatnov, nous nous sommes aussi inte´resse´s
a` e´tudier la propagation d’ondes de densite´ et de polarisation faiblement non-line´aires
et faiblement dispersives dans un condensat de Bose a` deux composantes en l’absence
d’obstacle, en l’absence de champ magne´tique, en l’absence de dissipation et de gain
[c’est-a`-dire quand Uext(x, t) = 0, Ω = 0 et γ,Γ = 0, respectivement] et dans lequel les
interactions de contact effectives entre bosons de spin σ = ±1 sont caracte´rise´es par les
constantes de couplage non-line´aires
α+,+ = α1 + δ, (2.50a)
α−,− = α1 − δ (2.50b)
et α+,− = α−,+ = α2, (2.50c)
ou` α+,+ > α−,− > α2 > 0. Parame´trisant la fonction d’onde du condensat comme [68](
ψ+
ψ−
)
=
√
ρ exp(iΦ/2)
(
cos(θ/2) exp(−iφ/2)
sin(θ/2) exp(iφ/2)
)
(2.51)
et supposant de faibles de´viations % = ρ − ρ0 (|%|  ρ0) et ϑ = θ − pi/2 (|ϑ|  1)
autour d’un e´tat de densite´ constante et uniforme ρ0 line´airement polarise´ (puisque lorsque
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θ = pi/2, |ψ+|2 − |ψ−|2 = ρ cos θ = 0), nous avons montre´ que les champs %(x, t) et ϑ(x, t)
obe´issent respectivement aux e´quations de Korteweg–de Vries 10
%t + c
(d)%x +
3
2
2
√
α22 + δ
2 − α2√
α22 + δ
2
c(d)
ρ0
% %x − 1
8 c(d)
%xxx = 0 (2.52)
et
ϑt + c
(p) ϑx +
3
2
α22 + 2δ
2 − α2
√
α22 + δ
2
δ
√
α22 + δ
2
c(p) ϑϑx − 1
8 c(p)
ϑxxx = 0, (2.53)
ou` les vitesses c(d) et c(p) des « phonons de densite´ » et « de polarisation » sont ici donne´es
par
c(d) =
√
ρ0
2
(
α1 +
√
α22 + δ
2
)
et c(p) =
√
ρ0
2
(
α1 −
√
α22 + δ
2
)
< c(d). (2.54)
Lorsque δ est rigoureusement nul, on montre que ϑ(x, t) ve´rifie l’e´quation de Korteweg–de
Vries modifie´e
ϑt + c
(p) ϑx +
3
8
(
1− 9α1
α2
)
c(p) ϑ2 ϑx − 1
8 c(p)
ϑxxx = 0, (2.55)
ou` c(p) s’e´crit maintenant c(p) =
√
ρ0(α1 − α2)/2 puisque δ = 0, de sorte que dans la
limite δ → 0 et si |ϑ| ∼ δ, ϑ(x, t) doit eˆtre solution de l’e´quation de Gardner
ϑt+
(
c(p) − δ
2
8α2
ρ0
c(p)
)
ϑx+
9δ
4α2
c(p) ϑϑx+
3
8
(
1− 9α1
α2
)
c(p) ϑ2 ϑx− 1
8 c(p)
ϑxxx = 0. (2.56)
Les e´quations (non-line´aires) de Korteweg–de Vries (2.52) et (2.53), de Korteweg–de Vries
modifie´e (2.55) et enfin de Gardner (2.56) admettent toute une zoologie de solutions ana-
lytiques the´oriquement (et expe´rimentalement) inte´ressantes (cf., par exemple, re´fe´rence
[66]). La synthe`se de notre travail est en cours de re´daction et fera l’objet d’une tre`s
prochaine publication.
2.4.4 P.-E´. L., N. Pavloff et A. M. Kamchatnov, Pre´publication
10. Afin d’alle´ger les calculs, nous nous sommes place´s dans un syste`me d’unite´s ou` ~,m = 1. On
rappelle aussi que ft est une notation pour ∂tf et que fx et fxxx repre´sentent les de´rive´es positionnelles
∂xf et ∂xxxf , respectivement.
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Polarization hydrodynamics in a one-dimensional polariton condensate
P.-E´. Larre´,1 N. Pavloff,1 and A. M. Kamchatnov2
1Univ. Paris Sud, CNRS, Laboratoire de Physique The´orique et Mode`les Statistiques, UMR8626, F-91405 Orsay, France
2Institute of Spectroscopy, Russian Academy of Sciences, Troitsk, Moscow, 142190, Russia
We study the hydrodynamics of a nonresonantly-pumped polariton condensate in a quasi-one-
dimensional quantum wire taking into account the spin degree of freedom. We clarify the relevance
of the Landau criterion for superfluidity in this dissipative two-component system. Two Cherenkov-
like critical velocities are identified corresponding to the opening of different channels of radiation:
one of (damped) density fluctuations and another of (weakly damped) polarization fluctuations. We
determine the drag force exerted onto an external obstacle and propose experimentally measurable
consequences of the specific features of the fluctuations of polarization.
PACS numbers: 47.37.+q,03.75.Mn,71.36.+c
The condensation of exciton-polaritons in semiconduc-
tor microcavity1–4 arouse a great interest directed to-
wards the possible demonstration of superfluid dynamics
in coupled light-matter waves. Beautiful experiments re-
vealed suppression of back-scattering from an obstacle5,6,
nucleation of quantized vortices7–10, and generation of ef-
fectively stable oblique solitons11,12 (see also the review
article 13 and references therein). Although the defini-
tion of a genuine superfluid behavior in these systems is
still a matter of active debates (see, e.g., the exchange
in Refs. 14), it makes no doubt that the coherent wave-
mechanical flow of an exciton-polariton condensate offers
the prospect of studying a rich variety of remarkable hy-
drodynamic effects. Among these, the specific features
associated to the spin of the exciton-polaritons are of
particular interest. In the hydrodynamic context they
have been revealed by the observation of the optical spin
Hall effect15, of half vortices16, and of half solitons17.
In the present work we concentrate on linear spin
effects; nonlinear effects are addressed in an other
publication18. We describe the polariton condensate by
a two-component order parameter ψ± accounting for the
spin degree of freedom, corresponding to the two possible
excitonic spin projections ±1 onto the structure growth
axis and to the right and left circular polarization of
emitted photons. Interactions within the system can be
described by two constants α1 and α2 corresponding to
interactions between polaritons with parallel (α1) or an-
tiparallel (α2) spins. It is accepted that α1 > 0 and that
|α2| < α1 [see the discussion after Eqs. (2)]. In the fol-
lowing we always consider the standard situation where
0 < −α2 < α1. In the presence of an external magnetic
field applied parallel to the structure axis, there is a Zee-
man splitting 2 ~Ω between the two circularly polarized
states ψ+ and ψ− (we neglect the possible small residual
splitting of linear polarization considered for instance in
Ref. 19). Taking into account the effect of the external
magnetic field and of the interactions amongst polaritons,
one can write the energy density of the uniform system
as20
E = −~Ω (ρ0+−ρ0−)+
α1
2
[
(ρ0+)
2+(ρ0−)
2
]
+α2 ρ
0
+ ρ
0
−, (1)
where ρ0± = |ψ0±|2 is the (uniform) density of polaritons
with spin ±1, and in the following we denote the total
density of the polariton gas as ρ0 = ρ0+ + ρ
0
−. Then,
minimizing the free energy of the system, one finds two
regimes20. For large magnetic field [~Ω > ~Ωcrit =
1
2 (α1 − α2)ρ0] the system is circularly polarized with
ρ0− = 0, and the chemical potential reads µ = α1ρ
0−~Ω.
For lower fields (~Ω < ~Ωcrit) the polarization gradually
becomes linear when Ω decreases; in this case one has
ρ0± =
1
2ρ
0 (1± Ω/Ωcrit) and µ = 12 (α1 + α2) ρ0, (2)
from which it is clear that, in the absence of mag-
netic field (that is, when Ω = 0), the system is lin-
early polarized1,2, a feature that originates in the present
phenomenological description from the positiveness of
α1 − α2. The fact that α1 + α2 > 0 implies that µ > 0,
that the uniform polariton gas is stable, and that it cor-
responds to an emission blue shift1,21,22.
A study of spin dynamics has been done in Ref. 23 in
the case of a fully polarized ground state. In the present
work we treat instead the weak magnetic field regime (2),
and study the dynamics of the system in the presence of
(i) an external potential representing an obstacle and/or
of (ii) modulations of the uniform ground state. We con-
sider a one-dimensional wire-shaped cavity structure in
which the order parameter is of the form ψ±(x, t) and
we model the dynamics of the system by the following
Gross-Pitaevskii-type equation:
i~ ∂tψ± =− ~
2
2m
∂2xψ± + Uext(x+ V t)ψ± ∓ ~Ωψ±
+ (α1ρ± + α2ρ∓)ψ± + i (γ − Γρ)ψ±, (3)
where m is the polariton effective mass (in the parabolic
dispersion approximation, valid at small momenta) and
ρ±(x, t) = |ψ±(x, t)|2. Uext(x + V t) describes an obsta-
cle in motion at velocity V with respect to the polariton
fluid. In accordance with the description (1), the effect of
the magnetic field is accounted for in Eq. (3) by the Zee-
man term ∓ ~Ωψ± and interaction effects are described
by local terms proportional to α1 and α2. Due to the
finite polariton-lifetime, the system needs to be pumped.
2Following Refs. 24–27 we schematically describe this ef-
fect by the last term of Eq. (3): The term i γ ψ± de-
scribes the combined effects of the incoherent pumping
and decay processes; γ > 0, indicating an overall gain
counterbalanced by the term −iΓρψ± (where Γ > 0 and
ρ = ρ+ + ρ−), which phenomenologically accounts for a
saturation of the gain at large density and makes it pos-
sible to reach a steady-state configuration with a finite
density ρ0 = γ/Γ. Note that the saturation term is pro-
portional to ρ. Arguing on weak cross-spin scattering,
the authors of Ref. 28 used a different type of saturation
of the gain, proportional to ρ±: In this case the value of
the stationary background densities ρ0+ and ρ
0
− is fixed a
priori, independently of the magnetic field. In the present
work we follow Ref. 29 and use a model where the value
of ρ0+ and ρ
0
− is fixed by the thermodynamic equilibrium
between the two spin components in the presence of a
magnetic field [Eqs. (2)].
A small departure from the stationary configuration
(2) is described by an order parameter of the form
ψ±(x, t) = ψ0± [1 + ϕ±(x, t)] exp(−i µ t/~), (4)
where |ϕ±(x, t)|  1. In the absence of external po-
tential (Uext = 0), the ϕ±(x, t)’s which are solutions of
the linearized version of Eq. (3) are plane waves whose
wavevector q and frequency ω are related by
0 = ω4 + 2 i γ ω3 −
(
q4
2
+
2
1 + α
q2
)
ω2
− 2 i γ
(
q4
4
+ 4 %0+ %
0
−
1− α
1 + α
q2
)
ω
+
q4
4
(
q4
4
+
2
1 + α
q2 + 16 %0+ %
0
−
1− α
1 + α
)
. (5)
In this equation we note α = α2/α1 (−1 < α < 0),
%0± = ρ
0
±/ρ
0 = 12 (1± Ω/Ωcrit), and we use dimensionless
quantities: Energies are henceforth expressed in units
of µ, lengths in units of ξ [where ξ = ~/(mµ)1/2], and
velocities in units of (µ/m)1/2. Equation (5) has already
been obtained in Ref. 30 in the case of a two-component
Bose gas (i.e., in the absence of damping: γ = 0) without
magnetic field.
Solving the fourth-degree equation (5) yields the dis-
persion relations ω = ω(q). If ω(q) is a solution, then
−ω∗(q) is also a solution. As a result, the solutions come
into pairs having either the same zero real part or the
same imaginary part and opposite real parts. Some typ-
ical dispersion relations are plotted in Fig. 1. In the
limit of weak magnetic field one pair of solutions corre-
sponds to the usual density-fluctuation mode (in which
both components oscillate in phase), the other one to
a polarization-fluctuation mode (with counterphase os-
cillations of the two components). We henceforth keep
using the denominations “density mode” and “polariza-
tion mode” although the separation between the two
types of fluctuations is less strict for finite magnetic
field, as illustrated in the lower row of Fig. 1 where we
plot the contribution of each mode to the static struc-
ture factor S(q) =
∫
S(q, ω) dω, where S(q, ω) is the
(zero temperature) dynamical structure factor31. The
fact that one of the contributions can be negative orig-
inates in the non conservative nature of Eq. (3), but it
is interesting to note that, despite its losses, the system
keeps a constant density and still verifies the f -sum rule:∫∞
0
ω S(q, ω) dω = ρ0 q
2/2.
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Figure 1. (Color online) Dispersion relations in the case
α = −0.2 and γ = 0.332. The first (second) row displays
Re(ω) [Im(ω)] as a function of q. The lower row displays
the contribution of the density and polarization modes to the
total density structure factor S(q) (black dot-dashed line).
In each plot the blue solid curve corresponds to the density
mode and the red dashed curve to the polarization mode.
The three columns are drawn in the cases (from left to right)
Ω/Ωcrit = 0.2, 0.5, and 0.7.
From Eq. (5) one can show that the polarization mode
is undamped (i) when %0+ = %
0
− =
1
2 , i.e., in the absence
of magnetic field, and (ii) when %0− = 0, i.e., at the criti-
cal magnetic field. This is a first hint indicating that the
damping of the polarization mode is weak. One can fur-
ther show that this damping is zero up to order O(Ω2)
in the external magnetic field. A final evidence comes
from the fact that the damping of the polarization mode
is always zero in the long-wavelength limit as we discuss
now. In the absence of damping and of magnetic field
(γ = 0 and Ω = 0, respectively) the long-wavelength be-
havior of both modes corresponds to a linear dispersion
relation: The system exhibits two types of sound. One
is the usual sound of velocity cd = 1. The other is the
“polarization sound” of velocity cp = [(1−α)/(1+α)]1/2.
For nonzero γ the usual sound waves are damped; this
is not the case for the polarization sound, as clearly
seen in Fig. 1. In the general case where γ and Ω are
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Figure 2. (Color online) Upper panel: Critical velocities V
(d)
crit
and V
(p)
crit as a function of γ for different strengthes of the
magnetic field. The plot is drawn when α = −0.2. Lower
panels: Rescaled fluctuations of the density [δ%(x)/κ: black
curves] and of the polarization [δΠ(x)/κ: red curves] induced
by a δ-peak potential κ δ(x + V t). The modulation patterns
are drawn for α = −0.2, γ = 0.2, and Ω/Ωcrit = 0.1. In
this case, V
(d)
crit = 0.69(4) and V
(p)
crit = 1.21(9). The figures are
drawn in the frame where the obstacle stays at rest at the
origin and where the polariton fluid moves from left to right
at velocity V > 0. For the lower left panel V = 1.1 and for
the lower right panel V = 1.5.
nonzero, looking for a solution of Eq. (5) under the form
ω(q) = cp q, in the limit |q|  1 and cp|q|  γ one gets
cp = [(1− Ω2/Ω2crit)(1− α)/(1 + α)]1/2.
From the knowledge of the dispersion relations one
can compute the linear response function χ±(q, ω)
which characterizes how the rescaled density %±(x, t) =
ρ±(x, t)/ρ0 responds to a weak external scalar potential
with wavevector q and pulsation ω. This makes it possi-
ble to determine the wake generated by a weakly perturb-
ing obstacle moving at constant velocity V with respect
to the polariton fluid. We do not detail the computa-
tion which has been presented in Ref. 33 in the case of a
scalar order parameter. In the present case, there exist
two particular velocities corresponding to the opening of
channels of (damped) Cherenkov radiation: V
(d)
crit is the
threshold for emission of density waves and V
(p)
crit is the
threshold for emission of polarization waves. These ve-
locities are functions of the losses in the system (i.e., of
γ) and of the strength of the external magnetic field (i.e.,
of Ω). They are represented in Fig. 2.
The physical meaning of these velocities can be verified
by inspecting the perturbations induced by the obstacle
which are represented in Fig. 2 in the simplest case where
the external potential is of the form Uext = κ δ(x+ V t).
The plots are drawn in the frame where the obstacle is
at rest at the origin and where the polariton fluid moves
from left to right at velocity V > 0. In this frame the
perturbations are stationary. In Fig. 2 we do not display
separately δ%+ = %+ − %0+ and δ%− = %− − %0− but we
rather plot the relevant physical observables: the fluctu-
ations of the total density (δ% = δ%+ + δ%−) and of the
polarization (δΠ = δ%+−δ%−). The critical velocity V (p)crit
being larger than V
(d)
crit , an obstacle whose velocity V rel-
ative to the condensate lies between these two critical ve-
locities (such as considered in the lower left plot of Fig. 2)
only emits density fluctuations34. On the contrary, when
V is larger than both V
(d)
crit and V
(p)
crit , the wake consists
in both density and polarization fluctuations (see Fig. 2,
lower right plot). We also note that a direct computa-
tion of the density patterns %± for several intensities of
the magnetic field shows that, as stated above, the polar-
ization wave is weakly damped at low and at high field,
facilitating the experimental observation of the polariza-
tion signal compared to that of density fluctuations.
The existence of two critical velocities has also an im-
portant effect on the behavior of the drag force Fd experi-
enced by the obstacle. This is illustrated in Fig. 3 where
Fd is plotted as a function of V for two types of obsta-
cles: a point-like scatterer of intensity κ, for which Uext =
κ δ(x + V t), and a Gaussian potential of same intensity
and of width `, for which Uext =
κ
`
√
pi
exp[−(x+V t)2/`2].
One sees in Fig. 3 that, at very weak damping, Fd is neg-
ligible at small velocity and shows pronounced thresh-
olds when V reaches the critical velocities V
(d)
crit and V
(p)
crit ,
demonstrating that in the limit γ → 0 the drag uniquely
consists in wave resistance. This corresponds to the Lan-
dau criterion for the onset of dissipation: At each open-
ing of a radiation channel (i.e., at V = V
(d)
crit and V
(p)
crit )
the drag is abruptly increased. This reflects the work im-
parted to the fluid and dissipated by generating the wave
pattern which irreversibly radiates energy away from the
obstacle. For finite values of γ instead, the flow is never
truly superfluid: The obstacle experiences a finite force
even at low velocity27,35, which corresponds to diffusion
of momentum, i.e., to a viscous drag. In this case there
is no Landau criterion, but the system exhibits a smooth
crossover from a drag dominated by viscous-like phenom-
ena (at low velocity) to one dominated by wave resis-
tance (at large velocity). Thus, it is more appropriate to
term the velocities V
(d)
crit and V
(p)
crit Cherenkov- (or Mach-)
rather than Landau-critical velocities.
We also note that in the absence of external magnetic
field (in the case Ω = 0, not shown in the figure) no step
is seen in the drag, even for γ → 0. This is due to the
fact that, despite the opening of a new radiation chan-
nel at V = V
(d)
crit , the external scalar potential cannot
excite polarization waves in this case for symmetry rea-
sons, since no term in Eq. (3) can distinguish the spin-up
from the spin-down component when Ω = 0. This is rem-
iniscent of what occurs for the first and second sound in
superfluid HeII: The second sound which corresponds to
a temperature (and entropy) wave cannot be excited by
oscillations of the container wall, contrarily to the usual
density waves associated with the first sound; see, e.g.,
Ref. 36.
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Figure 3. (Color online) Drag force Fd/κ2 as a function of
the velocity V of the obstacle relative to the condensate for
two damping parameters: γ = 0.001 (solid black curves) and
γ = 0.3 (solid red curves). The left plot corresponds to a
point-like obstacle and the right plot to a Gaussian potential
of width ` = 0.5. The computation is done for α = −0.2 and
Ω = 0.5 Ωcrit. In this case V
(d)
crit = 0.76(2) and V
(p)
crit = 1.37(7)
when γ = 0.001, whereas V
(d)
crit = 0.50(5) and V
(p)
crit = 1.17(3)
when γ = 0.3. All these threshold velocities are indicated by
vertical colored dashed lines in the figure.
Finally we emphasize that another effect of the exis-
tence of the spin degree of freedom is revealed in the
absence of obstacle by the quantum fluctuations of the
polarization. One can show that in a homogeneous con-
densate in the absence of damping and of magnetic field,
g
(2)
p (x, x′) = 〈:δΠˆ(x) δΠˆ(x′):〉 is a universal function of
cp|x − x′| which goes to zero when |x − x′| → ∞. One
gets g
(2)
p (x, x) = − 2pi cp < 0: This corresponds to local
sub-Poissonian fluctuations of the polarization. These
fluctuations are strongly modified in the presence of a
(polarization) sonic horizon. They acquire nonlocal fea-
tures associated to the correlated emission of analogous
Hawking radiation, as first shown in Refs. 37 for density-
density correlations. The present results suggest that in
polariton systems the polarization-polarization correla-
tion function g
(2)
p (x, x′) should be a quite efficient ob-
servable for witnessing Hawking radiation, even in the
absence of an external magnetic field38.
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Rayonnement de Hawking dans un
condensat a` deux composantes
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3.1 Introduction
Dans la section 2.4 du chapitre 2, nous avons mis en e´vidence que les ondes de pola-
risation ge´ne´re´es dans un condensat de polaritons a` deux composantes unidimensionnel
lorsque le fluide s’e´coule autour d’un petit de´faut localise´ pouvaient dans certains cas se
propager en amont de l’e´coulement sur des distances typiquement plus grandes que leur
longueur d’onde sans eˆtre dramatiquement affecte´es par la courte dure´e de vie des polari-
tons, a` l’inverse de ce que l’on observe pour les ondulations de densite´. Nous avons alors
e´mis l’ide´e (cf. sous-section 2.4.3) qu’en tirant parti du grand temps de vie de ces ondes,
on pourrait peut-eˆtre tester l’effet Hawking dans un condensat de polaritons spinoriel
dont l’e´coulement pre´senterait l’analogue d’un horizon des e´ve`nements via les fluctua-
tions spontane´es (donc purement quantiques) de la polarisation du gaz.
Dans ce chapitre (dans lequel on de´taille les calculs de la pre´publication incluse en
section 3.7), on e´tudie l’e´coulement unidimensionnel d’un condensat de Bose–Einstein
a` deux niveaux dans lequel la constante de couplage non-line´aire entre bosons de spins
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oppose´s est spatialement module´e de sorte qu’il est possible de cre´er un horizon acoustique
pour les modes de polarisation de grandes longueurs d’onde. La pre´sence de cet horizon
engendre un rayonnement de Hawking d’ondes de polarisation dont l’existence est re´ve´le´e
par le caracte`re non-local des corre´lations a` deux corps des fluctuations quantiques de la
polarisation.
3.2 Description rapide du mode`le
Dans ce chapitre, nous conside´rons une configuration ou` l’on ne´glige les effets dus a` la
dissipation et a` la pre´sence possible d’un champ magne´tique exte´rieur. On caracte´rise les
interactions de contact effectives entre bosons de spin σ = ±1 par les deux constantes de
couplage non-line´aires g1 = g+,+ = g−,− et g2 = g+,− = g−,+ (g1 > g2 > 0) et on conside`re
que g2 est une fonction discontinue de x que l’on de´finit sur tout R par
g2(x) = g2,u Θ(−x) + g2,d Θ(x) (g2,u, g2,d > 0), (3.1)
ou` Θ de´signe la fonction de Heaviside. Enfin, on soumet le condensat a` une contrainte
exte´rieure dont l’e´nergie potentielle est e´galement discontinue et de la forme
U(x) = Uu Θ(−x) + Ud Θ(x) (Uu, Ud ∈ R). (3.2)
Le parame`tre d’ordre ψσ(x, t) du condensat unidimensionnel obe´it alors a` une e´quation
de Gross–Pitaevskii a` deux composantes du type
i~ ∂tψσ = − ~
2
2m
∂xxψσ + U(x)ψσ + [g1 nσ + g2(x)n−σ]ψσ − µψσ, (3.3)
ou` m est la masse des bosons, nσ(x, t) = |ψσ(x, t)|2 la densite´ des bosons de spin σ = 1
ou σ = −1 et µ le potentiel chimique, suppose´ par simplicite´ inde´pendant de σ.
On introduit la notation χα = g2,α/g1 ∈ ]0, 1[, ou` α = u lorsque x < 0 et α = d quand
x > 0. Si les constantes Uu, χu, Ud et χd ve´rifient l’e´quation de conservation
Uu +
g1n0
2
χu = Ud +
g1n0
2
χd, (3.4)
alors le proble`me (3.3) admet une solution 1 homoge`ne et stationnaire de la forme
ψσ(x) =
√
n0
2
eik0x, (3.5)
ou` n0 = |ψ+|2 + |ψ−|2 est la densite´ (uniforme) du condensat et k0 = mV0/~ la vitesse
(en unite´s de ~/m) du gaz, mis en mouvement de la gauche vers la droite (V0 > 0). E´tant
donne´e l’e´quation (3.4), le potentiel chimique ne de´pend pas de α = u ou d et il s’e´crit
µ =
mV 20
2
+ Uα +
g1n0
2
(1 + χα). (3.6)
1. La solution (3.5) n’est pas unique mais c’est en tout cas la plus simple que nous puissions e´crire
lorsque le condensat est mis en mouvement a` la vitesse V0. On voit en particulier que les densite´s uniformes
des espe`ces de spin σ = 1 et σ = −1 sont dans ce cas conside´re´es e´gales : |ψ+|2 = |ψ−|2 = n0/2, ce qui
implique que le gaz est line´airement polarise´ : |ψ+|2 − |ψ−|2 = 0.
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3.3 The´orie de Bogoliubov des fluctuations
Dans cette section, nous nous inte´ressons aux excitations e´le´mentaires du condensat
de Bose a` deux composantes de´crit par la fonction d’onde (3.5) et dont la dynamique obe´it
a` l’e´quation de Gross–Pitaevskii (3.3). Nous nous plac¸ons naturellement dans le cadre de
la the´orie de Bogoliubov des fluctuations en cherchant les solutions de (3.3) sous la forme
ψσ(x, t) = ψσ(x) + δψσ(x, t) (σ = ±1), ou`
δψσ(x, t) = e
ik0x
[
uσ,α(x, ω) e
−iωt + w∗σ,α(x, ω) e
iωt
]
(3.7)
de´crit de petites oscillations d’e´nergie ~ω autour de l’e´tat fondamental de fonction d’onde
ψσ(x) (|δψσ|  |ψσ|), avec, rappelons-le, α = u si x < 0 et α = d si x > 0. De´finissant
c(p)α =
√
g1n0
2m
√
1− χα et ξα = ~
mc
(p)
α
, (3.8)
ainsi que les quantite´s adimensionne´es
εα =
~ω
mc
(p)2
α
, mα =
V0
c
(p)
α
et Xα =
x
ξα
, (3.9)
la line´arisation de l’e´quation a` deux composantes (3.3) par rapport a` δψ±(x, t) conduit
aux e´quations de Bogoliubov–de Gennes
(εα + imα ∂Xα)

u+,α
w+,α
u−,α
w−,α
 = Lα

u+,α
w+,α
u−,α
w−,α
 , (3.10)
ou`
Lα =

−1
2
∂XαXα +
1
1−χα
1
1−χα
χα
1−χα
χα
1−χα
− 1
1−χα
1
2
∂XαXα − 11−χα −
χα
1−χα −
χα
1−χα
χα
1−χα
χα
1−χα −12 ∂XαXα + 11−χα 11−χα
− χα
1−χα −
χα
1−χα − 11−χα 12 ∂XαXα − 11−χα
 . (3.11)
On cherche les fonctions propres du hamiltonien de Bogoliubov–de Gennes (3.11) sous
la forme 
u+,`(x)
w+,`(x)
u−,`(x)
w−,`(x)
 =

U+,`
W+,`
U−,`
W−,`
 eiQ`Xα , (3.12)
ou` les amplitudes U±,` et W±,` sont les coefficients de Bogoliubov. Ces derniers ne de´-
pendent pas de la position car le profil de densite´ dans l’e´tat fondamental [cf. e´quation
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(3.5)] est homoge`ne. Dans l’e´quation (3.12), les Q` = ξα q` sont les nombres d’onde (adi-
mensionne´s) des modes de Bogoliubov ` dans le re´fe´rentiel entraˆıne´, c’est-a`-dire dans le
re´fe´rentiel ou` le condensat est au repos. On montre qu’ils sont solutions de
E2` =
Q2`
2
(
Q2`
2
+ 2
)
(3.13a)
ou bien E2` =
Q2`
2
(
Q2`
2
+ 2
1 + χα
1− χα
)
, (3.13b)
ou` E` = εα−mαQ`, valeur propre de Lα, est l’e´nergie d’un mode de Bogoliubov ` dans le
re´fe´rentiel entraˆıne´. Les modes tels que E2` = Q
4
`/4 +Q
2
` consistent en des fluctuations de
la polarisation pi(x, t) = |ψ+(x, t)|2 − |ψ−(x, t)|2 du gaz de bosons et ceux tels que E2` =
Q4`/4+Q
2
`×(1+χα)/(1−χα) en des fluctuations de la densite´ totale n(x, t) = |ψ+(x, t)|2 +
|ψ−(x, t)|2 du condensat 2. Les amplitudes de Bogoliubov U±,` et W±,` correspondantes
s’e´crivent respectivement
U+,`
W+,`
U−,`
W−,`
 = 1C`

Q2`/2 + E`
Q2`/2− E`
−(Q2`/2 + E`)
−(Q2`/2− E`)
 et

U+,`
W+,`
U−,`
W−,`
 = 1C`

Q2`/2 + E`
Q2`/2− E`
Q2`/2 + E`
Q2`/2− E`
 . (3.14)
Si ` de´signe un mode de Bogoliubov re´el (c’est-a`-dire un mode dont le nombre d’onde
Q` est re´el), la constante de normalisation C` dans les e´quations (3.14) est de´termine´e de
sorte que le courant (conserve´)
J` = c
(p)
α
∑
σ=±1
[
(Q` + mα) |Uσ,`|2 + (Q` − mα) |Wσ,`|2
]
(3.15)
transporte´ par l’onde re´elle ` vaille ±1 ; imposant C` ∈ R+, on trouve tre`s facilement
C` = 2
√
Q2` |E`| |Vg(Q`)|, (3.16)
ou`
Vg(Q`) = c
(p)
α
∂εα
∂Q`
= V0 + c
(p)
α
Q`(Q
2
`/2 + 1)
E`
(3.17)
est la vitesse de groupe d’un mode de Bogoliubov ` dans le re´fe´rentiel du laboratoire,
c’est-a`-dire dans le re´fe´rentiel ou` le condensat s’e´coule a` vitesse constante V0 > 0 dans le
sens des x positifs.
Dans la limite des grandes longueurs d’onde, c’est-a`-dire lorsque |Q`|  1, les relations
de dispersion (3.13a)–(3.13b) deviennent line´aires :
E` ' ± c
(p,d)
α
c
(p)
α
Q`, ou` c
(d)
α =
√
g1n0
2m
√
1 + χα. (3.18)
c
(p)
α [cf. e´quations (3.8)] et c
(d)
α > c
(p)
α sont respectivement les vitesses des « phonons de
polarisation » et « de densite´ » en amont (α = u, x < 0) et en aval (α = d, x > 0) de
l’e´coulement (dans le re´fe´rentiel ou` V0 = 0).
2. Ici, l’identification des modes propres en termes de fluctuations de polarisation ou de densite´ est
exacte car la description (3.3) ne tient pas compte de l’effet Zeeman discute´ en section 2.4.
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3.4 Horizon acoustique pour les phonons de polari-
sation et identification des modes de diffusion
Si χu = g2,u/g1 et χd = g2,d/g1 (0 < χu,d < 1) sont choisis tels que χu < χd, on
voit en s’aidant des e´quations (3.8) et (3.18) que les vitesses du « son de polarisation »
c
(p)
u,d et du « son de densite´ » c
(d)
u,d de part et d’autre de x = 0 ve´rifient la relation d’ordre
c
(p)
d < c
(p)
u < c
(d)
u < c
(d)
d . Si maintenant on contraint la vitesse V0 du condensat a` s’intercaler
entre c
(p)
d et c
(p)
u , c’est-a`-dire si la valeur de V0 est prise telle que
c
(p)
d < V0 < c
(p)
u < c
(d)
u < c
(d)
d , (3.19)
q [u. a.]
ω
[u
.
a
.]
V0 + c
(d)
u
V0 − c(d)u
V0 + c
(p)
u
V0 − c(p)u
V0 < c
(p)
u < c
(d)
u
q [u. a.]
ω
[u
.
a
.]
V0 + c
(d)
d
V0 − c(d)d
V0 + c
(p)
d
V0 − c(p)d
c
(p)
d < V0 < c
(d)
d
Figure 3.1 — Relations de dispersion (3.18)
(dans le re´fe´rentiel du laboratoire) des pho-
nons de polarisation (en rouge) et de densite´
(en noir) e´tant donne´e (3.19). Dans le demi-
espace x < 0 (α = u), c’est-a`-dire a` l’ex-
te´rieur du trou noir acoustique, les phonons
de polarisation ont une vitesse de groupe
V0±c(p)u ≷ 0 : ils se propagent dans le sens du
courant mais aussi a` contre-courant. Dans le
demi-espace x > 0 (α = d), c’est-a`-dire a` l’in-
te´rieur du trou noir acoustique, les phonons
de polarisation ont une vitesse de groupe
V0± c(p)d > 0 : tous se propagent dans le sens
des x positifs et sont « happe´s » par le trou
noir acoustique.
on cre´e un horizon acoustique pour les pho-
nons de polarisation (et seulement pour ces
derniers) en x = 0 (voir figure 3.1). Dans la
re´gion ou` x est ne´gatif (α = u), la vitesse
V0 du fluide est plus petite que la vitesse
du son c
(p)
u des ondes de polarisation dans
cette re´gion [ce qui s’e´crit aussi mu < 1
au regard des de´finitions (3.9)] : l’e´coule-
ment entraˆıne les phonons de polarisation
mais certains arrivent quand meˆme a` re-
monter les lignes de courant dans le demi-
espace x < 0. Dans la re´gion ou` x est posi-
tif (α = d), V0 est cette fois-ci plus grande
que la vitesse du son de polarisation c
(p)
d
dans cette re´gion (md > 1) : dans le demi-
espace x > 0, les « ondes sonores de po-
larisation » ne peuvent plus se propager a`
contre-courant car elles sont toutes entraˆı-
ne´es par l’e´coulement. De`s lors, a` suppo-
ser qu’on mesure la polarisation du gaz en
amont de l’horizon, on ne pourra manifes-
tement jamais recevoir une onde sonore de
polarisation e´mise en aval de l’horizon si
tant est que la condition (3.19) soit ve´ri-
fie´e : le demi-espace x < 0 (respectivement
x > 0) de´finit l’exte´rieur (respectivement l’inte´rieur) d’un trou noir acoustique pour les
phonons de polarisation.
L’indice α = u, d dans l’e´quation (3.7) est remplace´ par ` dans l’e´quation (3.12) afin
d’identifier la branche des relations de dispersion εα(Q`) = mαQ` +E`(Q`) a` laquelle l’ex-
citation de Bogoliubov correspondante se rapporte. En fait, ` doit eˆtre interpre´te´ comme
un double indice car la valeur des nombres d’onde Q` de´pend de α [cf. e´quations (3.13a)–
(3.13b)]. On identifie quatorze modes de Bogoliubov ` dans la configuration avec horizon
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(3.19). En voici la liste [on se re´fe´rera a` la figure 3.2 qui donne une repre´sentation gra-
phique des relations de dispersion εα(Q) des excitations e´le´mentaires dans le re´fe´rentiel
du laboratoire a` l’exte´rieur et a` l’inte´rieur du trou noir acoustique] :
1. A` l’exte´rieur du trou noir acoustique (α = u, x < 0) :
– Modes de polarisation : ` ∈ {u(p)|in, u(p)|out, u(p)|eva}.
– Modes de densite´ : ` ∈ {u(d)|in, u(d)|out, u(d)|eva}.
2. A` l’inte´rieur du trou noir acoustique (α = d, x > 0) :
– Modes de polarisation :
{
` ∈ {d1(p)|in, d1(p)|out, d2(p)|in, d2(p)|out} (ω < ω∗),
` ∈ {d1(p)|in, d1(p)|out, d(p)|eva} (ω > ω∗).
– Modes de densite´ : ` ∈ {d(d)|in, d(d)|out, d(d)|eva}.
0
0.5
1
ω
[u
.
a.
]
u(d)|in
u(d)|out
u(p)|inu(p)|out
-2 -1 0 1 2
0
0.5
1
q [u. a.]
ω
[u
.
a.
]
ω∗
d(d)|in
d(d)|out
d1(p)|in
d1(p)|out
d2(p)|in
d2(p)|out
in out inout
Figure 3.2 — Relation de dispersion des modes re´els de polarisation (en rouge) et de
densite´ (en noir) a` l’exte´rieur (graphique du haut) et a` l’inte´rieur (graphique du bas) du
trou noir analogue [cf. e´quations (3.13a) et (3.13b)]. La ligne horizontale en pointille´s
noirs fixe l’e´nergie ~ω (dans le re´fe´rentiel du laboratoire) transporte´e par un mode de
Bogoliubov (de polarisation ou de densite´) `. Les nombres d’onde q` ∈ R (dans le re´fe´rentiel
entraˆıne´) correspondent aux abscisses des points d’intersection de cette droite avec les
relations de dispersion. Le tronc¸on de courbe en pointille´s rouges correspond aux modes
propres de norme ne´gative d2(p)|in et d2(p)|out (voir le texte).
Les modes « in » (respectivement « out ») sont ceux dont la vitesse de groupe (dans le
re´fe´rentiel du laboratoire) Vg(Q`) [cf. e´quation (3.17)] pointe vers l’horizon (respectivement
vers −∞ dans le demi-espace x < 0 et vers +∞ dans le demi-espace x > 0). Les modes
« eva » sont e´vanescents ; ils portent une impulsion complexe ve´rifiant Im(Q`) < 0 si ` =
u(p,d)|eva [de sorte que exp(iQ`Xu)→ 0 quand Xu → −∞] et Im(Q`) > 0 si ` = d(p,d)|eva
[de sorte que exp(iQ`Xd)→ 0 quand Xd → +∞]. Les modes d2(p)|in et d2(p)|out sont de
norme ne´gative :
∑
σ=±1(|Uσ,`|2 − |Wσ,`|2) < 0 lorsque ` = d2(p)|in, out. Tous les autres
sont de norme positive.
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On de´finit
Ξα(x) =

u+,α(x) e
imαXα
w+,α(x) e
−imαXα
u−,α(x) eimαXα
w−,α(x) e−imαXα
 et Ξ`(x) =

U+,` ei(Q`+mα)Xα
W+,` ei(Q`−mα)Xα
U−,` ei(Q`+mα)Xα
W−,` ei(Q`−mα)Xα
 . (3.20)
Le vecteur Ξu de´crit les excitations dans le demi-espace x < 0 (c’est-a`-dire a` l’exte´-
rieur du trou noir acoustique) ; il s’exprime comme une combinaison line´aire de Ξu(p)|in,
Ξu(p)|out, Ξu(p)|eva, Ξu(d)|in, Ξu(d)|out et Ξu(d)|eva. Ξd de´crit quant a` lui les excitations dans le
demi-espace x > 0 (c’est-a`-dire a` l’inte´rieur du trou noir acoustique) ; il s’exprime comme
une combinaison line´aire de Ξd1(p)|in, Ξd1(p)|out, Ξd2(p)|in, Ξd2(p)|out, Ξd(p)|eva, Ξd(d)|in, Ξd(d)|out
et Ξd(d)|eva. Parmi tous les modes Ξα(x), nous focalisons notre attention sur les modes de
diffusion ΞLα(x). Une onde de Bogoliubov qui emprunte le canal d’incidence u
(p)|in (respec-
tivement d1(p)|in, d2(p)|in, u(d)|in, d(d)|in) initie le mode de diffusion ΞU(p)u,d (respectivement
ΞD1
(p)
u,d , Ξ
D2(p)
u,d , Ξ
U(d)
u,d , Ξ
D(d)
u,d ). Chaque mode de diffusion consiste en une combinaison li-
ne´aire de l’excitation « in » qui le de´finit et des excitations re´fle´chies et transmises « out »
correspondantes :
• Mode de diffusion U (p) (initie´ par l’onde u(p)|in) :
ΞU
(p)
u = Ξu(p)|in + Su(p),u(p) Ξu(p)|out + S
eva
u(p),u(p) Ξu(p)|eva
+ Su(d),u(p) Ξu(d)|out + S
eva
u(d),u(p) Ξu(d)|eva, (3.21a)
ΞU
(p)
d = Sd1(p),u(p) Ξd1(p)|out + Θ(ω∗ − ω)Sd2(p),u(p) Ξd2(p)|out + Θ(ω − ω∗)Sevad(p),u(p) Ξd(p)|eva
+ Sd(d),u(p) Ξd(d)|out + S
eva
d(d),u(p) Ξd(d)|eva. (3.21b)
Exte´rieur du trou noir Inte´rieur du trou noir
u(p)|inu
(p)|evau(p)|out
u(d)|evau(d)|out
d(p)|eva d1(p)|out d2(p)|out
d(d)|eva d(d)|out
• Mode de diffusion D1(p) (initie´ par l’onde d1(p)|in) :
ΞD1
(p)
u = Su(p),d1(p) Ξu(p)|out + S
eva
u(p),d1(p) Ξu(p)|eva
+ Su(d),d1(p) Ξu(d)|out + S
eva
u(d),d1(p) Ξu(d)|eva, (3.22a)
ΞD1
(p)
d = Ξd1(p)|in + Sd1(p),d1(p) Ξd1(p)|out + Θ(ω∗ − ω)Sd2(p),d1(p) Ξd2(p)|out
+ Θ(ω − ω∗)Sevad(p),d1(p) Ξd(p)|eva + Sd(d),d1(p) Ξd(d)|out + Sevad(d),d1(p) Ξd(d)|eva. (3.22b)
Exte´rieur du trou noir Inte´rieur du trou noir
u(p)|evau(p)|out
u(d)|evau(d)|out
d1(p)|in d
(p)|eva d1(p)|out d2(p)|out
d(d)|eva d(d)|out
— 142/179 —
3.4 Horizon acoustique pour les phonons de polarisation et identification des
modes de diffusion
• Mode de diffusion D2(p) (initie´ par l’onde d2(p)|in) :
ΞD2
(p)
u = Θ(ω∗ − ω) (Su(p),d2(p) Ξu(p)|out + Sevau(p),d2(p) Ξu(p)|eva
+ Su(d),d2(p) Ξu(d)|out + S
eva
u(d),d2(p) Ξu(d)|eva), (3.23a)
ΞD2
(p)
d = Θ(ω∗ − ω) (Ξd2(p)|in + Sd1(p),d2(p) Ξd1(p)|out + Sd2(p),d2(p) Ξd2(p)|out
+ Sd(d),d2(p) Ξd(d)|out + S
eva
d(d),d2(p) Ξd(d)|eva). (3.23b)
Exte´rieur du trou noir Inte´rieur du trou noir
u(p)|evau(p)|out
u(d)|evau(d)|out
d2(p)|in d
(p)|eva d1(p)|out d2(p)|out
d(d)|eva d(d)|out
• Mode de diffusion U (d) (initie´ par l’onde u(d)|in) :
ΞU
(d)
u = Ξu(d)|in + Su(p),u(d) Ξu(p)|out + S
eva
u(p),u(d) Ξu(p)|eva
+ Su(d),u(d) Ξu(d)|out + S
eva
u(d),u(d) Ξu(d)|eva, (3.24a)
ΞU
(d)
d = Sd1(p),u(d) Ξd1(p)|out + Θ(ω∗ − ω)Sd2(p),u(d) Ξd2(p)|out + Θ(ω − ω∗)Sevad(p),u(d) Ξd(p)|eva
+ Sd(d),u(d) Ξd(d)|out + S
eva
d(d),u(d) Ξd(d)|eva. (3.24b)
Exte´rieur du trou noir Inte´rieur du trou noir
u(d)|inu
(p)|evau(p)|out
u(d)|evau(d)|out
d(p)|eva d1(p)|out d2(p)|out
d(d)|eva d(d)|out
• Mode de diffusion D(d) (initie´ par l’onde d(d)|in) :
ΞD
(d)
u = Su(p),d(d) Ξu(p)|out + S
eva
u(p),d(d) Ξu(p)|eva
+ Su(d),d(d) Ξu(d)|out + S
eva
u(d),d(d) Ξu(d)|eva, (3.25a)
ΞD
(d)
d = Ξd(d)|in + Sd1(p),d(d) Ξd1(p)|out + Θ(ω∗ − ω)Sd2(p),d(d) Ξd2(p)|out
+ Θ(ω − ω∗)Sevad(p),d(d) Ξd(p)|eva + Sd(d),d(d) Ξd(d)|out + Sevad(d),d(d) Ξd(d)|eva. (3.25b)
Exte´rieur du trou noir Inte´rieur du trou noir
u(p)|evau(p)|out
u(d)|evau(d)|out
d(d)|in d
(p)|eva d1(p)|out d2(p)|out
d(d)|eva d(d)|out
Les conditions de raccordement des fonctions d’onde (3.20) des excitations et de leurs
de´rive´es premie`res a` l’horizon s’e´crivent (L ∈ {U (p), D1(p), D2(p), U (d), D(d)})
ΞLu(0
−) = ΞLd (0
+) et
1
ξu
dΞLu
dXu
(0−) =
1
ξd
dΞLd
dXd
(0+). (3.26)
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La re´solution des cinq syste`mes line´aires 8×8 (3.26) permet de de´terminer les coefficients
Su(p),u(p) , S
eva
u(p),u(p)
, etc. apparaissant dans les e´quations (3.21a)–(3.25b). Ces parame`tres
de´pendent de la pulsation ω des fluctuations et des constantes χα et mα. Physiquement
parlant, le module carre´ de Si,j(ω) donne la probabilite´ qu’une onde de Bogoliubov j|in
d’e´nergie ~ω subisse une diffusion e´lastique en x = 0 l’amenant dans l’e´tat i|out ; les
|Si,j(ω)|2 correspondent donc aux coefficients de re´flexion et de transmission a` l’horizon
du trou noir acoustique. Quelle que soit ω < ω∗, on montre que
∀(i, j) ∈ {u(d), d(d)} × {u(p), d1(p), d2(p)}, Si,j(ω) = 0 = Sj,i(ω), (3.27)
et dans la limite des petites pulsations (εu → 0+), de longs calculs me`nent a`
∀i ∈ {u(p), d1(p), d2(p)},

Si,u(p)(ω) = fi,u(p) + hi,u(p) εu +O(ε2u),
Si,d1(p)(ω) =
fi,d1(p)√
εu
+ hi,d1(p)
√
εu +O(ε3/2u ),
Si,d2(p)(ω) =
fi,d2(p)√
εu
+ hi,d2(p)
√
εu +O(ε3/2u ),
(3.28a)
et ∀(i, j) ∈ {u(d), d(d)}2, Si,j(ω) = fi,j + hi,j εu +O(ε2u). (3.28b)
Les identite´s (3.27) signifient que les modes incidents de polarisation (respectivement de
densite´) n’ont strictement aucune chance de se transformer en des modes sortants de
densite´ (respectivement de polarisation). Dans les e´quations (3.28a) et (3.28b), les fi,j et
hi,j sont des fonctions complexes non-triviales de χu, χd et mu. De´finissant la matrice de
diffusion S(ω < ω∗) comme
S =

Su(p),u(p) Su(p),d1(p) Su(p),d2(p) Su(p),u(d) Su(p),d(d)
Sd1(p),u(p) Sd1(p),d1(p) Sd1(p),d2(p) Sd1(p),u(d) Sd1(p),d(d)
Sd2(p),u(p) Sd2(p),d1(p) Sd2(p),d2(p) Sd2(p),u(d) Sd2(p),d(d)
Su(d),u(p) Su(d),d1(p) Su(d),d2(p) Su(d),u(d) Su(d),d(d)
Sd(d),u(p) Sd(d),d1(p) Sd(d),d2(p) Sd(d),u(d) Sd(d),d(d)
 (3.29)
=

Su(p),u(p) Su(p),d1(p) Su(p),d2(p) 0 0
Sd1(p),u(p) Sd1(p),d1(p) Sd1(p),d2(p) 0 0
Sd2(p),u(p) Sd2(p),d1(p) Sd2(p),d2(p) 0 0
0 0 0 Su(d),u(d) Su(d),d(d)
0 0 0 Sd(d),u(d) Sd(d),d(d)
 [cf. (3.27)], (3.30)
la conservation du courant transporte´ par les modes propres ` re´els peut s’e´crire sous la
forme
S† η S = η = S η S†, ou` η = diag(1, 1,−1, 1, 1). (3.31)
Les Sevai,j n’interviennent pas dans la de´finition (3.29)–(3.30) car les modes e´vanescents
ne transportent aucun courant. Lorsque ω > ω∗, l’onde d2(p)|in disparaˆıt, l’onde re´elle
d2(p)|out est remplace´e par l’onde e´vanescente d(p)|eva et la matrice S(ω) devient dans ce
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cas 4× 4,
S =

Su(p),u(p) Su(p),d1(p) 0 0
Sd1(p),u(p) Sd1(p),d1(p) 0 0
0 0 Su(d),u(d) Su(d),d(d)
0 0 Sd(d),u(d) Sd(d),d(d)
 , (3.32)
et unitaire :
S† S = diag(1, 1, 1, 1) = S S†. (3.33)
3.5 Rayonnement de Hawking a` deux corps : corre´-
lations des fluctuations quantiques de la polari-
sation de part et d’autre de l’horizon
L’ope´rateur de champ δψˆσ(x, t) = ψˆσ(x, t)−ψσ(x) qui de´crit (dans la repre´sentation de
Heisenberg) les excitations e´le´mentaires du condensat de fonction d’onde ψσ(x) (σ = ±1)
se de´veloppe sur les modes de diffusion comme
δψˆσ(x, t) =
eik0x
∫ ∞
0
dω√
2pi
∑
L∈{U(p),D1(p),U(d),D(d)}
[
uσ,L(x, ω) e
−iωt aˆL(ω) + w∗σ,L(x, ω) e
iωt aˆ†L(ω)
]
+ eik0x
∫ ω∗
0
dω√
2pi
[
uσ,D2(p)(x, ω) e
−iωt aˆ†
D2(p)
(ω) + w∗σ,D2(p)(x, ω) e
iωt aˆD2(p)(ω)
]
, (3.34)
ou` aˆ†L(ω) cre´e une excitation d’e´nergie ~ω > 0 dans l’un des cinq modes de diffusion (U (p),
D1(p), D2(p), U (d) ou D(d)). Les aˆL(ω) obe´issent aux re`gles de commutation bosoniques
[aˆL(ω), aˆ
†
L′(ω
′)] = δL,L′ δ(ω − ω′) (3.35a)
et [aˆL(ω), aˆL′(ω
′)] = 0 = [aˆ†L(ω), aˆ
†
L′(ω
′)], (3.35b)
et ve´rifient
〈aˆ†L(ω) aˆL′(ω′)〉 = δL,L′ δ(ω − ω′)NL(ω) (3.36a)
et 〈aˆL(ω) aˆ†L′(ω′)〉 = δL,L′ δ(ω − ω′) [1 +NL(ω)], (3.36b)
ou`
NL(ω) = 〈aˆ†L(ω) aˆL(ω)〉 (3.37)
est le nombre moyen de quasi-particules d’e´nergie ~ω dans le mode de diffusion L. Dans
la suite, on se placera a` tempe´rature nulle, ce qui implique NL(ω) = 0. Comparativement
aux modes U (p), D1(p), U (d) et D(d), le mode de diffusion D2(p) (initie´ par l’onde de norme
ne´gative d2(p)|in) est quantifie´ d’une manie`re non-standard : comme on le voit a` l’e´quation
(3.34), les roˆles joue´s par les cre´ateurs et les annihilateurs sont dans ce cas e´change´s. Ce
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choix de quantification est ne´cessaire pour que δψˆ±(x, t) soit un ope´rateur bosonique,
c’est-a`-dire un ope´rateur tel que
[δψˆσ(x, t), δψˆ
†
σ′(x
′, t)] = δσ,σ′ δ(x− x′) (3.38a)
et [δψˆσ(x, t), δψˆσ′(x
′, t)] = 0 = [δψˆ†σ(x, t), δψˆ
†
σ′(x
′, t)]. (3.38b)
On cherche maintenant a` e´valuer les corre´lations a` deux points des fluctuations quan-
tiques de la polarisation pˆi(x, t) =
∑
σ=±1 σ ψˆ
†
σ(x, t) ψˆσ(x, t). Pour ce faire, nous allons
calculer le corre´lateur a` deux champs 3
g(p)(x, x′) = 〈: pˆi(x, t) pˆi(x′, t) :〉 = 〈pˆi(x, t) pˆi(x′, t)〉 − δ(x− x′) 〈nˆ(x, t)〉, (3.39)
ou` nˆ(x, t) =
∑
σ=±1 ψˆ
†
σ(x, t) ψˆσ(x, t) est l’ope´rateur densite´. A` l’ordre le plus bas, la fonc-
tion de corre´lation (3.39) s’e´crit
g(p)(x, x′) = 〈δpˆi(x, t) δpˆi(x′, t)〉 − δ(x− x′)n0, (3.40)
ou` le champ quantique
δpˆi(x, t) =
√
n0
2
∑
σ=±1
σ
[
e−ik0x δψˆσ(x, t) + eik0x δψˆ†σ(x, t)
]
(3.41)
de´crit les fluctuations line´aires de la polarisation autour de l’e´tat fondamental [dans lequel
le syste`me est line´airement polarise´, cf. e´quation (3.5) et la note de bas de page associe´e].
En s’aidant des de´finitions (3.34) et (3.41), on montre que le corre´lateur g(p)(x, x′) tel que
donne´ par l’e´quation (3.40) s’e´crit a` tempe´rature nulle sous la forme
g(p)(x, x′) =
n0
2
∑
σ,σ′=±1
σ σ′
∫ ∞
0
dω
2pi
gσ,σ′(x, x
′, ω)− δ(x− x′)n0, (3.42)
ou`, de´finissant rσ,L(x, ω) = uσ,L(x, ω) + wσ,L(x, ω),
gσ,σ′(x, x
′, ω) =
∑
L∈{U(p),D1(p),U(d),D(d)}
rσ,L(x, ω) r
∗
σ′,L(x
′, ω)
+ Θ(ω∗ − ω) r∗σ,D2(p)(x, ω) rσ′,D2(p)(x′, ω). (3.43)
De meˆme, on montre que la fonction de corre´lation a` deux points
g(d)(x, x′) = 〈: nˆ(x, t) nˆ(x′, t) :〉 = 〈nˆ(x, t) nˆ(x′, t)〉 − δ(x− x′) 〈nˆ(x, t)〉 (3.44)
= n20 + 〈δnˆ(x, t) δnˆ(x′, t)〉 − δ(x− x′)n0 (3.45)
3. Nous avons pris soin de conside´rer l’ordre normal afin d’e´liminer la divergence apparaissant dans
l’e´valuation du corre´lateur « brut » 〈pˆi(x, t) pˆi(x′, t)〉 lorsque x et x′ sont arbitrairement voisins l’un de
l’autre.
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des fluctuations line´aires
δnˆ(x, t) =
√
n0
2
∑
σ=±1
[
e−ik0x δψˆσ(x, t) + eik0x δψˆ†σ(x, t)
]
(3.46)
de la densite´ nˆ(x, t) s’e´crit a` tempe´rature nulle comme
g(d)(x, x′) = n20 +
n0
2
∑
σ,σ′=±1
∫ ∞
0
dω
2pi
gσ,σ′(x, x
′, ω)− δ(x− x′)n0. (3.47)
Dans la suite, nous spe´cifions ce que vaut gσ,σ′(x, x
′, ω) [cf. e´quation (3.43)] dans le cas
ou` |x|, |x′|  ξα, c’est-a`-dire dans le cas ou` x et x′ sont loin de l’horizon a` l’exte´rieur (α =
u) ou bien a` l’inte´rieur (α = d) du trou noir acoustique. Cela permet d’avoir une bonne
estimation de gσ,σ′(x, x
′, ω) sans que l’on ait besoin de tenir compte des contributions
e´vanescentes ; en effet, les modes de Bogoliubov qui transportent une impulsion complexe
ne se propagent depuis l’horizon que sur des distances finies. Dans chaque cas (x, x′  −ξu,
x  −ξu et x′  ξd, x  ξd et x′  −ξu, puis x, x′  ξd), nous pre´cisons les identite´s
de´duites de l’η-unitarite´ (3.31) de la matrice S qui nous ont permis d’e´tablir les formules
(3.49), (3.51)–(3.52) et (3.54). On introduit la notation compacte Rσ,` = Uσ,` +Wσ,`, ou`
les amplitudes de Bogoliubov U±,` et W±,` sont donne´es par les e´quations (3.14).
• x −ξu et x′  −ξu (x et x′ sont loin de l’horizon a` l’exte´rieur du trou
noir acoustique) :{
|Su(p),u(p)|2 + |Su(p),d1(p)|2 = 1 + Θ(ω∗ − ω) |Su(p),d2(p)|2,
|Su(d),u(d)|2 + |Su(d),d(d)|2 = 1.
(3.48)
gσ,σ′(x, x
′, ω) =
Rσ,u(p)|inR
∗
σ′,u(p)|in e
iQ
u(p)|in(Xu−X′u)
+ Rσ,u(p)|outR
∗
σ′,u(p)|out e
iQ
u(p)|out(Xu−X′u)
+ Rσ,u(d)|inR
∗
σ′,u(d)|in e
iQ
u(d)|in(Xu−X′u)
+ Rσ,u(d)|outR
∗
σ′,u(d)|out e
iQ
u(d)|out(Xu−X′u)
+
[
Θ(ω∗ − ω) |Su(p),d2(p)|2Rσ,u(p)|outR∗σ′,u(p)|out e
iQ
u(p)|out(Xu−X′u) + c.c.
]
. (3.49)
• x −ξu et x′  ξd (x et x′ sont loin de l’horizon respectivement a` l’exte´-
rieur et a` l’inte´rieur du trou noir acoustique) :
Su(p),u(p) S
∗
d1(p),u(p)
+ Su(p),d1(p) S
∗
d1(p),d1(p)
= Θ(ω∗ − ω)Su(p),d2(p) S∗d1(p),d2(p) ,
Su(p),u(p) S
∗
d2(p),u(p)
+ Su(p),d1(p) S
∗
d2(p),d1(p)
= Su(p),d2(p) S
∗
d2(p),d2(p)
,
Su(d),u(d) S
∗
d(d),u(d)
+ Su(d),d(d) S
∗
d(d),d(d)
= 0.
(3.50)
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gσ,σ′(x, x
′, ω) =
Θ(ω∗ − ω)Su(p),d2(p) S∗d1(p),d2(p)Rσ,u(p)|outR∗σ′,d1(p)|out e
i(Q
u(p)|outXu−Qd1(p)|outX′d)
+ Θ(ω∗ − ω)Su(p),d2(p) S∗d2(p),d2(p)Rσ,u(p)|outR∗σ′,d2(p)|out e
i(Q
u(p)|outXu−Qd2(p)|outX′d)
+ c.c. (3.51)
• x ξd et x′  −ξu (x et x′ sont loin de l’horizon respectivement a` l’inte´rieur
et a` l’exte´rieur du trou noir acoustique) :
gσ,σ′(x, x
′, ω) = e´quation (3.51) avec
{
Xu ←→ X ′u,
X ′d ←→ Xd.
(3.52)
• x ξd et x′  ξd (x et x′ sont loin de l’horizon a` l’inte´rieur du trou noir
acoustique) :
|Sd1(p),u(p)|2 + |Sd1(p),d1(p)|2 = 1 + Θ(ω∗ − ω) |Sd1(p),d2(p)|2,
|Sd2(p),u(p)|2 + |Sd2(p),d1(p)|2 = −1 + |Sd2(p),d2(p)|2,
Sd1(p),u(p) S
∗
d2(p),u(p)
+ Sd1(p),d1(p) S
∗
d2(p),d1(p)
= Sd1(p),d2(p) S
∗
d2(p),d2(p)
,
|Sd(d),u(d)|2 + |Sd(d),d(d)|2 = 1.
(3.53)
gσ,σ′(x, x
′, ω) =
Rσ,d1(p)|inR
∗
σ′,d1(p)|in e
iQ
d1(p)|in(Xd−X′d)
+ Rσ,d1(p)|outR
∗
σ′,d1(p)|out e
iQ
d1(p)|out(Xd−X′d)
+ Θ(ω∗ − ω)R∗σ,d2(p)|inRσ′,d2(p)|in e
−iQ
d2(p)|in(Xd−X′d)
− Θ(ω∗ − ω)Rσ,d2(p)|outR∗σ′,d2(p)|out e
iQ
d2(p)|out(Xd−X′d)
+ Rσ,d(d)|inR
∗
σ′,d(d)|in e
iQ
d(d)|in(Xd−X′d)
+ Rσ,d(d)|outR
∗
σ′,d(d)|out e
iQ
d(d)|out(Xd−X′d)
+
[
Θ(ω∗ − ω) |Sd1(p),d2(p)|2Rσ,d1(p)|outR∗σ′,d1(p)|out e
iQ
d1(p)|out(Xd−X′d)
+ Θ(ω∗ − ω) |Sd2(p),d2(p)|2Rσ,d2(p)|outR∗σ′,d2(p)|out e
iQ
d2(p)|out(Xd−X′d)
+ Θ(ω∗ − ω)Sd1(p),d2(p) S∗d2(p),d2(p)Rσ,d1(p)|outR∗σ′,d2(p)|out e
i(Q
d1(p)|outXd−Qd2(p)|outX′d)
+ Θ(ω∗ − ω)Sd2(p),d2(p) S∗d1(p),d2(p)Rσ,d2(p)|outR∗σ′,d1(p)|out e
i(Q
d2(p)|outXd−Qd1(p)|outX′d)
+ c.c.
]
. (3.54)
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Tirant parti des e´quations (3.14), on voit que
∑
σ=±1 σRσ,` = U+,` + W+,` − U−,` −
W−,` = 0 si ` de´signe l’un des quatre modes re´els de densite´ (u(d)|in, u(d)|out, d(d)|in
ou d(d)|out) et que ∑σ=±1Rσ,` = U+,` + W+,` + U−,` + W−,` = 0 si ` de´signe l’un des
six modes re´els de polarisation (u(p)|in, u(p)|out, d1(p)|in, d1(p)|out, d2(p)|in ou d2(p)|out).
Ainsi, e´tant donne´es (3.42) et (3.47), il vient que seuls les monoˆmes indice´s par l’appel-
lation des modes de polarisation (respectivement de densite´) dans les e´quations (3.49),
(3.51)–(3.52) et (3.54) contribuent a` l’e´valuation du corre´lateur g(p)(x, x′) [respectivement
g(d)(x, x′)] des fluctuations de la polarisation (respectivement de la densite´) lorsque x et
x′ sont loin du meˆme coˆte´ ou de part et d’autre de l’horizon. Partant de ce constat, on
remarque que le signal qui de´crit les corre´lations a` deux points des fluctuations de la
densite´ est diagonal dans le plan {x, x′} (c’est-a`-dire homoge`ne sur tout R2 sauf autour
de la ligne d’e´quation x′ = x, sur un domaine ou` |x − x′| . ξα), comme ce que l’on a
en l’absence d’horizon acoustique, c’est-a`-dire dans une configuration ou` la constante de
couplage g2(x) = g+,−(x) = g−,+(x) et le potentiel U(x) sont uniformes sur tout R ; dans
ce cas, on montre que le corre´lateur densite´/densite´ g(d)(x, x′) peut en effet s’e´crire sous
la forme
g(d)(x, x′) = n20 +
n0
ξ
√
1 + χ
1− χ F
(√
1 + χ
1− χ
x− x′
ξ
)
, (3.55)
ou` ξ = ~/(mc(p)), c(p) =
√
g1n0(1− χ)/(2m), χ = g2/g1 = cste ∈ ]0, 1[ et ou` F s’exprime
en fonction de la fonction de Bessel modifie´e de premie`re espe`ce I1 et de la fonction de
Struve modifie´e L−1 4 :
F (z) =
1
pi
∫ ∞
0
dt
(
t√
t2 + 4
− 1
)
cos(z t) = I1(2|z|)− L−1(2z). (3.57)
Le fait que la fonction de corre´lation densite´/densite´ (3.47) soit — a` l’instar du corre´lateur
(3.55) — diagonale est e´vident dans la mesure ou` les phonons de densite´ ne ressentent la
pre´sence d’aucun horizon acoustique, contrairement aux modes de polarisation de grandes
longueurs d’onde [voir l’e´quation (3.19) et la discussion associe´e]. L’allure de la fonction
de corre´lation polarisation/polarisation
g(p)(x, x′) =
n0
ξ
F
(
x− x′
ξ
)
(3.58)
dans le cas ou` g2(x), U(x) = cstes (cf. figure 3.3) est quant a` elle profonde´ment modifie´e en
pre´sence de l’horizon acoustique (3.19). Les e´quations (3.49) et (3.54) montrent en effet que
4. La fonction F de´finie par l’e´quation (3.57) est la meˆme que celle de´finie par l’e´quation (1.117).
Cela se voit en comparant leur expression commune en termes des fonctions spe´ciales I1 et L−1 ou bien
en transformant la repre´sentation inte´grale de F dans l’e´quation (3.57) au moyen d’une inte´gration par
parties et d’un changement de variable trivial :∫ ∞
0
dt
(
t√
t2 + 4
− 1
)
cos(z t) = −
∫ ∞
0
dt
4
(t2 + 4)3/2
sin(z t)
z
= −1
z
∫ ∞
0
dt
sin(z × 2t)
(t2 + 1)3/2
. (3.56)
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la pre´sence de l’horizon modifie l’aspect du signal diagonal (3.58) tandis que les e´quations
(3.51)–(3.52) re´ve`lent l’existence de corre´lations a` deux corps non-locales (|x − x′| > ξα)
entre deux modes « out » de polarisation situe´s de part et d’autre de l’horizon. Ces signaux
non-diagonaux te´moignent d’un rayonnement de Hawking d’ondes de polarisation dans
le syste`me dans le sens ou` ils s’interpre`tent (dans la limite hydrodynamique) comme
re´sultant de la corre´lation de deux modes de polarisation de grandes longueurs d’onde
fuyant l’horizon acoustique, l’un remontant les lignes de courant en amont de l’e´coulement
(x ou x′ < 0), l’autre e´tant « happe´ » par le trou noir en aval de l’e´coulement (x′ ou x > 0,
respectivement).
-4 -2 0 2 4
-0.75
-0.5
-0.25
0
(x− x′)/ξ
ξ n
0
g
(p
) (
x
,x
′ )
=
F
( x−x
′
ξ
)
−2/pi ' −0,637
Figure 3.3 — Fonction de corre´lation polarisation/polarisation (3.58) en l’absence d’ho-
rizon et a` tempe´rature nulle. Dans ce cas, les corre´lations a` deux points des fluctuations
quantiques de la polarisation sont de courte porte´e : lorsque la se´paration |x− x′| devient
typiquement plus grande que ξ, le corre´lateur g(p)(x, x′) devient ne´gligeable.
3.6 Conclusion
Dans ce chapitre, nous avons propose´ une configuration permettant de re´aliser un ho-
rizon acoustique pour les modes de polarisation de grandes longueurs d’onde dans l’e´cou-
lement d’un condensat de Bose–Einstein unidimensionnel a` deux composantes de spin
(relire la section 3.2 et le premier paragraphe de la section 3.4).
Comme nous venons de le montrer en section 3.5, les corre´lations a` deux points des
fluctuations quantiques de la polarisation dans le condensat spinoriel sont fortement modi-
fie´es lorsque l’e´coulement du fluide pre´sente l’horizon acoustique (3.19). Si les corre´lations
polarisation/polarisation sont purement diagonales en l’absence d’horizon [cf. e´quation
(3.58) et/ou figure 3.3], elles ne le sont plus exclusivement en pre´sence d’horizon. Des
signaux de corre´lation a` longue porte´e apparaissent dans ce cas. Ils sont associe´s a` l’e´mis-
sion corre´le´e de deux « phonons de polarisation » de part et d’autre de l’horizon — l’un
s’e´chappant du trou noir acoustique, l’autre s’y engouffrant —, et repre´sentent donc des
signatures directes d’un rayonnement de Hawking (d’ondes de polarisation) a` deux corps.
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Les re´sultats expose´s en section 3.5 sont obtenus a` tempe´rature nulle mais leur interpre´-
tation physique ne change pas lorsque les effets thermiques sont pris en compte (bien que
les calculs soient dans ce cas plus lourds a` mettre en œuvre).
Nous avons pleinement conscience que la configuration de trou noir propose´e dans ce
chapitre est trop sche´matique pour qu’elle puisse eˆtre re´alise´e expe´rimentalement. En effet,
elle ne´cessite l’existence d’un potentiel exte´rieur (3.2) dont l’intensite´ (discontinue) doit
eˆtre re´gle´e de sorte que le potentiel chimique (3.6) soit inde´pendant de la position. Ne´an-
moins, la description 3.2, qui suppose une densite´ homoge`ne en tout point du condensat,
a l’avantage de permettre un traitement analytique simple des fluctuations quantiques
de la polarisation et de la densite´ du gaz dans le cadre de la the´orie de Bogoliubov des
excitations e´le´mentaires. De plus, a` la lumie`re du chapitre 1, nous savons que les re´sultats
tire´s de l’e´tude des corre´lations a` deux points des fluctuations — re´ve´latrices du rayon-
nement de Hawking — dans des configurations de trous muets re´alistes s’interpre`tent de
la meˆme fac¸on que ceux obtenus dans le cadre de la configuration dite « de profil plat »
(cf. sous-section 1.2.2 du chapitre 1), qui est le pendant pour un condensat scalaire de la
configuration e´tudie´e dans ce chapitre.
Comme dans les re´fe´rences [12] et [30] dans lesquelles les auteurs ont pour la pre-
mie`re fois propose´ de mettre en e´vidence le rayonnement de Hawking dans un condensat
atomique non-polarise´ via les corre´lations des fluctuations quantiques de la densite´, nous
aurions tre`s bien pu proposer une configuration de trou noir acoustique relative aux « pho-
nons de densite´ ». Nous l’avons plutoˆt fait relativement aux modes de polarisation car nous
avions en teˆte — et avons le projet — d’e´tendre les re´sultats pre´sente´s dans ce chapitre
a` des syste`mes dissipatifs tels que les condensats de polaritons, dans lesquels l’amortisse-
ment duˆ au temps de vie fini de leurs constituants n’affecte que le´ge`rement les ondes de
polarisation, comme nous l’avons explique´ en section 2.4 du chapitre 2.
3.7 P.-E´. L. et N. Pavloff, Pre´publication
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Abstract – We consider a simple realization of an event horizon in the flow of a one-dimensional
two-component Bose-Einstein condensate. Such a condensate has two types of quasiparticles;
In the system we study, one corresponds to density fluctuations and the other to polarization
fluctuations. We treat the case where a horizon occurs only for one type of quasiparticles (the
polarization ones). We study the one- and two-body signal associated to the analog of spontaneous
Hawking radiation and demonstrate by explicit computation that it consists only in the emission
of polarization waves. We discuss the experimental consequences of the present results in the
domain of atomic Bose-Einstein condensates and also for the physics of exciton-polaritons in
semiconductor microcavities.
An intense research activity has been developed in the
recent years aiming at identifying Hawking radiation in
several analog models of gravity (see refs. [1, 2] for recent
reviews). The possible black hole configurations realized
in an analogous system all rely on the remark by Unruh
[3] that if the flow of a fluid has, while remaining sta-
tionary, a transition from a subsonic upstream region to a
supersonic downstream region, the interface between these
two regions behaves as an event horizon for sound waves.
The supersonic region mimics the interior of a black hole
since no sound can escape from it (one speaks of “dumb
hole”). This analogy is richer than a mere realization of
a sonic event horizon: Quantum virtual particles can tun-
nel out near the horizon and are then separated by the
background flow giving rise to correlated currents emitted
away from the region of the horizon (both inside and out-
side of the black hole), in exact correspondence with the
original scenario of Hawking radiation [4].
Among the prominent experimental configurations
where a sonic horizon has been realized one can quote
the use of ultrashort pulses moving in optical fibers [5]
or in a dielectric medium [6], the study of the flow of a
Bose-Einstein condensate (BEC) past an obstacle [7], of a
laser propagating in a nonlinear luminous liquid [8], or of
surface waves on moving water [9,10]. Several recent the-
oretical works proposed other realizations of an artificial
event horizon, using for instance an electromagnetic wave
guide [11] (or more recently a SQUID array transmission
line [12]), ring-shaped chain of trapped ions [13], graphene
[14, 15], or edge modes of the filling fraction ν = 1 quan-
tum Hall system [16]. Among these theoretical proposals,
the ones employing an exciton-polariton superfluid [17,18]
deserve special attention because they could be realized in
a near future. Such systems are specific because polaritons
have an effective spin 1/2 and, as we will see below, this
has important qualitative consequences on the expected
Hawking signal.
In the present work we study the possible signatures of
Hawking radiation in a generic two-component BEC sys-
tem. Such a system is peculiar in the sense that it sustains
two types of elementary excitations, with different long-
wavelength velocities. This makes it possible to realize a
unique configuration where an event horizon occurs for one
type of excitations but not for the other. The associated
artificial black hole could be experimentally implemented
in a polariton condensate (such as proposed in ref. [18]),
but also in a two-species BEC such as realized by consider-
ing for instance 87Rb in two hyperfine states [19], or a mix-
ture of two elements [20], or different isotopes of the same
atom [21]. A general theory of such systems requires to
consider a wide range of parameters and of different situa-
tions corresponding to possibly different masses of the two
species, to different strengths and signs of intra- and inter-
species interactions, to different types of external poten-
tials (possibly species-dependent) and of coupling between
the two components. In the present work we consider a
p-1
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simple model which captures the essential physical ingre-
dients and characteristics of the phenomenon: The order
parameter of the two-component BEC is described by a
one-dimensional (1D) two-component Heisenberg field op-
erator (ψˆ+(x, t), ψˆ−(x, t)) obeying a set of coupled Gross-
Pitaevskii equations:
ih¯ ∂tψˆ± =− h¯
2
2m
∂2xψˆ± + U(x) ψˆ±
+
[
g1 nˆ± + g2(x) nˆ∓
]
ψˆ± − µ ψˆ± . (1)
In this equation nˆ±(x, t) = ψˆ
†
±(x, t) ψˆ±(x, t) is the density
of the (±)-component, U(x) is an external potential, µ
is the chemical potential, and g1 (g2) is the intra-species
(inter-species) contact-interaction coupling constant. We
choose to work in a configuration where 0 < g2 < g1.
This is quite realistic for atomic condensates (provided
one neglects the small difference of the interaction con-
stant between +/+ and −/− components). For excitonic
polaritons it is accepted that g1 > 0 and that |g2| < g1, in
agreement with the observed overall repulsion between po-
laritons, but it is typically believed that g2 < 0. However,
depending on the detuning between the photon and the
exciton modes (and on the proximity with the bi-exciton
resonance), g2 may be positive or negative, as observed in
refs. [22,23]. Our choice to consider the case of a positive
g2 parameter will make it possible to treat a setting where
the event horizon occurs for a flow velocity inferior to the
one of ordinary sound.
We consider an idealized model in which g2 and the ex-
ternal potential U both depend on x in a way that ensures
the existence of a homogeneous and stationary classical
solution of eq. (1) of the form
Ψ±(x) =
√
n0/2 exp(ik0x) . (2)
This can be realized by considering a step-like configura-
tion for which U(x) = UuΘ(−x) + UdΘ(x) and g2(x) =
g2,uΘ(−x)+g2,dΘ(x) (where Θ is the Heaviside step func-
tion) with
Uu + g2,u n0/2 = Ud + g2,d n0/2 . (3)
The order parameter (2) describes a uniform flow in which
both components have the same density n0/2 and the same
velocity V0 = h¯k0/m. We consider the case V0 > 0,
and denote the x < 0 (x > 0) region as the upstream
(downstream) region. In each of these regions the long-
wavelength elementary excitations consist either in den-
sity or in polarization fluctuations with respective veloci-
ties denoted as c
(d)
α and c
(p)
α (α = u or d, depending if one
considers the upstream or the downstream region). c
(d)
α
is the usual speed of sound whereas c
(p)
α will be termed
“polarization sound velocity”; Their precise definition will
be given later [after Eqs. (6) and (7)]. As illustrated in
fig. 1 we choose the parameters of the system in such a
way that
c
(p)
d < V0 < c
(p)
u < c
(d)
u < c
(d)
d . (4)
Upstream 0 Downstream x
Velocities
c
(p)
u
c
(p)
d
c
(d)
u
c
(d)
d
V0
Fig. 1: Velocities of the ordinary sound c(d) (black solid line)
and of the polarization sound c(p) (red solid line) as a func-
tion of x. The dotted horizontal line represents the constant
velocity V0 of the flow. The blue dot is the reference velocity√
g1n0/(2m). The downstream region is shaded in order to
recall that it corresponds to the interior of the black hole.
Then the point x = 0 is an event horizon for the fluctua-
tions of polarization but not for the fluctuations of density
(the usual sound).
Note that the configuration we consider is of the same
type as the one considered in refs. [24, 25] for a one-
component system, and seems rather awkward: It consists
in a uniform flow of a 1D BEC in which the two-body in-
teraction varies spatially (in order to locally modify the
speed of polarization sound in the system) although the
velocity and the density of the flow remain constant. This
is only possible in the presence of an external potential
specially tailored so that the local chemical potential re-
mains constant everywhere [this is ensured by eq. (3)].
This makes the whole system quite difficult to realize ex-
perimentally. However, it was shown in refs. [26] and [18]
that the Hawking radiation associated to this configura-
tion has the same properties as others associated to more
realistic realizations of an event horizon in a BEC or a
polariton condensate.
The black hole configuration being fixed, we now char-
acterize the spontaneous Hawking emission by studying
the quantum Bogoliubov excitations of the system, in a
manner similar to what has been done in refs. [27–29]. The
most efficient way to characterize the different branches of
the dispersion relation is to consider the classical (or more
precisely first quantized) version of eq. (1). One writes
the order parameter as ψ±(x, t) = Ψ±(x)+ δψ±(x, t) with
|δψ±|  |Ψ±|. In a region where U(x) and g2(x) have the
constant value Uα and g2,α (α = u or d) the fluctuations
with given pulsation ω on top of the background (2) are
of the form
δψ±(x, t) = eik0x
[
u±,α(x, ω) eiωt+w±,α(x, ω) e−iωt
]
, (5)
where the u±,α’s and the w±,α’s are plane waves of mo-
mentum h¯ q. The corresponding dispersion relations are
represented in fig. 2. The curves corresponding to density
fluctuations are represented in black in the figure. Their
dispersion relation reads
(ω − V0 q)2 = [c(d)α ]2q2 +
h¯2q4
4m2
, (6)
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Fig. 2: Upstream (upper plot) and downstream (middle plot)
dispersion relations. The red (black) curves correspond to po-
larization (density) modes. In each plot the horizontal dashed
line is fixed by the chosen value of ω. The labeling of the dif-
ferent branches is explained in the text. The abscissae of the
dots fix the values of the wavevector q(ω) corresponding to each
branch. The lower diagram illustrates the terminology used in
the main text for denoting the waves as outgoing or ingoing.
As in fig. 1, the downstream region is shaded in order to recall
that it corresponds to the interior of the black hole.
with m[c
(d)
α ]2 =
1
2 (g1 + g2,α)n0 (α = u or d). In the left-
hand side of eq. (6) the term −V0 q is a Doppler shift
indicating that the dispersion relation is evaluated in the
laboratory frame in which the flow has a constant and
uniform velocity V0. In the upstream region the different
channels corresponding to (6) are denoted as u(d)|in and
u(d)|out, where the u stands for “upstream”, the (d) for
“density” and the “in” (the “out”) labels the wave whose
group velocity is directed towards (away from) the horizon.
What is considered as an ingoing or an outgoing wave is
pictorially represented in the lower diagram of fig. 2. In the
downstream region the channels are accordingly denoted
as d(d)|in and d(d)|out (see fig. 2).
The curves corresponding to fluctuations of the polar-
ization [pi(x, t) = n+(x, t) − n−(x, t)] are represented in
red in figure 2. Their dispersion relation is
(ω − V0 q)2 = [c(p)α ]2q2 +
h¯2q4
4m2
, (7)
withm[c
(p)
α ]2 =
1
2 (g1−g2,α)n0. In the upstream region the
corresponding channels are denoted as u(p)|in and u(p)|out.
In the downstream region, V0 > c
(p)
d , and new branches ap-
pear in the dispersion relation of polarization waves. Alto-
gether in this region the branches are denoted as d1(p)|in,
d1(p)|out, d2(p)|in and d2(p)|out (see fig. 2). In the follow-
ing we refer to the quasiparticles corresponding to the dis-
persion relation (6) as density quasiparticles and to those
corresponding to (7) as polarization quasiparticles.
The existence of the discontinuity in the parameters of
the system at x = 0 prevents the channels we have just
identified for an hypothetical homogeneous configuration
to be the true eigenmodes of the system. The correct
eigenmodes are linear combinations of the channels in the
upstream region and channels in the downstream one, with
appropriate matching at x = 0. Among all the possible
combinations, we are primarily interested in the scattering
modes which describe a plane-wave excitation originating
from infinity – either upstream or downstream – on a well
defined ingoing channel, impinging on the horizon, and
then leaving again towards infinity as a superposition of
the outgoing branches. When ω is lower than the threshold
ω∗ identified in fig. 2, there are 5 ingoing channels and 5
outgoing ones. The corresponding scattering amplitudes
form a 5 × 5 S matrix which can be shown to be block
diagonal:
S =

S(p,p)
0 0
0 0
0 0
0 0 0
0 0 0
S(d,d)
 , (8)
with
S(p,p) =
 Su(p),u(p) Su(p),d1(p) Su(p),d2(p)Sd1(p),u(p) Sd1(p),d1(p) Sd1(p),d2(p)
Sd2(p),u(p) Sd2(p),d1(p) Sd2(p),d2(p)
 , (9a)
S(d,d) =
(
Su(d),u(d) Su(d),d(d)
Sd(d),u(d) Sd(d),d(d)
)
. (9b)
For instance the Su(p),d1(p) matrix element denotes the
(complex and ω-dependent) scattering coefficient from the
ingoing downstream channel d1(p)|in towards the outgoing
upstream channel u(p)|out. As discussed in refs. [26,28,29],
current conservation imposes a skew unitarity of the S ma-
trix: S†ηS = η, where here η = diag(1, 1,−1, 1, 1). When
ω is larger than the maximum ω∗ of the d2(p) branches
(see fig. 2) the d2|in and d2|out channels disappear, the
S(p,p) submatrix becomes 2×2, and the now 4×4 S matrix
obeys the usual unitarity condition S†S = diag(1, 1, 1, 1).
We computed the coefficients of the S matrix both an-
alytically (in the low-ω region) and numerically (for un-
restricted values of ω). We checked the excellent agree-
ment between the two approaches in their common range
of validity (i.e., at ω → 0) and also that the current con-
servation conditions are verified, exactly in the analytical
approach, and with a high degree of accuracy in the nu-
merical treatment (the error is always less than 10−7). All
the matrix coefficients of the form Si,d1(p) and Si,d2(p) with
i ∈ {u(p), d1(p), d2(p)} (i.e., the two right most columns of
S(p,p)) diverge at low ω. This is connected to the fact
that the associated Wigner time delay diverges: Low-
energy polarization quasiparticles entering the system via
the d1(p)|in or the d2(p)|in channels – i.e., from the interior
of the black hole – remain blocked at the horizon forever:
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This is a signature of the occurrence of an event horizon
for the polarization modes. On the contrary, low-energy
density quasiparticles entering the system from the down-
stream region can escape the black hole, since we work in
a configuration where the horizon does not affect the den-
sity fluctuations (see fig. 1). Of course all quasiparticles
entering the system from the upstream region can cross
the horizon and penetrate into the black hole.
Within the present Bogoliubov analysis, the knowledge
of the S matrix of the system makes it possible to charac-
terize the Hawking signal which corresponds to emission of
radiation from the interior toward the exterior of the black
hole. In our specific case the energy current associated to
emission of elementary excitations is (cf. [30])
Q(x, t) = − h¯
2
2m
∑
σ=±1
〈
∂tψˆ
†
σ(x, t) ∂xψˆσ(x, t)
〉
+H.c. , (10)
where “H.c.” stands for “Hermitian conjugate”. Q(x, t) is
here time and position-independent in agreement with the
conservation of the energy flux in a stationary configura-
tion. Computing its expression far upstream (x → −∞)
one can show, as expected, that the current is only carried
by the u(p)|out channel and is, at zero temperature, given
by the formula
Q = −
∫ ω∗
0
dω
2pi
h¯ω
∣∣Su(p),d2(p)(ω)∣∣2 . (11)
Hence the quantity |Su(p),d2(p)(ω)|2 characterizes the emis-
sion spectrum of Hawking radiation. Although we con-
sider a setting with step-like variations of the external pa-
rameters, resulting in an infinite effective surface gravity,
the Hawking spectrum is still thermal like, i.e., approxi-
mately of the form∣∣Su(p),d2(p)(ω)∣∣2 ' Γ
exp
(
h¯ ω
kBTH
)− 1 , (12)
where kB is the Boltzmann constant, Γ is denoted as the
gray-body factor and TH is the Hawking temperature.
Since we have computed the explicit low-ω expression of
the coefficients of the S matrix, we can determine TH and Γ
by a low-ω fit of expression (12). In particular one obtains
the following explicit expressions for the reduced Hawking
temperature TH = kBTH/m[c(p)u ]2 and for the gray-body
factor:
TH = 1
2
m
2
u
md
(1− m2u)(m2d − 1)
3
2
m
2
d − m2u
, Γ =
4mu
(1 + mu)2
, (13)
where mα = V0/c
(p)
α is the (polarization) Mach number in
region α (α = u or d and mu < 1 < md).
The numerically determined |Su(p),d2(p) |2 is compared
in fig. (3) with the thermal spectrum (12) where TH is
given by (13). The plot is done in a configuration where
mu = 0.7, md = 3 and g2,u/g1 = 0.2. In the type of set-
ting we consider, fixing these three parameters determines
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Fig. 3: |Su(p),d2(p) |2 (red solid line) and its approximation by
eq. (12) (black dashed line) as a function of ω. We consider
the case mu = 0.7 and md = 3. With the present choice of
parameters, Γ ' 0.969, TH ' 0.111 and ω∗ξ(p)u /c(p)u ' 0.196,
where ξ
(p)
u = h¯/(mc
(p)
u ). The inset displays TH as a function of
mu for several values of md (md = 1.5, . . . , 10).
all the other relevant quantities of the system. In partic-
ular one has here g2,d/g1 ' 0.956, V0/c(d)u ' 0.572 and
V0/c
(d)
d ' 0.448. As expected one sees in the figure that
the (numerically) exact spectral density |Su(p),d2(p) |2 co-
incides with a thermal gray-body emission at low energy.
Note however that |Su(p),d2(p) |2 is strictly zero for ω > ω∗
since above this threshold the d2(p)|in and d2(p)|out chan-
nels disappear and the S matrix becomes 4× 4.
Formulas (13) show that the Hawking temperature is
roughly of order of m[c
(p)
u ]2, which itself is of order of the
chemical potential of the system. In atomic condensates
the chemical potential is of order of the temperature of
the system and the Hawking current will be hidden by the
thermal noise. In polariton systems the chemical potential
is typically of order of 0.5 meV and low temperature exper-
iments could in principle distinguish the Hawking current
from the thermal noise.
We now consider an other experimental observable
which can reveal the Hawking phenomenon even in the
presence of a realistic thermal noise. As first explicitly
pointed out in refs. [24,25], in analog systems an external
observer is able to measure correlations across the hori-
zon revealing the existence of the Hawking current (see
also refs. [26,28,29,31,32]). For the present setting we ex-
pect that these correlations are due to pair-wise emission
of polarization quasiparticles on both sides of the hori-
zon. The polarization density operator in our system is
pˆi(x, t) = nˆ+(x, t)− nˆ−(x, t). In the configuration we con-
sider it has zero mean [〈pˆi(x, t)〉 = 0] and the corresponding
correlation signal is time-independent:
g(p)(x, x′) = 〈: pˆi(x, t) pˆi(x′, t) :〉
= 〈pˆi(x, t) pˆi(x′, t)〉 − δ(x− x′)n0 .
(14)
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Fig. 4: 2D plot of the numerical result for the dimensionless
quantity ξ
(p)
u g
(d)(x, x′)/n0 in the case where g2,u/g1 = 0.2,
mu = 0.7 and md = 3. The shaded area near the axis corre-
sponds to the zone |x| or |x′| < 10 ξ(p)u .
It is also interesting to study the correlation of the density
fluctuations
g(d)(x, x′) = 〈:δnˆ(x, t) δnˆ(x′, t) :〉
= 〈δnˆ(x, t) δnˆ(x′, t)〉 − δ(x− x′)n0 ,
(15)
where δnˆ(x, t) = nˆ+(x, t) + nˆ−(x, t)− n0.
In a hypothetical homogeneous configuration where
U(x) and g2(x) have constant uniform values, the correla-
tors read
g(d,p)(x, x′) =
n0
ξ(d,p)
F
( |x− x′|
ξ(d,p)
)
, (16)
where F (z) = −(piz)−1 ∫∞
0
dt sin(2 t z) (1 + t2)−3/2 and
ξ(d,p) = h¯/mc(d,p).
These correlation patterns are drastically modified in
the presence of an event horizon. There is a first trivial
modification due to the space dependence of the speeds of
sound: Formulas (16) are modified upstream and down-
stream of the horizon because, in the region x < 0, the
values of ξ
(d)
u and ξ
(p)
u are different from those of ξ
(d)
d
and ξ
(p)
d in the region x > 0. The second modification
corresponds to long-distance correlations and is more in-
teresting: Quantum fluctuations generate correlated cur-
rents of polarization quasiparticles propagating away from
the horizon in the u(p)|out, d1(p)|out and d2(p)|out chan-
nels. This, in turn, induces long-range modifications of
g(p)(x, x′). No such long-distance correlations are ex-
pected for g(d)(x, x′) since there is no horizon for the den-
sity quasiparticles.
The knowledge of the S matrix makes it possible to ex-
plicitly compute the quantities g(p)(x, x′) and g(d)(x, x′) if
x and x′ are not too close to the horizon1. We do not write
1In vicinity of the horizon one should take into account evanescent
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Fig. 5: Same as fig. 4 for the dimensionless quantity
ξ
(p)
u g
(p)(x, x′)/n0. The dashed straight lines correspond to the
correlation lines where a heuristic interpretation of the Hawk-
ing signal leads to expect the largest long-range signal (see the
text).
down here the extensive explicit formulas (see ref. [33])
but rather display a plot of both quantities g(d)(x, x′)
(fig. 4) and g(p)(x, x′) (fig. 5) in a black hole configu-
ration with g2,u/g1 = 0.2, mu = 0.7 and md = 3 (the
same parameters for which fig. 3 has been drawn). As
expected no track of Hawking radiation can be observed
in the plot of g(d)(x, x′). On the other hand, g(p)(x, x′)
displays long-range correlations along three special direc-
tions highlighted in fig. 5 by dashed straight lines. Ac-
cording to the standard scenario of Hawking radiation [4],
if correlated low-energy Hawking quasiparticles are emit-
ted along the u(p)|out, d1(p)|out and d2(p)|out channels, at
time t after their emission, these phonons are respectively
located at positions (V0 − c(p)u ) t < 0 2, (V0 + c(d)d ) t > 0,
and (V0 − c(p)d ) t > 0. This induces a correlation signal
along the lines of slopes (V0 − c(p)u )/(V0 + c(p)d ) (result-
ing from correlations between phonons emitted along the
u(p) and d1(p) outgoing channels), (V0 − c(p)u )/(V0 − c(p)d )
(u(p)|out − d2(p)|out correlations), and (V0 − c(p)d )/(V0 +
c
(p)
d ) (d1
(p)|out − d2(p)|out correlations). These are the
three slopes marked by dashed lines in fig. 5. These large-
distance correlation lines are accompanied by diffractive
corrections building an oscillatory pattern in their vicin-
ity (see, e.g., the discussion in ref. [29]). Of course the
lines with inverse slopes are also present (they correspond
to the exchange x ↔ x′ in fig. 5). The fact that, in the
present setting, such a pattern is observed in the correla-
modes for accurately evaluating the correlation signal. This makes
the computation cumbersome although poorly instructive. This is
the reason why in figs. 4 and 5 we exclude the regions where |x| or
|x′| are lower than 10 ξ(p)u
2As clear from eq. (7) and fig. 2, V0 − c(p)u is the ω → 0 limit of
the group velocity of outgoing upstream polarization quasiparticles.
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tion of polarization fluctuations but not in the correlation
of density fluctuations is a strong demonstration that this
signal is intrinsically connected to Hawking radiation and
requires the occurrence of a horizon.
The experimental detection of the polarization signal
described in the present work is simple in the case of a
polariton condensate because the pseudo-spin of the de-
caying polaritons is commuted into right or left circular
polarization of the emitted photons. Also, the high repe-
tition rate achieved in this type of experiment should make
it possible to obtain a good statistics leading to a precise
evaluation of the correlation signal. For atomic conden-
sates on the other hand, the imaging techniques may rely
on Stern-Gerlach and time-of-flight analysis or dispersive
optical measurements [34] (for a review, see, e.g., [35]).
Finally we note that the present treatment of vacuum
fluctuations in a stationary configuration, which is valid
for a stable/conservative atomic condensate, does not im-
mediately apply for a nonequilibrium polariton conden-
sate. Indeed polaritons have a finite lifetime and the vac-
uum fluctuations such as described in the present station-
ary situation strictly speaking disappear, because no in-
going mode issued from infinity is able to reach the hori-
zon. The fluctuations of the system are now triggered
by fluctuations inside the excitonic reservoir and by the
losses. A related view concerns the dispersion relation
plotted in fig. 2: Because of damping, the frequency of the
normal modes typically acquire an imaginary part, and
long-wavelength density modes even become completely
diffusive (see, e.g., the review [36]). However, one can
show, within a simple model of nonresonant pumping with
gain and loss, that these damping effects which are indeed
present in the density channel, only weakly affect the po-
larization mode [37] and we thus expect that the results
of the present work should be also observable in future
experiments on out-of-equilibrium polariton condensates.
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Conclusion
Cette the`se a e´te´ consacre´e a` l’e´tude des fluctuations quantiques et de leurs corre´lations
dans les fluides de Bose et, plus spe´cifiquement, a` l’e´tude de l’analogue du rayonnement
de Hawking dans des condensats de Bose–Einstein en configuration de trou noir acous-
tique. Ce manuscrit de the`se re´sulte e´galement d’un travail d’analyse d’effets non-line´aires
et dispersifs dans l’e´coulement de condensats de polaritons. Il pre´sente enfin une e´tude
the´orique donnant une perspective a` l’introspection du rayonnement de Hawking dans des
syste`mes polaritoniques.
Dans le chapitre 1, nous avons e´tudie´ trois configurations de trous noirs acoustiques
(profil plat, pic δ et chute d’eau) dans l’e´coulement d’un quasi-condensat de Bose–Einstein
unidimensionnel. Nous avons trouve´ les solutions de champ moyen et donne´ a` chaque fois
une description analytique comple`te des fluctuations quantiques dans le cadre de la the´o-
rie de Bogoliubov et en termes d’une matrice de diffusion connectant les modes qui se
dirigent vers l’horizon du trou noir analogue aux modes qui le fuient. Cela nous a permis
d’e´valuer la densite´ spectrale du rayonnement de Hawking et de ve´rifier qu’elle corres-
pond a` une e´mission de corps gris. L’e´tude des fluctuations quantiques nous a aussi donne´
l’opportunite´ de calculer les corre´lations des fluctuations de la densite´ dans ces configura-
tions avec horizon et de montrer que les signatures non-locales observe´es sur la carte des
fonctions de corre´lation te´moignent d’un rayonnement de Hawking d’ondes de densite´ car
elles re´sultent de l’e´mission de fluctuations corre´le´es fuyant l’horizon acoustique. La ve´ri-
fication de la re`gle de somme de compressibilite´ a` tempe´rature nulle lorsque l’e´coulement
du condensat pre´sente un horizon a confirme´ la solidite´ de notre traitement analytique des
fluctuations et nous a permis de comprendre que les modifications diagonales de la matrice
densite´ a` deux corps connexe doivent ne´cessairement s’accompagner de l’e´mergence d’un
signal non-diagonal, celui de Hawking. Nous avons enfin donne´ des e´le´ments d’analyse du
rayonnement de Hawking a` deux corps dans l’espace des impulsions.
Dans le chapitre 2 de cette the`se, nous nous sommes inte´resse´s a` e´tudier les profils
d’onde ge´ne´re´s par le de´placement d’un obstacle localise´ dans un condensat de polaritons
unidimensionnel en situation de pompage non-re´sonnant. Ne´gligeant dans un premier
temps les effets dus a` la polarisation des modes lumineux dans le guide ou` sont confine´s
les polaritons, nous avons traite´ la re´ponse du syste`me dans la limite ou` l’obstacle ne
perturbe le fluide que le´ge`rement, mais aussi dans le cas ou` celui-ci est de forte ampli-
tude. Dans le premier cas, nous avons montre´ qu’il existe une transition continue entre un
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re´gime (de basse vitesse) dans lequel la traˆıne´e ressentie par l’obstacle est essentiellement
visqueuse et un re´gime (de grande vitesse) dans lequel la source dominante de traˆıne´e
est caracte´rise´e par l’e´mission d’un rayonnement de Cherenkov d’ondes line´aires amorties.
Dans le second cas, nous avons analyse´ le profil de densite´ du condensat dans le cadre
de la the´orie de Whitham et de l’approximation hydraulique et montre´ qu’une onde de
choc dispersive — qui est la version non-line´aire des ondulations identifie´es dans la limite
perturbative — se forme a` la teˆte de l’obstacle lorsque ce dernier se meut a` des vitesses
supersoniques dans le condensat ; l’inte´gration nume´rique exacte du proble`me a confirme´
la validite´ des deux approches analytiques discute´es a` l’instant. Nous avons e´galement
re´ve´le´ l’existence d’une large gamme de parame`tres dans laquelle les solutions ne peuvent
que de´pendre du temps, a` l’instar de ce que l’on observe dans des vapeurs atomiques
ultra-froides.
Tenant compte des effets dus au spin des polaritons, nous avons montre´ que les ondes
de polarisation ge´ne´re´es par le de´placement d’un petit obstacle localise´ dans un fluide de
polaritons en situation de pompage non-re´sonnant peuvent dans certains cas ne presque
pas de´pendre du temps de vie des polaritons et, par conse´quent, se propager sur des dis-
tances typiquement bien plus grandes que leurs longueurs d’onde. En l’absence d’obstacle
exte´rieur et ne conside´rant que les fluctuations quantiques d’un e´coulement avec horizon,
on comprend alors que le rayonnement de Hawking dans un condensat de polaritons ne
peut eˆtre pertinemment analyse´ qu’en sondant le canal de polarisation et non celui de
densite´. En effet, on ne peut espe´rer observer l’effet Hawking dans ces syste`mes dissipatifs
en analysant ce dernier canal puisqu’une fluctuation quantique de densite´ en provenance
de l’infini serait incapable d’atteindre un horizon e´tant donne´e sa forte de´pendance en
le temps de vie des polaritons. Dans le chapitre 3 de la the`se, nous nous sommes place´s
dans le cas d’une description sche´matique ne´gligeant les effets dus a` la dissipation, mais
qui par contre s’applique tre`s bien a` l’e´tude d’un condensat atomique unidimensionnel
a` deux composantes. Nous avons e´tudie´ le signal a` deux corps associe´ a` l’analogue du
rayonnement de Hawking spontane´ et de´montre´ par un calcul explicite qu’il consiste en
l’e´mission d’ondes de polarisation de part et d’autre d’un horizon n’affectant que les modes
de polarisation de grandes longueurs d’onde.
Nous avons entame´ une collaboration avec le groupe de Denis Boiron et Christoph
Westbrook de l’Institut d’Optique visant a` trouver les meilleures me´thode et configuration
expe´rimentales qui permettraient de sonder le rayonnement de Hawking acoustique dans
un condensat de Bose–Einstein atomique. L’ide´e de mesurer les corre´lations en impulsion
autour d’un horizon de trou noir acoustique (par exemple en configuration de chute d’eau)
semblerait eˆtre une piste expe´rimentalement prometteuse. Nous avons aussi propose´ de
sonder le rayonnement de Hawking dans les condensats de polaritons non pas via la me-
sure des corre´lations des fluctuations de la densite´ mais via la mesure des corre´lations
des fluctuations quantiques de la polarisation dans un e´coulement pre´sentant l’analogue
d’un horizon des e´ve`nements pour les ondes de polarisation de grandes longueurs d’onde.
Il est e´videmment important d’approfondir la recherche dans ces directions e´tant donne´
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l’inte´reˆt non-ne´gligeable que suscite la ge´ne´ration en laboratoire de la version acoustique
d’un trou noir gravitationnel et la de´tection du rayonnement de Hawking spontane´ associe´.
Une premie`re e´tape a e´te´ franchie en 2009 par Jeff Steinhauer et ses colle`gues qui re´ali-
se`rent une configuration de trou muet dans l’e´coulement d’un condensat atomique [75].
D’autres e´quipes leur ont emboˆıte´ le pas et il est possible que leurs expe´riences fourniront
prochainement la preuve tant attendue depuis pre`s de quarante ans de l’existence d’un
rayonnement de Hawking acoustique dans l’e´coulement d’un fluide quantique pre´sentant
l’analogue d’un horizon des e´ve`nements.
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Matrice densite´ a` un corps dans un
gaz de Bose unidimensionnel, dilue´
et homoge`ne au ze´ro absolu
Dans l’introduction de la sous-section 1.2.3 du chapitre 1, nous avons insiste´ sur le fait
que la the´orie de Bogoliubov des fluctuations quantiques — qui repose sur l’hypothe`se
d’existence d’un condensat ou, en d’autres termes, d’une occupation macroscopique d’un
unique e´tat quantique — ne permet pas d’obtenir une description analytique correcte de
la matrice densite´ a` un corps
ρ(1)(x, x′) = 〈Ψˆ†(x) Ψˆ(x′)〉 (A.1)
dans un gaz de bosons unidimensionnel, dilue´ et homoge`ne a` tempe´rature nulle. En ef-
fet, la the´orie de Bogoliubov pre´voit une divergence logarithmique de cette fonction de
corre´lation aux grandes se´parations (on se re´fe´rera a` nouveau a` la figure 1.8) alors qu’en
pre´sence d’un condensat de Bose–Einstein, la matrice densite´ a` un corps devrait tendre
vers une valeur finie correspondant a` la densite´ line´ique (homoge`ne) n0 dudit condensat
lorsque la distance |x − x′| devient beaucoup plus grande que la longueur d’onde de de
Broglie des phonons :
ρ(1)(x, x′) −−−−−−−→
|x−x′|/ξ→∞
n0. (A.2)
Ce comportement fut mentionne´ par Ginzburg, Landau et Lifshitz en 1950 et 1951 [49,
80, 6, 113] mais il fut rigoureusement e´tabli en 1951 et 1956 par Penrose et Onsager
[105, 106] qui cherchaient a` construire une de´finition mathe´matique de la condensation de
Bose–Einstein applicable aussi bien aux gaz parfaits qu’aux syste`mes interagissant (tels
que l’he´lium liquide) en dimension trois. Sur la base des travaux de Beliaev [19], Gor’kov
[51] comprit que le concept pouvait eˆtre e´tendu aux e´lectrons dans les supraconducteurs.
On dit que le crite`re (A.2) te´moigne d’un ordre a` longue porte´e hors-diagonal puisqu’il
met en jeu les composantes non-diagonales (x′ 6= x) de la matrice densite´ a` un corps (A.1).
La non-validite´ de la description de Bogoliubov des fluctuations quantiques pour calculer
le corre´lateur (A.1) tient au fait qu’il ne peut se produire de vraie condensation de Bose–
Einstein en dimension un (consulter les travaux de Mermin, Wagner et Hohenberg [94, 58]).
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Dans cette annexe, nous montrerons tout d’abord que l’approche (na¨ıve) de Bogoliubov
pre´voit en effet un comportement divergent de la matrice densite´ a` un corps, mais qu’il
est malgre´ tout possible d’obtenir une description analytique exacte de la fonction de
corre´lation (A.1) en s’inspirant des travaux de Mora et Castin [97], qui eux-meˆmes font
e´chos a` ceux de Popov [114].
Dans le cadre de la the´orie de Bogoliubov des excitations e´le´mentaires, le champ quan-
tique Ψˆ(x) qui de´crit un fluide de bosons ultra-froids unidimensionnel, dilue´, uniforme et
stationnaire admet la de´composition suivante :
Ψˆ(x) =
√
n0 + ψˆ(x). (A.3)
L’e´quation (A.3) suppose l’existence d’un condensat, c’est-a`-dire l’existence d’un e´tat
quantique macroscopiquement peuple´ ; celui-ci est de´crit par le champ classique
√
n0, ou`
n0 est la densite´ (homoge`ne) de la fraction condense´e. Dans cette e´quation e´galement,
ψˆ(x) est une petite correction quantique qui de´crit les excitations e´le´mentaires du liquide
de Bose. En supposant que le gaz est confine´ dans une grande boˆıte (unidimensionnelle)
de longueur L et en imposant les conditions aux limites pe´riodiques, on peut e´crire ψˆ(x)
sous la forme [113]
ψˆ(x) =
1√
L
∑
k 6=0
(
uk e
ikx bˆk + vk e
−ikx bˆ†k
)
, (A.4)
ou` la somme porte sur tous les e´tats d’impulsions (quantifie´es) ~ k = ~ 2pi n/L non-nulles
(n ∈ Z∗), l’e´tat d’impulsion nulle (~ k = 0) de´finissant le condensat. Dans l’e´quation
(A.4), les bˆk et bˆ
†
k sont les ope´rateurs (bosoniques) de destruction et de cre´ation quasi-
particulaires et uk et vk sont les amplitudes de Bogoliubov de´finies par [113]
2uk =
√
Ek
εk
+
√
εk
Ek
et 2 vk =
√
Ek
εk
−
√
εk
Ek
, (A.5)
ou` Ek = ~2k2/(2m) est l’e´nergie cine´tique d’un boson d’impulsion ~ k et de masse m et
ou` on note εk =
√
Ek[Ek + 2 ~2/(mξ2)] le spectre de Bogoliubov. De´finissant l’ope´ration
〈·〉 comme la moyenne sur le vide des bˆk (on se place a` tempe´rature nulle : 〈bˆ†k bˆk′〉 = 0 et
donc 〈bˆk bˆ†k′〉 = δk,k′ puisque bˆk bˆ†k′ − bˆ†k′ bˆk = δk,k′), on trouve, posant t = ξ k,
ρ(1)(x, x′) = n0 + 〈ψˆ†(x) ψˆ(x′)〉 (A.6a)
= n0 +
1
2pi ξ
∫ ∞
0
dt
(
t2 + 2
t
√
t2 + 4
− 1
)
cos
(
x− x′
ξ
t
)
. (A.6b)
L’inte´grale dans le membre de droite de l’e´quation (A.6b) diverge dans l’infrarouge car
t2 + 2
t
√
t2 + 4
∼
t→0+
1
t
. (A.7)
Cette singularite´ disparaˆıt si l’on e´value
ρ(1)(x, x′)− n = − 1
2pi ξ
∫ ∞
0
dt
(
t2 + 2
t
√
t2 + 4
− 1
)[
1− cos
(
x− x′
ξ
t
)]
, (A.8)
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ou` n = 〈Ψˆ†(x) Ψˆ(x)〉 = ρ(1)(x, x) est la densite´ moyenne (homoge`ne) du gaz de bosons ;
en effet,(
t2 + 2
t
√
t2 + 4
− 1
)[
1− cos
(
x− x′
ξ
t
)]
∼
t→0+
1
t
× 1
2
(x− x′)2
ξ2
t2 =
1
2
(x− x′)2
ξ2
t, (A.9)
mais malheureusement,
ρ(1)(x, x′)− n ∼
|x−x′|/ξ→∞
− 1
2pi ξ
ln
|x− x′|
ξ
−−−−−−−→
|x−x′|/ξ→∞
−∞. (A.10)
Le crite`re de Penrose–Onsager (A.2) n’est donc pas ve´rifie´, ce qui invalide l’approche de
Bogoliubov et infirme alors l’hypothe`se d’existence d’une phase condense´e dans un gaz de
bosons unidimensionnel, dilue´ et homoge`ne au ze´ro absolu.
Si l’occurrence d’une ve´ritable condensation de Bose–Einstein n’est pas possible dans
de tels syste`mes, il est ne´cessaire d’employer une autre approche que celle de Bogoliu-
bov pour calculer la matrice densite´ a` un corps (A.1) ; cette approche doit se passer de
l’hypothe´tique existence d’un condensat. On commence pour cela par effectuer une trans-
formation de Madelung du champ bosonique Ψˆ(x) en e´crivant [107]
Ψˆ(x) = eiϕˆ(x)
√
n+ δnˆ(x) et Ψˆ†(x) =
√
n+ δnˆ(x) e−iϕˆ(x), (A.11)
ou` les ope´rateurs hermitiens δnˆ(x) et ϕˆ(x) sont de´finis en termes des excitations e´le´men-
taires du gaz par [107]
δnˆ(x) =
√
n
L
∑
k
(uk + vk)
(
eikx bˆk + e
−ikx bˆ†k
)
(A.12a)
et ϕˆ(x) =
1
2i
√
Ln
∑
k
(uk − vk)
(
eikx bˆk − e−ikx bˆ†k
)
. (A.12b)
L’ope´rateur (A.12a) de´crit les fluctuations quantiques de la densite´ du fluide (de densite´
moyenne n) et le champ (A.12b) correspond a` la phase de l’ope´rateur Ψˆ(x) qui, a` un
gradient pre`s, de´finit l’ope´rateur vitesse. On montre que les fluctuations de la densite´ sont
petites en dimension un tandis que les fluctuations de la phase divergent dans l’infrarouge
[le gradient de ϕˆ(x) reste malgre´ tout un petit champ quantique] [113, 107]. A` l’aide du
the´ore`me de Wick, on obtient [97]
ln
ρ(1)(x, x′)
n
=− 1
8
〈∆ρˆ2(x, x′)〉 − 1
2
〈∆ϕˆ2(x, x′)〉
+
1
2
[
〈ρˆ(x) i∆ϕˆ(x, x′)〉+ 〈i∆ϕˆ(x, x′) ρˆ(x′)〉 − 1
4
〈ρˆ(x) i∆ϕˆ(x, x′)〉2
− 1
4
〈i∆ϕˆ(x, x′) ρˆ(x′)〉2 + 1
2
〈ρˆ(x) i∆ϕˆ(x, x′)〉〈i∆ϕˆ(x, x′) ρˆ(x′)〉
]
, (A.13)
ou` l’on a pose´ ρˆ(x) = δnˆ(x)/n, ∆ρˆ(x, x′) = ρˆ(x′)− ρˆ(x) et ∆ϕˆ(x, x′) = ϕˆ(x′)− ϕˆ(x). Cer-
tains termes dans l’e´quation (A.13) divergent dans l’ultraviolet. On les traite en effectuant
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les sommations correspondantes sur un ouvert ]−1/λ, 1/λ[ dont la taille est implicitement
infinie (λ → 0+) ; nous allons imme´diatement constater que la somme des termes diver-
gents s’annule et donc que le re´sulat final (A.17a)–(A.17b) est en re´alite´ inde´pendant du
choix de la borne ultraviolette 1/λ > 0. Les crochets 1
2
[·] dans le membre de droite de
l’e´quation (A.13) divergent et s’e´crivent
lim
λ→0+
1
2pi n
1− sinc[(x− x′)/λ]
λ
, (A.14)
ou` sinc(z) = sin(z)/z, et on montre en meˆme temps que
〈∆ρˆ2(x, x′)〉 = lim
λ→0+
2
pi n
1− sinc[(x− x′)/λ]
λ
+
2
pi ξ n
∫ ∞
0
dt
t−√t2 + 4√
t2 + 4
[
1− cos
(
x− x′
ξ
t
)]
(A.15)
et
〈∆ϕˆ2(x, x′)〉 = lim
λ→0+
1
2pi n
1− sinc[(x− x′)/λ]
λ
+
1
2pi ξ n
∫ ∞
0
dt
√
t2 + 4− t
t
[
1− cos
(
x− x′
ξ
t
)]
. (A.16)
Injectant les re´sultats (A.15), (A.16) et (A.14) dans l’e´quation (A.13), on constate que les
termes qui de´pendent de λ (λ→ 0+) s’e´liminent mutuellement et on obtient finalement
ρ(1)(x, x′)
n
= exp
{
− 1
2pi ξ n
∫ ∞
0
dt
(
t2 + 2
t
√
t2 + 4
− 1
)[
1− cos
(
x− x′
ξ
t
)]}
(A.17a)
= exp
[
ρ
(1)
Bogoliubov(x, x
′)
n
− 1
]
, (A.17b)
ou` ρ
(1)
Bogoliubov(x, x
′) est la matrice densite´ a` un corps telle que pre´dite par la the´orie de
Bogoliubov [cf. e´quation (A.8)]. Sa repre´sentation graphique en fonction de |x − x′|/ξ
correspond a` la courbe bleue de la figure 1.8 tandis que la courbe en trait plein rouge sur
cette figure correspond au re´sultat (A.17a)–(A.17b). De (A.17a), on tire les comportements
asymptotiques suivants :
ρ(1)(x, x′)
n
∼
|x−x′|/ξ→0
exp
(
− 1
3pi ξ n
|x− x′|2
ξ2
)
(A.18a)
et
ρ(1)(x, x′)
n
∼
|x−x′|/ξ→∞
(
1
eγ
ξ
|x− x′|
)1/(2pi ξ n)
, (A.18b)
ou` γ = limN→∞
(∑N
ν=1 1/ν − lnN
)
= 0,57(7) est la constante d’Euler–Mascheroni. Les
e´quivalents (A.18a) et (A.18b) sont repre´sente´s par des lignes en pointille´s rouges a` la
figure 1.8. D’apre`s (A.18b),
ρ(1)(x, x′)
n
−−−−−−−→
|x−x′|/ξ→∞
0, (A.19)
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ce qui prouve qu’il n’existe pas d’ordre a` longue porte´e et donc de possibilite´ d’avoir une
ve´ritable phase condense´e dans un gaz de bosons ultra-froids unidimensionnel, dilue´ et
homoge`ne.
Notons qu’il est possible d’arriver au re´sultat (A.17a)–(A.17b) e´tabli par Mora et
Castin [97] en s’inspirant d’une the´orie des perturbations propose´e par Popov dans les
anne´es 80 (voir re´fe´rence [114]). L’ide´e de de´part est de de´composer le champ quantique
Ψˆ(x) sous forme d’une somme dont le premier monoˆme de´crit les « modes d’oscillations
lentes » (c’est-a`-dire de grandes longueurs d’onde, ou e´quivalemment de faibles impulsions :
|~ k| < ~ k, ou` k > 0) et dont le second de´crit les « modes d’oscillations rapides » (c’est-a`-
dire de courtes longueurs d’onde, ou e´quivalemment de grandes impulsions : |~ k| > ~ k) :
Ψˆ(x) = Ψˆ<(x) + ψˆ>(x) = e
iϕˆ<(x)
√
n+ δnˆ<(x) + ψˆ>(x). (A.20)
Dans l’e´quation (A.20), on a exprime´ le champ Ψˆ<(x) en fonction de l’ope´rateur densite´
nˆ<(x) = n + δnˆ<(x) et de l’ope´rateur phase ϕˆ<(x), de´finis en termes des excitations
e´le´mentaires de grandes longueurs d’onde par
δnˆ<(x) =
√
n
L
∑
|k|<k
(uk + vk)
(
eikx bˆk + e
−ikx bˆ†k
)
(A.21a)
et ϕˆ<(x) =
1
2i
√
Ln
∑
|k|<k
(uk − vk)
(
eikx bˆk − e−ikx bˆ†k
)
. (A.21b)
Le terme restant dans le membre de droite de l’e´quation (A.20) s’exprime en termes des
excitations e´le´mentaires de courtes longueurs d’onde comme
ψˆ>(x) =
1√
L
∑
|k|>k
(
uk e
ikx bˆk + vk e
−ikx bˆ†k
)
. (A.22)
Combinant les descriptions (A.20), (A.21a)–(A.21b) et (A.22), on montre que ρ(1)(x, x′) =
〈Ψˆ†(x) Ψˆ(x′)〉 ne de´pend pas de la coupure k et on aboutit au re´sultat exact (A.17a)–
(A.17b).
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Fluctuations quantiques et effets non-line´aires dans les condensats de
Bose–Einstein : des ondes de choc dispersives au rayonnement de
Hawking acoustique
Cette the`se est de´die´e a` l’e´tude de l’analogue du rayonnement de Hawking dans
les condensats de Bose–Einstein. Le premier chapitre pre´sente de nouvelles confi-
gurations d’inte´reˆt expe´rimental permettant de re´aliser l’e´quivalent acoustique d’un
trou noir gravitationnel dans l’e´coulement d’un condensat atomique unidimension-
nel. Nous donnons dans chaque cas une description analytique du profil de l’e´coule-
ment, des fluctuations quantiques associe´es et du spectre du rayonnement de Haw-
king. L’analyse des corre´lations a` deux corps de la densite´ dans l’espace des positions
et des impulsions met en e´vidence l’e´mergence de signaux re´ve´lant l’effet Hawking
dans nos syste`mes. En de´montrant une re`gle de somme ve´rifie´e par la matrice densite´
a` deux corps connexe, on montre que les corre´lations a` longue porte´e de la densite´
doivent eˆtre associe´es aux modifications diagonales de la matrice densite´ a` deux
corps lorsque l’e´coulement du condensat pre´sente un horizon acoustique. Motive´s
par des e´tudes expe´rimentales re´centes de profils d’onde ge´ne´re´s dans des conden-
sats de polaritons en microcavite´ semi-conductrice, nous analysons dans un second
chapitre les caracte´ristiques superfluides et dissipatives de l’e´coulement autour d’un
obstacle localise´ d’un condensat de polaritons unidimensionnel obtenu par pompage
incohe´rent. Nous examinons la re´ponse du condensat dans la limite des faibles per-
turbations et au moyen de la the´orie de Whitham dans le re´gime non-line´aire. On
identifie un re´gime de´pendant du temps se´parant deux types d’e´coulement station-
naire et dissipatif : un principalement visqueux a` faible vitesse et un autre caracte´rise´
par un rayonnement de Cherenkov d’ondes de densite´ a` grande vitesse. Nous pre´sen-
tons enfin des effets de polarisation obtenus en incluant le spin des polaritons dans
la description du condensat et montrons dans le troisie`me chapitre que des effets si-
milaires en pre´sence d’un horizon acoustique pourraient eˆtre utilise´s pour de´montrer
expe´rimentalement le rayonnement de Hawking dans les condensats de polaritons.
Re´sume´
Condensats de Bose–Einstein atomiques, solitons, fluctuations quantiques, corre´la-
tions, polaritons en microcavite´ semi-conductrice, condensats hors e´quilibre, conden-
sats polarise´s, superfluidite´, ondes de choc dispersives, the´orie de Whitham, trous
noirs acoustiques, rayonnement de Hawking acoustique.
Mots clefs
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Quantum fluctuations and nonlinear effects in Bose–Einstein
condensates: From dispersive shock waves to acoustic Hawking
radiation
This thesis is devoted to the study of the analogue of Hawking radiation in Bose–
Einstein condensates. The first chapter presents new configurations of experimental
interest making it possible to realize the acoustic equivalent of a gravitational black
hole in the flow of a one-dimensional atomic condensate. In each case we give an
analytical description of the flow pattern, the associated quantum fluctuations, and
the spectrum of Hawking radiation. Analysis of the two-body density correlations
in position and momentum space emphasizes the occurrence of signals revealing the
Hawking effect in our systems. By demonstrating a sum rule verified by the con-
nected two-body density matrix we show that the long-range density correlations
have to be associated to the diagonal modifications of the two-body density ma-
trix when the flow of the condensate presents an acoustic horizon. Motivated by
recent experimental studies of wave patterns generated in semiconductor microcav-
ity polariton condensates we analyze in a second chapter superfluid and dissipative
characteristics of the flow of a nonresonantly pumped one-dimensional polariton
condensate past a localized obstacle. We examine the response of the condensate
in the weak-perturbation limit and by means of Whitham theory in the nonlinear
regime. We identify a time-dependent regime separating two types of stationary and
dissipative flow: a mostly viscous one at low velocity and another one characterized
by Cherenkov radiation of density waves at large velocity. Finally we present polar-
ization effects obtained by including the spin of polaritons in the description of the
condensate and show in the third chapter that similar effects in the presence of an
acoustic horizon could be used to experimentally demonstrate Hawking radiation in
polariton condensates.
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