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Preface 
Present thesis entitled `SOME APPROXIMATION THEOREMS VIA 
STATISTICAL CONVERGENCE' contains the research work done by me under 
the constant supervision of Dr. Mursaleen, Professor, Department of Mathematics, 
Aligarh Muslim University, Aligarh. In the present work, we study approximation 
properties of different positive linear operators using Korovkin theorem via statistical 
convergence and its various generalizations. 
The present thesis comprises of six chapters and each chapter is further divided 
into sections. The definitions, examples, remarks, theorems etc. have been specified 
with the double decimal numbers. The first figure denotes the number of the chapter, 
second represents the section in the chapter and third points out the number of the 
definition, the example, or the theorem as the case may be in a particular chapter. 
For example, Theorem 3.4.2 refers to the second theorem appearing in the fourth 
section of the third chapter. 
Chapter I contains preliminary notions, basic definitions, examples and some 
important well known results related to our study which are required for the 
development of the subject in subsequent chapters. This chapter is an attempt to 
make this thesis as self contained as possible. 
Chapter 2 deals with the study of statistical approximation properties of modified 
q-Stancu-Beta operators. 
In Chapter 3, we study statistical approximation properties of q-Bernstein-Schurer 
ti  
operators. We establish some direct theorems. With the help of Matlab, we compute 
error estimate using modulus of continuity and give its algorithm. We also show 
graphically the convergence of the q-Bernstein-Schurer operators to various functions. 
Chapter 4 is devoted to some positive linear operators constructed by means of 
q-Lagrange polynomials and some approximation results via A-statistical convergence 
are studied. 
In chapter 5, we define A-equi-statistical convergence and we apply our new 
notion to prove a Korovkin type approximation theorem and we show that our 
1 
11 
theorem is a non-trivial extension of some well-known Korovkin type 
approximation theorems. We also prove a Voronovskaja type approximation 
theorem via the concept of A-equi-statistical convergence. 
Chapter 6 is devoted to study of Approximation for periodic functions via weighted 
statistical convergence'. 
Finally, a bibliography is given which by no means is exhaustive one but lists only 
those books and papers which have been referred to in this thesis. 
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Chapter 1 
Introduction and Preliminaries 
1.1 Introduction 
In this chapter we give basic concepts, preliminary definitions and some fundamental 
results. Ofcourse, the elementary knowledge of concepts such as function, sequence, 
convergence etc. has been pre-assumed and no attempt has been made to discuss 
them here. Some key results and classical theorems related to our subject matter 
are also incarporated as remarks at suitable places. Most of the material included 
in this chapter occur in standard literature like `Linear operator and approximation 
theory'(1960), Hindustan publishing carp. (India) by P.P. Korovkin [57], and sur-
vey on `Korovkin-type theorems and approximation by positive linear operators' by 
Francesco Altomare (2010) [10], H.Fast [48], Fridy [50] etc. 
Korovkin-type theorems furnish simple and useful tools for ascertaining whether 
a given sequence of positive linear operators, acting on some function space is an 
approximation process or, equivalently, converges strongly to the identity operator. 
Roughly speaking, these theorems exhibit a variety of test subsets of functions which 
guarantee that the approximation (or the convergence) property holds on the whole 
space provided it holds on them. The custom of calling these kinds of results as 
Korovkin-type theorems refers to P. P. Korovkin [64], who in 1953 discovered such a 
property for the functions 1, x and x2 in the space C[0, 1] of all continuous functions 
on the real interval [0, 1] as well as for the functions 1, cos and sin in the space of all 
continuous 21r— periodic functions on the real line [57]. 
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1.2 Historical Note 
Statistical convergence was introduced in connection with problems of series sununa-
tion. The main idea of statistical convergence of a sequence (x), where n E N is that 
the majority, in a certain sense, of its elements converge and we do not care what 
happens with other elements. At the same time, it is known that sequences that come 
from real life sources are not convergent in the strictly mathematical sense. This way, 
the advantage of replacing the uniform convergence by statistical convergence consists 
in the fact that the second convergence models improves the technique of approxima-
tion in different functions spaces. H. Fast [48], in 1951, introduced an extention of 
the usual concept of sequential limit which he called statistical convergence. 
The study of the statistical convergence for sequences of linear positive operators 
was attempted in the year 2002 by A.D. Gadjiev and C. Orhan [25]. The research 
field was proved to be extremely fertile. 
Our interest is to construct different classes of linear positive operators and to 
study their statistical approximation properties. We know that any convergent se-
quence is statistically convergent but the converse need not be true. The aim is to 
construct such sequences of operators that approximate the functions in the statistical 
sense, but not in the classical sense. 
1.3 Basic definitions and examples 
In the present section, we give a brief exposition of some important terminology of 
approximation theory. 
Definition 1.3.1. Let N denote the set of all natural numbers. Let K C N and K,a = 
{k C_ n : k E K} . Then the natural density of K is defined by (5(K) = limn n-'JK,,i 
if the limit exists, where 	denotes the cardinality of the set K. ,
Definition 1.3.2. A sequence x = (xi) of real numbers is said to be statistically 
convergent to L (cf. Fast [48]) provided that for every e > 0 the set {k E N 
Jxk — LJ > E} has natural density zero, i.e. for each e > 0, 
limnJ{k <n:Jxk—Lj >e}J= 0. 
V, 
In this case, we write st —1ukn xk = L. Note that every convergent sequence is 
statistically convergent but not conversely. 
Let A = (a„k), where n, k = 1,2,3... be an infinite matrix. For a given sequence 
x = (xk), the A-transform of x is defined by Ax = ((Ax),,,), where (Ax)„ _ E ankxk, 
k=1 
provided the series converges for each n. We say that A is regular if lim(Ax)n = L n 
lim x. 
Let A be a regular matrix. We say that a sequence x = (xk) is A—statistically 
convergent to a number L (cf. Kolk [39]) if for every e> 0, 
lirn > a7k = 0. 
n 
k:lxk—Lj>e 
In this case, we denote this limit by stA — lim x,2 = L. 
n 
Note that for A = C1, the Cesaro matrix of order 1, A-statistical convergence 
reduces to the statistical convergence. 
The concept of )-statistical convergence was introduced recently in [51] as follows. 
Let A = (An) be a non-decreasing sequence of positive numbers tending to oo 
such that 
an-~1 A +1 	and 	a,=1. 
Also let 
172 =[n—A72 +1, m] 	and 	KcNN. 
Then the )-density of K is defined by 
ba(K)m~ I{,?=n`A,+1<j<_n and jEK}I. 
Clearly, in the special case when An = n, the A-density reduces to the above-defined 
natural density. 
The number sequence x = (xi) is said to be A-statistically convergent to the 
number L if, for each e > 0, 
6A(K) = 0, 
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where 
K E ={ j:jEI, and lxj — Lj>E}, 
that is, if, for each E > 0, 
lim ! { j : j E In, and (x1 — LI > E} 1 = 0. 
In this case, we write 
stA- lira xn = L 
n-oo 
and we denote the set of all A-statistically convergent sequences by S,. 
Definition 1.3.3. Let C[a, b] be the linear space of all real valued continuous func-
tions f on [a, b] and let T be a linear operator which maps C[a, b] into itself. We say 
that T is positive if for every non-negative f E C[a, b],we have T(f, x)'> 0 for all x E 
[a, b] 
Definition 1.3.4. Let f(s) be a function continuous in the interval [a, b].We put 
w(8) = w(f, S) = max I f(s) — f (y) , a < x, y < b. The quantity w(5) is called 
Ix-YI 
modulus of continuity of the function f(x), 
1.4 q-Calculus 
Let us recall certain notations of q-integers. For each nonnegative integer k, the 
q-integer [k]4 is defined by 
[k]4= 
(1-q) 	q1 
k, 	q=I 
[k ]4[k — 1]4 ...[1]4 , 	k > 1, 
1,  
n 	[n] q! 
Q 
For a real or complex number q (I q j< 1), the number (A; q)n is defined by 
(A; q)n .— 
(gf g4),, 5  
4 
where 
()t; 4)00 :_ J(1 _ .Aqk), 
k=1 
and 
Ii 	 ifn=0, 
(A; q)n = 	(1 _ A)(1 _ .Xq) ... (1 _ AqT-i) 	if n = 1, 2, 3, .. . 
1.5 Korovkin Type Approximation Theorem 
Let C[a, b] be the linear space of all real-valued continuous functions f on [a, b] and 
let T be a linear operator which maps C[a, bi into itself. We say that T is positive if, 
- 	for every non-negative f E C [a, b], we have 
T(f, z) ? 0 	(x E [a, b]). 
We know that C[a, b] is a Banach space with the norm given by 
If IIC[ab] := sup If (x) I 	(f c C[a, b]) 
xE[a,b] 
The classical Korovkin approximation theorem states as follows [8]: 
Let {T} be a sequence of positive linear operators from C[a, b] into C[a, b]. Then 
	
lim,{T,4(f, x) — f(x)41cta,5l = 0 	(f E C[a, b]) n 
==- lim [IT~(fi, x) — fi(x)[[C[a,b] = 0 	(1 = 0,1, 2), 
where 
fo(z) = 1, f1(z) = x and f2(X) = x2. 
i 
Chapter 2 
Statistical approximation properties of modified 
q-Stancu-Beta operators 
2.1 Introduction 
In this chapter we define the modified q-Stancu-Beta operators and study the weighted 
statistical approximation by these operators with the help of the Korovkin type 
approximation theorem. We also establish the rates of statistical convergence by 
means of the modulus of continuity and the Lipschitz type maximal function. Our 
results show that rates of convergence of our operators are at least as fast as classical 
Stancu-Beta operators. 
2.2 Construction of the operators 
We define modified q'Stancu-Beta operators as follows: 
s 	 K(A, inJ4 r) 
	I
03 /A ~[m]4z'1 	n xLn( f q, x) 
_
— q Bq([n]gx, [n], + 1) 	(1 + u)fflgx+[n]q+i f (qf ]a 
u)dqu 	(2.2.1) 
4 
where x > 0 and 0 < q < 1. It is easy to verify that if q = 1, these operators turns 
into the classical Stancu-Beta operators. 
Remark 2.2.1. Note that L;, (f ; q, x) = Ln (f ; x) and from the Lemma 1 of Aral 
and Gupta [6], we have L(1; x) = 1, L(  t; x) = x, L. (t2; x) = '~ } . Hence for 4([n]a-I) 
x>0, 0<q<1, wehave 
L.( 1; q, x) = q, L*(t; q, x) = q x and Ln(t2; q, x) = (Enlgx + 1)x . 	(2.2.2) ([n]q 
°The contents of this chapter has been published in Bulletin of Malaysian Mathematical Science 
Society. 
7 
Remark 2.2.2. Let q E (0, 1) then for x E [0, oo), we have 
L.*(t — x;x)=0 
and 
Ln ((t — x)2; x) = ([n]q — q[n]q + q) x2 + x 
J 	 ([n]q -1) 
2.3 Weighted statistical approximation of Korovkin 
type 
In this section we obtain the Korovkin type weighted statistical approximation by the 
operators defined in (2.2.1). 
Now, we consider a sequence q = (q„), q„ E (0, 1), such that 
st — liim q„ = 1. 	(2.3.1). 
n-+oo 
In [18], Dogru gave some examples so that (q) is statistically convergent to 1 
but it may not convergent to 1 in the ordinary case. 
Now we axe ready to prove our main result as follows: 
Theorem 2.3.1. Let (L) be the sequence of the operators (2.2.1)and the sequence 
q = (qn) satisfies (2.3.1). Then for any function f E C$[0, oo), 
st — urn IIL7e(f; qn;.) — f I1Ao = 0. 
2.4 Rates of statistical convergence 
In this section, we give the rates of statistical convergence of the operators (2.2.1) by 
means of modulus of continuity and Lipschitz type maximal functions. The modulus 
of continuity for the functions f E CB [0, oo) is defined as 
w(f; b)ao = 	sup 	
1(t) — 2 (~) i 
T,t>o,It-xJ<d 	1 + x 
8 
where w(f; S)po for b > 0, A > 0 satisfies the following conditions: for every f E 
CB10, oo) 
	
(ti) 	urn w(.f;b) =0 
(ii) = I f (t) — f (x)I < w(f; a)ao (l t x `  + 1 	(2.4.1) 
Theorem 2.4.1. Let the sequence q = (q,,) satisfies the condition in (2.3.1) and 
0 <q < 1. Then we have 
I Ln(f; qn; x) — .f (x) JC w(.f; an(x))Po (1 + qn.), 
where 
' 	~~(x) = ~Ie2Iogn 	 [n
]g 1 	
[
nJ+[n— 1 + 
[
f 
J4n 
q~ 	+~ IeiI1PO
[ l
qra-1. (2.4.2) 
(InIq 	JQn 	 4n 
Theorem 2.4.2. If L;* . be defined by (2.2.1), then for all f E WE 
q; x) — .f (x) I < M(i7n qn 2 + qn d(x, E)), 	(2.4.3) 
where 
71ri = lle pA, ([n]q ]g 1 r gn[n14n1 + 
	gn 11 + 11e.jpo 	_ 1. 	(2.4.4) 
C lq n 	[n14 	l 	[ }q, 
2.5 Concluding remarks 
(i) Note that 
st — Em J,~=0. n-+00 
By (2.4.1) we have 
St — Ilm w (.f ; sn)P" = 0, n-3oo 
which gives us the pointwise rate of statistical convergence of the operator Ln(f ; q,; x) 
to 1(x). 
From the definition of the q-calculus, it can be proved that 
sup bn(x) < qn 
( 
[n] g — gn.[n]Q» + 	q. 	+ 	1 
x>o 	[nlq —1 	[m]4„ —1 	[n],n —1 	[nIgn —1 .. 
a a-a 
çSS 
In classical case for q = 1, we have 
sup b (x) < 1 1 =O() 
Thus, for every choice of q, the rate of convergence of (2.2.1) to the function f is 
better than the Stancu-Beta operators. 
(ii) If we take E = [0, oo) in Theorem 2.4.2 , since d(x, E) = 0, then we obtain the 
following result: 
For every f E Wa,(o,00) 
n s-f 
FL* (fi qni x) — f(x)Ign, ~—` M qn 
where rhn is defined as in (2.4.4) 
(iii) It is easy to verify that 
st 	urn ii = 0. 
That is, the rate of statistical convergence of operators (2.2.1) to the function f are 
estimated by means of Lipschitz type maximal functions. 
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Chapter 3 
Generalized q-Bernstein-Schurer operators and 
some approximation theorems 
3.1 Introduction 
In this chapter, we study statistical approximation properties of q-Bernstein-Schurer 
operators. We establish some direct theorems. We compute error estimation by using 
modulus of continuity with the help of Matlab and give its algorithm. Furthermore, 
we show graphically the convergence of the q-Bernstein-Schurer operators to various 
functions. 
Muraxu [34] introduced the following operators known as the generalized q-
Bernstien-Schurer operators. For any m E N, p a fixed positive integer and f E 
C{O,p+1], 	- 
m}p 	 m+p—k— . 
	
L(f;q;x) _ 	k 	xk 11 (1— qsx) f ~[[m~4/ x E 
[0,11 (J1) 
k=O 	q 	s-a 
We note the following properties as in [34] for Lm:P(f; q; x). 
Lemma 3.1.1. . For x E [0, 1], 0 <q < 1 
L* '1; q; x) = 1. 
Lemma 3.1.2.. ForxE[0,11, 0<q<1 
[m + P]4 
x [M]4 
°The contents of this chapter has been accepted for publication in Journal of Function Spaces 
and Applications. 
ti 
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Lemma 3.1.3.. For x E [0,1], 0< q< 1 
L* m,pt2a q;x) _ [ [ 
jplq ([m+q)Qr2 +x( 1 — x)) 
4 
Lemma 3.1.4. . Let q E (0,1). Then for x E [0,1] 
J'~+ p (t - x; q; x) - x 
[ M +q ]q - 
Lemma 3.1.5. . Let q E (0,1). Then for x E [0,1] 
L* ,PlIt - x)2 ;q;x) = x2 ([m+P]q
-[m]22 - [m+P]q +X {m+p]q 
[m]q 	 [m' ]q 
3.2 Statistical approximation 
Note that .every convergent sequence is statistically convergent but not conversely, 
even unbounded sequence may be statistically convergent. For example, let u = (um.) 
be defined by 
t 
if k = r,2 
otherwise. 
(3.2.1) 
Then st- lim urn = 0 but u is not convergent. 
Let C$ [0, p + 1j be the space of all bounded and continuous functions on [0,p+1]. 
Then CB[0, p + 1] is a normed linear space with it f II = sup I f (x) 1. Let w be a func-
tion of the type of modulus of continuity. The principal properties of the function 
are the following: 
(i) w is a non-negative increasing function on [0, p + 1], 
(ii) sim w(b) = 0. 
Let CB[0, p + 1] be the space of all-real valued functions f defined on [0, p + 1] 
satisfying the following condition 
I f(x) -f(Y)1<-w(1 x-y1) 
12 
for any x, y E [0, p + 1]. 
We consider a sequence q = (q„), q„ E (0, 1), such that 
- lim q~ = 1. 	 (3.2.2) fI-OO 
The condition (3.2.2) guarantees that [n] 4n —+ oo as n —+ ao. 
Now our first result is as follows: 
Theorem 3.2.1.. Let (LL, p ) be the sequence of the operators (3.1.1) and the sequence 
q = (qn,) satisfies (3.2.2). Then for any function f E CB[0,p+ 1], 
st - u rn IILm,P(f ; q; x) - f 11= 0. 
Remark 3.2.1. In the following example, we demonstrate that the statistical ver-
sion is stronger than the ordinary approximation. Let us write T7e,p(f ; qm; x) _ 
(1 + u7z )L;1z,P (f; q; x) where the sequence (u,,,,) is defined by (3.2.1). Then under 
the hypothesis of the above theorem, we have 
st- urn T ,P(f;qm;x)-f1I =0. 
Elowever, line n,,, I)T;n,p(f ; q„.; x) — f i` does not exist, since (urn ) is statistically con-
vergent but not convergent. 
3.3 Direct Theorems 
The Peetre's K-functional is defined by 
K2(f, 5) = inf[{IFf -- 911 +J119"II} : g E WPI, 
where 
WW = {9 E CB[0, p+ 1 ] : 9', 9" GE CB[0,P+ 1]}. 
By [19], there exists a positive constant C> 0 such that K2(f, S) < Cw2(f, SI), S 
0; where the second order modulus of continuity is given by 
w2 (.f, 5) = sup 	sup I .f (x + 2h) -- 2f (x + h) + f (x) J. 
O<hC5 zEuO,p+11 
13 
Also for f E CB[0, p + 11 the usual modulus of continuity is given by 
w (f 6) = sup sup j f (x + h) — f(s) I 
O<h<a XE[o,P+X] 
Theorem 3.3.1. Let f E CB[0,p + 1] and 0 <q < 1 such that qm —+ 1 (m -+ oo). 
Then for all m E N and p fixed, there exists an absolute constant C> 0 such that 
'm,p(.f; qm; x} — .f (x) I~ Cw2(f, om(x)), 
where 
— x2 ([
m+p]4 _ [m])2 — [im+p]q + x[ +plq 
m 	 [m] 	I[m] 
Theorem 3.3.2.. Let f E C$ [0, p + 1] be such that f', f" E CB [0, p + 1] and the 
sequence (q) satisfies (3.2.). Then the following equality holds 
l ~[m]qm (L(f; q; x) — f (x)) = x(12 
x) f „ 
uniformly on [0, p + 1]. 
3.4 Graphical analysis and error bound computa-
tion using Matlab 
In this section, we compute error estimation [70] by using modulus of continuity with 
the help of Matlab and give its algorithm. We also show graphically the convergence 
of the q-Bernstein-Schurer operators to various functions. 
Example 3.4.1. Let us take f(s) = 1 +sin(-6.5x2 ). We compute error estimation by 
using modulus of continuity for operators 3.1.1 to the function f(s) = 1 +sin(-6.5x 2 ) 
shown in the following Table. 
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Error estimation table : 
m(for p=30,q=0.9) error bound at x=0.2 error bound at x=0.5 error bound at x=0. 
20 0.2309 1.5709 2.7170 
30 0.1893 1.1865 1.5829 
50 0.1750 1.0835 1.3792 
Example 3.4.2. For m = 20,30,50; the convergence of operators 3.1.1 to function 
f (x) = 1 + sin(-6,5x2) 
is illustrated in figure 3.1. 
2 
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Example 3.4.3. Similarly, Approximation by generalized q-Bernstein-Schurer oper-
ators for the function f = (x — a) (x --- )(x — 1) for different values of 'm', keeping 
`q' and `p' fxed is shown in figure 3.2. 
Figure 3.2: 
Example 3.4.4. Approximation by operators 3.1.1 for the function 
for different values of 'q', taking `rn'=10 and `p'-2 is shown in figure 3.3. 
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Example 3.4.5. Approximation by operators 3.1.1 for the function 
f(s)  
for different values of `q', taking `m' =50 and `p'=2 is shown in figure 3.4. 
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Chapter 4 
Operators constructed by means of q-Lagrange 
polynomials and A-Statistical approximation 
4.1 Introduction 
In this chapter, we construct a new family of operators with the help of q-analogue of 
Chan-Chyan-Srivastava polynomials, and study the statistical approximation prop-
erties via A-statistical convergence. We also study some approximation properties 
for the rate of A-statistical convergence with the help of modulus of continuity and 
Lipschitz class. 
4.2 Construction of a new operator and its prop-
erties 
Recently, Altin, Erkus and Ta§delen [8] introduced 9n( 	(x1, ..... . x,.) the q- 
analogue generated by 
r 1 r 
[J{(i — txjgk )_a; } 
o0 
— E gmajq,......ar)(XI. .. .... xr )t7n 
a 1 
 (sit; q)ai trO 
= 
rn=0 	kl+k2+...k,=~+ 
(q~kl , q)ki (gak2 , q)k2 ' .... (gakr, q)kr (q~ q)kl .. Iqa q~ 	tm, 
(4.2.1) 
where 
I t J< min{f xl 1,1x2 P}. 
°The contents of this chapter has been published in Applied Mathematics and Computation. 
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We define the following family of positive linear operators on C[0, 1] as: 
r 	00 
(r) (f i x) _ { JJ(1 — xutt 1 4'r )' I 	` 	 (q"-, 	...... (4a' , q)kr 7z,4 
j=1 	 m=O kl+k2+•..kr=m 
X f (~+ (4, 4')kr 	1} ( 	~)kl ...... (u'rl)kr }xm. 	(4.2.2) 
(Q, 4) 
—
kr 	I (q, Q)k1 	(q, q)kr 
In this section, we investigate some basic properties of the positive linear opera-
tors L ; ,qr ~"f r~ (f ; x) given by ( 4.2.2) via the concept of A-statistical convergence. 
We will first consider the case r = 2 in (4.2.2) In this case, we have 
2 	00 
(f; x) _ { 11(1 _' Xun )92)f E { 	(q ki , Q)kt (gcx2 4)k2 
j=1 	 m=0 ,ki+kz= m 
x f / (q, q)2 	) (l ))kl (u~2))kz jX_. 	(4.2.3) 
if + (q, 4)kz — 1 	(q, q) 1 (g, 4)kz 
Then we have the following premilinary results. 
Lemma 4.2.1. For each x E [0,1] and n E N, 
Ln,Q~'(fo;x) = 1 	(fo(x) = 1)• 
Lemma 4.2.2. For each x E [0,1] and n E N, 
Ln,q}' (f1 ; x) = xu 	(fi(x) = x). 
Lemma 4.2.3. For each x E [0, 1] and n E N, 
a 
(2) (f2; x) I < 2x21 — (un2) ) 2 ~ n 	(12 ( ) _ z2) n 
4.3 A-statistical approximation 
We know that C[a, b] is a Banach space with norm 
IllIICla,b) = sup if(x)j, f E C[a, b]. 
xEla,bl 
For typographical convenience, we will write II • II in place of 11.IIe[d,b] if no confu-
sion arises. 
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Theorem 4.3.1. Let A = (a) be a non-negative regular surnmability matrix. Then 
stA - tun u42) = 1, 	 (4.3.1) 
n 
if and only if, for all f E C[O, 11 
$tA - lim ([L,u.q ' 2 (f) -111  = 0. 	 (4.3.2) 
Theorem 4.3.2. Let-A = (aan ) be a non-negative regular summability matrix. Then 
StA - liras 44r7 = 1, 
n 
if and only if, for all f E C[0, 1] 
StA — 1 ir'!Ln)q)'u~~3,...,u  (f) — f l I = o- 
Remark  4.3.1. If, in Theorem 4.3.2, we replace A = (a) by the identity matrix, 
we immediately get the following theorem which is a classical case of Theorem 4.3.2. 
Theorem 4.3.3. limes} = 1, if and only if, for all f E C[0, 11, the sequence n 
is uniformly convergent to f on [0,1]. 
4.4 Rate of A-statistical convergence 
In this section, we compute the rates of A-statistical convergence of our sequence 
of positive linear operators in Theorem 4.3.2 by means of the modulus of continuity 
and the elements of Lipschitz class. Let f E C[0, 1]. The modulus of continuity of f 
denoted by w (f , S) is defined by 
w(f,b) = 	sup . I f(y)- f(x), ly-wI<a;x,yE[o,r] 
It is well known that the modulus of continuity of the function f E C[0, 1] provides 
the maximum oscillation of f in any - interval of length not exceeding E > 0. A 
necessary and sufficient condition for a function f E C[0,1] is that 
sirn w(f, b) =0. 
It is also well known that, for any 6> 0 and for each x, y E [0, 1], 
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[ f(y)—f(x) 	(I y 8 	+1)w(f,b). 	 (4.4.1) 
Now we prove the following result. 
Theorem 4.4.1. For each n E N and for all f E C[0, 1], 
	
1ILn
cg),..,
(f) — f 1j < 2w(f, 	Sn), (4.4.2) 
where 
(T) 
b, = {n + 4(1 — u)} 	 (4.4.3) 
n 
We now turn to our investigation of the rate of convergence of this positive linear 
operators Lu~q~"" ~u(f; x) by means of elements of Lipschitz class LipM(a) (0 < 
a < 1). Recall that a function f E C[O, 11 belongs to the Lipschitz class LipM(a) (0 < 
a < 1) if the following inequality holds: 
I f (y) - f(x)1 c M! y- x I' (x, y 	E [0,1]). 	(4.4.4) 
Theorem 4.4.2. For each n E N and for all f E Lipm(a), 
I L.Ucg7,...,u~r~ (f) — f I<— 2, 	 (4.4.5) 
where 5, is same as in Theorem 4.4.1. 
4.5 Concluding remark 
Remark 4.5.1. For a non negative summability matrix A = (a5,,), if we take St A -
lirnu(rl = I then StA — liras S., = 0. It also implies that StA — limw( f, bas ) = 0, (f E 
n 	 n 	 n 
C[0,1]). Theis clearly Theorems 4.1.1 and.4.4.2 give us the rate of A-statistical con-
vergence in Theorem 4.3.2. If we take the matrix A = 1, the identity matrix, then we 
get the corresponding rates of ordinary convergence. 
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Chapter 5 
Generalized Equi-Statistical Convergence of 
Positive Linear Operators and Associated 
Approximation Theorems 
5.1 Introduction 
The concepts of equi-statistical convergence, statistical pointwise convergence and 
statistical uniform convergence for sequences of functions were introduced recently 
by M. Balcerzak, K. Deans and A. Komisarski [Statistical convergence and ideal con-
vergence for sequences of functions, J. Math. Anal. Appl. 328 (2007), 715-729]. In 
this chapter, we use the notion of A-statistical convergence in order to generalize these 
concepts. We establish some inclusion relations between them. We apply our new no-
tion of A-equi-statistical convergence to prove a Korovkin type approximation theorem 
and we show that our theorem is a non-trivial extension of some well-known Korovkin 
type approximation theorems. Finally, we prove a Voronovskaja type approximation 
theorem via the concept of A-equi-statistical convergence. Some interesting examples 
are also displayed here in support of our definitions and results. 
The concept of A-statistical convergence was introduced recently in [51] as follows. 
Let A = (A,) be a non-decreasing sequence of positive numbers tending to oo such 
that 
A,,+l <_ A, + 1 	and 	Ar = 1. 
Also let 
I = [n--A,,+I,n] 	and 	KCN. 
°The contents of this chapter has been published in Mathematical and Goz pater Modelling. 
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Then the A-density of K is defined by 
ba(K) = urn-'{p :n--a -E-1<_j<n  and jEK}I. 
Clearly, in the special case when an, = n, the A-density reduces to the above-defined 
natural density. 
The number sequence x = (xi ) is said to be A-statistically convergent to the 
number L if, for each e > 0, 
5a(K6) = 0 , 
where 
KE = {j j E I f and Ix j — L1 > e}, 
that is, if, for each c > 0, 
lim 	I {j:jEI and 1x? --L >e}I =0. 
In-+ 
In this case, we write 
sty- lim x,, = L Th-*OQ 
and we denote the set of all A-statistically convergent sequences by S. 
Example 5.1.1. We know that the total number of numbers from 1 to n that are 
divisible by 2 is [2], where [v] is the greatest integer in v E R. Similarly, the total 
number of numbers from .i to n that are divisible by 3 is [3]• In general, the total 
number of numbers from x to n that are divisible by k is [ ] (k E N). Now define a 
sequence x = (x,) by 
1 
I 	(n is divisible by k := fri) 
xn = 
0 	(otherwise). 
Then the total number of numbers for which = 2 will be 
mi 
1k] — Lvi 
it will be zero otherwise. We thus find that 
{k:k5n and xk960}i <v, 
which implies that 
st- urn x,a' = 0. 
n-+co 
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Example 5.1.2. If n = m2, then there are exactly 2k + 1 divisors, out of which 
exactly k are less than m. We take n = 36 = 62 , then total number of such divisors 
will be nine (1, 2, 3, 4, 6, 9,12,18, 36), out of which four are exactly less than 6. We 
can thus define a sequence z = (x,,) by 
1 1 	(k < n = m2 ) 
x,.=  e 
(otherwise), 
n 
where k is the number of divisors. Clearly, we have 
StA- lien x„ =0. 
n—too 
The concept of equi-statistical convergence was introduced by Balcerzak et al. 
[52] and was subsequently applied for deriving approximation theorems in [1] , [53], 
[54] and [55] (see also the closely-related recent works [7], [38] and [30]). In this chap-
ter, we introduce the concept of A-equi-statistical convergence, A-statistical pointwise 
convergence and A-statistical uniform convergence for a sequence of real-valued func-
tions and show that the A-equi-statistical convergence lies between the A-statistical 
pointwise and the A-statistical uniform convergence. Inclusion relation between equi-
statistical and kequi statistical convergence is established and it is proved that, under 
some conditions, the A-equi-statistical convergence and the equi-statistical conver-
gence are equivalent to each other. We apply our new notion of A-equi-statistical 
convergence to prove a Korovkin type approximation theorem. We also prove a 
Voronovskaja type approximation theorem via A-equi-statistical convergence. Fi-
nally, we study the rate of A-equi-statistical convergence of a sequence of positive 
linear operators defined on C(X) (cf. [59]). 
5.2 A-Equi- Statistical Convergence 
We define the following concepts by using A-statistical convergence. Let f and f,, 
(n E N) be real-valued functions defined on a subset X of the set N of positive 
integers. 
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Definition 5.2.1. A sequence (fn ) of real-valued functions is said to be A-equi-
statistically convergent to f on X if, for every e > 0, the sequence (S"(E, x)) fEN 
of real-valued functions converges uniformly to the zero function on X, that is, if, for 
every e > 0, we have 
lim I1 Sn(e, z) FIC(X) = 0, n-+oo 
where 
Sn (e, x) := I l{k : k E In  and If(x) - f(x)l ? 611= 0 
and C(X) denotes the space of all continuous functions on X. In this case, we write 
fn " f (A-equi-stat). 
Definition 5.2.2. A sequence (f,.) is said to be A-statistically pointwise convergent 
to f on X if, for every e >0 and for each x E X, we have 
lim I  I {k : k E I„ and I  f(  x) — f (x) 1 ? c} n-+oo an  
In this case, we write 
fn + f p-stat). 
Definition 5.2.3. A sequence (f f ) is said to be A-statistically uniform convergent to 
f on X if (for every e > 0), we have 
lim 1  {k : k E In and JI fk — f FIc(x) E} I = 0. n-+oo An  
In this case, we write 
fn 	f (A-stat). 
Definition 5.2.4. (see /55]). A sequence (f f,) of real-valued functions is said to be 
equi-statistically convergent to f on X if, for every e> 0, the sequence (Pf ,E(x)),BEN 
of real-valued functions converges uniformly to the zero function on X, that is, if (for 
every c> 0) we have 
J 	IPm,E(x)IIc(x) = 0, 
where 
and Ifk(x) — f(x)l?E}I=0. 
In this case, we write 
f7z 	f (equi-stat). 
The following implications of the above definitions and concepts are trivial. 
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Lemma 5.2.1. Each of the following implications holds true: 
f„ 	 f (A-stat) 	f," f (A-equi-star) 	f t -4 f ()t-stat). 
Furthermore, in general, the reverse implications do not hold true. 
Lemma 5.2.2. Let S and Sx be the sets of all equi-statistically convergent and A-
equi-statistically convergent sequences, respectively. Then 
S c Sa 	1im inf L'~ > 0. 	 (5.2.1) 
n—Foo n 
Remark 5.2.1. Obviously, since 
(n E N), n ` 
we have Sa C S. 
5.3 Korovkin Type Approximation Theorem . 
In this section, we extend the result of Karakul et al. [55] by using the notion of 
A-equi-statistical convergence. 
Theorem 5.3.1. Let X be a compact subset of the set R of real numbers. Also let 
{Ln} be a sequence of positive linear operators from C(X) into itself. Then, for all 
f E C(X), 
L(f) — f (.-equi-stat) on X 
•4= 	L„(ei ) — e~.(A-equi-scat) on X, 	 (5.3.1) 
with, 
e(x)=x 	(i = 0,1, 2). 	 (5.3.2) 
Example 5.3.1. Let X = [0, 1] and consider the operator x(1 + xD) (D = 
which was used by (for example) Al-Salam 156] (see also a more recent investigation 
by Viskov and Srivastava [58, p, 9, Equation (53)J). Here we use this operator over 
the classical Bernstein polynomials B„(f ; x) on C[0, 1] and introduce the following 
family of linear operators on C[0, 1] : 
8n(f; x) _ [1-I- f(x)1x(1 + xD)BB(f; x) 	 (5.3.3) 
(x E [0, 11; f E C[0, 1]; D = dx }  
27 
where if,, (x) } is a sequence of functions. Then we have 
0.(eo, x) = [1 + f.(x)]x(1 + xD)eo(x) = [1 + fn(x)]x, 
O~ (el; x) _ 11 + fn(x)]x(I + xD)el (x) 
[1 + ff(x)]el(z)[1 + ei(x)] 
and 
0,(e2; x) = [1 + fn(x)]x(1 + xD) {e2(x) + 
x(1— x) 
} n 
= [1 + f~(x)] {e2(x) (2_ 3e1(x)) } n 	J 
Since 
fn - f = 0 (.\-equi-stilt) 
on [0, 1] for f?- , we conclude that 
0.(e~) w (ea) (A-equi-stat) 
on [0, 1] for each i = 0, 1, 2. Therefore, by Theorem 5.3.1, we see that 
(f) (.X- equi-stat) 
on [0, 1] for all f E C[O,1]. However, since f h is not statistically uniformly convergent 
to the function f = 0 on [0, 1], we conclude that Theorem 2.1 of the earlier work 1551 
does not work for the operators defined by (5.3.3). Furthermore, since f, is not 
uniformly convergent (in the ordinary sense) to the function f = 0 on [0, 1], the 
classical theorem also does not work here. 
Remark 5.3.1. In connection with the operator x(1+xD) (D = f) used in (5.8.8), 
it may be of interest to observe that such much more general families of operators as 
the two-parameter operator ex;, defined by 
x"(xD + ) 	(D = dx ) 	 (5.3.4) 
has appeared in the literature rather extensively (see, for details, [61, p. 4.7 Problem 
16]; see also the recent works [17], [60] and [58]). 
5.4 A Voronovskaja Type Theorem 
In this section, we will show that the positive linear operators On defined by (5.3.3) 
satisfy a Voronovskaja type property in the ) -equi-statistical sense. We first present 
the following lemma.. 
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Lemma 5.4.1. Let x E [0, 1] and c(y) := y — x. Then 
3e2e1(e2 — 8ei + 6e0) (.1-equi-scat) on [0,1]. 
We establish the following Voronovskaja type result for the operators On given 
by (5.3.3). 
Theorem 5.4.1. For every f E C[0,1] such that f', f" E C[0,1], 
n{Bn f — f } _ el(1  2 2e2) f" (A-equi-stat) 
on [0,1]. 
Remark 5.4.1. Since the function sequence {f,,} is not uniformly convergent to the 
function f = 0 on the interval [0, 1], we observe that our operator B„ defined by (5.9.3) 
does not satisfy Voronovskaja type property in the usual sense. 
5.5 Rate of the A-Equi-Statistical Convergence 
In this section, we study the rate of the A-equi-statistical convergence of a sequence 
of positive linear operators defined on C(X). We begin by presenting the following 
definition. 
Definition 5.5.1. Let (a,.) be a positive non-increasing sequence. A sequence (f) is 
equi-statistically convergent to a function f with the rate o(a) if, for every c> 0, 
lim A (x,  E) =0 nioo an  
uniformly with respect to x E X or, equivalently, if (for every E > 0), 
lim Jj 	 (. c)jJc(x)  = 01 
where 
k E In and I fk (x) — f (x) I 
In this case, it is denoted as follows: 
fn — f = o(an ) ( A-equi-stat) on X. 
We now prove the following basic lemma. 
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Lemma 5.5.1. Let (f ,) and (g„) be sequences of functions belonging to C(X). Sup-
pose also that 
fn -- f = o(a,,) (A-equi-stat) on X 
and 
g,, — g = o(b) (A-equi-stat) on X. 
If we let 
c = max{a, b,}, 
then each of the following statements holds true: 
(i) (fn + gn) — (f + g) = o(c) 7-equi-stat) on X; 
(ii) (f, — f) (gn -- g) = o(a,lb,,) (.1-equi-stat) on X; 
(iii) p (f — f) = o(an) (A-equi-stat) on X 	(µ E 1~); 
(iv) /!f — fI = o(an ) (A-equi-stat) on X. 
We next recall that the modulous of continuity of a function f E C(X) is defined 
by 
w(f, 6) = 	sup 	If(y) —f(x)) 	(8> 0). 
Iy—xr o; x,YEX 
We now state the following result. 
Theorem 5.5.1. Let X be a compact subset of the real numbers. Also let L,, be a 
sequence of positive linear operators acting from C(X) into itself. Assume that each 
of the following conditions holds true: 
(a) L,,(eo) — (eo) = o(a) (A-equi-stat) on X; 
(b) w(f, 8) = o(b) (A-equi-stat) on X; where 
= L( q 2 ; x) and q(y) = y — x. 
Then, for all f E C(X), the following statement holds true: 
L(f) — f =o(c) (A-equi-scat) on X, 	 (5.5.1) 
where 
= max{a, , b}. 
5.6  Concluding Remarks and Observations 
In this concluding section of our investigation, we present several further remarks and 
observations concerning the various results which we have proved here. 
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Remark 5.6.1. Let (f r )rEN be the sequence of functions. Then, since 
fr " 0 (A-equi-stat), 
we conclude that 
e; (A-equi-stat) 	(i = 0, 1, 2). 
Therefore, by Theorem 5.3.1, we can see that 
9,~(f; z) —* f (A-eq'ui-scat) 
(5.6.1) 
(5.6.2) 
on [0, 1] for all f E [0, 1]. However, since f,. is not uniformly A-equi-statistically con-
vergent and not uniformly convergent (in the ordinary sense) to the function f = 0, 
the classical Korovkin theorem does not work for the operators defined by (5.3.3. 
Consequently, Theorem 5.3.1 is a non-trivial extension of the classical Korovkin The-
orem. 
Remark 5.6.2. Let (f r )rvN be the sequence of functions given by (5.2.1) with X = 
[0, 1] and let .1„ _ [\/]. Since 
fr 	0 (A-equi-stat), 
we haite (5.6.1). By applying (5.6.1) and Theorem 5.3.1, we have (5.6.2). But, since 
f,. does not converge to f = 0 (equi-stat), Theorem 2.1 of Karaku§ et al. 551 does 
not work. Therefore, Theorem 5.3.1 is also a non-trivial eater ion of Theorem 2.1 of 
Karaku~s et al. 
Remark 5.6.3. Suppose that we replace the conditions (a) and (b) in Theorem 5.5.1 
by the following condition: 
L (e1) — ea = o(a) (A-equi-stat) on X 	(i ; 0,1, 2) . 	(5.6.3) 
Then, since 
L.(02; x) = Ln(e2i x) — 2xLn(el; x) + x2Ln(e0; z), 
we may write 
2 
Ln (q52; z) ~ K > I (Ln (cj; x) —' e(x)J, 	 (5.6.4) 
i=0 
where 
K =1 + 2IIei I[c(x) + IIe2Iic(x). 
Now it follows from (5.6.3), (5.6.4) and Lemma 5.5.1 that 
5n = _L (02 ) = o(d) (A-equi-stat) on X, 	 (5.6.5) 
where 
d, = max {a,,, anl , a,2 } . 
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Hence 
w(f, 5m) = o(d) ()-equi-scat) on X. 
Using (5.6.5) in Theorem 5.5.1, we can thus see that, f` r all 
f E C(X), L(f) — f = o(d) (A-equi-stat) on X. 	(5.6.6) 
Therefore, if we use the condition (5.6.3) in Theorem 5.5.1 instead of the conditions 
(a) and (b), then we obtain the rates of A-equi-statistical~convergence of the sequence 
of positive linear operators in Theorem 5.3.1. 
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Chapter 6 
Approximation for periodic functions via weighted 
statistical convergence 
6.1 Introduction 
Korovkin type approximation theorems are useful tools to check whether a given se-
quence (L,~)n>1 of positive linear operators on CO, 1] of all continuous functions on 
the real interval [0, 1] is an approximation process. That is, these theorems exhibit a 
variety of test functions which assure that the approximation property'holds on the 
whole space if it holds for them. Such a property was discovered by Korovkin in 1953 
for the functions 1, x and x2 in the space C[0, 1] as well as for the functions 1, cos 
and sin in the space of all continuous 2-7r-periodic functions on the real Iine. In this 
chapter, we use the notion of weighted statistical convergence to prove the Korovkin 
approximation theorem for the functions 1, cos and sin in the space of all continuous 
27r-periodic functions on the real Iine and show that our result is stronger. We also 
study the rate of weighted statistical convergence. 
Let p = (p) ° be a sequence of non-negative numbers such that po > 0 and 
P~ = >i 	pk 00 as n oo. Set t, = p Ek_opkxk, = 0, 1, 2, ... 
We define the weighted density of K_by 3N(K) = limn - JKnI if the limit ex-
ists. We say that the sequence x = (xk) is weighted statistically convergent (or 
SS—convergent) to L if for every e> 0, the set {k E N : pklxk — LI > e} has weighted 
density zero, i.e. 
lim I{k_<Pn:pklxk -- Ll ? E}J=0. 
n 
In this case, we write L = S-lim x. 
°The contents of this chapter has been published in Applied Mathematics and Computation. 
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Let x = (xk) be a sequence defined by 
x 	iifk=n2, nEI`, 	
(6.1.1) 
0 if k n2. 
That is (xk) = (1, 0, 0, 2, 0, 0, 0, 0, 3, 0, ..., 0, 4, 0, 0, ...) . Let pk = k. Then pkxk = 
(1, 0, 0, 8, 0, 0, 0, 0, 27, 0, ..., 0, 64, 0, 0, ...) . Since 
tun p~I{k<P,~:pk[xk-01  
(xk) is weighted statistical convergent to 0 but not convergent. 
Let F(R) denote the linear space of all real-valued functions defined on R. Let 
C(R) be the space of all functions f continuous and bounded on R with the norm 
1[/1100 := sup If(x)1, f E C(a). 
xE1R 
We denote by C2 (11c) the space of all 27r-periodic functions f E C(R) equipped 
with the norm 
IIf1I2,,=supIf(t) tER 
The classical Korovkin first and second theorems state as follows [64],[57]: 
Theorem 6.1.1. Let (T,,) be a sequence of positive linear operators from C[0,1] 
into F[0,1]. Then lima [[T„(f, x) -, f(r) [[,, = 0, for all f E C[0, 1] if and only 
if limn, JIT„(fi,x) - fz(x)fl,, = 0, for i = 0, 1, 2, where fo(x) = 1, fl(x) = x and 
f2(x) = x2. 
Theorem 6.1.2. Let (Ta ) be a sequence of positive linear operators from C2,(R) 
into F(R). Then 1im,, [[T,,(f,x) - f (x)f [ = 0, for all f E C211.(R) if and only if 
lim,,, 1f T,,(f„ x) - f(x)If = 0, for i = 0,1, 2, where fo(x) = 1, f1(x) = cos x and 
f2 (x) = sin x. 
6.2 Main result 
We write L„ (f ; x) for Ln, (f (s); x); and we say that L is a positive operator if L(f ; x) 
0 for all f (x) > 0. 
34 
Theorem 6.2.1. Let (Tk ) be a sequence of positive linear operators from C2 (I1.) into 
C2,r(J ). Then for all f c C2,r(][$) 
SR- k ~IJTk(f;x) — f(x)II = 0 	
(6.2.1) 
2~r 
if and only if 
SN.slim Tk(1;x) —1 	0, 	 (6.2.2) 
2,r 
SN- lim Tk(cost; x) — cos 
x1127r= 
  0, 	 (6.2.3) 
 
SN-k u rn I~Tk(sint;x) —sinx 	0. (6.2.4) 
6.3 Rate of weighted statistical convergence 
In this section, we study the rate of weighted statistical convergence of a sequence of 
positive linear operators defined from C2,r (IR) into C2,(R). 
Definition 6.3.1. Let (an ) be a positive non-increasing sequence. We say that the 
sequence x = (xf,) is weighted statistically convergent to the number L with the rate 
o(a) if for every E> 0, 
lim 1{1c <P.:pklxk—Ll >e}I=0. n anP 	— 
In this case, we write xk — L = SR-o(an ). 
As usual we have the following auxiliary result whose proof is standard. 
Lemma 6.3.1. Let (a„) and (ba) be two positive non-increasing sequences. Let x = 
(xk) and y = (yk ) be two sequences such that xk — L1 = S -o(an ) and yk — L2 = SN-
o(b„). Then 
(2) c(xk — L1) = SR-o(a8), for any scalar c, 
(Zi) (zk — L1) =E (Yk — L2) = SR-o(cn), 
(iii) (xk — L1)(yk — L2) = S1V-o(anbn), 
where c,= = max{a, b„}. 
Now, we recall the -notion of modulus of continuity. The modulus of continuity 
of f c C2,r(l), denoted by w(f, S) is defined by 
sup  Jx-t1J<5 
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It is well known that 
If(x) — f(p)I s w(f,S)(~xby1 +1). 	 (6.3.1) 
Then we have the following result. 
Theorem 6.3.1. Let (Tk) be a sequence of positive linear operators from C2,~(1R) into. 
C2, (IL ). Suppose that 
(i) llTk(1; x) — 1112, = ►SR — o(a.), 
( 2i) w(f, )k) = SN — o(bn), where = T k(wxa x) and w() = sin2(9). 
Then for all f E C2, (JR), we have 
IITk(f; x) - .(x)112, = SR - 
where c,, = max{an, b}. 
6.4 Example and the concluding remark 
Finally, we construct an example of a sequence of positive linear operators satisfying 
the conditions of Theorem 6.2.1 but does not satisfy the conditions of Theorem 6.1.2. 
For any n E N, denote by S,,(f) the n-th partial sum of the Fourier series of f, 
i.e. 
S~(f)(x)= 2ao(f)+Eak(f) cos kx+bk(f) sin kz. 
k=1 
For any n E N, write 
Fn(f) = n+1 	Sk(f). 
k=O 
A standard calculation gives that for every t E 1 
1 f 7r 	1 	"~ sin((2k + 1) (x — t)/2) 
~'~ (f , x) — 2~ 	f (t) n + 1 sin((x — t)/2) 	dt 
k  
` 	 4 1
1 
" t 1 Esi12((n+1)(x_t)J2)dt 
 f() n+1  
k=o 	
sine({x — t)/2) 
1 
_ 	f f(t)vn(x — t)dt, 
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where 
sin2n+1}(~-t}{21 if x is not a multiple of 2ir,  Wn (x) ;_ 	sin2(( r—)/2) 	 p 
l n+1 	if x is a multiple of 27r. 
The sequence (cpn)„EN is a positive kernel which is called the Fejer kernel, and the 
corresponding operators F,~, n > 1, are called the Fejer convolution operators. 
Note that the Theorem 6.1.2 is satisfied for the sequence (Fm). In fact, we have, 
for every f E C2,.(It ), 
lim F,,(f) f. 
n-.QQ 
Let Lk : C2, (If) —* C2,,(1) be defined by 
Lk(f; x) = (1 + xk)Fk(f; x), 	 (6.4.1) 
where the sequence x = (xk) is defined by (6.1.1). Now 
L(1; x) = 1, 
L,,(cost;x) = n 
n 
l cosx, 
L,,, (sin t; x) = n 1 sin x. 
So that we have 
SN- Jim IIL,,(1; x) — 1112, = 
SN- m J1L.(cost; x) — COSx112, = 0, 
	
Sf,- n im IJ Ln (sin t; x) -- Sin x l l2,. = 0, 	 41 
that is, the sequence (L„) satisfies the conditions (6.2.2), (6.2.3) and (6.2.4). Hence 
by Theorem 6.2.1, we have 
SR- lira. Ln(f)—f112n= 0, 
i.e. our theorem holds. But on the other hand,Theorern 6.1.2 does not hold for our 
operator defined by (6.3.1), since the sequence (La) is not convergent. 
Hence our Theorem 6.1.1 is stronger than that of 6.1.2. 
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Preface 
Present thesis entitled `SOME APPROXIMATION THEOREMS VIA 
STATISTICAL CONVERGENCE' contains the research work done by me under 
the constant supervision of Dr. Mursaleen, Professor, Department of Mathematics, 
Aligarh Muslim University, Aligarh. In the present work, we study approximation 
properties of different positive linear operators using Korovkin theorem via statistical 
convergence and its various generalizations. 
The present thesis comprises of six chapters and each chapter is further divided 
into sections. The definitions, examples, remarks, theorems etc, have been specified 
with the double decimal numbers. The first figure denotes the number of the chapter, 
second represents the section in the chapter and third points out the number of the 
definition, the example or the theorem as the case may be in a particular chapter. For 
example, Theorem 3.4.2 refers to the second theorem appearing in the fourth section 
of the third chapter. 
Chapter 1 contains preliminary notions, basic definitions, examples and some 
important well known results related to our study which are required for the 
development of the subject in subsequent chapters. This chapter is an attempt to 
make this thesis as self contained as possible. 
Chapter 2 deals with the study of statistical approximation properties of modified 
q-Stancu-Beta operators. 
In Chapter 3, we study statistical approximation properties of q-Bernstein-Schurer 
operators and establish some direct theorems. With the help of Matlab, we compute 
error estimate using modulus of continuity and give its algorithm. We also show 
graphically the convergence of the q-Bernstein-Schurer operators to various functions. 
Chapter 4'is devoted to some positive linear operators constructed by means of 
q-Lagrange polynomials and some approximation results via A-statistical convergence 
are studied. 
In chapter 5, we define A-equi-statistical convergence and we apply our new 
notion to prove a Korovkin type approximation theorem and we show that our 
theorem is a non-trivial extension of some well-known Korovkin type 
in 
approximation theorems. We also prove a Voronovskaja type approximation 
theorem via the concept of A-equi-statistical convergence. 
Chapter 6 is devoted to study approximation for periodic functions via weighted 
statistical convergence. 
Finally at the end, a bibliography is given which by no means is exhaustive one 
but lists only those books and papers which have been referred to in this thesis. 
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Chapter 1 
Introduction and Preliminaries 
1.1 Introduction 
In this chapter, we give basic concepts, preliminary definitions and some fundamental 
results. Of course, the elementary knowledge of concepts such as function, sequence, 
convergence etc. has been pre-assumed and no attempt has been made to discuss 
them here. Some key results and classical theorems related to our subject matter 
are also incorporated as remarks at suitable places. Most of the material included in 
- 
	
	this chapter occur in standard literature like `Linear Operator And Approximation 
Theory'(1960), Hindustan Publishing Corp. (India) by P.P. Korovkin [36], and a 
survey `Korovkin type theorems and approximation by positive linear operators' by 
Francesco Altomare (2010) '[7], H. Fast [25], Fridy [26] etc. 
Korovkin type theorems furnish simple and useful tools for ascertaining whether 
a given sequence of positive linear operators, acting on some function space is an 
approximation process or, equivalently, converges strongly to the identity operator. 
Roughly speaking, these theorems exhibit a variety of subsets of test functions which 
guarantee that the approximation (or the convergence) property holds on the whole 
space provided it holds on them. The custom of calling these kinds of results as 
Korovkin type theorems refers to P. P. Korovkin [35], who in 1053 discovered such a 
property for the functions 1, z and x2 in the space C[0, 1] of all continuous functions 
on the real interval [0, 1] as well as for the functions 1, cos and sin in the space of all 
continuous 27r-- periodic functions on the real line [36]. 
After this discovery, several mathematicians have undertaken the program of 
extending Korovkin's theorems in many ways and to several settings, including func-
tion spaces, abstract Banach lattices, Banach algebras, Banach spaces and so on. 
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Such developments delineated a theory which is nowadays referred to as Korovkin 
type approximation theory. This theory has fruitful connections with real analy-
sis, functional analysis, harmonic analysis, measure theory and probability theory, 
summability theory and partial differential equations. But the foremost applications 
are concerned with constructive approximation theory which uses it as a valuable 
tool. Even today, the development of Korovkin type approximation theory is far 
from complete. 
1.2 Historical note 
Statistical convergence was introduced in connection with problems of series summa-
tion. The main idea of statistical convergence of a sequence (x.,), where n e N is that 
the majority, in a certain sense, of its elements converge and we do not care what 
happens with other elements. At the same time, it is known that sequences that come 
from real life sources are not convergent in the strictly mathematical sense. This way, 
the advantage of replacing the uniform convergence by statistical convergence consists 
in the fact that the second convergence models improves the technique of approxi-
mation in different functions spaces. In 1951, H. Fast [25] introduced an extention 'of 
the usual concept of sequential Iimit which he called statistical convergence. 
The idea of statistical convergence was introduced independently by Steinhaus 
[70], Fast [25] and Schoenberg [63]. Over the years, statistical convergence has been 
discussed in the theory of Fourier analysis [73], ergodic theory and number theory 
[17] . Later on, it was further investigated from the sequence spaces point of view and 
linked with the summability theory [27]. Also, it has been studied in connection with 
trigonometric series [73], measure theory [44, 45] and Banach space theory [16]. 
The study of the statistical convergence for sequences of linear positive operators 
was attempted in the year 2002 by A.D. Gadjiev and C. Orhan [28]. The research 
field was proved to be extremely fertile. 
Recently the idea of statistical convergence has been used in proving some ap-
proximation theorems, in particular, Korovkin type approximation theorems [36] by 
2 
various authors, e.g. [28, 43] and [51] etc.; and it was shown that the statistical 
versions are stronger than the classical ones. Authors have used many types of classi-
cal operators and test functions to study the Korovkin type approximation theorems 
which further motivate to continue the study. Korovkin type approximation theory 
has also many useful connections, other than classical approximation theory, in other 
branches of mathematics (see Altomare and Campiti in [6]). 
An application of statistical summability gave rise to the theory of statistical 
approximation (e.g.[13, 22, 47, 50, 51, 52, 54]) and [68] which has been an active 
area of research for the last one decade. 
Statistical approximation properties have also been investigated for q-analogue 
of several operators. For instance, in [9] q-Butzer and Hahn operators; in [11, 56] q 
-analogue of Stancu-Beta operators; in [24] q-Bleimann, Butzer and Hahn operators; 
in [29] q-Baskakov—Kantorovich operators; in [58, 59] q-Szasz—Mirakjan operators; 
and in [62] q-analogues of Bernstein-Kantorovich operators were defined and their 
statistical approximation properties were investigated. 
Our interest is to construct different classes of linear positive operators and to 
study their statistical approximation properties. We know that any convergent se-
quence is statistically convergent but the converse need not be true. The aim is to 
construct such sequences of operators that approximate the functions in the statistical 
sense, but not in the classical sense. 
1.3 Statistical convergence 
In the present section, we give the definition of statistical convergence and some 
related concepts. 
Definition 1.3.1. Let N denote the set of all natural numbers. Let K C N and K„ = 
{k < n : k E K} . Then the natural density of K is defined by 5(K) = limn m-1IK,,I 
if the limit exists, where K1  denotes the cardinality of the set K. 
Definition 1.3.2. A sequence x = (x) of real numbers is said to be statistically 
convergent to L (cf. Fast [25]) provided that for every c > 0 the set {k E N : 
3 
Ixk — L( > E} has natural density zero, i.e. for each E > 0, 
limn1{k<n:+xk—L+> Eli  =0. 
In this case, we write st -- lim xk = L. Note that every convergent sequence is k 
statistically convergent but not conversely. Moreover even unbounded sequence may 
be statistically convergent. For example, let x = (xk) be defined by 
k, 	if k is a square 
Xk = 
0, 	otherwise, 
then x is statistically convergent to zero but not bounded. 
Let A = (a7 ,,), where n, k = 1,2,3... be an infinite matrix. For a given sequence 
00 
x = (xk), the A-transform of x is defined by Ax = ((Ax),,), where (Ax) , = E akxk, 
k=1 
provided the series converges for each n. We say that A is regular if lim(Ax),, = L = 
n 
lim x. 
Let A be a regular matrix. We say that a sequence x = (xk) is A—statistically 
convergent to a number L (cf. Kolk [37]) if for every e> 0, 
lim E ank =0. 
k:frck —LI>E 
In this case, we denote this limit by stA --- lixn xn = L. 
n 
Note that for A = C1, the Cesaro matrix of order 1, A-statistical convergence 
reduces to the statistical convergence. 
The concept of A-statistical convergence was introduced recently in [49] as follows. 
Let A = (A,,,) be a non-decreasing sequence of positive numbers tending to oo such 
that 
A,+, An + 1 	and 	Al = 1. 
Also let 
I,,, = [n — A + 1, n] 	and 	K C N. 
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Then the A-density of K is defined by 
S(K)= rim {j:n—A +1 Sj<n and jEK}J. 
n 
Clearly, in the special case when a„ = n, the A-density reduces to the natural density. 
The number sequence x = (xi) is said to be A-statistically convergent to the 
number L if, for each c> 0, 
= 0, 
where 
K,={j:jEIn and lx; --Lf >e}, 
that is, if, for each c > 0, 
1im I I{j: jEIn and Jxj-L,>e}1 =0. ~ n—ioo . 
In this case, we write 
stA- lim x,, = L 
n-foo 
and we denote the set of all A-statistically convergent sequences by S,. 
Example 1.3.1. We know that the total number of numbers from 1 to n that are 
divisible by 2 is [2], where [v] is the greatest integer in v C R. Similarly, the total 
number of numbers from 1 to n that are divisible by 3 is [ 3 J. In general, the total 
number of numbers from 1 to n that are divisible by k is [ 1 (k E N). Now define a 
sequence r = (xe ) by 
2 	(n is divisible by k = ~) 
xn ; 
0 	(otherwise). 
Then the total number of numbers for which x,, = 2 will be 
[]=1] 
it will be zero otherwise. We thus find that 
Ifk: k cn and  
which implies that 
st- urn x,~ = 0. 
5 
Example 1.3.2. If n = m2, then there are exactly 2k + 1 divisors, out of which 
exactly k are less than m. We take n = 36 = 62, then total number of such divisors 
will be nine (1, 2,3,4,6,9,  12, 18,36), out of which four are exactly less than 6. We 
can thus define a sequence x = (x,) by 
1 
k 
xn,= 
en 
n 
(k<n=m2 ) 
(otherwise), 
when k is the number of divisors. Clearly, we have 
stn- lim xn = 0. 
n—ioo 
1.4 q-integers 
Let us recall certain notations of q-integers [71]. For each nonnegative integer k, the 
q-integer [k]q is defined by 
(1Q)' 	qL1 
k, 	q=1 
!k}q ! — 
	[k]q[ — 1]4...[1]4, 	k ~ 1, 
	
1, k=0; 
n 	[n]q! 
k 	[k]q![n — k]q! 
q 
For a real or complex number q (I q 1< 1), the number (A; q), is defined by 
= (Aql;4). i 
where 
00 
= II(1 — Aqk ), 
k=z 
m 
N 
1 	 if n = 0, 
(a;q) = (1-))(1-)q)...(1-)qw-1) 	ifn= 
The q-improper integral is defined as (see Koornwinder [381) 
poo/A  
J  
The q-Beta integral representations are as follows 
oo/A xt—i. 
Bq(t, s) = K(A, t) 	(1 + x)t+ dqX, 
4 
where 
(a + b)q = ff (a + 9i b), 
-o 
and 
K(A, t + 1) = qtK(A, t), A > 0. 
1.5 Korovkin type approximation theorem 
Definition 1.5.1. Let C[a, b] be the linear space of all real valued continuous func-
tions f on [a, b] and Iet T be a linear operator which maps C[a, b] into itself. We say 
that T is positive if for every non-negative f E C[a, b], we have T(f, x) >_ 0 for all 
XE[a,b]. 
Definition 1.5.2. Let f (r) be a function continuous in the interval [a, b].We put 
w(S) = w(f, o) = max I f (x) - f (y)-1, a < x, y < b. The quantity w(o) is called 
modulus of continuity of the function f (x). 
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Let F(1R) denote the linear space of all real-valued functions defined on R. Let 
C(R) be the space of all functions f continuous on J1 with norm 
fJfjJoo = sup Jf(x)I, f E C(IR). 
x(= R 
We denote by C2,(]l~) the space of all 2ir-periodic functions f E C(IR) equipped 
with the norm. 
[If II2",=supIf(t)I. 
tE1I 
The classical Korovkin first and second theorems state as follows (see [35, 36]): 
Theorem 1.5.1. Let (T,,,) be a sequence of positive linear operators from C[0,1] 
into F[0, 1]. Then lim JJT~(f,x) — f(x)II 	0, for all f E C[0, 1] if and only 
if lim„ +JTn (fa , x) — f z(x) JJ = 0, for i = 0,1, 2, where f o(x) = 1, f l (x) = x and 
f2(X) = X2. 
Theorem 1.5.2. Let (T a ) be a sequence of positive linear operators from C2,r(R) 
into F(R). Then limn JJTn( f, x) — f (x) J 	= 0, for all f E C2,,.(Il8) if and only if 
lim,,, JJTn(f„ x) — f(x)II = 0, for i = 0, 1, 2, where fo(x) = 1, fl(x) = cos x and 
f2(x) = sin x. 
Note that the first and the second theorems of Korovkin are actually equivalent to 
the algebraic and the trigonometric version, respectively, of the classical Weierstrass 
approximation theorem [7]. Recently, the Korovkin second theorem is proved in [21] 
by using the concept of statistical convergence. Quite recently, Korovkin second 
theorem is proved by Demirci and Dirik [18] for statistical u—convergence [53]. For 
some recent work on this topic, we refer to [8, 34, 46, 51, 68]. 
E:3 
Chapter 2 
Statistical Approximation Properties of Modified 
q-Stancu-Beta Operators 
2.1 Introduction 
In this chapter we define the modified q-Stancu-Beta operators and study the weighted 
statistical approximation by these operators with the help of the Korovkin type 
approximation theorem. We also establish the rates of statistical convergence by 
means of the modulus of continuity and the Lipschitz type maximal function. Our 
results show that rates of convergence of our operators are at least as fast as classical 
Stancu-Beta operators. 
2.2 Construction of the operators 
After the paper of Phillips [61] who generalized the classical Bernstein polynomials 
based on q-integers, many generalizations of well-known positive linear operators, 
based on q-integers were introduced and studied by several authors. Recently the 
statistical approximation properties have been investigated for q-analogue polyno-
miaLs. For instance, in [62] q-analogues of Bernstein operators, in [40] q-analogues 
of Bernstein— Kantorovich operators; in [29] q-Baskakov—Kantorovich operators; in 
[58] q-Szasz Mirakjan operators; in [9] and [24] q-Bleimann, Butzer and Hahn oper-
ators; in [2] and [43] q-analogue of MKZ operators; in [41] q-analogue of Baskakov 
and Baskakov-Kantorovich operators; in [421 q-analogue of Szasz Kantorovich oper-
ators; in [55] q-Lagrange polynomials were defined and their classical approximation 
The contents of this chapter have been published in Bulletin of Malaysian Mathematical Science 
Society,(2) 36(3) (2018), 683-690. 
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or statistical approximation properties were investigated whereas in [11] q-analogue 
of Stancu-Beta operators were introduced. 
In this chapter, we first introduce a new modification of the operators defined by 
Aral and Gupta [11] and study the weighted statistical approximation properties of 
the modified q Stancu-Beta operators with the help of the Korovkin type approxima-
tion theorem. We also estimate the rate of statistical convergence of the sequence of 
positive linear operators to the function f. 
D. D. Stancu [69] introduced Beta operators Ln of second kind in order to ap-
proximate the Lebesgue integrable functions on the interval (0, oo) as follows: 
1 	03 	
t L~(f x) - B(nx,n+ 1) J ( 1+t)' +n+i
f(t)dt. 
Aral and Gupta [11] introduced the q-analogue of Stancu-Beta operators as fol-
lows: 
K(A, [n ]qx ) 	03,A  
Ln(f x) = B4([n]4x, [n]Q + 1) Jo 	(1 + 
 
q 
The following theorem was given by Aral and Gupta [11]: 
Theorem 2.2.1. Let q = (qn ) satisfy 0 < q < 1 with urn qn = 1. For each f E 
n-*oo 
CC2 [0, oo), we have 
1 	II(L(f);•) - fIIz2 = 
where Cxa [0, oo) denotes the subspace of all continuous functions on [0, oo) such 
that If (x) f < Mf, and CC2 [0, co) denotes the spaces of all f E CC2 [0, oo) such that 
im 1f (X)2 is finite. The norm on 02[0, cx) is given by II f ljx2 = sup I f(x)  ZI 
xE [0,vo) 
We define modified q-Stancu-Beta operators as follows: 
K(A, [n] x ) 	03/A 	u[nl4x-1 
Ln(f 4, x) = q B.([n]gx , [n]q + 1) Ja 	(1+  u ) [-]4x+[n] +1 f(4u)d4u 
	(2.2.1) 
q 
where x > 0 and 0 < q C 1. It is easy to verify that if q = 1, these operators turns 
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into the classical Stancu-Beta operators. 
Remark 2.2.1. Note that Ln(f ; q, x) = L4(f; x) and from the Lemma 1 of Aral and 
{[nj x + 1)x Gupta (11], we have Ln(1; x) = 1, Ln(t; x) = x, L"(t2; x) = q Hence for 
4'([nJ4 —1) 
x>0, 0<q<1, we have 
L*(1; q, x) = q, L*(t; q, x) = q x and L;*(t2; q, x ) _ ([n]gx `f" 1)x 	(2.2.2) 
([n]4 — 1) 
Remark 2.2.2. Let q E (0,1) then for x E [0, oo), we have 
Ln(t—x;x)=0 
and 
L~ ~(t — x)2; x) 	([n]g ([[ l ]g ± x2 + x 1)  
2.3 Weighted statistical approximation of Korovkin 
type 
In this section, we obtain the Korovkin type weighted statistical approximation by 
the operators defined in (2.2.1). 
A real function p is called a weight function if it is continuous on R and lien p(x) _ 
IxI-+oo 
ao, p(x)>1forallxEli. 
Let by B,,(R) denote the weighted space of real-valued functions f defined on R 
with the property I f(s) I < M f p(x) for all x E R, where M f is a constant depending 
on the function f. We also consider the weighted subspace Cp(R) of Bp(IR) given 
by Cp(R) _ { f E Bp(JR): f continuous on Ili}. Note that Bp(R) and Cp(R) are 
Banach spaces with I'f IIp = sup 1 f 1. In case of weight function Po = 1 +x2, we have xER 
Ff IRpo = ~ER I1 + x2I 
Now, we consider a sequence q = (qn), q E (0, 1), such that 
	
st — Tim qn = 1. 	 (2.3.1) 
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In [20], Dogru gave some examples so that (qn) is statistically convergent to 1 
but it may not convergent to 1 in the ordinary case. 
Now we are ready to prove our main result as follows: 
Theorem 2.3.1. Let (L) be the sequence of the operators (2.2.1)and the sequence 
q = (qq ) satisfies (2.3.1). Then for any function f E CB[0, oo), 
st — liras 1I Ln(f; qn; •) — fEI = 0. 
Proof. Let e„ = x' where v = 0, 1, 2. Since Ln(1; qn ; x) = q. Therefore we 
can write 
st — lim IILm(1; q,,; x) — lllpo = st — urn Ileo Ilpo Jq —1 fl-400 n~00 
as , 
IILn(1;gn;x)—lll~=sup 
Ln(1 +; )-11= 11eolipolq~-11<1q —1. 
By (2.3.1), - it can be observed that 
st - urn IIL*(1; q.; r) - 11ip. = 0. 
Similarly 
(( Ln( t ; q,,; x) — x!! = (IeZIIPoI 
[n ]9r ([ n] ) F4([n]4} 
(q. — 1)1 rq([n]q) j]srq([n)q} 
< q -1 =1-q . -  
For a given e > 0, let us define the following sets 
U = {m: lIL*(t; qn; x) — xilp0 ? E} 
and 
U'={n: 1—q, 	c}. 
12 
It is obvious that U C U' and hence 
b({k < n: JILn(t; q; x) — xft ? e}) < 5({k ~ n : 1— q,,, > E}). 
By using (2.3.1), we get 
st — lim(1—q) = 0. 
Therefore 
and we have 
st — 1rm IIL*(t; qn; x) — zIlpo = 0. 
Lastly, we have 
II Ln(t2 ; qn; x) — x211'. = TI e211P0 1 - [q-4 
[n]~ 	1 J + IIeI IIP0 ([n]q'_ 1 —' J  
v([n]q + 1) —11. (2.3.2) 
—1) 
Also we have that 
([njgn+ 1) _ 1 	2 +qn 	+ In+1]g 	_ 	1`F q,, 
([n]qn-1) qn In-1]q„-1 [n-1]qn-1 fr_iJq_i)  
Therefore by (2.3.2), we get 
1 (n 	-11+[ 2 ( n 2+qn J [ III'n(t2; qza ; x) r ~2~lao -- ~ 2 [ + 1]q„ 	 / q. Ja  1]nn q 1]e " 1 
1 	1+qn 
+ 4 q2 [n — 1]q — 1 L 
Now, if we choose 
1 
Lti 	= .ra2 
q2 
— 	, 
[`a 1Ia~, 
~
2+q~, 
q~ [n -1]4 — I 
1 1+qn 
qm [n — I]4 — I 
13 
then by (2.3.1), we can write 
st — lim a,, = st — lim fan = st — lim 'y = 0. 	(2.3.3) 
n—*oo 	 n_).00 	 n-+oo 
Now for given E > 0, we define the following four sets 
D = {n: I1L*(t2; q7 ; x) — x'llp,, >— c}, 
E D1 ={n:a,,> 3}, 
D2 = in : fin —> 3 }, 
Ds = in :'n >3}. 
It is obvious that D C Dl U D2 U D. Then we obtain 
b({k < n: IIL (t 2 ; qn; x) — x2 il p, > 4) 
< ({k <n: a,, 73})+8({k<n:j9 > })+b({k<n:ryn > }). 
Using (2.3.3), we get 
st -- 1im IIL (t2; qn; x) — x'll = 0. 
Since 
I1Ln(f;gn;x) — f D 0 
< II L.*(t 2 ; qn; x) — x211,,0 + IIL*(t; qn; x) — xJlp. + IIL.*(1; 4n; z) — 111 , 
we get 
• st — lim  
< st — lim L*(t2; 4n; x) — x2  [ p" + st — lim II L*(t; qn; x) — xll p0  n—+oo 	 n--j.00 
+st — liim IlLn(x; q;  x) — 111Ao, 
which implies that 
st — lim IIL ( f;gn;x)—fIl = 0. n—oo 
This completes the proof of the theorem. 
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2.4 Rates of statistical convergence 
In this section, we give the rates of statistical convergence of the operators (2.2.1) by 
means of modulus of continuity and Lipschitz type maximal functions. The modulus 
of continuity for the functions f E CB [0, oo) is defined as 
I f (t) - f (x) I 
w(f; d)AO = X,*A 
 sup 
t7xl<b 1 + x21-a 
where w(f; S) 0 for S > 0, A > 0 satisfies the following conditions: for every f E 
CB [0, °o) 
	
(i) 	iinw(f;b)P0 = 0 
(2i) _ I f (t) — f (x)I < w(f; 5)Ao 
h
I t  x ! + 1) 	(2.4.1) 
Theorem 2.4.1. Let the sequence q = (q,) satisfy the condition in (2.3.1) and 
0 <q < 1. Then we have 
L* (f ; q,1; x) — f (r) 1 C w(f; a~ (x))Po (1 + qn), 
where 
bn(X) = Ife211A0gn 	[
nJq - gn[n]Q,. + 	g,~ 	
+ lieujjAa 	q 	(2.4.2) [Rlgn — 1 	[riign — 1 [nl gn — 
Proof. Since I L,n(f; qn ; x) — f I< Ln(I f (t) — f (x)I; qn ; x), by (4.1) we get 
L (f; qm;x) — f(x) iC w(f;6)PO ({L.(1;gn;x) + L*(It — 4 
Using Caushy-Schwartz inequality, we have 
I Ln(f; qn; x) — f (x) I ~ w(f; S) (qn + 	[( L.* ( t — x)2 ; qn; x)]a [L* (1; q,,; x)]1) 
F 	1 r/ 	i 	[n]g 	q,,[n]9„ 	qn 	} 	q_ 	1 < W ; bn)AO qn `~` a~ Wlejp.) qn ([n], — 1 — ffjgn — 1 + [Th]gn — 1 + ( I ]e1ilAa) [n]4n --- 1 a 
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By choosing 8, as in (2.4.2), we get the desired result. 
This completes the proof of the theorem. 
Now we will give an estimate concerning the rate of approximation by means of 
Lipschitz type maximal functions. In [39], Lenze introduced a Lipschitz type maximal 
function as 
xsu 
1 f(L) — .f ( X) I 
f"() t>o,t5x 	It — xI" 
In [9], the Lipschitz type maximal function space on E c [0, oo) is defined as follows 
Wa = { f = sup(I + x)" la(X) < M (1 + y) , x >O and y E E}, 
where f is bounded and continuous function on [0, oo), M is a positive constant and 
0<a<1. 
Theorem 2.4.2. If L;, be defined by (2.2.1), then for all f E Wa ,E 
a 2—a 
(f; q; x) — f(x) I< M{rj,a q, 2 + qn d(x, E)), 	(2.4.3) 
where 
77, = Ilexllpo 	[ ]4 	n[n
]4n 	q- 1
) 
+ li e1 l Po n 	 _ 1. 	(2.4.4) Gn],   — 
1 _ 
[ ]qn 
1 + 
[n]qn 	[ ]qn 
Proof. Let x > 0, (x, x0) E [0, oo) x E. Then we have 
I f — f(x) I<I f — f(xa) I + I f(xo) — f(x) I • 
Since Ln* is a positive and linear operator, f E W B and using the above inequality 
Ln(f; q,; x) — f(x) l~I Ln(I f — f(xo) f; q,; x) — f(x) + I Ln(I f(xo)— f(x) Ln(1; q; x) 
<M(L*(It--xoI";qn;x) +Jx—xol"Ln(1; gn;x)). 	(2.4.5) 
Therefore we have 
Lra (lt — xof a; qn; x) ~ Ln.(]t — xI"i Qn; r) + Ix — xol'Ln(1; q; x)• 
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By using the Holder's inequality with p = a and q = 	we have 
L~ ((t — x)'; qn; x) G L.* ((t — x)2; qn; x) a 2(Lr,(1; qn; x)) 2
-u 
+ix — xolaLn(1; qn; x) 
a 2-a 
Substituting this in (2.4.5), we get (2.4.3). 
This completes the proof of the theorem. 
2.5 Concluding remarks 
(i) Note that in condition (2.3.3), 
st — urn 5n =0. n—roo 
By (2.4.1) we have 
at — lim w (f ; 5„) pa = 0, 
which gives us the pointwise rate of statistical convergence of the operator L(f ; q,,; x) 
to f (x). 
From the definition of the q-integers, it can be proved that 
sup J. 
	(InIq 
„ x < 	Inig 	gn{n]g + qn 	+x>O 	— 1 	[nJq„ — 1 [n ]q. — 1 [n1q. — 
In classical case for q = 1, we have 
supbn(x) < 1 
1 
=O(!) 
Thus, for every choice of qn, the rate of convergence of (2.2.1) to the function f .is 
better than the Stancu-Beta operators. 
(ii) If we take E = [0, oo) in Theorem 2.4.2 , since d(x, E) = 0, then we obtain the 
following result: 
For every f E YVa,[o,00) 
a 2-a 
L(f;gn;x) — f(x)Ign < Rlr7.. qn2 
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where 1M is defined as in (2.4.4) 
(iii) By using (2.3.3), It is easy to verify that 
st — urn r7n =0. 
n—.00 
That is, the rate of statistical convergence of operators (2.2.1) to the function f are 
estimated by means of Lipschitz type maximal functions. 
Chapter 3 
Generalized q-Bernstein-Schurer Operators and 
Some Approximation Theorems 
3.1 Introduction 
In this chapter, we study statistical approximation properties of q-Bernstein-Schurer 
operators and also establish some direct theorems. We compute error estimation by 
using modulus of continuity with the help of Matlab and give its algorithm. Further-
more, we show graphically the convergence of the q-Bernstein-Schurer operators to 
various functions. 
In 1987, Lupa [40] introduced the first q-analogue of Bernstein operator and 
investigated its approximating and shape-preserving properties. Another q-generalization 
of the classical Bernstein polynomials is due to Phillips [62]. After that many general-
izations of well-known positive linear operators, based on q-integers were introduced 
and studied by several authors. 
Schurer [64] introduced the following operators Lm,p : C[0, p+  1] --p C[0,1] defined 
for any m E N and any function f E C[0, p + 1] 
map 
Lm'P(f; x) = E m + 
	
x E [0,1]. 	(3.1.1) 
 
Recently, Muraru [48] introduced the q-analogue of these operators and inves-
tigated their approximation properties and rate of convergence using modulus of 
continuity. 
Muraru [48] introduced the following operators known as the generalized q-
Bernstien-Schurer operators. For any an E N, p a fixed positive integer and f E 
The contents of this chapter have been accepted for publication in Journat of Function Spaces 
and Applications. 
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CI0, P + 1], 
m+p—k-1 
L(f; q; x) _ > 	k 	xk fl (1— qsx) f (ik—lq  ]s'\ , x E [0,1] (3.1.2) k=O q 	a=D 	 m 
We note the following properties as in [48] for Lm p(f ; q; x) . 
Lemma3.1.1. ForxE [0,1], 0<q<1 
L* i,P(1; q; x) = 1. 
Lemma 3.1.2. For x E [0, 1], 0 <q < 1 
r #  (ti g; z) = x IM+ p 4 
[m]q 
Lemma 3.1.3. For x E [0, 1], 0 <q<1 
L~r(t2~ 9~ x) 	
[ [ j4  
Lemma 3.1.4. Let q E (0, 1). Then for x E [0,1] 
L ,n (t — x; q; x) = x [ [ +4 ]4 —) 
Lemma 3.1.5. Let q E (0, 1). Then for x E [0, 1] 
/ 	a  = 2 
(U7m+plq_
mjq)2 — [m+P]g) ~ [m .+~']e 	xx [m]2 [m]g  
3.2 Statistical approximation 
In this section, we obtain the Korovkin type weighted statistical approximation 
properties for these operators defined in (3.1.2). 
Note that every convergent sequence is statistically convergent but not conversely, 
even unbounded sequence may be statistically convergent. For example, let u = (u) 
be defined by 
20 
	1, 	if k = 7n2 
um _ (3.2.1) 
0, 	otherwise. 
Then st- lim um = 0 but u is not convergent. 
Recently the idea of statistical convergence has been used in proving some approx-
imation theorems, in particular, Korovkin type approximation theorems by various 
authors; and it was found that the statistical versions are stronger than the classical 
one. Authors have used many types of classical operators and test functions to study 
the Korovkin type approximation theorems which further motivate to continue this 
study. Most recently, A—statistical convergence has been used in Walsh-Fourier series 
[3] 
Let CB [0, p+ 1] be the space of all bounded and continuous functions on [0, p+ 1]. 
Then CB[0, p + 1] is a normed linear space with ]I f 11 = sup I f(s) 1. Let w be a func-
tion of the type of modulus of continuity. The principal properties of the function 
are the following: 
(i) w is a non-negative increasing function on [0, p + 1], 
(ii) lim w(8) = 0. a-4o 
Let CB [0, p + 1] be the space of all-real valued functions f defined on [0, p + 1] 
satisfying the following condition 
I f(x) — f(y)j~w(Cx — yI) 
for any x, y E [0, p + 1]. 
We consider a sequence q = (q„), q a E (0, 1), such that 
lim q a = 1. 	 (3.2.2) 
naoo 
The condition (3.2.2) guarantees that [rz]q„ 	oo as Ti -+ oo. 
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Now our first result is as follows: 
Theorem 3.2.1. Let (L;,) be the sequence of the operators (3.1.2) and the sequence 
q = (q.~) satisfies (3.2.2). Then for any function f E CB[0, p+ 1], 
st—uim0 IIL  
Proof. Let e = x" where v = 0,1, 2. Since L(1; q; x) = q,. Therefore we 
can write 
st— lim fiL~,.(1;q,,,;x)—Ill=st— urn fleollIgm -1f M_+00 	 n—Yoo 
M 
1 I1m (1 qm; ) — III =1 Lr'n(1;q ;x)-1I=11ollIg.-1` <igm—iI. 
By (3.2.2), it can be observed that 
st— um IlL;~,(1;q~; x)-1I1=0. II 
Similarly 
2 
I J Lm, (t; Qm; x) — xf f = IIe2II I
4m{[m]2 p]g~, — 11 
4m 
I ± PJq _ 
C ~ [m] q 	1 ~ 
For a given e> 0, let us define the following sets 
U = {m: I1Lrn,yo(t; qm; x) — x1l ~ e} 
and 
U'={m: im+p]gm 1>E} 
lm]gm 
It is obvious that U C U', it can be written as 
(~ ({k < m: 1I Lm,P(t; qm; z) — x„ > E}) b ~~k < m: [ + 
	
— i > 
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By using 3.2.1, we get 
st —  
m- 0 	[m]gm 
Therefore 
J ({k < m.  
[m] 4m 	 f 
and we have 
St – n~
ioc I m'p(ti 
qmi x) – x II = 0. 
Lastly, we have 
2 	z 	i I (4m [m + p]g,,, — q[m + p]g„. _ 	I II Iq'm [m + p]9m  
12 1 1?T2]gn 	[yIZ]4m 	1~+II
P"I{! 	[m]2 	I 
gm[m+P]4 1J. 	 (3.2.3) [ ]q 
Therefore by (3.2.3), we get 
	
1tLm,p(t2i qmi x) -' x211 < I qm 
([M +p+112
[m12 	} Qm 
((q,,, +2)[M+P+I]q) 	1 (1+qm 
1 4m 	(m] q 	1 ! qm 	[m]q 
Now, if we choose 
1 ([M+p+1]2 
9ml GYM=— 	
f  qm l J q,, 
qm +2 ([M +p+ Ij4 
/3m = g 	[m] 2 
4 
1 1+qm 
7m = qm [m]2 , 
4 
then by (3.2.2) , we can write 
st -- limo 	= 0 = st – Ii n /3m = st -- 11 7m. 	(3.2.4) 
Now for given e > 0, we define the following four sets 
U = {m : ' Lm~(t 2; q; z) – x211 ? E}, 
23 
e 
U1 = {m: am > 3}, 
U2 ={rn:/3nr >3}, 
U3 = {7n: m ~ 3}. 
It is obvious that U C Ul U U2 U U3. Then we obtain 
8({k < m; IILm,, (t2; q; x) — x211 >_ c}) 
Using (3.2.4), we get 
st—  t1 urn I I Lm
* 
,P l t2 qm; x ) — X 2 11 = 0. 
Since 
q; x) — f II 
<_ JILm,,(t2; qm;x) —x211+ 11Lm,p(t;qm;x) —x11+IIL,n,,,(1;gm; x)-111, 
we get 
st — l  
< st — lim IILm,,p(t2; qm; x) — x211 + st — Jim If L~,p(t; qm,; x) — xII m-400 	 m-oo 
+st —Jim JIL,(1; qm; x) _1j, 
which implies that 
st — urn 11L;n,~(f;gm; x)—.f11=0. 
This completes the proof of the theorem. 
Remark 3.2.1. In the following example, we demonstrate that the statistical ver-
sion is stronger than the ordinary approximation. Let us write T, ;,P(f ; qm; x) = 
(I + u.,m) L;, ,p(f ; qf2 x) where the sequence (u) is defined by (3.2.1). Then under 
the hypothesis of the above theorem, we have 
st — lirn II T,n,p(f; qm; 2) — J I1 = 0. 
However, lim„m.,, IIT„z,P(f; q„1; x) -- f II does not exist, since (u.) is statistically con-
vergent but not convergent. 
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3.3 Direct theorems 
The Peetre's K-functional is defined by 
K2(f, 8) = inf[{llf — gII + sllg"li} : g E Wp], 
where 
Wp =.{g E CB[O,P+ 1] : g',g" E CB[O,P+1]}. 
By [19], there exists a positive constant C> 0 such that 
K2(f, (5) < Cw2(f, 521), 5> 0; where the second order modulus of continuity is given 
by 
w2(f, b2 ) = sup sup I f (x + 2h) — 2f (x + h) + f (x) ~ •. 
o<h<bi z [o,p+1] 
Also for f E CB [0, p + 1] the usual modulus of continuity is given by 
	
w(f, 8) = sup 	sup l f (x + h) — f (x) 1 
a<h<s6 xE[O,p+11 
Theorem 3.3.1. Let f E CB[0,p+ 11 and 0 < q,,, < 1 such that q„L -4 1 (m -4 oo). 
Then for all n E N and p fixed, there exists an absolute constant C> 0 such that 
[ Lm,,(f; qm; z) —f(z)  I CiW2 (f, bm(x)), 
where 
o2(x) = 
xz r ([m +p]4 — [mlg)2 — [m -~ p] g + X [m +.~]g 
[m]g 	 [m1 
Proof. Let g E W2. From Taylor's expansion, we get 
f (tg(t) = g(x) + g`(x)(t — x) + 	— u) g"(u) du, t E [0, A], A >0, 
and by Lemmas 3.1.1, 3.1.2 and 3.1.3, we get 
(f (t L(g; x) = g(x) + L;  	— u) g"(u) du, 
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9z 
oo.—x 
aq!UU sr (x) J urti gatqtn xoj suoilounJ papunoq jj Jo ao~ds aq aq [k +d `0] 8D la7 
•rua.ioaq. aqq jo jooad aqq salaiduzoa sna 
51 (x)f — (x 'f) 	I 
qa am 
 
'iuo TInJ-3j jo Cgsadoid alp jo nnarn ul 
	
~a ana ` zh1 6 	nano apts puuq tj tJ oq uo uznur~ut &ipjc4 aauag 
•Iill sflb[d+ ]X+II„6II b [d+M] — (b[ 	~ ] —b [d+ 1}  
z 
(x)s — ( 	dUiij + I 	—1) — 	_ f)d`tur 151 (x)f — (t f)d` .,, i 
nnom 
11! II >I (x f)d'*7 I 
avt,q an, ° (x :b f ) d` *7 jo uopluJJcp aqj Aq `puceq caago cup up 
II„611bd[+ x+il„6il b d+ 	— b[ ~ — b d+ 	zx>i (T)6 —(x`~)d «7I 
[ 	 ] 	Z~ [ ] 	]) 
utu4go ann `9•X unu87 2utsn 
'11„SlI 1x`Z(x 	)) 	7 > 
(zdlnp I (n),, I f (n — 7) i 7 I d vi  ~7 > 
x 
(a; -np (),,6 (n --1) f 	i (z)5 — (x 	:z f 
Theorem 3.3.2. Let f E CC [0, p + 1] be such that f', f" E CB [0, p + 1] and the 
sequence (qm ) satisfies (3.2.2). Then the following equality holds 
lim [m]qm (L ,F (f; q; x) — .f (x)) = x(1-2 
x) fu 
macro  
uniformly on [0, p + 1]. 
Proof. By the Taylor's formula we may write 
	
f (t) = f (s) + f'(x)(t — x) + 2 f " (s) (t — X)2 + r(t, x) (t — x)2 , 	(3.3.1) 
where r(t, x) is the remainder term and t mr(1, x) = 0. Applying L(f; q; x) to 
(3.3.1), we obtain 
[m']qm ( Lm,p(J ; q; x) — .f (x)) = [m]qm (Lm ,p(t — x; q; x) f'(x)) 
►r ~ 
+[m jgm ( Lrre,p(( t — 
X)2
; q; x )) 2 + [ m7gm L* ( r( t, x) (t _. s)2; q; x) . 
By the Cauchy-Schwartz inequality, we have 
(r(t, x)(t — x)2; q; xJ 	,P (T2( t , x); q; x) x VL*mP (r(t, x) ( t — ~)4; q; x) 
(3.3.2) 
Observe that r 2 (x, x) = 0 and r 2(., x) E C[0, p + 1], then it follows from Theorem 
3.3.1, that 
Lm ;F (r 2 (t, x); q; x) = r 2 (x, x) = 0. 	 (3.3.3) 
uniformly with respect to x C [0, p + 11. Now from (3.3.2), (3.3.3) and Lemma 3.1.5, 
we get 
lila (m]gmL;kp (T(t, X)(t _ X)2; q; x) = 0 m—oo 
Finally using Lemmas 3.1.4 and 3.1.5, we get the following 
lim [7n]Qm (L,, (f; q; x) — f (s)) = urn [m]qm (L(t — z; q; x)f'(x)) + m—YOO 	 m—}oo 
lim [m]4m (L , ((t — x)2; q; x)) f II  + m—roa 	 2 
urn [m]q L*  (r(t, x)(t — x)2 ; q; x) = x(12 
This completes the proof of the theorem. 
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3.4 Graphical analysis and error bound computa-
tion using Matlab 
In this section, we compute error estimation [65j by using modulus of continuity with 
the help of Matlab and give its algorithm. We also show graphically the convergence 
of the q-Bernstein-Schurer operators to various functions. 
Example 3.4.1. Let us take f(s) = I+sin(-6.5x2 ). We compute error estimation by 
using modulus of continuity for operators 3.1.2 to the function f (x) = 1+sirs(— 6.5x2) 
shown in the following Table and its algorithm presented after the Table. 
Error estimation table : 
m(for p=30,q=0.9) error bound at x=0.2 error bound at x=0.5 error bound at x=0.8 
20 0.2309 1.5709 2.7170 
30 0.1893 1.1865 1.5829 
50 0.1750 1.0835 1.3792 
Error estimate algorithm : 
syms x; 
n = 120,30,50]; p = 30; q = .9; dat = zeros(3, 4); 
fori=1:3 
m = n(i); 
errestimate =inline [char{ ( 2( (ginteger(m + p, q) — ginteger(m, q))2 — ginteger(rn+ p, q) ) 
(qinteger(m, q))2 
( ginteger(m+p,q) )) 	( f f( 	( 	2)~ ))}]; + x 	
q))2 
x abs di 1 +sin —6-5~ 2 I 
(ginteger(m,  
dat(i,1) = 
dat(i, 2) = errestimate(.2); 
dat(i, 3) = errestimate(.5); 
dat(i, 4) = errestimate(.8); 
end 
Example 3.4.2. For m = 20,30,50; the convergence of operators 3.1.2 to function 
f (x) = 1 + sin(-6.5x 2 ) 
is illustrated in figure 3.1 and its algorithm is presented below. 
Algorithm: 
n=[ 20 , 30 , 501; p= 30; q=.9; 
for j=1:3 
m=n(j); 
a = [1 : 1001; 
i = 1; 
for x = 0 : 0.01: 1 
t = 0; 
for k=0:m+p 
z = 1; 
for s=0:m+p—k-1 
z = z (1 — qsx); 
end 
t = t + { 	ginteger f act (in + p, q) 	}xkz ginteger f act(k, q) ginteger f act(m + p — k, q) 
X {1 + sin(-6.5( ginteger(k, q)  )2)}; ginteger(Tn, q) 
end 
a(i) = t; 
i= i+1; 
end 
x=0:0.01:1; 
if (j ==1) 
c = plot(x, a) 
set(c,' Color',' blue', LineW idthr, 2) 
elsei f (j == 2) 
c = plot(x, a,' g') 
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set(c,' Color',' green',' LineWidth.', 2) 
else 
c = plot(a, a,'r') 
set(c,' Color',' red',' LineWidth', 2) 
end 
hold on 
end 
X = [0: 0.01 1]; 
y = 1 + sin(-6.5x2 ); 
a = plot(x, y,' — — k') 
For m=20 
For m=30 
For m=50 
— — function 	 1  
I 
I 
I 
I 
1 I  
% 
0 	0.2 	0.4 	0.6 	0.8 
	
I 
x(forq=0.9 and p=30) 
2 
1.8 
1.6 
1.4 
1.2 
1 
0.8 
0.6 
0.4 
0.2 
A 
Figure 3.1: 
30. 
Example 3.4.3. Similarly, Approximation by generalized g-Bernstein-Schurer oper-
ators for the function f = (x — 3) (x — 1 ) (x — 4) for different values of `m', keeping 
`q' and `p' fried is shown in figure 3.2. 
0.2 
0.15 
0.1 
0.05 
0 
-0.05 
-0.1 
-0.15 
0 
~~-- For m=20 
For m=25 
For m=30 
function 
0.2 	0.4 	0.6 	0.8 
x(forq = 0.9 and p = 30) 
Figure 3.2: 
Error estimation table : For f = (x — )(x— z)(x— 4 ) 
m(for p= 30,q= 0.9) error bound at x=0.2 error bound at x=0.5 error bound at x=C 
20 0.0420 0.0061 0.0521 
30 0.0344 0.0046 0.0303 
50 0.0318 0.0042 0.0264 
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Example 3.4.4. Approximation by operators 3.1.2 for the function 
f(x) = (x — 3)(x — 2)1x — 1 ) 
for different values of `q', taking `m'=10 and p'=2 fixed is shown in figure 3.3. 
0.3 
0.25 
0.2 
0.15 
0.1 
0.05 
0 
-0.05 
-0.1 
-0.15 
0 
For q=.6 
For q=.9 
For q=1 
function 
0.2 	0.4 	0.6 	0.8  
x(form=l0andp=2) 
Figure 3.3: 
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Example 3.4.5. Approximation by operators 3.1.2 for the function 
f(x) = (z-.)(x - 2)(x - 2) 
for different values of `q', taking `m'=50 and `p'=2 fixed is shown in figure 3.4. 
0.15 
0.1 
0.05 
0 
-0.05 
-0.1 
-0.15 
-0.2 0 
For q=.6 
For q=.9 
For q=1 
function 
0.2 	0.4 	0.6 	0.8  
x (for m=50 and p=2) 
Figure 34: 
Matlab code for q-integer is as follows: 
function kq = qinteger(k, q) 
if(q 01) 
kq=~~q)' 
else 
kq =k; 
end 
end 
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Matlab code for q-integer factorial: 
function kqfact = ginteger f act(k, q) 
fact = 1; 
if(k==0) 
kqf act = 1; 
elseif (q == 1) 
kqf act = factorial (k); 
else 
while(Iv 0) 
k 
f act = f act(-); 
kqf act = fact; k, = lv — 1; 
end 
end 
end 
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Chapter 4 
Operators Constructed by Means of q-Lagrange 
Polynomials and A-Statistical Approximation 
4.1 Introduction 
In this chapter, we construct a new family of operators with the help of q-analogue of 
Chan-Chyan-Srivastava polynomials, and study the statistical approximation prop-
erties via A-statistical convergence. We also study some approximation properties 
for the rate of A-statistical convergence with the help of modulus of continuity and 
Lipschitz class. 
4.2 Construction of a new operator and its prop-
erties 
For a real or complex number q (I q I< 1), the number (A; q)n is defined by 
(A, q) — (Aq n; q)oo ' 
where 
0" 
(A;q)c= fl(1- Aqk), 
k=1 
and 
1 	 ifn=0, 
= 	(1-A)(1 -- Aq) ... (1- Aqn-1) 	if n= 1, 2, 3, . 
The contents of this chapter have been published in Applied Mathematics and Computation, 
219 (2013), 6911-6918. 
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In [14], Chan, Chyan and Srivastava introduced and studied the following multi- 
variable Lagrange polynomials: 
g 	)( 1, ...... xr,) `. 	(a,)k,. (a2)k2 .... . 
kl+k2+...k,.=n 
where (A)k = A(A + 1)......(A + k — 1) and (A)o -= 1. 
k1 	k, 
(4.2.1) 
Using the above polynomials, Erku§, Duman and Srivastava [23] introduced the 
following family of positive linear operators on C[O, 1]: 
Ln1),...,76(r) (J . x ) = 
r 	 00 	 t (1)l]c  
{ ll(1—xv(a) )- j ~ f ( 	
k 	( 
T 	} 	~l ...... 	'J — 
(n,)k, ... (n)kr  
j=1 	m=0 kl+k2+...k,.=m 	n + k,. 	1 	kl . 	TC,,.. 
(4.2.2) 
where u(1) = (n$ )FEN are sequences of real numbers such that 0 < xc,~') < 1, (j = 
1, 2....r. n E N) and f E C[0, 1], x E [0, 1]. 
	
Recently, Altin, Erku§ and Ta delen [5] introduced gn, q 	~~i (Xi, • • • • • • x,) the 
q-analogue of (4.2.1), generated by 
r 	r 	00 
-CY l _ 	la1 i...... ar) (  {(J. — tagIC ) i I — 	 gmg 	xl, ......xr t 
=1 	 m=0 
`1 k, 	 k  	, k 	l fq 1, q) /g1k2, q).. .(qak"q), 
Xi ...... 	.Tr 
(q, q)kl 	(q, q)k,. 	tom} Ire=O ki+k2+...k,.=m 
(4.2.3) 
where 
t !< min{l xl (, 1 x2 R}. 
We define the following family of positive linear operators on C[0,1] which is 
q-analogue of 4.2.2. 
r 	00 
(f f x) _ { JJ(1 — xu(a)q'- )n} 	{ 	 (qal, 7)k1 ...... (qar , q)k, n,4 
7=1 	 m=6 4 l+k 2+...kr=m 
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x
f( 	
(q? q). 	1 
($'))1d1 
...... (u$ ))kr }a m. 	(4.2.4) 
	
n + (q, q)kr — 1 J (q, q)k1 	(q, q)kr 
In this section, we investigate some basic properties of the positive linear opera- 
tors Ln(q),---~u(r) (f; x) given by ( 4.2.4) via the concept of A-statistical convergence. 
We will first consider the case r = 2 in (4.2.4) In this case, we have 
2 	00 
LU(1)1U(2) (f; x) = { fJ[(1 — xu )q2 )n i l E (q"l, q)k1 (qa2, q),2 ,,q 
j=1 	 m=O ki+k2=m 
X ( (q, q) 2 	) ($l))k1 (u~2)) }xm. 	(4.2.5) 
+ (q, q)k2 — X 	(q, q)k1 (q, q)k2 
Then we have the following premilinary results. 
Lemma 4.2.1. For each x E [0, 1] and n E N, 
L(q),U`Z) (fo; x) = 1 	(f0(x) = 1). 
Proof. In (4.2.4), we first set r = 2, and al = cx2 = n. Observe that, since 
0 < u<ll, u~2) < 1 (n E N) the condition is satisfied for each x E [0, 1]. Then by 
(4.2.3) , we get 
2 	00 
w`2)(fi ) = ~( 	L7)g2)n E 9t(hx,q ) ( n1), n2)) m L 	x 	1— xu 	 u u x= 1, 
j=1 m=O 
Lemma 4.2.2. For each x E [0, 1] and n E N, 
L(g),U(21(f1; x) = xu(2) 	(J1(x) = x). 
Proof. Let x E [0,1] be fixed . Then from (4.2.5) we get 
2 	00 
Ln(1) 1 2) (fly x) = jj(1 — xu$ )g2)7' T { > (q', q)kt (qa2 , q)k2 4 
j=1 	 m =O kl+k2=m 
X f( 	(q, q)k2 	) ( ))kl ( 4 ))k2 l xm 
n + (q, q) 2 -- 1 	(q, q) 1 (q, q) 2 J 
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	2 	co m 
L "2 (  f1;') - 	{~ - XUU) q2) 	l 	
(q
al i)m--k( Q2 )k 
2=1 m=1 k=1 
x f( 	(4, 4)k 	) (4+))m-k {u(2 ) )k } m-1 
n + (q, q)k — 1 (q, 4)m-k (q, q) 
Hence 
2 	oa 
L.U,e )i~(2) (f; x ) = x1$)11(1— xu r. ) q2 
 n 	9(7) (~{1 2
(2))x" = x22).m,q n.  
j=1 	 i'n=0 
Lemma 4.2.3. For each x E [0,1] and n E N, 
Ln(1)'2) (f2; x) I C 2x21 - (2(2))2 +nn 	( fz(x) = x2). 
Proof. Let x E [0, 1] be fixed . Then from (4.2.5) we get 
2 	00 
ju(1) (2) 	=.11((1 	
(7)g1''~ 	
{ n,q 	(J~r 2i x) 	- xu 	
2 ( J (qal , Q)k(q , q)kz 
j=1 m=0 k=m 
X f( 
 
(q, q),2 	) ('_n ))kl (_+ ))k2 l Xm 
n + (q, q)k2 —1 	(q, q), (9, 9)kz 
(g, g)k L' 2' (f2; x) =11(1 — xun )q2)n E { ~(9'a1, q)k(ga2, q)k(f{n 	- ))2 7=1 	m=1 k=1 	 + (q, q)k 
 (4)l-nlk umm(U 	}gym-1X
(q, 4)m-k (q, 
 
4))k 
After a simple calculation, we get 
2 	00 
Lun,q)'n{2' (f2; x) =x2(u~2)) fJ(Y - xu ) q2)n 	gmn+2,4 
xm-2 
j=1 	 m=2 
2 00 
+ a(zi(2))2 fl(i - xutt )q2)n 	
gmnm-2 
j=1 	 m=2 
L~(1),u(2) 	C x2 u$2~ 2 -{ X + ) n,q 	(f2, ) 	( n ) 	n 	(4.2.6) 
r 
0 	2 	 u(i) ,u(2) 	2 ; x) = Ln,q 	(fa; x) — 2xLnq ' (fi; x) + x  
It follows from Lemma 4.2.1 and 4.2.2 that 
L(f2;x) — f2(x) >_ 2x2(42) — 1)2. 	 (4.2.7) 
From (4.2.6) and (4.2.7), we get 
(2) 
I Ln`q,'"(2, (f2; x) 1< 2x2(1 — (u2)) + x n 
4.3 A-statistical approximation 
We know that C[a, b] is a Banach space with norm 
I.f IIC[R,b] = sup I f (x)I, f E Cja, b]. 
*E[a,b] 
For typographical convenience, we will write II.II in place of Il.JIc(a,b] if no confu-
sion arises. 
Theorem 4.3.1. Let A = (a3n ) be a non-negative regular summability matrix. Then 
StA — lim un2) = 1, 	 (4.3.1) n 
if and only if, for all f E C[O, 1] 
	
StA — l im II La~ (f) — f II = 0. 	 (4.3.2) 
Proof. Suppose that (4.3.2) holds for all f E C[0, 11. Then we have 
StA — lim II Ln(q~° 2~ (It) — fi II = 0, 	 (4.3.3) 
since fl C C[0, 1]. By Lemma (4.2.2) , we have 
]ILn(1) u(2)(fi) — fill = 1— 	 . 	 (4.3.4) 
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I 
By (4.3.3) and (4.3.4), we immediately get 
stA — Jim un~} = 1 n 
Conversely, suppose that (4.3.1) holds. Then from Lemma 4.2.1 , we have 
Jim 11 Dn,g' (2 (f o) -- Jo fJ = 0. Hence n 
	
St A -urn JJL '"{2~ (fo) — foil = 0, (fo(x) = 1) 	(4.3.5) 
Also from Lemma 4.2.2, it follows that 
~~Ln,q ' 2' (fi) — fill =1— i42) 
Therefore by using (4.3.1), we get 
StA — 1im-11Ln`Q'(fi) —fill _ 0, (.fi(x) = x). 	(4.3.6) 
Now we claim that 
stA —1 m `f Ln,q'"~2~ (A) — f211 = 4, (f2(x) = x2). 	(4.3.7) 
By Lemma 4.2.3, we have 
(2) 
J~ Ln,q}' u (f2) — f211 <_ 2(1— i42) ) +n 	 (4.3.8) 
Now, for a given c > 0, we define the following sets: 
D = {n : J+LmIq' 2 (f2) — f211 > e}, 
D1={n: 1—u.2) > 4}, — 
u(2) 
D2 ={n:—>-1. n 2 
From (4.3.8), it is easy to see that D C Dl U D2. Then, for each j E N, we get 
Edjn < E ajn + 	ajn. 	(4.3.9) 
nED 	nED, 	nED2 
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Using (4.3.3), we get 
StA -- lim(1- u )) = 0, 
n 
and 
~ l StA -lim—=0. 
n n 
Now using the above facts and taking the limit as j -+ co in (4.3.9), we conclude that 
limajn =0, 
3 nED 
which gives (4.3.7). Now, combining (4.3.5)-(4.3.7), and using the statistical version 
of Korovkin approximation theorem (see Gadjiv and Orhan [[28], Theorem 1]), we 
get the desired result. 
This completes the proof of the theorem. 
In a similar manner, we can extend Theorem 1 to the r-dimensional case for the 
operators Lu,{l) '"',utr) (f ; x) given by (4.2.4) as follows. 
Theorem 4.3.2. Let A = (a,,,) be a non-negative regular summability matrix. Then 
StA - lim u4'') = 1, 
n 
if and only if, for all f E C[0, 1] 
StA - lim~I Ln,' " 2),...,u(r) (f) - f 1 ] = 0. n 
Remark 4.3.1. If, in Theorem x.3.2 , we replace A = (aan) by the identity matrix, 
we immediately get the following theorem which is a classical case of Theorem 4.3.2. 
Theorem 4.3.3. lizn u,, = 1, if and only if, for all f E CEO, 1], the sequence n 
L; ~Q} '' (f) is uniformly convergent to f on [0, 1] . 
Finally, we display an example which satisfies all hypotheses of Theorem 4.3.2 , 
but not of Theorem 4.3.3. Therefore this indicates that our A-statistical approxima-
tion in Theorem 4.3.2 is stronger than its classical case. 
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Take A = CI = (can), the Cesaro matrix of order I and 
u(j) = (u[~) )n.EN (3 = 1, ..., r -- 1) 
be sequences of real numbers defined by 
	
(a) = 1 	if n, = Ta , (m E N); u 	3 (4.3.10) 
otherwise. na+1 
We then observe that 
0<uW ) <1 (n Cl1) 
and also that 
stA — lim u~) = 1 n 
Therefore, by Theorem 4.3.2 , we have that for all f E C[O,1] 
StA — hni II Ln,Q ...,u{') (.) — f SS = 0. 
However, since the sequence u) defined by (4.3.10) is non-convergent, Theorem 
4.3.3 does not hold in this case. 
4.4 Rate of A-statistical convergence 
In this section, we compute the rates of A-statistical convergence of our sequence 
of positive linear operators in Theorem 4.3.2 by means of the modulus of continuity 
and the elements of Lipschitz class. Let f E C[O, 1]. The modulus of continuity of f 
denoted by w(f, 5) is defined by 
w(f, 5) = 	sup 	I f(3►) — f (x) . 
1 y—a1 <6;x,8E[O,1] 
It is well known that the modulus of continuity of the function f E C[0, 11 provides the 
maximum oscillation of f in any interval of length not exceeding e > 0. A necessary 
and sufficient condition for a function f E C[0,1] is that 
Jim es(f,8)=0.  
1 
FL 
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It is also well known that, for any S > 0 and for each x, y E [0, 1], 
f(Y) — f(z) 1_< . Y b X I + 1) 111(1, 5). 	 (4.4.1) 
Now we prove the following result. 
Theorem 4.4.1. For each n E N and for all f E C[0,1.}, 
II 	(f) — f [I <— 2w(f, S,), 	 (4.4.2) 
where (T) 
Sn = { ` + 4(1 _t4 ))} 	 (4.4.3) 
n 
Proof. Let f E C[0, 1] and let x E [0, 1] be fixed. By linearity and monotonocity 
of L'u(r) (f ; x), and using (4.4.1), we have 
Ln,q ,u~r) (.f ; x) — .f (x) I <_ 	(I f (y) — f (x) I; x) 
<,~(f
S) Lu(Y),...,u(r) / I 	— X I + 1; x) ' 	n,4 	t 
= w(f, 5){1 + (L.,q (O; x))Z}, 
for any 5>0. 
Frthermore, by the Cauchy-Schwartz inequality for positive linear operators, we 
have 
Ln~q), ~' (f ; x) — f (~) I < w (f, S) { 1 + a 
(Lnc4),uc2)...
'ucr) (~; X)) } (fi — (y) = ( — x)2). 
(4.4.4) 
Since 
(O; x) = Lu('),...,u(r) (12; x) — 2zLn~1),...,u(r) (fl; x) + x2 
I Lu(1),.",u(r) 
(f2; x) _' f2 (x) I +2x I Ln(4),...,u(*) (f1; x) -- fi (z) J, 
which, by using Lemmas 4.2.2 and 4.2.3, gives 
x) C 222(1 —i4 )) + 	+ 2x2(1 _ _	 11 
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 Now, combining the last inequality with (4.4.4), we get 
LU.cg3,uc2i...,u~r~ 
(f; x) — .f (x) I<— w(f, 8) 1 + J (x n) +452(1  
which implies that 
L~q, ,u~'~ (f) — f I< w(f, S) 1 + ( , + 4(1 -- u 	z (4.4.5) 
If we choose d = Jn where J,, is given as in (4.4.3), then the assertion (4.4.2) of The-
orem 4.4.1 follows immedietly from (4.4.5). 
• We now turn to our investigation of the rate of convergence of the positive linear 
operators L.l,Q~~' "','~ (f; x) given by (4.2.6) by means of elements of Lipschitz class 
LipM (a) (0 < a < 1). Recall that a function f E C[0,1] belongs to the Lipschitz 
class LipM(a) (0 < c < 1) if the following inequality holds: 
jf(y) --f(x) j~MI J — xj' (x,yE [0,1]). 
	(4.4.6) 
Theorem 4.4.2. For each n E N and for all f E LipM(a), 
I 	71,q (4.4.7) 
where d is same as in Theorem ..4.1. 
Proof. 
I Ln,q~, ,u~r~ (f, x) --- f (x) I < L.,u(r) (i f (y) — f(x) i, x) 
< ML 	..,ufr) (J y — ' l"• x). > 
Now, by applying Holder's inequality for p = and q = ~?a , we get 
I Lnc'a...,uc' (f; x) — f(s) I 	Mf Ln~...,~(r) (01 x)}. 
Since 
Ln,4 	+4x2(1— Ii 
(4.4.8) 
44 
from (4.4.8) we get that 
Lu(q),...,u() (f } x) — J (x) 1 M 
I 
 x ~) +4x2(1 — 
which immedietly implies that 
u( .. t1(r) 	 2XV 
FI LU.q 	(.f) — f f1 ~ M 	+ 4x2(I — u )) 	 (4.4.9) 
If we take 8m as in (4.4.3), then the assertion (4.4.7) follows immediately. 
4.5 Concluding remark 
Remark 4.5.1. For a non negative summability matrix A = (a?n), if we take StA — 
Iirnu = 1 then StA — lirn Jn = 0. It also implies that StA -- lim w (f , 6) = 0, (f E 
n 	 n 	 n 
C[0, 1]). Thus clearly Theorems 4.4.1 and 4.4.2 give us the rate of A-statistical con- 
vergence in Theorem 4.3.2. If we take the matrix A = I, the identity matrix, then we 
get the corresponding rates of ordinary convergence. 
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Chapter 5 
Generalized Equi-Statistical Convergence of 
Positive Linear Operators and Associated 
Approximation Theorems 
5.1 Introduction 
The concept of equi-statistical convergence, statistical pointwise convergence and sta-
tistical uniform convergence for sequences of functions were introduced by Balcerzak 
et al. [12] and was subsequently applied for deriving approximation theorems in 
[1] and ([31]-[33]) (see also the closely-related recent works [10], [22] and [51]). In 
this chapter, we introduce the concept of )-equi-statistical convergence, A-statistical 
pointwise convergence and A-statistical uniform convergence for a sequence of real-
valued functions and show that the A-equi-statistical convergence lies between the 
A-statistical pointwise and the A-statistical uniform convergence. Inclusion relation 
between equi-statistical and A-equi-statistical convergence is established and it is 
proved that, under some conditions, the A-equi-statistical convergence and the equi-
statistical convergence are equivalent to each other. We apply our new notion of 
A-equi-statistical convergence to prove a Korovkin type approximation theorem. We 
also prove a Voronovskaja type approximation theorem via A-equi-statistical conver-
gence. Finally, we study the rate of A-equi-statistical convergence of a sequence of 
positive linear operators defined on C(X) (cf. [60]) and Some interesting examples 
are also displayed here in support of our definitions and results. 
The contents of this chapter have been published in Mathematical  and Computer Modelling, 55 
(2012), 2040-2051. 
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5.2 \-Equi-statistical convergence 
We define the following concepts by using A-statistical convergence. Let f and fn 
(n E N) be real-valued functions defined on a subset X of the set N of positive 
integers. 
Definition 5.2.1. A sequence (fn ) of real-valued functions is said to be A-equi-
statistically convergent to f on X if, for every E > 0, the sequence (Sn(e, x)) fEN 
of real-valued functions converges uniformly to the zero function on X, that is, if, for 
every e > 0, we have 
iM  ISn(e,x)IIc(x) = 0, 
where 
S"(6, x) = 	f {k : k E I,, and I fk(x) -. f (x) I ? E} I = 0 
and C(X) denotes the space of all continuous functions on X. In this case, we write 
fn " f (A-equi-stat). 
Definition 5.2.2. A sequence (fn ) is said to be A-statistically pointwise convergent 
to f on X if, for every e > 0 and for each x E X, we have 
lim 	l {1~ : k E In and I f(x) — f (x) I>_ E} f =0. 
n-too ~n 
In this case, we write 
fn —} f (A-stat). 
Definition 5.2.3. A sequence (fn ) is said to be A-statistically uniform convergent to 
f on X if for every e > 0, we have 
iim Ifk:kEln and jIfk—f1IC(x) ~E}I=0. 
In this case, we write 
fn 	 f (A-stat). 
Definition 5.2.4. (see [31]). A sequence (f,) of real-valued functions is said to be 
equi-statistically convergent to f on X if, for every e > 0, the sequence  
of real-valued functions converges uniformly to the zero function on X, that is, if for 
every e > 0 we have 
rnIJPf,E(z)Ilc(x) = 0, 
where 
Pn,E(x) =  l{k : k<— n and ` Jfk(x) — f (x)I > E}f = 0. 
In this case, we write 
f7z - f (equi-stat) . 
The following implications of the above definitions and concepts are trivial. 
Lemma 5.2.1. Each of the following implications holds true: 
f„4 f (A-stat) = f, 	f (A-equi-stat) == f „ -~ f (A-stat). 
Pu-theuaore, in general, the reverse implications do not hold true. 
Example 5.2.1. Let A = (A,) be a sequence as described above and consider the 
sequence of continuous functions f r : [0, 1] -+ R (r E ' N), defined as follows: 
(r+1)2/x — r+1) (x+r+l~ 
fr(x) _ 	x2 + 1 	(x E [0, + TJ) 	(5.2.1) 
0 	 (otherwise). 
Then, for every e > 0, we have 
and J f r (a) I >_ E} I 
1 < 	-4 0 	(n —* oo) 
uniformly in x. This implies that 
fr ^--i 0 (A-equi-stat). 
But, since 
sup J fr (x) J = 1 	(r E N), 
xE [0,11 
we conclude that the following condition: 
	
fr 	o (A-stat) 
does not hold true. 
Example 5.2.2. Let An = [.J and consider the sequence of continuous functions 
fr : [0, 1] -4 l 	(f,(x) = V r (TEN)). 
If f is the pointwise limit of f,. (in the ordinary sense), then 
fr - f (A-stat), 
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but the condition: 
fr f f (equi-stat). 
does not hold true. Let us take e = 2. Then, for all n E N, there exists r> N such 
that 
mE [n—[A,a]+1,n] 	and 	xE ( çIi 1  
so that 
If (X)I = IX'I 
 
Lemma 5.2.2. Let S and Sa be the sets of all equi-statistically convergent and A-
equi-statistically convergent sequences, respectively. Then 
SCSa 	lirninfA,, >0. 	 (5.2.2) M-+oo n 
Proof. For a given e > 0, we have 
{k:kSn and 1fk. —fj_>e}D{k:kEI„ and 'fk—fL>c}. 
We, therefore, find that 
and Sfk — fI c1l nJ{k:kEI„ and I.fk—f{?e}( 
> n ~'{k:k<n - and - +fk—fI ~e}', 
which, upon proceeding to the limit as n -+ oo and using the fact that 
lim inf An > 0, n-+OQ n 
shows that ,S C ,Sa. 
Conversely, we suppose that 
lim inf In = 0. 
n-- co n 
As in [49], we can choose a subsequence (n(j)) 1 such that 
ARLj) < 1 	(j E N). 
n(j) - j 
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Define a sequence f;(x) by 
1 
	
(iEIn(j) (iEN)) 
f(  x)=  
0 
	
(otherwise). 
Then this sequence is equi-statistically convergent to 0, but x Sa. Hence the con-
dition (5.2.2) is necessary. 
This evidently completes the proof of the theorem. 
Remark 5.2.1. Obviously, since 
we have 
5.3 Korovkin type approximation theorem 
In this section, we extend the result of Karakus et al. [31] by using the notion of 
A-equi-statistical convergence. 
Theorem 5.3.1. Let X be a compact subset of the set l of real numbers. Also let 
{L„} be a sequence of positive linear operators from C(X) into itself. Then, for all 
f E C(X), 
L(f) - f (A-equi-scat) on X 
L(  e) " ei (A-equi-stet) on X, 	 (5.3.1) 
with 
e(  x) =x 	(i = 0,1, 2). 	 (5.3.2) 
Proof. Since each e, e C(X) (i = 0, 1, 2), the forward implication in (5.3.1) 
is obvious. In order to complete the proof of the assertion (5.3.1) of Theorem 5.3.1, 
we first assume that the second member of implication in (5.3.1) holds true. Let 
f E C(X) and x E X be fixed. By the continuity of f at the point x, we may write 
that, for every c > 0, there exists a number S > 0 such that 
If(y) — f(z)I = Ji(y) — f (2)1xxo(y) + If(Y) — f(~)IxXrXatY>> 
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T 
aaaann 
0-E 
(E 	 ) (x)._ ( `ta)u7l 	S +9 > I(z)f — (x `f)u7I 
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`1(x)99 -- (x ` •za) 	z~ + I(n)to — (x `ta)u71 zq + 
ITVZ 	 XNP 
(x)°a— (X•Qa)u-ll ( 	
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xUIc+x`p--T)=Ix 
Hence we have 
lI7pn(. r) jf c(x)  2 11 	 (5.3.4) 
n 	— 	n :—a 
Now, using the above assumption about the second member of the implication in 
	
(5.3.1) and Definition (5.2.1), the right-hand side of (5.4.4) is seen to tend to zero as 	- 
n —~ oo. Consequently, we get 
lim jj0.(-, r)jjc(x) = 0 	(r>0), 
n-+oo 	An 
that is, the backward implication in the assertion (5.3.1) holds true. 
This completes the proof of Theorem. 
Example 5.3.1. Let X = [0,1] and consider the operator x(1 + xD) (D = ), 
which was used by (for example) Al-Sala7n [4] (see also a more recent investigation by 
Viskov and Srivastava [72, p. 9, Equation (53)]). Here we use this operator over the 
classical Bernstein polynomials B„(f ; x) on C[0, 1] and introduce the following family 
of linear operators on C[0, 1] 
QT(f; x) = [1 + fn(x)]x(1 + xD)B,,(f; x) 	 (5.3.5) 
(x E [0,1]; f e C[0, 1]; D = d), 
where { f f(x)} is a sequence of functions. Then we have 
= [1 + fn(x)]x(1 + xD)eo(x) = [1 + fn(x)]x, 
O (el; x) = [1 + f„(x)]x(1 + xD)el(x) 
= [1 + fn(x)]el(x)[1 + ei(x)] 
and 
0 (e2; x) = [1 + f n(x)]x(1 + xD) {e2(x) + x(1 — X) }  n.	}} 
= [1+ f~(x)] f ez(x) (2— 3
) ) 
}.  
Since 
— f = 0 (7-equi-stat) 
on [0,1] for f h defined by (5.2.1), we conclude that 
0(ei) -.-+ (ei) (A-equi stat) 
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on [0, 1] for each i = 0, 1, 2. Therefore, by Theorem 5.3.1, we see that 
0.(f) — (f) (A-equi-stat) 
on [0, 1] for all f E C[0, 1]. However, since f , is not statistically uniformly convergent 
to the function f = 0 on [0, 1], we conclude that Theorem 2.1 of the earlier work 131] 
does not work for the operators defined by (5.3.5). Furthermore, since f„ is not 
uniformly convergent (in the ordinary sense) to the function f = 0 on [0, 1], the 
classical theorem also does not work here. 
Remark 5.3.1. In connection with the operatorx(1+zD) (D = ) used in (5.3.5), 
it may be of interest to observe that such much more general families of operators as 
the two-parameter operator ex;,.,v defined by 
Ox;x.n = x"(rD + 71) 	(D = d " 	 (5.3.6) 
has appeared in the literature rather extensively (see, for details, [67, p. 447, Problem 
16]; see also the recent works (151, [66] and [72J). 
5.4 A Voronovskaja type theorem 
In this section, we will show that the positive linear operators O,~ defined by (5.3.5) 
satisfy a Voronovskaja type property in the A -equi-statistical sense. We first prove 
the following lemma. 
Lemma 5.4.1. Let x E [0, 1] and çb(y) = y — x. Then 
n'O(q54 ) " 3e2e1(e2 — 8e1 + 6c0) (A-equi-stat) on [0, 11. 
Proof. Using (5.3.5), a simple calculation shows that 
n29,1(c 4; x) _ [1 + fn(x)]x(1 + xD) {3x4 — 6x3 + 3x2 + 
( _6x4  + 12x3 — 7x2 + x) 
Thus we get 
f n2e,(~4; x) — 3e2(x)el(x).[e2(x) —8e1(x) + 6eo(x)]+ 
~ 57 fT(x) + 101[1 + f,~(x)] 	( x E [0, 1]). 	(5.4.1) _ 	 n 
By (5.2.1), we have 
101[1+ f,(x)] 57f(x) + 	 0 (.1 -equi-stat) 	(5.4.2) n 
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on [0, 1]. Now, combining (5.4.1) and (5.4.1), we get 
	
'~~~i: , r•'TI ~,~f1j~1~'i54~ 
n29( 4) " 3e2e1(e2 -- 8e1 + 6e0) (A-equi-stat) 
on [0,1]. 
This completes the proof of Lemma. 
We establish the following Voronovskaja type result for the operators 9n given 
by (5.3.5). 
Theorem 5.4.1. For every f E C[0, 1] such that f', f" E C[0,1], 
n{6n f - 	e1(1 2 2e2) f,r (.1-equi-stilt) 
on [0,1]. 
Proof. Suppose that f, f', f" E C[O, 1] and that x E [0, 1]. Define 
10 
.f (y) — .f (x) — (y — x)f'(x) — a (y — x)2f,,(x) 	(y x) 
()2 
Then 
ex(x) = 0 and 	E C[0, 11. 
Hence, by Taylor's theorem, we get 
2 
f (y) = f(r) + (y - x) f'(x) + (yx) 2 f"(x) + (y - x)2E (y) 
Now, operating O, given by (5.3.5) upon both sides of the above equation, we find 
that 
„ x 
0,(J i x) — f(x) ' f (x)f.(x) + f '(x)On,(O; x) + ! rZ On(~2; x) + on( 26x; x) 
= f(x)f(x)  + [1 + fT(x)]' u2x) x(1 + xD) {x(1
_ 
n x) } + 8n(~2~z; x), 
which yields 
— f(x)1 — el(x)[1 2 2e2(x)] f ,i(x)f < Mnf,,(x) +n 10,(02ex; x)I, (5.4.3) 
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where 
0(y) = y — x and M = II f iIc[o,11 +-Ilf"IIc[o,i]. 
By applying the familiar Cauchy-Schwarz inequality for the second term on the right-
hand side of (5.4.3), we obtain 
n f Bn( 2 xi x) I C [n2O (cb4i x)] Z [o (e2; x)]z. 	(5.4.4) 
Putting 
n.(y) = 
we observe that 
= 0 and i (•) C C[0, 1]. 
It follows from Theorem 5.3.1 that 
0 (\-equi-stat) on [0,1]. 	 (5.4.5) 
Now, from (5.4.4) and (5.4.5), and by Lemma 5.4.1, we have 
B(c2e~; x) — 0 (A-equi-stat) on [0,1]. 	 (5.4.6) 
For a given e > 0, we define 
= 	and [k(Ok(f; x) — 1(x)) — 
el(x)[1 Z 2e2(x)] frr (x)I 
11~ (x, e) _ {k: k E .I„ and f kfn(x)[ > 2M 
and 
"~ E f 
Sw2,n(x, 6) _ {k : k E In and I kG„(02 x; x)[ ~ 
Then it follows from (5.4.3) that 
b1,(  a, E) 	Y'2,~e (X, E) + , 
which yields 
III-(- C)IIC[O,1) 
<7L
)IIc[o,i] + II''2,n(, c)lc[o,i] 	(5.4.7) 
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Also, by the definition of f,, we obtain 
n fn " f = 0 (A-equi-stat) on [0, 1]. 	 (5.4.8) 
Now, by (5.4.6) and (5.4.8), the right-hand side of (5.4.7) is seen to tend to zero as 
n oo. Therefore, we have 
lira 1104, E)11C[o,l] _ 0. 
,Zion 	An 
This completes the proof of 5.4.1. 
Remark 5.4.1. Since the function sequence { f,} given by (5.2.1) is not uniformly 
convergent to the function f = 0 on the interval [0, 1], we observe that our operator 
9, defined by (5.a.5) does not satisfy Voronovskaja type property in the usual sense. 
5.5 Rate of the A-equi-statistical convergence 
In this section, we study the rate of the A-equi-statistical convergence of a sequence 
of positive linear operators defined on C(X). We begin by presenting the following 
definition. 
Definition 5.5.1. Let (an) be a positive non-increasing sequence. A sequence (f„) is 
equi-statistically convergent to a function f with the rate o(a) if, for every e> 0, 
x,E 
lim A" 	0 T—oo an 
uniformly with respect to x E X or, equivalently, if (for every e> 0), 
lim 
 
IA(, E)jjo(x) =0, n—>oo . 	an 
where 
An (x,E)= 1 Ifk:]CE In and lfk(x) — f(x)I ~e}I. 
In this case, it is denoted as follows: 
fn — f = o(a,,) (A-equi-stat) on X. 
We now prove the following basic lemma. 
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which evidently completes the proof of the statement (i) of Lemma 5.5.1. The proofs 
of the statements (ii), (ii!) and (iv) of Lemma 5.5.1 can also be given along the same 
or similar lines. 
We now state and prove the following result. 
Theorem 5.5.1. Let X be a compact subset of the real numbers. Also let L be a 
sequence of positive linear operators acting from C(X) into itself. Assume that each 
of the following conditions holds true: 
(a) L(eo ) -- (eo) = o(a) (A-equi-stat) on X; 
(b) w(f, 5) = o(b) (A-equi-stat) on X, where 
Ln(q52 ,x) and 0(y) = y — x. 
Then, for all f E C(X), the following statement holds true: 
L(f) -- f = o(c1 ) ()-egvi-stat) on X, 	 (5.5.3) 
where 
c„ = max{a , b}. 
Proof. Let f E C(X) and x E X. Then it is well known that 
JLn(f; x) — .f (x)I ~ MJL,.(eo; x) — eo(x)f + (L,,(eo; x) + \/L(eo; x))w(f, Jn), 
where 
M = If I JC(X) 
This shows that 
JL.(f; x) — .f (x) l ~ M (Ln.(eo; x) — eo(x)I + 2w(f, b~) 
+ w(f, 8) IL.(eo; x) ` _. eo(x) l + w(f, on) 1'IL .(eo; x) — eo(x)I. 
Now, by using the conditions (a) and (b) of Theorem 5.5.1, in conjunction with 
Lemma 5.5.1, in the above inequality, we arrive at the statement (5.5.3) of Theorem 
5.5.1. 
This completes the proof of Theorem. 
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5.6 Concluding remarks and observations 
In this concluding section of our investigation, we present several remarks and obser-
vations concerning the results which we have proved here. 
Remark 5.6.1. Let (f r )rE N be the sequence of functions given by (5.2.1). Then, since 
Jr 	0 (A-equi-stat), 
we conclude that 
O'(ei) " e,; (A-equi-stat) 	(i = 0, 1, 2). 	(5.6.1) 
Therefore, by Theorem 5.3.1, we can see that 
0,,,(f, x) - f (A-equi-stat) 	 (5.6.2) 
on [0, 1] for all f E [0, 11. However, since f,. is not uniformly h-equi-statistically con-
vergent and not uniformly convergent (in the ordinary sense) to the function f = 0, 
the classical Korovkin theorem does not work for the operators defined by (5.3.5). 
Consequently, Theorerh 5.3.1 is a non-trivial extension of the classical Korovlcin The-
ore7n. 
Remark 5.6.2. Let (f r.) fEN be the sequence of functions given" by (5.2.2) with X 
[0, 1] and let A,, _ [/]. Since 
fr — 0 (A-equi-stat), 
we have (5.6.1). By applying (5.6.1) and Theorem 5.3.1, we have (5.6.2). But, since 
Jr does not converge to f = 0 (equi-stat), Theorem 2.1 of Karakus et at. X31] does 
not work. Therefore, Theorem 5.3.1 is also a non-trivial extension of Theorem 2.1 of 
Karakul et al. 
Remark 5.6.3. Suppose that ude replace the conditions (a) and (b) in Theorem 5.5.1 
by the following condition: 
Ln (ei) — ea = o(a,,+ ,) (A-equi-scat) on X 	(i = 0,1, 2). 	(5.6.3) 
Then, since 
LT~(02; x) = L~(e2, x) — 2zLtt(el; x) + x2Lve(eo; x), 
we may write 
2 
L( 2; x) ~ KE I(L~.(ei;x) — e(x)t, 	 (5.6.4) 
i=0 
where 
K =1 + 211e1 t a(x) + 11e2DC(X). 
Now it follows from (5.6.3), (5.6.4) and Lemma 5.5..1 that 
En = L„(ct2) = o(d,,) (A-equi-stat) on X, 	(5.6.5) 
where 
do =  max {a 0,anl,an2}. 
Hence 
w(f,bn ) = o(d) (A-equi-stat) on X. 
Using (5.6.5) in Theorem 5.5.1, we can thus see that, for all 
f. E C(X), L(f) — f = o(d„) (A-equi-stat) on X. 	(5.6.6) 
Therefore, if we use the condition (5.6.3) in Theorem 5.5.1 instead of the conditions 
(a) and (b), then we obtain the rates of A-equi-statistical convergence of the sequence 
of positive linear operators in Theorem 5.3.1. 
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Chapter 6 
Approximation for Periodic Functions via 
Weighted Statistical 
Convergence 
6.1 Introduction 
In this chapter, we use the notion of weighted statistical convergence to prove the 
Korovkin approximation theorem for the functions 1, cos and sin in the space of all 
continuous 21r-periodic functions on the real line and show that our result is stronger. 
We also study the rate of weighted statistical convergence. 
Recently, Karakaya and Chishti [30] has defined the concept of weighted statistial 
convergence which was further modified/ corrected in [54]. 
Let p = (pk)k_o be a sequence of non-negative numbers such that Po > 0 and 
" 	-400asn-*oo.Sett = 1> 	x n=0 1 2 Pn = ~k=Q ~k 	 n — pn Lk=o Pk k, 	0, > > ... . 
We define the weighted density of K by 5(K) - limp n IK„[ if the limit exists. We 
say that the sequence x = (xk) is weighted statistically convergent (or SN-convergent) 
to L if for every e > 0, the set {k E N : pk [xk - Lf ~ e} has weighted density zero, i.e. 
li
n
m -J{k<P, :pklxk-LI >e}[=0. 
In this case, we write L = SN-lim x. 
Let x = (xk) be a sequence defined by 
	
v ifk=n2 , nEN, 	
6.1.1 k = 	 ( 	) 
0 if k O n2. 
That is (xk ) = (1, 0, 0, 2, 0, 0, 0, 0,'3, 0, ..., 0, 4, 0, 0, ...) . Let pk = k. Then pk xk = 
The contents of this chapter have been published in Applied Mathematics and Computation, 
219 (2013), 8231-8236. 
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(1, 0, 0, 8, 0, 0, 0, 0, 27, 0, ..., 0, 64, 0, 0, ...) . Since 
lim p I{k<P :pk1XI -01>E}l=0<limP~ Pn -40, n -. 	— 
(xi) is weighted statistical convergent to 0 but not convergent. 
In this chapter, we prove Korovkin second theorem by applying the. notion of 
weighted statistical convergence. We also give an example to justify that our result 
is stronger than Theorem 1.5.2. 
6.2 Main result 
We write L,(f; x) for L,(f (s); z); and we say that L is a positive operator if 
L(f;x) >Oforall f(x)>0. 
Theorem 6.2.1. Let (Tk) be a sequence of positive linear operators from C2„(J,) into 
C2,1.(JR). Then for all f E C2„(lR) 
SR- iim JTk(f; x) ' .f (X)  	0 (6.2.1) 2ir 
if and only if 
SR k ma„Tk(1; x) —1~J == 0, 	 (6.2.2) 
! 27r 
SN-u rnf [Tk(cos t; x) — cos x 	=0, 	 (6.2.3) 
II 	 Ilz~ 
SN  km f~Tk(sint; x) —sinx = 0. 	 (6.2.4) I 	 2ir 
Proof. Since each fl, f2 , f3 belongs to C2.(JR), conditions (6.2.2)—(6.2.4) follow 
immediately from (6.2.1). Let the conditions (6.2.2)—(6.2.4) hold and f E C2,,.(IR). 
Let I be a closed subinterval of length 27r of 1R. Fix x E I. By the continuity of f at 
x, it follows that for given e > 0 there is a number d > 0 such that for all t 
If (t) — f (X)l <c, 	 (6.2.5) 
whenever it — xJ <. Since f is bounded, it follows that 
f (t) - f(x)1 5 II f 112x, 	 (6.2.6) 
for all t E IR. For all t E (x — b, 2ir + x -- b], it is well-known that 
If(t)  — f(x)1 < s + 2 U 21I2~ (t) 	 (6.2.7) sin 2 
where i (t) = sin2 (). Since the function f E C2, (R) is 21r-periodic, the inequality 
(6.2.7) holds fort E R. 
Now, operating Tk(1; x) to this inequality, we obtain 
1 Tk(.f; x) -- f (x) I<_ (e+ 1 f (x)1) I Tk(1; x) — I 1 +E + 11.f 211 1r {I Tk(1; x) —  Sin 
+ I cosx 11 Tk(cos t; x) — cos x I + f sin x I1 Tk(sin t; x) — sin x 1} 
<_ e+(--+ 1 f(z) 1 +11.2112 ){1 T(1; x)-1 + 1 Tk (cost; x)—cosx I + I Tk(sint; x)—sinx I} 
sin 2 
(6.2.8) 
Now, taking supxE j, we get 
I
ITk(f; c) — 
< + K [ IITk (1; x) —1II2~+11Tk(cos t; x) — cos x 2 +11Tk(sin t; x) — sin xj12~) , 
where K = sup.E j{e+ ~l f 112,E + f 2~" }. Hence ssn 2 
I1Tk(f;X)pk — f(x)1100 
< E + K ( Tk(1; x)Pk — I112r+11Tk(cos t; x)Pk — cosx +Tk(siu t; x)pk — Sin x 1127) 
(6.2.9) 
For a given r> 0 choose E' > 0 such that e' <r . Define the following sets 
D = {k < n: 1 FTk (f ; x)Pk — f ( x ) I I2n 
- 
D1 ={k<n: IITk(l;x)pk-1112,,? fi4K }, 
D2 = {k <n:  I'Tk(cos t; x)pk — cas x112ir > 
_ r 
D3 = {k < n: I ITk (sin t; x)pk — sin x1J 2, > r4K }. 
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Then 
DCD1UD2 UD3, 
and so 
JR(D) C ö(D1 ) + 8(D2) + o (D3). 
Therefore, using conditions (6.2.2), (6.2.3) and (6.2.4), we get 
SR-lir IIT.(f, x) - f (x)I I2-, = 0. n 
This completes the proof of the theorem. 
6.3 Rate of weighted statistical convergence 
In this section, we study the rate of weighted statistical convergence of a sequence of 
positive linear operators defined from C2,(R) into C2f (R). 
Definition 6.3.1. Let (a,,) be a positive non-increasing sequence. We say that the 
sequence x = ( xk) is weighted statistically convergent to the number L with the rate 
o(a) if for every e > 0, 
1  Jin a 1
•I
{k<Pn:pklxk - LI >e}l =0. 
In this case, we write Xk - L = SN-o(a„). 
As usual we have the following auxiliary result whose Proof is standard. 
Lemma 6.3.1. Let (an ) and (bn ) be two positive non-increasing sequences. Let x = 
(xk) and y = (yk) be two sequences such that Xk - L1 = SN-o(a) and yk -- L2 = SN-
o(b7 ,). Then 
(i) a(xk - L1) = SR-o(an ), for any scalar a, 
( 2i) (xk - L1) ± (yk - L2 ) =  
(iii) (xk — L1)(yk — L2) = SRV-o(arabn), 
where c a = max{an , bn}. 
Now, we recall the notion of modulus of continuity. The modulus of continuity 
of f E C21r (IR), denoted by w(f, b) is defined by 
w(f, 5) = sup If (s) - f (y) 
ix—y1<a 
It is well known that 
If(x) — f (y)i < w(f, 8)(__—_ +1).   y 1  	 (6.3.1) 
Then we have the following result. 
Theorem 6.3.1. Let (Tk ) be a sequence of positive linear operators from C2 . OR) into 
C2,s (Il ). Suppose that 
(i)11Tk(1; x) -- 1ll2,x = SN = o(a,► ), 
(ii) w(f, Ak) = SN — o(b~), where )~k = Tk(co ;x) and cpx(y) = sin2(-). 
Then for all f E C2n(Il ), we have 
JITk(f; x) - f(x)J12r = SN - O(C.), 
where c„ = max{a, b„}. 
Proof. Let f E C2,r (Jl) and x E [—ir,7r]. Using (6.3.1), we have 
ITk(.f; x) -- f (x)J < Tk(I f(y) - f(x)1; x)+ If(s ) II Tk(1; x) -ii 
<Tk(I xs 1 +1;x)W(f,8 )+ If(x)11Tk(1;x)-I I 
< Tk (1 + a2 sine ( Y 5 ); x)w(f, b)+ 1 f(s) II Tk(1; x) -1 1 
< (Tk(1; x) + S2 Tk(y ; x))w(f, 8)+ 1 f(s) 11 T(1; x) — 1 . 
Put b = Ak = T (((pX ; x). Hence we get 
JITk(f;x)-f(x)Il2 	I1  II2r IITk(1;x)-1112,,+(z+ir2)w(f,Ak)+ w(f ,Ak)I1Tk(1;x)-111a,r 
< K{1lTk(1; x) -1112,, +W(f, Ak) +W(f, )tk)IJTk(1; s) -11121}, 
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where K = max{II f 112n,1 + ir2}. Hence 
1I Tk(f; z)pk — f (x)112,, 
C K IlTk(1; x)pk — 1112. + W(f, )k)pk + w(f , Ak)PkllTk(1, z)Pk — 1112,,}. 
Now, using Definition 6.3.1 and Conditions (i) and (ii), we get the desired result. 
This completes the proof of the theorem. 
6.4 Example and the concluding remark 
Finally, we construct an example of a sequence of positive linear operators satisfying 
the conditions of Theorem 6.2.1 but does not satisfy the conditions of Theorem 1.5.2. 
For any n E N, denote by S(f) the n-th partial sum of the Fourier series of f, 
i.e. 
SS(f)(x) = 2ao(f)+~ak(f)coskx+bk(f)sinkx. 
k=1 
For any n E N, write 
1 F(f) — 
n+ 1 ~Sk(f)• 
k=O 
A standard calculation gives that for every t E R 
1 7r 	1 	 sin((2k+l)(x —t)/2)
dt 
	
F(f,  , x) = 2~ f"f(t)n+ IE 	sin((x — t)/2) 
1 f f (t) 1 	
sin2((n + 1) (x — t)/2) 
dt 
2ir , n+1  k_o 	sin2((x -- t)/2) 
1 
= 2~ 	f (t)çon(x — t)dt, 
where 
sine n+1 x—t) 2) 
~~(xl = 	(n+1)sin ((z—t)/2) 
l 1 	n + 1 
if x is not a multiple of 27r, 
if x is a multiple of tar. 
The sequence (cpn)„EN is a positive kernel which is called the Fejer kernel, and the 
corresponding operators F7L , ri > 1, are called the Fejer convolution operators. 
.: 
Note that the Theorem 1.5.2 is satisfied for the sequence (F). In fact, we have, 
for every f E C2,, (1P ), 
lim F(f) = f. 
n-400 
Let Lk : C2n(It$) -~ C2,r(IR) be defined by 
Lk(f ; x) = (1 + xk)Fk(f; x), 	 (6.4.1) 
where the sequence x = (xk) is defined by (6.1.1). Now 
L(1; x) =1, 
n 
L7, (cos t; x) + 1 cos x, 
Ln(sin t; x) = n 1 sin x. 
n 
So that we have 
SN- urn IJLn(1; x) -111 2 = 0, n-400 
SN- lim IILn(cos t; x) — COS Z+J2r = O, 
n—,.00 
SN- lim 11Ln(sin t; x) — sin x1 27. = 0, 
that is, the sequence (La) satisfies the conditions (6.2.2), (6.2.3) and (6.2.4). Hence 
by Theorem 6.2.1, we have 
SN- lim „L (f) — f Il2a — 0, Tdioo 
i.e. our theorem holds, But on the other hand, Theorem 1.5.2 does not hold for our 
operator defined by (6.4.1), since the sequence (La) is not convergent. 
Hence our Theorem 6.2.1 is stronger than that of 1.5.2. 
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Abstract. In this paper we define the modified q-Stancu-Beta operators and study the 
weighted statistical approximation by these operators with the help of the Korovkin type 
approximation theorem. We also establish the rates of statistical convergence by means of 
the modulus of continuity and the Lipschitz type maximal function. Our results show that 
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1. Introduction and preliminaries 
After the paper of Phillips [18] who generalized the classical Bernstein polynomials based 
on q-integers, many generalizations of well-known positive linear operators, based on q-
integers were introduced and studied by several authors. Recently the statistical approx-
imation properties have also been investigated for q-analogue polynomials. For instance, 
in [19] q-analogues of Bernstein—Kantorovich operators; in [10] q-Baskakov—Kantorovich 
operators; in [17] q-Szasz—Mirakjan operators; in [4] and [7] q-Bleimann, Butzer and Hahn 
operators; in [1] and [14] q-analogue of MKZ operators and in [4] q-analogue of Stancu-
Beta operators were defined and their statistical approximation properties were investigated. 
In this paper, we first introduce a new modification of the operators defined by Aral and 
Gupta [5] and study the weighted statistical approximation properties of the modified q-
Stancu-Beta operators with the help of the Korovkin type approximation theorem. We also 
estimate the rate of statistical convergence of the sequence of the operators to the function f. 
First, we recall certain notations of q-calculus as follows. Details on q-integers can be 
found in [3]. For each nonnegative integer k, the q-integer [k]q is defined by 
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2m-periodic functions on the real line. In this paper, we use the notion of weighted statis- 
tical convergence to prove the Korovkin approximation theorem for the functions 1, cos 
and sin in the space of all continuous 2s-periodic functions on the real line and show that 
our result is stronger. We also study the rate of weighted statistical convergence. 
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1. Introduction and preliminaries 
Let N be the set of all natural numbers and K c N and Kn = {k < n : k E fC}. Then the natural density of K is defined by 
5(K) = limn-' IK„I if the limit exists, where the vertical bars indicate the number of elements in the enclosed set. The se-
quence x = (xk) is said to be statistically convergent to L if for every z > 0, the set KE :_ {k E N : lxk — LI > E} has natural den-
sity zero (cf. Fast [6]), i.e. for each a> 0, 
lim 1 I{j , n : Ixf — LI >, ell•= 0. 
In this case, we write L = st-limx. Note that every convergent sequence is statistically convergent but not conversely. 
Recently, Karakaya and Chishti [7] has defined the concept of weighted statistial convergence which was further 
modified/corrected in [15]. 
Let p = (Pk)k o be a sequence of nonnegative numbers such that pa > 0 and P„ _ Ek-opk — cc as n — 00. Set 
to = pn Ek={IPkxk, n=0,1,2,.... 
We define the weighted density of K by SR(K) = lim„ Pn SIC„ 1 if the limit exists. We say that the sequence x = (xk) is weighted 
statistically convergent (or SN-convergent) to L if for every s > 0, the set {k E N : Pk]xk -- LI , e} has weighted density zero, i.e. 
l~mpn I{kr P.:PklXk — LI ? )l —0. 
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In this paper we construct some positive linear operators by means of q-Lagrange polyno-
mials and prove some approximation results via A-statistical convergence. We also define 
and study the rate of A-statistical approximation of these operators by using the notion of 
modulus of continuity and Lipschitz class. 
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1. Introduction and preliminaries 
An application of statistical summability gave rise, to the theory of statistical approximation (e.g, 14,6,10,14-19,21-23], 
etc.) which have been an active area of research for the last one decade. Recently the statistical approximation properties 
have also been investigated for q-analogue of several operators. For instance, in 12] q-Butzer and Hahn operators; in 
[3,18] q-analogue of Stancu-Beta operators; in [8] q-Bleimann, Butzer and Hahn operators; in [11 ] q-Baskakov-Kantorovich 
operators; in 113] q-analogue of the Meyer-Konig and Zeller Operators; in [20,21 ] q-Szasz-Mirakjan operators; and in [22] q-
analogues of Bemstein-Kantorovich operators were defined and their statistical approximation properties were investi-
gated. In this paper, we construct a new family of operators with the help of q-analogue of Chan-Chyan-Srivastava polyno-
mials, and study the statistical approximation properties via A-statistical convergence. We also study some approximation 
properties for the rate of A-statistical convergence with the help of modulus of continuity and Lipschitz class. 
First we recall the following definitions: 
Let N denote the set of all natural numbers. Let K C N and Ka = {k s U: k e K}, Then the natural density of K is defined by 
b(K) = Lim„ n ' IK„I if the limit exists, where IK„I denotes the cardinality of the set 1Ca. A sequence x = (xk) of real numbers is 
said to be statistically convergent to L (cf. [9]) provided that, for every e > 0, the set {k E N : Ixk -- LI , e} has natural density 
zero, i.e., for each e> 0, 
lim1lfk<fl: Ixk - -LI >, e}l-0. 
In this case, we write st - limkxk = L. Note that every convergent, sequence is statistically convergent, but not conversely. 
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1. Introduction and preliminaries 
ABSTRACT 
The concepts of equi-statistical convergence, statistical pointwise convergence and 
statistical uniform convergence for sequences of functions were introduced recently by 
Balcerzak et al. M. Balcerzak, K. hems, A. Kornisarski, Statistical convergence and ideal 
convergence for sequences of functions, J. Math. Anal. App!. 328 (2007) 715-729]. In this 
paper, we use the notion of A-statistical convergence in order to generalize these concepts. 
We establish some inclusion relations between them. We apply our new notion of A-equi-
statistical convergence to prove a Korovkin type approximation theorem and we show that 
our theorem is a non-trivial extension of some well-known Korovkin type approximation 
theorems. Finally, we prove a Voronovskaja type approximation theorem via the concept 
of A-equi-statistical convergence. Some interesting examples are also displayed here in 
support of our definitions and results. 
t2011 Elsevier Ltd. All rights reserved. 
The following concept of statistical convergence for sequences of real numbers was introduced by Fast [1] and further 
studied by Fridy [2] and many other authors. 
In terms of the set N of positive integers, let 
KCN and K,,={j:j <_n and jEK}. 
Then the natural density of K is defined by 
S(K) := lim n—co n 
if the limit exists, where IKn I denotes the cardinality of the set Kn. 
A sequence x = (x1) of real numbers is said to be statistically convergent to the number L if, for every E > 0, the set 
{f:JEN and Ix1--LI>_E} 
has natural density zero, that is, if, for each E > 0, we have 
1 
lirnnl{j:j<_n and Ixx—LI >_E}f =0. 
The concept of A-statistical convergence was introduced recently in [3] as follows. 
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Abstract 
In this chapter, we study statistical approximation properties of q-Bernstein-Schurer operators 
and also establish some direct theorems. We compute error estimation by using modulus of continuity 
with the help of Matlab and give its algorithm. Furthermore, we show graphically the convergence of 
the q-Bernstein-Schurer operators to various functions. 
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1. Introduction and preliminaries 
In 1987, Lupas [13] introduced the first q-analogue of Bernstein operator and inves-
tigated its approximating andshape-preserving properties. Another q-generalization 
of the classical Bernstein polynomials is due to Phillips [25]. After that many gener-
alizations of well-known positive linear operators, based on q-integers were introduced 
and studied by several authors. Recently the statistical approximation properties have 
also been investigated for q-analogue polynomials. For instance, in [13] q-analogues of 
Bernstein- Kantorovich operators;- in [10] q-Baskakov-Kantorovich operators; in [23] 
q-Szasz-Mirakjan operators; in [4] and [7] q-Bleimann, Butzer and Hahn operators; in 
[14] q-analogue of Baskakov and Baskakov-Kantorovich operators; in [15] q-analogue 
of Szasz Kantorovich operators; in [5] and [21] q-analogue of Stancu-Beta operators 
and in [20] q-Lagrange polynomials were defined and their classical approximation or 
statistical approximation properties were investigated. 
Schurer [26] introduced the following operators Lrn,p : C[O, p+ 1] -4 C[0, 1] defined 
for any m E N and any function f E C[0, p + 1] 
Lm>P(f; x) _ 	ink  p xk (1 - X )m+p`k f(M), x E [0, 1]. 	(1.1) 
k=0 
Recently, Muraru [17] introduced the q-analogue of these operators and investi-
gated their approximation properties and rate of convergence using modulus of conti-
nuity. 
