Abstract. This paper is concerned with the analysis and implementation of robust finite element approximation methods for mixed formulations of linear elasticity problems where the elastic solid is almost incompressible. Several novel a posteriori error estimators for the energy norm of the finite element error are proposed and analysed. We establish upper and lower bounds for the energy error in terms of the proposed error estimators and prove that the constants in the bounds are independent of the Lamé coefficients: thus the proposed estimators are robust in the incompressible limit. Numerical results are presented that validate the theoretical estimates. The software used to generate these results is available online.
1. Introduction. The locking of finite element methods when solving nearly incompressible elasticity problems is a significant practical issue in computational engineering. The standard way of avoiding locking is to write the underlying equations as a system, by introducing an additional unknown (an auxiliary variable) which is related to pressure. We will adopt this strategy in this work, with the aim of developing robust and effective a posteriori error estimation techniques for the resulting mixed approximations.
Our starting point is the classical linear elasticity problem −∇ · σ = f in Ω (equilibrium of forces), (1.1a) u = g on Γ D
(essential boundary condition), (1.1b) σn = 0 on Γ N (natural boundary condition), (1.1c) where Ω is a bounded Lipschitz polygon in R 2 with a boundary Γ = ∂Ω = Γ D ∪ Γ N , where Γ D ∩ Γ N = ∅. Here the linear elastic deformation of an isotropic solid is written in terms of the stress tensor σ : R 2 → R 2×2 , the strain tensor ε : R 2 → R 2×2 , the body force f : R 2 → R 2 and displacement field u : R 2 → R 2 . The form of the stress tensor is given by σ = 2µε(u) + λ(∇ · u)I, where I is the 2 × 2 identity matrix and we have ε(u) = 1 2 (∇u + (∇u) ).
Here µ and λ are the Lamé coefficients: with 0 < µ 1 < µ < µ 2 < ∞ and 0 < λ < ∞. They can be written in terms of the Young's modulus E and the Poisson ratio ν as µ = E 2(1 + ν)
, λ = Eν (1 + ν) (1 − 2ν) .
The mathematical issue that underlies the phenomenon of locking is that the coefficient λ (and hence the stress tensor σ) is unbounded in the incompressible limit ν = 1/2. In this work we will consider pressure robust approximation methods, which arise from considering the following Herrmann mixed formulation [15] There is an extensive literature on finite element approximation of elasticity problems; see Boffi et al [6] for a comprehensive overview and Hughes [17] for an engineering perspective. Our belief is that this paper is the first comprehensive study of a posteriori error estimation techniques for mixed approximations of planar elasticity. 1 An important feature is that the constructed error estimators are robust in the sense that material parameters do not appear in the norm-equivalence constants. We note that other aspects of mixed approximation of the Herrmann formulation have been discussed by Stenberg and collaborators [18, 7] and by Houston et al. [16] previously. Other relevant papers include [4, 20, 5, 3, 2] .
The rest of the paper is organised as follows. Section 2 discusses finite element approximation of the Hermann formulation (1.2). A detailed residual-based a posteriori error analysis is presented in Section 3. Building on this, a selection of novel and potentially more efficient local error problem estimators are discussed in Section 4. Numerical results that complement the theory are then presented in the final section.
2. Approximation aspects. Our notation is conventional: H s (ω) denotes the usual Sobolev space with the associated norm || · || s,ω for s ≥ 0. In the case ω = Ω, we use || · || s instead of || · || s,Ω . We will denote vector-valued Sobolev spaces by boldface letters H s (ω) = H s (ω; R 2 ). We also define with forms defined so that
We will assume that the load function f ∈ (L 2 (Ω)) 2 . For convenience, the boundary data g ∈ H 1 2 (Γ D ) will be taken to be a polynomial of degree at most two in each component-this will ensure that no error is incurred in approximating the essential boundary condition on Γ D . Following convention, we also define the bilinear form
2) so as to express the formulation (2.1) in the compact form:
3)
The well-posedness of the formulation (2.3) is addressed in the next two remarks. [19] , [14] , or [6] for the proof.
To define the finite element approximation, we let {T h } denote a family of shape regular rectangular meshes ofΩ into rectangles K of diameter h K . For each T h , we define E h as the set of all edges of T h and h E as the length of the edge E ∈ E h . To obtain the discrete weak formulation of (1.2) we introduce finite-dimensional subsets
Analogous to (2.3), the discrete formulation can also be written as:
Well-posedness of the discrete formulation is (essentially) immediate. Remark 2.3. For a compressible material with ν ∈ 0, 1 2 , the existence and uniqueness of a discrete solution satisfying (2.4) or (2.5) is directly implied by the (inherited) coercivity of
, the existence and uniqueness of a discrete solution satisfying (2.4) or (2.5) is implied by the (inherited) coercivity of a(u h , u h ) over X h 0 , together with a discrete inf-sup condition satisfied by
h . This inf-sup condition is associated with the construction of stable Stokes elements in incompressible flow modelling and is not automatic-it needs to be verified for specific choices of the approximation spaces X h 0 and M h on a case-by-case basis.
Note that the solution space X h E is obtained from the space X h 0 by construction:
with coefficients a j ∈ R and associated vector-valued basis functions {φ j } nu j=1 that span X h 0 . The additional coefficients {a j } nu+n ∂ j=nu+1 are associated with Lagrange interpolation of the boundary data g on Γ D . The finite dimensional spaces X h 0 and M h are related to {T h }. While the analysis in the next section is applicable to any conforming approximation pair, the focus in the final two sections of the paper is on the Taylor-Hood approximation pair Q 2 -Q 1 , (which combines continuous biquadratic approximation of the components of the displacement with a continuous bilinear approximation of the pressure field) and the Q 2 -P −1 pair (which uses a discontinuous linear approximation of the pressure field). A key point is that both methods are known to be inf-sup stable Stokes approximations in two (and also in three) spatial dimensions; see Elman et al. [13] for a detailed discussion.
3.
Residual-based a posteriori error analysis. The error analysis will be developed in the (energy) norm:
Note that there is a natural extension of (3.1) to the Hydrostatic formulation of linear elasticity discussed by Boffi & Stenberg in [7] . Thus, mixed approximation of the Hydrostatic formulation using Q 2 -Q 1 and Q 2 -P −1 is also covered by our analysis. 3.1. A residual error estimator. First, we define some important parameters for the analysis, which have an explicit dependence on the local grid size, as well as the Lamé coefficients:
Next, we define a local error indicator η K for each element K ∈ T h . The square of this local error indicator is the sum of terms, η
We let f h be a piecewise polynomial approximation of f that is possibly discontinuous across element edges and we associate it with the data oscillation term
The residual error estimator and data oscillation error are then defined respectively, by summing the element contributions to give
The estimator η is a reliable and efficient energy norm error estimator for any conforming mixed approximation satisfying (2.4). Proofs of the following theorems are presented in subsequent sections. The symbols and will be used to denote bounds that are valid up to positive constants-these will be independent of the local mesh parameters (h E and h K ) as well as the Lamé coefficients (µ and λ) that are specified in the formulation of the elasticity problem. The first result is that the estimator η in (3.7) gives rise to a reliable a posteriori error bound.
Theorem 3.1. Suppose that (u, p) is the weak solution satisfying (2.1) and that
h is a conforming mixed approximation satisfying (2.4). Defining η and Θ to be the error estimator and the data oscillation term in (3.7), we have an upper bound on the approximation error,
The second theorem identifies a lower bound on the error and shows the efficiency of the error estimator. Theorem 3.2. Suppose that (u, p) is the weak solution satisfying (2.1) and that
h is a conforming mixed approximation satisfying (2.4). Defining η and Θ to be the error estimator and the data oscillation term in (3.7), we have a lower bound on the approximation error,
3.2. Preliminary results. In this section, we establish a few technical results that are needed for the proofs of Theorems 3.1 and 3.2. First, we recall the following well known estimates:
The first estimate is a direct consequence of Korn's inequality and is discussed by Brenner [8] and Brenner & Sung [9] . The second can be found in Girault & Raviart [14] , and the third follows directly from the Cauchy-Schwarz inequality (using the definition of the Frobenius norm combined with Young's inequality for products). The stability of the weak formulation (2.3), independent of the Lamé coefficients, can now readily be established as a consequence of these estimates.
, a consequence of the continuous inf-sup condition (3.11) is that there exists a function
where
for all > 0. Second, the coercivity estimate (3.10) gives the following bound
where C K is the Korn constant. Next, introducing a parameter δ and combining (3.13) and (3.14) gives
Making specific choices of parameters = 2/C Ω , δ = C Ω C K /4, leads to the required estimate with v := u − δv and q := −p,
To complete the proof, we note that
which leads to the upper bound,
The constants in (3.15) and (3.16) are independent of the Lamé coefficients.
0 be the quasi-interpolant of v defined by averaging as discussed in Clément [11] . For any K ∈ T h we have
where ω K is the set of rectangles sharing at least one vertex with K.
Proof. The first quasi-interpolation estimate is well known,
so that, using (3.2), we get
The second quasi-interpolation estimate is also well known,
leading to the desired estimate
Using the above results we can now prove Theorems 3.1 and 3.2.
3.3. Proof of Theorem 3.1. From Lemma 3.3, we have
3) and (2.5) gives
Applying Cauchy-Schwarz to (3.17) gives
Using Lemma 3.4, then leads to the desired upper bound
3.4. Proof of Theorem 3.2. To establish the lower bound (3.9), we now need to establish efficiency bounds for each of the component residual terms η R K , η J K and η E K defined in (3.3). The method of proof is well known; see, for example [19] .
Let K be an element of T h and suppose that χ K is a (quartic) interior bubble function (positive in the interior of K, zero on ∂K). Then the following estimates hold, see Verfürth [22] .
where v denotes a vector-valued polynomial function defined on K. Lemma 3.5. Let K be an element of T h . The local equilibrium residual satisfies
Noting that (f + ∇ · (2µε(u)) − ∇p)| K = 0 for the exact solution (u, p), we simply subtract, then integrate by parts and note that w| ∂K = 0, to give
Applying Cauchy-Schwarz to (3.22) leads to the bound
Using (3.20) and (3.21) then gives the bound
as required. Lemma 3.6. Let K be an element of T h . The local mass conservation residual satisfies
where the last line follows from the definition of ρ d in (3.2). Next, let E denote an interior edge which is shared by two elements K and K , and suppose that χ E is a polynomial bubble function on E (positive in the interior of the patch ω E formed by the union of K and K and zero on the boundary of the patch). The following estimates are well known; see Verfürth [22] ,
Here, v is a vector-valued polynomial function defined on E, and v χ = χ E v can be extended by zero outside of the patch. Lemma 3.7. Let K be an element of T h . The stress jump residual satisfies
Integrating by parts over each element in the patch ω E then gives
These three terms will be bounded separately. First, using the definition of R K , and then combining the Cauchy-Schwarz inequality with Lemma 3.5, gives
Next, given the shape regularity of the grid, using the definition of Λ and (3.27) gives
Hence, the following estimate holds
Second, combining the Cauchy-Schwarz inequality with the above construction gives
The third term can be bounded in a similar way,
, where this time the second term is bounded using (3.28),
Combining the upper bounds for T 1 , T 2 and T 3 , for any interior edge E, we have
If E ∈ Γ N , then the same result holds with ω E = K and we recall from (3.5) that R E = 0 for edges E on Γ D . Hence, summing over all the edges of element K, gives the required result. Finally, the lower bound (3.9) in Theorem 3.2 follows from consolidating the estimates from Lemma 3.5, Lemma 3.6 and Lemma 3.7.
Local problem error estimators.
Having established that the residual error estimator η in (3.7) is reliable and efficient, the framework established by Verfürth [22] , makes it straightforward to now construct equivalent local problem estimators that are equally reliable and potentially more efficient. We will discuss four novel robust local error estimators in this section-the actual performance of two of these options (the so-called Stokes and Poisson problem local error estimators) will be discussed in Section 5. To keep the discussion concise, the proofs of the equivalence of the estimators will simply be sketched.
4.1. Elasticity problem local error estimator. The first local problem estimator is designed for Q 2 displacement approximation of (2.1). The error estimate
is assembled from estimates of element contributions to the energy error, given by
Specifically, in the cases of Q 2 -Q 1 and Q 2 -P −1 mixed approximations, we introduce higher-order correction spaces Q 3 (K) and Q 2 (K) (see [19] ) and solve a mixed elasticity problem on each element:
The success of this estimation strategy is tied to the stability of the enhanced approximation: we need to ensure that the local problems are uniquely solvable in the incompressible limit ν = 1/2. The next two lemmas provide a more formal statement. Lemma 4.1 (local inf-sup stability). Suppose that the space Q 3 (K) is as defined in [19] , then there exists a positive constant γ L , satisfying
for all K ∈ T h . The estimate (4.3) is established in [19] and the next result is a direct consequence. It can be established by following the construction used in establishing Lemma 3.3.
Lemma 4.2 (local B stability). For all (w, s) ∈ Q 3 (K) × Q 2 (K), we have that
where γ B > 0 is a constant, which only depends on the inf-sup constant γ L in (4.3). Theorem 4.3. In the case of Q 2 -Q 1 or Q 2 -P −1 mixed approximation of the elasticity problem (2.1), the local problem estimator η E,K defined by (4.1)-(4.2) is equivalent to the local residual error estimator η K associated with (3.7),
Proof. Using Lemma 4.2, we have
Applying Cauchy-Schwarz inequality and trace theorem, it follows:
To prove the upper bound, we use bubble function technique as given in proof of Theorem 3.2. Define w| K = ρ 2 K R K χ K . Using (3.20) and (4.2a), we obtain
Applying Cauchy-Schwarz inequality in (4.6) leads to
Next, we define
where χ E is an edge bubble function. Then from (4.2a), we have
Using Cauchy-Schwarz inequality, inequality (3.27) and (4.7), it follows:
which leads to
Using same argument as given in Lemma 3.6, we have
Combining (4.7), (4.8) and (4.9) implies the desired upper bound. Remark 4.1. All constants arising in the proof of Theorem 4.3 are independent of the local mesh parameters (h E and h K ) as well as the Lamé coefficients (µ and λ). Hence the theory confirms that the local error estimator η E,K is fully robust.
Modified elasticity problem local error estimator.
The element problem (4.2) that is solved when computing the elasticity problem local error estimator can be simplified by decoupling the stress tensor term. Thus, rather than solving (4.2), the error estimate η E,K is computed via (4.1) using estimates e E,K , E,K that are generated by solving the simplified local problem:
where the correction spaces Q 3 (K) and Q 2 (K) are unchanged. The stability of the simplified local problem (4.10) can be easily checked: the bilinear form B in (4.4) is simply replaced by the decoupled variant
We omit the details. An equivalence result is formally stated below. Theorem 4.4. In the case of Q 2 -Q 1 or Q 2 -P −1 mixed approximation of the elasticity problem (2.1), the local problem estimator η E,K defined by (4.1) and (4.10) is equivalent to the local residual error estimator η K associated with (3.7),
The next estimator simplifies the local problem solved in (4.10) even further.
Stokes problem local error estimator. The Stokes problem estimator
can be assembled from local contributions given by
where (e S,K , S,K ) ∈ Q 3 (K) × Q 2 (K) solves a Stokes problem on each element:
The stability of this approximation is also an immediate consequence of the inf-sup stability (4.3) of the chosen correction spaces.
Once again, we omit the details. An equivalence result is formally stated below.
Theorem 4.6. In the case of Q 2 -Q 1 or Q 2 -P −1 mixed approximation of the elasticity problem (2.1), the local problem estimator η S,K defined by (4.12)-(4.13) is equivalent to the modified elasticity error estimator η E,K defined by (4.1) and (4.10),
The last estimator we consider simplifies the local problem in (4.2) in a clever way.
Poisson problem local error estimator. The Poisson problem estimator
is assembled from local contributions given by 16) where (e P,K , P,K ) ∈ Q 3 (K) × Q 2 (K) solve the following problem on each element:
This local problem is very appealing from a computational perspective. First, (4.17a) decouples into a pair of local Poisson problems. Second, since P,K ∈ Q 2 (K), the solution of (4.17b) is immediate:
, thus the local error estimator (4.16) simplifies to η
A third attractive feature of this decoupled approach is that the stability of the local problem (4.17) is guaranteed-there is no need to construct compatible correction spaces. An equivalence result for the error estimator is formally stated below.
Theorem 4.7. The local problem estimator η P,K defined by (4.16) and (4.17) is equivalent to the modified elasticity error estimator η E,K defined by (4.1) and (4.10),
Proof. From (4.2a), (4.2b), (4.17a) and (4.17b), for any K ∈ T h and (v, q) ∈ Q 3 (K) × Q 2 (K), we have that
Using the local B stability from Lemma 4.2, it holds:
Applying Cauchy-Schwarz inequality implies that
To establish the upper bound, we take v ∈ Q 3 (K), and then using (4.2a) and (4.17a) leads to
From (4.2b) and (4.17b), it holds:
Applying Cauchy-Schwarz inequality leads to
Using (4.22), we have
By (4.9), it holds:
Combining (4.24) and (4.26) implies the required upper bound. Remark 4.2. All constants arising in the proof of Theorem 4.7 are independent of the local mesh parameters (h E and h K ) as well as the Lamé coefficients (µ and λ). Hence the theory confirms that the local error estimator η P,K is fully robust.
We note that the strategy of decoupling the components of local problem error estimators in a mixed setting was pioneered by Ainsworth & Oden, see [1, Section 9.2].
Computational results.
In this concluding section, we present computational results for three test problems in order to critically compare the performance of some of the error estimation strategies introduced above. Specifically, results are shown for the residual estimator η defined in (3.7), the Stokes problem local estimator η S defined in Section 4.3, and the Poisson problem local estimator η P defined in Section 4.4. In all the reported results, the mixed finite element approximation (u h , p h ) was computed using Q 2 -Q 1 elements, using the IFISS 3 toolbox [21] . Error estimates computed for Q 2 -P −1 mixed approximations (that is, with a discontinuous linear pressure) showed exactly the same behaviour, but are not reported.
Analytic solution.
Our first problem has been used as a test problem by Carstensen & Gedicke [10] . It is posed on a square domain Ω = (0, 1) × (0, 1) with a zero essential boundary condition on Γ D = Γ. The load is f = (f 1 , f 2 ) where
3 cos(πy) sin(πy)(2 cos(2πx) − 1), f 2 = 2µπ 3 cos(πx) sin(πx)(2 cos(2πy) − 1), and the corresponding exact displacement vector is given by u = (u 1 , u 2 ) where
Here, the exact pressure solution is p = 0, since ∇ · u = 0. The mixed finite element approximation is computed using uniform grids of square elements of width h. Figure 5 .1 shows the convergence behaviour of the energy norm of the exact error e = |||(u − u h , p − p h )||| as the finite element mesh is refined, as well as the estimates obtained with the three chosen error estimation strategies. In this experiment, µ is fixed, and we consider two representative values of the Poisson ratio ν. In both cases, the energy norm error converges to zero at the optimal rate for a smooth solution; that is both the exact and estimated errors are O(h 2 ). The fact that the lines on the error plots associated with the estimators η, η P and η S all lie parallel to the line associated with the exact error confirms that all three estimators are efficient as well as being reliable. Moreover, the results clearly indicate that the Poisson problem local error estimator is the method of choice: η P is relatively cheap to compute and gives more accurate estimates of the error e than the residual estimator η. The computed effectivity indices displayed in Table 5 .1 reinforce this point. The effectivity of the Poisson problem local estimator is close to unity even when ν approaches the incompressible limit. Identical effectivity indices to those shown are generated when the experiments are repeated with smaller values of µ: specifically, we tested µ = 1 and µ = 0.01. All our results confirm the robustness of the three error estimators to variations in the parameters µ and ν, and hence λ (since λ = 2µν/(1 − 2ν)).
Nonsmooth pressure solution.
The second problem is taken from Houston et al. [16] and is posed on a square domain Ω = (0, 1) × (0, 1). There is no body force, so f = 0, but there is a nonzero essential boundary condition. We have
elsewhere.
This is a challenging problem if one is trying to solve it using a standard (not mixed) formulation of the planar elasticity equations, due to the locking phenomenon that occurs when ν → 1/2. In the mixed formulation, there are pressure singularities at the top corners of the domain, but these become insignificant in the incompressible limit. As one would expect, the singular behaviour is detected by all three error estimators-it can be clearly seen in the comparison of the estimated errors computed using the Poisson problem local estimator η P for two different values of ν shown in Figure 5 .2. Note that while the solution exhibits full H 2 -regularity, it is not H 3 -regular. This lack of smoothness is reflected in the observed convergence rate of the estimated energy norm errors obtained with all three estimators; see Figure 5 .3. Our computational results suggest that the energy norm error converges to zero at a suboptimal rate. The error is estimated to be O(h 1.6 ) when ν = 0.4, but we also see that the optimal rate of two is recovered when sufficiently close to the incompressible limit ν = 1/2.
Mixed boundary conditions.
To test the error estimation strategies on a more realistic example, we extend the second problem above to include a natural boundary condition (so that Γ N = ∅). Specifically, we now consider the square domain Ω = (−1, 1) × (−1, 1), with a natural condition on the right edge Γ N = {1} × (−1, 1). We impose a zero essential boundary condition on Γ D = Γ \ Γ N and we also set f = (1, 1) .
The solution to this problem does not even have H 2 regularity: there is a strong singularity at the top right corner, where the boundary condition changes from essential to natural, and weaker singularities at the points (−1, 1) and (−1, −1) for ν = 0.4. In other case ν = 0.49999, there are two strong singularities at two cor- computed pressure field. A plot of the element contributions to the Poisson estimator η P that is computed on the same grid is shown in Figure 5 .8. We see that the error estimator does a good job in identifying the position and relative strength of the underlying singularities. In Figure 5 .9, the lack of smoothness in the solution is reflected in the convergence rate (slower than O(h)) of all three error estimates when the grid is refined uniformly. 6. Concluding remarks. There are two important contributions in this paper. First, we have developed some new robust error estimators for computing locking-free approximations of linear elasticity problems. We have shown that these estimators give reliable estimates of the approximation error even when working arbitrarily close to the incompressible limit ν = 1/2. Second, we have identified a practical error estimation strategy based on solving uncoupled Poisson problems for the displacement components that yields effectivity indices close to unity in all the cases tested. Extending this work to enable the adaptive solution of elasticity problems with uncertain material parameters is the subject of ongoing research. Ensuring robustness in the error estimation process is fundamentally important when solving problems with large variability in the measurement of such parameters.
