Abstract. In this paper an inversion method for the solution of ill-posed linear problems is presented. It is based on the idea of computing a mollified version of the searched-for solution and the approximate inverse operator is computed with exactly given quantities. The method is compared with known methods such as the Tikhonov-Phillips and BackusGilbert methods. Numerical tests verify the advantages, which are: no additional or artificial discretisation of the solution is needed, locally varying point-spread functions are easily realised, a simple change of the regularisation parameter with regard of U posteriori parameter strategies is implemented and a straightforward interpretation of the regularised solution is possible. When the approximate inversion operator is computed the solution can be computed by parallel processing.
The essential ideas
Let A : X + Y be a linear continuous operator between real Hilbert spaces X and Y . We want to solve for given g E Y . Typically these problems are solved by projection methods. If X and Y are function spaces the function f can never be computed because it is an 'infinite dimensional' problem. Hence it is projected onto a finite-dimensional subspace xh by ph : X + xh. The new problem is dramatically over-determined and made feasible for a solution by also projecting Y onto a finite-dimensional subspace Yh via Qh. Hence the projection method leads to the discrete problem The disadvantage of this method is that the mathematical model A is changed into APh. Furthermore, an artificial discretisation o f f has to be introduced.
On the other hand we can start from the fact that in practice only a finite number of observations are possible. If only N samples of the function g are known we can choose Y to be RN. In that way the mathematical model which describes the mapping o f f to the data values is not changed. If we denote the operator again by A the problem to be studied is
A : X + R N with
This problem is now dramatically under-determined. It is a trivial observation that in any practical situation a function f can never be determined uniquely. A unique solution to this problem is achieved if we choose among all f solving the equation the one with minimal norm. This function is perpendicular to the null space of A : X + RN ; hence it is in the range of A'. Computationally this element is found by solving and putting f,,, = A'u.
If A : L2(R) -+ RN is given by for ak E L2(f2) (see the next section) then the range of A' is spanned by the ak and we get as solution In this way we avoid any discretisation of the solution f ; we may freely select the points x where f,,, is evaluated.
In computerised tomography the first method, the projection method (known as ART; see Herman (1980) ) the subspace consists of piecewise constant functions on little squares, so-called pixels. In contrast, the method of Buoncore-Brody-Macovski (1981) using natural pixels can be interpreted as an example of the second method. See also the algorithm of Lent and Natterer in Natterer (1986) . Here the ak are the characteristic functions of the stripes over which the function is integrated.
In this paper we do not want to follow the way in which uniqueness is achieved by projection onto the range of A*. The method to be proposed should have the advantage that the mathematical model is not changed and that there is no introduction of arbitrary subspaces for the solution f .
We start from the philosophy that the function f can never be determined, especially in situations where A-' does not exist or is not continuous; i.e. in ill-posed problems. We only try to determine a smoothed version o f f . This is also the basic idea of the filtered back-projection method in computerised tomography, see Grunbaum (198 1) and Natterer (1986) . But in contrast to that we do not assume to know A-' analytically.
We select a smoothing operator E, : X + X with
and determine If X is a function space we represent E, by with a suitable mollifier e,(x,y). Of course this is not computable because obviously f is unknown. The idea is now to approximate e, by an element in the range of A' which means that we want to determine a U E Y such that e,(x,.) N A*u(x).
Then we approximate fy by which of course is computable from the data. Even in this general form the most important advantages of the method become obvious.
(ii) The point-spread function er can vary depending on x .
(iii) The ill-posed part of the solution, the determination of U, is performed on exactly given quantities, namely on e y . The linear equation is still ill-conditioned, but the regularisation is now dependent on the accuracy of the evaluation of e? and the matrix elements.
(iv) The regularisation parameter y appears only on the right-hand side of the operator equation A'u = e,. When changing it the operator is not influenced.
(v) It is quite simple to introduce smoothness information on the solution. (vi) When the approximate inversion operator is known, the solution can be computed by parallel processing.
In order to present the ideas we study the method in the next chapter for a simple example. Then we discuss generalisations, compare it with other methods and conclude the paper with a numerical experiment.
The solution of a model problem
In the following we consider the so-called 'moment problem' where X = L,(R), Y = IRN and
n We want to solve
In order to approximate f we select E, with
represented by
The function e, has to fulfil n e7(x, y)dy = 1 for all y.
J n
We represent e, by an element in R(A') where the expansion coefficients are functions of x; i.e. We observe that the operator B = AA' is independent of x and y. When we assume that the functions ai are linearly independent the matrix B is positive definite. Due to the ill-conditionedness of the problem its condition number may be large but the right-hand side Ae,(x) can be computed exactly, avoiding in that way any influence of the noise in the data. The solution of the problem Af = g is then computed to 
Generalisations and regularisation properties
In the following we assume that Then Tycc, : Y --+ X is a regularisation method.
A K Louis and P Maass
ProoJ: The boundedness of the operator Ty follows trivially from the given condition. The second part is a consequence of theorem 3.
in Louis (1989).
In order to compare different regularisation methods we introduce the following definition based on the fact that in the case of erreneous data and smooth results the worst case error can be bounded. We introduce on X the norms generated by the compact operator A. For real a let Proof: This is a consequence of theorem 3.4.3 in Louis (1989).
To compute the approximate smoothing operator we put
In N ( A ) I this minimises I 1 ( E y -WJf II I IIE? -~yll-ullflla and hence the minimisation is independent of a.
Comparison with other methods
In its general form the method is a filtered generalised inverse where Of course there are relations to many other methods as, for example, to the generalised Tikhonov-Phillips method with where one has to solve the regularised normal equation
with In order to have a regularisation method, R may be compact, but the p, must not decay faster than P? > con (see Louis 1989) . In general R'R is chosen to be continuously invertible, especially R'R = I, the identity (see Bertero et a1 1980, Louis 1989 , Phillips 1962 , Tikhonov 1963 . The difference of the method proposed here is that the operator (respectively the matrix) which has to be decomposed, A'A + 6R'R, depends on the regularisation parameter 6 which complicates the situation. Besides that, it is not possible to interpret the shift in the spectrum of A'A as a smoothing of the searched-for solution as in the method introduced in the preceding sections. Also for any practical solution f has to be discretised, which is usually achieved by a projection method such as, for example, collocation.
In the Backus-Gilbert method (see Backus and Gilbert 1967 , Maass 1989 , Sabatier 1987 ) also a mapping W,, is constructed which allows for a similar computation of the approximated solution. The operator has to fulfil two conditions. First of all it has to reproduce a certain subspace of N(A)'-, in general the constant functions. This gives the normalisation condition The matrix for the determination of the qj(x) depends here on x, so in general it has to be decomposed for each x. Besides that the amount of smoothing, the spread of the point-spread function, depends on the kernel Ix -yI2. If this should be changed then the kernel changes and the calculations have to start from the beginning. Maass (1989) introduces a method with the advantages of both the Backus-Gilbert and the projection methods. Instead of a mollifier e? as in the present paper the 6 distribution is approximated in Sobolev spaces. In the resulting discrete problem the matrix also does not depend on the points x.
The smoothing of the solution to the discrete problem of an inverse heat conduction problem leads in Murio (1981) to a special case of the method proposed here. We want to stress again the fact that, in contrast to that case, we do not introduce a discretisation of f .
Numerical experiments
For testing the above method we consider an integral equation of the first kind, namely with sinc(x) = (sinx)/x, see figures 2 and 3 for different noise level. Its Fourier transform is the characteristic function of the interval [--y,y] , hence it is a low-pass filter for the solution f . In that case the right-hand side The matrix B is computed to
In the case of exactly given data the e2 error in the solution with el,, and y = 5 x and N = 49 was 5.241 x equations.
showing the quality of the method for solving such
In the case of erroneous data the solution of AA'(p,(x) = Ae,(x) has to be regularised. The philosophy of the proposed method is that only a crude regularisation depending on the accuracy of the evaluation of AA' and Ae, but not on the data has to be performed. The matrix B = AA' is ill-conditioned; therefore, because of numerical errors in the evaluation, we have to regularise the solution. Due to the fact that the equation has to be solved for different right-hand sides Ae,(x) the simplest method is a Cholesky decomposition of B + 61; i.e. a Tikhonov-Phillips regularisation with a small shift 6 in the spectrum of B. Of course a singular value decomposition is also possible with truncation of smaller singular values smaller than 6 but this is more time-consuming. In our computation we used both methods with 6 = 1 0 -~ or 6 = 2 x With 3% additive noise in the case of the truncated singular-value decomposition for the collocation method with piecewise constant functions the singular values smaller than
The actual regularisation corresponding to the noise level and the additional information on the solution is realised here with the method under consideration.
have to be truncated in order to get a reasonable result.
