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This study developed a robust parameter estimation (ROPE) framework of a rainfall-runoff 
model to consider multi-events with combining the Pareto optimal parameter sets and a 
composite (CP) programming, one of multi-criteria decision making (MCDM) approaches.  The 
Pareto optimal parameter sets based on the Nash-Shutcliffe coefficient (NSE) were derived for 
a rainfall-runoff model with a generic algorithm. Then a robust parameter set among the Pareto 
optimums was selected using the composite values with NSE and peal flow error with the CP 
programming. Our case study in a small watershed in South Korea shows that the combined 
framework between traditional optimization techniques such as the Pareto optimality, and 
MCDM techniques that are not commonly used for the parameter selection problems of 
hydrologic models, could be an alternative approach for such parameter selection practices that 
could consider multiple aspects of model simulations. 
 
1. INTRODUCTION 
Watershed models have been used by researchers and decision makers to understand 
hydrological, ecological, and biogeochemical processes and to examine effects of human 
activities and climate change or variability on water quantity and quality. These models, 
however, require careful calibration of a large number of parameters mostly due to 
measurement limitations and scaling issues [1]. 
Some model parameters can be experimentally determined, some others have little or no 
physical meaning and their values cannot be obtained directly from measurable quantities of 
catchment characteristics. Therefore, it is often required to perform the model calibration for 
determining the model parameters, which is normally performed through either manual or 
automatic procedures. In particular, the need for automatic calibrations has been widely 
recognized over many years and increasingly emphasized since the calibrations with multiple 
objective functions or criteria were widely adopted [2]. Therefore, several automatic routines 
that use a multi-objective formulation of the calibration problem have been introduced in the 
rainfall-runoff modeling in recent years [3, 4, 5, 6].  
The performance of the model can be evaluated with different performance measures that 
can quantify the goodness-of-fit between the simulated and observed data.  For the hydrologic 
rainfall-runoff models, the critical performance measures include runoff volume, shape of 
hydrograph, peak and low flow timing, rate and volume and others [7]. To solve the multi-
objective functions including multiple performance measures, the calibration techniques have 
been advanced along with the advances in computation powers. However, as more objective 
functions were included in the calibration, the number of exact or near Pareto optimal parameter 
sets increased and thus the calibration became a decision making problem of selecting a set of 
suitable model parameters from numbers of Pareto sets [2].  
Furthermore, large uncertainty exists in determining weighting value on each objective 
function and the selection of each storm event in the multi-objective and multi-event 
optimization problems.  These problems can be generally solved using Pareto optimum, but it 
will be still impossible to select a parameter set for real rainfall-runoff simulation since non-
linearity of the hydrologic models and of the objective functions lead to very complex 
optimization problems [8]. Due to this reason, Beven et al.[9] argued that there is no optimum 
parameter set, in fact that there is a large set of parameter vectors which all perform reasonably 
and one cannot easily distinguish between them. They call this an equifinality problem which 
leads to high uncertainties in the model predictions. Cullmann et al. [10] showed that robust 
parameter estimation (ROPE) performs better in validation of small to medium sized events. 
ROPE can be addressed using general multi-criteria decision making (MCDM) techniques 
since the high uncertainty in model prediction is closely related to the traditional decision 
making problem in the operation research field. However, there have been few studies for 
robust parameter selection that combines MCDM techniques with rainfall-runoff simulation 
models. Therefore, this study developed an ROPE framework for a rainfall-runoff model with 
combining the Pareto optimal parameter sets and a composite (CP) programming, one of 
MCDM approaches and applied the framework to the parameter selection of the SWMM for a 
river basin in Korea.  Here the CP programming was employed to consider the multiple 
performance measures and multiple events in evaluating the derived Pareto parameter sets and 
the genetic algorithm (GA) was used in the optimization process.   
  
2. METHODS 
 
2.1 FRAMEWORK 
The parameter selection framework proposed in this study. It sequentially combines two main 
procedures: 1) deriving the Pareto optimal parameter sets of two events with the GA and 2) 
applying the CP programming for the MCDM problems with considering the multiple events 
and performance measures.  This framework derives the limited number of Pareto optimal 
parameter sets with using the different combinations of weights for two events that can be 
translated into the alternative parameter sets for the MCDM problem. The performance criteria 
for the MCDM include the multiple performance measures of the Nash and Sutcliffe Efficiency 
(NSE) and the peak flow error (PFE) for multiple events. Then the constructed MCDM problem 
is solved with the CP programming. In particular, the proposed framework utilizes the limited 
number of model simulations rather than computationally intensive calibration procedures for 
considering the multiple events and performance measures for the parameter selection. 
 
2.2 STUDY WATERSHED 
The suggested approach was applied for the parameter selection problem of the SWMM with 
the 5 rainfall-runoff events in the Milyang Dam basin, Korea. The Milyang Dam basin includes 
the area of 95.40 km
2
 and exists in the mountainous area. The basin was divided into the 24 
sub-basins and the river channels were divided into the 26 sub-channels for the SWMM.   
The five events were divided into two different sets randomly: 2 events for the parameter 
optimization with the GA and 3 events for the decision making processes with the CP 
programming. The rainfall data from two telemetry (TM) stations of the Milyang Dam and 
Seoli were used.  As shown in Figs. 3 and 4, all the rainfall-runoff events with the one peak 
were used in this study.   
 
2.3 SWMM MODELING 
 
2.3.1 MODEL OPTIMIZATION 
In this study, the parameter optimization was performed with the GA [11, 12]. The GA is 
widely used for the parameter calibration procedures of the rainfall-runoff simulation, as it is 
known to be one of most effective techniques. The multi-objective GA (MOGA) such as the 
Elitist non-dominated sorting genetic algorithm (NSGA-II) Deb et al. [13] is also applied in 
many studies.  The GA is a heuristic global search algorithm, based on the idea of Darwin’s 
evolutionary processes of natural selection and survival of the fittest.  The GA is far from a 
particular model structure and only requires an estimate of the objective function for each 
decision set in order to proceed.  The advantages of GAs over conventional parameter 
optimization techniques are that they are appropriate for the ill-behaved problem, highly non-
linear spaces for global optima and adaptive algorithm [3].  
For the objective function of the optimization, the NSE Nash et al. [14] was used as 
follows: 
 
                                                                                                           (1) 
where  is observed discharge, and  is simulated discharge at time t.   is the 
averaged observed discharge. 
Here the NSEs for two events were combined with the weighting factor as it follows: 
 
                                                                                                              (2) 
 
 means the parameter set of hydrologic model and  and   are NSEs for two 
events and  and  are the weighted values on two events for the calibration ( ).  
This study used 11 cases (1.0 and 0.0, 0.9 and 0.1, … , 0.0 and 1.0) on values of  and . 
While the Pareto optimal solutions of two objective functions can be derived with many 
different techniques such as MOGA, here this study used 11 different combinations of weights 
that are the alternatives of MCDM problems in the later step of the procedure.   
Furthermore, the additional 3 events were used in this study for evaluating the derived 
optimal parameter sets.  For those events, not only the NSE but also the PFE were evaluated as 
the PFE is given below: 
 
                                                                                                                        (3) 
where  and  are the peak flows for observed and simulated. Such multiple events and 
multiple performance measures function as the decision criteria for the MCDM problem, which 
will be further explained later. 
The 18 model parameters subject to the model optimized in this study. While the 
parameters related to groundwater and channel characteristics are uniform over the Milyang 
Dam basin, the parameters related to basin characteristics, such as the percent of impervious 
area, characteristic width of the overland flow and runoff curve coefficient, differ for each sub-
basin in this study.   
 
2.4 COMPOSITE PROGRAMMING 
The CP programming, which is a multi-level and multi-objective programming method, was 
introduced as an empirical technique to resolve a geological exploration problem by Bardossy 
et al. [15]. A general multi-objective problem can be transformed to a single objective problem. 
This transformation is done via a step-by-step regrouping of a set of objectives into a single 
objective. It uses indicators from different categories to calculate a composite distance, which 
identifies the distance of the actual system from the ideal state. Hence, schemes with small 
composite distances are closer to the ideal state than those with large composite distances [16].  
The CP programming employs a double-weighting mechanism. One set of weights are 
indicators which articulate the decision-maker’s preferences regarding the relative importance 
of each indicator. The other set are balancing factors given to groups in which any numbers of 
indicators are involved. Unlike weights, balancing factors are associated with groups rather than 
with each indicator. While the choice of weights emphasizes the relative importance of the 
indicators to each other, selecting the balancing factors identifies how larger deviations in 
groups of indicators may affect the process. The purpose of high balancing factors is to give 
more emphasis to the indicators which have large negative values [17]. 
Once the relevant indicators, associated boundary values (ideal and worst values), actual 
values and weights are determined, the first step is to normalize the basic values (transposing 
them into the range of 0 ~ 1). This is undertaken to make all indicators comparable to each 
other, thereby avoiding differences in units. Given the ideal value ( ideal ), and the worst value 
( worst ), the normalized value ( is ) of an actual indicator value ( i ) can be calculated as 
follows: 
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where the choice is made to ensure that the   to be used in the following equation represents 
the relative position with respect to the best value. The next step is to calculate second-level 
composite distances for each second-level group of basic indicators using the following 
equation: 
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where  i  represents a basic indicator, j  a certain group of basic indicators,  ijs  the value 
of the basic index   is within the second-level group j , jL  the distance from the ideal point in 
second-level group j , 
jN   the number of basic indicators in a second-level group j , ijw   the 
weights expressing the relative importance of the 
jN  basic indicators in group j , the sum of 
weights in any group being equal to one, jb  the balancing factor, which is equal or greater than 
1, among indicators within the group  j . The consecutive computations of higher-level 
composite indices are made in the same manner until a final composite distance for a system is 
reached. The additional information can be found in the literatures, including [16, 18, 19 ]. 
 
3. RESULTS AND DICUSSIONS 
 
3.1 MODEL OPTIMIZATION FOR PARETO OPTIMAL SETS 
In this step, the Pareto optimal parameter sets of SWMM were derived with the different 
combinations of weights between two events.  For 11 combinations of weights (Table 3), the 
GA is used to minimize the weighted sum of NSEs of two events. While the computationally 
expensive MOGA might work better for capturing the Pareto fronts, the limited number of 
combinations of different weights could also function to some extent with providing an 
opportunity to combine the Pareto optimal sets with the MCDM approaches for the parameter 
selection. 
In Figure 1, the E1 dominant parameter set (i.e., the weight for E1 is larger than that for 
E2) presents higher flow rates in general. We also find a systematic error that the flow rate 
rapidly and markedly decreases after the peak. Therefore it is found that the peak flow is 
overestimated and the low flow in the tails of hydrograph is reasonable in E1 and in E2, the 
peak flow is reasonable and the low flow is underestimated.  
Furthermore the NSEs of E1 and E2 clearly present the Pareto fronts. As pointed out 
already, it suggests that it is feasible to use the limited number of combinations of different 
weights in deriving the Pareto optimal sets in these problems. The best parameter set based on 
the NSEs of E1 and E2 is found in the case with NSEs of above 0.7 for both E1 and E2.  In that 
case, the ratio of weight between E1 and E2 is 0.3:0.7. Without the CP programing in the next 
procedure, this is the parameter set to be selected. 
 
3.2 PARAMETER SELECTION WITH THE COMPOSTIE PROGRAMMING 
This procedure aims to select the best parameter set for the 3 events by combining the Pareto 
optimal parameter sets with the CP programming: the 2
nd
 to 4
th
 steps of the flow diagram. 
First, SWMM simulations for the 3 events (E3, E4 and E5) were performed with the 11 
Pareto optimal parameter sets (Figures. 2 and 3) and then the MCDM problem was constructed 
to select the best parameter set.  The simulated flood hydrographs shows that all the Pareto 
parameter sets tend to underestimate the peak flows, which is apparent in E3 and E4.  
Furthermore, the low flows in the tails of flood hydrographs are underestimated as well and 
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(a) E1  (b) E2 
Figure 1. Flood hydrograph of E1 and E2 with the 11 Pareto optimal parameter sets 
such underestimation is very clear in E3 and E5. As a result, the NSE and PFE of E5 are 
generally superior to those of other events.    
Second, the first level composite solutions were calculated with evaluating the NSEs and 
PFEs of 3 events (Figure. 4).  As expected, different performance measures led to different 
composite scores and rankings.  Based on NSE, the parameter sets 7, 8 and 10 were ranked as 
the 3 most efficient parameter sets; based on PFE, the parameter sets 8, 10, 9 were among the 
best sets. For those top rankers, composite scores were lower, i.e., better for PFE than for NSE.  
Third, the second level, final composite was estimated with assuming the equal importance 
among the 2 performance measures (Figure. 4). The parameter set 8, 10 and 9 were among the 
best with the CP scores of 0.609, 0.636 and 0.695, respectively.  For the parameter set 8, 
selected as the best based on the CP programming, the ratio of weight between E1 and E2 is 
0.3:0.7. The parameter set 2, 3 and 5 were among the worst with the CP scores of 1, 0.945 and 
0.838, respectively.  
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Figure 2. Flood hydrograph of E3, E4, E5 and E6 with the 11 Pareto optimal parameter 
sets 
  
Figure 3. Calculated NSE and PFE values of each event with the 11 Pareto optimal 
parameter sets 
 
Figure. 4. Score and ranking of the composites 
 
4. CONCLUSIONS 
This study provided a robust parameter estimation (ROPE) framework that is the multi-
objective optimization framework to select the robust parameter set with combining the Pareto 
optimal parameter sets and the CP programming. Pareto optimum can select all available 
parameter sets to any available weights on events and CP can give a way to derive a robust 
parameter set to other events and more performance criteria. 
Our results show that the combined framework between traditional optimization techniques 
such as the Pareto optimality, and MCDM techniques that are not commonly used for the 
parameter selection problems of hydrologic models, could be an alternative approach for such 
parameter selection practices that could consider multiple aspects of model simulations. In the 
future, this procedure therefore can be extended to incorporate the multiple site observations for 
the robust rainfall-runoff calibration using multi-attribute decision analysis and multi-objective 
functions. 
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