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Part I of this paper studies a coupled mathematical system which provides a 
good model for important families of linear time-invariant hereditary systems: 
delay-differential equations, integro-differential equations, Volterra-Stieltjes integral 
equations, functional differential equations of retarded and neutral types. etc. 
Appropriate states are constructed and associated semigroups and abstract differen- 
tial equations are obtained. In Part II we emphasize the structural operator 
approach as in Delfour and Manitius. Control operators are added to the coupled 
mathematical system allowing delays in the control variables, Again structural 
operators are introduced to define the state and obtain abstract differential 
equations without delays in the control variable as m the work of Vinter and 
Kwong. Finally observation operators are added whrch allow for delays in the 
observation variable and delayed control variables in the observation equation. 
Again a new state and a state equations are constructed in such a way that no delay 
appears in the new observation operator thus generalizing the construction of 
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1. INTRODUCTION 
This paper deals with a simple mathematical system which provides a 
good model for important families of linear time-invariant hereditary 
systems. It accounts for families of delay differential equations, integro- 
differential equations, integral equations, functional differential equations 
of retarded and neutral types, difference equations, etc. In Part I of this 
paper, fundamental results are derived and associated semigroup are con- 
structed. Part II uses the results in Part I to extend to our model the theory 
of structural operators as introduced by Delfour and Manitius [7, S] for 
delay differential equations. 
A control variable is then added to our model through control operators 
allowing for delays in the control variable. The use of structural operators 
and the choice of the state introduce by Vinter and Kwong [26] makes it 
possible to extend their results and their recent generalization by 
Delfour [S] to our model. 
Finally, we shall show how systems with delays in state, control and 
observation variables can be regarded as special cases of our model. This is 
a generalization of the construction given by Salamon [23] and Pritchard 
and Salamon [25]. 
This paper generalizes some results in Karrakchou [ 151 and 
Salamon [22,23]. Some comparions between Salamon’s [22,23] approach 
and ours will be given after the presentation of a series of examples which 
provide some motivation for this work. 
In order to provide a better motivation for our model we begin with a 
series of examples. 
EXAMPLE 1. Delay differential equation 
t>O,y(Q)=&fl), -N<BdO. (1) 
i=O 
STATE SPACE THEORY 
EXAMPLE 2. Volterra integro-differential equation 
j(r)= ‘A(r-t)y(r)dr, 
I 
t > 0, y(0) = 4”. 
0 
EXAMPLE 3. Integro-differential equation 
f(f)= r” A,(H)y(t+H)dd+j‘(’ A2(Q)~(t+fl)cifL 
I h Ii 
.r((j) = &fl), - h 6 0 G 0, 
where A, and A2 are matrices of square integrable functions. 
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(2) 
t>o 
(3) 
EXAMPLE 4. Functional differential equaton of neutral type 
.\‘(t)=.P(t- I), r>O,.u(fl)=&fl). -1 dO<O. (4) 
EXAMPLE 5. Volterra integral equation 
x(t) = I’ A(s- t) x(s) ds+,f’(t). t > 0. (5) 
0 
where ,f! [0, x [ -+ R” is locally integrable. 
EXAMPLE 6. Difference equation 
x(t)= f A,.$--i), t>o.x(e)=qqfl), -N<O<O. (6) 
I I 
EXAMPLE 7. Delay-differential equation with delays in state and ohser- 
vation variables 
j(r)= c [l’(r-i)+u(t-i)], 
, -2 0 (7) 
r(t) = Coy(t) + C,y(r - N) + K,,u(r) + K, u(t - A’). 
where N 3 0 is an integer and Co and C, are constants. 
The main observation is that in Examples 1, 2, 3, and 7 (resp. 4, 5, 6) 
J,( 1) (resp. .v(t)) is not a good candidate for the state at time t > 0. The 
intuitively natural one is 
.1’,: I( -h, 0) + R, y,(Q) =.v(t + 8) (resp..u,,.u,(n)=.u(r+H)), (8) 
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where h, 0 < h d + 00 is the length of the memory of the system, Z( -h, 0) = 
R n [ -h, 0] (IL!, the field of real numbers). 
So in Examples 1 and 2 the differential equation is of the form 
J’(f) = HY,, t>O (9) 
for an appropriate real-valued map defined on the space of real-valued con- 
tinuous functions on I( -h, 0) or as we shall see later on some subspace in 
the case of infinite memory (h = + co). 
EXAMPLE 1. h=N, Ht+b=Cf’=, 1+4-i) 
EXAMPLE 2. h = + co, H$ =j? ~- A(Q) $(B) do 
i(t) = HYC t>o, y(O)=cjO, y,=o. 
Proceeding in this fashion with Example 3, it is readily seen that the map 
H must be defined on the Sobolev space Wp( - h, 0; R). 
EXAMPLE 3. h > 0, H$ = sob [A,(@ e(Q) + AZ(@) I@)] d0. 
A complete theory is available in the product space 
M”=RxL”(-h,O;R) (10) 
for systems of the form 
P(t) = HY, +.f’(t), t > 0, Y(O) = do, L’o = 6’2 (11) 
where fe L&,(0, co; R), (4’, 4’) E MP and H is a continuous linear map 
H: W’,p( -h, 0; R) ---t R, ldp<co, (12) 
for finite or infinite memory, 0 <h d + cc (cf. Delfour [S]). Moreover this 
class of maps H cannot be enlarged in this framework. 
The above construction cannot be applied to Example 4 since the map 
H+=$(-1) 
would have to be defined on the smaller space C’( -h, 0; R) of con- 
tinuously differentiable functions. To get around this difficulty we group 
terms involving a derivative of x: 
-$x(t)-.r(t-l)]=O 
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and note that the above expression is of the form 
$,=O, M$ = (40, - $( - 1 ). 
This last contruction suggests the more general model 
; [Mx,] = Lx, +.f(r), I > 0, x,, = qs. (13) 
Equivalently by introducing a new variable ?‘(I) 
M.r, -y(t) =g(t), X,) = qv 
(14) 
jj t) - HJ,, - L.u, =,f’( f), J(O) = $P. J’,, = d, ‘. 
This last model can handle Examples 4- 6. 
EXAMPLE 4. /?=l, M@=@(O)-$(-I), L=O, H=O, 
EXAMPLE 5. h= +a, MI,/I=$(O)-[” , A(O)$(~)dfl. L=O, H=O, 
M*y, - Y(f) =./It), -Y,, = 0 
,ijt)=O, y(O) = 0 
(16) 
EXAMPLI 6. h=N. M$=$(O)-C;V_, A,$(-;), L=O, H=O, 
Mx, -J’(f) = 0, f > 0. .v,, = $4 
(17) 
j(t)=O, y(0) = 0. 
The last example requires the addition of a new operator in model (14): 
j(t) - HL’, - Lx, = Bou, +f( t), j'() = (hi, u,, = 11'. 
EXAMPLE 7. h = N, L = 0, 
M11/ = $@I. W = C,,$(O) + C, $4 -NJ, 
H,= f Id/(-i), B,ti= i N-i), B,$=K,W)+K,$(-NJ. 
(19) 
I = 0 I = 0 
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The important feature in the model 
j(t) - Hy, = But, 
x(t) - Ny, = 0, yo=(b’, U()=M 
(20) 
is that the observation is now considered as a state variable as we shall see 
in Section 6. 
The mathematical model we adopt for our analysis will be 
Mx, - 4, = Bl u, +f(t), 
P(t)-HL’,-Lx,=B,u,+g(t), (21) 
(Y(O)> Yo, -x0) = Cd03 4’3 d2h uo = w. 
The precise hypotheses on the various maps will be given as we proceed. 
Salamon [22] has studied system (18) for finite memories (0 < h < co) by 
first transforming it into a system of Volterra-Stieltjes integral equations 
and then using the classical hypothesis that the matrix of regular Bore1 
measures associated with the map M has an isolated atom at 0. In this 
paper we consider systems with both finite or infinite memory (0 < h G co), 
we introduce an hypothesis of existence of a certain isomorphism and use a 
fixed point theorem. Our results contain those of Salamon [22]. However 
it is not clear, at this stage, whether our theorem is more general than the 
one of Salamon or not. The introduction of a variation of constant formula 
is also new. This was done by Delfour [6] and Salamon [22] for system 
(18) with finite memory and g = 0 and u = 0. 
In the part of Salamon’s [22] work on structural operators, he restricts 
his treatment o the neutral case, that is systems of the form 
; MAT,= Lx,. 
For such systems, he develops a state space theory, studies the adjoint 
system and obtains duality results. To extend the results of Delfour [4, 61 
and Delfour and Manitius [ 18, 193 he chooses to work in R” x Lp (resp. 
W’5p) for the state and ( W’,q)’ (resp. R” x Lp) for the adjoint state (p and q 
are conjugate exponents in the usual sense). In this paper we show that a 
direct extension of the theory of structural operators is possible with the 
state space in the product space Zp = R” x Lp x Lp and the adjoint state 
space in Zy = R” x Ly x Ly. In addition this approach leads to a complete 
characterization of the adjoint semigroup and its infinitesimal generator 
which is absent in the Salamon’s [22] work. 
By choosing Zp as state space it became possible to develop a complete 
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state space theory for system (18), where the state is solution of an 
evolution equation without delays in state or control variables. 
This framework is also sufficiently rich to cover without modifications 
the important case of an additional observation equation with delays in the 
state variable. This case required a special construction in Pritchard and 
Salamon [25]. Again the state defined in the product space Zp is the 
solution of an evolution equation without delays in state, control or obser- 
vation variables. 
NOTATION 
5X’ will denote the field of real numbers and, for an arbitrary integer n > I. 
R” will be the n-dimensional Euclidean space. The norm of x in R” and the 
inner product of x and y in R” will be written 1 x 1 and x. .r, respectively. 
Given - cc d a < h d + co, Z(a, b) = R n [a, 61. For a real Banach space 
X, LP(a, h; X) will denote the space of all equivalence classes of p-integrable 
(resp. essentially bounded) Lebesgue measurable functions on f(u, h) into X 
for 1 6 p < cc (resp. p = cc ). The derivative of a function x on Z(u, h) into X 
will be denoted by R, dx/dt, Dx or D,x (in the distributional sense). The 
Sobolev space of all JJ in L”(u, b; X) with distributional derivatives D;j*. 
,j= I ,..., m, in L”(u, 6; X) will be written W”‘~“(u, b; A’). 
C(u, b; X) will be the Banach space of all bounded continuous functions 
.Y from Z(u, b) into X. For m > 1, C”‘(u, b; X) will be the space of 
all m-times continuous boundedly differentiable functions on Z(u, h). 
C,,(u, h; X) = {X E C(u, b; X)1 VE > 0,3 compact Kc I(u, b), such that 
1 .u( r)l < E, Vr E K”), where K’ is the complement of K with respect o Z(u. h), 
k” < {tEZ(u, b))r$KJ; 
when a and b are finite we define C,(u, b; X) as C(u, b; X). C,.(u, b; X) will 
be the subspace of functions of C(u, b; X) with compact support in ]a, b[. 
It is not to be confused with the space of bounded continuous functions 
with support in I(u, b). In general, the two spaces do not coincide except 
on I( - ~1, rz). In addition to the above function spaces, we shall also use 
the notation 
for any function space 5 (for instance 5 can be C, L2, W’,“, etc.). 
a(]~, b[; R”) will denote the vector space of all infinitely continuously dif- 
ferentiable functions from ]a, b[ into KY. Wf-J’(u, b; W) will be the closure 
of a(]~, h[; W) in Vp(u, b; R”). 
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Given a real measure p on a a-algebra of subsets of a set S, 1~ 1 will 
denote the total variation of p (cf. Rudin [21, pp. 117P118]). The total 
variation of an n x m matrix p of real measures { pii 1 $ i 6 n, 1 <j Q m} is 
defined as 
IPI ={ i f iii,12)"3 
i= 1 j= 1 
where 1 pii I is the total variation of PO. 
Given two real Banach spaces X and Y, 2(X, Y) will denote the space of 
all bounded (or continuous) linear maps from X to Y. The topological dual 
of X will be written X’ and the duality pairing (x*, x) + (x*, x)~: 
X’ x X + [w. The transpose of an operator T in 2(X, Y) will be denoted 
T* E f?( Y’, X’). 
Given the integers n > 1 and k > 1, and real numbers h, 0 < h < + 03, and 
p, 1 <p d co, we shall use the following notation for two product spaces 
which will often occur in the paper 
MP=RnxLP(-h,O;W), Z”=WxL”(-hh,O;R”)xLP(-hh,O;IP?). 
2. FUNDAMENTAL RESULTS 
Given the integers n>l, k>l, mB1, a number h, O<h<co, and 
continuous linear maps 
L: C,(-h,O;Rk)+Rn, M: C,( -h, 0; I@) + Rk, 
N: C,(-h,O;R”)+Rk, H: C,( -h, 0; lW) + KY’, (1) 
B,: C,( -h, 0; W) + R”, B,: C,( -h, 0, Rm) + [W’, 
we shall consider the following coupled system of equations 
Mx, - NY, = Bou, + g(t), x0 = d2, 
y(t) - HY, - Lx, = B, ~1, +f(th Y(O) = do, Yo = QI’, 
for the functions 
(2) 
g: co, aC--,Rk, f: [O, a[ -+R”, u: I( -h, co) -, R”, 
4’: ](-h,O)-tF??, qS2:](-h,O)-+R”, q5’~R” 
and 
x: ]( -h, co) + Rk, y: I(-h, co)-+R”. 
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In this section we give three preliminary lemmas, the fundamental theorem 
of existence, uniqueness and continuity of solutions with respect to data, 
introduce the associated semigroups and the variation of constants for- 
mula. 
2.1. Preliminury Lemmas 
The proof of the first lemma is given in Delfour [S] for the case p = 2 
and is easily extendable to the case 1 <p < z. 
LEMMA 2.1. Fix the length of the memory h, 0 < h d x, and 17, 
ldp<r_. 
(i) There exists an n x k matrix 2. of regular Bowl measures such that 
(ii ) Fix a real number T > 0. For each s in C, ( - #x, T; iw” ), the 
ftinction 2.~. is defined as ,follow:s: 
(2x)(t)= Lx,, x,(O)=x(t+H), OEI(-hh,O), tE [0, T]. (4) 
It is continuous on [0, T] and generates the continuous linear map 
2: C,( - CG, T; Rk) + Lp(O, T; KY’). (5) 
(iii) The above map has a continuous linear extension ,from C, to Ll’: 
2: L”( - ~8, T; I@) -+ L”(0, T; R”) 
such thut 
(iv) For ull x in W’,P( - rx), T; Rk) and all t, 0 < t < T, 
J‘ ’ (S)(s) ds = Lx, - Lx,, 0 (7) 
where k is the first derivative qf x. 1 
Similar constructions can be undertaken for the maps M, N, H, B, and B, . 
By analogy, denote by 
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the matrices of Bore1 measures and by 
the continuous linear extensions respectively associated with the maps 
defined in (1). 
L M N H B, B, 
LEMMA 2.2. Let p, 1 < p < 03, and 13 1 be an integer. 
(i) Given T > 0 and u in Lp( -h, c I&!‘) the map us 
t+(u.)(t)=u,: [0, T] -LP(-h,O; R’) 
is continuous and for all I/I in W$q( - h, 0; R’), q ~ ’ + p ’ = 1, 
D,($, u,),Au.u= -CD&> u,)uxu in C(0, T; R). 
(ii) Zf u E W’.“( -h, T; R’), us E C(0, T; W’,p( -h, 0; IQ’)), 
D,u, = Dou, in C(0, T; Lp( -h, 0; R’)) 
and u. E C’(0, T; Lp( -h, 0; OX’)). 
(iii) Conversely zf u. E C’(0, T; Lp( -h, 0; R’)) 
DIIU, = D,u, in C(0, T; L”( -h, 0; R’)) 
and us E C(0, T; W’,“( -h, 0; R’)) and u E W’,p( -h, T; R’). 
ProoJ Cf. Appendix A. 1 
@b) 
(8~) 
DEFINITION 2.1. Let 12 1 be an integer and let a and b be two real 
numbers such that -h d a < b, Let %(a, b; R’) be the set of functions from 
Z(a, b) into R’. For each u in %(a, b; R’) and all s in Z(a, b) define the new 
functions e”, u and e” u as follows: 
e;u: I(-m,b)-+R’ (e;u)(t)= 
t E Z(s, b) 
otherwise, (9) 
e”u: I(-oo,b)-+R, (eYu)(t)= 
t E Z(a, s) 
otherwise (10) 
STATE SPACE THEORY 371 
Remark 2.1. In the sequel we shall often make use of the composition 
iYJle’: of the maps 
,o f +’ L”(0, T; a;s”) + L”( - x1, T; IF!“) 
$YJl: L”( - CE, T; OX”) -+ L”(0, T; R”). 
LEMMA 2.3. Let p, 1 <p < m, he an integer and 
M: C,(-h,O;&P)+R” 
be the continuous linear map to which we associate the k x k matrix p of 
regular Bore1 measures (cf: Lemma 2.1). 
For T > 0, d&e the continuous linear operutor 
‘IJ1e’l : L”(O, T; IWk) + LP(O, T; Wk), (‘YJle”, ) x = ‘YJl(e’: x). ( 1 I ) 
In (In clnulogous ftishion to ‘JJ1, for all t, 0 < t < T, dt$ne the ,family c~f cow 
tinuous linear operators 
‘WI: LP( - CC, t; Iw”) --f L”(0, t; W). 
(in purticulur ‘VI7 = ‘33). 
(i) For all t E 10, T] and x in LP(O, T; [w”) 
V’r E IO, Tl, m’e0, (x I ro.,l) = (me”, -u)l IO.1 (12) 
(ii) Jfftir all t E IO, T], !We~ is an isomorphism, then there exists u 
constunt c,.>O (solely dependent on T) such that 
Vt E IO, Tl, II x II Lr(O,r) 6 cT II gJ31’e0, -y II Lp(O.r). (13) 
(iii) If M has un isolated atom at the point 0, that is if‘there exists a 
k x k invertible matrix MO of real numbers and a k x k matrix p. qf regular 
real Bowl measures such that 
M4 = Mod(O) + j-" d,poti(W, V’b E C,,( - h, 0; R’ ) (14) /I 
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and 
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Fi IPcll(C-401)=0> (15) 
then ‘9JVe$ is an isomorphism of Lp(O, t; Rk) onto itself for all t > 0. 
Proof Cf. Appendix A. 1 
With the above notation system (2) is equivalent to 
!lR(e~x+e~qP)-~(e~y+eOq5’)=930(e0,u+e~w)+g, 
j--2@(e”,y+elfj’)-.Y(eO,x+eOq5*)=~~(eO,u+eOw~)+f, (2a) 
Y(O) = 4”. 
At first sight this notation might seem “heavy.” However, it is very precise 
and no additional notation will be required in the proofs which are often 
made heavier or imprecise by the frequent need to introduce extensions by 
0 or restrictions. Furthermore the reader must keep in mind that we are 
simultaneously dealing with different families of delay systems with finite or 
infinite memory. 
Remark 2.2 (Notation). In the sequel, we shall often use the notation 
Lx, instead of Y(e”, x + ey 4’)(t) even when x and 4’ are Lp functions. A 
similar remark also applies to Mx,, Ny, and Hy,. 
2.2. Existence, Uniqueness and Continuity with Respect to Data 
THEOREM 2.1. Fix an integer p, 1 < p < “3, and the maps H, L, M, and N 
of Section 2.1. Assume that ,for all t > 0, the operator YJI’eO, is an 
isomorphism. Then for all 
c+3 = (q5’, q5’, 4’) E Zp = R” x Lp( -h, 0; IW) x Lp( -h, 0; rWk), 
f~LP,,~O, 00; w and g E Lp,,(O, @J; Rk), 
the system of equations (interpreted in the sense of Lemma 2.1) 
Mx, - NY, = g(t), x,=cj* 
P(t)-HY,-Lx,=f(th Y(O) = do3 yo = 4'9 
(16) 
has a unique solution (x, y) in L&,(0, co; I@) x W:$‘(O, co; W). Moreover for 
each T> 0, there exists a constant C(T) > 0 such that 
II x II LP(O,T) + II Y II WLYO,T) d c( T)C II 4 II ZP + II g II LP(O,T) + II f II wo,TJ (17) 
Proof. Cf. Appendix A. 1 
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Remark 2.3. Note that the hypothesis on M that 
vt > 0, %R’eO+ : LP(0, t; KP) + L”(0, t; Rk) 
be an isomorphism appears to be weaker than the classical hypothesis 
which requires that the corresponding matrix of regular Bore1 measures has 
an isolated atom at 0. 
2.3. Smoothness of Solutions 
THEOREM 2.2. Assume that the hypotheses c~f’ Theorem 2.1 are ver$ed. 
(i) Under the hypotheses 
$9’ E W’, 4’ E I+( - h, 0: KY), 4’ E W’,p( -h, 0; I??“), 
,fE Lf#? m ; w 1, g:E w;;g(o. r;; bp), 
there r.uists a unique solution 
.Y E w;;go, co; R”), J’E w;,;go, i;c; R”), 
to the .s.y.stem 
Mi, - N,F, = g( t), i, = qP, ?;I, = &, 
j-j t) - Hy, - Lx, =f( t), y(0) = #‘, .x(O) = (b’(O). 
(ii) If; in addition to hypothesis (18), 
d”=4’(0), A4@-N&=g(O) 
(18) 
(191 
(20) 
(21 t 
then the solution (x, y) qf system (20) coincides M’ith the one of’ system ( 16). 
Moreover there e.uists a constant c(T) > 0 such that 
II -y II M”4’(0., ) -. < c(T)C II 4’ II w1.n + II 4’ II w1.0 + Ii g I/ ~w~~,~~ + I! .1‘ II ~w.~~l~ (22) 
(iii) Finally when, in addition to hypotheses (18) and (21 ), 
j-E C,“,(O, ‘WL ; Ifif” 1 (23 1 
then y E c’,‘,,,(O, CD; W) and,for all T> 0 there exists a constant c( T) > 0 such 
that 
II Y II t.l(o.r) G c(T)C II d’ II WI-P + II 4’ II w7l.p + II I: II u.1~to.n + il .I’ II c,o.nl (24 1 
Proof: Cf. Appendix A. 1 
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2.4. Associated Semigroup 
THEOREM 2.3. Consider the homogeneous system 
Mx, - Ny, = 0, xo=cj2 
i(t)-Hy,-Lx,=O, Y(O) = 4O3 Yo=d’ 
(25) 
for 4 = (do, #‘, 4’) E Zp. For each t > 0, define the map 
S(t): zp+ Z”, S(t) 4 = (y(t), Y,? xth (26) 
where (x, y) is the solution of the system (25). 
(i) The family {S(t): t>O} is a strongly continuous semigroup of 
operators on Zp of class Co. 
(ii) For 1 < p < co, its infinitesimal generator A is given by 
4’ E W’,p( -h, 0; KY) 
(do, 1+5’, 4’) E Zp 1+4~ E W’,p( - h, 0; Rk) 
k&h2 = NQI’, 4” = d’(O) 1 
, (27) 
A@‘, d’, 4’) = W4 + L@, W’, W’). (28) 
(iii) For all q6 in D(A), the solution (x, y) of(25) on C-h, CD[ belongs 
to W,‘$( - h, co; Rk) x W;;f( -h, co; KY). 
Proof: Cf. Appendix A. 1 
2.5. Variation of Constants Formula 
THEOREM 2.4. Assume that the hypotheses of Theorem 2.1 are verified. 
(i) When g=O, for all t>O 
x(t)=(Y(f),Yi,~,)=~(f)(~O,~‘,~2)+~’~(t-s)(f(s~,o,o)ds. (29) 
0 
(ii) Let k=n and l<p<co. Zffor all t>O, 
Yt’eO . + LP(O, t; Rn) + LP(O, t; Rk) (30) 
is an isomorphism, then 
2.(t) = (y(t), Y,, x,) 
= s(t)(4”> d’, 4’) + j’ s(t -s)(f (s) - (Zk)(s), 090) ds 
0 
+ A s ’ S(t - s)(k(s), 0,O) ds - (0, k,, 0), (31) 0 
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where k is the function of LP,,( -h, co; R”) given on each interval ] - CD, t], 
t > 0. hJ 
k(s) = 
CW’eO, ) ’ gl(.~), S<O 
o 
> s < 0. 
(32) 
Proof: Cf. Appendix A. 1 
The definition of the semigroup {S(t)} or equivalently the definition of 
the state Z(r) in Theorem 2.4 contains a certain amount of redundancy 
when system (2.16) has a special structure. 
As an example of such a situation consider the general model for the 
neutral type as developped by Burns-Herdman-Stech [11: 
Mx,-l’(t)=g(t), X(, = c$‘, 
j(t) - Lx, =f’(t), Y(O) = 4O? 
(33) 
where we have added the nonhomogeneous term g which was not present 
in their analysis. The main feature of (33) is 
From Theorem 2.4, 
H=O, Nd=&O),n=k. (34) 
.2(t) = (Y(f), .v,> x,1 
= S(t)(qh”, 0, f#‘) + j’ qt - s)(f’(s), 0, 0) ds 
0 
+ A i’ S(t --s)(g(.y), 0, 0) - (0, (e’: g),, 0). (35) 
It is easy to see that the second component plays an artificial role and that 
the state T(t) can be advantageously replaced by 
-f(t) = (v(t), x,1. (36) 
In fact they show that system (33) generates a semigroup 
9wd0, &) = (y(t), -u,). (37) 
In addition, it can be shown that (cf. Delfour [4]), 
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+ .d !‘d 94p(t -s)(g(s), 0) ds, 
.c4 = infinitesimal generator of Y(t). (38) 
We shall see in Section 4 how structural operators can be used to define a 
state without redundancies. 
3. TRANSPOSITION, “TRANSPOSED" SYSTEM, AND ADJOINT SYSTEM 
In this section we introduce the so-called “transposed” system which is 
basically of the same form as system (2.16) with some form of “transposed” 
operators HT, LT MT NT which are not the usual dual operators H*, L*, 
M*, N* in the ;opolbgical sense. Then we introduce the adjoint system 
which is the system classically obtained by transposition (in the topological 
sense) of the original system (2.16). Then we show that the transposed and 
adjoint systems are identical up to a change in the time variable. In the 
process we obtain the equivalent of a “Green’s formula” for systems with 
delays. This formula will be a main tool in the proof of most of the results 
in sections 4 and 5. 
3.1. Definition of the “Transposed” System and the Associated “Transposed” 
Semigroup 
DEFINITION 3.1. From Lemma 2.1, the continuous linear map 
L: C,(-h,0;IRk)4R” (1) 
has the integral representation (2.2) in term of a matrix 1 of regular Bore1 
measures. Associate with L the “transposed” operator LT defined as follows 
where ilT is the transposed (in the usual sense) of the matrix A. As in 
Lemma 2.1, for any s, 1 d s < co, we associate with LT the continuous 
linear map 
QT: L”( - 00, r; W) + L”(0, T; Rk) (3) 
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defined by 
(YTx)(t) = LTX,, xeC,(--z, T; KY’). (41 
By analogy with L, we also construct the transposed matrices AL’, v’. v’, 
P,f? and P:, and, the maps !DI’, fnT, ST, :#z, and A9:. 
DEFINITION 3.2. Given q for 1 <q < co, the “transposed” .rystem 
associated with the system (2.16) is defined as follows: 
M-5, - Lb, = ,g, bI’() = $ l, Z() = I//‘. 
ii, - H’w, - NT=, =,I; w(0) = lp, 
(5) 
for ~=(~0,~‘,~2)~ZY=[W”xL’/(-h,0;iW’i)xLY(-~,0;iW’), ,f’ in 
L;:,,(O, c; R”) and RE L&(0, co; IWk). 
System (5) enjoys exactly the same properties as system (2.16) and 
Theorems 2.1 to 2.4 directly apply. Whenf= 0 and g = 0 the solution (2, N) 
of system (5) also generates a strongly continuous semigroup (ST(t)) of 
bounded linear operators on Zy of class C,: 
ST(t) I) = (w(t), 11’(, I,). (6) 
Its infinitesimal generator is characterized as follows 
i 
(71 
A’$ = (HT$’ + NT$‘, Dd’, D@). (8) 
Remurk 3.1. The “transposed” semigroup (s’(t)) and its generator A” 
are not to be confused with the usual (topological) adjoint semigroup 
i.!?*(r)} and its generator A* which are naturally associated with the 
semigroup {s(t) I\ and its generator A. They are completely different. 
However, we shall later see that there is an intertwining relation between 
sr(t) and s*(t) in terms of the structural operators we shall introduce in 
Section 4. 
The next proposition is an important tool in the subsequent develop- 
ment of this paper. It also provides some kind of duality relationship 
between the “transposed system” (3.5) and the original system (2.16). 
PROPOSITION 3.1. Fi.y r, 1 < r < CO, and .I‘, r ’ + .Y ’ = 1. For a/l T> 0, 
uli 
(x, y) E L’(0, T; iw”) x W1.‘(O, T; KY’), 
(;, w) E L‘(0, T; IWk) x W’,‘(O, T; KY’), 
(9) 
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we have the following identity 
s 
T{z(T-t)~[~eO+x-%e(: y](t)+w(T-t) 
0 
.[j-Z’eO, y-.-YeO,x](t)} dt+w(T).y(O) 
= oTm s TeO,z-Y’eO+w](T-t).x(t) 
+[k-XTe’eO,w-YITeO+z](T-t).y(t)}dt 
+ W(O).Y(T). (10) 
Proof. Cf. Appendix B. 1 
3.2. Adjoint System 
DEFINITION 3.3. Fix S, 1 <s < co. Given ti E Z”, f E L”(0, T; W) and 
ge L”(0, T; Rk), the adjoint system is defined by the system of equations 
MTp’ - LTq’ = g, p=+ 
- [cj + HTq’ + lVp’-J =f, q(T)=$‘,qT=$‘. 
(11) 
where for any function y in L”(0, T + h; R’) (13 1 an integer) 
Y ‘: I( -h, 0) -, R’ (12) 
is defined by 
y’(O) =g(t - 0). (13) 
To see how (11) is related to (5) we introduce the following changes of 
variables 
p(t) = z(T- t), q(t) = w(T-- t), 
(14) 
s(t) =g(T- th f(t)=f(T-t)O<t<T 
and note that (at least formally) 
MT(elp)‘=(‘9JlTe0,z)(T-t)= [(YJleO,)*p](t) (15) 
and similar statements for the other three terms involving L*, NT, and HT. 
Now it is readily seen that to find a solution (p, q) to (11) is equivalent to 
find a solution (z, w) to the “transposed system” 
M*z, - LTw, = g(t), f E L”(0, T; IV’), g E L”(0, T; Rk), 
k(t) - HTw, - NTz, =f(t), (w(O), wo, 20) = (‘ho, ‘I’, $“I E Z”. 
(16) 
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But we know that system (16) has a unique solution (z, ~1) in 
L”(0, cr_l; rWk) x W’~“(O, T; KY). Working backward from (16) we can now 
give a precise meaning to the adjoint system (11). 
THEOREM 3.1. The pair (p, q) is the unique solution in L”(0, T; I@) x 
W’.‘(O, T; R”) of the system 
[(me’: )*p-(YeT)*q](t)=g(t)-[mTco $2-l”Te” $‘](T-t), 
g(f)- [(c%c>‘\)* q-(%e”+)*p](t)=f(t)+ [X*e” Ic/’ +$lTc? $‘](T-t), 
q(T) = II/“. (17) 
Pro?f!f: From Proposition 3.1. 1 
The writing of the adjoint system (11) in the form (17) is not just formal. It 
can be carefully justified by introducing script operators in the very same 
way as in the case of system (2.16). We have chosen not to introduce 
additional script operators associated with (11) in order to minimize the 
number of notations associated with each map M, that is !JJ& !JX*. The price 
to pay for this saving is the slightly complicated equation (17) as opposed 
to (2a) for system (2.16). The alternative would have been to introduce new 
notation for the map 
p + {t -+ M*p’} : c’,.(O, cc; R”) -+ Lr(O, T; Rh) (18) 
and all similar maps related to N’, L’ and H’. 
For time-varying systems, the proper form of the adjoint system is (17) 
and not ( I 1). Moreover in that case the equivalence of (11) and (16) will 
no longer hold and the existence of solutions to equation (17) can be 
obtained by the method of transposition. 
APPENDIX A 
Proqf of Lemma 2.2. (i) Given $ in Wh,c’( -h, 0; iw’) and cp in 5(]0, r[) 
we consider the expression 
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Extend by zero the function $ to all II2 and change the order of integration 
T T 
E=- 5 I 4 -h 0 q(t) ds (s - t) . u(s) dt ds 
r 
=- 
s j 
-oh :~(t)IL(s-t).u(r)dtdc 
= - joT$ (t) j”, rl/(e) u( t + 0) de dt 
=- (t)($, u,)uxu dt. 
Finally 
But the function 
t++ (Doti, u,): CO, Tl-+ R 
is continuous. Therefore by definition of the distributional derivative 
D,(ll/> u,> = -(De*, u,>. 
(ii) If u E w’.P( -h, T, R’) its derivative Du belongs to LP( -h, T; R’). SO 
for all t E [0, T], 
Dou, = (Du),. 
The map t H Dour belongs to C(0, T; Lp( -A, 0; R’)) and U.E C(0, T; 
W’J’( -h, 0; R’)). This means that for all II/ E a(] -A, O[; R’) 
However, this last identity is true for all I,$ in W$” since W’$” is dense in LY 
(1 <q< @J), 
tt+ D,uf= Dou, in C(0, T; Lp( -h, 0; R’)) 
and U. E C’(0, T; Lp( --A, 0; [WI)). 
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(iii) Conversely ?~D,u, belongs to C(0, T; Lp( -h, 0; 52’)) 
($3 D,u,) = Dr(ll/> u,> = - (DoIc/t u,> 
* ($9 Dour) =-<Do+, u > = ($3 Dru,) 
=t~D~u,=D,u, in C(0, r; LP(-h, 0; UP)) 
and U. E C(0, T; W1,p( -h, 0; R’)). So by construction of u., the function u 
necessarily belongs to IV’,p( -h, T; R’). m 
Proqj‘ qf’ Lemma 2.3. (i) We first prove the results for all x in 
C,(O, T; lRk). Then we use a density argument to show that it is true for all 
s in L”(0, F, W). 
(ii) Since ‘YJJeO, is an isomorphism of Lp(O, T; Rk), there exists a constant 
(a,- > 0 such that 
v’- E L”(0, r; W), II 2 II Ip,,,, rj d cT II (Jne(: z II ,,dO. T). (Al) 
For each .YE L”(O, t; R’), let y in L”(0, T; Rk) be the solution of the 
equation 
!J.NeO, y = e’ (fm’e’~ x). (A.21 
From part (i), 
‘JJleO, yl [OJ] = PJW MY I [o.r, 1 
and necessarily 
Cm’eO, 1x = Cm’@+ X4 I lo,rl 1. 
Since w’e”, is an isomorphism 
Now using (Al ) with z = y, 
II x II LfYO,/) 6 II Y II LP(o,~~ d CT II me0, Y II I,p(o,Tj. 
But from (A2), 
Combining the last two inequalities we obtain the desired result. 
(iii) The idea of the proof is to construct an invertible approximation to 
M4 = MO&O) + j” 4?Pod(Q. h 
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Choose E, 0 <E <h, such that 
l~,‘PoI(C-~,Ol)=~< 1, 
and construct the operator 
G,: Lp(O, T; lRk) -+ Lp(O, T; Rk) 
defined by 
(G,x)(~)=x(t)+~~~ M;-‘dspo(eO,x)(t+O) 
--c 
(A3) 
(A4) 
(A51 
for x in C,.(O, T; R”). By Lemma 2.1 in Section 2, G, has a continuous 
linear extension to an operator on Lp(O, T; I@). To show that G, is an 
isomorphism, we prove that for each f in Lp(O, T; Rk), there exists a unique 
x in LP(O, T; lQk) such that 
G,;x = j: 
To do that we show that the map 
H,:: Lp(O, T; Rk) + L”(0, T; R”), 
(Hex)(t) = -Jo- M;‘4po(e0,x)(t + 0) +f(t) 
-E 
is a contraction. For all x and y in C,. (0, T; Rk) 
(HE Y)([) - (Hex)(t) = -iom Mg’d,po[(e: y)(t + 0) - (eO, x)(t + e)] -t 
and by a straightforward adaptation of Lemma 1, 
II H, Y - H,x II LP(O.T)G I~o’PoI(C-~~ Ol)ll Y-XlILT0.T) 
for all x and y in LP(0, T; IF@‘). By choice of E in (A3), H, is a contraction. 
So there exists a unique x in LP(0, T; IWk) such that 
x=H,x 0 G,x =A 
Now associate with A4 the continuous linear operator 
‘iIRe% : Lp(O, T; Rk) -+ Lp(O, T; Rk) 
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which is defined for all x in C,.(O, T, Rk) as 
We shall constructively show that ‘S&O, is an isomorphism: 
3 unique .Y E L/)(0, T; R' ) 
(A6) 
such that ‘93~0, x =J: 
For x in C,.(O, T; R'), 
(~me~X)(f)=Mox(f)+jO d,po(e':-u)(f+n) 
i. 
=M,(G,u)(r)+j ,I d,,po(eO, x)(r+O,. 
On the first interval [0, E] 
Wx)(t) = Mo(G,.~)(fh O<f<C 
since the second term is zero: 
(e’i X)(f + fl) = 0 for t+8,<0 and t+H<s-c=O 
In particular from part (i) 
Cm’+o, t-u I[ox,) = We’: x)1 lo,c, = (MoG’, -~)l~o.i I 
and the equation 
~mv; x 1 =,f on CO, ~1 
has a unique solution s, E L”(O, E; Rk) which will define s on the first inter- 
val 
\: I [Ox] = x I . 
On the second interval [E, 2e] 
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By an argument similar to the one given for the interval [0, E] the lower 
bound for the integral in the last term can be taken as -e instead of -h. 
As a result the first and last term combine to form 
mnz(e: x)(t) = Max(t) + j" d,po(e", x)(t + 0) = M,[G,(e”, x)](t) --c 
on the interval [E, 2~1. Solving 
(mIJZx)(t) =f(t) 
is now equivalent to finding 
x2 E LP(&, 2E; IP), 
on [E, 2.51 
CG,iC x,)1(t) = Mc’Cf(t) - mo(eY+ 6 x,)(t)l, E < t 6 2E, 
(A7) 
where %I0 is the continuous linear extension to all Lp(O, T, Rk) of the 
function 
(%R,x)(t) = jr, 4po(e:x)(t + 0) 
defined for x in C,.(O, T; Rk). But G,, is also an isomorphism on 
LP(.s, 2~; Rk) (same proof as on [0, T]). Therefore there exists a unique x2 
which is a solution of (A7). 
We proceed in this fashion on each interval [(n - 1) E, nr] until we reach 
an interval N such that NF > T. Since T is finite, the number of intervals is 
finite and the function 
x(t) = x,(t)3 tE[(n-l)E,?I&], l<n<N, 
-~,(th tE [I(N- 118, Tl, 
belongs to LP(O, T; KY“). By construction x is a solution of (A.6). We have 
shown that WeO, is invertible and a fortiori is an isomorphism. [ 
Proof of Theorem 2.1. The proof essentially uses a fixed point 
argument. We show that for each T > 0, the map 
(XT Y) + (3x9 Y) = c-c j) (A81 
defined on Lp(O, F, I@) x LP(O, T; Rn) into itself is a contraction. Given x, y 
the functions X, j are defined as follows: 
j(t) = 4” + j’ w(s) ds, (A9) 
0 
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w=Pqx+m?O,y+f+6Pe” cj’+.#eO $+I’, (AlO) 
‘JJeO,,f=%eO, j+g+%eO q5-+JJe” 4’. (Al 1) 
It is easy to check that the function C is well defined. 
Let (Z,, j,) and (Xz,j2) be the functions associated with (x,, J’,) and 
(.x2, .r2), respectively. So 
.F2(l)-.Vl(t)=j’ [(.~e~(x2-x,))(s)-(.6f~o+(~,,-~,))(.s)] ds, (A12) 
0 
(Jne:(,Y2-.\:,)=~e(:(.1’2-~,). (Al3) 
From identity (A12).and inequality (6) in Lemma 1: 
I !‘r(f)-j,(t)l 6mlx,-.~l IILi’lO.,, + II Y2 -?‘I lI,m.r~l 
and 
ii/ 
’ 
‘P 
II .Fz -F, II Lr,o.rj d K II -y2 - -YI II $(O,,, ds 
0 1 
+ II ?‘2 - 4’1 iI :),‘,o.,) d.~ . (A141 
Similarly for identity (A13) we use the fact that, for all t, 0 d t < T, $YJI&{ is 
an isomorphism and inequality (13) in Lemma 3 for some constant (‘7 > 0 
independent of t: 
Combining (A14) and (A15) we obtain 
(A161 
Choose a real number a, 0 < CI < 1, and define the function 
g,(r)=exp $ , ipl 2Kc, (‘= min(l, CT) (A171 
386 DELFOUR AND KARRAKCHOU 
and the norm 
(A181 
It is readily seen that the above norm is equivalent to the usual Lp(O, t) 
norm. In particular 
G II x2-x1 II Lq0.r) eT,“(t) 
and 
I 
l/P 
C II x2 - ~1 II ho,.,) ds d w,(t)ll x2 - XI II LQOJ). (A19) 
Similarly 
1 
LiP 
C II Y2-YI lILyO..\,dJ GQ,(t)ll Y2 -Y1 lIL:,O.r). (A201 
By combining (A16), (A19), and (A20), we finally obtain 
II j2-Y, IIL~(0.T) 
G 4 II Y2 - Yl II L$O,T) + II x2 -x1 II L<(O,T,I 
This shows that the map C is a contraction mapping and establishes the 
existence of a unique fixed point (x, y) such that 
(x, Y) = C(x, Y). 
But, by construction of C, this is equivalent to the existence of a unique 
solution (x, y) E LP(0, T, [W’) x W’,p(O, T; W) to system (16). 
To establish inequality ( 17) we go back to system (A9t(All) with 
(X, j) = (x, y) and obtain the following estimates 
I Y(l)1 d CCII x II uJ(OJ) + II Y II fJJ(OJ) + II 4 IIZP + II f II LP(0.J~ 
II x II LP(O.1) d C’C II Y II IY,OJ) + II 4 II zp + II g II LP,O,r)l, (‘421) 
and 
I Y(t)1 d Cl II Y II LP(0.r) + c2c II 4 II ZP + II f II LP(O,T) + II g II LP(O,T)l. 
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Again for CI, 0 < z < 1, we introduce the function 
g,(t)=exp Cp, 
[ I PX” 
By continuity of y 
where 
is a norm equivalent to the natural norm in C(0, t). 
By combining the above inequalities we obtain 
I Y(r)1 G w,(~)ll YI/c,(o.r, + c2c II 4 II 7” + /I f‘ II I.P(O.7) + II g II LP,O.TJ 
Finally 
Ii .r II c.,,j.7~, < g ( T)ll I’ II c.,co.71 d * HdllzJ,+ 11 f’llLP,~;.7,+ II glIL,~~o,nl. 
(A-22) 
By substituting (A22) in (A21 ) with t = T we obtain inequality 
II .y II l.l’(O.I, 6 cr II 4 II %” + II f II /.1’(0.71 + I/ g II Lw~.7J. (A23) 
Using (A22) and (A23) and the second identity (16) we obtain an identity 
similar to (A22) for j in the L”(O, T) norm. Combining all this we obtain 
inequality (17). 1 
Proof‘ of’ Theorem 2.2. (i ) W e b asically use the same technique as the 
one in Theorem 2.1. For T > 0 define the map 
from L”(0, T; I@) x LP(O, T; R”) into itself as follows 
x(r) = c)‘(O) + j-i u(s) d.c f > 0, (A-24) 
l.425) j(t)=cj”+I’w(.~)ds, 
0 
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where w and u are given by the expressions 
w=Yeo+x+Xe”, y+~eOfj2+Afe0qS’+,f, (A261 
~e0,u=~eo,w+‘Jze0~‘--eo~2+g (A27) 
It is readily seen that C is a well-defined continuous map. We show it is 
a contraction mapping. Given (x,,y,) (resp. (xz,y2)), let (wr, u,) and 
(X,,jr) (resp. (w,, u2) and (X2,j2)) be the functions defined by 
(A24)-(A27). Firstly 
I j$(t)-j,(t)) Gj; I w2(~)-~~1b)I ds<c Ilu’2- WI IIu(o.r). 
From (A26) and Lemma 2.1 (inequality (2.6)) there exists a constant c’ > 0 
independent of t such that 
II ~.‘z - wi II u(o,r, 6 c’[I II x2 -xl II Lr(o,,j + II ~2 -Y 1 II u,o,rJ. (A.281 
Hence 
(r ’ II Y,-Y, IL(o,,,~~ 
I/P 
+ > I. 0 (~29) 
Also in view of the hypothesis on %ReO, there exists a constant cT> 0 
independent of t such that 
II u2 - UI II LP(O.1) G CT II h’2 - WI II U(0.l) 
and from identity (A24) 
(A30) 
I.f2(f)-X,(t)l d s ; Iu2(s)-u,b)I dsdc //~2-~1IIu(o,r,. (A31) 
By combining (A.28) (A.30) and (A.31) we obtain 
II 22 - 2, II u(o,t) G K 
> 
IlP 
II x2 - XI II G(o,s) ds 
( J-i II y2 -Y I II L(0.S) ds 
I/P 
+ > 1 . (~32) 
The last part of the proof now uses inequalities (A29) and (A32) and is 
similar to the proof of Theorem 2.1. Thus C is a contraction mapping and 
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there exists a unique pair (x, y) in Lp x Lp for which equations (A24) to 
(A27) are verified. But by construction the pair (x, y) belongs to 
W’,p(O, T; Rk) x W’,“(O, T; KY”). 
(ii) In part (i) we have shown the existence of a unique solution (x, y) to 
system (2.20). We now want to show that under the additional hypotheses 
(2.21) the pair (x, y) is such that 
Mx,-Ny,=g(f), (A33) 
x0 = 4’2 !‘(I = (b’. (A34) 
By virtue of (2.20) 
Always by virtue of (2.20) 
By using Lemma 2.2 in Section 2, 
Therefore equations (A33), (A34) and the last equation (2.20) shows that 
(.Y, ~7) is indeed a solution of (2.16) in Section 2. 
To get inequality (2.22), we use the first equation (2.20) to obtain an 
estimate of the L” norm of x as a function of the Lp norms of j, @, d’, and 
2. This estimate combined with estimate (2.17) yields (2.22). 
(iii) Since x is now continuous, the second equation (2.20) with f con- 
tinuous makes ?: continuous. In particular we can obtain an estimate of j in 
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the C-norm as a function of x, d*, 4’ and f in C-norms. This last estimate 
combined with the estimate (2.22) of part (ii) yields (2.24). 1 
Proqf of Theorem 2.3. (i) In view of Theorem 2.1, the transformations 
s(t) are well defined, linear and continuous. The strong continuity on 
[O, 30[ follows from the continuity of the functions 
tt+y(t): [O, Kl[ + ET, 
twy,: [0, a[ + L”( - h, 0; W), 
t I-+ x,: [0, 03 [ + L”( -h, 0; Rk) 
(since the translation operator is continuous on Lp functions). The 
semigroup properties are obvious. 
(ii) To characterize the infinitesimal generator requires more work. We 
first show that initial conditions 4 = (do, (b’, d’) of the form 
4” = qm), Mq4*=Nq4’, cj’ E W’,p( -h, 0; R”‘). 
4’ E I+“,“( -h, 0; R”) 
(A35) 
belong to D(A). According to Theorem 2.2(i) and (ii) forf= 0, g = 0 and Q 
verifying (A35), there exists a unique solution (x, y) E W:;:(O, co; Rk) x 
W”;{(O, co, Rn) to system (2.20) which coincides with the solution of system 
(2.16). In particular we conclude from this that x(0) = d’(0). Therefore the 
functions 
-f(t)= {;!;‘;,,tl”<<oo}, At)= {‘,il’;,;i”<“,}, 
belong to W’J’( -h, T; lRk) and W1~p( -h, T; R”) for each T> 0. By Lemma 
2.2 in Section 2, 
lim Y(‘)-~O 
t = j(0) = Hy, + Lx0 = f@’ + L#, 1-O 
lim ‘,-~I 
-=~,YtIr=o=D,y,I,=,=D,~‘, 
t-0 t 
lim 
X,-d2 
-=D,X,I,=O=D~x,l,=o=D,~2. 
r-0 t 
This shows that #E D(A) and A4 = (Mj’ + Lq5*, Dgq5’, D,qS2). 
Conversely, for LED, the map 
f+$s(t)Q=S(t)A& [O, co[+ZP (‘436) 
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is continuous. In particular for all T> 0 
YE C’(0, T; KY). I’. E C’(0, T; L”( -h, 0; KY)), x. E C’(0, T; LP( -h, 0; R”)). 
(A37) 
By Lemma 2.2, for all T> 0, 
1’~: W’.“-h, T; R”), .YE W’,P(-h. T: R”) (A38) 
and necessarily 
qb’ E W’.“( -h, 0; IV), d’(O) =y(O) = qP 
I#’ E W’.p( -h, 0; I@), c)*(o) = s(0). 
Always by Lemma 2.2, for all T> 0, 
~3. E C(0, T; W’.“( - h, 0; R”)), .Y. E C(0, T; W’.“( -h, 0; Rk)) 
and 
Mx. E C( 0, T; [WA ), N,: E C(0, T; R”). 
From the first equation (2.25) for all t 30 
Mx, - Ny, = 0 => Md* - NI#? = Mx, - NY, = 0. 
So any 4 in D(A) is of the form (A35). This completes the characterization 
of D(A). 
(iii) When 4 E D(A), ,f’= 0, and g = 0, the conditions of Theorem 2.2( ii) 
are met and 
y E W”;f(O, cc; R’,), x E W”<;p(O, 32; IRA ), 
y(0) = 4” = d’(O), x(0) = f#J’(O). 
So .Y and J belong to W/,$’ on I( - h, m). i 
The proof of Theorem 2.4 requires the following lemma. 
LEMMA A. I. Fix p, 1 <p < cxz, and assume that the operators H, L, M. 
N satisfy the hypotheses of Theorem 2.1. Define 
v[O, T]={(t,s):O<s<t<Tj. 
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Given fin C(0, T; R) and S, 0 ds < T, the solution (u(., s), u(., s)) of the 
system 
Wu(., s)), - Nu(., s)), = 0, (u(~,s)),=(u(~,s)),=o, 
; u(t, s) - fq4.2 s)), - L((u(., J)), = 0, 
(‘439) 
U(S? s) =f(s), 
has the following properties: 
(i) (t, s) + u(t, S) is continuous on V[O, T], 
(ii) (t, S) -+ u(l, s) is continuous on V[O, T], 
(iii) t -+ U(t) = jb u( t, s) ds (resp. t + V(t) = j; u( t, s) ds) 
is continuous on [0, T] and U(0) = 0 (resp. V(0) = 0), 
(iv) for almost all t in [0, T], 
‘We”, U)(t)=[i [We.\u(.,s)](t)ds 
(resp. dp(pO+ U)(t) = j,’ [LZe,‘+ u( ., s)](t) ds, 
(A40) 
We”, V)(t) = c,’ [Se”, u( . , s)](r) ds, 
X(ey V)(t)=/: [A“e.; u(.,s)](t)ds). 
Proof of Lemma Al. (i) By definition of the semigroup S(t), we have 
(46 S)? U(.> s),, 4., s),) = S(l- s)(f (s), O,(l). 
For simplicity we shall abbreviate (f(s), 0,O) and write ITT,. For any (t, s) 
and (t’, s’) in V[O, T], 
Is(tf-s’)~,,-S(t-s)~sl 
< ~[S(t’-s’)-S(t-s)]~sl + IS(r’-s’)[~~-~,31. 
The first term on the right-hand side goes to zero as (t’, s’) goes to (t, s) by 
continuity of r + S(r) f, since t’ -s’ goes to t - s. The second term goes to 
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zero by continuity off and the fact that S(r) is bounded in a bounded 
neighbourhood of (t -s). Hence the function 
(t - s) + S( t - s)(f‘(s), 0, 0) 
is continuous and a fortiori the function 
(f, s) + u( t, s) 
is continuous on V[O, IJ. 
(ii) Since the system is time invariant, 
u(t,.s)=u(t,s;,~,)=u(t-s, O;,i:). 
From Theorem 2.2(ii) and inequality (2.22) 
d’) -+ u(r, 0; (do, 020)) is continuous. 
r --+ u(r, 0; (do, 0, 0)) is continuous. 
We show that (t, .F) + u(t, s) is continuous at (t, .s) 
/ u( t’, s’) - u( t, s)l 
= ) u(t’ -s’, O;.&) - u(r -s, O;T,)l 
d Iu(t’-s’, 0;,~,)-u(t-s,0;jy)1 + Iu(t’-s’, O&7,)1 
~l~(t’-s’,0;.7:,-U(t-S,O;.~,~l+(.~T~If~S’~-.f~.~~I 
for some constant c(T) > 0. 
In view of the above mentioned properties u is continuous at (t. s). 
(iii) Given t’ > f 
So the continuity of U follows directly from the continuity of u in V[O. 7’1. 
Now 
C'(r)=j'u(t,s)d~=j'u(O,O)d~+j'[u(r..s)-u(O,O)](I.F. 
0 0 0 
For each I: > 0, there exists 0 < 6 <E/( ju(O, O)l + C) such that 
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Therefore 
I U(t)1 6 t[l u(0, 0)l + El 6 E 
and U(0) = 0. The proof for V is identical. 
(iv) We prove the result for u and YJI. The other cases are similar. 
In view of part (iii) the function e “, U E C,( -h, 0; Rk) and the function 
t + (We”, U)(t) = M(eO, U), 
belongs to C(0, r; I@). By definition 
~~+“u(t+tl,s)ds, if t+8bO 
0 otherwise 
4s i’d+* u( t + 8; s) ds. 
-h, -r} 
We now change the order of integration. 
For t<h, 
For t>h, 
= Ids [‘iMe: u(., s)](t). 
I 0 
This completes the proof of Lemma A.l. I 
Proof of Theorem 2.4. (i) We first establish (2.29) for f continuous. By 
linearity we have 
x(t) = Xl(f) + -4th y(t) =.Y1(f) +Y*(fh 
where (x,, y,) is the solution of the system 
Mx, - Ivy, = 0, x0 = d2, y, = 4’9 
j(t) - Hy, - Lx, = 0, Y(O) = 4OY 
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and (x2, y2) is the solution of the system 
Mx, - Ny, = 0, X() = 0, y, = 0, 
j(t) - Hy, - Lx, =f( t), y(0) = 0. 
(A41 1 
By definition of the semigroup ,S(t) 
(r,(t), (YIL (Xl ),I = s(f)(@), 4’3 d2). (A42) 
In order to find a representation for the solution of system (A41 ), we use 
for SE [0, 7’[ the solution (u( ., s), v( ., s)) of system (A39) in Lemma A.1 
and the functions U and V. Using the second equation (A39) and 
integrating with respect to s from 0 to t and using identities (A40) one 
obtains 
I / ,:$(f, s)d.s= [IYe’: V](t)+ [YeO, U](t). 
Hence V is differentiable. 
and 
$I([)= CXe’: V](r)+ [Ye’: L’](t)+./‘(t), 
(e’: V)(s) = 0, SEZ(-h,O). 
(A43 1 
Similarly we integrate the first equation (A39) with respect o s from 0 to t, 
[%Jleo+ U](r)- [‘JIeO, V](t)=J’{%Jk; u(.,.s)](t)- [%e‘, r(~,.s)](t))ds=O, 
0 
(A441 
(e’: U)(s) = 0, SEZ( -h, 0). 
In view of uniqueness of solution to (A41). 
Henceforth 
02(t), b2),, (-x2),) = (v(r), (e”, V,. (et W,) 
= (; (?J(t, s, u(. s . s),, u( ., s),) d.s (A45) 
= i ’ S(t - s)(f(.s), 0, 0) ds. 
JO 
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The last result is true for all intervals [0, T], T> 0, and allfin C(0, T; KY). 
By density of C(0, T; KY’) in Lp(O, R IIV) and boundedness of S on [0, T] 
the result is true for all f in Lp(O, T; W) and hence all f in LP,,(O, co; W). 
For the second and third components in identity (A45) we have used the 
fact that 
~b+“u(t+b)ds, t+e>o 
0, t+e<o 
t+eao 
otherwise = (4 v, (0) 
(cf. Dunford-Schwartz [28, Theorem 17, p. 1981). 
(ii) Again by linearity we can assume that 4 = 0 and ,f= 0 and find a 
representation for the solution of the system 
Mx, - NY, = g(t), xg=y()=o, 
j(t)-Hy,-Lx,=O, y(0) = 0. 
(A46) 
It suffices to establish (2.31) in the inerval [0, T]. As in part (i) we start 
with a g of the form 
g E IJV'~~(O, T; Rk), g(O) = 0 
and extend the result by density to all LP(O, T; R"). 
By hypothesis ‘GO+ is an isomorphism of Lp(O, T; Rk) onto itself. So it is 
easy to show the existence of a unique function E in LW’(O, T, Rk) such 
that 
%eO,k=g and I?(O) = 0. 
Make the change of variable 
z=y+k on 1(--h, T) 
in equation (A.46). Then 
Mx, - Nz, = 0, x,=0, z,=o, 
i(t)- Hz,- Lx*= (k-&%)(t), z(0) = 0. 
(A47) 
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But for system (A47), 
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(4th z,, -x,) = s ’ S(r - s)(k(s) - (%“k)(s), 0, 0) ds. 0 
From standard semigroup theory, it is easy to show that 
(’ S(r - .s)(l;(.s), 0,O) ds = (k(r), 0,O) + A j’ S(t - s)(k(s), 0,O) d.s. 
0 0 
Now 
(v(r), I’r, x,) = (4th z,> -u,) - (k(r), k,, 0) 
= - ‘S(t-s)((sfk)(s),O,O)d.s-(k(r), k,,O) 
1 0 
+A ‘S(r-s)(k(.s),0,0)ds+(k(r),O,0), s 0 
and this is precisely identity (2.31) with q5 = 0, ,f= 0 and g of the type 
gE ~:,;:a a; Rk), g(0) = 0. 
In order to extend the result by density to L[,,(O, XC; Rx) we must show 
that the maps 
~++Ati(f), d(r)=[‘S(r-s)(k(s),O,O)d,v: Lp(O, T: R”) + Z” 
0 
g++R(r)=(O,k,,O): L”(O, T;Rk)+ZP 
are continuous. This is true for the first map by Theorem 2.2(i) and (ii). On 
the other hand by Lemma 2.3(ii), there exists a constant c7 >O such that 
II g(f)llzp= Ilk IL G II~IILp(o.7) d 6 II g/If~rco.7,. 
So the density argument can be applied. This completes the proof of 
Theorem 2.4. i 
APPENDIX B 
Proof of‘ Proposition 3.1. If we make the change of variable 
p(r) = z( T- r), q(r) = w(T- r), (Bl) 
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we obtain the following identities 
wJ=eO, zl(T- t) = [We”, I* PI(t), CzTeO, wl(T- t) = C(yeO, I* 91(t), 
Cx’e”, wl(r- t) = C(xe”, I* sl(t), C~‘@+zl(T-f)= CW”,)*pl(t), 
W) 
and the result follows by transposition and integration by parts. 
It is now sufficient to prove (B2) for YJI to complete the proof of the 
proposition. 
For all z in C(0, T; Rk) and arbitrary y in C(0, T; Rk) 
i T(YXTeO,z)(T-t).y(t)dr= CT [O d,pT(eO,z)(T-t+O).y(t)dt JO 
0 r 
=.I s (e”, -1, 0
= P(5 
JO J-h 
By density of C(O,T; Rk) in L’(0, T; Rk) for 1 d I < co, the result is true for 
all z in L”(0, T; Rk) and y in L’(0, T; Ilk). 1 
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