Abstract. In this article the problem to be studied is the following
Introduction.
This work deals with the following parabolic problem (1.1)
where Ω is a bounded domain, s ∈ (0, 1), 1 < p < N and (−∆ |u(x, t) − u(y, t)| p−2 (u(x, t) − u(y, t)) |x − y| N +ps dy is the fractional p−laplacian operator which is, in particular, non local. The data f and u 0 are measurable functions under suitable hypotheses that we will precise in each instance. For the local p−laplacian operator there are a large number of references in the literature. Among all of them we refer to [19] where the author proved the existence of an entropy solution for all data in (f, u 0 ) ∈ L 1 (Ω T ) × L 1 (Ω). The case of general measure data was studied in [6] , [7] , where the existence of renormalized solution is obtained.
Respect to the non local operator, the case p = 2 has been analyzed in [14] . Using duality and approximation arguments, the authors proved the existence and the uniqueness of the solution that belongs to a suitable fractional Sobolev space. The case with Hardy potential and under "natural" condition on (f, u 0 ) has been studied in [2] .
In [20] and [16] for p = 2 and f ≡ 0, the authors obtained the existence of energy solution for all u 0 ∈ L 2 (Ω), explaining the asymptotical behavior with respect to properties of the corresponding Barenblatt type solution (for p > 2).
The main goal of this paper is to consider the case p = 2 with more general data (f, u 0 ) ∈ L 1 (Ω T ) × L 1 (Ω). We will prove the existence of a weak solution obtained as limit of approximations (SOLA) that belongs to a suitable fractional Sobolev space. Moreover if the data are nonnegative we will prove that a such solution is an entropy solution.
It is worthy to point out that the stationary problem has been studied in [13] and [1] . We will use the functional results explained in [1] and some techniques there.
More precisely, the paper is organized as follow. In Section 2 we will give some concepts in which the solutions are considered and some functional tools and algebraic inequalities that will be used along of the paper.
Section 3 is devoted to prove the existence of a weak solution for all data
The idea is to proceed by finding a solution as limit of approximations.
Section 4 is devoted to introduce the concept of entropy solution and to prove that a SOLA is an entropy solution.
In the last section we analyze some qualitative properties of the solutions related to the extinction in finite time and the finite speed of propagation, that is different to the local case.
Preliminaries and functional setting
In this section we give some functional settings that will be used below, we refer to [10] and [4] for more details.
Let s ∈ (0, 1) and p > 1, assume that Ω ⊂ IR N , the fractional Sobolev spaces W s,p (Ω), is defined by
Ω In the same way we define the space W 
See [18] for a elementary proof. We also will use the following extension result.
where
See [10] for the proof.
Remark 1.
If Ω is bounded regular domain, by the Poincaré inequality we can endow W s,p 0 (Ω) with the equivalent norm
For w ∈ W s,p (IR N ), we define the fractional p-Laplacian as
It is clear that for all w, v ∈ W s,p (IR N ), we have
It is easy to check that (−∆)
Let define now the corresponding parabolic spaces. As in the local case, the space
(Ω)). For simplicity of typing and for any measurable function u, we set
We introduce the notions of solution to be use later.
Notice that the existence of energy solution follows using classical argument for monotone operator. See [15] .
we need to precise the sense in which the solution is defined.
In the local case a stronger notion of solution, entropy solution, is introduced in order to get uniqueness, see [19] . We will extend this notion to the fractional framework in Section 4.
Some apriori estimates will be proved in the classical Marcinkiewicz space M q (Ω T ), that for the reader convenience, we define below. Definition 2.6. Let u be a measurable function, define
We say that u is in the Marcinkiewicz space
The following elementary algebraic inequalities can be proved using suitable rescaling argument.
If moreover α ≥ 1, then under the same conditions on a, b, p as above, we have
where c 4 > 0 is independent of a and b.
Assume now that a, b ∈ IR and p ≥ 1, then
Existence of a weak solution
The main result of this section is the following.
and for all s 1 < s, we have
and for all s 1 < s.
To prove Theorem 3.1 we proceed by approximation. Define f n = T n (f ) and
. Let u n be the unique solution to following approximated problem
in Ω.
Notice that the existence of u n follows using a direct modification of the classical result of [15] . Let us begin by proving the next a priori estimate.
Lemma 3.2. Consider the sequence {u n } n defined as above, then ||u n || M p 1 (ΩT ) ≤ C for all n, where p 1 = p − 1 + ps N . In particular, for all q < 1 +
Integrating by part, we reach that
Thus, using inequality (2.5) and the above estimate, it follows that
Then, up to a subsequence, there exists a measurable function u such that
0 (Ω)) and u n → u a.e in Ω T . By the Sobolev inequality, we get
Now, using the fact that |{|u n | > k}| = |{|T k (u n )| = k}|, we obtain that
Hence ||u n || M p 1 (ΩT ) ≤ C for all n, and the result follows.
By the previous estimates and using the Vitali lemma it holds that u
We prove now that the sequence {u n } n is bounded in a suitable fractional Sobolev spaces, more precisely we have the following result.
Lemma 3.3. Let {u n } n defined as above, then for all q < p 2 = N (p−1)+ps N +s and for all s 1 < s, we have
Proof. In what follows, we denote by C, C 1 , C 2 , ..., any positive constants that are independent of {u n } n and can change from one line to another. We follow closely the argument used in [1] . Define
where α > 0 to be chosen later, then using w n as a test function in (3.2), we get
Integrating by part we find that,
Hence, in any case, since sup
We deal now with the term
it follows that
Using inequality (2.3) and by (3.4), it holds,
Fix q < p 2 and s < s 1 , then there exists q 1 < q such that
Using inequality (2.4) and by (3.5), it follows that
So we obtain
Using inequality (2.2), we reach that
Since Ω is a bounded domain, we get the existence of R > 0 such that Ω ⊂⊂ B R (0). Hence
To compute the last integral, we follow closely the radial computations in [11] and [12] . We set r = |x| and ρ = |y|, then x = rx ′ , y = ρy ′ , where
Therefore we conclude that (3.8)
Hence taking into consideration that θ > 0 and the behavior of K θ near 1, we reach that
where a > 0 to be chosen later. It is clear that
Choosing a > θ, it follows that
, we can choose α > 0 such that κ < p − 1 + ps N . Hence, taking into consideration the result of Lemma 3.2, choosing a very close to θ and using Hölder inequality, we deduce that
In a symmetric way, we can show that
Going back to (3.6) and taking into consideration the previous estimates, we conclude that (3.10)
In the same way and using 1 − 1 (u − n (x, t) + 1) α as a test function in (3.2), it follows that
Combining the estimates (3.10) and (3.11), we reach that
Hence we conclude.
To prove that u ∈ C([0, T ], L 1 (Ω)), we need the next lemma.
Lemma 3.4. Let {u n } n be defined as above, then {u n } n converge strongly to u in
It is clear that
Now, by inequality (2.5) we obtain that
Recall that Θ 1 (σ) ≤ |σ|, thus, for all t ≤ T ,
Denote b n,m the right hand side, thus
n,m + 2b n,m , taking into consideration that the sequences {f n } n and {u 0n } n converge strongly in L 1 (Ω T ) and L 1 (Ω) respectively, we conclude that b n,m → 0 for n, m → ∞. Therefore we conclude that {u n } n is a Cauchy sequence in
We summarize the previous Lemmas as follows:
Since Ω is a bounded domain, then by the result of Lemma 3.2 and using Vitali's Lemma, we reach that
Proof of Theorem 3.1.
Let φ ∈ C ∞ 0 (Ω T ) and define Φ(x, y, t) = φ(x, t) − φ(y, t), taking φ as a test function in (3.2), it follows that (3.12)
In the same way we have
We claim that (3.13)
Since u n → u a.e. in Ω T , then
Using the fact that u(x, t) = u n (x, t) = φ(x, t) = 0 for all x ∈ (IR N \Ω) × (0, T ), we reach that
, then I 1 → 0 as n → ∞. We deal now with I 2 . It is clear that in (Ω × B R \Ω) × (0, T ), we have
Since sup
Therefore, using the Dominated convergence Theorem we reach that I 2 → 0 as n → ∞. In the same way we obtain that I 3 → 0 as n → ∞. Hence the claim follows. As a conclusion and passing to the limit in (3.12) there results that
Remark 2. The same existence result holds also if
, the set of Radon measures on Ω T and Ω respectively.
Nonnegative solutions obtained as limit of approximation are entropy solutions
We state now the definition of entropy solution inspired from [19] . 
We will prove that for nonnegative data (
, the weak solution obtained in the previous Section, is an entropy solution in the sense of Definition 4.1. Notice that, as a by product, we recover the proof that any solution as limit of approximations is an entropy solution, as in the local case. Proof. We have just to show that the weak solution obtained in Theorem 3.1 satisfies the conditions (4.2) and (4.3) stated in Definition 4.1. It is clear that, in this case, the sequence {u n } n of solution to the approximating problems (3.2) is increasing in n and then u n ↑ u a.e in Ω T .
Let us begin by proving estimate (4.2). Since u, u n ≥ 0, then the set R h defined in (4.1) is reduced to
, u(y, t)} with min{u(x, t), u(y, t)} ≤ h .
Notice that
Taking into consideration that u n ≥ 0, it holds
It is not difficult to show that
Thus, using Fatou's lemma, we conclude that
then, using the fact that
we conclude that
Let us study the limit, as n → ∞, of each term of the pervious identity. By the Dominated Convergence theorem one can easily show that, as n → ∞,
Using the fact that u n → u strongly in C([0, T ], L 1 (Ω)) and since Θ k is Lipschitz continuous, one has, as n → ∞,
We analyze now the term
, then a duality argument allows us to conclude that
We deal now with the second term in (4.4). We follow closely the same arguments as in [1] , for the reader convenience and to make the paper self contained we include here all details.
We set
and
as n → ∞, where
Hence, using Fatou's Lemma, we obtain that
We deal now with K 2,n . We set
. We claim that, as n → ∞,
We divide the proof of the claim into two cases according to the value of p.
The singular case p ∈ (1, 2]: In this case we have
Using Lemma 3.2, we get that
, by duality argument we conclude that
Using the Dominated Convergence theorem we reach that
as n → ∞ and the claim follows in this case.
The degenerate case p > 2: In this case we have
The termK 2,n (x, y, t) can be treated asK 2,n above. Hence it remains to deal witȟ K 2,n (x, y, t). We define
wherek >> k + ||v|| ∞ is a large constant. Using duality argument we obtaiň
Now, consider the set
It is clear that, taking into consideration the previous computations, that we have just to analyze the convergence on the set
The duality argument allows us to conclude that
In the same way we can treat the set D 4 . Therefore, combining the above estimates and using the Dominate Convergence theorem, we conclude that
Therefore, as a conclusion we have proved that
and the result follows at once.
5. Further results.
Extinction in the finite time.
In this subsection we suppose that f ≡ 0 and p < 2, our main goal is to get natural condition in order to show that the nonnegative solution is zero for large time. The first result in this direction is the following.
Theorem 5.1. Assume that
2N
N +2s ≤ p < 2 and u 0 ∈ L 2 (Ω). Let u be the unique nonnegative solution to the problem .
Now, we get that
Hence the result follows.
5.2.
Non Finite speed of propagation. It is wellknown that for the local plaplacian parabolic problem with p > 2, there is a phenomenon of finite speed of propagation. In fact, the fundamental solution obtaided by G. Barenblatt allows to prove finite speed of propagation by using comparison arguments. The meaning of finite speed of propagation in the local case can be summarized as follows:
Assume that we have an inial data such that supp(u 0 ) is a compact set, then supp(u(, t)) is a compact set of Ω for t < t 1 .
We can rewrite the previous notion by saying that:
Given an initial data with finite support, u 0 , for all t > 0, there exists R > 0 such that u(x, t) = 0 if |x| > R.
Let us consider the nonlocal problem (5.1) with Ω ≡ IR N and a bounded nonnegative data u 0 with compact support.
If we assume that the finite speed of propagation holds, we get a contradiction with the fact that u ∈ C([0, T ), L 1 (R N )). Indeed, suppose that for t 0 > 0, there exists x 0 ∈ R N such that the solution verifies that u(x 0 , t 0 ) = 0. Then (x 0 , t 0 ) is a global minimum, hence
Since u(x, t) ≥ 0, we find that u(x, t 0 ) = 0 for all x ∈ R N .
Recall that u ∈ C([0, T ), L 1 (R N )), thus by continuity for t small, we have R N u(x, t)dx > 0 and then we reach a contradiction.
Notice that if p > 2, as in the local case, by a scaling arguments the equation can be reduced to the self-similar variable and the corresponding Barenblatt type solution can be obtained. Following the radial computations in [11] and [12] , we get that a self-similar solution u(x, t) = t −N β Υ( r t β ) with r = |x|, β = 1 ps+N (p−2) , must to solve the following equation
dξ.
Since Υ 0, then Υ(σ) > 0 for all σ > 0. We refer to [20] where additional properties of the previous profile and the asymptotic behavior are studied. 
where q ≤ 1, the result obtained is similar as in the [3] and [17] in the local case. For the reader convenience we include the calculations in the fractional case.
; then under a smallness condition on ||u 0 || 2 , there exists a finite time T * such that u(., t) ≡ 0 for all t ≥ T * .
Proof. We begin by the case q = 1. Let u n be the minimal solution of the approximated problem
taking u n as a test function in (5.3), we obtain
Thus by Gronwall inequality we conclude
Therefore we reach that {u n } n is bounded in
0 (Ω)) and u is the minimal solution to problem (5.2).
Let us assume now that 2N N +2s < p < 2, using Sobolev inequality in (5.4) there result that 1 2
Ω u 2 n dx and using Hölder inequality, it follows that
Integrating in time, we obtain that
Thus
Recalling that
We obtain F (t) ≤ 0 for some T * = T * (C, p) and then the extinction result follows. Let consider now the case where q < 1. It is not difficult to see that the same estimates as above allow us to get the existence of minimal solution. Hence we have just to proof the extinction result.
Since p > U n (x, y, t)((u n + ε) ν (x, t) − (u n + ε) ν (y, t)) |x − y| N +ps dx dy
Hence, by inequality(2.3), we get By substituting in (5.5) and choosing η small enough, we conclude that
with C 1 , C 2 > 0 depending only on the data and are independent of n and ε.
Passing to the limit as ε → 0, and by setting F (t) = e dx is small then we get a finite time extinction. Since Ω is a bounded domain, then under the condition that ||u 0 || L 2 is small we get the same conclusion. Hence the proof is complete.
In the case where 1 < p < 2N N +2s , under suitable hypothesis on u 0 , we can prove the finite time extinction property. More precisely we have. , then there exists T * such that u(., t) ≡ 0 for all t ≥ T * .
If q < p − 1, then a different phenomenon appears, more precisely we have the following result. in Ω, has a global solution u such that u(x, t) > 0 for all t > 0 and x ∈ Ω, namely there is non finite time extinction, moreover, u(., t) ↑ w as t → ∞ where w is the unique positive solution to problem Proof. The proof use the sub-supersolution argument. Without loss of generality we can assume that Ω ⊂ B 1 (0). Since p < 2, then q < 1. Let us begin by the construction of a suitable subsolution. Define µ(t) = (1 − q)t 
