Abstract. We study the propagation of elastic waves in the time-harmonic regime in a waveguide which is unbounded in one direction and bounded in the two other (transverse) directions. We assume that the waveguide is thin in one of these transverse directions, which leads us to consider a Kirchhoff-Love plate model in a locally perturbed 2D strip. For time harmonic scattering problems in unbounded domains, well-posedness does not hold in a classical setting and it is necessary to prescribe the behaviour of the solution at infinity. This is challenging for the model that we consider and constitutes our main contribution. Two types of boundary conditions are considered: either the strip is simply supported or the strip is clamped. The two boundary conditions are treated with two different methods. For the simply supported problem, the analysis is based on a result of Hilbert basis in the transverse section. For the clamped problem, this property does not hold. Instead we adopt the Kondratiev's approach, based on the use of the Fourier transform in the unbounded direction, together with techniques of weighted Sobolev spaces with detached asymptotics. After introducing radiation conditions, the corresponding scattering problems are shown to be well-posed in the Fredholm sense. We also show that the solutions are the physical (outgoing) solutions in the sense of the limiting absorption principle.
Introduction
The Kirchhoff-Love model for thin elastic plates has now a quite long history and is of practical use in the field of mechanical engineering. From the mathematical and the numerical point of view, there is a considerable amount of contributions concerning the static case. In this field, we can for example refer to the monographs [7, 9, 6, 17] . Many authors have also analyzed the behaviour of Kirchhoff-Love plates in the dynamic case, at least in the time domain. Here, we can refer for example to [22, 1] . In particular, the various models for plate problems in the time domain are derived and justified in [22] . However, the number of contributions concerning time-harmonic problems for infinite Kirchhoff-Love plates at non zero frequencies seems much smaller. From the theoretical point of view, the scattering solutions in the restricted case of purely radial inhomogeneities are analytically computed in [37] , while well-posedness in the presence of a potential is rigorously established in [42] for a large enough frequency. From the numerical point of view, some finite element computations with the help of Perfectly Matched Layers can be found in [11] . Let us also mention the studies concerning the so-called platonic crystals [10, 16, 40, 39, 15] (by analogy with photonic, phononic or plasmonic crystals). In these works, the authors investigate the propagation of time harmonic waves in waveguides which consist of rigid pins embedded within an elastic Kirchhoff plate.
Our paper focuses on a two dimensional waveguide which is infinite in one direction and bounded in the perpendicular direction: it will be referred to as the strip in the following. We consider the Kirchhoff-Love model in such strip. We acknowledge that the Kirchhoff-Love model is the simplest possible one to describe plates -see for instance [22] where various models for plate problems are derived and justified. However, to the best of our knowledge, well-posedness of time-harmonic problems in a strip for such model has not been investigated up to now. This study can be considered as a first step for the analysis of richer plate models.
The standard Helmholtz equation in a waveguide has been extensively studied (see for example [23, 14, 13, 4, 5] ). Let us remind the reader of the main results for this simpler case. In the classical functional framework (L 2 ), existence of a solution may fail (the physical solution may propagate towards infinity without attenuation). If we extend the framework to only locally L 2 functions, in turn uniqueness may fail. To cope with this problem, one has additionally to prescribe the behaviour of the solution at infinity imposing so-called radiation conditions. These radiation conditions are expressed thanks to a modal decomposition which is obtained by using the self-adjointness of the Laplace transverse operator, so that the corresponding eigenfunctions form a Hilbert basis. Some Dirichlet to Neumann operators, enclosing the radiation conditions, can then be introduced to reduce the problem to one set in a bounded domain. Finally, well-posedness in the Fredholm sense can be proved (see [26] for more details on the Fredholm theory). More precisely, if uniqueness holds (which arises except for a countable set of frequencies, which corresponds in part to the trapped modes, see for example [8, 25] ) then existence holds as well. The solution is said to be physical if it satisfies the limiting absorption principle: it is the limit, in a certain sense, of the solutions to the Helmholtz equation in the presence of a damping term, when this damping term tends to zero.
In the present paper, for the strip governed by the Kirchhoff-Love model, we introduce radiation conditions and prove that the corresponding scattering problem is of Fredholm type, both in the case of a clamped strip and in the case of a simply supported strip. Let us mention that some analysis of modal solutions in a strip for various boundary conditions have already been conducted (see for example [36, 18] ). But a rigorous existence and uniqueness analysis of the scattering problem, whatever the boundary conditions, seems not to exist.
In our article, we propose two angles of attack, depending on the boundary condition. In the case of the simply supported strip, we benefit from the factorization of the transverse underlying differential operator to decompose any scattering solution in terms of the modes of the waveguide. Then we prescribe the radiation conditions with the help of these modes and introduce Dirichletto-Neumann operators -based on these radiation conditions -in order to reduce the analysis to the one of a problem set in a bounded domain. Such strategy also offers a method to compute the solution numerically. However this approach is not applicable to the case of a clamped strip, see Section 5.1 for more details. For this problem, we shall obtain the result of modal decomposition needed to express the radiation conditions at infinity using a different approach due to Kondratiev [19] (see also [24, 32, 20, 21] ). It consists in applying the Fourier transform in the unbounded direction. Then working in weighted Sobolev spaces and using the residue theorem, we shall get our decomposition. In a second step, in order to impose radiation conditions, we shall integrate it to the functional space in which we look for the solution. To proceed, we shall work with spaces with detached asymptotics introduced in [31] (see also the reviews [29, 28] ). Let us mention that the methodology we follow to study the clamped problem could be used also to deal with the simply supported problem. We would obtain completely similar results. The goal of the present paper is first to investigate problems of thin plates in unbounded strips, as mentioned above, but also to show that when the result of Hilbert basis in the transverse section is not available, we can still use an alternative route. We hope that the successive presentation of the two methods will help the reader to get familiar with the second approach which may be less known and which requires a slightly longer analysis. For application of the technique to other situations, one may consult [34, 3, 30, 2, 33] . In [27, 35] , periodic problems are also considered.
The outline of the article is as follows. First, we describe the setting of our problems in Section 2. Then in Section 3, we compute the modal exponents both for the simply supported and clamped cases. The results of these computations are summarized in Proposition 3.2 and Proposition 3.6. In Section 4, we detail the analysis for the simply supported problem. Section 5 is dedicated to the study of the clamped problem. Note that Sections 4 and 5 can be read quite independently from Section 3. Finally, we justify the selection of the outgoing modes in Section 6 before giving some short concluding remarks in Section 7. The main results of this article are Theorem 4.2 (Fredholmness in the simply supported case) and Theorem 5.4 (Fredholmness in the clamped case). We consider a waveguide Ω = {(x, y) ∈ R×(0; 1)}, the boundary of which is denoted ∂Ω. Let O ⊂ Ω be a C 1,1 domain such that O ⊂ Ω. We define D := Ω \ O (see Figure 1) . We assume that the domain D is occupied by a thin elastic plate described with the help of the Kirchhoff-Love model in the purely bending case. We will consider two kinds of boundary conditions on ∂Ω: the plate is either simply supported by ∂Ω or clamped on ∂Ω, while O is a hole within it. In our analysis, we will study the following source term problem: find u in D such that
Setting of the problem
Let us describe this system. From the physical point of view, the first equation of (1) comes from the equation of the motion of the strip
, where E is the Young's modulus, ν ∈ [0; 1) is the Poisson's ratio and h is the thickness of the strip. Moreover, ρ refers to the density per unit of volume and p corresponds to the pressure applied to the strip. Hence the wavenumber k is defined by k 4 = ρhω 2 /D and the volume source f by p/D.
In the third equation of (1), M and N are the boundary differential operators defined by
where n = (n x , n y ) is the outward unit normal to ∂D and s = (−n y , n x ). Above, we use the notation
Moreover, in (2), the operators M 0 and N 0 are respectively defined by
In order to interpret the boundary conditions in (1), we recall that D × M u is the bending moment while D × N u is the transverse force. The boundary condition M u = 0 and N u = 0 on ∂O corresponds to a free obstacle, that is a hole.
Concerning the boundary condition on ∂Ω (i.e. the second equation of (1)), we shall consider the following two cases.
i) When C = M , we have u = 0 and M u = 0 on ∂Ω. This corresponds to the simply supported strip.
ii) When C = ∂ n , we have u = 0 and ∂ n u = 0 on ∂Ω. This corresponds to the clamped strip.
It should be noted that simplified expressions of M u and N u on straight parts of the boundary are
This implies that in the case of a simply supported strip, the boundary condition can by simplified as u = 0 and ∂ nn u = 0 on ∂Ω, or equivalently u = 0 and ∆u = 0 on ∂Ω.
Finally, (RC) stands for the radiation conditions which will be specified later on, for the simply supported and the clamped cases.
The goal of the present article is to study the well-posedness of Problem (1). For k larger than a given threshold, in order to obtain well-posedness for (1), we will have to impose radiation conditions to prescribe the behaviour of the solution at infinity. To proceed, we will show that every function satisfying the first two equations of (1) decomposes on what we call the modes of the waveguide. These modes are computed in the next section, for the simply supported case and then the clamped case. Later on, they will be helpful to define the radiation conditions.
Computation of modal exponents
The modes of the waveguide are defined as the functions of the form u(x, y) = e λx ϕ(y), where λ ∈ C and where ϕ is a function to determine, which satisfy the equations ∆ 2 u − k 4 u = 0 in Ω (the reference strip without the obstacle) and u = Cu = 0 on ∂Ω. In this section, we compute the modal exponents, that is the values of λ ∈ C such that u(x, y) = e λx ϕ(y) is a mode. The results of the computations are summarized in Proposition 3.1 and Proposition 3.3. The reader who wishes to skip details can proceed directly to Sections 4 and 5.
Setting I := (0; 1), one finds that u(x, y) = e λx ϕ(y) is a mode if and only if, the pair (λ, ϕ) ∈ C × H 2 (I) \ {0} solves, depending on the problem considered,
The first problem is related to the simply supported plate while the second one is related to the clamped plate.
Defining the Hilbert spaces H 1 0 (I) := {ψ ∈ H 1 (I) | ψ = 0 on ∂I} and H 2 0 (I) := {ψ ∈ H 2 (I) | ψ = d y ψ = 0 on ∂I}, the variational formulations of these two spectral problems write
Denoting (H 1 0 (I) ∩ H 2 (I)) * (resp. H −2 (I)) the topological dual space of H 1 0 (I) ∩ H 2 (I) (resp. H 2 0 (I)), the underlying fourth-order differential operator L (λ) appearing in the analysis of (5), (6) is, alternatively:
For any of the two spectral problems, if (λ, ϕ) is a solution then λ is called an eigenvalue of the symbol L while ϕ is called an eigenfunction of L . We denote Λ the set of all eigenvalues of L . This set will be referred to as the set of modal exponents. Let us now solve these two spectral problems. We begin with the first one which, by using a factorization of the operator L (λ) and the very special nature of the boundary condition, is much simpler.
In this article, the complex square root will be chosen so that for z = ρe iν , with ρ ≥ 0 and ν ∈ [0; 2π), we have √ z = √ ρe iν/2 . In particular, we always have ℑm z ≥ 0.
Modal exponents in the simply supported case
In order to solve (4)-(i), or equivalently (5), first we introduce the eigenvalues µ n and eigenfunctions θ n of the auxiliary spectral problem:
A straightforward computation leads to µ p = π 2 p 2 and θ p (y) = √ 2 sin(πpy) for p ∈ N * := {1, 2, . . . }. Let us remark that the µ p form a positive and increasing sequence of real numbers that tends to +∞ while the family (θ p ) forms a complete orthonormal basis of L 2 (I).
Proposition 3.1. Assume that k > 0. Then the set of modal exponents Λ for (4)-(i) is given by
Proof. Let us consider some solution (λ, ϕ) to the spectral problem (4)-(i) and let us definẽ
Using that d yy ϕ = 0 on ∂I, we observe thatφ andφ satisfy the following problems:
Introducing the solutions (µ p , θ p ) to Problem (8), we only have two possibilities: either
Conversely, for any value λ such that either λ 2 = µ p − k 2 or λ 2 = µ p + k 2 , by choosing ϕ = θ p , one finds that (λ, ϕ) is an eigenpair of (4)-(i). Now let us focus our attention on the set Λ ∩ Ri. The reason is that if λ ∈ Λ ∩ Ri \ {0} and ϕ corresponds to a non zero element of ker L (λ), then the so-called mode (x, y) → e λx ϕ(y) is propagating. Such modes play a particular role in the definition of the radiation conditions and the well-posedness of the initial problem. Let us first remark from Proposition 3.1 that 0 ∈ Λ if and only if there exists n ∈ N * such that k = nπ. These particular values are the so-called threshold wavenumbers. We have the following proposition, the proof of which is straightforward. We denote ⌊·⌋ the floor function.
This implies card (Λ ∩ Ri) = 2n when k ∈ (nπ; (n + 1)π), n ∈ N * and card (Λ ∩ Ri) = 2n − 1 when k = nπ, n ∈ N * .
Modal exponents in the clamped case
In this paragraph, we solve (4)-(ii), or equivalently (6) . We assume that k > 0 is given. We remark that for λ ∈ C such that λ 4 = k 4 , the linearly independent functions a 1 , a 2 such that
satisfy the first equation of (4) 
are solutions of the first equation of (4)
In the analysis below, we will meet the following two sets
In the proposition below, we give a characterization of the set of modal exponents Λ for the clamped problem. We remind the reader that the geometric multiplicity of an eigenvalue λ of L is by definition equal to dim ker L (λ). 
Moreover, if k / ∈ K (see definition (12) above), then for all λ ∈ Λ, we have ker L (λ) = span(ϕ 0 ) (geometric multiplicity equal to one) with ϕ 0 (y) = A 1 a 1 (y) + A 2 a 2 (y). Here (A 1 , A 2 ) ⊤ is an eigenvector of the matrix A(λ) defined in (16) . (13) ), we have ker L (λ) = span(a 1 , a 2 ) (geometric multiplicity equal to two). For λ ∈ Λ \ Λ part , we have ker L (λ) = span(ϕ 0 ) (geometric multiplicity equal to one) with ϕ 0 (y) = A 1 a 1 (y)+A 2 a 2 (y) (again here (A 1 , A 2 ) ⊤ is an eigenvector of the matrix A(λ)).
2) The number λ ∈ C such that λ 4 = k 4 belongs to Λ if and only if λ satisfies √ 2λ sin(
In that case, we have ker L (λ) = span(ϕ 0 ) (geometric multiplicity equal to one) with ϕ 0 (y) =
⊤ is an eigenvector of the matrix B(λ) defined in (17) .
Proof. 1) First we study the eigenvalues λ ∈ C of L such that λ 4 = k 4 . As
where a 1 , a 2 are defined in (10) . Writing the two boundary conditions at y = 1, we obtain that ϕ is a non-zero function satisfying L (λ)ϕ = 0 if and only if the matrix
has a non trivial kernel. An explicit computation shows that det A(λ) = 0 if and only if (14) holds. Moreover, one sees that the geometric multiplicity of λ coincides with dim ker A(λ). Clearly, if λ ∈ Λ, then dim ker A(λ) = 1 except if A(λ) = 0 (in this case dim ker A(λ) = 2). Assume that A(λ) = 0. Then in particular, we must have a 1 (1) = a ′ 2 (1) = 0. Using expressions (10) , this implies sin(
m, n ∈ N * are such that m > n. The additional constrain a 2 (1) = a ′ 1 (1) = 0 imposes that m, n must have same parity. This leads to the definition of the set K in (12) and to the statement of the proposition.
2) Then we study the eigenvalues λ ∈ C of L such that (11) . Writing the two boundary conditions at y = 1, we obtain that ϕ is a non-zero function satisfying L (λ)ϕ = 0 if and only if the matrix
has a non trivial kernel. An explicit computation shows that det B(λ) = 0 if and only (15) holds. Moreover, one can check that one has always B(λ) = 0. As a consequence, if λ is an eigenvalue of
In the remaining part of the paragraph, we focus our attention on the set Λ ∩ Ri, in other words on the propagating modes. From (6), we remark that if λ belongs to Λ, then −λ is also an element of Λ. Therefore, it is sufficient to study Λ ∩ [0; +i∞). In the proof of Lemma 5.1 below, we will see that Λ ∩ [ik; +i∞) = ∅. As a consequence, we can look for λ ∈ Λ writing as λ = iτ k with τ ∈ [0; 1). From (14), we see that we must have h k (τ ) = 0 with
In Corollary 5.1, we show that such dispersion relation is satisfied only by a finite number of τ ∈ [0, 1). From Proposition 3.3, we know that if λ belongs to Λ ∩ Ri, then its geometric multiplicity is equal to one. In the following, we will also need to know the algebraic multiplicity of λ (see the definition e.g. in [20, §5.1.1]).
Proposition 3.4.
Assume that k > 0 is given. If λ ∈ Λ ∩ Ri \ {0}, then its algebraic multiplicity is equal to one. If λ = 0 ∈ Λ then its algebraic multiplicity is equal to two.
Proof. We remind the reader that for λ ∈ C, we denote L (λ) :
Assume that the algebraic multiplicity of λ 0 is larger than one. By definition, this means that there is ϕ 1 ∈ H 2 0 (I), with ϕ 1 ≡ 0, such that
Multiplying by ϕ 0 the identities of (19) and integrating by parts, we obtain
where ·, · I stands for the bilinear duality pairing between H −2 (I) and H 2 0 (I). Assume that
Therefore, since identity (20) leads to ϕ 0 ≡ 0. This is absurd and shows that the algebraic multiplicity of the elements of Λ ∩ Ri \ {0} is equal to one. Now, let us focus on the algebraic multiplicity of λ 0 = 0, assuming that λ 0 = 0 belongs to Λ. From Equation (19) , by taking ϕ 1 = ϕ 0 , we see that its algebraic multiplicity is at least two. Assume that it is larger than two. Then there is ϕ 2 ∈ H 2 0 (I), with ϕ 2 ≡ 0, such that
Multiplying by ϕ 0 the identities of (21) and integrating by parts, this implies
Thus, we obtain a contradiction and we can conclude that if λ 0 = 0 is an eigenvalue of L , then its algebraic multiplicity is equal to two.
Remark 3.1. We specify the algebraic multiplicity of modal exponents in the previous proposition because it will be required in the proof of Proposition 5.1 (where the Residue theorem is implicitly used).
In the following, for a given k > 0, we will need to know the cardinal of the set Λ ∩ Ri. From (18), we find that 0 belongs to Λ if k > 0 is such that
The set of k > 0 such that (22) holds (threshold wavenumbers) forms an increasing unbounded sequence
Taking λ = 0 in (4)-(ii), we observe that k 4 n corresponds to the n th eigenvalue of the problem
In the proposition below, we prove that for all n ∈ N * , the threshold wavenumbers k n for the clamped strip are larger than the threshold wavenumbers nπ for the simply supported strip.
Proof. By the min-max principle, the n th eigenvalue of the problem (24) is given by
.
We observe thatμ n coincides with the n th eigenvalue of the problem
The approximated values of the first k n are given in Figure 2 . (24),
where P is the number of zeros of the function h k (·) on (0; 1).
Remark 3.2.
Numerically, it seems that P = n as in the simply supported case.
Well-posedness in the simply supported case
In this section, we suppose that k is not a threshold wavenumber, i.e. k / ∈ Nπ.
Construction of Dirichlet-to-Neumann operators
In order to study Problem (1) in the case when C = M , let us first consider the following system of equations set in the reference strip (without hole):
We remind the reader that since ∂Ω is made of straight lines, we have u = M u = 0 on ∂Ω ⇔ u = ∆u = 0 on ∂Ω (see (3)). In (25), we do not prescribe any behaviour at infinity. As a consequence, this problem can have non zeros solutions. Let us compute them. Noting (again) that
we see thatũ,ǔ solve the problems
Using that the family (θ p ) of the eigenfunctions of Problem (8) forms a Hilbert basis of L 2 (I), we can decomposeũ,ǔ as
Then we find that theũ p ,ǔ p satisfy
Since k / ∈ Nπ, we obtain thatũ,ǔ are given bỹ
where η p , γ p are defined in (9) and where (26)), we deduce that the general form of the solutions to Problem (25) is
with new complex numbers
Remark 4.1. We see that (27) is an expansion on the modes e λx ϕ(y) computed in §3.1 (here λ belongs to Λ, the set of modal exponents given in Proposition 3.1, and ϕ ∈ ker L (λ)). Note that this strong result of modal decomposition has been obtained thanks to the fact that the family (θ p ) forms a Hilbert basis of L 2 (I).
For k ∈ (0; π) all the modes appearing in (27) are exponentially growing at one end of Ω and exponentially decaying at the other end. In this case, we shall look for solutions to (1) which are exponentially decaying at infinity. For k ∈ (nπ; (n + 1)π) with n ∈ N * , the modes e ±iηpx θ p (y), p = 1, . . . , n, are propagating while the other ones are exponentially growing at one end of Ω and exponentially decaying at the other end.
In the sequel, we will say that u is rightgoing iff for some L > 0 and some complex numbers a
u is leftgoing iff for some L > 0 and some complex numbers a
u is outgoing iff u is rightgoing and leftgoing.
This terminology will be justified in Section 6. Equivalently, a function u satisfies the radiation conditions or is outgoing. Now, we introduce adapted Dirichlet-to-Neumann (DtN) operators in order to enclose this outgoing behaviour. On the transverse sections Σ ±L := {±L}×(0; 1), we define for j ∈ {−3/2, −1/2, 1/2, 3/2}, the spaces
It is well-known (see [26] ) that (H j (Σ ±L )) * =H −j (Σ ±L ). We define the two operators
where u + (resp. u − ) is rightgoing as defined in (28) (resp. leftgoing as defined in (29)), satisfies (25) and is such that (u
Let us give an explicit definition of u ± leading to an explicit expression for T ± . We detail the computation for T + . Since ∂ n = ∂ x and ∂ s = ∂ y on Σ L , we have
Decomposition (RC) and the fact that u + is rightgoing imply the following expansion for u +
Hence we have
By using the decompositions
Inverting this system gives
From the above expressions of M u and N u, is follows that
We hence have
We are now in position to obtain the expression of T + :
where the 2 by 2 matrices T p are given by
Using (9), we deduce that
Concerning T − , we prove similarly that for
we have
where the matrix T p is defined by (32) . This concludes the construction of the Dirichlet-to-Neumann operators T ± which enclose the outgoing behaviour for Problem (1) with C = M as x → ±∞. In the following, we explain how to use these operators to reduce the analysis of (1) to a bounded domain and establish Fredholmness.
Source term problem in the reference strip with radiation conditions
Before addressing Problem (1) for C = M with a hole, let us consider the simpler problem in the reference strip Ω without hole. For some compactly supported function f ∈ L 2 (Ω), this problem states: find u in H 2 loc (Ω) such that
Here H 2 loc (Ω) denotes the set of distributions u in Ω such that ϕ(x)u(x, y) ∈ H 2 (Ω), for all ϕ ∈ C ∞ 0 (R). Again, we assume that k ∈ (nπ; (n + 1)π) for some n ∈ N.
For k ∈ (0; π), the radiation conditions (RC) imply that the solution is exponentially decaying at ±∞. In this case, the analysis is a bit simpler. We can prove the following proposition.
Proof. Using the integration by parts formula given in Lemma 4.1 and the Lax-Milgram theorem, one finds that proving the well-posedness of the problem amounts to showing the coercivity in
We can easily check that
where we have used that u ∈ H 1 0 (Ω) so ∂ x u = 0 on ∂Ω and that ν x = 0 on ∂Ω. This implies that
By using successively (35) and the Poincaré inequality u 2
Now, for general k / ∈ Nπ, we use the DtN operators we have constructed in the previous paragraph to derive a problem equivalent to (33) Figure 3 left ). Classical operations allow one to check that Problem (33) is equivalent to find
Let us give an equivalent variational formulation to Problem (36) . Define the Hilbert space
We have the following integration by parts formula:
where
The above integration by parts formula is still valid for 
we interpret the integrals with the help of suitable duality brackets. In particular it is true if
Define the linear and bounded operator
Here ·, · Ω L refers to the bilinear duality pairing between V * L and V L .
Let us prove that the operator A out defined in (40) is Fredholm of index 0. We first need the following Poincaré type lemma.
Lemma 4.2. There exists
Proof. By contradiction, assume that for all n ∈ N * , there exists some v n ∈ V L such that
, we obtain that
We conclude that there exists some subsequence of (u n ), still denoted (u n ), such that
In other words, all the second derivatives of u vanish. Therefore, we get u(x, y) = ax + by + c for some constants a, b, c. From the boundary condition in the space V L , we have u(x, 0) = 0 and u(x, 1) = 0 for all
We also need the following lemma.
Lemma 4.3. There exists c
Proof. Let u be an element of V L . Using the obvious decompositions t = t + + t − and (u,
Assume that k ∈ (nπ; (n + 1)π) with n ∈ N * (the case k ∈ (0; π), simpler to study, is left to the reader). Since η p = k 2 − π 2 p 2 (see (9)), we observe that for p = 1, . . . , n, the number η p is purely real, while for p ≥ n + 1, we have
We show that
Since we have 2νµ
for some constant c 1 > 0. On the other hand, we can write
, and so
where the last inequality is due to γ p > k and β p > 0. As a consequence, there is a constant c 1 > 0 such that for p ≥ n + 1, there holds
Using (43) and (44) in (42), we get −Re
. Working analogously with −Re t − (u, u), we obtain the desired result (41).
Let us now state the main result of this section. 
From Lemma 4.2 and Lemma 4.3, we have, for all u ∈ V L ,
Due to Lax-Milgram theorem, the operator A 0 is an isomorphism. Since the operator A c is compact, we conclude that the operator A out is Fredholm of index 0. In particular, injectivity implies surjectivity. It remains to prove injectivity. By definition of the operator A out and since we have equivalence between problems (33) and (36) , any element u of ker A out satisfies Problem (33) with f = 0, that is in particular Problem (25) . The solutions to that problem are given by (27) . The radiation conditions (RC) eventually imply that u = 0.
Source term problem in the perturbed strip with radiation conditions
Let us now address the source term Problem (1) (with a hole) when C = M . We remind the reader that this problem states, for a compactly supported function f ∈ L 2 (D), find u in H 2 loc (D) such that
Again, we assume that k ∈ (nπ; (n + 1)π) with n ∈ N (note that when k ∈ (0; π), using the result of Proposition 4.1, one can prove Fredholmness of (45) 
where L is chosen large enough so that both the hole O and f are supported in D L (see Figure 3 right). We use the DtN operators T ± defined in §4.
We now introduce a variational formulation of (46) exactly as we did in the reference strip. First we define the Hilbert space
Here t is defined in (39) while the sesquilinear (resp. antilinear) form b (resp. m) is the analogous of a (resp. ℓ) defined in (37) (resp. (39)) with Ω L replaced by D L . Define the linear and bounded
Here ·, · D L refers to the bilinear duality pairing between W * L and W L . Working as in the proof of Theorem 4.1 (in Lemma 4.2, replace the space V L by W L ) and using the Fredholm theory, we obtain the main result of this section. 
Using the decomposition
We deduce that γ p g ± p +h ± p = 0 for p = 1, . . . , n. Then working as in (31), we find that the coefficients
. . , n (the projection on the propagating modes is null). We infer that u is exponentially decaying for |x| > L. As a consequence, u belongs to H 2 (D).

Scattering problem in the perturbed strip with radiation conditions
Finally, we use the results of the previous paragraph to study the following scattering problem: find the total field u such that
where u i is an incident field which solves
In the following, we take k ∈ (nπ; (n + 1)π) with n ∈ N * and u i ∈ {w ± p | p = 1, . . . , n}, where w ± p is the propagating mode such that
The normalization in (50) is chosen so that the scattering matrix below is unitary.
Theorem 4.3.
Assume that k ∈ (nπ; (n + 1)π) with n ∈ N * . Then for
. . , n, Problem (49) admits a solution u ± p . This solution is uniquely defined if and only if trapped modes are absent at the wavenumber k.
Proof. Let ζ be a smooth cut-off function which depends only on x, which vanishes in a neighborhood of the hole O, and which is equal to one for |x| ≥ L − ε for some small given ε > 0. Theorem 4.2 guarantees that there is a function v ∈ H 2 loc (D) which solves the problem
with 
To obtain the second identity, we used twice the integration by parts formula of Lemma 4.1 (observe that ζ vanishes in a neighbourhood of O, ζ depends only on x so that the integrals on Γ L vanish and finally ζ is equal to 1 in the neighborhood of Σ ±L ). To obtain the third equality, we used the formulas (3), the orthonormality of the family (θ p ) in L 2 (I) and the fact that the trapped modes z j satisfy (51) with f = 0 and do not decompose on the propagating modes (see Remark 4.4). Once we have the guarantee that v is well-defined, we can set u := v + ζu i . One can verify that u is a solution to problem (49).
For p = 1, . . . , n, denote Ψ p the solution of (49) for u i = w − p and Ψ n+p the solution for u i = w + p . Introduce χ ± ∈ C ∞ (R 2 ) a cut-off function equal to one for ±x ≥ 2L and to zero for ±x ≤ L, for a given L > 0. Decompose the Ψ p as
where theΨ p , p = 1, . . . , 2n, are functions which are exponentially decaying at infinity and where the s p m , 1 ≤ p, m ≤ 2n, are complex numbers. Define the scattering matrix
Theorem 4.4. For all k ∈ (nπ; (n + 1)π), n ∈ N * , the scattering matrix (52) is uniquely defined (even in presence of trapped modes), unitary (S S ⊤ = Id 2n×2n ) and symmetric (S ⊤ = S).
Proof. If trapped modes are absent at the wavenumber k, the Ψ p 's are uniquely defined and the scattering matrix as well. In the presence of trapped modes, assume that Problem (49) admits two solutions u 1 and u 2 for a given u i ∈ {w ± p | p = 1, . . . , n}. Then u 1 − u 2 is a trapped mode which, according to Remark 4.4, do not decompose on the propagating modes. This is enough to show that S is uniquely defined. The unitarity and the symmetry of S will be established in the clamped case (see Theorem 5.3). The proof is exactly the same here.
Well-posedness in the clamped case
In this section, we suppose that k is not a threshold wavenumber, i.e. k = k n for n ∈ N, where k n is defined in (23).
Preliminaries
In this section, our goal is to study Problem (1) with clamped boundary conditions. To proceed, first we shall work on the problem set in the reference strip, without hole:
where f is a given source term in a space to determine. In order to define radiation conditions at infinity, we will have to establish a modal decomposition for the solutions of (53) with f = 0 similar to (27) for the simply supported case. Expansion (27) was derived thanks to a result of Hilbert basis (see Remark 4.1). For the clamped problem, we do not know if the family of eigenfunctions of the symbol L defined in (7) forms a Hilbert basis of L 2 (I). As a consequence, as mentioned in the introduction, we will establish the modal decomposition with a different strategy based on the joint use of the Fourier-Laplace transform in the unbounded direction, of weighted Sobolev spaces defined in Section 5.1.1 and of the residue theorem. The foundation of the theory is due to Kondratiev [19] . For a modern presentation of the technique, one may consult the monographs [32, 20, 21] . To help the reader, below we try to give enough details to get a self-consistent presentation of the approach. Again, we emphasize that the method we develop in this section to study the clamped problem can also be used to consider the simply supported problem.
The weighted Sobolev spaces
For β ∈ R, define the spaceW 2 β (Ω) as the completion of C ∞ 0 (Ω) for the norm
Observe that for β = 0, we have W 2 0 (Ω) = H 2 0 (Ω) where H 2 0 (Ω) stands for the usual Sobolev space. We denoteW 2 β (Ω) * the topological dual space ofW 2 β (Ω) endowed with the norm
Here ·, · Ω refers to the bilinear duality pairing betweenW 2 β (Ω) * andW 2 β (Ω). For β ∈ R, define the linear and bounded operator A β :
Define the partial Fourier-Laplace transform L x→λ with respect to the variable x such that, for
It is an isomorphism between
where ℓ −β = {λ = −β + is, s ∈ R}, for all β ∈ R and where
Note that for a fixed λ, the norms · H 2 (I, |λ|) and · H 2 (I) are equivalent on H 2 0 (I). However the constants of equivalence depend on |λ|.
We have also the Plancherel formula
and the inverse L −1 x→λ is given by
Let us denote W 2 * β the topological dual space of W 2 β which can be characterized as
·, · I being the duality product between H −2 (I) and H 2 0 (I). The partial Laplace Fourier Transform L x→λ can be defined by duality for functions inW 2
where ·, · Ω refers to the bilinear duality pairing betweenW 2 β (Ω) * andW 2 β (Ω) and ·, · Ω refers to the one between W 2 * β and W 2 β . Finally, we have also a Plancherel formula
We can now apply L x→λ to the equation A β u = f , one is led to study the symbol L (λ) : H 2 (I, |λ|) → H −2 (I, |λ|) for λ ∈ −β + iR, defined in (7) and such that
In the following, we shall denote (·, ·) I the usual inner product of L 2 (I). Studying the properties of the symbol L (·) defined in (60) leads to consider 1D problems set on I depending on a complex parameter λ.
Properties of the symbol
In this paragraph, we study the properties of the symbol L (·) defined in (60). For a fixed λ, as the norms · H 2 (I, |λ|) and · H 2 (I) are equivalent on H 2 0 (I), it suffices to study L (·) as an operator from H 2 0 (I) in H −2 (I) and establish estimates in the λ dependent norms of H 2 (I, |λ|) and H −2 (I, |λ|).
Therefore, the result is a consequence of the Lax-Milgram theorem (take τ 0 = k).
We remind the reader that we say that λ ∈ C is an eigenvalue of L if there is a non-zero ϕ ∈ H 2 0 (I) such that L (λ)ϕ = 0. We denote Λ the set of eigenvalues of L . From Lemma 5.1, according to the analytic Fredholm theorem, we deduce the following result.
I) is an isomorphism if and only if λ is not an eigenvalue of L . The set of eigenvalues of L is discrete and does not have any accumulation point in C.
In order to apply the inverse Fourier-Laplace transform, we need estimates for L (λ) −1 on lines {λ ∈ C | ℜe λ = β}, β ∈ R, in the parameter dependent norms (56), (58). 
where C > 0 is independent of g and λ. Proof. Lemma 5.1 together with identity (61) ensure that (62) holds for λ ∈ iR with |λ| ≥ 2k. Now let us consider the case λ / ∈ iR. We write λ as λ = ±i|λ|e iψ with ψ ∈ (−π/2; π/2). Set λ = ±i|λ|. Since |λ| = |λ|, by definition of the parameter dependent norm (56), for ϕ ∈ H 2 0 (I), we have ϕ H 2 (I, |λ|) = ϕ H 2 (I, |λ|) . Defineg = L (λ)ϕ. Assume that |λ| ≥ k. In that case, according to the first step of the proof, we have
Here and in what follows, C > 0 is a constant which can change from one line to another but which is independent of λ, ϕ. Now we can write
A direct calculation gives, for all ψ ∈ H 2 0 (I),
We deduce that
Thus for all ς > 0, there is δ small enough so that one has g − g H −2 (I, |λ|) ≤ ς ϕ H 2 (I, |λ|) for all λ = ±i|λ|e iψ such that |ψ| < δ. Gathering the latter estimate, (63) and (64) leads to
Taking ς sufficiently small (ς = 1/(2C) for example), finally we obtain (62).
From this lemma, we deduce the following result. 
Proof. Assume that L has no eigenvalue on the line ℜe λ = −β. Let us first suppose that u ∈W 2 β (Ω) is such that A β u = 0. Applying the partial Fourier-Laplace transform with respect to x, we obtain
From Corollary 5.1, we deduce that for all λ ∈ ℓ −β ,û(λ, ·) = 0. From the properties of the inverse Fourier-Laplace transform, we deduce that u ≡ 0. This shows that A β is injective.
We prove now that A β is onto. Let f ∈W 2 −β (Ω) * . Lemma 5.2 guarantees that for λ ∈ C such that ℜe λ = −β and |ℑm λ| ≥ ν β , we have the estimate
where C > 0 is independent of λ and ν β depends only β. 
is solution of A β u = f with, by the Plancherel formulas (57) and (59), u W2
(Ω) * .
Source term problem in the reference strip with radiation conditions
For k < k 1 (k 1 is the first positive threshold defined in (23)), as noticed in Remark 5.1, Problem (53) is well posed in H 2 0 (Ω) in particular for locally supported L 2 source term. For k > k 1 , the problem is not well posed in this setting. Indeed, since in that case L has an eigenvalue on the line ℜe λ = 0, one can show that the range of A 0 is not closed. For β = 0, the solution to Problem (53) defined via the operator A β is a priori exponentially growing as x → +∞ or as x → −∞. The results of the previous section do not provide a solution which is physically acceptable. In what follows, we explain how to impose radiation conditions at infinity to construct a solution to Problem (53) which decomposes as the sum of outgoing propagating modes (defined later) plus an exponentially decaying remainder.
In order to measure exponentially growing or decaying behaviours as |x| → ±∞, for β ∈ R, introduce the weighted Sobolev spaceW 2 β (Ω) defined as the completion of C ∞ 0 (Ω) for the norm
Remark the absolute value in the weight e −β|x| . Due to this absolute value, observe that
Note that this property is not true for the spacesW 2 β (Ω) introduced in (54). Observe also that we haveW 2 0 (Ω) = H 2 0 (Ω). Let ·, · Ω stand for the bilinear duality pairing betweenW 2 β (Ω) * andW 2 β (Ω), whereW 2 β (Ω) * is the topological dual space ofW 2 β (Ω) endowed with the norm
Due to (67), we have
For n ∈ N * , pick k ∈ (k n ; k n+1 ), the threshold wavenumbers k n being defined in (23) , and choose β > 0, once for all, small enough such that {λ ∈ Λ | − β ≤ ℜe λ ≤ β} = Λ ∩ Ri \ {0}. According to Corollary 5.1 and Lemma 5.2, we know that such a β exists. We denote η 1 < · · · < η P the positive real numbers (belonging to (0; k) according to the proof of Lemma 5.1) such that
For p = 1, . . . , P , we define the propagating modes w ± p as
where ϕ p is a non zero element of ker L (iη p ). Observe that we have (∆ 2 −k 4 )w ± p = 0. We normalize the ϕ p so that
This special choice for the normalization will appear naturally in (80). In the next step of the analysis, we shall use the following decomposition result. It can be proved exactly in the same manner as Theorem 5.4.2 of [20] working with the residue theorem on formula (66) which is a result of the use of the Fourier transform in the unbounded direction. The proof of Proposition 5.1 uses the fact that all modal exponents have an algebraic multiplicity of 1, since the wavenumber is not a threshold wavenumber (see Proposition 3.4). In this statement and in what follows,
is a cut-off function equal to one for ±x ≥ 2L and to zero for ±x ≤ L, for a given L > 0.
Proposition 5.1. Assume that k ∈ (k n ; k n+1 ), n ∈ N * , the threshold wavenumbers k n being defined in (23) .
Then there holds the following representation
with coefficients
Observe that Formula (73) for the clamped problem is the equivalent of (27) for the simply supported problem. But again we emphasize that the tools to derive the two decompositions are different (see the discussion at the beginning of the section).
In the sequel, we will say that for any u ∈W 2 β (Ω),
with coefficients a p , b p ∈ C andũ ∈W 2 −β (Ω). We introduce the space with detached asymptotic (see, e.g., the reviews [29, 28] ) W out (Ω) that consists of functions inW 2 β (Ω) that satisfies (RC). The space W out (Ω) is a Hilbert space for the inner product naturally associated with the norm
is well-defined inW 2 −β (Ω). Although u / ∈W 2 −β (Ω) in general when u ∈ W out , we will extend it as a map inW 2 β (Ω). For φ ∈ C ∞ 0 (Ω), applying Green's formula yields
Since the support of (∆∆ − k 4 Id)(χ ± w ± p ) is compact, p = 1, . . . , P , we deduce that there is a constant C > 0 independent of φ ∈ C ∞ 0 (Ω) such that
By density of C ∞ 0 (Ω) inW 2 β (Ω), we deduce that φ → a(u, φ) can be uniquely extended as a continuous map inW 2 β (Ω). This discussion allows us to define the linear operator A out such that
where A out u is the unique element ofW 2 β (Ω) * such that A out u, φ Ω = a(u, φ) for all φ ∈ C ∞ 0 (Ω). We deduce from (74) that for v ∈W 2 β (Ω), we have
Theorem 5.2. Assume that k ∈ (k n ; k n+1 ), n ∈ N * , the threshold wavenumbers k n being defined in (23) . The operator A out defined in (76) 
with coefficients a ± p , b ± p ∈ C andṽ ∈W 2 −β (Ω). Define also the symplectic (sesquilinear and antihermitian) form q Ω (·, ·) such that for all u, v ∈ W † (Ω), we have
Note that for u, v ∈ W † (Ω), the maps (∆ 2 − k 4 )u, (∆ 2 − k 4 )v are defined as elements ofW 2 β (Ω) * using an extension similar to what has been done above. As a consequence, we have
refer to the constants appearing in (77) in the decomposition of u (resp. v). In the next proposition, we show some biorthogonality relations for the modes with respect to the form q Ω (·, ·). The proof is a computation, it can be skipped without altering the understanding. Proposition 5.2. Assume that k ∈ (k n ; k n+1 ), n ∈ N * , the threshold wavenumbers k n being defined in (23) . For ν, µ ∈ {+, −}, j, l ∈ {+, −} and m, p ∈ {1, . . . , P }, for allũ,ṽ ∈W 2 −β (Ω), we have
Proof. First, integrating by parts, we find that
On the other hand, observing that (∆∆ − k 4 )w j m = 0 for all j ∈ {+, −}, m ∈ {1, . . . , P }, and that χ ± = 1 for ±x ≥ 2L, we can write
Here we use the notation Ω H := {(x, y) ∈ Ω | |x| ≤ H}. Integrating by parts, we get
with Σ H := {−H} × (0; 1) ∪ {H} × (0; 1) and ∂ n = ±∂ x at x = ±H. We deduce
where the quantity J is independent of H ≥ 2L. Since
To conclude the proof, it remains to study the case ν = µ, j = l and m = p. Writing more precisely the quantity J in (79), we find
To obtain the second equality in (80), we used (72).
Proof of Theorem 5.2. From (75), we see that the operator A out defined in (76) is continuous. On the other hand, if
We deduce that u =ũ ∈W 2 −β (Ω) and so u is in ker A −β and in ker A β which are both reduced to {0} (Theorem 5.1 together with the fact that L has no eigenvalue on the lines ℜe λ = ±β). Therefore, A out is injective. To conclude the proof, it remains to show that A out is onto. Consider
According to Proposition 5.1, v admits the following decomposition
One can see that u belongs to the space W out (Ω). On the other hand, observing that the w ± p satisfy (∆ 2 − k 4 )w ± p = 0, we obtain A out u = f . This shows that A out is onto.
Problems in the perturbed strip with radiation conditions
We previously saw that for the simply supported strip, the unperturbed and perturbed cases where handled quite similarly. In the case of the clamped strip, the perturbed case is significantly more difficult than the unperturbed one, in the sense that additional arguments have to be introduced. Let us come back to the original Problem (1) with a hole O in the clamped case:
where f will be specified later on. To set ideas, we assume in this paragraph that L is chosen so that O ⊂ (−L; L) × (0; 1). Problem (81) leads to consider the variational equality
(Ω)} do not necessarily vanish on ∂O. Now, we introduce notation similar to the one of the two previous paragraphs in the geometry D instead of Ω. For β ∈ R, define the weighted Sobolev spaceW 2
Again, remark the absolute value in the weight e −β|x| . We denoteW 2 β (D) * the topological dual space ofW 2 β (D) endowed with the norm (68), Ω being replaced by D. We define the linear and bounded operator B β :
One can easily prove that B * β = B −β .
As in the previous section, for n ∈ N * , pick k ∈ (k n ; k n+1 ). In what follows, the weight β > 0 is chosen small once for all enough such that {λ ∈ Λ | − β ≤ ℜe λ ≤ β} = Λ ∩ Ri \ {0}. Using again the notation introduced in (70), (71) for the w ± p , we define the space W out (D) that consists of functions v ∈W 2 β (D) that admit the representation
. We remind the reader that χ ± ∈ C ∞ (R 2 ) is a cut-off function equal to one for ±x ≥ 2L and to zero for ±x ≤ L. The space W out (D) is a Hilbert space for the inner product naturally associated with the norm
Working as we did in (76) for A out , we define the linear operator B out such that
where B out u is defined as the functional such that for all v ∈W 2 β (D)
As in the previous section, in order to prove our main theorem for B out , we need to establish intermediate results. Let us define W † (D) the space of functions v ofW 2 β (D) that admit the representation
Here B β u and B β v must be regarded as elements ofW 2 β (D) * defined using the extension by continuity process presented in (75). Working exactly as in the proof of Proposition 5.2, one can establish the following result.
Proposition 5.3.
Assume that k ∈ (k n ; k n+1 ), n ∈ N * , the threshold wavenumbers k n being defined in (23) . For ν, µ ∈ {+, −}, j, l ∈ {+, −} and m, p ∈ {1, . . . , P }, for allũ,ṽ ∈W 2 −β (D), we have
The following theorem is the equivalent of Theorems 4.3 and 4.4 in the simply supported case. In other words, it solves the corresponding scattering problems. Moreover, such theorem is used in the proof of the main result of this section, that is Theorem 5.4. We postpone the proof of Theorem 5.3 to the end of this section.
Theorem 5.3.
Assume that k ∈ (k n ; k n+1 ), n ∈ N * , the threshold wavenumbers k n being defined in (23 
Here, theΨ p , p = 1, . . . , 2P , belong toW 2 −β (D) and the scattering matrix S := (s p m ) 1≤p,m≤2P ∈ C 2P ×2P is uniquely defined, unitary (S S ⊤ = Id 2P ×2P ) and symmetric (S ⊤ = S).
Now we state the main result of the section, which is the equivalent of Theorem 4.2 in the simply supported case.
Theorem 5.4. Assume that k ∈ (k n ; k n+1 ), n ∈ N * , the threshold wavenumbers k n being defined in (23 It is then sufficient to establish that ker B out ⊂ ker B −β . Assume that 
One observes that u belongs to the space W out (D). Besides, since the Ψ p are in ker B β , we obtain We conclude this section by giving the proof of Theorem 5.3. Proof of Theorem 5.3. 1) First we show that B ±β are Fredholm operators. Since B −β is the adjoint of B +β , it is sufficient to establish the result for B +β . The strategy is the following. In order to prove that B β is a Fredholm operator, the first step consists in proving that range B β is closed and ker B β is finite-dimensional. This will be a consequence of inequality (86) and Lemma 7.1 in appendix. The second step consists in proving that coker B β is finite-dimensional, which will be a consequence of the existence of a right regularizer of B β and of [26, Lem. 2.23] . Define the domains
(see Figure 5 ). For ν = 1, . . . , 3, let ζ ν and ψ ν be C ∞ functions (with support in D) satisfying the conditions
Define the space H 2 (ω 2 ) := {ϕ ∈ H 2 (ω 2 ) | ϕ = ∂ n ϕ = 0 on ∂ω 2 \ ∂O} endowed with the inner product of H 2 (ω 2 ). Introduce the unique linear continuous operator B :
According to Lemma 4.2, we know that for ν ∈ [0; 1), the operator B is an isomorphism.
Let us prove the following a priori estimate: Integrating by parts in the term involving ∆u, we obtain
where C > 0 is independent of u. Taking the suprememum over {φ| D | φ ∈ C ∞ 0 (Ω)} leads to (88). Dealing with the terms [B β , ζ 2 ]u and [B β , ζ 3 ]u of (87) in a similar manner, we obtain the a priori estimate (86). Finally, observing that the map u → u| ω 2 fromW 2 β (D) to H 1 (ω 2 ) is compact (because ω 2 is bounded), one deduces from Lemma 7.1 in Appendix that range B β is closed and ker B β has finite dimension. 
Gathering (89) and (90), we obtain ind B β = −ind B −β = 2P . In particular, since dim coker B β = dim ker B −β (again we use the fact that B * β = B −β ), we get dim ker B β − dim ker B −β = 2P .
Let v 1 , . . . , v 2P be functions of ker B β which are linearly independent moduloW 2 −β (D). Moreover multiplying the v p by cut-off functions and using Proposition 5.1, one finds for p = 1, . . . , P , the function v p decomposes as From this, we infer that S is symmetric.
Selection of the outgoing modes
For each type of boundary conditions on the edges of the strip (simply supported or clamped), we defined the outgoing solution, the interesting one from a physical point of view, as the solution decomposing on the propagating modes w ± p (and not w ∓ p ), p = 1, . . . , P , as x → ±∞. This choice was arbitrary. In particular, let us mention that a functional framework where we impose to the solution to decompose on the propagating modes w ∓ p , p = 1, . . . , P , as x → ±∞ also leads to a Fredholm operator of index zero. In this section, we explain why our choice is physically relevant in the case of the clamped strip (the case of the simply supported strip would be treated similarly). To proceed, we come back to the time dependent equation from which the harmonic Problem (53) has been derived. We prove that the waves associated with the propagating modes w ± p have a positive group velocity as x → ±∞. In other words, these waves propagate energy to ±∞. Positive (resp. negative) group velocity is known as the usual criterion to discriminate what are the outgoing modes as x → +∞ (resp. x → −∞). In order to justify that this choice is pertinent, in a second step we prove that it leads to select the solution with satisfies the so-called limiting absorption principle. The idea of this limiting absorption principle consists in adding some small loss (dissipation) to the medium. In this case, we can establish that Problem (53) (with k replaced by a complex k to take into account dissipation) admits a unique solution inW 2 0 (Ω) ⊂ H 2 (Ω) (to simplify, we shall work in Ω but everything is similar for Problem (81) in D). This solution decomposes as the sum of a slowly exponentially decaying part plus a rapidly exponentially decaying component as x → ±∞. The decay of the slowly exponentially decaying part is characterized by the position in the complex plane of the eigenvalues of the symbol of the operator with dissipation. What we will do is to study the limit of this complex eigenvalues to check that they converge to the ones which have been selected for the problem without absorption (the iη p , p = 1, . . . , P ). 
Group velocities 6.2 Limiting absorption principle
