Abstract. In studying network growth, the conventional approach is to devise a growth mechanism, quantify the evolution of a statistic or distribution (such as the degree distribution), and then solve the equations in the steady state (the infinite-size limit). Consequently, empirical studies also seek to verify the steady-state prediction in real data. The caveat concomitant with confining the analysis to this time regime is that no real system has infinite size; most real growing networks are far from the steady state. This underlines the importance of finite-size analysis. In this paper, we consider the shifted-linear preferential attachment as an illustrative example of arbitrary-time network growth analysis. We obtain the degree distribution for arbitrary initial conditions at arbitrary times. We corroborate our theoretical predictions with Monte Carlo simulations.
Introduction
The network growth literature was commenced by the seminal Barabási-Albert model posited initially in [1] . The motivation of studying the evolution of networks is to grasp underlying mechanisms that drive the growth process, which ramify into observable macro properties (such as a power-law degree distribution in the case of the Barabási-Albert model). Examples of other growth models include models with edge growth [2, 3] , aging effects [4, 5] , node deletion [6, 7] , accelerated growth [8] , copying [9, 10] , and fitness-based models [11] [12] [13] . These models are all purely structural, that is, the connectivity of new nodes is determined by factors that depend on time or structural measures of the network.
In all the examples mentioned above, the prototypical way of analyzing a network growth model is as follows: a micro growth mechanism is devised (for example for the Barabási-Albert model, nodes enter sequentially and attach to existing nodes with degree-proportional probabilities), then the evolution of a desired quantity, such as the degree distribution is quantified (e.g., via a rate equation), then the equations are simplified in the long time limit (the limit as t → ∞), and then they are solved to yield steady-state quantities of interest.
The practical shortcoming of such an approach is that no real network has infinite size, and the assumption of equilibrium is unrealistic for most networks. Note that this can lead to crucial methodological consequences concerning the falsifiability of the model. For example, consider the Barabási-Albert model. It predicts that in the steady state, the network will exhibit a power law. In this case, if we take a real network and show that its degree distribution does not follow a power law, this will not refute the theory because one could counter with the contention that the network (no network, in fact) has infinite size, so the network at hand does not have the necessary condition (i.e., infinite size) for the prediction that theory provides.
To alleviate this shortcoming and to remedy the falsifiability caveat, we proposed an alternative approach: focusing on the temporal evolution of the network for a given growth model. That is, instead of solving for the quantities of interest in the steady-state, solve for them in arbitrary times and for initial conditions. This way, for a given real network, an arbitrary point in time can be considered the origin of time and the network at that instant will constitute the initial condition. Then observations on the temporal evolution of desired quantities can be compared to the theoretical prediction, in order to assess the theory.
In the present paper, we focus on a shifted-linear preferential growth mechanism. We find the expected degree distribution as a function of time, for arbitrary initial conditions and arbitrary times. The results are corroborated with Monte Carlo simulations throughout the paper.
Model
The growth process starts from a given initial network with N (0) nodes and L(0) links, with known degree distribution p k (0). The network grows via the successive addition of new nodes. At each time step a new node is born, and it forms β links to existing nodes, according to the preferential linking: the probability that an existing node x receives a link from the new node at time t is proportional to k x (t) + θ, where k x (t) is the degree of node x at time t, and θ is the initial attractiveness, a positive constant of the model. To obtain normalized probabilities, we need to divide k x (t) + θ for each x by the sum of this quantity over every node. The sum over k x yields twice the number of links at time t, which is 2L(0) + 2βt. The sum over θ yields θN (t), where N (t) is the number of nodes at time t, which equals N (0) + t. Thus, the probability that node x receives a link emanated from the newly-born node equals
Hereinafter, we will denote 2L(0)+θN (0) by λ, and 2β+θ by ν. So (1) transforms into
3 Evolution of the Degrees
At each timestep, we can quantify the expected the change in N k (t), which is the number of nodes in the network that have degree k at time t. The value of N k (t) can be altered if at time t, an existing node with degree k receives a link from the newly-born node (which would increment the degree of the receiving node to k + 1, decrementing N k ), or if an existing node with degree k − 1 receives a link (which would increment the degree of the receiving node to k, incrementing N k ). For each incoming node, N β (t) increments. The following rate equation quantifies the evolution of N k (t):
This can be rearranged and expressed equivalently as follows
This is a two-dimensional difference equation in time and k. We now employ a time-continuous approximation to this equation and replace it with the following difference-differential equation:
Note that the relative error of this approximation at each timestep is proportional to 1 λ+νt . Even for short times, the 2L(0) in the denominator ensures that the truncation error is small, provided that L(0) is large. In our Monte Carlo simulations, the initial network comprises 100 links, and the predictions are remarkably accurate. Note that 100 links is tiny as compared to many real networks, such as social and biological networks, citation and collaboration networks, the web and other online networks. The typical size of these networks are way larger than 100, so the approximation will be conservative in real settings. In Monte Carlo simulations, we also tested larger initial networks and verified the accuracy of predictions for large systems. Simulation results are presented in Section 4. Figure 1 illustrates the remarkable accuracy of the theoretical predictions, where the error bars are smaller than the markers used for depiction.
To solve (5), we define the generating function:
This is the conventional Z transform. We multiply both sides of (5) by z −k and sum over k. The left hand side yields ∂ψ ∂t . For the terms on the right hand side, we use two standard properties of the Z-transform: if the generation function of some sequence a k is given by A(z), then (1) the generating function for sequence ka k is given by −z dA(z) dz , and (2) the generating function for the sequence a k−1 is given by z −1 a k . Using these two properties, Equation (5) yields
This can be rearranged and recast as
In Appendix A we solve this partial differential equation. Let us define
Using these definitions, the solution to (8) reads
Note that ψ z−c 1−c , 0 is obtained by taking the Z-transform of the sequence N k (0) (which is given as the initial condition) and then replacing z by z−c 1−c . In Appendix B we take the inverse transform of this expression to obtain N k (t). Let us define
Using this definition for brevity, the inverse transform of (10) reads
We can divide this by the number of nodes at time t to obtain the fraction of nodes with degree k at time t. The result is
The first term is the effect of initial nodes. In the long time limit, the N (0)+t in the denominator makes this term vanish. Moreover, from (11) we observe that in the limit as t → ∞, we have c → 1. This means that every (1 − c) r term as well as the (1 − c) θ prefactor all tend to zero in the long time limit. Note that the c r in the denominator will not cause divergence, because the c k prefactor removes the singularity. So the first term on the right hand side of (13) vanishes in the long time limit, as we intuitively expect.
The second term on the right hand side of (13) reaches a horizontal asymptote in the long time limit. In this limit, we have
Finally, the last term on the right hand side of (13) vanishes in the long time limit for the same reasons delineated above for the first term. So in the steady state, the first and third terms have no share in the degree distribution, and the second term dominates. We have:
This is in agreement with the results in [16] . Finally, we can set θ = 0 to recover the degree distribution of the conventional Barabási-Albert model:
This is in agreement with the long-known result, as given for example in [16] [17] [18] . Figure 1a shows the simulation results for the a 4-regular ring of 200 nodes as the initial network (a 4-regular ring is obtained by connecting every second neighbor on a ring). The temporal evolution of N k (t) for three distinct values of k are depicted. As can be seen, theoretical predictions match the simulation results to high accuracy. The error bars are of the size of the markers used in the graph. The value of β is 2 and θ is 20. Since θ is large, the preferential share of the growth kernel is weaker, that is. Generally, the growth process is closer to a uniform growth as θ increases. Figure 1b depicts the simulation results and theoretical predictions for a small-world network, which is constructed by taking a ring of 200 nodes and establishing every non-existing link with probability 0.05.
Simulation Results
The initial network in Figure 1c a 4-regular ring of 300 nodes. Figure 1d presents the simulation results for a larger initial network: a ring of 1000 nodes. It can be observed that even for short times, the accuracy of the theoretical predictions are remarkably high.
Summary and Discussion
We contended that conventional emphasis on the steady state for the analysis of network growth models might engender methodological caveats. We proposed focusing on arbitrary times and solving the growth problem for arbitrary initial conditions. We considered the shifted-linear growth scheme and obtained the degree distribution as a function of time for arbitrary initial conditions. We verified the theoretical predictions with Monte Carlo simulations.
Plausible extensions to this result include moving beyond the expected degree distribution, and obtaining the distribution of degree distributions. This is essential for devising rigorous statistical tests to assess network growth mechanisms upon observing longitudinal data on the degree distribution. For a given initial network, there are various paths that the system can take, due to the random nature of the growth process. What we obtained in this paper is the average over all those paths. But at each timestep, there is a distribution over all those paths. If we knew that distribution, then we could devise statistical recipes for hypothesis testing, to be able to answer questions of the form: "if the posited growth mechanism is true, what is the probability that the empirical degree distribution at time t would occur?". Since a hypothesis testing scheme like the one discussed requires a null hypothesis, it would be plausible to solve the same problem for the uniformly-growing networks. So the problem is: under uniform growth, for a given initial network, what is the probability that at time t, the number of nodes with degree k would be N k ?
Finally, it would be plausible to consider time-reversal in network growth problems. Given a growth mechanism and the degree distribution at time t, what is the distribution that the system has most likely been at time t−s? What information does observing the network at some state at time t (say, observing its degree distribution at time t) give about the states (degree distributions) of the system at earlier times? 
A Solving the PDE in (8)
The PDE we need to solve is:
We employ the method of characteristic curves to solve this equation (see for example [14] , for background on this method). We need to first solve the following system of equations:
From the first equation we get
The second equation is
This can be rearranged and rewritten as follows
Using (18) , this transforms into
This is an ordinary first-order linear differential equation, with integrating factor z −θ . The solution is given by
where Φ(C), according to the method of characteristics, is an arbitrary function of C that is uniquely specified for given initial conditions. We expand the integrand before performing the integration. We have
Plugging this into (22), we get 
Now we use (18) 
We need to uniquely determine Φ(·). At time t = 0, Equation ( 
The proof of this identity is omitted for space limitations. Using this to perform the summation in (35), we obtain 
This yields the inverse transform of the first term on the right hand side of (33). For the second and third terms, we first ask: if the inverse transform of some function F (z) is known, and is given by, say, f k , then what is the inverse transform of z θ z−c 1−c −θ
