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ABSTRACT
We study the fraction of stars in and around the δ Scuti instability strip that are pul-
sating, using Gaia DR2 parallaxes to derive precise luminosities. We classify a sample
of over 15 000 Kepler A and F stars into δ Sct and non-δ Sct stars, paying close atten-
tion to variability that could have other origins. We find that 18 per cent of the δ Sct
stars have their dominant frequency above the Kepler long-cadence Nyquist frequency
(periods < 1 hr), and 30 per cent have some super-Nyquist variability. We analyse the
pulsator fraction as a function of effective temperature and luminosity, finding that
many stars in the δ Sct instability strip do not pulsate. The pulsator fraction peaks at
just over 70 per cent in the middle of the instability strip. The results are insensitive
to the amplitude threshold used to identify the pulsators. We define a new empirical
instability strip based on the observed pulsator fraction that is systematically hotter
than theoretical strips currently in use. The stellar temperatures, luminosities, and
pulsation classifications are provided in an online catalogue.
Key words: asteroseismology – parallaxes – Hertzsprung–Russell and colour–
magnitude diagrams – stars: oscillations – stars: variables: δ Scuti
1 INTRODUCTION
Do all stars in the δ Sct instability strip pulsate? This
is a long-standing question whose answer requires high-
quality light curves and accurate atmospheric parameters
for a large number of stars. These have only recently be-
come available. The Kepler Space Telescope (Koch et al.
2010; Borucki et al. 2010) has delivered almost uninterrupted
light curves for over 15 000 A and early-F stars. Catalogues
of photometrically-derived stellar properties (Brown et al.
2011; Huber et al. 2014; Mathur et al. 2017) have allowed
greater exploitation of these light curves, including place-
ment of the targets on a Teff–log g diagram (e.g. Uytterho-
even et al. 2011). The uncertainties in log g were large, typ-
ically half the height of the main sequence, and there was
much discussion over whether the photometric effective tem-
peratures were accurate (Lehmann et al. 2011; Pinsonneault
et al. 2012; Tkachenko et al. 2012). Now, precise luminosi-
ties are calculable from Gaia parallaxes (Gaia Collaboration
et al. 2016, 2018), and spectroscopic temperatures are avail-
able for hundreds of Kepler A/F stars (e.g. Tkachenko et al.
2013b; Niemczura et al. 2017) to readdress the accuracy of
photometric temperatures. At last we possess the data nec-
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essary to reliably determine the fraction of stars within the
δ Sct instability strip that pulsate.
Central to the pulsator-fraction question is the defini-
tion of the instability strip. The δ Sct pulsators are 1.5–
2.3 M stars that lie at the intersection of the classical in-
stability strip with the main sequence, in the region where
the depth of the surface convection zone is a steep function
of effective temperature. As such, time-dependent convec-
tion (TDC) models are needed to accurately model the pul-
sations and compute instability strips (Dupret et al. 2004;
Grigahce`ne et al. 2005).
TDC has an adjustable parameter, which is the mixing
length αMLT. Dupret et al. (2004, 2005a) set this to the solar
value, αMLT = 1.8, but when known δ Sct stars (Rodr´ıguez
et al. 2000) were plotted against instability strips with this
value, the observed stars had a temperature offset with re-
spect to the instability strip. Better agreement is seen with
αMLT = 2.0 (Houdek 2000; Houdek & Dupret 2015), but in-
stability strips with αMLT = 1.8 are still commonly plotted
and compared against observations. This has led to several
observers noting that the instability strip is incorrect for
Kepler δ Sct stars (Uytterhoeven et al. 2011; Balona 2018;
Bowman & Kurtz 2018), and has contributed to the discus-
sion of the accuracy of photometric temperatures.
There is a separate class of variables, the γDor stars,
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which pulsate in gravity modes (g modes) and lie close to the
δ Sct stars on the H–R diagram. Indeed, many δ Sct–γDor
hybrids exist (e.g. Grigahce`ne et al. 2010; Balona & Dziem-
bowski 2011; Kurtz et al. 2014; Saio et al. 2015; Schmid &
Aerts 2016), though even at Kepler precision pure examples
of both are also known (Van Reeth et al. 2015b; Bowman
2017; Li et al. 2018). Originally, these classes were distin-
guished by their oscillation frequencies, with a division made
at ∼5 d−1 (e.g. Handler & Shobbrook 2002; Hareter et al.
2010), and the γDor stars having lower frequencies than the
δ Sct stars. However, stellar rotation complicates this pic-
ture, allowing rapidly rotating γDor stars to have frequen-
cies above 5 d−1 in the observer’s frame (Bouabid et al. 2013;
Saio et al. 2018), and combination frequencies of g modes
(e.g. harmonics) can do the same (Kurtz et al. 2015). In fact,
it is likely that the combination frequencies contribute to the
excitation of higher degree g modes at these high frequencies
(Saio et al. 2018). Conversely, combinations of p modes can
also cause Fourier peaks at low frequency in δ Sct stars, and
care must be taken not to confuse them with other classes
of variability (Breger & Montgomery 2014). Distinguishing
self-excited (δ Sct) p modes from harmonics, combinations,
or high-degree g modes is important if we are to understand
the pulsational driving and damping mechanisms at play in
A and F stars.
It has long been suspected that all stars within the δ Sct
instability strip might be variable if the detection limit be-
comes low enough (Breger 1969). Decades of further ground-
based observations resulted in the realisation that the vast
majority of δ Sct stars are low-amplitude radial and non-
radial pulsators, but only half the stars in the instability
strip appeared to be variable at ground-based (∼1 mmag)
precision (Breger 2000). Kepler observations confirmed this
view – no more than 60 per cent of stars in the δ Sct instabil-
ity strip actually pulsate, and half of those have amplitudes
below 1 mmag (Balona & Dziembowski 2011; Murphy 2014).
In this paper we investigate the location of the δ Sct
pulsators on the H–R diagram, looking specifically at the
pulsator fraction as a function of effective temperature and
luminosity. We calculate luminosities for over 15 000 A and
F stars using Gaia DR2 parallaxes in Sec. 2. In Sec. 3, we
classify them into δ Sct stars and non-δ Sct stars, which we
then place on H–R diagrams in Sec. 4. In Sec. 5 we look at the
pulsator fraction before discussions (Sec. 6) and conclusions
(Sec. 7).
2 OBSERVATIONAL DATA
2.1 Target Selection
We selected Kepler targets with temperatures between 6500
and 10 000 K, according to the ‘input’ temperatures in
Mathur et al. (2017). This range covers the δ Sct instabil-
ity strip and the region around it where δ Sct pulsators are
observed. Variable stars hotter than 10 000 K are likely to be
B-type pulsators (βCep stars), while stars listed as cooler
than 6500 K may only be δ Sct stars if their temperatures
are inaccurate. While some genuine δ Sct stars might have
incorrect temperatures and lie outside this range, the vast
majority of δ Sct stars will have been captured.
We chose the Mathur et al. (2017) catalogue because
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Figure 1. Fractional parallax uncertainties for the entire sample.
Only 347 of 15 229 targets have fractional parallax uncertainties
beyond the plot limit (i.e. > 0.15).
of its homogeneity. The ‘input’ temperatures were chosen to
avoid the clustering of stars around isochrones in the Teff–
log g plane that occurs in the ‘output’ temperatures. This
is further discussed, alongside verification of the effective
temperature scale, in Sec. 2.4.
We made no selection based on log g or [Fe/H] values,
which we also gathered from the input values of Mathur
et al. (2017). We made no cut on Kepler magnitude, but we
did cut stars with a luminosity 0.4 dex (i.e. 1 mag) fainter
than the zero-age main-sequence (ZAMS) after calculating
the luminosities (Sec. 2.2) because we focus here on stars on
the main-sequence and immediate post-main-sequence. We
did not include stars for which there are no Kepler light
curves available. The total sample size in our Teff range and
after filtering by luminosity is 15 229.
2.2 Gaia and supplementary stellar data
In DR2, stars with Gaia temperatures above 8000 K had
no available extinction values in the Gaia G band, AG , and
thus no luminosities. It also appears that extinctions were
not used in calculating the luminosities of stars where AG
was available (Andrae et al. 2018), hence the Gaia luminosi-
ties as provided in the DR2 catalogue are unreliable for our
targets. We therefore calculated luminosities for all targets,
taking from Gaia DR2 only stellar parallaxes, pi, and their
uncertainties (Gaia Collaboration et al. 2018). Most of our
targets have precise parallaxes (Fig. 1), with only 249 having
fractional uncertainties above 0.2. Below, we make stricter
selections when analysing H–R diagrams of A/F stars.
To obtain a stellar distance, d, from a DR2 parallax, we
used the normalized posterior distribution over the distance
following equation 2 of Bailer-Jones et al. (2018) along with
the length scale model adopted there. This produces a dis-
tribution of distances for each star, from which samples are
drawn in the Monte Carlo calculation of the stellar luminos-
ity (Sec. 2.3).
From the analysis of quasars, Lindegren et al. (2018)
inferred a zero-point offset in Gaia parallaxes of −0.03 mas,
suggesting that 0.03 mas should be added to the published
values. Similar offsets have been independently confirmed
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using Gaia DR2 parallaxes and asteroseismology of evolved
stars in the Kepler field (Zinn et al. 2018), but the offset
is colour and magnitude dependent. Lindegren et al. (2018)
also noted large-scale variations of a similar size depend-
ing on colour, magnitude, and position on the sky. As such,
in the Gaia DR2 catalogue validation paper (Arenou et al.
2018), users are discouraged from correcting individual par-
allaxes to account for the zero-point offset. We experimented
with applying the 0.03 mas offset and found that it led to
luminosities that were unrealistically low for many stars (i.e.
it pushed a large number of stars below the ZAMS). From
this, we infer that the parallax offset is small for bluer stars,
and we made no correction for zero-point offset in the lumi-
nosities used in the rest of our analysis.
For apparent magnitudes, we used the Kepler Input
Catalogue (KIC; Brown et al. 2011) on MAST to obtain
gKIC and rKIC magnitudes, and recalibrated the g magni-
tudes to the SDSS scale using equation 1 of Pinsonneault
et al. (2012). Working in the g band is advantageous because
this is close to the peak of the spectral energy distribution
of A/F stars, hence the bolometric corrections are small,
and these are available homogeneously for our sample. The
g magnitudes have typical random uncertainties of 0.02 mag
for our targets (Brown et al. 2011). Although MAST has V-
band magnitudes (V UBV ) from Everett et al. (2012) for a
large fraction of our targets, the completeness is lower than
for gKIC and we found these V magnitudes to be systemati-
cally too faint (Appendix A).
We obtained extinctions and their uncertainties
with the dustmaps python package, which queries the
Bayestar 17 reddening map (Green et al. 2018). The dust
distribution in the Kepler field is shown in Fig. 2. To con-
vert to extinctions in the appropriate photometric band, we
used Table 1 of Sanders & Das (2018). A small grey offset of
0.063 mag (recommended by Green et al. 2018) was added
to the extinction coefficient. We found that KIC extinctions
are strongly overestimated (Appendix A), so they were not
used. We computed extinctions in the g band, Ag.
We calculated bolometric corrections (BCs) with the
isoclassify python package (Huber et al. 2017), which
takes Teff , log g and [Fe/H] as inputs. The BCs can be com-
puted for any band using the MIST tables (Dotter 2016;
Choi et al. 2016). These, too, were calculated for the SDSS
g band.
2.3 Luminosity calculations
Logarithmic bolometric luminosities were calculated via ab-
solute magnitudes using the standard formulae:
Mg = mg − 5 (log d − 1) − Ag, (1)
and
log Lbol/L = −(Mg + BC − Mbol,)/2.5. (2)
For the bolometric magnitude of the Sun, Mbol,, we adopted
the value recommended by the IAU (4.74; Mamajek et al.
2015a). Hereafter, we use “log L” to refer to the luminosities
obtained via eq. 2. We determined log L and its uncertain-
ties with a Monte-Carlo process, taking the median value of
200 000 samples for the log L value, and the 15.9 and 84.1
percentiles for the 1σ uncertainties.
The uncertainties in BC, which feed into the luminosity
Figure 2. V -band extinction in the Kepler field, using data from
the Bayestar 17 reddening map (Green et al. 2018). In the online
version of the article, this figure is animated to show different
distances. The g- and V -band extinctions are related as Ag =
1.214AV .
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Figure 3. The distribution of 1σ uncertainties on the stellar
luminosities, taken as the standard deviation of the Monte-Carlo
samples.
Monte Carlo process, were obtained from uncertainties in
other quantities. The typical uncertainties on Teff (∼250 K)
make only a small contribution to the uncertainty in BC
(< 0.03 mag). This is because BCs for stars in the δ Sct insta-
bility strip in the SDSS g band are small (|BC | < 0.15 mag)
and undergo a turning point at 8500 K. The other contri-
butions come from the uncertainties in log g, [Fe/H] and
AV . We estimate these to be 0.02 mag for 0.5 dex in log g,
0.025 mag for 0.25 dex in [Fe/H], and an upper limit of
0.002 mag for extinction. We combined these in quadra-
ture. The resulting distribution of luminosity uncertainties
is shown in Fig. 3.
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2.4 Verification of the temperature scale
KIC photometry is very useful for approximating stellar
properties for a large number of stars across a broad range
of temperatures and surface gravities, but uncertainties for
individual stars are typically large, especially at hotter tem-
peratures (Teff & 6500 K). A benefit of using a large sample,
as we do here, is that individual uncertainties become less
important. However, attention must still be paid to any sys-
tematic offsets in Teff , as we alluded to in Sec. 1.
There has been some discussion about these systematic
offsets. Pinsonneault et al. (2012) found that KIC tempera-
tures were systematically 215 K too low when compared to
the infra-red flux method (IRFM), in the Teff range 4000–
6500 K where the IRFM is well defined. On the other hand,
Guzik et al. (2015) used atmospheric parameters of A/F
stars derived by Molenda-Z˙akowicz et al. (2013) from LAM-
OST spectra and found that Pinsonneault et al.’s systematic
offset is not evident for these hotter (Teff > 6500 K) stars. In
fact, Guzik et al. (2015) found a small systematic offset be-
tween the KIC and LAMOST temperatures in the opposite
direction.
Revised stellar properties have also been published for
Kepler targets (Huber et al. 2014; Mathur et al. 2017). Those
authors conditioned published atmospheric parameters on a
grid of stellar isochrones, resulting in catalogues of input
and output temperatures. While the output temperatures
are the ones most often used, the conditioning on isochrones
to generate the output quantities is not especially useful
for hotter stars, where the isochrones are relatively further
apart in Teff–log g space, resulting in stars heavily concen-
trated around isochrones with large gaps between them. This
is the reason we use the input temperatures from Mathur
et al. (2017) in this paper. Nonetheless, the revised stellar
properties catalogues are a valuable resource, and the input
temperatures are an improvement on the original KIC, in-
corporating tens of thousands of new temperature sources
from the literature.
Effective temperatures from high-resolution spec-
troscopy (e.g. Tkachenko et al. 2013a) and spectral energy
distributions (SEDs; Niemczura et al. 2017) have also been
calculated independently of each other for many Kepler
A/F stars. Niemczura et al. (2015) found good agreement
between temperatures from SEDs and both the KIC and
revised stellar properties catalogues, but the spectroscopic
temperatures were systematically 189 K larger than the KIC.
Other spectroscopic analyses have found different levels of
agreement with the KIC, even when conducted by the same
group (Tkachenko et al. 2012, 2013a), suggesting that any
offset may depend strongly on the type of stars (e.g. late-B
stars versus early-F stars) or that the differences between
spectroscopic and photometric temperatures for individual
targets can be large.
Here, we have verified the input temperatures in Mathur
et al. (2017), Tinput, against a homogeneously derived set
of spectroscopic temperatures from Niemczura et al. (2015,
2017), Tspec. Specifically, we used the temperatures deter-
mined from Fe lines, in cases where they were distinguished
from temperatures obtained from Balmer line profile fitting
(Niemczura et al. 2017). These two methods generally yield
temperatures that agree to 1σ and Niemczura et al. (2015)
made no distinction between the methods in the values they
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Figure 4. The difference between spectroscopic and photomet-
ric temperatures for 154 A/F stars. The red line is a 10-point
Gaussian smooth of the data. Uncertainties for individual stars
are larger than the systematic trend. The extent of disagreement
near 6500 K is probably exaggerated by selection effects.
reported. The temperature differences (Tspec − Tinput) have a
mean of only 4 K but a standard deviation of 348 K. How-
ever, there is a significant dependence on temperature it-
self (Fig. 4). The turnover near 8000 K is in agreement with
Guzik et al. (2015), and the fact that the input temperatures
appear to be too low for stars near 6500 K is in agreement
with the results of Pinsonneault et al. (2012) and is a ma-
jor reason that we kept 6500 K as our temperature cut-off.
There may be a selection effect responsible for the discrep-
ancy between 6500 and 7000 K. Targets in these surveys were
not chosen at random or distributed evenly by temperature,
but were often selected for their pulsation properties. Thus
if a δ Sct star happens to have Tinput near 6500 K, beyond the
red edge of the δ Sct instability strip, its spectroscopic tem-
perature is very likely to be higher. Conversely, a randomly
chosen star near 6500 K does not necessarily have an erro-
neous temperature. For this reason, and for simplicity and
reproducibility, we do not apply any temperature correction
to the input temperatures from Mathur et al. (2017).
3 IDENTIFYING THE δ SCT PULSATORS
Our purpose is to investigate the locations of δ Sct and non-
δ Sct stars with respect to the instability strip, and to cal-
culate the pulsator fraction. To do this efficiently and ac-
curately, we made further selections based on the available
data.
We have already removed white dwarfs in our tempera-
ture range by means of our luminosity cut. We also removed
the 249 targets with fractional parallax uncertainties above
20 per cent. We could have made a stricter selection on par-
allax uncertainty. For example, there are 400 targets with
fractional parallax errors between 10 and 20 per cent whose
measured parallaxes still contain valuable information (Luri
et al. 2018). Their removal would make little difference in a
sample of 15 000 stars so we kept the cut at 20 per cent.
We also removed known eclipsing binaries and ellip-
soidal variables from the sample because their Fourier trans-
forms often have harmonics of the orbital frequency that
MNRAS 000, 000–000 (2015)
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complicate the identification of low-amplitude pulsations.
For this, we used the binary classifications from Murphy
et al. (2018) and the Villanova Catalogue (Kirk et al. 2016).1
We also used the Murphy et al. (2018) catalogue to remove
RR Lyr variables from the sample for similar reasons, though
we do not expect any RR Lyr variable to be a δ Sct star.
These deselections resulted in a final sample size of 14 330
stars for analysis.
We did not remove the pulsation-timing binaries from
Murphy et al. (2018) since, unlike for eclipsing binaries, their
removal would bias the pulsator fraction calculation by pref-
erentially removing pulsating stars. The impact of binary
stars on the analysis is discussed in Sec. 6.
3.1 Kepler data
We used Kepler long-cadence (LC; 29.45-min sampling) light
curves from Q0–Q17, processed with the msMAP pipeline
(Stumpe et al. 2014), and calculated discrete Fourier trans-
forms of these light curves. Since the aim was to investigate
the δ Sct pulsator fraction, we did not calculate the Fourier
transform below 5 d−1, where γDor and other variability is
often seen. The sampling properties of the Kepler space-
craft allow the real oscillation frequencies to be distinguished
from Nyquist aliases, even when those frequencies are above
the Nyquist frequency (Murphy et al. 2013). We therefore
calculated our Fourier transforms between 5 and 43.9 d−1,
where the latter value is the sampling frequency minus 5 d−1.
We found that 17.9 per cent of Kepler δ Sct stars have their
strongest oscillation mode above the LC Nyquist frequency,
and the number of δ Sct stars with any oscillation above the
LC Nyquist frequency is approximately 30 per cent.
3.2 Pulsation classifications
A major component of the analysis was to decide which Ke-
pler A/F stars are δ Sct pulsators. We began with the man-
ual pulsation classifications from Murphy et al. (2018), with
an extension to stars with Teff in the range 6500–6600 K,
classified in the same manner. We refer to these as the ‘man-
ual classifications’. The purpose of those classifications was
different from the purpose here. Murphy et al. (2018) were
using pulsation timing to look for binary stars, for which
any stable frequency with a high enough signal-to-noise ra-
tio (SNR) is sufficient (Murphy et al. 2014). This has two
important consequences. The first is that harmonics of low-
frequency variability were viable for pulsation timing but
these are not δ Sct stars (unless there are also independent
p modes). In this work, we reinspected the Fourier trans-
forms of all pulsators under the manual classifications, in-
cluding at low frequencies (<5 d−1), to verify the presence
of independent p modes. The p modes did not have to be
dominant, but they did have to be independent. We refer
to pulsation classifications following this reinspection as ‘re-
vised’ classifications.
The second consequence is that Murphy et al. (2018) au-
tomatically classified stars as non-pulsators if their strongest
Fourier peak was below 20 µmag, because these peaks had
insufficient SNR to detect binaries. Tens of examples of δ Sct
1 http://keplerebs.villanova.edu/
Figure 5. Multiperiodic δ Sct pulsators with pulsation ampli-
tudes below 20 µmag in Kepler data. Both happen to have real
oscillation frequencies above the Nyquist frequency (24.48 d−1,
dashed blue line).
stars with amplitudes below 20 µmag exist in the Kepler
data; two are shown in Fig. 5. We reclassified these as pul-
sators, while noting that this becomes subjective at some
level.
An obvious progression is to use an algorithmic ampli-
tude threshold or SNR metric to classify pulsators. A simple
amplitude threshold, say 10 µmag, does not work because
it would classify thousands of noisy non-pulsators as δ Sct
stars. Fig. 6a shows the multi-modal distribution of the max-
imum Fourier amplitude of the 14 330 stars. While the strong
pulsators with maximum amplitudes of ∼1 mmag stand out,
there is also a large number of targets whose strongest peak
is a few tens of µmag, and then several thousand non-
pulsators whose strongest peak is less than 10 µmag. Impor-
tantly, the latter two groups have some overlap, suggesting
that a simple amplitude cut is not appropriate for selecting
pulsators.
A SNR threshold using the strongest peak is therefore
more appropriate, since the non-pulsators have very low
SNR and are better distinguished from low-amplitude pul-
sators. Fig. 6b shows the distribution of SNR. For the noise
estimate we used the 95th percentile of Fourier amplitudes,
following Murphy (2014). Traditionally in analyses of clas-
sical pulsators, peaks are considered significant if their SNR
exceeds 4 (Breger et al. 1993), i.e. log SNR > 0.6, but this
is usually applied to oscillations of borderline significance
in multiperiodic pulsators. A more appropriate threshold
for the strongest peak in the Fourier transform might be
SNR∼10. Fig. 6b shows the sample is well divided into ‘pul-
sators’ and ‘non-pulsators’ by such a definition, though a
small tail does connect the two groups, so the exact thresh-
old chosen does have some effect.
The pulsators and non-pulsators are even better distin-
guished by the skewness of their Fourier amplitude distribu-
tions. For this calculation, we took the Fourier transform of
each stellar light curve and calculated the skewness of the
amplitudes. High-amplitude pulsators have very high skew-
ness whereas pure white noise has zero skewness. Under this
MNRAS 000, 000–000 (2015)
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Figure 6. (a) The amplitude distribution of the strongest Fourier peak from each star. (b) The distribution in signal-to-noise ratio
(SNR), using the 95th percentile of the Fourier amplitudes to estimate the noise in a given star. (c) The distribution of the skewness of
each star’s Fourier data. In each plot, higher-amplitude pulsators are found to the right and non-pulsators to the left.
metric, pulsators and non-pulsators are well separated with
an even smaller tail connecting the two populations (Fig. 6c).
The skewness and SNR measurements can be combined
to make a two-dimensional selection of pulsators (Fig. 7).
Pulsators and non-pulsators are mostly separated into two
dense groups, but there is a continuous stream of points con-
necting them. Both the groups and the stream have struc-
ture. This can be used to distinguish mono-periodic pul-
sators from multiperiodic ones, to identify poor quality light
curves, to find high-amplitude δ Sct stars (HADS), or even
to find new classes of variable stars that pulsate at similar
frequencies. This is discussed in more detail in Appendix B.
Here, we simply note that several different divisions could
be made to isolate the pulsators based on these statistical
properties, without making a specific recommendation.
The relationship between the skewness and SNR is quite
linear, implying that either statistic alone has almost as
much diagnostic power as the two used together. There is
future potential in calculating different statistics on the light
curve or Fourier transform and combining them to have
greater utility, not necessarily limited to two dimensions or
to just δ Sct stars. This is left as future work.
We use the ‘revised’ classifications in the rest of this
paper, rather than an algorithmic classification, and we show
in Sec. 5.1 that the choice is unimportant. This is because
the pulsators and non-pulsators are densely grouped in Fig. 7
and the stream between them is sparsely populated, meaning
that objects in the stream make up only a small fraction
of the total, while the difference between the ‘manual’ and
‘revised’ classifications has a much bigger effect. There were
1988 δ Sct stars in the ‘revised’ classifications and 207 stars
with other variability at > 5 d−1 (mostly γDor stars with
harmonics), which were added to the 12 135 non-pulsators
to form our ‘non-dSct’ sample. The distribution of pulsation
amplitude as a function of distance is shown in Fig. 8.
4 THE H–R DIAGRAM FOR A/F STARS
4.1 Distribution of the stars
Our sample spans a wide range of Teff and L, with pulsators
found throughout this range. Fig. 9 shows that pulsators are
found well outside the theoretical instability strip. The insta-
bility strip shown is from Dupret et al. (2005b), for radial
modes with radial orders between n = 1 and 7, giving the
broadest instability strip depicted there. Their study used
evolutionary models with time-dependent convection with
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Figure 7. Skewness versus SNR for the Fourier data of 14 982
stars. Pulsators (upper-right) and non-pulsators (lower-left) are
separated into two islands connected by a small stream of points.
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Figure 8. Pulsation amplitude as a function of distance for the
1988 δ Sct stars in the sample.
αMLT = 1.8. As we wrote in Sec. 1, the boundaries depend
strongly on the value of αMLT, and 1.8 is the value used
for the Sun (Dupret et al. 2004). Space-based observations
clearly show that, despite the blue-edge being theoretically
well-determined (Balona & Dziembowski 2011), no clear ob-
servational blue edge is apparent. This led Bowman & Kurtz
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(2018) to suggest that αMLT should not be treated as a fixed
quantity, but should vary across the instability strip. A new
investigation of appropriate values of αMLT is clearly war-
ranted.
4.2 Calculation of evolutionary tracks
In order to meaningfully place our objects on an H–R dia-
gram and study the pulsator fraction with reference against
the stellar masses and the ZAMS/TAMS boundaries, we
computed some stellar models. Our evolutionary tracks were
computed in MESA (Paxton et al. 2011), v10108. Our ‘stan-
dard model’ at each mass had X = 0.71, Z = 0.010 (corre-
sponding to [M/H] = −0.11).2 We used a metallicity below
solar because the median [Fe/H] of our sample is −0.139 dex,
according to the Mathur et al. (2017) stellar properties cat-
alogue. This is corroborated by spectroscopy of over 100
chemically-normal Kepler A stars (Niemczura et al. 2015,
2017), where a mean [Fe/H] of −0.1 dex was found. The other
parameters of our standard model are αMLT = 1.8, exponen-
tial core overshooting of 0.015 Hp, exponential H-burning
shell over- and under-shooting of 0.015 Hp, exponential enve-
lope overshooting of 0.025 Hp, diffusive mixing log Dmix = 0
(in cm2s−1), OPAL opacities, and the Asplund et al. (2009)
solar abundance mixture. These parameters were chosen as
‘reasonable’ for our targets; a full investigation of the influ-
ence of each parameter is beyond the scope of this paper.
Interested readers are directed to Aerts et al. (2018) and
references therein. The tracks were computed for the mass
range 1.0–3.0 M, at intervals of 0.05 M, and include Teff ,
log L, log g and age at 600 steps. We make them available as
supplementary online material, along with tracks computed
with the same physics and a solar metallicity (Z = 0.014, cor-
responding to [M/H] = 0.036). We also provide an example
MESA inlist at mesastar.org.
The choice of input parameters influences the position of
the ZAMS and the duration of the main-sequence phase, and
thus affects whether our targets are on the main sequence.
Since the Kepler field spans 5–22◦ in galactic latitude (Van
Cleve & Caldwell 2016), there should be few young (i.e. zero-
age) massive stars in our sample, except those rejuvenated
by binary mass transfer (e.g. Ste¸pien´ et al. 2017; Streamer
et al. 2018). In Fig. 9 this deficit is seen at a low level in
log L and our derived log g (described below), but is exag-
gerated in the log g values determined from KIC photometry.
Such comparisons highlight the importance of using stellar
models that accurately place the ZAMS. The location of the
ZAMS is mostly sensitive to the X,Y, Z fractions, as shown
in Fig. 10.
Our tracks are in good agreement with the MIST tracks
computed with no rotation and similar metallicities ([Fe/H]
= −0.1, 0.0) from Dotter (2016) and Choi et al. (2016), except
that we find a longer main-sequence phase. It is important to
acknowledge that rotation affects the observed temperature
and luminosity of a star, depending on the rotation rate
and the inclination angle (Gray & Corbally 2009), neither
of which are known for our stars. Rotation also induces extra
mixing, with similar effects to convective core overshooting
2 We calculated [M/H] from Z using the photospheric solar abun-
dance, Z = 0.0134 with X = 0.7381.
(Jermyn et al. 2018), but modelling this is beyond the scope
of this work.
4.3 Estimation of stellar parameters
We derived mass estimates for the stars in our sample by
evaluating their positions in the H–R diagram against our
tracks. First, the theoretical Teff,th and log Lth values of the
evolution tracks were interpolated onto a refined grid of stel-
lar mass and age. The interpolated mass values M∗ varied
from 1 to 3 M with a step of 0.005 M. The stellar ages
along each track were linearly mapped onto a common age
scale ar , whereby the ZAMS and the TAMS correspond to ar
values of 1 and 2, respectively. Subsequently, we estimated
the mass M∗ for each star with observed Teff,obs ± σTeff and
log Lobs±σlog L values by taking the mode of the probability
distribution
P (M∗) =
∑
ar, i
W
(
M∗, ar,i
) × exp [−1
2
((
Teff,th − Teff,obs
σTeff
)2
+
(
log Lth − log Lobs
σlog L
)2)]
, (3)
where W
(
M∗, ar,i
)
is a normalising weight factor that scales
with the relative duration of the stellar evolution at each
time step. Stars between 0 and 1 mag (0 and 0.4 dex in log L)
below the ZAMS were assigned a different quality flag, as
their masses are more uncertain. We did not take metallici-
ties of individual stars into account when computing masses,
hence the metallicity spread of our sample dominates the
uncertainties. We therefore emphasize that these masses are
valid only in a statistical sense. An accurate stellar mass for
any individual target should first precisely measure and then
incorporate the metallicity into the model, alongside aster-
oseismic information if available. The 1σ uncertainties in
[Fe/H], Teff and log L contribute 0.2, 0.1, and 0.05 M to the
uncertainty in mass. To this, we added another 0.1 M for
uncertain model physics, accounting for the unknown over-
shooting, mixing length and similar parameters (e.g. Claret
& Torres 2018). Of these, overshooting dominates and the
value 0.1 M was determined empirically by studying the
change in position of the TAMS resulting from a change in
overshooting of 0.015 Hp. The four contributions were com-
bined in quadrature, giving σM = 0.25 M for each star. We
also calculated stellar radii
R/R =
√
L/L
(Teff/Teff,)4
(4)
and surface gravities
log g (cgs) = 2 + log GM
R2
, (5)
where the stellar masses and radii are given in SI units.
We used the IAU-recommended nominal solar conversion
constants (Mamajek et al. 2015b). Uncertainties on these
parameters were determined by a Monte-Carlo process, and
are given in Table 1.
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Table 1. Stellar data. The full table is available online.
KIC gSDSS pi Ag Teff [Fe/H] log g Radius Mass qflag log L/L δ Sct
mag mas mag K R M
10000009 11.810 1.654± 0.023 0.11± 0.03 6850± 197 −0.15± 0.3 4.06± 0.10 1.81± 0.11 1.38± 0.25 0 0.812 +0.020−0.020 0
10000135 12.581 1.953± 0.021 0.10± 0.02 6758± 216 −0.10± 0.3 4.42± 0.11 1.11± 0.07 1.18± 0.25 0 0.365 +0.019−0.019 0
10000823 15.708 0.687± 0.081 0.19± 0.02 6578± 303 −0.17± 0.3 4.56± 0.19 0.87± 0.15 1.03± 0.25 5 0.110 +0.115−0.103 0
10001045 13.943 0.798± 0.014 0.17± 0.01 6593± 200 −0.44± 0.3 4.11± 0.11 1.62± 0.11 1.26± 0.25 0 0.649 +0.022−0.022 0
10001145 11.675 0.967± 0.022 0.15± 0.01 7864± 275 −0.33± 0.3 3.92± 0.09 2.44± 0.19 1.82± 0.25 0 1.312 +0.026−0.026 1
5 THE δ SCT PULSATOR FRACTION ACROSS
THE HR DIAGRAM
When comparing theoretical calculations of the instability
strip with the observed population of δ Sct stars, it is impor-
tant to consider the sample from which the latter are drawn.
Looking at the distribution of δ Sct stars alone (Fig. 9a), it
appears that the instability strips from Dupret et al. (2005b)
are a good fit to the observed pulsators. However, at the
lower right the pulsators are drawn from a sample of thou-
sands of stars, whereas in the upper left they are drawn
from a population of tens. Hence, it is necessary to consider
the pulsator fraction as the observable quantity when at-
tempting to model the instability strip. We investigate this
quantity here.
5.1 As a function of effective temperature
It is evident from Fig. 9 that not all stars inside the insta-
bility strip are pulsating, especially towards the red edge. A
histogram of the pulsator fraction as a function of temper-
ature (Fig. 11) shows that it only reaches 60 per cent, even
in the middle of the instability strip. At 7200 K, still in-
side the instability strip and 200–500 K from the cool edge,
the pulsator fraction is as low as 25 per cent. Clearly, some
mechanism is inhibiting the oscillations in many of these A
stars. Meanwhile, the pulsator fraction drops only a little to
∼40 per cent at the blue edge, and is still at 20 per cent at
temperatures several hundred kelvin beyond the blue edge.
The observations confirm that our understanding of the driv-
ing and damping mechanisms is incomplete.
These results do not depend on which method we used
to identify the δ Sct stars (see Sec. 3.2). In addition to the
manual classifications, pulsator fractions from a further six
classification algorithms are presented in Fig. 11 as the grey
lines, all giving similar results. These are based empirically
on the skewness–SNR diagram (Fig. 7) as follows:
• log (skewness) > 1.1
• log (skewness) > 0.6
• log (skewness) > 0.3
• log (SNR95) > 1.0
• log (SNRmed) > 1.0
• log (skewness) > −3 log (SNR95) + 4.5.
The SNRmed measurement uses the median Fourier ampli-
tude instead of the 95th percentile as an alternative noise
characterisation. The sixth division is based on both skew-
ness and SNR. These automated classifications do not dis-
tinguish between δ Sct stars and γDor stars with harmonics
(see Sec. 3.2). Selecting only the δ Sct stars (i.e. using the
‘revised’ classifications), we arrived at the pulsator fraction
in red in Fig. 11. This curve is slightly noisy because of the
fine Teff resolution used, so a low-pass filter is applied to give
a smoother representation (green).
How can we use these observations to redefine the ob-
servational instability strip as a function of effective temper-
ature? We suggest adopting the region in which >20 per cent
of the stars pulsate. In that case, the instability strip is lo-
cated between 7100 and 9000 K, but remains a function of
luminosity. This definition shifts the instability strip to hot-
ter values than those currently accepted, but the observa-
tions clearly warrant such a shift. A major effort to improve
our understanding of driving and damping mechanisms is
required to understand the mismatch between the observed
and theoretical instability strips.
5.2 In two dimensions
The instability strip boundaries are primarily a function of
Teff but there is also strong dependence on the y-coordinate
(Xiong et al. 2016). This has previously seen little observa-
tional investigation due to the difficulty in gathering accu-
rate log g or log L values for a large sample. While the KIC
contains log g values for approximately 85 per cent of our
sample, the uncertainties are typically ±0.4 dex. Subsequent
revised stellar properties catalogues (Huber et al. 2014;
Mathur et al. 2017) provide log g for more stars but still
only 29 per cent of the sample have uncertainties < 0.4 dex.
For reference, the main sequence extends from 4.3 to 3.5
in log g, so the uncertainties are between one half and one
quarter of the main-sequence range in each direction.
Luminosities derived from Gaia DR2 parallaxes offer
significant improvement. The main sequence spans a range
of ∼0.9 in log L and the uncertainties are ∼0.03 (refer back
to Fig. 3), leading to 10–15 times better precision. The pul-
sator fraction can now be explored in two dimensions, as
shown in Fig. 12. We computed a contour plot of the pul-
sator fraction by dividing the A/F star region into a grid
with cells of width 200 K and height 0.12 dex (log L). We
calculated the pulsator fraction in each cell and applied a
Gaussian smoothing to the results. The difference between
the observed and theoretical instability strips is striking. Al-
though δ Sct stars can exist at temperatures cooler than the
red edge (Fig. 12b), the number of stars at these tempera-
tures is large (Fig. 12a) and so the pulsator fraction is low
(Fig. 12d). On the other hand, the fraction of δ Sct pulsators
beyond the theoretical blue edge remains high over a range
of luminosities.
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Figure 9. The δ Sct pulsators and non-pulsators across the H–R
diagram (a), and the Teff–log g diagram (b,c) using our recom-
puted log g and the log g from the revised stellar properties cat-
alogue, respectively. Uncertainties on log L and log g are shown
for every 5th point in (a) and (b), respectively, but for clarity
in (c) the typical 0.4 dex uncertainty in log g is shown for just
one point. Evolutionary tracks are shown in green at intervals
of 0.1 M, with their corresponding masses written beneath the
ZAMS (black line). The δ Sct instability strip for radial modes
with n ≤ 7 and αMLT = 1.8 from Dupret et al. (2005b) is shown as
solid red lines.
X = 0.71, Z = 0.014
X = 0.71, Z = 0.010, MLT = 0.5
X = 0.71, Z = 0.010, 'standard model'
X = 0.71, Z = 0.010, OP opacity
X = 0.71, Z = 0.010, Grevesse & Sauval (1998)
X = 0.71, Z = 0.008
X = 0.69, Z = 0.008
X = 0.69, Z = 0.008, Grevesse & Sauval (1998)
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Figure 10. Evolutionary tracks (grey) in the mass range 1.3–
2.3 M for our ‘standard model’ with X = 0.71, Z = 0.010,
αMLT = 1.8, OPAL opacities, and the Asplund et al. (2009) so-
lar abundance mixture, resulting in the ZAMS shown in black.
The effect on the ZAMS of changing the input physics is illus-
trated, with the other ZAMS lines all spanning the same mass
range.
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Figure 11. The δ Sct pulsator fraction (left axis) as a function
of Teff , with the number of targets in each histogram bin on the
right y-axis. Grey lines show the pulsator fraction according to
various algorithmic divisions of pulsators and non-pulsators, for
which details are given in the text, while the violet line shows the
pulsator fraction using the ‘manual’ classifications. It is important
that the grey and violet lines are in agreement. However, not all
of those stars are actually δ Sct stars, since some γDor stars have
harmonics that spill into the >5 d−1 region (Sec. 3.2). The red
curve uses the ‘revised’ classifications, obtained by reclassifying
those stars as non-δ Sct stars. The green curve is a filtered version
of the red one, describing the δ Sct pulsator fraction as a function
of temperature.
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We can measure instability strip boundaries based on
these observations of the pulsator fraction. Specifically, we
define straight lines that follow the 20 per cent threshold for
pulsator fraction. Although the sample size is much larger
than any previously available sample, the contours near the
blue edge do suffer from small-number statistics, whereas
the red edge is much better defined. The resulting instability
strip edges are:
red edge: log L = −0.000811 Teff/K + 6.672
blue edge: log L = −0.001000 Teff/K + 10.500
or equivalently, in log form:
red edge: log L = −12.962 logTeff/K + 50.823
blue edge: log L = −20.476 logTeff/K + 82.454
We stress that the validity is for the main-sequence
and immediate post-main-sequence evolutionary phases. At
high luminosities and low effective temperatures (i.e. in the
Hertzsprung gap), there are too few stars for the pulsator
fraction to be determined reliably, hence this area is greyed
out in Fig. 12d. We do not necessarily expect that an ex-
trapolation of our results to the RR Lyr or δCep instability
strips would be compatible with observations (e.g. Marconi
et al. 2015; Muraveva et al. 2018; Anderson 2018).
6 DISCUSSION
6.1 Instability strip boundaries
It is clear that the theoretical blue edge does not match the
observed pulsator fraction. A major reason for this may be
the need to include the contribution of turbulent pressure
to the pulsational driving (Antoci et al. 2014), which is not
typically accounted for when computing instability strips for
the standard κmechanism. Another reason may be the cho-
sen value of αMLT. Following previous suggestions (Houdek
2000; Houdek & Dupret 2015), a value of αMLT = 2.0 is more
appropriate than the commonly adopted value of 1.8, but
a more thorough investigation, including a mass-dependent
value of αMLT, is warranted (Bowman & Kurtz 2018). That
investigation might also consider a different αMLT for the
core and envelope.
At the red edge, additional pulsation damping by con-
vection may be needed to bring models into agreement with
our observed pulsator fraction. The red edge is particularly
sensitive to the chosen value of αMLT: a change from 1.8 to
2.0 shifts the red edge towards hotter temperatures by 200 K
(Houdek 2000).
Comparing the distribution of observed δ Sct stars
against the evolutionary tracks in Fig. 12, the mass range
of main-sequence δ Sct stars is 1.5–2.3 M, with some ex-
ceptions. It should be noted that these stars are not nec-
essarily pulsators for their whole main-sequence lifetimes.
Stars above 2.0 M are not expected to be pulsators until
the end of their main-sequence evolution, while stars below
1.7 M will pass out of the instability strip before the end
of theirs.
The observed temperature distribution of γDor stars
does not appear to completely overlap with the δ Sct stars,
contrary to the suggestion by Balona (2018). The 58 γDor
stars with spectroscopic temperatures in Van Reeth et al.
(2015a) form the largest sample available. The range of tem-
peratures is 6835–7365 K, putting many of them cooler than
the red edge of our observed δ Sct instability strip. Only
16 per cent of their targets were hybrids, and the majority
of those were binaries, so the δ Sct and γDor pulsations may
be coming from different stars. It is therefore clear that not
all δ Sct stars are also γDor stars. We reiterate that while
many genuine δ Sct–γDor hybrids exist (e.g. Grigahce`ne
et al. 2010; Kurtz et al. 2014; Saio et al. 2015; Schmid &
Aerts 2016), there are also pure examples of both classes
(Bowman 2017; Li et al. 2018).
6.2 Observational uncertainties
Here, we consider the possibility put forward by Murphy
et al. (2015) that the δ Sct instability strip is actually pure
(pulsator fraction 100 per cent), but the observational uncer-
tainties (particularly in temperature) cause some contami-
nation of the instability strip with non-pulsators, and also
cause some pulsators to fall outside of the instability strip.
To evaluate this hypothesis, we took the same set of targets
used from Sec. 3 onwards, with their observed temperatures
and luminosities, and created a simulation in which all stars
inside the instability strip pulsate and all those outside do
not. We then perturbed the observed temperatures and lu-
minosities by a Gaussian of width equal to their 1σ uncer-
tainties, and recomputed the pulsator fraction. The simula-
tion was performed twice: once using the theoretical instabil-
ity strip computed with TDC models (Dupret et al. 2005b),
and once using our new observational instability strip, based
on the pulsator fraction. In Fig. 13 they are compared to the
actual distribution from Fig. 12. The simulation seems in-
compatible with the actual distribution, regardless of which
instability strip is used, so we are able to reject the hy-
pothesis that the δ Sct instability strip is actually pure. The
conclusion in Murphy et al. (2015) that all stars in the insta-
bility strip pulsate is now seen to be incorrect, presumably
due to the small sample size used there.
6.3 Chemically peculiar stars
There are two classes of chemically peculiar stars among
which the pulsator fraction is expected to be lower than for
normal stars. Firstly, the strong magnetic fields of Ap stars
suppress the p modes of low radial order that are normally
excited in δ Sct stars (Saio 2005). Secondly, metallic-lined A
(Am) stars are slowly rotating A stars where mixing pro-
cesses associated with rotation are inefficient (Baglin et al.
1973), so diffusive processes become dominant. Helium grav-
itationally settles out of the partial ionization zone where
p modes are driven, hence Am stars are expected (and ob-
served) to have a low pulsator fraction (Breger 1970; Kurtz
1989; Smalley et al. 2011, 2017). Suggestions that the non-
pulsators in the instability strip are actually Ap/Am stars
have naturally followed (Murphy 2014; Murphy et al. 2015).
The fraction of stars that are Ap reaches a peak of
∼13 per cent near A0 and is lower elsewhere (Wolff 1983), so
they are not numerous enough to explain the non-pulsators.
The Am stars represent nearly 50 per cent of the population
at ∼7400 K, but this rapidly falls to 20 per cent at 7200 K
and 5 per cent at 7100 K (Smith 1973; Smalley et al. 2017).
Hence the Am stars also cannot explain the lack of pulsators.
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Figure 12. The target stars on the H–R diagram, with evolutionary tracks (green) and the instability strip (red) as in Fig. 9. Panels
show: (a) All targets. (b) Pulsators only. (c) All targets classified into δ Sct and non-δ Sct stars. (d) Contour plot illustrating the
δ Sct pulsator fraction. Theoretical instability strip boundaries (red) from Dupret et al. (2005b) clearly do not represent the observed
pulsator fraction and we suggest new observed boundaries as dashed white lines, bracketing the region where >20 per cent of stars pulsate.
Greyed-out areas have too few stars for the fraction to be computed reliably.
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Figure 13. Simulation of a pure instability strip observed with typical observational uncertainties. The solid red lines are the ‘theoretical’
instability strip, and dashed white lines are the new ‘observational’ instability strip based on the pulsator fraction (see Fig. 12). The
leftmost panel is the actual distribution of pulsator fraction from Fig. 12d, with the contour range extended to 1.0 to match the other
panels here. The simulation in the middle panel began with all stars within the red instability strip being pulsators, while the right panel
used the white instability strip. This simulation allows us to reject the hypothesis that the instability strip is pure.
There remains no convincing explanation why tens of
percent of stars in the middle of the δ Sct instability strip
are non-pulsators.
6.4 Low-amplitude pulsators
It is interesting to speculate on the nature of the extremely-
low amplitude pulsators from Fig. 5. Are the pulsation
modes in these stars really intrinsically limited to an am-
plitude of 10 µmag? If so, what mechanism limits this am-
plitude growth but allows other δ Sct stars to reach ampli-
tudes of tenths of a magnitude (McNamara 2000; Templeton
et al. 2002)? One possibility is that some are distant, and
hence faint, δ Sct stars contaminating the light curves of
foreground objects. This might give the illusion of a single A
star if the targets had weighted spectral energy distributions
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similar to an A star, or if both stars were indeed A stars.
Contamination such as this might also be the explanation
for pulsating stars beyond the blue edge. We investigated
this in two ways. Firstly, in Fig. 8 we showed the distribu-
tion of pulsation amplitude as a function of distance for the
pulsating stars of the sample. There was no indication there
that the low-amplitude pulsators are more distant stars. In-
deed, detecting such low amplitude pulsation requires a low
noise level, so the low-amplitude pulsators tend to be bright
(nearby) stars for which photon noise is smaller. Secondly,
we examined the KIC ‘contamination’ parameter, which is
a floating point value between 0 and 1 that estimates the
fraction of flux in the aperture not attributable to the tar-
get star. We found no significant difference in the contam-
inations of pulsators and non-pulsators, and we found that
the ‘hot pulsators’ (Teff > 8500 K) beyond the blue edge had
lower contaminations, on average, than the cool pulsators
(Teff ≤ 8500 K). Hence we reject the hypothesis that con-
tamination or dilution of light curves is responsible for low-
amplitude pulsators.
We note that the low amplitudes are not the result
of attenuation due to undersampling (Chaplin et al. 2011;
Shibahashi & Murphy 2018), since many other δ Sct stars
are seen with higher amplitudes at similar frequencies. It
is also worth noting that δ Sct stars will not be missed be-
cause of our choice of frequency range (5.0–43.9 d−1), since
stars oscillating well above the sampling frequency will have
Nyquist aliases detectable in the observed frequency range
(KIC 10977859, with oscillations near 60 d−1, is an excellent
example; Murphy 2012).
6.5 The effect of binaries
It is well known that a large fraction of A stars have compan-
ions. That fraction approaches unity when integrated over
all orbital periods (Moe & Di Stefano 2017; Guszejnov et al.
2017). For binaries, the ‘observed’ luminosity is higher than
the true luminosity because the companion contributes some
flux. The extreme case is for two equal stars (‘twins’), where
luminosity is overestimated by a factor of two. Fortunately,
the extreme case is uncommon: the mass-ratio distribution
of binaries with A-star primaries is well-constrained at inter-
mediate periods (Murphy et al. 2018), and peaks around 0.2.
This means that for δ Sct stars, whose mass distribution has
a mean of ∼1.8 M, the most common companions are K/M
dwarfs. Luminosity is a very steep function of mass on the
main sequence, with L ∼ M3.5, so the contribution of these
companions to the observed luminosity is tiny, at ∼0.23.5 =
0.0036, with considerable spread. Short-period binaries gen-
erally show more equal masses (Kratter 2011 and references
therein) and the fraction of twins among A stars is a strong
function of orbital period (Moe & Di Stefano 2017), but the
removal of eclipsing binaries from our sample preferentially
removed twins and hence strongly mitigated the impact of
binaries on our results.
7 CONCLUSIONS
We have calculated the luminosities of over 15 000 Kepler A
and F stars using Gaia DR2 parallaxes, and carefully consid-
ered various extinction maps and photometric data to give
the most precise results. We found the Bayestar17 extinc-
tion maps and the KIC g photometry (rescaled to the SDSS
system) to be the most accurate.
We inspected the Fourier transforms of the Kepler light
curves of our targets and classified them into δ Sct and non-
δ Sct stars. Algorithmic classifications of variability were in
good agreement with the manual classifications. After re-
moving other types of variables (primarily eclipsing binaries
and γDor stars with harmonics or high-frequency modes) we
obtained a sample of 1988 genuine δ Sct stars. We found the
location of that sample on the H–R diagram to be broadly
consistent with theoretical instability strips. However, when
we consider the sample from which the pulsators are drawn
(i.e. all A and early F stars observed by Kepler), it is clear
that the theoretical instability strip is underpopulated with
pulsators at the red edge, and overpopulated beyond the
blue edge.
We calculated new instability strips based on the ob-
served pulsator fraction on the H–R diagram. The obser-
vational strip for main-sequence stars lies between 7100
and 9000 K, corresponding roughly to spectral types A3–
F0. While δ Sct stars can be found outside this range, they
comprise only a small fraction of the population there. A
better description also takes the luminosity dependence into
account, leading to boundaries at
red edge: log L/L = −0.000811 Teff/K + 6.672
blue edge: log L/L = −0.001000 Teff/K + 10.500.
Inside the instability strip, the pulsator fraction is well
below 100 per cent. We dismissed chemical peculiarity as the
origin of the non-pulsators. The large sample used in this
study also argues strongly against the possibility that the
non-pulsators actually lie outside the instability strip, even
after the uncertainties on their temperatures and luminosi-
ties are considered. The distribution of amplitudes in the
Fourier transforms of Kepler light curves suggests that the
non-pulsators do not have low-amplitude pulsation below
the micro-magnitude detection threshold. This observational
work, focussed on the pulsator fraction, provides a new view-
point and new results upon which a renewed modelling effort
of the δ Sct instability strip can be built.
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Figure A1. Comparison of a selection of stars in the Kepler field
from extinctions in the Rodrigues dataset (Rodrigues et al. 2014)
against those of Bayestar 17 (Green et al. 2018). The line of unity
is dashed black, while a linear fit is provided in red. The bottom
panel depicts the absolute difference between both maps.
APPENDIX A: REDDENING MAPS IN THE
KEPLER FIELD
As described in Sec. 2.2, extinction corrections AV were ob-
tained from the dustmaps Python package (Green 2018)
provided for interfacing with the Bayestar 17 (hereafter B17)
reddening map (Green et al. 2018). B17 is a 3D map of in-
terstellar reddening covering declinations above δ ≥ −30◦
out to a distance of several kiloparsecs. Reddening in this
map depends on stellar photometry obtained through PAN-
STARSS 1 and 2MASS.
Despite B17 superseding the previous iteration of the
map (Bayestar 15; B15; Green et al. 2015), units between
the two maps are not identical. B17 has been normalised
such that one unit of reddening predicts the same E(g − r)
as one unit of the original Schlegel, Finkbeiner & Davis map
(hereafter SFD; Schlegel et al. 1998, recalibrated by Schlafly
& Finkbeiner 2011). B15 uses units of colour excess E(B−V)
on the SFD scale, so care must be taken when applying ex-
tinction corrections from either map. Although Green et al.
(2018) provided extinction coefficients to convert B17 into
either 2MASS or PAN-STARRS 1 passbands, a reddening
law must be assumed prior to obtaining extinctions in other
bands. Sanders & Das (2018) provided coefficients to be used
with B17 that were derived following the extinction curve
of Schlafly et al. (2016). An appropriate SDSS g-band ex-
tinction coefficient of R(λ) = 3.613 has been chosen for our
purposes.
Fig. A1 compares the V -band extinction corrections
from the APOKASC catalogue (Rodrigues et al. 2014) and
B17 for the sample of stars in APOKASC. Although the
sample in the APOKASC catalogue differs from the sample
used in this work, it is still worthwhile to point out the excel-
lent agreement between both sets of extinctions. Stars in the
Rodrigues catalogue are spread over several high- and low-
density regions of dust between 0.5 and 5 kpc. Such a large
sample over different dust conditions leads to an excellent
test case for the B17 map in the Kepler field. Indeed, as-
suming both a minor offset and linear relationship between
the maps we find that
AV,APOKASC = (0.9936 ± 0.0240)AV,Bayestar − 0.0202, (A1)
yielding a gradient of unity within 1σ errors.
In the APOKASC catalogue, extinctions were derived
via Bayesian inferences of stellar parameters from joint ob-
servations by Kepler and APOGEE. Extinctions and dis-
tances that fit the overall spectrum of the star were simul-
taneously estimated alongside constraints imposed by aster-
oseismic and spectroscopic data. Since the Rodrigues et al.
(2014) analysis predates even the earliest iteration of the
Bayestar maps, we provide this comparison here. For a fur-
ther comparison of the APOKASC extinction corrections
against those of other maps we refer the reader to Rodrigues
et al. (2014).
Figure A2 compares the extinctions obtained from
B17 with those available from Mathur et al. (2017), the
KIC (Brown et al. 2011), and the SFD map (Schlafly &
Finkbeiner 2011). Extinctions in the KIC were derived from
a simple reddening model for the distribution of dust, based
on galactic latitude and distance (Brown et al. 2011). The
KIC model assumed that dust is distributed in a smooth
disk aligned with the plane of the Milky Way, having an
exponential decay of density with height above the plane.
The final values for reddening provided by the KIC were de-
rived simultaneously with other stellar parameters, meaning
that the reddening is implicitly tied to parameters such as
temperature and metallicity whose values are potentially im-
precise. Figure A2 indicates a significant overestimation of
extinctions in the KIC with respect to B17, similar to the
overestimates found by Rodrigues et al. (2014). This signif-
icant discrepancy probably reflects the fact that dust dis-
tribution is much more patchy along the Galactic disc than
assumed in the relatively simple model adopted for the KIC.
Based on Fig. A2, extinctions in the Mathur et al. cat-
alogue also appear somewhat overestimated with respect to
B17. At high extinctions there is relatively good agreement
between the two maps, yet the largest concentration of ex-
tinctions is similar to those of the KIC. This is expected
because the Mathur et al. catalogue largely inherits from
the KIC.
The SFD extinction corrections tend to be much higher
than the B17 catalogue (right panel of Fig. A2). This is be-
cause SFD is a two dimensional map that provides extinc-
tions at infinity, rather than along the line of sight to each
star. In general, the linear gradient between two maps de-
pends closely on the band in which the comparison is made.
However, both the Mathur et al. and KIC values are signif-
icantly offset from the zero-point, regardless of any discrep-
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Figure A2. Density plots of extinctions from Bayestar 17 compared against those of the KIC (Brown et al. 2011), of the Mathur et al.
(2017) stellar properties catalogue, and the SFD (Schlafly & Finkbeiner 2011) reddening maps respectively. Error bars are provided in
grey where available. The lines of unity and best linear fit are shown as the black dashed and red lines, respectively. The lower panels
depict the residuals of the linear fits.
ancies in gradient. On the other hand, the SFD reddening
map in Fig A2 has only a minor offset.
Good agreement between extinctions in the KIC and
the Gontcharov (2017) 3D maps has been noted (Balona
2018), even though these are in stark disagreement with
B17 values. Given the independent spectroscopic and aster-
oseismic confirmation that KIC extinctions are inaccurate
(Rodrigues et al. 2014), we consider the B17 maps to be the
best available for the Kepler field. Using KIC or Gontcharov
extinctions would result in our log luminosities being over-
estimated by 0.12 dex, on average.
In Sec. 2.2 we noted that luminosities derived using
V UBV data from MAST were systematically lower, by
0.05 dex, than those derived via the g band (Fig. A3). This is
probably because the UBV data collected by Everett et al.
(2012) were not calibrated against standard stars, but in-
stead tied to the KIC. While the offset between the KIC
scale and the SDSS scale has been addressed (Pinsonneault
et al. 2012), the same is not true for these UBV data and
the Johnson-Cousins system.
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Figure B1. Plotting the skewness of the Fourier transform
against the signal-to-noise ratio (SNR) reveals groupings between
stars with similar pulsation properties. The lettered groups are
discussed below.
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APPENDIX B: ANALYSIS OF GROUPS IN THE
SKEWNESS – SNR PLOT
A description of the typical pulsation properties in each
group of Fig. B1 is given below. Fourier transforms of typical
objects in each group are given in Figs B2-B11. Although the
parameters of skewness and SNR serve well at separating
pulsators and non-pulsators, as well as some intermediate
groups, there are probably other parameter combinations
that better separate these groups, and a third dimension
may assist in this considerably.
B1 Group A
Group A contains the Fourier transforms with the highest
S/N and also the highest skewness. They are often mono-
periodic, or exhibit few pulsation modes (Fig. B2). Their rel-
atively simple Fourier spectra may make them good targets
for modelling, on the basis that mode identification should
be straight-forward under the assumption that the modes
are radial or of low spherical degree, i.e. ` = 0, 1. Two objects
in this group, KIC 5880352 and KIC 11924025, are remark-
ably similar.
B2 Group B
Group B lies in the centre of the pulsators cluster, and
is characterised by highly multi-modal pulsation (Fig. B3).
Oscillation frequencies commonly exceed the Kepler LC
Nyquist frequency. The high mode-density would make
mode identification difficult.
B3 Group C
This group has high skewness but lower S/N than Group B.
Here, stars exhibit only a few significant peaks, but of much
lower amplitude than objects in Group A (Fig. B4). While
most are δ Sct stars, some objects here only have Fourier
peaks near the 5 d−1 limit and are γDor stars with harmon-
ics.
B4 Group D
Group D lies at the narrow intersection of the pulsators and
the non-pulsators, in terms of the S/N and skewness proper-
ties. It contains a broad array of pulsational properties, not
all of which are consistent with the p-mode pulsation usually
seen in δ Sct stars (Fig. B5). There are highly multiperiodic
pulsators (KIC 4072582, KIC 8396791, KIC 8738244), almost
mono-periodic pulsators (KIC 3003224, KIC 4136161), ob-
jects whose variability is not of the δ Sct type despite over-
lapping in frequency (KIC 4670388, KIC 7458050), and one
example (KIC 4358571) of what are perhaps a new class of
pulsators that have Fourier spectra distinct from known vari-
able star classes (i.e. not a δ Sct or γDor star) but that
overlap partially in frequency. They show very high mode
density in a small frequency range, typically between 2 and
6 d−1 across (Fig. B12).
B5 Group E
Stars in this group have lower S/N and lower skewness than
Group D, representing the lower-right of the stream connect-
ing the pulsators and the non-pulsators. While they do have
Fourier peaks that are statistically significant, in almost all
cases they are not δ Sct stars (Fig. B6). Most of them show
equidistant peaks near the lower-limit of 5 d−1, which are
harmonics of variability at lower frequencies, perhaps origi-
nating from low-amplitude ellipsoidal variables.
B6 Group F
Group F encompasses stars at the upper-left of the
stream connecting the pulsators and the non-pulsators.
This group is heterogeneous (Fig. B7). Some objects in
Group F (e.g. KIC 6467726) appear to be δ Sct stars that
were only briefly observed by Kepler, and therefore have
much poorer frequency resolution and higher noise than
if they were observed for the full mission. Their intrin-
sic properties would be similar to Group B. Many objects
in this group (KIC 10845049, KIC 11090628, KIC 11400413,
KIC 11868141, KIC 7908851) are not δ Sct pulsators, but do
show some form of multi-periodic variability very close to the
5 d−1 limit. Group F also contains examples of the new class
of pulsators (KIC 12073683, KIC 2572386, KIC 9458275),
with additional properties: all three examples appear to be
super-Nyquist in origin, as evidenced by their higher ampli-
tudes beyond the Nyquist frequency; KIC 12073683 has two
of the power excesses, and its Fourier transform also appears
to contain ordinary p modes, indicating that it is a hybrid
or in a binary with a normal δ Sct star; KIC 2572386 has
a single power excess; and finally KIC 9458275 has a very
broad excess spanning 6 d−1, accompanied by normal δ Sct
pulsation.
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B7 Group G
Objects in this group have only one or two low-amplitude
Fourier peaks, usually near the 5-d−1 limit. Two cases are ex-
ceptional: KIC 4772888 and KIC 8417852, having higher os-
cillation frequencies. Low amplitude pulsators such as these
are discussed in Sec. 6. Where the peaks are harmonics of
lower frequencies, the stars are classified as non-δ Sct stars
in the ‘revised’ classifications.
B8 Group H
Group H lies just to the upper-right of the main group of
non-pulsators. None of these stars are δ Sct stars, but their
noise is structured. Noise spikes appear at regular intervals,
and often in the same place from star to star (Fig. B9). In
many cases this is caused by peculiar Q2 data, where there
are flux excursions of tens of ppt (tens of mmag). These pe-
culiar data remain the current version available via KASOC.
In other cases the cause of the structured noise is short
datasets of only one or two Quarters. This group highlights
the utility of the SNR-skewness plane in identifying prob-
lematic data.
B9 Group I
These stars are the non-δ Sct stars, typically with noise-
levels in the Fourier transform of only 1–2 µmag. A cross-
examination of their low-frequency (<5 d−1) variability
would identify whether they are truly non-variable. If so,
their lack of strong surface convection and strong stellar
winds must place them among the least variable objects on
the H–R diagram. Otherwise, they may serve well as targets
to study pure g-mode or r-mode pulsation in isolation.
B10 Group J
These objects are also non-pulsators, where extreme outliers
in the light curve have strongly skewed the Fourier ampli-
tudes. Without the outliers, these stars would fall in group
I.
B11 New pulsators
Around 30 targets have pulsation properties not described
by existing groups, and probably belonging to a new pul-
sation class. Figure B12 shows that some of these are
hybrid δ Sct pulsators (e.g. KIC 10034489, KIC 12055770,
KIC 12073683), while others are more ‘pure’ (KIC 2310586,
KIC 6595315, KIC 6875337). The latter object, in the lower-
right corner, shows smaller power excesses at approximately
7 d−1 either side of the main excess.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
Figure B2. Some typical examples of stars in Group A (see
Sec. B1).
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Figure B3. Some typical examples of stars in Group B (see
Sec. B2).
Figure B4. Some typical examples of stars in Group C (see
Sec. B3).
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Figure B5. Some typical examples of stars in Group D (see
Sec. B4).
Figure B6. Some typical examples of stars in Group E (see
Sec. B5).
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Figure B7. Some typical examples of stars in Group F (see
Sec. B6).
Figure B8. Some typical examples of stars in Group G (see
Sec. B7).
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Figure B9. Some typical examples of stars in Group H (see
Sec. B8).
Figure B10. Some typical examples of stars in Group I (see
Sec. B9).
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Figure B11. Some typical examples of stars in Group J (see
Sec. B10).
Figure B12. Some typical examples of stars in this new class of
puslators (see Sec. B11).
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