An effective way to improve a classification method's performance is to create ensembles of classifiers. Two elements are believed to be important in constructing an ensemble: (a) the performance of each individual classifier; and (b) diversity among the classifiers. Nevertheless, most works based on diversity suggest that there exists only weak correlation between classifier performance and ensemble accuracy. We propose compound diversity functions which combine the diversities with the performance of each individual classifier, and show that there is a strong correlation between the proposed functions and ensemble accuracy. Calculation of the correlations with different ensemble creation methods, different problems and different classification algorithms on 0.624 million ensembles suggests that most compound diversity functions are better than traditional diversity measures. The population-based Genetic Algorithm was used to search for the best ensembles on a handwritten numerals recognition problem and to evaluate 42.24 million ensembles. The statistical results indicate that compound diversity functions perform better than traditional diversity measures, and are helpful in selecting the best ensembles.
Introduction
The purpose of pattern recognition systems is to achieve the best possible classification performance. A number of classifiers are tested in these systems, and the most appropriate one is chosen for the problem at hand. Different classifiers usually make different errors on different samples, which means that, by combining classifiers, we can arrive at an ensemble that makes more accurate decisions. 5, 17, 21, 24, 26, 35, 38 In order to have classifiers with different errors, it is advisable to create diverse classifiers. For this purpose, diverse classifiers are grouped together into what is known 659 as an Ensemble of Classifiers (EoC). There are several methods for creating diverse classifiers, among them Random Subspaces, 15 Bagging and Boosting. 13, 20, 29 The Random Subspaces method creates various classifiers by using different subsets of features to train them. Because problems are represented in different subspaces, different classifiers develop different borders for the classification. Bagging generates diverse classifiers by randomly selecting subsets of samples to train classifiers. Intuitively, based on different sample subsets, classifiers would exhibit different behaviors. Boosting uses parts of samples to train classifiers as well, but not randomly; difficult samples have a greater probability of being selected, and easier samples have less chance of being used for training. With this mechanism, most created classifiers will focus on hard samples and can be more effective.
There are two levels of problems in optimizing the performance of an EoC. First, how are classifiers selected, given a pool of different classifiers, to construct the best ensemble? Second, given all the selected classifiers, what is the best rule for combining their outputs? These two problems are fundamentally different, and should be solved separately to reduce the complexity of optimization of EoCs; the former focuses on ensemble selection 3, 5, 18, 21, 25, 28, 34 and the latter on ensemble combination, i.e. the choice of fusion functions. 17, 26, 28, 32, 38 For ensemble selection, the problem can be considered in two steps: (a) find a pertinent objective function for selecting the classifiers; and (b) use a pertinent searching algorithm to apply this criterion. Obviously, a correct criterion is one of the most crucial elements in selecting pertinent classifiers. 5, 21, 25, 28 It is considered that, in a good ensemble, each classifier is required to have different errors, so that they will be corrected by the opinions of the whole group. 17, 20, 21, 27, 28 This property is regarded as the diversity of an ensemble.
Diversity is important for ensemble selection and cannot be substituted by fusion functions. There are several reasons for this: First, for a large number of classifiers, fusion functions need to take into account all classifier outputs for each evaluation, 3 whereas pairwise diversity measures can be calculated beforehand, and evaluating them is less time-consuming and more effective. Second, classifiers can be created and ensembles can be trained along with diversity.
12,22 Third, we need to optimize fusion functions in order to combine classifiers, 17 since, without knowing the best fusion functions, it would be premature to use them for ensemble selection. Given that different fusion functions need to be evaluated, any preselected fusion function might not be optimal for the ensemble selection. According to the "no free lunch" theorem, 36, 37 it is understandable that a search algorithm based on one fusion function might not be better than another search algorithm based on a more common objective function. Based on these arguments, we consider ensemble selection and ensemble combination as two different problems, each of which should be solved separately.
Nevertheless, there is no universal definition of diversity, and therefore a number of different diversity measures have been proposed. 1, 9, 11, 14, 15, 18, 21, 25, 34 What is more, it has been observed that, even with so many different diversity measures,
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clear correlations between ensemble accuracy and diversity measures cannot be found, 5, 20, 21 leading some researchers to consider diversity measures to be unnecessary for ensemble selection. 28 To sum up, the concept of diversity does help, but both theoretical and experimental approaches showing that strong correlations between diversity measures and ensemble accuracy are lacking. Given the challenge of using diversity for ensemble selection, we argue that the lack of correlation between ensemble accuracy and diversity does not imply that there is no direct relationship between them, but that diversity should be taken into account with the performance of individual classifiers. We suggest that such compound diversity functions can give the best correlation with ensemble accuracy. Here are the key questions that need to be addressed:
(1) Diversity is important, but it has only a weak correlation with the ensemble accuracy. Can we combine the diversity with the classifier accuracies to achieve a higher correlation with the ensemble accuracy? (2) Is there any effect on such a correlation, e.g. from the number of classes or the number of classifiers? (3) Can the diversity combined with the classifier accuracy be effective for ensemble selection?
To answer these questions, we derive compound diversity functions by combining diversities and the performances of individual classifiers, and we show that, with such functions, there are strong correlations between the diversity measures and ensemble accuracy. Furthermore, we demonstrate the impact on the correlation between the accuracy and the diversity with different ensemble creation methods, with different number of classifiers and with different number of classes. However, the problem of EoC optimization is very complex. In addition to diversity issues, it is also related to fusion functions for classifier combination and to searching algorithms for ensemble selection. The contribution of this paper constitutes only part of an improved understanding of the use of diversity for ensemble selection.
The paper is organized as follows. In the next section, we investigate the dilemma of the lack of correlation between diversity and ensemble accuracy. In Sec. 3, we provide the reason for why the compound diversity functions might work. In Sec. 4, we discuss how the number of classifiers and the number of classes might influence the correlation between ensemble accuracy and compound diversity functions. Section 6 presents basic diversity measures that would be tested in the experiments. Correlations with ensemble accuracy are measured on 0.624 million ensembles in Sec. 6. In Sec. 7, we use the proposed compound functions as objective functions for ensemble selection among 42.24 million ensembles. A discussion and our conclusion are contained in the final sections.
Dilemma of the Ambiguity Towards the Ensemble Accuracy
In this section, we adopt the framework established in Ref. 5 to discuss the impediment to using the ambiguity to estimate ensemble accuracy. For readers not familiar with the work in Refs. 5 and 19, we present a short introduction here, but the original papers offer far more details. The main point is to decompose the mean square error of an ensemble into an ambiguity part and a non-ambiguity part, and we can find the variance terms in both the ambiguity part and the non-ambiguity part. As a result, when we try to maximize the ambiguity among classifiers, we will also affect the non-ambiguity part. That is the reason that an increase in the diversity will not necessarily guarantee a decrease in the global ensemble error.
To start, we need to introduce the concept of the bias-variance decomposition [5] [6] [7] 10, 16 Briefly speaking, attempts to reduce the bias component will cause an increase in variance, and vice versa.
Suppose that the response variable is binary, i.e. y ∈ {0, 1}, the probability of a sample x belonging to a class y can be P (y|x), and the classification task is to estimate this probability E{y|x} = P (y|x) based on a sequence of the N observations D = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x N , y N )}. Assume that we have a classifier f trained with a particular dataset D, the probability of a data point x belonging to a class predicted by the classifier f can be written as f (x, D). To measure the effectiveness of the f (x, D) as a predictor of the E{y|x}, we can simply calculate its mean square error (MSE).
where E{f (x, D)} is the expectation of the classifier f (x, D) with the respect to the training set D, i.e. the average over the ensemble of the possible D. We can deduct that:
This form can be further decomposed into bias-variance-covariance. 5, 34 For an ensemble with L classifiers, the averaged bias of the ensemble members is defined as:
where D i is the dataset used to train the classifier f i . We note that E{f i (x, D i )} is the average over the ensemble of the possible D, and thus all classifiers will have the same E{f (x, D)}. We just keep the notation for the clarity and for consistency with Ref. 5 . Then, the averaged variance of the ensemble members will be:
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and the averaged covariance of the ensemble members will be:
If we decompose the mean square error for this ensemble of L classifiers, we get:
To determine the link between MSE(L) and the ambiguity, which measures the amount of variability among classifier outputs in ensembles, we need to apply ambiguity decomposition. It has been proved 19 that, at a single data point, the quadratic error of the ensemble f ens is guaranteed to be less than or equal to average quadratic error of the individual classifiers 19 :
where w i is the weight of classifier f i (x, D i ) in the ensemble, and 0 ≤ w i ≤ 1. If every classifier f i (x, D i ) has the same output, then the second term is 0, and f ens would be equal to the average quadratic error of the individual classifiers. Note that the ensemble function is a convex combination (
For the MSE(L) of this ensemble of classifiers, suppose that every classifier has the same weight, i.e. ∀i, w i = 1 L , so f ens is merely the average function of all individual classifiers f ens =f . Consequently, the ambiguity decomposition can be written as:
Note that its expectation is exactly Eqs. (8) and (9):
The ambiguity is the second term on the left-hand side in Eq. (13) , and it can be written as 19 :
The first term on the left-side in Eq. (13) is the sum of averaged bias and averaged variance of classifiers:
As stated in Ref. 5 , the termv, the average variance, exists in both the ambiguity part and the non-ambiguity part of MSE(L). This means that we cannot simply maximize the ambiguity without affecting the bias component of MSE(L). When we try to maximize the ambiguity among classifiers, we actually maximize the difference between its variancev and its covariancec. If the termv increases, the non-ambiguity part of MSE(L) will increase too. This is why, in general, an increase in the diversity measure will not necessarily guarantee a decrease in the global ensemble error. We need to mention that the above discussion is with respect to a single data point, but the results can generalize to the full space. 
Proposed Compound Diversity Functions
The above section shows that MSE(L) can be decomposed into an ambiguity part and a non-ambiguity part, and because the variance terms exist in both parts, there is no easy solution to minimize MSE(L) by simply maximizing the ambiguity. In this section, however, we will show that in some certain circumstances, MSE(L) can have another form of the decomposition. Based on this decomposition, we propose an indirect approximation of MSE(L) with only the average errors of individual classifiers and the diversities of classifier-pairs. 
If we use L = 2 in Eq. (9) and replace 1 2 (v −c) by amb ij , we can write MSE(2) as:
As a result of this decomposition, there are basically two MSE(2) terms, the first being the ambiguity of the ensemble, and the second being the sum of the averaged covariance and the averaged bias of individual classifiers. Using Eq. (17), we can write the above equation as:
where
The point is that we have the termb 2 +v instead ofb 2 +c, and one way to approximate theb 2 +v of the ensemble is through the var(f ) + bias(f ) 2 of each individual classifier f , which is exactly the MSE of each individual classifier. Despite this, we do not have its exact value of the var(f ) + bias(f ) 2 of the classifier f at each data point. However, we have the average of its zero-one loss error 7 on the whole data set X, i.e. (1 − a i ). The behavior of a zero-one loss error is much more complicated, and up to now there has simply been no clear analog of the bias-variance-covariance decomposition when we have a zero-one loss function. 5, 7 Nevertheless, it is still reasonable to assume that the larger the MSE of a classifier at each data point x, the larger its average zero-one loss error on the whole data set X should be. We need to draw some assumptions to get the reasonable approximation here. First, we want to approximate the value ofb 2 +v in Eq. (19) , but what we know is the average error rate (1 − a i ) of any given classifier f i . So suppose that:
2 ). (2) All classifiers in the ensemble have similar MSE(f ).
The first assumption gives that ( 
2 ) for f j . Still, owing to the lack of exact values for α i and α j , there is no easy solution to the approximation of the sum of averaged bias and averaged variance. But, if the second assumption stands, i.e. these individual classifiers have a similar MSE(f ), and one could obtain a reasonable approximation of (b 2 +v) by calculating the geometric mean of individual classifier's (var(f ) +
. As a result, the termb 2 +v might be approximated by the error rates of individual classifiers based on the above assumptions:
Now, we want to approximate the value of the ambiguity amb ij in Eq. (19) with the diversity measures. Again, we need to suppose that:
• The diversity measures represent approximations of the ambiguity among classi-
Using the assumption, the term d ij has a high correlation with amb ij = 
For an approximation to MSE(2), i.e.
, and the approximation of their diversity (v −c) as δ · d ij , we could not achieve any exact solution due to the lack of values γ and δ. Again, we need to make some assumptions to go further:
• The ambiguity term and the non-ambiguity term have similar weights in MSE(2).
Based on this assumption, the value MSE(2) can be approximated as the product of the error rates of each classifier and their pairwise diversity. Given 0 ≤ d ij ≤ 1, we have 0 ≤ 1 − d ij ≤ 1, and we define an index for the approximation of MSE (2) as:
For multiple classifiers, the direct approximation of MSE(L) is much more complex and its term of covariance cannot easily be substituted. Still, we can regard multiple classifiers as a network of classifier-pairs, and we might use the average error of each individual classifier and the diversity between each classifier-pair for an indirect approximation of MSE(L). Given the number of selected classifiers L ≥ 2,
. By calculating their product, we can get an approximation of ensemble accuracy without any consideration for the type of fusion functions. It is important to note that different diversity measures are supposed to have different sorts of relationships with ensemble accuracy. Some diversity measures calculate the ambiguity among classifiers, where positive correlation with ensemble accuracy is expected; others actually measure the similarity among classifiers, where there would be a negative correlation between them and ensemble accuracy. In the case where the diversity measures represent the ambiguity, we combine the diversity measures with the error rates of each individual classifier:
where a i is the correct classification rate of classifier f i , and d i,j is the measured diversity between classifier f i and classifier f j . Apparently we have
2 diversity measures on different classifier-pairs. Here, 1 − a i is the error rate of classifier f i , and (1 − d i,j ) can be interpreted as the similarity between classifier f i and classifier f j . Thus, div amb is, in fact, an estimation of the likelihood of a common error being made by all classifiers. In other words, we expect div amb to have positive correlation with ensemble accuracy. However, if the diversity measures represent the similarity, the proposed compound diversity function should be:
where d i,j should be interpreted as the similarity between f i and f j in this case. So, div sim ought to mean the likelihood of a common error being made by all the classifiers. We expect negative correlation between the div sim and ensemble accuracy. While it is true that these approximations lead to strong correlations with MSE(L) for a fixed number of classifiers L, the bottom line is that the ensemble selection will result in the minimization of L for the proposed compound diversity function, if L is set as a free parameter. This is substantiated below:
Suppose that there are a total of M classifiers in the pool, and we intend to select a subset of L classifiers, L ≤ M , which can construct an EoC with the best accuracy by a simple majority voting rule. 27, 28, 30 For the pairwise diversity measures, suppose that for all classifiers f 1 ∼ f M , we measure the diversity d ij on
Intuitively, there exists at least one classifier-pair c ij with the maximum pairwise diversity d ij that is larger than or equal to any pairwise diversity of other classifier-pairs d ij , for 1 ≤ i, j ≤ M, i = j. As a consequence, the maximum pairwise diversity d ij of classifier-pair c ij is larger than the diversities of any other selected L classifiers, given that 2 ≤ L ≤ M :
where E{d ij } is the mean of the pairwise diversities of L selected classifiers. This means that if we use pairwise diversity as an objective function for ensemble selection, and if the number of classifiers is set as a free parameter, it is quite possible that we will get only one classifier-pair. The proposed compound functions are based on diversity measured in a pairwise manner, even taking into account the individual classifiers' error rates, ensembles with fewer classifiers are more likely to be favored in the ensemble selection. With regard to this effect, functions with various number of classifiers shall be rescaled by a :
In practice, when L is large, it is possible that we need to multiply a coefficient η on the compound diversity functions, so that the lower bound of evaluated compound diversity values will not exceed machine capacity and precision. (27) Thus, to combine a specific diversity measure with the error rates of each individual classifiers, one must select between both compound diversity functions. div amb must be used when diversity measure is based on the ambiguity among classifiers, where positive correlation with ensemble accuracy is expected, while div sim must be used when the diversity is based on the similarity among classifiers, where there would be a negative correlation between them and ensemble accuracy.
Concern about the Number of Classes and the Number of Classifiers
The measures div sim and div amb are supposed to have a strong correlation with the MSE of the ensemble, but this MSE never reaches 100% correlation with ensemble error, for several reasons: First, the ensemble error is a zero-one loss error, while the MSE of the ensemble is based on bias, variance and covariance terms. Second, ensemble error is influenced by the way classifiers are combined, i.e. by the choice of fusion functions, while the MSE of the ensemble does not take fusion functions into consideration when combining ensembles. Third, ensemble error is involved in more complicated situations and is related to other concerns, such as the number of classes and the number of classifiers (see the following discussion). For these reasons then, it is not hard to see why div sim and div amb will not be perfectly correlated with the ensemble error. However, we need to know more about what its limitations are. Given the complexity of the problem of ensemble selection, and the various ad hoc methods for combining classifiers, it is impossible at this stage to create a flawless and complete framework for understanding the limitations of the estimation of ensemble accuracy with compound diversity functions. With this in mind, we set up some preconditions for a special case study as the first step towards gaining these understandings. We suppose that each classifier produces labels of samples as outputs, and we need to fix a fusion function for combining classifiers in an ensemble in our case study. A number of different fusion functions can be used, 17 but for, simplicity and effectiveness, 28 suppose that a simple majority voting rule 27, 28, 30 constitutes the fusion function of ensemble outputs. Based on these conditions, we wish to know whether or not:
(1) Given an ensemble of classifiers, is it possible that some classifiers make more (or less) error without changing the ensemble outputs? (2) Given an ensemble of classifiers, is it possible that some classifier-pairs have greater (or less) diversity without changing the ensemble outputs? (3) If the above two concerns are true, how different can they be while maintaining the same ensemble outputs?
It is not hard to answer the first two questions. When a simple majority voting rule is used, a correct ensemble output depends on the proportion of classifiers correctly classifying this sample. For a sample x in a T -class problem, suppose that the correct class is i, 1 ≤ i ≤ T . The ensemble will give correct output only under the condition ∀j, A similar reasoning can apply to diversities, because the change in the error rates of each individual classifier will eventually affect the diversities among them. It is apparent that the different error rates of individual classifiers and the different diversities among them can achieve the same ensemble outputs by a simple majority voting rule. We know that there is an unavoidable systematic estimation bias on the correlation measurement with ensemble accuracy for this fusion function. In fact, since this problem results from classifiers combining by a simple majority voting rule, and not from a particular ensemble selection criterion, the effect will occur for any objective functions on ensemble selection.
The third question depends on the nature of the pattern recognition problems and cannot be easily estimated. It is impossible to say in what way this estimation bias will affect the correlation between compound diversity functions and ensemble accuracy. But among those problems are two elements resulting in this estimation bias on correlation measurements between div sim / div amb and ensemble accuracy:
(1) the number of classes of the problem, (2) the number of classifiers selected from the pool to construct the ensemble.
As we mentioned before, an ensemble can maintain the same outputs under the condition that ∀j, c(i) T ≥ c(j) T . For a given sample in a T -class problem, suppose that the ensemble output remains the same. We define a margin m(T ), m(T ) ≥ 0 to be the number of correct classifiers exceeding the threshold of being majority 13, 24, 29 :
where ρ(T ) is the threshold of the majority voting in a T -class problem. Usually ρ(T ) represents the second most popular vote 13 :
Intuitively, given that the output of the ensemble remains unchanged, we still have:
Given that all classifiers have choices on T classes, we can expect both c(i) T and ρ(T ) to decrease when T increases. The larger the number of classes is, the fewer votes are obtained for each class. As we can see in Fig. 1 , for a 10-class problem, class i received the majority vote, but the margin m(10) with the second most popular voted class j is very small. This means that the ensemble can change its decision with several different votes, therefore the measured error rates and diversities are more accurate in estimating ensemble accuracy. By contrast, for a 3-class problem, the margin m(3) between c(i) 3 and c(j) 3 is huge, which means that more classifiers are allowed to change their individual outputs while the ensemble can still maintain the same outputs. In this case, the estimation will be much worse and the correlation with ensemble accuracy will have deteriorated. The margin m(T ) is proportional to this estimation bias. For the problem with T classes, given L classifiers, then we can define the margin m(T ) as:
Thus, we note that it is also proportional to the number of classifiers of ensemble L. This indicates that the estimation bias in the correlation measurement between ensemble accuracy and div sim / div amb will become larger when more classifiers are used. This estimation bias results directly from the nature of a zero-one loss error, and from the simple majority voting rule for combining classifiers. No matter which objective function for ensemble selection is used, we will encounter a loss of correlation with ensemble accuracy. The influence of the number of classes affects not only the margin of the majority voting, but also the sensitivity of the whole voting network as well, especially in the measure of diversity. Figure 2(a) shows that, on an ensemble of 7-classifiers, there are two groups of classifiers with different opinions in a 2-class problem (C1 ∼ C4, and C5 ∼ C7), and the majority voting rule needs at least four votes from classifiers for a decision to be made. By contrast, in a 6-class problem, the majority could be represented with only two votes [ Fig. 2(b) ], we have six groups with different outputs (C1 agrees with C2, but C3, C4, C5 and C6 all differ from one another). Note that we have the same margin of one vote in both cases. If we consider the majority class shifting into another class, six pairwise diversities have to be modified in 2-class problems (i. Fig. 2 . An ensemble of seven classifiers (C1 ∼ C7); the shadowed circles represent the classifiers needed to achieve the majority, the solid lines the pairwise diversities among classifiers, and the dashed lines the required modified-pairwise-diversities if the majority is shifted into another class: (a) at least four votes needed in 2-class problems; six modified pairwise-diversities needed for majority-shifting; (b) at least two votes needed in 6-class problems; two modified pairwisediversities needed for majority-shifting.
C5, C6, C7
, diversities must change between C4 and all other classifiers); and only two pairwise diversities need to be modified in 6-class problems (i.e. if C1 agrees with C3, diversities change only between C1 and C3, C1 and C2). This indicates that a large number of diversity changes in low-class problems may not affect the final output, but in high-class problems a slight change in diversity may lead to another final decision. Thus, the measure div sim / div amb is much more sensitive to ensemble behavior in high-class problems than it is in low-class problems. This suggests that the implementation of proposed compound diversity functions should be much more effective dealing with high-class problems. Moreover, the fewer classifiers are selected in an ensemble, the more accurate the correlation between ensemble accuracy and compound diversity functions shall be.
Diversity Measures
Before we carried out the correlation measurements, we need to introduce some diversity measures that would be evaluated in our experiments. The traditional concept of diversity is composed of the terms of correct/incorrect classifier outputs. By comparing these correct/incorrect outputs among classifiers, their respective diversity can be calculated. In general, there are two kinds of diversity measures:
(1) Pairwise diversity measures Diversity is measured between two classifiers. In the case of multiple classifiers, diversity is measured on all possible classifier-pairs, and global diversity is calculated as the average of the diversities on all classifier-pairs. That is, given L classifiers,
L will be calculated, and the final diversityd will be its average 21 : 25 and coincident failure diversity.
25
Most research suggests that neither type of diversity is capable of achieving a high degree of correlation with ensemble accuracy, as only very weak correlation can be observed. 21 As we see in Sec. 3, the proposed compound diversity functions might represent better correlations with the ensemble accuracy. To verify its usefulness, we carried out the experiments of the correlation measurements in the next section.
Correlations between Diversity and Ensemble Accuracy
To make sure that the normalized compound diversity function is valid for the estimation of ensemble accuracy, we tested it on problems extracted from UCI machine learning repository. There are several requirements for the selection of pattern recognition problems. First, we should test three types of ensemble creation method: Random Subspaces, Bagging and Boosting. Thus, the databases must have a large feature dimension for Random Subspaces. Second, to avoid the dimensional curse during training, each database must have sufficient samples of its feature dimension. Third, to avoid identical samples being trained in Random Subspaces, only databases without symbolic features are used. Fourth, to simplify the problem, we do not use databases with missing features. In accordance with the requirements listed above, we carried out our experiments on four databases selected from the UCI data repository (see Table 1 ).
For each of four databases, for each of three ensemble creation methods (Random Subspaces, Bagging and Boosting), and for each of three classification algorithms, 18 classifiers were generated as the pool for base classifiers. Classifiers were then selected from this pool to construct ensembles. The three different classification algorithms used in our experiments are Naive Bayesian Classifiers (NBC), Quadratic Discriminant Classifiers (QDC), and 5-Layer Neural Network Classifiers (NNC) with Back-Propagation. 8 To better understand the influence of the number of classifiers on the correlation between diversity and ensemble accuracy, ensembles were composed from 3 ∼ 15 classifiers. In total, we evaluated 13 different numbers of classifiers for ensembles. All correlations are measured for ensembles with the same number of classifiers, then the mean values of correlations from different numbers of classifiers are calculated. To obtain the most accurate measure, 50 ensembles were constructed with the same number of selected classifiers for each database, for each classification algorithm, for each ensemble method and for each different number of classifiers. We repeated this process 30 times to obtain a reliable evaluation. The simple majority voting rule is used as the fusion function for the evaluation of the global performances of related EoC. A total of 3×3×4×13×50×30 = 0.702 million ensembles should be evaluated. But, due to the dimensional curse, NNC did not have sufficient samples for training on the Image Segmentation problem or on the Satellite problem for Bagging or for Boosting. This occurred on 1×2×2×13×50×30 = 0.078 million ensembles, so in total 0.702 − 0.078 = 0.624 million ensembles were evaluated in the experiment.
We measured ensemble accuracy correlation on ten traditional diversity measures, including the disagreement measure (DM), 15 the double-fault (DF), 11 Kohavi-Wolpert variance (KW), 18 the interrater agreement (INT), 9 the entropy measure (EN), 21 the difficulty measure (DIFF), 14 generalized diversity (GD), 25 coincident failure diversity (CFD), 25 Q-statistics (Q), 1 and the correlation coefficient (COR), 21 as well as on ten respective proposed compound diversity functions [Eqs. (26) and (27) ]. They are also compared with the Mean Classifier Error (ME) of individual classifiers. On all training databases, the proportion of selected samples in Bagging and Boosting is 66%. For Random Subspaces, the sizes of subsets of features are decided under the condition that each classifier created must have recognition rates more than 50%.
Random subspaces
In Table 2 , we show the correlations between original diversity measures and ensemble accuracy, and the correlation between compound diversity functions and ensemble accuracy. NBC, QDC, and NNC are applied on all databases, and we show their average correlations.
First, we observe that in most cases the ME has an apparent correlation with ensemble accuracy. Furthermore, it shows that, in general, compound diversity functions give better results than the original diversity measures; it can also be perceived that, even though the correlation between ME and ensemble accuracy is weak, compound diversity functions still work well and present stronger correlations with ensemble accuracy than ME. Of all the diversity measures, Q, COR, INT and DIFF are not stable. By contrast, DM, DF, KW, EN, GD and CFD are quite reliable, as they always offer 43%-76% of correlation with compound diversity functions. Note that in some cases (e.g. Wisconsin breast cancer), their correlation with ensemble accuracy is better than the correlation between ME and ensemble accuracy.
Bagging
The ensembles for the second experiment were created by Bagging. NBC and QDC are used on all the databases. But NNC is implemented on all of them except the Image Segmentation data and the Satellite data, given insufficient samples, because their high feature dimension caused the dimensional curse. In Table 3 , there is a clear correlation between ME and ensemble accuracy, and it is quite strong. Of all the diversities, Q, COR, INT, and DIFF did not perform as well as the others. The GD and CFD results are unstable; sometimes giving good correlation but sometimes not. DM, KW and EN are stable, though a little bit weaker than those in Random Subspaces. Since the selected databases have high feature dimension for the implementation of Random Subspaces, as a result, the effect of the dimensional curse might occur for Bagging and for Boosting. KW always performed at 43% ∼ 83% on our compound diversity function. We note that, in general, the correlations between the diversities and ensemble accuracy for Bagging are weaker than those for Random Subspaces. But, on highdimension-class problems, (e.g. letter recognition data, image segmentation), the implementation of compound diversity functions is just as good for Bagging as for Random Subspaces. The advantage of compound diversity functions over the original diversity measures can be perceived in this case.
Boosting
The ensembles were created for the third experiment by Boosting, NBC and QDC are used on all databases, but NNC is used on all except the Image Segmentation data and the Satellite data, because, given insufficient samples, their high feature dimension caused the dimensional curse.
On most of the databases, there is a strong correlation between ME and ensemble accuracy (Table 4) . Interestingly, it is in Boosting that we see how the implementation of diversity really matters: the correlation by the proposed compound diversity function could be equivalent to or better than that of ME, which means that, for Boosting, the notion of diversity does help to obtain a strong correlation with ensemble accuracy. Nevertheless, we also perceive that the correlations between the diversities and ensemble accuracy are weaker for Boosting than those for Bagging and for Random Subspaces for low-dimension-class problems. But, when the number of classes is large (e.g. letter recognition data), the correlation on Boosting can be as good as that on Bagging, and the notion of diversity is quite well with compound diversity functions. In high-class-problems, the useful diversity measures appear to be DM, DF, KW, EN, DIFF, GD and CFD. They offer correlations between 46%-56%.
Discussion on the correlation between diversity and ensemble accuracy
In all three ensemble creation methods, we first note that the proposed compound diversity functions correlate much stronger with the ensemble accuracy than the traditional diversity measures. Second, comparison of the various ensemble creation methods suggests that, in Random Subspaces, the proposed compound diversity functions generally have the strongest correlations with ensemble accuracy, better than in Bagging or in Boosting. Nevertheless, considering the correlation with ensemble accuracy, compound diversity functions could perform better than ME in Boosting. This suggests that the issue of ensemble diversity is crucial in Boosting.
It is certain that the number of classifiers has an impact on the correlation between compound diversity functions and ensemble accuracy. We found the strongest correlation with ensemble accuracy on the minimum number of classifiers, i.e. when ensembles were constructed with only three classifiers. But this correlation could decrease to nearly 0 when the number of classifiers is close to the total number of classifiers available in the pool, as we explained in Sec. 5. A typical example is shown in Fig. 3 , and this tendency is observed on all our experimental problems. This is the reason why the measured average correlation is not too significant compared with the ME. Fig. 3 . The correlations between the CDFs and the accuracy on the letter recognition problem extracted from the UCI machine learning database with the Random subspaces as the ensemble creation method. We observe that the larger the ensemble size, the lower the correlation.
Ensemble Selection and Diversity as Objective Function
Even though the experiment shows that the compound diversity functions are strongly correlated with ensemble accuracy, it is important to show that such functions can be used as objective functions for ensemble selection. Thus, we carried out a number of experiments using different diversities as objective functions for ensemble selection. These objective functions are evaluated by genetic algorithm (GA) searching. We used a GA because the complexity of population based searching algorithms can be flexibly adjusted depending on the size of the population and the number of the generations to proceed. Moreover, because the algorithm returns population of the best combination, it can be potentially exploited to prevent generalization problems. 28 We tested 20 different diversities, including ten compound diversity functions and ten original diversity measures. Besides these 20 different objective functions, we also used the Mean Classifier Error (ME) and the error of ensembles applying the majority voting (MVE). We then compared their effectiveness as objective functions for the creation of the EoC.
Experimental protocol for ensemble selection
We carried out experiments on a ten-class handwritten-numeral problem. The data was extracted from NIST SD19, essentially as in Ref. 33 , based on the ensembles of KNNs generated by the Random Subspaces method. The NIST SD19 contains more than 400,000 isolated handwritten digits organized into seven partitions or series of images, denoted by: hsf {0 − 3}, hsf {4}, hsf {6} and hsf {7}. We used nearest neighbor classifiers (K = 1), each NN classifier having a different feature subset of 32 features extracted from the total of 132 features. Four databases were used: the training set with 5000 samples (from partitions hsf {0 −3}) was used to create 100 NN in Random Subspaces, and the optimization set containing 10000 samples (hsf {0 −3}) was used for GA searching. To avoid overfitting during GA searching, the validation set containing 10000 samples (hsf {0−3}) was used to select the best solution from the current population according to the defined objective function, and then to store it in a separate archive after each generation. Using the best solution from this archive, the test set containing 60089 samples (hsf {7}) was used to evaluate the accuracies of EoC. We used GA as the searching algorithm, with 128 individuals in the population and with 500 generations, which means 64, 000 ensembles were evaluated in each experiment. The mutation probability was set to 0.01, and the crossover probability to 50%. With 22 different objective functions (Mean Classifier Error (ME), Majority Voting Error (MVE), ten original diversity measures, and ten compound diversity functions) and 30 replications, 42.24 million ensembles were searched and evaluated. A threshold of three classifiers was applied as the minimum number of classifiers for EoC during the whole searching process. Experimental results are reported in Table 5 .
First, we see that the use of traditional diversity measures does not always give satisfying performance. The results show that the selected ensembles perform poorly, most of them are even worse than those chosen by ME. Apparently there are many outliers indicated in the box plot (Fig. 4) , which are values exceeding the distance of 1.5 interquartile range (Q U − Q L ) from either end of the box, which means that searching by the traditional diversity measures could lead to great instability. This phenomenon is understandable, in light of the fact that the original diversity measures were designed to optimize diversity among classifiers, and they do not target ensemble accuracy directly. The result also confirms the lack of correlation between most diversity measures and ensemble accuracy.
As we predicted, all pairwise diversity measures will lead to the minimum number of classifiers, i.e. three classifiers in this experiment. Moreover, some nonpairwise diversity measures will lead to three classifiers, since it will not be easy to find an ensemble with greater diversity than the ensemble composed of the three most diverse classifiers. The only two diversity measures that can resist the minimum-converging tendency are KW, which always finds 17 classifiers for EoC, and DIFF with 21 classifiers. DIFF performs relatively well in this case, as had been shown in Ref. 30 . It seems that DIFF, the minimization of the variance of the proportion of correct classifiers on all samples, encourages fairly distributed difficulty, instead of selecting the most diverse classifiers. To arrive at a fair distribution of difficulty, a number of classifiers would be required. Even DIFF did not have strong correlation with ensemble accuracy in our previous correlation measurement; it does guarantee a comparable performance in this case.
By contrast, the proposed compound diversity functions are much more stable (Fig. 5) . Most EoCs selected by them are constructed by 35-60 classifiers, which is about half the total of 100 classifiers. Compared with the EoCs found by MVE with 19-35 classifiers, the sizes of EoCs selected by the compound diversity functions are larger, but the performances are quite stable. Though MVE is still clearly better with the significance p < 0.01, the differences in recognition rates with EoCs selected by MVE are usually less than 0.3%. This indicates that the EoCs selected by the proposed compound functions are quite generalized and fit different fusion functions.
Finally, we point out that, among all diversity measures, the compound diversity functions always perform better than the original diversity measures. While most of the original diversity measures perform worse than ME, the use of the compound diversity functions gives much better results than ME. Furthermore, all compound diversity functions achieve similar performances; which should result from the strong correlations among most of them.
Discussion
Previous published studies suggested that diversity is not unequivocally related to ensemble accuracy, and it is our objective to demonstrate that the implementation of diversity can help in ensemble selection. As we can see in these experiments, there are correlations between the proposed compound diversity functions and ensemble accuracy. The result also suggests that DM, KW, EN, GD and CFD are stable for all ensemble creation methods. Performance depends strongly on the accuracy of individual classifiers, but, in general, an equivalent or stronger correlation could be achieved with compound diversity functions, especially with KW.
In contrast to the use of the original diversity measures, which show no strong intercorrelation, 20 these compound diversity functions do have strong intercorrelations, except for COR, DIFF, INT and Q. This means that most diversities have similar indication, and so the creation of new diversity measures might not be a priority, but rather consideration of how to use diversities for ensemble selection. With the Random Subspaces method, this correlation is stronger than it is in either Bagging or Boosting. In general, a decrease in correlation is observed when the number of selected classifiers increases, but this was not the case for high-class problems, as we predicted.
Based on GA searching, we see that the compound diversity functions apparently outperform the original diversity measures and the Mean Classifier Error as objective functions for ensemble selection, and even exceed the performance of the ensemble of all 100 NN classifiers and reduce the number of classifiers by half. The proposed compound diversity functions do improve the performance of EoCs, and always perform better than the respective original diversity measures, their performances being much close to those ensembles obtained with the MVE objective function.
Recall that MVE is used both for ensemble selection and for classifier combination, and thus, it is understandable that MVE will have the best performance as the objective function. But, it is possible that when different fusion functions are used, MVE will not be the best choice as an objective function. An ensemble combined with Decision Template (DT), for example, might not have the best performances when it is evaluated by MVE. The "no free lunch" theorem 36, 37 has also supported the idea that no search algorithm will be optimal in all situations.
Given that these compound diversity functions do not take into account of any fusion functions, the ensemble outputs can be further optimized using various classifier-combining methods. 17, 27, 28 This is an advantage for modular approaches to further optimize searching algorithms and fusion functions. All the compound diversity functions worked well for ensemble selection in our experiment, even some that had previously been measured and found to have weaker correlation with ensemble accuracy. This indicates a strong similarity among most of the compound diversity functions in the pattern recognition problems evaluated.
The result encourages further exploration of the implementation of compound diversity functions, and the pertinence of these functions for use with different searching algorithms. Moreover, it suggests that the problem resides in finding ways to amalgamate diversities and individual classifier errors, rather than allowing diversity measures to select EoCs single-handedly. Another advantage of compound diversity functions is that they can be calculated beforehand, since diversities are measured in a pairwise manner, and error rates are measured on each classifier; thus, for time-consuming searching methods, such as GA or exhaustive searching, ensemble accuracy can be estimated quickly by simply calculating the products of the diversity measures and individual classifier errors. Given L classifiers and N samples on a C-class problem, the complexity of the CDFs is O(L +
L(L−1)
2 ), the complexity of non-pairwise traditional diversity measures is O(LN ), and the complexity of the MVE is O(LN C). The CDFs thus has the lower cost for the ensemble selection.
Conclusion
Diversity used to be regarded as useful, but not unequivocally related to ensemble accuracy. In this exploratory work on diversity, we show that, with the proper compound diversity functions, there are strong correlations between the diversities and ensemble accuracy. Moreover, using population-based GA searching, the compound diversity functions do improve the recognition rates of the ensembles. We have drawn up some conclusion based on our experiments:
(1) Diversities and the performances of individual classifiers should be taken into account together. Given that this exploratory work has been accomplished with different ensemble creation methods, considering different numbers of classifiers of ensembles, evaluating millions of ensembles, but with a restricted number of classification algorithms, and in a limited number of problems, it will be advisable to carry out more experiments on ensemble selection, with more pattern recognition problems and more classification methods. The problems associated with optimizing ensembles include not only diversity, but also searching algorithms 28 and fusion functions. 17 The next step will be to test different searching algorithms with the proposed compound diversity functions, for the purpose of optimizing the ensemble selection process.
