Abstract A stochastic study of long-term forecasts of seawater intrusion with an application to the Korba aquifer (Tunisia) is presented. Firstly, a geostatistical model of the exploitation rates was constructed, based on a multi-linear regression model combining incomplete direct data and exhaustive secondary information. Then, a new method was designed and used to construct a geostatistical model of the hydraulic conductivity field by combining lithological information and data from hydraulic tests. Secondly, the effects of the uncertainties associated with the pumping rates and the hydraulic conductivity field on the 3D density-dependent transient model were analysed separately and then jointly. The forecasts of the impacts of two different management scenarios on seawater intrusion in the year 2048 were performed by means of Monte Carlo simulations, accounting for uncertainties in the input parameters as well as possible changes of the boundary conditions. Combining primary and secondary data allowed maps of pumping rates and the hydraulic conductivity field to be constructed, despite a lack of direct data. The results of the stochastic long-term forecasts showed that, most probably, the Korba aquifer will be subject to important losses in terms of regional groundwater resources.
Introduction
Numerical models are frequently used to assess seawater intrusion problems (Iribar et al. 1997; Bear et al. 1999; Paniconi et al. 2001; Arfib et al. 2002; Brunner and Kinzelbach 2008; Milnes 2011) and to design optimal groundwater resources management schemes (Cheng et al. 2000; Mantoglou et al. 2004; Abarca et al. 2006; Alcolea et al. 2009 ). With the increasing debate on climate change and its potential impacts on groundwater resources worldwide (Eckhardt and Ulbrich 2003; Holman 2006; Scibek and Allen 2006; Bates et al. 2008; Hendricks Franssen 2009 ), groundwater models are more and more used for investigating the response of coastal aquifers to potential sea-level rise, or changes in recharge (Sherif and Singh 1999; Essink 2001; Ranjan et al. 2006; Werner and Simmons 2009) .
Nevertheless, the modelling of seawater intrusion in coastal aquifers remains a challenge (Diersch and Kolditz 2002) . Solving density-dependent flow and mass transport equations requires numerical methods that are very sensitive to space and time discretization. The difficulties are usually ignored by simplifying the problem either by reducing the problem dimensions (Kerrou and Renard 2010) , modelling steady-state conditions, assuming homogenous model parameters, or simplifying the physics of the problem like in sharp interface models (Reilly and Goodman 1985) . These issues are even more critical when the heterogeneity of the aquifer has to be accounted for.
Previous studies have shown the impacts of heterogeneity on seawater intrusion model predictions. Dagan and Zeitoun (1998) , Naji et al. (1998) and Al-Bitar and Ababou (2005) used two-dimensional (2D) hypothetical domains with a sharp interface assumption. Other studies (Held et al. 2005; Abarca 2006 ) used 2D vertical crosssection models of seawater intrusion inspired by the Henry problem (Henry 1964) . In this study, the aim is, among other points, to model transient density-dependent dispersive transport in a real-world aquifer with threedimensional (3D) heterogeneity. In such case, the lack of data to estimate model inputs and their distributions in space and time leads to uncertainty in model predictions. In practice, the resulting uncertainties justify the need for stochastic models to help decision makers (Renard 2007) , which is illustrated, for example, by the work of Hassan et al. (2001) , Pohlmann et al. (2002) and Lecca et al. (2011) .
While Monte Carlo techniques are accepted as the most general approach to quantify uncertainty, they are only seldom used in practice for real seawater intrusion problems. This is due first to the high computational time for solving 3D density-dependent problems at a sufficiently high resolution while covering a regional-scale system. In addition, in many practical situations, the data are very often limited and the construction of a stochastic model of heterogeneity is difficult because one cannot easily infer the required statistics. Important uncertainties are also related to boundary conditions and source/sink terms. For example, uncertainty in extraction rates is very frequent in irrigated plains where no control of the extraction is made by the authorities (Custodio 2002; Werner 2010) . Combining all those uncertainties implies additional computational loads and makes the numerical problem so demanding that often it is not deemed feasible even if it is well accepted that such type of model should be used to help decision making. In this paper, some solutions to those problems are proposed.
This work is the continuation of two previous studies. In the first (Kerrou et al. 2010a) , the hydrogeology of the coastal aquifer of Korba in Tunisia and a deterministic numerical model of the aquifer system were presented. In the second study (Kerrou et al. 2010b ), a stochastic model of the extraction rates was developed. The present paper presents three new aspects. A new method to model the heterogeneity of the aquifer is presented; the interaction between uncertainties resulting from heterogeneity and/or exploitation rates is analysed; and the possible long-term evolution of the system is investigated by using highperformance computing.
The paper is organized in six sections. Firstly, the results of the two previous studies are summarized. A new method to model the heterogeneity of the aquifer, based on geological logs and hydraulic tests, is described. Then the uncertainties resulting from the heterogeneity of the hydraulic conductivity field and/or from the extraction rates are analysed. In the final section, the evolution of the Korba aquifer system until 2048 is investigated accounting for the various sources of uncertainty and two possible climate scenarios.
A deterministic model of the Korba aquifer

Hydrogeological context
The Korba aquifer is located in northern Tunisia (Fig. 1) . It covers about 400 km 2 and is bounded by the Mediterranean Sea on the eastern side. As a major source of freshwater, the unconfined aquifer is intensively exploited, mainly for irrigation purposes. It has been progressively invaded by seawater intrusion due to the uncontrolled exploitation (Kerrou et al. 2010a ) which started in the early 1960s and which was estimated to be around 50 hm 3 /y during the last few decades. From the early 1980s to 2004, more than 9,000 wells were pumping (DGRE 2000) . Aquifer recharge mainly occurs through infiltration of precipitation, which is highly variable in space and time. It was estimated to range between 8 % and 30 % of the 420 mm/y average annual rainfall, which represents a recharge of 29 hm 3 /y on average (Kerrou et al. 2010a) . The inequality between inputs and extractions led to seawater encroachment in the Korba aquifer, contaminating groundwater as far as 2 km inland in 2004. That situation has motivated numerous studies (Tarhouni et al. 1996; Khlaifi 1998; Paniconi et al. 2001; Slama et al. 2008; Kouzana et al. 2009; Kerrou et al. 2010a, b; Ben Hamouda et al. 2011) . The main aquifer formation is of Pliocene age and consists of yellow sand with alternating clay and sandstone layers (Ennabli 1980) . The thickness of the Pliocene formation is about 80 m in the central part of the area, reaching 250 m offshore and decreasing towards the west (Figs. 1 and 2 ). This formation is overlain by Tyrrhenian Quaternary rocks, which form a 1.2-km-wide strip parallel to the coastline all along the study area (Figs. 1 and 2), and are mainly composed of arenitic limestone and conglomeratic units (Oueslati 1994) . In the south of the study area, the late Miocene formation, called the Somâa sands, represents an aquifer formation of secondary importance. It is mainly composed of thick fine sand layers of continental origin including conglomeratic levels and clay lenses for a total thickness reaching 400 m. Figure 2 displays the conceptual model of the Korba aquifer which was used to establish a 3D numerical model of density-dependent flow and mass transport in a transient regime.
The numerical model
In Kerrou et al. (2010a) , a high-resolution 3D numerical model of density-dependent flow and mass transport was described. Because this model constitutes the base that will then be used for the stochastic analysis, a summary of its characteristics is presented here. The GroundWater three-dimensional finite element code (Cornaton 2007) was used. This software solves a wide range of physical problems: variably saturated and variable-density groundwater flow, mass transport, heat transfer, and groundwater age and life time expectancy. The code was validated (Cornaton 2007) by comparison with a large number of analytical or pseudo-analytical solutions and a series of standard benchmarks-e.g. the Henry problem (Henry 1964 ) and the Elder problem (Elder 1958) .
To account for both the high well density and the heterogeneity of hydraulic conductivity, the 3D geometry of the assumed confined aquifer was discretized into 1.616 million pentahedral prismatic finite elements (0.842 million nodes) with 36 layers (Fig. 3) . The mesh displays local horizontal refinement (e.g. close to the sea) with elements having a size varying between 50 and 200 m horizontally and an average layer thickness of 3 m in the main aquifer (Pliocene).
Steady-state boundary conditions (BCs) consist of prescribed head on the seafloor and constant lateral inflow along the northern limit of the Pliocene formation. The seaside boundary extends 3.5 km (arbitrarily fixed) offshore to allow an accurate estimation of hydraulic gradients seaside in addition to be a more realistic representation of the sea-boundary condition. The daily Fig. 1 ) of the Korba aquifer system illustrating the conceptual model based on upto-date geologic and hydrodynamic data. The representations (interpolated by kriging) of aquifer surface and bedrock topography, and the August 2004 water table and seawater electrical conductivity (EC percent, grey lines), are also shown (Kerrou et al. 2010a) Thornthwaite-Mather method (Steenhuis and Van der Molen 1986 ) was employed to estimate maps of the range of plausible recharge from 1960 to 2004 to constrain the interval of acceptable recharge during the calibration process. As an order of magnitude, the average recharge was estimated to 29 hm 3 /y. The transport boundary conditions are simple. A relative seawater concentration of 1 [−] is assigned on the seafloor to inward fluxes only (water enters the aquifer with seawater concentration but exits with the aquifer concentration). Note that the relative concentration is defined as the ratio between measured concentration everywhere in the domain and the concentration of dissolved salts in seawater. Freshwater recharging the aquifer has a relative concentration of zero.
Time-dependent conditions are prescribed during the transient simulation . The map of pumping wells locations is presented in Fig. 4 . Time-varying discharge rates were defined based on estimations by the local authorities (Fig. 4e) . The time-varying of the lateral influx and recharge were estimated from precipitation data. Note that for both transient simulations of flow and mass transport, steady-state solutions (without pumping) were used as initial conditions. During the transient simulation, the time-step is automatically adapted depending on the convergence of the solution with a maximum time-step of 90 days.
The calibration of the 3D model is described in detail in Kerrou et al. (2010a) . In a first step, the mean hydraulic conductivity of the different geological formations and recharge rates were estimated in steady state. The storativity was estimated in a second step in a transient regime. The calibration of the flow was performed semi-automatically using PEST (Doherty 1998) . The latter was constrained by freshwater head observations (1763 measures) and parameter ranges according to available information (e.g. pumping test data). After checking the stability of the numerical solution, the transport parameters were obtained by trial and error calibration in order to reproduce the observed saltwater encroachment (854 concentration measurements). The general aim of the whole calibration procedure was to fit the field observations and to reproduce the major regional features such as the depletion of the groundwater levels in the central part of the aquifer and the increasing salinity from 1960 to 2004. The resulting parameters are presented in Table 1 . The root mean square error between observed and simulated heads was 6.2 m; for the saltwater concentrations, it was equal to 6.7 kg/m 3 . Those values and the corresponding scatter plots between simulated and observed values (Fig. 5) are considered acceptable for a 3D regional-flow model with homogenous parameters within each geological formation. M e d i t e r r a n e a n s e a M e d i t e r r a n e a n s e a 
Modelling uncertain pumping rates
The Korba aquifer was exploited by more than 9,000 wells in the year 2000 for a total amount of groundwater abstraction of 50 hm 3 /year. This situation of intensive exploitation is typical of most coastal aquifers around the Mediterranean Sea. Those coastal plains offer ideal conditions for food production and freshwater is then required for irrigation. The problem is that often there is no control of the extraction rates and only indirect data are available. In this situation, one needs to estimate the extraction rate from various sources of information. In a previous study (Kerrou et al. 2010b ), a statistical model of the extraction rates was built.
The statistical model is based on a survey conducted in 1996 by the local authorities and the Institut National Agronomique de Tunisie; 432 wells in the central part of the domain were visited, their pumping rates were measured and their annual exploitation rates were estimated. This information was used to estimate the pumping rates over the whole aquifer by multi-linear regression. It was assumed that the pumping rate was correlated with some physical properties of the aquifer as well as some regional characteristics (e.g. high transmissivity allows high discharge; shallow depth facilitates groundwater abstraction; etc.). The parameters that were used are transmissivity, crop evapotranspiration, electrical conductivity, seasonal head variation, water-table depth, historical piezometric decline, distance to the sea, and topography. Those data were mapped on regular grids of 300×300 m resolution. The multi-linear regression allowed the estimation of the map of mean pumping rate over the whole aquifer. In addition, a geostatistical analysis of the residuals between the estimated map and the measurements in the central area showed that the errors can be described by a Gaussian distribution of zero mean and a variogram having a sill of 2.1 × 10 4 m 3 /year and a range of 700 m. This information was used to generate multiple equally-likely unconditional simulations of the residuals using the turning-band method (Matheron 1973; Tompson et al. 1989) . Each of the 100 residual maps produced was then added to the average map (obtained by the regression) leading to 100 simulations of the extraction rates sharing all the same total extraction but distributed differently in space (Fig. 4) . The temporal variation of the pumping rates is then modelled by rescaling the maps by two time-dependent functions (Fig. 4e) . Additional details about this procedure are provided in Kerrou et al. (2010b) . 
Modelling heterogeneity
As for the pumping rates, a specific method had to be designed to model the heterogeneity of the aquifer, despite insufficient data. This is one of the new methodological contributions of this paper. Because the technique is very simple and based on classical hydrogeological data, it is believed that it could be easily applied in other case studies.
The general idea of the proposed method is to use slug test and pumping test data (primary data) and detailed geological logs (secondary data) to generate realistic hydraulic conductivity profiles along the boreholes. The primary data allows to infer the first two moments of the probability distribution of the hydraulic conductivity. The secondary data allows to characterize the vertical variability of the hydraulic conductivity along the boreholes. When the hydraulic conductivity profiles are generated, one can use them together with the primary data to calculate the correlation scales, and further as conditioning data in a traditional multi-Gaussian framework to generate stochastic 3D hydraulic conductivity fields.
In the Korba aquifer, the characterization of the heterogeneity was focused on the Pliocene formation because it represents the main aquifer. Two main datasets were used. The first consists of 15 hydraulic conductivity data estimated from slug tests completed in the Pliocene formation. In general, the slug test technique presents the advantage of being cheap and quick in practice. In the Korba aquifer, the slug tests were carried out by rapidly submerging a sufficiently heavy waterproof metallic cylinder into piezometers after installing pressure data loggers. The target was to create significant instantaneous rise and drawdown of the water table in the order of 1 m. Pressure data for both drawdown and recovery were then processed and interpreted mainly using Cooper et al. (1967) and Hvorslev (1951) models. While the pumping tests provide relatively large-scale averages of hydraulic conductivities, slug tests allow the characterisation of smaller scale heterogeneity. The hydraulic conductivity estimated from the slug tests varied between 1.3×10 −4 m/s and 7×10 −7 m/s with a variance s 2 ln k 01:5. The second data set consists of 36 lithostratigraphical logs located mainly in the central part of the aquifer (Fig. 6a) and provided by the regional water management authority in Nabeul (Tunisia). Those data describe the vertical distribution of the lithotypes within the Pliocene formation. Table 2) A trial was made to use a truncated plurigaussian technique (e.g. Mariethoz et al. 2009 ) to model the geological heterogeneity, but the primary data set was not sufficient to calculate reliable variograms (Grava 2005) . It was then decided to combine the available primary data in a simple and original manner to provide realistic 3D representation of the hydraulic conductivity field. First, the 36 geological logs were analysed and assigned to three main lithotypes: sand-dominant, sandstone and clay-dominant with a resolution of 1 m (Fig. 6a  and b ). The lithotype logs were then converted into hydraulic conductivity values. To do so, a Gaussian distribution of the logarithm of the hydraulic conductivities was assumed. Its variance was estimated from the slug test data, and its mean was computed according to the following consideration. Since the horizontal effective hydraulic conductivity significantly controls the seawater wedge penetration (Abarca et al. 2007; Kerrou and Renard 2010) , the equation of Ababou (1995) was used to estimate the mean of the log hydraulic conductivity distribution (or more conveniently the geometric mean μ g of the hydraulic conductivity distribution) in such a way that the effective horizontal hydraulic conductivity of the heterogeneous fields will correspond to the homogeneous (and isotropic) value obtained by the calibration of the deterministic model (K x eff 05 Â 10 À5 m s = ) in the previous section (The numerical model). It is worth noting that the calibration of the hydraulic conductivity field was based on pumping test data (which can also be used directly to calculate the mean hydraulic conductivity). So, the effective directional hydraulic conductivity tensor of the heterogeneous fields can be estimated with Ababou (1995) formula:
where μ g is the geometric mean of the hydraulic conductivity in m/s; σ 2 ln k is the ln(K) variance; N is the number of dimensions; λ i is the correlation length (in m) in the direction i, and λ h is the harmonic mean of the correlation lengths (m). Then the mean of the log hydraulic conductivity distribution μ g can be expressed by:
where λ x , λ y , and λ z are the correlation lengths in the principal directions of anisotropy. Knowing the parameters of the distribution, it was possible to randomly generated as many values of ln(K) as the number of 1 m interval of the boreholes lengths described on the geological logs. Then, those random samples were sorted (Fig. 6c) . The smaller values were attributed randomly to the less permeable lithofacies (the clay-dominant), the intermediate values were attributed to the sandstone, and the most permeable values were attributed to the sand dominant. It is worth noting that the range of hydraulic conductivity values which will be attributed to the lithofacies was also compared to the corresponding values obtained from the slug test in those lithofacies when this was possible (very often the wells cross multiple lithofacies). This allowed simulating the vertical variations of hydraulic conductivity for each geological log (Fig. 6b) in agreement with the measured data.
In addition, the Pliocene formation in the Korba plain is known to be slightly dipping toward the sea (1-5°) and made of elongated layers parallel to the sea as described for example in Allen and Allen (1990) . It is expected that the length of these bars is between 2 and 12 km, that they have a width between 2 and 4 km, and a thickness of a few meters. The computation of experimental variograms on the hydraulic conductivities generated as described in the preceding confirmed that these orders of magnitude were reasonable as they showed horizontal correlation lengths in the order of 2-4 km and a few meters in the vertical direction. Furthermore, the data showed a geometric anisotropy in the horizontal plane with a correlation length parallel to the coast about 2 times larger than in the direction perpendicular to the coast. Because the variograms are not based directly on actual measurements, the correlation lengths cannot be estimated accurately. This parameter uncertainty was therefore taken into account by considering several possible combinations of the correlation lengths in the different directions (Table 2; and Fig. 6d) .
Assuming a spherical variogram model, the turningband method (Matheron 1973; Tompson et al. 1989 ) was used to generate eight simulations for each combination of the possible ranges in the different directions (shown in Table 2 ). All simulations were conditioned to the 4,423 hydraulic conductivity values simulated along the 36 geological logs. In total, 48 hydraulic conductivity fields were generated (Fig. 7) . The simulations were performed using a 200×200×3 m grid. It is worth noting that the latter resolution is adequate to be directly implemented without scaling operations in the groundwater numerical model which has a similar resolution.
Interaction between uncertainty sources
Before investigating the impact of the uncertainty on the possible long-term evolution of seawater intrusion in the Korba aquifer, the study investigated how the two sources In the first set, only uncertain discharge rate distributions were considered, while in the second set only uncertain hydraulic conductivity fields were considered, and in the last set the joint uncertainties were considered. For the first set, the hydraulic conductivity field was kept equal to the one obtained by calibration (Table 1) . For the second set, the extraction rate field was the simulated distribution that gave a response which was the closest to the ensemble average (in terms of concentrations and heads) in the first set of simulations. For the third set, all the combinations between six simulations of pumping rates and six simulations of the hydraulic conductivity fields were used. The third set allowed analyzing the joint effects of uncertain pumping rates and uncertain hydraulic conductivity on model outputs. The six fields of pumping rate and of hydraulic conductivity were sampled in such a way that they correspond to regular probability intervals covering the cumulative density functions of the maximum drawdown computed for the first and second set of Monte Carlo simulations.
For all the simulations, the initial head and salt distributions had been previously computed in steady state so that they were physically consistent with the hydraulic conductivity field used in the corresponding realization. All other flow and transport parameters as well as time-dependent boundary conditions remained unchanged. For each simulation, the GroundWater finite element code (Cornaton 2007 ) was used to solve the density-dependent flow and mass-transport problem. Each single simulation required more than 55 h of computing time on a Linux AMD Opteron 64-bit machine. To circumvent the large computing time required to achieve the uncertainty analysis, Monte Carlo simulations were executed concurrently on a 64-processor Linux cluster. The resulting outputs were then post-processed to obtain ensemble statistics.
Globally, all the simulations for the three sets and their respective ensemble averages display the main features observed in the measurements collected in 2004: the central depression, higher levels on the southern and northern part of the aquifer, and a penetration of the seawater wedge of about 2.5 km inland in the central part (Figs. 8 and 9 ). These similarities, even for increasing correlation scales, result from the use of hydraulic conductivity fields sharing the same effective values, and pumping-rate distributions sharing the same means. A closer look reveals that the head and salt distributions are smoother for the scenarios considering uncertain pumping rates than those considering heterogeneous hydraulic conductivity (Fig. 8) . This reflects the spatial variability of the flow velocities due to the heterogeneity. As expected, the ensemble average maps of heads and concentrations (Fig. 9) are different from the maps computed using the average pumping rates and the homogeneous permeability field, which is due to the nonlinearity of the flow and transport equations. However, as shown for example by Delhomme (1979) , the ensemble averages are the correct estimations of the mean head and concentration distributions, while the solutions resulting from using average inputs are biased. The convergence of ensemble statistics of the heads and concentrations was checked in two randomly chosen wells (Q 240 and Q 361 ).
The maximum drawdown and the influx of seawater over the whole aquifer are the outputs for which the ensemble statistics (mean and variance) of an increasing number of realizations were computed and analyzed. This analysis showed a faster rate of convergence of the means than the variances, but both reached a satisfactory convergence. Usually, mean and standard deviation of heads and/ or concentrations are used to quantify the uncertainty on model outputs. In this work, it was decided to define criteria which are more tailored to seawater intrusion modelling, where the knowledge of the shape (length and width) of the saltwater wedge is of prime importance. Iso-probability maps corresponding to the probability of a piezometric head below the mean sea level and iso-probability maps corresponding to the probability of a relative concentration greater than 0.1 were computed (Fig. 9) for the three sets of simulations. The uncertain areas correspond to intermediate probabilities. Thus, two global dimensionless indicators were computed: U H [−] and U C [−] . U H represents the ratio of the area (km 2 ) delineated by the 0.05 and 0.95 iso-probabilty of being below sea level (Areað0:05 PðH < 0Þ 0:95Þ) normalized by the onshore area of the aquifer (A 0328 km 2 ). This can be expressed by: with i 2 K; Q; KQ f gwhere Q is used when the pumping rates are considered as uncertain (1 st set), K is used when only the hydraulic conductivity field is considered as uncertain (2 nd set), and KQ is used when K and Q are considered as uncertain.
Similarly U C represents the percentage of the extension of the aquifer where the probability of exceeding a relative concentration of 0.1 is between 0.05 and 0.95. 
The results of this analysis are the following:
& In all cases the uncertainties in 2004 are lower than 10 % (Fig. 10) , which is less than what was expected.
& The uncertainty in heads increases rapidly in response to increasing pumping rates while the uncertainty in concentrations has a steady growth (Fig. 10) , which is explained by the faster response of the flow equation as compared to the transport equation. In addition, the magnitudes of the two uncertainties are different because of the different extensions of the domain affected by the process: the seawater intrusion occurs only on a strip along the coast, while the piezometry reacts almost everywhere in the domain (and not along the coast). (Fig. 10) . Therefore, one cannot assume that one source of uncertainty will always be the main one.
Additional comparisons of the local probability density functions obtained under the three sets of Monte Carlo simulations indicate that there is no simple way to decouple and simplify the analysis of the uncertainty. This will lead us, in the next section, to consider only the case of joint uncertainty.
Forecasts of seawater intrusion from 2004 to 2048
Definition of the scenarios According to the Tunisian Institute of Statistics (INS 2007) , the Tunisian population will grow from 9.93 million inhabitants in 2004 to 12.74 million in 2034. This demographic growth will increase freshwater stress, especially on groundwater, over the whole country.
At the same time, most of the global climate change models (Bates et al. 2008 ) predict decreasing precipitation and increasing temperatures and hence evapotranspiration in the Mediterranean region for the next century, which will affect the hydrological cycle in many countries. In Tunisia, a reduction of 20-25 % of the annual average precipitation is expected for 2050 (Ragab and Prudhomme 2002) , which means that the precipitation in the study area will decrease from 420 mm/y to 315-336 mm/y. Since the hydrological cycle is highly non-linear, 20 % of reduction of the annual rain does not necessary mean that the recharge of the aquifer will be reduced by 20 %. The methodology used for the estimation of the recharge, described in the previous (i.e. Thornthwaite and Mather method with daily time step and with accounting for distributed soil properties), was used to investigate the effects of constant (in time) reduction of the annual rain. The results showed that 5, 10 and 20 % of reduction of the annual rain result in 20, 36 and 61 % of reduction of the aquifer recharge, respectively. Given all the uncertainty affecting the recharge estimation as well as its long-term forecasts, the natural recharge of the aquifer was assumed to be reduced by at least 20 % in 2050 both for the direct infiltration and for the recharge from the underlying aquifers.
In addition to the increasing freshwater demand and a possible reduction of the recharge of the aquifer expected for 2050, the Mediterranean Sea will most probably rise at a rate of about 2.5 mm/y on average for the next century (Mangiarotti 2003; Ranjan et al. 2006; Bates et al. 2008) . However, exploratory simulation showed that this phenomenon is expected to have a limited impact in Cape Bon during the time frame of the scenario (11 cm sealevel rise in 2048).
In order to forecast the response of the Korba aquifer to a reduction of the natural recharge and to different management scenarios, long-term stochastic forecasts were carried out. Two scenarios were considered: (Fig. 10) . Because this rate of exploitation corresponds to the continuation of a clear over-exploitation of the system-the total extraction estimated in 2004 corresponds to about 135 % of the recharge-this scenario is considered as the worst-case scenario.
& Scenario 2: the recharge is reduced linearly as for scenario 1 but the pumping rates as well are reduced linearly to reach the amount of recharge expected in 2048, which represents a progressive reduction of the pumping rates by 50 %.
The sea level rise was considered less dangerous than the other threats and was not accounted for. Considering these two scenarios, Monte Carlo simulations were continued from 2004 to 2048 with the scenario of uncertain pumping rates and uncertain hydraulic conductivity field. For reasons of consistency with reality, a concentration threshold was attributed to constrain pumping wells: pumps are deactivated (Q00) if the concentration of pumped water exceeds a relative concentration of 0.2 (C>0.2), and restarted for a concentration less than 0.1 (this threshold was taken because it corresponds to the limit below which some plants still tolerate such high concentrations of 6-7 kg/m 3 and farmers can still use it for irrigation by mixing it with less saline water to save freshwater reserves).
Results
Figures 11 and 12 show the ensemble averages of hydraulic heads and relative salt concentrations as well as the probability maps for the first and second scenarios. Those statistics were calculated from 36 Monte Carlo simulations for each scenario.
In addition to the uncertainty norms U H and U C defined in the previous, and in order to evaluate the consequences of each scenario, the area of the aquifer where the relative salt concentrations exceed 0.1 was calculated and normalized by the onshore surface of the aquifer, which gives S C>0.1 . Similarly, the normalized area of the aquifer where heads are below sea level was calculated too, which gives S
H<0
. These dimensionless indicators were computed for all the simulations in order to obtain their statistical distributions. The results are summarized in Table 3 .
If one compares first the forecasts in 2048 for both scenarios with the state of the aquifer estimated in 2004, one finds that in all cases the surface affected by seawater intrusion will increase significantly, until reaching between 30 and 41 % of the aquifer, while it was estimated to cover between 21 to 26.5 % of the aquifer in 2004 (Table 3 ). The estimated uncertainty will also rise in both cases. It is worth noting that due to the constraint of concentrations in wells (Q00 if C>0.2), a large number of wells were turned off and the total pumping in 2048 was reduced by 7 %.
When comparing the forecasts made for the two scenarios, the results show that progressively reducing the pumping rates over the whole aquifer by 50 % until 2048 will affect the heads distribution more than the salt concentrations distribution. The area S
, where heads are below sea level, will be reduced significantly from 29.7 to 11.6 % (at a probability level of 0.5), while the area S C>0.1 will be reduced only from 37.5 to 33.7 % (same probability level). This is expected for two reasons. First, as long as the hydraulic gradients will still be oriented landward (Fig. 12a) , the seawater wedge will continue to penetrate further inland even if the piezometric depression is smaller. Furthermore, dispersion is not a reversible phenomenon. Consequently, the time scale required to naturally clean up a coastal aquifer that was invaded by seawater intrusion is usually much longer than the time scale required for the invasion. This was shown in the work by Kerrou et al. (2010a) where the time required for the 0.25 iso-concentration to recede back to its natural state was estimated to be more than 1.5 centuries after the complete stop of 45 years of pumping. The reduction of the pumping rates by half until 2048 will therefore reduce the saltwater intrusion velocity but will not stop it. Most probably (P00.95), an additional 30 km 2 (9.5 % of the surface of the aquifer) will be affected by higher concentrations (C>0.1) as compared to the situation in 2004. Those computations show that the time-lag involved in seawater intrusion and recession is very important and has to be considered for planning groundwater and land use.
Summary and conclusions
This study investigated how the uncertainties on the spatial distribution of pumping rates and hydraulic conductivities can affect the knowledge of the current state and evolution of a coastal aquifer. The methodology included a stochastic model for the pumping rates and one for the hydraulic conductivity. For the setup of the geostatistical model of hydraulic conductivities, a multiGaussian distribution with geometric anisotropy was assumed. The stochastic model of the pumping rates was based on a multivariate linear regression and a geostatistical model of the residuals. The propagation of these uncertainties to predictions of heads and concentrations in the aquifer was carried out by Monte Carlo simulations using a 3D numerical model of density-dependent flow and mass transport. This was made possible by using a high performance Linux cluster in this work and grid computing in a preliminary study (Kerrou et al. 2010b ). The two sources of uncertainty were evaluated separately and jointly in order to investigate how they interact. The stochastic model was then used to forecast the head and salt concentration distributions in 2048 for two management scenarios.
It was found that the uncertainty in the hydraulic conductivity distribution had more impact on the transport predictions than the uncertainty in the spatial distribution of the discharge rates. Both sources of uncertainty affected similarly the flow predictions but slight differences could be seen when looking at the time evolution of those uncertainties. Similarly, the uncertainties on flow and transport predictions behave differently as a function of time. The uncertainty in heads react generally faster and show stronger responses than those on concentrations when the pumping rates evolve. The combined effects of the two sources of uncertainty had more impact on the flow predictions than on the transport predictions.
From a practical point of view, the results showed that if the pumping rates remain at their 2004 level in the Korba aquifer and if recharge is reduced by 20 % due to climate change, then there is a high probability (P00.95) that at least 12.8 % of the surface of the aquifer will be additionally contaminated in 2048. Reducing the pumping rates progressively by 50 % until 2048 will not result in a recession of the saltwater wedge; instead an additional 9.5 % (30 km 2 ) of the surface of the aquifer will be contaminated in 2048 especially in the central part of the aquifer. The Korba area is therefore potentially subject to important future losses in the agricultural sector. Furthermore, the situation will continue to deteriorate after 2048 in this scenario. One way to avoid the progressive deterioration of the groundwater quality that will affect the aquifer for tens of years and to reach a possible sustainable situation would be to re-allocate the groundwater extraction to ensure the complete recovery of the central depression. Indeed, the northern and southern parts of the aquifer are still showing high piezometric levels and could be exploited more. The different projects related to artificial recharge (from surface water and treated wastewater) currently implemented in the region have a positive impact at a local scale but are an order of magnitude too small to have a significant influence on the central depression. This is why a feasible approach would be to increase the extraction in the north and the south and to reduce it in the centre. Water transfer from northern regions and usage of surface water from the dams could be used to compensate the problems due to reduced extraction in the central part. The maximum amounts that could be exploited in each part of the aquifer could, therefore, be estimated by optimization based on the model described in this study in conjunction with cost analysis. This could provide the base for supporting long-term policy analysis and strategic decision making for integrated and sustainable development in the Korba region.
