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Cognitive radios are viewed as intelligent systems that can self-learn
from their surrounding environments and auto-adapt their operating
parameters in real time to improve spectrum efﬁciency. In this paper,
we have developed an RL-based framework that exploits the cognitive
radios’ capabilities to enable effective OSA, thus improving the efﬁ-
ciency of spectrum utilization. The proposed learning technique does
not require prior knowledge of the environment’s characteristics and
dynamics, yet it can still achieve high performance by learning from
interaction with the environment.
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A Transceiver Design Based on Uniform Channel
Decomposition and MBER Vector Perturbation
W. Yao, S. Chen, and L. Hanzo
Abstract—Uniform channel decomposition (UCD), as an improvement
of geometric mean decomposition (GMD), is capable of decomposing a
multiple-input–multiple-output (MIMO) channel into multiple subchan-
nels having an identical capacity. Vector precoding (VP) is a powerful
scheme, which is capable of mitigating multiuser interference (MUI) at
the transmitter, provided that the channels of the users are known. In this
paper, a novel joint transceiver design based on the UCD and the minimum
bit error rate (MBER) VP principles is proposed for MIMO systems, in
which the precoding and equalization matrices are calculated by UCD,
whereas the perturbation vector is chosen to minimize the system’s bit
error ratio (BER). This UCD-MBER-VP transceiver design outperforms
several state-of-the-art benchmark algorithms in terms of achievable BER
performance without imposing an increased computational complexity,
particularly for rank-deﬁcient systems.
Index Terms—Minimum bit error rate (MBER), multiple-input–
multiple-output (MIMO), uniform channel decomposition (UCD), vector
perturbation.
I. INTRODUCTION
Multiple-input–multiple-output (MIMO) techniques are capable of
offering high channel capacity in interference-free scenarios [1], albeit
their achievable performance is limited by the multiuser interference
(MUI).Nonetheless,theMUIcanbemitigatedeitheratthereceiver[2]
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or at the transmitter [3], as well as at both the transmitter and the
receiver [4], with the latter approach leading to a joint MIMO trans-
ceiver design. A nonlinear transceiver design based on geometric mean
decomposition (GMD) was proposed in [5]. The GMD is capable of
beneﬁciallydiagonalizingtheMIMOchannelmatrix,leadingtoidenti-
cal diagonal elements and, hence, offering identical subchannel gains.
Later, uniform channel decomposition (UCD) was proposed in [6] as
an improvement to GMD. The UCD maintains the highest possible
capacity at any SNR, and it achieves the maximal diversity gain [6].
The precoder design in [5] and [6] constitutes a Tomlinson–Harashima
style precoder (THP) [7], which is a speciﬁc implementation of the
dirty paper coding (DPC) principle [8]. THP designs are generally
outperformed by vector precoding (VP) schemes [3], [9], where each
receiver employs a modulo operation [9], but the latter imposes a
higher computational complexity.
The VP can be interpreted as a multiuser transmission (MUT)
technique, which appropriately chooses the perturbation vector [9] to
mitigate the MUI. This technique was found to be powerful in terms
of approaching the rate region of DPC [8], and it is also capable of
achieving better bit error ratio (BER) performance than other MUT
techniques. The zero-forcing-based VP principle was proposed for
MUT preprocessing in [9], whereas the MMSE-based VP (MMSE-
VP) solution was derived later in [3] for transmission in frequency ﬂat-
fading multiuser scenarios with the aid of a multiantenna transmitter.
AnimprovedMMSE-VPdesign(ImMMSE-VP)wasproposedin[10],
which calculates the precoding matrix using the MMSE-VP method
and determines the perturbation vector based on the minimum bit
error rate (MBER) criterion. The work in [9] suggested that the search
for the optimal perturbation vector can be implemented by using the
so-called sphere encoding algorithm. Several search algorithms were
later proposed in [11] and [12], which are capable of achieving near-
optimal performance while signiﬁcantly reducing the computational
complexity. These reduced-complexity search algorithms make the
implementation of the VP solution more feasible in practice.
The solution presented in [4] extended the idea of a joint transmitter
and receiver design, which was ﬁrst proposed in [5], to a GMD-
aided MMSE-VP (GMD-MMSE-VP) transceiver design. In this paper,
we propose a transceiver design based on the UCD and the MBER
vector perturbation (UCD-MBER-VP). Our novel contributions are as
follows.
1) Although the authors of [6] proposed a UCD-based THP design
(UCD-THP), to the best of our knowledge, no UCD-aided
VP transceiver design has been proposed to date in the open
literature. We, hence, propose a joint transceiver design by
intrinsically amalgamating the UCD with vector perturbation.
2) The MMSE criterion is popularly adopted in VP-related
schemes. However, since the bit error rate (BER) is the ultimate
system-performance indicator, schemes designed by minimizing
the BER criterion are attractive. We thus invoked the MBER
criterion for our transceiver design to improve its overall BER
performance and derived a novel solution based on the MBER
criterion.
3) All the benchmark designs, namely, the MMSE-VP design pro-
posed in [3], the ImMMSE-VP scheme advocated in [10], the
UCD-THP algorithm contrived in [6], and the GMD-MMSE-
VP design proposed in [4], assumed that the number of trans-
mit antennas is equal to or higher than the number of users,
that is, they all avoid the discussion of practical rank-deﬁcient
scenarios, where the number of users supported is more than the
number of transmit antennas employed. We demonstrate that our
designoutperformsallthebenchmarkdesigns,particularlyinthe
challenging rank-deﬁcient scenario. In such challenging scenar-
ios, conventional algorithms encounter error ﬂoors, whereas the
proposed scheme does not.
4) We showed that our intrinsically amalgamated design approach
imposes a similar computational complexity to that of classic
benchmark schemes.
For ease of reference, the abbreviations used to represent all the
algorithms compared in this paper are brieﬂy explained as follows.
1) MMSE-VP [3]: The precoding matrix and the perturbation
vector are chosen to minimize the system’s mean square error
(MSE). No equalization matrix is employed; hence, no coopera-
tion is required among the users. This is an MUT technique.
2) ImMMSE-VP [10]: The precoding matrix is calculated using the
MMSE-VP method, and the perturbation vector is determined
based on the MBER criterion. No equalization matrix is used;
hence, no cooperation is required among the users. This is an
MUT technique.
3) UCD-THP [6]: The precoding and equalization matrices are
calculated by the UCD, whereas the modulo operation [3] maps
the effective symbols into the fundamental Voronoi region [3]
so that the total transmit power is constrained. This is a joint
transceiver design method. Both the transmitter and the receiver
require to know the channel state information (CSI).
4) GMD-MMSE-VP [4]: The precoding and equalization matrices
are calculated by the GMD, whereas the perturbation vec-
tor is chosen to minimize the system’s MSE. This is a joint
transceiver-design technique. Both the transmitter and the re-
ceiver require knowledge of the CSI.
5) UCD-MBER-VP: In the proposed algorithm, the precoding and
equalization matrices are calculated by the UCD, whereas the
perturbation vector is speciﬁcally chosen based on the MBER
criterion. As this is a joint transceiver design method, the CSI is
required at both the transmitter and the receiver.
The rest of this paper is structured as follows: In Section II, the
MIMO system model is introduced, whereas Section III details the
proposed UCD-MBER-VP transceiver design. The simulation results
are presented in Section IV to compare our proposed design to several
existing benchmark schemes. Finally, we conclude our discourse in
Section V.
II. MULTIPLE-INPUT–MULTIPLE-OUTPUT SYSTEM MODEL
The schematic of the MIMO system considered is depicted in Fig. 1,
wherethetransmitterequippedwithN antennastransmitstheK users’
data streams1 to the receiver employing K receive antennas and K
modulo devices [9]. Frequency ﬂat-fading channels are considered,
and the channel matrix H of the system is given by
h =[ h1 h2 ··· hK] (1)
where hk =[ h1,k h2,k ··· hN,k]T, 1 ≤ k ≤ K,a n d(•)T is
the transpose operator. The channel impulse response taps hi,k for
1 ≤ k ≤ K and 1 ≤ i ≤ N are independent of each other and obey
the complex-valued Gaussian distribution with E[|hi,k|2]=1 ,w h e r e
E[•] denotes the expectation operator. The K-element original infor-
mation symbol vector is given by x =[ x1 x2 ··· xK]T,w h e r e
xk denotes the kth information symbol, and E[xxH]=σ2
xIK, with
IK denoting the (K × K)-element identity matrix and (•)H the
1The technique is equally applicable to a single-user K-layered spatial
multiplexing-based MIMO system.
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Fig. 1. Schematic of the MIMO system, where the transmitter employing N transmit antennas communicates with the receiver having K receive antennas and
K modulo devices [9].
Hermitian operator. The original symbol vector x is then perturbed
to generate the K-element perturbed vector u,a sg i v e nb y
u = x + ω (2)
where ω is a complex-valued perturbation vector, which can be
appropriately chosen to minimize the total transmission power [9], the
MSE [3], or the BER, as proposed in this paper. The channel’s white
noise vector n is deﬁned by n =[ n1 n2 ··· nK]T,w h e r enk,
1 ≤ k ≤ K is a complex-valued Gaussian random process with zero
mean, and E[|nk|2]=2 σ2
n = No.T h e(N × K)-element precoding
matrix P in Fig. 1 is given by
P =[ p1 p2 ··· pK] (3)
where pk, 1 ≤ k ≤ K is the precoder’s coefﬁcient vector for the kth
user’s data stream. Given a total radiated power ET at the transmitter,
an appropriate scaling factor should be used to fulﬁll this transmit
power constraint, which is deﬁned as [9], [13]
α =
 
ET/ Pu 2. (4)
The scaling factor α is transmitted to the receiver as side infor-
mation, where the reciprocal of α, namely, α−1, is used to scale the
received signal for maintaining unity-gain transmission. The received
signal vector ˆ y =[ ˆ y1 ˆ y2 ··· ˆ yK]T before the modulo operation
is given by
ˆ y = Q
HH
TPu + α
−1Q
Hn (5)
with the (K × K)-element equalization matrix Q in Fig. 1 deﬁned as
Q =[ q1 q2 ··· qK]. The modulo operation in Fig. 1 invoked
for ˆ yk, 1 ≤ k ≤ K is described by [9]
modτ(ˆ yk)=ˆ yk −
 
 [ˆ yk]+τ/2
τ
 
τ − j
 
 [ˆ yk]+τ/2
τ
 
τ (6)
where  [•] and  [•] represent the real and imaginary parts, respec-
tively, j2 = −1,  •  denotes the largest integer less than or equal to
its argument, and τ is a positive number [9]. If the M-point square-
shaped Gray-coded quadrature amplitude modulation (QAM) constel-
lation of
 
±
1
2
,...,±
√
M − 1
2
 
+ j
 
±
1
2
,...,±
√
M − 1
2
 
is used, the modulo operation parameter can be set to τ =
√
M [3],
[14]. Letting yk, 1 ≤ k ≤ K denote the kth user’s signal at the output
of the modulo operator, we then have yk =m o d τ(ˆ yk); thus, the
received signal vector y =[ y1 y2 ··· yK]T after the modulo
operation is given by
y =m o d τ(ˆ y) (7)
and yk, 1 ≤ k ≤ K constitutes the sufﬁcient statistics for the receiver
to detect the transmitted information data symbol xk, 1 ≤ k ≤ K.
Given x and H, the task of a joint transceiver design is to determine
theperturbationvectorω,theprecodingmatrixP,andtheequalization
matrix Q based on a speciﬁed criterion. Note that the VP principle [9],
which is speciﬁed by the design of ω and P, as well as the modulo
operation [see (6)], is a more effective means of mitigating the MUI
than a MUT technique that relies only on the precoding matrix P to
do so.
III. UNIFORM CHANNEL DECOMPOSITION-AIDED MINIMUM BIT
ERROR RATE VECTOR PRECODING TRANSCEIVER DESIGN
For notational simplicity, we restrict our discourse to the 4-QAM
scheme of M =4 . Its extension to high-order QAM schemes can be
achieved by considering the minimum symbol error rate criterion, as
in the multiuser detection case [15]. The UCD scheme [6] is used to
design the precoding matrix P and the equalization matrix Q, whereas
the design of the perturbation vector ω is based on the novel MBER
criterion. Let us denote the singular value decomposition (SVD) [16]
of H∗ as H∗ = UΛVH,w h e r e(•)∗ denotes the conjugate operator,
Λ is the (O × O)-element diagonal matrix, whose diagonal elements
{λo}O
o=1 are the nonzero singular values of H∗, U is an (N × O)-
element matrix, and VH is an (O × K)-element matrix.
We calculate the equalization matrix Q in Fig. 1 according to [6]
Q = VΦΩ
H (8)
where Φ is a (O × O)-element diagonal matrix, and Ω is a (K × O)-
element matrix. As shown in [6], Φ and Ω can be obtained by follow-
ing the approach in [17]. Explicitly, the diagonal elements {φo}O
o=1 of
Φ are found by the water-ﬁlling process as
φ
2
o(μ)=
 
μ −
β
λ2
o
 +
(9)
whereβ isdeﬁnedasβ =2 σ2
n/σ2
x,μischosensothat
 O
o=1 φ2
o(μ)=
O,a n d(a)+ =m a x {0,a}. Let us now introduce Σ = ΛΦ. Then, Ω
is obtained with the aid of the GMD, as given in [6]
 
U
 
Σ
. . . 0O×(K−O)
 
√
βIK
 
= QJRJP
H
J (10)
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Fig. 2. PDF of the decision variable sk.
where RJ is a (K × K)-element upper triangular matrix having
identical real-valued diagonal elements, QJ is a [(N + K) × K]-
element semi-unitary matrix, and PJ is a (K × K)-element unitary
matrix. The matrix Ω simply consists of the ﬁrst O columns of PH
J .
The precoding matrix P, on the other hand, is calculated according
to [6]
P = Qu
 
R
H
J
 −1
(11)
where Qu consists of the ﬁrst N rows of QJ.
Having designed P and Q, we describe the proposed VP design.
The error probability encountered at the output of the receiver after the
modulo operation of (7) for the in-phase component of the kth symbol
is a function of the perturbation vector ω, which is deﬁned by [18]
PeI,k(ω)=Prob{sgn( [xk]) [yk] < 0}. (12)
Let us deﬁne the signed decision variable sk = sgn( [xk]) [ˆ yk],
which has a mean of c
(k)
R = sgn( [xk]) [qH
k hT
k P(x + ω)], whereas
c
(k)
R is within the interval (−τ/2,τ/2) due to the effect of the modulo
operation, and the probability density function (pdf) is given by
p(sk)=
1
α−1σn
 
2πqH
k qk
exp
⎛
⎜
⎝−
 
sk − c
(k)
R
 2
2σ2
nα−2qH
k qk
⎞
⎟
⎠. (13)
Note that the decision areas are periodically extended in the sk-axis, as
illustrated in Fig. 2, where the intervals marked by − are the erroneous
decision areas having sgn( [xk]) [yk] < 0, whereas the intervals
marked by + are the error-free areas, i.e., sgn( [xk]) [yk] > 0.
Speciﬁcally, a decision error occurs when sk falls into the intervals
[(2t +1 ) τ/2,(t +1 ) τ) for −∞ <t<∞. Therefore, the BER of the
in-phase component associated with the kth symbol is given by
PeI,k(ω)=
∞  
t=−∞
(t+1)τ  
2t+1
2 τ
p(sk)dsk ≈
−3τ  
−∞
p(sk)dsk
+
−2τ  
5τ
2
p(sk)dsk +
−τ  
− 3τ
2
p(sk)dsk
+
0  
− τ
2
p(sk)dsk +
τ  
τ
2
p(sk)dsk
+
2τ  
3τ
2
p(sk)dsk +
3τ  
5τ
2
p(sk)dsk (14)
where the approximation occurs as we approximate the integrations
over all the error intervals in (−∞,−3τ) and (3τ,+∞) as the
single integration over the interval (−∞,−3τ). This approximation
is accurate owing to the near symmetry of the pdf [see (13)] in the
two regions of (3τ,+∞) and (−∞,−3τ). Furthermore, the last six
integrals on the right-hand side of the approximation are generally
much larger than the ﬁrst term. We also justiﬁed this approximation by
our intensive simulations, which is omitted here due to lack of space.
Therefore, PeI,k(ω) can be expressed as
PeI,k(ω) ≈Q
 
c
(k)
R +3 τ
α−1σn
 
qH
k qk
 
+Q
 
− 5τ
2 − c
(k)
R
α−1σn
 
qH
k qk
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−2τ − c
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qH
k qk
 
+Q
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(15)
where Q()is the standard Gaussian error function. Hence, the average
BER for the in-phase component of y at the receiver is given by
PeI,x(ω)=
1
K
K  
k=1
PeI,k(ω). (16)
Similarly, let c
(k)
I = sgn( [xk]) [qH
k hT
k P(x + ω)]. Then, the
BER of the quadrature-phase component for the kth symbol, which
is denoted as PeQ,k(ω), can be derived by replacing c
(k)
R with c
(k)
I in
(15). Then, the average BER for the quadrature-phase component of y
at the receiver is given by
PeQ,x(ω)=
1
K
K  
k=1
PeQ,k(ω). (17)
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Thus, the resultant average BER of 4-QAM signaling becomes
Pe,x(ω)=
 
PeI,x(ω)+PeQ,x(ω)
 
/2. (18)
Hence, the optimal perturbation vector ωopt is determined by solving
the following optimization problem:
ωopt =a r gm i n
ω
Pe,x(ω). (19)
The perturbation vector ω can be discrete valued [3] or continuous
valued [10]. When only the discrete-valued selection is considered, we
have
ω = τζ (20)
where ζ is a complex-valued vector taking values from the set {a +
jb} with a and b being integers. Then, the optimization problem (19)
is reduced to
ζopt =a r gm i n
ζ
Pe,x(ζ). (21)
The optimization problem (21) can readily be solved using the sphere
encoding algorithm of [9] or using the reduced-complexity algorithms
proposed in [11] and [12] at a slight performance degradation.
The computational requirements of the proposed UCD-MBER-
VP design include the UCD operation, which has comparable com-
putational complexity with the SVD [6], and the solution of the
optimization problem [see (21)], which has a signiﬁcantly higher
complexity than the UCD. Thus, the computational complexity of the
UCD-MBER-VP design is dominated by the search for the optimal
discrete-valued MBER perturbation vector. Therefore, our design may
be deemed to have a similar complexity to that of the GMD-MMSE-
VP design in [4], the MMSE-VP algorithm in [3], and the ImMMSE-
VP algorithm in [10], whose computational requirements are also
dominated by the search of the corresponding optimal discrete-valued
perturbation vectors.
More speciﬁcally, let N and K be the number of transmitter
and receiver antennas, respectively, whereas DTheScheme denotes the
extended constellation points visited when determining the discrete-
valued perturbation vector [3], [4], [10] by the scheme considered.
Then, the complexity of the ImMMSE-VP design [10] can be shown
to be
CImMMSE-VP =( 1 8 KN +7 3 K +6 N +4 ) DImMMSE-VP (22)
whereas the complexity of the MMSE-VP design [3] can be evalu-
ated as
CMMSE-VP =
 7
3
K
3 +1 3 K
2 +1 3 K − 1
 
DMMSE-VP
+9K
2N − 2K
2. (23)
On the other hand, the complexity of the GMD-MMSE-VP design [4]
can be calculated as
CGMD-MMSE-VP =
 7
3
K
3 +1 3 K
2 +1 3 K − 1
 
× DGMD-MMSE-VP +9 K
2N − 2K
2 (24)
whereas our proposed UCD-MBER-VP design has the complexity
calculated as
CUCD-MBER-VP =( 9 K
2 +1 8 KN +7 1 K +6 N +4 )
×DUCD-MBER-VP +8 K
2 − K. (25)
TABLE I
COMPUTATIONAL REQUIREMENTS OF THE FOUR DESIGNS FOR THE
4-QAM SYSTEM WITH N =4TRANSMIT ANTENNAS AND K =4
RECEIVE ANTENNAS GIVEN SNR =1 0dB
The computational requirements of these four designs are compared
in Table I for the 4-QAM system employing N =4transmit and
K =4receive antennas at SNR =1 0dB. It is clear that, in this
case, the computational complexities of the search for perturbation
vectors required by the GMD-MMSE-VP, the MMSE-VP, and the
UCD-MBER-VP are similar, whereas the ImMMSE-VP imposes an
approximately 1.5-times-higher computational complexity than that
of the MMSE-VP. The UCD-THP design [6] beneﬁts from a lower
computational complexity, but it is outperformed by all the other
designs in terms of its BER performance at high SNRs, as will be
demonstrated by the simulation results presented in Section IV.
IV. SIMULATION RESULTS
We considered the MIMO system employing N transmit anten-
nas and K receive antennas. The squared 4-QAM constellation of
{±(1/2)} + j{±(1/2)} was used; hence, we have τ =2 for the
modulo operator [see (6)]. The received signals after the modulo
operation [see (6)] were used to make decisions. The system’s SNR
w a sd e ﬁ n e da sS N R = Eb/No,w h e r eEb = σ2
x/log2 M was the
energy per bit, with M =4 . The ﬁve designs compared were the
MMSE-VP design [3], the ImMMSE-VP scheme [10], the UCD-THP
algorithm [6], and the GMD-MMSE-VP design [4], as well as our
proposed UCD-MBER-VP design (please see Section I for a brief
summary of these ﬁve designs). Only discrete-valued perturbation
vectors were considered in the related designs. All the simulation
results were averaged over 500 channel realizations.
Full-Rank System: First, we considered the case of N =3and
K =3 . Assuming the availability of the CSI at both the transmitter
and the receiver, the BER performance of the ﬁve designs is compared
in Fig. 3. It can be seen that the two MUT designs, i.e., the ImMMSE-
VP and the MMSE-VP, had a similar BER performance for this
full-rank system, whereas the GMD-MMSE-VP transceiver design
outperformed these two MUT preprocessing designs by 0.8 dB at
the BER level of 10−5. Although the UCD-THP transceiver design
achieved the best performance at low SNR values, its performance
signiﬁcantly degraded at high SNRs and was outperformed by all the
other designs. It can also be seen from Fig. 3 that the proposed UCD-
MBER-VP transceiver design achieved a 2-dB SNR gain at the target
BER of 10−5 over the GMD-MMSE-VP.
The robustness of all the ﬁve algorithms against the channel estima-
tion error (CEE) was investigated next. A complex-valued Gaussian
white noise with variance 0.01 was added to each channel tap hi,k
to represent the CEE at both the transmitter and the receiver, and the
BERs of the ﬁve designs under this CEE were depicted in Fig. 4. It can
be seen that the performances of the ﬁve designs were all degraded.
In particular, the UCD-THP scheme was seen to be very sensitive to
CEE and completely broke down. It can also be seen from Fig. 4 that
the proposed UCD-MBER-VP design was no more sensitive to CEE
than the other benchmark designs, and it maintained the best BER
performance.
Rank-Deﬁcient System: The system was then conﬁgured to use
N =2transmit and K =4receive antennas for 4 4-QAM users,
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Fig. 3. BER performance comparison of the UCD-THP design [6], the
MMSE-VP design [3], the ImMMSE-VP design [10], the GMD-MMSE-VP
design [4], and our proposed UCD-MBER-VP design for communicating over
ﬂat Rayleigh fading channels using N =3transmit antennas and K =3
receive antennas to support K =34-QAM users, assuming perfect CSI.
Fig. 4. BER performance comparison of the UCD-THP design [6], the
MMSE-VP design [3], the ImMMSE-VP design [10], the GMD-MMSE-VP
design [4], and our proposed UCD-MBER-VP design for communicating over
ﬂat Rayleigh fading channels using N =3transmit antennas and K =3
receive antennas to support K =34-QAM users, assuming imperfect CSI
with CEE.
which was a challenging rank-deﬁcient scenario. The BERs of the ﬁve
designs assuming perfect knowledge of the CSI at both the transmitter
and the receiver are shown in Fig. 5. The two joint transceiver designs,
namely, the GMD-MMSE-VP and UCD-THP schemes, encountered
high error ﬂoors, which showed that they were unable to differentiate
the users’ information in this demanding case. The MMSE-VP scheme
showed a signiﬁcantly better performance but still suffered from a
visible error ﬂoor, as shown in Fig. 5. The ImMMSE-VP algorithm
considerably outperformed the foregoing three designs and exhibited a
much reduced error ﬂoor. By contrast, the proposed UCD-MBER-VP
transceiver design outperformed the ImMMSE-VP design by about
10 dB at the target BER of 10−5, and it did not exhibit an error ﬂoor.
This showed its ability to successfully operate in the challenging
rank-deﬁcient scenario. The MMSE-VP, the ImMMSE-VP, and the
Fig. 5. BER performance comparison of the GMD-MMSE-VP design [4],
the UCD-THP design [6], the MMSE-VP design [3], the ImMMSE-VP scheme
[10], and our proposed UCD-MBER-VP design for communicating over ﬂat
Rayleigh fading channels using N =2transmit antennas and K =4receive
antennas to support K =44-QAM users, assuming perfect CSI (solid curves)
and imperfect CSI with CEE (dashed curves).
UCD-MBER-VP were then tested under the same CEE condition as
speciﬁed in the previous example, and their BERs obtained under this
CEE are also shown in Fig. 5. It can be seen that the effect of CEE was
more serious in the rank-deﬁcient case. Again, the UCD-MBER-VP
design achieved the best BER performance, and it was no more
sensitive to CEE than the other two benchmark schemes.
V. C ONCLUSION
We have proposed a joint transceiver design based on the UCD
and MBER vector perturbation. In this UCD-MBER-VP design, the
precoding and equalization matrices were calculated by the UCD,
whereas the perturbation vector was chosen based on the MBER
criterion. The BER performance of our proposed transceiver design
was compared with four benchmark designs, including the MMSE-VP
and ImMMSE-VP preprocessing schemes, as well as the UCD-THP
and GMD-MMSE-VP joint transceiver designs. The results obtained
demonstrated that the novel UCD-MBER-VP design considerably
outperforms these benchmark schemes, particularly in the challenging
rank-deﬁcient scenario. Our proposed UCD-MBER-VP design has
also been shown to have a similar complexity with those of the GMD-
MMSE-VP, MMSE-VP, and ImMMSE-VP designs.
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