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The central object of study in this work is the probability
P {Sn ∈ I} , (1.1)
where Sn = X1 + · · ·+Xn is a sum of random variables possessing some degree
of independence, and I ⊂ R is an interval, either bounded or unbounded. We
are interested in conditions on X1, · · · , Xn (depending, naturally, on I), which
guarantee that P {Sn ∈ I} is small.
The thesis covers a major part of author’s research carried out during his
PhD studies, namely those results which have some connection to combinatorics.
The work has been done in three directions: (i) obtaining probability inequalities
applicable to combinatorics, (ii) applying combinatorics to obtain probability
inequalities, and (iii) proving inequalities for concrete randomized combinatorial
objects. The three following chapters roughly correspond to these directions and
contain some results appearing in the papers of Šileikis (2009), Dzindzalieta,
Juškevičius and Šileikis (2012+), and Šileikis (2012). Some statements have
been proved only recently and have not yet been published. We indicate them
by adding a note “(unpublished)” next to the number of the statement.
1.1 Outline
Chapter 2 concerns the concentration of Lipschitz functions in product spaces.
We are mainly interested in the simplest space, the discrete cube Qn = {0, 1}n,
together with a binomial probability measure P such that
P(x) = p|x|(1− p)n−|x| for every x ∈ Qn.
The resulting probability space, which we denote by Qnp and call the weighted
cube, is a basic object in probabilistic combinatorics. The natural metric on Qn
is the Hamming distance d(x, x′), which is defined as the number of coordinates
at which x and x′ differ. A function f : Qn → R is called Lipschitz if for every
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x, x′ ∈ Qn we have
|f(x)− f(x′)| ≤ d(x, x′).
We treat f as a function of n independent Bernoulli random variables and
consider the question how tightly f is concentrated around its expectation Ef .
A standard way to study this is to associate with f a martingale sequence
M0, . . . ,Mn such that f = Mn. For instance, in applications to the theory
of random graphs, f is usually some parameter of a random structure, and
the martingale process corresponds to the exposure of the structure in small
portions, like, for example, exposure of a random graph edge by edge.
In §2.1 we compare three standard martingale inequalities which extend the
three celebrated inequalities of Hoeffding (1963) for the sums of independent
random variables. We also include a couple of improvements of these inequalities
due to Bentkus.
In §2.2 we demonstrate how these martingale inequalities imply bounds for
P {f − Ef ≥ x}. A conclusion is then made that for functions on Qnp the most
appropriate martingale inequality is the one which takes into account the vari-
ances of the martingale differences Mk −Mk−1, k = 1, . . . , n.
We finish Chapter 2 with §2.3, devoted to the folowing isoperimetric problem:
given a set A ⊂ Qnp of prescribed measure P(A), how do we minimize the
set of vertices lying close to A? More formally, let us define the t-extension
At = {x : d(x,A) ≤ t}, where
d(x,A) = min {d(x, x′) : x′ ∈ A} .
Then by an isoperimetric inequality we mean a lower bound on P(At). We
compare isoperimetric inequalities obtained by different methods and conclude
that the martingale method gives inequalities of essentially the same quality.
In Chapter 3 we obtain several optimal bounds for (1.1) when X1, . . . , Xn
are independent and distributed symmetrically around zero, while I is either
[x,∞), [x, y) or {x}. In other words, for a given interval I we determine
supP {Sn ∈ I} . (1.2)
To make the problem non-trivial, we impose certain boundedness conditions on
Xi’s. For example, when I = [x,∞), we assume that |Xi| ∈ [0, 1] for every i.
Chapter 3 is probably the most combinatorial part of the thesis, since, as it
turns out, one can interpret the probability P {Sn ∈ I} as the normalized size
of a certain family F of subsets of {1, . . . , n}. Depending on the type of I, we
show that F possesses a simple combinatorial property and then apply classical
results from the combinatorial set theory to obtain optimal bounds for |F|.
The common phenomenon observed in all the bounds we obtain is that (1.2) is
attained by sums of i.i.d. random variables.
In the first two chapters we consider classes of abstract random variables
defined by distribution restrictions. Chapter 4 contrasts with that, since we
deal there with very specific random variables arising from the basic model of
random graphs. We consider the Erdős-Rényi binomial random graph G(n, p)
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independently with probability p. Let XG be the number of copies of a fixed
graph G in G(n, p). The random variable XG can be written as the sum of
indicators of copies of G. Each indicator has the same probability, but typically
they are not independent. On the other hand, their dependence is not too
strong, since, as one can easily see, a given copy of G has no common edges
with most of the remaining copies.
We are interested in exponential bounds for the probability P {XG ≥ tEXG},
for t > 1 constant. The problem has asymptotic nature and the goal is to
determine the order of magnitude of
− logP {XG ≥ tEXG} , as n→∞. (1.3)
Analogous problem for the lower tail P {XG ≤ tEXG}, t ∈ [0, 1), was solved in
late 1980’s by Janson,  Luczak and Ruciński (1990) and Janson (1990). However,
the upper tail proved to be much harder to deal with. It gave rise to a series of
papers introducing new bounds for tails of sums of dependent random variables
(see, e.g., a survey by Janson and Ruciński (2002)).
The best general result for the upper tail was achieved by Janson, Oleszkie-
wicz and Ruciński (2004) who gave upper and lower bounds differing by a factor
log 1/p in the exponent. Since then this logarithmic gap has been closed for
specific G’s. For example, DeMarco and Kahn (2012+) have dealt with complete
graphs Kr and conjectured the precise asymptotics of (1.3). We prove several
results supporting their conjecture.
1.2 Preliminaries
1.2.1 Asymptotic notation
Throughout the paper we use the standard notation relating the asymptotic be-
haviour of two sequences of numbers (an) and (bn) as n→∞ (see, e.g., Janson,
 Luczak and Ruciński (1990), §2.1). We restate the definitions for completeness.
Let us assume that bn > 0 for n sufficiently large. Then
• an = O(bn), if there are constants n0 and C such that |an| ≤ Cbn for
n > n0;
• an = Ω(bn), if there are constants n0 and C such that an ≥ Cbn (note
that this implies an > 0 for large n);
• an = Θ(bn), if an = O(bn) and an = Ω(bn);
• an  bn, if an = Θ(bn);
• an ∼ bn, if an/bn → 1 (note that relations  and ∼ are symmetric);
• an = o(bn), if an/bn → 0 as n→∞;
• an  bn or bn  an, if an ≥ 0 and an = o(bn).
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1.2.2 Probability inequalities
In the proofs below we will use a couple of standard probabilistic tools.
The one-sided Chebyshev inequality : for any random variable X with expec-
tation EX = µ and finite variance σ2 = VarX and x > 0




Inequality (1.4) is equivalent to the following lower bound for the probability
that X is not much less than its expected value (cf. Janson, Oleszkiewicz and
Ruciński (2004, Lemma 3.2)):




Proof. Noting that Var(µ−X) = VarX = σ2 and using (1.4), we get







Chernoff’s bound (see, e.g., Janson,  Luczak and Ruciński (2000, Theorem
2.1)): if Bn ∼ Bi(n, p) is a binomial random variable and ϕ(ε) = (1 + ε) log(1 +
ε)− ε, then
P {Bn ≥ (1 + ε)np} ≤ exp {−npϕ(ε)} , ε > 0. (1.6)
Sometimes the following slightly weaker form is more convenient, being useful
for x > enp:





, x > 0. (1.7)
As a matter of fact, inequality (1.7) can be proved directly very easily writing














Further write q = 1− p. When x is of the same order as the variance VarBn =
npq, it is often sufficient to use the following Bernstein-type bound (see, e.g.,
Hoeffding (1963, (2.13)), Janson,  Luczak and Ruciński (2000, (2.14)))






, x > 0. (1.8)
Bound (1.8) is a special case of Theorem 2.5 we will state in §2.1.
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Let us write QN = {0, 1}N for the discrete hypercube or, simply, the cube.
Consider a product probability measure Pp on QN induced by a sequence of
N independent biased coin tosses, each toss landing heads with probability p.






The measure Pp turns QN into a probability space, which we denote as QNp and
call the weighted cube.
A natural partial order on QN is defined by setting x ≤ y whenever xi ≤ yi
for every i. We say that the event A ⊆ QN is increasing (decreasing), if
y ≥ x ∈ A (y ≤ x ∈ A) implies y ∈ A.
The FKG inequality (see, e.g., Janson,  Luczak and Ruciński (1990, Theorem
2.12)), which in the presented special case is also known as Harris’ Lemma (see,
e.g., Bollobás and Riordan (2006, Lemma 2.3)), implies that monotone events
are positively correlated. That is, for any two increasing (decreasing) events
A,B ⊆ QN we have
Pp(A ∩B) ≥ Pp(A)Pp(B), (1.10)
and, by induction, for any increasing (decreasing) events A1, . . . , Ak




The FKG inequality immediately implies that if A is increasing and B is de-
creasing, then
Pp(A ∩B) ≤ Pp(A)Pp(B). (1.12)
Given a graph F , consider a random subgraph Fp of F in which every edge
is present independently with probability p. Such random graph is naturally
associated with the weighted cube QNp , where N = e(F ). Given an arbitrary
ordering e1, . . . , eN of the edges of F , we assign to x ∈ QN the graph with the
edge set {ei : xi = 1}.
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Chapter 2
Lipschitz functions on the
weighted cube
The aim of this section is to state and prove a convenient and efficient concentra-
tion inequality for Lipschitz functions on the weighted cube Qnp . In §2.1 we recall
a few classical inequalities for martingales together with their improvements due
to Bentkus. In §2.2 we state inequalities for Lipschitz functions corresponding to
the martingale inequalities from §2.1. Finally, we apply the Lipschitz function
inequalities to the isoperimetric problem on the weighted cube and compare the
results with the isoperimetric inequalities obtained by other methods.
The present section is mainly expository with an intention to complement
certain aspects of the surveys McDiarmid (1989) and McDiarmid (1998), which
we will quote frequently. The original content of the section consists of Corol-
laries 2.9 and 2.10 and Theorem 2.15.
2.1 Martingale inequalities
Given a probability space (Ω,F ,P), by a filtration we mean an increasing se-
quence of σ-fields
F0 ⊂ F1 ⊂ · · · ⊂ Fn ⊂ F .
A sequence of random variables M0,M1, . . . ,Mn is a martingale, if Mi is Fi-
measurable for every i = 0, . . . , n, and E[Mi | Fi−1] = Mi−1 for i ≥ 1. For
convenience, let us assume that F0 = {∅,Ω} so that M0 = EM1 = · · · = EMn.
Define random variables Yi = Mi −Mi−1, i = 1, . . . , n. We call Y1, . . . , Yn
the martingale difference sequence. Note that we can reconstruct the martingale
by setting
Mi = M0 + Y1 + · · ·+ Yi, i = 0, . . . , n.
Let us recall the famous Hoeffding-Azuma inequality for martingales with boun-
ded differences.
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Theorem 2.1 (McDiarmid (1989, Theorem 5.7)). Let a1, . . . , an, r1, . . . , rn be
real numbers. Suppose that ai ≤ Yi ≤ ai + ri, i = 1, . . . , n. Then for x > 0









Hoeffding (1963) proved (2.1) for independent Y1, . . . , Yn and remarked that it
can be proved for general martingales with minor changes in the proof. In the
case when ai = −ri/2 for every i, Azuma (1967) proved (2.1) for a class of
random variables, which includes martingales.
The bound (2.1) can be extended by noticing that it depends only on the
conditional ranges of Yi’s. Consequently, we can assume that in the assumption
ai ≤ Yi ≤ ai + ri the parameter ai is random and depends only on the past,
that is Fi−1. Let us make this statement precise.
Theorem 2.2 (McDiarmid (1989, Theorem 6.7)). Suppose that for each i =
1, . . . , n there is a real number ri and a Fi−1-measurable random variable ai
such that
ai ≤ Yi ≤ ai + ri. (2.2)




i )/4n. Then for x ≥ 0
P {Mn −M0 ≥ x} ≤ e−x
2/2nσ2 . (2.3)
Note that condition (2.2) is satisfied with ai = −ri/2, if Y1, . . . , Yn are
independent two-point random variables such that
P {Yi = −ri/2} = P {Yi = ri/2} = 1/2.
In this case VarMn = nσ
2. Therefore, by the DeMoivre-Laplace limit theorem,
the constant in the exponent of (2.3) is optimal. On the other hand, the right
hand side of (2.3) is a rough estimate of the tail P {Z ≥ x/σ
√
n}, where Z is
the standard normal random variable. Bentkus (2007) showed that under the
assumption (2.2) we can use the normal tail as an upper bound.
Theorem 2.3 (Bentkus (2007, Theorem 1.1)). Under the conditions of Theo-
rem 2.2, we have










where Φ(t) = P {Z < t} = (2π)−1/2
∫ t
−∞ e
−x2/2dt is the distribution function of
a standard normal random variable, and c < 8 is an absolute constant.
The second inequality in (2.4) follows from a standard estimate of the normal
tail. It shows that (2.4) is better than (2.3) for x ≥ c(2π)−1/2σ
√
n.
If we know not just the widths of the ranges of Yi’s, but also that these
ranges are asymmetric with respect to zero (say, shifted to the right), we can
improve the bounds above. For this, let us recall the martingale version of one
of Hoeffding’s inequalities.
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Theorem 2.4 (McDiarmid (1998, Theorem 3.12)). Suppose that Y1, . . . , Yn is
a martingale difference sequence and for every i = 1, . . . , n there is a constant
pi such that −pi ≤ Yi ≤ 1− pi . Let p = (p1 + · · ·+ pn)/n. Then for x > 0














Note that Theorems 2.2 and 2.3 still apply under the conditions of Theorem
2.4, but the bounds they give correspond to a normal random variable with
variance n/4. When x = O(np) and p is small, by applying Theorem 2.4, we
gain a factor of order 1/p in the exponent.
Let p0 ∈ [0, 1] be a small number and assume that n is even. Consider the
conditions of Theorem 2.4, when half of the pi’s equal p0 and the remaining half
equal 1 − p0. In such case we get no improvement over the Hoeffding-Azuma
bound even if p0 is small, since the average of the pi’s is 1/2. However, we know
that VarMn is at most np0(1−p0), which is much less than n/4. To exploit the
information about the variance, we need the martingale version of Bernstein’s
inequality (which, for binomial random variables, we stated as inequality (1.8)
in §1.2.2).
Theorem 2.5 (McDiarmid (1998, (39))). Suppose that Y1, . . . , Yn is a martin-
gale difference sequence. Assume that there are constants b, σ1, . . . , σn > 0 such
that
Yi ≤ b and E[Y 2i | Fi−1] ≤ σ2i for every i = 1, . . . , n. (2.7)
Let σ2 = (σ21 + · · ·+ σ2n)/n. Then for x > 0







Just like Bentkus’ inequality (2.4) replaces the Hoeffding-Azuma bound with
a normal tail, the bound (2.8) can be replaced with a binomial tail, as was shown
by Bentkus (2004).
Before proceeding to Bentkus’ result, let us introduce some new notation.
Given a random variable X with a survival function G(x) = P {X ≥ x}, let
function G◦ be the log-concave hull of G, that is, the minimal function such
that G◦ ≥ G and the function x 7→ − logG◦(x) is convex. Of course, if X is
bounded from above by, say, b, then G(x) = 0 for x > b. To avoid concerns
about the definition of G◦ in such situation, let us make an agreement that
log 0 = −∞ and recall that a function f : R→ (−∞,∞] is convex whenever the
set
{
(x, y) ∈ R2 : y ≥ f(x)
}
is convex. Define P◦ {X ≥ x} = G◦(x), x ∈ R.
Let us further assume that X = αBn + β, where α, β ∈ R, α 6= 0, and
Bn ∼ Bi(n, p) is a binomial random variable. It is known (see, e.g., Bentkus
(2004)) that for such X we have G◦(x) = G(x) whenever G(x) = 0 or 1 or
when x is a jump point of G, while between the jump points G◦ is obtained by
11






Figure 2.1: x→ P {Bn ≥ x} (dashed), x→ P◦ {Bn ≥ x} (solid), n = 4, p = 1/2.
log-linear interpolation. More precisely, if x < z < y and x, y are adjacent jump
points of G, then
G◦(z) = G(x)1−λG(y)λ if z = (1− λ)x+ λy.
In particular, G◦ is continuous everywhere except for the point x = αn + β,
where G◦ jumps from pn to 0, and differentiable everywhere except for the
jump points. See Figure 2.1 for the graphs of P {Bn ≥ x} and P◦ {Bn ≥ x},
when n = 4 and p = 1/2.
Note that for the binomial tail one can obtain cruder bounds without the
symbol P◦ by using the following estimate:
P◦{Bn ≥ x} ≤ P{Bn ≥ bxc}. (2.9)
Theorem 2.6 (Bentkus (2004, Theorem 1.1)). Suppose that martingale dif-
ferences Y1, . . . , Yn satisfy the conditions (2.7), and σ
2 = (σ21 + · · · + σ2n)/n.
Let
Sn = Sn(b, σ
2) = ξ1 + · · ·+ ξn (2.10)
be a sum of i.i.d. random variables such that











Then, for every x ∈ R,
P {Mn −M0 ≥ x} ≤ cP◦ {Sn ≥ x} . (2.11)
where c = e2/2 is an absolute constant.
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Remark. Simple changes in the proof of Theorem 2.6 yield (2.11) under a weaker
condition
E[Y 21 | F0] + · · ·+ E[Y 2n | Fn] ≤ nσ2.
Remark. Note that random variables ε1, . . . , εn satisfy
Eεi = 0, Var εi = σ2, εi ≤ b.
Consider (2.11) as a bound in terms of n, b, and σ. Suppose that x is a jump
point of the function x → P {Sn ≥ x}. Then P◦ {Sn ≥ x} = P {Sn ≥ x}, and
therefore, by putting Mn = Sn, we get that (2.11) is optimal up to the constant
factor c.
One can obtain more analytically manageable bounds from (2.11) by apply-
ing one’s favourite bounds for the binomial tails, including those we introduced
in §1.2.2. For instance, note that the right-hand side of (1.8) is a log-concave
function of x. Therefore we get







which shows that (2.11) essentially subsumes (2.8).
2.2 Concentration of Lipschitz functions
Let X = (X1, . . . , Xn) be a vector of independent random variables, with Xi
taking values in a measurable space Ai for each i. Suppose that a measurable
function f : A1×· · ·×An → R is separately Lipschitz with constants r1, . . . , rn.
That is,
|f(x)− f(x′)| ≤ ri, (2.12)
whenever vectors x and x′ differ only in the ith coordinate. For simplicity,
instead of f(X) let us just write f .
We are interested in how tightly f is concentrated around its expectation
Ef . A standard technique to study this is to define a filtration
Fk = σ(X1, . . . , Xn), k = 0, . . . , n,
and consider Doob’s martingale
Mk = E[f | Fk], k = 0, . . . , n. (2.13)
Note that M0 = Ef and Mn = f . Now we can apply the martingale inequalities
presented in the previous section.
As was noted by McDiarmid (1989), for every k = 1, . . . , n
gk(X1, . . . , Xk−1) ≤Mk ≤ gk(X1, . . . , Xk−1) + rk,
where the function gk is defined by
gk(x1, . . . , xk−1) = inf
yk∈Ak
Ef(x1, . . . , xk−1, yk, Xk+1, . . . , Xn),
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so the martingale differences Yk = Mk−Mk−1, k = 1, . . . , n, satisfy the condition
(2.2) with Fk−1-measurable random variables ak = gk(X1, . . . , Xk−1) −Mk−1.
Therefore Theorem 2.2 implies the following inequality, well known in the com-
binatorial community.
Corollary 2.7 (McDiarmid (1989, Lemma 1.2) ). For f as above and x > 0,












If instead of Theorem 2.2 we apply Theorem 2.3, we get the following result,
which is the essential part of Corollary 3.1 in Bentkus (2007).
Corollary (Bentkus (2007)). Under the assumptions of Corollary 2.7, we have










We further consider a special setting of importance to the theory of random
graphs. Let A1 = · · · = An = {0, 1} and X1, . . . , Xn be independent Bernoulli
random variables with probability p, that is P {Xi = 1} = p and P {Xi = 0} =
q := 1 − p. In other words, we are interested in the concentration of Lipschitz
functions on the weighted cube Qnp introduced in §1.2.2.
As an example, consider the function f (x) = x1 + · · · + xn, which satis-
fies (2.12) with r1 = · · · = rn = 1. Then (2.14) reads as







Since X1 + · · ·+Xn ∼ Bi(n, p), (1.8) implies






, x ≥ 0, (2.16)
which is much better than (2.15) when x  n and p is close to 0 or 1. The
heuristic reason for this is that in (2.15) we do not take into account the knowl-
edge of the parameter p. Roughly speaking, bound (2.15) corresponds to the
intuitively worst choice of p, that is, p = 1/2.
The argument of McDiarmid (1989) shows that Theorem 2.4 implies concen-
tration inequalities for monotonous Lipschitz functions on the weighted cube.
We give the proof, since it will be useful in the proof of upcoming Corollary 2.9.
Corollary 2.8 (McDiarmid (1989)). Suppose that f : Qn → R satisfies (2.12)
with r1 = · · · = rn = 1 and f(x) ≤ f(y) whenever xi ≤ yi for every i. Then for
x > 0















Proof. In view of Theorem 2.4, it is enough to show that the differences Y1, . . . , Yn
of the martingale (2.13) satisfy
−p ≤ Yk ≤ q = 1− p, k = 1, . . . , n.
Fix a vector x ∈ {0, 1}k−1. Conditioned on the Fk−1-measurable event
{X1 = x1, . . . , Xk−1 = xk−1} ,
the random variable Yk takes two values, say, s and t, such that
s = Ef(x1, . . . , xk−1, 0, Xk+1, . . . , Xn)− Ef(x1, . . . , xk−1, Xk, . . . , Xn),
t = Ef(x1, . . . , xk−1, 1, Xk+1, . . . , Xn)− Ef(x1, . . . , xk−1, Xk, . . . , Xn).
Monotonicity of f implies that s ≤ t, and the Lipschitz condition implies that
t−s ≤ 1. Values s and t are taken with probabilities q and p, respectively. Since
E[Yk | Fk−1] = 0, we get that sq+ tp = 0, whence −p ≤ s, t ≤ q, as desired.
Next we show that (2.17) holds even if f is not monotonous. Using Theorem
2.5, we obtain the following extension of (2.17).
Corollary 2.9. Let f : Qn → R be a function satisfying condition (2.12) and
X = (X1, . . . , Xn) be independent Bernoulli random variables with parameter
0 < p ≤ 1/2. Let b = qmax {r1, . . . , rn} and σ2 = pq(r21 + · · · + r2n)/n. Then
for x > 0




2 (nσ2 + bx/3)
}
. (2.19)
In particular, if r1 = · · · = rn = 1, then







Remark. Since Theorem 2.5 is already a standard tool within the combinatorial
community, we believe that inequality (2.19) is now an “obvious corollary” to
anyone who is familiar enough with the martingale method, and we are not sure
who should be credited as its authors. See, e.g., §8.2 of Dubhashi and Panconesi
(2009) for discussions about inequalities similar to (2.19).
Remark. For p > 1/2, one should interchange the roles of 0 and 1 before applying
Corollary 2.9. To get a bound for the lower tail P {f − Ef ≤ −x}, one should
apply Corollary 2.9 to the function −f . An analogue of (2.18) cannot be true,
since bound (2.20) applies both to functions f(x) = x1 + · · · + xn and f(x) =
−x1−· · ·−xn, so it must be a bound for the heavier of the two tails. The reason
for this limitation is that, informally speaking, by discarding the assumption of
monotonicity we “lose the sense of orientation” in the cube.
Proof of Corollary 2.9. In view of Theorem 2.5, it is enough to show that dif-
ferences Y1, . . . , Yn of the martingale (2.13) satisfy inequalities
Yk ≤ qrk, E[Y 2k | Fk] ≤ r2kpq, k = 1, . . . , n.
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Similarly as in the Proof of Corollary 2.8, we obtain that conditioned on the
event
{X1 = x1, . . . , Xk−1 = xk−1} ,
the random variable Yk takes two values s and t such that
s = Ef(x1, . . . , xk−1, 0, Xk+1, . . . , Xn)− Ef(x1, . . . , xk−1, Xk, . . . , Xn),
t = Ef(x1, . . . , xk−1, 1, Xk+1, . . . , Xn)− Ef(x1, . . . , xk−1, Xk, . . . , Xn).
The Lipschitz condition implies that
|t− s| ≤ rk. (2.21)
Values s and t are taken with probabilities q and p, respectively. However, f is
not necessarily monotonous, so we have no information which one of s and t is
greater. Nevertheless, since E[Yk | Fk−1] = 0, we get that sq + tp = 0, which
implies that s = −tp/q. Substituting this into (2.21), we obtain |t| ≤ qrk, and
therefore |s| ≤ prk. Recalling that p ≤ 1/2, we get that Yk ≤ max {s, t} ≤ qrk
and
E[Y 2k |X1 = x1, . . . , Xk−1 = xk−1] = s2q + t2p ≤ r2kpq,
as desired.
If in the proof above we use Theorem 2.6 instead of Theorem 2.5, we obtain
the following corollary.
Corollary 2.10 (Šileikis (2009)). Under the conditions of Corollary 2.9,
P {f − Ef ≥ x} ≤ cP◦ {Sn ≥ x} ,
where Sn = Sn(b, σ
2) is the random variable defined by (2.10) and c = e2/2 is
an absolute constant.
In particular, if r1 = · · · = rn = 1, then
P {f − Ef ≥ x} ≤ cP◦ {Bn ≥ np+ x} ≤ cP {Bn ≥ bnp+ xc} , (2.22)
where Bn ∼ Bi(n, p) is a binomial random variable.
Remark. The second inequality in (2.22) comes from (2.9).
2.3 Applications to the isoperimetry of the cube
A natural distance on the cube Qn = {0, 1}n is the Hamming distance defined
by
d(x, y) = |x1 − y1|+ · · ·+ |xn − yn|.
In other words, the distance between two vertices is the number of coordinates
in which they differ. Given a subset A ⊂ Qn and x ∈ Qn, let d(A, x) =
min {d(x, y) : y ∈ A}. For t ≥ 0 define the t-extension of A by
At := {x ∈ Qn : d(A, x) ≤ t}.
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Recall that Pp is the probability measure on Qn induced by n independent
biased toin cosses with success probability p (see (1.9)).
By an isoperimetric inequality we mean a lower bound on Pp(At) in terms
of Pp(A) and t. Note that if p = 1/2, then Pp is just the normalized counting
measure, that is, P1/2(A) = |A|2−n. The best possible isoperimetric inequality
in this case was obtained by Harper (1966) (see also Leader (1991) and McDi-
armid (1989)). Let Br be the ball in the Hamming metric d of radius r centered
at the zero vector, i.e.,
Br := {x ∈ Qn : x1 + · · ·+ xn ≤ r} , r ≥ 0.
Note that if A = Br, then At = Br+t. Harper’s result, in particular, implies
that if |A| = |Br|, r ∈ N, then |At| ≥ |Br+t|. In other words, among sets of
size |Br|, the t-extension is minimized by Br. Bollobás and Leader generalized
Harper’s result for down-sets A ⊂ Qnp for arbitrary p. Recall that A ⊂ Qn is a
down-set (up-set), if x ≤ y (x ≥ y) and y ∈ A imply x ∈ A.
Theorem 2.11 (Bollobás and Leader (1991)). Let A ⊆ Qnp be a down-set with
Pp(A) ≥ Pp(Br), r ∈ {0, 1, . . . }. If t > 0, then Pp(At) ≥ Pp(Br+t).
Theorem 2.11 can be reformulated as a concentration inequality. Recall that
X1, . . . , Xn are i.i.d. Bernoulli random variables. Define a function f : Q
n
p → R
by f(x) = d(A, x). Let us, as usual, write f instead of f(X1, . . . , Xn). Then
the statement of Theorem 2.11 is that if P {f = 0} ≥ P {X1 + · · ·+Xn ≤ r},
r = 0, 1, . . . , then
P {f ≤ t} ≥ P {X1 + · · ·+Xn ≤ r + t} , t ≥ 0. (2.23)
One could compare isoperimetric inequalities using the following test. Given a
small number α ∈ (0, 1), what is the smallest t such that Pp(A) ≥ α implies
Pp(At) ≥ 1− α? In other words, how fast a tiny set expands to occupy almost
the whole cube? Let
t∗ = t∗(n, p, α) := inf {t > 0 : Pp(A) ≥ α implies Pp(At) ≥ 1− α} . (2.24)
The better an isoperimetric inequality, the smaller upper bound for t∗ it should
give.
Applying various bounds for the binomial tail, Bollobás and Leader (1991)
derive several exponential isoperimetric inequalities from (2.23). We reformulate
(by changing notation) the last theorem in Bollobás and Leader (1991) in such
a way that it easily implies an upper bound for t∗.
Theorem 2.12 (Bollobás and Leader (1991)). Let n = 1, 2, . . . , p ∈ (0, 1/2],
and α ∈ [0, 1] be such that
q/3 ≤ log 1/α ≤ np/48.
If A ⊆ Qnp is a down-set or up-set and satisfies
Pp(A) ≥ α, (2.25)
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then for t ≥
√
12np log 1/α
Pp(At) ≥ 1− α. (2.26)
Thus Theorem 2.12 implies t∗ ≤
√
12np log 1/α.
Note that f(x) = d(A, x) is a Lipschitz function and it satisfies (2.12) with
r1 = · · · = rn = 1, since changing one coordinate of x can only increase or
decrease d(A, x) by at most one. Therefore it is natural to try to bound Pp(At)
using Corollary 2.7, the consequence of the Hoeffding-Azuma inequality. Bol-
lobás and Leader (1991) noted that Theorem 2.12 gives much better bounds
than what can be obtained from Corollary 2.7. McDiarmid (1989) pointed
out that this is not because of the weakness of the martingale method, but
simply because the Hoeffding-Azuma inequality is too general. Noting that
f(x) = d(A, x) is an increasing function (since A is a down-set), McDiarmid
(1989) obtained the following result from Corollary 2.8, thus avoiding the exact
isoperimetric inequality (2.23).
Theorem 2.13 (McDiarmid (1989, Proposition 7.15)). Let A ⊂ Qnp be a down-
set of measure Pp(A) = α ∈ (0, 1). If t ≥ t0 :=
√
2np log 1/α, t ∈ Z, then







If, in addition, t ≤ t0 + np, then













np log 1/α, then by (2.27) we have















np log 1/α, and therefore is
as good as Theorem 2.12, at least for down-sets.
So far we have assumed that A ⊆ Qnp is a down-set. Can one obtain a good
lower bound for Pp(At) without this assumption? We cannot apply Corollary
2.8, since f(x) = d(A, x) is not necessarily monotonous, but we can apply
Corollary 2.9. The following isoperimetric inequality for general sets (not just
down-sets) in Qnp is given by Corollary 2.3.2 in Talagrand (1995).
Theorem 2.14 (Talagrand (1995)). There is an absolute constant C such that
if a A ⊂ Qnp has measure Pp(A) =: α ∈ (0, 1) and√
4npq log 1/α =: t2 ≤ t ≤ npq,
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then











Talagrand’s proof avoids martingales. We conclude this section by showing
that the martingale method gives a similar isoperimetric inequality as (2.28)
under similar conditions.
Theorem 2.15 (Šileikis (unpublished)). Suppose that set A ⊂ Qnp has measure
Pp(A) =: α ∈ (0, 1). There is a constant C ∈ (0, 3) such that if√
Cnpq log 1/α =: t3 ≤ t ≤ npq, (2.29)
then







Proof. Let X be a random element of Qnp distributed according to the measure
Pp. Let f = f(X) = d(A,X). As we have already noticed, function f satisfies
the Lipschitz property (2.12) with r1 = · · · = rn = 1. Without loss of generality,
we can assume that p ≤ 1/2. Therefore, assuming t ≥ Ef , (2.20) of Corollary
2.9 implies that








The quality and the range of validity of (2.31) depend on how well one can
bound the expectation µ := Ef from above. To conclude the proof, it suffices
to show that µ ≤ t3. Writing l = log 1/α, by (2.29) we have√
Cnpql ≤ npq. (2.32)
Applying (2.20) of Corollary 2.9 to the non-positive function −f , we get
α = P {−f = 0} = P {−f ≥ 0}








Therefore µ2 ≤ 2q(np+ µ/3)l. Solving this quadratic inequality, we get
µ ≤ ql/3 +
√
q2l2/9 + 2npql.





















the last inequality being true for sufficiently large C. As a matter of fact, it is
not hard to see, that we can take C < 3.
Elementary calculations show that both Theorems 2.14 and 2.15 give upper
bounds for t∗ of the order
√
npq log 1/α, so, as long as we only care about the
order of the bound, the aforementioned theorems are equivalent.
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Chapter 3
Sums of symmetric random
variables
Let a1, . . . , an be real numbers, and ε1, . . . , εn be independent random variables,
each taking values −1 and 1 with probabilities 1/2. The purpose of this section
is to obtain several optimal bounds for the probability
P {a1ε1 + · · ·+ anεn ∈ I} ,
where I ⊂ R is an interval (unbounded or bounded, and, in particular, just a
singleton). Depending on the properties of I, we assume appropriate bounded-
ness conditions on ai’s. In §3.2 we consider the case when I = [x− r, x+ r) and
the bound is depends only on r, but not on x. This is the classical Littlewood-
Offord problem of the 1940’s, which we reprove using a short self-contained ar-
gument. Theorem 3.5 in §3.3 provides an improvement to a Littlewood-Offord-
type bound by giving a bound that depends also on x. In §3.4 we give optimal
bounds for the tail probabilities, that is, when I = [x,∞) (Theorem 3.10). Fi-
nally, in §3.5 we prove that all the previous results of the present section can be
extended to arbitrary symmetric random variables (not just two-point).
The section is mainly based on the paper of Dzindzalieta, Juškevičius and
Šileikis (2012+) and most results here are statements from this paper: either in
their original form or extended in an obvious way.
3.1 Notation and basic facts
We write A ⊆ B and A ⊂ B to denote the facts that A is a subset of B and
A is a proper subset of B, respectively. We will make statements about set
systems starting with some ground set X, in most cases X being finite. Let
P(X) stand for the power set of X, that is, the family of all subsets of X,
and let X(k) be the family of all subsets of X of size k. Usually we will choose
X = [n] = {1, . . . , n}, in which case P[n] = P([n]) is a disjoint union of the n+1
21
level sets [n](k), k = 0, . . . , n. Given A ⊆ X, we write Ac for the complement
of A ⊆ X, that is, X \A. Finally, let us recall that the symmetric difference of
two sets A and B is the set A4B := (A ∪B) \ (A ∩B).
A family F ⊆ P(X) is called a chain, if every two sets A,B ∈ F are nested,
which means that either A ⊆ B or B ⊆ A. A family F is called a Sperner
family, or an antichain, if no two distinct sets in F are nested. Simple examples
of Sperner families are the level sets [n](k). The reason for the terminology is
a result by Sperner (1928) (see, e.g., Bollobás (1986)), which states that no
Sperner family contains more elements than [n](bn/2c), the largest level set of
P[n]. Here and below bxc stands for the greatest integer not exceeding x and
dxe for the least integer not less than x.







A family is said to be r-Sperner, if it does not contain a chain of length r+1,
that is A1 ⊂ · · · ⊂ Ar+1. Note that a 1-Sperner family is just a Sperner family.
3.2 The Littlewood-Offord problem
Let a1, . . . , an ∈ C be complex numbers such that |ai| ≥ 1 for every i. Consider
the 2n sums of the form
±a1 ± · · · ± an.
Littlewood and Offord (1943) asked at most how many of these sums can lie
inside a circle of a given radius r. Let us consider the simplest interesting
case r = 1. Erdős (1945) noticed that if a1, . . . , an are real numbers, then by





. Indeed, note that we








and observe that for every x ∈ R the family
F = {A ⊆ [n] : sA ∈ (x− 1, x+ 1)} (3.2)
is an antichain. To see this, suppose that A,B ∈ F and A ⊂ B. Then





What is more, Erdős gave a best possible bound on the number of sums
falling in an interval of arbitrary width. Assuming, as above, that a1, . . . , an ≥ 1,
notice that for every r = 1, 2, . . . and x ∈ R the family
{A ⊆ [n] : sA ∈ (x− r, x+ r)}
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is r-Sperner. Erdős generalized Theorem 3.1 by showing that the size of an
r-Sperner family is at most the sum of the r largest binomial coefficients in n.
Theorem 3.2 (Erdös (1945)). Let a1, . . . , an be real numbers such that |ai| ≥ 1
for every i. For every r = 1, . . . , n , the number of sums of the form ±a1±· · ·±an
falling in an open interval of length 2r is at most the sum of the r largest
binomial coefficients in n.
Note that Theorem 3.2 is best possible, for if we choose a1 = · · · = an = 1,
then the r most popular sums lie in, say, the interval (1/2− r, 1/2 + r).
We present an alternative proof of Theorem 3.2 due to Dzindzalieta, Juškevi-
čius and Šileikis (2012+), which avoids considering r-Sperner systems. For this
we reformulate Theorem 3.2 in probabilistic terms. Let
Wn = ε1 + · · ·+ εn
be the sum of independent random signs εi, where
P {εi = −1} = P {εi = 1} = 1/2.
We will refer to Wn as a simple random walk with n steps. Note that the sum
of the r largest binomial coefficients can be written as 2nP {Wn ∈ [−r, r)}. A
moment’s thought reveals that the content of Theorem 3.2 does not change if
one considers half-open intervals instead of the open ones. Therefore, Theorem
3.2 is equivalent to the following result.
Theorem 3.3 (Dzindzalieta, Juškevičius and Šileikis (2012+)). Let a1, . . . , an
be real numbers such that |ai| ≥ 1. For every r = 0, 1, . . . ,
max
x∈R
P {a1ε1 + · · ·+ anεn ∈ [x− r, x+ r)} ≤ P {Wn ∈ [−r, r)} .
For purely technical reasons we have included in the statement of Theorem 3.3
the trivial cases r = 0 and r > n.
Proof of Theorem 3.3. Let us write Sn = a1ε1 + · · ·+anεn. We can assume that
a1 ≥ a2 ≥ . . . ≥ an ≥ 1. Without loss of generality we can also take an = 1.
This is because
P {Sn ∈ [x− r, x+ r)} ≤ P {Sn/an ∈ [x− r, x+ r)/an}
≤ max
x∈R
P {Sn/an ∈ [x− r, x+ r)} .
We use induction on n. The claim is trivial for n = 0, so let us prove the
induction step assuming n ≥ 1. For r = 0 the statement is again trivial, so
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assuming r ≥ 1 we get
P {Sn ∈ [x− r, x+ r)}
= 12P {Sn−1 ∈ [x− r − 1, x+ r − 1)}+
1
2P {Sn−1 ∈ [x− r + 1, x+ r + 1)}
= 12P {Sn−1 ∈ [x− r − 1, x+ r + 1)}+
1
2P {Sn−1 ∈ [x− r + 1, x+ r − 1)}
≤ 12P {Wn−1 ∈ [−r − 1, r + 1)}+
1
2P {Wn−1 ∈ [−r + 1, r − 1)}
= 12P {Wn−1 ∈ [−r − 1, r − 1)}+
1
2P {Wn−1 ∈ [−r + 1, r + 1)}
=P {Wn ∈ [−r, r)} .
The main trick is to rearrange the intervals after the second equality in such a
way that we have two intervals of different lengths before applying the induction
hypothesis.
After the proof of Theorem 3.3 was published in Dzindzalieta, Juškevičius
and Šileikis (2012+), the author of the thesis noticed that Kleitman (1970) used
a similar rearrangement idea to prove the following generalization of Theorem
3.2 for vectors in Rd (thus settling a conjecture of Erdös (1945)).
Theorem 3.4 (Kleitman (1970)). Let U1, . . . , Ur be open subsets of the Eu-
clidean space Rd, each of diameter at most 2. Let U = U1 ∪ · · · ∪ Ur. If
a1, . . . ,an ∈ Rn are vectors of length at least 1, then the number of sums of
the form ±a1 ± · · · ± an falling in U is at most the sum of r largest binomial
coefficients in n.
Kleitman’s proof easily extends to general normed spaces. For a variant of
the proof of Theorem 3.4 for r = 1, see Bollobás (1986).
3.3 Non-uniform bounds for local concentration
In Chapter 2 we considered inequalities which imply that under certain condi-
tions a random variable X is tightly concentrated around its expectation. The
Littlewood-Offord inequalities we have seen in the previous section could be
called “anti-concentration” inequalities, since they state rather an opposite fact
that X is not concentrated in any sufficiently small set. Let us recall the state-
ment of Theorem 3.3 for r = 1. If a1, . . . , an ≥ 1 are real numbers and ε1, . . . , εn
are independent random signs, that is P {εi = −1} = P {εi = 1} = 1/2, then






for every x ∈ R. This bound is independent of x. Can we improve it by
assuming, for example, that x is large? When n is odd, the answer is ‘no’, since
we can attain equality in (3.3) for every x ≥ 1 by choosing a1 = · · · = an = x.
If n is even and x ≥ 2, the choice a1 = · · · = an = x/2 shows that the best





, which is not a tremendous improvement.
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The obvious reason why we cannot get a significant improvement for large x
is that the ai’s are not restricted from above. Assuming boundedness we obtain
the following estimate.
Theorem 3.5 (Dzindzalieta, Juškevičius, Šileikis (unpublished)). Let c ∈ (0, 1],
x ≥ 0, k = dxe. Suppose that c ≤ a1, . . . , an ≤ 1. Then




k, if n+ k is even,
k + 1, if n+ k is odd.
The bound given by Theorem 3.5 is best possible. To see this, put
a1 = · · · = an = a := max {c, x/l} .
Then the sum a1ε1 + · · · + anεn is just aWn and it takes the value al with
probability P {Wn = l}. So it is enough to check that al ∈ [x, x + 2c). Clearly
al ≥ x and l · x/l = x < x + 2c, hence it remains to prove that cl < x + 2c.
But this follows from the observation that l ≤ k + 1 = dxe+ 1 < x+ 2, whence
cl < cx+ 2c ≤ x+ 2c.





i∈Ac ai, define, for every x ≥ 0, a family
Fx = {A ⊆ [n] : sA ∈ [x, x+ 2c)} . (3.5)
We say that a family of sets F is called k-intersecting, k ∈ {0, 1, . . . }, if for every
A,B ∈ F we have |A ∩ B| ≥ k. We prove Theorem 3.5 by showing that the
family Fx is a dxe-interseting antichain and applying the following extension of
Theorem 3.1.












We start with an auxiliary lemma.
Lemma 3.7 (Dzindzalieta, Juškevičius and Šileikis (2012+)). Let a1, . . . , an ∈
[0, 1] be nonnegative numbers. Given x ≥ 0, let k = dxe. Then the family
F≥x = {A ⊆ [n] : sA ≥ x}. (3.7)
is k-intersecting.
Proof. Assume that k ≥ 1, since otherwise there is nothing to prove. Suppose
for contradiction that there are A,B ∈ F≥x such that |A∩B| ≤ k− 1. Writing
σA =
∑
i∈A ai, we have
sA = σA − σAc
= σA∩B + σA∩Bc − σAc∩B − σAc∩Bc
= (σA∩B − σAc∩Bc) + (σA∩Bc − σAc∩B) (3.8)
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and
sB = σB − σBc
= σA∩B + σAc∩B − σA∩Bc − σAc∩Bc
= (σA∩B − σAc∩Bc)− (σA∩Bc − σAc∩B). (3.9)
Since
σA∩B − σAc∩Bc ≤ σA∩B ≤ |A ∩B| ≤ k − 1 < x,
from (3.8) and (3.9) we get
min{sA, sB} = (σA∩B − σAc∩Bc)− |σA∩Bc − σAc∩B | < x,
which contradicts the fact sA, sB ≥ x.
Proof of Theorem 3.5. The left-hand side of (3.4) is 2−n|Fx|, where the family












Indeed, if n+ k ∈ 2Z is even, then t = (n+ k)/2 and







whereas if n+ k is odd, then t = (n+ k + 1)/2 and







Thus, in view of Theorem 3.6, it is enough to show that Fx is a k-intersecting
antichain. Since Fx is a subfamily of F≥x defined by (3.7), Lemma 3.7 implies
that Fx is k-intersecting.
To show that Fx is an antichain, suppose for contradiction that there are
distinct A,B ∈ Fx such that A ⊂ B. Then sB − sA = 2
∑
i∈B\A ai ≥ 2c, which
contradicts the assumption that sB , sA ∈ [x, x+ 2c).
Theorem 3.5 implies the following non-uniform bound for concentration at
a point.
Corollary 3.8 (Dzindzalieta, Juškevičius and Šileikis (2012+)). Let x ≥ 0,
k = dxe. Suppose that 0 < a1, . . . , an ≤ 1. Then
P {a1ε1 + · · ·+ anεn = x} ≤
{
P {Wn = k} , if n+ k is even,
P {Wn = k + 1} , if n+ k is odd.
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Proof. Let c = min {a1, . . . , an} > 0. Since
P {a1ε1 + · · ·+ anεn = x} ≤ P {a1ε1 + · · ·+ anεn ∈ [x, 2c)} ,
we are done by Theorem 3.5.
If in Corollary 3.8 we allow some ai’s to be zero, we obtain the following
bound.
Corollary 3.9 (Dzindzalieta, Juškevičius and Šileikis (2012+)). If a1, . . . , an ∈
[0, 1], then for x ≥ 0 and k = dxe we have













, if n+ k is odd.
Proof. Write Sn = a1ε1 + · · · + anεn. Note that P {Sn = x} = 0, unless at
least k = dxe of the coefficients a1, . . . , an are positive. Therefore, Corollary 3.8
implies
P {Sn = x} ≤ max
k≤j≤n
P {Wj = k + I(j, k)} ,
where I(j, k) = I {j + k is odd}. Since k ≥ 0, we have
P {Wj = k} ≥ 12P {Wj = k}+
1
2P {Wj = k + 2}




P {Wj = k + I(j, k)} = max
k≤j≤n
k+j even
P {Wj = k} .
To finish the proof, we show that the sequence of numbers





, j = k, k + 2, k + 4, . . .
is unimodal with a peak at j = k2, i.e.,
P {Wj−2 = k} ≤ P {Wj = k} , if j ≤ k2,
and
P {Wj−2 = k} > P {Wj = k} , if j > k2.




























4(j − 2) . . . (j − r)
(r − 1)!
≤ (j) . . . (j − r + 1)
r!
,
4r(j − r) ≤ j(j − 1),
(j + k)(j − k) ≤ j2 − j,
j ≤ k2.
3.4 A bound for tails
The proof of Theorem 3.5 reveals a way to obtain the best possible bound for
the tail of a1ε1 + · · ·+ anεn.
Theorem 3.10 (Dzindzalieta, Juškevičius and Šileikis (2012+)). Let x > 0,
k = dxe. If a1, . . . , an ∈ [0, 1], then
P {a1ε1 + · · ·+ anεn ≥ x} ≤
{
P {Wn ≥ k} if n+ k is even,
P {Wn−1 ≥ k} if n+ k is odd.
(3.11)
To prove Theorem 3.10, we use the optimal bound for the size of a k-
intersecting family.






















, if k + n = 2t− 1.
(3.12)







= 2nP {Wn ≥ k} . (3.13)


































= 2nP {Wn−1 ≥ k} . (3.14)
Proof of Theorem 3.10. We have
P {a1ε1 + · · ·+ anεn ≥ x} = 2−n|F≥x|.
By Lemma 3.7, F≥x is k-intersecting. Since x > 0, we have k ≥ 1. Therefore
(3.12), (3.13), and (3.14) imply (3.11), as desired.
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3.5 Extension to symmetric random variables
We call a random variable X symmetric, if X and −X have the same distribu-
tion. Results from §3.3 and §3.4 can be extended to arbitrary bounded symmet-
ric random variables via the following lemma, which slightly extends Lemma 2.1
in Dzindzalieta, Juškevičius and Šileikis (2012+). As usual, ε1, . . . , εn are the
independent random signs:
P {εi = −1} = P {εi = 1} = 1/2, i = 1, . . . , n.
Lemma 3.12 (Dzindzalieta, Juškevičius and Šileikis (2012+)). Let g : Rn → R
be a bounded measurable function. If c ∈ [0, 1], then we have
sup
X1,...,Xn
Eg(X1, . . . , Xn) = sup
a1,...,an
Eg(a1ε1, . . . anεn), (3.15)
where the supremum on the left-hand side is taken over all symmetric indepen-
dent random variables X1, . . . , Xn such that
c ≤ |Xi| ≤ 1,
and the supremum on the right-hand side is taken over all tuples a1, . . . , an of
numbers from [c, 1].
Proof. Note that if X is a symmetric random variable and a random variable
ε is independent of X and takes values ±1, then εX d= X, that is, εX has the
same distribution as X. This is because for any measurable set A ⊆ R
P {εX ∈ A} = P {X ∈ A}P {ε = 1}+ P {−X ∈ A}P {ε = −1}
= P {X ∈ A} (P {ε = 1}+ P {ε = −1}) = P {X ∈ A} .
Observe that both suprema in (3.15) are finite, because g is bounded. Let
S = supa1,...,an Eg(a1ε1, . . . anεn). Clearly
S ≤ sup
X1,...,Xn
Eg(X1, . . . , Xn),
so it is enough to show the opposite inequality. Suppose ε1, . . . , εn are indepen-
dent of X1, . . . , Xn. Since ε1X1
d
= X1, . . . , εnXn
d
= Xn, we get
Eg(X1, . . . , Xn) = Eg(X1ε1, . . . , Xnεn).
If we condition on X1, . . . , Xn, then each of the random variables
X1ε1, . . . , Xnεn
is a symmetric two-point random variable taking values in [c, 1]. Therefore
E[g(X1ε1, . . . , Xnεn) |X1, . . . , Xn] ≤ S,
and hence
Eg(X1, . . . , Xn) = EE[g(X1ε1, . . . , Xnεn) |X1, . . . , Xn] ≤ ES = S.
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Letting g(x1, . . . , xn) = I {x1 + · · ·+ xn ∈ [x, x+ 2c)} be the indicator func-
tion, Theorem 3.5 and Lemma 3.12 immediately imply the following.
Theorem 3.13 (Dzindzalieta, Juškevičius, Šileikis (unpublished)). Let c ∈
(0, 1]. Suppose Sn = X1 + · · ·+Xn is a sum of independent symmetric random
variables satisfying
P {c ≤ |Xi| ≤ 1} = 1, i = 1, . . . , n.
If x ≥ 0 and k = dxe, then
P {Sn ∈ [x, x+ 2c)} ≤
{
P {Wn = k} , if n+ k is even,
P {Wn = k + 1} , if n+ k is odd.
Note that Theorem 3.13 does not apply when c = 0, but in this case
we combine Corollary 3.9 and Lemma 3.12 with the function g(x1, . . . , xn) =
I {x1 + · · ·+ xn = x} to obtain the next result.
Theorem 3.14 (Dzindzalieta, Juškevičius and Šileikis (2012+)). Suppose that
Sn = X1 + · · ·+Xn is a sum of independent symmetric random variables such
that
P {|Xi| ≤ 1} = 1, i = 1, . . . , n.
If x ≥ 0 and k = dxe, then













, if n+ k is odd.
Finally, if we set g(x1, . . . , xn) = I {x1 + · · ·+ xn ≥ x}, then Theorem 3.10
and Lemma 3.12 imply the following bound for tails.
Theorem 3.15 (Dzindzalieta, Juškevičius and Šileikis (2012+)). Suppose that
Sn = X1 + · · ·+Xn is a sum of independent symmetric random variables such
that
P {|Xi| ≤ 1} = 1, i = 1, . . . , n.
If x ≥ 0 and k = dxe, then
P {Sn ≥ x} ≤
{
P {Wn ≥ k} if n+ k is even,
P {Wn−1 ≥ k} if n+ k is odd.
(3.16)
Kwapień proved (see Sztencel (1981)) that for arbitrary independent Banach
space-valued symmetric random variables Xi and real numbers ai with absolute
value at most 1 we have
P {‖a1X1 + . . .+ anXn‖ ≥ x} ≤ 2P {‖X1 + . . .+Xn‖ ≥ x} , x > 0. (3.17)
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The case n = 2 with Xi = εi shows that the constant 2 cannot be improved.
Theorem 3.15 improves (3.17) when Xi’s are random signs. We believe that
combining Theorem 3.15 with some conditioning arguments may lead to better
estimates under the assumptions of Kwapień’s inequality.
It is interesting to compare Theorem 3.15 with the following bound for
sums of not necessarily symmetric random variables X1, . . . , Xn due to Ben-
tkus (2001). For simplicity we state it for integers only.
Theorem (Bentkus (2001)). Suppose that Sn = X1 + · · · + Xn is a sum of
independent (but not necessarily symmetric) random variables such that EXi =
0 and |Xi| ≤ 1 for every i. If k = 0, 1, . . . , then
P {Sn ≥ k} ≤
{
P {Wn = k}+ 2P {Wn ≥ k + 1} if n+ k is even,
2P {Wn ≥ k + 1} if n+ k is odd.
(3.18)
The bound (3.18) remains valid if X1, . . . , Xn are martingale differences, and
for martingales (3.18) is optimal. However, finding an optimal bound for the tail
of independent (but not necessarily symmetric) random variables is considered
to be a very hard problem, and to our knowledge there is no conjecture what
the answer should be.
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Chapter 4
Subgraph counts in the
random graph G(n, p)
In this last section we study the order of magnitude of
− logP {XG ≥ tEXG} , n→∞, (4.1)
whereXG is the number of copies of a given graphG in the random graph G(n, p)
and t is a constant. The formula for the asymptotics of (4.1) conjectured by
DeMarco and Kahn is presented in §4.1.2.
We prove several partial results confirming the DeMarco-Kahn conjecture.
Theorem 4.4 gives the conjectured lower bound in the regime, where it is not
implied by the lower bound proved in Janson, Oleszkiewicz and Ruciński (2004).
Thus what remains is the upper bound. It is partially given by Theorem 4.5
and Theorems 4.7-4.9. The former gives the upper bound in a small range of
p for a large class of graphs G. What is more, we separately give an analogous
result for a specific graph not in this class (see Theorem 4.6). The latter group




We consider the Erdős-Rényi binomial random graph G(n, p), which is obtained






with probability p. As usual, we treat p as a function of n and study the
behaviour of G(n, p) as n tends to infinity. Whenever we use the asymptotic
notation from §1.2.1, we let the implicit constants depend on the graph in
question. If these constants depend on additional parameters, we indicate that
by adding subcripts, say, an = Ot,γ(bn).
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Given a graph G = (V (G), E(G)), we write vG and eG for the numbers
of vertices and edges, respectively, sometimes for typographical reasons using
alternative notation v(G) and e(G). By a copy of G in another graph F we mean
a subgraph of F isomorphic to G. We call the ratio eG/vG the edge density of
G and define the maximal edge density of G as
m(G) := max{eH/vH : H ⊆ G, eH > 0}. (4.2)
A graph is called balanced if eG/vG = m(G), and strictly balanced, if eH/vH =
m(G) implies H = G. We call a subgraph H ⊆ G extreme if it attains the
maximal edge density in G, that is, eH/vH = m(G).
We writeXG for the number of copies ofG in G(n, p). Sometimes we consider
specific sets of copies. Let DeG be the size of a largest collection of edge-disjoint
copies of G in G(n, p), and let DvG be the corresponding count of vertex-disjoint
copies. Clearly DvG ≤ DeG ≤ XG.
To shorten notation, let us write ΨH := n
vHpeH , which is roughly the ex-
pectation of XG, and define the quantity
ΦG = ΦG(n, p) := min
H⊆G,eH>0
ΨH . (4.3)
Note that our definition of ΦG is slightly different from the one by, say, Jan-
son,  Luczak and Ruciński (1990), who defined ΦG as the minimum of EXH ’s.
Nevertheless, the two expressions are of the same order of magnitude.
4.1.2 History
The distribution of XG has been studied extensively since the seminal paper of
Erdős and Rényi (1960). Bollobás (1981) determined that the threshold for the
property {XG > 0} is p = n−1/m(G). This means that if p  n−1/m(G), then
P {XG > 0} → 0 while if p  n−1/m(G), then P {XG > 0} → 1. For G strictly
balanced, the random variable XG was shown to be asymptotically Poisson at
the threshold in Bollobás (1981) and Karoński and Ruciński (1983). Ruciński
(1988) proved that XG is asymptotically normal as long as p  n−1/mG and
n2(1− p)→∞.
More precise studies showed that P {XG = 0}, the probability of nonexis-
tence, is exponentially small with respect to the expectation of the least ex-













where the minimum is taken over H ⊆ G with eH > 0. Using notation (4.3),






≤ P {XG = 0} ≤ exp {−Θ(ΦG)} . (4.5)
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Janson (1990) showed that the upper bound in (4.5) also holds for the lower
tail, that is, for any ε ∈ (0, 1]
P {XG ≤ (1− ε)EXG} = exp{−Ωε(ΦG)}. (4.6)
Note that the lower bound in (4.5) serves as a lower bound for the lower tail,
which shows that when p is bounded away from 1, the bound (4.6) is optimal
up to a constant in the exponent.
Consider a simple case when G = K2, so that XG is the number of edges,





, p). Trivially, ΦK2 = n
2p, and a version of Cher-
noff’s bound (1.6) gives
P
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It is almost immediate that the same bound is valid when G is a matching, i.e.,
consists of several non-incident edges. This suggests a natural question: can we
obtain, for every G, a bound
P {XG ≥ (1 + ε)EXG} = exp {−Ωε(ΦG)} ?
An example originating in Vu (2001) shows that this cannot be true in general.










Let m = cnp, where the constant c > 0 is such that the complete graph Km
























However, n2p2 log 1/p is much less than min{n2p, n3p3}, if n−1 log n p 1.
In the same paper where (4.6) was proved, Janson showed that the upper
tail for disjoint copies behaves like a sum of independent indicators. Recall
that DeG is the maximum number of edge-disjoint copies of G, and let ϕ(ε) =
(1+ε) log(1+ε)−ε. Lemma 2.46 in Janson,  Luczak and Ruciński (1990) states
that for every ε > 0









As Theorem 4.14 below shows, (4.9) is optimal, up to the constant in the expo-
nent, at least as long as G is strictly balanced and EXG  n.
However, the upper tail of XG proved to be a challenge. A survey by Janson
and Ruciński (2002) contains a detailed overview of the methods that had been
applied to the upper tail before late 2001; see also Janson,  Luczak and Ruciński
(1990).



















which, in view of (4.7), is optimal, at least for p > n−1 log n, up to a factor
log 1/p in the exponent. Similar bounds for G = K4, C4 in some ranges of
p were obtained by Janson and Ruciński (2004). Panchenko (2004) proved a
bound of essentially the same quality (losing a factor log log n in the exponent)
for all cycles. Bound (4.10) was extended to all G in the elaborate and elegant
paper of Janson, Oleszkiewicz and Ruciński (2004). Let us further assume, for
simplicity, that p ≥ n−1/m(G). For smaller p the upper tail is known to be of
order ΦG (see §4.3.5).
Janson, Oleszkiewicz and Ruciński (2004) proved that for every t > 1
P {XG ≥ tEXG} = exp {−Ωt(M∗G)} . (4.11)
and








H ) if n
−1/m(G) ≤ p ≤ n−1/∆G ,
Θ(n2p∆G) if p ≥ n−1/∆G ,
(4.13)
and α∗H is the fractional independence number defined as the maximum of
∑
v αv
over all assignments of nonnegative weights αv to the vertices, satisfying αu +
αv ≤ 1 for every edge uv of H. Janson, Oleszkiewicz and Ruciński (2004)
determined explicit asymptotics of M∗G in a few interesting cases. For example,
if G is k-regular, then M∗G  n2pk.
The logarithms of the upper bound (4.11) and the lower bound (4.12) differ
by a multiplicative factor log 1/p, so the general question of determining the
order of magnitude of
− logP {XG ≥ tEXG} (4.14)
remains “narrowly” open. However, some partial improvements to (4.11) exist.
Janson and Ruciński (2004) proved that if EXC4 ≥ C log n for some large C > 0
and p ≤ n−2/3−γ , then
P {XC4 ≥ 2EXC4} = exp{−Ωγ(M∗C4 log
1/2 1/p)}; (4.15)
while if EXK4 ≥ C log n and p ≤ n−1/2−γ for some constant γ > 0, then
P {XK4 ≥ 2EXK4} = exp{−Ωγ(M∗K4 log
1/2 1/p)}. (4.16)
The first results closing the logarithmic gap for a nontrivial graph were obtained
by Chatterjee (2011) and, independently, by DeMarco and Kahn (2011). Chat-
terjee proved that for every t > 1 there exists a constant C = C(t) > 0 such
that for p > Cn−1 log n







However, Chatterjee’s result does not cover a tiny range of interest between
the threshold p = n−1 and p = Cn−1 log n. DeMarco and Kahn (2011) proved
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(4.17) for p ≥ n−1 log n and also showed that the upper tail in the missing range
behaves similarly to the lower tail, i.e., if n−1 ≤ p ≤ n−1 log n, then
P {XK3 ≥ tEXK3} = exp {−Θt(EXK3)} . (4.18)
Note that (4.18) implies that neither (4.11) nor (4.12) is sharp in this regime,
since EXK3  n3p3 and M∗K3  n
2p2. The results for the triangle can be
combined into a single statement






EXK3 ,M∗K3 log 1/p
})}
. (4.19)
Soon after, DeMarco and Kahn (2012+) extended (4.19) to every clique G = Kk:






EXKk ,M∗Kk log 1/p
})}
. (4.20)
DeMarco and Kahn (2012+) claim that for any graph G in a certain range of p
from the threshold upwards we have
P {XG ≥ tEXG} = exp {−Ot(ΦG)} , (4.21)
where, recall, ΦG = minH⊆G,eH>0 ΨH .
Let G0 ⊆ G be an extreme subgraph with the minimal number of vertices.
Let us check when the lower bound (4.21) is better than (4.12). If ∆G = 1,
that is, when G is a matching, then Proposition 4.13.(iii) implies ΦG = n
2p and
M∗G log 1/p  n2p log 1/p for all p ≥ n−1/mG , so (4.21) is always better. Note
that in this case G0 = K2.
If ∆G ≥ 2, then one can show that for p n−1/m(G) log n we have
M∗G log 1/p ΦG
(see Janson, Oleszkiewicz and Ruciński (2004, Remark 8.3)), therefore (4.21)
can be better than the lower bound (4.12) only for p = O(n−1/m(G) log n). By
Proposition 4.13 below, in this range we have ΦG ∼ ΨG0 and
M∗G log 1/p  Ψ
1/α∗K
K log n, (4.22)
where K ⊆ G is an extreme subgraph minimizing the quantity vK/α∗K .
Thus, the maximum of the lower bounds (4.12) and (4.21) can be written as
exp {−Ot (min {ΨG0 ,M∗G log 1/p})} . (4.23)
Moreover, solving inequality ΨG0 ≤ Ψ
1/α∗K
K log n in p, we get that (for G with
∆G ≥ 2) there is a constant a = a(G) > 0 such that the range of p where the
minimum in (4.23) is ΨG0 is from the threshold n
−1/m(G) up to n−1/m(G) loga n.
DeMarco and Kahn conjecture that (4.23) gives the right description of the
upper tail:
Conjecture 4.1 ( DeMarco and Kahn (2012+) ). If G is a graph and G0 ⊆ G
is its smallest extreme subgraph, then for p ≥ n−1/m(G) and every t > 1
P {XG ≥ tEXG} = exp {−Θt (min {ΨG0 ,M∗G log 1/p})} . (4.24)
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When ∆G = 1, the upper tail is rather an easy problem. Therefore we focus
on G’s with ∆G ≥ 2. We prove the lower bound (4.21) for every G in the
relevant range (see Theorems 4.3 and 4.4 below). In §4.1.3 we also state several
new upper bounds.
We finish this section with an inequality by Vu (2000) that lends some sup-
port to Conjecture 4.1.
Proposition 4.2 (Vu (2000)). Let G be strictly balanced (so that G0 = G). If
p ≥ n−1/m(G) is so small that EXG ≤ log n, then
P {XG ≥ tEXG} = exp {−Ωt (EXG)} .
For an alternative proof of Proposition 4.2, see Janson and Ruciński (2000,
Theorem 6.9). We give yet another proof of it in §4.3.2.
It is not clear if it was observed that Proposition 4.2 is optimal for any
strictly balanced G until DeMarco and Kahn gave corresponding lower bounds
for triangles (cf. (4.18)).
4.1.3 Results
In this section we state several results supporting Conjecture 4.1. Their proofs
appear in §4.3. We start with lower bounds. Note that the following lower
bound matches the upper bound given by Proposition 4.2, but is valid in a
wider range of p, since EXG ≤ log n is equivalent to p ≤ n−1/m(G)(log n)1/e(G).
Theorem 4.3 (Šileikis (2012)). Let G be a strictly balanced graph. Then there
exists a constant ε = ε(G) > 0 such that for n−1/m(G) ≤ p ≤ nε−1/m(G) and
t > 1
P {XG ≥ tEXG} = exp{−Ot(ΨG)}. (4.25)
Svante Janson (private communication) suggested a way to extend (4.25) to
everyG using the second moment method. Based on this, we prove the following.
Theorem 4.4 (Janson, Šileikis (unpublished)). Let G be a graph and G0 ⊆ G
be its smallest extreme subgraph. Then there exists a constant ε = ε(G) > 0
such that for n−1/m(G) ≤ p ≤ nε−1/m(G) and t > 1
P {XG ≥ tEXG} = exp{−Ot(ΨG0)}.
Theorem 4.4 together with (4.12) gives the conjectured lower bound in (4.24).
As for the upper bound, we give several results using two different methods.
The first one can be called “approximation by a disjoint subfamily” and it allows
to use (4.8), the upper tail of the number of edge-disjoint copies. This will give
a very short proof of Proposition 4.2.
With slightly more effort we extend Proposition 4.2 to certain graphs G,
which are not strictly balanced. For this we use a bound due to Janson and
Ruciński (2011) for the upper tail of rooted subgraph counts. To define the class
of graphs for which our approach works, we need a few more notions.
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As usual, an extreme subgraph is called minimal if it does not properly
contain another extreme subgraph. Of course, a minimal extreme subgraph
does not need to be a smallest one. A rooted graph (R,F ) is a graph F with a
fixed independent set R ⊆ V (F ).
Given a graph G, let H1, . . . ,Hm be the minimal extreme subgraphs of
G. Note that they are vertex-disjoint. Indeed, suppose Hi ∩ Hj =: K 6= ∅.
Since K is a proper subgraph of Hi, by minimality we have eK/vK < eHi/vHi .
This easily implies that the edge density of Hi ∪Hj exceeds m(G), which is a
contradiction. Let R = V (H1 ∪ · · · ∪Hm) and F = G−E(H1 ∪ · · · ∪Hm). Note
that R is an independent set in F , since otherwise, for some i, j, the subgraphs
Hi and Hj would be joined by an edge e, yielding a subgraph Hi ∪ Hj ∪ {e},
denser than m(G) - a contradiction.
Thus, (R,F ) is a rooted graph. Its maximal density is defined as




: H ⊆ F, v(H −R) > 0
}
.
It is not hard to see that every graph G satisfies mR(F ) ≤ m(G). Indeed, fix
H ⊆ F and let K = H ∪H1 ∪ · · · ∪Hm. We have














Theorem 4.5 (Šileikis (unpublished)). Let G be a graph and (R,F ) be the
rooted graph obtained from G as described above. Let G0 be a smallest extreme
subgraph of G. Suppose that mR(F ) < m(G). If p ≥ n−1/m(G) is such that
ΨG0 ≤ log n, then
P {XG ≥ tEXG} = exp {−Ωt(ΨG0)} .
To illustrate Theorem 4.5, let G be a clique Kr, r ≥ 3, with an extra edge
attached to one of the vertices. A moment’s thought tells us that m(G) =
e(Kr)/v(Kr) = (r − 1)/2. The only minimal extreme graph of G is the clique,
so F is an edge rooted at one endpoint plus r − 1 isolated roots, so clearly
mR(F ) = 1. Since G is not strictly balanced, Proposition 4.2 does not apply to
G. However Theorem 4.5 does apply, unless r = 3. Nevertheless, if r = 3, then
we can modify the proof of Theorem 4.5 to obtain the conjectured bound. We
prove the following theorem in §4.3.3.
Theorem 4.6 (Šileikis (unpublished)). If K+3 is the wisk graph, i.e., the triangle










, when 1 ≤ n3p3 ≤ log n.
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It would be interesting to find out if such modification could be extended to
cover the remaining G’s.
The other group of results concerns the upper tail of stars. Further let G
be K1,r, r ≥ 2, the r-armed star. Corollary 1.8 in Janson, Oleszkiewicz and







n1+1/rp if p ≤ n−1/r,
n2pr if p ≥ n−1/r.
(4.26)
Since stars are strictly balanced, the only smallest extreme graph of G is G itself
and so the conjectured optimal bound is
exp {−Ωt(min {ΨG,M∗G log 1/p})} . (4.27)
Clearly ΨG = n
r+1pr. It is easy to see that the minimum in (4.27) is equal to
nr+1pr if n−1−1/r ≤ p ≤ n−1−1/r(log n)1/(r−1),
n1+1/rp log 1/p if n−1−1/r(log n)1/(r−1) ≤ p ≤ n−1/r,
n2pr log 1/p if p ≥ n−1/r.
The method of approximation by a disjoint subfamily gives, together with The-
orem 4.3 and (4.12), the following sharp bounds for small p.
Theorem 4.7 (Šileikis (2012) - upper bound). Let G = K1,r, r ≥ 2 be the
r-armed star. Suppose γ > 0 and t > 1. If n−1−1/r ≤ p ≤ n−1−1/r+1/r2−γ , then






nr+1pr, n1+1/rp log 1/p
})}
.
In Šileikis (2012) it is shown that the factor log1/2 1/p can be replaced by
log 1/p in (4.15) for p ≤ n−4/5−γ , thus matching the lower bound. We do not
include the proof of this fact here, but just mention that it is very similar to
the proof of Theorem 4.7.
We use an entirely different method to obtain a sharp bound for large p, by
which we mean p ≥ Cn−1 log n. For this, following DeMarco and Kahn (2011),
we start with a reduction, which allows us to consider, instead of G(n, p), a
random bipartite graph and count only stars with the center on one side of
bipartition and the remaining vertices on the other. Then we apply the classical
method of exponential moments to obtain the two following theorems.
Theorem 4.8 (Šileikis (unpublished)). Let G = K1,r, r ≥ 2 and t > 1. Then
for p ≥ n−1/r we have





Theorem 4.9 (Šileikis (unpublished)). Let G = K1,r, r ≥ 2 and t > 1. Then
there is a constant C = C(r, t) > 0 such that for Cn−1 log n ≤ p ≤ n−1/r we
have






We stated the last two theorems separately for purposes of exposition. As we
will see, the proof of the latter theorem is just the proof of the former one with
an extra trick.
However, there is still a gap n−1−1/r+1/r
2−γ ≤ p ≤ Cn−1 log n, where a
sharp upper bound has not been obtained.
4.2 Preliminaries
In this section we state some prerequisites from the theory of random graphs.
4.2.1 Ordered and rooted copies
In the introduction we considered copies of a given graph G ignoring the order
of copies’ vertices. Under certain circumstances it is more convenient to deal
with ordered copies of G in F , that is, edge-preserving injections from V (G)
into V (F ). Denote their number in G(n, p) as YG. Let µG = µG(p) = EYG =
(n)vGp
eG . Numbers of ordered and unordered copies are related via a simple
identity YG = aut(G)XG, where aut(G) is the number of automorphisms of G,
therefore
P {XG ≥ tEXG} = P {YG ≥ tµG} . (4.30)
Recall that a rooted graph (R,G) is a graph G with a fixed independent set
R ⊆ V (G). When the set R is clear from the context, we write G instead of
(R,G).
We say that a rooted graph (R′, H) is a rooted subgraph of (R,G) if H is a
subgraph of G and R′ = R ∩ V (H).
Let (R,G) be a rooted graph and F a graph with a distinguished subset of
vertices W ⊆ V (F ) such that |W | = |R|. Ignoring the edges spanned by W (if
any), regard (W,F ) as a rooted graph. A rooted subgraph of (W,F ) isomorphic
to (R,G) is said to be aW -rooted copy of (R,G). GivenW ⊆ V (Kn), letXRG(W )
be the number of such copies in G(n, p). Of course, for every W the random
variable XRG(W ) has the same distribution, therefore we omit the argument W
when it does not matter.
We can interpret non-rooted graphs as a special case of rooted graphs with
R = ∅. Many notions extend naturally to the rooted case and the basic facts
can be generalized with little effort. The edge density of a rooted graph (R,G)








ΦG,R := min {ΨH,R : H ⊆ G, e(H) > 0} .
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Just like for non-rooted graphs, the threshold of containment of (R,G) in G(n, p)
is p = n−1/mR(G).
We will also consider ordered rooted copies, which in the literature are
sometimes called extensions (see, e.g., Spencer (1990)). Suppose the roots
of G are labeled v1, . . . , vr. Given a graph F with an ordered set of vertices
W = (w1, . . . , wr) ⊂ V (F ), an ordered copy of (R,G) is an edge-preserving
injection from V (G) into V (F ) such that vi is mapped to wi for every i. We
write Y RG (W ) for the number of W -rooted copies of (R,G) in G(n, p). We omit
the argument W when irrelevant. We have µRG := EY RG = (n−r)vG−rpeG, where
r = |R|.
Although EXRG  EY RG , unfortunately, XRG(W ) and Y RG (W ) are not just a
multiple of each other as in the non-rooted case. Instead we have
XRG(W ) aut(R,G) =
∑
σ
Y RG (σ(W )), (4.31)
where aut(R,G) is the number of automorphisms of G mapping R onto R and
the sum on the right-hand side is taken over all permutations σ of W .
For applications of the second moment method, we calculate the asymptotic
order of VarY RG . The form of the answer and the idea of the proof is precisely
the same as for VarXG (cf. Janson,  Luczak and Ruciński (2000, Lemma 3.5)).
Lemma 4.10. If (R,G) is a rooted graph, then








Proof. Write Y RG =
∑
G′ IG′ , where IG′ is the indicator of {G′ ⊂ G(n, p)} and
the sum extends over all ordered copies of G in Kn that are rooted on, say,
{1, . . . , |R|} ⊆ V (Kn). Of course, IG′ and IG′′ are independent if E(G′∩G′′) = ∅.
For each H ⊆ G with V (H) ⊇ R, the number of pairs (G′, G′′) intersecting in a






























Note that in the fourth summation we omit, for simplicity, the unnecessary
restriction R ⊂ H, since graphs H and H ∪R give the same term.
Theorem 3.1 in Janson and Ruciński (2011) implies that for every t > 1
there is a constant p1 = p1(t) such that if n










1/α∗(H−R) : H ⊆ G, eH > 0
}
,
and, recall, α∗(G) = α∗G is the fractional independence number.
However, we will require an ordered version of inequality (4.33). Luckily,
practically by making no changes to the proof of (4.33) under the same condi-
tions we can obtain the bound of the same type:
P
{
Y RG ≥ tµRG
}
= exp {−Ωt(MR,G)} . (4.34)
As a matter of fact, if we do not care about absolute constants in the exponent,
(4.34) implies (4.33) in view of (4.31).
4.2.2 Auxiliary facts
We further state a few simple auxiliary facts on subgraph counts. The advantage
of using ΨG instead of EXG is that it satisfies the log-modularity property: if
G1, G2 are graphs, then
ΨG1∪G2ΨG1∩G2 = ΨG1ΨG2 . (4.35)
Proposition 4.11. If a graph G is strictly balanced, then the following facts
hold.
(i) G is connected.
(ii) If H is a proper subgraph of G with vH > 0 and p ≥ n−vG/eG , then
ΨH ≥ nc, (4.36)
where c = c(H) = vH − eHvG/eG > 0.
(iii) There is a constant b ∈ (0, vG/eG) such that for p ∈ [n−vG/eG , n−b] and
H ⊆ G with vH > 0 we have
ΨG ≤ ΨH . (4.37)
Proof. (i) Suppose for contradiction that G is not connected and its connected
components are G1, . . . , Gm. Since G is strictly balanced, e(Gi) < m(G)v(Gi)







v(Gi) = m(G)v(G) = e(G),
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which is false.
(ii) In order to prove (4.36), note that the condition p ≥ n−vG/eG implies
ΨH = n
vHpeH ≥ nvH−eHvG/eG .
Since G is strictly balanced, we have eG/vG > eH/vH , which is equivalent to
the inequality vH − eHvG/eG > 0.
(iii) Inequality (4.37) follows from (ii) with b = (vG −minH(G c(H))/eG:
ΨG = n
vGpeG ≤ nvG−beG ≤ nc(H) ≤ ΨH , H ( G.
Proposition 4.12. Let F = G1 ∪ G2, where G1 is strictly balanced. Assume
that G1 and G2 have at least one common vertex, but do not coincide. If p ≥
n−1/m(G1) and EXG1 , EXG2 = (log n)O(1), then
P {XF ≥ 1} = n−Ω(1).
Proof. Let H = G1 ∩G2. By log-modularity (4.35), ΨF = ΨG1ΨG2/ΨH . Since
H is a proper non-null subgraph of G1, by Proposition 4.11.(ii) we have that
ΨH ≥ nc for some constant c > 0. Moreover, by assumption, ΨGi  EXGi ≤
(log n)O(1). Therefore Markov’s inequality implies




Recall that that H ⊆ G is extreme, if H satisfies eH/vH = m(G). For
completeness, we include the proof of the following elementary facts.
Proposition 4.13. Suppose that G is a graph and p ≥ n−1/m(G). Then the
following statements are true.
(i) If G0 ⊆ G is an extreme subgraph with the minimal number of vertices,
then there exists a constant ε = ε(G) > 0 such that for p ≤ nε−1/m(G) we
have
ΦG = ΨG0 . (4.38)
(ii) If K ⊆ G is an exteme subgraph, which minimizes the quantity vK/α∗K ,




(iii) If ∆G = 1, then m(G) = 1/2 and for p ≥ n−2 we have ΦG = n2p and
M∗G  n2p.
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Proof. (i) Clearly p ≥ n−1/m(G) is equivalent to npm(G) ≥ 1. If F ⊆ G is
extreme, that is, e(F )/v(F ) = m(G), then v(F ) ≥ v(G0), therefore
ΨF = (np
m(G))v(F ) ≥ (npm(G))v(G0) = ΨG0 .
To deal with non-extreme F ’s define
δ = min {v(F )/e(F )− 1/m(G) : F ⊆ G, 0 < e(F )/v(F ) < m(G)} .
Clearly δ > 0. Suppose F ⊆ G with e(F ) > 0 satisfies e(F )/v(F ) < m(G). The
definition of δ and the condition p ≥ n−1/m(G) imply
ΨF ≥ nv(F )−e(F )/m(G) ≥ nv(F )+e(F )(δ−v(F )/e(F )) = nδe(F ) ≥ nδ. (4.40)
On the other hand, m(G) = e(G0)/vG0 and p ≤ nε−1/m(G) imply that
ΨG0 ≤ nv(G0)−e(G0)/m(G)+εe(G0) = nεe(G0).
Therefore, choosing ε = δ/e(G0), we get ΨG0 ≤ ΨF .
(ii) By (4.13), for ε′ small enough we have that M∗G  minH⊆G Ψ
1/α∗H
H . So





K . If F ⊆ G is











Choose ε′ ≤ δα∗K/(α∗F e(K)). If F is not extreme, then by (4.40), the fact that










′e(K) ≥ nv(K)pe(K) = ΨK .
(iii) Note that for every H ⊆ G, eH > 0 is a matching with possibly some
isolated vertices. Therefore vH ≥ 2eH , whence m(G) = eK2/vK2 = 1/2. Also
ΨH = n
2p · nvH−2peH−1 ≥ n2pnvH−2eH ≥ n2p,
therefore ΦG = ΨK2 = n
2p.
As for M∗G, in view of (4.13) and the fact that Ψ
1/α∗K2
K2
= n2p, it suffices to
show that for every F ⊆ G we have Ψ1/α
∗
H
H ≥ n2p, when p ≤ n−1. We have that
H is a disjoint union of graphs H1, . . . ,Hm, where each Hi is either an edge or
a vertex. Clearly α∗H = m, therefore
Ψ
1/α∗H











Here we will prove Theorem 4.3, which gives the lower bound for strictly bal-
anced G. Then we will extend it to Theorem 4.4 by a standard but somewhat
tedious application of the second moment method. It is worth noting that in
both proofs we will rely on the FKG inequality, which was used to prove the
lower bound of the lower tail in Janson,  Luczak and Ruciński (1990).
Theorem 4.3 is a trivial corollary of the following result. Writing mG for a
union of m vertex-disjoint copies of G, let
DvG = max {m : G(n, p) contains mG}
be the size of a largest collection of vertex-disjoint copies.
Theorem 4.14 (Šileikis (2012)). If G is strictly balanced and p is such that
vGdtEXGe ≤ n, then
P {XG = DvG = dtEXGe} = exp {−Ot (ΨG)} .
Proof of Theorem 4.3 . Let ε ∈ (0, 1/eG). Then assumption p ≤ nε−1/m(G)
implies that vGdtEXGe = n1−Ω(1) ≤ n, at least for n large enough. Therefore
by the inequality XG ≥ DvG and Theorem 4.14 we are done.
Proof of Theorem 4.14
Let G be the set of all copies of G in Kn. Writing m = dtEXGe, consider the
family
F = {S ⊂ G : |S| = m, copies in S are vertex-disjoint}.
For every S ∈ F, we define events
AS = {S is the set of all copies of G in G(n, p)},
BS = {every copy S ∈ S appears in G(n, p)}.
The events {AS}S∈F are mutually exclusive, therefore
P {XG = DvG = m} =
∑
S∈F
P {AS} . (4.41)















Note that AS ⊂ BS , therefore
P {AS} = P {AS |BS}P {BS} = P {AS |BS} peGm. (4.43)
Also, by symmetry the probability q := P {AS |BS} is independent of S. There-
fore from (4.41), (4.42), and (4.43) we infer that




By the assumption that p ≥ n−1/m(G) we have ΨG = nvGpeG  m/t, so (4.44)
implies
P {XG = DvG = m} ≥ q exp{−Θt(ΨG)}. (4.45)
Therefore it suffices to prove
q = exp {−Ot (ΨG)} .
Fix S ∈ F and let F =
⋃
S∈S S. Let GS(n, p) be the random graph G(n, p)








{G′ * GS(n, p)}
)
.
Notice that each of the events {G′ * GS(n, p)} is decreasing. Therefore the




P {G′ * GS(n, p)} . (4.46)
By Proposition 4.11.(i), G is connected, therefore F does not contain any copies
of G apart from those in S. Therefore every G′ ∈ G \S intersects F in a proper
subgraph of G. Let N(F,H) be the number of copies of a graph H in F . Given
H ( G, the number of copies G′ ∈ G \ S which intersect F in a copy of H is at
most N(F,H)(n − vH)vG−vH = N(mG,H)
(n)vG
(n)vH
. The probability that such a
copy G′ does not exist in GS(n, p) is






































The assumption ΨG ≤ loga n is equivalent to
p ≤ n−1/m(G)(log n)a/eG . (4.48)
By (4.48), we have p = o(1), therefore cp → 1. Also, (n)vGpeG  ΨG and
(n)vHp











To finish the proof, it is enough to show that for H ( G we have N(mG,H) =
Ot(ΨH). If H = ∅ is the null graph (with zero vertices), then N(mG,H) = 1 =
ΨH . Let us further assume that vH > 0. By (4.48) and Proposition 4.11.(iii),
the inequality ΨG ≤ ΨH holds for n large enough, i.e., ΨG = O(ΨH). If H is
connected, then any copy of H counted in N(mG,H) must lie entirely in one
of the m copies of G. Hence
N(mG,H) = mN(G,H) t ΨG = Ot(ΨH). (4.50)
If H is not connected, then let H1, . . . ,Hc be the connected components of H.













the last equality following by log-modularity (4.35).

Proof of Theorem 4.4
In view of (4.30), we can consider the count YG of ordered copies of G. For
simplicity, write H = G0. Our aim is to prove that
P {YG ≥ tµG} = exp {−Ot (ΨH)} .
Fix a particular ordered copy of H in G (if there is more than one). Consider
a rooted graph (R,F ), where R = V (H) and F = G \ E(H).
Note that if we fix an ordered copy H ′ ⊂ Kn of H, then for every ordered
copy F ′ of (R,F ) rooted on appropriately ordered V (H ′), union H ′ ∪ F ′ is an
ordered copy of G. In this case we say that H ′ extends to a copy of G.
To prove Theorem 4.4, we apply the so called two-round exposure method.
Let p̂ = 1 −
√
1− p. It is easily checked that G(n, p) can be interpreted as a
union of two independent graphs G(n, p̂) on the same vertex set. We refer to
these two graphs as G1 and G2 and let G = G1 ∪ G2. To distinguish between
parameters of G(n, p) and G(n, p̂), we indicate the probability in the subsript,
say, YH,p̂.
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The idea of the proof is as follows: Theorem 4.14 implies that with desired
probability G1 contains many more copies of H than expected; then we show
that in G2 these copies extend to tµG copies of G.
Let Z be the number of copies of H in G1. Condition on the event that
Z ≥ m := dCtµH(p̂)e. Here Ct > 1 is a constant to be defined later. Fix some
m copies of H and call them H ′1, . . . ,H
′
m. Let Yi be the number of H
′
i-rooted
copies of F in G2. Note that Y1, . . . , Ym are identically distributed random
variables with the same distribution as Y RF,p̂.
If each copy H ′i extends to at least y copies of G in G2, that is, Yi ≥ y, then
the number of copies of G in G is at least my. Set y = tµG(p)/m, so that
P {YG ≥ tµG(p)|Z ≥ m} ≥ P{Yi ≥ y, i = 1, . . . ,m}. (4.51)
The events {Yi ≥ y}, i = 1, . . . ,m, are increasing, so the FKG inequality implies
P {Yi ≥ y, i = 1, . . . ,m} ≥
m∏
i=1
P {Yi ≥ y} = P
{
Y RF,p̂ ≥ y
}m
. (4.52)
Using (4.51) and (4.52), we get
P {YG ≥ tµG(p)} ≥ P {Z ≥ m}P {YG ≥ tµG(p) |Z ≥ m}
≥ P{Z ≥ m}P
{
Y RF,p̂ ≥ y
}m
. (4.53)
Since m = dCtµH(p̂)e, Ct > 1, and H is strictly balanced, by Theorem 4.3 we
have
P {Z ≥ m} = exp {−Ot(ΨH(p̂))} (4.54)
On the other hand, it suffices to show that
P
{
Y RF,p̂ ≥ y
}
= Ωt(1). (4.55)
Indeed, if (4.55) is true, then (4.53) and (4.54) imply
P {YG ≥ tµG(p)} = exp {−Ot (ΨH(p̂) +m)}
= exp {−Ot(ΨH(p))} ,
where the second equality follows from the fact that m t ΨH(p̂)  ΨH(p). Let
ν := µRF (p̂) = (n − vH)vG−vH p̂eG−eH . Recalling that p̂ = 1 −
√
1− p, by easy
















so, by choosing Ct large enough, we have y ≤ ν/2. Let σ2 := VarY RF (p̂). It















Since p̂ tends to zero, Lemma 4.10 implies that







so it is enough to show that ΦF,R(p̂) = Ω(1). Since p̂  p, ΦF,R(p̂)  ΦF,R(p) =
ΦF,R. We have
ΦF,R = ΨK,R (4.56)
for some K ⊆ F with e(K) > 0. Observe that K ∪H is a subgraph of G and
ΨK,RΨH = n
v(K−R)+v(H)pe(K)+e(H) = ΨK∪H . (4.57)
Let ε > 0 be as in Proposition 4.13.(i). Then, recalling H = G0,
ΦG = ΨH . (4.58)











4.3.2 Upper bounds for small p
In the present section we give a short proof of Proposition 4.2 and prove Theorem
4.5.
Proof of Proposition 4.2. Let FG = {F = G1 ∪ G2 : 0 < e(G1 ∩ G2) < eG}
be the set of all unlabelled graphs obtained by taking the union of two distinct
copies of G with at least one common edge. For example, FK3 consists of a single
graph: K4 with one edge removed. Recall that D
e
G is the maximum number of
edge-disjoint copies of G in G(n, p). Obviously, either XF ≥ 1 for some F ∈ FG
or DeG = XG, therefore
P {XG ≥ tEXG} ≤ P {DeG ≥ tEXG}+
∑
F∈FG
P {XF ≥ 1} . (4.59)
Clearly, it suffices to show that all probabilities on the right-hand side of (4.59)
are bounded by exp {−Ωt(EXG)} . Applying (4.9) with ε = t− 1, we get
P {DeG ≥ tEXG} = exp {−Ωt(EXG)} .
We bound the remaining terms in (4.59) using Proposition 4.12:
P {XF ≥ 1} = n−Ω(1)
= exp{−Ω(log n)}
= exp {−Ω(EXG)} .
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Proof of Theorem 4.5. Let H1, . . . ,Hm be the minimal extreme subgraphs of G.
Then H is one of the Hi’s with the minimal number of vertices. Note that every
Hi satisfies
ΨHi = (np
m(G))v(Hi) ≥ (npm(G))v(H) = ΨH . (4.60)
In view of (4.30), we can consider the count YG of ordered copies of G. For any
η > 0 we have
P {YG ≥ tµG} ≤
m∑
i=1
P {YHi ≥ (1 + η)µHi}
+ P {YG ≥ tµG, YHi < (1 + η)µHi , i = 1, . . . ,m} . (4.61)
By (4.30), Proposition 4.2, and (4.60) for every i we have
P {YHi ≥ (1 + η)µHi} = P {XHi ≥ (1 + η)EXHi} = exp {−Ωη(EXHi)}
= exp {−Ωη(ΨHi)}
= exp {−Ωη(ΨH)} .
Therefore it remains to bound the last probability in (4.61). For this, consider
a rooted graph (R,F ) with
R = V (H1 ∪ · · · ∪Hm) and F = G \ E(H1 ∪ · · · ∪Hm).
Let r = |R| and s =
∑
i e(Hi), so that e(F ) = e(G)− s.
To inject G, we may first choose an ordered copy H ′i of each Hi, which we
can do in YH1 · . . . · YHm ways, and then choose a copy of F with respect to
appropriately ordered set V (H1 ∪ · · · ∪Hm). Therefore
YG ≤ YH1 · . . . · YHm max
W
Y RF (W ),
where the maximum is taken over all r-tuples W of distinct vertices of Kn. If
YG ≥ tµG and YHi < (1 + η)µHi for i = 1, . . . ,m, then





= (1 + η + o(1))nvG−rpeG−s, (4.62)
the equality being true for, say, η = t−m−1 − 1.
Since µRF = EY RF ∼ nvG−rpeG−s, we can estimate the probability that (4.62)
holds using the bound (4.34). Since there are (n)r ways to choose W , we get
P{YG ≥ tµG and YHi < (1 + η)µHi , i = 1, . . . ,m}
≤ (n)rP
{
Y RF ≥ (1 + η + o(1))µRF
}
= exp {r log n− Ωη(MR,F )} ,
the second equality implied by (4.34). In view of the assumption ΨH ≤ log n,










Let us show that for every H ⊆ F that ΨH,R = nΩ(1). To see this, note that
since mR(F ) < m(G), we have 1/m(G) = 1/mR(F ) − δ for some δ > 0. By
definition, mR(F ) ≥ e(H)/v(H − R), hence 1/m(G) ≤ v(H − R)/e(H) − δ.
Therefore the assumption that p ≥ n−1/m(G) implies
ΨH,R = n
v(H−R)pe(H) ≥ nv(H−R)+e(H)[δ−v(H−R)/e(H)] = nδe(H).
4.3.3 More on small p: the whisk graph
Here we prove Theorem 4.6, which bounds, for small p, the upper tail of a
specific graph K+3 , for which Theorem 4.5 does not apply.
Proof of Theorem 4.6. Given a graph T ⊆ Kn which is a union of triangles, let
ZT be the number of edges in G(n, p) with exactly one end in V (T ). Let T be
the subgraph of G(n, p) formed by the union of all triangles in G(n, p).











view of the assumption that n3p3 ≤ log n, by Proposition 4.12 we can assume
that no two triangles intersect and no two triangles are connected by an edge
(since this would create an intersection of a triangle and a whisk, the former
being strictly balanced). Under such assumptions, a triangle can be extended
to a whisk only if there is an edge connecting the triangle with the complement
[n] \ V (T ). Therefore, XK+3 is at most ZT , the number of edges with exactly
one end in T . It is enough to bound the probability
P
{








Let F be the family of all possible graphs T , which can be obtained by taking





p3 (not necessarily disjoint) triangles in Kn. For
every T ∈ F define events











p3 · n ∼ n4p3/2, so ZT is stochastically dominated by a binomial random
variable Z ∼ Bi(N, p) with expectation EZ ∼ n4p4/2 ∼ EXK+3 . Therefore the
Chernoff bound (1.6) gives

















Since AT ⊆ BT , we have
P {DT , AT } = P {DT , AT |BT }P {BT } . (4.64)
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Consider G(n, p) conditioned on BT , that is, a random graph obtained from T





− e(T ) edges independently with probabil-
ity p. Note that with respect to this random graph, AT is decreasing and DT
is increasing. Therefore the FKG inequality (1.12) implies
P {DT , AT |BT } ≤ P {DT |BT }P {AT |BT } . (4.65)
Note that BT and DT are independent, since they depend on separate sets of
edges. Hence (4.64), (4.65), and the fact that AT ⊆ BT imply
P {DT , AT } ≤ P {DT |BT }P {AT |BT }P {BT }
= P {DT }P {AT , BT } = P {DT }P {AT } .
Hence, using (4.63), we get
P
{







































4.3.4 Upper bounds for stars
In the present section we prove Theorems 4.7-4.9, which give upper bounds for
the upper tail, when G is the r-armed star K1,r, r ≥ 2.
Proof of Theorem 4.7
Let L be the random intersection graph, the vertices of which are the copies of G
in G(n, p) and two vertices are connected by an edge if the corresponding copies
have an edge in common. An easy graph-theoretic result, appearing implicitly
in Spencer Spencer (1990) states that for any graph L
vL ≤ αL + 2βL∆L, (4.66)
where αL is the independence number of L, βL is the size of a largest induced
matching in L, and, as usual, ∆L is the maximum degree of L. To see that
(4.66) is true, fix a maximal induced matching M and consider the set obtained
by removing the neighbourhoods of the vertices in M :





If there was an edge spanned by I, we could add it to M thus contradicting
the maximality of M . Therefore I is independent and hence |I| ≤ αL. Since
|U | ≤ vM∆L = 2βL∆L, (4.66) follows.
In our setting, vL = XG and αL = D
e




F . Recall that
FG is the set of all graphs formed by the union of two distinct edge-intersecting
copies of G, as defined in the proof of Proposition 4.2 in §4.3.2.
For fixed vertices u and v of Kn, let XG(uv) be the number of copies of G in
G(n, p) containing the edge uv. Fix a copyG′ ofG. IfG′ appears in G(n, p), then
its degree in L is at most
∑
uv∈E(G′)XG(uv). Hence ∆L ≤ eG maxuvXG(uv),
where the maximum is taken over all edges of Kn. Clearly, the distribution
of XG(uv) does not depend on uv. Therefore, when the choice of uv does not
matter, we write XeG instead.
In view of the observations above, (4.66) implies
XG ≤ DeG +
∑
F∈FG
DeF · 2eG max
uv
XG(uv). (4.67)
Choose δ such that t = 1 + δ(1 + 2eG|FG|). Then by (4.67) for every d > 0




























P {XeG > d} .
(4.68)
The conditions on p imply that log(1/p)  log n. Therefore, in order to












By inequality (4.9), the first term in (4.68) is at most
exp{−Ωδ(EXG)} ≤ exp{−Ωδ(min{ΨG,Ψ1/rG log n})}.
To bound the second term in (4.68), we apply the following slightly weaker but
more convenient form of (4.8). Noting that ϕ(ε) ≥ (1 + ε) log 1+εe and using a
substitute x = (1 + ε)EXG, we get an inequality





, e = 2.71 . . . . (4.69)
















































It remains to check that the logarithmic factor in (4.70) is of order log n. Note
that by log-modularity (4.35), ΨG/ΨF = ΨH/ΨG, where H is the intersec-
tion of the two copies of G that constitute F . Hence, it suffices to show that
ΨH/(dΨG) = Ω(n
c) for some c > 0, probably depending on γ. Consider two
cases.
Case (i): ΨG ≤ logr/(r−1) n. Then d = log n. By Proposition 4.11.(ii), we






= Ω(nc), c > 0.
Case (ii): ΨG > log
r/(r−1) n. Then d = Ψ
(r−1)/r
G . Note that H is a k-
armed star with k ∈ {1, . . . , r − 1}. Restriction p ≤ n−1−1/r+1/r2−γ implies
that np = n−Ω(1), therefore ΨH = n











= n−r−1+1/rp−r ≥ nrγ , (4.71)
where the last inequality follows from restriction p ≤ n−1−1/r+1/r2−γ .









, where deg(v) is the degree of vertex v in G(n, p). Write Bi(n, p) for a
binomial random variable. Noting that deg(v) = Bi(n− 1, p), we get that























Bi(n− 1, p) > ((r − 1)!d/2)1/(r−1)
}
.
Then the Chernoff bound (1.7) yields















= (n2p)1/(r−1) ≥ (n1−1/r)1/(r−1) = nΩ(1),
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the inequality following from the assumption that p is above the threshold:






, we get that the order















in (4.68), as it contributes to the exponent only
an additive term O(log n). This completes the proof, because




Let us further write X = XK1,r for the number of r-armed stars, and, for
simplicity, consider G(2n, p) instead of G(n, p). Given a bipartition P = (V1, V2)
of V = {1, . . . , 2n} into sets of equal size, let XP be the number of stars with the
center in V1 and the remaining r vertices in V2. Observe that the distribution
of XP does not depend on the actual choice of P . In the proofs of Theorems
4.8 and 4.9 we will use the following lemma.
Lemma 4.15. Let X be the number of r-armed stars in G(2n, p) and let Z =
XP be the number of copies with the center in V1 = {1, . . . , n} and the remaining
vertices in V2 = {n+ 1, . . . , 2n}. Then, for u ∈ (1, t),
P {X ≥ tEX} ≤ t− uρ
ρ(t− u)
P {Z ≥ uEZ} ,
where ρ = ρ(n) is a function of n such that
ρ→ 2−r−1, as n→∞.
Thus in order to get an upper bound for X, we may instead study a simpler











B1, . . . , Bn are independent copies of a binomial random variable B ∼ Bi(n, p).
Lemma 4.15 and its proof follow easily from the idea by DeMarco and Kahn
(2011), who showed that it is enough to study the upper tail of triangles in a
random tripartite graph.
Proof of Lemma 4.15. Observe that if instead of a fixed P we choose a random
bipartition P, the distribution of XP is remains unchanged, as long as P is
independent of G(2n, p). This is because the distribution of XP is the same for
any P , and
P {XP ≤ x} =
∑
P
P {XP ≤ x | P = P}P {P = P} .
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. For every u ∈ (1, t) we have
P {XP ≥ uEXP} ≥ P {XP ≥ uEXP |X ≥ tEX}P {X ≥ tEX} . (4.73)
Our aim is to bound the conditional probability away from zero. The probability












Write x = tEX and y = uEXP . Observe that XP , conditioned on X, takes
values in the interval [0, X]. Moreover, E[XP |X] = ρX, so
EXP = EE[XP |X] = ρEX. (4.74)
By Markov’s inequality















Since f is an increasing function,
P {XP ≥ y |X ≥ x} ≥ f(x) =






As x = tEX and, by (4.74), y = uρEX, plugging in and simplifying yields




Proof of Theorem 4.8
In view of Lemma 4.15, we can consider Z instead of X. For each vertex v ∈ V1,






























, t > 1. (4.76)
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v is the sum of n independent random variables, we get
EehSn = (E exp{hBr})n , (4.78)
where B ∼ Bi(n, p). To find a good choice of h, let us consider a lower bound
of the right-hand side of (4.77). Since P {B = n} = pn = e−nl, we have
EehSn exp{−htnr+1pr} ≥ exp
{
hnr+1 − n2l − htnr+1pr
}
.
So, in order to have a chance that the right-hand side of (4.77) is exponentially
small, we need to choose h of order l/nr−1. Let δ, ε > 0 be small constants
depending on r and t only, which we will choose later. Set h = εl/nr−1. Writing
q = 1− p, we have
E exp{hBr} ≤ exp{h[(1 + δ)np]r}+
n∑
k=d(1+δ)npe
exp{hkr}P {B = k}




where E(k) = exp{εlkr/nr−1}P {B = k}. A major part of the remaining proof
is to obtain a uniform, that is, independent of k bound on E(k). Substituting
k = (1 + d)np, we rewrite
E(k) = exp {εnprl(1 + d)r}P {B = (1 + d)np} . (4.80)
Applying the Chernoff bound (1.6) for the probabilities P {B = (1 + d)np}, we
obtain
E(k) ≤ exp {εnprl(1 + d)r − npϕ(d)} = exp {npf(d)} , (4.81)
where f(d) := εpr−1l(1 + d)r − ϕ(d). Note that d takes values in the interval
[δ, q/p]. Straighforward calculation gives that
f ′(d) = rεpr−1l(1 + d)r−1 − ln (1 + d) ,
f ′′(d) = r(r − 1)εpr−1l(1 + d)r−2 − 1
d+ 1
.
Since r(r− 1)εpr−1l > 0, function f ′′ is increasing on [0,∞) and therefore f ′ is
convex. Simple calculus shows that pr−1l ≤ 1/e(r − 1). Therefore
f ′(δ) ≤ r
e(r − 1)
ε(1 + δ)r−1 − ln(1 + δ).
On the other hand
f ′(q/p) = rεpr−1l(1/p)r−1 − log 1/p = l(rε− 1).
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Recalling that δ = δ(r, t), let us choose ε = ε(r, t) small enough so that
f ′(δ), f ′(q/p) ≤ 0. Since f ′ is convex, we get that f ′(d) ≤ 0 for every d ∈ [δ, q/p],
whence f is decreasing, and so f(d) ≤ f(δ). Then (4.81) implies
E(k) ≤ exp {npf(δ)} = exp {(1 + δ)rεnprl − npϕ(δ)} .
Since the sum in (4.79) has at most n− 1 terms, we get
E exp{hBr} ≤ exp {(1 + δ)rεnprl} (1 + n exp {−npϕ(δ)})
=: exp {(1 + δ)rεnprl}Fδ(n, p). (4.82)

















Note that the assumption p ≥ n−1/r implies Fδ(n, p)n = 1 + o(1). Choose δ > 0












Proof of Theorem 4.9
By the argument at the beginning of the proof of Theorem 4.8, we can consider
Sn instead of X. Assumptions on p imply that log 1/p  log n. Therefore,
writing M := n1+1/rp, we aim to show





v and Bv’s are independent copies of a random variable
B ∼ Bi(n, p).
The reason why the proof of Theorem 4.8 did not work for smaller p was
that in the exponential moment of Br the contribution of the largest values of
B was too large. However, we can exclude the event that some Bv is large as














= exp {−Ωr (M log n)} .
Therefore, instead of Sn we can further consider the tail of S̃n =
∑
v∈V1 B̃v,
where B̃v is Bv, conditioned on the event {Bv ≤M}. Clearly B̃v’s are indepen-








P {B = m} ,
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where pM = P {B ≤M}. Then






















M log(M/enp) M log n.
Therefore the right-hand side of (4.85) is at least
exp{hnMr −Θ(nM log n)− htMr}.
This suggests that we should take h of order M1−r log n. Let δ, ε > 0 be small
constants depending on r and t, which we will choose later. Set h = εM1−r log n.
Writing q = 1− p, we have
pM exp{hB̃rv} ≤ exp{h[(1 + δ)np]r}+
bMc∑
k=d(1+δ)npe
exp{hkr}P {B = k}




where E(k) = exp{εM1−rkr log n}P{B = k}. Substituting k = (1 + d)np, and
using the Chernoff bound (1.6), we have
E(k) ≤ exp
{
ε(1 + d)r(np)rM1−r log n− npϕ(d)
}
= exp {npf(d)} , (4.87)
where f(d) := ε(1+d)rn1/r−1 log n−ϕ(d). Analysis of f is very similar to that in
the proof of Theorem 4.8. Note that d ranges in [δ,D], where D = M/(np)−1 =
n1/r − 1. We have
f ′(d) = rε(1 + d)r−1n1/r−1 log n− log (1 + d) ,
f ′′(d) = r(r − 1)ε(1 + d)r−2n1/r−1 log n− 1
d+ 1
.
It is easy to see that n1/r−1 log n ≤ r/(r − 1), therefore
f ′(δ) ≤ r2/(r − 1)ε(1 + δ)r−1 − log(1 + δ). (4.88)
On the other hand,
f ′(D) = f ′(n1/r − 1) = (rε− 1/r) log n.
59
So, by choosing ε small enough (depending on r and δ), we make sure that
f ′(δ), f ′(D) ≤ 0. Since f ′′ is increasing on [0,∞), f ′ is convex and hence
nonpositive on [δ,D]. Consequently f decreases on [δ,D] and therefore
f(d) ≤ f(δ), d ∈ [δ,D]. (4.89)
Notice that the sum in (4.86) has less than n terms. By (4.87) and (4.89), we
get that (4.86) is at most
exp
{(
(1 + δ)rεn1/rp log n
)}






≤ exp {−cM log n} (1 + exp {log n− npϕ(δ)})n , (4.90)
where c = ε (t− (1 + δ)r). Let us choose δ so that (1 + δ)r < t. To see that
the second factor on the right-hand side of (4.90) can be ignored, let, say,
C = 3/ϕ(δ). Then the hypothesis p ≥ Cn−1 log n implies
(1 + exp{log n− npϕ(δ)})n ≤ (1 + exp{−2 log n})n ≤ e1/n → 1.
We conclude the proof by combining (4.84) and (4.90).

4.3.5 Below the threshold
The upper tail is usually studied under an assumption that p ≥ n−1/m(G).
Although it is not such an interesting thing if p < n−1/m(G), but it is not
entirely trivial. The following proposition is a kind of folklore.
Proposition 4.16. If p ≤ n−1/m(G), which is equivalent to ΦG ≤ 1, then we
have
P {XG ≥ tEXG}  ΦG. (4.91)
Sketch of Proof. (i) If tEXG ≤ 1, then the left hand side is just
P {XG ≥ 1} = 1− P {XG = 0} ,
therefore (4.91) easily follows from (4.5) and the fact that 1−e−x  x as x→ 0.
(ii) If tEXG > 1, then the upper bound is easy, because for every H ⊆ G
Markov’s inequality implies
P {XG ≥ tEXG} ≤ P {XH ≥ 1} ≤ EXH .
However, for the lower bound the easiest way we know would be to proceed in
the same fashion as in the proof of Theorem 4.4. Here we give just a sketch of the
proof. Let H ⊆ G be such that ΦG = ΨH . Consider the two-round exposure,
i.e., treat G(n, p) as a union G1∪G2, where G1 and G2 are independent G(n, p′)’s
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with appropriate p′. The probability P {XG ≥ tEXG} is at least the probability
that (a) in G1 there is at least one copy of H and (b) in G2 this copy extends
to tEXG copies of G. As we have seen in the case (i), the event (a) happens
with probability of order ΦH = ΨH = ΦG. Assuming p ≤ cn−1/m(G) for some
sufficiently small constant c, and using the second moment method, one can
show that the event (b) happens with probability Ω(1).
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Janson, S. and Ruciński, A.: 2000, The deletion method for upper tail estimates.
Preprint, available from http://www.math.uu.se/ svante.
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Šileikis, M.: 2009, An application of large deviation inequalities to the graph
isoperimetry, Matematika ir matematinis modeliavimas 5, 6–10.
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