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ON A CONJECTURE OF SHARIFI AND MAZUR’S EISENSTEIN IDEAL
EMMANUEL LECOUTURIER AND JUN WANG
Abstract. Let N and p be prime numbers ≥ 5 such that p divides N − 1. Let I be Mazur’s
Eisenstein ideal of level N and H+ be the plus part of H1(X0(N),Zp) for the complex con-
jugation. We give a conjectural explicit description of the group I · H+/I2 · H+ in terms
of the second K-group of the cyclotomic field Q(ζN ). We prove that this conjecture follows
from a conjecture of Sharifi about some Eisenstein ideal of level Γ1(N). Following the work of
Fukaya–Kato, we prove partial results on Sharifi’s conjecture. This allows us to prove partial
results on our conjecture.
Contents
1. Introduction 1
Acknowledgements 4
2. Refined Hida theory 4
3. Eisenstein ideals of X
(p)
1 (N) 7
4. The extended winding homomorphism 9
5. Sharifi’s conjecture for X1(N) and X1(N)
(p). 11
6. The Eisenstein quotient conjecture 15
6.1. Eisenstein quotient conjecture and the ∞-map 15
6.2. Beilinson–Kato elements 16
6.3. The map z1,N,p∞ 17
7. Proof of Theorems 1.6 and 1.7 20
References 21
1. Introduction
Let N and p be prime numbers ≥ 5 such that p divides N − 1. Let T = Zp[Tn, n ≥ 1] be the
Hecke algebra acting on S2(Γ0(N),Zp), the space of cusp forms of weight 2 and level Γ0(N) over
Zp. Let I ⊂ T be Mazur’s Eisenstein ideal [13], i.e. the ideal generated by the Hecke operators
Tℓ − ℓ− 1 for primes ℓ 6= N and by TN − 1. We denote by H (resp. H+) the singular homology
group H1(X0(N),Zp) (resp. the subgroup fixed by the complex conjugation in H1(X0(N),Zp)).
Barry Mazur constructed an explicit isomorphism H+/I · H+
∼
−→ (Z/NZ)× ⊗Z Zp. This
fundamental construction is used in numerous applications, e.g. [14], [15], [10], [9]. This also
allowed Mazur to give a criterion for the Hecke operator Tℓ − ℓ − 1 to locally generate I [13,
Theorem 18.10].
The results of Mazur imply that the group I · H+/I
2 · H+ is canonically isomorphic to
((Z/NZ)× ⊗Z Zp)
⊗2
. Lo¨ıc Merel asked for an explicit description of this isomorphism [15, p.
104 “A` quoi est e´gal...?”]. Our paper can be considered as an attempt to answer his question.
We now give more details about our work.
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Let ξ : Zp[(Z/NZ)
×]→ H+ be the map given by
ξ([a]) =
1
2
· ({∞,
a
N
}+ {∞,
−a
N
})
where if α, β ∈ P1(Q), we denote by {α, β} the homology class of the geodesic path connecting
α and β in the upper-half plane (a similar notation applies to other modular curves). This is
the plus part of the Manin map [12, §1.5] composed with the Atkin–Lehner involution (we make
this modification to be consistent with [18]). The map ξ is well-known to be surjective (cf. [14,
Proposition 3]).
Theorem 1.1 (Mazur). [13, Proposition II.18.8] There is a unique group isomorphism
H+/I ·H+
∼
−→ (Z/NZ)× ⊗Z Zp
sending ξ([a]) to a⊗ 1, for all a ∈ (Z/NZ)×.
In other words, we have:
(1) I·H+ = {
∑
a∈(Z/NZ)×
λa·ξ([a]), λa ∈ Zp, such that
∑
a∈(Z/NZ)×
a⊗λa = 0 ∈ (Z/NZ)
×⊗ZZp} .
To describe I2 ·H+, we need to introduce some more notation. If A is a ring, we denote by
K2(A) the second K-group as defined by Quillen. We let K = K2(Z[ζN ,
1
Np ]) ⊗Z Zp, where ζN
is a primitive Nth root of unity in an algebraic closure of Q. There is an action of the group
ring Λ := Zp[Gal(Q(ζN )/Q)] on K. In this paper, we choose the “inverse” of the natural action.
Thus, we have
σa · {1− ζ
u
N , 1− ζ
v
N} = {1− ζ
a−1u
N , 1− ζ
a−1v
N }
where if a ∈ (Z/NZ)× then σa ∈ Gal(Q(ζN )/Q) is characterized by σa(ζN ) = ζ
a
N .
We denote by J the augmentation ideal of Λ. If x, y ∈ Z[ζN ,
1
Np ]
×, let 〈x, y〉 be the associated
Steinberg symbol in K.
Conjecture 1.2. There is a group isomorphism
I ·H+/I
2 ·H+
∼
−→ J · K/J2 · K
sending
∑
a∈(Z/NZ)× λa · ξ([a]) to∑
a∈(Z/NZ)×
λa · (〈1− ζ
a
N , 1− ζN 〉 −
1
2
· ([σa]− 1) · 〈1− ζ
a
N , 1− ζN 〉) .
Remark 1. By Proposition 5.2 (ii), the condition∑
a∈(Z/NZ)×
a⊗ λa = 0 ∈ (Z/NZ)
× ⊗Z Zp
is equivalent to ∑
a∈(Z/NZ)×
λa · 〈1 − ζ
a
N , 1− ζN 〉 ∈ J · K .
We now relate Conjecture 1.2 to a conjecture of Romyar Sharifi. Let X1(N) be the compact
modular curve of level Γ1(N). Let C∞ be the set of cusps of X1(N) above the cusp Γ0(N)∞
of X0(N). We denote by H1(X1(N), C∞,Zp) the singular homology group of X1(N) relative to
C∞ (with coefficients in Zp). Let H1(X1(N), C∞,Zp)+ be the subgroup of H1(X1(N), C∞,Zp)
fixed by the complex conjugation.
There is a surjective map (cf. Proposition 2.1)
ξ1 : Z[((Z/NZ)
×)2]→ H1(X1(N), C∞,Zp)+
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given by
ξ1([(u, v)]) =
1
2
· ({
−d
bN
,
−c
aN
}+ {
d
bN
,
c
aN
})
where
(
a b
c d
)
∈ SL2(Z) is such that c ≡ u (modulo N) and d ≡ v (modulo N).
One can prove (cf. Proposition 5.1) that the map Z[((Z/NZ)×)2] → K sending [(u, v)] to
〈1 − ζuN , 1− ζ
v
N 〉 factors through ξ1, thus giving a map
˜̟ : H1(X1(N), C∞,Zp)+ → K .
Conjecture 1.3 (Sharifi). The map ˜̟ is annihilated by the Hecke operators Tℓ − ℓ · 〈ℓ〉 − 1 for
primes ℓ 6= N and by TN − 1 (here the Hecke operators are the usual ones, induced by Albanese
functoriality).
Remark 2. Sharifi announced in a talk at the workshop “Eisenstein ideal and Iwasawa theory”
held in Beijing in June 2019 that, together with Akshay Venkatesh, he was able to prove that
the restriction of ˜̟ to H1(X1(N),Zp) is annihilated by the Hecke operators Tℓ − ℓ · 〈ℓ〉 − 1 for
primes ℓ 6= N .
Remark 3. Following the techniques of Cecilia Busuioc and Sharifi, one can prove that ˜̟ is
annihilated by the Hecke operators Tℓ − ℓ · 〈ℓ〉 − 1 for ℓ ∈ {2, 3} [2, Theorem 1.2]. It seems
however that such an approach does not work for ℓ ≥ 5. For ℓ = 5, we need to prove that for
any u, v ∈ (Z/NZ)×, we have in K:
〈1− ζ5uN , 1− ζ
v
N 〉+ 〈1− ζ
5u
N , 1− ζ
2u+v
N 〉 − 〈1− ζ
u−2v
N , 1− ζ
2u+v
N 〉+ 〈1 − ζ
u−2v
N , 1− ζ
5v
N 〉
+ 〈1 − ζ5uN , 1− ζ
4u+v
N 〉 − 〈1− ζ
−3u−2v
N , 1− ζ
4u+v
N 〉+ 〈1− ζ
3u+2v
N , 1− ζ
2u+3v
N 〉
− 〈1 − ζ−u−4vN , 1− ζ
2u+3v
N 〉+ 〈1− ζ
u+4v
N , 1− ζ
5v
N 〉+ 〈1− ζ
5u
N , 1− ζ
−2u+v
N 〉
− 〈1 − ζu+2vN , 1− ζ
−2u+v
N 〉+ 〈1− ζ
u+2v
N , 1− ζ
5v
N 〉+ 〈1− ζ
5u
N , 1− ζ
−4u+v
N 〉
− 〈1 − ζ−3u+2vN , 1− ζ
−4u+v
N 〉+ 〈1− ζ
3u−2v
N , 1− ζ
−2u+3v
N 〉 − 〈1− ζ
−u+4v
N , 1− ζ
−2u+3v
N 〉
+ 〈1 − ζu−4vN , 1− ζ
5v
N 〉+ 〈1 − ζ
u
N , 1− ζ
5v
N 〉
= 〈1− ζ5uN , 1− ζ
5v
N 〉+ 5 · 〈1− ζ
u
N , 1− ζ
v
N 〉 .
We were not able to prove this identity.
A study of the kernel and image of the natural map H1(X1(N), C∞,Zp)+ → H+ leads to the
following result.
Theorem 1.4. Conjecture 1.3 implies Conjecture 1.2.
Remark 4. If we only assume that the restriction of ˜̟ to H1(X1(N),Zp) is annihilated by the
Hecke operators Tℓ − ℓ · 〈ℓ〉 − 1 for primes ℓ 6= N and by TN − 1 (cf. Remark 4), the proof of
Theorem 1.4 gives the existence of the map I · H+/I
2 · H+ → J · K/J
2 · K of Conjecture 1.2.
However, we do not know how to prove that this map is surjective without assuming Conjecture
1.3.
The embedding Z[ 1Np ] →֒ Z[ζN ,
1
Np ] yields a map on K-groups K2(Z[
1
Np ])→ K2(Z[ζN ,
1
Np ]).
One can show that we have a canonical group isomorphism K2(Z[
1
Np ])⊗ZZp ≃ (Z/NZ)
×⊗ZZp
and that the map K2(Z[
1
Np ]) ⊗Z Zp → K has image ν · K where ν =
∑
g∈Gal(Q(ζN )/Q)
[g] is the
norm. We prove that Conjecture (1.3) is true after quotienting ˜̟ by ν · K.
Theorem 1.5. The map H1(X1(N), C∞,Zp)+ → K/ν · K obtained from ˜̟ is annihilated by the
Hecke operators Tℓ − ℓ · 〈ℓ〉 − 1 for primes ℓ 6= N and by TN − 1.
3
Remark 5. This proves that the identity of Remark 3 holds in K/ν · K. However, we could not
find a direct or elementary proof.
Our proof is inspired by – and rely on – the unpublished work of Fukaya Takako and Kazuya
Kato on a conjecture of Sharifi similar to Conjecture 1.3 [18]. In particular, we make use
of Beilinson–Kato elements in the K2 group of the modular curve Y1(N). Fukaya and Kato
assume that the level N is divisible by p. The analogue of ν · K in their situation is the group
H2(Z[ 1Np ], H
0,ord
e´t (Y1(N)(2))), where ord means the ordinary part. The group H
0,ord
e´t (Y1(N)(2))
is trivial in their case, since Tp acts on by multiplication by p on H
0
e´t(Y1(N)(2)) = Zp (cf.
[18, Lemma 5.2.5]). In our situation there are no ordinariness considerations and the group
ν · K ≃ H2(Z[ 1Np ], H
0
e´t(Y1(N)(2))) = H
2(Z[ 1Np ],Zp(2)) is non-zero (and is in fact canonically
isomorphic to (Z/NZ)× ⊗Z Zp). It thus seems that the method of Fukaya–Kato alone is not
enough to go beyond Theorem 1.5.
Using Theorem 1.5, a result of Merel [14] and a result of Cornelius Greither and Christian D.
Popescu [6], we are able to prove:
Theorem 1.6. Conjecture (1.2) holds if the image of the integer
∏N−1
2
k=1 k
k in (Z/NZ)× ⊗Z Zp
is trivial.
Remark 6. The condition that the integer
∏N−1
2
k=1 k
k in (Z/NZ)× ⊗Z Zp is trivial is related to
the Newton polygon of the completion of T at I (cf. [19, Corollary 1.4.2 and Proposotion 1.5.3]).
There is a “modulo ps” version of Conjecture (1.2) that we can prove in all cases using Theorem
1.5. Let t = ordp(N−1) be the p-adic valuation of N−1 and s be an integer such that 1 ≤ s ≤ t.
Theorem 1.7. There is a group isomorphism
I · (H+ ⊗Zp Z/p
sZ)/I2 · (H+ ⊗Zp Z/p
sZ)
∼
−→ J · (K ⊗Zp Z/p
sZ)/J2 · (K ⊗Zp Z/p
sZ)
sending
∑
a∈(Z/NZ)× λa · ξ([a]) to∑
a∈(Z/NZ)×
λa · (〈1− ζ
a
N , 1− ζN 〉 −
1
2
· ([σa]− 1) · 〈1− ζ
a
N , 1− ζN 〉) ,
where λa ∈ Z/p
sZ.
Remark 7. Theorem 1.7 is equivalent to the determination of the second higher Eisenstein
element in H1(Y0(N),Z/p
sZ)− in the language of [9].
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2. Refined Hida theory
In this section, we will use the following notation.
• σ =
(
0 −1
1 0
)
and τ =
(
0 −1
1 −1
)
∈ SL2(Z).
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• If Γ is a subgroup of Γ0(N) containing Γ1(N), let XΓ be the compact modular curve
associated to Γ.
• C∞Γ (resp. C
0
Γ) is the set of cusps of XΓ above the cusp Γ0(N) · ∞ (resp. Γ0(N) · 0) of
X0(N).
• CΓ = C
0
Γ ∪ C
∞
Γ
• H˜ ′Γ = H1(XΓ, CΓ,Zp), H˜Γ = H1(XΓ, C
∞
Γ ,Zp) and HΓ = H1(XΓ,Zp).
• ∂ : H˜ ′Γ → Zp[CΓ]
0 is the boundary map, sending the geodesic path {α, β} to [β] − [α]
where α, β ∈ P1(Q) and Zp[CΓ]
0 is the augmentation subgroup of Zp[CΓ].
•
(
H˜Γ
)
+
is the subgroup of elements of H˜Γ fixed by the complex conjugation. A similar
notation applies to HΓ.
• DΓ ⊂ (Z/NZ)
× is the subgroup generated by the classes of the lower right corners of
the elements of Γ and by the class of −1.
• ΛΓ = Zp[(Z/NZ)
×/DΓ].
• If Γ1 and Γ2 are subgroups of SL2(Z) such that Γ1(N) ⊂ Γ1 ⊂ Γ2 ⊂ Γ0(N), we let
JΓ1→Γ2 = Ker(ΛΓ1 → ΛΓ2). It is a principal ideal of ΛΓ1 , generated by [x]− 1 where x
is a generator of Ker((Z/NZ)×/DΓ1 → (Z/NZ)
×/DΓ2).
• T˜′Γ (resp. T˜Γ, resp. TΓ) is the Zp-Hecke algebra acting faithfully on H˜
′
Γ (resp. H˜Γ,
resp. HΓ) generated by the Hecke operators Tn for n ≥ 1 and the diamond operators
(induced by the Albanese functoriality). The dth diamond operator is denoted by 〈d〉.
By convention, it corresponds on modular form to the action of a matrix whose lower
right corner is congruent to d modulo N .
We will need some “refined Hida control” results, describing the kernel of the various maps in
homology induced by the degeneracy maps between the various modular curves.
Manin proved [12, Theorem 1.9] that we have a surjection
ξΓ : Zp[Γ\PSL2(Z)]→ H1(XΓ, CΓ,Zp)
such that ξΓ(Γ · g) is the class of the geodesic path wN{g(0), g(∞)}, wN being the Atkin–Lehner
involution (induced by the map z 7→ − 1Nz in the upper-half plane). Furthermore, he proved that
the kernel of ξΓ is spanned by the sum of the (right) σ-invariants and τ -invariants.
Recall that Γ1(N) ⊂ Γ ⊂ Γ0(N). Consider the bijection
κ : Γ\PSL2(Z)
∼
−→
(
(Z/NZ)2\{(0, 0)}
)
/DΓ
given by κ(Γ · g) = [c, d] where g =
(
a b
c d
)
and [c, d] is the class of (c, d) modulo DΓ. By abuse
of notation, we identify Γ\PSL2(Z) and
(
(Z/NZ)2\{(0, 0)}
)
/DΓ.
The map (Z/NZ)×/DΓ → C
0
Γ (resp. (Z/NZ)
×/DΓ → C
∞
Γ ) given by u 7→ 〈u
−1〉 · (Γ · 0) (resp.
u 7→ 〈u−1〉·(Γ ·∞)) (where 〈·〉 denotes the diamond operator) is a bijection. If u ∈ (Z/NZ)×/DΓ,
we denote by [u]0Γ (resp. [u]
∞
Γ ) the image of u in C
0
Γ (resp. C
∞
Γ ). In other words, we have
[u]0Γ = Γ ·
c
d for some coprime integers c and d not divisible by N , and such that the image of d
in (Z/NZ)×/DΓ is u
−1. Similarly, [u]∞Γ = Γ ·
a
N ·b for some coprime integers a and b not divisible
by N , and such that the image of a in (Z/NZ)×/DΓ is u.
Let
(
a b
c d
)
∈ SL2(Z). We describe ∂(ξΓ([c, d])) in the various cases that can happen.
• If c ≡ 0 (modulo N) then a ≡ d−1 (modulo N). Thus, we have ∂(ξΓ([c, d])) = [d]
0
Γ −
[d]∞Γ .
• If d ≡ 0 (modulo N) then we have b ≡ −c−1 (modulo N). Thus, we have ∂(ξΓ([c, d])) =
[c]∞Γ − [c]
0
Γ.
• If c · d 6≡ 0 (modulo N) then we have ∂(ξΓ([c, d])) = [c]
∞
Γ − [d]
∞
Γ .
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In particular, the set of [c, d] such that ∂(ξΓ([c, d])) ∈ Z[C
∞
Γ ] coincides with the set of [c, d]
such that c · d 6≡ 0 (modulo N). Let M0Γ be the sub-Zp-module of Zp[
(
(Z/NZ)2\{(0, 0)}
)
/DΓ]
generated by the symbols [c, d] with c · d 6≡ 0 (modulo N).
The following statement is well-known, but we could not find a reference.
Proposition 2.1. The map ξΓ induces a surjective homomorphism
ξ0Γ :M
0
Γ → H˜Γ
whose kernel is R0Γ = (M
0
Γ)
τ + (M0Γ)
σ +
∑
d∈(Z/NZ)× Zp · [−d, d] where (M
0
Γ)
τ (resp. (M0Γ)
σ) is
the subgroup of elements of M0Γ fixed by the right action of τ (resp. σ).
Proof. Let ξ′Γ = ξΓ ◦ κ
−1 : Zp[
(
(Z/NZ)2\{(0, 0)}
)
/DΓ]→ H˜
′
Γ and ξ
0
Γ be the restriction of ξ
′
Γ to
M0Γ. The computation of ∂ shows that ξ
0
Γ takes values in H˜Γ. Let y ∈ H˜Γ. Since ξ
′
Γ is surjective,
there is some element x =
∑
[c,d]∈((Z/NZ)2\{(0,0)})/DΓ
λ[c,d] · [c, d] ∈ Zp[
(
(Z/NZ)2\{(0, 0)}
)
/DΓ]
such that ξ′Γ(x) = y. Since ∂ξ
′
Γ(x) ∈ Zp[C
∞
Γ ], we have λ[d,0] = λ[0,d] for all d ∈
(
(Z/NZ)2\{(0, 0)}
)
/DΓ.
Since ξ′Γ([0, d] + [d, 0]) = 0, the element y is in the image of ξ
0
Γ. Thus, we have proved that ξ
0
Γ is
surjective.
Let x =
∑
[c,d]∈((Z/NZ)2\{(0,0)})/DΓ
λ[c,d] · [c, d] − µ[c,d] · [c, d] ∈ Ker(ξ
0
Γ) = Ker(ξ
′
Γ) ∩ M
0
Γ
with λ[c,d] = λ[c,d]·τ and µ[c,d] = µ[c,d]·σ for all [c, d] ∈
(
(Z/NZ)2\{(0, 0)}
)
/DΓ. We also have
λ[d,0] = µ[d,0] and λ[0,d] = µ[0,d] for all d ∈ (Z/NZ)
×/DΓ. Note that for all d ∈ (Z/NZ)
×/DΓ,
we have:
(2) [d,−d] = ([d, 0] + [0, d] + [d,−d])− ([d, 0] + [0, d]) ∈ Ker(ξ0Γ) .
Hence, x−
∑
d∈(Z/NZ)×/DΓ
λ[d,0] · [d,−d] belongs to (M
0
Γ)
σ + (M0Γ)
τ so x has the desired form.

Corollary 2.2. The map H˜Γ1 → H˜Γ2 is surjective.
Proof. The map M0Γ1 →M
0
Γ2
is surjective. We conclude using Proposition 2.1. 
The ring ΛΓi acts naturally on R
0
Γi
, MΓi and H˜Γi (for i = 1, 2).
Proposition 2.3. (i) The kernel of the homomorphism H˜Γ1 → H˜Γ2 is JΓ1→Γ2 · H˜Γ1 .
(ii) The kernel of the homomorphism HΓ1 → HΓ2 is JΓ1→Γ2 ·HΓ1 .
Proof. We prove point (i). Consider the following commutative diagram, where the rows are
exact:
0 // R0Γ1
//

M0Γ1
//

H˜Γ1 //

0
0 // R0Γ2
// M0Γ2
// H˜Γ2 // 0
It is clear that the kernel of the middle vertical arrow is JΓ1→Γ2 ·M
0
Γ1
. The cokernel of the
left vertical map is zero by Proposition 2.1 (using p > 3). The snake lemma concludes the proof
of point (i).
We now prove point (ii). Using point (i), it suffices to show that HΓ1 ∩
(
JΓ1→Γ2 · H˜Γ1
)
=
JΓ1→Γ2 ·HΓ1 . Consider the following commutative diagram, where the rows are exact:
0 // HΓ1 //

H˜Γ1 //

Zp[C
∞
Γ1
]0 //

0
0 // HΓ1 // H˜Γ1 // Zp[C
∞
Γ1
]0 // 0
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Here, the vertical maps are induced by the action of [d] − 1 where d is a fixed generator of
Ker((Z/NZ)×/DΓ1 → (Z/NZ)
×/DΓ2). Recall that JΓ1→Γ2 is principal, generated by [d] − 1.
Thus, to prove (ii) it suffices to show (using the snake Lemma) that the map H˜Γ1 [JΓ1→Γ2 ] →
Zp[C
∞
Γ1
]0[JΓ1→Γ2 ] is surjective.
It suffices to show that the boundary map M0Γ1 [JΓ1→Γ2 ] → Zp[C
∞
Γ1
]0[JΓ1→Γ2 ] is surjective.
Since we can identify C∞Γ1 with (Z/NZ)
×/DΓ1 , the action of (Z/NZ)
×/DΓ1 on C
∞
Γ1
is free.
Thus, any element of Zp[C
∞
Γ1
]0[JΓ1→Γ2 ] is of the form
∑
x∈C∞Γ1
λx · (
∑m−1
k=0 [d
k−1]) · [x] where m is
the order of d and
∑
x∈C∞Γ1
λx = 0. Thus, Zp[C
∞
Γ1
]0[JΓ1→Γ2 ] is spanned over Zp by the elements
(
∑m−1
k=0 [d
k−1]) · ([u]− [v]) for u, v ∈ C∞Γ1 . If we identify u and v with elements of (Z/NZ)
×/DΓ1
and lift them to elements of (Z/NZ)×, (
∑m−1
k=0 [d
k−1]) · ([u]− [v]) is the boundary of the Manin
symbol (
∑m−1
k=0 [d
k−1]) · [u, v], which is annihilated by JΓ1→Γ2 . This concludes the proof of point
(ii). 
3. Eisenstein ideals of X
(p)
1 (N)
We keep the notation of section 2 and add the following ones.
• t is the p-adic valuation of N − 1.
• P = (Z/NZ)×/ ((Z/NZ)×)
pt
.
• P ′ = ((Z/NZ)×)
pt
.
• Λ(p) = Zp[P ].
• J (p) ⊂ Λ(p) is the augmentation ideal.
• J(p) = Ker
(
Zp[(Z/NZ)
×]→ Λ(p)
)
.
• Γ
(p)
1 (N) ⊂ Γ0(N) is the subgroup of Γ0(N) corresponding to the matrices whose diagonal
entries are in P ′ modulo N .
• If Γ = Γ
(p)
1 (N), we let X
(p)
1 (N) = XΓ, H˜
(p) = H˜Γ, H˜
(p)
+ =
(
H˜Γ
)
+
, H(p) = HΓ,
H
(p)
+ = (HΓ)+, T˜
′
(p)
= T˜′Γ, T˜
(p) = T˜Γ, T
(p) = TΓ, C
(p)
0 = C
0
Γ and C
(p)
∞ = C∞Γ .
• If Γ = Γ0(N), we recall that H˜ = H˜Γ, H = HΓ and T = TΓ.
• I˜ ′0 is the ideal of T˜
′
(p)
is generated by the operators Tn −
∑
d|n,gcd(d,N)=1〈d〉 · d.
• We denote by I˜0 (resp. I0) the image of I˜
′
0 in T˜
(p) (resp. T(p)).
The main goal of this section is to give an explicit description of H˜(p)/I˜0 · H˜
(p). The Hecke
algebra T˜′
(p)
(resp. T˜(p), T(p)) acts faithfully on the space of modular forms of weight 2 and level
Γ
(p)
1 (N) (resp. which vanish at the cusps in C
(p)
∞ , resp. which are cuspidal).
Let
ζ(p) =
∑
x∈(Z/NZ)×
B2
( x
N
)
· [x] ∈ Λ(p)
and
ν(p) =
∑
x∈P
[x] ∈ Λ(p) .
Here, B2(x) = (x−E(x))
2− (x−E(x))+ 16 is the second periodic Bernoulli polynomial function
(E(x) is the integer part of x).
The following lemma will be useful in our proofs. It is an immediate consequence of Nakayama’s
lemma, since Λ(p) is a local ring.
Lemma 3.1. Let f :M1 →M2 be a morphism of finitely generated Λ
(p)-modules. Let f :M1 →
M2/J
(p) ·M2 be the map obtained from f . Then f is surjective if and only if f is surjective.
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The following result is analogous to Mazur’s computation of T/I [13, Proposition II.9.7]. In
fact, our proof uses Mazur’s results and techniques.
Theorem 3.2. Assume p ≥ 5.
(i) The map Λ(p) → T˜(p) given by [d] 7→ 〈d〉 gives an isomorphism of Λ(p)-modules
Λ(p)/(ζ(p))
∼
−→ T˜(p)/I˜0 .
(ii) The map Λ(p) → T(p) given by [d] 7→ 〈d〉 gives an isomorphism of Λ(p)-modules
Λ(p)/
(
ζ(p), ν(p)
)
∼
−→ T(p)/I0 .
(iii) The groups T˜(p)/I˜0 and T
(p)/I0 are finite.
Proof. The assertion (iii) follows from (i), (ii) and the well-known property of Stickelberger
elements (non vanishing of L(χ, 2) for any even Dirichlet character χ).
Let
E0 :=
∑
n≥1

 ∑
d|n,
gcd(d,N)=1
[d] · d

 · qn ∈ Λ(p)[[q]]
.
For any non-trivial character ǫ : P → C×, the element
−
N
4
·

 ∑
x∈(Z/NZ)×
ǫ(x) · B2(
x
N
)

+∑
n≥1

 ∑
d|n,
gcd(d,N)=1
ǫ(d) · d

 · qn ∈ C[[q]]
is the q-expansion at the cusp ∞ of an Eisenstein series of weight 2 and level Γ
(p)
1 (N), which
we denote by E1,ǫ (cf. for instance [3, Theorem 4.6.2]). Furthermore, we have already seen that
N−1
24 +
∑
n≥1
(∑
d|n,gcd(d,N)=1 d
)
· qn is the q-expansion at the cusp ∞ of an Eisenstein series
of level Γ0(N), denoted by E2. Fix an embedding of Qp →֒ C. We get a natural injective ring
homomorphism ι : Λ(p) →
∏
ǫ∈Pˆ C where Pˆ is the set of characters of P . Thus, we have shown
that −N4 · ζ
(p) + E0 ∈ Λ
(p)[[q]] is the q-expansion at the cusp ∞ of a modular form of weight 2
and level Γ
(p)
1 (N) over
∏
ǫ∈Pˆ C. By the q-expansion principle [8, Corollary 1.6.2], such a modular
form is over Λ(p). We denote it by F0. Since for all d ∈ P we have 〈d〉E1,ǫ = ǫ(d) · E1,ǫ, the
q-expansion principle shows that 〈d〉F0 = [d] · F0.
We now prove point (i). The map Λ(p) → T˜(p)/I˜0 is surjective (by definition of I˜0). Let K
denote its kernel. Let E0 be the image of E0 in (Λ
(p)/K)[[q]]. Then E0 is the q-expansion at ∞
of a modular form (still denoted by E0) satisfying 〈d〉 ·E0 = [d] ·E0 for all d ∈ P . Furthermore,
K is the largest ideal of Λ(p) satisfying this property. By the discussion above, we have proved
that K is the largest ideal of Λ(p) such that −N4 · ζ
(p) ∈ Λ(p)/K is the q-expansion at ∞ of a
modular form F over Λ(p)/K satisfying 〈d〉 · F = [d] · F for all d ∈ P .
Lemma 3.3. Let I be an ideal of Λ(p) and G ∈ Λ(p)/I. Assume that G is the q-expansion
of a modular form of weight 2 and level Γ
(p)
1 (N) over Λ
(p)/I such that for all d ∈ P , we have
〈d〉 ·G = [d] ·G. Then we have G = 0.
Proof. For simplicity, we denote J (p) by J in this proof. We prove by induction on n ≥ 0 that
G ∈ Jn · (Λ(p)/I). This is true if n = 0. Assume that this is true for some n ≥ 0. By the q-
expansion principle, G is the q-expansion at the cusp∞ of a modular form over the Z[ 1N ]-module
Jn · (Λ(p)/I) (cf. [8, Section 1.6] for the notion of a modular form over an abelian group). Let
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G be the image G by the map Jn · (Λ(p)/I) ։ Jn · (Λ(p)/I)/Jn+1 · (Λ(p)/I). The diamond
operators act trivially on G. Thus, G is the q-expansion at the cusp ∞ of a modular form of
weight 2 and level Γ0(N) with coefficients in the module J
n · (Λ(p)/I)/Jn+1 · (Λ(p)/I). Note that
Jn · (Λ(p)/I)/Jn+1 · (Λ(p)/I) is a quotient of Jn/Jn+1 ≃ Z/ptZ. Since p ≥ 5 and gcd(N, p) = 1,
[13, Lemma 5.9, Corollary 5.11] shows that G = 0, i.e. we have G ∈ Jn+1 · (Λ(p)/I). This
concludes the induction step. Since
⋂
n≥0 J
n · (Λ(p)/I) = 0, we have G = 0. This concludes the
proof of Lemma 3.3. 
By Lemma 3.3, we have F = 0. This proves that K = (−N4 · ζ
(p)) = (ζ(p)), which concludes
the proof of Theorem 3.2 (i).
We finally prove Theorem 3.2 (ii). Let wN be the Atkin–Lehner involution. By [20, Proposition
1], the q-expansion at the cusp ∞ of wN (E1,ǫ) is
 ∑
x∈(Z/NZ)×
ǫ(x) · e
2ipix
N

 ·

∑
n≥1
∑
d|n
gcd(d,N)=1
ǫ(d)−1 ·
n
d
· qn

 ∈ Λ(p)[[q]] .
Furthermore, we have wN (E2) = −E2.
Let µ ∈ Zp be the primitiveNth root of unity corresponding to e
2ipi
N under our fixed embedding
Qp →֒ C. Let Λ
(p)′ = (Zp[µ])[P ] and G
′ =
∑
x∈(Z/NZ)× µ
x · [x] ∈ Λ(p)′. The element G′ is
invertible in Λ(p)′ since its degree is −1, which is prime to p, and Λ(p)′ is a local ring whose
maximal ideal is J ′ + (̟) where J ′ is the augmentation ideal of Λ(p)′ and ̟ is a uniformizer of
Zp[µ].
By reformulating Weisinger’s formula, the q-expansion principle shows that the q-expansion
at the cusp ∞ of F∞ := wN (F0) is
−
N − 1
24 · pt
· ν(p) + G′ ·
∑
n≥1

 ∑
d|n, gcd(d,N)=1
[d]−1 ·
n
d
− an

 · qn ,
where if n = Nv · n0 with v ∈ Z≥0 and gcd(n0, N) = 1, we let
an = ν
(p) ·
Nv − 1
pt
·
∑
d|n0
d ∈ Λ(p) .
The modular form F0 is cuspidal modulo some ideal I of Λ
(p) if and only if I contains ζ(p)
and a0(F∞). This concludes the proof of Theorem 3.2. 
4. The extended winding homomorphism
In the following result, we extend the winding homomorphism of Mazur [13, p. 137].
Theorem 4.1. (i) The T˜(p)/I˜0-module I˜0/I˜
2
0 is free of rank 1, i.e. I˜0 is locally principal.
Consequently, the completion of T˜(p) at I˜0 is complete intersection.
(ii) There is a canonical group isomorphism
I˜0/I˜
2
0
∼
−→ H˜
(p)
+ /I˜0 · H˜
(p)
+ .
In particular, the Λ(p)-module H˜
(p)
+ /I˜0·H˜
(p)
+ is (non-canonically) isomorphic to Λ
(p)/(ζ(p)).
(iii) The Λ(p)-module H
(p)
+ /I0 ·H
(p)
+ is isomorphic to Λ
(p)/(ζ(p), ν(p)).
Proof. We first define a homomorphism of Λ(p)-modules e˜ : I˜0 → H˜
(p)
+ as follows.
We have a map I˜ ′0 → H˜
(p)
+ given by η 7→ η · {0,∞}. This induces the desired map I˜0 → H˜
(p)
+ .
Indeed, if η ∈ I˜ ′0 maps to 0 in I˜0 then η annihilates all the Eisenstein series of M2(Γ
(p)
1 (N),C).
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There is an Eisenstein series E ∈ M2(Γ
(p)
1 (N),C) such that the divisor of the meromorphic
differential form E(z)dz is (0)−(∞). This Eisenstein series induces (via integration) a morphism
H1(Y
(p)
1 (N),Z) → C. By intersection duality, we get an element E ∈ H1(X
(p)
1 (N), C
(p)
0 ∪
C
(p)
∞ ,C). Since E is annihilated by η∗ := wNηw
−1
N , the element E is annihilated by η. Since
E −{0,∞} ∈ H1(X
(p)
1 (N),C) and η acts trivially on H1(X
(p)
1 (N),C), we see that η · {0,∞} = 0.
Let e : I → H+ be the winding homomorphism of Mazur, denoted by e+ in [13, Definition, p.
137]. We denote by a bold letter the various T˜(p) or T-modules involved completed at I˜0 or at I.
Thus, for example, H˜
(p)
+ (resp. H+) is the I˜0 (resp. I)-adic completion of H˜
(p)
+ (resp. H+). Let
e˜ : I˜0 → H˜
(p)
+ (resp. e : I→ H+) be the map obtained after completion at the ideal I˜0 (resp. I).
Lemma 4.2. The map H˜
(p)
+ → H+ defines by passing to completion a group isomorphism
H˜
(p)
+ /J · H˜
(p)
+
∼
−→ H+.
Proof. The rings T˜(p) and T are semi-local and p-adically complete, so we have
T˜(p) =
⊕
m˜∈SpecMax(T˜(p))
(T˜(p))m˜
and
T =
⊕
m∈SpecMax(T)
Tm
where the subscript means the completion. By Theorem 3.2 (i), there is a unique maximal
ideal m˜0 ∈ SpecMax(T˜
(p)) containing I˜0. Similarly, there exists a unique maximal ideal m ∈
SpecMax(T) containing Mazur’s Eisenstein ideal I. We denote by em˜0 (resp. em) the idempotent
of T˜(p) (resp. T) corresponding to m˜0 (resp. m). The image of em˜0 in T is em. We have
H˜
(p)
+ = em˜0 · H˜
(p)
+ and H+ = em ·H+. Since H˜
(p)
+ /J · H˜
(p)
+ = H+ by Proposition 2.3, we have:
H˜
(p)
+ /J · H˜
(p)
+ = em˜0 · (H˜
(p)
+ /J · H˜
(p)
+ ) = em ·H+ = H+ .
This concludes the proof of Lemma 4.2. 
Thus, we get a commutative diagram:
I˜0
e˜
//

H˜
(p)
+

I
e
// H+
Since e is surjective (it is even an isomorphism by [13, Theorem 18.10]) and the map I˜0 → I is
surjective, Lemmas 3.1 and 4.2 show that e˜ is surjective. By the Eichler–Shimura isomorphism
(over C), the Zp-rank of these two modules must be equal to the Zp-rank of T˜
(p). Thus, e˜ is an
isomorphism.
By passing to the quotient map, e˜ gives rise to an isomorphism of Λ(p)-modules I˜0/I˜
2
0 ≃
H˜
(p)
+ /I˜0 · H˜
(p)
+ . The Λ
(p)-module H˜
(p)
+ /I˜0 · H˜
(p)
+ , and so I˜0/I˜
2
0 , is cyclic since it is cyclic modulo
J by Proposition 2.3. By Nakayama’s Lemma the ideal I˜0 is principal. Since a generator of I˜0 is
not a zero-divisor, we get:
T˜(p)/I˜0 ≃ I˜0/I˜
2
0 .
This concludes the proof of points (i) and (ii) by Theorem 3.2 (i), except for the assertion
concerning the complete intersection property. Since the ring homomorphism Λ(p) → T˜(p) is
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injective, the Zp-algebra T˜
(p) is isomorphic to Λ(p)[X ]/(P (X)) for some P ∈ Λ(p)[X ] such that
P (0) = ζ(p). Thus, T˜(p) ≃ Zp[X,Y ]/((1 + Y )
pt − 1, Q(X,Y )) for some Q(X,Y ) ∈ Zp[X,Y ]
satisfying Q(0, Y ) =
∑
a∈(Z/NZ)× B2(
a
N ) · (1 + Y )
log(a) (we take any representative of log(a) in
Z). In particular, for any ptth root of unity µ, we have Q(0, µ − 1) 6= 0. Thus, Q(0, Y ) and
R(Y ) := (1 + Y )p
t
− 1 are coprime in Zp[Y ]. We easily deduce that Q(X,Y ) is not a zero-
divisor in Zp[X,Y ]/(R(Y )). Thus, the sequence (R,Q) is regular in Zp[X,Y ] so T˜
(p) is complete
intersection.
We finally prove point (iii). By Theorem 4.1 (iii), it suffices to prove that H
(p)
+ is free of rank
1 over T(p). The T-module I ·H+ is free of rank 1. Indeed, it suffices to prove this by localizing
at each maximal ideal of T; at non-Eisenstein ideals this follows from [13, Corollary 15.2] since
p > 2 while at the maximal Eisenstein ideal this follows from [13, Proposition 16.6]. Proposition
2.3 and Nakayama’s lemma then show that H
(p)
+ is monogenic over T
(p). Since the Zp rank of
T(p) and H
(p)
+ are the same (namely the genus of X1(N)
(p)), H
(p)
+ must be free of rank 1 over
T(p). 
The following result will be useful later.
Proposition 4.3. The projection map H˜(p) → H gives an isomorphism
H
(p)
+ /(I0 + J) ·H
(p)
+
∼
−→ I ·H+/I
2 ·H+ .
Proof. By [13, Lemma II.18.7], the image of the map H
(p)
+ → H+ is I ·H+. Thus, the image of
the map I0 ·H
(p)
+ → H+ is I
2 ·H+. Proposition 4.3 then follows from Proposition 2.3. 
5. Sharifi’s conjecture for X1(N) and X1(N)
(p).
Keep the notation of the previous sections. In this section, we discuss Sharifi’s conjecture
(Conjecture 1.3) and prove Theorem 1.4.
For simplicity, if u, v ∈ Z/NZ with gcd(u, v) = 1 we let
[u, v]∗ := ξΓ1(N)([u, v]) ∈ H˜Γ1(N)
and
[u, v]∗+ :=
1
2
· ([u, v]∗ + [−u, v]∗) ∈ (H˜Γ1(N))+ .
Note that [u, v]∗+ was denoted by ξ1([(u, v)]) in §1. We shall abuse notation and still denote
by [u, v]∗ (resp. [u, v]∗+) the image of [u, v]
∗ in H˜(p) (resp. H˜
(p)
+ ), when there are no possible
confusions.
Proposition 5.1 (Sharifi). The homomorphism of §1
˜̟ : (H˜Γ1(N))+ → K
given by
[u, v]∗+ 7→ 〈1− ζ
u
N , 1− ζ
v
N 〉
is well-defined.
Proof. We need to check that the map [u, v]∗+ 7→ 〈1 − ζ
u
N , 1 − ζ
v
N 〉 satisfies the Manin relations.
The proof is identical to the one of [17, Proposition 5.7]. 
A straightforward computation shows that ˜̟ is Λ-equivariant (recall the convention for the
action of Λ on K in the introduction). We denote by
̟ : (HΓ1(N))+ → K
the restriction of ˜̟ to (HΓ1(N))+ = H1(X1(N),Zp)+.
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We now describe an analogue of Sharifi’s conjecture for the modular curve X1(N)
(p). Let
ζ
(p)
N ∈ Q(ζN ) be such that [Q(ζ
(p)
N ) : Q] = p
t (where t is the p-adic valuation of N − 1). We
let K(p) := K2(Z[ζ
(p)
N ,
1
Np ]). The cyclotomic character gives an isomorphism Gal(Q(ζN )/Q)
∼
−→
(Z/NZ)×. Under this identification, we have Gal(Q(ζ
(p)
N )/Q) = P and Gal(Q(ζN )/Q(ζ
(p)
N )) =
P ′. We thus have a canonical action of Λ(p) on K(p).
Remark 8. The e´tale Chern class maps gives canonical isomorphisms
H2e´t(Z[ζN ,
1
Np
],Zp(2))
∼
−→ K
and
H2e´t(Z[ζ
(p)
N ,
1
Np
],Zp(2))
∼
−→ K(p) .
Under these identifications, the norm map K → K(p) corresponds to the corestriction map
H2e´t(Z[ζN ,
1
Np ],Zp(2)) → H
2
e´t(Z[ζ
(p)
N ,
1
Np ],Zp(2)). We will use these identifications freely in the
rest of the article.
We collect a few useful facts about our various K-groups.
Proposition 5.2. (i) The norm map K → K(p) induces isomorphisms K/J(p) · K
∼
−→ K(p)
and
J · K/J2 · K
∼
−→ J (p) · K(p)/(J (p))2 · K(p) .
(ii) We have a group isomorphism
K/J · K
∼
−→ (Z/NZ)× ⊗Z Zp
given by the residue symbol 〈x, y〉⊗1 7→ x
v(y)
yv(x)
⊗1 where v(·) is the (1−ζN )-adic valuation
and the bar means reduction modulo (1− ζN ).
(iii) The Λ(p)-module K(p) is isomorphic to Λ(p)/(ζ(p)) (recall the choice of the Λ(p)-action
made in the introduction).
Proof. Proof of point (i). By [16, Propositions 8.3.18 and 3.3.11], the corestriction induces an
isomorphism
H2e´t(Z[ζN ,
1
Np
],Zp(2))/J(p) ·H
2
e´t(Z[ζN ,
1
Np
],Zp(2))
∼
−→ H2e´t(Z[ζ
(p)
N ,
1
Np
],Zp(2)) .
This proves the first assertion by Remark 8. The second assertion follows from the first and from
the fact that J(p) · J ⊂ J
2.
Proof of point (ii). Again by [16, Propositions 8.3.18 and 3.3.11], we have a canonical group
isomorphism
K/J · K
∼
−→ K2(Z[
1
Np
])⊗Z Zp .
Since K2(Z[
1
Np ])⊗Z Zp ≃ F
×
N ⊗Z Zp, the residue symbol is an isomorphism.
Proof of point (iii). This is a consequence of the work of Greither and Popescu on the Coates-
Sinnott conjecture. Let K/k be abelian extension of number fields of Galois group G, and let
S be a finite set of primes in k that contains all the ramified primes and the set S∞ of infinite
places.
Let n ≥ 2 be an integer and k be a number field. If k is totally real, we let en(K/k) :=∏
v∈S∞
(1+(−1)nσv)
2 , where σv is a generator of the decomposition group at v. If k is not totally
real, we let en(K/k) := 0 . We let ΘS,K/k(1 − n) =
∑
χ∈Ĝ LS(χ
−1, 1 − n) · eχ where eχ =
1
|G|
∑
σ∈G χ(σ)[σ
−1] ∈ C[G] and LS(χ
−1, 1 − n) is the L-function with the Euler factors at S
removed. Siegel proved that ΘS,K/k(1− n) ∈ Q[G].
12
Theorem 5.3. [6, Theorem 6.11] If k is totally real, p > 2 and the classical Iwasawa µ-invariant
associated to the maximal CM-subfield of K(µp) is zero, then we have in Zp[G]:
AnnZp[G](H
1(OK,S [
1
p ],Zp(n))tors) ·ΘS,K/k(1− n) = en(K/k) · Fitt(H
2(OK,S [
1
p ],Zp(n)),
where Fitt (resp. Ann) designates the Fitting ideal (resp. the annihilator) with respect to the
ring Zp[G].
We apply this result to k = Q, K = Q(ζ
(p)
N ), n = 2 and S = {N,∞}. Since K is abelian, the
µ-invariant vanishes. By [6, Lemma 6.9], we have
H1(OK,S [
1
p ],Zp(2))tors = (Qp/Zp(2))
GK = 0.
Since K = Q(ζ
(p)
N ) is totally real, e2(K/k) acts on the Fitting ideal trivially, so we get
Fitt(H2(Z[ζ
(p)
N ,
1
Np ],Zp(2))) = ΘS,K/k(−1).
In the case we are interested in, we have
ΘS,K/k(1− 2) =
N
2
·
∑
a∈(Z/NZ)×
B2(
a
N
)[a−1].
If we consider instead the “inverse” action of G on our various Galois cohomology groups, we
get by Theorem 5.3
Fitt(K(p)) = Fitt(H2(Z[ζ
(p)
N ,
1
Np ],Zp(2))) = ζ
(p).
By Nakayama’s lemma and Proposition 5.2 (ii), K(p) is a cyclic Λ(p)-module, so we have
K(p) ≃ Λ(p)/(ζ(p)). 
Remark 9. Proposition 5.2 shows that we have canonical group isomorphisms
J · K/J2 · K
∼
−→ J/J2 · ⊗ZpK/J · K
∼
−→ ((Z/NZ)×)⊗2 ⊗Z Zp
and that an element
∑
(a,b)∈((Z/NZ)×)2 λa,b · 〈1− ζ
a
N , 1− ζ
b
N 〉 of K belongs to J · K if and only if∑
(a,b)∈((Z/NZ)×)2 ab
−1 ⊗ λa,b = 0 in (Z/NZ)
× ⊗Z Zp. However, we were not able to determine
explicitly the image of
∑
(a,b)∈((Z/NZ)×)2 λa,b · 〈1 − ζ
a
N , 1 − ζ
b
N 〉 in ((Z/NZ)
×)⊗2 ⊗Z Zp. Thus,
Conjecture 1.2 is not enough to answer the question of Merel mentioned in the introduction.
By Propositions 2.3 and 5.2, taking the J (p) coinvariants of the map ˜̟ induces a Λ(p)-
equivariant map
˜̟ (p) : H˜
(p)
+ → K
(p) .
We denote by ̟(p) the restriction of ˜̟ (p) to H
(p)
+ = H1(X1(N)
(p),Zp)+.
Proposition 5.4. Assume that Conjecture 1.3 holds. Then ˜̟ (p) induces isomorphisms
H˜
(p)
+ /I˜0 · H˜
(p)
+
∼
−→ K(p)
and
H
(p)
+ /I0 ·H
(p)
+
∼
−→ J (p) · K(p) .
Proof. Under our assumption, the map ˜̟ (p) induces a map ϕ : H˜
(p)
+ /I˜0 · H˜
(p)
+ → K
(p). To prove
that ϕ is an isomorphism, it suffices to prove that it is surjective and that H˜
(p)
+ /I˜0 · H˜
(p)
+ and
K(p) have the same (finite) cardinality.
To prove that ϕ is surjective, it suffices to prove that its reduction ϕ modulo J (p) is surjective.
By Proposition 5.2 (i) and (ii), the map ϕ : H˜
(p)
+ /I˜0 · H˜
(p)
+ → K
(p)/J (p) · K(p) ≃ (Z/NZ)× ⊗Z Zp
is given by [u, v]∗+ 7→ uv
−1 ⊗ 1. This proves that ϕ is surjective.
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By Theorem 4.1 and Proposition 5.2 (iii), both H˜
(p)
+ /I˜0 · H˜
(p)
+ and K
(p) are Λ(p)-modules
isomorphic to Λ(p)/(ζ(p)). Thus, ϕ is an isomorphism.
We now prove the second assertion. We have the following compatibility between the “arith-
metic boundary” and “topological boundary”.
Lemma 5.5. We have a commutative diagram
(3)
H˜
(p)
+ Zp[C
(p)
∞ ]0
K(p) (Z/NZ)× ⊗ Zp
∂
˜̟ (p) t
∂′
where ∂ is the boundary (cf. §2), ∂′ is the residue symbol and t : [u]∞
Γ1(N)(p)
7→ u ⊗ 1 for
u ∈ (Z/NZ)×.
Proof. For u, v ∈ (Z/NZ)× we have:
(t ◦ ∂)([u, v]∗+) = uv
−1 ⊗ 1 = (∂′ ◦ ˜̟ (p))([u, v]∗+)
(using the description of ∂ given in §2). 
By Proposition 5.2 and Lemma 5.5, the map ̟(p) takes values in J (p) · K˜(p). For any prime
ℓ 6= N , we have (Tℓ − ℓ− 〈ℓ〉) · H˜
(p) ⊂ H(p) since Tℓ − ℓ− 〈ℓ〉 annihilates C
(p)
∞ . Since we assume
that Conjecture 1.3 holds, for all x ∈ H˜
(p)
+ we have
˜̟ (p)((Tℓ − ℓ− 〈ℓ〉)(x)) = ˜̟
(p)((ℓ · 〈ℓ〉+ 1− ℓ− 〈ℓ〉)(x)) = ([ℓ]− 1) · (ℓ− 1) · ˜̟ (p)(x) .
When ℓ varies through the primes 6= N , the elements ([ℓ]−1) ·(ℓ−1) generate J (p) (by Dirichlet’s
theorem). Since ˜̟ (p) is surjective, this proves that we have a surjective map ̟(p) : H
(p)
+ /I0 ·
H
(p)
+ → J
(p) · K(p).
By Theorem 4.1 (iii) and Proposition 5.2 (iii), both H
(p)
+ /I0 ·H
(p)
+ and J
(p) ·K(p) are isomorphic
to Λ(p)/(ζ(p), ν(p)) as Λ(p)-modules. This proves that ̟(p) : H
(p)
+ /I0 · H
(p)
+ → J
(p) · K(p) is an
isomorphism. 
We now prove Theorem 1.4.
Proof. By Proposition 5.4, we have a group isomorphism
H
(p)
+ /(I0 + J
(p)) ·H
(p)
+
∼
−→ J (p) · K(p)/(J (p))2 · K(p)
sending the class of
∑
λu,v · [u, v]
∗
+ to the class of
∑
λu,v · 〈1− ζ
u
N , 1− ζ
v
N 〉. By Proposition 4.3,
we get an isomorphism φ : I · H+/I
2 ·H+
∼
−→ J (p) · K(p)/(J (p))2 · K(p) = J · K/J2 · K (the last
identification comes from the norm, cf. Proposition 5.2 (i)). It remains to make this isomorphism
explicit. We need to find an explicit lift in H
(p)
+ of an element in I ·H+. By (1), the Zp-module
I ·H+ is generated by elements of the form ξ([xy] − [x] − [y]) for x, y ∈ (Z/NZ)
×. Obviously,
ξ([xy]− [x]− [y]) is the image of [x, y−1]∗+ − [x, 1]
∗
+ + [y
−1, 1]∗+ ∈ H
(p)
+ . Thus, we have
φ([xy]− [x]− [y]) = 〈1− ζxN , 1− ζ
y−1
N 〉 − 〈1− ζ
x
N , 1− ζN 〉+ 〈1 − ζ
y−1
N , 1− ζN 〉 .
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We can rewrite the right-hand-side as follows:
〈1− ζxN , 1− ζ
y−1
N 〉 − 〈1− ζ
x
N , 1− ζN 〉+ 〈1− ζ
y−1
N , 1− ζN 〉
= [y−1] · 〈1− ζxyN , 1− ζN 〉 − 〈1 − ζ
x
N , 1− ζN 〉 − [y
−1] · 〈1− ζyN , 1− ζN 〉
= 〈1 − ζxyN , 1− ζN 〉 − 〈1− ζ
x
N , 1− ζN 〉 − 〈1− ζ
y
N , 1− ζN 〉+
([y−1]− 1) · 〈1− ζxyN , 1− ζN 〉 − ([y
−1]− 1) · 〈1− ζyN , 1− ζN 〉 .
Using the residue symbol K(p)/J (p) · K(p)
∼
−→ (Z/NZ)× ⊗Z Zp, we immediately check that the
we have
([y−1]− 1) · 〈1− ζxyN , 1− ζN 〉 − ([y
−1]− 1) · 〈1 − ζyN , 1− ζN 〉
= −
1
2
· (([xy]− 1) · 〈1− ζxyN , 1− ζN 〉 − ([x] − 1) · 〈1− ζ
x
N , 1− ζN 〉 − ([y]− 1) · 〈1 − ζ
y
N , 1− ζN 〉)
in J (p) · K(p)/(J (p))2 · K(p). This proves that the map defined in Theorem 1.4 coincides with φ.
This concludes the proof of Theorem 1.4. 
6. The Eisenstein quotient conjecture
The analogue of Conjecture 1.3 has been proved by Fukaya–Kato when the level of the modular
curve is Npr (r > 0) [18, Theorem 5.2.3]. In what follows, we adapt their method to prove some
results for X1(N). In particular, we prove Theorem 1.5.
Caveat about Hecke operators. Our various (co)homology groups are equipped with an action
of the Hecke operators Tn for n ≥ 1, induced by Albanese functoriality. We denote by T
∗
n
the dual of Tn, induced by Picard functoriality. Fukaya and Kato instead consider the dual
Hecke operators. This comes from the fact that they work with cohomology groups associated
to modular curves, while we work with modular symbols which are homology groups. We have
the following isomorphisms via Poincare´ duality
H1(X1(N)(C),Zp)(1) ∼= H1(X1(N)(C),Zp),
H1(Y1(N)(C),Zp)(1) ∼= H1(X1(N)(C), cusps,Zp).
These isomorphisms are not Hecke compatible, they transfer from the T ∗n - action to the Tn-
action. For the details, one can see [17, Proposition 3.5]. More generally, we will say that a map
between two Hecke modules is anti-Hecke equivariant if the action of Tn on the left corresponds
to the action of T ∗n on the right.
6.1. Eisenstein quotient conjecture and the ∞-map. In this section, we explain the rela-
tionship between Sharifi’s conjecture and the “∞-map” (which is intuitively a specialization at
the cusp ∞).
Definition 6.1. Let Y1(N) be the Z[1/N ]-scheme that represents the functor taking a Z[1/N ]-
scheme S to the set of pairs (E,α), where E is a elliptic curve over S and α is a closed immersion
Z/NZ→ E of S-group schemes. Let Y1(N) := Y1(N)⊗Q.
Definition 6.2. Let ρ′ : H˜Γ1(N) → H
2
e´t(Y1(N)⊗Z[1/p],Zp(2)) be the (a priori not well-defined)
map such that
ρ′([u, v]∗) = g0, u
N
∪ g0, v
N
.
Here g0, u
N
, g0, v
N
are Siegel units (Definition 6.8). We call the elements g0, u
N
∪ g0, v
N
Beilinson–
Kato elements.
Conjecture 6.3. The map ρ′ is well-defined and anti- Hecke-equivariant.
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Remark 10. Franc¸ois Brunault and Alexander Goncharov studied an analogue ρ′′ of ρ′ for the
principal congruence subgroup Γ(N). Brunault proved that ρ′′ ⊗Qp is well-defined [1, Theorem
1.4], and the proof of [1, Theorem 4.2] shows that ρ′ ⊗ Qp is well-defined. Goncharov proved
that ρ′′ is well-defined [5, Theorem 2.17]. In this paper, we use different method to study this
map and do not rely on the results of Brunault or Goncharov.
The map ˜̟ of Proposition 5.1 extends to a map H˜Γ1(N) → K sending [u, v]
∗ to 〈1−ζuN , 1−ζ
v
N 〉.
For simplicity of notation, we still denote this map by ˜̟ . Fukaya and Kato defined a map
∞(0, 1) : H2e´t(Y1(N) ⊗ Z[1/p],Zp(2)) → H
2(Z[ζN ,
1
Np ],Zp(2)) [18, Section 5.1] and proved the
following theorem.
Theorem 6.4 (Fukaya–Kato). We have
˜̟ ([u, v]∗) =∞(0, 1)(g0, u
N
∪ g0, v
N
)
Moreover, restricted to the image of the Beilinson–Kato elements, the map ∞(0, 1) is annihilated
by the Hecke operators T ∗ℓ − ℓ · 〈ℓ
−1〉 − 1 for primes ℓ 6= N and by T ∗N − 1.
Proof. For the proof, see [18, Proposition 5.1.5, Proposition 5.1.7, Theorem 5.1.9]. 
Corollary 6.5. If Conjecture 6.3 is true, then Conjecture 1.3 is true.
Definition 6.6. Let ρ be the following map:
ρ : H˜Γ1(N)
ρ′
−→ H2e´t(Y1(N)⊗ Z[1/p],Zp(2))
g
−→ H1(Z[ 1Np ], H
1
e´t(Y1(N))(2)).
Here the map g comes from the following exact sequence, which is derived from the Hochschild–
Serre spectral sequence:
0→ H2(Z[ 1Np ],Zp(2))→ H
2
e´t(Y1(N)⊗ Z[1/p],Zp(2))
g
→ H1(Z[ 1Np ], H
1
e´t
(Y1(N))(2)))→ 0.
In the following paragraphs, following the method in [18], we prove the following result.
Theorem 6.7. The map ρ is well-defined and anti-Hecke-equivariant.
Remark 11. Based on the above discussion, we have the following commutative diagram:
H2(Z[ζN ,
1
Np ],Zp(2))/H
2(Z[ 1Np ],Zp(2))
H˜Γ1(N) H
2
e´t(Y1(N)⊗ Z[1/p],Zp(2)) H
1(Z[ 1Np ], H
1
e´t(Y1(N))(2))
˜̟
ρ′
∞
g
By Theorems 6.4 and 6.7, the map
H˜Γ1(N)
˜̟
−→ H2(Z[ζN ,
1
Np ],Zp(2))→ H
2(Z[ζN ,
1
Np ],Zp(2))/H
2(Z[ 1Np ],Zp(2))
is annihilated by the Hecke operators Tℓ − ℓ · 〈ℓ〉 − 1 for primes ℓ 6= N and by TN − 1.
6.2. Beilinson–Kato elements. Let M1,M2 ∈ Z+,M1 + M2 ≥ 5. Let Y(M1,M2) be the
Z[ 1M1M2 ]-scheme that represents the functor of triples (E, e1, e2), where e1 has order M1, e2 has
order M2, and Z/M1Z× Z/M2Z→ E : (a, b) 7→ ae1 + be2 is injective.
Following [7, §1], we recall the definition of Siegel units.
Definition 6.8. For (α, β) = ( aM1 ,
b
M2
) ∈ (
1
M1
Z
Z
×
1
M2
Z
Z
)\(0, 0) and for an integer c > 1 prime
to 6M1M2, the Siegel unit cgα,β is an element of O(Y(M1,M2))
×. It is characterized by its
q-expansion as follows. For t ∈ C, let
cθ(t) = q
c2−1
12 (−t)
c−c2
2
∏
n≥0
(1−qnt)c
2
·
∏
n≥1
(1−qnt−1)c
2
·
∏
n≥0
(1−qntc)−1·
∏
n≥1
(1−qnt−c)−1 ∈ C[[q]][q−1]×.
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The Siegel unit cgα,β has the q-expansion
cgα,β =c θ(q
a
M1 ζbM2 ) ∈ Z[ζM2 ,
1
M1M2
][[q
1
M1 ]][q−1]×.
Taking c such that c ≡ 1 mod M1 and c ≡ 1 mod M2 let
gα,β = cgα,β ⊗ (c
2 − 1)−1 ∈ O(Y(M1,M2))
× ⊗Q.
In [18], the following objects are defined.
Definition 6.9 (Fukaya–Kato). Let R = ( s ut v ) ∈ M2(Z) such that (s, u) 6= (0, 0) and (t, v) 6=
(0, 0). Let c, d ∈ Z coprime to 6M1M2. We define
c,dzM1,M2(R) = cg sM1 ,
u
M2
∪ dg t
M1
, v
M2
∈ K2(Y(M1,M2)).
Let zM1,M2(R) = g sM1 ,
u
M2
∪ g t
M1
, v
M2
∈ K2(Y(M1,M2))⊗Q.
From now on, assume that M ≥ 4 and m ≥ 1.
Definition 6.10 (Fukaya–Kato). Let u, v ∈ Z/MZ such that gcd(u, v,M) = 1. Take lifts
u′, v′ ∈ Z of u and v and integers s, t such that sv′ − tu′ = 1. Let c,dz1,M,m(u, v) be the image
of c,dzm,Mm
(
s u′
t v′
)
under the norm map K2(Y(m,Mm))→ K2(Y1(M)⊗ Z[
1
Mm , ζm]). Here, the
map from Y(m,Mm) to Y1(M)⊗ Z[
1
Mm , ζm] is defined as follows:
(E, e1, e2) 7→ (E,me2, [e1,Me2]),
where E is an elliptic curve and e1 ∈ E[m], e2 ∈ E[mM ], and [ , ] is the Weil pairing.
The following result is derived from [18, Section 2].
Proposition 6.11. Let L ≥ 1, and let m,M be as in the beginning of this section. Then the
norm map K2(Y1(M)⊗ Z[
1
mL , ζmL])→ K2(Y1(M)⊗ Z[
1
mL , ζm]) sends c,dz1,M,mL(u, v) to∏
ℓ∈C′
(1− σ−1ℓ ⊗ T
∗
ℓ + σ
−2
ℓ ⊗ 〈ℓ〉
−1ℓ)
∏
ℓ∈C
(1− σ−1ℓ ⊗ T
∗
ℓ )c,dz1,M,m(u, v),
where C′ denotes the set of all prime numbers which divide L but do not divide mM , C denotes
the set of all primes which divide both L and M but do not divide m, and σℓ ∈ Gal(Q(ζm)/Q)
is such that σℓ(ζm) = ζ
ℓ
m.
Proof. This follows directly from [18, Proposition 2.2.2]. 
Notation. Let c,d[u, v]
∗ ∈ Z[Gal(Q(ζm)/Q)]⊗H
1(Y1(M)(C),Z) be
c,d[u, v]
∗ = c2d2 ⊗ [u, v]∗ − c2σd ⊗ [u, dv]
∗ − d2σc ⊗ [cu, v]
∗ + σcd ⊗ [cu, dv]
∗,
where c, d are prime to 6Mm.
6.3. The map z1,N,p∞. In this section, we focus on the modular curve Y1(N). Let
Λ := Zp[[Z
×
p ]]
∼= Zp[[Gal(Q(ζp∞)/Q)]].
Notation. We have the following composition of maps
K2(Y1(N)⊗Z[ζpn ,
1
Np
])
Chern class
−−−−−−−→ H2e´t(Y1(N)⊗Z[ζpn ,
1
Np
],Zp(2))→ H
1(Z[ζpn ,
1
Np ], H
1
e´t(Y1(N))(2)).
To simplify the notation, we also use c,dz1,N,pn(u, v) to denote the image of c,dz1,N,pn(u, v) in
H1(Z[ζpn ,
1
Np ], H
1
e´t(Y1(N))(2)).
Remark 12. Since p ∤ N , z1,N,1(u, v) = g0, u
N
∪ g0, v
N
∈ H1(Z[ 1Np ], H
1
e´t(Y1(N))(2)).
Fukaya and Kato proved the following theorem.
17
Theorem 6.12 (Fukaya–Kato). Let Q(Λ) be the total quotient ring of Λ. There exists a unique
Hecke-equivariant Λ-module homomorphism
z1,N,p∞ : Λ⊗Z[±1] H
1(Y1(N)(C),Z)(1)→ lim←−
n
H1(Z[ζpn ,
1
Np ], H
1
e´t(Y1(N))(2)) ⊗Q(Λ)
satisfying the following conditions. Here −1 in {±1} acts on Λ as σ−1 and acts on H
1(Y1(N)(C),Z)
by the complex conjugation on Y1(N)(C).
(i) z1,N,p∞ sends c,d[u, v]
∗ to (−c,dz1,N,pn(u, v))n≥1, and
(ii) the image of 1⊗ [u, v]∗ in H1(Z[ζpn ,
1
Np ], H
1
e´t
(Y1(N))(2))⊗Qp is −z1,N,pn(u, v).
Remark 13. Theorem 6.12 follows from [18, Theorem 3.1.5, Proposition 3.1.8]. In our setting,
we do not assume that p divides the level but the same proof still works.
So in the first layer of this tower, we have a Hecke-equivariant map:
Zp[Gal(Q(ζp)/Q)]⊗Z[±1] H
1(Y1(N)(C),Z)(1)→ H
1(Z[ζp,
1
Np ], H
1
e´t(Y1(N))(2))⊗Qp,
which induces a map
Z : H1(Y1(N)(C),Z)(1)→ H
1(Z[ζp,
1
Np ], H
1
e´t(Y1(N))(2)) ⊗Qp
sending [u, v]∗ to −z1,N,p(u, v).
Proposition 6.13. The norm map
H1(Z[ζp,
1
Np ], H
1
e´t(Y1(N))(2)) ⊗Qp → H
1(Z[ 1Np ], H
1
e´t(Y1(N))(2))⊗Qp,
takes z1,N,p(u, v) to (1 − T
∗
p + p〈p〉
−1)z1,N,1(u, v).
Proof. It follows immediately from Proposition 6.11. 
Remark 14. We thus have an anti-Hecke-equivariant map
Z ′ : H˜Γ1(N) → H
1(Z[ 1Np ], H
1
e´t(Y1(N))(2))⊗Qp
which sends [u, v]∗ to (1− T ∗p + p〈p〉
−1)z1,N,1(u, v).
Lemma 6.14. The operator
ηp := 1− T
∗
p + p〈p〉
−1 ∈ EndQp
(
H1(Z[ 1Np ], H
1
e´t(X1(N))(2)⊗Qp))
)
is injective.
Proof. For simplicity of notation, let V = H1e´t(X1(N))(1) ⊗Zp Qp. We have an isomorphism
V ∼=
⊕
fi
Tp(Afi) ⊗Zp Qp, where the fi’s are weight 2 newforms of level Γ1(N) and Tp(Afi) is
the associated p-adic Tate-module. Note that this isomorphism is anti-Hecke equivariant, so ηp
acts on Tp(Afi )⊗Qp by multiplication by 1− ap(f) + pχi(p), where χi is the character of fi.
We have 1− ap(f) + pχi(p) 6= 0 since the roots of the polynomial x
2 − ap(f)x + pχi(p) have
absolute value p1/2 (cf. [7, §14.10.5]). Thus, ηp acts injectively on V (1). Since V (1) is a finite
dimensional vector space, ηp is an isomorphism of V (1). We conclude that ηp acts injectively on
H1(Z[ 1Np ], V (1)). 
Proposition 6.15. We have an anti-Hecke-equivariant map
ρ : H˜Γ1(N) → H
1(Z[ 1Np ], H
1
e´t(Y1(N))(2)) ⊗Qp
which sends [u, v]∗ to z1,N,1(u, v).
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Proof. We have the following exact sequence
0→ H1e´t(X1(N))(2)⊗Qp → H
1
e´t(Y1(N))(2)⊗Qp → C(1)→ 0,
where C = Qp[CΓ1(N)]
0. Note that H0(Z[ 1Np ], C(1)) = 0 since Gal(Q/Q(ζN )) acts trivially on
C. We get the following exact sequence in Galois cohomology
0→ H1(Z[ 1Np ], H
1
e´t(X1(N))(2)⊗Qp)→ H
1(Z[ 1Np ], H
1
e´t(Y1(N))(2)⊗Qp)(4)
→ H1(Z[ 1Np ], C(1)).
The map H1(Z[ 1Np ], H
1
e´t(Y1(N))(2) ⊗Qp)→ H
1(Z[ 1Np ], C(1)) is denoted by t. Let γ ∈ H˜Γ1(N).
Suppose we have two different expressions for γ:
γ =
∑
i
ai[ui, vi]
∗ =
∑
j
bj [uj , vj ]
∗,
where ai, bj are elements in the Hecke algebra. Let A =
∑
i aiz1,N,1(ui, vi) andB =
∑
j bjz1,N,1(uj , vj).
By the boundary computation in [18, Theorem 3.3.9 (iii)], we have t(A − B) = 0. By (4), we
have A − B ∈ H1(Z[ 1Np ], H
1
e´t(X1(N))(2) ⊗Qp). By Remark 14, we know that ηp(A − B) = 0.
From Lemma 6.14, we know that ηp is injective on H
1(Z[ 1Np ], H
1
e´t(X1(N))(2)⊗Qp). So, we can
conclude that A = B. 
Lemma 6.16. The group H1(Z[ 1Np ], H
1
e´t(Y1(N))(2)) is Zp-torsion-free.
Proof. Consider the exact sequence
0→ H1e´t(X1(N))
i
−→ H1e´t(Y1(N))→ C → 0,
where C is the cokernel of i. In order to prove that H1(Z[ 1Np ], H
1
e´t(Y1(N))(2)) is Zp-torsion-free,
it suffices to prove that both H1(Z[ 1Np ], H
1
e´t(X1(N))(2)) and H
1(Z[ 1Np ], C(2)) are Zp-torsion-
free. From the sequence
0→ Zp(2)
p
−→ Zp(2)→ µ
⊗2
p → 0,
it suffices to prove that
(i) H0(Z[ 1Np ], H
1
e´t(X1(N))(2)⊗ Fp) = 0,
(ii) H0(Z[ 1Np ], C(2)⊗ Fp) = 0.
Note that the Gal(Qp/Qp)-representationH
1
e´t(X1(N))(2)⊗Qp is crystalline. Then (i) is deduced
from the statement that H0(Qp, H
1
e´t(X1(N))(2) ⊗ Fp) = 0. For the details, see [4, Section 3.2].
For (ii), it is true because Gal(Q/Q(ζN)) acts trivially on C(1). 
Corollary 6.17. The image of the map ρ is contained in H1(Z[ 1Np ], H
1
e´t(Y1(N))(2)), and the
following compositum is annihilated by the Hecke operators Tℓ− ℓ · 〈ℓ〉 − 1 for primes ℓ 6= N and
by TN − 1:
˜̟ ′ : H˜Γ1(N)
˜̟
−→ H2(Z[ζN ,
1
Np ],Zp(2))→ H
2(Z[ζN ,
1
Np ],Zp(2))/H
2(Z[ 1Np ],Zp(2)).
Lemma 6.18. The image of H2(Z[ 1Np ],Zp(2)) in H
2(Z[ζN ,
1
Np ],Zp(2)) is ν.H
2(Z[ζN ,
1
Np ],Zp(2))
(recall from the introduction that ν =
∑
g∈Gal(Q(ζN )/Q)
[g]).
Proof. By [16, Propositions 8.3.18 and 3.3.11], the corestriction map H2(Z[ζN ,
1
Np ],Zp(2))
cor
−−→
H2(Z[ 1Np ],Zp(2)) is surjective. Thus, the image of H
2(Z[ 1Np ],Zp(2)) in H
2(Z[ζN ,
1
Np ],Zp(2)) is
the image of the compositum
H2(Z[ζN ,
1
Np ],Zp(2))
cor
−−→ H2(Z[ 1Np ],Zp(2))
res
−−→ H2(Z[ζN ,
1
Np ],Zp(2))
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where res is the restriction. By [16, Corollary 1.5.7], the endomorphism res◦cor ofH2(Z[ζN ,
1
Np ],Zp(2))
is the multiplication by ν. This concludes the proof of the lemma. 
To summarize, we have proved in this section the following result, which implies Theorem 1.5
(by restriction to (H˜Γ1(N))+).
Theorem 6.19. The following compositum is annihilated by the Hecke operators Tℓ− ℓ · 〈ℓ〉 − 1
for primes ℓ 6= N and by TN − 1.
H˜Γ1(N)
˜̟
−→ H2(Z[ζN ,
1
Np ],Zp(2))→ H
2(Z[ζN ,
1
Np ],Zp(2))/ν.H
2(Z[ζN ,
1
Np ],Zp(2)).
7. Proof of Theorems 1.6 and 1.7
In this last section, we explain how to deduce Theorems 1.6 and 1.7 from Theorem 1.5. This
is similar to the proof of Theorem 1.4.
Fix s such that 1 ≤ s ≤ t. Let K = K ⊗Zp Z/p
sZ and H+ = H+ ⊗Zp Z/p
sZ. Let log :
(Z/NZ)× → Z/psZ be a surjective group homomorphism. Let 1 ≤ v ≤ s be the p-adic valuation
of the Merel number log(
∏N−1
2
k=1 k
k) =
∑N−1
2
k=1 k · log(k) ∈ Z/p
sZ. Recall the following result,
essentially due to Merel.
Theorem 7.1 (Merel). The group I · H+/I
2 · H+ is isomorphic to Z/p
vZ. Thus, we have a
canonical group isomorphism
(I ·H+/I
2 ·H+)⊗Zp Z/p
vZ
∼
−→ I ·H+/I
2 ·H+ .
Proof. In the notation of [9, Theorem 2.1], this follows from the fact that n(1) = v, which is a
direct consequence of [14, The´ore`me 1] by [9, Corollary 2.5 and Theorem 6.4]. 
On the K-theoretic side, we have the following result.
Lemma 7.2. The group J · K/J2 · K is isomorphic to Z/pvZ. Thus, we have a canonical group
isomorphism
(J · K/J2 · K)⊗Zp Z/p
vZ
∼
−→ J · K/J2 · K .
Proof. It suffices to prove the analogous statement whereK is replaced byK
(p)
:= K(p)⊗ZpZ/p
sZ.
Recall that we have a isomorphism of Λ(p)-modules K(p) ≃ Λ(p)/(ζ(p)) by Proposition 5.2 (iii).
Since the degree of ζ(p) is −N−16N 6= 0, we have J
(p) ∩ (ζ(p)) = J (p) · (ζ(p)). Thus, we have
J (p) · K(p)/(J (p))2 · K(p) ≃ J (p)/((J (p))2 + J (p) · (ζ(p))) ≃ Λ(p)/(J (p) + (ν(p)) + (ζ(p))) ≃ Z/ptZ
since the p-adic valuation of the degree of ζ(p) and ν(p) is t.
Since the degree of ζ(p) is 0 modulo ps, we have ζ
(p)
∈ J
(p)
where ζ
(p)
and J
(p)
are the
respective images of ζ(p) and J (p) in Λ
(p)
= Λ(p) ⊗Zp Z/p
sZ. Thus, we have:
J (p) · K
(p)
/(J (p))2 · K
(p)
≃ J
(p)
/((J
(p)
)2 + (ζ
(p)
)) .
There is a group isomorphism J
(p)
/(J
(p)
)2
∼
−→ Z/psZ sending
∑
x∈(Z/NZ)× λx·[x] to
∑
x∈(Z/NZ)× λx·
log(x). The image of ζ
(p)
in Z/psZ via this isomorphism is
∑
x∈(Z/NZ)× B2(
x
N ) · log(x). By [11,
Proposition 1.2], we have
∑
x∈(Z/NZ)×
B2(
x
N
) · log(x) = −
4
3
·
N−1
2∑
k=1
k · log(k) .
This proves that J (p) · K
(p)
/(J (p))2 · K
(p)
has order pv, which concludes the proof of Lemma
7.2. 
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We first prove Theorem 1.7.
Proof. As in section 5, Theorem 1.5 shows that ˜̟ (p) induces a surjective group homomorphism
H
(p)
+ /I0 ·H
(p)
+ ։ J
(p) · (K(p)/ν(p) · K(p))
and thus a surjective group homomorphism
I ·H+/I
2 ·H+ = H
(p)
+ /(I0 + J
(p)) ·H
(p)
+ ։ J
(p) · (K(p)/ν(p) · K(p))/(J (p))2 · (K(p)/ν(p) · K(p)) .
Since s ≤ t, we have ν(p) · K
(p)
⊂ (J (p))2 · K
(p)
. We thus have a surjective map
I ·H+/I
2 ·H+ ։ J
(p) · K
(p)
/(J (p))2 · K
(p)
.
Similarly as in Proposition 5.2 (i), the norm map induces an isomorphism
J · K/J2 · K
∼
−→ J (p) · K
(p)
/(J (p))2 · K
(p)
.
We thus get a surjective map
ψ : I ·H+/I
2 ·H+ ։ J · K/J
2 · K .
By Theorem 7.1 and Lemma 7.2, ψ induces an isomorphism ψ : I ·H+/I
2 ·H+
∼
−→ J · K/J2 · K.
The fact that ψ is given by the formula of Theorem 1.7 is similar to the proof of Theorem 1.4. 
Under the assumption of Theorem 1.6, namely that v = t, we have the following commutative
diagram whose vertical arrows are isomorphisms:
I ·H+/I
2 ·H+ //
∼

J · K/J2 · K
∼

I ·H+/I
2 ·H+ // J · K/J
2 · K
Thus, Theorem 1.6 is a consequence of Theorem 1.7.
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