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vRE´SUME´
Imaginons que nous venons de de´couvrir une ressource exploitable dans le nord du Que´bec
(Canada) a` environ 1000 km de tout re´seau d’approvisionnement en e´lectricite´. Nous allons
rapidement nous demander comment fournir l’e´lectricite´ ne´cessaire a` son exploitation. La
construction et l’entretien d’une ligne de transport jusqu’au re´seau le plus proche rendrait
le projet non rentable. La seule solution envisageable est de produire l’e´lectricite´ de manie`re
locale et autonome. Ce besoin concerne de nombreux sites isole´s dans le monde parmi lesquels
des villages autochtones, stations de communication, sites d’extraction de matie`re premie`re
ou encore camps militaires . Les experts pre´voient ainsi un marche´ de 10 milliards de dollars
vers 2020 pour l’approvisionnement en e´nergie de ces sites isole´s.
Les sites isole´s sont traditionnellement alimente´s en e´lectricite´ par des ge´ne´ratrices diesel
tre`s couˆteuses en carburant et de par son acheminement. En plein essor et pousse´ par une
volonte´ d’e´nergie renouvelable, l’e´olien a commence´ a` eˆtre implante´ dans les anne´es 1990.
Quelques anne´es de mise au point ont e´te´ ne´cessaires pour que cette technologie soit mainte-
nant parfaitement implante´e dans quelques sites isole´s. Avec les progre`s effectue´s, le stockage
par batteries devient une solution insistante pour palier a` l’intermittence de l’e´olien et donc
re´duire encore plus l’utilisation des ge´ne´ratrices diesel. De nombreux mode`les de syste`mes
hybrides diesel - e´olien - batterie ont ainsi e´te´ de´veloppe´s pour de´terminer leur potentiel et
leur faisabilite´. A cause de l’hybridation, ces mode`les exigent une strate´gie de controˆle pour
de´terminer a` chaque instant la re´partition de la fourniture d’e´lectricite´ entre les trois e´le´ments.
Le de´fi de l’optimisation des sites isole´s est de de trouver simultane´ment le dimensionnement
et la strate´gie de controˆle. Dans notre approche nomme´e OGESO pour « Off-Grid Electricity
Supply Optimization », nous mode´lisons le syste`me hybride a` l’aide de la programmation
line´aire en nombres entiers (PLNE). La re´solution de ce mode`le sur des donne´es horaires
de´terministes d’un an de demande et de vent nous permet d’obtenir le dimensionnement et
la re´partition optimale pour cette anne´e de donne´es sans avoir a` fixer de strate´gie. Nous ap-
pliquons ensuite l’extraction de donne´es (« data mining ») a` cette re´partition optimale d’un
an afin d’en extraire une strate´gie approprie´e. Notre approche couplant PLNE et « data mi-
ning » est nouvelle et permet de lier l’optimisation de la strate´gie a` celle du dimensionnement.
Graˆce a` cette strate´gie adapte´e, nous exploitons mieux le potentiel des syste`mes hybrides et
nos syste`mes sont mieux optimise´s que par les logiciels usuels de simulation comme HOMER.
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ABSTRACT
Imagine you have just discovered a workable resource in the north of Que´bec (Canada),
which is 1000 km away from any electrical grid. You will rapidly wonder how to supply
electricity to exploit it. The high extension cost of the grid leaves only one alternative: to
produce the energy locally and autonomously. As mining increases in remote areas in wide
countries such as India or China, the number of such isolated sites will rise. Experts predict
an energy market of $10B for this type of site by 2020.
Traditionally electricity was guaranteed by diesel generation. This technology is easy to im-
plement but is also very expensive because of fuel price and transportation. Moreover it is
in opposition to the objective of increased use of green energy. The use of wind turbines in
remote areas in order to reduce fuel consumption by wind was proposed in 1990s. After some
years of adjustment, this technology was mature and is now widely used in Alaska off-grid
sites. Batteries have recently known great progress and are a solution against wind intermit-
tency. Its may further reduce the use of diesel generators. Thus a lot of models composed
of wind, diesel and batteries have been developed to determine their potential and feasibil-
ity. These hybrid systems can work only because of an operation strategy. This strategy is
established by deciders and states the rules of the system: when and how dispatching energy
from the 3 elements.
The challenge in hybrid systems optimization is to find both optimal sizing and optimal
strategy, which are linked and influence each other. Additionally the optimization is made
through stochastic wind and load data’s. We use Mixed Integer Programming (MIP) in order
to eliminate the need to choice a strategy. Because we give what the wind and load would
be for a whole year, MILP find optimal sizing and optimal dispatch for this year. It is not a
strategy but what we would have done at each hour in the year to have the perfect dispatch.
One year optimal dispatch represents the reference from which data mining will be applied
to get an appropriate strategy. Our approach of MIP and data mining coupling which we call
OGESO for Off-Grid Optimization Electricity Supply Optimization is new and make hybrid
system used more effectively with this more accurate strategy. Thus system works cheaper
and project costs are better than simulation softwares usually used in hybrid system design
like HOMER.
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1CHAPITRE 1
INTRODUCTION
Envolons-nous au nord du Que´bec (Canada) et imaginons que nous venons de de´couvrir
une ressource exploitable (exemple du minerai pre´cieux a` la figure 1.1). Pour exploiter cette
ressource, il faudra construire des infrastructures d’exploitation et leurs fournir l’e´lectricite´
ne´cessaire. On doit donc savoir comment re´pondre a` cette demande en e´lectricite´ alors que
l’on se situe dans une re´gion e´loigne´e de tout approvisionnement e´lectrique.
Ide´e 1 : Lien au re´seau de distribution national
Ide´e 2 : Production locale et autonome
Figure 1.1 Solutions pour approvisionner un site isole´ en e´lectricite´.
La premie`re ide´e est de relier notre site d’exploitation au re´seau d’approvisionnement natio-
nal d’e´lectricite´ (Ide´e 1 a` la figure 1.1). Mais lorsque la distance au re´seau d’approvisionne-
ment national est importante, la construction et l’entretien d’une telle extension du re´seau
(kilome`tres de lignes a` haute tension) sont souvent trop dispendieux pour que le projet d’ex-
ploitation de la ressource reste rentable.
2La deuxie`me ide´e, qui est celle que nous aborderons dans cette maitrise, est de produire
l’e´lectricite´ localement et de manie`re autonome (Ide´e 2 a` la figure 1.1). Nous allons donc
nous inte´resser a` l’optimisation de la production locale et autonome d’e´lectricite´ des sites
isole´s. « Site isole´ » car la production, distribution et consommation d’e´lectricite´ sont, dans
ce cas, propres au site et inde´pendants de l’exte´rieur.
Il existe des sites isole´s partout dans le monde ayant chacun leurs spe´cificite´s climatiques,
politiques et e´conomiques. Il peut s’agir de mines (figure 1.2), villages (figure 1.3), stations
de te´le´communication, stations me´te´o, refuges, fermes ou encore camps militaires.
Figure 1.2 Mine isole´e de Nickel (Raglan, Canada), c© www.mining-technology.com.
Figure 1.3 Village isole´ (Kotzebue, Alaska), c© Wikipedia.
Dans cette maitrise, nous avons choisi de traiter uniquement les sites isole´s de type nordique
suite a` une rencontre avec la compagnie de production et de distribution d’e´lectricite´ Hydro-
Que´bec (Que´bec, Canada) qui est inte´resse´e par une telle e´tude pour ses sites isole´s du nord
du Que´bec. Ce type de sites isole´s, que l’on retrouve aussi en Alaska, est caracte´rise´ par
des tempe´ratures fortement ne´gatives, un perge´lisol difficilement constructible et d’autres
conditions compliquant la production et la distribution d’e´lectricite´ sur ce site.
31.1 Production d’e´lectricite´ locale et autonome
Les sites isole´s ont d’abord e´te´ e´lectrifie´s graˆce a` des ge´ne´ratrices diesel. Cette techno-
logie est passe´e de 20-30 % d’efficacite´ a` 70-80 % en a` peine 15 ans 1. En diminuant ainsi
leur principal de´faut de consommation one´reuse et polluante de diesel, les ge´ne´ratrices sont
reste´es la source la plus implante´e avec notamment 94% de fourniture d’e´lectricite´ des sites
isole´s d’Alaska en 2007 selon l’Alaska Energy Authority (AEA). Mais l’augmentation du couˆt
du diesel renforce´e par un couˆt additionnel d’acheminement (bateau ou avion) et un couˆt
de stockage, la conscience environnementale et l’essor de certaines e´nergies renouvelables ont
ouvert la porte a` l’alternative au tout diesel.
Ainsi depuis une vingtaine d’anne´es, de plus en plus de projets de syste`mes hybrides diesel -
e´olien ont vu le jour. Le de´veloppement de l’e´olien a pris du temps avant que cette source soit
parfaitement fonctionnelle. Aujourd’hui ces syste`mes sont fre´quents et maitrise´s, comme le
montre le village isole´ de Kotzebue qui compte 1,1 MW d’e´olien installe´ 2. Par sa de´pendance
au vent, l’e´olien ne peut pas remplacer comple`tement les ge´ne´ratrices diesel mais limite leur
usage et re´duit ainsi la consommation de diesel. La non-co¨ıncidence entre les e´volutions du
vent et celles de la demande ne permettent pas de profiter pleinement de la ressource e´olienne.
Il faudrait pouvoir stocker l’e´lectricite´ en surplus lorsque la puissance e´olienne est supe´rieure
a` la demande afin de restituer cette e´nergie lorsqu’il n’y a plus suffisamment de vent pour
subvenir a` la demande directement par l’e´olien.
Avec les re´cents progre`s faits sur les batteries, de nombreux projets ont vu le jour. On peut
citer l’exemple de Kotzebue (Alaska, 2012) ou` une batterie de 2,8 MWh est en cours de test
et surtout Fairbanks (Alaska, 2011) ou` une batterie capable de de´livrer 27 MW pendant 7
minutes est installe´e et fonctionne. Graˆce au stockage, on peut optimiser la production et
l’utilisation de nombreuses sources d’e´lectricite´ et plus particulie`rement celles qui sont inter-
mittentes comme les e´nergies renouvelables. On peut ainsi re´pondre a` la meˆme demande mais
a` moindre couˆt. Le stockage permet aussi d’assurer plus facilement la stabilite´ du re´seau en
terme de fre´quence et de tension. On peut de`s lors repousser le taux maximal d’e´lectricite´
e´olienne usuellement fixe´ a` 30 % (ACEP (2012)). Le stockage posse`de donc de nombreuses
opportunite´s mais est limite´ par son couˆt et sa maturite´ technologique (dure´e de vie, pertes de
charge, capacite´). Pour les sites isole´s ou` le couˆt de l’e´lectricite´ est de´ja` e´leve´, des recherches
comme Tan et al. (2013) ,Chen et al. (2012) et Witmer (2012) ont montre´ que les batteries
1. Re´cupe´ration des gaz usage´s, re´cupe´ration de chaleur, boites de vitesse plus pre´cises
2. L’installation de ces e´oliennes a permis de re´duire la consommation de diesel d’environ 23810 L par
anne´e.
4peuvent eˆtre rentables.
Un controˆleur est indispensable pour la gestion de tout syste`me de production e´lectrique. Il
devient encore plus important dans les syste`mes hybrides de production d’e´lectricite´ puisqu’il
est charge´ de re´partir la demande entre les diffe´rentes sources a` chaque instant et afin de
re´pondre a` la demande.
Demande
AC
Ge´ne´ratrice(s) diesel
Controˆleur
E´olienne(s)
Batterie(s) DC
Figure 1.4 Syste`me hybride diesel, e´olien et batterie (SHDEB) de production d’e´lectricite´.
Dans cette maitrise nous nous inte´ressons a` l’optimisation des syste`mes hybrides e´olien
- diesel - batterie (SHDEB) comme sche´matise´s a` la figure 1.4. Nous de´taillons dans la
partie suivante le fonctionnement des SHDEB et le roˆle central du controˆleur.
1.2 Controˆleur d’un SHDEB
Dans un SHDEB c’est le controˆleur qui ge`re, a` chaque instant, la manie`re de re´pondre
a` la demande. Il doit alors choisir comment re´partir la demande e´lectrique entre nos trois
e´le´ments du syste`me hybride.
Pour ce faire, il rec¸oit constamment diffe´rentes informations sur le syste`me comme pour
l’exemple choisi a` la figure 1.5 : la demande (100 kW pour l’exemple), la vitesse de vent (8
m/s), l’e´tat de charge de la batterie (70 %), la tempe´rature, des pre´visions de demande ou
de vent ... Ces informations combine´es a` la connaissance de la composition du syste`me vont
permettre au controˆleur de connaˆıtre notamment la puissance e´olienne possible (25 kW dans
5l’exemple) ou encore la de´charge maximale possible de la batterie a` l’instant e´tudie´ (50 kW
dans l’exemple).
PREVISION METEO!
PREVISION DEMANDE!
…!
Autres infos
X     ...?!
X     …?!
X     …?!
Composition
PREVISION METEO!
PREVISION DEMANDE!
…!
Infos syste`me
Controˆleur
Demande
100 kW
?
?
?
70 %
100 kW
8 m/s
8 m/s→ 25 kW
70 %→ 50 kW
↗
↘
Figure 1.5 Les diffe´rentes informations rec¸ues par le controˆleur du SHDEB.
Les diffe´rentes valeurs des informations vont alors permettre de s’aiguiller dans la strate´gie du
controˆleur comme celle en exemple a` la figure 1.6. Dans cet exemple, le controˆleur de´termine
d’abord si la puissance e´olienne (calcule´e avec la vitesse du vent) est supe´rieure ou non a`
l’information de puissance demande´e. Si oui, alors il choisit la re´partition « e´olien/charge »
qui signifie qu’il fournira l’e´lectricite´ uniquement par l’e´olien et chargera le surplus dans la
batterie (sous limite de capacite´ maximale de la batterie). Sinon il passera a` la deuxie`me
re`gle portant sur l’e´tat de charge (EdC) de la batterie. Si l’EdC est supe´rieur a` 50 % alors
on compare la puissance possible de de´charge a` la puissance qu’il reste a` fournir pour savoir
si il faut comple´ter ou non avec les ge´ne´ratrices diesel. Dans tous les cas on abouti force´ment
a` une re´partition.
Avec la strate´gie de controˆle de la figure 1.6 et les informations de notre exemple arrivant au
controˆleur, nous aboutissons a` la re´partition « e´olien/de´charge/ge´ne´rateurs » (voir chemin
en orange). Cela signifie que l’on re´pondra a` la demande en utilisant les e´oliennes (25 kW),
en de´chargeant comple`tement la batterie (50 kW) et que l’on devra fournir la puissance
manquante avec les ge´ne´ratrices (25 kW).
6Strate´gie de controˆle (exemple basique)
Pe´olien > Pdemande
E´olien/charge E´tat de charge
Pde´charge > Pdemande − Pe´olienne
E´olien/de´charge E´olien/de´charge/ge´ne´rateurs
Pdemande
E´olien/ge´ne´rateurs 100%/charge E´olien/ge´ne´rateurs
NONOUI
NONOUI
> 50%
≤ 50%
≤ 60000 > 60000
Figure 1.6 Exemple basique de strate´gie de controˆle implante´e dans le controˆleur du SHDEB.
La re´partition ainsi obtenue repre`sente la puissance que doit de´livrer (ou stocker dans le
cas de la batterie) chaque e´le´ment du SHDEB. Elle se mate´rialise par des ordres donne´es a`
chaque e´le´ment comme a` la figure 1.7.
PREVISION METEO!
PREVISION DEMANDE!
…!
Autres infos
X     ...?!
X     …?!
X     …?!
Composition
PREVISION METEO!
PREVISION DEMANDE!
…!
Infos syste`me
Controˆleur
Demande
100 kW
70 %
100 kW
8 m/s
8 m/s→ 25 kW
70 %→ 50 kW
↗
↘
25 kW
25 kW
50 kW
Figure 1.7 Re´partition de puissance de´cide´e par le controˆleur du SHDEB et envoi des ordres
de production a` chaque e´le´ment.
Avec des strate´gies de controˆle diffe´rentes et toujours pour notre exemple (demande =
7100 kW , e´olien = 25 kW, de´charge < 50 kW), d’autres re´partitions auraient pu eˆtre obtenues
comme on peut le voir a` la figure 1.8. La premie`re n’utilisant pas la batterie. La deuxie`me
chargeant 20 kW de batterie en utilisant les ge´ne´ratrices a` une puissance plus e´leve´e que le
reste de la demande a` fournir. La troisie`me en de´chargeant la moitie´ de la batterie et en
comple´tant par les ge´ne´ratrices.
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Figure 1.8 Autres re´partitions possibles pour d’autres strate´gies de controˆle.
1.3 Proble´matique
La premie`re proble´matique qui vient a` l’esprit pour les SHDEB est celle de trouver le
dimensionnement correspondant a` la combinaison de ge´ne´ratrices, e´oliennes et batteries
qui re´pond a` la demande en e´lectricite´ au meilleur couˆt. L’achat, l’installation et l’entretien
de ces e´le´ments sont en effet de multiples de´penses qui s’imputeront directement sur le couˆt
final du kilowattheure de´livre´ ($ sur le dimensionnement a` la figure 1.9).
Mais il ne faut pas oublier la strate´gie de controˆle qui est indispensable au SHDEB comme
nous l’avons vu dans la partie pre´ce´dente. Celle-ci de´cide en effet de la re´partition de
puissance entre les diffe´rentes sources a` chaque instant. Les re´partitions de´pendent de la
fac¸on de re´pondre a` la demande et donc de cette strate´gie mise en place dans le controˆleur.
Toute re´partition est synonyme d’usure des e´le´ments utilise´s et de consommation de diesel
par les ge´ne´ratrices. Ces nouvelles de´penses augmenteront aussi le couˆt du kilowattheure ($
sur la re´partition, figure 1.9).
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Figure 1.9 Couˆts de dimensionnement du SHDEB et couˆts diffe´rents pour chaque re´partition
de puissance.
Le dimensionnement et la strate´gie sont donc deux composantes qui de´pendent l’une
de l’autre et qui ont chacune un impact sur le couˆt de l’e´lectricite´ produite par le SHDEB.
L’optimisation comple`te des SHDEB passe par l’optimisation de ces deux composantes. La
proble´matique que nous abordons dans ce me´moire est donc la suivante :
Trouver le couple optimal (dimensionnement - strate´gie) qui re´pond a` la
demande d’un site isole´ e´tudie´ de fac¸on la moins dispendieuse.
1.4 Contribution
Dans cette maitrise, nous cre´ons un mode`le nomme´ OGESO, acronyme de Off-Grid Elec-
tricity Supply Optimization (optimisation de l’e´lectricite´ pour sites hors re´seau), qui a pour
but de trouver le dimensionnement optimal et une strate´gie de controˆle adapte´e d’un syste`me
hybride diesel, e´olien et batterie (SHDEB) pour tout site isole´ e´tudie´. Cette strate´gie pourra
eˆtre implante´e dans le controˆleur du syste`me re´el.
OGESO qui est repre´sente´ a` la figure 1.10, de´termine d’abord un couple (dimensionnement -
re´partition) optimal graˆce a` la re´solution d’un mode`le base´ sur de la programmation line´aire
en nombres entiers (PLNE) et dont les donne´es sont horaires et de´terministes pour une
anne´e de demande et de vitesse de vent. Graˆce a` la PLNE, nous n’avons pas besoin de fixer
9de strate´gie. En effet en connaissant de fac¸on omnisciente les donne´es de l’anne´e, la PLNE
va a` travers une fonction objectif de minimisation de couˆt trouver le dimensionnement et la
re´partition de puissance entre les e´le´ments a` chaque instant qui donne le couˆt de SHDEB le
plus bas possible. Nous utilisons ensuite l’extraction de donne´es (« data mining ») et plus
pre´cise´ment les arbres de de´cision sur la re´partition optimale de l’anne´e de donne´es obtenue
avec la PLNE afin d’obtenir une strate´gie adapte´e au site isole´ e´tudie´.
PLNE
X     ...?!
X     …?!
X     …?!
X     ...?!
X     …?!
X     …?!
DATA MINING
OGESO
Figure 1.10 Principe et logique de notre approche OGESO.
Pour tester l’efficacite´ de notre me´thode, nous comparons les re´sultats d’OGESO au logiciel
de simulation HOMER qui est actuellement la re´fe´rence dans le domaine de l’optimisation de
syste`mes hybrides pour sites isole´s (voir revue de litte´rature). HOMER a une strate´gie fixe´e
et simule toutes les combinaisons possibles jusqu’a` retourner celle au couˆt le plus bas comme
nous pouvons le voir a` la figure 1.11.
X     ...?!
X     …?!
X     …?!
∀
8760 heures
Strate´gie fixe´e
X     ...?!
X     …?!
X     …?!
X     ...?!
X     …?!
X     …?!
Meilleure combinaison
HOMER
Figure 1.11 Principe et logique du logiciel de simulation HOMER.
HOMER et OGESO se basent sur les meˆmes donne´es de´terministes d’entre´e. En e´tudiant le
meˆme site isole´ et les meˆmes donne´es nous pourrons donc comparer les deux approches. Plus
de pre´cisions sur HOMER sont donne´es dans l’annexe A.
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1.5 Organisation du me´moire
Dans la revue de litte´rature du chapitre 2 suivant, nous faisons un point sur les recherches
actuelles et passe´es concernant l’optimisation des syste`mes hybrides de production d’e´lectri-
cite´ pour sites isole´s. Nous voyons notamment que l’optimisation simultane´e du dimension-
nement et de la strate´gie de controˆle est rare et que la plupart des mode`les se limitent a`
rechercher le dimensionnement optimal contrairement a` OGESO.
Dans le chapitre 3, nous de´crivons les e´oliennes, les ge´ne´ratrices diesel et les batteries qui
composent notre SHDEB. Nous nous arreˆtons sur leur fonctionnement, leurs spe´cificite´s pour
les sites isole´s et nous listons les couˆts qu’ils engendrent.
Nous introduisons dans le chapitre 4 notre mode`le base´ sur la programmation line´aire en
nombres entiers (PLNE) qui forme la premie`re partie d’OGESO et qui permet d’obtenir
le dimensionnement optimal. Dans cette partie, nous pre´sentons les variables, parame`tres,
e´quations et hypothe`ses qui nous servent a` mode´liser le syste`me de production d’e´lectricite´
de notre site isole´.
Dans le chapitre 5 nous fournissons les sites isole´s qui nous servent de donne´es et d’exemples
dans la comparaison HOMER/OGESO. Nous pre´sentons l’approche de re´solution du mode`le
PLNE et la technique qui nous permet d’obtenir rapidement une solution pre´cise. En plus
d’un dimensionnement optimal, nous obtenons la re´partition optimale correspondante a` l’an-
ne´e de donne´es connues pour le site isole´.
Cette re´partition optimale est ensuite analyse´e et utilise´e par une technique de forage de
donne´es (data mining). Nous montrons ainsi au chapitre 6 comment nous obtenons par cette
approche une strate´gie adapte´e au site isole´ et au dimensionnement trouve´ par PLNE. Nous
finissons par simuler le dimensionnement et la strate´gie trouve´s par OGESO pour les meˆmes
sites isole´s e´tudie´s dans HOMER afin de pouvoir comparer les deux approches.
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CHAPITRE 2
REVUE DE LITTE´RATURE
On retrouve les premie`res recherches sur les syste`mes hybrides de production d’e´lectri-
cite´ pour sites isole´s dans les anne´es 90. Pousse´s par le sommet de la Terre de Rio (1992),
de nombreux chercheurs se sont demande´s si la combinaison de plusieurs sources d’e´nergie
renouvelable pourrait remplacer les syste`mes traditionnelles.
Il est difficile d’estimer un couˆt d’un SHDEB a` cause de la longue dure´e de vie des projets. Il
faut ainsi actualiser les flux d’argents afin de pouvoir comparer les diffe´rents syste`mes de pro-
ductions possibles comme on peut le voir dans Garcia et Weisser (2006) et HOMER (2011).
OxeraConsulting (2011) montre que la difficulte´ consiste a` trouver un taux d’actualisation
re´aliste.
En 1992, Vera (1992) a voulu e´tudier l’alternative aux ge´ne´ratrices diesel pour e´quiper les
sites isole´s du Mexique. Les re´sultats de cette recherche montrent de´ja` que les syste`mes hy-
brides sont a` conside´rer puisque pour un meˆme site isole´, le syste`me photovolta¨ıque/diesel
a un couˆt espe´re´ de 0,62 $/kWh alors que les ge´ne´ratrices diesel sont a` 1,3 $/kWh et que
l’extension du re´seau couˆterait 3,2 $/kWh.
Plus re´cemment Satar et al. (2012) et Isherwood et al. (2000) nous pre´sentent les syste`mes
hybrides de production d’e´lectricite´ comme pouvant eˆtre plus rentables et aussi suˆrs que les
syste`mes mono-composants dans le cas des sites isole´s.
Il y a trois niveaux d’e´tudes diffe´rents pour l’e´tude des syste`mes de production d’e´lectricite´
des sites isole´s. On peut ainsi classer les mode`les en 3 cate´gories : ope´rationnels, strate´giques
et tactiques. Ils se distinguent par l’horizon de temps, les intervalles de temps et la nature de
l’e´tude. Nous allons nous arreˆter sur ces diffe´rents types de mode`les afin de mieux de´limiter
notre mode`le OGESO.
2.1 Mode`les ope´rationnels
Pour les mode`les ope´rationnels, on e´tudie le syste`me a` un niveau de de´tails tre`s e´leve´ et
sur des intervalles de temps de l’ordre de la seconde. La mode´lisation est tre`s pre´cise avec
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des e´quations qui repre´sentent la dynamique du syste`me. On ne peut pas calculer le mode`le
sur un horizon tre`s important a` cause de cette forte pre´cision mais on peut e´tudier certains
phe´nome`nes importants dans le dimensionnement du syste`me comme la stabilite´.
En effet, ces mode`les servent surtout a` e´tudier ou optimiser la stabilite´ de nos syste`mes
hybrides face a` leurs sources tre`s oscillantes et instables. Ainsi dans Sebastia´n (2011), Se-
bastia´n et Alzola (2010) et Vechu (2005), on s’inte´resse a` la stabilite´ des SHDEB en termes
de fre´quence, tension ou puissance active/re´active graˆce a` des mode`les de simulation souvent
de´veloppe´s sous Matlab/simulink. On s’inte´resse aussi a` l’apport du stockage pour la stabilite´
des SHDEB dans Tripathy et al. (1991) et Tripathy (1997).
2.2 Mode`les strate´giques
Certains mode`les plus e´conomiques que techniques permettent de passer outre le choix
de strate´gie de controˆle du syste`me. Pour cela, on met des pourcentages ou des statistiques
de manie`re a` de´crire approximativement le comportement du syste`me ou les donne´es du site
isole´. L’horizon est alors de l’ordre de l’anne´e et on ne s’inte´resse pas pre´cise´ment a` l’aspect
technique du syste`me hybride.
RETScreen de´veloppe´ par Ressources Naturelles Canada permet une e´tude de pre´-faisabilite´
rapide et peu one´reuse pour de´terminer un couˆt approximatif d’un projet de SHDEB (The-
venard et al. (2000)). Se basant sur des de´terminations annuelles et un taux de pe´ne´tration
e´olien moyen, l’e´tude se situe a` un niveau moindre de de´tails. Elle ne prend par exemple
pas en compte l’intermittence/variation du vent de manie`re pre´cise ou la disponibilite´ de
charge/de´charge de la batterie.
Dans Nfah et Ngundam (2008), on e´tudie les donne´es du vent sur plusieurs anne´es pour de´-
terminer le facteur de capacite´ annuelle e´olienne moyen pour un site isole´. Isherwood et al.
(2000) fait comme RETScreen une e´tude analytique base´e sur des donne´es moyennes pour
de´terminer le couˆt d’un projet de site isole´ en Alaska. Liu et al. (2008) de´veloppe une simu-
lation pour calculer la probabilite´ annuelle de non re´ponse a` la demande pour un SHDEB
en se basant sur des distributions de Weibull pour le vent. Ces mode`les de type tactique se
basent souvent sur des donne´es annuelles et ne rentrent donc pas dans les de´tails journaliers
ou horaires des syste`mes hybrides.
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2.3 Mode`les tactiques
Les mode`les tactiques dont fait partie notre mode`le OGESO se situent entre les mode`les
strate´giques et ope´rationnels. Il sont suffisamment pre´cis techniquement pour s’occuper de la
strate´gie de controˆle des e´le´ments d’un SHDEB mais ne peuvent eˆtre utilise´s pour traiter les
proble`mes de stabilite´ e´lectrique. On se situe ici dans un intervalle de temps de type horaire
voir de la minute.
La simulation est tre`s largement utilise´e dans ce type d’approche du fait de la taille des
proble`mes d’apre`s Dufo-Lo´pez (2009). La strate´gie de controˆle du syste`me est alors fixe´e et
permet de calculer le couˆt de projet pour chaque combinaison d’e´le´ments afin de de´terminer
le dimensionnement le moins one´reux. De nombreux mode`les de simulations ont de´ja` e´te´ pro-
pose´s comme dans Kaldellis et al. (2006), Katti et Khedkar (2007), Arun et al. (2008) et Wies
et al. (2005). Ils se distinguent surtout dans la manie`re de mode´liser les diffe´rents e´le´ments du
SHDEB. Re´cemment, un projet de l’Alaska Center for Energy and Power (ACEP) voulant
e´tablir un mode`le de simulation des SHDEB pour les sites isole´s de l’Alaska a e´te´ propose´
par Witmer (2012).
Le logiciel Hybrid Optimization Model for Electric Renewables (HOMER) de´veloppe´ par Na-
tional Renewable Energy Lab (NREL) est aujourd’hui le mode`le de simulation le plus utilise´
pour les syste`mes hybrides. On peut aussi citer le logiciel HYBRYD2 cre´e´ par Renewable
Energy Research laboratory (RERL) qui reste moins re´pute´. Ces deux entite´s et la plupart
des e´quations mode´lisant les diffe´rents e´le´ments de´coulent des travaux de Barley et Winn
(1996) qui a e´te´ l’un des premiers a` e´tudier les SHDEB pour sites isole´s. Ces mode`les se
basent sur des donne´es horaire d’un an 1 pour trouver le couˆt de chaque combinaison d’e´le´-
ments par simulation comme l’explique Lambert et al. (2006) pour le logiciel HOMER.
Lance´ suite au sommet de la terre de Rio de 1992, HOMER est aujourd’hui utilise´ dans le
monde entier et est a` la base de nombreuses e´tudes de faisabilite´ ou pre´-faisabilite´ pour les
sites isole´s. On renseigne alors les donne´es horaires d’un an de demande et de vent propre
au site isole´ e´tudie´ et le logiciel nous retourne la combinaison la moins cher. Khan et Iqbal
(2005) se sert d’HOMER pour e´tudier un site isole´ a` Saint John’s au Canada alors que Nfah
et Ngundam (2008) e´tudie diffe´rents sites isole´s au Cameroun. Nous pre´sentons plus en de´tail
ce logiciel de simulation et son mode`le en annexe A.
1. Toronto 26 Juin 2013, HOMER est passe´ a` un pas correspondant a` la minute
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La simulation est donc largement utilise´e pour traiter notre proble´matique. Une autre pos-
sibilite´ est d’utiliser la programmation dynamique comme dans Hu et Solana (2013) pour
trouver la quantite´ optimale d’e´oliennes (sans syste`me de stockage). Cependant ce type de
programmation devient vite impossible lorsque l’on veut inclure un grand nombre d’e´quations
pour augmenter la pre´cision du mode`le.
La plus forte alternative a` la simulation reste les mode`les base´s sur la programmation line´aire
en nombres entiers (PLNE). Dans ce type de mode`les, une fonction objectif de minimisation
des couˆts de SHDEB remplace la strate´gie de controˆle en trouvant la re´partition de flux
d’e´nergies optimaux des e´le´ments a` chaque instant pour des donne´es le plus souvent de´termi-
nistes. Le dimensionnement optimal et la re´partition optimale sont donc obtenus sans avoir
a` fixer de strate´gie contrairement a` la simulation.
Ainsi, Greiner et al. (2008) mode´lise un syste`me similaire au SHDEB ou` la batterie est
remplace´e par une pile a` Hydroge`ne. Le but est alors de trouver le dimensionnement optimal
d’un tel syste`me pour alimenter cent maisons et cents voitures fonctionnant a` pile a` Hydroge`ne
dans le nord de la Norve`ge en se basant sur des donne´es horaires de´terministes puisque releve´es
sur le site isole´ dans le passe´. Huneke et al. (2012) pre´sente un mode`le en PLNE plus ge´ne´rale
avec plusieurs types de stockage possibles et du photovolta¨ıque en plus du SHDEB. Le mode`le
trouve la combinaison optimale a` partir d’un an de donne´es horaires. D’autres mode`les se
servent de donne´es stochastiques comme dans Abbey et Joos (2009). La plupart des mode`les
se diffe´rencient surtout par la fac¸on de mode´liser les diffe´rents e´le´ments du syste`me ou par
la fac¸on de comptabiliser et de mode´liser les couˆts. Les mode`les sont fre´quemment re´solus
avec des donne´es horaires d’un an mais on trouve aussi des mode`les base´es sur vingt quatre
heures typiques du site isole´ comme dans Morais et al. (2010).
2.4 Mode`les et notre proble`matique
Les mode`les de simulation pre´sente´s pre´ce´demment fixent une strate´gie et ne re´pondent donc
pas comple`tement a` notre proble´matique en ne s’occupant pas de l’optimisation de la stra-
te´gie de controˆle. Les mode`les base´s sur la PLNE ne retournent pas de strate´gie malgre´ un
dimensionnement optimal et une re´partition optimale correspondante. Cette re´partition op-
timale est la re´fe´rence en matie`re de gestion du syste`me. Ainsi les re´partitions obtenues par
simulation de n’importe quelle strate´gie de controˆle, seront toujours moins efficaces et par
conse´quent plus dispendieuses que la re´partition trouve´e par PLNE.
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Garcia et Weisser (2006) font partis des rares a` se servir de la re´partition optimale obtenue
par PLNE comme re´fe´rence par rapport a` des re´partitions de strate´gies de´ja` existantes. Cette
re´fe´rence lui permet d’ame´liorer ces strate´gies pour finalement se´lectionner la plus adapte´e.
Le syste`me mode´lise´ est un SHDEB ou` la batterie est remplace´e par une pile a` Hydroge`ne
dont les couˆts sont ceux espe´re´s en 2010 afin d’e´tudier l’e´ventuelle future rentabilite´ de tels
syste`mes.
Nous n’avons pas trouve´ beaucoup de recherches portant sur l’optimisation simultane´e et
dans un meˆme mode`le du dimensionnement et de la strate´gie des SHDEB. Notre approche
OGESO, de part son data mining, est meˆme comple`tement nouvelle.
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CHAPITRE 3
REVUE TECHNOLOGIQUE
Cette revue technologique nous permet de pre´senter les diffe´rents composants des syste`mes
de production d’e´lectricite´ pour sites isole´s qui serons mode´lise´ dans la partie PLNE de notre
mode`le OGESO. Nous nous sommes arreˆte´s sur les ge´ne´ratrices diesel, e´oliennes et batteries
car ils sont pre´sents dans la plupart des projets actuels pour les sites isole´s nordiques. Nous
pre´sentons ici leur spe´cificite´s et expliquons leur fonctionnement.
3.1 E´olien
3.1.1 E´oliennes pour sites isole´s
L’e´nergie e´olienne repre´sente 1,7 % de la ge´ne´ration mondiale d’e´lectricite´ et est la deuxie`me
source d’e´lectricite´ renouvelable derrie`re les 16,8 % d’ hydroe´lectricite´ et devant la biomasse
(1,5 %), la ge´othermie (0,3 %) et le solaire (0,2 %) en 2010 d’apre`s l’Energy Information
Administration (EIA). Elle se de´veloppe e´norme´ment depuis quelques anne´es et a d’ailleurs
connu une augmentation de 19,2 % de sa puissance installe´e mondiale en 2012 (WWEA
(2012)). Cette progression est en grande partie due aux installations d’importants parcs e´o-
liens pour les re´seaux d’approvisionnement nationaux. Rien que pour le Que´bec (Canada) on
de´notait de´but 2013, treize grands parcs e´oliens totalisant 1716,2 MW de puissance installe´e
sachant qu’environ 1500 MW de projets e´oliens sont en cours de construction ou de´veloppe-
ment et qu’en 2000 il n’y avait qu’a` peine 100 MW de puissance e´olienne installe´e d’apre`s
ressources naturelles Que´bec et la compagnie Hydro-Que´bec.
A` leur e´chelle, les sites isole´s nordiques ont aussi contribue´ a` cette augmentation avec de plus
en plus d’installations et de projets d’e´oliennes. Il faut savoir que la plupart des sites isole´s
du Canada et de l’Alaska sont situe´s sur la coˆte et be´ne´ficient souvent d’un bon potentiel
e´olien comme on peut le voir a` la figure 3.1. Les e´oliennes pour sites isole´s de type nordique
doivent eˆtre spe´cialement conc¸ues pour re´sister aux conditions climatiques extreˆmes et aux
fondations dans le perge´lisol. Les paˆles sont par exemple peintes en noir pour absorber le
maximum de chaleur rayonne´e par le soleil ou sont chauffe´es par un syste`me de re´sistances
pour ne pas casser en cas de gel. Elles doivent aussi eˆtre tre`s fiables car il est rare de trouver
une personne forme´e a` re´parer ces e´oliennes sur le site meˆme et de´placer quelqu’un peut
s’ave´rer tre`s long en plus d’eˆtre couˆteux. Une expertise sur les syste`mes e´olien-diesel (ACEP
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Figure 3.1 Cartographie du potentiel e´olien nord ame´ricain, c© Stanford University.
(2012)) a e´te´ mise au point par l’ACEP.
Figure 3.2 E´oliennes de type AOC 15/50 tour monobloc ou treillis a` Kotzebue, c©Wikimedia.
L’e´olienne AOC 15/50 et son mat de 30 me`tres (figure 3.2) de la compagnie Seaforth Enginee-
ring est un exemple d’e´olienne de´ja` installe´e depuis une vingtaine d’anne´es sur quelques sites
isole´s et notamment une trentaine en Alaska (USA) (figure 3.2), une douzaine d’installe´es
sur l’ˆıle du Prince Edouard (Canada) et quelques unes au Nunavut, au Saskatchewan et en
Ontario (Canada) d’apre`s Saulnier (2011) et IEEC (2011). Pour les projets plus re´cents de
sites isole´s, on retrouve des e´oliennes de grands fabricants comme Vestas ou Enercon (premier
et quatrie`me fabricant mondial d’e´oliennes) avec des mats de 100 me`tres et aussi adapte´es
aux conditions nordiques. Enercon a notamment inaugure´ une usine a` Matane (Que´bec) pour
fournir environ 500 e´oliennes pour des parcs e´oliens et quelques sites isole´s au Que´bec.
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3.1.2 Fonctionnement et couˆts
Le vent fait tourner les paˆles de l’e´olienne qui sont relie´es a` un axe (moyeu) (voir figure
3.3). Cet axe met en rotation un alternateur par l’interme´diaire d’une boite de vitesse qui
produit de l’e´lectricite´. C’est donc l’e´nergie me´canique du vent qui est transforme´e en e´nergie
e´lectrique.
Figure 3.3 Les diffe´rents e´le´ments d’une e´olienne, c© Wikimedia.
Dans des conditions standardise´es, on peut tracer la courbe caracte´ristique de toute e´olienne
comme pour l’AOC 15/50 a` la figure 3.4. Cette courbe est la puissance e´lectrique Pw en W,
en fonction de la vitesse du vent au niveau du rotor Vw en m/s.
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Figure 3.4 Puissance e´lectrique de sortie en fonction de la vitesse du vent pour une e´olienne
AOC 15/50.
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Les courbes caracte´ristiques des e´oliennes posse`dent toujours quatre zones distinctes (figure :
3.4) :
1. Le Vent Vw est insuffisant pour pouvoir produire de l’e´lectricite´.
2. La ge´ne´ration d’e´lectricite´ commence a` partir de la vitesse de vent « Cut-in » Vwi
et augmente jusqu’a` une vitesse de vent « rated » Vwr ou` le maximum de puissance
e´lectrique est atteint.
3. La puissance e´lectrique de´croit avec le vent jusqu’a` la vitesse de vent limite Vwo : « Cut-
Off » a` partir de laquelle il faut arreˆter l’e´olienne pour e´viter de l’endommager.
4. La dernie`re partie apre`s Vwo correspond a` la mise en drapeau. Elle ne produit plus
d’e´lectricite´.
Concre`tement, le constructeur de l’e´olienne fournit une table de points caracte´ristiques de
la puissance e´lectrique de l’e´olienne pour certaines vitesses de vent comme au tableau 3.1.
Certaines e´oliennes a` angle de paˆle re´glable permettent de re´guler la puissance de sortie
de l’e´olienne (l’AOC 15/50 est a` angle fixe). Dans ce cas les donne´es caracte´ristiques de
l’e´olienne correspondent aux puissances e´lectriques maximum de sortie de l’e´olienne mais on
peut choisir de produire moins d’e´lectricite´ que ce maximum (dans une certaine limite).
Tableau 3.1 Donne´es caracte´ristiques du fabricant pour une e´olienne AOC 15/50.
Vw (m/s) 4 5 ...
13 14
...
25 26
Pw (kW) 0 1.2 65 63 1.3 0
On de´note plusieurs types de couˆts pour les e´oliennes :
– Un couˆt de capital qui comprend a` la fois un couˆt d’achat de chaque e´olienne, d’ache-
minement au site isole´ et d’installation (fondations, re´seau).
– Un couˆt d’ope´ration et de maintenance qui repre´sente le couˆt d’entretien, de ve´rification
et de re´paration chaque anne´e.
– Un couˆt de remplacement si on arrive a` la fin de la dure´e de vie de l’e´olienne. Il est
diffe´rent du couˆt de capital car les fondations et le re´seau ont de´ja` e´te´ installe´s et il
faut prendre en compte le de´mante`lement.
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3.2 Ge´ne´ratrice diesel
3.2.1 Ge´ne´ratrices diesel pour sites isole´s
Figure 3.5 Ge´ne´ratrices diesel (Alaska) c© www.windpoweringamerica.gov.
Les ge´ne´ratrices diesel permettent de fournir de l’e´lectricite´ lorsqu’il n’y a pas de re´seau
de distribution ou d’assurer une source e´lectrique de se´curite´ en cas de coupure de celui-ci
(hoˆpitaux, centres informatiques). Elles sont donc traditionnellement utilise´es pour alimenter
les sites isole´s nordiques depuis longtemps. Ainsi la grande majorite´ des re´seaux autonomes
du Que´bec est fournie en e´lectricite´ par des centrales de ge´ne´ratrices diesel comme on peut
le voir dans le rapport Hydro-Que´bec (2008).
Tableau 3.2 Couˆt moyen du carburant diesel pour un site isole´ d’Alaska, traduit de Nick Szy-
moniak (2010).
Couˆt $ / L
Diesel seul 0,78
Acheminement au site isole´ 0,26
Stockage au site isole´ 0,41
Diesel site isole´ 1,45
La flexibilite´ est leur principale qualite´ en e´tant capable de produire de l’e´lectricite´ peu
importe le lieu et les conditions. Il faut cependant toujours pouvoir les alimenter en diesel.
L’acheminement et le stockage du diesel renforce´s par une consommation importante rend
cette technologie one´reuse. Ainsi Nick Szymoniak (2010) a estime´ un couˆt moyen du diesel
pour les sites isole´s nordiques au tableau 3.2. On peut de´duire de ces re´sultats que le diesel
des sites isole´s nordiques est 86 % plus cher que le diesel classique.
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3.2.2 Fonctionnement et couˆts
Une ge´ne´ratrice diesel est un moteur a` combustion interne qui fait tourner un axe relie´ a`
un alternateur. Pour l’e´olienne, l’alternateur tourne graˆce a` la force du vent alors que les
ge´ne´ratrices utilisent un moteur thermique.
Figure 3.6 Exemple de ge´ne´ratrice diesel, c© Caterpilar.
Suivant l’e´lectricite´ produite, la consommation de diesel varie. Elle de´pend en effet du taux
d’utilisation (figure 3.7) qui est le rapport entre la puissance fournie et la puissance nominale
de la ge´ne´ratrice diesel.
Taux d’utilisation
Consommation (L)
0 1
]
[
Figure 3.7 Consommation re´elle en fonction du taux d’utilisation pour une ge´ne´ratrice diesel.
Sur la figure 3.7 on remarque la discontinuite´ en 0 qui signifie que la ge´ne´ratrice consomme
de`s qu’elle est mise en route. Il y donc une surconsommation lors de chaque de´marrage et
d’apre`s Barley et Winn (1996) celle-ci e´quivaut a` quatre minutes de consommation plein re´-
gime. Dans le logiciel de simulation HOMER, on ne prend pas en compte la surconsommation
due aux de´marrages des ge´ne´ratrices (voir Lambert et al. (2006)).
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En plus la courbure a` la figure 3.7 montre que l’efficacite´ change suivant le taux d’utilisa-
tion. Cette courbure n’est pas tre`s prononce´e et est souvent remplace´e par une interpolation
line´aire comme dans Barley et Winn (1996) et HOMER (2011). Nous perdons alors l’objectif
dans notre optimisation d’utiliser les ge´ne´ratrices a` un taux de 70-80 % synonyme d’efficacite´
maximale. En effet, avec l’interpolation line´aire entre 0 et 100 % du taux d’utilisation, nous
perdons l’information de diffe´rence d’efficacite´ puisque celle-ci devient constante en line´ari-
sant.
Le taux d’utilisation des ge´ne´ratrices doit toujours eˆtre supe´rieur a` 30 % afin d’e´viter le
glac¸age qui est le phe´nome`ne de perte d’e´tanche´ite´ et d’encrassement des pistons du moteur
des ge´ne´ratrices. Ce phe´nome`ne provoque une usure excessive de la ge´ne´ratrice en plus d’une
surconsommation de diesel. Ce taux d’utilisation minimal est le meˆme que pour HOMER
(HOMER (2011)).
Les contraintes d’approvisionnement en diesel (re´servoirs, acheminement, disponibilite´) ne
sont la plupart du temps pas prises en compte dans les logiciels comme HOMER (2011) .
Nous re´sumons maintenant les diffe´rents couˆts de cette technologie.
– Un couˆt de capital qui comprend a` la fois la valeur d’achat de chaque ge´ne´ratrice diesel
et un couˆt d’acheminement au site isole´.
– Un couˆt d’ope´ration et de maintenance qui repre´sente le couˆt d’entretien, de ve´rification
et de re´paration chaque anne´e.
– Un couˆt de remplacement si on de´passe le nombre d’heures d’utilisation limite d’une
ge´ne´ratrice diesel.
– Un couˆt de carburant qui de´pend de l’utilisation des ge´ne´ratrices diesel et qui est le
couˆt le plus important pour cette technologie.
3.3 Batterie
3.3.1 Stockage pour sites isole´s
Il y a une multitude de technologies de stockage diffe´rentes. Dı´az-Gonza´lez et al. (2012)
et Bradbury (2010) nous ont permis de nous concentrer dans le tableau 3.3, sur celles de´ja`
envisage´es ou installe´es pour des sites isole´s nordiques. On de´nombre trois cate´gories impor-
tantes : le stockage me´canique, le stockage par pile a` hydroge`ne et le stockage par batterie.
Parmi les stockages me´caniques, les volants d’inertie (VI) stockent l’e´nergie e´lectrique sous
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forme d’e´nergie cine´tique en se servant d’une masse en rotation. Ils servent surtout a` stabiliser
le re´seau graˆce a` un stockage de quelques secondes voire quelques minutes. Nous ne pouvons
donc pas les prendre en compte dans notre mode`le de type horaire. Ils peuvent toutefois eˆtre
implante´s en plus de notre optimisation pour assurer la stabilite´ du syste`me.
Figure 3.8 Batteries « flow batteries » ZnBR, c© ZBB.
Le stockage me´canique par air comprime´ (AC) stocke l’e´nergie e´lectrique en compressant de
l’air pendant la charge et en le de´compressant pendant la de´charge. L’air est habituellement
stocke´e dans des cavite´s souterraines. Pour les sites isole´s nordiques, le perge´lisol n’est sou-
vent pas propice a` servir de re´servoir.
La pile a` Hydroge`ne (Pile H) ou a` combustible se sert de la re´action d’oxydation d’hydroge`ne
pour stocker l’e´nergie e´lectrique en hydroge`ne. Il est pour le moment tre`s couˆteux a` cause
du prix de l’e´lectrolyseur et de la faible efficacite´ de la conversion e´lectricite´ - hydroge`ne -
e´lectricite´.
Pour nos sites isole´s nordiques, nous avons finalement choisi la technologie de stockage par
batteries qui est encore tre`s vaste : Lithium-ion (Li-ion), Plomb-nickel, Vanadium, Sodium-
Sulfure (NaS), Zinc-Bromine (ZnBr) ... Nous avons arreˆte´ notre choix sur les batteries de type
« flow batteries » ZnBr (figure 3.8), technologie en test au site isole´ de Kotzebue (Alaska) et
dont nous avons re´ussi a` avoir des donne´es techniques et de couˆts contrairement a` d’autres
technologies de stockage.
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Tableau 3.3 Technologies de stockage possibles pour sites isole´s nordiques
Technologie
Me´canique Pile Batterie
VI AC H NaS ZnBr Li-ion
Efficacite´ (%) 70-95 57-85 20-50 70-90 60-75 85-98
Auto de´charge (%/jour) 100 ≈0 ≈0 0,05-20 0,24 0,1-0,3
Cycles de vie (cycles) 20k-100k +oo 1k 2,5k 2k 1k-10k
Dure´e de vie espe´re´e (anne´es) 15-20 20-40 5-15 5-15 5-10 5-15
Energie spe´cifique (Wh/kg) 10-30 30-60 800-10k 150-240 30-50 75-200
Puissance spe´cifique (W/kg) 400-1,5k 0 500 150-230 0 150-315
Densite´ e´nerge´tique (Wh/L) 20-80 3-6 500-3k 150-250 30-60 200-500
Densite´ puissance (W/L) 1k-2k 0,5-2 500 0 0 0
Couˆt de puissance ($/kW) 250-400 400-800 10k 150-3k 175-2,5k 175-4k
Couˆt d’e´nergie ($/kWh) 300-150k 2-140 ? 250-500 150-1k 500-2,5k
O&M ($/kW/anne´e) 6-22 2-29 ? 23-61 15-47 120-600
Les avantages de ces batteries par rapport aux sites isole´s nordiques sont d’apre`s Staudt
(2008), Larsson (2009) et Bradbury (2010) :
– Une bonne densite´ e´nerge´tique et une efficacite´ comparable aux autres technologies.
– Une modularite´ permettant de fabriquer la batterie avec capacite´/puissance souhaite´es.
– Un remplacement des modules et non de l’ensemble de l’installation.
– Un nombre de cycles relativement e´leve´ sans alte´ration de la batterie.
– Une fiabilite´ prouve´e et une maintenance a` faibles risques environnementaux.
Les batteries « molted salted » NaS (Sodium - Soufre) sont les concurrents les plus se´rieux
des batteries Zn-Br. Le choix des batteries Zn-Br n’est pas limitatif puisque nous verrons aue
le mode`le en PLNE que nous proposons est assez flexible pour prendre en compte d’autres
types de batteries en modifiant juste des parame`tres.
3.3.2 Fonctionnement et couˆts
Nous pre´sentons maintenant brie`vement les batteries ZnBr afin de conclure la connaissance
de tous les e´le´ments du SHDEB que nous voulons optimiser : 2 solutions e´lectrolytiques
de ZnBr2(aq) (Zn
2+(aq) et 2 Br−(aq)) circulent dans 2 circuits se´pare´s par une membrane
laissant passer uniquement les ions (figure 3.9). Pendant la charge, le Zn2+(aq) du ZnBr2(aq)
et un e´lectron forment du Zn(s) au niveau de l’anode (Zn2+(aq) + 2e− ↔ Zn(s)). Les 2 ions
Br−(aq) re´siduels passent de l’autre cote´ de la membrane ou` du Br2(aq) est forme´ par perte
de 2 e´lectrons de 2 Br−(aq) au niveau de la cathode (2Br−(aq)↔ 2e− +Br2(aq).
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Figure 3.9 Sche´ma de fonctionnement d’une batterie ZnBr, c© Dı´az-Gonza´lez et al. (2012).
La re´action chimique totale est donc 2Br−(aq)+Zn2+(aq)↔ Zn(s)+Br2(aq). A la de´charge
la re´action est inverse´e et provoque la reformation du ZnBr2(aq)
Les batteries e´tant base´es sur des re´actions chimiques, de nombreux effets viennent perturber
les e´quations the´oriques de base. L’effet Peukert est ainsi le nom donne´ a` la variation de la
capacite´ de la batterie en fonction de la vitesse de charge/de´charge (figure 3.10).
Figure 3.10 De´charge non line´aire suivant le courant de de´charge a` cause de l’effet Peukert,
c© www.arebor-energie.fr.
Nous re´sumons maintenant les couˆts engendre´s par les batteries ZnBr :
– Un couˆt de capital qui comprend la valeur d’achat de la batterie, son e´tude et l’ache-
minement au site isole´.
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– Un couˆt d’ope´ration et de maintenance qui repre´sente le couˆt d’entretien, de ve´rification
et de re´paration chaque anne´e.
– Un couˆt de remplacement lorsqu’il faut changer les modules et recharger les solutions
e´lectrolytes.
3.4 Stabilite´ des SHDEB
Mixer les trois sources d’e´nergie peut paraˆıtre simple dans les mode`les mais en re´alite´ il y
a de nombreux proble`mes de stabilite´ re´seau qui doivent eˆtre respecte´s. Ainsi dans la the`se
de Vechu (2005), on rappelle que pour avoir une bonne qualite´ d’e´lectricite´, il faut que la
tension soit parfaitement e´quilibre´e au travers de la fre´quence, de l’amplitude, de la syme´trie
du syste`me triphase´ et des distorsions harmoniques. Il faut aussi pouvoir fournir la puissance
active (e´oliennes, ge´ne´ratrices) et re´active (ge´ne´ratrices) en tout temps. Mais dans les logi-
ciels de simulation a` incre´ments d’une heure, on ne peut pas vraiment de´tecter ces diffe´rents
proble`mes. Dans HOMER (Lambert et al. (2006)), un message d’alerte vient indiquer le fait
que l’on a de´passe´ un certain taux de pe´ne´tration e´olien et qu’il faut faire une e´tude plus
pousse´e avant d’envisager l’installation d’un tel syste`me. Dans Satar et al. (2012) et Garcia
et Weisser (2006) on limite le taux d’e´nergie renouvelable pour tout incre´ment.
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CHAPITRE 4
MODE´LISATION
Apre`s avoir pre´sente´ les diffe´rents e´le´ments des SHDEB au chapitre 3, nous abordons ici
la premie`re partie de notre approche OGESO qui est le mode`le base´ sur de la programmation
line´aire en nombres entiers (PLNE) en rouge sur la figure 4.1. La re´solution de ce mode`le,
explique´e dans le chapitre 5, permet de de´terminer le dimensionnement optimal ainsi que la
re´partition optimale de l’anne´e de donne´es du site isole´ e´tudie´. C’est cette meˆme re´partition
optimale qui nous permettra de de´terminer au chapitre 6 une strate´gie de controˆle en utilisant
du data mining. Dans ce chapitre, nous fixons les notations, hypothe`ses, parame`tres, variables
et e´quations qui forment notre mode`le PLNE.
PLNE
X     ...?!
X     …?!
X     …?!
X     ...?!
X     …?!
X     …?!
DATA MINING
OGESO
Figure 4.1 Chapitre 4 : Pre´sentation du mode`le PLNE d’OGESO.
4.1 Notations et hypothe`ses
Les variables sont note´es en gras contrairement aux parame`tres. Un re´capitulatif complet
du mode`le est propose´ a` la section 4.6. Nous avons explique´ dans la revue technologique les
diffe´rentes hypothe`ses concernant chaque e´le´ment, nous les re´sumons ici :
1. Les donne´es horaires d’un an, donc de chaque instant, de demande et de vitesse de vent
sont de´terministes. La production d’une e´olienne pour ces instants est aussi de´terministe
puisqu’elle de´pend directement de la vitesse du vent et de la courbe caracte´ristique de
l’e´olienne.
2. Les e´oliennes fournissent a` tout moment exactement la puissance donne´e par leur ca-
racte´ristique. (3.1.2)
3. La dure´e de vie des e´oliennes est en anne´es et non en fonction de leur utilisation.(3.1.2)
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4. On ne prend pas en compte la surconsommation due aux de´marrages des ge´ne´ratrices
diesel. (3.2.2)
5. La consommation des ge´ne´ratrices est mode´lise´e par une interpolation line´aire. (3.2.2)
6. Les ge´ne´ratrices doivent toujours eˆtres utilise´es a` plus de 30 % de leur puissance nomi-
nale. (3.2.2)
7. On ne prend pas en compte les contraintes duˆ au re´approvisionnement de diesel. (3.2.2)
8. On ne´glige l’effet Peukert pour les batteries. (3.3.2)
9. La dure´e de vie des batteries est en anne´e et non en fonction de leur utilisation. (3.3.2)
10. On ne mode´lise pas les e´ventuels proble`mes de stabilite´ e´lectrique. (3.4)
11. On ne conside`re pas d’indisponibilite´s des e´quipements pour maintenance ou panne.
Tous les e´le´ments sont donc toujours conside´re´s comme totalement disponibles.
On propose dans la partie mode´lisation additionnelle, section 4.8, de nouvelles variables et
contraintes qui permettent de prendre en compte la surconsommation des de´marrages, le
proble`me d’approvisionnement et la courbure de la consommation. Le but d’OGESO e´tant
de pouvoir eˆtre comparable au logiciel de simulation HOMER, nous limitons dans cette
maitrise notre mode´lisation a` celle du logiciel de simulation.
4.2 Temps et instants
La majorite´ des contraintes du mode`le doivent eˆtre respecte´es a` chaque instant t. Nous
de´finissons cette notion ci-dessous :
– Nous avons t ∈ T l’ensemble des instants. |T | est donc le nombre d’instants.
– Chaque instant t a une dure´e propre d(t) pendant laquelle les variables/parame`tres sont
constants. d(t) est exprime´e en heure(s).
– d(t) ≥ 1 heure car pour 0 ≤ d(t) < 1 heure nous entrons dans l’aspect ope´rationnel
qui ne concerne pas notre mode`le strate´gique.
– H =
∑
t∈T d(t) est l’horizon du mode`le qui est la dure´e couverte par le mode`le.
Notre mode`le est flexible et accepte toute de´coupe du temps de´finie par |T | et les {d(t)}.Nous
nous ramenons ainsi toujours a` la premie`re anne´e de re´fe´rence graˆce au parame`tre r :
r =
8760
H
(4.1)
A partir des valeurs de la premie`re anne´e de re´fe´rence, nous extrapolons a` toutes les anne´es
du projet pour calculer le couˆt pre´sent totale du projet qui est la fonction objectif a` minimiser.
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Le mode´lisateur choisit donc de de´couper le temps graˆce au nombre d’instants |T | et leur dure´e
d(t). Mais il ne peut pas faire ce qu’il veut, en effet : Il doit faire en fonction des donne´es qu’il
posse`de. A partir des donne´es initiales il est facile d’augmenter d(t) mais on peut difficilement
le diminuer sans faire des hypothe`ses. Par exemple, a` partir de donne´es horaires, on peut
calculer des donne´es hebdomadaires / mensuelles / annuelles moyennes mais l’inverse est
plus difficile et spe´culatif. Il doit aussi avoir un temps de re´solution re´alisable. Celui-ci est
une fonction exponentielle de la taille du mode`le |T |. Si on re´duit |T | en gardant les d(t)
constants alors la pre´cision du mode`le va diminuer car l’horizon H est re´duit. Pour diminuer
|T |mais garder le meˆme horizon H, on peut augmenter les d(t) mais on perd aussi en pre´cision.
En effet des instants de grande dure´e peuvent absorber des variations importantes de vent ou
demande. Par exemple, pour un meˆme horizon d’un an, D = 8760 h. Une de´coupe mensuelle
(|T | = 12) de d(t) = 8760/12 = 730 h sera re´solue plus rapidement mais sera aussi moins
pre´cise qu’une de´coupe hebdomadaire (|T | = 52) de d(t) = 8760/52 = 168, 4h qui peut avoir
un temps de re´solution tre`s long.
4.3 Re´ponse a` la demande
Le parame`tre de demande Pd(t) ≥ 0 correspond a` la puissance e´lectrique en Watts (W )
a` fournir a` chaque instant t ∈ T au site isole´. La re´ponse a` cette demande est une contrainte
fondamentale :
∀t ∈ T Pd(t) + Pe(t) = Pw(t) + Pg(t) + Pb(t) (4.2)
En tout temps t, la demande Pd(t) ≥ 0 doit donc eˆtre comble´e par nos 3 sources d’e´nergies
suivantes :
– L’e´olien Pw(t) ≥ 0 de´pendant du vent a` t et du nombre d’e´oliennes installe´es.
– La ge´ne´ration diesel Pg(t) ≥ 0 suivant le nombre de ge´ne´ratrices installe´es.
– La batterie Pb(t) si elle fonctionne en de´charge ⇔ Pb(t) ≥ 0 et suivant le nombre de
modules de batteries installe´es.
La batterie Pb(t) fonctionne en charge ⇔ Pb(t) ≤ 0. Ce stockage d’e´nergie augmente de
manie`re fictive la demande pour permettre une future de´charge. Pb(t) est la seule puissance
a` pouvoir eˆtre ne´gative.
La puissance de de´lestage Pe(t) ≥ 0 est le surplus d’e´nergie qui ne peut pas eˆtre stocke´e et
devra donc eˆtre e´vacue´e graˆce a` une charge « dump » qui a un couˆt. Ainsi, la contrainte 4.2
est une e´galite´ plutoˆt qu’une ine´galite´ avec Pe(t) dans le roˆle de variable d’e´cart tarife´e.
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Dans la partie suivante, nous allons nous inte´resser plus pre´cise´ment aux diffe´rentes puissances
qui interviennent dans l’e´quation 4.2 pre´ce´dente.
4.4 Puissances
4.4.1 Eolien Pw(t) :
Nous avons vu que la puissance e´lectrique de´veloppe´e par l’e´olienne est directement lie´e
a` la vitesse du vent Vw. La courbe caracte´ristique d’une e´olienne Pwc(Vw) est donne´e par
son constructeur (figure 4.2). Le parame`tre de puissance e´lectrique d’une seule e´olienne a` t :
Pw1(t) peut donc eˆtre calcule´ a` partir de Pwc(Vw) et le vent Vw(t) qui sont des donne´es connues.
Il faut d’abord mode´liser la caracte´ristique Pwc(Vw) donne´e par le constructeur pour pouvoir
calculer le parame`tre Pwc(Vw(t)) = Pw1(t). Dans un premier temps, nous avions de´coupe´
cette courbe en 4 parties graˆces aux 3 vitesses de vent caracte´ristiques de chaque e´olienne.
La re´gression line´aire et la re´gression polynomiale de chacune des parties ne donnaient pas
de re´sultats assez pre´cis (figure 4.2).
Figure 4.2 Re´gression line´aire et polynomiale des quatre parties typiques de l’e´olienne.
Nous avons alors opte´ pour une re´gression line´aire entre tous les points caracte´ristiques (figure
4.3) . Cette re´gression donne de tre`s bons re´sultats et est identique a` celle d’HOMER.
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Figure 4.3 Re´gression line´aire entre chaque point de la caracte´ristique de l’e´olienne.
Dans notre mode`le cela se traduit par l’e´quation 4.6.2 ou` la puissance e´lectrique de sortie d’une
e´olienne a` tout instant : Pw1(t) est calcule´e en reportant la vitesse du vent a` t : Vw(t) sur la
courbe caracte´ristique de l’e´olienne Pwc(Vw). Il s’agit donc de calculer un nouveau parame`tre
graˆce a` des fonctions logiques (« si et sinon ») permettant de voir si la vitesse de vent est
dans le domaine de production d’e´lectricite´. Et des arrondis sur le vent a` chaque instant
pour se placer entre deux points connus de la courbe caracte´ristiques de l’e´olienne. bVw(t)c
pour l’arrondi infe´rieur et dVw(t)e pour l’arrondi supe´rieur. On fait ensuite une interpolation
line´aire entre ces deux points pour de´terminer la puissance e´olienne correspondante.
∀t ∈ T Pw1(t) =

Pwc(dVw(t)e) · (Vw(t)− bVw(t)c) si Vwi ≤ Vw(t) ≤ Vwo
+Pwc(bVw(t)c) · (dVw(t)e − Vw(t))
0 sinon
(4.3)
Il ne reste plus qu’a` multiplier le parame`tre Pw1(t) par la variable du nombre d’e´olienne(s)
installe´e Nw ≥ 0 pour avoir la puissance e´olienne totale a` t.
∀t ∈ T Pw(t) = Nw · Pw1(t) (4.4)
C’est une e´galite´ car nous faisons l’hypothe`se que l’on produit exactement la puissance de la
courbe caracte´ristique (voir section 3.1.2).
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Pw(t) est une variable dite de « compatibilite´ » puisque l’on pourrait directement utiliser Nw·
Pw1(t). Le solveur simplifie automatiquement ce type de variables dans son pre´-traitement. Le
temps de calcul n’est pas affecte´ et la lisibilite´ du mode`le est ame´liore´e. On retrouve plusieurs
variables de « compatibilite´ » dans notre mode`le.
4.4.2 Ge´ne´ration diesel Pg(t)
Dans notre mode`le les ge´ne´ratrices diesels sont identiques de puissance nominale PgM . Nous
notons Ng ≥ 0 le nombre de ge´ne´ratrices diesel installe´es. A` tout instant t, nous pouvons faire
fonctionner Ng(t) ≥ 0 ge´ne´ratrices diesels. Ces |T | variables entie`res augmentent conside´ra-
blement le temps de re´solution (voir section 5.3). On ne peut pas utiliser plus de ge´ne´ratrices
que de ge´ne´ratrices installe´es :
∀t ∈ T Ng(t) ≤ Ng (4.5)
La puissance totale des ge´ne´ratrices diesel Pg(t) ≥ 0 est limite´e par ce nombre de ge´ne´ratrices
diesels Ng(t) a` tout instant :
∀t ∈ T Pg(t) ≤ Ng(t) · PgM (4.6)
Et on a l’interdiction de faire fonctionner les ge´ne´ratrices a` moins du pourcentage ugm de
leur puissance nominale comme nous l’avons vu en section 3.1.2 :
∀t ∈ T Pg(t) ≥ ugm ·Ng(t) · PgM (4.7)
Nous obtenons donc la mode´lisation repre´sente´e a` la figure 4.4.
Taux d’utilisation
Consommation (L)
0 10,3
]
[
Figure 4.4 Mode´lisation line´aire de la consommation d’une ge´ne´ratrice diesel.
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Il faut aussi que les ge´ne´ratrices soient capables de fournir le pic d’e´lectricite´. Par mesure de
se´curite´, au cas ou` il n’y aurait pas de vent et que la batterie soit comple`tement de´charge´e.
Ng ≥
⌈
maxt∈T Pd(t)
PgM
⌉
(4.8)
4.4.3 Batterie Pb(t)
Quand on de´crit une batterie, il faut prendre en compte deux grandeurs distinctes mais
lie´es : la puissance Pb(t) et l’e´nergie Eb(t) ≥ 0. En effet une batterie stocke de l’e´nergie et
non une puissance. Par exemple et sans prendre en compte les pertes, charger une batterie
a` une puissance de 10 kW pendant une 1/2 heure ou 20 kW pendant 1/4 d’heure donne la
meˆme quantite´ d’e´nergie stocke´e (10 · 0, 5 = 20 · 0, 25 = 5 kWh).
La capacite´ est la quantite´ maximum d’e´nergie que l’on peut stocker dans la batterie. Elle
de´pend du nombre de modules installe´s Nb qui est une variable entie`re. Et ce peu importe
leur(s) connexion(s) se´rie ou paralle`le. On a donc :
∀t ∈ T Eb(t) ≤ Nb · EbM (4.9)
On ne peut pas charger ou de´charger une batterie a` la puissance que l’on veut a` cause des
caracte´ristiques propre aux modules. Dans le cas de la de´charge on a :
∀t ∈ T Pb(t) ≤ Nb · PbdM · d(t) (4.10)
On a une contrainte similaire dans le cas de la charge :
∀t ∈ T Pb(t) ≥ −Nb · PbcM · d(t) (4.11)
Nous avons besoin d’un point de de´part pour la contrainte (4.13) donc l’e´nergie initiale de la
batterie doit eˆtre choisie par le mode´lisateur :
Eb(0) = ub0 ·Nb · EbM (4.12)
Avec ub0 le pourcentage d’e´nergie initiale de la batterie par rapport a` sa capacite´ maximale.
On peut alors donner la contrainte centrale de la continuite´ de l’e´nergie dans la batterie :
∀t ∈ T Pb(t) ≤ Eb(t)− Eb(t− 1)
d(t)
· eb · ed(t)bpc (4.13)
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0 ≤ ed(t)bpc ≤ 1 est le coefficient de perte de charge repre´sentant le pourcentage d’e´nergie
automatiquement perdue par la batterie toutes les heures. C’est pourquoi il est a` la puissance
d(t). Et 0 ≤ eb ≤ 1 est le coefficient d’efficacite´ de charge/de´charge.
4.4.4 Conclusion sur les puissances.
Contrairement aux e´oliennes ou` la puissance est dicte´e par la donne´e du vent, les ge´ne´-
ratrices diesel et les batteries pre´sentent plus de liberte´. Le mode`le peut alors choisir entre
ces deux sources pour combler l’e´ventuel manque ou surplus d’e´nergie dans l’e´quation de la
re´ponse a` la demande (4.2). Ce choix se fait dans le but de minimiser les couˆts que nous
allons de´crire dans la partie suivante.
4.5 Fonction objectif et couˆts
L’ensemble S est l’ensemble des sources d’e´lectricite´. Nous rappelons que l’indice « w »
correspond a` la source l’e´olien, « g » a` la ge´ne´ration diesel et « b » a` la batterie.
Le but de notre mode`le est de minimiser le couˆt pre´sent net du projet, donc la fonction
objectif est :
min Cf + Cem +
∑
s∈S
(Ci(s) + Co(s) + Cr(s) + Cs(s)) (4.14)
– Cf le couˆt de carburant de la ge´ne´ration diesel.
– Cem le couˆt duˆ aux e´missions polluantes.
– Ci(s) le couˆt initial.
– Cr(s) le couˆt de remplacement.
– Co(s) le couˆt d’ope´ration et maintenance.
– Cs(s) le couˆt de re´cupe´ration en fin de projet (« salvage »).
On pose i, le parame`tre du taux d’actualisation et Y l’ensemble des anne´es du projet. On
actualise de la manie`re suivante avec y ∈ Y :
v(0) =
v(y)
(1 + i)y
(4.15)
Nous allons maintenant revenir plus en de´tail sur les diffe´rents couˆts.
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4.5.1 Couˆt initial Ci(s)
Pour toutes les sources nous avons un couˆt initial correspondant a` l’achat des diffe´rents
e´le´ments :
∀s ∈ S Ci(s) ≥ Ns · ci(s) (4.16)
Ces couˆts ne sont pas a` actualiser car nous conside´rons que les achats sont faits au tout de´but
du projet. En re´alite´ ils sont fait un peu avant le de´but du projet mais nous ne prenons pas
ce facteur en compte.
4.5.2 Couˆt d’ope´ration et de maintenance Co(s)
Nous devons aussi de´terminer les couˆts d’ope´ration et maintenance des diffe´rentes sources
durant les anne´es du projet. Ces couˆts doivent donc eˆtre actualise´s et correspondent a` une
maintenance de re´vision, de renouvellement de consommables (huiles, filtres, etc) et de ve´ri-
fication des e´le´ments. Ils ne prennent pas en compte l’e´ventuel indisponibilite´ d’un e´le´ment
pour pouvoir effectuer sa maintenance ou parce qu’il est en panne.
Pour l’e´olien et la batterie, on a des couˆts annuels a` prendre en compte pour chaque e´le´ment :
∀s ∈ {w, b} Co(s) ≥
∑
y∈Y
Ns · co(s)
(1 + i)y
(4.17)
Pour les ge´ne´ratrices diesels, le couˆt de´pend du nombre d’heures d’utilisation. Nous notons
Dg le nombre d’heures e´quivalentes sur la premie`re anne´e.
Dg ≥ r ·
∑
t∈T
Ng(t) · d(t) (4.18)
Il ne reste plus qu’a` multiplier Dg par le couˆt par heure d’utilisation pour chaque anne´e et
d’actualiser :
Co(g) ≥
∑
y∈Y
Dg · co(g)
(1 + i)y
(4.19)
C’est l’un des couˆts qui explique que le mode`le cherche a` re´duire Dg donc re´duire Ng(t) et
ainsi utiliser le moins de ge´ne´ratrices possibles a` chaque instant.
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4.5.3 Couˆt de remplacement Cr(s)
Nos e´le´ments ont tous une dure´e de vie limite´e. Selon la dure´e pre´vue du projet de site isole´,
il y aura presque certainement des remplacements a` faire.
Pour l’e´olien et la batterie, les dure´es de vie maximales l(s) sont exprime´es en anne´es. Pour
mode´liser leur remplacement nous avons d’abord de´termine´ le nombre de remplacements
ne´cessaires sur la dure´e du projet, celui-ci est un parame`tre entier. Ici pour l’e´olienne et les
modules de batterie :
∀s ∈ {w, b} r1(s) =
⌊ |Y | − 0, 01
l(s)
⌋
(4.20)
Et pour l’installation comple`te des batteries :
r1b =
⌊ |Y |
3 · l(b)
⌋
(4.21)
Il faut remplacer r1(w) fois les e´oliennes, ce qui entraine un couˆt cr(w) :
Cr(w) ≥
r1(w)∑
y=1
Nw · cr(w)
(1 + i)y·l(w)
(4.22)
Pour la batterie, il y a deux remplacements possibles : r1(b) fois celui des modules qui couˆte
cr(b) et r1b fois celui de l’installation au couˆt ci(b) d’une dure´e de vie :
Cr(b) ≥ Nb ·
r1(b)∑
y=1
cr(b)
(1 + i)y·l(b)
+
r1b∑
y=1
ci(b)
(1 + i)3·y·l(b)
 (4.23)
Pour la ge´ne´ratrice diesel, la dure´e de vie de´pend du nombre d’heures d’utilisation. On doit
donc racheter des ge´ne´ratrices de`s que le nombre d’heures limite est atteint :
∀y ∈ Y Ng · l(g) +
y∑
i=1
Ag(i) · l(g) ≥ Dg · y (4.24)
Ag(y) est la variable binaire d’achat de ge´ne´ratrices a` l’anne´e y. Nous pouvons alors
actualiser chaque achat :
Cr(g) ≥
∑
y∈Y
Ag(y) · cr(g)
(1 + i)y
(4.25)
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4.5.4 Couˆt de « salvage » Cs(s)
Le couˆt dit de « salvage » (terme Anglais) est le prix que l’on peut re´cupe´rer a` la fin de
vie si l’on revendait le reste de vie de chacun de nos e´le´ments. Pour calculer ceci nous devons
calculer la portion de vie utilise´e a` partir du dernier remplacement. Ici pour l’e´olien et les
modules de batterie :
∀s ∈ {w, b} r2(s) = |Y |
l(s)
− r1(s) (4.26)
Et pour l’installation de batterie comple`te :
r2b =
|Y |
3 · l(b) − r1b (4.27)
On peut montrer que 0 ≤ r2(s), r2b ≤ 1. On a 0 si l’e´le´ment n’a pas e´te´ utilise´ et 1 si comple`-
tement utilise´.
Puis il suffit de multiplier ce pourcentage par le couˆt d’un remplacement de l’e´le´ment et
d’actualiser par rapport a` la dernie`re anne´e du projet + 1 :
Cs(w) ≤ Nw · (1− r2(w)) · cr(w)
(1 + i)|Y |
(4.28)
Pour la batterie, il faut prendre en compte les modules et l’installation totale :
Cs(b) ≤ Nb · (1− r2(b)) · cr(b) + (1− r2b) · ci(b)
(1 + i)|Y |
(4.29)
Pour la ge´ne´ratrice diesel le calcul est diffe´rent puisque nous utilisons le nombre d’heures :
Cs(g) ≤
(
Ng +
∑
y∈Y
Ag(y)− Dg · |Y |
l(g)
)
· ci(g)
(1 + i)|Y |
(4.30)
4.5.5 Couˆt de carburant diesel Cf
Le couˆt de consommation de fuel de la ge´ne´ration diesel est l’un des couˆts les plus importants
du projet. Il faut commencer par calculer la consommation de diesel a` chaque instant t. Pour
cela on conside`re que la consommation d’une ge´ne´ratrice diesel est line´aire entre ugm et 100%
de sa puissance nominale comme vu en section 3.2.
∀t ∈ T avec Ng(t) = 1, fg(t) ≥ ag ·Pg(t) + bg (4.31)
avec ugm · PgM ≤ Pg(t) ≤ PgM . On peut tracer cette fonction :
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Figure 4.5 Consommation line´aire d’une ge´ne´ratrice diesel.
Lorsqu’on a un parc de plusieurs ge´ne´ratrices comme dans notre mode`le, la fonction devient :
∀t ∈ T fg(t) ≥ ag ·Pg(t) + bg ·Ng(t) (4.32)
avec ugm ·Ng · PgM ≤ Pg(t) ≤ Ng · PgM . Et on sche´matise ceci a` la figure 4.6.
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Figure 4.6 Consommation line´aire non continue du parc de ge´ne´ratrices diesels.
Il suffit alors de sommer la consommation a` tout instant pour avoir la consommation totale
Fg :
Fg ≥ r ·
∑
t∈T
fg(t) (4.33)
On multiplie cette consommation totale par cf qui est le parame`tre de couˆt d’un litre de
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diesel. On obtient alors le couˆt total de la consommation de carburant par les ge´ne´ratrices
diesel. Couˆt que l’on actualise :
Cf ≥
∑
y∈Y
Fg · cf
(1 + i)y
(4.34)
4.5.6 Couˆt d’e´mission
HOMER s’inte´resse uniquement aux e´missions produites par les ge´ne´ratrices diesel. Nous
de´finissons d’abord l’ensemble des polluants : P = {CO,CO2, UH, PM,SO2, NO} 1. Nous
pouvons pour chaque polluant p calculer les e´missions graˆce a` la donne´e em(p) qui est la
quantite´ de polluant par litre de diesel consomme´ par les ge´ne´ratrices. On a donc l’e´mission
Em(p) du polluant p en kg :
∀p ∈ P Em(p) ≥ Fg · em(p)
1000
(4.35)
On peut alors calculer un couˆt Cem graˆce au parame`tre cem(p) qui est le couˆt par kg de
polluant p.
Cem ≥
∑
p∈P
Em(p) · cem(p) (4.36)
4.6 Nomenclature
Dans cette partie nous re´sumons tous les ensembles, e´quations, parame`tres et variables
de notre mode`le.
4.6.1 Ensembles
Tableau 4.1 Les ensembles.
Ensemble Description Taille
T Ensembles des instants |T |
S Ensembles des sources (w,g,b) 3
Y Nombre d’anne´es 20
P polluants : CO,CO2, UH, PM,SD,NO 6
1. CO = monoxyde de carbone, CO2 = dioxyde de carbone, UH = hydrocarbures non brule´s, PM =
particules fines, SO2 = dioxyde de soufre, NO = monoxyde d’azote
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4.6.2 Parame`tres
Tableau 4.2 Les parame`tres.
Type Symbole Description Unite´
Projet
t Instant 1
d(t) Dure´e de l’instant t h
H Horizon du mode`le h
r Coefficient pour ramener a` un 1 an 1
r1(s) Nombre de remplacements de s 1
r1b Nombre de remplacements installation batterie 1
r2(s) % non utilise´ fin de vie de s 1
r2b % non utilise´ fin de vie installation batterie 1
Pd(t) Puissance demande´e a` t W
i Taux d’actualisation du projet %
E´olien
Pwc(Vw) Puissance e´lectrique e´olienne d’apre`s caracte´ristique W
Pw1(t) Puissance e´lectrique d’une e´olienne a` t W
Vw(t) Vitesse du vent du site a` t m · s−1
Vw Vitesse de vent pour caracte´ristique e´olienne m · s−1
Vwi Vitesse vent cut-in e´olienne m · s−1
Vwo Vitesse vent cut-off e´olienne m · s−1
Ge´ne´ratrice
PgM Puissance nominale d’une ge´ne´ratrice W
ugm Taux d’utilisation minimum d’une ge´ne´ratrice %
ag Pente de la courbe de consommation de diesel L ·W−1
bg Constante de la courbe de consommation de diesel L
Batterie
EbM Capacite´/e´nergie maximum d’une batterie Wh
PbcM Puissance de charge maximum W
PbdM Puissance de de´charge maximum W
ub0 Pourcentage d’e´nergie batterie instant initial W
ebpc Pertes de charge de la batterie. %/h
eb Perte lors de la charge/de´charge %
Couˆts
ci(s) Couˆt initial d’un e´le`ment s $
co(s) Couˆt d’ope´ration & maintenance d’un e´le´ment $
l(s) Dure´e de vie d’un e´le´ment s h/anne´es
cr(s) Couˆt de remplacement d’un e´le´ment $
cf Couˆt du fuel (diesel) $
H =
∑
t∈T d(t)
r = 8760
H
∀t ∈ T Pw1(t) =

Pwc(dVw(t)e) · (Vw(t)− bVw(t)c) si Vwi ≤ Vw(t) ≤ Vwo
+Pwc(bVw(t)c) · (dVw(t)e − Vw(t))
0 sinon
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r1(s) =
⌊
|Y |−0,01
l(s)
⌋
∀s ∈ {w, b}
r1b =
⌊
|Y |−0,01
3·l(s)
⌋
∀s ∈ {w, b}
r2(s) =
|Y |
l(s)
− r1(s) ∀s ∈ {w, b}
r2b =
|Y |
l(s)
− r1b ∀s ∈ {w, b}
4.6.3 Variables
Tableau 4.3 Les variables.
Symbole De´finition Description Unite´ Type Nombre
Ci(s) ≥ 0 Couˆts initiaux $ L |S|
Cr(s) ≥ 0 Couˆts de remplacement $ L |S|
Co(s) ≥ 0 Couˆts d’ope´ration et maintenance $ L |S|
Cs(s) ≥ 0 Couˆts de salvage $ L |S|
Cf ≥ 0 Couˆts de consommation de carburant $ L 1
Dg ≥ 0 Nombre d’heures d’utilisation ge´ne´ratrices h L 1
Ag(y) ≥ 0 Achat ge´ne´ratrice a` l’anne´e y 1 B |Y |
Eb(t) ≥ 0 Ene´rgie dans la batterie a` t Wh L |T |+ 1
fg(t) ≥ 0 Diesel consomme´ par les ge´ne´ratrices a` t L L |T |
Fg ≥ 0 Diesel annuelle consomme´ par ge´ne´ratrices L L 1
Ns ≥ 0 Nombre d’e´oliennes installe´es W E 3
Ng(t) ≥ 0 Nombre de ge´ne´ratrices utilise´es a` t W E |T |
Pb(t) qc Puissance batterie a` t W L |T |
Pe(t) ≥ 0 Puissance de de´lestage a` t W L |T |
Pg(t) ≥ 0 Puissance ge´ne´ratrice(s) a` t W L |T |
Pw(t) ≥ 0 Puissance e´olienne a` t W L |T |
Em(p) ≥ 0 Emission du polluant p Kg L |P |
Variable positive=≥ 0, Variable quelconque=qc.
$ = dollar, h = heure, Wh = Watts.heure, L = litre, W = Watts, Kg = Kilogrammes.
L = line´aire, E = entie`re, B = binaire.
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4.7 Mode`le
Minimiser Cf + Cem +
∑
s∈S(Ci(s) + Co(s) + Cr(s) + Cs(s))
Sujet a` :
Pd(t) + Pe(t) = Pw(t) + Pg(t) + Pb(t) ∀t ∈ T
Pw(t) = Nw · Pw1(t) ∀t ∈ T
Ng(t) ≤ Ng ∀t ∈ T
Pg(t) ≤ Ng(t) · PgM ∀t ∈ T
Pg(t) ≥ ugm ·Ng(t) · PgM ∀t ∈ T
Ng ≥ dmaxt∈T Pd(t)PgM e
Eb(t) ≤ Nb · EbM ∀t ∈ T
Pb(t) ≤ Nb · PbdM · d(t) ∀t ∈ T
Pb(t) ≥ −Nb · PbcM · d(t) ∀t ∈ T
Eb(0) = ub0 ·Nb · EbM
Pb(t) ≤ Eb(t)−Eb(t−1)d(t) · eb · ed(t)bpc ∀t ∈ T
Ci(s) ≥ Ns · ci(s) ∀s ∈ S
Co(s) ≥∑y∈Y Ns·co(s)(1+i)y ∀s ∈ {w, b}
Dg ≥ r ·∑t∈T Ng(t) · d(t)
Co(g) ≥∑y∈Y Dg·co(g)(1+i)y
Cr(w) ≥∑r1(w)y=1 Nw·cr(w)(1+i)y·l(w)
Cr(b) ≥ Nb ·
(∑r1(b)
y=1
cr(b)
(1+i)y·l(b) +
∑r1b
y=1
ci(b)
(1+i)3·y·l(b)
)
Ng · l(g) +
∑y
i=1 Ag(i) · l(g) ≥ Dg · y ∀y ∈ Y
Cr(g) ≥∑y∈Y Ag(y)·cr(g)(1+i)y
Cs(w) ≤ Nw · (1−r2(w))·cr(w)(1+i)|Y |
Cs(b) ≤ Nb · (1−r2(b))·cr(b)+(1−r2b)·ci(b)(1+i)|Y |
Cs(g) ≤
(
Ng +
∑
y∈Y Ag(y)− Dg·|Y |l(g)
)
· ci(g)
(1+i)|Y |
fg(t) ≥ ag ·Pg(t) + bg ·Ng(t) ∀t ∈ T
Fg ≥ r ·
∑
t∈T fg(t)
Cf ≥∑y∈Y Fg·cf(1+i)y
Em(p) ≥ Fg·em(p)1000 ∀p ∈ P
Cem ≥
∑
p∈P Em(p) · cem(p)
Pw(t),Pg(t),Pe(t), fg(t),Eb(t) ≥ 0 et Ng(t) ∈ N et Pb(t) quelconque ∀t ∈ T
Ci(s),Cr(s),Co(s),Cs(s) ≥ 0 et Ns ∈ N ∀s ∈ S
Ag(y) ≥ 0 ∀y ∈ Y
Em(p) ≥ 0 ∀p ∈ P
Cf ,Dg,Fg ≥ 0
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4.8 Mode´lisation additionnelle
Nous nous sommes limite´s au mode`le de´crit pre´ce´demment afin de pouvoir eˆtre compa-
rable au logiciel de simulation HOMER. Cette comparaison nous permettra de conclure sur
l’efficacite´ de notre me´thode. Si les re´sultats sont favorables alors on pourra ame´liorer notre
mode´lisation pour eˆtre plus re´aliste. Nous pre´sentons dans cette section 4.8, quelques unes
de ces ame´liorations possibles.
Les mode´lisations qui suivent ne font pas partie du mode`le que nous re´solvons
et comparons a` HOMER dans la suite.
4.8.1 Couˆt sur la puissance d’e´vacuation
HOMER ne met pas de couˆt a` la puissance e´vacue´e Pe(t) et normalement dissipe´e graˆce
a` une charge de de´lestage. La puissance d’e´vacuation maximum PeM va servir a` de´terminer
la taille de la charge de de´lestage a` installer et son couˆt :
∀t ∈ T PeM ≥ Pe(t) (4.37)
On peut alors mettre un couˆt Ce a` cette charge (on conside`re que sa dure´e de vie est illimite´e) :
Ce ≥ ce ·PeM (4.38)
Avec ce le prix/kW de la charge de de´lestage. Il faut finalement ajouter ce nouveau couˆt a`
la fonction objectif :
min Cf + Cem + Ce +
∑
s∈S
(Ci(s) + Co(s) + Cr(s) + Cs(s)) (4.39)
4.8.2 De´marrage des ge´ne´ratrices
Barley et Winn (1996) a montre´ qu’un de´marrage d’une ge´ne´ratrice diesel e´quivaut a`
environ quatre minutes de consommation a` pleine re´gime. Il suffit alors de multiplier le
nombre de de´marrages par cette consommation .On appelle on(t) ≥ 0 la variable pour savoir
combien de ge´ne´ratrices ont de´marre´ a` l’instant t.
∀t ∈ T on(t) ≥ Ng(t)−Ng(t− 1) (4.40)
On ajoute alors ce terme a` Fg pour prendre en compte cette consommation additionnelle :
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Fg ≥ r ·
∑
t∈T
fg(t) +
∑
t∈T/{1}
on(t) · 4
60
· (ag · PgM + bg) (4.41)
4.8.3 Evolution du prix de l’essence
HOMER permet une e´tude de sensibilite´ mais ne permet pas d’entrer un sce´nario d’e´volu-
tion du prix du diesel au cours des anne´es. Dans notre mode`le, nous avons juste a` remplacer
le parame`tre cf par cf(y) qui est le prix du diesel a` l’anne´e y pour prendre en compte des
sce´narios d’e´volution du prix du diesel.
4.8.4 Re´servoir/ravitaillement de diesel
Pour certains sites isole´s, le ravitaillement en diesel n’est possible qu’une ou deux fois
par an. Nous sommes donc limite´s pour l’utilisation de nos ge´ne´ratrices surtout si les re´ser-
voirs sont de petite quantite´. On note qf la taille en litre des re´servoirs et rf le nombre de
ravitaillements par an. Il faut alors ajouter la contrainte suivante :
∀i ∈ 1..rf
i· |T |
rf∑
t=(i−1)· |T |
rf
fg(t) ≤ qf (4.42)
4.8.5 Bilan carbone complet
En plus des e´missions par les ge´ne´ratrices diesel, il faudrait prendre en compte le bilan
carbone de la fabrication, du transport et de l’installation de nos trois e´le´ments pour voir le
re´el impact au niveau e´cologique. On aurait alors le bilan carbone de notre projet. On pose le
parame`tre bc(s, p) qui est pour chaque e´le´ment s, la quantite´ en kg de polluant p e´mis pour sa
fabrication, son transport et son installation. Il faut rajouter cette pollution supple´mentaire
pour qu’elle soit prise en compte dans la fonction couˆt Cem par la suite :
∀(p, s) ∈ (P, S) Em(p) ≥ Fg · em(p)
1000
+
(
Ng +
∑
y∈Y
Ag(y)
)
· bc(g, p)
+
∑
s∈w,b
(Ns + r1(s)) · bc(s, p)
(4.43)
45
4.8.6 Cycle des batteries
On note bb(t) la variable binaire lorsque la puissance de la batterie est positive (de´charge).
Elle est obtenue graˆce a` une contrainte du type :
∀t ∈ T Pb(t) ≤ bb(t) ·Pmaxb (4.44)
Pour compter les cycles, nous nous servons des variables ob(t). La premie`re ite´ration corres-
pond au premier cycle, ce qui impose pour t=0 :
ob(0) = 1 (4.45)
On compte les changements d’e´tat en utilisant les deux contraintes qui suivent. En effet
lorsqu’il y un changement dans la charge/de´charge/repos de la batterie, les deux bb(t) se
succe´dant ne sont pas pareils et comme il s’agit de variables binaires, leur diffe´rence donnera
un en valeur absolue.
∀t ∈ T\{0} ob(t) ≥ bb(t + 1)− bb(t) (4.46)
∀t ∈ T\{0} ob(t) ≥ −(bb(t + 1)− bb(t)) (4.47)
De cette manie`re on obtient le nombre de cycles de la batterie sur la premie`re anne´e :
NcB ≥
8759∑
t=0
ob(t) (4.48)
Il faut toujours que le nombre de cycles de vie soit suffisant, d’ou` pour la premie`re anne´e
avec NcmaxB le nombre de cycle maximum d’une batterie :
DB(0) ≥ NcmaxB (4.49)
Et pour les anne´es suivantes :
DB(y) = DB(y − 1)−NcB + AB(y) ·NcmaxB ≥ 0 (4.50)
avec AB(y) une variable binaire de de´cision qui est responsable du remplacement ou non de
la batterie. D’ou` pour les couˆts de capitaux :
CAPB = NB · capB +
20∑
y=1
AB(y) · capB
(1 + i)y
(4.51)
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avec capB le couˆt d’achat d’un module de batterie.
4.8.7 Autres possibilite´s
Les possibilite´s de mode´lisation pour rendre le mode`le encore plus re´aliste sont nom-
breuses. Certaines demanderaient une modification plus en profondeur de notre mode`le ac-
tuel. Nous donnons ci dessous quelques ide´es additionnelles qui pourraient eˆtre mises en place
si la comparaison avec HOMER donne des re´sultats favorables :
– Diffe´rence d’efficacite´ des ge´ne´ratrices en fonction de leur taux d’utilisation.
– Indisponibilite´ d’e´le´ments suite a` une panne ou pour une maintenance annuelle.
– Usure des e´le´ments et impact sur leur efficacite´.
– Pre´vision de la demande du site isole´ sur le long terme si celui ci est amene´ a` s’agrandir.
Il ne faut cependant pas perdre de vue qu’OGESO est avant tout un mode`le tactique avant
d’eˆtre un mode`le strate´gique. Une mode´lisation trop strate´gique avec de nombreuses pre´vi-
sions et moyennes aurait une trop grande influence sur la strate´gie de controˆle qui serait
alors base´e sur beaucoup d’incertitudes. Avec OGESO, nous voulons fournir une strate´gie de
controˆle qui soit adapte´e avant tout au site actuel et donc a` des donne´es e´prouve´es.
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CHAPITRE 5
RE´SOLUTION ET RE´PARTITION OPTIMALE
Nous venons de pre´senter notre mode`le base´ sur de la programmation en nombres entiers
(PLNE) au chapitre 4. Nous allons maintenant pouvoir re´soudre ce mode`le sur diffe´rents
sce´narios de sites isole´s. Dans ce chapitre nous de´taillons ces sce´narios, nous validons notre
mode`le et nous expliquons la me´thode de re´solution que nous avons adopte´ (voir figure 5.1).
Nous obtenons alors le couple (dimensionnement - re´partition) optimal que l’on pourra de´ja`
analyser par rapport aux re´sultats d’HOMER pour les meˆmes sites isole´s. La re´partition
optimale obtenue ici sera utilise´e au chapitre 6 par du data mining afin de trouver une
strate´gie de controˆle et pouvoir comparer comple`tement OGESO a` HOMER.
PLNE
X     ...?!
X     …?!
X     …?!
X     ...?!
X     …?!
X     …?!
DATA MINING
OGESO
Figure 5.1 Chapitre 5 : Re´solution du mode`le PLNE d’OGESO.
5.1 Donne´es et sce´narios
Nous avons vu dans la partie mode´lisation du chapitre 4 que les donne´es d’entre´e du
PLNE d’OGESO sont la demande et la vitesse du vent a` chaque heure d’une anne´e pour le
site isole´ e´tudie´. Nous avons ainsi 8760 instants de ces deux donne´es. Les nombreuses bases
de donne´es me´te´os permettent de re´cupe´rer facilement de telles donne´es pour la vitesse du
vent. La demande horaire d’un an d’un site isole´ est elle plus difficile a` obtenir.
Dans notre cas, nous avons d’abord cre´e´ des donne´es d’un site que nous avons appele´ site 0
afin de tester notre mode`le et e´tablir sa re´solution. Puis nous avons pris des donne´es d’un
site isole´ re´el servant d’exemple pour le logiciel HOMER. Nous donnons a` la figure 5.2 la
distribution de la demande (D1) et de la vitesse du vent (V1) correspondants aux donne´es
du sce´nario que nous noterons sce´nario 1. Ces courbes repre´sentent la fre´quence d’apparition
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(en ordonne´e) des diffe´rentes valeurs des donne´es (en abscisse).
D1
V1
Figure 5.2 Distribution de la vitesse du vent et de la demande du sce´nario 1 (D1 et V1),
c©HOMER.
Afin de multiplier le nombre de sites e´tudie´s tout en restant re´aliste, nous avons modifie´
le´ge`rement les donne´es du sce´nario 1 de fac¸on a` former trois autres sce´narios de sites isole´s
comme nous le montrons a` la figure 5.3. Pour la demande nous avons notamment autorise´ des
variations plus importantes entre les incre´ments et entre deux journe´es (7,6% pour D1 a` 15,8
% pour D2). Cette nouvelle demande (D2) garde la meˆme demande moyenne (167 kW) mais
est plus intermittente. Nous avons suivit la meˆme me´thode pour obtenir (V2) en modifiant
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aussi le´ge`rement le coefficient de la distribution de Weibull tout en gardant la meˆme moyenne
de vent (8,66 m/s).
D1
V1
Site 1
D2
Site 2
V2
Site 3 Site 4
Figure 5.3 Obtention des quatre sce´narios de sites isole´s.
Avec ces deux courbes de demandes et deux courbes de vitesse de vent, nous pouvons for-
mer trois autres sce´narios de sites isole´s diffe´rents (voir la figure 5.3). Ils vont nous servir
d’exemples pour e´tudier les re´sultats d’OGESO et pour comparer OGESO a` HOMER sur
plusieurs donne´es diffe´rentes.
5.2 Ve´rification de la validite´ du mode`le
La figure 5.4 pre´sente trois cas ou` le syste`me ne requiert pas de strate´gie de controˆle car
il re´pond automatiquement a` la demande sans devoir faire de choix.
(1) (2) (3)
Figure 5.4 Les trois cas de SHDEB ne ne´cessitant aucune strate´gie de controˆle.
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1. Ge´ne´ratrices seules car elles fournissent exactement la demande.
2. Ge´ne´ratrices et e´oliennes ou` les ge´ne´ratrices fournissent le manque d’e´lectricite´ lorsque
la puissance e´olienne est infe´rieure a` la demande.
3. Batterie seule, ou` nous de´chargeons progressivement l’e´nergie initialement stocke´e.
Nous allons exploiter ces cas particuliers pour valider notre mode`le par rapport au logiciel
HOMER puisque les re´sultats doivent eˆtre e´gaux dans ces trois cas. Nous utilisons les donne´es
du site 1.
Tableau 5.1 Validation du PLNE d’OGESO par rapport HOMER a` l’aide de trois cas parti-
culiers ne ne´cessitant pas de strate´gie.
Ge´ne´ratrice : Ge´ne´ratrice + e´olien : Batterie
OGESO HOMER OGESO HOMER OGESO HOMER
Total (M$) 3,73 3,75 1,75 1,75 3809 3809
Ge´ne´ratrice 2 2 2 2
Batterie 27531 27531
E´olien 3 3
Couˆts initiaux (k$) 48 48 378 378 2945 2945
Couˆts remplacement (k$) 161 173 174 175 729 729
Couˆts O&M (k$) 8 8 130 130 388 388
Couˆt fuel (M$) 3,53 3,53 1,15 1,15
Couˆt salvage (k$) 5,5 5,5 85 78 253 253
Utilisation ge´ne´ratrice (kh) 11,4 11,4 4,2 4,2
Puissance ge´ne´ratrice (kW) 584 584 182 182
Puissance e´olien (kW) 772 772
Puissance de´charge´ (kW) 584 584
Puissance e´vacue´e 0 0 370 370
Nous pre´sentons les re´sultats au tableau 5.1 ou` les diffe´rences sont indique´s en caracte`res gras.
La seule diffe´rence notable est pour le couˆt de remplacement Cr car notre mode`le re´partit les
heures d’utilisation e´quitablement entre les ge´ne´ratrices alors qu’HOMER utilise toujours les
meˆmes ge´ne´ratrices. Cela change la chronologie de remplacement des ge´ne´ratrices et explique
cette diffe´rence de couˆt.
A` part ce dernier point, notre mode`le donne les meˆmes re´sultats qu’HOMER pour ces cas sans
strate´gie. La mode´lisation de chaque e´le´ment est donc correcte et nous pouvons maintenant
aborder la simulation du mode`le complet.
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5.3 Temps de re´solution initial
Nous avons lance´ la re´solution par Cplex 1 pour les donne´es d’une anne´e heure par heure
(8760 instants) du site 0. N’ayant pas abouti au bout de six heures, nous avons de´cider
d’observer l’e´volution du MipGap (MG) en fonction du temps de re´solution au tableau 5.2.
Un an de donne´es horaires
RE´SOLUTION
direct
Solution non optimale avec
MG = 12, 7 % en une heure
Figure 5.5 Re´solution directe tre`s longue et donnant une solution de grande incertitude.
Ce MG est le pourcentage d’e´cart entre la meilleure solution entie`re re´alisable trouve´e jusqu’ici
par Cplex et la meilleure borne infe´rieure de Cplex a` ce stade du branchement. La solution
optimale se trouve donc entre ces deux bornes puisque la meilleure solution entie`re re´alisable
est la borne supe´rieure. Cet encadrement de la solution est repre´sente´e par le MG, il tend a`
eˆtre re´duit au cours de la re´solution et plus spe´cialement au cours du branchement.
Tableau 5.2 E´volution du Mipgap (MG) en fonction du temps de re´solution (ST).
ST (s) ITE B&B LB (k$) Z (k$) MG Nw Ng Nb
1800 1611683 15314 1613 2095 23,1 % 3 2 5
3600 2642623 56913 1629 1866 12,7 % 3 2 3
7200 3513720 169506 1630 1749 6,8 % 3 2 0
9800 4239809 273701 1631 1749 6,8 % 3 2 0
ST = Temps de re´solution en secondes
ITE = Nombre d’ite´rations du simplex
B&B = Nombre de branchements
LB = Meilleure borne infe´rieure
Z = Fonction objectif de la meilleure solution re´alisable en $
MG = MipGap
Ns = Nombre e´le´ments de type s ∈ {w, g, b}
Nous avons trace´ puis extrapole´ les mesures de la table 5.2 a` la figure 5.6 pour avoir une ide´e
du temps ne´cessaire pour arriver a` un MG de 1%.
1. Version 12.1 de Cplex et ordinateur dual core 3 GHz, 4GB de me´moire RAM.
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1-MG (%)
ST (s)
ST = 1.1112 · e0.0951·(1−MG)
87.3
3600
100
•
•
•
•
Figure 5.6 Graphique du temps de re´solution (ST) en fonction du MipGap (MG).
D’apre`s cette extrapolation, il « faudrait » 2 deux semaines de temps de calcul pour arriver
a` un MG de 1% dans le cas des 8760 instants d’une heure.
5.4 Acce´le´ration de la re´solution
D’apre`s les observations de la partie pre´ce´dente, nous n’arriverons pas a` trouver rapide-
ment une solution avec un MG acceptable par la me´thode de re´solution directe (figure 5.5).
Nous allons donc devoir trouver une meilleure me´thode pour re´soudre plus rapidement notre
mode`le.
5.4.1 Bon dimensionnement
Nous rappelons que le dimensionnement concerne les trois variables correspondantes a` la
quantite´ de chaque e´le´ment Nw, Ng et Nb. Au tableau 5.3 nous avons re´solu notre mode`le sur
une fraction des donne´es comple`te. Ainsi au lieu de prendre une anne´e entie`re, nous avons
uniquement pris les premiers jours, mois ... (INST repre´sente le nombre d’instants).
Tableau 5.3 E´volution du temps de re´solution (ST) en fonction du nombre d’instants (INST).
INST ST (s) ITE B&B Z (k$) Nw Ng Nb
12 1 3280 1347 4197 0 2 3
100 1 7563 2218 2856 3 2 1
200 10 50442 17250 2772 4 2 1
500 29 70097 18076 1931 3 2 1
1000 210 414328 67939 1867 3 2 1
2000 10573 41678346 2374267 1842 3 2 1
INST = Nombre d’instants
2. Irre´alisable car l’ordinateur n’a pas assez de me´moire.
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Le dimensionnement semble alors converger vers la combinaison : trois e´oliennes, deux ge´ne´-
ratrices et une batterie pour le site e´tudie´. L’explication est physique : a` partir d’un moment,
ajouter des heures de donne´es influence moins le dimensionnement. En effet, si nous arrivons
a` re´pondre a` la demande sur quelques mois, nous arriverons avec la meˆme combinaison ou
presque a` re´pondre a` la demande sur toute l’anne´e.
En re´solvant notre mode`le avec moins d’instants, nous obtenons donc rapidement un dimen-
sionnement proche de celui optimal de l’anne´e entie`re de donne´es. Nous voulons ensuite nous
servir de cette information de dimensionnement pour acce´le´rer la re´solution du mode`le sur
l’anne´e entie`re de donne´es. Il s’agit d’abord de bien se´lectionner les donne´es afin de trouver
un dimensionnement repre´sentatif meˆme si ces nouvelles donne´es ne sont pas celles initiales.
Notre ide´e a e´te´ de regrouper des instants de donne´es lorsque la demande et le vent ne
variaient pas beaucoup.
heures
Vent
1 2 3 4 5 6 7 8 9 10
• • •
•
•
•
• • • •
Figure 5.7 Re´duction des donne´es par regroupement d’instants similaires (ici des heures).
Nous donnons un exemple a` la figure 5.7 ou` l’on passe de dix instants d’une heure a` cinq
instants de dure´es diffe´rentes (le premier de trois heures, les trois suivants d’une heure et le
dernier de quatre heures). Nous avons bien le meˆme horizon de dix heures, mais le nombre
d’instants est divise´ par deux sans trop perdre de pre´cisions sur les donne´es.
Dans notre cas, nous passons de l’anne´e entie`re de donne´es et ses 8760 instants a` 1000
instants de donne´es tout en gardant l’horizon de l’anne´e. En agissant ainsi, nous perdons de
la pre´cision sur les donne´es mais quelques minutes suffisent a` re´soudre le mode`le (figure 5.8)
et obtenir normalement un dimensionnement proche de celui optimal.
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Un an de donne´es horaires (0)
RE´DUCTION
donne´es
(1)
RE´SOLUTION
avec donne´es
re´duites
Donne´es re´duites (2)
Bon dimensionnement
N ′w/N ′g/N ′b
Figure 5.8 Phase 1 et 2 : Re´duction de donne´es et re´solution pour de´terminer un bon dimen-
sionnement N ′w/N
′
g/N
′
b.
Tableau 5.4 Re´sultats phases 1 et 2 : Re´duction de donne´es → Bon dimensionnement.
ST (s) ITE B&B LB (k$) Z (k$) MG Nw Ng Nb
Phase 1 et 2 : Donne´es re´duites → Bon dimensionnement
210 1000 instants de dure´es diffe´rentes 1% 3 2 1
5.4.2 Bonne solution
Nous fixons alors ce bon dimensionnement N ′w/N
′
g/N
′
b dans la re´solution du mode`le com-
plet (8760 instants d’une heure) afin d’obtenir une solution re´alisable qui ne doit donc pas
eˆtre trop e´loigne´e de celle optimale (figure 5.9).
Un an de donne´es horaires (0)
RE´DUCTION
donne´es
(1)
RE´SOLUTION
avec donne´es
re´duites
Donne´es re´duites (2)
RE´SOLUTION
avec bon
dimensionnement
fixe´
Bon dimensionnement (3)
(3)
Bonne solution entie`re S′
avec fonction objectif de
valeur z′
Figure 5.9 Phase 3 : Le bon dimensionnement pre´ce´dent est fixe´ dans une re´solution nous
donnant une bonne solution re´alisable S ′.
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Cette nouvelle re´solution permet de trouver normalement une bonne solution re´alisable pour
les 8760 instants et non les 1000 instants pre´ce´dents. Nous obtenons donc une bonne solution
entie`re re´alisable en tre`s peu de temps (8 secondes pour un MG de 0,3 %) comme rapporte´
au tableau 5.5.
Tableau 5.5 Re´sultats phase 3 : Bon dimensionnement → Bonne solution re´alisable.
ST (s) ITE B&B LB (k$) Z (k$) MG Nw Ng Nb
Phase 1 et 2 : Donne´es re´duites → Bon dimensionnement
210 1000 instants de dure´es diffe´rentes 1% 3 2 1
Phase 3 : Bon dimensionnement → Bonne solution re´alisable
8 11206 804 1697 1702 0,3% 3 2 1
Nous posons S ′ cette bonne solution, z′ la valeur de sa fonction objectif et N ′w/N
′
g/N
′
b les
valeurs de ses variables de dimensionnement.
5.4.3 Re´solution avec la bonne solution
Nous allons alors nous servir de cette bonne solution entie`re re´alisable S ′ pour acce´le´rer
la re´solution de Cplex. Les nume´ros suivants correspondent a` la figure 5.10. Cplex commence
par trouver une borne infe´rieure en relaxant le mode`le (1). Puis cette borne infe´rieure est
augmente´e par application de coupes (« branch and cut ») (2).
Z
Solution optimale
?
Relaxation initiale(1)
Coupes Cplex (2)
Borne infe´rieure par coupes (2)
Solution entie`re par heuristique (3)
Bonne solution entie`re S′
-27%
Bonne solution pour aider arbre de branchement
Branchement (4a)
Solution re´alisable par branchement (4b)
Borne infe´rieure par branchement (4b)
M
ip
g
a
p
(M
G
)
(4
b
)
Figure 5.10 Apport de la bonne solution re´alisable sur la proce´dure Cplex.
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On ajoute en fait de nouvelles contraintes qui re´duisent l’ensemble re´alisable en gardant
toutes les solutions entie`res. Simultane´ment, Cplex applique une heuristique pour trouver
une solution entie`re re´alisable (3) qui sera une borne supe´rieure a` notre solution optimale.
Notre bonne solution entie`re S’ est borne supe´rieure et est meˆme 27 % meilleure que celle
trouve´e par l’heuristique de Cplex en terme de valeur de fonction objectif z′. Nous sommes
donc plus proche de la solution optimale que lors de la re´solution classique de Cplex et l’ex-
ploration de l’arbre de branchement sera donc plus rapide. En effet les branches ne contenant
pas la solution optimale seront plus vite abandonne´es. Cplex commence ensuite a` brancher
a` partir de la solution (relaxe´e) de la dernie`re borne infe´rieure trouve´e et de son noeud cor-
respondant tout en connaissant la borne supe´rieure (4a). Notre bonne solution permet aussi
a` Cplex d’utiliser des heuristiques spe´ciales (« Solution polishing » et « Relaxation induced
neighborhood search (RINS) heuristic ») qui trouvent de nouvelles meilleures solutions re´ali-
sables plus rapidement.En branchant, on applique des coupes (« branch and cut ») a` chaque
noeud parcouru. On augmente ainsi la borne infe´rieure (par branchement) et on diminue la
borne supe´rieure (en trouvant de meilleurs solutions re´alisables dans l’exploration) (4b). A
tout moment la solution donne´e par Cplex est la meilleure solution re´alisable trouve´e pour
le moment donc c’est la borne supe´rieure. Le MG est l’e´cart entre la borne infe´rieure et la
borne supe´rieure. La solution optimale est trouve´e lorsque les deux bornes sont e´gales.
Un an de donne´es horaires (0)
RE´DUCTION
donne´es
(1)
RE´SOLUTION
avec donne´es
re´duites
Donne´es re´duites (2)
RE´SOLUTION
avec bon
dimensionnement
fixe´
Bon dimensionnement (3)
(3)
RE´SOLUTION
Solution non optimale avec
MG = 4, 2 % en une heure
Bonne solution (3’)
(3’)
Figure 5.11 Phase 3’ : utilisation de la bonne solution re´alisable S ′ pour une nouvelle re´solu-
tion.
Graˆce a` l’apport de la bonne solution (figure 5.11), la re´solution du mode`le complet est
acce´le´re´e puisqu’elle arrive rapidement a` un MG de 4,2 % comme le montre la table 5.6.
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Tableau 5.6 Re´sultats phase 3’ : Bonne solution re´alisable → Nouvelle solution.
ST (s) ITE B&B LB (k$) Z (k$) MG Nw Ng Nb
Phases 1 et 2 : Donne´es re´duites → Bon dimensionnement
210 1000 instants de dure´es diffe´rentes 1% 3 2 1
Phase 3 : Bon dimensionnement → Bonne solution re´alisable
8 11206 804 1697 1702 0,3% 3 2 1
Phase 3’ : Bonne solution → Nouvelle solution
5 15068 0 1523782 1702060 10,5% 3 2 1
60 27197 0 1523782 1702060 10,5% 3 2 1
120 34305 0 1603859 1702060 5,8% 3 2 1
3600 2090371 57766 1629457 1701347 4,2% 3 2 1
7200 3153939 201142 1632128 1701347 4,1% 3 2 1
Nous avons alors trace´ l’e´volution de la re´solution a` la figure 5.12 . En extrapolant, le temps
de calcul ne´cessaire pour trouver une solution avec un MG de 1 % serait de 45,3 heures. Nous
avons donc de´ja` gagne´ du temps graˆce a` notre me´thode mais les re´sultats ne sont pas encore
pre´cis assez rapidement.
1-MG (%)
ST (s)
95.8
3600
9 · 10−32 · e0.8284·x
• •
•
•
Figure 5.12 Temps de re´solution (ST) en fonction du mipgap (MG) en utilisant la bonne
solution.
5.4.4 E´lagage de l’arbre de branchement
Nous allons encore ame´liorer la rapidite´ de re´solution en e´tudiant plus en de´tail l’arbre
de branchement car par sa taille importante il est responsable du temps de re´solution. A`
chaque noeud, il faut choisir sur quelle variable on va brancher en sachant que nous avons au
minimum 8763 variables entie`res a` brancher (8760 Ng(t), 1 Nw, 1 Nb et 1 Nb). Nous allons
montrer que les variables de dimensionnement sont celles a` brancher en premier pour avoir
une de´croissance rapide du MG. E´tudions d’abord l’impact en terme de couˆt (note´ ∆c) sur la
fonction objectif de la variation (ajout ou suppression) d’une unite´ de chaque variable entie`re.
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Pour l’e´olien Nw, on peut dire qu’a` chaque fois que l’on installe une e´olienne, on est suˆr que
son couˆt actualise´ sur tout le projet sera d’au moins :
∆cNw = ci(w) +
∑
y∈Y
co(w)
(1 + i)y
+
r1(w)∑
y=1
cr(w)
(1 + i)y·l(w)
− (1− r2(w)) · cr(w)
(1 + i)|{Y }|
(5.1)
Pour la batterie Nb, on peut de la meˆme manie`re e´noncer que :
∆cNb =ci(b) +
∑
y∈Y
co(b)
(1 + i)y
+
r1(b)∑
y=1
cr(b)
(1 + i)y·l(b)
+
r1b∑
y=1
ci(b)
(1 + i)3·y·l(b)

− (1− r2(b)) · cr(b) + (1− r2b) · ci(b)
(1 + i)|{Y }|
(5.2)
Pour la ge´ne´ratrice diesel Ng, on peut eˆtre uniquement suˆr du prix d’achat car le reste de´pend
de l’utilisation donc de la solution :
∆cNg = ci(g) (5.3)
Pour l’utilisation de la ge´ne´ratrice diesel a` chaque instant Ng(t), on est au moins certain
d’une consommation minimum lorsqu’elle est utilise´e :
∆cNg(t) = (ag · ugm · PgM + bg) · cf (5.4)
Avec ce ∆cx pour chaque variable entie`re (note´e x pour l’occasion) et z
′ (5.4.2) on peut
calculer les bornes supe´rieures BSx pour chacune des variables au tableau 5.7. Si on de´passe
cette borne, on de´passe z′, donc la solution ne peut pas eˆtre optimale.
BSx =
⌊
z′
∆cx
⌋
(5.5)
Tableau 5.7 Tableau d’intervalles des variables entie`res.
Type ∆cx BIx BSx
Nw 169 k$ 0 10
Ng 24 k$ 2* 70
Nb 138 k$ 0 12
Ng(t) 0.1 k$ 0 ...
z′ = 1, 702 M$
* contrainte venant de l’e´quation 4.5
L’arbre de branchement a donc une taille tre`s importante car il de´pend du nombre de variables
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entie`res mais aussi de la taille de l’intervalle dans lequel elles peuvent varier. On voit aussi que
les variables de dimensionnement feront de´croˆıtre le MG plus rapidement que les variables
entie`res Ng(t) car leur variation a un impact plus important sur la valeur de la fonction
objectif. Nw, Ng et Nb doivent donc eˆtre branche´s en priorite´ sous peine de perdre du temps
a` essayer de trouver les Ng(t). Nous pouvons prendre cette aspect de priorite´ en compte sous
Cplex mais dans notre cas nous avons de´veloppe´ notre propre technique.
Z
Solution optimale
?
Relaxation initiale (1)
Coupes Cplex (2)
Borne infe´rieure par coupes (2)
Solution re´alisable par heuristique (3)
Bonne solution entie`re
-27%
Bonne solution pour aider arbre de branchement
E´lagage E´lagage
Branching (4a)
Solution entie`re par branchement(4b)
Borne infe´rieure par branchement (4b)
M
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a
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G
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Figure 5.13 Apport de la bonne solution re´alisable et de l’e´lagage de l’arbre sur la proce´dure
Cplex.
Notre me´thode consiste a` e´liminer des ensembles de solutions au fur et a` mesure en ajou-
tant des contraintes prouvant que ces ensembles ne peuvent pas contenir la solution optimale
puisque la borne infe´rieure (BI) du branchement dans ces ensembles devient rapidement su-
pe´rieure au z′ de la bonne solution trouve´e en section 5.4.2.
Nous avons par exemple rajoute´ la contrainte Nw ≥ 4 et commence´ la re´solution du mode`le.
Tre`s vite la borne infe´rieure du branchement a e´te´ supe´rieure a` z′. Nous sommes donc as-
sure´s que la solution optimale contient 3 e´oliennes au maximum. Donc on peut enlever la
contrainte pre´ce´dente et rajouter Nw ≤ 3. Nous avons continue´ cette technique en ajoutant
une contrainte sur une seule variable de dimensionnement a` la fois afin d’eˆtre suˆr de garder
la solution optimale dans l’ensemble restant. Nous pre´sentons un algorithme ge´ne´ralise´ 1.
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Algorithm 1: Algorithme d’e´lagage ge´ne´ralise´
for s ∈ S do
i = 0
elagage = False
while elagage = False do
Ajouter contrainte Ns ≥ N ′s + i
Re´soudre, temps de re´solution limite = 200s
Enlever contrainte Ns ≥ N ′s + i
if BI ≥ z′ then
Ajouter contrainte Ns ≤ N ′s + i− 1
elagage = True
else
i = i + 1
Nous sommes finalement arrive´s aux intervalles du tableau 5.8. Cette me´thode est applicable
a` tous les sce´narios de sites isole´s et fait partie de notre me´thode de re´solution.
Tableau 5.8 Tableau d’intervalles des variables entie`res de dimensionnement apre`s e´lagages.
Type ∆cx BIx BSx
Nw 169 k$ 2 3
Ng 24 k$ 2* 2
Nb 138 k$ 1 1
z’ = 1,702 M$
* contrainte venant de l’e´quation 4.5
Un an de donne´es horaires (0)
RE´DUCTION
donne´es
(1)
RE´SOLUTION
avec donne´es
re´duites
Donne´es re´duites (2)
RE´SOLUTION
avec bon
dimensionnement
fixe´
Bon dimensionnement (3)
(3)
E´LAGAGE
arbre de
branchements
Bonne solution (4)
RE´SOLUTION
Solution optimale
MG = 0, 6% en 22 minutes
Bonne solution (5)
Ensemble re´duit de solutions (5)
(5)
Figure 5.14 Phase 5 : Bonne solution et e´lagage pour obtenir la solution optimale.
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Nous avons en quelques sorte trouve´ et e´limine´ les solutions re´alisables qui ne pouvaient pas
eˆtre optimales afin d’avoir un ensemble re´alisable finale plus petit. Ceci se traduit par un
e´lagage de l’arbre de branchement (figure 5.13). Une fois cette e´lagage effectue´, nous avons
re´solu notre mode`le une dernie`re fois (figure 5.14 et tableau 5.9).
Tableau 5.9 Re´sultats phases 4 et 5 : Bonne solution/E´lagage → Solution optimale.
ST (s) ITE B&B LB (k$) Z (k$) MG Nw Ng Nb
Phase 1 et 2 : Donne´es re´duites → Bon dimensionnement
210 1000 instants de dure´es diffe´rentes 1% 3 2 1
Phase 3 : Bon dimensionnement → Bonne solution re´alisable
8 11206 804 1697 1702 0,3% 3 2 1
Phase 4 : Bonne solution → E´lagage
223 Coupe sur Nw : Nw ≤ 3
60 Coupe sur Nb : Nb ≤ 1
465 Coupe sur Ng : Ng ≤ 2
Phase 5 : Bonne solution/E´lagage → Solution optimale
5 18398 0 519 1702 69 % 3 2 1
60 25453 0 1592 1702 6,4 % 3 2 1
120 34116 0 1680 1702 1,3 % 3 2 1
1800 374398 16429 1696 1701 0,3 % 3 2 1
2400 569787 24114 1697 1701 0,2 % 3 2 1
La re´solution est beaucoup plus rapide avec cet e´lagage. On obtient donc des re´sultats pre´cis
rapidement en e´tant suˆr d’eˆtre a` l’optimal global. Nous adoptons le processus de re´solution que
nous venons de de´crire pour OGESO. Il permet pour tout site isole´ d’obtenir une solution
optimale pre´cise beaucoup plus rapidement qu’une re´solution directe comme le montre le
tableau 5.10 pour le site 0. Le temps de re´solution est alors d’une vingtaine de minutes
mais peut varie´ le´ge`rement suivant la taille du site (puissance moyenne de la demande) et
l’intermittence/non concordance entre la vitesse du vent et de la demande.
Tableau 5.10 Comparaison des temps de re´solution pour le sce´nario 0.
Mipgap : en 1h = 1%
Direct 12 % 350 h
Bonne solution re´alisable 4,2 % 10 h
Bonne solution re´alisable/E´lagage 0,2 % 22 min
Le temps de re´solution du logiciel de simulation HOMER de´pend du nombre de combinaisons
que nous lui donnons a` calculer. Pour les sites isole´s e´tudie´s dans cette maitrise, HOMER
fournie le dimensionnement optimal en environ cinq minutes. On pourrait alors penser a`
lancer HOMER en fixant diffe´rentes strate´gies de controˆle. Mais ceci est impossible puisque
nous ne pouvons pas faire varier la strate´gie de controˆle d’HOMER. Nous avons seulement le
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choix entre deux strate´gies propres au logiciel (nous utilisons a` chaque fois celle qui donne les
meilleurs re´sultats dans notre comparaison). En outre, essayer plusieurs strate´gies ne nous
garantie pas d’en avoir une parfaitement approprie´e au site isole´.
Des fonctions de Cplex permettent de lui donner les noeuds de branchements que l’on consi-
de`re les plus importants et approfondir la recherche de bornes supe´rieures (« Polishing »/
« resolution search »). Le temps de re´solution est alors re´duit. Malgre´ tout notre processus
de re´solution reste le plus approprie´ et est tout aussi rapide, voir plus.
5.4.5 Analyse de la solution optimale
Nous sommes donc capables de re´soudre assez rapidement et pre´cise´ment le mode`le PLNE
d’OGESO pour la plupart des sites e´tudie´s. Cette re´solution nous donne, pour chacun de
ces sites, un couple (dimensionnement - re´partition) optimal ainsi qu’un couˆt actualise´ de
projet du syste`me hybride qui est la valeur de la fonction objectif du PLNE. Nous pourrions
directement compare´ ce couˆt a` celui fourni par HOMER pour son couple (dimensionnement
- re´partition) mais nous avons pre´fe´re´ cre´e´ un module inde´pendant de calcul de couˆt.
La version d’HOMER utilise´e est la version 2.81 sortie en Novembre 2010
PLNE
X     ...?!
X     …?!
X     …?!X     ...?!
X     …?!
X     …?!
DATA MINING
OGESO
X     ...?!
X     …?!
X     …?!
8760 heures
Strate´gie fixe´e
X     ...?!
X     …?!
X     …?!
X     ...?!
X     …?!
X     …?!
HOMER
COUˆT
Figure 5.15 Module couˆt pour comparer de fac¸on neutre les diffe´rents couples (composition -
re´partition) obtenus avec HOMER ou OGESO pour un meˆme sce´nario.
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Ce module repre´sente´ a` la figure 5.15, calcule le couˆt de projet actualise´ de tout couple
(dimensionnement - re´partition) qu’il provienne d’HOMER ou du PLNE d’OGESO puisque
nous avons le meˆme type de sortie entre les deux. Des e´quations similaires a` celles d’HOMER
et OGESO sont utilise´es pour le calcul. Ce module ve´rifie en outre si la re´ponse a` la demande
et les diffe´rentes limites de puissances sont bien respecte´es a` chaque instant. Il permet donc
une comparaison certifie´e, inde´pendante et neutre des deux approches : HOMER et OGESO.
Il a e´te´ e´crit en langage Python et le calcul des couˆts est quasiment imme´diat.
Au tableau 5.11, nous comparons le PLNE d’OGESO et HOMER sur le dimensionnement
(combinaison d’e´le´ments) et le couˆt total actualise´ des couples (dimensionnement - re´parti-
tion) des quatre sites isole´s servant d’exemples (voir section 5.1). Ces couˆts proviennent de
notre module couˆt introduit pre´ce´dement. Nous rappelons qu’ils correspondent chacun a` un
couˆt actualise´ du SHDEB sur toute sa dure´e de vie. Pour un meˆme site isole´, nous remar-
quons que nous n’avons pas force´ment le meˆme dimensionnement entre HOMER et le PLNE
d’OGESO meˆme si les diffe´rences de combinaisons restent minimes. Par contre pour tous les
sites isole´s, nous obtenons de meilleurs couˆts de projet avec le PLNE d’OGESO.
Tableau 5.11 Comparaison des couˆts de projet de SHDEB entre le PLNE d’OGESO et HO-
MER pour quatre sce´narios de sites isole´s.
Sce´nario 1 2 3 4
Donne´es
Demande D1 D2 D1 D2
Vent V1 V1 V2 V2
Combinaison
HOMER 5/8/2 6/8/4 9/5/3 6/9/4
(Nw/Ng/Nb) OGESO 5/8/2 6/7/3 5/8/2 6/8/4
Couˆt
HOMER 4320 4521 4411 4548
(k$)
PLNE 4195 4356 4030 4318
2.8 % 3.6 % 8.6 % 5.0 %
Ce constat e´tait attendu et voulu puisque le fait de minimiser les couˆts par programmation
line´aire en nombres entiers (PLNE) en connaissant l’ensemble des donne´es de manie`re omni-
sciente sans suivre de strate´gie permet d’obtenir une re´partition optimale a` chaque instant.
En connaissant toute l’anne´e de donne´e, la PLNE re´partie ainsi les puissances de fac¸on op-
timale a` chaque instant pour qu’a` la fin de l’anne´e le couˆt soit le plus bas possible. Ce couˆt
est une re´fe´rence que nous ne pouvons pas atteindre avec une strate´gie de controˆle. En effet,
Celle-ci ne peut en effet pas connaˆıtre le futur autrement que par des pre´visions ne collant
pas force´ment a` la re´alite´.
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Figure 5.16 Comparaison des puissances annuelles entre le PLNE d’OGESO et HOMER pour
le sce´nario 1.
Concre`tement cela se traduit par une utilisation optimale des ge´ne´ratrices diesel et de la
batterie. A chaque instant, le PLNE connait en effet « l’avenir » et peut voir quelle quan-
tite´ optimale de puissance de´charger de la batterie ou a` quelle niveau la charger en faisant
fonctionner plus les ge´ne´ratrices. Les ge´ne´ratrices diesel sont au final moins utilise´es graˆce
a` une parfaite utilisation des possibilite´s de la batterie comme nous pouvons le voir sur la
figure 5.16 pour le sce´nario 1. La consommation de diesel est ainsi re´duite (tableau 5.12) et
les diffe´rents couˆts de remplacements et d’ope´rations sont diminue´s par ceux des ge´ne´ratrices
qui sont moins utilise´es.
Tableau 5.12 Comparaison des diffe´rents couˆts entre le PLNE d’OGESO et HOMER pour le
sce´nario 1.
PLNE HOMER
Valeur objective (k$) 4195 4320 2,8 %
Ci Couˆt initial (k$) 1214 1214 0 %
Cr Couˆt remplacement (k$) 406 429 5,3 %
Co Couˆt ope´ration (k$) 372 372 0 %
Cs Couˆt salvage (k$) 219 223 1,8 %
Fg Consommation (kL) 1835 1915 3,3 %
Dg Utilisation ge´ne´ratrice (h) 7355 7635 3,6 %
Cf Couˆt diesel (k$) 2443 2528 3,3 %
Ce couˆt optimal qui est la solution du PLNE d’OGESO est lie´ a` un ensemble de re´partitions
horaires optimales pour l’anne´e entie`re de donne´es. Par raccourci, on appelle cet ensemble
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de re´partitions horaires optimales, la re´partition optimale. Comme le couˆt, cette re´partition
optimale est aussi une re´fe´rence. Nous allons alors nous en servir au chapitre 6 suivant pour
trouver une strate´gie adapte´e graˆce a` du data mining de celle-ci. Une fois cette strate´gie de
controˆle trouve´e, nous aurons alors notre SHDEB du site e´tudie´ comple`tement optimise´. Nous
pourrons applique´ cette strate´gie avec le dimensionnement optimal du PLNE sur ce meˆme site
isole´ (meˆmes donne´es) afin d’avoir la re´partition finale d’OGESO. Cette re´partition obtenue
par une strate´gie re´elle et le dimensionnement pourrons alors eˆtre compare´s de nouveau a`
HOMER. On comparera cette fois les deux approches sur des SHDEB comple`tement optimise´s
(strate´gie et dimensionnement).
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CHAPITRE 6
DATA MINING ET STRATE´GIE
Nous venons de voir la premie`re partie d’OGESO en re´solvant le mode`le base´ sur la
PLNE au chapitre 5. Nous avons donc obtenu un couple (dimensionnement - re´partition)
optimal pour chaque site isole´ e´tudie´. Nous abordons maintenant la dernie`re partie d’OGESO
qui concerne l’obtention de la strate´gie de controˆle par data mining et correspondant au
dimensionnement trouve´ par le mode`le PLNE. Avec ce site isole´ comple`tement optimise´,
nous pouvons conclure sur l’efficacite´ de notre de´marche OGESO en nous comparant aux
re´sultats d’HOMER a` la fin de ce chapitre.
PLNE
X     ...?!
X     …?!
X     …?!
X     ...?!
X     …?!
X     …?!
DATA MINING
OGESO
Figure 6.1 Chapitre 6 : pre´sentation de la partie data mining d’OGESO.
6.1 Recherche de strate´gie par extraction de donne´es (« data mining »)
6.1.1 Arbre de de´cision d’une re´partition optimale
Nous avons donc une re´partition optimale qui n’est en rien une strate´gie. Re´-expliquons
ces deux notions graˆce a` l’exemple du Hockeyeur. Au cours d’un match, le hockeyeur fait des
passes, des tirs, des replis, garde la rondelle ... on peut noter le de´roulement de chacune de
ses actions sur l’ensemble du match. Ce de´roulement est e´quivalent a` la re´partition dans le
cas des sites isole´s. La strate´gie est l’ensemble des re`gles que le joueur a suivi pour jouer et
donc obtenir un tel de´roulement (re´partition). La strate´gie est ainsi de´crite par des fonctions
logiques qui peuvent eˆtres dans notre exemple : je tire quand je suis pre`s du but et qu’il n’y
a pas de de´fenseurs a` moins d’un me`tre ou encore je passe si un partenaire est de´marque´ et
plus proche du but que moi.
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La re´solution de notre mode`le PLNE nous a donne´ une re´partition optimale. Celle ci corres-
pondrait pour notre hockeyeur au de´roulement d’un match parfait ou de re´fe´rence. On veut
donc de´terminer les re`gles qui aboutissent a` ce de´roulement optimale pour qu’en les suivant
le hockeyeur re´pe`te d’autres matchs parfait. Pour arriver exactement au de´roulement opti-
mal, il faudrait tre`s certainement une re`gle pour chaque geste ou situation de match et cela
deviendrait irre´alisable pour le hockeyeur. On veut plutoˆt de´gager quelques re`gles ge´ne´rales
pour arriver a` un de´roulement suffisamment proche de celui optimal pour toujours eˆtre assure´
de faire des bons matchs.
Pour se faire nous allons utiliser les arbres de de´cision du domaine de l’exploration de donne´es
( « data mining » en Anglais). Le but est alors de trouver les re`gles afin de minimiser l’e´cart
entre le de´roulement optimale et celui pre´dit par les re`gles trouve´es par l’arbre de de´cision.
Nous restons donc dans le domaine de l’optimisation puisque l’on cherche ici a` minimiser un
e´cart.
Nous donnons maintenant un exemple de construction d’arbre de de´cision pour notre exemple
du hockeyeur. Nous avons alors releve´ les gestes/actions du hockeyeurs lors d’un match consi-
de´re´ comme parfait (tableau 6.1). Pour chaque releve´ nous avons note´ l’action finale effectue´e
(vecteur Y ) (Tir, Passe, Repli) et les informations (matrice X) que nous jugeons de´cisives
dans le choix d’action par le Hockeyeur.
Tableau 6.1 De´roulement optimal d’un match parfait pour le Hockeyeur.
Releve´
Matrice X
Vecteur Y
DB (X1) DA(X2) CDetMP(X3)
1 10 5 1 Passe
2 3 0 1 Passe
3 4 3 0 Repli
4 1 0 1 Tir
5 15 3 1 Passe
6 2 2 1 Passe
7 2 1 1 Tir
8 3 1 0 Tir
DB = Distance au but en m
DA = Distance de l’adversaire en m
CDetMP = Coe´quipier de´marque´ et mieux place´ (1 si vrai et 0 sinon)
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les arbres de de´cision trouvent des corre´lations entre les informations (matrice X) et les
de´cisions (vecteur Y) et les traduisent en re`gles. La figure 6.2 montre un arbre de de´cision
que l’on pourrait obtenir pour les donne´es pre´ce´dentes.
DB (X1)
Tir CDetMP (X2)
Passe DA (X3)
Tir Repli
> 2≤ 2
1 0
≤ 1 > 1
Figure 6.2 Arbre de de´cision que l’on peut obtenir pour l’exemple du Hockeyeur.
On obtient le de´roulement du tableau 6.2 en simulant les re`gles de l’arbre de de´cision 6.2.
Tableau 6.2 De´roulement du match en appliquant les re`gles et donc la strate´gie de l’arbre de
de´cision pre´ce´dent.
Releve´
Matrice X
Vecteur Y
DB (X1) DA(X2) CDetMP(X3)
1 10 5 1 Passe
2 3 0 1 Passe
3 4 3 0 Repli
4 1 0 1 Tir
5 15 3 1 Passe
6 2 2 1 Tir 6= Passe
7 2 1 1 Tir
8 3 1 0 Tir
DB = Distance au but en m
DA = Distance de l’adversaire en m
CDetMP = Coe´quipier de´marque´ et mieux place´ (1 si vrai et 0 sinon)
On aura donc une mauvaise de´cision pour le releve´ 6 et l’erreur de classification est donc
de 1/8 = 12, 5%. Cette erreur de classification est celle que l’on cherche a` minimiser dans
chaque construction d’un arbre de de´cision. Mais meˆme si l’erreur est bien pre´sente, le nou-
veau de´roulement n’est pas mauvais pour autant, il reste quand meˆme a` 87,5 % proche du
de´roulement optimal. Nous allons maintenant appliquer les arbres de de´cisions aux sites isole´s
et plus pre´cise´ment aux re´partitions optimales de nos quatre sce´narios de comparaison.
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6.1.2 Application a` nos sites isole´s
Dans OGESO, la re´partition 1 optimale (voir table 6.3) correspondante au dimensionne-
ment optimal pour une anne´e de donne´es du site isole´ est trouve´e graˆce au mode`le base´ sur
la PLNE. A` partir de cette re´partition optimale et des donne´es nous cherchons un arbre
de de´cision qui sera la strate´gie a` implanter dans le controˆleur. L’e´cart entre la re´partition
optimale et la re´partition de´termine´e par cet arbre de de´cision pour les meˆmes donne´es est
l’erreur de classification.
Tableau 6.3 Re´partition optimale trouve´s par PLNE (instants 11 a` 18)
t
Demande E´olien Ge´ne´ratrice Batterie E´vacue´e
(Pd) (Pw) (Pg) (Pb) (Eb) (Pe)
...
11 209 0 225 -16 23 0
12 238 0 225 13 7 0
13 236 155 75 6 0 0
14 223 253 0 -30 35 0
15 209 258 0 -30 71 19
16 180 374 0 -25 100 169
17 215 350 0 0 100 135
18 200 307 0 0 100 107
...
Comme pour l’exemple du hockeyeur pre´ce´dent nous devons fournir le vecteur Y de de´ci-
sions avant de pouvoir de´terminer un arbre de de´cision. Ces de´cisions correspondent a` toutes
les re´partitions possibles que nous e´nume´rons au tableau 6.4. Nous rappelons que la charge
et de´charge de la batterie ne sont pas possibles simultane´ment et que la charge ne peut se
faire que si il y a un exce´dent de puissance par rapport a` la demande. Nous donnons des
abre´viations a` ces diffe´rentes re´partitions. Par exemple : « gwc » correspond a` une fourniture
d’e´lectricite´ par la ge´ne´ratrice et l’e´olien avec charge de la batterie.
Quatre cas sont « impossibles » car la charge et la de´charge de la batterie n’est pas pos-
sible simultane´ment. Quatre autres cas sont « choix possible » car on ne peut pas de´terminer
directement toutes les variables lorsque la ge´ne´ratrice et la batterie sont utilise´es simultane´-
ment. Nous devons pour se faire, ajouter une information aux re´partitions dˆıtes a` « choix
possible ». On note ainsi α(t), le rapport entre la puissance qu’il reste a` fournir (Demande
moins la puissance e´olienne) et la puissance des ge´ne´ratrices.
∀Pg(t) 6= 0 α(t) = |Pd(t)− Pw(t)|
Pg(t)
(6.1)
1. On rappelle que la re´partition est l’attribution de puissance entre nos trois sources pour chaque instant.
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si α(t) est supe´rieur a` 1, alors dans la re´partition optimale la ge´ne´ratrice ne produit pas plus
que la puissance qu’il reste a` fournir et donc la batterie se de´charge. Si α(t) est infe´rieur
a` 1, la ge´ne´ratrice produit plus que la puissance qu’il reste a` fournir et donc la batterie se
charge. Le α(t) marque l’e´quilibre entre la batterie et la ge´ne´ratrice pour chaque instant de
la re´partition optimale.
Tableau 6.4 Liste des diffe´rentes re´partitions Yi de puissance possible entre les e´le´ments du
SHDEB.
Source(s) Re´partition Yi Sigle De´tails
1
Ge´ne´ratrice (Ge´ne´) g Pg(t) = Pd(t)
E´olien (E´ol) w Pw(t) ≥ Pd(t)
De´charge (De´ch) d Pbd(t) = Pd(t)
2
Ge´ne´rateur + e´olien gw Pg(t) = Pd(t)− Pw(t)
Ge´ne´rateur + Charge gc choix possible
Ge´ne´rateur + De´charge gd choix possible
E´olien + charge wc Pbc(t) = Pw(t)− Pd(t)
E´olien + de´charge wd Pbd(t) = Pd(t)− Pw(t)
3
Ge´ne´rateur + e´olien + charge gwc choix possible
Ge´ne´rateur + e´olien + de´charge gwd choix possible
α(t) varie entre 0 et 1,335 dans la re´partition optimale. Il y aurait trop de cas a` traiter si
l’on garde toutes ces valeurs. Nous arrondissons donc la variable α(t) pour garder 2 chiffres
significatifs (1,3345 devient 1,3 par exemple). On ajoute alors 14 (0 a` 1,3) cas multiplie´s par
4 re´partition = 52 re´partitions possibles. Par exemple : « gwc03 » correspond toujours a` une
fourniture d’e´lectricite´ par la ge´ne´ratrice et l’e´olien avec charge de la batterie sauf que l’on
peut maintenant de´terminer toutes les valeurs des puissances avec Pg(t)+Pe(t) =
|Pd(t)−Pw(t)|
α(t)
puis Pb = Pd − Pw + Pg. En proce´dant de cette fac¸on, l’arbre de de´cision obtenu donnera
directement des ordres quantifie´s de production a` chaque source.
Il faut maintenant de´finir la matrice X des informations juge´es les plus influentes sur l’obten-
tion des re´partitions. Ces informations doivent eˆtre accessibles dans le syste`me re´el (capteur,
pre´vision) pour eˆtre utilise´es par la strate´gie du controˆleur. Ces informations formant la ma-
trice X ont un roˆle pre´ponde´rant dans la qualite´ de l’arbre de de´cision exprime´e par l’erreur
de classification.
Tableau 6.5 Choix des colonnes d’information Xi pour la matrice d’informations X.
Xi Description :
Pw/Pd(t) Rapport Peolien(t)/Pdemande(t)
EdC(t) % de charge de la batterie par rapport a` sa capacite´ maximale.
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Les informations choisies pour la matrice X sont indique´es au tableau 6.5. wd(t) a e´te´ choisi
car ce rapport traduit souvent le besoin de devoir de´marrer les ge´ne´ratrices ou de pouvoir
charger les batteries. Nous avons aussi choisit soc(t) car il rend compte de la disponibilite´ de
la batterie.
Tableau 6.6 Matrice d’informations X et vecteur de re´partitions Y pour quelques instants
d’une re´partition optimale obtenue par PLNE.
t
Informations X Re´partitions
Pw/Pd(X1) EdC(X2) (Y)
1 0,3 1,2 wc
2 0,5 0,7 wgd11
3 0,1 0,5 wd
...
Les matrices X et Y sont alors construites comme au tableau 6.6 pour les 3 premiers instants.
Nous utilisons les fonctions relatives au data mining du logiciel Matlab pour de´terminer notre
arbre de de´cision a` partir de la matrice X et du vecteur Y . Nous avons utilise´ la « statistics
toolbox » de Matlab avec sa classe « RegressionTree » et ses fonctions associe´es. La version de
Matlab que nous avons utilise´ se base sur l’algorithme CART de de´veloppe´ par Le´o Breiman
(plus d’informations : L.Breiman et al. (1984)) pour construire son arbre de de´cision.
w
w wc
gw gw w wc wwc
gc01gw gwc03wd wcwcww wcwc
gc01 gw wdgwc02gwc03 gwc05 wcw wc wcwc wc
d01g gwgwd03gwc01 gwc03gwc03wdgwc04gwc04wdgwc04wd wcwcw wcw wcw wcwcw
gd01gw gc02c 1 ggc01d01gw gw gw gwgwc01gwdwd gw gwc03 wdwd gwd01wdgwc04wdwdwc wc wcwc wc
gdgcgwc gc03gwd gd01gcd02gwc01gwgwd01gwcgwc01d01 gwgwc02 gwc02gwc02gwc03wdg 07 wdgwwdwdg c04gwdgwc04gwc03gwc03c 2gwc03wdgwc03wdwdwcwcwc wc
gc01 gdgd01gd gd01gc01gwgwd02gwc01c 2gwd021gwd03gwc01gwc02gwcgwc03 gwgwc02c02c 1gwc01gwc01 gwc03d01gwc03gwgwc02wdgwwddgwd gwc02wdwdg c04 wcwcww wc
gd gdgd01gw04c 1gc03ggd01gc01d01gd02gdgc01gwdgc0201gw gwd03gwc02c 1gwd01gw gwd012 wdgwc01c 2gwc04gwc02gwc02gwc02gwc02gwc03gwc04c 2gwd04wd wdg c03 wc wc
gd02 gd ggc01 gwdgwgwc01 gwc01gwd02gwc01 gwc02wd gwgwc02c 3gwc04c 2gwc02gwc02c 1gwc03c 4gwd02gwc02 wdg c04 wc
gc01d01 ggd01 gd01ggd01gd01 gwc01 gwc01gwc03c 1gwd1gwc02gwgwc03 gwc03c 2gwc02c 3gwc01 wc
gd02gc 1d01g 2 gd01gc01d01 gwd03 gwc01gw gwc03gwc02 gwc03c 2gwc03 gwgwc03 wc
g gwd023 gwc01gwc02c 1 gwc02 w
gd gw gwc02gw wc
ggc01 gwd06 wc
gwgwc01
W/D < 1.245   
W/D < 0.555   SOC < 0.005   
W/D < 0.005   W>D < 0.5   W/D < 1.295   SOC < 0.275   
< 0.005   SOC < 0.005   W/D < 0.705   SOC < 0.005   W/D < 1.255   W/D < 1.69   W/D < 1.465   
SOC < 0.645   W/D < 0.415   W/D < 0.205   SOC < 0.515   W/D < 0.785   W/D < 1.225   SOC < 0.88   W/D < 1.265   SOC < 0.175   W/D < 1.455   W/D < 1.675   
< 0.165   SOC < 0.945   Ed < 0.5   SOC < 0.265   SOC < 0.325   W/D < 0.625   SOC < 0.72   SOC < 0.85   W/D < 0.875   W/D < 1.075   W/D < 1.025   W/D < 1.075   Ew < 0.5   SOC < 0.23   W/D < 1. 85   W/D < 1.665   
5   SOC < 0.355   SOC < 0.655   Ew < 0.5   SOC < 0.06   W/D < 0.045   W/D < 0.375   W/D < 0.465   SOC < 0.345   SOC < 0.175   SOC < 0. 45   Ew < 0.5   SOC < 0.64   SOC < 0.86   Ed < 0.5   W/D  1.165   Ew < 0.5   SOC 04   Ew < 0.5   W/D < 1.635   W/D < 1. 05   SOC < 0.44   
  45   C < 0.345   SOC < 0.575   SOC < 0.735   W/D < 0.345   W/D < 0.135   W/D < 0.185   Ed < 0.5   SOC < 0.845   SOC < 0.21   W/D < 0.475   Ew < 0.5   SOC < 0.755   SOC < 0.005   SOC < .355   Ew < 0.5   SOC 55   W/D < 0.675   SOC < 0.195   SOC < 0.675   Ew < 0.5   W/D 1.065   W/D < 1.015   W/D < 1. 05   W/D < .175   SOC < 0.205   SOC < 0.085   Ed < 0.5   SOC < 0.73   SOC < 0.415   
85   0.5   C < 0.295   Ed < 0.5   SOC < 0.425   SOC < 0.625   SOC < 0.705   SOC < 0.795   W/D < 0.025   W/D < 0.015   W/D < 0.065   SOC < 0.675   SOC < 0.345   SOC < 0.365   W/D < 0.075   W/D < .265   SOC < 0.3     .12   SOC < 0.155   SOC < 0.99   SOC < 0.605   SOC < 0.395   W/D < 0.595   SOC < 0.095   SOC < 0.4   Ed < 0.5   Ed < 0.5   W/D < 0.655   SOC < 0.245   W/D < 0.725   SOC < 0.17   Ew < 0.5   Ew < 0.5   W/D 1 195   Ew < 0.5   W/D < 1.085   SOC < 0.78   
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Figure 6.3 Premier arbre de de´cision obtenu avec une erreur de classification = 12,6 % mais
implantation dans un controˆleur non re´aliste.
Nous obtenons alors l’arbre de de´cision de la figure 6.3 en moins d’une minute de calcul pour
nos 8760 instants. Nous obtenons une erreur de classification moyenne de 12,6 % mais l’arbre
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contient un trop grand nombre de noeuds (299 noeuds) pour eˆtre implante´ dans un controˆ-
leur re´el. L’e´lagage, en supprimant des noeuds de l’arbre de de´cision, permet de diminuer
la taille de l’arbre. La contrepartie de cette simplification est l’augmentation de l’erreur de
classification car la suppression de noeuds entraˆıne la perte de de´tails.
Nous trac¸ons l’erreur de classification en fonction du nombre de noeuds de l’arbre de de´cision
a` la figure 6.4 pour le sce´nario 0. La courbe « resubstitution » correspond a` l’erreur de
classification dont nous parlions auparavant. C’est a` dire le pourcentage moyen d’erreurs de
pre´diction pour tous les instants de la re´partition optimale qui ont servi a` la construction
de l’arbre. La courbe « cross-validation » est l’erreur de classification moyenne uniquement
sur des donne´es qui n’ont pas e´te´ utilise´s pour faire l’arbre de de´cision. Logiquement l’erreur
« resubstitution » est moins e´leve´e que l’erreur « cross-validation » puisqu’il teste les donne´es
qui lui ont servi a` faire l’arbre. L’erreur « cross-validation » est plus robuste puisqu’elle repe`re
comment re´agit l’arbre par rapport a` des donne´es non utilise´es pour sa construction.
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Figure 6.4 Erreurs en fonction de la taille (nombre de noeuds) de l’arbre de de´cision.
On note sur la figure 6.4 que jusqu’a` un certain nombre de noeuds, on peut re´duire la taille de
l’arbre sans que les erreurs n’augmentent e´norme´ment. Le module de Matlab permet alors de
calculer un nombre optimal de noeuds qui correspond a` l’erreur « cross-validation » minimale
comme on peut le voir a` la figure 6.4. L’arbre de de´cision correspondant a` ce point optimal
est trace´ a` la figure 6.5. Il correspond a` une erreur de classification de 16,8 % et contient 16
noeuds au lieu des 299 noeuds de l’arbre original. Avec son nombre de re`gles raisonnables,
cet arbre de de´cision est celui retenu pour la strate´gie a` implanter dans le controˆleur.
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Figure 6.5 Arbre de de´cision apre`s e´lagage, erreur de classification = 16,8 %
6.2 Re´sultats
6.2.1 Simulation de la strate´gie trouve´e
Nous avons traite´ dans ce chapitre 6 la seconde partie d’OGESO qui concerne l’obtention
d’une strate´gie de controˆle par data mining de la re´partition optimale de´ja` obtenue dans la
premie`re partie PLNE d’OGESO. Notre optimisation du SHDEB est maintenant comple`te
avec son dimensionnement et sa strate´gie de controˆle. HOMER et OGESO peuvent donc eˆtre
finalement compare´ sur le syste`me complet.
HOMER ne permet pas d’utiliser d’autres strate´gies que les deux incluses dans le logiciel :
« load following » ou « cycle chaging » (Nous rappelons que nous prenons a` chaque fois
celle qui donne les meilleurs re´sultats). Un module de simulation (figure 6.6) a du eˆtre cre´e´
pour de´terminer la re´partition correspondante aux donne´es du site e´tudie´, a` la strate´gie de
controˆle du site trouve´e par data mining et au dimensionnement optimal fourni auparavant
par le PLNE. Ce module a e´te´ cre´e´ en langage Python et la re´partition est calcule´e en moins
d’une minute.
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Figure 6.6 Module simulation qui permet de retrouver la re´partition correspondante a` l’ap-
plication de la strate´gie de l’arbre de de´cision.
Avec ce module de simulation, nous obtenons pour chacun des quatre sites isole´s servant
d’exemple, la re´partition correspondante au couple (dimensionnement - strate´gie) d’OGESO.
Nous rentrons ensuite les couples (dimensionnement - re´partition) respectivement d’HOMER
et OGESO dans le module de couˆt qui est le meˆme qu’a` la section 5.4.5 afin d’obtenir les
couˆts actualise´s de projet de SHDEB. Nous re´capitulons les re´sultats au tableau 6.7 pour ces
quatre sites isole´s et leur SHDEB respectif.
Tableau 6.7 Comparaison des couˆts de projet de SHDEB entre OGESO et HOMER pour
quatre sce´narios de sites isole´s.
Sce´nario 1 2 3 4
Donne´es
Demande D1 D2 D1 D2
Vent V1 V1 V2 V2
Combinaison
HOMER 5/8/2 6/8/4 9/5/3 6/9/4
(Nw/Ng/Nb) OGESO 5/8/2 6/7/3 5/8/2 6/8/4
Couˆt
HOMER 4320 4521 4411 4548
(k$)
PLNE 4195 4356 4030 4318
2.8 % 3.6 % 8.6 % 5.0 %
OGESO 4261 4441 4136 4474
1.3 % 1.7 % 6.2 % 1.6 %
Pour nos quatre sites e´tudie´s, les couˆts actualise´s des projets sont donc supe´rieurs a` ceux du
PLNE d’OGESO comme nous l’attendions puisque la re´partition optimale du PLNE est la
re´fe´rence que nous ne pouvons pas de´passer. Mais les couˆts sont toujours infe´rieurs a` ceux
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d’HOMER d’apre`s le tableau 6.7. OGESO a donc permis pour ces quatre sites de trouver un
SHDEB moins dispendieux graˆce notamment a` une strate´gie plus adapte´e a` chacun des sites
e´tudie´s que celle fixe´e dans les logiciels de simulations classique comme HOMER.
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Figure 6.7 Comparaison des puissances annuelles entre OGESO et HOMER pour le sce´nario
1.
Concre`tement cela se traduit par une meilleure utilisation des ge´ne´ratrices diesel et de la bat-
terie graˆce au data mining. Celui-ci a en effet analyse´ les bonnes pratiques de la re´partition
optimale pour les inte´grer le plus possible a` son arbre de de´cision. La strate´gie est ainsi plus
adapte´e au site isole´ car le data mining a su, a` travers la re´partition optimale, prendre en
compte le dimensionnement et les particularite´s d’intermittence et de variation du vent et de
la demande ainsi que leur concordance ou non.
De manie`re moins prolifique qu’avec la re´partition optimale, les ge´ne´ratrices diesel sont au
final moins utilise´es graˆce a` une bonne utilisation des possibilite´s de la batterie comme nous le
constatons a` la figure 6.7 pour le site 1. La consommation de diesel est ainsi re´duite (tableau
6.8) et les diffe´rents couˆts de remplacements et d’ope´rations sont diminue´s par ceux des
ge´ne´ratrices qui sont moins utilise´es.
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Tableau 6.8 Comparaison des diffe´rents couˆts entre OGESO et HOMER pour le sce´nario 1.
PLNE OGESO HOMER
Valeur objective (k$) 4195 4262 4320 1,3 %
Ci Couˆt initial (k$) 1214 1214 1214 0 %
Cr Couˆt remplacement (k$) 406 420 429 2,0 %
Co Couˆt ope´ration (k$) 372 342 372 0 %
Cs Couˆt salvage (k$) 219 219 223 1,8 %
Fg Consommation (kL) 1835 1875 1915 2,1 %
Dg Utilisation ge´ne´ratrice (h) 7355 7507 7635 1,7 %
Cf Couˆt diesel (k$) 2443 2475 2528 2,1 %
Cependant le data mining peut eˆtre limite´ si il n’y a pas une certaine logique dans la re´par-
tition optimale. Dans ce cas, l’arbre de de´cision ne´cessitera beaucoup de noeuds pour fournir
un arbre avec une erreur de « resubstitution » correcte. En quelques sortes, ne trouvant pas
de tendances dans les donne´es, il va cre´e´ un nouveau chemin dans l’arbre pour la plupart des
instants de donne´e. Un tel arbre est synonyme d’une faible robustesse car sorti de la re´parti-
tion optimale, il aura du mal a` pre´dire correctement d’autres donne´es. Ce qui se traduit par
une erreur de « cross-validation » e´leve´e.
Malgre´ cette limite de data mining, il faut note´ que le vent et la demande ont chacun dans la
re´alite´ des tendances souvent journalie`re pour la demande et saisonnie`re pour le vent. C’est
une explication aux bons re´sultats donne´s par notre approche OGESO qui ne se re´sume
cependant pas a` pre´voir uniquement le vent et la demande par data mining puisqu’elle prend
en compte les aspects ope´rationnels du syste`me comme son dimensionnement ou l’e´tat de
charge de la batterie.
6.2.2 Robustesse d’OGESO
L’erreur « cross validation » e´tait assez e´leve´e sur la figure 6.4 de la partie pre´ce´dente. Il
convient de s’assurer de la robustesse de notre approche. C’est a` dire, voir la re´action de la
strate´gie e´tablie par data mining a` un changement de vent ou de demande par rapport aux
donne´es initiales utilise´es par OGESO. Nous voyons ainsi si la strate´gie que nous avons e´la-
bore´ par notre approche est suffisamment robuste pour subir des perturbations par rapport
aux donne´es dont elle est issue. Pour cela, nous avons se´lectionne´ une strate´gie de´ja` obtenue
par data mining (celle du sce´nario 1) et nous avons change´ les donne´es de vitesse de vent
tout en gardant les donne´es initiales de demande.
Par ce biais, on simule un site qui n’aurait pas du tout la meˆme me´te´o que pre´vue (fre´quence et
vitesse de vent) pour mettre a` l’e´preuve la robustesse de notre approche. Nous avons modifie´
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le vent a` deux niveaux diffe´rents. Le premier ou` la modification est faible : on a le´ge`rement
diminue´ les maximums et augmenter les minimums afin de garder la meˆme vitesse de vent
moyenne et la meˆme allure de distribution. La seconde modification du vent est beaucoup
plus importante puisque nous avons pris les donne´es de vent V2 (Voir chapitre 5). Nous
comparons au tableau 6.9, les re´sultats par rapport a` ceux donne´s par HOMER.
Tableau 6.9 E´tude de la robustesse de notre strate´gie de controˆle en modifiant les donne´es
de vent.
OGESO HOMER OGESO HOMER OGESO HOMER
Demande D1 D1 D1 D1 D1 D1
Vent V1 V1 V1’ V1’ V2 V2
Couˆt (k$) 4261 4320 4268 4287 4434 4411
1,4 % 0,4 % -0,5 %
On observe au tableau 6.9 que HOMER est le´ge`rement meilleur que OGESO lorsque le vent
est e´norme´ment modifie´ et que notre approche reste meilleure pour de faibles modifications
de vent. Meˆme dans le cas ou` le changement de donne´es de vent est important, notre strate´gie
est quand meˆme robuste car elle ne donne pas une re´partition au couˆt aberrante. D’autant
plus que le vent a e´te´ modifie´ de fac¸on importante pour cet essai, ce qui n’est pas force´ment
possible dans la re´alite´. Plusieurs solutions existent pour e´viter les cas comme le pre´ce´dent
ou` on ne tire pas profit de la strate´gie e´tablie par data mining.
La premie`re serait non pas de prendre une anne´e de donne´es pour OGESO mais plusieurs
anne´es afin que le data mining se fasse sur de plus nombreuses donne´es typiques du site et
puisse ainsi fournir une strate´gie plus robuste et moins extreˆme.
Une autre solution serait d’implanter OGESO dans le controˆleur (dimensionnement fixe´) pour
que l’on puisse recalculer la strate´gie re´gulie`rement pour parer tout changement du vent ou
de la demande. Nous avons essaye´ ce principe en recalculant la strate´gie de controˆle par
OGESO a` tous les de´buts de mois a` partir des donne´es re´elles des 3 derniers mois afin de
toujours prendre en compte les e´ventuelles changement de me´te´os ou de demande.
Tableau 6.10 Diffe´rentes actualisation de la strate´gie par OGESO et comparaison du couˆt de
projet du SHDEB avec HOMER.
OGESO HOMER
Actualisation 1 mois 12 mois fixe´e
Couˆt (k$) 4257 4261 4320
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Nous remarquons au tableau 6.10 qu’avec cette approche nous obtenons des re´sultats le´ge`re-
ment meilleurs que pour le calcul de la strate´gie par OGESO sur un an pour un meˆme sce´nario
(D1 et V1). Mais ces re´sultats nous montrent surtout que cette me´thode d’actualisation de
la strate´gie peut assurer la robustesse de notre approche OGESO.
6.2.3 Conclusion
Dans la conception de SHDEB, notre approche OGESO montre donc de meilleurs re´sultats
pour les sites e´tudie´s que les logiciels de simulation ou` la strate´gie est fixe´e comme HOMER.
Le fait de chercher une strate´gie plus adapte´e au site et a` ses conditions par data mining
semble pouvoir diminuer les couˆts et surtout la consommation de diesel (tableau 6.8). Le
data mining peut eˆtre mis a` mal par des donne´es sans grandes logiques mais il apparait que
les variations re´elles de la demande et du vent suivent souvent des tendances exploitables
par le data mining pour construire une strate´gie adapte´e. La robustesse du data mining doit
eˆtre assure´e par une se´lection de donne´es cohe´rentes avec celles du site re´el (tableau 6.9
et 6.10). Meˆme avec des donne´es inapproprie´es, la strate´gie donne´es par data mining reste
relativement robuste en ne fournissant pas de re´sultats aberrants. A` note´ d’apre`s les derniers
re´sultats (tableau 6.10) que notre approche pourrait aussi servir dans l’aspect ope´rationnel du
site isole´ en e´tant implante´e dans le controˆleur et en recalculant re´gulie`rement une strate´gie
de controˆle afin de toujours eˆtre adapte´ au vent et a` la demande du site.
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CHAPITRE 7
CONCLUSION
7.1 Synthe`se des travaux
Pour re´pondre a` la proble´matique de l’optimisation du dimensionnement et de la strate´-
gie des syste`mes hybrides diesel, e´olien et batterie (SHDEB) des sites isole´s nordiques, nous
avons de´veloppe´ une approche appele´e OGESO acronyme de « Off Grid Electricity Supply
Optimization » (Optimisation de la production d’e´lectricite´ pour sites isole´s ).(chapitre 1)
Nous utilisons d’abord un mode`le base´ sur de la programmation line´aire en nombres entiers
(PLNE) pour e´viter le choix de strate´gie de controˆle du syste`me. En effet, connaissant de
manie`re omnisciente les donne´es horaires d’un an de vent et de demande (de´terministe), la
PLNE va trouver le dimensionnement et la re´partition de puissance entre les e´le´ments du
syste`me a` chaque instant pour que le couˆt total qui est la fonction objectif soit le plus bas
possible. Cet ensemble de re´partitions horaires est alors la re´partition optimale pour l’anne´e
de donne´es.(chapitre 4)
Le mode`le base sur la PLNE que nous avons de´veloppe´ est de grande taille et nous a demande´
une technique de re´solution adapte´e pour trouver une solution optimale pre´cise rapidement.
Une fois re´solu, nous obtenons le couple (dimensionnement - re´partition) optimal sans la
strate´gie de controˆle du syste`me qui reste a` de´terminer. (chapitre 5)
Les travaux de Garcia et Weisser (2006) ont alors inspire´ notre approche car ils se servent
d’une re´partition optimale obtenue par un mode`le PLNE pour ame´liorer des strate´gies de
controˆle du syste`me en comparant leur re´partitions a` celle optimale qui est la re´fe´rence. (cha-
pitre 2)
La nouveaute´ majeure de notre approche est l’utilisation du data mining et plus pre´cise´ment
les arbres de de´cisions sur la re´partition optimale du PLNE et les donne´es d’une anne´e afin
d’en tirer une strate´gie de controˆle. (chapitre 6)
Contrairement aux logiciels de simulation comme HOMER, nous n’avons jamais fixe´ de stra-
te´gie de controˆle pour optimiser les SHDEB des sites e´tudie´s. Nous avons au contraire trouve´
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une strate´gie semblant mieux adapte´e a` chaque site puisque pour tous les exemples de sites,
nous avons fourni des SHDEB moins dispendieux que ceux des logiciels de simulation avec
notamment une diminution de 2 a` 5 % de la consommation de diesel.
Le data mining parait profite´ d’une certaine logique dans la re´partition optimale de la PLNE
pour fournir une strate´gie plus approprie´e au site et donc plus efficace. Notre approche semble
assez robuste pour eˆtre ge´ne´ralise´e a` la plupart des sites isole´s afin de trouver leur dimen-
sionnement et leur propre strate´gie de controˆle.
7.2 Limitations de la solution propose´e
Nous avons limite´ notre mode´lisation pour rester comparable au logiciel HOMER et pour
des raisons de temps de re´solution. Certaines hypothe`ses, que nous avons duˆ prendre, dimi-
nuent le re´alisme de la mode´lisation de PLNE. On peut citer l’hypothe`se de consommation
line´aire de diesel des ge´ne´ratrices qui pose une efficacite´ constante de celles-ci. Dans la re´alite´
les ge´ne´ratrices sont plus efficaces autour de 0,8 % de taux d’utilisation. Certains effets sur
la batterie pouvant eˆtre signifiants ont aussi e´te´ omis.
Nous nous basons sur des donne´es horaires d’une anne´e de vitesse de vent et demande qui
sont des donne´es historiques ou cre´e´es pour correspondre aux caracte´ristiques du site isole´.
Cette approche de´terministe se base sur la re´pe´tition en moyenne des donne´es a` travers le
temps. Nous ne pouvons cependant pas assurer une telle re´pe´tabilite´.
Nos connaissances et recherches en matie`re de data mining restent limite´es et la strate´gie que
nous avons obtenu ne repre´sente suˆrement pas suffisamment la re´partition optimale.
Notre mode`le est a` intervalles horaires et ne peut pas prendre en compte la stabilite´ e´lectrique
du syste`me. La stabilite´ peut pourtant s’ave´rer cruciale pour la faisabilite´ de tels projets de
SHDEB. Notre e´tude doit donc eˆtre obligatoirement suivie par une e´tude sur ces phe´nome`nes
de stabilite´.
7.3 Ame´liorations futures
Maintenant que nous savons que notre approche donne des re´sultats concluants, nous
pouvons aller au dela` de la comparaison avec HOMER. Il faut ainsi modifie´ notre mode`le
PLNE pour qu’il soit plus re´aliste avec les diffe´rents ajouts possible de la partie mode´lisation
additionnelle 4.8. La plus grande avance´e serait la prise en compte des cycles de charge de
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la batterie pour le calcul de sa dure´e de vie. L’ajout de cette mode´lisation ne peut pas se
faire sans l’ajout de variables binaires ou entie`res et il faudra donc surement s’inte´resser a`
des techniques de re´solution plus pousse´es.
La prise en compte de la dure´e de vie des batteries avec leurs cycles de charge, l’efficacite´
variable des ge´ne´ratrices et les autres ajouts possibles augmentant le re´alisme donneront
tre`s certainement encore plus d’importance et de be´ne´fices a` la recherche de la strate´gie de
controˆle par data mining.
Ce data mining devra d’ailleurs eˆtre ame´liore´ en se´lectionnant de meilleures informations sur
le syste`me et en inte´grant de la pre´vision me´te´orologique et de la pre´vision de la demande a`
partir de donne´es passe´es afin de se rapprocher le plus possible de la re´partition optimale.
Enfin pour ame´liorer la robustesse de notre approche OGESO, il faudrait faire un travail sur
les donne´es d’entre´e et par exemple prendre plusieurs anne´es repre´sentatives de donne´es au
lieu d’une seule. L’autre solution serait d’implanter OGESO dans le controˆleur pour calculer
fre´quemment une strate´gie de controˆle et donc toujours eˆtre adapte´ a` la demande et au vent
du site isole´.
7.4 Les sites isole´s dans le futur
Nous serons environ 9 milliards d’eˆtres humains sur la terre en 2050. Cette croissance
aura surtout lieu dans les pays e´mergents et les pays en voie de de´veloppement. Dans ces
pays l’e´lectrification est un des de´fis le plus important puisque la consommation e´nerge´tique
est l’un des indicateurs/facteurs cle´ du de´veloppement d’un pays. On estime aujourd’hui que
le de´fi de l’e´lectrification repre´sente environ 2 milliards de personnes. Une bonne partie de
cette population se situe dans des zones rurales ou isole´es qui n’ont pas acce`s au re´seau d’ap-
provisionnement d’e´lectricite´ nationaux.
En outre, de plus en plus d’habitations se veulent inde´pendantes et auto-suffisantes e´nergi-
quement. On peut parler des quartiers ou maisons vertes ou` l’on fournit l’e´lectricite´ graˆce a`
de nombreuses sources renouvelables diffe´rentes et ou` la connexion au re´seau de distribution
permettrait de vendre l’e´lectricite´ en surplus.
Que ce soit dans les pays de´veloppe´s ou ceux en de´veloppement, il y aura donc de nombreux
sites isole´s a` optimiser.
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ANNEXE A
HOMER
Pre´sentation :
Les explications suivantes de´coulent de l’utilisation personnelle du logiciel HOMER, des
lectures du Site internet d’HOMER, du Support d’HOMER ainsi que d’une description de
son mode`le Lambert et al. (2006)
HOMER est un logiciel de´veloppe´ par la NREL (agence du de´partement de l’e´nergie des E´tats-
Unis). La conception a commence´ en 1992 comme l’une des re´ponses au sommet de la Terre
de Rio 1992 pour l’implantation des e´nergies renouvelables aux E´tats-unis. D’abord re´serve´
uniquement a` NREL, le logiciel fut ouvert au public en 1997 sous une version Windows. En
2009, la compagnie HOMER Energy, LLC a e´te´ cre´e´ dans le but de commercialiser le logiciel.
Figure A.1 Logiciel HOMER, c© Homerenergy.
Ce logiciel est aujourd’hui une re´fe´rence dans l’e´tude de rentabilite´ de projet avec e´nergie
renouvelable. Il peut eˆtre utilise´ a` la fois pour des sites isole´s mais aussi pour des sites relie´s
a` un re´seau de distribution. Il connait un grand succe`s puisque, fin 2012, il e´tait utilise´ dans
plus de 193 pays et par plus de 80 000 personnes.
Utilisation :
Le logiciel est simple a` prendre en main et la multitude de syste`mes hybrides possibles
lui donne une grande flexibilite´. Nous de´velopperons uniquement le syste`me hybride diesel
- e´olien - stockage, sujet de notre maitrise. On explique ci dessous comment fonctionne le
logiciel :
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1. Se´lection des composants de notre syste`me : demande e´lectrique, e´olien, ge´ne´ratrice
diesel, batterie, convertisseur.
2. Renseignement de la demande e´lectrique, des conditions me´te´o 1 2 et autres donne´es du
projet : dure´e de vie, taux d’actualisation, prix du diesel, type de fuel ...
3. Choix du constructeur et mode`le 3 de l’e´olien, ge´ne´rateur diesel, batterie, convertisseur.
4. Pour chaque e´le´ment on indique a` HOMER de combien d’unite´(s) il peut disposer.
Exemple : de 0 a` 3 ge´ne´ratrices diesel, de 2 a` 3 e´oliennes, etc .. Chaque simulation re-
pre´sentera alors une combinaison possible des e´le´ments. Ainsi le nombre de simulations
est :
Nsimulation = ∆Noliennes ·Ngnratrices ·Nbatterie ·Nconvertisseur (A.1)
Avec Ni le nombre de possibilite´s pour le composant i. Exemple : 0 a` 3 ge´ne´ratrices
diesel, 0 a` 2 e´oliennes, 0 a` 4 modules de batteries et 1 a` 2 convertisseurs possibles alors
Nsimulation = 4 · 3 · 5 · 2 = 120 simulations.
5. Lancement des calculs.
Mode`le :
On explique ci-dessous comment la simulation fonctionne graˆce a` la strate´gie de controˆle
d’HOMER(figure A.2) :
1. Pour chaque incre´ment, HOMER connaˆıt la demande et le vent, il calcule alors l’e´nergie
e´olienne E qui est celle que nous ne pouvons pas moduler (« undispatchable »).
2. Si l’e´olien est suffisant ( E > D), alors l’e´olien fourni la demande et charge la batterie
avec l’e´ventuel exce`s. Si la batterie est pleine l’exce`s sera perdu/e´vacue´.
3. Si l’e´olien est insuffisant (E < D), alors il faut se tourner vers les deux sources mo-
dulables (« dispatchables »). Elles sont plus complexes a` mode´liser car il faut choisir
laquelle on utilise et de combien. Il nous a fallu tester le logiciel pour conclure qu’HO-
MER ne permet pas d’utiliser la ge´ne´ratrice diesel en meˆme temps que la de´charge
de la batterie. Ainsi HOMER fait un choix strict entre ces deux sources. Il le fait sur
son crite`re du couˆt minimum compose´ d’un couˆt fixe en $/h et d’un couˆt marginal en
$/kWh (Lambert et al. (2006)) voir A.3. Il prendra la source qui a le plus bas couˆt
1. HOMER fonctionne sur un horizon d’un an d’incre´ments une heure.
2. Si on entre un lieu a` HOMER, il prendra les donne´es me´te´o National Aeronautics and Space Adminis-
tration (NASA) de ce lieu.
3. HOMER posse`de une bonne base de donne´es de produits existants mais on peut toujours rentrer les
propres caracte´ristiques de chaque e´le´ment.
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Figure A.2 Strate´gie Homer
pour la puissance qu’il doit fournir. Dans cette exemple, en dessous de 20kW a` fournir,
HOMER choisira la batterie alors qu’au dessus il choisira le ge´ne´rateur diesel.
4. S’il choisit la batterie alors il de´chargera exactement l’e´nergie manquante.
5. S’il choisit la ge´ne´ratrice diesel alors il peut suivre une des 2 options rentre´es par
l’utilisateur :
– « Load following » : La ge´ne´ratrice diesel fournit exactement l’e´nergie manquante.
– «Cycle charging » : La ge´ne´ratrice diesel fonctionne pour fournir l’e´nergie manquante
mais aussi pour recharger les batteries suivant deux autres options :
– « set-point state of charge » active´ : La ge´ne´ratrice diesel fonctionnera jusqu’a` avoir
recharge´ la batterie a` une certaine capacite´ et interdira la de´charge tant que cette
capacite´ n’est pas atteinte. Cette option permet d’e´viter de charger et de´charger a`
faible niveau de capacite´, ce qui abˆıme fortement la batterie.
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Figure A.3 HOMER couˆt sources « dispatchable », c© Lambert et al. (2006).
– « set-point state of charge » de´sactive´ : La ge´ne´ratrice diesel peut s’arreˆter a` la fin
de l’incre´ment.
6. Une fois que l’on connait les flots d’e´nergie pour chaque e´le´ment, on est capable d’avoir
toutes les information pour calculer les diffe´rents couˆts par anne´e, les actualiser pour
obtenir une valeur nette du couˆt du projet.
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ANNEXE B
EXEMPLE DE STRATE´GIE DE CONTROˆLE
Figure B.1 Exemple de strate´gie de controˆle, c© Garcia et Weisser (2006).
