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Abstract--The purpose of this paper is to introduce a new technique for the parallel solution of linear 
systems by iterative methods, attaining the bound O(log 2 n), and consisting of the acceleration of given 
convergent iterative methods. 
1. INTRODUCTION 
In this paper we present a new technique for the parallel solution of n × n linear systems based 
on the acceleration of given iterative methods. If r denotes the spectral radius of the matrices 
associated to such given methods, then our approach attains the time bound 
O (log(1 / - log r)log n). 
Moreover, by assuming the spectral radius of the matrices associated to the iterative methods 
to have the value 
1 - l / f (n) ,  with f (n )  = O(n°°)). (1) 
We obtain the bound O (log 2 n) for the parallel inear systems olution. Note that two methods are 
known for parallel matrix inversion in time O(log 2 n), namely Csanky's method [1], and the more 
recent Pan and Reif technique [2]. 
In the next section we describe the acceleration procedure, and we show how it can be applied 
to solve a general inear system; in Section 3 we present he application of such results to the 
solution of linear systems arising by the discrete approximation of elliptic partial differential 
equations, whose associated matrices verify condition (1). 
2. MAIN RESULTS 
In this section we present a technique to parallelize iterative methods for the solution of linear 
systems. Consider first the following result. 
Proposition 2.1 
Let A be an n x n nonsingular matrix. The linear system 
Ax = b, (2) 
can be transformed into an equivalent linear system 
x = Px + q, (3) 
with r (P )< 1, in time O(log2n) on O(n 3) processors. 
Proof  At first system (2) can be transformed into 
AT Ax  = Arb,  (4) 
in time O(log n) on O(n 3) processors. 
The coefficient matrix of equation (4) is symmetric and positive definite. Therefore it is possible 
to apply the Gauss--Seidel splitting, obtaining a system of the type (3), with r (P )< 1 [3-5]: 
P =L- IU ,  
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where L(U) is the lower (strictly upper) triangular part of A TA. The thesis follows by observing 
that inversion of the triangular matrix L can be performed in time O(log 2 n) on O(n 2) processors 
[1], and the computation of P and q in time O(logn) on O(n 3) processors. •
Note that if the matrix A is diagonally dominant, then the system (3) can be obtained in O(1) 
time on n 2 processors, by applying the Jacobi method. 
It is now useful to write the following Lemma. 
Lemma 2.1 [6] 
Given the linear system x = Px + q, with r(P) < 1, the number of steps h of the iterative method 
xi+ ~ = Pxi + q, i = O, 1 . . . . .  
needed to reduce the norm of the initial error vector x - x0 by a factor s is given by 
h ~- - log  s/log r(P). 
We are now able to present our main result. 
Proposition 2.2 
The solution of a linear system of the form 
x=Px+q,  with r=r (P )< l ,  
can be computed in O(log(-1/ log r)log n) on O(n 3) processors. 
Proof. The linear system x = Px + q is equivalent to 
k- I  
x = pkx + ~ piq, for any integerk/>l .  
i=0  
The parallel computation of both P = pk and 
k- I  
0 = E e 'q 
i=O 
can be performed in time O(logn log k) on O(n 3) processors [2]. 
By Lemma 2.1 it follows that the iterative method 
Xi + 1 = Px i  ~- 
requires O(1/k ( - log  r)) steps. Therefore the solution of system (3) can be obtained in time 
cl log n/k ( - log  r) + c2 log n log k, 
on O(n 3) processors, for any k i> l, and for suitable constants Cl, c2. The thesis follows by choosing 
k = O(1/ ( - logr) ) .  • 
3. FURTHER RESULTS 
In this section we apply the results of Section 2 to matrices for which the spectral radius is a 
function of the dimension, e.g. matrices arising by the finite difference approximation of partial 
differential equations. We have the following. 
Proposition 3.1 
The solution of an n x n linear system of the type (3), with 
r(P) = 1 -- 1/f(n). 
where f (n)  is an increasing function of n, can be computed in time O( logf (n) logn)  on O(n 3) 
processors. 
Proof. This follows from the results of Section 2, and from the fact that, asymptotically, 
- l ogo  - 1I f (n) ) -  1/f(n). • 
In the following we will show the application of Proposition 3.1 to problems verifying condition 
(1). 
Solution of linear systems 633 
Consider the matrix A. associated with the finite difference approximation to the two- 
dimensional Poisson problem in a square region, with Dirichlet boundary conditions, namely 
A. = 
H - I  0 
- I  H - I  
0 - I  
H 
0 - I  
, 
- I  
H 
where H is the n x n matrix defined by 
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The spectral radius of the Jacobi matrix J associated to A, is given by r( J )  = cos n/(n + 1) 
- 1 - rr2/2(n + 1) 2. 
Therefore the Jacobi method requires roughly O (n 2) steps, while by Propositions 2.2 and 3.1, 
it is possible to construct an iterative method with a constant number of steps, and then to solve 
the original linear system with running time O(log 2 n). 
In Refs [7, 8], Smith and Herlich present iterative methods to solve the biharmonic difference 
equations, whose associated matrices have spectral radius 1 - 1/O(n) and 1 - 1/O(v/n ), respect- 
ively. By Lemma 2.1 such methods require O(n)  and O(x/~ ) steps, while applying Proposition 3.1 
we produce algorithms working in time O(log 2 n). 
More generally, note that Proposition 3.1 implies an upper bound O(log2n) to the parallel 
complexity for the solution of linear systems, provided that f (n )  is upper bounded by a polynomial 
on n. Note that such assumption can be proved to be equivalent to the one made on the condition 
number in Ref. [2]. 
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