Sustainable management of groundwater resources under changing climatic conditions require an application of reliable and accurate predictions of groundwater levels. Mechanistic multi-scale, multi-physics simulation models are often too hard to use for this purpose, especially for groundwater managers who do not have access to the complex compute resources and data. Therefore, we analyzed the applicability and performance of four modern deep learning computational models for predictions of groundwater levels. We compare three methods for optimizing the models' hyperparameters, including two surrogate model-based algorithms and a random sampling method. The models were tested using predictions of the groundwater level in Butte County, California, USA, taking into account the temporal variability of streamflow, precipitation, and ambient temperature. Our numerical study shows that the optimization of the hyperparameters can lead to reasonably accurate performance of all models, but the "simplest" network, namely a multilayer perceptron (MLP) performs overall better for learning and predicting groundwater data than the more advanced long short-term memory or convolutional neural networks in terms of prediction accuracy and time-to-solution, making the MLP a suitable candidate for groundwater prediction.
Introduction
The massive amount of data obtained from field observations and computer simulations has resulted in heightening an interest in the application of machine learning (ML) models and artificial intelligence to interpret observational data, detect patterns, and derive operational decisions related to management of water resources. Although scientists have been exploiting ML tools for image recognition [1] , development of autonomous vehicles [2] , inferring physical and chemical phenomena [3] , and many more, their application for hydrological predictions is still limited.
Selecting an appropriate ML model is a challenging problem and the model architecture needs to be designed with an optimal set of hyperparameters. For example, in deep learning models, we have to adjust, among others, the number of hidden layers and nodes per layer, the type of activation functions, and the learning rate. Once these hyperparameters have been set, a very large-scale global optimization problem has to be solved in which we fit the learning model to the data by optimizing the network's weights. Stochastic optimization methods such as stochastic gradient descent [4, 5] or the ADAM optimizer [6] have been successfully used for this task. In practice, the hyperparameters are often tuned "by hand", i.e., a set of hyperparameters is chosen, perhaps at random or based on previous experience, and then the ML model's weights are optimized. If the model does not perform as desired (e.g., in terms of accuracy, or time needed for making predictions), another hyperparameter set is used, and so on. One of the drawbacks of this approach is that training the model can be computationally expensive and, depending on the dataset, may require from a few minutes to several hours of compute time. Thus, if the process is not automated, the scientist is likely to spend a lot of their valuable research time on thinking about which parameters to choose and waiting for the results to come back. Moreover, the final hyperparameters chosen in this fashion are usually not optimal.
In this article, we focus on the problem of ML model selection and hyperparameter optimization (HPO) for a pressing application problem of predicting daily groundwater levels in California (CA), United States, for groundwater wells that are affected by streamflow and climatic changes. Although there are approaches other than ML, such as traditional time series forecasting like ARIMA and regression methods, they are not suitable for making daily predictions due to the non-stationary nature of the groundwater levels.
Usually, ML models are used when we have massive amounts of data, requiring high performance computing (HPC) to train and use the models. Local groundwater management agencies, who are the target groups of our methodology, however, usually do not have access to HPC facilities, and the amount of available data to train ML models is relatively low (few years of time series data). Our goal is therefore to identify and optimize the hyperparameters of deep learning models that are light-weight enough to be trained and run on a laptop or simple desktop computer.
To date, only a few systematic approaches have been developed to automate HPO in learning models. This includes the widely-used random and grid search approaches [7] . However, the grid search does not scale well with the number of hyperparameters in the model. Ilievski et al. [8] use a deterministic surrogate model algorithm based on radial basis functions to tune the hyperparameters of deep neural networks. The authors show the performance of the method on image data only, and it is unclear if the results can be generalized to time series data. Snoek et al. [9] developed a Gaussian process (GP) based algorithm for HPO, and the authors investigate how the choice of the GP kernel and the GP's own hyperparameters can influence the performance of the ML model. Bergstra [10] used Bayesian methods for HPO. Bayesian optimization has also been used by [11] to train support vector machines and convolutional neural networks (CNNs) for large data sets. The authors train their learning model on a subset of the data in order to decrease the amount of required training time. The developers of Auto-Keras [12] also used Bayesian optimization with a new type of kernel for the GP model, and a new acquisition function that enables the optimization of network morphism. The disadvantages of Bayesian optimization and GPs, in general, are the underlying assumptions that are made regarding the distributions of the errors and the covariance structure, which is usually not available a priori. Moreover, GPs do not scale very well with the number of observations because optimizing the GP's own hyperparameters becomes computationally expensive. Another approach to HPO is the use of genetic algorithms. For example, the Multinode Evolutionary Neural Networks for Deep Learning [13] tool uses a genetic algorithm and support vector machines for tuning the hyperparameters of CNNs. Evolutionary algorithms are known to require hundreds to thousands of function evaluations to find a solution. In our setting, this is not feasible to do. The authors of HyperNOMAD [14] extended the NOMAD algorithm [15] to automatically optimize the hyperparameters and the learning process of deep neural networks using the mesh adaptive direct search. The authors show the performance of HyperNOMAD on image data. Finally, surrogate models have been used for the automated HPO of deep learning models by [16] . Their strategy is based on exploiting high performance computers and asynchronous computations to evaluate a large number of model architectures, which is in our setting not applicable.
In this article, we investigate which ML models are best suited for the task of learning and predicting time-series data and which HPO methods lead to the best model performance fastest. Here, we take into account the accuracy of the models in terms of their ability to repredict observed groundwater measurements as well as the time it takes to find the best hyperparameters for each model. We analyze the performance of a long short-term memory recurrent neural network (LSTM), a multilayer perceptron (MLP), a simple recurrent neural network (RNN), and a convolutional neural net (CNN).
In order to find the best hyperparameters, we pose the problem as a bilevel black-box optimization problem since the objective function (model performance) is not given in closed form. In fact, the objective function evaluation requires solving an often computationally expensive optimization subproblem (the model fitting problem). Our goal is to find the best hyperparameters within as few expensive evaluations as possible.
To this end, we use two types of adaptive, derivative-free surrogate model algorithms, namely one based on radial basis functions (RBFs) and one based on GPs. We compare the surrogate model approaches for HPO to the widely used method of randomly sampling the hyperparameter space. We demonstrate the application of the surrogate model approaches for a groundwater prediction application. Here, we consider two cases: one, in which we use a single groundwater observation well, and the second, in which we use multiple groundwater observation wells for model training and predictions.
The remainder of this paper is organized as follows. In Section 2, we introduce the mathematical problem description of HPO. We describe the details of the surrogate model based optimization algorithms in Section 3. In Section 4, we briefly review the learning models we use in our numerical experiments. In Section 5, we provide the details of the groundwater prediction problem, and we describe the setup and the results of our numerical experiments. Finally, Section 6 concludes the paper and outlines future research directions. Supplemental materials contain additional data and results of numerical experiments.
Mathematical Problem Description of Hyperparameter Optimization
The problem of finding the best parameters of a learning model can be stated as a bi-level optimization problem where we optimize the d hyperparameters (model architecture), θ = [θ (1) , . . . , θ (d) ] T , at the upper level and at the lower level we fit the model to the data. We divide the dataset D into training data D train and testing data D test . At the upper level, we optimize a loss function over the hyperparameters for D test :
Here, the weights w * are the optimized weights obtained from solving the lower level optimization problem over D train given the current network architecture θ:
The domain in which the d hyperparameters live is defined as:
where I i denotes a discrete set of values that can be assumed by parameter θ (i) . The domain W over which the weights are optimized is continuous. We use the notation L(w; θ, D train ) in (2) to indicate that we optimize over the parameters w given a set of parameters θ and the training data set D train .
Our assumption that all hyperparameters can only assume a limited number of values is motivated by practical considerations. Some parameters, such as the number of network layers and the number of nodes per layer can only be integers. Other parameters, such as the dropout rate can range between 0 and 1. However, in practice, only a finite number of options is considered for all hyperparameters due to limited resources and an assumption that very small changes in these hyperparameters are not likely to affect the performance of the learning model significantly. Therefore, we also make the assumption here that we only have a limited number of choices for all hyperparameters. If we allowed some variables to live in the continuous space, the number of possible solutions increases and it would likely lead to a higher number of required optimization iterations to find the optimal hyperparameters. This, in turn, will increase the total time to solution, which would be an undesirable effect for our target application.
The loss functions and L in equations (1) and (2) may be the same, for example, a root mean squared error between the data (actual value) and the fitted model (estimated values), but they may also be different depending on the goal of the analysis. For example, the upper level function could also include a regularization term to encourage model simplicity or low training and prediction times. In order to obtain the objective function value (θ, w * , D test ) for a certain architecture θ at the upper level, we have to solve the fitting problem (2) at the lower level. The lower level problem is usually a difficult large-scale global optimization problem and stochastic optimizers are commonly used to solve it. Due to the stochasticity of the optimization method, solving problem (2) twice for the same hyperparameters but with different random number seeds will in general lead to two different solutions. Therefore, the upper level problem can be considered as a stochastic optimization problem. In order to obtain a good estimate of for a given θ, the lower level problem should be solved several times, and thus instead of minimizing at the upper level, we minimize its expected value E ζ [ (θ, w * (ζ), D test )] where ζ is a random variable that encodes the randomness due to the lower level optimizer. Depending on the application, it might also be appropriate to minimize the worst case loss. The final optimal solution w * as well as the best hyperparameter choice θ * depend on ζ. Solving the lower level optimization problem is in general time-consuming and, depending on the network architecture (defined by θ), may require many minutes to hours (a large number of layers, nodes, and epochs lead to long compute times at the lower level). This compute time requirement restricts how many times the lower level problem can be solved for each hyperparameter set in order to obtain statistically significant point estimates of the expectation value.
Due to the problem structure described above, there is no algebraic description of the upper level available (black-box) and neither is gradient information. The loss function is generally multimodal with several local and global optima. Therefore, HPO requires an efficient, gradient-free, global optimization method.
Surrogate Models for Efficient Hyperparameter Optimization (HPO)
Surrogate model-based derivative-free optimization algorithms have been developed to efficiently solve computationally expensive black-box problems. A surrogate model m approximates the costly objective function [17] : (θ) = m(θ) + e(θ), where e(·) denotes the difference between the true objective and the surrogate approximation. Here we omit the dependence of on w * (ζ) for ease of notation and because we are only interested in approximating the relationship between θ and the corresponding value of , in which the optimization over the w's is implied.
Most surrogate model optimization algorithms have been developed for problems with continuous parameters, which are constrained only by lower and upper bounds, see, e.g., [18, 19, 20, 21] . However, there are some algorithms for problems with other characteristics such as computationally expensive-to-compute constraints [22, 23, 24] , integer constraints on all parameters [25] , mixed-integer parameters [26, 27, 28, 29] , multiple conflicting objectives [30, 31] , hidden constraints [32, 33] , and multiple levels of objective function fidelity [34, 35] .
Many difficult optimization problems have been tackled successfully using surrogate model methods, e.g., in the structure optimization of nanomaterials [36] , in cloud simulations [37] , in climate modeling [38] ; in watershed water quality management [22] , and in aerodynamic design [39] .
In this article, we will use a surrogate model approach for optimizing the hyperparameters of deep learning models. We assume that all parameters are restricted to only a finite number of possible values as discussed in Section 2. We implement and compare two different approaches: (a) a radial basis function (RBF) as surrogate and a weighted score to iteratively select sample points (similar to SO-I [25] ); (b) a Gaussian process (GP) model and an expected improvement [21] acquisition function, which we optimized over an integer lattice, using a genetic algorithm to iteratively generate a new sample point (a new set of hyperparameters θ).
Global surrogate model algorithms generally follow the same structure: (1) Generate an initial experimental design and evaluate the expensive objective function at the selected points; (2) Use all input-output data pairs to compute the parameters of the surrogate model; (3) Optimize a computationally cheap auxiliary function on the surrogate model to determine the next point in the parameter space where the expensive objective will be evaluated. We iterate between steps (2) and (3) until a stopping criterion has been met. Natural stopping criteria include a maximum number of allowed function evaluations, a maximum CPU time, or a maximum number of failed iterative improvement trials. In step (2) , different types of surrogate models can be used, such as GP models [40] , RBFs [41, 42] , or polynomial regression models [43] . Different methods have been developed for iteratively selecting new sample points. For example, [21] maximized an expected improvement criterion, [19] used a stochastic sampling approach, and [18] minimized a "bumpiness" measure. In this article, we compare the performance of the expected improvement criterion and the stochastic sampling when all parameters are assumed to be integer values. The pseudocode of the hyperparameter optimization method is shown in Algorithm 1, and the individual steps are described in more detail in the following subsections.
Algorithm 1 Algorithm for computationally expensive HPO of learning models 1: Prepare hyperparameters for optimization: Map the finite set of possible values to a sequence of consecutive integers, denote this domain by Ω. 2: Initial design: Create an initial experimental design with n 0 points Θ = {θ 1 , . . . , θ n0 } by randomly selecting integer-valued vectors from Ω. For each θ j ∈ Θ, compute the upper level objective function value ( (θ j )) by solving the lower level problem (2). 3: Set n ← n 0 . 4: Adaptive sampling: 5: Use all input-output pairs {(θ j , (θ j ))} n j=1 to compute the parameters of the surrogate model. 6: Optimize an acquisition function to select the next evaluation point θ new .
7:
Solve the lower level problem (2) to obtain the objective function value at θ new .
8: Set n ← n + 1 and go to Step 5. 9: Stop when the termination condition is satisfied.
Step 1: Preparing the Hyperparameters for Optimization
When preparing the hyperparameters in Step 1, we have to take into account that they may live on very different ranges. For example, the dropout rate can range between 0 and 1. If we only consider the values {0, 0.1, 0.2, . . . , 0.9, 1} as the finite set of possible values, we map these values to {0, 1, 2, . . . , 10}. On the other hand, the batch size may vary between 50 and 550 in steps of 50 ({50, 100, 150, . . . , 550}). In this case, we map these values to {1, 2, 3, . . . , 11}, and so on, thus decreasing the difference in parameter ranges 1 . We denote the mapped set of possible integer-valued vectors by Ω. To evaluate the loss function, we map the parameters back to their original values, e.g., by multiplying with 0.1 and 50, respectively, for the two examples above.
Step 2: Initial Experimental Design
In Step 2, we generate n 0 randomly selected initial points from Ω at which we will evaluate the upper level objective function. These points satisfy the integer constraints by definition. For each point in the initial design, we solve the lower level problem N = 5 times and compute the upper level objective function as the average of N evaluations. These N evaluations can be done in parallel to reduce the required evaluation time. In general, N can be increased., depending on the expected function evaluation time.
Steps 4-9: The Adaptive Sampling Loop
During the adaptive sampling loop, we compute the parameters of the surrogate model using all previously evaluated points (which is different from trust region type methods that may use a subset of the evaluated points). Generally, any surrogate model can be used in the algorithm. We consider RBFs and GPs in this article. In the following, we describe the details of these surrogate models and the associated adaptive sampling methods.
Radial Basis Functions and Stochastic Sampling Our first approach ("RBF approach") to the HPO of learning models is based on RBF models with a cubic kernel. These models have previously been shown to perform well for various optimization problems including problems with integer constraints, see e.g., [22, 36, 44] . RBFs have the general form
where θ j , j = 1, . . . , n, are already evaluated points, ϕ(r) = r 3 is the RBF function with a cubic kernel (other kernels are possible, see e.g., [18] ), · 2 denotes the Euclidean norm, and p(θ) = β 0 + β T θ is a linear polynomial tail. The parameters λ 1 , . . . , λ n , β 0 , and
T are determined by solving a linear system of equations:
The matrix in (5) is invertible if and only if rank(P) = d + 1 [41] , where d denotes the problem dimension. Here, w * j is the optimal weight vector (lower level solution) corresponding to the jth evaluated parameter vector θ j .
In order to identify the next sample point, we find the point
. . , n} that has the lowest objective function value. Then, we generate a large number M = 500 of candidate points by perturbing each value of the best point found so far by either adding or subtracting a value randomly chosen from {1, 2}. Larger perturbation values can be chosen, but in our target application, the parameter ranges are relatively small, and, thus, a maximum perturbation of 2 is reasonable to prevent creating too many candidate points lying outside the upper and lower bounds. However, if the perturbed point falls outside of Ω, we reflect it over the corresponding boundary to the inside of Ω. The points created by perturbation enable a local search around θ best . In addition, we generate a second set of candidate points by randomly selecting another M points from Ω. These points represent our global search.
In order to select the next evaluation point θ new from these two sets of candidate points, we follow the ideas of [19] in which two scores are computed for each point, namely the distance to the already evaluated points (distance score) and the objective function value as predicted by the RBF surrogate (RBF score). We compute a weighted sum of both scores and the candidate point that achieves the best weighted sum will become the next evaluation point (for details, see the online supplement Section A). By placing a large weight on the distance score, we give more weight (i.e., importance) to preferentially sample points, which are far away from already sampled points (global search). If the weight for the RBF score is large, we preferentially sample points with low predicted objective function values. This represents a local search, because points with low predicted objective function values are usually in the vicinity of the best point found so far. Note that candidates that have already been evaluated previously are discarded. Thus, if we did not have a stopping criterion and sampling continued, the globally optimal solution would eventually be found, following a simple counting argument.
Gaussian Process Models and Expected Improvement Our second approach (GP approach) to the HPO of learning models is based on GP models and expected improvement sampling [21] over an integer lattice. According to a literature review, GP (or kriging) models have been widely used as surrogate models to approximate expensive-to-compute objective functions. By definition, GP models not only provide a prediction of the function values at unsampled points, but also an estimate of the associated uncertainty. In kriging, we treat the function we want to approximate like the realization of a stochastic process, and write the surrogate as m GP (θ) = µ + Z(θ).
Here, µ represents the mean of the stochastic process and Z(θ) is distributed as N (0, σ 2 ). Thus, the term Z(θ) represents a deviation from the underlying global model (the mean). In kriging, we assume a correlation between the errors, which is based on the distance to the other points. At an unsampled point θ new , the kriging prediction is treated like a realization of a random variable M GP (θ new ) that is normally distributed with mean µ and variance σ 2 . The correlation between two random variables Z(θ k ) and Z(θ l ) is defined as
where γ i determines how fast the correlation decreases in the ith dimension, and q i reflects the smoothness of the function in the ith dimension (we use q i = 2 for all i). We denote by R the n × n matrix whose (k, l)th element is given by (8) . The kriging parameters µ, σ 2 , and γ i are estimated by maximum likelihood. Then, the prediction at a new point θ new is defined as
where 1 is a vector of ones of appropriate dimension and as in (6) and
The corresponding mean squared error is
From the properties of the GP model, we can now define an expected improvement function which we use to iteratively select a new sample point θ new . We denote by L a random variable that represents our uncertainty about the function value. Its mean and variance at a point θ are defined by the kriging predictor, namely m GP (θ) and s 2 (θ). We denote by best = (θ best ) the best function value we have found so far during the upper level optimization. If the value L is less than best , we have an improvement I = best − L. The expected value of this improvement is computed as
where
and Φ and φ are the normal cumulative distribution and density functions, respectively, and s(θ) = s 2 (θ) is the squared root of the mean squared error. In order to select the next evaluation point θ new , we have to maximize the expected improvement. Since the maximum argument will not necessarily fall onto a point that satisfies the integer constraints, we have to maximize the function over an integer lattice. Therefore, we use a genetic algorithm (see [45] for introducing genetic algorithms), which returns an integer-feasible point θ new ∈ Ω at which we do the next expensive function evaluation.
Algorithm Parameters
Our algorithm has several parameters that can be adjusted and may impact the results of our simulations. In our numerical experiments, we use n 0 = d + 1 points as the number of initial experimental design points. Generally, we would like to use a large number, but the more initial points we use, the fewer points can be acquired iteratively (as the bottleneck is usually the number of allowed evaluations). For each hyperparameter vector, we solve the lower level problem N = 5 times to obtain an estimate of the expected value of the outer objective function. In each iteration, we generate 2M candidate points, with M = 500. If the number of hyperparameters and the number of values each hyperparameter can assume are small, we can alternatively generate candidate points by completely enumerating all possible solutions for which we would then compute the weighted scores or the expected improvement values, and choose the best candidate, but in our HPO setting, this is not applicable due to the huge number of possible solutions (see also Table 2 in Section 5.3).
The weights for the selection criteria in the RBF approach cycle through the pattern {0, 0.25, 0.5, 0.75, 1}. In the first iteration, the weight is 0; in the second iteration, the weight is 0.25, and so on, and after the weight 1 was used, it will be set back to 0 in the next iteration. This cycling enables the sampling to transition from searching locally to globally. As a stopping criterion, we use a maximum number of allowed function evaluations, i.e., a maximum number of network architectures. We set this number to 50.
Review of Learning Models
In this section, we provide a brief review of the different deep learning models that we are using in our numerical study and their associated hyperparameters. These hyperparameters determine the model architecture, and thus how well the model performs in terms of minimizing the loss.
The number of layers, the number of nodes in each layer, the type of activation functions, and the type of optimizer are examples of hyperparameters. Each node in a network layer may have a different activation function. The Rectified Linear Unit (ReLU) activation function, f (·) = max(0, ·), is commonly used. The learning model corresponding to a given architecture (θ) is trained to find the weight vector (w * ) that minimizes the loss L. The optimizers used for this task share the idea of backpropagation [46] which is an iterative method based on gradient descent and the chain rule. Therefore, the number of iterations (=the number of epochs) and the batch size (=the number of samples in the gradient update) are additional hyperparameters that must be determined. Among many existing optimizers, ADAM [6] , Adamax, and RMSprop [47] are widely used. Each of these optimizer has their own hyperparameters such as the learning rate and the decay rate. Finally, a dropout rate (α ∈ (0, 1)) can be set to help prevent overfitting at each layer except for the output layer. The dropout rate means that randomly selected α×(number of nodes in the layer) nodes are ignored during training.
Multilayer Perceptron Model (MLP)
The MLP [48] is a feed-forward neural network that consists of an input layer, at least one hidden layer, and an output layer. It can model nonlinear patterns by introducing multiple layers and nonlinear activation functions that transform input signals. It has been primarily used for classification and function estimation problems [49] . MLPs have been used for, e.g., forecasting drought [50] , estimating evapotranspiration [51] , and predicting water flow [52] . Unlike other statistical models, the MLP does not make any assumptions regarding the prior probability density distribution of the training data [53] .
Convolutional Neural Networks (CNN)
The CNN [54] is also a feed-forward neural network that applies a sliding window filter on the input dataset, and has three main characteristics, namely local connectivity, shared weight, and spatial or temporal subsampling. The local connectivity means that the weighted linear combination is restricted to within the filter (not fully connected ). All local fields share the same weights. The weighted values are transformed with the activation function f (·), and the function returns a feature map. The sub-sampling is an optional step to extract other features in the feature map by reducing its size. An example method of sub-sampling is to pool the data to replace the input by a summary statistic such as the maximum (max-pooling) or mean (avg-pooling) value. The filters can also be used to extract features. The filter can be applied to both the input and the feature map to make deeper neural networks. Finally, the extracted features are fully connected to the output layer. Note that additional hidden layers can be constructed between the final feature layer and the output layer. CNN specific hyperparameters that must be optimized in addition to the ones mentioned at the beginning of Section 4 include the number of filters, the filter size, whether or not to apply sub-sampling, and the method and the size of the sub-sampling.
In practice, CNN's have been used for a variety of application areas ranging from image recognition (e.g., ResNet [55] ) to time series classification [56] , and time series forecasting [57] .
Simple Recurrent Neural Networks (RNN)
Recurrent Neural Networks (RNNs) can represent dynamic temporal behavior by using a directed graph structure between nodes to store sequence representations. The decision an RNN sees at time t − 1 affects the decision at time t. Unlike feed-forward neural networks, which take the entire sequence input as is, the RNN first takes in the output generated from the previous sequence steps (memory) before taking the input step. In the simplest RNN, the memory is carried forward through the hidden state, which is a function of the product of the input at time t and a weight matrix that is added to a product of the hidden state at time t−1 and another hidden weight matrix. The output is a function of the product of the last hidden state and a weight matrix. The activation function in the RNN is a hyperbolic tangent function that allows an increase or decrease in the value of the state. The weight matrices are adjusted by error backpropagation. A drawback of RNNs is that often, despite choosing the optimal set of hyperparameters, errors flowing "backward in time" in a fully connected RNN may either vanish or blow up, which leads to oscillating weights or long training times. RNNs have been used in applications like speech recognition [58] , text generation [59] , and time series forecasting in hydrology [60, 61] , where system memory and context are critical to prediction.
Long Short-Term Memory Recurrent Neural Networks (LSTM)
Long short-term memory networks [62] are an improvement of RNNs and are able to learn long-term dependencies. LSTMs have a structure that allows them to represent temporal behavior and remember previous behavior through a special arrangement of modules. Besides a hidden state, LSTMs also have a cell state that runs through the entire chain and is responsible for storing the long term dependencies. The information flow between the cell state, the hidden state, and the input state is controlled through different types of gates. A simple LSTM unit contains an input gate, an output gate, and a forget gate. The forget gate [63] enables the network to overcome the potentially unbounded growth of cell states when a continuous time series is used. The forget gate is a sigmoid activation function that decides how much information from the previous cell state should be passed to the next. The output from the forget gate is a function of the input, the previous hidden states with their corresponding weight matrices, and a bias vector. It enables resetting the memory blocks once their contents are out of date.
The input gate decides how to update the cell state. The hyperbolic tangent activation function generates new candidate solutions using the weighted input and hidden state and a bias vector. The new cell state is generated from the weighted sum of the previous cell state and the input state. The output gate generates the new hidden state from the new cell state and the input carrying the most recent information.
LSTMs have been used in many different applications, e.g, for language modeling [64] , speech recognition [65] , traffic speed prediction [66] , and time series modeling [67] .
Numerical Experiments
We designed numerical experiments to answer two main questions: (1) Which learning model is best suited for making accurate predictions of groundwater levels? (2) Which HPO method leads to the best results fastest? In order to answer these questions, we use our HPO methods to train and test the learning models on historical observations and we compare the performance of the four learning models to each other. We use the optimized model architectures to predict the future groundwater levels and we compare these predictions to "future" data, i.e., groundwater data that was not used for optimizing the hyperparameters or training the models.
In the following, we describe our groundwater application problem, the data used in the numerical experiments, and the setup and results of the experiments. Additional results and data are provided in the online supplement.
Description of the Groundwater Prediction Application
In California (CA), United States, groundwater has always been an important resource for agriculture, drinking, and other beneficial purposes. An unprecedented multi-year drought endured in the recent past (2012-2016) led to regulations on long-term water conservation and management of groundwater. Our groundwater application is motivated by the 2014 Sustainable Groundwater Management Act (SGMA) [68] in CA, which requires local agencies to manage groundwater to reduce undesirable impacts such as groundwater overdraft leading to unsustainable lowering of groundwater levels.
However, this situation is not unique to CA, and drought severity is expected to increase over many regions with changes in climate [69] increasing the agricultural dependencies on groundwater [70] . There is therefore an increased urgency for time series forecasting of groundwater depths.
Groundwater depths are typically estimated using mechanistic multi-scale, multi-physics simulation models such as MODFLOW, HydroGeoSphere, OpenGeoSys, and TOUGH [71, 72, 73] . However, these models require extensive characterization of hydrostratigraphic properties and accurate quantification of boundary conditions, including recharge sources, climate variability as well as changes in pumping [74] . Such properties, boundary conditions, and parameters are not always known apriori, and some of these parameters may even need to be estimated by solving an inverse problem. Inverse estimation of parameters requires running simulation models repeatedly until an optimal solution is reached, thereby increasing the computational costs substantially [75] . Moreover, these models are not desirable when multiple future climate scenarios and the corresponding groundwater predictions are needed to make actionable decisions for sustainable groundwater management. Thus, it is appealing to use purely data-driven and machine learning methods that can predict the groundwater level changes for a broad spectrum of management-related decision making (e.g., SGMA). Data-informed models as the ones discussed in this article are computationally inexpensive. They can be continually updated as new observations are obtained, and therefore will enable decision makers to respond to changing groundwater levels in a timely manner. Moreover, in some cases data-informed learning models have shown better performance than process-informed simulations, possibly due to deficiencies in model structure from incomplete process representations [76] .
In the groundwater modeling context, artificial neural networks (ANNs) have previously been used for both modeling and prediction purposes (see e.g., [77] ). Most of these applications employ feed-forward networks to predict groundwater level change, changes in water quality, or to optimize pumping well design. More recently, RNNs have been used to predict groundwater levels (e.g., [61, 78] ). While LSTMs are more commonly applied in the field of speech recognition, natural language processing and computer vision, their application is still limited in the field of hydrologic sciences. For example, LSTMs have recently been used to predict changes of river discharge from precipitation across the Continental United States using publicly available datasets [79] . [78] use an LSTM to predict groundwater levels in the Hetao Irrigation District in China. The authors did not use an automated optimization procedure for tuning the hyperparameters and manually tuned the parameters by trial and error. The authors trained their model on 12 years of monthly data (water diversion, evapotranspiration, precipitation, temperature, groundwater depth, time) and show that their LSTM model is able to make accurate predictions for two years into the future.
In this article, we focus in particular on the Butte County watershed in CA. This area belongs to CA's Central Valley, which is one of the largest agricultural lands in the world and produces over 250 crops a year [80] . Butte County is considered a high-priority watershed by SGMA and it is therefore vital to develop tools for groundwater predictions that will enable actionable and timely decision support for the planning and management of groundwater resources in this region in the future.
Observation Data in Butte County, CA, USA
Our study focuses on the Butte County watershed in CA. At this location, we have high-frequency (daily) observations of groundwater levels available for the duration of approximately eight years (2010-2018). We train our learning models on historic daily observations of temperature, precipitation, streamflow, groundwater levels, as well as features such as the week and month of the year that the measurement was taken.
We obtained the groundwater level measurements for particular well sites in Butte County from the California Natural Resources Agency under their SGMA data viewer portal for 2010-2018. The wells are located within a 5km radial distance from each other. We retrieved the daily averaged streamflow discharge at a nearby river site (Butte Creek) from the California Data Exchange Center (CDEC) from the station code BCD: Butte Creek Durham. The daily averaged precipitation and temperature were also obtained from the CDEC website at the Chico weather station. These stations are in close proximity to the groundwater wells and are located within the same Butte Creek basin.
Since there were gaps in the observations for temperature, precipitation, and groundwater levels (e.g., which may happen due to faulty sensors or bad data quality), we imputed the missing values using the R package imputeTS "Time Series Missing Value Imputation" [81] . This package provides state-of-the-art imputation algorithms along with plotting functions for univariate time series missing data statistics. We use the na.seadec function with the Kalman Smoothing and State Space Models algorithm. This algorithm removes the seasonal component from the time series, performs imputation on the deseasonalized time series, and then adds the seasonal component again. To create an uninterrupted time series (due to some faulty data entries at the end of the hydrological year, i.e., end of September), we used the na.locf algorithm ("Imputation by Last Observation Carried Forward") of the imputeTS package.
In the following study, we consider two scenarios, namely a"single well case" and "multi-well case". In the single well case, we train the model on the groundwater levels measured only at a single well and we predict only for this one well. In the multi-well case, we use the groundwater level data from three different wells to train the learning models, and we make predictions for all three wells. Note that we do not train a separate model for each well, but rather we have one model for all three wells. Table 1 shows a summary of the data sources we use in our study. The time series for all variables are shown in the online supplement in Section B. The time series for the groundwater levels at all wells reflect the significant decline in the amount of available groundwater between 2010 and 2016. 
Setup of the Numerical Experiments
We conducted our numerical experiments with python (version 3.7) on Ubuntu 16.04 with Intel R Xeon(R) CPU E3-1245 v6 @ 3.70GHz × 8, and 31.2 GiB memory. We use the Keras package [82] with the TensorFlow [83] backend for our deep learning architectures. For the genetic algorithm in the GP approach we use the DEAP python package [84] . In the genetic algorithm we use 100 generations with 100 individuals each and we use a crossover probability of 0.75. For the GP itself, we use the implementation in Sklearn [85] .
Preparing the Data We divide our observation data into two sets -one for training the models (D train (θ)) and one for testing the models (D test (θ)), i.e., comparing the model's groundwater predictions to the true observations. In our setting, there is a dependency of the number of daily observations used for training and testing the models on a hyperparameter that we are optimizing. This dependency is described in more detail in the following. The model output is the groundwater level for the next day and the inputs are the values of all the variables at the current day and all values at some previous days. More specifically, we define the number of previous days whose data are used as input as a lag number, G. The lag number G means that the variable values of the G previous days are used. This lag thus determines the size of D train (θ) and D test (θ). To illustrate it with an example, suppose that there are a total 5 days of observations and for each day we have measurements of 6 variables. We denote d(t), t = 1, . . . , 5, as the day of the measurement. If the lag G = 1, each sample consists of two days of observations (the current and the previous day) and therefore has 2×6 =12 variable values. The total number of samples we obtain is thus four:
If the lag G = 2, we use the measurements for each variable at the two previous days in addition to the data for the current day, and thus each sample consists of three days and has 3×6=18 variable values. The total number of samples we have is then three:
Thus, as is, the lag would determine the total number of samples for our model input. However, we divide the dataset such that the number of training samples is the same regardless of the lag. In other words, the number of samples in D train (θ) is always the same and the dimension of each sample (= the number of days × the number of variables in each day) varies depending on the lag. The samples that were not used for defining D train (θ) constitute the test set D test (θ). Therefore, the lag determines how much historical information will be used in each sample. By setting the lag as a hyperparameter, the optimization aims to not only find the best network architecture, but also the optimal amount of historical information in each sample that leads to minimizing the outer objective function.
In order to make future groundwater predictions, we use the given values (here from the dataset D test (θ)) of temperature, precipitation, and streamflow discharge and predict the corresponding groundwater levels with the trained models. Because the input groundwater data in D test (θ) are assumed to be unknown, we use the predicted groundwater level value from the model. Therefore, the input groundwater data are dynamically obtained as we make predictions for each additional day.
Before using the variable values for training and testing our learning models, we normalize all variables' values to [0,1]. The reason is that different observed variables affect the groundwater level in specific ways and their values are generally on different ranges. Scaling them to [0,1] enables us to better capture the variables' interactions within the learning models. For the groundwater data, this is, however, not straightfroward. The recent drought in CA has caused the groundwater levels to drop to unprecedented low levels. Thus, for scaling purposes, it is difficult to assign a maximum and a minimum groundwater level as future groundwater levels may go below or above recorded values. We therefore assigned a minimum groundwater level of 0, which here refers to the mean sea level and it is a fair assumption that the water level can never drop below 0 even though this value has never been observed (unless it is located near the sea coast). For the upper bound, we use the maximum observed groundwater level. The reason is that over the past, we have observed a steadily decreasing trend in the amount of groundwater. Although wet years may cause the groundwater levels to go above the maximum recorded values, it is a good choice as it reflects the reality observed so far. Another possible upper limit could be the ground surface elevation (GSE), as groundwater cannot go above the ground. However, the GSE is also a dynamic parameter, as several places in CA suffer from land subsidence due to groundwater withdrawal. For the other variables (temperature, precipitation, streamflow discharge) the scaling is trivial as we have full information of the minimum and maximum values of the whole time series (past observations as well as future predictions). Note that this scaling does not mean that the predicted groundwater levels will be below the chosen maximum, and the future groundwater level predictions can go beyond their historical maximum levels depending on the input values of the other variables.
Replications of Inner and Outer Optimizations and Hyperparameters
The training of the models in the inner optimization and the search for the optimal hyperparameter in the outer optimization both have stochastic elements. For performing the inner large-scale optimization for a given hyperparameter set, we use stochastic optimizers. Therefore, given a specific hyperparameter setθ, we solve the inner problem five times and we define the inner optimization's loss function as the average over these five trials (as an approximation
. The outer optimization also has stochastic elements (in the initial experimental design and in the adaptive sampling methods). Therefore, in order to obtain an average outer optimization performance, we repeat the HPO for each model with each algorithm five times. We allow each HPO method to try 50 different hyperparameter sets.
The hyperparameters we optimize as well as the possible (unscaled) values for each hyperparameter are summarized in Table 2 . We keep the learning and the decay rates at their default values of 0.001 and 0.0, respectively. Note that we restricted the possible number of lags for RNN and LSTM to 60 as both models experience problems with backpropagation when larger lags are used. From a practical perspective, allowing a lag of 365 days seems reasonable as this would allow the model to use the information from a whole year worth of data, and thus recognize seasonality and correlations between the time of the year and the groundwater levels. However, for RNN and also for LSTM, a maximum lag of 365 days was too large, causing problems in training and thus problems in the optimization. We could run the LSTM and RNN five times successfully by restricting the maximum lag to 60 days for the single well case. Although the structure of the networks and their detailed mechanics are different (see Section 4), the number of input/output nodes are formed in the same way. The number of input nodes are the same as the number of variables in a sample. For the earlier example with five days and lag G = 1, all models would have 12 input nodes. The number of output nodes are the same as the number of wells whose groundwater data we are learning, i.e., one for the single well case and three for the multi-well case. For LSTM, we use the ReLu activation function in all the deeper layers except the outer layer. For training the LSTM for a given hyperparameter set, we use the RMSprop optimizer. In the MLP, we also use the ReLu activation function for all nodes except those in the output layer. The nodes of the output layer have the linear activation function because we are dealing with real-valued outputs. We use ADAM for the lower level optimization. During the construction of the CNN, we add a fully connected hidden layer with 50 nodes between the last convolution layer and the output layer. For simplicity, we do not apply the sub-sampling option here. The activation function and the lower level optimizer for the CNN and the RNN are the same as for the MLP. We leave the dropout rate of the recurrent step fixed at 0. Even with our simplifying assumptions that all layers in the model have the same hyperparameter values for the dropout rate, the number of nodes, the number of filters, the filter size, and the large step sizes (e.g., steps of 50 for the number of epochs), we can see from Table 2 (bottom) that the number of possible hyperparameter combinations ranges from hundred thousands to millions. Trying all of these combinations is computationally infeasible, especially in our setting where optimal hyperparameters have to be determined with limited compute resources.
Numerical Results
In the following subsections, we compare the results of our numerical experiments obtained with LSTM, MLP, CNN, and RNN for the single well case. For the multi-well case, we compare only LSTM, MLP, and CNN. We did not include the RNN model for the multi-well case as it suffers from the problems with backpropagation mentioned earlier. It therefore often fails to fit a model to a given architecture. Also, as we will see for the single well results, the RNN performed worst among all learning models. Therefore, we do not include the RNN in the multi-well analysis.
We compare the performance of our two optimization approaches (the RBF approach and the GP approach) with a random sampling (RS) approach for HPO. We illustrate our results in the form of progress plots, time series plots, wall clock time plots, and plots of the distributions of the optimal hyperparameters found in each of the five trials. In addition, we illustrate the models' predictive performance for data in the future that was not used during optimizing the hyperparameters or during training the models. This "out-of-sample prediction" allows us to gain insights into the models' extrapolation performance. We report additional results including tables with the optimal hyperparameter values for each model and each optimization strategy as well as the corresponding losses (and the resulting groundwater prediction errors) in the online supplement in Section C. Section C of the online supplement also contains additional analysis plots. Figure 1 we show the distribution of the optimal outer objective function values over five trials for all models and all optimization methods after the optimization has finished. The final mean squared errors are fairly low for all learning models and all optimization approaches. Figure 1 shows that there is a noticeable difference between the performance of the types of learning models, with MLP generally leading to the smallest (best) final mean squared errors. Also the variability of the results of all HPO methods is lowest for MLP, which indicates that the MLP performance is less sensitive to the choice of the HPO method. On the other hand, the results of RNN are worst for all HPO methods. This may be related to the fact that all HPO methods have difficulties in finding optimal solutions or that the RNN is simply not able to capture the groundwater data better than what we found. Figure 1 also indicates that using the GP method leads except for LSTM to the highest errors for each model, i.e., in some cases even RS performs better than the GP approach. The RBF approach on the other hand leads except for the LSTM to the lowest errors. For LSTM, the RBF approach reaches similarly good values as the GP approach, but the variability in the results is slightly higher. 
Results for Predicting Groundwater at a Single Well in Butte County, CA
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Analysis of Optimized Hyperparameters
We compare the distributions of the final hyperparameter values over all five trials obtained with the different HPO methods. Figure 1 showed that the MLP optimized with the RBF approach leads overall to the best results. Figure 2 shows the MLP hyperparameters. Here, the colored bars represent the mean and the black lines show the standard deviation over the five solutions for the MLP. We see that generally all HPO methods lead to a more complex MLP network, the RBF method leading to approximately 5 layers with approximately 35 nodes each. For the RBF method, the lag is large, using almost a full year of past data. The dropout rate and the optimal number of epochs for the RBF method are similar to those obtained with the GP. Note that larger dropout rates discourage overfitting of the models to the data. We observe the largest differences between the HPO methods for the batch size, with GP favoring large batches and RBF using significantly smaller batches. The distributions of the optimal hyperparameters for LSTM, CNN, and RNN are shown in the online supplement in Section C.1.1, in Figures 3, 4 , and 5, respectively. For the CNN, we observe a similar behavior as for the MLP: the optimal RBF solutions have a large number of layers, filters, and lags. For LSTM, all HPO methods prefer smaller, less complex networks, and for the RNN, the HPO methods return networks of different complexities with generally larger standard deviations on the optimal hyperparameter values. Analysis of HPO Convergence Besides the final solutions obtained with the different HPO methods, we are also interested in how fast the methods converge. For this purpose, we use progress plots that illustrate how quickly the average and the standard deviation of the outer objective function values over five trials decrease as the number of function evaluations increases. Ideally, the graphs should drop off fast, which means that improved network architectures were found within very few hyperparameter evaluations. The plot of the standard deviation reflects how robust each method is. Small standard deviation envelopes indicate that all five trials with the HPO methods converged to an approximately equally good solution. We show these convergence plots in Figures 3-6 . For the LSTM (Figures 3) we can see that the GP approach leads to faster convergence and more robust solutions (narrow standard deviation bands) than the RBF and the RS approaches (for LSTM, the GP approach leads to the best results, see also Figure 1 ). The standard deviation associated with the random sampling remains the largest throughout. This can be expected as the random sampling does not have a systematic search approach that allows it to intensify the search locally around good solutions.
For MLP, on the other hand, the RBF performed best and the convergence plot ( Figure 4 ) reflects that the RBF approach also converged faster than the GP and the RS. For MLP, both GP and RS have wider standard deviation bands than RBF throughout indicating less robustness. The standard deviations obtained with RS are smaller for MLP than for LSTM. Since the RS is lacking any systematic search for improvements, this may be an indicator that there are several similarly good solutions for MLP.
For CNN (Figure 5 ), we can see significant differences in the convergence behavior between the three HPO methods. The RBF approach leads to the best solution fastest and has smaller standard deviations than GP and RS. We notice that the search with the GP gets stuck after about 12 function evaluations and it gets stuck in different solutions as is reflected by the width of the standard deviation envelopes.
Finally, for RNN (Figures 6), we observe the overall worst performance. All HPO models make only slow progress towards improved solutions and the five trials with the RBF method show the largest variability, but also the average best performance.
Analysis of Compute Times
As training larger, more complex networks requires more compute time, we also plot the cumulative function evaluation time for each network type and each HPO method in order to compare the wall clock time to solution. Here, we only compare the amount of time spent on function evaluations and we assume that the HPO methods' own computational overheads are negligible. We show the average and the standard deviations of the compute times over all five trials in Figures 7-10 . Comparing the figures, we see that optimizing the hyperparameters of the MLP (Figure 8 ) is fastest for all HPO methods (within 5 hours) even though the optimal MLP architectures were fairly complex.
For the LSTM (Figure 7 ), we can see that the compute times of all three HPO methods are approximately equal. Since the final optimized networks are smaller compared to MLP for all HPO methods and the number of epochs is approximately the same (compare Figure 3 in Section C.1.1 in the online supplement), we conclude that on average all HPO methods tried networks of similar complexity. The compute times for the CNN (Figure 9 ) are significantly larger than for all other network types (RBF needs on average over 30 hours for the CNN compared to less than 8 hours for all other network types). For RNN (Figure 10 ), we observe large variations between the times for the individual optimization trials. RBF may take from 3 to 11 hours and RS takes between 7 hours and 25 hours. Thus, if the goal is to train learning models on a laptop or simple desktop computer to make predictions for future groundwater levels in a timely manner, one may prefer using the MLP or the LSTM in terms of expected compute time. In Figures 11 and 12 , we show the training data and for each optimization trial, we show the predictions of the optimized models for the testing data. The closer the predictions (red graphs) are to the true data (blue), the better. Figure 11 shows that the MLP models make more robust predictions than the LSTM models ( Figure 12 ). All predictions for MLP lie closer to the true data than for the LSTM for all HPO methods, and RS leads to the largest variability in testing performance for both models. This agrees with our observations from Figure 1 which showed that, overall, MLP yielded the smallest mean squared errors. Out-of-Sample Future Groundwater Predictions Finally, we are interested in how well the optimized learning models will predict groundwater data that was not used during the HPO. We retrain the models with the optimized hyperparameters on the whole dataset D (2010-2016) and we predict the groundwater levels from February 20, 2016 to February 28, 2018. We illustrate these "out-of-sample" predictions for each of the five trials for MLP and LSTM in Figures 13 and 14 , respectively. We see that both models have trouble accurately predicting future data, LSTM more so than MLP. Both models are able to keep the trend in the data (decreasing groundwater levels in the summer, increasing levels in the winter), but the MLP predictions appear more robust and they do not have the large fluctuations that can be observed for the LSTM models. In particular, the large fluctuation predicted by the LSTM indicate large and unphysical drawdowns of the groundwater in the winter months. Also, while MLP tends to overestimate the amount of available groundwater (by up to 7m), the LSTM generally underpredicts the amount of available water. The out-of-sample predictions for CNN and RNN are provided in the online supplement in Section C.1.3 in Figures 8 and 9 , respectively.
Results for Predicting Groundwater at Multiple Wells in Butte County, CA
Watersheds are large and generally have more than a single well from which groundwater is pumped or with the help of which the amount of available groundwater is monitored. Using multiple wells will allow us to better assess the average health of a watershed, and thus to avoid letting local fluctuations drive policies and decisions. Therefore, within Butte County, we selected three additional wells. Ideally, we do not want to train and optimize a separate learning model for each well, but rather we want one learning model that can be trained on and used for predicting the data at multiple wells simultaneously. We train and optimize the hyperparameters as before with the only difference that we now have three groundwater input data streams and three nodes in each output layer. We use these data to optimize the hyperparameters of MLP, LSTM, and CNN. For reasons of space considerations, we present detailed results only for the MLP. The LSTM and CNN results are in the online supplement in Section C.2.
Comparison of Mean Squared Errors
We show a comparison of the distributions of the final mean squared errors for all three learning models and all HPO methods obtained from five optimization trials in Figure 15 . As expected, the optimal mean squared errors are larger for the multi-well case than for the single well case as more time series must be fit and one set of hyperparameters may not be optimal for the data of all three wells. Overall, the variability in the solutions is larger for each model and each HPO method than for the single well case. However, as for the single well case, the MLP optimized with the RBF approach leads to the lowest errors. RS performs reasonably well for the MLP and the CNN, but for the LSTM, we observe significantly larger errors than with the RBF or the GP approach. Thus, in terms of performance consistency, one should opt for an HPO method that systematically explores the search space rather than the RS method. 
Analysis of Optimized Hyperparameters
We show the distribution of the optimized hyperparameters only for the MLP (Figure 16 ). The results for LSTM and CNN are in the online supplement in Section C.2.1 in Figures 10 and 11 , respectively. For the MLP, the RBF method chooses again a large complex network (5 layers and on average over 30 nodes per layer) and a large lag. In contrast to the single well case, the optimal batch size obtained with the RBF is large. In comparison to the optimal number of epochs and dropout rate in the single well case, the optimal choices in the multi-well case are smaller. All HPO methods lead to approximately the same values for the number of nodes, layers, and the batch size, and the largest difference can be observed for the dropout rate and the number of epochs. 
Analysis of HPO Convergence
As for the single well case, we illustrate how fast each HPO method converges. We show the progress plots on the example of MLP in Figure 17 (results for LSTM and CNN are in the online supplement in Section C.2.2 in Figures 12 an 13, respectively) . Similarly to the single well progress plots, we see that the RBF method converges fastest. The standard deviation envelopes around the average convergence are for all three HPO methods approximately equal. 
Analysis of Compute Times
The cumulative computation time for the MLP over all function evaluations is shown in Figure 18 . All HPO methods require approximately the same time and the HPO is completed within 4 hours. The CNN again requires the largest amount of time to solution (up to 30 hours, see Figure 17 in Section C.2.4 in the online supplement) and the HPO for the LSTM completes within 10 hours (see Figure  16 in Section C.2.4 in the online supplement). Thus, we conclude that the MLP optimized with the RBF should be the learning model and HPO method of choice as it attains the best solutions within the lowest computation time. 
Analysis of Performance on Testing Data
In Figure 19 , we show the predictions obtained with the optimized MLP models for all three wells for the testing data. All three HPO methods are able to capture the seasonality in the data and all three HPO methods appear to predict lower-than-true groundwater levels for well A and they predict somewhat higher-than-true levels for well B. For well C, the predictions are fairly accurate for all three HPO methods. The CNN predictions ( Figure 14 in Section C.2.3 in the online supplement) show a similar pattern. LSTM ( Figure 15 in Section C.2.3 in the online supplement) optimized with RBF and GP tends to overpredict the groundwater levels for all three wells. For the multi-well case, we do not have additional observations for all three wells for making "out-of-sample" predictions. 
Summary and Directions of Future Research
Our work presented in this article is motivated by the need for computationally lightweight approximation models that can run on a laptop or simple desktop computer and that can reasonably accurately predict groundwater levels with the overarching goal to enable timely and reliable water resources management decisions.
In this article, we studied the applicability of several purely data-informed learning models whose hyperparameters were optimized with three different methods for predicting the groundwater level. We used four deep learning models, namely convolutional neural networks (CNNs), recurrent neural networks (RNNs), multilayer perceptron (MLP), and long short-term memory networks (LSTMs). We formulated a bilevel optimization problem for finding the optimal hyperparameters of the learning models. At the upper level, we have a pure-integer stochastic problem, and at the lower level, we have a large-scale global optimization problem. We solved the hyperparameter optimization (HPO) problem with three different methods. We used two surrogate model based optimization methods and a random sampling method. One surrogate model approach is based on radial basis functions (RBFs) and an adaptive sampling method that uses perturbations of the best point found so far to determine the next sample point. These perturbations are implemented such that the new sample point automatically satisfies the integer constraints. The second surrogate model approach uses a Gaussian process (GP) model, and iterative sample points are chosen by maximizing the expected improvement over an integer lattice.
In our numerical experiments, we trained the learning models on daily observation data of groundwater levels and meteorological variables at, respectively, one ("single well case") and three ("multi-well case") groundwater monitoring wells in Butte County, California, USA. Our study shows that with the right HPO method, different types of deep learning models, including CNN, LSTM, and MLP (and to a limited extend also RNN), can be tuned to make accurate forecasts of daily groundwater levels. The main difference between the performance of the methods is the total optimization time and the associated optimal model complexity. We showed that the surrogate model based HPO methods lead to better performing network architectures than randomly sampling the hyperparameter space. Our results show that the "simplest" learning model, the MLP, optimized with the RBF method, generally performs best and its optimization time is lowest. The RNN is the worst performing model and the most cumbersome to use as it often fails to fit a model for an architecture due to its problems during backpropagation, and therefore it often does not return an objective function value. For the CNN, we found that its performance as well as the variability of the performance depend on the HPO method used, and the RBF approach leads to the most robust results. CNN requires considerably more computation time than other models. The LSTM is not able to achieve as good performance as the MLP. Our numerical experiments show that the GP approach is most successful for finding the optimal LSTM hyperparameters for the single and the multi-well cases. Random sampling is less successful for the LSTM and usually has the largest variability in the results.
Finally, we used the optimized learning models to make predictions of groundwater levels, beyond our data for training and testing the models for the single well case study. We found that the inaccuracy of all models is considerably higher than for the testing dataset. The MLP is able to capture the seasonal trend in groundwater levels, but tends to overpredict the true value. The LSTM predictions also follow the same trend, but often yield unphysical jumps of groundwater levels. The CNN captures the seasonality well, and similarly to the MLP, overpredicts the groundwater level. The RNN's predictions suffer from the same unphysical jumps as the LSTM's.
Thus, our study showed that if one chooses purely data-informed models for learning and predicting groundwater levels, MLPs optimized with the RBF approach for HPO should be used. The time-tooptimized-solution is lowest and the solution accuracy as well as prediction accuracy are highest. Our study showed that the "simplest" learning model, i.e., the MLP, leads to the best results.
Directions of future research include applying the RBF-optimized MLP model for groundwater predictions at other watersheds in California and other parts of the United States. This will help us assess how well our method generalizes to watersheds with different characteristics (e.g., geology, groundwater use, weather patterns). Furthermore, we will study the sensitivity of the model performance to different input variables. For example, in watersheds that are heavily used for agricultural purposes, we expect that groundwater pumping data could further improve the model predictions. This analysis can shed light on which data should be collected and thus where the necessary data acquisition infrastructure investments should be made. Similarly, we will study how sensitive the model predictions are to the amount of training data points, i.e., how sensitive is the model performance to using daily data versus monthly averages and how does the learning model performance change when fewer years of data are used in training. This future research direction also includes applying our method for learning model optimization on other time series data such as predicting water quality. 
A Scoring in the Radial Basis Function Method
In Section 3.3 in the main document (Radial Basis Functions and Stochastic Sampling) we described how to create a large number of candidate points for the next function evaluation. We denote the set of candidate points by x 1 , . . . , x 2M (here M is a parameter which we set to 500). For each candidate point we use the radial basis function (RBF) to predict its objective function value (RBF score):
We also compute the distance of each candidate to the set of already evaluated points (distance score): ∆(x i , Θ) = min j=1,...,n { x i − θ j 2 } for each candidate i = 1, . . . , 2M . We scale these scores according to
. . , 2M }, and s min = min{s RBF (x i ), i = 1, . . . , 2M }. If the maximum and minimum values of the distance score or the RBF score are equal, all candidate points get the same value for the respective score. We compute a weighted combination of both scores:
where ω cycles through the values {0, 0.25, 0.5, 0.75, 1} as described in the paper. The candidate point with the lowest weighted score is selected as the new evaluation point. Note that candidates that coincide with previously evaluated points are discarded.
B Time Series Plots of Observation Data
In this section, we illustrate the daily observation data time series of the variables we used in our numerical analysis, namely temperature, precipitation, streamflow discharge, and groundwater levels for both the single well and multi-well cases. Figure 1 shows the data for the single well case. The time series for the groundwater levels clearly reflects the drought years (2012-2016) during which we observe a steadily decreasing trend of groundwater levels. 2017 was a "wet" year, during which precipitation amounts were higher and thus also groundwater levels recovered more. For the multi-well case, we only have daily observations between 2010 and 2016. Also in this case we observe the steadily decreasing trend in groundwater levels in the drought years (2012 -2016). 
C Additional Results of Numerical Experiments
C.1 Single Well Case Table 1 shows the results for all our numerical experiments. The table shows for each learning model and each hyperparameter optimization (HPO) method the optimal hyperparameter values, the mean squared error (MSE) for the testing data, and the corresponding root mean squared error in groundwater levels. Note that the convolutional neural net (CNN) is the only model that uses filters and that the number of nodes in the CNN corresponds to the number of filters. Since the multilayer perceptron (MLP), the recurrent neural network (RNN), and the long short-term memory network (LSTM) do not have a filter size, the table entries are denoted by a dash. In the table, we marked in bold font the best result obtained. Here, one trial of the GP method and one trial with the RBF method find the lowest MSE, both for the MLP model. Both HPO methods lead to a complex network (5-6 layers and 45 nodes per layer) and both use large lags (over 300 days), but there are large differences in the number of epochs and the batch sizes. The GP uses a smaller number of epochs and a large batch size, whereas the RBF uses a large number of epochs and a small batch size. For MLP as well as CNN, we find that each optimization method tends to favor networks with a large number of layers and nodes. For LSTM, smaller networks are found to be optimal. For the simple RNN, the results are mixed in terms of model complexity at the optimum, and the MSE values are generally higher than for the other models. This is an indication that regardless of the optimizer and the model's hyperparameters, the RNN is not able to capture the data well. Figure 3 . For the LSTM, the GP and the RBF approaches performed better than the random search. However, all methods agree that the number of epochs to find the best solution should be large and that the number of layers should be small. For the best dropout rate, there is a large variation between all models (large standard deviations). Both GP and RBF agree that the lag size should be small. The distributions of the optimal hyperparameters for CNN over all five trials and for each HPO method are shown in Figure 4 . All models appear to favor networks with a large number of layers and large lags (over 300 days). The largest difference can be observed for the batch size, where the RBF mostly uses smaller batches than GP and RS.
The distributions of the optimal hyperparameters for the RNN model are shown in Figure 5 . In comparison to the distributions of LSTM, CNN, and MLP, the standard deviations on the RNN hyperparameter values are larger for all HPO methods. This fact, and the very similar MSE results from Table 1 for all trials and all HPO methods indicate that very different hyperparameter values lead to approximately the same RNN performance, i.e., there are flat areas in the objective function landscape. However, since no HPO method is able to improve the RNN performance to one comparable with the other learning models, we conclude that given the available hyperparameter options, the RNN is not a suitable option for learning and predicting groundwater data.
C.1.2 Performance of CNN and RNN on Testing Data
We illustrate the groundwater time series data (training and testing data) and we illustrate the predictions of the learning models for the testing data. Figure 6 shows our results for the CNN model and Figure 7 shows the results for the RNN model. The five trials with the CNN lead to relatively good results. All trials lie close to the true data, with some trials overpredicting and others underpredicting the groundwater levels. In comparison to the results we obtained with the MLP and the LSTM (see Figures 11 and 12 in Section 5.5 in the main paper), we find that the CNN results are less robust, i.e., there is a larger variability in the predictions. On the other hand, the RNN model generally overpredicts the groundwater levels and the predicted data are further away from the observed data. were not used in training the models or for optimizing their hyperparameters. We use these "out-of-sample" truth values and compare them to the predictions made with CNN and RNN. For both models we can see that the seasonality in the data (lower groundwater levels in summer, higher levels in winter) is captured well. However, both models deviate from the truth, RNN more so than CNN. In particular, RNN predicts several unphysical spikes in the groundwater levels (similar to what we observed for LSTM in Section 5.5 ( Figure 14 ) in the main document). CNN is able to make initially relatively robust predictions, but as time advances the predictions deviate more. Table 2 shows the results of all numerical experiments for the multi-well case. For this case, we did not run the RNN model due to its numerical problems during backpropagation as outlined in the main document. Therefore, we show the results only for LSTM, CNN, and MLP. We indicated in bold font the overall best result among all learning models and HPO methods (MLP, RBF approach, trial 5). We find that for the MLP, the RBF approach to HPO leads to better results than GP and RS. For CNN both the RBF and the RS approaches reach similar performance, with the RBF results being more robust (lower variability in the final MSE). For the LSTM, we find that compared to CNN and MLP, the MSE values are larger and, regardless of the HPO method, it has the worst performance. We note that the optimized LSTM has in most trials only a single layer, but with a large number of nodes. The optimized CNN and MLP models, on the other hand, are generally larger with multiple layers.
C.2 Additional Results for the Multi-Well Case
C.2.1 Analysis of Optimized Hyperparameters
We show the distributions of the optimal hyperparameters for LSTM and CNN in Figures 10 and 11 , respectively. For LSTM, all HPO methods find that a large number of epochs and a small number of layers (1-2) lead to the best results. For the batch size, both GP and RBF agree that a small number is better, and RS has a large variability for this hyperparameter. We find in general that RS leads to the largest variability in terms of optimized hyperparameter values, with the exception of the dropout rate. For CNN, we observe that the HPO methods find similar optimal values for the batch size, the lag, the number of layers, and the number of epochs. For the remaining hyperparameters, there is more variability. The GP tends to choose larger networks (larger number of layers and filters with smaller variability) than the RBF. 
C.2.2 Convergence of LSTM and CNN
We are interested in how many hyperparameter sets each HPO method needs to converge. We illustrate this in the progress plots in Figures 12 and 13 for LSTM and CNN. We show the average and the standard deviation of the best mean squared error found as they evolve with the number of evaluations. The faster the graphs drop off, the better because it means that improved solutions are found within fewer function evaluations. For the LSTM, we observe that RS makes initially fast progress, but then flattens out as no improved solutions are found. Since RS has no systematic way for iteratively selecting new sample points, it cannot zoom the search in on promising regions of the parameter space. Thus, its performance and progress are highly dependent on the goodness of the randomly chosen parameter sets. The GP and RBF approaches both make initially fast progress toward improved solutions. After about 22 iterations, however, the RBF approach stalls and is likely in a local optimum. After 40 iterations it again finds an improvement. The GP finds good solutions and stalls after about 25 iterations. A similar behavior can be found for the CNN ( Figure 13 ). All three HPO methods make initially progress with the GP finding improved solutions faster than the RBF. However, the GP approach stalls in a local optimum after about 12 evaluations while the RBF and RS approaches make steady progress.
C.2.3 Analysis of Performance on Testing Data for LSTM and CNN
As for the single well case, we use the optimized LSTM and CNN models to predict the groundwater levels for the testing data. The predictions for all three wells, all HPO methods, and both models are shown in Figures 14 (CNN) and 15 (LSTM). The predictions with the optimized CNN for wells A and C (top and bottom row in Figure 14) agree well with the true data. For well B, the CNN tends to predict larger-thantrue groundwater levels. Also the CNN predictions for wells A and C have less variability than for well B. The LSTM, on the other hand, always predicts higher-than-true groundwater levels and the variability of the performance between the five trials is larger than for CNN. 
C.2.4 Analysis of Compute Times
We illustrate in Figures 16 and 17 the cumulative function evaluation times versus the number of function evaluations for LSTM and CNN, respectively. Note that these timings do not include the HPO methods' own computational overheads. The goal of our study is to find a learning model and an HPO method that lead to the best performance on our groundwater data and that computed within reasonable time on a laptop or simple desktop computer. Thus, in order to select the best method, we should take both metrics (accuracy and time) into account. Similarly as for the single well results, we find for the multi-well case that optimizing the hyperparameters of the CNN is considerably more time consuming than for MLP and LSTM. Optimizing the MLP for multiple wells takes less than 4 hours with all HPO methods, whereas optimizing the hyperparameters of the LSTM takes between 6 and 10 hours, depending on the HPO method. The HPO for the CNN is computationally very expensive for all methods and may take up to 30 hours. Since MLP (optimized with the RBF) gives the best results for the multi-well case, and since it computes in less than 4 hours, we recommend this learning model and the RBF HPO. 
