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a b s t r a c t
We follow the work of [G. Gutin, T. Jensen, A. Yeo, On-line bin packing with two item sizes,
Algorithmic Operations Research 1 (2) (2006)] and study the online bin packing problem,
where every item has one of two possible sizes which are known in advance. We focus on
the parametric case, where both item sizes are bounded from above by 1k for some natural
number k ≥ 1. We show that for every possible pair of item sizes, there is an algorithm
with competitive ratio of at most (k+1)
2
k2+k+1 . We prove that this bound is tight for every k and,
moreover, that it cannot be achieved if the two item sizes are not known in advance.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Bin packing is a natural and well studied problem which has applications in problems of computer storage, bandwidth
allocation, stock cutting, transportation and many other important fields. In the standard online problem, items of size in
(0, 1] arrive one by one to be assigned to unit size bins. Each bin may contain items of total size at most 1, and the goal is to
minimize the number of bins used. It is typically assumed that items of any size may occur. However, in many applications,
there is a small constant number of item sizes, which are known in advance, but it is unknown howmany items of each size
will arrive, and in which order.
The standard quality measure of algorithms for online bin packing is the (asymptotic) competitive ratio, which we now
define. For a given input sequence σ, letA(σ) (orA, if the sequence σ is clear from the context) be the number of bins used
by algorithmA on σ. Let OPT(σ) (or OPT) be the cost of an optimal offline algorithmwhich knows the complete sequence of
items in advance, i.e., the minimum possible number of bins used to pack items in σ. The competitive ratio of an algorithm
A is defined to be
R(A) = lim sup
n→∞
sup
σ
{
A(σ)
OPT(σ)
| OPT(σ) = n
}
.
In this paper, we study the case where there are two possible item sizes. We focus on the parametric case, where both
item sizes are bounded from above by 1
k
for some integer k ≥ 1. This problem in the online setting was studied by Gutin,
Jensen and Yeo [7]. They showed that the overall best competitive ratio for this problem is 43 . This means that there exists a
pair of sizes for which [7] have proved a lower bound of 43 on the competitive ratio of any algorithm. Moreover, [7] designed
a 43 -competitive algorithm for any pair of sizes. Furthermore, they found the exact best possible competitive ratio for the
case where at least one size is larger than 12 (as a function of the two sizes).
The offline variant of the problemwith two item sizes can be defined as follows. In this problem the input is given by the
values α and β ≤ α, and two non-negative integers which are the numbers of α sized items in the input and β sized items
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in the input. Interestingly, even with this compact description of the input, the problem can be solved in polynomial time
using the algorithm of McCormick et al. [12].
Note that if the input for the online bin packing problem consists of items of two sizes only, but these two sizes are not
known in advance, it was shown by Gutin, Jensen and Yeo [6] that the competitive ratio of any algorithm is at least 1.3871,
therefore the advance knowledge of the sizes is crucial for k = 1. Note also that the lower bound of 43 for two known in
advance sizes was already shown in [5], where the case of two items sizes 23 > α >
1
2 and β = 1− α, was solved.
A natural question is how fast the competitive ratio decreases in the online problem, if the items are relatively small.
An analysis of a similar flavor was applied to specific algorithms for standard bin packing as well as to other variants of bin
packing (see e.g. [8,9,1,4]).
Our main result is finding the best overall competitive ratio as a function of k, where 1
k
is an upper bound on both item
sizes. This problem is called ”the parametric problem”, since k is a parameter on which the competitive ratio may depend.
We show that this ratio is (k+1)
2
k2+k+1 . Our result extends and simplifies the result of [7] for k = 1. The main difference is in the
analysis of the algorithms for which we use weighting functions (see [15,10,13,14]).
We further show that, if there are two item sizes, but they are not known in advance, then even if we know the parameter
k and one out of the two sizes, and the other size is one of two values, which are also given in advance, already the earlier
bound of (k+1)
2
k2+k+1 cannot be achieved for any value of k.
Tomotivate further work on the subject, we show a pair of sizes for which tight bounds for this specific pair of values can
be achieved using an algorithm which we describe, which is different from our general algorithm. Moreover, our general
algorithm achieves a higher bound for this pair of sizes.
The classic online bin packing problemwas first investigated by Ullman [15]. He showed that algorithm First Fit (ff) has
competitive ratio 1710 . This result was then published in [9]. Johnson [8] showed that algorithmNext Fit (nf) has competitive
ratio 2. The goal at this timewas to find an algorithmwhich performs better than ff. Yao [17] designed an algorithm Revised
First Fitwhich is based on ffwith some changes and showed that it has competitive ratio of at most 53 .
The further sequence of improvements became possible after Lee and Lee [10] introduced the Harmonic algorithm,
which is based on harmonic partitioning of the input items, together with a greedy packing of the class of smallest items.
This is actually a sequence of algorithms, whose competitive ratio tends to approximately 1.69103. All algorithms which
were designed after this are based on adaptations of the Harmonic algorithms. These algorithms try to combine selected
items of different sizes to allow a better packing. Such were the algorithms Refined Harmonic [10], Modified Harmonic
[13], and finally, the current champion, Harmonic++, given by Seiden [14], which has an upper bound of 1.58889 on the
competitive ratio.
As for lower bounds, Yao [17] showed that no online algorithm has competitive ratio smaller than 32 . Brown and Liang
independently improved this lower bound to 1.53635 [2,11]. This was subsequently improved by van Vliet to 1.54014 [16].
Chandra [3] showed that the preceding lower bounds also apply to randomized algorithms. The results of Gutin et al. [7]
imply that the special case where there are only two item sizes known in advance, is significantly easier than the general
online bin packing problem.
2. Definitions, notation and methods
Throughout the paper, we denote the two item sizes by α and β, where α ≥ β. We call items of size α, ”larger items”, and
items of size β ”smaller items”. We use the notation xi to denote the largest number of smaller items that can fit into a bin
with i larger items. That is, xi is the maximum integer value t such that iα+ tβ ≤ 1, or xi = b 1−iαβ c. The value xi is defined for
0 ≤ i ≤ b 1
α
c. Note that x0 = b 1β c.
A pattern is a pair of non-negative integers (a, b). It describes a packing of a single bin, which has a larger items and b
smaller items. It is valid if aα+ bβ ≤ 1.
To analyze bin packing algorithms, we use the well known weighting method. The weighting technique was originally
introduced by Ullman [15]. The main idea of this method is to give an item a weight which is roughly the amount of space it
occupies in a bin. The weight of an item is typically related to its size and for our purposes, the weight of an item is defined
to be a function of its size. Since not all bins are fully packed, the weight of an item is typically (but not always) larger than
its size. Given a weight measure w, then w(s) is the weight of an item of size s according to w.
If there exist several possible scenarios in a given algorithm, we can define a weight function for each of them. Note that,
if identical (or similar) items are packed in several different ways, we can assign equal weights to all of them, which is the
average amount of space that such an item occupies.
The weights for a given scenario are assigned so that the number of bins used is no larger than the total weight assigned
to all items (up to an additive constant). Given weights that satisfy this property, we use the following theorem, see Seiden
[14]. Note that this type of analysis was done also earlier for algorithms which are adaptations of Harmonic, see [10,13].
Lemma 1. Consider a bin packing algorithm denoted by ALG. Let w1, . . . ,ws be s weight measures. Assume that for every input
sequence σ, there exists i (1 ≤ i ≤ s) such that the number of bins used by the algorithm ALG is at most Xi(σ)+ c for some constant
c, where Xi(σ) is the sum of weights of all items in the sequence according to wi. Denote by Wi the supremum amount of weight
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Table 1
The weight functions
x w1(x) w2(x) w3(x)
α 1k 0
1
k
β 1s
1−δ
x0
+ δxk =
s2−st
s(s2−st+t2) +
t2
t(s2−st+t2) =
s
s2−st+t2
1−δ
x0
= s−t
s2−st+t2
that can be packed into a single bin, according to measure wi (1 ≤ i ≤ s). Then, the asymptotic competitive ratio of the algorithm
is at most max1≤i≤s Wi.
Proof. Given an input, let i be the value that satisfies the assumptions of the theorem for this input. Clearly OPT(σ) ≥ Xi(σ)
Wi
.
We get ALG ≤ Xi(σ)+ c ≤ Wi · OPT + c. 
3. Algorithms
For any pair of α,β, we use one of the following two algorithms. A similar approach of choosing one of two algorithms
was used in [7]. We generalize it, and our analysis is different. The basic idea, which is to combine some fraction of relatively
small items with larger items in the same bins, using specific patterns, is based on algorithms in [10,13,14].
Let k = b 1
α
c be the maximum number of larger items that can fit into a common bin, and let s = x0 be the maximum
number of smaller items that can fit into a common bin. We clearly have α ∈ ( 1
k+1 ,
1
k
] and β ∈ ( 1
s+1 ,
1
s
]. We also let t = xk.
The following algorithm is used if t
s
≤ k
k2+k+1 .
Algorithm Greedy. If k = s, use nf, that is, keep a single active bin. The active bin is closed and a new open bin is opened once
the active bin contains exactly k items. If s > k, we keep two active bins, one for each size. Each bin for smaller items, except
for possibly the last bin, will contain s items. Each bin for larger items, except for possibly the last bin, will contain k items.
The following algorithm is used if t
s
> k
k2+k+1 . Note that this means that t > 0 and therefore s > k.
AlgorithmCombine. The algorithmpacks the larger items greedily, such that eachbin, except for possibly the last one, contains
k items. Let δ = t2
s2−st+t2 . Clearly, since 0 < t < s, we have 0 < δ < 1. A δ fraction of the smaller items is colored red and
the remaining ones are colored blue. This can be implemented by partitioning the smaller items into blocks of s2 − st + t2
consecutive items (ignoring the larger items) in each block (except perhaps the last block). Then, we color red the last t2
items out of every s2 − st + t2 items in the block, and all other items (the first s2 − st in the block) are colored blue. The
blue items are packed s to a bin, whereas the red items are packed t to a bin. The goal is to combine the red items with
the larger items. Thus, when a larger item arrives, if some bin already has larger items, but less than k such items, the new
item is packed there. Otherwise, if there exists a bin with red items only, the new item is packed there. If none of these
two conditions is satisfied, then a new bin is opened for the new item. Similarly, when a smaller item is colored red, the
algorithm first tries to pack it into a bin which contains between 1 and t − 1 smaller red items (this option exists only for
t ≥ 2), or if such a bin does not exist, the algorithm tries to pack the new item into a bin with at least one larger item and
no red items. Finally, if none of these two conditions hold, i.e., such bins do not exist, a new bin is opened for red items.
The algorithm does not have more than one bin for larger items with less than k larger items. Similarly, there is at most
one bin for blue smaller items with less than s items, and at most one bin for red smaller items with less than t red items.
Note that by the definition of the algorithm, it is impossible to have at the same time both a bin with k larger items and no
red items, and a bin with t red items and no larger items.
3.1. Weight functions
To analyze the algorithmswedefine threeweight functions. Oneweight function,w1, is defined for Greedy. Two functions
are defined for Combine, specifically, one weight function is suitable for the case where there are no bins containing k larger
items, but no red items. The last weight function is designed for the case where there are no bins containing t red items, but
no blue items. We call these functions w2 and w3.
The functions are defined in Table 1.
3.2. Analysis
Theorem 2. Given two item sizes β ≤ α ≤ 1
k
, let ρ(k) = (k+1)2
k2+k+1 . If
t
s
≤ k
k2+k+1 , then the competitive ratio of Greedy is at most
ρ(k). Otherwise, Combine has a competitive ratio of at most ρ(k).
Proof. We need to show that the sum of weights according to each weight function is at least the number of bins used by
the algorithm, up to a constant additive factor. This constant factor is caused by bins that do not receive the full number of
items, and thus is equal to at most 3; as we saw, for Greedy there are at most two such bins. For Combine, there are at most
three such bins. We will compute the weight of every block of s2 − st + t2 smaller items together. Thus, if the total number
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of such items is not divisible by s2 − st+ t2, we assume that it is divisible and neglect the last at most s2 − st+ t2 − 1 items,
whichmay contribute to the additive constant aswell. That is, in this case the additive constant is a function of 1
α
and 1
β
. (This
situation can be avoided by keeping the ratio between the number of bins with blue smaller items, and the number of bins
with red smaller items as close to s − t : t as possible at all times. In this case, the additive constant becomes independent
of the sizes.)
If s > k, then each full bin of Greedy has either k larger items or s smaller items, and thus has weight 1, according to w1.
If s = k, then every bin of Greedy (except for possibly the last one) has k = s items, and therefore has weight 1.
For Combine, in the first scenario we need to check that the total weight of smaller items in all bins is large enough.
We do not need to consider bins that contain only larger items, since such bins do not exist in this scenario. Every block of
s2 − st + t2 smaller items creates exactly s − t bins of blue items and t bins of red items. The total weight of these items
according to w2 is s. In the second scenario, we need to only consider bins of smaller blue items and bins of larger items.
The weight of larger items in a bin, according to w3, is exactly 1. In order to prove that the total weight of all items is large
enough, it suffices to show that the weight of s2− st+ t2 smaller items in a block covers the cost of the bins of blue items (of
the block), since red items are always combined with larger items. The total weight of these smaller items is s − t and this
is the number of bins with blue items (from the current block) that the algorithm creates.
Next, we need to find an upper bound on the total weight that can be packed into a single bin. There are k + 1 valid
patterns which we call dominant, according to the number of larger items in the bin, together with a maximum number of
smaller items. The weight of a non-dominant pattern is at most the weight of some dominant pattern, thus it is enough to
consider dominant patterns.
If s = k, then we use the Greedy algorithm and all items have weight 1
k
= 1
s
. A bin can contain at most k items, and we
are done. In the remainder of the proof we assume s > k.
For the pattern (0, s), the weight for w1 is simply 1. Sincew3(β) < w2(β), the largest weight if Combine is used, is caused
by w2. The weight of this bin with respect to all three functions is therefore at most s
2
s2−st+t2 . We are therefore interested
in the function f (z) = 1
z2−z+1 where z = ts . The derivative of f is given by f ′(z) = −(2z−1)(z2−z+1)2 . Therefore, f is monotonically
increasing in z if z ≤ 12 (and monotonically decreasing otherwise). We next find bounds on ts . Since 1− kα < α, we conclude
that t ≤ b α
β
c. On the other hand s ≥ t + kb α
β
c, and therefore s ≥ (k+ 1)t. Hence
1
2
≥ 1
k+ 1 ≥
t
s
.
An upper bound on the weight is therefore given by using z = 1
k+1 . Therefore, the total weight is at most
(k+1)2
(k+1)2−(k+1)+1 =
1+ k
k2+k+1 .
Note that for any other pattern, the weight according tow2 is lower than the weight ofw2 for (0, s). That is, for all feasible
pattern (a, b), we have aw2(α)+ bw2(β) ≤ sw2(β), and therefore we do not need to consider w2 for other patterns.
For the pattern (k, t) we get that in Greedy, kw1(α) + tw1(β) = 1 + ts ≤ 1 + kk2+k+1 , where the last inequality holds
because Greedy is chosen. Otherwise, i.e., if the pattern is (k, t) and we chose Combine, then the total weight is at most
kw3(α)+ tw3(β) = 1+ t(s−t)s2−st+t2 = s
2
s2−st+t2 ≤ 1+ kk2+k+1 where the last inequality follows by the analysis of f (z) above.
From now on, sincew1(x) ≥ w3(x) for x = α,β, it suffices to consider all remaining patterns with respect tow1 only, if we
do not use the value of t
s
(which determineswhich algorithmwas used).We need to consider patterns (i, xi) for 1 ≤ i ≤ k−1.
Thus, we need to find an upper bound on i
k
+ xi
s
.
We make a case analysis depending on the value of s. First suppose that s ≥ 2k + 2. Note that xi ≤ 1−iαβ <
1− ik+1
1
s+1
=
(s+1)(k+1−i)
k+1 and we need to find a bound for
i
k
+ xi
s
≤ i
k
+ (s+1)(k+1−i)
s(k+1) = 1+ 1s + i s(k+1)−k(s+1)sk(k+1) = 1+ 1s + i s−ksk(k+1) . Since s > k,
the worst case (i.e., the case which causes the expression to be maximized) occurs for i = k− 1 (i.e., the maximum value of
i). Therefore, 1+ (k−1)(s−k)+k(k+1)
sk(k+1) = 1+ ks−s+2ksk(k+1) = 1+ k−1k(k+1) + 2s(k+1) is an upper bound on the total weight in a bin.
Since the last expression is a monotonically decreasing function of s (for positive values of s), and since s ≥ 2k + 2,
we substitute and get an upper bound on the total weight of 1 + k−1
k(k+1) + 2(2k+2)(k+1) = 1 + k
2−1+k
k(k+1)2 . Since we have
(k2 + k − 1)(k2 + k + 1) = k2(k + 1)2 − 1 < k2(k + 1)2, we get k2−1+k
k(k+1)2 <
k
k2+k+1 , which completes the proof for the
case s ≥ 2k+ 2.
Next, assume s ≤ 2k+1, and let c = i+xi−k. A bin packed by a dominant pattern contains at least k items, thus xi ≥ k− i,
and therefore c ≥ 0. We can determine the possible values of c that may violate the competitive ratio as follows. Since (i, xi)
is a valid pattern and α > 1
k+1 , β >
1
s+1 , we conclude that
i
k+1 + k+c−is+1 < 1. Therefore, i
(
1
k+1 − 1s+1
)
< s+1−k−c
s+1 . From this we
get i < (k+1)(s+1−k−c)
s−k . If the competitive ratio is violated, we get
(k+1)2
k2+k+1 <
i
k
+ k+c−i
s
= k+c
s
+ i(s−k)
ks
< k+c
s
+ (k+1)(s+1−k−c)
ks
=
k2+kc+ks+s+k+1−k2−k−kc−c
ks
= ks+s+1−c
ks
. Therefore,
c < ks+ s+ 1− (k+ 1)
2ks
k2 + k+ 1 = 1+ s(k+ 1) ·
(
1− (k+ 1)k
k2 + k+ 1
)
= 1+ s(k+ 1)
k2 + k+ 1 ≤ 1+
(2k+ 1)(k+ 1)
k2 + k+ 1 < 4.
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We therefore need to consider the cases c = 0, 1, 2, 3. We let 1 ≤ j = k − i ≤ k − 1 and 1 ≤ d = s − k ≤ k + 1. Then,
xi = k+ c− i = j+ c.
If c ≤ 1, since s ≥ k + 1 and i ≤ k − 1, we conclude that i
k
+ xi
s
≤ i
k
+ k+1−i
k+1 ≤ ik2+k + 1 ≤ k
2+k+k−1
k2+k <
(k+1)2
k2+k+1 , where the
last inequality holds because (k2 + k+ k− 1)(k2 + k+ 1) = k4 + 3k3 + 2k2 + k− 1 < k4 + 3k3 + 3k2 + k = (k2 + k)(k+ 1)2.
If c = 2, then i
k
+ xi
s
= k−j
k
+ j+2
k+d = 1 + 2k−jdk(k+d) . We first argue that k ≤ jd + d − 2. To see this note that otherwise
if k ≥ jd + d − 1, we get that k − j items larger than 1
k+1 and j + 2 items larger than 1s+1 do not fit into one bin, so the
pattern (i, xi) = (k− j, j+ 2) is impossible. This is true since in order to have k−jk+1 + j+2d+k+1 < 1 we need j+1k+1 − j+2d+k+1 > 0 or
0 < jd+ jk+ j+ d+ k+ 1− jk− 2k− j− 2 = jd+ d− 1− k, and this is a contradiction to the assumption on k. Therefore,
we can assume that k ≤ jd+ d− 2.
Recall that d ≤ k+ 1. First assume that d ≤ k. We conclude that 1+ 2k−jd
k(k+d) ≤ 1+ k+d−2k2+kd = 1+ 1k − 2k(k+d) ≤ 1+ kk2 − 1k2 =
1 + k−1
k2
≤ 1 + k
k2+k+1 , where the first inequality holds because k ≤ jd + d − 2, the second inequality holds because d ≤ k,
and the third inequality holds because (k − 1)(k2 + k + 1) = k3 − 1 < k · k2. Next, assume that d = k + 1. Then, for
j ≥ 2, 1 + 2k−jd
k(k+d) < 1. Therefore, we need to consider the case where j = 1. In this case the competitive ratio is at most
1+ k−1
k(2k+1) < 1+ kk2+k+1 , where the inequality holds because (k− 1)(k2 + k+ 1) = k3 − 1 < k2(2k+ 1).
If c = 3, then we get i
k
+ xi
s
= k−j
k
+ j+3
k+d = 1+ 3k−jdk(k+d) .
If k ≥ jd+d−22 , we get that k − j items larger than 1k+1 and j + 3 items larger than 1s+1 do not fit into one bin so the
pattern (i, xi) = (k − j, j + 3) is impossible. In fact, in order to have k−jk+1 + j+3d+k+1 < 1 we need j+1k+1 − j+3d+k+1 > 0 or
0 < jd + jk + j + d + k + 1 − jk − 3k − j − 3 = jd + d − 2 − 2k which gives 2k < jd + d − 2 or k < jd+d−22 , and this is
a contradiction. Therefore, we can assume that k < jd+d−22 , i.e., k ≤ jd+d−32 .
Using 2k ≤ jd + d − 3, we have 1 + 3k−jd
k(k+d) ≤ 1 + k+d−3k(k+d) = 1 + 1k − 3k(k+d) . Recall that d ≤ k + 1, which gives
1 + 3k−jd
k(k+d) ≤ 1 + 1k − 3k(k+d) ≤ 1 + 1k − 3k(2k+1) = 1 + 2k−22k2+k ≤ 1 + kk2+k+1 , where the last inequality follows from
2(k− 1)(k2 + k+ 1) = 2k3 − 2 < 2k3 < 2k3 + k2. 
4. Lower bound
In this section we show that the upper bound as a function of k cannot be improved and prove the following theorem.
Theorem 3. For every k ≥ 1, there exists an input where β ≤ α ≤ 1
k
, such that any online algorithm has competitive ratio of at
least (k+1)
2
k2+k+1 .
Proof. Let ε > 0 be a small number such that ε ≤ 1
(k+1)2(k+2) . We consider an input in which the item sizes are α = 1k+1 + ε
and β = 1
k+2 + ε. Clearly, a bin can contain at most k larger items.
Let N be a large enough integer. The input starts with a first step where N · x0 smaller items arrive. Let xk+1 = 0. For
0 ≤ j ≤ k, we denote by yj the number of bins which contain at least xj+1 + 1 items and at most xj items after the first step.
Clearly, such a bin can accommodate at most j larger items. In the second step, kN · x0 larger items arrive. We denote by y
the number of additional bins opened in this step. Denote by opt1 and opt2 the optimal costs after the two steps. Denote by
alg1 and alg2 the costs of the online algorithm after the two steps. LetR be the competitive ratio of the online algorithm.
Thus for i = 1, 2 we have algi ≤ Ropti. Thus we get the following inequalities.
k∑
i=0
yi ≤ Ropt1 and
k∑
i=0
yi + y ≤ Ropt2. (1)
Next, using the quantities of items, we get the following inequalities.
k∑
i=0
xi · yi ≥ Nx0 and
k∑
i=0
i · yi + yk ≥ Nkx0. (2)
Next, we compute the values xi. Note that all items are larger than 1k+2 , so a bin contains at most k + 1 items. Therefore
xi ≤ k+1− i. On the other hand, since α > β, and ε ≤ 1(k+1)2(k+2) , we have iα+ (k+1− i)β ≤ kα+β = kk+1 + 1k+2 + (k+1)ε ≤
k2+2k+k+1+1
(k+1)(k+2) = 1. Thus xi = k+ 1− i. Using these values we can deduce, opt1 = N and opt2 = N · x0 = N(k+ 1).
Adding the inequalities in (2), we get (k+ 1)∑ki=0 yi + ky ≥ (k+ 1)2N.
Using the sum of the inequalities in (1), where the second one is multiplied by k, we get (k + 1)∑ki=0 yi + ky ≤
Rk(k+ 1)N +RN = RN(k2 + k+ 1).
Combining the last two inequalities implies a lower bound of (k+1)
2
k2+k+1 onR.
Note that this proof holds for randomized algorithms as well as deterministic ones, since the variables denoting numbers
of bins can be seen as variables denoting the expected numbers of bins. 
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Table 2
Comparison between the best competitive ratio with two known sizes and Q(k)
k (k+1)2
k2+k+1 Q(k)
2 97 ≈ 1.28571 1.28899
3 1613 ≈ 1.23077 1.23138
4 2521 ≈ 1.19048 1.19065
5 3631 ≈ 1.16129 1.16135
5. Unknown item sizes
In this section we demonstrate that if the two item sizes are not known in advance, the resulting competitive ratio is
higher. We show that already a small lack of knowledge causes an increase of the competitive ratio. Specifically, we show
that if the size β is known in advance, and the size α can be one of two given sizes in the interval ( 1
k+1 ,
1
k
], which are both
known in advance, then the competitive ratio is at least Q(k) = 4k6+8k5+10k4+14k3+11k2+6k+34k6+4k5+10k4+8k3+9k2+4k+2 = 1 + 4k
5+6k3+2k2+2k+1
4k6+4k5+10k4+8k3+9k2+4k+2 .
It is easy to verify that (4k5 + 6k3 + 2k2 + 2k + 1) · (k2 + k + 1) = 4k7 + 4k6 + 10k5 + 8k4 + 10k3 + 5k2 + 3k + 1 >
4k7 + 4k6 + 10k5 + 8k4 + 9k3 + 4k2 + 2k and thus Q(k) > 1+ k
k2+k+1 . Our bound holds in the worst case, and not for every
triple of values (where the triple consists of β, and the two options of α).
We state some values of Q(k) in Table 2.
Our construction is a generalization of the construction for a small number of sizes in [6] and reduces to it for k = 1.
Let p > k be an integer and let ε > 0 be a value such that ε < 1
p2k(k+1)3 . We use the sizes β = 1p(k+1) − ε, α1 = 1k+1 + ε,
α2 = 1k+1 + 1pk(k+1) = pk+1pk(k+1) . We have α1 < α2 < 1k .
The first part of the input is N items of size β, where N is a large enough number, divisible by p(p − 1)(k + 1). For
convenience, we allow the algorithm to use a non-integer number of bins packed by each pattern. We do not allow the
offline algorithm to do so, therefore this can only reduce the competitive ratio.
Let xji be the maximum number of smaller items that can fit into a bin with i items of size αj, for 0 ≤ i ≤ k.
Claim 4. For i > 0, x1i = p(k+ 1− i) and x2i = p(k+ 1− i)− 1. Moreover, x1i+1 < x2i for 1 ≤ i ≤ k− 1.
Proof. Using i ≤ k < p, we conclude that
iα1 + p(k+ 1− i)β = i
k+ 1 + iε+
p(k+ 1− i)
p(k+ 1) − p(k+ 1− i)ε
= 1− p(k+ 1)ε+ i(p+ 1)ε ≤ 1+ (k− p)ε < 1,
iα1 + (p(k+ 1− i)+ 1)β = 1+ 1
p(k+ 1) − p(k+ 1)ε+ i(p+ 1)ε− ε
> 1+ 1
p(k+ 1) −
p(k+ 1)+ 1
p2k(k+ 1)3 > 1,
iα2 + (p(k+ 1− i)− 1)β = i
( 1
k+ 1 +
1
pk(k+ 1)
)
+ p(k+ 1− i)− 1
p(k+ 1) − (p(k+ 1− i)− 1)ε < 1+
i− k
pk(k+ 1) ≤ 1,
iα2 + p(k+ 1− i)β > 1+ i
pk(k+ 1) − p(k+ 1)ε > 1+
1
pk(k+ 1) −
p(k+ 1)
p2k(k+ 1)3 > 1.
For i ≤ k− 1, we get x1i+1 = p(k− i) and x2i = p(k− i)+ p− 1 > p(k− i), thus the second claim follows. 
For i = 0, clearly x10 = x20 = p(k+ 1), since we have p(k+ 1)β < 1 and (p(k+ 1)+ 1)β = 1+ 1p(k+1) − (p(k+ 1)+ 1)ε >
1+ 1
p(k+1) − p(k+1)+1p2k(k+1)3 > 1.
After the first part of the input, there are three cases. The input may stop, or be augmented by either kN
p
items of size α1
or kN
p−1 items of size α2. We find an optimal packing for each case, the cost of an optimal packing for case i is denoted opti.
Clearly, in the first case, each bin contains p(k+ 1) items of size β. Thus opt1 = Np(k+1) . In the second case, a bin can contain
at most k items of size α1. Indeed, we have opt2 = Np , since each such bin can receive p smaller items. In the third case, a bin
can contain at most k items of size α2. Indeed, we have opt3 = Np−1 , since each such bin can receive p− 1 smaller items.
Next, we consider the packing patterns of an online algorithm and we show the following.
Lemma 5. Wemay assumewithout loss of generality that after the first part of the input, a bin contains one of the following three
numbers of smaller items; p(k+ 1), p, p− 1. These are the values x10 = x20, x1k and x2k .
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Proof. If the algorithm opens some bin which contains q smaller items, where q 6= xji for all i, j, then let q′ be the smallest
number such that q′ > q and q′ = xji for some pair i, j. Then replacing each bin with q items by qq′ bins with q′ items (recall
that we allow a fractional number of packed bins) does not harm the packing of the second part of the input, and reduces
the number of bins after the first part of the input.
Consider next a bin packed with xji items, where 1 < i < k. If j = 1, xji = p(k + 1 − i), and we replace this bin by ik
bins with p items and k−i
k
bins with p(k+ 1) items (the number of resulting bins may be fractional). The number of smaller
items remains p
k
(i + (k − i)(k + 1)) = p(k − i + 1). If the second part of the input consists of items of size α1, before the
transformation, there was space for i items. After the transformation, there is space for k items in i
k
bins and no room in the
other resulting bins. Thus there is no change.
If the second part of the input consists of items of size α2, before the transformation, there was space for i − 1 items.
After the transformation, there is space for k − 1 items in i
k
bins and no room in the other resulting bins. We have
i(k−1)
k
= i− i
k
> i− 1. Thus the transformation creates additional space.
If j = 2, xji = p(k + 1 − i) − 1. Let µ = p(k−i)pk+1 . We have 0 < µ < 1, and 1 − µ = 1+pipk+1 . We replace this bin by
1 − µ bins with p − 1 items and µ bins with p(k + 1) items. The number of smaller items remains (p−1)(1+pi)+p(k−i)p(k+1)
pk+1 =
p−1+p2 i−pi+p2k2−ikp2+kp2−ip2
pk+1 = (pk+1)(pk−ip+p−1)pk+1 = p(k+ 1− i)− 1. Before the transformation, there was space for i larger items,
no matter which larger items arrive. After the transformation, there is space for k items in 1 − µ bins and no room in the
other resulting bins. This gives space of k+pik
pk+1 > i. Thus the transformation creates additional space. 
Finally, we show the following lemma.
Lemma 6. For p = 2(k2 + 1), the resulting lower bound is Q(k).
Proof. Let yL, yM and yS be the (possibly fractional) number of bins opened by the algorithm after the first part of the input,
with p(k + 1), p and p − 1 items (respectively). We compute the cost of the packing for each case, where the cost of the
packing for case i is denoted algi. We have p(k+1)yL+pyM+ (p−1)yS = N and alg1 = yL+yM+yS. If the items of the second
part are of size α1, then bins with p and p − 1 items can receive k additional items, and bins with p(k + 1) items receive
no further items. If the items of the second part are of size α2 the situation is similar, only bins with p items can receive
only k− 1 further items. Since bins with p(k+ 1) smaller items cannot receive further items, and every other bin (including
new ones) can contain at most k larger items, we have alg2 ≥ yL + Np . We next compute a lower bound on the number of
required bins in the last case. To this end, we show that the existing bins cannot contain all larger items. This holds since
(k − 1)yM + kyS < kpp−1yM + kYS and p(k + 1)yL + pyM + (p − 1)yS = N implies kpp−1yM + kyS = kNp−1 . Therefore additional bins
are opened, which implies, alg3 ≥ yL + yM + ys +
kN
p−1−(k−1)yM−kyS
k
= yL + yMk + Np−1 .
We use (p− 1)alg1 + (pk+ 1− k)alg2 + kalg3 ≤ R((p− 1)opt1 + (pk+ 1− k)opt2 + kopt3), which implies
(p− 1)(yL + yM + yS)+ (pk+ 1− k)
(
yL + N
p
)
+ k
(
yL + yM
k
+ N
p− 1
)
≤ R
(
(p− 1) N
p(k+ 1) + (pk+ 1− k)
N
p
+ k N
p− 1
)
.
Which gives
yL(p− 1+ pk+ 1− k+ k)+ yM(p− 1+ 1)+ yS(p− 1)+ N (p− 1)(pk+ 1− k)+ kp
p(p− 1)
= yL · p(k+ 1)+ p · yM + yS · (p− 1)+ Np
2k− pk+ p− 1+ k
p(p− 1)
≤ R · N · ((p− 1)
2 + (pk+ 1− k)(p− 1)(k+ 1)+ kp(k+ 1))
p(p− 1)(k+ 1) .
Using p(k+ 1)yL + pyM + (p− 1)yS = N we have,
N + Np
2k− pk+ p− 1+ k
p(p− 1) = N
p2k− pk− 1+ k+ p2
p(p− 1)
≤ R · N · ((p− 1)
2 + (pk+ 1− k)(p− 1)(k+ 1)+ kp(k+ 1))
p(p− 1)(k+ 1)
and finally,
R ≥ (k+ 1)(p
2k− pk− 1+ k+ p2)
p2 − p+ p2k2 − pk2 + k2 + p2k .
It is possible to verify that the best choice for p is p = 2(k2+1), which implies the lower bound wewanted to prove. 
712 L. Epstein, A. Levin / Discrete Optimization 5 (2008) 705–713
Table 3
The weight functions
x w4(x) w5(x)
α
1−γ
2 = 37 1−γ2 +γ = 47
β 1−δ3 + δ2 = 514 1−δ3 = 27
6. Towards a complete solution
In this section we demonstrate that the approach above cannot lead to an optimal solution for all pairs of α and β, as a
direct function of these two values, even if we compute the resulting competitive ratio of the algorithm we presented as a
function of the exact sizes.
We consider a simple example where α = 410 and β = 310 . There are three possible dominant patterns for these values,
which are (2, 0), (1, 2) and (0, 3). Clearly, the algorithmweused for these values is Greedy.We can compute the competitive
ratio using the weights according to w1, which are 12 and
1
3 , and get the weights 1,
7
6 , 1 for these three patterns. This implies
a competitive ratio of 76 . Note that Combine cannot be used here, since t = 0.
We next describe an algorithm called CombineBoth of competitive ratio 87 . This algorithm tries to pack some of the items
using the pattern (1, 2), into bins that are called ”red bins”. Thus, a fraction γ = 17 of the larger items is colored red, and a
fraction δ = 17 of the smaller items is colored red. The blue items of each size are packed using Greedy, into bins that are
called ”blue bins” (at each time, there is at most one active bin per size). A red larger item is packed into a bin with at least
one smaller red item, if there exists such a bin that did not receive a larger item yet, and otherwise into a new red bin. A red
smaller item is packed into a red bin which contains exactly one red smaller item, if such a bin exists, otherwise into a red
bin containing only one item, which is a larger red item, and if such a bin does not exist either, we open a new red bin for
the item.
Using this method, there is at most one bin that contains exactly one red smaller item. Moreover, there is at most one
blue bin for each one of the two sizes that does not contain the full number of items (which is two, for larger items, and
three, for smaller items). Each additional red bin, with less than three items, contains either a larger item, or two red items.
Moreover, according to the algorithm, the output cannot contain both.
We define two weight functions, where the first function w4 can be used for the scenario where all red bins (except
possibly one) contain two red smaller items, and w5 can be used for the case where all red bins contain a red larger item.
The functions are defined in Table 3.
For the analysis, we assume that the number of smaller items is divisible by 14 and that the number of larger items is
divisible by 7. Otherwise, we neglect a constant number of items of each size. We compute the weight of every seven large
items together and of every 14 smaller items together.
In the first scenario, seven larger items create three bins of blue larger items and one bin of red items. The requiredweight
of red bins is covered by smaller items. Thus the total weight of these seven items is 3, which is exactly the number of blue
bins these items create. In the second scenario, seven larger items create the same bins as before, but now they need to have
enough weight for four bins. The total weight of these seven items is 4 as required.
In the first scenario, 14 smaller items create four blue bins of smaller items and one red bin. The total weight of these 14
items is indeed 5. In the second scenario, 14 smaller items need to only cover the weight of four blue bins, since larger items
cover the cost of red bins. Their total weight is indeed 4.
We next compute the weight of each pattern according to the two weight functions. For the patterns (2, 0), (1, 2) and
(0, 3)we get totals of 67 ,
8
7 and
15
14 according to w4 and of
8
7 ,
8
7 , and
6
7 according to w5. The maximum of all these values is
8
7 .
Another interesting property is that unlike the lower bound of Section 4, a matching lower bound is achieved here by
using a sequence of larger items followed by smaller items and not smaller items followed by larger items. An attempt to
apply the latter results in a lower bound of only 98 .
We briefly describe the lower bound of 87 . The input contains 2n larger items, possibly followed by 4n smaller items. We
denote by opti and algi the costs of an optimal offline algorithm, and an online algorithm after i parts of the input (i = 1, 2).
We have opt1 = n and opt2 = 2n. Let y1 and y2 be the numbers of bins that contain one and two items respectively after the
first part of the input. We have y1 + 2y2 = 2n. Note that y2 ≤ n and y1 ≤ 2n.
For the algorithm, we have alg1 = y1 + y2. Each bin that is packed with two larger items cannot receive further items.
Each bin that has one larger item can receive two smaller items. The number of smaller items that must be packed into new
bins is thus 4n− 2y1 ≥ 0. They can be packed at most three to a bin, and so we have alg2 ≥ y1 + y2 + 4n−2y13 = y13 + y2 + 4n3 .
Let R be the competitive ratio of the algorithm. We get y1 + y2 ≤ Rn and y13 + y2 + 4n3 ≤ 2Rn, or y1 + 3y2 + 4n ≤ 6Rn.
Taking the sum of these inequalities we have 2y1 + 4y2 + 4n ≤ 7Rn. We use y1 + 2y2 = 2n to getR ≥ 87 .
We have proved the following.
Proposition 7. For α = 0.4 and β = 0.3, the best competitive ratio is 87 , and it is achieved using CombineBoth.
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7. Concluding remarks
In this paperwe found the best overall competitive ratios for bin packingwith two (known in advance) items sizes, where
both sizes are at most 1
k
for an integer k. A natural open problemwould be to find the best competitive ratio as a function of
the two sizes, either as a closed formula, or at least as a solution of a linear program. It seems that for any pair of sizes, it is
likely that the usage of four configurations may be enough to achieve an algorithm of optimal competitive ratio. Moreover,
it is likely that the lower bound for every pair would contain a stream of items of one size, followed by items of the second
size. Proving or disproving these claims is left for future work.
We would like to point out that the best competitive ratio for a given pair of sizes α and β depends only on the finitely
many dominant combinations of items which can be packed in a single bin. The set of all pairs with the same set of
combinations forms an equivalence class. Thus, for example, the pair ( 410 ,
3
10 ) in Section 6 is equivalent, e.g., to the pair
( 37 ,
2
7 ). In particular, it is possible to assume that both sizes are rational, and that there exists at least one combination of
these items which fills exactly one bin.
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