Abstract Many real-world complex networks are best modeled as bipartite (or 2-mode) graphs, where nodes are divided into two sets with links connecting one side to the other. However, there is currently a lack of methods to analyze properly such graphs as most existing measures and methods are suited to classical graphs. A usual but limited approach consists in deriving 1-mode graphs (called projections) from the underlying bipartite structure, though it causes important loss of information and data storage issues. We introduce here internal links and pairs as a new notion useful for a bipartite analysis, which gives insights into the information lost by projecting the bipartite graph. We illustrate the relevance of these concepts in several real-world instances, illustrating how it enables to discriminate behaviors among various cases when we compare them to a benchmark of random graphs. Then, we show that we can draw benefit from this concept for both modeling complex networks and storing them in a compact format.
Introduction
Many real-world networks have a natural bipartite (or 2-mode) structure and so are best modeled by bipartite graphs: two kinds of nodes coexist and links are between nodes of different kinds only. For instance in many social networks, referred to as affiliation networks, people are members of groups like directory boards or peer-production units such as scientific papers' authors. This can be represented by a 2-mode network in which individuals are connected to the groups they belong to (Sharara et al. 2010; Li et al. 2011) . Other typical examples include biological networks in which proteins are involved in biochemical reactions, occurrence of words in sentences of a book and file-provider graphs where each file is connected to the individuals providing it (see Newman et al. 2001; Latapy et al. 2008 for more examples).
The classical approach for studying such graphs is to turn them into classical (non-bipartite) graphs using the notion of projection: considering only one of the two types of nodes and linking any two nodes if they share a neighbor in the bipartite graph. This leads for instance to cooccurrence graphs, where two words are linked if they appear in a same sentence, coauthoring graphs, where two researchers are linked if they are authors of a same paper, interest graphs where individuals are linked together if they provide a same file, etc.
This approach, however, has severe drawbacks (Latapy et al. 2008) . In particular, it leads to huge projected graphs, and much information is lost in the projection. Methods have been developed to study bipartite graphs directly, without resorting to projection (Lind et al. 2005; Latapy et al. 2008; Zweig et al. 2011) , though much remains to be done in this direction.
Based on the intuitive idea of projection, we define intrinsically bipartite notions, namely internal links and pairs. Our aim here is to show the relevance of these notions, which do not suffer from the same loss of information as projection, for analyzing 2-mode graphs. This is why we study several cases of real-world networks and show that internal links and pairs bring to light different characteristics of these networks. Obtaining specific conclusions in a particular context is out of the scope of this paper.
We introduce these new concepts in Sect. 2; we present in Sect. 3 the data sets corresponding to typical real-world cases that we analyze in Sect. 4 with regard to our new notions. We explore a more algorithmic perspective in Sect. 5 by suggesting a 1-mode graph storage method.
Internal pairs and links
Let us consider a bipartite graph G ¼ ð?; >; EÞ; with E ? Â >: We call nodes in ? (resp. >) the bottom (resp. top) nodes. We denote by NðuÞ ¼ fv 2 ð? [ >Þ; ðu; vÞ 2 Eg the neighborhood of any node u: We extend this notation to any set S of nodes as follows: NðSÞ ¼ [ v2S NðvÞ:
The ?-projection of G is the graph Definition 3 (internal degree) k ? I ðuÞ is the number of ?-internal links of node u in the bipartite graph and is called its ?-internal degree. We define in the same way k > I ðuÞ; the >-internal degree of node u:
The notion of internal link is related to the redundancy coefficient rc of a node (Latapy et al. 2008) 
:
There is, however, no direct relationship between the two notions. The redundancy is a node-oriented property: it gives a value for each node, while the notion of internal links and pairs is link oriented. As illustrated in Fig. 3 : Then all links ðu; xÞ in the expression above already belong to E 0 ? : Therefore, for each x 2 NðvÞ n fug; 9y 6 ¼ v 2 > such that y 2 NðuÞ \ NðxÞ: By symmetry, x 2 NðyÞ and y 2 NðuÞ n fvg therefore, x 2 NðNðuÞ n fvgÞ and so NðvÞ n fug NðNðuÞ n fvgÞ:
Suppose now that NðvÞ n fug NðNðuÞ n fvgÞ: Then for each node x 2 NðvÞ n fug; 9y 2 NðuÞ n fvg such that x 2 NðyÞ: Thus, by definition of the projection, ðu; xÞ 2 E 0 ? : Therefore E ? ¼ E 0 ? and the link ðu; vÞ is ?-internal. h
Datasets
Our aim is to evaluate the importance of internal pairs and links in large real-world networks, rather than obtain specific conclusions in a particular context. That is why we study various instances of real-world bipartite graphs, expecting to observe different behaviors. We present in this section the data sets we will use and summarize their general features (number of nodes and links). The graphs under consideration are social ones connecting people (?-nodes) through events, groups or similar interests (>-nodes).
• Imdb-movies (Barabási et al. 1999 
Analysis of real-world cases
In this section, we use the notions of internal links and pairs introduced in Sect. 2 to describe the real-world cases presented in Sect. 3. Let us insist on the fact that our aim is not to provide accurate information on these specific cases, but to illustrate how internal links and pairs may be used to analyze real-world data. We first show that there are many internal links in typical data, then study the number of internal links of each node and the correlation of this number with the node's degree. Since the links attached to >-nodes (resp. ?-nodes) of degree 1 are all ?-internal (resp. >-internal), and since there may be a large fraction of nodes with degree 1 in realworld graphs, we only study in the sequel links attached to nodes with degree at least 2.
Amount of internal links and pairs
In order to capture how redundant the bipartite structure is, we compute the number of >-and ?-internal pairs and Fig. 1 Example of ?-internal pair. Left to right a bipartite graph G; the bipartite graph G 0 obtained by adding link ðB; lÞ to G; and the ?-projection of these two graphs. As links. The fraction of internal links, denoted f E I and presented in Table 1 is in general not negligible. A quantitative analysis of these values, however, requires the definition of a benchmark. That is why we compare the measures to the corresponding amounts on random bipartite graphs with the same sizes and degree distributions, which is a typical random model to evaluate the deviation from an expected behavior (see, e.g., Newman et al. 2001 Newman et al. , 2003 . The measures related to this model will be referred to with the symbol *. We denote by P I ð?Þ [resp. P I ð>Þ] the set of ?-internal pairs (resp. >-internal pairs) and by E I ð?Þ [resp. E I ð>Þ] the set of ?-internal links (resp. >-internal links). We normalize the number of internal pairs and links measured on real graphs to the values obtained with the model described above. The corresponding results are also presented in Table 1 .
We first notice that the behaviors with respect to the amount of internal links are very heterogeneous. Still, some general trends can be underlined: in the random case, ?-and >-internal links are underestimated. So, the probability of having nodes sharing the same neighborhood is higher in real graphs than in random ones. We may indeed expect, for instance, that people participating in the same paper have a higher probability to be coauthors of another one than a random pair of authors.
Meanwhile the numbers of internal pairs are generally overestimated in random graphs. To understand this effect, let us consider the extreme case of a graph where two ?-nodes have either exactly the same neighborhood, or no common neighbors. Then all links are ?-internal, and the graph does not contain any internal pair. We may therefore suppose that the number of internal pairs is probably anti-correlated to the number of internal links.
In general, there is a correlation between how much the number of internal links is underestimated in random graphs and how much the number of internal pairs is overestimated, but this correlation does not hold in all cases. Finally, there is no direct link between these observations and the sizes or average degrees of the considered graphs.
We observe a specific behavior for the two graphs which correspond to tagging databases, i.e., Delicious-tags and Flickr-tags. For these graphs, we observe the lowest gaps between the real and random cases for ?-internal links and pairs. Conversely, they are the only graphs for which the amount of >-internal pairs is underestimated in random graphs. This suggests that comparison of the fraction of internal pairs and links could be used as a tool to classify social networks into families, yet such a hypothesis should be tested on a larger number of data sets.
Going one step further, when we consider the ?-internal pairs and links, which correspond to repeated interactions among individuals through different >-nodes, we observe that the gaps between real and random cases are particularly high for Imdb-movies, P2P-files and PRL-papers. These graphs correspond to direct interactions among agents, while in the other cases two individuals can be linked to a same >-node without this implying any interaction. For example, two users can use the same tag without communicating at all. So, this suggests that stronger social relationships may involve greater differences between the real graph and its random model. But once again, one must be very cautious with such interpretations which require further confirmations as well as a precise definition of the ''strength'' of a relationship.
We will see in the next sections that a more refined study of internal pairs and links brings more enlightening observations than these global figures. Since we can observe a wide range of behaviors both for >-and ?-internal links and pairs, we will restrict our analysis in the following to ?-internal links and pairs for the sake of brevity.
Distribution of internal links among nodes
The notion of internal links partitions the links of each node into two sets: the internal ones and the others. We now study how the fraction of internal links is distributed among nodes. On Fig. 4 , we plot the complementary cumulative distribution of the fraction of internal links per node for the data sets under study. We also plot the complementary cumulative distribution for random graphs. One of the most noticeable differences between both curves lies in the probability of having a node whose links are all internal ðx ¼ 1Þ: this fraction is indeed much higher in real than in random graphs. We also observe that real graphs exhibit fewer nodes with very low (or null) fractions of internal links (though the fraction of nodes with no internal link is high in both cases). In this respect too, the data sets behave differently: for Imdb-movies the probability of having a 10 À2 fraction of internal links is more than one order of magnitude larger in the random than in the real graph, while Flickr-tags curves are close to be superimposed at low fractions. Notice that this is not directly related to the fact that the number of internal links is underestimated or not in random graphs: for Delicioustags the ratio between the number of ?-internal links in the real and in the random case is smaller than for Flickr-tags, but the difference between the distributions of the fraction of internal links per node are larger for Delicious-tags than for Flickr-tags.
Finally, the very low fractions that we observe are associated with high degree nodes. Indeed, for any ?-node u with k for the real data sets and the randomized ones. We observe that both real and random curves in several cases can be approximated by a sublinear law on several decades. However, this model is unsatisfactory on P2P-files database, and questionable on cases where the values are too rare or too scattered: most noticeably Imdb-movies and Flickr-groups. The dispersion observed at large degrees is a consequence of the heterogeneous degree distribution, the number of nodes with high degree being low.
If we suppose that whether a given link is internal or not, it is independent from the node's degree, then nodes of internal degree k ? I should have on average a degree k ¼ k ? I =a; where a is the average fraction of ?-internal links on the whole graph, and the plots of Fig. 5 would be linear. As random graphs have a sublinear behavior that means that nodes with large degrees have on average a higher fraction of internal links. This effect can be explained qualitatively: increasing the degree of a node u-everything being otherwise unchanged-implies increasing the probability that one of its neighbors v is such that NðvÞ n fug NðNðuÞ n fvgÞ:
On the other hand, the slope for real graphs is in most cases larger than for the random ones-again tagging data sets exhibit a different behavior. So there is an additional effect leading high degree nodes to have not as high an internal degree as expected by considering only the degree distributions. This is consistent with previous observations: the real case provides more internal links and fewer nodes with a low (but not null) fraction of such links, which must be high degree nodes. This stems from the fact that if nodes u and v are neighbors, the probability that NðvÞ n fug
Imdb-movies:
Delicious-tags: Flickr-tags: Flickr-comments: NðNðuÞ n fvgÞ is all the more important if v has a small degree and u a large one. Therefore, we expect that degreecorrelated graphs yield larger slopes than degree-anticorrelated ones. Yet, a more quantitative understanding of these phenomena calls for a study of the degree correlations.
Removing internal links
When modeling complex networks using bipartite graphs (Newman et al. 2001; Guillaume et al. 2004) , the presence of internal links may be a problem as they are poorly captured by models. In this regard, removing internal links before generating a random bipartite graph may lead to better models. Moreover, internal links are precisely these links in a bipartite graph which may be removed without changing the projection. As the bipartite graph may be seen as a compact encoding of its projection (Latapy et al. 2008) , one then obtains an even more compressed encoding. Considering the example of the P2P-files data set, it demands 30 MB if stored as a usual 2-mode table of lists, while the corresponding ?-projection (i.e., users) demands 213 MB, and the >-projection 4.6 GB, if stored as a table of edges. However, removing internal links is not trivial as removing one specific link ðu; vÞ may change the nature of other links: while they were internal in the initial graph, they may not be internal anymore after the removal of ðu; vÞ: See Fig. 6 for an example. Therefore, in order to obtain a bipartite graph with no internal link but still the same projection (and so a minimal graph to this regard), it is not possible in general to delete all initial internal links since this would alter dramatically the structure of the projection. So, the set of internal links must be updated after each removal. Going further, there may exist removal strategies which maximize the number of removals, whereas others may minimize it.
To explore these questions, let us consider a random removal process, where each step consists of choosing an internal link at random and removing it, and where such steps are iterated until no internal link remains. Figure 7 presents the number of remaining internal links as a function of the number of internal link removed for typical cases. We also plot the upper bound E I À x (where x denotes the number of link removals), which represents the Imdb-movies: Delicious-tags: Flickr-tags: Flickr-comments: hypothetical case where all links initially internal remain internal during the whole process.
This random deletion process leads to a pruned bipartite graph, containing the information of the 1-mode graph. Going back to the example of the P2P data set, the obtained 2-mode storage graph demands 12 MB for the related ?-projection and 22 MB for the > one, thus enabling a compression to 0.40 (resp. 0.73) when compared to the standard 30 MB bipartite representation of the network, which is itself a compact encoding of the projections.
To go further, one may seek strategies that remove as many internal links as possible, for instance using a greedy algorithm selecting at each step the internal link leading to the lowest decrease of the number of remaining internal links. This is however out of the scope of this paper.
Conclusion
We introduced the notion of internal links and pairs in bipartite graphs, and proposed it as an important notion for analyzing real-world complex networks. Using a wide set of real-world examples, we observed that internal links are very frequent in practice, and that associated statistics are fruitful measures to point out similarities and differences among real-world networks. This makes them a relevant tool for the analysis of bipartite graphs and researchers confronted with a given network can use this notion to get a better understanding of it. Moreover, removing internal links may be used to compact bipartite encodings of graphs and to improve their modeling.
We provided a first step towards the use and understanding of internal links and pairs. To go one step further, it would be helpful to derive analytical results on random models such as the probability for a link or a pair to be internal. On another level, further investigations could bring us more precise information about the role of internal links, in particular regarding the dynamics. For instance, we gave evidence in a recent article (Allali et al. 2011 ) that internal pairs may become internal links with high probability in future evolution of the graph. We therefore expect that these notions will be useful for recommendation algorithms. One may also study the links (and pairs) which are both ?-and >-internal, as they may have a special importance in a network.
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