We study discrete-time simulation schemes for stochastic Volterra equations, namely the Euler and Milstein schemes, and the corresponding Multi-Level Monte-Carlo method. By using and adapting some results from Zhang [22] , together with the Garsia-Rodemich-Rumsey lemma, we obtain the convergence rates of the Euler scheme and Milstein scheme under the supremum norm. We then apply these schemes to approximate the expectation of functionals of such Volterra equations by the (Multi-Level) Monte-Carlo method, and compute their complexity.
where W is a d-dimensional standard Brownian motion in a filtered probability space (Ω, F , F, P), and the solution X = (X t ) 0≤t≤T is an R d -valued continuous adapted process. Throughout the paper, we assume the conditions on K 1 , K 2 , b and σ in Assumption 2.1. In particular, under Assumption 2.1, the Volterra equation (2) has a unique solution (see Coutin and Decreusefond [5] and Wang [21] ).
Let us consider for each n ≥ 1 a uniform discretization of [0, T ] of length δ n := T /n, where δ n → 0 as n → ∞, and η n (s) := kδ n , for s ∈ kδ n , (k + 1)δ n .
Note that our results still hold true for general time discretization π n = (0 = t n 0 < t n 1 < · · · < t n n = T ), with δ n := max 0≤k≤n−1 (t n k+1 −t n k ). We use uniform discretization to improve the readability of the paper.
Assumption 2.1. Let α > 0, β > 1, C > 0 be fixed constants.
(A1) K i (t, s) = 0, whenever s ≥ t, i = 1, 2, and Theorem 2.2. Let Assumption 2.1 hold true.
(i) Let p ≥ 2β β−1 satisfy E |X 0 | p < ∞. Then there exists a constant C p ∈ (0, ∞) depending only on T , d, p, and β, C in Assumption 2.1 such that, for all s, t ∈ [0, T ] and n ≥ 1, E X n t − X n s p ≤ C p 1 + E |X 0 | p |t − s| p(α∧1) and E X n t − X t p ≤ C p 1 + E |X 0 | p δ p(α∧1) n .
(ii) Assume in addition that E |X 0 | q < ∞ for all q ≥ 1. Then for all p ≥ 1 and ε ∈ (0, α ∧ 1), there exists C p,ε ∈ (0, ∞) such that
, for all n ≥ 1.
Remark 2.3. (i) When K 1 = K 2 are equal to the identity matrix I d , so that the Volterra equation (2) degenerates into a standard SDE and Assumption 2.1 holds with α = 1 2 , the convergence rate result in Theorem 2.2.(i) is consistent with results on the strong error of Euler scheme for standard SDEs.
(ii) The convergence rate in Theorem 2.2.(ii) is less general than for standard SDEs. The main reason is that the solution X of (2) is not a semi-martingale in general, and the Burkholder-Davis-Gundy inequality fails in this context. We instead use the Garsia-Rodemich-Rumsey lemma to obtain an estimation of the strong error on the uniform convergence norm, and need to sacrifice ε > 0 in the convergence rate.
The Milstein scheme
To obtain a higher order of convergence rate, we study here the Milstein scheme. Let us first assume some additional conditions on the coefficient functions. Assumption 2.3. Let α > 0, C > 0 be the same constants as in Assumption 2.1.
(A5) For each i = 1, 2 and for all t ∈ [0, T ), δ ∈ (0, t 2 ∧ (T − t)), n ≥ 1, it holds that
(B) The coefficient functions b and σ are in C 0,2 ([0, T ] × R), and moreover, for all s, t ∈ [0, T ] and x ∈ R, it holds that Recall also that η n (s) = kδ n for s ∈ [kδ n , (k + 1)δ n ). By freezing the time in coefficient functions (b, σ) (but not in K 1 , K 2 ), and expanding b and σ in the space variable x, we obtain the following Milstein scheme for Equation (2): 
and
degenerates into a standard SDE, and the above scheme (5) is the same as the Milstein scheme for standard SDEs given in the literature.
(ii) Formally, the Milstein scheme (5) is obtained by considering the first order Taylor expansion of (b(t, x), σ(t, x)) in the space variable x. Let us consider the points on the discrete-time grid t k := kδ n , then by (2) and Taylor expansion on (b, σ), one has
Remark 2.6. In the Milstein scheme (5), we do not freeze the second time variable s for K i (t, s). In fact, in view of the last term in (5) and Condition (A4), replacing K 2 (t, s) by K 2 (t, η n (s)) would induce an L 2 -error of the order
which is the same convergence as the Euler scheme (Theorem 2.2). In order to obtain an improvement of the convergence rate compared to the Euler scheme, we need to use K 2 (t, s) in place of K 2 (t, η n (s)) to construct the Milstein scheme. 
The challenge would be the simulation of the (correlated) double stochastic integrals
In general, one may need to consider a finer discrete-time grid on [t k , t k+1 ] to approximate the above integrals appearing in the induction expression of B k+1 i .
(ii) Nevertheless, in a first special case, where σ(t, x) is independent of x, so that ∇ x σ ≡ 0, there is no double stochastic integral in the Milstein scheme (5) anymore. The problem reduces to the simulation of a fractional Brownian motion, which can be simulated exactly by computing the correlation of the increment of fractional Brownian motion. In a second special case, where K 2 ≡ I d , the double stochastic integral reduces to the form 
Then there exists a constant C p ∈ (0, ∞) depending only on T , d, p and β, C in Assumptions 2.1 and 2.3 such that, for all s, t ∈ [0, T ] and n ≥ 1,
Remark 2.8. Again, when K 1 = K 2 ≡ 1, so that α = 1 2 and the Volterra equation (2) degenerates to the standard SDE, the rate in (7) is consistent with the classical results for the Milstein scheme of standard SDEs. However, for the rate under the uniform convergence norm, it is less general due to the use of Garsia-Rodemich-Rumsey lemma in our technical proof.
The (Multi-Level) Monte-Carlo method and complexity
Let f : C([0, T ], R d ) → R be a functional, Lipschitz under the uniform convergence norm. We aim at estimating m := E f (X · ) .
Based on N discrete-time simulations (X n,i t k ) k=0,1,...,n , i = 1, · · · N of X on the discrete-time grid {t k = kδ n : k = 0, 1, . . . , n}, we can use linear interpolation to obtain N continuous path X n,i on [0, T ], and then obtain the Monte-Carlo estimator
Given ε > 0, we will compute the number of operations a computer must perform to achieve an error of order O(ε) between m and the corresponding Monte-Carlo estimator, such as m n N . The number of such operations is called computational cost or complexity. We will first study the Euler scheme (4), and then based on the convergence rate results for the Euler scheme, we will study the corresponding Multi-Level Monte-Carlo (MLMC) method.
Let us assume all the conditions in Theorem 2.2.
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The complexity and error analysis for the Euler scheme. To simulate a path of solution X n to the Euler scheme (4) on the discrete-time grid {t k = kδ n : k = 0, 1, . . . , n}, one needs to simulate n increments of the Brownian motion (∆W k ) k=1,...,n and take the sum O(n 2 ) times (see Remark 2.2). The complexity to simulate N paths of (X n t k ) k=1,...,n will then be O(N n 2 ). Now to achieve an error of order O(ε) for any ε > 0, we need to let both the discretization error and statistical error be of order O(ε). To control the statistical error, it is clear that one needs to set N = O(ε −2 ). As for the discretization error, Theorem 2.2 implies that, for α • defined by
We summarize the previous discussion in the following proposition.
Proposition 2.9. Denote by (C 1 (ε)) ε>0 the complexity of the Monte-Carlo estimation m n N of m by the Euler scheme. Then the computational cost of the method is
The MLMC method. We adapt the MLMC method of Giles [10] to our context. Although the statement of [10, Theorem 3.1] does not apply directly here, the arguments stay the same. Let M ≥ 2 be some positive integer, set n ℓ :
for some constant independent of ℓ. Notice that
To estimate E[ P 0 ], we simulate N 0 i.i.d. copies (X n0,i ) i=1,...,N0 of X n0 and use the estimator
To estimate E P ℓ − P ℓ−1 for ℓ ≥ 1, we simulate N ℓ i.i.d. copies (X n ℓ ,i , X n ℓ−1 ,i ) of (X n ℓ , X n ℓ−1 ) and use the estimator
Then our MLMC estimator for E[f (X · )] is given by
Y ℓ , whose numerical computation effort is of order
To meet the error level ε > 0, one can set L ≥ 1 and N ℓ ≥ 1 such that
where the bound of Var[ P ℓ − P ℓ−1 ] follows from (9) . By direct computations, one obtains that the complexity of the MLMC estimator Y is bounded, for some constant C independent of ε, by
Proposition 2.10. Denote by (C 2 (ε)) ε>0 the complexity of the Multi-Level Monte-Carlo estimation Y of m. Then the computational cost of the method is
This result is a significant improvement compared to C 1 (ε) in (8).
Remark 2.11. The MLMC method for the Milstein scheme (5)-(6) seems also to be very interesting. Nevertheless, due to the implementation problems (see e.g. Remark 2.7), it seems less clear how to introduce an implementable algorithm. A possible approach would be extending the (antithetic) MLMC method for the Milstein scheme in [9, 11] to our context. We leave this for future research.
3 Proof of Theorems 2.2 and 2.4
Throughout this section, C > 0 is a generic constant, whose value may change from line to line.
Proof of Theorem 2.2.(i)
The 
Then there exists a constant C p ∈ (0, ∞) depending only on T , d, p, and β, C in Assumption 2.1 such that, for all s, t ∈ [0, T ] and n ≥ 1,
Proof. Notice that p = q ≥ 2β β−1 , using (2), it follows by Hölder's inequality and BDG inequality that
Further, notice that |b(s, x)| + |σ(s, x)| ≤ C(1 + |x|) by Condition (B), then by using (A1) and Hölder's inequality (recall that β > 1 and therefore p = q > 2), one obtains a constant C independent of m such that
It follows then by Grönwall's lemma and then Fatou's Lemma that, for some constant C independent of m and t ∈ [0, T ],
(ii) We next consider the estimation of E |X n t | p , where the proof is almost the same. Indeed, we have to consider here the integrals These are Riemann sums which therefore converge, as n → ∞, respectively to t∧τm 0
Hence they are bounded uniformly in n by (A1). Then one can conclude as (i) that, for some constant C independent of n ≥ 1 and t ∈ [0, T ],
(iii) Let s < t and denote δ := t − s, we consider the term E |X t − X s | p . Let us rewrite
and then consider I 1 , I 2 , I 3 , I 4 separately.
For I 1 , by applying Cauchy-Schwarz's inequality and condition (A2), it follows that
Now applying Hölder's inequality and then Condition
For I 2 , we apply BDG's inequality, Minkowski's integral inequality (see [19, p.271 ]), (A2), (B) on σ, it follows that
For I 3 , we use Cauchy-Schwarz's inequality and Condition (A3) to obtain that
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For I 4 , we apply BDG's inequality, Minkowski's integral inequality and use (A3) to obtain that
Then it follows that
(iv) Finally, for the estimation of E |X n t − X n s | p , one can similarly write
Notice that the conditions in (A2) and (A3) are given also on
one can apply the same arguments to obtain the estimations for E |I n 1 | p , . . . , E |I n 4 | p . Proof of Theorem 2.2.(i). Let us rewrite
and then consider J 1 , . . . , J 6 separately.
For J 1 , we use Hölder's inequality, Proposition 3.1 and (A4) to obtain that
For J 2 , notice that t 0 K 1 (t, η n (s)) 2 ds < ∞ by (A1) and (A4), then by using Hölder's inequality,
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Condition (B) and Proposition 2.1, it follows that
For J 3 , we obtain by Hölder's inequality and
For J 4 , it follows by BDG's inequality, Minkowski's integral inequality and (A4) that
For J 5 , we use BDG's inequality, Minkowski's integral inequality, Proposition 3.1 and the Hölder regularity in time of σ (Condition (B) ) to obtain that
For J 6 , we have by BDG's inequality and Hölder's inequality that, for β > 1 that appears in (A1),
where in the last lign we used again Hölder's inequality with p ≥ 2β β−1 . Combining all the above estimations, it follows that
Then by Grönwall's Lemma, we conclude that sup
for some constant C > 0 independent of n and X 0 .
Proof of Theorem 2.4.(i)
We now consider the solution X n to the Milstein scheme (5) . For ease of presentation, we consider the one-dimensional case with d = 1, and write b ′ (resp. σ ′ ) in place of ∇ x b (resp. ∇ x σ). The high dimensional case will only change the generic constant C depending on d. Similarly to Proposition 3.1, we first provide some related a priori estimations.
Proposition 3.2. Let Assumptions 2.1 and 2.3 hold true, and p ≥ 2β β−1 be such that E |X 0 | p < ∞. Then there exists a constant C p ∈ (0, ∞) depending only on T , d, p and β, C in Assumptions 2.1 and 2.3 such that, for all s, t ∈ [0, T ] and n ≥ 1,
Proof. (i) Let us first consider the term E X n t p . Notice that the solution X n is essentially defined on the discrete-time grid kδ n , k = 0, . . . , n. When E |X 0 | p < ∞, using the induction argument and Condition (B), together with the boundedness of b ′ and σ ′ , it is easy to deduce that E X n t p < ∞ for every n ≥ 1 and t ∈ [0, T ]. Then we do not really need to localise the process X n to obtain the a priori estimation.
First, by Condition (A1), one has
Then by the BDG inequality and Hölder's inequality with β > 1, it follows that 
where we applied Hölder's inequality for the second inequality with p(β−1) 2β ≥ 1. Next, applying again the BDG inequality and then Hölder's inequality as before, Then we obtain the first estimation in (11) by Grönwall's Lemma.
(ii) Let s < t. By direct computation, we write
For I 3 , we deduce from the BDG inequality and Minkowski's integral inequality that
Notice that E|A n u | p ≤ C(1 + E|X 0 | p ) by (13) and the first estimation in (11) , hence it follows by Condition (A3) that
For I 4 , we use BDG's inequality, Minkowski's integral inequality, the first estimation in (11) and then (A2) to deduce that 
Further, by similar arguments, one can also obtain the estimation on I 1 and I 2 :
and it follows that
(iii) Finally, using the first estimation in (11) , one obtains from the BDG inequality and Minkowski's integral inequality that For J 1 , by similar computations as in Theorem 2.2, it is easy to obtain that
For J 2 , we have by Hölder's inequality, Assumption (2.3) and Proposition 3.2 that Plugging this bound in (14) , it follows that
For J 4 , we denote by η + n (r) := η n (r) + δ n , then by the boundedness of b ′ , (A6), Minkowski's integral inequality and the classical Fubini theorem, it follows that Proof. With the notations of [17, p.353-354] , we apply the Garsia-Rodemich-Rumsey lemma with Ψ(x) = x p and p(x) = x q to obtain the first inequality. Then the second inequality follows by the Hölder's inequality.
As a consequence of Lemma 3.3, we easily deduce the following corollary. 
