Abstract
Introduction
The performance of a content-based image retrieval (CBIR) system is inherently constrained by the features adopted to represent the images in the database. The most frequently referred "visual contents" are color, texture, and shape [2] [4] [6] [9] [11] [12] . If we regard information embedded in a digital image as chrominance information combined with illuminance information, then color feature captures the chrominance information; and both texture and shape represent the illuminance information. Texture features (e.g. co-occurrence features [4] and Wavelet based features [8] [12] ) and shape features (e.g. Fourier descriptors [15] and moment invariants [5] ) have been applied extensively in image retrieval systems. Even though lack a formal definition, texture features can be described as the features that captures spatial distribution of illuminance variations in terms of "repeating patterns". Shape represents a specific edge feature that is related to object contour. However, in most real-world applications, shape features are not applicable since a meaningful segmentation is unachievable. People also tried various other features such as edge densities, edge directions, turning angles, co-linearity, salient points, etc., in general or domain-specific applications. Even though there have been efforts to classify these features into "shape" category, it is obvious that this is inappropriate-e.g., it is hard to relate the concept of "edge density" to the concept of "shape". So we would rather regard "shape" as a special feature component of a much broader category, namely, "structural features", which captures information represented in non-repeating illuminance patterns. For example, one can specifically define "edge-based structural features" as the features capturing the information carried by the edge map of an image; then "shape" is just a special element which only captures the (outer?) edge contour of some object(s) in the image. As we try to answer the question of "how to represent information embedded in the edges" instead of "how to represent information of the object shape", we are left with much more freedom and flexibility in terms of feature formation. In this paper we try to use a unified feature representation paradigm to illustrate the process of feature formation for images and apply it to guide the feature formation of our proposed water-filling features. The detailed discussion is presented in Section 2 and 3. If we allow either rough region segmentation or straightforward tiling on the image, regional/tile-based features can be formed together with global image features, and an on-line learning scheme based on the user relevance feedback can be applied to automatically determine the relative importance of the tile-based features versus the global features. These are presented in Section 4. Conclusion is draw in Section 5.
Unified Feature Representation Paradigm
Most of the existing image features can be regarded as constructed in the following two steps: 1. Feature primitives are selected based on the original image, which will retain useful information of the image. Certain transformation can be applied prior to the primitive extraction; 2. A compact representation is chosen to capture information carried by the feature primitives. Most of these representations are of statistical nature. Table I shows some examples of feature formations, including color moments, color histogram, wavelet moments for texture, co-occurrence matrix for texture, and water-filling features for structure. Initially, information is carried in the pixel values-both color and intensity. These can serve as feature primitives themselves. Or feature primitive can be the output of some lossless or lossy [14] , wavelet coefficients [12] , or water-filling primitives (see Section 3), the most common representation is to use the statistics. In case the feature primitives are multidimensional vectors, e.g., DCT coefficients for 8X8 blocks, we can either assume that the components are independent thus use only moments, maximum/minimum, or 1-D histogram of the individual component to represent the information; or assume that the components are dependent, thus use multidimensional histogram. Vasconcelos and Lippman [14] argue that mixture modeling is a better alternative due to intractable computation induced by high dimensional histograms. Wavelet based salient points (see [N. Sebe et al.] in this proceeding) use the dependence among coefficients from different bands to establish saliency for a given point. The water-filling features such as "the ForkCount associated with the maximal FillingTime" captures certain dependency between the feature primitive FillingTime and ForkCount. Neither histogram nor mixture modeling captures spatial relations among feature primitives. The early work that emphasized spatial relations is cooccurrence matrices and the derived texture features [4] . Later work by Huang et al. extended the idea into color histogram, by adding spatial relations among pixel/blocks to form color correlogram [6] . Edge density gives information in spatial distribution of edges (See Table I ). Additionally, to support region/tile based local matching versus global matching, features should be constructed from image regions/tiles separately. Regional/tile-based feature vectors can be concatenated together with the global feature to form the final feature vector. Relevance feedback technique can be applied to dynamically adjust the relative importance of these features for a given retrieval task ( [11] , and see Section 4).
Water-Filling Feature Formation
In this section we discuss in detail the water-filling algorithm and the water-filling feature formation. The water-filling algorithm operates on edge maps to extract edge features. The algorithm also assumes that thinning operation has been performed on the edge map so that all the edges are one pixel wide. In this paper, we use 4-connectivity for simplicity. The feature representation largely follows the above proposed paradigm.
To illustrate the algorithm, let's first consider the simple case of an 8 by 8 edge map with all the edge pixels connected ( Fig. 1: shaded pixels are edge pixels). The algorithm will do a first raster scan on the edge map and start a traverse (think it as filling in water) at the first edge pixel encountered that has less than 2 neighbors, i.e., start at an end point. In Fig.1 the pixel with label "1" is the first end point encountered. (In case all edge pixels have at least two neighbors, i.e., no end points but all loops, e.g., Fig. 3 , then start at the first unfilled edge pixel during the second scan. So it is necessary to have two raster scans to avoid possible miss). The waterfront then flows along the edges in the order indicated by the numbers. Note that when there are more than one possible paths to go at one point, the waterfront will fork (e.g., at pixel "6" and "9" in Fig. 1) .
One can see that this algorithm can be regarded as a simulation of "flooding of connected canal systems (i.e., connected edges)", hence the name "water-filling algorithm". The assumptions implied by the algorithm include: i) we have unlimited water supply at the starting pixel; ii) water flows at a constant speed in all directions; iii) water front will stop only at a dead-end, or at a point where all possible directions have been filled. When there are more than one set of connected edges in the edge map (e.g., the case in Fig.2) , the algorithm will fill all the sets independently in sequential or in parallel.
As water fills the canals (edges), various information are extracted, which are stored as the feature primitives. Feature vectors can then be constructed based on these feature primitives. The time complexity of this algorithm is linear, proportional to the number of edge points in the image. 
Feature Primitives 1). Filling time
Filling time is the time for water to fill a set of connected edges. For Fig. 1 through 3 , the filling times are {12}, {14, 12, 1}, and {12}, respectively. Using different starting pixels, the filling time can vary in a range of [t, 2t] , where t is the minimum filling time among all possible selection of the starting pixels. This is easily proved as follows: denote the starting pixel that gives the minimum filling time t as S. Since we assume water runs in both directions on an edge, water can reach S from any other starting pixel, say P, in time t, and then the waterfront can go from S to reach any pixels left unfilled within time t. So the filling time from P is =2t.
To minimize the variation in filling time due to selection of starting pixels, we can impose additional constraints on the selection of starting pixels (e.g., choose only the end points), or choose different starting pixels and average the results.
To achieve scaling invariance, normalize the filling time according to the image size. For example, divide filling time by (width + height).
2). Fork count
Fork count is the total number of branches the waterfront has forked during the filling of a set of edges. If we consider the initial waterfront as one branch to start with, then the fork count for Fig. 1 through 3 are {3}, {1, 3, 1}, and {6}, respectively. If we choose an end pixel as starting pixel whenever possible, fork count is "almost invariant" to starting pixel selection. The variation is within ±1, depend upon whether the water starts from the middle of an edge or the end of the edge. Also if multiple waterfronts collide at one intersection, even though the water does not actually fork, the potential forks should be counted to achieve the "almost invariance". E.g., an extra fork is counted both at the upper "9" and the lower "10" in Fig. 3 ; but none at "12', since it is not a potential fork point in any way).
3). Loop count
Loop count is the number of simple loops (or, "simple cycles" as defined in Corman et al., 1997, p. 88) in a set of connected edges. For example, in Fig.1 through 3 , the loop counts are {1}, {0, 1, 0}, and {3}, respectively. Loop count is invariant to rotation. To get the loop count during the water-filling process, we make use of the following "Theorem of Splashes":
If we assume that when two waterfronts collide, we see one "splash"; or more generally, when n waterfronts collide at one intersection, we see n-1 "splashes" (think it as n-1 waterfronts collide with the first waterfront sequentially).
Then the number of splashes = the number of simple loops.
For example, in Fig. 3 , three splashes are recorded at time "9", "10", and "12". Hence the loop count is 3.
The above theorem provides a way of recording loop counts within the water-filling process with very little overhead computation.
4). Water amount
Water amount is the total amount of water used to fill up the set of edges in terms of number of pixels. So it is the edge pixel count. In Fig. 1 through 3 , the water amounts are {18}, {14, 18, 1}, and {29}, respectively.
In fact, One can think of many other possibilities on selecting the feature primitives. However, the final selection should depend upon the specific application, i.e., what information is important and most discriminative toward the classification.
Edge-based structural feature representation
Based on these feature primitives, we can then construct edge/structural features from their statistics. For example: moments (e.g., average filling time); order statistics (e.g., maximum loop count); distributions (e.g., water amount histogram); etc. In the following we discuss some examples with the emphasis on their meanings from a human perception point of view.
1). (MFT&FC) MaxFillingTime and the associated ForkCount
MaxFillingTime(MFC) is defined as max{filling times}. For Fig. 1 through 3 , the MFC is 12, 14, and 12, respectively. And the associated ForkCount(FC) is 3, 1, and 6 respectively. So the MFT&FC vectors for Fig. 1  through 3 are (12, 3) , (14, 1) , and (12, 6), respectively.
MFT&FC are features most probably associated with a salient object (with the "longest" edge) in the image. The MFT conveys a rough measure of the size (edge length) of this object, while the associated FC gives measure of complexity of the structure of the object (complexity of the edges).
2). (MFC&FT) MaxForkCount and the associated FillingTime
Similarly defined as MFT&FC, these are also features most probably associated with a salient object in the image. The MFT conveys a rough measure of the complexity of the object. This object may or may NOT be the same object as the previous one. For Fig. 1 and 3 , the MFC&FT is the same as the MFT&FC. But for Fig. 2 , the MFC&FT vector is (3, 12) .
3). (GLC&MLC) GlobalLoopCount and MaxLoopCount
GlobalLoopCount is defined as sum{loop counts}. MaxLoopCount is max{loop counts}. This feature vector 
4). (FTH&FC) FillingTime Histogram and the associated averaged ForkCount within each bin
This is a global feature on all sets of connected edges in the edge map. It represents the edge map by the distribution of edge "length". Noise or changing background with short edges may only affect part of the histogram, leaving the portion depicting the salient objects unchanged. By weighting of the components through relevance feedback [11] , we could achieve robust retrieval.
Note again that there can be many other possible ways to construct feature vectors according to Table I , such as the moments of filling times, fork counts, loop counts, or water amounts, etc.
Experiments and Evaluation
A set of experiments is designed to test the performance of the water-filling features(WF) versus the widely used wavelet-moments(WM) as texture measures [12] . For WM, each input image is first fed into a wavelet filter bank and is decomposed into three wavelet levels, thus 10 subbands. Each sub-band captures the feature of some scale and orientation of the original images. The mean and standard deviation of the absolute valued wavelet coefficients in each band are extracted to form 20 feature components for each image. WF features used in these experiments are MFT&FC (see Section 2 for definition), MFC&FT, GLC&MLC, and FTH&FC (7 bins), MLC and GLC-a total of 18 feature components per image. Euclidean distance is used as distance measure.
The datasets from Corel consists of 17695 images, 400 of which are "airplanes", and 100 are "American eagles". Table II shows the comparison in terms of averaged number of hits in top 10, 20, 40 and 80 returns for 100 airplanes and 100 eagles as the query images, respectively.
We also tested on the VISTEX texture database from MIT Media Lab. In this dataset 52 images are each tiled into 4X4=16 sub images as ground truth for testing purpose. So for any query the maximum possible number of hits is 16. It is observed that WF is better than WM for "edgy" images, i.e., edges are clear and convey perceptual information in the image. Examples of this sort are shown in Figure 6 and averaged retrieval results are listed in Table III . For "non-edgy" images, or for those whose edge map does not correspond to perceptual meanings, or edges are not well-defined, such as the examples in Figure 7 , WF performs worse than WM (Table IV) . This is reasonable since WF is only a representation of the information carried by edge maps. To resolve this problem, a confidence number may be assigned to each WF vector according to the edge strength in the image. Also when combined with relevance feedback scheme to automatically weight different features, it is observed that WF improves the overall performance. 
Relevance Feedback on Tile-Based Image Matching
In an interactive image retrieval system, a user can give the system feedback on which of the images returned by the system are relevant to his/her interest. Then a learning algorithm can be applied to adjust the query and the multilevel weights of the features to significantly improve the retrieval results [11] . With features extracted from image as a whole as well as from sub-images/tiles, relevance feedback can be applied to evaluate the relative importance of: 1. the tiled information versus global information; 2. the color information (in tiles or globally) versus texture or structural features; or 3. each component of the feature vectors for color, texture, or structure (See Figure 7) . This scheme will improve the retrieval process where the user is actually looking at a specific region of the image instead of the whole image. An example is shown in Figure 9 , where the user is looking for the images of Mt. Fuji from a distance (thus only the tip of the mountain in the middle of the image is of interest). The left part of Figure 9 shows the result of using global features and relevance feedback, yielding only 5 images of interest. While using the tiled features together with the global features, the number of correct returns after relevance feedback increases to 9, with improved ranking. By looking at the weights on different tiles and features, we can see that after the learning phase, the system "figured" that it is the color ("blue") and texture ("smooth") of the top central tile ("the sky"), and the edges (the mountain tip) in the middle of the image that are important, not the other tiles or features.
Conclusion
This paper proposed water-filling algorithm in detail for edge-based structural feature extraction for the use in CBIR systems. Experiments on both pure texture images and real-world photos showed that the new features are suitable for images with meaningful or clear edge structures and yield better performance than texture features such as Wavelet Moments. They are especially useful for capturing non-repeating edge patterns in an image, which is proposed as edge-based structural features, in addition to previously well-defined color, texture, and shape features in the current CBIR systems. Also proposed is a generalized relevance feedback scheme for tile-based image regional matching. Even though the usefulness of the proposed scheme is largely limited due to the inherent location-variant nature and the fixed size and shape of the tiles, it is an additional option to the user which will not compromise the original global featurebased search performance, i.e., in case the tile-based matching is meaningless, the system will simply act like a global matching system by putting a small weight on regional features.
