Photoelectron holography requires a large data set covering a wide energy range. Changes in experimental conditions and sample surface regeneration during the course of measurement are often unavoidable or necessary, which can result in variations in measured intensity that must be normalized out before data processing. This normalization procedure can introduce a significant error, resulting in image degradation. To eliminate this problem, two methods of intensity self-normalization are introduced, one based on branching ratio measurements and the other based on logarithmic derivative measurements. The As-on-Si͑111͒ system is chosen as a test case for these methods. Both the As and Si core levels are used to reconstruct the three-dimensional atomic structure for the top three atomic layers. The results from these two methods are mutually consistent and in good agreement with other available experimental and theoretical results. This paper also contains an analysis in regard to the use of an inner potential to account for surface refraction. Images are generated without refraction for an estimate of its effect on image quality. Similar analyses are carried out for the proper use of energy and angular window functions in the holographic transform, and for the effect of scattering phase shift that has been a major problem for direct data inversion. ͓S0163-1829͑99͒10047-X͔
I. INTRODUCTION
An issue of central importance in surface science is the geometrical arrangement of atoms at or near the surface. Although many techniques are available for structural determination, most of these are based on an indirect approach. Namely, a structural model is assumed and its parameters are varied for a best fit to the data. Low-energy electron diffraction and photoelectron diffraction are examples of this indirect approach. These methods can be very precise and efficient, but there is always the possibility that the initial model with its available parameter space does not cover the correct structure and thus the final best fit could be completely wrong.
Photoelectron holography, although closely related to photoelectron diffraction, avoids this potential pitfall by direct data inversion to create a three-dimensional image with atomic positions represented by intensity maxima. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] Although this direct approach is appealing, the amount of data needed for image conversion is about two orders of magnitude more than what is needed for photoelectron diffraction. It requires intensity measurements taken with many photon energies and over many emission directions. Such experiments are almost always carried out at a synchrotron radiation source, and it is often necessary to adjust analyzer settings and to change slits and gratings of the monochromator during the course of the measurement. Further, reinjections of the storage ring can cause the beam position, size, and intensity to change. Worse yet is perhaps the need to regenerate the sample surface from time to time to avoid the buildup of surface contaminants. This may involve treatment and repositioning of the sample. All of these can affect intensity measurements, and proper normalization must be carried out in order to correlate the data taken at different times for image conversion. The precision required for intensity measurement should be better than about 1%, and this is hard to achieve in practice especially when sample regeneration is involved.
To overcome this problem, two intensity selfnormalization methods have been developed. Instead of normalizing the intensity over the entire data set, differential measurements are carried out that are inherently much more accurate. One of the two methods is derivative photoelectron holography. 12 The logarithmic derivative of the intensity function, instead of the intensity function itself, is measured. The other method is based on branching ratio measurements 13, 14 ͑the branching ratio method has also been discussed in connection with photoelectron diffraction 15 ͒. Both the logarithmic derivative and the branching ratio are independent of the incident beam intensity and the detection efficiency, and are therefore immune to changes in these experimental conditions. Both of these methods have been discussed in the literature, but there has never been, to the best of our knowledge, a single system subjected to investigation by both. The present paper documents such a detailed sideby-side comparison of these two techniques applied to the same system, As on Si͑111͒. This comparison offers a critical test for the consistency and validity of these methods, and provides an estimate of the accuracy of the resulting holographic images. It should be pointed out that there has been some recent discussion in the literature regarding the origin of the branching ratio variation as a function of emission direction. 16, 17 Some authors believe that the diffraction modulation in branching ratio may be too small to be detectable. 16 This issue will be addressed. As on Si͑111͒ represents a simple model adsorbate system often used as a test case for experimental techniques and theoretical concepts. It is universally agreed that the structure is essentially a bulk-truncated Si͑111͒ with the top layer replaced by As resulting in a simple ͑1ϫ1͒ geometry. [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] Fig-ure 1 shows a ball-stick model of this structure. The large spheres in the top layer represent a full monolayer of As adatoms. Each of these As atoms is threefold coordinated to three Si atoms in the second layer forming a tripod geometry. The 2p core level associated with this layer of Si atoms exhibits a large chemical shift due to the direct bonding to As. 18, 25, 26 Its emission intensity can be measured independently of the bulk contribution. The holographic measurements to be reported below involve this chemically shifted Si component and the As core level.
Our holographic analysis yields high-quality images. Atomic arrangements for the top three atomic layers are verified. The results from the two methods are in good agreement with each other and with other available experimental and theoretical results in the literature. This paper also contains an analysis in regard to the use of an inner potential to account for surface refraction. Images are generated without refraction for an estimate of its effect on image quality. Similar analyses are carried out for the proper use of energy and angular window functions in the holographic transform, and for the effect of scattering phase shift that has been a major problem for direct data inversion.
II. EXPERIMENTAL DETAILS
Our photoemission measurements were carried out at the 1-GeV storage ring Aladdin at the Synchrotron Radiation Center ͑Stoughton, Wisconsin͒. The As 3d and Si 2p core levels were measured by a hemispherical analyzer with a full acceptance cone of Ϯ1.5°. Each spectrum was fitted using Voigt functions to deduce the peak intensity and branching ratio. For the As 3d core level, 38 spectra evenly spaced in k within the range of 2.4 Å Ϫ1 ϽkϽ6.4 Å Ϫ1 were measured for each of 44 different emission directions roughly evenly spaced over a polar angle range of ϭ0 to 70°and an azimuth angle range of ϭ0 to 60°͑ϭ0 corresponds to ͓21 1 ͔͒. Threefold rotation and mirror symmetry operations expanded the effective number of angles to 238, corresponding to a total of over 8800 points in k space. A similar set of data from the Si 2p core level was also taken.
The As-terminated Si͑111͒ surface was prepared in accordance with recipes given in the literature. [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] A Si͑111͒-͑7ϫ7͒ surface was prepared by heating a commercial wafer strip to about 1200°C by direct current heating for about 10 s. The ͑7ϫ7͒ reconstruction was verified by reflection highenergy electron diffraction. The substrate was then maintained at 700°C, again by direct current heating, in an As beam for a dose equivalent to a few monolayers based on the reading of a water-cooled quartz thickness monitor. This was followed by a brief postdeposition anneal at the same temperature. The As coverage saturated at one monolayer, and the resulting surface showed a ͑1ϫ1͒ reconstruction. The amount of As exposure was uncritical; as long as it was significantly more than a monolayer, the same ͑1ϫ1͒ surface was obtained.
III. METHODS OF PHOTOELECTRON HOLOGRAPHY
The principle of photoelectron holography has been discussed in the literature. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] The basic idea is that interference between the direct wave and scattered waves by nearby atoms gives rise to sinusoidal modulations in the measured intensity as a function of photoelectron momentum k. This modulation consists of terms of the form cos(kr j Ϫk•r j ϩ), where r j is the position vector of the jth neighbor relative to the emitter and is the phase shift function. The amplitude of such modulation is typically on the order of 10% of the total emission intensity. To extract this small modulation one often measures the core-level intensity I as a function of k ͑or photon energy͒ for a fixed emission direction k and deduce an intensity fine structure function (k,k ):
͑1͒
where I 0 is a smooth background function, and A j is the amplitude associated with the jth emitter. This is then repeated for many different emission directions to yield (k) over a dense, three-dimensional grid in k space.
A holographic transform of the fine structure function yields the image function
͑2͒
where g(k) is a window function. Ideally, one would like to take data for the entire k space. In that case g(k)ϵ1, and the integration should yield a set of ␦ functions ␦(rϪr j ) centered about neighboring atoms. The prefactors of these ␦ functions decay rapidly as a function of r j due to inelastic scattering attenuation and wave expansion, and in most studies only the first nearest neighbors are detected in the image function. Double scattering involving a pair of nearby atoms j and jЈ can give rise to a modulation of the form cos(kr j ϩk ͉r j Ј Ϫr j ͉Ϫk•r j Ј ϩ). Because of the form of the kernel in the transform in Eq. ͑2͒, this double-scattering term integrates to zero unless the two scatterers and the emitter happen to lie on a straight line ͑i.e., r j ϩ͉r j Ј Ϫr j ͉ϭr j Ј ͒. A straight-line arrangement is relatively rare, and in any case, because of the rapid attenuation of the photoelectron wave as a function of distance, this is not an important contribution. For this reason, multiple scattering can be ignored in general. The same cannot be said for the simplified holographic transform involving only an angular integration. Also, the kernel in Eq. ͑2͒ does not have a simple transformation property upon inversion or reflection about the surface plane, and thus, twin images commonly observed with an angular transform are not a problem. These issues have been discussed in the literature. 3, 4 In practice, the data never cover the entire k space, and a window function is necessary in the transform. It is usually a product of an angular window function and a k-window function, each with a smooth cutoff to avoid ringing due to truncation of the Fourier-like integral. This reduction in k space integration results in a broadening of the ␦ functions into intensity maxima with a finite width in r space governed by the uncertainty principle, and weak satellite or ghost features can appear. We have chosen the Welch function for the k window in our analysis below. 28 This function has the shape of an inverted parabola ending at the two boundaries of the integration.
A problem with Eq. ͑2͒ is that the phase-shift function is unknown, because it depends on the scatterer identities and positions r j which are yet to be determined. In principle, one could perform a self-consistent or recursive analysis using a calculated phase-shift function as an additional input to the calculation. However, to keep the method simple and straightforward, most authors opt for a simple sweeping cone approximation. 2, 4, 5 The version adopted in this work is that the phase-shift function is simply replaced by a calculated backscattering phase-shift function, 29 and the angular window function is set to be an angular Gaussian centered about Ϫr. Each direction r in the image function is thus associated with a different angular cone, which is always centered about the backscattering direction. The rationale is that the scattering amplitude has a broad maximum in the backscattering direction, and the integration with an appropriately chosen sweeping cone will retain this important contribution. At the same time, the phase shift is stationary at the backscattering direction, and the phase variation within a small cone can be neglected. This allows us to replace the phase-shift function by the backscattering phase shift. It is important to note that the cone angle cannot be too small; otherwise, the angular resolution of the image function will suffer in accordance with the uncertainty principle. A Gaussian angular cone of Ϯ25°represents a good compromise and is adopted in our analysis below.
In the forward-scattering direction, the scattering amplitude is a maximum, and the phase shift is stationary. One might wonder if it is advantageous to use a forwardscattering cone in the analysis. This does not work because the k dependence of the modulation cos(kr j Ϫk•r j ϩ) vanishes. In other words, kr j Ϫk•r j ϭ0 for forward scattering. A finite angular cone would allow some residual modulation, but this method is impractical at low kinetic energies where the range of k is limited. Because of the use of the backscattering cone in our analysis, scatterers above the emitter will not appear in the final image.
When the photoelectron leaves the surface, it undergoes refraction by the crystal inner potential, which is the leading ͑constant͒ term in the Fourier expansion of the crystal potential. Our calculation includes this effect in the standard manner. Briefly, the kinetic energy inside the crystal for calculating the wave vector is referenced to the bottom of the muffin tin, and the kinetic energy outside is referenced to the vacuum level. The component of the wave vector parallel to the surface is conserved, and refraction is a result of the potential step represented by the inner potential. An inner potential of 10 eV is used in our calculation. The result is not very sensitive to this choice, as will be discussed below.
IV. DATA ANALYSIS AND INTENSITY
SELF-NORMALIZATION Figure 2 shows a randomly selected spectrum for each of the As 3d and the Si 2p core levels. The circles are data points and the curves are results from a least-squares fit. The As core level shows two peaks due to spin-orbit splitting, and the Si core level shows two components, labeled B and S, and each component shows a spin-orbit splitting. The S ͑surface͒ component corresponds to Si atoms in direct contact with the surface As, and the B ͑bulk͒ component corresponds to emission from all of the other Si atoms. 18, 25, 26 The difference in binding energy is caused by a chemical shift related to the different bonding environments. The 2p 3/2 peak of the S component is located fairly close to the 2p 1/2 peak of the B component, and thus the overall line shape appears to consist of three peaks, with the middle one being broader.
A least-squares fitting analysis of the spectra yields the emission intensities. Figure 3 shows a typical trace of the photoemission intensity I of the As 3d core as a function of k at a fixed emission direction. It shows small intensity oscillations on a smooth background, and the oscillations can be extracted to yield the function. However, despite the fact that the data points have been normalized to the reading FIG. 2. Typical photoemission spectra from As/Si͑111͒-͑1ϫ1͒ for ͑a͒ the As 3d core and ͑b͒ the Si 2p core. Circles are data points and curves are fits. These spectra were taken with a normal emission geometry ͑ϭ0͒. The Si 2p core is decomposed into the surface ͑S͒ and bulk ͑B͒ components.
of a synchrotron beam intensity monitor, which is located just before the sample, the trace shows a jump. This jump can be correlated with an episode of reinjection of the storage ring as indicated in the figure. Two data points at the same k were taken, one before and the other after the reinjection. The difference in intensity is likely caused by a shift in beam position, a change in beam size, or both. This illustrates the intensity measurement problems mentioned earlier in the Introduction. In the past, our solution was to rescale the set of data points after the reinjection such that the two pieces of curves in Fig. 3 join smoothly at the point of reinjection. Any error in this scaling factor will affect all of the data points involved, and this error will propagate if additional rescaling operations are performed subsequently due to other changes in experimental conditions. Many such rescaling operations are needed for a typical experiment.
As mentioned earlier, the intensity modulations are generally on the order of 10%, and so Ϸ10%. To obtain a reasonable image ͑with a 10% error͒, the uncertainty in should be less than about 10%. Thus, the uncertainty in measured intensity should be less than 1%. This level of precision and/or reproducibility is not easy to achieve, as any experienced experimentalist in this area of research can attest to. Reproducibility is particularly problematic if sample surface regeneration is involved. Intensity self-normalization methods, to be discussed below, avoid this uncertainty.
A. Derivative photoelectron holography
In this method, the logarithmic derivative of the intensity, L(k,k ), is measured as a function of k for a given emission direction k . This is obtained by a differential measurement involving two successive spectra related by a small difference in photoelectron kinetic energy ͑or wave vector͒:
͑3͒
The result depends on the ratio between the two measured intensities. All of the factors mentioned above that might affect intensity measurements, such as reinjection, sample movement, adjustment of analyzer settings, slit and grating changes, or accidents of people bumping into equipment, have no effect on this ratio as long as they do not happen during the short duration of the measurement. Subsequent measurements are not affected even if the intensity itself has changed. Once the logarithmic derivative function is determined, it is straightforward to calculate the intensity function ͑apart from an unimportant integration constant͒:
͑4͒
The rest of the holographic inversion procedure is the same as discussed above. An issue of importance is the choice of ⌬k. If it is large, the derivative obtained using Eq. ͑3͒ would be inaccurate. In our work, we choose ⌬k to be about 0.1 Å
Ϫ1
. This represents the k resolution used in both the numerical differentiation and integration. Note that the dominant variation in the intensity function I is, roughly speaking, of the form cos(2kr), where r is the nearest neighbor bond length. A Taylor series expansion of Eq. ͑3͒ shows that the fractional error is of the order of (r⌬k) 2 /3, or about 1% for rϳ2 Å and ⌬k ϭ0.1 Å Ϫ1 . The error is consistent with the level of data precision mentioned earlier. A similar analysis can be made for the numerical integration, and the error is of the same order. The error introduced in the image function may be less, because we are primarily interested in the oscillation periods of the intensity variation, not the amplitude. As mentioned above, we have 38 spectra equally spaced in k for each emission direction ͑with ⌬kХ0.1 Å Ϫ1 ͒, and this gives 37 numerical derivatives by applying Eq. ͑3͒ to each pair of neighboring data pairs.
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B. Branching ratio photoelectron holography
The spin-orbit splitting of a core level gives rise to two photoemission peaks with slightly different k values. Thus, each spectrum actually contains two measurements, and when the intensity ratio of the two peaks is taken, one has a differential measurement just as in the case discussed above. We will define the branching ratio for the As 3d core as
where the subscripts denote the total angular momentum, E is the kinetic energy, and ⌬E is the spin-orbit splitting. The branching ratio for the Si 2p core is similarly defined. Each spin-orbit-split component shows intensity modulations due to diffraction. Since there is a slight offset in k, these modulations are not divided out when the ratio is taken, and the result is related to the derivative of the intensity function as in the previous case. The intensity modulations in B can be extracted to yield a branching-ratio fine structure function in a manner similar to the intensity fine structure function ͓see Eq. ͑1͔͒: 
͑k,k ͒ϭ
where B 0 is a smooth background function due to crosssection variation and we have changed the variable from E to k and added k to specify the emission direction. It is easy to show that this is related to (k,k ), to the first order, by
where ⌬k is the spin-orbit splitting in k. Solving this firstorder differential equation yields
This equation is fairly similar to Eq. ͑4͒. Once (k) is obtained, the rest of the calculation is the same as the traditional holographic method. The quantity ⌬k here depends on k, and is generally smaller than the 0.1 Å Ϫ1 used in the derivative method. The resulting derivative is thus more accurate at each k point. In the case of the derivative method, the derivatives are essentially averages over each interval. However, the numerical integration needed to recover the function is not necessarily more accurate. The accuracy depends primarily on the number of points where the derivatives are sampled. Either the derivatives themselves or the average derivatives over the intervals can be used for the integration, and the final accuracy for both methods are about the same.
As mentioned in the Introduction, there has been some recent discussion in the literature regarding the origin of the branching ratio variation as a function of emission direction. 16, 17 It was shown in Ref. 17 that the angular variation for As/Si͑111͒ was primarily caused by cross-section variation and diffraction, in agreement with the discussion presented above. However, Ref. 16 argued that there should be an additional contribution derived from differences in the initial wave functions caused by relativistic effects. The authors showed that this initial state contribution is large for In on Si, and consequently diffraction modulation becomes masked and nearly undetectable in an angular pattern. To reconcile the differences, we note that In is a heavier element than As, and relativistic effects are indeed expected to be more important. Thus, for heavy elements, the branching ratio angular pattern is not necessarily useful for diffraction analysis. However, the modulation as a function of k as discussed above remains a valid measure of diffraction. It is important to note that Eq. ͑2͒ involves an integration over both angles and k. An explanation offered by Tong et al. 3 in terms of a geometrical construction illustrates nicely that the k integration would be crucial in such a situation for recovering the structure. The use of a small sweeping cone would further suppress the effect of the angular pattern associated with the initial state contribution. This is because the cone contains little information about the periodicity of the initial state pattern, which is typically two-, three-, or fourfold. Although we do not believe that the initial state effect would be a problem for heavy elements for reasons given above, further experimental work would be useful for a confirmation.
V. RESULTS
The upper-left panel in Fig. 4 shows a logarithmic derivative function derived from the As 3d core level for an arbitrarily chosen emission direction. The corresponding function deduced from Eqs. ͑1͒ and ͑4͒ is also shown. The upperright panel shows a branching ratio function and the corresponding function deduced from Eq. ͑8͒ for the same core and the same emission direction. An immediate question is whether or not the two methods yield the same function, and they should if the discussion above is correct. A comparison shows that the functions are indeed very similar. Each of the maxima and minima for the two cases is at the same energy. The peak heights are not exactly the same, and the differences can be attributed to experimental uncertainties ͑noise in the data͒ and systematic errors ͑higher order terms ignored in the analytical formula͒. Both the experimental uncertainties and systematic errors are on the order of 1% in I, or ϳ10% in the function. The discrepancies in peak height are less of a problem since only the oscillation periods are relevant to the atomic positions. The two lower panels in Fig. 4 provide a similar comparison for the chemically shifted Si 2p core for an arbitrary chosen emission direction. Again, the derived functions are in good agreement in terms of the positions of the maxima and minima.
The image functions provide the ultimate test, and the results should agree for the two methods. Figure 5 shows planar slices through the image functions using a grayscale representation. The results based on the derivative method are presented on the left, and the results based on the branching ratio method are on the right. The first three images in each case are derived from the As 3d core level, and the bottom panel is derived from the chemically shifted Si 2p core level. Shown in the middle are ball-stick models with the emitter and the slicing planes indicated. The crosses in each image indicate the expected positions of scattering atoms based on an average of available theoretical and experimental results. [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] Stars indicate the position of the origin of the image function ͑position of the emitter͒.
Figures 5͑a͒ and 5͑e͒ show a vertical slice through the As emitter and one of the three pedestal Si atoms. The images clearly show the pedestal atom as a bright intensity maximum. Below this atom, one can also see the Si atom bonded in the layer below. The intensity associated with this second Si atom is dimmer, as expected, mainly due to inelastic scattering attenuation. As far as we know, this was the first time that a second nearest neighbor was detected in a holographic experiment, as reported in Ref. 12 . The image contrast and definition are excellent compared to data available in the literature. The improvement in image quality can be attributed to the improved data accuracy by intensity selfnormalization. In each of these two images, there is also a very weak, barely visible feature on the left-hand side, which can be attributed to a ghost due to the approximations employed in the holographic analysis.
Figures 5͑b͒ and 5͑f͒ show images in a horizontal slice across the three pedestal Si atoms, and the three atoms are clearly visible. In addition, there is a faint ringlike feature in between the three atoms. This is the same ghost feature mentioned above. Figures 5͑c͒ and 5͑g͒ are horizontal slices across the second layer of Si atoms below the As. Since the intensities are lower, the images have been amplified by a factor of 1.5 to show details. The bottom images in Fig. 5 are derived from the chemically shifted Si 2p core. The emitter position is shown in the ball-stick model and is different from that in the previous images. Here, one sees the Si atom in the second layer in agreement with the model. Since forward scattering is not included in the analysis, the As atom above is not seen in the image.
Overall, the agreement between the branching ratio and the derivative results is excellent. The atomic positions, represented by the centers of the intensity maxima, are also in good agreement with the average positions determined in previous experimental and theoretical studies ͑indicated by crosses in Fig. 5͒ . The discrepancy is less than about 0.2 Å. As discussed above, the experiment was designed for an accuracy of ϳ10% in the function. This could lead to an error in bond length of ϳ10%, or ϳ0.2 Å for the first neighbors.
VI. SURFACE REFRACTION, PHASE SHIFT, AND WINDOW FUNCTIONS
As discussed above, effects of surface refraction, phase shift, and windowing of the transform are accounted for in our analysis. Naturally, one wonders how important these effects are and how they affect the holographic images. For this purpose, we have computed images by either ignoring or drastically changing the relevant parameters, and the results are presented in Fig. 6 . The intensity for each case is normalized to span the entire grayscale range. For simplicity, only the derivative method is discussed here.
Figures 6͑a͒ and 6͑b͒ are the same as Figs. 5͑a͒ and 5͑b͒, respectively, and these are included as a reference for easy comparison. Figures 6͑c͒ and 6͑d͒ are the corresponding images calculated without the angular window function. The images are clearly distorted and show intense artifacts or ghosts that do not correspond to atoms. These ghosts are due to contributions from directions far away from the backscattering direction. These contributions should ideally interfere destructively to yield zero intensity, but because of large phase-shift variations, an intensity pattern emerges instead. Figures 6͑e͒ and 6͑f͒ are images obtained without the k window function in the transform. Clearly, the effect of this window function is minimal. The k range in our transform is sufficiently large that modifying the end points does not make much difference. Images obtained by eliminating the backscattering phase shift from the analysis are shown in Figs. 6͑g͒ and 6͑h͒. This approximation of ignoring the phase shift altogether is often adopted in such studies for its simplicity. Again, the images look about the same, but this is a fortuitous result specific to Si. It so happens that the backscattering phase shift from Si has a relatively small energy dependence. 28 For other systems, the correction can be large, up to ϳ0.5 Å in atomic positions. 30 Finally, Figs. 6͑i͒ and 6͑j͒ are images obtained by setting the inner potential to zero; in other words, the effect of refraction is ignored. The images look about the same, and the main difference is that FIG. 5 . Planar slices of the image function through various atomic planes as indicated in the accompanying ball-stick model drawings. The grayscales used for image presentation are indicated near the top of the figure by a linear mapping of the intensity levels into gray levels. ͑a͒-͑d͒ are results based on the logarithmic derivative method, and ͑e͒-͑h͒ are results based on the branching-ratio method. In each case, the top three panels are images obtained from the As 3d data, and the bottom panel is an image obtained from the Si 2p data. The intensity level for images ͑c͒ and ͑g͒ has been amplified by a factor of 1.5 to improve visibility.
the Si atoms are moved up slightly relative to the As emitter by about ϳ0.2 Å, which is on the order of the accuracy of this experiment. The shift is small because the inner potential is much smaller than the electron kinetic energy, and represents a small perturbation. The effect of refraction is to bend the electron emission direction slightly closer to the surface when it leaves the surface, which explains the upward shift of the atoms in Figs. 6͑i͒ and 6͑j͒ . The inner potential is usually not well known. Fortunately, an error of a few eV does not affect the image very much, as illustrated in this study.
VII. SUMMARY AND CONCLUSIONS
Photoelectron holography has emerged as a powerful direct method for surface structural determination. However, its application has been limited because of the requirement of a large data set with high precision. This paper discusses the precision required in intensity measurement for such work and presents two methods for intensity self-normalization. Data points obtained by these methods are independent of the incident beam intensity and analyzer settings, and results obtained under different experimental conditions can be jointly analyzed. These two methods are applied to a simple model system As/Si͑111͒, and the resulting atomic images are mutually consistent and in good agreement with previous results in the literature. The images exhibit high contrast and good definition, and the bonding structure within the top three atomic layers is verified. Issues related to the use of energy and angular window functions, the phase shift, and surface refraction are discussed and their effects illustrated by images computed with relaxed or modified holographic transformation. These results establish that the branching ratio and derivative techniques are sound and straightforward methods for surface atomic structural determination.
