Abstract. The Horton-Strahler analysis is a graph-theoretic method to measure the bifurcation complexity of branching patterns, by defining a number called the order to each branch. The main result of this paper is a large deviation theorem for the number of branches of each order in a random binary tree. The rate function associated with a large deviation cannot be derived in a closed form; instead, asymptotic forms of the rate function are given.
1. Introduction. The topological analysis of branching patterns or objects began with hydrological research on river networks. Horton proposed a systematic method to assign a number (called the order ) to each stream based on the join of streams [8] . Horton's law of stream numbers is an empirical relation stating that the number of streams of order r decreases geometrically with r. Horton's method partially needs information about spatial configuration of the river network such as stream lengths and junction angles. Strahler refined Horton's method so that the order is defined by a purely graph-theoretic way [14] .
Strahler's ordering method for a binary tree is composed of the following three rules.
1. The leaf nodes (degree-one nodes) are defined to have order 1. 2. A node whose children have different order r 1 and r 2 (r 1 = r 2 ) has order max{r 1 , r 2 }. 3. A node whose two children have the same order r has order r + 1. We define a branch of order r as a maximal connected path whose constituent node(s) all have the same order r. For a binary tree τ having n leaves, let S r,n (τ ) denote the number of its order-r branches. Further, based on Strahler's ordering, Tokunaga [15] established a method, called the Tokunaga indexing, to describe the structure of sidebranching. The Horton-Strahler analysis, based on the branch order, has been applied to a wide variety of branching patterns and structures, such as botanical trees [10] and blood vessels [16] in biology, register allocation in computer science [4] , cracks in material engineering [5] , and complex network analysis [7] .
In this paper, we focus on rooted, planar, full binary trees [13] . This class of binary trees appears naturally in modeling a river network. A special node corresponding to the estuary is called the root ; each stream has a flow direction towards it. A river network is embedded in the ground surface, so the corresponding tree is planar ; formally, a planar binary tree is defined as a rooted binary tree with right and left directions assigned to each pair of children of the same parent. If we set only the junction points as internal nodes, each node has either zero or two children; this type of binary tree is called a full binary tree. We let Ω n denote the set of planar full binary trees having n leaves. The number of distinct trees in Ω n is expressed as and this combinatorial quantity is known as the (n − 1)th Catalan number [13] . For example, Ω 3 consists of two binary trees, each of which has three branches of order 1 and one branch of order 2 (see Fig. 1 for reference) . A probability space formed by introducing the uniform probability measure on Ω n is referred to as the random binary tree model (or random model for short), introduced by Shreve [12] . Note that S r,n is a random variable on the random model.
A striking feature common to some stochastic tree models is self-similarity, which means the invariance under the operation of pruning (cutting leaves) [11] . A stochastic tree model is said to be Horton self-similar if it satisfies Horton's law, and selfsimilarity involving side-branching structure is called Tokunaga self-similarity. The random model, the Tokunaga model [15] , and the random self-similar network [17] are well-known self-similar tree models. For the development and related topics of the self-similarity of random trees, see Kovchegov and Zaliapin [9] .
The main subject of this paper is the asymptotic property of S r,n . For any function f : N ∪ {0} → R, f (S r,n (·)) is a real-valued random variable on the random model. By applying the pruning operation, a recursive relation
between the averages of two adjoining orders r and r +1 holds [20] , where E [·] denotes the average on the random model. In this paper, we mainly study the case where f is an exponential function. Wang and Waymire [18] proved the central limit theorem for S 2,n : 
for each r = 1, 2, . . . These results are both reduced to Eq. (1.2) when r = 1. Equation (1.3) implies that S r+1,n /n converges in probability to 4 −r as n → ∞, which is compared with Horton's law.
It is worth pointing out that the central limit theorem (1.4) can be derived easily by the pruning operation [1, 9] . Since pruning a binary tree τ ∈ Ω n r − 1 times yields a binary tree having S r,n (τ ) leaves, Eq. (1.2) immediately implies
Considering S r,n /n → 4 1−r along with this equation, we obtain the central limit theorem (1.4).
As for S 2,n , the following large deviation theorem was demonstrated [18] .
Theorem 1.1 (Large deviation theorem for S 2,n ). For the random model,
and
where the rate function I(y) is given by
For the proof of this theorem, the following general result on large deviation properties is important.
Theorem 1.2 (Cox and Griffeath [2]
). Let (X 1 , X 2 . . . .) be a sequence of random variables and let
, where {a n } is a sequence of positive numbers such that a n → ∞. Assume that on the
where ϕ ∞ (ξ) is strictly convex and
, and I(y) is the Legendre transform of ϕ ∞ (ξ). In addition, the central limit theorem
For systematic treatment of large deviation theory, see Ellis [6] and Deuschel and Stroock [3] for example. Wang and Waymire [18] derived
for any ξ ∈ R, which leads to the proof of Theorem 1.1 (with a n = n in Theorem 1.2). The rate function I(y) given in Eq. (1.5) is the Legendre transform of ϕ. Furthermore, owing to ϕ ′′ (0) = 1/16, Theorem 1.1 directly implies the central limit theorem (1.2) via Theorem 1.2.
Unlike Eq. (1.2), central limit theorems (1.3) and (1.4) were obtained by the asymptotic properties of the characteristic functions of S r+1,n /n and S r+1,n /S r,n [21] . Thus, a natural problem is to establish the large deviation theorems corresponding to Eqs. (1.3) and (1.4). In this paper, a large deviation theorem connected to Eq. (1.3) is formulated and proved.
Main result.
Lemma 2.1. For r = 1, 2, . . . and ξ ∈ R,
where the function ϕ is introduced in Eq. (1.6).
This is a generalized result of Eq. (1.6). We give the proof of this lemma in the next section. By Lemma 2.1, we can prove the following large deviation theorem for S r+1,n .
Theorem 2.2 (Large deviation theorem for S r+1,n ). For r = 1, 2, . . .,
where the rate function I r (y) is the Legendre transform of ϕ r (ξ).
Note that this theorem includes Theorem 1.1 as a special case of r = 1.
Proof. We can complete the proof by substituting ϕ r (ξ) in Lemma 2.1 for ϕ ∞ (ξ) in Theorem 1.2. Since the function ϕ(ξ) is strictly increasing, strictly convex and C 2 on R, its composite ϕ r (ξ) also possesses these properties. Hence, ξ ± = ±∞ for any r. By the chain rule and ϕ
Owing to ϕ(0) = 0 and ϕ(±∞) = ±∞, we obtain
Therefore, the proof is complete. 
Thus, the central limit theorem (1.3) is derived.
Lemma 2.1 and Theorem 2.2 indicate that the order r appears in the composition ϕ r . The author believes that this regularity implies self-similarity of trees from the perspective of large deviation theory.
A large deviation formalism of Eq. (1.4) is not studied in this paper, and is an open problem.
3. Proof of Lemma 2.1. This section is mainly devoted to the proof of Lemma 2.1. First, we show Lemma 2.1 for r = 1 (corresponding to S 2,n ). This case (1.6) was already proved by Wang and Waymire [18] , but we employ a formula different from theirs. Our method has the major advantage that we can easily extend to r ≥ 2.
We need to estimate E [exp(ξS 2,n )], which is the moment generating function of S 2,n . By setting r = 1 and f (S r,n ) = exp(ξS r,n ) in Eq. (1.1),
This sum can be calculated exactly using the Gauss hypergeometric function [19] , but here we perform an asymptotic analysis using a saddle-point method.
Letting m = βn (0 < β < 1/2) to replace the sum by integral about β, and using Stirling's approximation
we get
where g(β; ξ) := ξβ − (1 − 2β) log(1 − 2β) − 2β log β − β log 4 − log 2, and '∼' denotes the asymptotic equality in the sense that the ratio between both hand sides tends to unity as n → ∞. One can easily confirm that the function g(β; ξ) takes a maximum value at
.
Remark 2. Equation (1.6) was previously obtained [18] by using a saddle-point method to
However, as noted in [18] , this procedure needs to treat the two cases where e ξ − 1 is positive and where e ξ − 1 is negative separately. Moreover, it seems to be difficult to extend their method to general S r+1,n . In this light, our method, starting with Eq. (1.1), is advantageous compared to the preceding one.
Next, we proceed to general S r+1,n by induction on r. Assume that
where the coefficient C r,n satisfies lim n→∞ 1 n log C r,n = 0, and we show Eq. (3.2) for r + 1. By Eq. (1.1) and asymptotic approximation as above, we have
The saddle-point estimation requires to maximize the same function g as in Eq. (3.1), but ξ in Eq. (3.1) is replaced by ϕ r−1 (ξ) here. We also note that the coefficient C r,βn does not affect the saddle-point method. Hence, for some coefficient C r+1,n , we have
Thus, the statement holds for any r. 4. Note on approximate forms of the rate function. Unfortunately, the rate function I r (y) in Theorem 2.2 cannot be expressed exactly for r ≥ 2. By the definition of the Legendre transformation, I r (y) is given by
where ξ * r (y) satisfies (ϕ r ) ′ (ξ * r (y)) = y. In short, ξ * r is the inverse function of (ϕ r ) ′ . The difficulty for I r (y) is due to the fact that (ϕ r ) ′ has a complicated form for r ≥ 2 and ξ * r (y) cannot be solved explicitly. Instead of the exact form of I r (y), we derive its approximate forms.
According to the general theory of rate functions [6] , I r (y) is convex and takes the minimum value 0 at y = (ϕ r ) ′ (0) = 4 −r . Moreover, the derivative of Eq. (4.1) yields
Owing to I r (4 −r ) = 0 and I ′ r (4 −r ) = 0, a second-order Taylor expansion of I r around y = 4 −r becomes (4.3)
In other words, the bottom of the curve of I r (y) is approximated by a parabola, and this is equivalent to the central limit theorem (1.3). Differentiating Eq. (4.3), we have In what follows, we calculate approximate forms of I r (y) near y = 0 (leftmost point) and 2 −r (rightmost point).
Definition 4.1. For simplicity of notation, we introduce
Proposition 1. ϕ and Ψ possess the following properties.
Proof. One can easily prove this by using the following relations:
2(e ξ/2 + 1) ,
4(e ξ/2 + 1) 2 .
Proposition 2. By using Ψ, the first and second derivatives of ϕ r are respectively expressed as
Proof. By Eq. (2.1) and Proposition 1, (ϕ r ) ′ is written as
Next, we get Eq. (4.6) straightforwardly by Eq. (2.2) and Proposition 1.
Using the above properties of ϕ r , let us derive the expansion of ξ * r (y). Theorem 4.2 (Asymptotic forms of ξ * r (y) around y = 0 and y = 2 −r ). 1. Around y = 0 which is the leftmost point of I r (y),
2. Around y = 2 −r which is the rightmost point of I r (y),
Proof. By Eq. (4.2),
In this proof, we use this formula as a differential equation to determine ξ * r . Since ξ * r (0) = −∞ and ξ * r (2 −r ) = ∞, we need to expand (ϕ r ) ′′ (ξ) around ξ = ∓∞, corresponding to y = 0 and 2 −r , by means of Proposition 2. 1. We expand (ϕ r ) ′′ (ξ) on condition that e ξ is sufficiently small. By definition, Ψ(e ξ ) = (e ξ/2 +1)/2 = Ψ(0)+O(e ξ/2 ), and similarly Ψ k (e ξ ) = Ψ k (0)+O(e ξ/2 ) for k ≥ 1. Putting into Eq. (4.5), we immediately obtain
To estimate the sum in Eq. (4.6), the term of l = 0 is O(e −ξ/2 ) which is the leading order, and the others are O(1). Thus, by neglecting the terms other than l = 0, we have
Hence, Eq. 2. Contrary to the above, ξ * r (y) tends to infinity as y ր 2 −r , so we need to expand (ϕ r ) ′′ (ξ) when e ξ is sufficiently large. From the observation
. The exponent ρ k satisfies ρ 1 = 1 and ρ k+1 = ρ k /2 + 1, so that
Noting that
In this case, the dominant term of the sum in Eq. (4.6) corresponds to l = r−1, so that
Finally, integrating Eq. (4.7) from y = 2 −r − η to 2 −r as above, we get
By using ξ * r (y) in Theorem 4.2, we reach asymptotic forms of I r (y). Theorem 4.3 (Asymptotic forms of the rate function I r (y) around y = 0 and 2 −r ). 1. Around y = 0,
2. Around y = 2 −r ,
Proof.
As in the proof of Proposition 1, we use
By integrating from 0 to η,
The proof is completed by calculating I r (0) as
= − log Ψ r (0). I r y ≃ 0 y ≃ 2 −r Fig. 3 . Numerical results. The solid curves in (a) and (b) are respectively the rate function Ir(y) and ξ * r (y) for r = 1, 2, 3, and the dashed and dot-dashed curves respectively represent the approximate curves at y ≃ 0 and y ≃ 2 −r .
We need to be careful in the calculation of I r (2 −r ), because both ξ * r (y) and ϕ r (ξ * r (y)) in Eq. By the exact form of I 1 (y) = I(y) in Eq. (1.5), I 1 (y) is symmetric about y = 1/4. On the other hand, comparing the approximate forms of I r (y) near y = 0 and 2 −r in Theorem 4.3, I r (y) for r ≥ 2 is clearly asymmetric.
In Fig. 3 , we show numerical results of ξ * r (y) and I r (y) along with the asymptotic forms at y ≃ 0 (dashed curves) and y ≃ 2 −r (dot-dashed curves) from Theorems 4.2 and 4.3. (The solid curves are the same as in Fig. 2.) 
