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Abstract
This paper presents a new method for computing all the eigenvectors of a real n× n sym-
metric band matrix T. The algorithm computes an orthogonal matrix Q = [q1, . . . , qn] and a
diagonal matrix  = diag{λ1, . . . , λn} such that TQ = Q. The basic ideas are rather sim-
ple. Assume that q1, . . . , qk−1 and λ1, . . . , λk−1 have already been computed. Then qk is
obtained via the Rayleigh Quotient Iteration (RQI) method. Starting from an arbitrary vector
u0 the RQI method generates a sequence of vectors u,  = 1, 2, . . . , and a sequence of scalars
ρ,  = 0, 1, 2, . . . The theory tells us that these two sequences converge (almost always) to an
eigenpair (ρ∗,u∗). The appeal of the RQI method comes from the observation that the final
rate of convergence is cubic. Furthermore, if the starting point is forced to satisfy qT
i
u0 =
0 for i = 1, . . . , k − 1, as our method does, then all the coming vectors, u,  = 1, 2, . . . ,
and their limit point, u∗, should stay orthogonal to q1, . . . , qk−1. In practice orthogonality
is lost because of rounding errors. This difficulty is resolved by successive orthogonalization
of u against q1, . . . , qk−1. The key for effective implementation of the algorithm is to use
a selective orthogonalization scheme in which u is orthogonalized only against “close” ei-
genvectors. That is, u is orthogonalized against qi only if |ρ − λi |  γ where γ is a small
threshold value, e.g., γ = ‖T ‖∞/1000. An essential feature of the proposed orthogonalization
scheme is the use of reorthogonalization. The ORQI method is supported by forward and
backward error analysis. Preliminary experiments on medium-size problems (n  1000) are
quite encouraging. The average number of iterations per eigenvector was less than 13, while
the overall number of flops required for orthogonalizations is often below n3/2.
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1. Introduction
This paper presents a new method for computing a complete eigensystem of a
real n× n symmetric band matrix T. The proposed algorithm computes an n× n
orthonormal matrix Q and a diagonal matrix
 = diag{λ1, . . . , λn}
such that
QTTQ = . (1.1)
Let qk, k = 1, . . . , n, denote the kth column of Q. That is,
Q = [q1, . . . ,qn].
Then the orthonormality of Q implies the equalities
QTQ = I and QQT = I.
Hence equivalent ways to write (1.1) are
TQ = Q (1.2)
and
T qk = λkqk for k = 1, . . . , n. (1.3)
In other words, (λk, qk) is an eigenpair of T.
The basic ideas behind the proposed method are rather simple. The algorithm is
composed of n “major iterations”, where the kth major iteration, k = 1, . . . , n, com-
putes λk and qk . This way at the beginning of the kth iteration, k > 1, the eigenpairs
(λi, qi ), i = 1, . . . , k − 1, have already been computed. Then, at the kth iteration,
qk is obtained via the Rayleigh Quotient Iteration (RQI) method. Starting from an
arbitrary vector u0 the RQI method generates a sequence of vectors u,  = 1, 2, . . . ,
and a sequence of scalars ρ,  = 0, 1, 2, . . . , such that the corresponding sequence
of estimated eigenpairs (ρ, u),  = 0, 1, 2, . . . , approaches an eigenpair (ρ∗, u∗)
of T. The appeal of the RQI method stems from three reasons. First the RQI is locally
cubic convergent. That is, once the current estimate (ρ, u) becomes sufficiently
close to some eigenpair (ρ∗, u∗), then each iteration triples the number of accurate
digits (see Theorem 1 below). Second, assume that T has 2m+ 1 diagonals. In this
case generating (ρ+1, u+1) from (ρ, u) needs only O(m2n) arithmetic operations
(see the next section). Note that m = 1 gives a symmetric tridiagonal matrix, while
m = 2 means that T is a symmetric pentadiagonal matrix. Third, if the starting vector
u0 is forced to satisfy
qTi u0 = 0 for i = 1, . . . , k − 1, (1.4)
as our method does, then all the coming vectors u,  = 1, 2, . . . , should stay orthog-
onal to q1, . . . ,qk−1, and the same is true for their limit point u∗. In other words, if
the starting vector satisfies (1.4), then the limit eigenpair provides λk and qk .
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In practice orthogonality is lost because of rounding errors. This difficulty is
resolved by successive orthogonalization of u against q1, . . . ,qk−1. The key for
effective implementation of the algorithm is to use a selective Gram–Schmidt orthog-
onalization scheme in which u is orthogonalized only against “close” eigenvectors.
That is, u is orthogonalized against qi only if |ρ − λi |  γ where γ is a small
threshold value, e.g., γ = ‖T ‖∞/1000.
The plan of the paper is as follows. It starts with a brief overview of the RQI
method and its basic properties. Then we proceed to describe the proposed Orthog-
onal Rayleigh Quotient Iteration (ORQI) method. The computation of the starting
vector is explained in Section 4, while the selective orthogonalization scheme is
discussed in Section 5. An essential feature of the proposed Gram–Schmidt process
is the use of a certain reorthogonalization policy. The stopping condition that we use
ensures that the size of the residuals vectors ri = T qi − λiqi is close to the roundoff
level. Similarly, the orthogonalization process ensures that for i /= j the size of the
product qTi qj is close to the roundoff level. These features of the algorithm are used
in Section 6 to derive backward and forward error bounds. Finally, in Section 7, we
provide the results of numerical experiments with the proposed ORQI method.
2. The Rayleigh Quotient Iteration (RQI) method
The RQI method is aimed at computing an eigenpair of T. It is an iterative algo-
rithm whose th iteration,  = 0, 1, 2, . . . , is composed of the following four steps.
Step 1. Given u compute the Rayleigh quotient
ρ = uT T u/uTu. (2.1)
Step 2. Test for termination: If (ρ, u) is an eigenpair of T, then terminate.
Step 3. Compute x by solving the linear system
(T − ρI)x = u. (2.2)
Step 4. Set
u+1 = x/‖x‖∞. (2.3)
The practical details of Steps 2 and 3 are given at the end of this section. The algo-
rithm may start from any nonzero vector u0 ∈ Rn. Yet the choice of u0 completely
determines the sequences ρ,  = 0, 1, 2, . . ., and u,  = 1, 2, . . . The motivation
behind the RQI method lies in the following observations. First note that ρ solves
the problem
minimizef (ρ) = ‖T u − ρu‖22. (2.4)
Second, the definition of x implies the equality
x = (T − ρI)−1u. (2.5)
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Let Q = [q1, . . . ,qn] and  = diag{λ1, . . . , λn} denote an eigensystem of T as in
the previous section. Then for i = 1, . . . , n, {(λi − ρ)−1, qi} is an eigenpair of the
matrix (T − ρI)−1. Furthermore, since q1, . . . ,qn is an orthonormal basis of Rn,






i qi , (2.6)






i (λi − ρ)−1qi . (2.7)
Let
v = u/‖u‖2 (2.8)
be a unit vector that points at the same direction as u. Then v has a unique presen-

















The distance between v and the one-dimensional space which is spanned by a cer-
tain eigenvector qj is, therefore,
δ
()
j = (1 − (ν()j )2)1/2.
Note also that δ()j = sin θ()j , where θ()j denotes the angle between v and qj . To




j = 0 (2.9)
we make three simplifying assumptions: Assume for a moment that λj is a simple
eigenvalue of T, that




|λj − ρ|  |λi − ρ| ∀i /= j.
In this case the coefficient of qj in (2.7) becomes much larger than the other coeffi-
cients. Consequently δ(+1)j is expected to be much smaller than δ
()
j , while ρ+1 is
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likely to provide a closer estimate of λj . In the next iteration δ(+2)j is likely to be
much smaller than δ(+1)j , and so forth. However, it is important to note that the limit
(2.9) does not mean that the sequence {v} converges. Assume, for example, that λj
is the smallest eigenvalue of T, so λj − ρ  0 for all . Then in one iteration v
approaches qj while in the next iteration it approaches −qj .
If λj is a multiple eigenvalue of T, then the definition of δ()j needs some modifi-
cations. Let Vj denote the vector space that is spanned by all the eigenvectors of T
which correspond to λj . That is,
Vj = {x | T x = λjx}.
Then δ()j is defined as the Euclidean distance between v and Vj . More precisely,
δ
()
j = ‖v − w()j ‖2,
where the vector w()j denotes the Euclidean projection of v on Vj . With these no-
tations at hand one can verify the following three theorems. For a detailed proof of
these facts see [19]. Earlier discussions of the RQI method and its convergence prop-
erties can be found in [15,16,18,26]; while for recent discussions see [1,2,5,17,25].
Theorem 1 (Local cubic convergence). For each eigenvalue λj of T there exist small
positive threshold values, γ ∗j and δ∗j say, that have the following property: Once the
pair (ρ, v) satisfies
|λj − ρ| < γ ∗j and δ()j < δ∗j , (2.10)
then from this iteration onward the sequences {|λj − ρ|} and {δ()j } converge mo-
notonously to zero, and the rate of convergence is cubic. That is,
|λj − ρ+1| < µj |λj − ρ|3 and δ(+1)j < µj (δ()j )3, (2.11)
where µj is some constant that depends on T. In this case
limp→∞ v2p = v∗, (2.12)
where (λj , v∗) is an eigenpair of T. Yet the other subsequence satisfies
either limp→∞ v2p+1 = v∗ or limp→∞ v2p+1 = −v∗. (2.13)
Theorem 2 (Monotonic residuals). Define
r = T v − ρv. (2.14)
Then
‖r+1‖2  ‖r‖2 for  = 0, 1, 2, . . . (2.15)
Moreover, ‖r+1‖2 = ‖r‖2 if and only if ρ+1 = ρ and v is an eigenvector of
(T − ρI)2.
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Theorem 3 (Global convergence). The sequences {‖r‖2} and {ρ} always converge.
However, there are two possible cases to consider. One possibility is that
lim
→∞‖r‖2 = 0. (2.16)
In this case the sequence {ρ} converges toward an eigenvalue λj of T, and the
conditions of Theorem 1 hold. The second possibility is that
lim
→∞‖r‖2 = τ > 0. (2.17)
This case is characterized by the following features:
(a) The sequence {ρ} converges toward a point ρ∗ = (λi + λj )/2, where λi and
λj are two distinct eigenvalues of T.
(b) limp→∞ v2p = v∗ and limp→∞ v2p+1 = v∗∗, where v∗ /= v∗∗.
(c) The limit vectors v∗ and v∗∗ are eigenvectors of (T − ρ∗I )2 but not of T.
(d) The second situation is “unstable” under small perturbation of v (see below).
The following example illustrates the second possibility. Take T = diag{1, 2,
4} and u0 = (1, 1, 0)T. Then ρ = 1.5 for  = 0, 1, 2, . . . , u2p = (1, 1, 0)T, and
u2p+1 = (−1, 1, 0)T forp = 1, 2, . . .Note that in this case the RQI method generates
the same sequence of points as the inverse iteration method with ρ∗ = 1.5.
The “instability” of the second situation comes from the following observations.
In this case any limit point of the sequence {v} is a saddle point of the residual
function. Thus as ‖r‖2 approaches τ small perturbations in v are likely to reduce
‖r‖2 below τ . Once ‖r‖2 becomes smaller than τ the decreasing property of ‖r‖2
drives it down to zero, see [19, p. 79].
A second explanation for the “instability” of the possibility (2.17) comes from the
following observation of [1]. Let S denote the set of all the starting points v0 on the
unit sphere for which the corresponding sequence {‖r‖2} does not converge to zero.
Then S has measure zero. Assume for a moment that T has n distinct eigenvalues and
let Bi , i = 1, . . . , n, denote the ith “basin of attraction”. That is, Bi denotes the set
of all the starting points v0 on the unit sphere for which the sequence {v} approaches
±qi . In this case S can be interpreted as an infinitely thin boundary that separates
between different basins of attraction (see [17]). Consequently random changes in
v are likely to move it from S into some basin of attraction.
Thus, although in theory (2.17) is possible, in practice rounding errors prevent
this possibility and, eventually, the sequence {(ρ, v)} approaches an eigenpair in
a cubic rate of convergence. However, the algorithm may require several iterations
before reaching the final stage. Another inherent drawback of the RQI method is the
difficulty to predict its behaviour. To illustrate these points we return to consider the
matrix T = diag{1, 2, 4}.
Pantazis and Szyld [17] have constructed two neighbouring starting vectors that
result in ρ0 = 2.000770218. The relative difference between the two starting vec-
tors is about 10−13. Both starting points generate a sequence {ρ} which is initially
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attracted to ρ∗ = 1.5. Hence at the first iterations the vectors v nearly oscillate be-
tween two points of the form (α, β, 0)T and (−α, β, 0)T, where 0 < α < 1 and α2 +
β2 = 1. Yet eventually the “unstable” situation at these points divert the two se-
quences into opposite directions: One sequence terminates (after 22 iterations) at
eigenvalue 2, while the other sequence terminates (after 19 iterations) at eigenvalue
1. This unpredictable behaviour is, perhaps, the reason that the RQI method has
never been considered as a practical way for computing a complete eigensystem.
The stopping conditions of the RQI are based on the following observations, e.g.,
[19, p. 69].
Theorem 4 (Forward and backward error bounds). Let u be any nonzero vector in
Rn such that ‖u‖2 = 1. Let ρ = ρ(u) = uTT u denote the corresponding Rayleigh
quotient and let
r = T u − ρu
denote the corresponding residual vector. Then there exists an eigenvalue λ of T
satisfying
|λ− ρ|  ‖r‖2. (2.18)
Moreover, let the matrix B be obtained from u and r by the rule B = urT + ruT.
Then ‖B‖2 = ‖r‖2 and (ρ, u) is an eigenpair of the matrix T − B.
A further use of ‖r‖2 to bound the deviation between (ρ, u) and some eigen-
pair of T is given by the “Gap Theorem” [19, p. 222]. Both Theorem 4 and the
Gap Theorem suggest that the RQI method should be terminated as soon as ‖r‖2
fall below a certain threshold value. To set an appropriate threshold it is helpful to
have an estimate on the size of the rounding errors in the components of r. Let ε
denote the machine precision (or unit roundoff) in our computations, and let u be
any nonzero vector such that ‖u‖∞ = 1. Then the size of the rounding errors which
are accumulated in the computation of the Rayleigh quotient ρ(u) = uTT u/uTu is
smaller than nε‖T ‖∞. Similarly, let e denote the error vector which is contained in
the computed residual vector T u − ρ(u)u. Then e satisfies
‖e‖∞  (n+ 1)ε‖T ‖∞. (2.19)
On the other hand ‖e‖∞ is not expected to be much smaller than ε‖T ‖∞. Recall also
that at the “final stage” the RQI algorithm enjoys a fast (cubic) rate of convergence.
Therefore, once the residual vector becomes “considerably small”, e.g.,
‖T u − ρu‖∞  100nε‖T ‖∞, (2.20)
then in the next iteration it is expected to reach the roundoff level. These consider-
ations bring us to adopt the following stopping rule: In practice the RQI algorithm
is terminated one iteration after inequality (2.20) is satisfied. The extra iteration is
aimed at ensuring that the residual norm will reach its roundoff level. A similar
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strategy is used for stopping the inverse iteration method, e.g., [26, p. 324] and [12,
p. 559].
The solution of the linear system (2.2) is done via Gaussian elimination with
partial pivoting. Recall that T is a symmetric band matrix with 2m+ 1 diagonals.
Hence the elimination and the back-substitution require (m+ 1)n−m(m+ 1)/2 di-
visions and, at most, 2m2n+ 3mn multiplications. The elimination process turns
T into an upper triangular matrix, U = (uij ) say. In order to avoid a breakdown
during the back-substitution it is necessary to ensure that the diagonal entries of
U are not “too small”. Let β1, . . . , βn−m denote the entries of the lowest diagonal
of T. Then the row-interchanges ensure that |uii |  |βi | for i = 1, . . . , n−m. Yet
there is no lower bound on the size of the last m pivots. Thus, as ρ approaches an
eigenvalue these entries can be arbitrary small. For this reason it is necessary to guard
against division by zero. In our experiments we have used the following safeguard:
If |uii | < ε3/2‖T ‖∞, then uii is replaced with ε3/2‖T ‖∞sign(uii). A similar rule is
used to avoid overflow in the inverse iteration method, e.g., [10, p. 284].
We shall finish this section with a brief assessment of the number of flops required
in one Rayleigh quotient iteration. The normalization u/‖u‖∞ requires n divi-
sions. The computation of ρ requires (2m+ 3)n multiplications and one division.
The computation of the residual vector r = T u − ρu requires only n multipli-
cations, since T u has already been computed during the calculation of ρ. Finally
the solution of (2.2) requires (m+ 1)n−m(m+ 1)/2 divisions and 2m2n+ 3mn
multiplications. Hence the overall number of flops needed in one iteration consists
of (m+ 2)n divisions and (2m2 + 5m+ 4)n multiplications.
3. The Orthogonal RQI method
The Orthogonal Rayleigh Quotient Iteration (ORQI) method is composed of n
“major iterations”, where the kth major iteration, k = 1, 2, . . . , n, computes λk and
qk . Thus, at the beginning of the kth major iteration the eigenpairs (λi, qi ), i =
1, . . . , k − 1, have already been computed. The kth major iteration starts by comput-
ing an initial vector u0 that satisfies ‖u0‖∞ = 1 and
uT0 qi = 0 for i = 1, . . . , k − 1. (3.1)
(The details of this computation are explained in the next section.) From this point we
continue by applying an “orthogonal” version of the RQI method. The th iteration,
 = 0, 1, 2, . . ., is composed of the following five steps.
Step 1. Given u compute the Rayleigh quotient
ρ = uT T u/uTu. (3.2)
Step 2. Test for termination: If (ρ, u) is an eigenpair of T, then terminate. (In
our experiments the algorithm was terminated one iteration after (2.20) was
satisfied.)
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Step 3. Compute x by solving the linear system
(T − ρI)x = u. (3.3)
That is
x = (T − ρI)−1u. (3.4)
Step 4. Selective Orthogonalization: If necessary, orthogonalize x against qi , i =
1, . . . , k − 1. (See Section 5 for the details.)
Step 5. Set u+1 = x/‖x‖∞.
The motivation behind the ORQI method is based on the following observa-
tions. Since T is a real symmetric matrix, it is possible to complete the computed
eigenpairs, (λi, qi ), i = 1, . . . , k − 1, into a complete eigensystem of T. Hence
there exists an orthonormal matrix, Qˆ = [qˆ1, . . . , qˆn], and a diagonal matrix ˆ =
diag{λˆ1, . . . , λˆn}, that satisfy
QˆTQˆ = QˆQˆT = I, (3.5)
QˆTT Qˆ = ˆ, (3.6)
and
(λi, qi ) = (λˆi , qˆi ) for i = 1, . . . , k − 1. (3.7)
The orthogonalization of x−1 (or u0) against the eigenvectors q1, . . . ,qk−1 ensures
that u satisfies
uTqi = 0 for i = 1, . . . , k − 1. (3.8)






i qˆi , (3.9)




(λˆi − ρ)−1ξˆ ()i qˆi . (3.10)
Hence, in exact arithmetic, both x and u+1 remain in Span{qˆk, . . . , qˆn}.
Assume for a moment that the computations are carried out in exact arithmetic.
In this case Step 4 does not change x and the basic iteration coincides with the
Rayleigh quotient iteration. Hence the results of Theorems 1–3 apply to the sequence
{(ρ, v)}, where, as before,
v = u/‖u‖2. (3.11)
Thus, in particular, if the sequence {‖T u − ρu‖2} converges to zero, then any
limit point of the sequence {(ρ, v)} provides the desired eigenpair (λk, qk).
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In practice, however, rounding errors may divert the sequence {v} toward a limit
point, v∗, which lies outside Span{qˆk, . . . , qˆn}. This possibility is eliminated by Step
4, so eventually the sequence {‖T u − ρu‖2} converges to zero, as in the original
RQI algorithm. Once the stopping condition (2.20) is satisfied, the final pair (ρ, v)
is taken to be (λk, qk).
4. The starting vectors
Let sk denote the starting vector for the kth major iteration, k = 1, . . . , n. Then s1
can be any nonzero vector from Rn, while for k = 2, . . . , n the vector sk is required
to satisfy
sTkqi = 0 for i = 1, . . . , k − 1. (4.1)
One way to obtain the vectors s2, . . . , sn is by successive orthogonalization of s1
against q1, . . . ,qn−1. If the orthogonalization is carried out via the modified Gram–
Schmidt algorithm, then for k = 2, . . . , n, sk is obtained from sk−1 by the rule
sk = sk−1 − (qTk−1sk−1)qk−1. (4.2)
This way the construction of the vectors s2, . . . , sn requires only 2(n− 1)n flops.
Furthermore, once sk has been computed, there is no need in sk−1, and sk is over-
written on sk−1. Thus, in practice only one vector, s, is needed for building the se-
quence s1, s2, . . . , sn. In our experiments s1 is a “random” vector with elements from
a uniform (−1, 1) distribution.
Reorthogonalization. Let ε denote the machine precision (or unit roundoff) in our
computations. Let ek denote the error vector which is contained in the computed
value of sk . Then ‖ek‖2 is expected to exceed ε‖s1‖2, so the ratio ‖ek‖2/‖sk‖2 is
expected to exceed ε‖s1‖2/‖sk‖2. On the other hand (4.2) implies the relations
‖sk‖22  ‖sk‖22 + (qTk−1sk−1)2 = ‖sk−1‖22. (4.3)
Hence as k increases ‖sk‖2 becomes smaller and smaller, while the ratio ‖s1‖2/‖sk‖2
becomes larger and larger. Thus although in theory sk should satisfy (4.1), in practice
rounding errors may destroy this feature. The cure for this drawback is to reortho-
gonalize sk against q1, . . . ,qk−1 whenever ‖sk‖2 becomes “too small” with respect to
σ = ‖s1‖2. (4.4)
This way (4.2) is replaced by the following three steps procedure.
Step 1. Orthogonalizing sk−1 against qk−1. Set
sk = sk−1 − (qTk−1sk−1)qk−1. (4.5)
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Step 2. Test for reorthogonalization. Let ν > 1 be a preassigned positive constant.
If
ν2‖sk‖22  σ 2, (4.6)
then terminate. In this case there is no need in reorthogonalization and the com-
puted vector sk is considered suitable. Otherwise proceed to Step 3.
Step 3. Reorthogonalization of sk against q1, . . . ,qk−1.
Step 3.1. Set sk:= sk/‖sk‖∞.
Step 3.2. Set σ = ‖sk‖2.
Step 3.3. For i = 1, . . . , k − 1 do as follows: Set α = qTi sk and sk := sk − αqi .
Step 3.4. If (4.6) holds, then terminate. Otherwise return to Step 3.1.
The notation := denotes arithmetic assignment. Thus, for example, sk := sk −
αqi means “set the new value of sk to be sk − αqi”. As before sk is overwritten
on sk−1, so the generation of the sequence s1, s2, . . . , sn needs only one vector. In
our experiments (4.6) was used with ν = 100. With this choice the overall number
of reorthogonalizations was always smaller than 5, so the generation of the vec-
tors s1, s2, . . . , sn required less than 10n2 flops. See [4] for a detailed discussion of
Modified Gram–Schmidt algorithms with reorthogonalizations.
5. Selective orthogonalization
In this section we discuss the details of the proposed selective orthogonalization
process, which takes place at Step 4 of the Orthogonal Rayleigh Quotient Itera-
tion. As before it is assumed that the eigenpairs (λi, qi ), i = 1, . . . , k − 1, have
already been computed. The aim of Step 4 is to orthogonalize x against the vectors
q1, . . . ,qk−1. That is, it is aimed at ensuring that the resulting value of x will satisfy
xTqi = 0 for i = 1, . . . , k − 1. (5.1)
One way to achieve this goal is by applying the Modified Gram–Schmidt algorithm.
That is,
x := x − (qTi x)qi for i = 1, . . . , k − 1. (5.2)
However, implementing (5.2) requires 2(k − 1)n flops, which makes Step 4 the most
“expensive” part of the basic iteration. This raises the question whether it is essential
to orthogonalize x against all the eigenvectors q1, . . . ,qk−1. To answer this ques-
tion we need a second look at the way x is obtained from u. Let Qˆ = [qˆ1, . . . , qˆn]







i qˆi , (5.3)
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i = uTqi = 0 for i = 1, . . . , k − 1. (5.4)
Yet in practice rounding errors destroy this feature and x satisfies
x = (T − ρI)−1u =
n∑
i=1
(λˆi − ρ)−1ξˆ ()i qˆi . (5.5)
The last equality indicates that the main reason for loss of orthogonality lies in the
existence of computed eigenvalues λi such that |λi − ρ| is small. This observation
suggests that x needs to be orthogonalized only against eigenvectors qi such that
|λi − ρ|  γ · , (5.6)
where γ is a small preassigned constant. The experiments of Tables 1–3 were carried
out with
γ = ‖T ‖∞/1000. (5.7)
The slow increase in the gap size during the iterative process is aimed at improving
the quality of the orthogonalization toward the end of this process.
Another justification of the selection rule (5.6) comes from the following obser-
vations. Let (λi, qi ) and (λj , qj ) be two computed eigenpairs such that λi /= λj and
‖qi‖2 = ‖qj‖2 = 1. Let
ri = T qi − λiqi (5.8)
and
rj = T qj − λjqj (5.9)
denote the corresponding residual vectors. Then multiplying (5.8) and (5.9) by −qTj
and qTi , respectively, yields the relations
qTi qj = (qTi rj − qTj ri )/(λi − λj ) (5.10)
and
|qTi qj |  (‖ri‖2 + ‖rj‖2)/|λi − λj |. (5.11)
Consequently, if the distance |λi − λj | is not “too small”, e.g.,
|λi − λj |  ‖T ‖∞/1000, (5.12)
then |qTi qj | is guaranteed to satisfy
|qTi qj |  1000(‖ri‖2 + ‖rj‖2)/‖T ‖∞. (5.13)
On the other hand the stopping conditions of the iterative process are designed to
ensure that ‖ri‖2 and ‖rj‖2 are close to their “roundoff level”. So (5.13) ensures that
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eigenvectors which belong to “well separated” eigenvalues are orthogonal to almost
working precision.
Reorthogonalization. We have seen that the modified Gram–Schmidt algorithm
should be implemented with some reorthogonalization policy. In the ORQI method
this ingredient is highly essential since x can be driven toward Span{q1, . . . ,qk−1}.
The last situation may happen whenever the sequence {ρ} converges toward a multi-
ple eigenvalue for which we have already computed some eigenvectors. The practical
incorporation of reorthogonalization within the selective orthogonalization process
is done in the following way.
Selective orthogonalization
Step 1. Set x := x/‖x‖∞.
Step 2. Set σ = ‖x‖2.
Step 3. Selective orthogonalization.
For i = 1, . . . , k − 1 do as follows:
If (5.6) holds, set α = qTi x and x := x − αqi .
Step 4. Test for reorthogonalization.
Let ν > 1 be a pre-assigned positive constant. (In our experiments we have used
ν = 100.) If
ν2‖x‖22  σ 2, (5.14)
then terminate. Otherwise return to Step 1.
6. Error analysis
We start with backward error analysis which shows that the computed eigensys-
tem corresponds to a nearby matrix T − B∗.
Theorem 5. Let Q and  = diag{λ1, . . . , λn} be obtained from T via the ORQI
method. Let R,E, E˜, B, B˜, and B∗ be defined by the equalities
R = TQ−Q (6.1)
E = QTQ− I (6.2)
E˜ = I −QQT (6.3)
B = T −QQT (6.4)
B˜ = QTTQ−  (6.5)
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and
B∗ = T −QQ−1. (6.6)
Then the following relations hold:
‖E˜‖F = ‖E‖F, (6.7)
‖E˜‖2 = ‖E‖2, (6.8)
QT −Q−1 = −Q−1E˜ = EQ−1, (6.9)
B = RQT + T E˜, (6.10)
B˜ = QTR + E (6.11)
and
B∗ = B −QQ−1E˜ = RQT + (T −QQ−1)E˜. (6.12)
Proof. The validity of (6.7) and (6.8) comes from the SVD of Q. The ORQI method
produces a matrix Q such that ‖E‖F is much smaller than 1, and this feature ensures
that Q is invertable. The identities in (6.9) are direct consequences of the definitions
of E˜ and E. Multiplying (6.1) from the right by QT gives
RQT = TQQT −QQT = T − T (I −QQT)−QQT
and
RQT + T E˜ = T −QQT,
which proves (6.10). Similarly, multiplying (6.1) from the left by QT yields
QTR = QTTQ−QTQ = QTTQ− − (QTQ− I )
and
QTR + E = QTTQ− ,
which proves (6.11). Finally from (6.4) and (6.9) we obtain that
T − B=QQT = Q(Q−1 +QT −Q−1)
=QQ−1 +Q(QT −Q−1)
=QQ−1 −QQ−1E˜,
which establishes (6.12). 
To get a forward error bound we use a simplified version of Weyl Theorem, e.g.,
[5] or [19].
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Theorem 6 (Weyl). Let A,B, and C be three symmetric matrices such that A+ B =
C. Let
α1  · · ·  αn and γ1  · · ·  γn
denote the eigenvalues of A and C, respectively, in descending order. Then
|αi − γi |  ‖B‖2, i = 1, . . . , n.
However, the use of Weyl Theorem is not straightforward in our case, since
QQ−1 and B∗ are not necessarily symmetric [3, p. 216]. To overcome this diffi-
culty we apply the “Relative” Weyl Theorem, whose proof can be found in [5, p.
208].
Theorem 7 (“Relative Weyl”). Let T be a symmetric n-by-n matrix and let Q be an
arbitrary nonsingular matrix. Define
Tˆ = QTTQ
and
E = QTQ− I.
Let
τ1  · · ·  τn and τˆ1  · · ·  τˆn
denote the eigenvalues of T and T˜ , respectively, in descending order. Then
|τˆi − τi |  |τi | · ‖E‖2 for i = 1, . . . , n. (6.13)
Theorem 8 (Forward error bound). Let λ1  · · ·  λn denote the eigenvalues of 
in descending order. Then, using the notations of Theorems 5 and 7,
|τi − λi |  ‖QTR‖2 + ‖E‖2 + ‖T ‖2‖E‖2, i = 1, . . . , n. (6.14)
Proof. Let λ˜1  · · ·  λ˜n denote the eigenvalues of the symmetric matrix ˜ = +
B˜ in descending order. Then, by Weyl Theorem,
|λi − λ˜i |  ‖B˜‖2  ‖QTR‖2 + ‖E‖2, i = 1, . . . , n, (6.15)
where the last inequality comes from (6.11). On the other hand (6.5) implies the
equality ˜ = QTTQ, so the “Relative” Weyl Theorem gives
|τi − λ˜i |  |τi | · ‖E‖2, i = 1, . . . , n. (6.16)
Hence by combining (6.15) and (6.16) we obtain (6.14). 
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7. Numerical results
In this section we provide the results of some preliminary experiments with the
proposed ORQI method. All computations were carried out on a VAX 9210 comput-
er at the Hebrew University Computation Center. The algorithm was programmed
in FORTRAN using double precision arithmetic with unit roundoff about 10−16.
The test matrices that we have used are described below. The first four matrices are
symmetric tridiagonals in which α1, . . . , αn denote the diagonal entries of T and
β1, . . . , βn−1 denote the off-diagonal entries.
The matrix [1, 2, 1]. Here αi = 2 for i = 1, . . . , n, and βi = 1 for i = 1, . . . , n− 1.
Wilkinson’s matrix W−. Here n = 2p + 1 for some integer p; αi = p + 1 − i for
i = 1, . . . , n, and βi = 1 for i = 1, . . . , n− 1.
Wilkinson’s matrix W+. Here n = 2p + 1 for some integer p; αi = |p + 1 − i| for
i = 1, . . . , n and βi = 1 for i = 1, . . . , n− 1.
The Glued Wilkinson matrix W+g . Here n = 21q for some integer q. Let W+
be a 21 × 21 matrix defined as above. Then W+g is formed by placing q copies of
W+ along the diagonal, while the off-diagonal elements β21, β42, . . ., take the value
10−14.
Random matrices. Here the nonzero entries of T are random numbers with uniform
distribution from the interval [−1, 1].
The Martin–Wilkinson matrix MW is a symmetric pentadiagonal matrix, T =
(tij ), whose nonzero entries are defined as follows:
tii = 6 for i = 2, . . . , n− 1 but t1,1 = tnn = 5.
ti,i−1 = ti−1,i = −4 for i = 2, . . . , n.
ti,i−2 = ti−2,i = 1 for i = 3, . . . , n.
The Laplace matrix is derived from the usual five-point approximation to the La-
place operator on the unit square with a (m+ 1)× (m+ 1) mesh. In this case T is
a symmetric block tridiagonal matrix, where each block is an m×m matrix. There
are m diagonal blocks, so T is of order n = m2. All the diagonal blocks of T equal
the tridiagonal matrix [−1, 4,−1], for which αi = 4 for i = 1, . . . , m and βi = −1
for i = 1, . . . , m− 1. All the off diagonal blocks equal the identity matrix of order
m, so the bandwidth of T is m.
The last two matrices are taken from Martin and Wilkinson [14]. The other test
problems are common benchmarks for assessing eigenvector solvers, e.g., [9,12,13,
20], or [26]. The results of our experiments are displayed in Tables 1–4. In order
to assess the computational effort made by the algorithm we recorded the overall
number of orthogonal Rayleigh quotient iterations which are needed to compute Q
and . The figures in the third column of Table 1 provide this number divided by n,
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Table 1
Numerical results for symmetric tridiagonal matrices
Matrix Matrix Number of Number of Maximal Maximal
type size Rayleigh orthogonalizations residual deviation
n quotient divided by µ from
iterations per n2/2 orthogonality
eigenvector η
[1, 2, 1] 21 6.29 0.19 1.6E − 17 2.7E − 17
[1, 2, 1] 105 9.14 0.12 1.3E − 17 2.3E − 17
[1, 2, 1] 525 10.99 0.19 7.7E − 18 7.2E − 18
[1, 2, 1] 1029 11.69 0.22 8.3E − 18 4.6E − 18
W− 21 6.95 0.11 1.5E − 17 7.2E − 18
W− 105 9.48 0.05 3.8E − 18 1.7E − 18
W− 525 11.26 0.09 1.2E − 18 3.0E − 19
W− 1029 11.97 0.12 5.4E − 19 1.5E − 19
W+ 21 7.29 0.30 1.5E − 17 9.3E − 18
W+ 105 9.16 0.14 7.7E − 18 9.2E − 18
W+ 525 10.84 0.19 1.4E − 18 7.2E − 17
W+ 1029 11.58 0.20 1.2E − 18 8.9E − 18
W+g 42 7.60 0.48 1.2E − 17 2.1E − 17
W+g 105 7.04 0.57 7.7E − 18 6.6E − 18
W+g 525 6.60 0.63 1.8E − 18 2.2E − 17
W+g 1029 6.20 0.59 4.4E − 18 2.6E − 17
Random 21 6.67 0.21 1.4E − 17 4.9E − 17
Random 105 9.22 0.12 4.2E − 18 7.7E − 18
Random 525 11.06 0.15 8.5E − 19 4.5E − 18
Random 1029 11.91 0.18 5.0E − 19 1.4E − 18
which is the average number of Rayleigh quotient iterations required for computing
one eigenpair.
The fourth column of Table 1 counts the overall number of orthogonalizations in
the computation of Q and (see Sections 4 and 5). Recall that each orthogonalization
requires 2n flops. Hence, to make this number meaningful, the overall number of
orthogonalizations is divided by n2/2. This way, multiplying the figures in the fourth
column by n3 gives the overall number of flops spent on orthogonalizations.
The accuracy of the computed eigensystem is measured by two parameters, µ and
η. As before we use (λj , qj ), j = 1, . . . , n, to denote the computed eigensystem of
T. Then µ reflects the size of the maximal residual,
µ = max
j=1,...,n
‖T qj − λjqj‖∞/(n‖T ‖∞).
The division by n‖T ‖∞ is aimed at compensating the results against the expected
“roundoff level”: Assume for a moment that qj is an exact eigenvector of T. Then the
roundoff errors in the computed values of λj = qTj T qj /qTj qj and the components
of the residual vector T qj − λjqj are expected to lie somewhere in the interval
[−n‖T ‖∞ε, n‖T ‖∞ε].
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Table 2
Numerical results for symmetric band matrices with 2m+ 1 diagonals
Matrix description Number of Number of Maximal Maximal
Raleigh orthogonali- residual deviation
quotient zations µ from
Type m n iterations divided by orthogonality
per n2/2 η
eigenvector
MW 2 21 6.38 0.25 4.7E − 18 1.1E − 16
MW 2 105 8.96 0.32 1.2E − 18 1.9E − 17
MW 2 231 10.04 0.35 7.1E − 19 5.7E − 18
MW 2 525 10.93 0.40 3.9E − 19 3.0E − 18
MW 2 1029 11.74 0.45 3.5E − 19 2.7E − 18
MW 2 2000 12.51 0.49 6.4E − 19 1.2E − 18
Random 2 21 7.10 0.15 5.6E − 18 1.6E − 17
Random 2 105 9.24 0.17 2.4E − 18 6.5E − 18
Random 2 231 10.26 0.16 1.0E − 18 5.9E − 18
Random 2 525 11.37 0.20 6.1E − 19 3.6E − 18
Random 2 1029 12.06 0.24 3.2E − 19 1.8E − 18
Random 5 525 11.04 0.28 6.9E − 19 3.6E − 18
Random 4 231 10.24 0.23 1.3E − 18 7.3E − 18
Random 3 105 8.89 0.16 1.8E − 18 2.3E − 17
Laplace 5 25 6.24 0.50 5.9E − 18 1.5E − 17
Laplace 10 100 7.72 0.24 1.8E − 18 1.8E − 17
Laplace 15 225 9.25 0.19 1.0E − 18 9.8E − 18
Laplace 20 400 10.00 0.21 7.0E − 19 9.9E − 18
Laplace 25 625 11.52 0.27 2.2E − 18 2.0E − 16
Laplace 30 900 11.91 0.29 8.0E − 19 8.4E − 17




The division by n compensates the fact that the rounding error in the computed value
of qTi qj is expected to lie somewhere in the interval [−nε, nε].
The reading of Tables 1 and 2 is rather simple. Let us take for example the Glued
Wilkinson matrix W+g with n = 1029. In this case the average number of Rayleigh
Quotient iterations per eigenvector is 6.20; the overall number of flops spent on or-
thogonalizations is 0.59n3; the maximal residual value is µ = 4.4E − 18; and the
maximal deviation from orthogonality is η = 2.6E − 17.
The figures in Table 3 reflect the overall number of flops required to compute Q
and  out of T (including orthogonalizations). However, to get meaningful figures,
the overall number of flops is divided by n3. Thus, for example, the computation of
Q and for the matrix [1, 2, 1] of order n = 1029 requires 0.38n3 flops. (The starred
figure in Table 3 refers to n = 42.)
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Table 3
Overall number of multiplications and divisions divided by n3
Matrix Bandwidth Matrix size
type m
n = 21 n = 105 n = 231 n = 525 n = 1029
[1, 2, 1] 1 4.38 1.34 0.77 0.48 0.38
W− 1 4.74 1.31 0.68 0.39 0.28
W+ 1 5.16 1.36 0.76 0.48 0.36
W+g 1 3.00∗ 1.51 0.99 0.81 0.67
Random 1 4.66 1.35 0.78 0.44 0.34
Random 2 8.15 2.54 1.48 0.94 0.75
MW 2 8.94 2.46 1.31 0.76 0.54
Table 4
The effect of γ, m = 1, n = 231
Matrix Gap Number of Number of Maximal Maximal
type size Rayleigh orthogonali- residual deviation
γ quotient zations µ from
iterations divided by orthogo-
per n2/2 nality
eigenvector η
[1, 2, 1] ‖T ‖∞/10 10.10 7.13 7.7E − 18 2.6E − 18
[1, 2, 1] ‖T ‖∞/100 10.10 1.22 8.2E − 18 2.8E − 18
[1, 2, 1] ‖T ‖∞/1000 10.10 0.16 9.1E − 18 1.4E − 17
[1, 2, 1] ‖T ‖∞/10,000 11.98 0.10 9.6E − 18 7.3E − 17
W− ‖T ‖∞/10 10.15 5.63 1.6E − 18 6.0E − 19
W− ‖T ‖∞/100 10.15 0.70 1.6E − 18 6.1E − 19
W− ‖T ‖∞/1000 10.15 0.07 2.1E − 18 6.8E − 19
W− ‖T ‖∞/10,000 10.15 0.02 1.6E − 18 6.9E − 19
W+ ‖T ‖∞/10 9.95 7.49 3.2E − 18 6.0E − 17
W+ ‖T ‖∞/100 9.93 1.33 3.7E − 18 5.8E − 17
W+ ‖T ‖∞/1000 9.86 0.16 4.2E − 18 4.7E − 17
W+ ‖T ‖∞/10,000 10.03 0.07 3.7E − 18 6.4E − 17
W+g ‖T ‖∞/10 6.74 3.58 4.2E − 18 5.8E − 17
W+g ‖T ‖∞/100 6.61 0.72 4.2E − 18 1.7E − 17
W+g ‖T ‖∞/1000 6.46 0.60 4.2E − 18 1.8E − 17
W+g ‖T ‖∞/10,000 6.71 0.58 4.2E − 18 2.1E − 17
Random ‖T ‖∞/10 10.32 7.89 1.6E − 18 6.6E − 19
Random ‖T ‖∞/100 10.32 1.21 1.9E − 18 1.5E − 18
Random ‖T ‖∞/1000 10.32 0.15 1.9E − 18 4.8E − 18
Random ‖T ‖∞/10,000 11.48 0.08 1.6E − 18 1.4E − 17
All the experiments described in Tables 1–3 were carried out with γ = ‖T ‖∞/
1000. The effect of γ on the behaviour of the algorithm is illustrated in Table 4.
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8. Concluding remarks
Although the Rayleigh quotient iteration has been well-known for a long time, it
was never considered as a practical tool for computing a complete eigensystem. The
reason lies in its “unpredictable” nature: Starting from a given initial vector, u0, it is
difficult to predict to which eigenpair the sequence {(ρ, u)} is about to converge.
Nevertheless, as this paper shows, the use of selective orthogonalization prevents
this sequence from converging toward known eigenpairs. This feature enables us to
harness the Rayleigh quotient iteration for calculating a complete eigensystem.
The results of our experiments illustrate the viability of the proposed ORQI method.
We see that the method is able to compute a complete eigensystem to full working
precision. The size of the computed residuals T qj − λjqj and the products qTi qj lies
at the roundoff level. If γ is properly chosen, then the efforts spent on orthogonal-
izations need a portion of n3 flops while the number of Rayleigh Quotient iterations
grows slowly with n. Thus for narrow bandwidth matrices, in which m is consider-
ably smaller than
√
n, the overall computational effort stays reasonably small.
Let S be a dense symmetric matrix of order n. A common way for calculating a
complete eigensystem of S is the following: First, using Householder transformations
S is reduced into a symmetric tridiagonal matrix T, which costs about (4/3)n3 flops.
Then an eigensystem of T is computed. Finally the eigenvectors of T are transformed
into eigenvectors of S, which cost about n3 flops. Thus, apart from computing an
eigensystem of T, there are always overheads efforts of about (7/3)n3 flops. From
this point of view the computational effort required by the ORQI method is quite
tolerable. Moreover, from Table 3 we see that as n becomes larger and larger the part
of the ORQI method becomes smaller and smaller.
Note also that several successful methods for calculating a complete eigensystem
are heavily dependent on the tridiagonal structure of T, e.g., [5–13,19–24,26]. By
contrast, the proposed ORQI method can handle any symmetric matrix with narrow
bandwidth.
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