Abstract. The sharp constants in the classical John-Nirenberg inequality are found by using Bellman function approach.
Introduction
Bellman function method in Harmonic Analysis was introduced by Burkholder for finding the norm in L p of the Martingale transform. Later it became clear that the scope of the method is quite wide.
After Burkholder the first systematic application of this technique appeared in 1995 in the first preprint version of [6] . It was vastly developed in [4] and in (now) numerous papers that followed. A small part of this literature can be found in [5] and in lecture notes [15] and in the references section of the present article. It became clear that magic Burkholder function from [Bu1] does not have too much in common with Harmonic Analysis, it is a natural dweller of the area called Stochastic Optimal Control. It is a solution of a corresponding Bellman equation (or a dynamic programming equation), which appears from solving optimization problems. It turns out that the point of view that many Harmonic Analysis problems are optimization problems can be profitable. And this is even though many interesting extremal Harmonic Analysis problems may not have an actual extremizer because of the lack of the compactness in the problem. However many Harmonic Analysis problem have their specific Bellman function, which is a solution of a certain Bellman (usually non-linear) PDE.
A crucial property of elements of BMO-space, the exponential decay of their distribution function, was established in the classical paper [2] ; it is known as the John-Nirenberg inequality.
For an interval I, and a real-valued function ϕ ∈ L 1 (I), let ϕ I be the average of ϕ over I, i.e.,
where |I| stands for Lebesgue measure of I. For 1 ≤ p < ∞, let
with the best (smallest) such C being the corresponding "norm" of ϕ. For ε ≥ 0, let BMO ε (J) = {ϕ ∈ BMO(J) : ϕ ≤ ε}.
The classical definition of John and Nirenberg uses p = 1; it is known that the norms are equivalent for different p's. For every ϕ ∈ BMO(J) and every λ ∈ R the classical John-Nirenberg inequality consists in the following assertion.
Theorem (John, Nirenberg; weak form) 1 |J| |{s ∈ J : |ϕ(s) − ϕ J | ≥ λ}| ≤ c 1 e −c 2 λ/ ϕ BMO(J ) .
(1.2)
I refer to this statement as to the weak form of the John-Nirenberg inequality to distinguish it from the following equivalent assertion.
Theorem (John, Nirenberg; integral form) There exists ε 0 > 0 such that for every ε, 0 ≤ ε < ε 0 , there is C(ε) > 0 such that for any function ϕ, ϕ ∈ BMO ε (J), the following inequality holds e ϕ J ≤ C(ε)e ϕ J .
The sharp constants in the integral form were found in [11] and [8] . In the second paper the dyadic analog BMO d is considered as well, for which every subinterval I of J in definition (1.1) is an element of the dyadic lattice rooted in J. It appears that the constants in the dyadic case and the usual one are different.
The mentioned constants were found by using the so called Bellman function method (see survey [5] for historical remarks). Namely, the Bellman function of the corresponding extremal problem (the definition see below) was found explicitly. This function carries all the information about the problem: not only the sharp constants, but, for example, construction of extremal test functions (extremizers). The Bellman function corresponding to the integral John-Nirenberg inequality was found by solving the boundary value problem for the Bellman equation. In that case the Bellman equation was a second order PDE with two variables, and due to a natural homogeneity of the problem, the Bellman PDE was reduced to an ordinary differential equation, which was successfully solved. The corresponding Bellman equation for the week John-Nirenberg inequality has an additional parameter λ preventing a similar reducing of the Bellman PDE to an ordinary differential equation.
The Bellman equations for all these problems are in fact partial cases of the Monge-Ampère equation. After finding possibility to solve this type of equation explicitly (see [7] , [12] ) we are able to find the Bellman function (and therefore, the sharp constants) for the weak John-Nirenberg inequality as well. And this solution is described in the present paper.
We shall work with L 2 -based BMO-norm, i.e., p = 2 will be chosen in (1.1). For the classical case p = 1, Korenovskii [3] established the exact value c 2 = 2/e using the equimeasurable rearrangements of the test function and the "sunrise lemma". But to apply the Bellman function method the L 2 -based BMO-norm is more appropriate. Some Bellman-type function (socalled supersolution) for the weak John-Nirenberg inequality was proposed by Tao in [10] , where there was no attempt to find true Bellman function and sharp constants. In the present paper it will be proved that for p = 2 the sharp constant are c 1 = Now we define the Bellman B function corresponding to the weak JohnNirenberg inequality:
This function is defined on Ω and it supplies us with the sharp estimate of the distribution function 1
To check this, we consider a new functionφ
If we take now c = − ϕ J = −x 1 , we getx 1 = 0,x 2 = x 2 − x 2 1 , and the latter inequality turns into 1
B(0, ξ; λ) .
So, to find the sharp constants in the weak John-Nirenberg inequality we prove the following theorem. Fig. 1 ):
For ε < λ ≤ 2ε split Ω in four subdomains (see Fig. 2 ):
For λ > 2ε split Ω in five subdomains (see Fig. 3 ):
,
(2.7)
and this bound is sharp.
Proof. According to formula (2.4) it is sufficient to calculate
Since B(0, x 2 ; λ, ε) is an increasing function in x 2 , this supremum is just the value B(0, ε 2 ; λ, ε), what yields the stated formula.
Before we start to prove Theorem 1, where the Bellman function has two singularities on the boundary at the points x = (±λ, λ 2 ), let us consider the simplest possible extremal problem with one singularity. We shall consider two extremal problems simultaneously: one estimate from above and the second estimate from below. So, we define two Bellman functions: B max and B min .
For these function the following formula will be proved:
Split Ω in the following five subdomains (see Fig. 4 ):
8) and
(2.9)
Proofs of the theorems
Let us show that it is sufficient to prove Theorem 2 only for B max , then we get the lower Bellman function automatically. Indeed, since B max is a continuous function in λ for any fixed x except one point on the lower boundary (i.e. x 2 > x 2 1 ), for any such x and any η > 0 we have: |{s ∈ I : ϕ(s) ≥ λ + η}| ≤ |{s ∈ I : ϕ(s) > λ}| ≤ |{s ∈ I : ϕ(s) ≥ λ}| , which yields
Therefore, the Bellman function for the strict inequality in the definition is the same as the Bellman function for the non strict inequality, except one point on the boundary x = (λ, λ 2 ), where we know the Bellman function from the beginning, because for the points of the lower boundary the set S ε (x) consists of only the constant test function ϕ = x 1 = λ.
At the point x = (λ, λ 2 ), where both Bellman function are equal to 1, B max (x) = B min (x) = 1. At all other points we have the following relation
Using this relation we obtain (2.9) from (2.8).
When proving Theorem 1 we denote by B the function from the righthand side of either (2.5), or (2.6), or (2.7), depending on the relation between λ and ε, and B will be the function from the right-hand side of (2.8) in the proof of Theorem 2. In any case B will be a candidate for the role of the Bellman function, and to prove the theorem we need in each case to check two inequalities for the corresponding pair B and B: B(x) ≤ B(x) and B(x) ≥ B(x) for every point x ∈ Ω ε .
To prove the upper estimate, we need, first, the local concavity of the function B:
for any pair x ± ∈ Ω ε such that the whole straight-line segment [x − , x + ] is in Ω ε , and, second, the following splitting lemma that can be found in [11] or [8] :
Lemma 3 (Splitting lemma). Fix two positive numbers ε, δ, with ε < δ.
For an arbitrary interval I and any function ϕ ∈ BMO ε (I), there exists a splitting I = I + ∪ I − such that the whole straight-line segment
inside Ω δ . Moreover, the parameters of splitting α ± def = |I ± |/|I| are separated form 0 and 1 by constants depending on ε and δ only, i.e. uniformly with respect to the choice of I and ϕ.
Here the following notation was used: for a function ϕ ∈ BMO ε (J) and a subinterval I ⊂ J we define a Bellman point
Using this lemma we prove the following result.
Lemma 4. Let G be a locally concave bounded function on Ω δ , δ > ε, and E is a measurable subset of R. If the function G satisfies the following boundary condition
for all ϕ ∈ S ε (x).
We shall use this lemma to prove the theorem putting G(x) = B(x; λ, δ) and then, using continuity of B(x; λ, δ) in δ, we pass to the limit δ → ε. In such a way we get the upper estimate B(x; λ, ε) ≤ B(x; λ, ε).
Proof of Lemma 4. Procedure of the proof is standard, as in [11] 
Fix a function ϕ ∈ S ε (x). By the splitting lemma we can split every subinterval I ⊂ J, in such a way that the segment [x I − , x I + ] is inside Ω δ . Since G is locally concave, we have (we drop temporarily parameter δ)
for any such splitting. Repeating this procedure n times we get 2 n subintervals of n-th generation (this set of intervals we denote by D n ). So, we can write the following chain of inequalities:
where x (n) (s) = x I , when s ∈ I, I ∈ D n . By the Lebesgue differentiation theorem we have x (n) (s) → (ϕ(s), ϕ 2 (s)) almost everywhere. (We have used here the fact that we split the intervals so that all coefficients α ± are uniformly separated from 0 and 1, and, therefore, max{|I| : I ∈ D n } → 0 as n → ∞.) Since G is bounded, we can pass to the limit in this inequality by the Lebesgue dominated convergence theorem. Using the boundary condition (3.2) we obtain:
Dividing the obtained inequality by |J|, we come to the desired inequality.
To complete proving the upper estimate B ≤ B both in Theorems 1 and 2 we need to check local concavity of the functions B defined by (2.5), (2.6), (2.7), and (2.8).
Let us check the most difficult case (2.7). In all other cases the consideration is analogous.
We see that the function B is C 1 -smooth on the boundaries Ω 5 ∩ Ω 4 , where
and on Ω 4 ∩ Ω 3 , where
On the boundary of Ω 2 the first derivatives have jumps of the needed signs to keep concavity of B. First of all, we note that it is sufficient to consider a jump along any direction transversal to the boundary, because along the boundary our functions coincide and their derivatives coincide as well. (By the way, to check C 1 -smoothness of B on the boundary of Ω 4 , it was sufficient to verify the continuity of any partial derivatives, another one would be continuous automatically.) We check the value of jumps of B x 2 , because this direction is transversal to the boundary for any ε. According to (3.3), on Ω 2 the derivative B x 2 is strictly negative and on Ω 1 and Ω 3 it is nonnegative, therefore B x 2 monotonously decreases in x 2 , as we need. To prove local concavity of B everywhere, it remains to check that the Hessian matrix
is non-positive. On Ω 1 ∪ Ω 2 ∪ Ω 5 the function is linear, and therefore there is nothing to check. On Ω 3 we have
. In a similar way it is possible to check local concavity of the functions B defined by (2.5), (2.6), and (2.8), thus to complete the proof the upper estimate B ≤ B both in Theorems 1 and 2.
To prove the converse inequality we construct extremal test functions (extremizers) realizing supremum in the definition of the Bellman function. Again, we restrict ourself by the consideration of the most difficult case (2.7) only. Moreover, it is sufficient to consider only the points with x 1 ≥ 0, because if f is an extremizer for a point (x 1 , x 2 ), then the function −f is an extremizer for the point (−x 1 , x 2 ).
All points of Ω 1 can be represented as a convex combination of the points of the boundary, where |x 1 | ≥ λ, i.e. B(x) ≥ 1. Therefore, the corresponding extremizer can be constructed as a step function consisting of two constants. Namely, for an arbitrary x ∈ Ω 1 we draw the tangent line to the upper boundary so that the tangent point is to the right from x. First coordinates of two points of intersection of that tangent line with the lower boundary are u ± = x 1 ± ε + ε 2 − x 2 + x 2 1 , and the corresponding extremizer is
By direct calculation we check that (
) = x and ϕ ≥ λ. First of all we note that
Therefore,
To prove that ϕ ≥ λ we need to check that u − ≥ λ. If x 1 ≥ λ + ε, then everything is trivial:
If x 1 < λ + ε, then the second coordinate of a point x from Ω + 1 satisfies the following additional condition x 2 ≤ 2(λ + ε)x 1 − λ 2 − 2ελ. Therefore,
and hence,
What we need more to check is the fact that the BMO-norm of our extremizer does not exceed ε. In fact it is equal to ε, since the BMO-norm of any step function consisting of two steps is equal to the half of the jump and in our case u + − u − = 2ε. So, we have proved that B ≥ 1 in Ω 1 . Now, we consider a point x from Ω + 3 . A similar step function consisting of two steps will be an extremizer here. We have to draw a straight line through the points x and (λ, λ 2 ). It intersects the lower boundary in one more point with the first coordinate u =
. We take a step function consisting of steps λ and u:
where a =
. By direct calculation we can check that
The fact that ϕ ∈ BMO ε is geometrically clear, because a Bellman point corresponding to ϕ and any subinterval of [0, 1] is in Ω 3 . However this is easy to check formally as well. The jump is
, and hence λ − u ≤ 2ε. So, we conclude that
To consider a point x ∈ Ω + 2 we note that this point is a convex combination of three point on the lower boundary Λ and Λ ± with the first coordinates λ and λ ± 2ε respectively. As a result we construct an extremizer as a step function consisting of these three steps: = x 2 ) we need to take
The easiest way to prove that ϕ ∈ BMO is the following geometric consideration. Take any straight line, say L, passing through x and not intersecting the upper parabola. Note that we need to consider the oscillation of ϕ only over intervals [α, β] It remains to note that the measure of the set where ϕ ≥ λ is 1 − a, i.e. in Ω 2 we have
To get an extremizer for a point x on the intersection of the upper parabola with Ω 
As in the previous case, we could write down two equations ϕ 
ε 2 . Furthermore, the length of the horizontal projection of [U, V ] is just ε, i.e. the splitting ratio is
ε 2 , and finally
We omit verification that for this parameters a and b averages of ϕ and ϕ 2 have the prescribed values. To finish our proof of the desired estimate
for any x ∈ Ω 4 , it remains to verify that the norm of our test function ϕ does not exceed ε. Again this verification will be geometric. Consider the following curve in Ω ε built by using ϕ mentioned above:
For t ∈ [0, a] the point ψ(t) stands at Λ = (λ, λ 2 ). At the moment t = a it starts to move to the left along the tangent line to the upper boundary. At the moment t = 2a it reaches the upper parabola and continue its movement along this upper boundary till the point V . It reaches V at the moment t = b and then continues along [U, V ]. The destination point is ψ(1) = x. Note that this curve is convex. Take now an arbitrary subinterval [α, β] ⊂ [0, 1] and draw a straight line L passing through ψ(β) and tangent to our curve ψ (i.e. tangent to the upper parabola). Since ψ is concave, the point ψ(α) = x [0,α] is above L (more precisely, not below L). And we conclude that the point x [α,β] has to be below L (more precisely, not above L), because the point ψ(β) (on L) is a convex combination of the point ψ(α) (above L) and x [α,β] . Therefore, the latter point is in Ω ε , i.e. the oscillation of ϕ over this interval does not exceed ε. Finally, we have to consider the most difficult case x ∈ Ω 5 . We shall proceed as in the triangle domain Ω + 2 . Arbitrary point of Ω 5 is a convex combination of three points: the origin and E ± = (±ε, 2ε 2 ). Since E ± ∈ Ω ± 4 , we already know the extremizers for these points, but for the origin there is the only test function, namely, the constant zero function. We concatenate these three function in the proper order (to get a monotonous function in result). This will be the desired extremizer:
The continuity of ϕ at the points t = b − and t = 1 − b + yields
From the representation
we get two equations for b ± :
and therefore,
Again we omit verification that ϕ It remains to note that the measure of the set where ϕ ≥ λ is a + and the measure of the set where ϕ ≤ −λ is a − , i.e. in Ω 5 we have
This completes the proof of formula (2.7). Extremizers for all other cases of Theorem 1 and Theorem 2 are absolutely similar to those just built.
How to find the expression for the Bellman function and formulas for extremizers
The theorems presented in this paper were proved in 2006, when the problem of finding a Bellman function was a kind of art. Using some heuristic arguments the whole domain was splitting in several subdomains, thereafter the corresponding boundary value problem for the homogeneous MongeAmpère equation was solved. The solutions were glued together continuously to get a locally convex function in the entire domain. After that, using known foliation of the domain by the extremal lines of the solution of the Monge-Ampre equation, the extremizers were constructed for every point of the domain. The pieces of such an approach can be found in in [8] , [12] , [15] , [13] . The latter paper has a lengthy explanation of extremal lines of the solutions of the Monge-Ampère equation, and their pertinence to the best constant problems of Harmonic Analysis. But nowadays this is already an elaborated machinery. For sufficiently smooth boundary values all of these is already written (see [1] ). From there it is absolutely clear how to proceed in more general situation and the corresponding text will appear soon. By this reason we omit here any explanation about method of finding these Bellman function -the description of the original way of reasoning has no sense, but to describe here the modern state of the theory is impossible, because it would require enormous amount of place. We refer the reader to two papers [1] and [9] for explanation of methods of solving Monge-Ampère equation in the parabolic strip, and to [12] for more general cases.
The same can be said about of finding extremal test functions and especially about the proof that the found function has the desired BMO-norm. The geometric method of proving that the BMO-norm of the extremizers does not exceed ε first appeared in [9] for some special cases and then was generalized in [1] , where the notion of delivery curves appeared. Traces of this notion the reader can see in the presented proof. We have to say that this part of the proof is modern, not the original one. The calculation of the BMO-norms of extremizers in 2006 was made by the straightforward calculation. These were awful calculations, enormous amount of calculations. There were impossible to place them in any paper. Maybe, that was one of the reasons why this result was prepared for publication five years after it was proved.
