We study a very general class of delayed reaction-diffusion equations in which the reaction term can be nonmonotone and spatially nonlocal. By using a fluctuation method, combined with the careful analysis of the corresponding characteristic equations, we obtain some sufficient conditions for the global asymptotic stability of the trivial solution and the positive steady state to the equations subject to the Neumann boundary condition.
Introduction
There has been a growing interest in the dynamic behavior of spatial nonlocal and time-delayed population systems since the 1970s [1] . When the death function of such a system is linear many researchers used the theory of monotone semiflows, the comparison arguments, and the fluctuation method to study spreading speeds, traveling waves, and the global stability (see, e.g., [2] [3] [4] [5] [6] [7] [8] [9] [10] ). However, researches on these problems become relatively rare for nonmonotone delayed reaction-diffusion systems in which the death function is nonlinear (see [11, 12] ). The reason lies in the fact that it is difficult to establish an appropriate expression for solutions to study the solution semiflow under this case.
In this paper, we will investigate the global asymptotic stability of the positive steady state for the following timedelayed reaction-diffusion equation: 
where > 0, ≥ 0, ≥ 0, Δ denotes the Laplacian operator on R , Ω is a bounded and open domain of R with a smooth boundary Ω, / n is the differentiation in the direction of the outward normal n to Ω, and the kernel function ( , , ) is given by 
Here, 0 = 1 < 2 ≤ ⋅ ⋅ ⋅ ≤ ≤ ⋅ ⋅ ⋅ with lim → ∞ = +∞ is the eigenvalue of the linear operator −Δ subject to the homogeneous Neumann boundary condition on Ω, is the eigenvector corresponding to , { } In the monotone case, where the function ( ) increases with > 0, Xu and Zhao [12] studied the global dynamics of (1) and obtained some results on the uniqueness and global attractivity of a positive steady state by using the theory of monotone dynamical systems. In the case of ( ) = , Zhao [10] proved the global attractivity of the positive constant equilibrium for (1) by using a fluctuation method of Thieme and Zhao [14] , where is a positive constant. In the case where ( ) = and = 0, Yi and Zou [7] proved the global attractivity of the unique positive constant equilibrium for (1) by combining a dynamical systems argument and some subtle inequalities. In the case where Ω = [0, ] and ( ) = , (1) reduces to the equation derived in [3] , where the numerical solutions are considered. A global convergence theorem was obtained in [11] for a special case of (1) .
The aim of this paper is to establish some criteria to guarantee the global asymptotic stability of the trivial solution and the positive steady state for (1) by using a fluctuation method, combined with the careful analysis of the corresponding characteristic equations. The interesting thing is that main results obtained in this paper extend the related existing results.
The rest of this paper is organized as follows. We will present some preliminary results in Section 2. Our main results are presented and proved in Sections 3 and 4, where we obtain sufficient conditions to ensure the global asymptotic stability of the trivial solution and the positive steady state for (1) in a nonmonotone case. In Section 5, we provide four examples to illustrate the applicability of the main results.
Preliminaries
Firstly, we show that the kernel ( , , ) in (2) enjoys the following properties.
(ii) 0 < ( , , ) ≤ * , for all , ∈ Ω, where * is a positive constant depending only on and Ω,
], for all ∈ Ω, = 1, 2, . . .,
Proof. The verification of (i) is straightforward and is thus omitted. Part (ii) follows from [15 Let X = (Ω, R) and X + = { ∈ X | ( ) ≥ 0, ∀ ∈ Ω}. Then (X, X + ) is a strongly ordered Banach space. It is well known that the differential operator = Δ generates a 0 -semigroup ( ) on X. Moreover, the standard parabolic maximum principle (see, e.g., [16, Corollary 7.2.3] ) implies that the semigroup ( ) : X → X is strongly positive in the sense that ( )(
For the sake of convenience, we will identify an element ∈ Y as a function from [− , 0] × Ω to R defined by ( , ) = ( )( ), and for each ∈ [− , 0], we regard ( ( )) as a function on Ω defined by ( ( )) = ( ( , ⋅)). For any function (⋅) :
Then we can rewrite (1) as an abstract functional equation:
Therefore, we can write (4) as an integral equation:
whose solutions are called mild solutions for (1). Since ( ) : X → X is strongly positive, we have (1) has a unique noncontinuable mild solution ( , ) with 0 = , and ( , ) ∈ X + for all ∈ (0, ). Moreover, ( , ) is a classical solution of (1) for > (see [18, Corollary 2 
.2.5]).
By the same arguments as in the proof of [12, Theorems 2.1 and 3.1], we have the following two lemmas.
Lemma 2. Let (A1)-(A3) hold. Then, for each
∈ Y + , a unique solution ( , ) of (1) Note that in case (ii) above, the function ( ) = ( ) − ( ) satisfies (0) = 0, (0) > 0, and ( ) ≤ 0. Therefore, there exists at least one positive number * ∈ (0, ] such that ( * ) = 0, and hence, * is a spatially homogeneous steady state of (1).
Global Attractivity
In this section, we establish the global attractivity of the positive and spatially homogeneous steady state * for (1) 
which implies that = V = * . Combining this observation and [10, Lemma 3.1] with replaced by ( ), where > 0, we then have the following result. In order to prove Theorem 5, we will need the following lemma.
Lemma 6. Assume that (A1)-(A3) hold, and let ( , ) ≡
( , , ) be the solution of (1) with ∈ Y + . Then ( , ) satisfies
where = max ∈[0, ] ( ) and the kernel function is given in (2) .
Since X ⊂ 2 (Ω), for each ≥ 0, there exist real numbers ( ) and ( ), = 1, 2, . . ., such that
Therefore, by (10), (11) , and (1), we have
By using the variation of constants method, we obtain 
4 Abstract and Applied Analysis Thus, by (10), (12) , and (14), we further get
Therefore, (8) follows immediately from (9) and (15) . The proof is completed. 
where ( , ) ≡ ( , , ) is the solution of (1) starting from the initial function . Following [19] , we define a function ℎ : 
Then Lemmas 2 and 3 imply that
On the other hand, note that = max ∈[0, ] ( ). Therefore, the function − ( ) is nondecreasing in ∈ [0, ]. Thus, by Fatou's lemma and (19), we further get
Then
Abstract and Applied Analysis 5 Moreover, it follows from Lemma 1 that
(25) Therefore, by (22), we have
Thus,
Similarly, we have
By (18), we may find ,
It then follows from (27) and (28) that
and hence,
This, together with the strict monotonicity of ( )/ ( ) for ∈ (0, ], implies that ≤ * ≤ V. Moreover, by (27) and (28), we also have
Therefore, the property (P) implies that
Thus, by (30), we obtain
we further get
This implies that
It remains to prove that lim → ∞ ( , ) = * uniformly for ∈ Ω. For any ∈ ( ), there exists a sequence → ∞ such that Φ( ) → in Y as → ∞. Therefore, we have
uniformly for ( , ) ∈ [− , 0] × Ω. By (37), we further get
Thus, we obtain ( ) = { * }, which implies that ( , ⋅, ) converges to * in X as → ∞. The proof is completed.
Global Asymptotic Stability
In this section, we establish the global asymptotic stability of the trivial solution and the positive and spatially homogeneous steady state * for (1) by the careful analysis of the corresponding characteristic equations. To this end, we first give the following formal definitions of stability (see, e.g., [ 18, Remark 2.1.3]).
Definition 7.
Let =̂be a steady state of the abstract equation (4) . It is called stable if for any > 0 there exists > 0 such that the solution ( , ) of (4) with ‖ −̂‖ Y < satisfies ‖ ( , ) −̂‖ X < , for all ≥ 0. It is called unstable if it is not stable. It is asymptotically stable if it is stable and there exists 0 > 0 such that the solution ( , ) of (4) with ‖ −̂‖ Y < 0 satisfies lim → +∞ ‖ ( , ) −̂‖ X = 0. It is globally asymptotically stable if it is stable and any solution ( , ) of (4) with arbitrary ∈ Y satisfies lim → +∞ ‖ ( , ) −̂‖ X = 0.
Let̂be a spatially homogeneous steady state for (1) (e.g., the trivial solution and * ). Define :
where (̂) = ( ( )/ )| =̂a nd (̂) = ( ( )/ )| =̂. Note that ( , , ) is given in (2). Then we can write the linearized equation of (1) at =̂as the following abstract functional equation
where can be referred to Section 2. For each complex number we define the X-valued linear operator Θ( ) by
where ⋅ ∈ Y is defined by (note that we use Y to denote its complexification here)
We will call a characteristic value of (41) if there exists ∈ Dom( ) \ {0} solving the characteristic equation Θ( ) = 0 (see, e.g., [18] ). Since Dom( ) ⊂ X ⊂ 2 (Ω), for any ∈ Dom( ) \ {0}, there exist complex numbers , = 1, 2, . . ., such that
Therefore, by (2), (42), and (44), we have
Thus, the characteristic value of (41) satisfies at least one of the following equations: 
Proof. 
, where (0) and (0) both are real numbers. Then (0) > 0. By (48), we have
and hence, cos( (0) ) > 0. This implies that
But, since (0) > 0, we have (ii) If (0) > (0), then the zero solution of (1) 
Examples
In this section, we present four examples to illustrate the feasibility of our main results. 
where is a positive constant.
In this case, we now formulate the following assumptions to replace (A2)-(A4):
(A2 ) There exists a positive number such that, for all > , ( ) < , where ( ) = max ∈[0, ] ( ).
(A3 ) (0) > , ( ( )/ ) is strictly decreasing for ∈ (0, ], and ( ) has the property ( ) that, for any , V ∈ (0, ] satisfying ≤ * ≤ V, ≥ (V), and V ≤ ( ), we have = V.
