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PDE-Based Feedback Control of Freeway Traffic Flow
via Time-Gap Manipulation of ACC-Equipped Vehicles
Nikolaos Bekiaris-Liberis and Argiris I. Delis
Abstract—We develop a control design for stabilization of
traffic flow in congested regime, based on an Aw-Rascle-Zhang-
type (ARZ-type) Partial Differential Equation (PDE) model,
for traffic consisting of both ACC-equipped (Adaptive Cruise
Control-equipped) and manual vehicles. The control input is the
value of the time-gap setting of ACC-equipped and connected
vehicles, which gives rise to a problem of control of a 2 × 2
nonlinear system of first-order hyperbolic PDEs with in-domain
actuation. The feedback law is designed in order to stabilize
the linearized system, around a uniform, congested equilibrium
profile. Stability of the closed-loop system under the developed
control law is shown constructing a Lyapunov functional. Convec-
tive stability is also proved adopting an input-output approach.
The performance improvement of the closed-loop system under
the proposed strategy is illustrated in simulation, also employing
four different metrics, which quantify the performance in terms
of fuel consumption, total travel time, and comfort.
I. INTRODUCTION
Although traffic congestion may be unavoidable nowadays,
due to the continuous increase in the number of vehicles and in
the traffic demand, some of its ramifications may be alleviated
employing real-time traffic control strategies [9]. Among other
reasons, certain traffic flow instability phenomena, such as, for
example, stop-and-go waves, are some of the causes of traffic
congestion’s negative consequences on fuel consumption, total
travel time, drivers’ comfort, and safety [44]. One promising
avenue to traffic flow stabilization is the development of
control design tools that exploit the capabilities of automated
and connected vehicles [17], while retaining the distributed
nature of traffic flow dynamics. It is the aim of this paper to
develop a feedback law for traffic flow stabilization utilizing
a PDE traffic flow model and exploiting the capabilities of
ACC-equipped and connected vehicles.
Since second-order, PDE traffic flow models (i.e., systems
that incorporate two PDE states, one for traffic density and
one for traffic speed) constitute realistic descriptions of the
traffic dynamics, capturing important phenomena, such as, for
example, stop-and-go traffic, capacity drop, etc. [15], [28],
[33], boundary control designs are recently developed for such
systems [6], [26], [28], [49], [50], [53], [54] some of which
are based on techniques originally developed for control of
systems of hyperbolic PDEs, such as, for example, [12], [18],
[25], [29], [31], [36], [46]. Even though simpler, first-order
traffic flow models, in conservation law or Hamilton-Jacobi
PDE formulation, are also important for modeling purposes.
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For this reason, PDE-based control design techniques exist for
this class of systems as well [4], [7], [10], [16], [24], [30].
While most of the above PDE-based traffic control tech-
niques rely on traditional implementation means such as,
ramp metering and variable speed limits, more rare are PDE-
based, traffic flow control methodologies that exploit con-
nected and automated vehicles capabilities. In particular, [43],
[45] develop control designs via in-domain manipulation of
acceleration of ACC-equipped vehicles, considering traffic
with only automated vehicles, and [35], [48] develop control
designs via speed manipulation of an autonomous vehicle.
Furthermore, although in microscopic simulation it is reported
that it may be beneficial for traffic flow, to appropriately
manipulate in real time the ACC settings of vehicles already
equipped with an ACC feature [27], [39], [40], the problem of
systematic feedback control design via time-gap manipulation
hasn’t, heretofore, been tackled from a PDE viewpoint.
In this work, we design a feedback control strategy for
stabilization of traffic flow in congested regime, manipulating
the time-gap setting of vehicles equipped with ACC and uti-
lizing a control-oriented, ARZ-type model with ACC (which
is shown to possess certain important traffic flow-theoretic
properties). The control strategy is developed for the linearized
system around a uniform, congested equilibrium profile, which
is proved to be open-loop unstable. Due to the presence
(on average) of a certain penetration rate of ACC-equipped
vehicles in a given freeway stretch, the traffic flow control
problem is recast to the problem of stabilization of a 2 × 2
linear system of first-order, heterodirectional hyperbolic PDEs
with in-domain actuation. The closed-loop system under the
proposed controller is shown to be exponentially stable (in
C1 norm), constructing a Lyapunov functional. We further
study, employing an input-output approach, an additional
stability property of the closed-loop system, namely convective
stability, which is important from a traffic control point of view
as it guarantees the non-amplification of speed perturbations,
as these propagate upstream. The benefits in traffic flow of
employing the proposed strategy are illustrated in simulation,
also including the quantification of the performance improve-
ment in terms of various indices, measuring total travel time,
fuel consumption, and comfort level.
We start in Section II presenting a control-oriented traffic
flow model for congested and mixed (i.e., consisting of both
manual and ACC-equipped vehicles) traffic. In Section III
we introduce our feedback design and in Section IV we
prove the stability and convective stability of the closed-loop
system. The effectiveness of the proposed strategy is validated
in simulation in Section V. Concluding remarks and future
research directions are provided in Section VI.
Notation: For scalar functions u ∈ Lp (0, D), where p
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is a positive integer and D > 0, we define the norm
‖u‖p =
(∫D
0
u(x)pdx
) 1
p
as well as the weighted norm
‖u‖µ,p =
(∫D
0
epµxu(x)pdx
) 1
p
, for µ 6= 0. For u ∈ C[0, D]
we denote ‖u‖C = maxx∈[0,D] |u(x)| = limp→+∞ ‖u‖p and
‖u‖µ,C = maxx∈[0,D] |eµxu(x)| = limp→+∞ ‖u‖µ,p. For u ∈
C1[0, D] we define ‖u‖C1 = ‖u‖C +‖u′‖C and, respectively,
we define ‖u‖µ,C1 = ‖u‖µ,C + ‖u′‖µ,C . For a signal f ∈ Lp
we define its temporal norm ‖f‖Lp =
(∫ +∞
0
|f(t)|pdt
) 1
p
, for
p < +∞, and ‖f‖Lp = supt≥0 |f(t)|, for p = +∞.
II. ARZ-TYPE MODEL WITH ACC
IN CONGESTED REGIME
A. Description of the model
We consider the following system
ρt(x, t)=−ρx(x, t)v(x, t)− ρ(x, t)vx(x, t) (1)
vt(x, t)=−
(
v(x, t) + ρ(x, t)
∂Vmix (ρ(x, t), hacc(x, t))
∂ρ
)
×vx(x, t) + Vmix (ρ(x, t), hacc(x, t))− v(x, t)
τmix
(2)
qin=ρ(0, t)v(0, t) (3)
vt(D, t)=
Vmix (ρ(D, t), hacc(D, t))− v(D, t)
τmix
, (4)
where
Vmix (ρ, hacc)=τmix
(
α
τacc
Vacc (ρ, hacc) +
1− α
τm
Vm (ρ)
)
(5)
Vacc (ρ, hacc)=
1
hacc
(
1
ρ
− L
)
, ρmin < ρ <
1
L
(6)
Vm (ρ)=
1
hm
(
1
ρ
− L
)
, ρmin < ρ <
1
L
(7)
τmix=
1
α
τacc
+ 1−ατm
, (8)
ρ is traffic density, 0 < v ≤ vf is traffic speed, with vf being
some maximum achievable speed (or, free-flow speed), D > 0
is length of a given freeway stretch, L > 0 is average effective
length of each vehicle, α ∈ [0, 1] is the percentage of ACC-
equipped vehicles with respect to total vehicles, ρmin > 0 is
the lowest value for density for which the model is accurate1,
t ≥ 0 is time, x ∈ [0, D] is spatial variable, qin > 0 is a
constant external inflow, τacc, τm > 0 are the time constants of
the ACC-equipped and manual vehicles, respectively, hm > 0
is the time-gap of manual vehicles, and hacc > 0 is the time-
gap of ACC-equipped vehicles, which is the control input.
B. Traffic flow-oriented properties of the model
The motivation for model (1)–(4) is the following. First,
note that equation (1) is the conservation-of-vehicles equation,
as q = ρv is the traffic flow. Equation (2) is the speed
equation, which is inspired by the speed dynamics of the ARZ
model [52]. In fact, the ARZ model may be viewed as both
1One may view ρmin as the critical density that corresponds to a minimum
possible time-gap (see Section II-B).
a model of traffic flow dynamics for traffic with only manual
vehicles [52] as well as a model for traffic flow dynamics with
only ACC-equipped vehicles [43] (Section 3.2). In particular,
for fixed time-gaps of ACC-equipped (and manual) vehicles,
when α = 1 (only ACC-equipped vehicles exist) or α = 0
(only manual vehicles exist) the model reduces to the ARZ
model with fundamental diagram given by (6) or (7) (which
corresponds to the so-called constant time-gap policy, see, e.g.,
[8], [43], [45]), respectively. However, to account for the case
of mixed traffic, i.e., when both manual and ACC-equipped
vehicles are present, we define a new equilibrium (fundamental
diagram) relation for speed as in (5), which is also written as
Vmix (ρ, hacc) =
1
hmix (hacc)
(
1
ρ
− L
)
, (9)
where the effective (or, mixed) time-gap is defined as
hmix (hacc) =
α+ (1− α) τaccτm
α+ (1− α) τaccτm hacchm
hacc. (10)
We show in Fig. 1 the mixed time-gap as a function of the
penetration rate α for τaccτm = 0.1, hm = 1, and four different
values for the time-gap of ACC-equipped vehicles.
α
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hacc = 1.5
Fig. 1. Mixed time-gap (10) for hm = 1, τaccτm = 0.1, and four different
values of hacc, as a function of the penetration rate α.
In the present work, we restrict our attention to congested
regime, and thus, it is sufficient to define only the right part
(i.e., for 1L > ρ > ρmin) of fundamental diagrams (6), (7).
However, one may utilize any appropriate extension for the
left part (i.e., for 0 < ρ ≤ ρmin), such as, for example,
a fundamental diagram that corresponds to a constant (free-
flow) speed. We show in Fig. 2 an example of potentially
meaningful fundamental diagrams (6) for different (but fixed)
values of hacc. Specifically, Qhmin is fundamental diagram that
corresponds to some minimum possible time-gap, say hmin,
which is related to ρmin via hmin =
1
ρmin
−L
vf
, defined as2
Qhmin (ρ) =
{
vfρ, 0 ≤ ρ ≤ ρmin
1
hmin
(1− Lρ) , ρmin < ρ ≤ 1L
. (11)
2Although Qhmin is not differentiable at ρmin, one could obtain a differen-
tiable approximation of the original fundamental diagram by adding an -layer
around the critical density and defining Qhmin for ρ ∈ [ρmin − , ρmin + ]
properly. Since we don’t deal with free-flow conditions, in order to not distract
the reader with additional technical details we don’t discuss this further.
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Qhmin (ρ)
Qhmax (ρ)
vf
1
L0 ρminρ¯min
Fig. 2. Different fundamental diagrams (6) for hacc ∈ [hmin, hmax].
The fundamental diagram that corresponds to some maxi-
mum possible time-gap, say hmax, is defined respectively
as Qhmax (ρ) = vfρ for 0 ≤ ρ ≤ ρ¯min and Qhmax (ρ) =
1
hmax
(1− Lρ) for ρ¯min < ρ ≤ 1L , where hmax satisfies
hmax =
1
ρ¯min
−L
vf
(for further details on realistic values of hmax
and hmin that may appear in practice see Section V as well
as, e.g., [34], [40]). Every other fundamental diagram (6) that
may appear, for different time-gaps of ACC-equipped vehicles
within the interval [hmin, hmax], lies between Qhmax and
Qhmin . Furthermore, for a given penetration rate, since relation
(10) implies that min {hacc, hm} ≤ hmix ≤ max {hacc, hm},
for all α ∈ [0, 1], it follows that whenever min {hacc, hm} ≥
hmin and max {hacc, hm} ≤ hmax, all of the possible mixed
fundamental diagram relations (9) that may appear, for any
α ∈ [0, 1], lie between Qhmax and Qhmin , and hence, as long
as ρ > ρmin = 1L+vfhmin the mixed fundamental diagram
relation (9) corresponds to congested traffic.
In addition, from (8) it follows that min {τacc, τm} ≤
τmix ≤ max {τacc, τm}, for all α ∈ [0, 1], and hence, when
τacc < τm, which is typically the case in practice, τmix is a
decreasing function of α. Since for given values of vf (depen-
dent, for example, on the specific freeway stretch) and L, the
requirements min {hacc, hm} ≥ hmin and max {hacc, hm} ≤
hmax guarantee that 0 < Vmix (ρ, hacc) < vf , for all α ∈ [0, 1]
and ρmin < ρ < 1L , we obtain a speed equation that may
serve as a reasonable model for speed in case of mixed traffic
in congested conditions.
Since we are concerned with the case of congested
traffic conditions we restrict our attention in a
nonempty, connected open subset Ω of the set
Ω¯ =
{
(v, ρ, hacc) ∈ R3 : 0 < v < vf , 1L+vfhmin < ρ < 1L ,
hmin ≤ hacc ≤ hmax}, such that v+ρ∂Vmix(ρ,hacc)∂ρ <0, for all
α ∈ [0, 1], whenever (v, ρ, hacc) ∈ Ω3, see, e.g., [6], [44]. In
fact, from (9), it is evident that (1)–(4) is a 2 × 2 system of
first-order hyperbolic PDEs with (real and distinct) eigenvalues
given by λ1 = v and λ2 = v+ρ
∂Vmix(ρ,hacc)
∂ρ = v− 1hmix(hacc)ρ ,
which implies that information propagates forward with traffic
flow at the traffic speed, whereas speed information travels
3Provided that max {hacc, hm}≤hmax, this holds true, for instance, for
all (v, ρ, hacc) ∈ Ω¯ in the special (but quite restrictive) case where vf≤ Lhmax .
backward. Thus, model (1)–(4) is anisotropic, see, e.g., [52].
C. Boundary conditions of the system
The boundary condition (3) at the inlet of the considered
freeway stretch implies that the flow at the entrance of the
freeway stretch is equal to some external inflow with value
qin. To obtain a realistic downstream boundary condition as
well as to obtain a well-posed system we impose the dynamic
boundary condition (4), which implies free downstream traffic
conditions, see also, e.g., [26]. This is reasonable, even under
congested conditions (consider, for example, the case where at
the outlet of the considered stretch there is the end of a tunnel
or the end of high-curvature or the end of an upgrade, etc.).
D. Equilibria of the system
The equilibria of system (1)–(4) dictated by a constant
inflow qin as well as a constant, steady-state time-gap for ACC-
equipped vehicles, say h¯acc, which results in a steady-state
mixed time-gap given by
h¯mix =
α+ (1− α) τaccτm
α+ (1− α) τaccτm h¯acchm
h¯acc, (12)
are uniform and satisfy
v¯ =
qin
ρ¯
, (13)
as well as the fundamental diagram relation
1
ρ¯
− L = h¯mixv¯. (14)
To see this, first note that relations (1) and (3) imply that the
equilibrium values for ρ and v, say ρe and ve, respectively,
satisfy ρe(x)ve(x) = qin, for all x ∈ [0, D]. From (2) and (4)
it then follows, using (9), that the equilibrium profile of the
speed satisfies the following ODE in x
ve′(x) = − 1
τmix
ve(x) + L
h¯mix− 1qin
ve(x)
, (15)
with final condition ve (D) = − L
h¯mix− 1qin
. Thus,
ve(x) =
L
1
qin
− h¯mix
= v¯, for all x ∈ [0, D], (16)
which can be seen noting that ve = v¯ is an equilibrium of (15).
In order to guarantee that ρmin < ρ¯ < 1L , ∀α ∈ [0, 1], which
also implies from (13), (14) that 0 < v¯ < 1
h¯mix
(
1
ρmin
− L
)
≤
vf , we require that time-gaps and inflow are such that relation
0 < qin <
vfhmin
hmax(L+vfhmin)
holds.
III. CONTROL DESIGN FOR THE LINEARIZED SYSTEM
A. Linearization and diagonalization of the system
We start defining the error variables ρ˜(x, t) = ρ(x, t) − ρ¯,
v˜(x, t) = v(x, t) − v¯, and h˜acc(x, t) = hacc(x, t) − h¯acc.
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Linearizing system (1)–(4) around the uniform, congested
equilibrium profile we get
ρ˜t(x, t) + v¯ρ˜x(x, t) + ρ¯v˜x(x, t) = 0 (17)
v˜t(x, t)− c4v˜x(x, t) = −c1ρ˜(x, t)− c2v˜(x, t)
−c3h˜acc(x, t) (18)
ρ˜(0, t) + c5v˜(0, t) = 0 (19)
v˜t(D, t) = −c1ρ˜(D, t)− c2v˜(D, t)
−c3h˜acc(D, t), (20)
where c1 = 1ρ¯2τmixh¯mix , c2 =
1
τmix
, c3 = ατacch¯2acc
(
1
ρ¯ − L
)
,
c4 =
L
h¯mix
, and c5 = ρ¯v¯ . Defining z˜(x) =
e
c2x
v¯
(
ρ˜(x) + h¯mixρ¯
2v˜(x)
)
and noting that c2−c1h¯mixρ¯2 = 0,
we re-write system (17)–(20) in diagonal form as
z˜t(x, t) + v¯z˜x(x, t)=−e
c2x
v¯ h¯mixρ¯
2c3h˜acc(x, t) (21)
v˜t(x, t)− c4v˜x(x, t)=−c1e−
c2x
v¯ z˜(x, t)− c3h˜acc(x, t) (22)
z˜(0, t)=−Lρ¯
2
v¯
v˜(0, t) (23)
v˜t(D, t)=−c1e−
c2
v¯ D z˜(D, t)− c3h˜acc(D, t).(24)
B. Control law
In addition to improving performance, feedback control is
needed because system (21)–(24) for hacc = h¯acc is unstable,
as it is shown in the next proposition whose proof can be
found in Appendix A.
Proposition 1: System (21)–(24) is exponentially unstable
in open-loop.
The control law is chosen as
hacc(x, t)=h¯acc +
1
c3
(
−c1e−
c2x
v¯ z˜(x, t) + kv˜(x, t)
)
(25)
=h¯acc +
1
c3
(−c1ρ˜(x, t) + (k − c2) v˜(x, t)) ,(26)
with k > 0 being arbitrary, which gives
z˜t(x, t) + v¯z˜x(x, t)=c2z˜(x, t)− ke
c2x
v¯ h¯mixρ¯
2v˜(x, t)(27)
v˜t(x, t)− c4v˜x(x, t)=−kv˜(x, t) (28)
z˜(0, t)=−Lρ¯
2
v¯
v˜(0, t) (29)
v˜t(D, t)=−kv˜(D, t). (30)
From the closed-loop system (27)–(30) it is evident that the
feedback law aims at eliminating the source term in (22),
which may cause instability due to a feedback connection be-
tween the states z˜ and v˜, while rendering the v˜ (D) subsystem
exponentially stable (and autonomous).
Taking into account that the traffic system operates in
congested regime, the operating point of the controller, as
this is seen via the steady-state time-gap for ACC-equipped
vehicles h¯acc, may vary considering, for example, safety,
comfort, or total travel time criteria. For instance, in cases
in which safety is a primary goal, the time-gap h¯acc may take
large values (which implies that h¯mix also takes large values,
according to (12)), whereas, when comfort is of significant
importance, then no action (e.g., as recommendation to drivers
of ACC-equipped vehicles or as direct manipulation of the
ACC settings of individual vehicles) may be taken (in order
to not disrupt the driver) from the controller for imposing the
value of h¯acc, which implies that the driver alone may set the
value for the time-gap h¯acc, see, e.g., [40]. Moreover, it may
be beneficial, from a total travel time point of view, the time-
gap h¯acc to take large values, since, for given inflow, lower
steady-state densities may be achieved (via the achievement
of higher steady-state speeds), as it can be seen from relations
(13), (16). We consider a specific scenario and further discuss
about the choice of h¯acc (as well as of hm) in Section V.
In practice, under a vehicle-to-infrastructure (V2I) com-
munication paradigm, the control authority may implement
the proposed strategy either as time-gap recommendations to
drivers of ACC-equipped vehicles or via direct manipulation of
the ACC settings of such vehicles, see, e.g., [40]. Furthermore,
the developed feedback law, given in the simple formulae (26),
requires measurements of the average speed and density (or,
equivalently, average speed and flow, via the flow definition
q = ρv, in case flow measurements are available instead)
throughout the spatial domain. This information could be
obtained by the central control authority via utilization of
connected vehicles4 reports (e.g., reporting speed, position,
or other information) as well as measurements from fixed
detectors and, potentially, also employing certain traffic state
estimation methodologies, see, e.g., [5], [11], [22], [47].
IV. STABILITY AND CONVECTIVE STABILITY ANALYSES
A. Stability in C1 norm
We establish next stability in the stronger C1 norm in
order to guarantee additional stability properties for the closed-
loop system that may be desirable from a traffic flow control
viewpoint, see, e.g., [45]. Stability results in other norms, such
as, for example, the L2 norm, may be also obtained. The proofs
of such results follow from the proof of the following theorem,
which is provided in Appendix B.
Theorem 1: Consider a closed-loop system consisting of
system (17)–(20) and control law (26). For all initial conditions
(ρ˜ (·, 0) , v˜ (·, 0)) ∈ C1[0, D] × C1[0, D], which satisfy first-
order compatibility with boundary conditions, there exists a
positive constant µ such that the following holds5 for all t ≥ 0
‖ρ˜(t)‖C1 + ‖v˜(t)‖C1 ≤ µ (‖ρ˜(0)‖C1 + ‖v˜(0)‖C1) e− k2 t. (31)
B. Convective stability in Lp, p ∈ [1,+∞], norm
We study next the convective stability properties of the
closed-loop system, see, e.g., [6], [44], which is a notion
related to string stability of a finite platoon of vehicles,
see, e.g., [23], [42]. In a nutshell, convective stability in the
present case guarantees that the magnitude (in Lp sense) of
the deviation of speed as well as of its gradient, at some
location (e.g., due to the presence of an unmodeled on-ramp
at this specific location, acting as singular source), from the
4Besides ACC-equipped vehicles, a connected vehicle may be any vehicle
able to exchange information with the central monitoring and control unit.
5The assumptions of Theorem 1 imply that (z˜ (·, 0) , v˜ (·, 0)) ∈ C1[0, D]×
C1[0, D] satisfy first-order compatibility, and thus, system (27)–(30) exhibits
a unique, classical solution such that z˜, v˜ ∈ C1 ([0, D]× [0,+∞)) (and
hence, so does ρ˜), see, e.g., [3], [13], [38].
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equilibrium point, decreases as the perturbation propagates
backward in the spatial domain. Adopting an input-output
approach we establish the following result whose proof can
be found in Appendix C.
Theorem 2: System (28), (30) is Lp, p ∈ [1,∞], convec-
tively stable in the sense that for any 0 ≤ x2 < x1 ≤ D such
that v˜ (x1) ∈ Lp and v˜x (x1) ∈ Lp, the following hold
‖v˜ (x2) ‖Lp < ‖v˜ (x1) ‖Lp (32)
‖v˜x (x2) ‖Lp < ‖v˜x (x1) ‖Lp . (33)
V. SIMULATION RESULTS
A. Model parameters and numerical implementation
The parameters of system (1)–(4) utilized in the simulation
investigations are shown in Table I. The chosen parameters are
TABLE I
PARAMETERS OF SYSTEM (1)–(4).
qin 1200
(
veh
h
)
τacc 2 (s) hm 1 (s)
ρmin 37
(
veh
km
)
α 0.15 D 1000 (m)
τm 60 (s) L 5 (m)
considered reasonable for a traffic flow model, see, e.g., [6],
[15], [21], [33]. In particular, we choose a value for the time-
gap of manually driven vehicles hm that is close to reported
average values of about 1.2 s, see, e.g., [34], [40], but slightly
lower than this to reflect evidence that drivers may follow a
preceding vehicle at smaller time-gaps in congested traffic,
compared to the case of light traffic conditions, see, e.g., [34].
For the numerical solution of the hyperbolic system (1)–
(4) in open-loop as well as under (26), a modified Rusanov
scheme, which is an explicit finite-volume scheme of centered
type with added numerical diffusion, with time and spatial dis-
cretization steps of 0.1 s and 10 m, respectively, is employed,
see, e.g., [19], [37]. The ODE (4) that corresponds to the
downstream boundary condition for the speed is numerically
solved utilizing a forward Euler method with the same time
step. The upstream and downstream boundary values for den-
sity and speed, respectively, are obtained from the boundary
conditions (3) and (4), whereas for obtaining the “missing”
upstream and downstream boundary values for speed and
density, respectively, we use fictitious cells, extrapolating the
corresponding values from the interior of the domain.
B. Controller’s parameters and performance evaluation
The operating point of the traffic system, as it is dictated
by the steady-state value of the mixed time-gap according to
(12), it is selected such that h¯acc = 1.5 s. Such a value reflects
the fact that the equilibrium of the time-gap for ACC-equipped
vehicles may be dictated from drivers’ choices rather than from
interventions of the control authority, for a control strategy that
aims at minimizing controller’s interventions, which may be
disrupting for the driver. Consequently, we choose a value for
h¯acc that is close to what drivers of ACC-equipped vehicles
set in congested conditions, which is evidenced to be larger
compared to manual driving in heavy traffic and which is
reported to be around the selected value, see, e.g., [34].
The steady-state values for density and speed are derived
from (13), (14) as ρ¯=105.8 vehkm , v¯=11.35
km
h . We show in
Fig. 3 the open-loop response for initial conditions ρ(x, 0) =
ρ¯ +10 cos
(
8pix
D
)
, v(x, 0)= qinρ(x,0) . From Fig. 3 it is evident
that the open-loop response exhibits an unstable and quite
oscillatory behavior. In contrast, as it is shown in Fig. 4,
the traffic flow is stabilized and, in particular, the oscillations
(stop-and-go waves) in the speed response are considerably
suppressed when the feedback law (26) is applied. The control
effort (26) for k = 0.25 1s is shown in Fig. 5, from which
one can also observe that the resulting values for the time-
gap of ACC-equipped vehicles lie within the bounds typically
implemented in ACC-equipped vehicles settings, namely, ap-
proximately within the interval [0.8, 2.2] s, see, e.g., [34], [40].
300250200150
t (s)
1005001000
800
600
x (m)
400
200
95
100
105
110
115
120
0
ρ
(x
,t
)
( veh km
)
300250200150
t (s)
1005001000
800
600
400
x (m)
200
9
10
11
12
13
0
v(
x
,t
)
( km h
)
Fig. 3. Open-loop response of system (1)–(4) with parameters as in Table I for
h¯acc=1.5 and initial conditions ρ(x, 0)= ρ¯+10 cos
(
8pix
D
)
, v(x, 0)= qin
ρ(x,0)
.
To quantify the benefits of controller (26) we compare the
performances of the closed- and open-loop systems in terms of
fuel consumption, comfort, and total travel time (TTT). We use
the following performance indices, see, e.g., [44] (Chapter 21)
Jfuel,1=
∫ T
0
∫ D
0
J¯fuel,1 (v(x, t), a(x, t)) ρ(x, t)dxdt(34)
Jcomfort=
∫ T
0
∫ D
0
(
a(x, t)2 + at(x, t)
2
)
ρ(x, t)dxdt (35)
JTTT=
∫ T
0
∫ D
0
ρ(x, t)dxdt, (36)
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Fig. 4. Closed-loop response of system (1)–(4) with parameters shown in
Table I, under the feedback law (26) with k = 0.25, for h¯acc = 1.5 and
initial conditions ρ(x, 0) = ρ¯+ 10 cos
(
8pix
D
)
, v(x, 0) = qin
ρ(x,0)
.
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Fig. 5. Feedback control law (26) with k = 0.25 and h¯acc = 1.5.
where J¯fuel,1 (v, a) = max
{
0, b0 + b1v + b3v
3 + b4va
}
, a =
vt + vvx, T = 350 s, and b0, b1, b3, b4 are provided in
[44] (page 485). We further use an alternative metric for fuel
consumption, namely Jfuel,2, defined in [51] (Section 2.3)
with parameters from [1], which is based on discretized,
macroscopic traffic flow models. Application of the controller
results in better performance in all of the metrics, as it is shown
in Table II. In particular, the improvement in fuel consumption
and comfort is attributed to the fast homogenization of the
speed field. The improvement in fuel consumption and TTT
may be best appreciated taking also into account the cost of
congestion, see, e.g., [20], and the considered setup’s scale.
TABLE II
PERFORMANCE INDICES (34), (35), (36), AND Jfuel,2 FROM [51].
Performance index Percentage (%) improvement with (26)
Jfuel,1 3.9
Jfuel,2 3.3
Jcomfort 90
JTTT 4
VI. CONCLUSIONS AND FUTURE WORK
We presented a control design methodology for stabilization
of traffic flow in congested regime exploiting the capabilities
of vehicles with ACC features and utilizing an ARZ-type
model for mixed traffic. The closed-loop system, under the
developed control law, was shown to be exponentially stable
as well as convectively stable. The numerical investigation
showed that the performance of the considered traffic system,
under the proposed controller, is improved and the improve-
ment, in terms of fuel consumption, travel time, and comfort,
was quantified utilizing various performance indices.
The control design approach presented is based on a linear
version of the original nonlinear system. As next step, it would
be interesting to consider the nonlinear, feedback control de-
sign problem as well as to perform the analysis in a nonlinear
setting considering the nonlinear closed-loop system, similarly
to, e.g., [3], [12], [14], [26]. It would be also interesting to
consider problems on circular spatial domains, as it is the case,
for example, in [41], employing a microscopic framework.
APPENDIX A: PROOF OF PROPOSITION 1
We start computing the characteristic equation of system
(21)–(24) when h˜acc ≡ 0. One may proceed either utilizing the
Laplace transform and capitalizing on the relation of system
(21)–(24) to a delay system, see, e.g., [2], or computing the
eigenvalues of the generator associated with system (21)–(24),
see, e.g., [3], [32]. We proceed using the latter approach.
Defining z˜(x, t) = eσtφ(x) and v˜(x, t) = eσtψ(x), σ ∈ C,
one can conclude from (21)–(24) that the following boundary-
value problem should be satisfied
φ′(x)=−σ
v¯
φ(x); ψ′(x)=
σ
c4
ψ(x) +
c1
c4
e−
c2x
v¯ φ(x)(A.1)
φ(0)=−Lρ¯
2
v¯
ψ(0); φ (D)=− σ
c1
e
c2D
v¯ ψ (D) . (A.2)
Solving (A.1) and using the boundary conditions (A.2), one
can conclude that, in order for nontrivial solutions to (A.1),
(A.2) to exist, σ should satisfy the following relation
−a1e−στD + στmixc1 − σc1 1− e
−στDe−
c2D
v¯
στ v¯ + c2
= 0, (A.3)
where a1 = 1v¯ c4c1e
− c2Dv¯ and τ = 1c4 +
1
v¯ . We next prove
that (A.3) always admits a real solution within an interval
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(σ1, σ2) for some σ1, σ2 > 0. Since c2 > 0, for σ ∈ [0,+∞)
relation (A.3) is equivalent to a2σ2− a1 (σ + c2) e−στD = 0,
where a2 = v¯c1τmixτ . The proof is completed observing that
f (σ) = a2σ
2−a1 (σ + c2) e−στD is continuous for all σ ≥ 0
as well as that f(0) = −a1c2 < 0 and limσ+∞ f (σ) = +∞.
APPENDIX B: PROOF OF THEOREM 1
We start defining the following functionals
V1p(t) =
∫ D
0
e−2k1pxz˜(x, t)2pdx
+
∫ D
0
e−2k1pxz˜x(x, t)2pdx (B.1)
V2p(t) =
∫ D
0
e2k2pxv˜(x, t)2pdx
+
∫ D
0
e2k2pxv˜x(x, t)
2pdx (B.2)
V3p(t) = v˜ (D, t)
2p
, (B.3)
where k1, k2 are arbitrary positive constants and p is a positive
integer. Moreover, from system (27)–(30) we obtain
z˜xt(x, t) + v¯z˜xx(x, t)=c2z˜x(x, t)− ke
c2x
v¯ h¯mixρ¯
2v˜x(x, t)
−c2
v¯
ke
c2x
v¯ h¯mixρ¯
2v˜(x, t) (B.4)
v˜xt(x, t)− c4v˜xx(x, t)=−kv˜x(x, t) (B.5)
z˜x(0, t)=L
ρ¯2
v¯2
c4v˜x(0, t)− kρ¯
2
v¯
×
(
h¯mix +
L
v¯
+ L
c2
v¯k
)
v˜(0, t)(B.6)
v˜x(D, t)=0. (B.7)
Differentiating (B.1)–(B.3) along (27)–(30), (B.4)–(B.7), with
integration by parts, Young’s inequality and as (d1 + d2)
p ≤
2p (dp1 + d
p
2), ∀ d1, d2, p > 0, with p integer, we get
V˙1p(t) ≤ −v¯e−2k1pD z˜ (D, t)2p +
(
c2p7 + c
2p
9
)
v¯v˜ (0, t)
2p
−2p
(
v¯k1 − c2 − 2p− 1
2p
c6
)
V1p(t) + c6V2p(t)
−v¯e−2k1pD z˜x (D, t)2p + c2p8 v¯v˜x (0, t)2p (B.8)
V˙2p(t) = c4e
2k2pDV3p(t)− c4v˜(0, t)2p − c4v˜x(0, t)2p
−2p (k + c4k2)V2p(t) (B.9)
V˙3p(t) = −2pkV3p(t), (B.10)
with c6 = ke
c2D
v¯ h¯mixρ¯
2
(
1 + c2v¯
)
, c7 = L ρ¯
2
v¯ , c8 = 2L
ρ¯2
v¯2 c4,
c9 =2
kρ¯2
v¯
(
h¯mix+
L
v¯ +L
c2
v¯k
)
. Defining the Lyapunov functional
Vp(t) = V1p(t) + k3
2pV2p(t) + k4
2pe2k2pDV3p(t), (B.11)
we obtain from (B.8)–(B.10)
V˙p(t) ≤ −
(
k3
2pc4 − c2p7 v¯ − c2p9 v¯
)
v˜ (0, t)
2p
−2p
(
v¯k1 − c2 − 2p− 1
2p
c6
)
V1p(t)
−
(
2pk2p3 (k + c4k2)− c6
)
V2p(t)
− (2pkk42p − k32pc4) e2k2pDV3p(t)
−
(
k3
2pc4 − c2p8 v¯
)
v˜x (0, t)
2p
. (B.12)
Since p ≥ 1, choosing k1 = 1v¯ (c2 + c6 + k), k2 =
c6
2c4
, k3 = max
{
(c7 + c8 + c9) max
{
v¯
c4
, 1
}
, 1
}
, and
k4 = k3 max
{
c4
k , 1
}
, we get from (B.12) that V˙p(t) ≤
−2pkV1p(t) − 2pkk32pV2p(t) − pkk42pe2k2pDV3p(t). Hence,
using (B.11) we arrive at6
V˙p(t) ≤ −pkVp(t). (B.13)
From (B.13) we then get V
1
2p
p (t) ≤ e− k2 tV
1
2p
p (0), and thus,
using (B.11) we obtain V
1
2p
1p
(t)+k3V
1
2p
2p
(t)+k4e
k2DV
1
2p
3p
(t) ≤
4e−
k
2 t
(
V
1
2p
1p
(0) + k3V
1
2p
2p
(0) + k4e
k2DV
1
2p
3p
(0)
)
. With defini-
tions (B.1)–(B.3) and standard inequalities we get
Ξp(t) ≤ 8e− k2 tΞp(0) (B.14)
Ξp(t) = ‖z˜(t)‖−k1,2p + k3‖v˜(t)‖k2,2p + ‖z˜x(t)‖−k1,2p
+k3‖v˜x(t)‖k2,2p + k4ek2D |v˜(D, t)| . (B.15)
Taking the limit of (B.14) as p→ +∞, with the definition of
the supremum norm and (B.15) we get ‖z˜(t)‖C1 +‖v˜(t)‖C1 +
|v˜(D, t)| ≤ µ¯ (‖z˜(0)‖C1 + ‖v˜(0)‖C1 + |v˜(D, 0)|) e− k2 t, for
some positive constant µ¯, where we also used the facts that
e−k1D‖z˜(t)‖C ≤ ‖z˜(t)‖−k1,C ≤ ‖z˜(t)‖C and ‖v˜(t)‖C ≤
‖v˜(t)‖k2,C ≤ ek2D‖v˜(t)‖C . The proof is completed using
relation z˜(x) = e
c2x
v¯
(
ρ˜(x) + h¯mixρ¯
2v˜(x)
)
.
APPENDIX C: PROOF OF THEOREM 2
Taking the Laplace transform of (28) and setting the initial
condition to zero we obtain
V˜ (x, s) = e−
k
c4
(x1−x)e−
s
c4
(x1−x)V˜ (x1, s) , (C.1)
for all 0 ≤ x ≤ x1 ≤ D, and thus,
v˜ (x2, t) = e
− kc4 (x1−x2)v˜
(
x1, t+
x2 − x1
c4
)
, (C.2)
where v˜ (x1, θ), within the interval x2−x1c4 ≤ θ < 0, is set
to zero, as, in the present context, we are concerned with an
input-output representation (without accounting for the effect
of initial conditions), in which v˜ (x1, t) is viewed as input
signal (with initial condition v˜ (x1, θ), x2−x1c4 ≤ θ < 0).
Therefore, from (C.2) we get that
(∫ +∞
0
|v˜ (x2, t)|p dt
) 1
p
=
e−
k
c4
(x1−x2)
(∫ +∞
0
∣∣∣v˜ (x1, t+ x2−x1c4 )∣∣∣p dt) 1p . Since k, c4 >
0 and x2 < x1, we obtain (32) for p ∈ [1,+∞). Similarly,
taking a supremum over time in (C.2) we obtain (32) for
p = +∞. Differentiating (C.1) with respect to x we get
V˜ ′ (x, s) = e−
k
c4
(x1−x)e−
s
c4
(x1−x)V˜ ′ (x1, s), for all 0 ≤ x ≤
x1 ≤ D. Thus, employing identical arguments we obtain (33).
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6To derive (B.13) we also used (B.4), (B.5), which implies that, in principle,
higher regularity of solutions is needed. Yet, one could show that (B.13) still
holds (in the sense of distributions), using similar arguments to, e.g., [3].
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