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Abstract 
In this paper, we study the semantics of fuzzy sets. We show that fuzzy sets can be 
interpreted as the aggregation of a set of observations. We formalize this interpretation 
by means of the OWA and the WOWA operators. The introduction of the WOWA 
operator allows the user to weigh each observation. © 199!) Elsevier Science Inc. All 
rights reserved. 
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1. Introduction 
Nowadays, the use of  fuzzy sets is rapidly increasing. Fuzzy techniques 
are used in several systems (e.g., databases [10], control systems [6], decision 
support systems [21]), and fuzzy Knowledge Based Systems are useful tools 
in several environments (e.g., physics [9,8], compilation [20]). As all these 
systems are based on the basic idea of  a fuzzy set, clear semantics of  this 
concept and a way to construct it are needed. 
Up to now, several approaches have been considered in relation to the 
semantics of  fuzzy sets. For  example, Refs. [4,27] review different points 
of  view of answering the question "What  does it mean to say that the 
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membership value of John being tall is 0.7?". These points of view are the 
following [4,27]: 
Likelihood view: 70% of a given population declared that John is tall. 
Random set view: 70% of a given population described "tall" as the interval 
containing John's height. 
Similarity view." John's height is away from the prototypical object which is 
truly "tall" to the degree 0.3 (a normalized istance). 
Utility view." 0.7 is the utility of asserting that John is tall. 
Measurement view." When compared to others, John is taller than some and 
this fact can be encoded as 0.7 on some scale. 
Possibilistic view." It is possible for John to be tall to a degree of 0.7 (or in 
other words, 0.7 represents he degree of ease with which John's height sat- 
isfies the constraint "tall"). 
In relation to the way how membership functions are built, there are several 
classifications. Ref. [4] reviews some methods of constructing fuzzy sets and 
relates them to the points of view given above. We have divided them into two 
broad classes considering only the methods that extract functions from data. 
There are also some that do not use data (as in most control systems [7,3] or in 
the vision system [13]). The two classes are: (1) the methods that assume that 
the value of the membership function is known for each object in the data, and 
(2) those that do not assume this knowledge. 
The first class of methods can be divided into those that build the mem- 
bership function from interpolation (e.g., in ch. 10 of Ref. [11], and in Ref. [5] - 
revisited in Ref. [19]) and those that use the value to approximate a function 
(e.g., using least-square curve fitting methods in Refs. [11,16,15] or neural 
network techniques [11]). 
The methods that do not assume a known membership value differ on the 
assumptions they make on extra knowledge about the membership function, 
the domain, and so on. For example, Ref. [28] assumes a set of elements plit 
into three disjoint sets (elements that satisfy the concept o define those that do 
not satisfy the concept, and those whose membership is doubtful), and it also 
assumes a reference measure defined on the subsets of the domain. This method 
was adapted and used in Ref. [17] for a real-world application (two fuzzy sets 
were built and combined preserving the semantics of Ref. [28] to get a fuzzy set 
more precise than the initial ones). Similarly, Ref  [14] builds fuzzy sets from 
functions that measure the support of an element being in the concept or not 
being in it. Some other methods only assume a set of observations knowing if 
the object belongs to the concept or even extracting first the concepts from data 
as in Refs. [26,12] or in the fuzzy c-means [2]. 
This paper defines a semantics when the membership value corresponding to
an object is seen (as in the third group in the classification of Ref. [4]) as the 
similarity to an ideal concept. This is the case, for example, of fuzzy numbers: 
the ideal concept of a fuzzy set named approximately x is the value x. The 
V. Torra i ReventOs / Internat. 3. Approx. Reason. 20 (1999) 191-207 193 
semantics defines a fuzzy set as an aggregation of observations. The use of a 
parameterized aggregation function permits to construt he prototype from the 
observation, and then the ~-cuts of the fuzzy set as a withdrawal from the 
prototype. The method allows the user to give a weight for each observation 
measuring its importance in describing the concept (this is to express the re- 
liability of the data). 
The paper begins (Section 2) by reviewing some aggregation operators, used 
later, on the definition of the semantics. The semantics is introduced in Sec- 
tion 3; three type of fuzzy sets are considered: non-decreasing, non-increasing 
and convex membership functions. Section 4 gives some examples of the 
method. The paper finishes in Section 5 with some conclusions. 
2. Preliminaries 
In relation to the combination of real numbers (e.g., fuzzy values - values in 
[0, 1]), two operators are considered: the weighted mean [1] and the OWA 
operator [22,23]. Both operators are functions to synthesize the information 
provided by several information sources. They compute the output as a 
weighting of the input data. As it is shown in Ref. [18], while in the weighted 
mean the weights are to measure the reliability of the value corresponding to
each information source (or expert), in the OWA operator the weights are to 
measure the importance of the values themselves. As both types of weights can 
be considered of importance in a single problem, we introduced in Ref. [18] a 
new combination function that consideres both types of weights. This new 
operator, the WOWA operator generalizes both the weighted mean and the 
OWA operator. In this section we review the OWA and the WOWA that are 
used later on in this work. 
Definition 1 (Refs. [22,23]). Let w be a weighting vector of dimension n 
(w = [wl w2... w,,]) such that 
w,E[0,1] and Zwi=l "  
i 
In this case, a mapping owa W : ~" --, 12 is an Ordered Weighted Averaging 
(OWA) operator of dimension if 
owa"(A = {a,, . . .  ,a,}) = ~--~wia~ii), 
i=l 
where {a(1) . . . .  , a(n)} is a permutation of {1, .., n} such that a~ii_l ) >>. a,lil for 
all i = 2 , . . . ,  n (i.e., a~i~ 1 is the ith largest element in the collection a l , . . . ,  a,). 
Considering fuzzy quantifiers, this definition can be rewritten in a way that 
is more convenient to Section 3. We define first fuzzy quantifiers, and then we 
redefine the OWA operator based on them. 
194 Id Torra i Revent6s / lnternat. £ Approx. Reason. 20 (1999) 191-207 
Definition 2. A function Q from [0, 1] to [0, 1] is a fuzzy quantifier. If Q is a 
function such that Q(0) = 0, Q(1) = 1 and ifx > y then Q(x) >1 Q(y) is a regular 
monotonically non-decreasing quantifier [23]. Given two quantifiers Q and S, it 
is said Q < S (Q <~ s) if and only if Q(x) < S(x) (Q(x) <~ S(x)) for all x E [0, 1]. 
Some examples of fuzzy quantifiers are the following two sets. 
Definition 3. Let Q be the set of fuzzy quantifers defined as {x~}~c[0,~}. 
Definition 4. A parametric family of quantifiers F ' is said to be an/-family of 
fuzzy quantifiers i f I  ° is defined as the limit of fl - ,  c~ ofx a (i.e., I°(1) = 1 and 
I°(x) = 0 for all 0~<x< 1), 11 is defned as the limit of fl--,O ofx/~ (i.e., 
I 1(0)=0 and1 l (x )= l  for all 0<x<~l )  and i fx>y thenP>~F.  The set 
U = x/~ ~)/~ is an/-family of fuzzy quantifiers. 
Proposition 1. All the quantifiers in Q and all the quantifiers in U are regular 
monotonically non-decreasing quantifiers. 
Definition 5. Let Q be a regular monotonically non-decreasing quantifier. In 
this case, a mapping owa q : ~, ---+ [~ is an OWA operator of dimension if 
n 
owaQ(A = {al , . . . ,  a,}) = Zwia~l,i, 
i= l  
where {a(1), . . . ,  a(n)} is a permutation of {1, .., n} such that a~ti_l ) >>. a~ii I for 
all i=  2 , . . . ,n  and w, = O(i/n) - Q( ( i -  1)/n). 
Notice that in the latter definition, it is not important hat the number of 
elements be combined (this has been recently reported by Yager in Ref. [24]). 
Example 1. Consider a system with Q(x) = x 2 and let A = {0, 1,2, 3}. Then 
using the WOWA operator, the aggregated value is 
owaQ(A) = Zwiaoii) = (1/16). 3 + (3/16). :2 + (5/16)- 1 + (7/16)-0 
= 7/8 = 0.875. 
The value obtained with OWA is smaller than the one obtained with the ar- 
ithmetic mean (~ai ) /n  = 1.5 as the quantifer Q used here gives more im- 
portance to small values (Q(1)-  Q(0.9)> Q(0.1)-  Q(0)). With Q' (x)=x 1/2 
the quantifier would give a value greater than the one of the weighted mean 
(owaQ'(A) = 2.0731) because the quantifier gives more importance to the 
largest values. (See Ref. [18] for details.) 
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It is worth noticing that a parametric family of quantifiers leads by means of 
Definition 5 to a parametric set of OWA operators. In particular an/-family of 
quantifiers leads to a family of OWA operators uch that 
own 1° (A) -- minA ~< owa 1~ (A) ~< owa I" (A) ~< own/' (A) 
=max.4 for all0~<~<~fl~<l. 
As this result will be used in Section 3 we establish it as a proposition. 
Proposition 2. Let A be a set of values, let U be an I-family of fuzzy quantifiers. 
Let owa Q be the O WA operator defined according to Definition 2. In these 
conditions the following equation holds: 
owaI°(A) -- minA ~< owa 1~ (A) ~< owal/~(A) ~< owa 1~ (A) 
=maxA foral l0~<~<fl~<l.  
Now we consider the definition of the WOWA operator. 
Definition 6 (Ref. [18]). Let p and w be weighting vectors of dimension n 
(p = [Pl'" "p,], w = [Wl-.. w,]) such that: 
(i) pi E [0, 1] and ~ ip i  = 1, 
(ii) wi c [0, 1] and Y'~i w~-- 1. 
In this case, a mapping wowa W'p : R ~ ~ ~ is a Weighted Ordered Weighted 
Averaging (WOWA) operator of dimension if 
wowaW'"(A = {a , , . ,  a . ) )  = 
i=1 
where {c(1), . . . ,  c(n)} is a permutation of {1, .., n} such that a~ii_l ) >/a~ i for 
all i -- 2 , . . . ,  n, and the weight co~ is defined as 
\j<~i / \ j< i  / 
with W* a monotonic increasing function that interpolates the points 
(i/n, ~;<~ wj) together with the point (0, 0). W* is required to be a straight line 
when the points can be interpolated in this way (this is a technical condition). 
To compute this function we can use the interpolation method described 
in Ref. [5] (revisited in Ref. [19]). The method builds a function W* that 
satisfies the properties required above. Alternatively we can define the 
WOWA operator directly from a fuzzy quantifier (this is analogous to 
Definition 5). This corresponds to Yager's definition of OWA considering 
importances [24]. 
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Definition 7. Let p be a weighting vector of  dimension n (p = [pj . . .p , ] )  such 
that 
p iC [0,1] and Zpi= 1 
i 
and let Q be a regular monotonical ly non-decreasing quantifier. In this case, a 
mapping wowa q,p : ~ ---+ ~ is a WO WA operator of dimension n if 
wowaO"(A ---- {a , , . . . ,  a , ) )  = ~'~ooia~til, 
i=  1 
where {~r(1),.. . ,  ~(n)} is a permutat ion of {1, .., n} such that a~!i-l) >~ a~iii for 
all i = 2 , . . . ,  n, and the weight ~oi is defined as 
Note that the inequality in Proposit ion 2 holds also when the combinat ion 
function is the WOWA operator  as it is defined here (it holds for any fixed set 
of weights p). 
Example 2. Consider as in Example 1 a system with Q(x)= x 2 and let 
A - -{0 ,  1,2, 3}. Besides that, to apply the WOWA,  we need to consider a 
weight for each input value (that is, to define a weighting vector p). Let 
p = (0.45, 0.35, 0.15, 0.05). In this case, 
w°waQP(A) = Z to/, 
a,¢i/ = 0.0025 - 3 + 0.0375 • 2 + 0.2625 • 1 + 0.6975 • 0 = 0.345. 
This value is smaller than the one in Example 1 with the same Q as here the 
WOWA uses a weighting vector p that stresses the importance of  the sources 
that supply the smallest values (0 and 1) while the other sources have lesser 
importance. 
Now we consider some results in relation to fuzzy sets. First of  all, the a-cut 
of a fuzzy set #~ is defined as the set of  elements A~ = {x ]/z A (x) /> :~}. This is 
denoted by A~. Exceptionally, we define A0 = {x I PA(x) > 0}. Also, a fuzzy set 
/~A is convex if and only if the a-cuts are convex (an equivalent definition is that 
for all x i, x2 in X, for all 2 in [0, 1], it A (,Lrl + (1 -/~)x2) ~ min(m (xl), #A (x2))). 
A fuzzy set /~A is normal if there exists some x in X such that/~A (x) = 1. Any 
fuzzy set can be expressed as the union of  the ~x-cuts. When a fuzzy set is 
normal and convex the following proposit ion holds. 
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Proposition 3. Let PA : X --~ [0, 1] be a normal and conw;x fuzzy set. Then I~A can 
be described by means of  two functions L~, RA: [0~ 1] ~ X such that for  all ~ in 
[0, 1],A~ = [LA(oO,RA(O0] Va E (0, 1] is the ~-cut Ofl~A. 
For the sake of simplicity, it is assumed that R, (~) can take the value +c~, 
and that L~ (~) can take the value -oc.  Also, LA (0) (resp. RA(0)) stands for the 
limit of LA (x) (resp. RA(0)) where x ~ 0; this makes A0 = [LA (0), R4 (0)] possible 
according to the definition of Ao above. 
3. Membership function generation from observations 
In Ref. [28], a formal definition of fuzzy sets to describe fuzzy categories i
introduced. This approach assumes that for any fuzzy category ~ to be de- 
scribed, there is a partition of the reference set X into three subsets X0, Xf and 
Xl. The first subset, X0, corresponds to all those elements that do not belong to 
the fuzzy category h; X1 corresponds to the elements that belong to h and Xf 
corresponds to the elements uch that their membership to h is doubtful. These 
three sets X0, Xf and Xl are, respectively, referred as the 0-subset, the fringe and 
the 1-subset for h and the partition X = IX0, Xf, XI] is called the fringe partition. 
To build a membership function for a fuzzy category h, [28] assumes a 
partial ordering ~>~ in the fringe of ~ (such that x ~>~ y means x is at least as 
qualified to be a member of ~ as y) and a reference measure t/. 
In our case, instead of building the membership function from the set X, we 
consider the construction of the function from a set of observations E obtained 
in a certain experiment to elicitate the fuzzy concept i~. However, we assume, 
following Zhang's hypothesis, that the set can be partitioned into three subsets 
(E0, Ef, El) that correspond to the sets X0, Xf, X~. As the observations cor- 
respond to the fuzzy category h, it is assumed that the partition over _E is 
consistent [17] with the partition in X (i.e., E0 c_Xo, *-f _cXf, Ej C_Xt) (in 
general, however, the partition of X is not known). In these conditions, to build 
a membership function for the concept h, we need only to build a function over 
Xf as it is already assumed that PA (X) = 0 when x E X0 and #A (X) = 1 when 
x~X~. 
From now on, unless it is stated otherwise, we assume Xo ~<Xf ~< Xl (where 
X ~< Y iff maxX ~< rain Y). The case X0 ~> Xf >~ XI is analogous to the one 
considered here. This case, together with the case that X0 and Xf are split into 
two sets X~ and X~'; and Xf' and X~', with X~ ~> X[/>: )(1 i> X~' ~> X~', will be 
considered at the end of this section. With these considerations, the member- 
ship function t*~ is increasing in Xf. For the sake of simplicity, we will use El,, as 
the minimum of the set ~,f and Efx as the maximum of Ef. 
Let us consider two cases in the generation of a membership function from a 
set of observations. We begin with a set where all the observations have the 
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same importance, and then we generalize this case considering different im- 
portances. The first case is a particular case of the second one. 
Case a (Non-weighted observations): For this case, we approximate the 
partition X as follows: Xf = [Efn, Efx], X0 z [ -~ ,  Efx] and XI = [-~fx, +c~]. Note 
that with this definition, the partition X is consistent with the set of observa- 
tions E. 
Now, we can observe that Proposition 3 permits us to see the membership 
function/t~ from a point of view different from the usual one. That is, instead 
of attaching a membership grade to each element in Xf (#~ : Xf ~ [0, 1]) we can 
define a function f that attaches to each a in [0, 1] a value in Xf (i.e., 
f : [0, 1] ~ Xf) corresponding to the left limit of the a-cut. In this way, the a- 
cut of the membership function p~ for each c~ corresponds to A, = [f(a), +e~]. 
Therefore, to build a membership function #a over Xf given a set of obser- 
vations E corresponds to defining a function f on [0, 1] to Xf. As, in fact, the 
function depends on both a and E, we will denote it as fz(~). In fact, instead of 
using the set E, we will use here only Ef to define the function but more 
complex methods can be built that use elements in E0 and E1 (for example, Xf 
could be defined initially as Xc = [max S0, min El] and this definition could 
change slightly the method introduced below). 
According to the fact that p~(x) should be increasing, we define #a(Efn) -- 0 
and #~(Efx) = 1. We know that, as p is increasing, the function fz is also in- 
creasing. The definitions of f~(Efn) and f~(Efx) makes it convenient to define 
fz(O) = Efn and fz(1) = Efx. We show now, how the combination functions 
introduced in Section 2 can be used to define the function fz(~) from obser- 
vations. 
First of all, it is important o notice that the function fz(a) requires that 
when 7 = 0, the value obtained is the minimum of the Ef and that when c~ -- 1, 
the value obtained is the maximum of the El. This is, the function f-(~) is a 
function that recovers the interval [min Ef, max El] according to a parameter 
c~ E [0, 1]. This makes, in principle, any combination function suitable to be 
used as fz(~) because any combination function C satisfies: 
min{al , . . . ,a ,}  ~< C(a l , . . . ,a , )  <<. max{al , . . . ,a ,} .  
However, not all of them can easily be modified in a way that according to a 
parameter :~, when ~ = 0, we get the minimum and when ~ = 1 we get the 
maximum. The functions OWA and WOWA introduced in Section 2 can be 
adapted to satisfy these properties when the quantifiers are selected properly. 
For example, the OWA operator with the/-family of fuzzy quantifiers U de- 
fined in Definition 4 is a parametric family of combination functions that is 
suitable for membership function definition: 
Definition 8. Let Ef be a set of observations corresponding to the fringe of a 
fuzzy category ~. Let owa Q be the combination function defined in Definition 5, 
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and let U be the/-family of fuzzy quantifiers according to Definition 4. Then, a 
membership function for the fuzzy category ~ can be expressed as the set of ~- 
cuts {A~}~10,11" 
I ~ A~ = Iowa ('S), + oc]. 
This construction can be understood considering the meaning of fuzzy quan- 
tifiers. If each observation xi corresponds to an expert i who asserts that the 
concept is fully satisfied when x ~> xi and not at all satisfied when x < xi, then 
y = owal~(~f) means that about a proportion ~ of the experts agree that the 
interval beginning at the right of y fully satisfies the concept. In the extreme 
case, all agree withthe interval when ~ = 1 (this corresponds to the intersection 
of the intervals) and y= max Ef and only one agrees when ~ = 0 and 
y = rain El. 
Case b ( Weighted observations): Up to now, we have not considered weights 
for each observations. However, it is often needed to do so to take into account 
the reliability of each information source. This can be achieved, attaching to 
each observation (e.g., the ith observation) a weight (p~) corresponding to our 
confidence in that value (e.g., according to the reliability of the sensor (or 
expert) that has obtained (or given) such value). If such weights are available, it 
is expected that the membership function takes them into account, so the 
combination function should depend on the vector of weights p = (Pi,. . .  ,p,). 
We denote such a function as fz,p(~). The WOWA operator is a combination 
function that can depend on these three factors. 
Definition 9. Let Ef be a set of observations corresponding to a fuzzy category 
h. Let wowa q'p be the combination function defined in Definition 7 and let U be 
the /-family of fuzzy quantifiers according to Definition 4. Then, the 
membership function for the fuzzy category h can be expressed as the set of 
o-cuts {A~}~cl0,11: 
A~ = [wowaS"P(Er), + o~}. 
In the previous case, we have assumed an increasing membership function. 
We consider now two other cases: non-increasing membership functions and 
fuzzy numbers (convex fuzzy sets with a single normal value). 
3.1. Non-increasing membership functions 
To define non-increasing membership functions, we will use the same ap- 
proach: define its a-cuts by means of the WOWA operator. In this case, to 
obtain the o-cut, a set of fuzzy quantifiers hould be defined in a way that when 
Q~ is used in conjunction with the WOWA operator, Q0 leads to the maximum 
and Ql leads to the minimum of the elements Ef. 
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We define below these quantifiers, and we introduce a proposition analo- 
gous to Proposition 2 corresponding to non-increasing membership functions. 
Definition 10, A parametric family of quantifiers D~ is said to be a D-family of 
fuzzy quantifiers i fD ° is defined as the limit of/~ --~ 0 ofxa (i.e., D°(0) = 0 and 
D°(x) = 1 for all 0 < x~< 1), D j is defined as the limit o f / /~  oo o fx  l¢ (i.e., 
Dr(l) = 1 and DJ(x) =0 for all 0~<x< 1) and i fx>y then D~<~D ~'. The set 
D ~ = x~/(l-~i s a D-family of fuzzy quantifiers. 
Proposition 4. Let A be a set of values, and let D ~ be a D-family of fuzzy 
quantifiers. Let wowa Q'p be the WO WA operator d~fined according to Definition 
7. Let p be a set of weights (p, the one that corresponds to ai E A). In these 
conditions the jollowing equation holds: 
wowaD"P(A) = minA ~< wowaDI~P(A) ~< wowaD~P(A) ~< wowaD°'P(A) 
=maxA for a l l0~<~</~<l .  
Definition 10 permits us to define a non-increasing membership function 
from a set of observations in the following way. 
Definition 11. Let Er be a set of observations corresponding to the fringe of a 
fuzzy category h. Let wowa Qp be the combination function defined in 
Definition 7, and let D ~ be the D-family of fuzzy quantifiers according to 
Definition 10. Then, the membership function of the fuzzy category h can be 
expressed as the set of 2-cuts {A~}~ci0,j]: 
A~ = [ - so, wowaD~P(Et)]. 
3.2. Fuzz), numbers 
The definition of fuzzy numbers from a set of observations follows an ap- 
proach similar to the ones used defining non-decreasing and non-increasing 
membership functions. The main difference is that now, we need to define both 
limits of the ~-cut (the inferior and the superior one) and both limits should be 
equal when ~ = 1 (notice that a single normal element is required in a fuzzy 
number). When the membership function is defined by means of the WOWA 
operator, we need two sets of fuzzy quantifiers (one for each limit of the a-cut) 
such that the quantifiers are equal when ~ = 1. 
When we define a fuzzy number from a set of observations, an important 
point is to select the normal element. This is, to select the element hat is the 
prototype of the fuzzy category h. In our case, as the construction of the fuzzy 
sets is based on aggregation operators, it seems natural to choose the average 
of the observations as the prototype. In fact, this approach as already been 
V. Torra i Reventbs / Internat. J. Approx. Reason. 20 (1999) 191-207 201 
used in Ref. [16]. They use a weighted average of  the observations. In our case, 
the weighted average is achieved with the WOWA operator  when the fuzzy 
quantifier is Q(x) = x. 
Therefore, the set of fuzzy quantifiers corresponding to the inferior limit of  
the a-cut should be defined such that when ~ = 0 we get the minimum of  the set 
of  observations, and when ~ = 1 we get the average of  the set of observations. 
On the other hand, the set of quantifiers corresponding to the superior limit 
should be defined such that when ~ = 0 we get the max imum of the set of 
observations, and when ~ -- 1 we get again the average of this set. To achieve 
this we have considered two steps. 
First, we define a single family of quantifiers with a parameter  13 that ranges 
from -1 to 1. This family, when combined with the WOWA,  leads to the 
min imum of  the set when 13 = - 1, the average when 13 = 0 and the maximum 
when 13 = 1. This family is defined below in Definition 12. 
Second, we define each limit of  the a-cut by means of  a mapping (gL and gR) 
of  the value ~ to [ - I ,  1] (i.e., ge, ga: [0, 1] ~ [-1, 1]). To define the inferior limit, 
should be mapped into [-1, 0] with gL(0) = --1 and gL(1) = 0. To define the 
superior limit, ~ should be mapped into [0, 1] with ga(0) = 1 and gR(1) = 0. 
Definition 12. A parametr ic family of quantifiers ID/~ is said to be an ID-family 
of fuzzy quantifiers if ID -1 is defined as the limit of  13--+ 0 of x/~ (i.e., 
ID- I (0)  = 0 and ID- I (x)  = 1 for all 0 < x~< 1), ID°(x) = x, and ID l is defined 
as the limit of  13 -+ e~ ofx/~ (i.e., IDl(1) = 1 and IDl(x) -- 0 for all 0~<x < 1) 
and i fx  > y then ID x ~< ID". The set ID ~ = x t~+Ji/l~-at is an ID-family of fuzzy 
quantifiers. 
The conditions about fl = - I ,  0, 1 are fixed in the following proposition. 
Proposition 5. Let ID  a be an ID  family of fuzzy quantifiers. Let wowa 0,p be the 
WOWA operator defined according to Definition 7. Let p be a set of weights (one 
for each element in 7~f). For these conditions, the following equations hoM: 
wowa ID ~'P(A) = minA ~< wowaIDt~'P(A) ~< wowaID~'P(A) ~< wowa~D°'P(A) 
n 
= ~oia i  ~< wowam~'P(A) ~< wowa't':'P(A) ~< wowa 1D''P(A) 
i--1 
=maxA foral l  - l~<:~<fi~<0~<~6~<7,~<l. 
The definition of  the membership function of  a fuzzy number  can be defined 
as follows: 
Definition 13. Let Ef be a set of  observations corresponding to the fringe of a 
fuzzy category t~. Let wowa Q,p be the WOWA operator  defined in Definition 7. 
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Let ID ~ be the ID-family of fuzzy quantifiers according to Definition 12. Then, 
the membership function of the fuzzy category ~ can be expressed as the set of 
a-cuts {A~}~I0.1]: 
A --_ [wowaID' ",P('~/ ), wowalD'-',P(Y~L/,) ] . 
4. Some examples 
In this section we consider some examples. We show how we can build a 
membership function from a set of observations and a set of weights corre- 
sponding to each observation. It is shown that the shape of the membership 
function depends on both sets: the set of observations and the set of weights. 
All the examples use, as the fuzzy quantifiers of the WOWA operator, the ones 
introduced in Definitions 4, 10 and 12. Note that different quantifiers would 
produce different results although the guidelines given in this section would be 
also true. 
In the first example, displayed in Fig. 1, we show a set of membership 
functions when a monotonic increasing membership function is to be built and 
the observations are Ef = {0, 1,2,3). We have considered four different 
weights for this set and thus we have built four different membership functions. 
The set of weights are respectively, pl = (0.25, 0.25, 0.25, 0.25), P2 = (0.1,0.4, 
0.4,0.1), P3 -- (0.05,0.15,0.35,0.45) and P4 = (0.45,0.35, 0.15,0.05), and the 
functions are, respectively, the curves marked with (1), (2), (3) and (4) in Fig. 1. 
These figures show that the observations with the highest weights have more 
influence in the membership function: membership functions increase more 
rapidly around the observations with high weights (the derivative of the 
1.0 
3 ) 
0.0 1.0 2.0 3.0 
Fig. 1. Monotonic increasing membership functions with Ef = {0, 1, 2, 3}. 
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membership function has a larger value) than when the observations have small 
weights. For example, extremes in function (2) increase slowler than in function 
(1), while the center increases faster; the same applies to curves (4) and (3). 
When an observation has its weight fixed to zero, then the membership 
function is not affected by that observation. This fact can be observed easily 
when such an observation is an extreme one as in Fig. 2. In this figure we have 
considered five different sets of weights Pi = (0.25,0.25,0.25,0.25)+2i- 
( -1 .5 , -0 .5 ,  0.5, 1.5) with 2i in { -1 /6 , -1 /12 ,  0, 1/1L 1/6}. Thus, the first case 
corresponds to Pl = (1/2, 1/3, 1/6,0) and the last one to P5 = (0, 1/6, 1/3, 1/2) 
- curves (1) and (5) in Fig. 2. It can be observed that in both cases, the 
membership function is equivalent to the case of having a set of observations of 
only three elements. 
The examples also show that when an observation ai decreases its weight pi 
while another observation aJ such that a /< a~ increases pj, we get a new 
membership function that is greater (i.e., #,ew (x) /> /~old (X) for all x) than the 
original one. This is a consequence of Proposition 7 in Ref. [18]. 
In Fig. 3 we show that similar results are obtained when the distance be- 
tween consecutive observations i not equal. In this case Ef = {0, 1,3, 7}. To 
obtain the membership functions we have used again the set of weights of 
Fig. 2: pi = (0.25,0.25,0.25,0.25) +2~. ( -1.5, -0.5,0.5,  1.5) with 2~ in {-1/6,  
-1/12,0,  1/12, 1/6}. 
The last figure (Fig. 4) shows the definition of a fuzzy number. In this case 
p = (0.25,0.25,0.25,0.25) and Ef = {0, 1,2, 3}. It can be observed that, as 
expected according to Definition 13, A I = [a. p, a • p]. 
Some remarks on the computation of  the membership functions: To compute 
the membership functions we have selected the set of e-cuts (~ = i /40 for 
1.0 
0.0 1.0 2.0 3.0 
Fig. 2. Monotonic increasing membership functions with Ef = {0, 1,2, 3} and with some weights 
fixed to zero. 
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Fig. 4. Fuzzy numbers with Ec = {0, 1,2, 3}. 
i = 0, 1, . . . ,  40) and for each one we have determined the quantifiers QL(a) and 
QR(~) using Definitions 4, 10 and 13 when appropriate. Then, we have com- 
puted the values LA(a) and RA(a) using definition 7 with QL(a) and QR(a) re- 
spectively. The membership l~ has been defined as the union of the pairs 
(LA (~), ~), (RA (~), ~). That is, 
A~ : U {(LA(O~),~),(RA(o~),~)}. 
i/40,i:0,....40 
The procedure has been implemented with Allegro Common Lisp. 
5. Conclusions 
The paper formalizes the construction of membership functions as an ag- 
gregation of observations. The method, based on the WOWA operator, allows 
the user to weight the observations (i.e., give a measure of importance to each 
one). We have studied three types of membership functions: monotonic in- 
creasing, monotonic decreasing and convex functions. We have given some 
examples of the method introduced. 
It has been shown that the membership function depends on the observa- 
tions selected and on the weights of each observation. It is also important o 
underline, that a different set of quantifiers would produce a different mem- 
bership function, and the same would occur if a different aggregation operator 
were used (e.g., the one defined in Ref. [25]). 
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