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Re´sume´
Re´duction du proble`me de Lu Qikeng pour les domaines de Cartan-
Hartogs bΩm(µ) a` un proble`me alge´brique sur les polynoˆmes de Hua. So-
lution comple`te du proble`me de Lu Qikeng quand le domaine de base Ω
est un domaine syme´trique de dimension infe´rieure ou e´gale a` 4.
Classification AMS (2000) : 32M15, 32A36. Mots cle´s : Domaines de
Cartan, noyau de Bergman, polynoˆme de Hua, conjecture de Lu Qikeng.
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Re´sume´ in English language
The Lu Qikeng problem for a domain U ⊂ Cn consists in deciding whether the
Bergman kernel KU (z, w) of this domain may vanish at some points of U × U .
A domain U is called a Lu Qikeng domain if its Bergman kernel is zero-free on
U × U .
Let Ω be an irreducible bounded circled homogeneous domain and N(z, t)
its generic norm. For µ > 0 and m a positive integer, let
Ω̂m (µ) =
{
(z, Z) ∈ Ω× Cm, ‖Z‖2 < N (z, z)µ
}
.
The domain Ω̂m (µ) is called Cartan–Hartogs domain (with base Ω, exponent µ,
fiber dimension m).
The Bergman kernel of this domain may be explicitly computed from the
generic norm and the Hua polynomial of Ω. If (a, b, r) are the numerical invari-
ants (multiplicities and rank) of the domain Ω, its Hua polynomial is
χ (s) = χa,b,r (s) =
r∏
j=1
(
s+ 1 + (j − 1) a2
)
1+b+(r−j)a ,
where (s+ 1)k =
∏k
i=1(s + i) denotes the raising factorial. This polynomial is
related to the Hua integral by∫
Ω
N(z, z)sω(z) =
χ(0)
χ(s)
∫
Ω
ω (Re s > −1)
(cf. [5]). The decomposition
χ (kµ) =
d∑
j=0
µjCd−j (µ) (k + 1)j
of χ (kµ) along raising factorials w.r. to k defines polynomials Cj(µ), which are
of degree j in µ. For m a positive integer and µ > 0, define
Pmµ (η) =
d∑
j=0
(m+ 1)jCd−j(µ)µjηj .
Note that the degree of this polynomial w.r. to η or µ is equal to the dimension
d of Ω.
The Bergman kernel of Ω̂m (µ) is then (cf. [5], [6])
K̂m,µ ((z, Z), (w,W )) =
C
N (z, w)
g+mµ η
m+1Pmµ (η),
where ξ, η : Ω̂m (µ)× Ω̂m (µ)→ C are defined by
ξ ((z, Z), (w,W )) =
〈Z,W 〉
N(z, w)µ
, η =
1
1− ξ .
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The range of ξ is the unit disc ∆ ⊂ C and the range of η is the half-plane{
Re η > 12
}
.
Thus the Lu Qikeng problem for Ω̂m (µ) is reduced to the localization of the
roots of Pmµ :
Theorem. The domain Ω̂m (µ) is a Lu Qikeng domain if and only if all roots
of Pmµ are located in
{
Re η ≤ 12
}
.
Applying this theorem, the Lu Qikeng problem is completely solved in this
paper for all m, µ > 0 when the base is of dimension d ≤ 4. This provides a
lot of examples of Lu Qikeng and non-Lu Qikeng domains. In contrast with the
generic case of a bounded domain (“The Lu Qikeng conjecture fails generically”,
see [3]), “most” of the domains Ω̂m (µ) are Lu Qikeng domains. Actually, the
domain Ω̂m (µ) is a Lu Qikeng domain for m ≥ mΩ and for all µ > 0, where mΩ
is an integer depending on the base Ω; for 1 ≤ m < mΩ, there exists a positive
real number µm such that the domain Ω̂m (µ) is a Lu Qikeng domain if and only
0 < µ ≤ µm.
Results are as follows:
1. If Ω is the unit disc ∆ ⊂ C, the domain Ω̂m (µ) is a Lu Qikeng domain
for all m ≥ 1 and all µ > 0. This is recalled here only for sake of completeness.
2. If Ω is the Hermitian ball of dimension 2, the domain Ω̂m (µ) is a Lu
Qikeng domain if and only if
1. m = 1, µ ≤ 2;
2. m = 2, µ ≤ 4;
3. m ≥ mΩ = 3, for all µ > 0.
For m = 1, the result is due to H.P. Boas, Siqi Fu, E. Straube [4]; see also
[7]. For m > 1, results are new.
3. If Ω is the Hermitian ball of dimension 3, for 1 ≤ m ≤ 5, the polynomial
qm (of degree 2 or 3) defined by
qm(µ) = P
m
µ
(
1
2
)
has a unique positive root µm and
0 < µ1 =
√
2 < µ2 < µ3 < µ4 < µ5.
The domain Ω̂m (µ) is a Lu Qikeng domain if and only if
1. 1 ≤ m ≤ 5, 0 < µ ≤ µm;
2. m ≥ mΩ = 6, for all µ > 0.
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For m = 1, this result has been obtained by Weiping Yin [7], by a slightly
different method. Results are new for m > 1.
4. If Ω is the Lie ball of dimension 3 (domain of type IV3 ≃ III2, symmetric
matrices), the same type of result holds as in the preceding case, with different
qm and µm,
0 < µ1 =
2√
3
< µ2 < µ3 < µ4 < µ5,
but again mΩ = 6. Here the results are new for all m.
5. If Ω is the Hermitian ball of dimension 4, the polynomial qm defined by
qm(µ) = P
m
µ
(
1
2
)
• has two positive roots µm = µm,1 < µm,2 for m = 1, 2;
• has one positive root µm for 3 ≤ m ≤ 7;
• is positive for all µ > 0 if m ≥ mΩ = 8.
Moreover,
0 < µ1 =
√
3
2 < µ2 < µ3 < µ4 < µ5 < µ6 < µ7.
The domain Ω̂m (µ) is a Lu Qikeng domain if and only if
1. 1 ≤ m ≤ 7, 0 < µ ≤ µm;
2. m ≥ mΩ = 8, for all µ > 0.
For m = 1, this result has been obtained by Jong-do Park and Liyou Zhang
(2006, unpublished). Results are new for m > 1.
6. If Ω is the Lie ball of dimension 4 (domain of type IV4 ≃ I2,2, 2 × 2
matrices), the same type of result as in the preceding case holds, with different
qm and µm,
0 < µ1 =
1
2
√
23−√337 < µ2 < µ3 < µ4 < µ5 < µ6 < µ7,
and mΩ = 8. Here the results are new for all m.
Results may be summarized in the following theorem:
Theorem. Let Ω be an irreducible bounded circled homogeneous domain of di-
mension at most 4. Then the polynomial
qm(µ) = P
m
µ
(
1
2
)
has 0, 1 or 2 positive roots. If qm has no positive root, let µm = +∞; if qm has
one positive root, denote this root by µm = µm,1 and let µm,2 = +∞; if qmhas
two positive roots, denote these roots by µm,1, µm,2 and let µm = µm,1 < µm,2.
The polynomial Pmµ has
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• no root in {Re η > 12} if 0 < µ ≤ µm;
• one root in {Re η > 12} if µm,1 < µ ≤ µm,2;
• two roots in {Re η > 12} if µm,2 < µ.
The Cartan–Hartogs domain Ω̂m (µ) is a Lu Qikeng domain if and only if
0 < µ ≤ µm.
The values of the positive roots of qm are given in the following table.
Type I1,2 I1,3 ≃ II3 III2 ≃ IV3 I1,4 I2,2 ≃ IV4
µ1,1 2
√
2 2√
3
√
3
2 ≃ 1.07732
µ1,2 +∞ +∞ +∞ 4 ≃ 3.21549
µ2,1 4
1+
√
7
2
3+
√
73
8 ≃ 1.41518 ≃ 1.21176
µ2,2 +∞ +∞ +∞ ≃ 11.333 ≃ 9.08062
µ3 +∞ 1 +
√
5
2 2 ≃ 1.61819 ≃ 1.41824
µ4 +∞ 2 +
√
6 12
(
3 +
√
43
3
)
≃ 2.10335 ≃ 1.74173
µ5 +∞ 8 +
√
70 2
(
3 +
√
10
) ≃ 2.8029 ≃ 2.29476
µ6 +∞ +∞ +∞ ≃ 4.22107 ≃ 3.42405
µ7 +∞ +∞ +∞ ≃ 8.60867 ≃ 6.92986
Proofs are by case-by-case computation and study of the polynomial Pmµ .
For base domain Ω of dimension 3 or 4, most computations have been done
with Mathematica; these computations involve only algebraic operations on
polynomials and localization of their roots, and they can be checked with any
software for symbolic calculus. The localization of the roots of Pmµ w.r. to{
Re η = 12
}
is easy in degree 1 or 2. In degrees 3 and 4, we use the following
criteria, which result from the Routh–Hurwitz criterion (see [2, Chap. 15] and
Propositions A.2, A.4).
Criterion (Degree 3). Let P (z) = α+βz+ γz2+ δz3 be a polynomial with real
coefficients and δ > 0. Then all roots of P are located in
{
Re z < 12
}
if and only
if
P
(
1
2
)
> 0, P ′
(
1
2
)
> 0, ∆2 ≡ (γ + δ) (β + γ + δ)− αδ > 0.
Criterion (Degree 4). Let
P (z) = α+ βz + γz2 + δz3 + εz4
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be a polynomial with real coefficients and ε > 0. Then all roots of P are located
in
{
Re z < 12
}
if and only if
P
(
1
2
)
> 0, P ′
(
1
2
)
> 0, P ′′
(
1
2
)
> 0,
∆3 ≡ (ε+ δ + γ + β) [(ε+ δ + γ) (ε+ δ)− εβ]− (2ε+ δ)2 α > 0.
Sketch of proofs.
1. If Ω is the unit disc, Pmµ has degree 1 and
qm(µ) = P
m
µ
(
1
2
)
= (m−1)µ2 + 1
is always positive.
2. If Ω is the Hermitian ball of dimension 2, the polynomial Pmµ (η) has
degree 2; its roots (real or imaginary conjugate) lie in
{
Re η ≤ 12
}
if and only if
Pmµ
(
1
2
) ≥ 0, dd ηPmµ ( 12) ≥ 0.
Computation shows that
qm(µ) = P
m
µ
(
1
2
)
= m(m−3)4 µ
2 + 3(m−1)2 µ+ 2,
q1m(µ) =
1
(m+1)µ
d
d ηP
m
µ
(
1
2
)
= 3 + (m− 1)µ;
the results easily follows by inspection of the special cases m = 1 and m = 2.
3. If Ω is the Hermitian ball of dimension 3, the polynomial Pmµ (η) has
degree 3. According to the above criterion for degree 3, all roots of Pmµ (η) =
α+ βη + γη2 + δη3 are located in
{
Re η < 12
}
if and only if
Pmµ
(
1
2
)
> 0,
d
d η
Pmµ
(
1
2
)
> 0,
∆2 = (γ + δ) (β + γ + δ)− αδ > 0.
Direct computations show that the first condition implies the second. A study
of the polynomials
qm(µ) = P
m
µ
(
1
2
)
= 6 + 11(m−1)2 µ+
3m(m−3)
2 µ
2 +
(m−1)(m2−5m−2)
8 µ
3
and their comparison give the results about the µm’s. Computation of the third
condition gives rise to a polynomial condition on µ and m, which again appears
to be implied by
qm(µ) ≥ 0.
4. If Ω is the Lie ball of dimension 3, the treatment is entirely analogous to
the case of type I1,3, with
qm(µ) =
1
8 (m− 1)
(
m2 − 5m− 2)µ3 + 98m (m− 3)µ2 + 134 (m− 1)µ+ 3.
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5. If Ω is the Hermitian ball of dimension 4, the polynomial Pmµ (η) has
degree 4. According to the above criterion for degree 4, all roots of Pmµ (η) =
α+ βη + γη2 + δη3 + εη4 are located in
{
Re η < 12
}
if and only if
Pmµ
(
1
2
)
> 0, dd ηP
m
µ
(
1
2
)
> 0, d
2
d η2P
m
µ
(
1
2
)
> 0,
∆3 ≡ (ε+ δ + γ + β) [(ε+ δ + γ) (ε+ δ)− εβ]− (2ε+ δ)2 α > 0.
The polynomial qm(µ) = P
m
µ
(
1
2
)
is equal to
qm(µ) = P
m
µ
(
1
2
)
= (4 +mµ)
(
6 + 19m−254 µ+m(m− 5)µ2 + m
3−10m2+15m+10
16 µ
3
)
.
This polynomial has
• two positive roots µm = µm,1 < µm,2 for m = 1, 2;
• one positive root µm for 3 ≤ m ≤ 7;
• no positive root for m ≥ 8.
A case-by-case study shows that 0 < µ ≤ µm implies
d
d ηP
m
µ
(
1
2
)
> 0, d
2
d η2P
m
µ
(
1
2
)
> 0.
Also, the condition ∆3 > 0 applied to P
m
µ gives a polynomial condition (in
general of degree 6 w.r. to µ), which is shown to be satisfied for all µ such that
d
d ηP
m
µ
(
1
2
) ≥ 0. Finally, Pmµ has no root in {Re η > 12} if and only if 0 < µ ≤ µm
(with µm = +∞ for m ≥ mΩ = 8). It is also possible to check that the number
of roots of Pmµ in
{
Re η > 12
}
is 1 for µm < µ ≤ µm,2, and 2 for µ > µm,2 (with
µm,2 = +∞ for m ≥ 3); moreover, these roots are always real.
6. If Ω is the Lie ball of dimension 4, the treatment is entirely analogous to
the case of type I1,4, with
qm(µ) = P
m
µ
(
1
2
)
= 12 + 14(m− 1)µ+ 23m(m−3)4 µ2
+ (m− 1)(m2 − 5m− 2)µ3 + m3−10m2+15m+1016 µ4.
Introduction
Le proble`me de Lu Qikeng pour un ouvert U de Cn consiste a` de´terminer si
le noyau de BergmanKU (z, w) de ce domaine peut avoir des ze´ros. Ce proble`me
a e´te´ pose´ par Lu Qikeng en 1966. Le nom de conjecture de Lu Qikeng a e´te´
donne´ (par M. Skwarsczynski en 1969) a` l’hypothe`se suivant laquelle le noyau de
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Bergman d’un ouvert n’aurait pas de ze´ros. Un domaine U sera appele´ domaine
de Lu Qikeng si son noyau de Bergman ne s’annule pas dans U × U .
Soit Ω un domaine homoge`ne borne´ cercle´ irre´ductible, N(z, t) sa norme ge´-
ne´rique, χ son polynoˆme de Hua. Pour µ > 0 et m entier positif, on conside`re
le domaine de Cartan–Hartogs Ω̂m (µ) construit au-dessus de Ω :
Ω̂m (µ) =
{
(z, Z) ∈ Ω× Cm, ‖Z‖2 < N (z, z)µ
}
.
Les domaines de Cartan–Hartogs ont e´te´ introduits en 1998 par G. Roos et
Weiping Yin ; ils ge´ne´ralisent les ellispso¨ıdes complexes, qui correspondent au
cas ou` Ω est le disque unite´ de C. Ces domaines sont en ge´ne´ral non homoge`nes,
mais les orbites du groupe d’automorphismes sont alors parame´tre´es par [0, 1[.
Le noyau de Bergman de ces domaines a e´te´ obtenu dans le cas ge´ne´ral dans
[5] ; cf. e´galement [6].
Dans cet article, nous e´tudions le proble`me de Lu Qikeng pour les domaines
de Cartan–Hartogs. Nous montrons (the´ore`me 3.2) qu’il se re´duit a` la locali-
sation, par rapport a` la droite
{
Re η = 12
}
, des racines d’un polynoˆme Pmµ ; ce
polynoˆme, de degre´ e´gal a` la dimension d de Ω, se de´duit du polynoˆme de Hua
de Ω par une transformation combinatoire.
Nous appliquons ensuite ce the´ore`me a` la solution comple`te du proble`me
de Lu Qikeng pour les domaines Ω̂m (µ) lorsque Ω est un domaine syme´trique
irre´ductible de dimension au plus 4. Les re´sultats font apparaˆıtre la situation
suivante, dont on conjecture qu’elle se ge´ne´ralise pour toute base Ω : pour Ω et
m ≥ 1 fixe´s, il existe µΩ,m, 0 < µΩ,m ≤ ∞ tel que Ω̂m (µ) est un domaine de Lu
Qikeng si et seulement si 0 < µ ≤ µΩ,m. La borne µΩ,m est caracte´rise´e comme
la plus petite racine positive du polynoˆme qm(µ) = P
m
µ
(
1
2
)
; on a µΩ,m = +∞
pourm assez grand. De plus, si le domaine Ω n’est pas un domaine de Lu Qikeng,
i.e. si µ > µΩ,m, il est possible de pre´ciser le nombre de racines de P
m
µ dans{
Re η > 12
}
, de ve´rifier que celles-ci sont toujours re´elles et de de´crire la varie´te´
des points de Ω̂m (µ)× Ω̂m (µ) ou` le noyau de Bergman de Ω̂m (µ) s’annule.
Les re´sultats obtenus lorsque la base Ω est un domaine syme´trique irre´-
ductible de dimension au plus 4 fournissent un grand nombre d’exemples de
domaines de Lu Qikeng et de domaines qui n’ont pas cette proprie´te´. Contrai-
rement au cas ge´ne´rique d’un domaine borne´ de Cn, qui n’est pas de Lu Qikeng
(cf. [3]), « la plupart » des domaines Ω̂m (µ) sont des domaines de Lu Qikeng.
En effet, le domaine Ω̂m (µ) est un domaine de Lu Qikeng pour m ≥ mΩ et pour
tout µ > 0, ou` mΩ est un entier qui de´pend de la base Ω ; pour 1 ≤ m < mΩ, le
domaine Ω̂m (µ) est de Lu Qikeng si et seulement si 0 < µ ≤ µΩ,m.
Ce travail est organise´ comme suit : Dans les sections 1 et 2, nous rappelons
la de´finition du polynoˆme de Hua d’un domaine syme´trique Ω et le calcul du
noyau de Bergman de Ω̂m (µ). La section 3 est essentiellement consacre´e a` la
de´monstration du the´ore`me de re´duction 3.2.
La section 4 de´crit la solution comple`te du proble`me de Lu Qikeng pour
Ω̂m (µ) lorsque la base Ω est de dimension au plus 4 ; les re´sultats ge´ne´ralisent
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des re´sultats obtenus par Yin Weiping [7], Zhang Liyou et Park Jong-do (2006,
non publie´) lorsquem = 1 et que Ω est une boule hermitienne de dimension 3 ou
4. Pour alle´ger cette section, les re´sultats auxiliaires utilise´s dans ces cas parti-
culiers ont e´te´ regroupe´s dans l’annexe B. A` partir de la dimension 3, les calculs
ont e´te´ faits a` l’aide de Mathematica ; s’agissant uniquement d’ope´rations
alge´briques sur les polynoˆmes et de localisation de leurs racines, ces calculs
peuvent eˆtre ve´rifie´s avec tout autre logiciel de calcul symbolique.
Enfin, l’annexe A regroupe les crite`res utilise´s pour la localisation des ra-
cines de polynoˆmes par rapport a`
{
Re z < 12
}
. En degre´s 3 et 4, ces crite`res
sont de´duits du crite`re de stabilite´ classique de Routh–Hurwitz et du crite`re de
Lie´nard et Chipart.
1 Polynoˆmes du type de Hua
1.1 De´finition
On conside`re un triplet (a, b, r) d’entiers naturels, avec r > 0. Le polynoˆme
du type de Hua χ = χa,b,r est le polynoˆme de´fini par
(1.1) χ (s) = χa,b,r (s) =
r∏
j=1
(
s+ 1 + (j − 1) a2
)
1+b+(r−j)a ,
On a
(1.2) degχ = d = r + r(r−1)2 a+ rb.
En effet, on a
degχ =
r∑
j=1
(1 + b+ (r − j) a) = r + rb + r(r−1)2 a.
Le polynoˆme χ est lie´ a` l’inte´grale de Selberg [1], pour Re s > −1, par
(1.3)
∫ 1
0
· · ·
∫ 1
0
r∏
j=1
(1 − tj)stbj
∏
1≤j<k≤r
|tj − tk|a dt1 . . .dtr = C(a,b,r)χ(s) ,
ou`
C(a, b, r) =
r∏
j=1
Γ(b+1+(j−1) a
2
)Γ(j a
2
+1)
Γ( a
2
+1) .
1.2 Polynoˆmes de Hua des domaines hermitiens syme´tri-
ques
Soit Ω un domaine hermitien syme´trique irre´ductible. On de´signe par N la
norme ge´ne´rique de Ω et par a, b, r ses invariants nume´riques. L’inte´grale de Hua
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∫
Ω
N(z, z)sω(z) de Ω est donne´e par
(1.4)
∫
Ω
N(z, z)sω(z) = χ(0)χ(s)
∫
Ω
ω (Re s > −1)
(cf. [5]), ou` χ = χa,b,r.
Il est bien connu que le noyau reproduisant de l’espace a` poidsH (Ω, N(z, z)s)
est
KΩ,s(z, t) = CsN(z, t)
−g−s,
ou` Cs est une constante de´pendant de s. Nous rappelons ci-dessous la de´mons-
tration et pre´cisons la relation entre Cs et χ(s).
Lemme 1.1. Soit Ω un domaine homoge`ne borne´ cercle´ irre´ductible, N(z, t) sa
norme ge´ne´rique, χ son polynoˆme de Hua. Pour s > 0, le noyau reproduisant
de l’espace a` poids H (Ω, N(z, z)s) est
(1.5) KΩ,s(z, t) = CΩN(z, t)
−g−sχ(s),
ou` CΩ =
1
χ(0) vol(Ω) .
De´monstration. Si φ est un automorphisme de Ω on a
(1.6) N (φ (t) , φ (t))
g
= |Jφ (t)|2N (t, t)g .
Ceci re´sulte des relations
B (φ (z) , φ (t)) = dφ (z)B (z, t) dφ∗ (z) ,
detB (z, z) = N (z, z)
g
.
Soit
‖f‖2s =
∫
Ω
|f (t)|2N (t, t)s ω (t)
la norme de H (Ω, N(z, z)s). Si φ est un automorphisme de Ω, on a par change-
ment de variable dans l’inte´grale et en appliquant (1.6),
‖f‖2s =
∫
Ω
|f ◦ φ|2N (φ (t) , φ (t))s ω (φ (t))
=
∫
Ω
|f ◦ φ|2N (t, t)s |Jφ (t)|
2s
g |Jφ (t)|2 ω (t) =
∥∥∥∥(f ◦ φ) (Jφ) sg+1
∥∥∥∥
2
s
.
L’application f 7−→ (f ◦ φ) (Jφ)
s
g+1 est donc un automorphisme de l’espace
de Hilbert H (Ω, N(z, z)s). Le noyau reproduisant de cet espace ve´rifie donc la
relation de transformation
KΩ,s(z, z) = |Jφ (z)|
2s
g +2KΩ,s(φ (z) , φ (z)).
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Soit z ∈ Ω et φ ∈ AutΩ tel que φ (z) = 0 ; comme N (0, 0) = 1 , on de´duit de
(1.6)
N (z, z)
g
= |Jφ (z)|−2 ,
d’ou` KΩ,s(z, z) = CsN(z, z)
−g−s, avec Cs = KΩ,s(0, 0). On a donc
KΩ,s(z, t) = CsN(z, t)
−g−s,
les deux membres e´tant analytique-re´els. En particulier, KΩ,s(0, t) = Cs et 1 =
Cs
∫
N(t, t)sω ; d’ou`, en utilisant (1.4), Cs =
χ(s)
χ(0) vol Ω = CΩχ(s).
2 Noyau de Bergman des domaines de Cartan-
Hartogs
2.1 Noyau de Bergman virtuel
Soit V un espace vectoriel hermitien de dimension finie n, dont on note
‖ ‖ = ‖ ‖V la norme hermitienne et ωV (z) =
(
i
2pi∂∂ ‖z‖
2
)n
la forme volume
associe´e. Soit Ω un domaine de V et p : Ω →]0,+∞[ une fonction continue
positive sur Ω. L’espace des fonctions holomorphes sur Ω est note´ Hol(Ω). On
note H(Ω) l’espace de Bergman
H(Ω) = H (Ω, ωV ) =
{
f ∈ Hol(Ω) | ‖f‖2Ω =
∫
Ω
|f(z)|2 ωV (z) <∞
}
et H(Ω, p) = H(Ω, pωV ) l’espace de Bergman a` poids
H(Ω, pωV ) =
{
f ∈ Hol(Ω) | ‖f‖2Ω,p =
∫
Ω
|f(z)|2 p(z)ωV (z) <∞
}
.
Les produits scalaires de ces espaces de Hilbert sont note´s respectivement ( | )Ω
et ( | )Ω,p. Le noyau de Bergman de Ω (noyau reproduisant de H(Ω)) est note´
KΩ(z, t) ; il est entie`rement de´termine´ par la fonction analytique-re´elle KΩ :
KΩ(z) = KΩ(z, z) (z ∈ Ω) ,
qui est aussi appele´e noyau de Bergman de Ω. De la meˆme manie`re, le noyau de
Bergman a` poids de (Ω, p) (noyau reproduisant de H(Ω, p)) est note´ KΩ,p(z, t)
et est entie`rement de´termine´ par KΩ,p(z) = KΩ,p(z, z).
De´finition 2.1. Soient Ω un domaine dans V et p : Ω→]0,+∞[ une fonction
continue sur Ω. On note KΩ,pk(z, w) (resp. KΩ,pk(z)) le noyau de Bergman a`
poids de
(
Ω, pk
)
. On appelle noyau de Bergman virtuel de (Ω, p) la fonction
de´finie par
(2.1) LΩ,p (z, w; r) = L0 (z, w; r) =
∞∑
k=0
KΩ,pk(z, w)r
k (z, w ∈ Ω, r ∈ C).
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La fonction L0(z, r) = L0(z, z; r), de´finie par
(2.2) LΩ,p (z, r) = L0 (z, r) =
∞∑
k=0
KΩ,pk(z)rk (z ∈ Ω, r ≥ 0)
est e´galement appele´e noyau de Bergman virtuel de (Ω, p).
2.2 Noyau de Bergman de domaines de Hartogs
Soit Ω ⊂ V et p : Ω →]0,+∞[ une fonction continue positive sur Ω. On
conside`re le domaine de Hartogs Ω̂m(p) au-dessus de Ω, de´fini par
Ω̂m(p) =
{
(z, Z) ∈ Ω× Cm | ‖Z‖2 < p(z)
}
.
On munit ici Cm de la structure hermitienne standard et de la forme volume
associe´e
ωm(Z) =
(
i
2pi∂∂ ‖Z‖
2
)m
.
Le domaine Ω̂m(p) sera muni de la forme volume
ωV (z) ∧ ωm(Z).
Le the´ore`me suivant montre comment calculer le noyau de Bergman des do-
maines de Hartogs Ω̂m(p) (m > 0) a` partir du noyau de Bergman virtuel de
(Ω, p).
The´ore`me 2.1. Le noyau de Bergman K̂m (resp. K̂m) de Ω̂m(p) est e´gal a`
K̂m ((z, Z), (w,W )) = Lm (z, w; 〈Z,W 〉) ,(2.3)
K̂m(z, Z) = Lm
(
z, ‖Z‖2
)
,(2.4)
ou`
Lm(z, w; r) =
1
m!
∂m
∂rmL0(z, w; r),(2.5)
Lm(z, r) = 1m! ∂
m
∂rmL0(z, r).(2.6)
2.3 Noyau de Bergman des domaines de Cartan-Hartogs
Soit Ω un domaine homoge`ne borne´ cercle´ irre´ductible, N(z, t) sa norme
ge´ne´rique, χ son polynoˆme de Hua. Soit
(2.7) χ (kµ) =
d∑
j=0
cj (µ)
(k+1)j
j! =
∑d
j=0 µ
jCd−j (µ) (k + 1)j
la de´composition de χ (kµ) suivant les factorielles croissantes de k.
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On conside`re le domaine de Cartan-Hartogs Ω̂m (µ) construit au-dessus de
Ω :
(2.8) Ω̂m (µ) =
{
(z, Z) ∈ Ω× Cm, ‖Z‖2 < N (z, z)µ
}
.
On note K̂m,µ ((z, Z), (w,W )) le noyau de Bergman de Ω̂m (µ) et
K̂m,µ(z, Z) = K̂m,µ ((z, Z), (z, Z)) .
On note Lm,µ(z, w; r) le noyau de Bergman virtuel de (Ω, N(z, z)
µ) et
Lm,µ(z, r) = Lm,µ(z, w; r).
The´ore`me 2.2. Soit Ω un domaine homoge`ne borne´ cercle´ irre´ductible. On a
L0,µ (z, w, r) =
CΩ
N (z, w)
g
d∑
j=0
cj (µ)
1
(1− ξ)j+1
,(2.9)
L0,µ (z, r) = CΩ
N (z, z)
g
d∑
j=0
cj (µ)
1
(1−X)j+1
,(2.10)
ou` ξ et X sont les fonctions de´finies par
ξ(z, w, r) =
r
N(z, w)µ
, X(z, r) =
r
N(z, z)µ
et CΩ =
1
χ(0) vol Ω .
De´monstration. D’apre`s le lemme 1.1 et (2.7), on a
L0 (z, w; r) =
∞∑
k=0
KΩ,pk(z, w)r
k = CΩ
∞∑
k=0
N(z, w)−g−kµχ(kµ)rk
=
CΩ
N(z, z)g
∞∑
k=0
χ(kµ)ξk
ou` ξ = rN(z,w)µ . Si P est un polynoˆme de´compose´ sous la forme
P (k) =
d∑
j=0
cj
(k+1)j
j! ,
on a, pour |ξ| < 1,
∞∑
k=0
P (k)ξk =
d∑
j=0
cj
1
(1− ξ)j+1
,
d’ou` le re´sultat pour P (k) = χ(kµ) et χ (kµ) =
∑d
j=0 cj (µ)
(k+1)
j
j! .
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Notations. On note Fµ = F
0
µ la fonction rationnelle
(2.11) F 0µ(ξ) =
d∑
j=0
cj (µ)
1
(1− ξ)j+1
et Pµ = P
0
µ le polynoˆme
(2.12) P 0µ(η) =
d∑
j=0
cj (µ) η
j .
Plus ge´ne´ralement, pour m entier positif, on note Fmµ la fraction rationnelle
(2.13) Fmµ (ξ) =
d∑
j=0
(j +m)!
j!
cj (µ)
1
(1− ξ)j+m+1
et Pmµ le polynoˆme
(2.14) Pmµ (η) =
1
m!
d∑
j=0
(j +m)!
j!
cj (µ) η
j .
The´ore`me 2.3. Le noyau de Bergman du domaine
Ω̂m (µ) =
{
(z, Z) ∈ Ω× Cm, ‖Z‖2 < N (z, z)µ
}
est
(2.15) K̂m,µ ((z, Z), (w,W )) =
1
m!
C
N (z, w)g+mµ
Fmµ (ξ),
ou` ξ : Ω̂m (µ)× Ω̂m (µ)→ C est de´finie par
(2.16) ξ ((z, Z), (w,W )) =
〈Z,W 〉
N(z, w)µ
.
De´monstration. On a
L0,µ (z, w, r) =
C
N (z, w)
g
d∑
j=0
cj (µ)
1
(1− ξ)j+1
,
ξ(z, w, r) =
r
N(z, w)µ
et
Lm,µ (z, w, r) =
1
m!
∂m
∂rm
L0,µ (z, w, r)
=
1
m!
C
N (z, w)g+mµ
d∑
j=0
(j +m)!
j!
cj (µ)
1
(1− ξ)j+m+1
.
On en de´duit le noyau de Bergman de Ω̂m (µ) :
K̂m,µ ((z, Z), (w,W )) = Lm,µ (z, w; 〈Z,W 〉) = 1
m!
C
N (z, w)
g+mµF
m
µ (ξ).
Soit η : Ω̂m (µ)× Ω̂m (µ)→ C de´finie par
(2.17) η ((z, Z), (w,W )) =
1
1− ξ ((z, Z), (w,W )) =
N(z, w)µ − 〈Z,W 〉
N(z, w)µ
.
Le noyau de Bergman de Ω̂m (µ) s’e´crit encore
(2.18) K̂m,µ ((z, Z), (w,W )) =
C
N (z, w)
g+mµ η
m+1Pmµ (η).
De´finition 2.2. Le polynoˆme
Pmµ (η) =
1
m!
d∑
j=0
(j +m)!
j!
cj (µ) η
j =
d∑
j=0
(m+ 1)jCd−j(µ)µjηj
sera appele´ polynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ).
3 Proble`me de Lu Qikeng pour les domaines de
Cartan-Hartogs
Le proble`me de Lu Qikeng pour un ouvert U de Cn consiste a` de´terminer si
le noyau de Bergman KU (z, w) de ce domaine peut avoir des ze´ros. Un domaine
U est appele´ domaine de Lu Qikeng si son noyau de Bergman ne s’annule pas
dans U × U .
Soit Ω un domaine homoge`ne borne´ cercle´ irre´ductible, N(z, t) sa norme ge´-
ne´rique, χ son polynoˆme de Hua. Pour µ > 0 et m entier positif, on conside`re
le domaine de Cartan-Hartogs Ω̂m (µ) construit au-dessus de Ω :
Ω̂m (µ) =
{
(z, Z) ∈ Ω× Cm, ‖Z‖2 < N (z, z)µ
}
.
Le noyau de Bergman de Ω̂m (µ) s’e´crit
(3.1) K̂m,µ ((z, Z), (w,W )) =
C
N (z, w)
g+mµ η
m+1Pmµ (η),
ou` le polynoˆme Pmµ est le polynoˆme repre´sentatif du noyau de Bergman, de´fini
a` partir du polynoˆme de Hua χ par les relations
χ (kµ) =
d∑
j=0
µjCd−j (µ) (k + 1)j ,(3.2)
Pmµ (η) =
d∑
j=0
(m+ 1)jµ
jCd−j(µ)ηj ,(3.3)
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et la fonction η est de´finie par
ξ ((z, Z), (w,W )) =
〈Z,W 〉
N(z, w)µ
,(3.4)
η ((z, Z), (w,W )) =
1
1− ξ ((z, Z), (w,W )) .(3.5)
Lemme 3.1. Soient ξ et η les fonctions de´finies sur Ω̂m (µ)× Ω̂m (µ) par (3.4)
et (3.5). Alors l’image de ξ est le disque unite´ ∆ de C et l’image de η est le
demi-plan
{
Re η > 12
}
.
De´monstration. Le noyau de Bergman de Ω est
K(z, t) = C0N(z, t)
−g,
avec C0 = (volΩ)
−1. De la proprie´te´ connue du noyau de Bergman :
(3.6) |K(z, t)|2 ≤ K(z, z)K(t, t),
on de´duit
(3.7) |N(z, t)|2 ≥ N(z, z)N(t, t) (z, t ∈ Ω).
Dans Ω̂m(µ)× Ω̂m(µ), on a donc
|ξ ((z, Z), (t, T ))|2 = |〈Z, T 〉|
2
N(z, t)2µ
≤ ‖Z‖
2
N(z, z)µ
‖T ‖2
N(t, t)µ
< 1.
La fonction ξ prend donc ses valeurs dans le disque unite´ ∆ de C. Comme
ξ
(
(0, Z), (0, ei θ Z)
)
= ei θ ‖Z‖2 ,
l’image de ξ est e´gale a` ∆.
L’expression (3.1) du noyau de Bergman de Ω̂m (µ) entraˆıne alors imme´dia-
tement
The´ore`me 3.2. Le domaine Ω̂m (µ) est un domaine de Lu Qikeng si et seule-
ment si le polynoˆme Pmµ ne s’annule pas dans
{
Re η > 12
}
.
Le proble`me de Lu Qikeng pour les domaines Ω̂m (µ) est ainsi ramene´ a` la
localisation des racines du polynoˆme Pmµ , qui a le meˆme degre´ que le polynoˆme
de Hua χ et s’en de´duit alge´briquement.
4 Solution du proble`me de Lu Qikeng pour une
base de faible dimension
Dans cette section, nous donnons la solution comple`te du proble`me de Lu
Qikeng pour les domaines de Cartan-Hartogs Ω̂m (µ), lorsque la base Ω est un
domaine borne´ syme´trique irre´ductible de dimension au plus 4.
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4.1 Cas ou` Ω est le disque unite´ de C
Le domaine Ω est le disque unite´ de C et le domaine Ω̂m (µ) est
Ω̂m (µ) =
{
(z, Z) ∈ Ω× Cm, ‖Z‖2 <
(
1− |z|2
)µ}
=
{
(z, Z) ∈ C× Cm, |z|2 + ‖Z‖2/µ < 1
}
.
On a (voir l’annexe B.1)
Pmµ
(
1
2
)
= (m−1)µ2 + 1,
qui est positif pour tout µ > 0 et tout m ≥ 1. La racine de Pmµ est donc toujours
infe´rieure a` 12 ; d’ou`
The´ore`me 4.1. Si Ω est le disque unite´ de C, le domaine Ω̂m (µ) est un do-
maine de Lu Qikeng pour tout µ > 0 et tout entier m ≥ 1.
Ce re´sultat facile et connu (voir par exemple [7]) n’est cite´ ici que pour
comparaison avec les re´sultats qui suivront et parce qu’il illustre la me´thode
employe´e lorsque Ω est de dimension > 1.
4.2 Cas ou` Ω est de type I1,2
Le domaine Ω est la boule unite´ de C2 et le domaine Ω̂m (µ) est
Ω̂m (µ) =
{
(z, Z) ∈ Ω× Cm, ‖Z‖2 <
(
1− ‖z‖2
)µ}
=
{
(z, Z) ∈ C2 × Cm, ‖z‖2 + ‖Z‖2/µ < 1
}
.
Le polynoˆme de Hua est
χ (s) = (s+ 1) (s+ 2) .
Le polynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ) est (voir annexe
B.2)
Pmµ (η) = (1 − µ)(2− µ) + 3(m+ 1)µ(1− µ)η + (m+ 1)(m+ 2)µ2η2.
D’apre`s le the´ore`me 3.2, le domaine Ω̂m (µ) est un domaine de Lu Qikeng si
et seulement si le polynoˆme Pmµ (η) a toutes ses racines dans le demi plan{
Re (z) ≤ 12
}
. D’apre`s la proposition A.1 ces racines sont dans le demi plan{
Re (z) < 12
}
si et seulement si
Pmµ
(
1
2
)
> 0,(4.1)
dPmµ
d η
(
1
2
)
> 0.(4.2)
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On a (annexe B.2)
1
(m+1)µ
dPmµ
d η
(
1
2
)
= 3 + (m− 1)µ;
la condition (4.2) est donc ve´rifie´e pour tout µ > 0 et tout m ≥ 1.
On a d’autre part (annexe B.2)
Pmµ
(
1
2
)
= m(m−3)4 µ
2 + 3(m−1)2 µ+ 2.
Si m ≥ 3, tous les coefficients de ce polynoˆme en µ sont non ne´gatifs et on a
Pmµ
(
1
2
)
> 0 pour tout µ > 0.
Si m = 1, on a
P 1µ
(
1
2
)
= 2− µ22 ,
qui est strictement positif si et seulement si µ < µ1 = 2.
Si m = 2, on a
P 2µ
(
1
2
)
= 2 + 32µ− 12µ2,
qui est strictement positif si et seulement si µ < µ2 = 4. Les conditions (4.2) et
(4.1) sont donc ve´rifie´es pour µ < µm, µm e´tant la racine positive de P
m
µ
(
1
2
)
.
Comme l’ensemble des racines varie continuˆment en fonction de µ, le domaine
est de Lu Qikeng si et seulement si µ ≤ µm. En conclusion :
The´ore`me 4.2. Soit Ω la boule unite´ de C2. Le domaine Ω̂m (µ) est un domaine
de Lu Qikeng
– pour m = 1, si et seulement si µ ≤ 2 ;
– pour m = 2, si et seulement si µ ≤ 4 ;
– pour m ≥ 3, quel que soit µ > 0.
Si m = 1, ce re´sultat est duˆ a` H.P. Boas, Siqi Fu, E. Straube ([4]) ; voir aussi
[7]. Pour m > 1, les re´sultats du the´ore`me sont nouveaux.
4.3 Cas ou` Ω est de type I1,3
Le domaine Ω est la boule hermitienne de dimension 3. Le polynoˆme de Hua
est
χ (s) = (s+ 1) (s+ 2) (s+ 3).
Le polynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ) est (voir annexe
B.3)
Pmµ (η) = (1− µ)(2− µ) (3− µ) + (m+ 1)µ(1− µ) (11− 7µ) η
+ 6(m+ 1)(m+ 2) (1− µ)µ2η2 + (m+ 1) (m+ 2) (m+ 3)µ3η3.
On a
Pmµ
(
1
2
)
= 6 + 11(m−1)2 µ+
3m(m−3)
2 µ
2 +
(m−1)(m2−5m−2)
8 µ
3.
Pour 1 ≤ m ≤ 5, soit µm l’unique racine positive du polynoˆme qm de´fini par
qm(µ) = P
m
µ
(
1
2
)
. On a (cf. proposition B.3)
0 < µ1 =
√
2 < µ2 < µ3 < µ4 < µ5.
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Du the´ore`me B.7, on de´duit la solution comple`te du proble`me de Lu Qikeng
lorsque Ω est de type I1,3 :
The´ore`me 4.3. Soit Ω une boule hermitienne de dimension 3. Si m ≥ 6, le
domaine de Cartan-Hartogs Ω̂m (µ) est un domaine de Lu Qikeng pour tout µ ∈
]0,+∞[. Si 1 ≤ m ≤ 5, le domaine de Cartan-Hartogs Ω̂m (µ) est un domaine
de Lu Qikeng si et seulement si 0 < µ ≤ µm.
Pour m = 1, ce re´sultat a e´te´ obtenu par Weiping Yin ([7]) par une me´thode
diffe´rente mais essentiellement e´quivalente. Les re´sultats du the´ore`me sont nou-
veaux pour m > 1.
4.4 Cas ou` Ω est de type IV3
Le domaine Ω est la boule de Lie de dimension 3 (isomorphe au domaine
syme´trique associe´ a` l’espace S2(C) des matrices syme´triques (2, 2)). Les inva-
riants nume´riques sont a = 1, b = 0, r = 2. Le polynoˆme de Hua est
χ (s) = (s+ 1)
(
s+ 32
)
(s+ 2) .
Le polynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ) est (voir annexe
B.4)
Pmµ (η) = (1− µ)(2− µ)
(
3
2
− µ
)
+ (m+ 1)µ(1− µ)
(
13
2
− 7µ
)
η
+ 3(m+ 1)(m+ 2)
(
3
2 − 2µ
)
µ2η2 + (m+ 1) (m+ 2) (m+ 3)µ3η3.
On a
Pmµ
(
1
2
)
=
(m−1)(m2−5m−2)
8 µ
3 + 9m(m−3)8 µ
2 + 13(m−1)4 µ+ 3.
Pour 1 ≤ m ≤ 5, soient qm les polynoˆmes de´finis par
qm(µ) = P
m
µ
(
1
2
)
et soit µm l’unique racine positive du polynoˆme qm. On a (cf. proposition B.8)
0 < µ1 =
2√
3
< µ2 < µ3 < µ4 < µ5.
Du the´ore`me B.12, on de´duit la solution comple`te du proble`me de Lu Qikeng
lorsque Ω est de type IV3 :
The´ore`me 4.4. Soit Ω une boule de Lie de dimension 3. Si m ≥ 6, le domaine
de Cartan-Hartogs Ω̂m (µ) est un domaine de Lu Qikeng pour tout µ ∈]0,+∞[.
Si 1 ≤ m ≤ 5, le domaine de Cartan-Hartogs Ω̂m (µ) est un domaine de Lu
Qikeng si et seulement si 0 < µ ≤ µm.
Les re´sultats de ce the´ore`me sont entie`rement nouveaux.
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4.5 Cas ou` Ω est de type I1,4
Le domaine Ω est la boule hermitienne de dimension 4. Le polynoˆme de Hua
est
χ (s) = (s+ 1) (s+ 2) (s+ 3) (s+ 4) .
Le polynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ) est (voir annexe
B.5)
Pmµ (η) = (1− µ)(2− µ) (3− µ) (4− µ)
+ 5(m+ 1)(1− µ)(5 − 3µ)(2− µ)µη
+ 5(m+ 1)2 (1− µ) (7− 5µ)µ2η2
+ 10 (m+ 1)3 (1− µ)µ3η3 + (m+ 1)4 µ4η4
On a
Pmµ
(
1
2
)
= (4 +mµ)
[
6 + 14 (19m− 25)µ+m(m− 5)µ2
+ 116 (m
3 − 10m2 + 15m+ 10)µ3] .
Pour 1 ≤ m ≤ 7, soit µm la plus petite racine positive du polynoˆme qm de´fini
par qm(µ) = P
m
µ
(
1
2
)
. On a (cf. proposition B.13)
0 < µ1 =
√
3
2 < µ2 < µ3 < µ4 < µ5 < µ6 < µ7.
Du the´ore`me (B.18), on de´duit la solution comple`te du proble`me de Lu
Qikeng lorsque Ω est de type I1,4 :
The´ore`me 4.5. Soit Ω une boule hermitienne de dimension 4. Si m ≥ 8,
le domaine de Cartan-Hartogs Ω̂m (µ)est un domaine de Lu Qikeng pour tout
µ ∈]0,+∞[. Si 1 ≤ m ≤ 7, le domaine Ω̂m (µ) est un domaine de Lu Qikeng si
et seulement si 0 < µ ≤ µm.
Pourm = 1, ce re´sultat a e´te´ obtenu par Liyou Zhang et Jong-do Park (2006,
non publie´). Les re´sultats du the´ore`me sont nouveaux pour m > 1.
4.6 Cas ou` Ω est de type IV4
Le domaine Ω est la boule de Lie de dimension 4. Le polynoˆme de Hua est
χ (s) = (s+ 1) (s+ 2)2 (s+ 3).
Le polynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ) est (voir annexe
B.6)
Pmµ (η) = (1− µ) (2− µ)2 (3− µ) + (m+ 1)(1 − µ)(7− 5µ)(4− 3µ)µη
+ (m+ 1)2(1− µ)(23− 25µ)µ2η2 + 2 (m+ 1)3 (4− 5µ)µ3η3
+ (m+ 1)4 µ
4η4.
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On a
Pmµ
(
1
2
)
= 12 + 14(m− 1)µ+ 23m(m−3)4 µ2
+ (m− 1)(m2 − 5m− 2)µ3 + m3−10m2+15m+1016 µ4.
Pour 1 ≤ m ≤ 7, soit µm la plus petite racine positive du polynoˆme qm de´fini
par qm(µ) = P
m
µ
(
1
2
)
On a (cf. proposition B.19)
0 < µ1 =
1
2
√
23−√337 < µ2 < µ3 < µ4 < µ5 < µ6 < µ7.
Du the´ore`me (B.24), on de´duit la solution comple`te du proble`me de Lu
Qikeng lorsque Ω est de type IV4 :
The´ore`me 4.6. Soit Ω une boule de Lie de dimension 4. Si m ≥ 8, le domaine
de Cartan-Hartogs Ω̂m (µ) est un domaine de Lu Qikeng pour tout µ ∈]0,+∞[.
Si 1 ≤ m ≤ 7, le domaine Ω̂m (µ) est un domaine de Lu Qikeng si et seulement
si 0 < µ ≤ µm.
Les re´sultats de ce the´ore`me sont entie`rement nouveaux.
A Localisation des racines
Le proble`me de Lu Qikeng pour les domaines de Cartan-Hartogs Ω̂m (µ)
a e´te´ ramene´ a` la localisation des racines du polynoˆme Pmµ par rapport au
demi-plan
{
Re z > 12
}
(the´ore`me 3.2). Nous rappelons ci-dessous le crite`re de
Routh–Hurwitz qui permet de de´terminer quand un polynoˆme a` coefficients re´els
a toutes ses racines dans le demi-plan {Re z < 0}. Dans les paragraphes suivants,
nous en de´duisons les crite`res utilise´s pour re´soudre le proble`me de Lu Qikeng
pour un domaine de Cartan–Hartogs dont la base Ω est de dimension au plus 4.
A.1 Crite`re de Routh–Hurwitz
Soit P un polynoˆme a` coefficients re´els de degre´ n
(A.1) P (z) = a0z
n + a1z
n−1 + . . .+ an−1z + an;
on suppose a0 > 0. Le polynoˆme P est dit stable si toutes ses racines ont des
parties re´elles ne´gatives.
L’e´tude de la stabilite´ des polynoˆmes intervient dans la the´orie du controˆle.
En effet, l’e´quation caracte´ristique d’un syste`me d’e´quations diffe´rentielles li-
ne´aires est un polynoˆme et la stabilite´ du syste`me se traduit par le fait que
toutes les racines de l’e´quation caracte´ristique soient dans le demi-plan ne´gatif.
En 1875, le me´canicien anglais Routh a e´labore´ un algorithme qui permet
de de´terminer si un polynoˆme est stable (et plus ge´ne´ralement de localiser ses
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racines par rapport a` {Re z = 0}). Vingt ans plus tard, le mathe´maticien alle-
mand Hurwitz a donne´ un crite`re e´quivalent, dans une forme diffe´rente, utilisant
les de´terminants (de´terminants de Hurwitz )
∆1 = a1, ∆2 =
∣∣∣∣∣∣
a1 a3
a0 a2
∣∣∣∣∣∣ , ∆3 =
∣∣∣∣∣∣∣∣∣
a1 a3 a5
a0 a2 a4
0 a1 a3
∣∣∣∣∣∣∣∣∣
,
∆n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a1 a3 a5 · · · 0
a0 a2 a4 · · · 0
0 a1 a3 · · · 0
... a0 a2 · · · · · ·
0 0 0 · · · an
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Crite`re (Crite`re de Routh–Hurwitz). Toutes les racines du polynoˆme (A.1) ont
des parties re´elles ne´gatives si et seulement si les n de´terminants de Hurwitz
sont positifs :
∆1 > 0, ∆2 > 0, · · · , ∆n > 0.
En 1914, les mathe´maticiens franc¸ais Lie´nard et Chipart ont e´tabli un crite`re
de stabilite´, diffe´rent de celui de Routh-Hurwitz, en constatant que lorsque les
coefficients a0, a1 , · · · , an sont positifs, les conditions sur la positivite´ des ∆i
ne sont pas inde´pendantes. Par exemple, pour n = 4, les conditions de stabilite´
se re´duisent a` a1 > 0, a2 > 0, a4 > 0 et ∆3 > 0.
A.2 Polynoˆmes de degre´ 2
Soit
Q (z) = a0z
2 + a1z + a2,
avec a0 > 0. Les de´terminants de Hurwitz sont
∆1 = a1, ∆2 =
∣∣∣∣∣∣
a1 0
a0 a2
∣∣∣∣∣∣ = a1a2.
Le polynoˆme Q est stable si et seulement si on a
(A.2) a1 > 0, a2 > 0.
Proposition A.1. Le polynoˆme du second degre´ P a toutes ses racines dans{
Re z < 12
}
si et seulement si le polynoˆme Q(z) = P
(
1
2 + z
)
est stable, c’est-a`-
dire si
(A.3) P
(
1
2
)
> 0, P ′
(
1
2
)
> 0.
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Il est e´galement facile d’e´tablir cette proposition directement, sans recours
au crite`re de Routh–Hurwitz.
A.3 Polynoˆmes de degre´ 3
Soit
Q (z) = a0z
3 + a1z
2 + a2z + a3,
avec a0 > 0. Les de´terminants de Hurwitz sont
∆1 = a1, ∆2 =
∣∣∣∣∣∣
a1 a3
a0 a2
∣∣∣∣∣∣ , ∆3 =
∣∣∣∣∣∣∣∣∣
a1 a3 0
a0 a2 0
0 a1 a3
∣∣∣∣∣∣∣∣∣
= a3∆2.
Le polynoˆme Q est stable si et seulement si on a
a1 > 0, ∆2 > 0, a3 > 0.
Comme ∆2 = a1a2 − a0a3, cette condition e´quivaut a`
(A.4) a3 > 0, a2 > 0, ∆2 > 0.
Soit P (z) = α+ βz + γz2 + δz3 un polynoˆme de degre´ 3 a` coefficients re´els
avec δ > 0. Ce polynoˆme a ses racines dans
{
Re z < 12
}
si et seulement si le
polynoˆme Q(z) = P
(
1
2 + z
)
est stable. On a
Q (z) = a0z
3 + a1z
2 + a2z + a3,
avec a3 = P
(
1
2
)
, a2 = P
′ ( 1
2
)
et
∆2 =
∣∣∣∣∣∣
β + γ + 34δ δ
α+ β2 +
γ
4 +
δ
8 γ +
3
2δ
∣∣∣∣∣∣
=
∣∣∣∣∣∣
β + γ + 34δ δ
α− γ4 − δ4 γ + δ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
β + γ + δ δ
α γ + δ
∣∣∣∣∣∣ .
On en de´duit
Proposition A.2. Soit P (z) = α + βz + γz2 + δz3 un polynoˆme de degre´ 3 a`
coefficients re´els avec δ > 0. Ce polynoˆme a toutes ses racines dans
{
Re z < 12
}
si et seulement si on a
P
(
1
2
)
> 0, P ′
(
1
2
)
> 0,(A.5)
∆2 = (γ + δ) (β + γ + δ)− αδ > 0.(A.6)
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A.4 Polynoˆmes de degre´ 4
Soit
Q (z) = a0z
4 + a1z
3 + a2z
2 + a3z + a4
un polynoˆme a` coefficients re´els avec a0 > 0. Les de´terminants de Hurwitz sont
∆1 = a1, ∆2 =
∣∣∣∣∣∣
a1 a3
a0 a2
∣∣∣∣∣∣ , ∆3 =
∣∣∣∣∣∣∣∣∣
a1 a3 0
a0 a2 a4
0 a1 a3
∣∣∣∣∣∣∣∣∣
,
∆4 =
∣∣∣∣∣∣∣∣∣∣∣∣
a1 a3 0 0
a0 a2 a4 0
0 a1 a3 0
0 0 a2 a4
∣∣∣∣∣∣∣∣∣∣∣∣
= a4∆3.
Le polynoˆme Q est stable si et seulement tous les ∆j sont positifs. Les conditions
∆3 > 0 et ∆4 > 0 sont e´quivalentes a`
(A.7) ∆3 > 0, a4 > 0.
D’autre part, on a
∆3 = a3∆2 − a21a4
et les conditions (A.7) et a3 > 0 entraˆınent donc ∆2 > 0. Finalement, ∆2 =
a1a2−a0a3 et a2 > 0 entraˆıne a1 > 0 si les conditions pre´ce´dentes sont re´alise´es.
Le crite`re de Routh–Hurwitz est ainsi e´quivalent au crite`re de Lie´nard et Chi-
part, qui s’e´crit ici
Proposition A.3. Le polynoˆme a` coefficients re´els
Q (z) = a0z
4 + a1z
3 + a2z
2 + a3z + a4
(a0 > 0) est stable si et seulement si on a
(A.8) a2 > 0, a3 > 0, a4 > 0, ∆3 > 0.
Soit
P (z) = α+ βz + γz2 + δz3 + εz4
un polynoˆme de degre´ 4 a` coefficients re´els avec ε > 0. Soit
Q (z) = a0z
4 + a1z
3 + a2z
2 + a3z + a4
24
le polynoˆme Q(z) = P
(
1
2 + z
)
. On a
a4 = P
(
1
2
)
= α+ 12β +
1
4γ +
1
8δ +
1
16ε,
a3 = P
′ ( 1
2
)
= β + γ + 34δ +
1
2ε,
a2 =
1
2P
′′ ( 1
2
)
= γ + 32δ +
3
2ε,
a1 =
1
6P
′′′ ( 1
2
)
= δ + 2ε,
a0 = ε.
Le polynoˆme de Hurwitz ∆3 relatif a` Q est
∆3 =
∣∣∣∣∣∣∣∣∣
a1 a3 0
a0 a2 a4
0 a1 a3
∣∣∣∣∣∣∣∣∣
= a1a2a3 − a21a4 − a0a23
= (δ + 2ε)
(
γ + 32δ +
3
2ε
) (
β + γ + 34δ +
1
2ε
)
− (δ + 2ε)2
(
α+ β2 +
γ
4 +
δ
8 +
ε
16
)
− ε (β + γ + 34δ + 12ε)2 .
On a
(A.9) ∆3 = (ε+ δ + γ + β) [(ε+ δ + γ) (ε+ δ)− εβ]− (2ε+ δ)2 α.
On a finalement, en appliquant cette relation et la proposition A.3 :
Proposition A.4. Soit
P (z) = α+ βz + γz2 + δz3 + εz4
un polynoˆme de degre´ 4 a` coefficients re´els avec ε > 0. Les racines du polynoˆme
P sont toutes situe´es dans
{
Re z < 12
}
si et seulement si P ve´rifie les conditions
P
(
1
2
)
> 0, P ′
(
1
2
)
> 0, P ′′
(
1
2
)
> 0,(A.10)
∆3 ≡ (ε+ δ + γ + β) [(ε+ δ + γ) (ε+ δ)− εβ]− (2ε+ δ)2 α > 0.(A.11)
B Tables
On trouvera ci-dessous pour les types indique´s de domaines borne´s syme´tri-
ques :
– le polynoˆme de Hua
χ(s) =
r∏
j=1
(
s+ 1 + (j − 1) a2
)
1+b+(r−j)a ;
– les coefficients Cj(µ) de la de´composition
χ (kµ) =
d∑
j=0
µjCd−j (µ) (k + 1)j ;
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– le polynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ)
Pmµ (η) =
d∑
j=0
(m+ 1)jCd−j(µ)µjηj ;
– ses polynoˆmes de´rive´s d
k
d ηk
Pmµ (η) (1 ≤ k < d) ;
– leurs valeurs pour η = 12 ;
– en dimension 3, le de´terminant de Hurwitz
∆2 = (γ + δ) (β + γ + δ)− αδ
associe´ au polynoˆme Pmµ
(
1
2 + η
)
= α+ βη + γη2 + δη3 ;
– en dimension 4, le de´terminant de Hurwitz
∆3 ≡ (ε+ δ + γ + β) [(ε+ δ + γ) (ε+ δ)− εβ]− (2ε+ δ)2 α
associe´ au polynoˆme Pmµ
(
1
2 + η
)
= α+ βη + γη2 + δη3 + εη4 ;
– e´ventuellement, les valeurs ci-dessus pour des valeurs particulie`res de m.
A` partir de la dimension 3, les calculs ont e´te´ faits a` l’aide deMathematica ;
ils peuvent eˆtre ve´rifie´s avec tout autre logiciel de calcul symbolique.
B.1 Type I1,1
Le domaine Ω est le disque unite´ de C. On a
χ (s) = s+ 1,
C1(µ) = 1− µ, C0(µ) = 1,
Pmµ (η) = 1− µ+ (m+ 1)µη,
Pmµ
(
1
2
)
= 1 + m−12 µ.
B.2 Type I1,2
Le domaine Ω est la boule unite´ de C2. On a
χ (s) = (s+ 1)(s+ 2),
C0(µ) = 1, C1(µ) = 3(1− µ), C2(µ) = (1− µ)(2 − µ),
Pmµ (η) = (1− µ)(2 − µ) + 3(m+ 1)µ(1− µ)η + (m+ 1)2µ2η2.
B.2.1 Signe de Pmµ
(
1
2
)
On a
qm(µ) = P
m
µ
(
1
2
)
= (2 +mµ)
(
1 + m−34 µ
)
.
Proposition B.1. Pour m ≥ 3, Pmµ (12 ) est positif pour tout µ > 0. Pour m ≤ 2,
le polynoˆme qm admet une seule racine positive µm (µ1 = 2 < µ2 = 4) et P
m
µ (
1
2 )
est positif ou nul si et seulement si 0 < µ ≤ µm.
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B.2.2 Signe de
dPmµ
d η
(
1
2
)
1
(m+1)µ
dPmµ
d η
(
1
2
)
= 3 + (m− 1)µ.
Proposition B.2. Pour tout m ≥ 1 et pour tout µ > 0, on a dP
m
µ
d η
(
1
2
)
> 0.
B.3 Type I1,3
Le domaine Ω est la boule unite´ de C3. On a
χ (s) = (s+ 1)(s+ 2) (s+ 3) ,
C0(µ) = 1, C1(µ) = 6(1− µ),
C2(µ) = (1− µ)(11− 7µ), C3 (µ) = (1− µ) (2− µ) (3− µ) ,
Pmµ (η) = (1− µ)(2 − µ) (3− µ) + (m+ 1)(1− µ) (11− 7µ)µη
+ 6(m+ 1)2 (1− µ)µ2η2 + (m+ 1)3 µ3η3.
B.3.1 Signe de Pmµ
(
1
2
)
On a
Pmµ
(
1
2
)
= qm(µ) = [4 + (m− 1)µ] rm(µ),
rm(µ) =
1
8
(
12 + 8(m− 1)µ+ (m2 − 5m− 2)µ2) .
Cas particuliers (1 ≤ m ≤ 5) :
r1(µ) =
3
4
(
2− µ2) ,
r2(µ) =
1
2 (3 + 2µ− 2µ2),
r3(µ) =
1
2 (3 + 4µ− 2µ2),
r4(µ) =
3
4 (2 + 4µ− µ2),
r5(µ) =
1
4
(
6 + 16µ− µ2) .
Racines positives de qm :
µ1 =
√
2 < µ2 =
1+
√
7
2 < µ3 = 1+
√
5
2 < µ4 = 2 +
√
6 < µ5 = 8 +
√
70.
Proposition B.3. Pour m ≥ 6, Pmµ (12 ) est positif pour tout µ > 0. Pour m ≤ 5,
le polynoˆme qm admet une seule racine positive µm et P
m
µ (
1
2 ) est positif ou nul
si et seulement si 0 < µ ≤ µm.
B.3.2 Signe de
dPmµ
d η
(
1
2
)
On a
q1m(µ) =
1
(m+1)µ
dPmµ
d η
(
1
2
)
= 11 + 6 (m− 1)µ+ 14
(
3m2 − 9m− 2)µ2.
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Cas particuliers (1 ≤ m ≤ 3) :
q11(µ) = 11− 2µ2,
q12(µ) = 11 + 6µ− 2µ2,
q13(µ) = 11 + 12µ− 12µ2.
Racines positives de q1m (1 ≤ m ≤ 3) :
0 < µ11 =
√
11
2 < µ
1
2 =
3+
√
31
2 < µ
1
3 = 12 +
√
166,
0 < µm < µ
1
m (1 ≤ m ≤ 3).
Proposition B.4. Pour m ≥ 4, on a dP
m
µ
d η
(
1
2
)
> 0 pour tout µ > 0. Pour
m ≤ 3, le polynoˆme q1m posse`de une seule racine positive µ1m et est positif sur[
0, µ1m
]
.
B.3.3 Signe de
d2 Pmµ
d η2
(
1
2
)
1
(m+1)
2
µ2
d2 Pmµ
d η2
(
1
2
)
= 3 (4 + (m− 1)µ) .
Proposition B.5. On a
d2 Pmµ
d η2
(
1
2
)
> 0
pour tout µ > 0 et tout m ≥ 1.
B.3.4 De´terminant de Hurwitz ∆2
Soient Pmµ (η) = α+ βη + γη
2 + δη3 et Rm(µ) le polynoˆme de´fini par
Rm(µ) = ∆2 = (γ + δ) (β + γ + δ)− αδ.
On a
Sm(µ) =
1
(m+1)2µ3
Rm(µ) = [4 + (m− 1)µ] (3 +mµ)Tm(µ),
Tm(µ) = 5m+ 4 + (m
2 − 2m− 2)µ.
Cas particuliers (1 ≤ m ≤ 2) : T1(µ) = 9− 3µ, T2(µ) = 14− 2µ.
Proposition B.6. Pour m ≥ 3, on a Rm(µ) > 0 pour tout µ > 0. Pour m ≤ 2,
le polynoˆme Rm admet une unique racine positive νm (ν1 = 3, ν2 = 7) et on a
νm > µm.
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B.3.5 Localisation des racines de Pmµ
The´ore`me B.7. Soit Ω la boule hermitienne de dimension 3 et soit Pmµ le po-
lynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ). Pour m ≥ 6, les racines
du polynoˆme Pmµ sont dans le demi-plan
{
Re η ≤ 12
}
quel que soit µ > 0. Pour
m ≤ 5, les racines du polynoˆme Pmµ sont toutes dans le demi-plan
{
Re η ≤ 12
}
si et seulement si 0 < µ ≤ µm, ou` µm de´signe l’unique racine positive de
qm(µ) = P
m
µ
(
1
2
)
.
De´monstration. En rassemblant les re´sultats des propositions B.3, B.4, B.6 et
en appliquant la proposition A.2, on conclut que toutes les racines du polynoˆme
Pmµ sont dans le demi-plan
{
Re η < 12
}
si et seulement si 0 < µ < µm. Comme
l’ensemble des racines varie continuˆment en fonction de µ, les racines du po-
lynoˆme Pmµ sont dans le demi-plan
{
Re η ≤ 12
}
si et seulement si 0 < µ ≤ µm.
B.4 Type IV3
Le domaine Ω est la boule de Lie de dimension 3. Les invariants nume´riques
sont a = 1, b = 0, r = 2. Le polynoˆme de Hua est
χ (s) = (s+ 1)
(
s+ 32
)
(s+ 2) .
Les coefficients de la de´composition de χ(kµ) sont
C0(µ) = 1, C1(µ) = 3
(
3
2 − 2µ
)
,
C2(µ) = (1− µ)
(
13
2 − 7µ
)
,
C3 (µ) = (1− µ) (2− µ)
(
3
2 − µ
)
.
Le polynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ) est
Pmµ (η) = (1− µ)(2− µ)
(
3
2 − µ
)
+ (m+ 1)µ(1− µ) ( 132 − 7µ) η
+ 3(m+ 1)2
(
3
2 − 2µ
)
µ2η2 + (m+ 1)3 µ
3η3.
B.4.1 Signe de Pmµ (
1
2 )
On a
Pmµ
(
1
2
)
= qm(µ) = [3 + (m− 1)µ] rm(µ),
rm(µ) =
1
8
(
8 + 6(m− 1)µ+ (m2 − 5m− 2)µ2) .
Cas particuliers (1 ≤ m ≤ 5) :
r1(µ) =
1
4
(
4− 3µ2) ,
r2(µ) =
1
4 (4 + 3µ− 4µ2),
r3(µ) =
1
2 (1 + 2µ)(2− µ),
r4(µ) =
1
4
(
4 + 9µ− 3µ2) ,
r5(µ) =
1
4 (4 + 12µ− µ2).
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Racines positives de qm (1 ≤ m ≤ 5) :
µ1 =
2√
3
< µ2 =
3+
√
73
8 < µ3 = 2 < µ4 =
9+
√
129
6 < µ5 = 2(3 +
√
10).
Proposition B.8. Pour m ≥ 6, Pmµ (12 ) est positif pour tout µ > 0. Pour m ≤ 5,
le polynoˆme qm admet une seule racine positive µm et P
m
µ (
1
2 ) est positif ou nul
si et seulement si 0 < µ ≤ µm.
B.4.2 Signe de
dPmµ
d η
(
1
2
)
On a
q1m(µ) =
1
(m+1)µ
dPmµ
d η
(
1
2
)
= 132 +
9
2 (m− 1)µ+ 14
(
3m2 − 9m− 2)µ2.
Cas particuliers (1 ≤ m ≤ 3) :
q11(µ) =
13
2 − 2µ2,
q12(µ) =
1
2 (1 + µ)(13− 4µ),
q13(µ) =
13
2 + 9µ− 12µ2.
Racines positives de q1m (1 ≤ m ≤ 3) :
0 < µ11 =
√
13
2 < µ
1
2 =
13
4 < µ
1
3 = 9 +
√
94,
0 < µm < µ
1
m (1 ≤ m ≤ 3).
Proposition B.9. Pour m ≥ 4, on a dP
m
µ
d η
(
1
2
)
> 0 pour tout µ ≥ 0. Pour
m ≤ 3, le polynoˆme q1m posse`de une seule racine positive µ1m et est positif sur[
0, µ1m
]
.
B.4.3 Signe de
d2 Pmµ
d η2
(
1
2
)
1
(m+1)
2
µ2
d2 Pmµ
d η2
(
1
2
)
= 3(3 + (m− 1)µ).
Proposition B.10. On a
d2 Pmµ
d η2
(
1
2
)
> 0 pour tout m ≥ 1 et tout µ > 0.
B.4.4 De´terminant de Hurwitz ∆2
Soient Pmµ (η) = α+ βη + γη
2 + δη3 et Rm(µ) le polynoˆme de´fini par
Rm(µ) = ∆2 = (γ + δ) (β + γ + δ)− αδ.
On a
Sm(µ) =
1
(m+1)2µ3
Rm(µ) = [3 + (m− 1)µ] sm(µ),
sm(µ) =
35m+27
4 +
3(m−1)(4m+3)
2 µ+m (m− 1)
(
m2 − 2m− 2)µ2.
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Cas particuliers (1 ≤ m ≤ 2) :
s1(µ) =
1
2 (31− 6µ2),
s2(µ) =
1
4
(
97 + 66µ− 16µ2) .
Proposition B.11. Pour m ≥ 3, on a Rm(µ) > 0 pour tout µ > 0. Pour
1 ≤ m ≤ 2, le polynoˆme Rm admet une unique racine positive νm et on a
νm > µm.
B.4.5 Localisation des racines de Pmµ
The´ore`me B.12. Soit Ω un domaine syme´trique de type IV3 et soit P
m
µ le po-
lynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ). Pour m ≥ 6, les racines
du polynoˆme Pmµ sont dans le demi-plan
{
Re η ≤ 12
}
quel que soit µ > 0. Pour
m ≤ 5, les racines du polynoˆme Pmµ sont toutes dans le demi-plan
{
Re η ≤ 12
}
si et seulement si 0 < µ ≤ µm,ou` µm de´signe l’unique racine positive de
qm(µ) = P
m
µ
(
1
2
)
.
De´monstration. En rassemblant les re´sultats des propositions B.8, B.9, B.11
et en appliquant la proposition A.2, on voit que toutes les racines du polynoˆme
Pmµ sont dans le demi-plan
{
Re η < 12
}
si et seulement si 0 < µ < µm. Comme
l’ensemble des racines varie continuˆment en fonction de µ, les racines du po-
lynoˆme Pmµ sont dans le demi-plan
{
Re η ≤ 12
}
si et seulement si 0 < µ ≤ µm.
B.5 Type I1,4
Le domaine Ω est la boule unite´ de C4. On a
χ (s) = (s+ 1)(s+ 2) (s+ 3) (s+ 4),
C0(µ) = 1, C1(µ) = 10(1− µ), C2(µ) = 5(1− µ)(7− 5µ),
C3(µ) = 5(1− µ)(5− 3µ)(2 − µ),
C4(µ) = (1− µ) (2− µ) (3− µ) (4 − µ),
Pmµ (η) = (1− µ)(2 − µ) (3− µ) (4 − µ)
+ 5(m+ 1)(1− µ)(5 − 3µ)(2− µ)µη
+ 5(m+ 1)2 (1− µ) (7 − 5µ)µ2η2
+ 10 (m+ 1)3 (1 − µ)µ3η3 + (m+ 1)4 µ4η4.
B.5.1 Signe de Pmµ
(
1
2
)
On a
qm(µ) = P
m
µ
(
1
2
)
= (4 +mµ)rm(µ),
rm(µ) = 6 +
19m−25
4 µ+m(m− 5)µ2 + m
3−10m2+15m+10
16 µ
3.
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Cas particuliers (1 ≤ m ≤ 7) :
r1(µ) = (µ− 4)
(
µ2 − 32
)
,
r2(µ) = 6 +
13
4 µ− 6µ2 + 12µ3,
r3(µ) = 6 + 8µ− 6µ2 − 12µ3,
r4(µ) = 6 +
51
4 µ− 4µ2 − 138 µ3,
r5(µ) = 6 +
35
2 µ− 52µ3,
r6(µ) = 6 +
89
4 µ+ 6µ
2 − 114 µ3,
r7(µ) = 6 + 27µ+ 14µ
2 − 2µ3.
Racines positives des polynoˆmes qm (1 ≤ m ≤ 7) :
m 1 2 3 4 5 6 7
µm
√
3
2 1.41518 1.68819 2.10335 2.8029 4.22107 8.60867
µm,2 4 11.333
Proposition B.13. Pour m ≥ 8, Pmµ (12 ) est positif pour tout µ > 0. Pour
m ≤ 2, le polynoˆme qm admet deux racines positives µm = µm,1 < µm,2, et
Pmµ (
1
2 ) est positif ou nul si et seulement si 0 < µ ≤ µm ou µ ≥ µm,2. Pour
3 ≤ m ≤ 7, le polynoˆme qm admet une seule racine positive µm et Pmµ (12 ) est
positif ou nul si et seulement si 0 < µ ≤ µm.
B.5.2 Signe de
dPmµ
d η
(
1
2
)
On a
q1m(µ) =
1
(m+1)µ
dPmµ
d η
(
1
2
)
= (5 + (m− 1)µ)r1m(µ),
r1m(µ) = 10 + 5(m− 1)µ+ m
2−5m−4
2 µ
2.
Cas particuliers (1 ≤ m ≤ 5) :
r11(µ) = 2(5− 2µ2),
r12(µ) = 5(1 + µ)(2− µ),
r13(µ) = 5(2 + 2µ− µ2),
r14(µ) = 10 + 15µ− 4µ2,
r15(µ) = 2(5 + 10µ− µ2).
Racines de q1m (1 ≤ m ≤ 5) :
m 1 2 3 4 5
µ1m
√
5
2 2
√
3 + 1 18
(√
385 + 15
) √
30 + 5
On a 0 < µm < µ
1
m (1 ≤ m ≤ 5).
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Proposition B.14. Pour m ≥ 6, on a dP
m
µ
d η
(
1
2
)
> 0 pour tout µ > 0. Pour
m ≤ 5, le polynoˆme q1m posse`de une seule racine positive µ1m et est positif sur[
0, µ1m
]
.
B.5.3 Signe de
d2 Pmµ
d η2
(
1
2
)
On a
q2m(µ) =
1
(m+1)
2
µ2
d2 Pmµ
d η2
(
1
2
)
=
(
3m2 − 9m− 4)µ2 + 30 (m− 1)µ+ 70.
Cas particuliers (1 ≤ m ≤ 3) :
q21(µ) = 10
(
7− µ2) ,
q22(µ) = 10
(
7 + 3µ− µ2) ,
q23(µ) = 2
(
35 + 30µ− 2µ2) .
Racines positives de q2m (1 ≤ m ≤ 3) :
m 1 2 3
µ2m
√
7 12
√
37 + 32
1
2
√
295 + 152
On a 0 < µm < µ
1
m < µ
2
m (1 ≤ m ≤ 3) et µ2m < µm,2 (1 ≤ m ≤ 2).
Proposition B.15. Pour m ≥ 4, on a d
2 Pmµ
d η2
(
1
2
)
> 0 pour tout µ > 0. Pour
m ≤ 3, le polynoˆme q2m posse`de une seule racine positive µ2m et est positif sur[
0, µ2m
]
.
B.5.4 Signe de
d3 Pmµ
d η3
(
1
2
)
1
(m+1)
3
µ3
d3 Pmµ
d η3
(
1
2
)
= 12 ((m− 1)µ+ 5) .
Proposition B.16. On a
d3 Pmµ
d η3
(
1
2
)
> 0 pour tout µ > 0 et tout m ≥ 1.
B.5.5 De´terminant de Hurwitz ∆3
Pour Pmµ (η) = α+ βη + γη
2 + δη3 + εη4, soit
Fm(µ) = ∆3 ≡ (ε+ δ + γ + β) [(ε+ δ + γ) (ε+ δ)− εβ]− (2ε+ δ)2 α.
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On a
Gm(µ) =
1
(m+1)(m+1)3µ6
Fm(µ) = (5 + (m− 1)µ)2 (4 +mµ)Sm (µ)
Sm(µ) =
3∑
j=0
sj(m)µ
j ,
s0(m) = 2
(
53 + 140m+ 63m2
)
,
s1(m) = −75− 189m+ 55m2 + 81m3,
s2(m) = 2m
(−5− 52m− 15m2 + 8m3) ,
s3(m) = 5 + 15m+ 20m
2 − 4m3 − 5m4 +m5.
Pour m > 4, les coefficients sj(m) sont tous positifs.
Cas particuliers :
S1(µ) = 32 (µ− 2) (µ+ 2) (µ− 4) ,
S2(µ) = 1170 + 415µ− 521µ2 + 35µ3,
S3(µ) = 40 (4− µ)
(
16µ+ µ2 + 13
)
,
S4(µ) = 3242 + 5233µ+ 354µ
2 − 127µ3.
Racines positives des polynoˆmes Sm (1 ≤ m ≤ 4) :
m 1 2 3 4
σm = σm,1 ≃ 2 2.15132 4 8.19532
σm,2 ≃ 4 13.8558
On a µ1m < σm,1 < σm,2 (m = 1, 2) et µ
1
m < σm (m = 3, 4), ou` µ
1
m est la racine
positive de q1m.
Proposition B.17. Pour m > 4, on a Fm(µ) > 0 pour tout µ > 0. Pour
m ≤ 4, on a Fm(µ) > 0 et dP
1
µ
d η
(
1
2
) ≥ 0 si et seulement si µ ≤ µ1m.
B.5.6 Localisation des racines de Pmµ
The´ore`me B.18. Les racines du polynoˆme Pmµ sont toutes situe´es dans le
demi-plan
{
Re η ≤ 12
}
– pour m ≥ 8 et pour tout µ > 0 ;
– pour 1 ≤ m ≤ 7, si et seulement si 0 < µ ≤ µm, ou` µm est la plus petite
racine positive de qm(µ) = P
m
µ
(
1
2
)
.
De´monstration. En rassemblant les re´sultats des propositions (B.13, B.14,
B.15) et en appliquant la proposition B.17, on voit que toutes les racines du
polynoˆme Pmµ sont dans le demi-plan
{
Re η < 12
}
pour 0 < µ < µm. Comme
l’ensemble des racines varie continuˆment en fonction de µ, les racines du po-
lynoˆme Pmµ sont dans le demi-plan
{
Re η ≤ 12
}
si et seulement si 0 < µ ≤ µm.
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B.6 Type IV4
Le domaine Ω est la boule de Lie de dimension 4. Les invariants nume´riques
sont a = 2, b = 0, r = 2. Le polynoˆme de Hua est
χ (s) = (s+ 1) (s+ 2)2 (s+ 3).
Les coefficients de la de´composition de χ(µk) sont
C0(µ) = 1, C1(µ) = 2(4− 5µ), C2(µ) = (1 − µ)(23− 25µ),
C3 (µ) = (1− µ)(7− 5µ)(4 − 3µ), C4(µ) = (1− µ) (2− µ)2 (3− µ).
Le polynoˆme repre´sentatif du noyau de Bergman de Ω̂m (µ) est
Pmµ (η) = (1− µ) (2− µ)2 (3− µ) + (m+ 1)(1− µ)(7 − 5µ)(4− 3µ)µη
+ (m+ 1)2(1− µ)(23− 25µ)µ2η2 + 2 (m+ 1)3 (4− 5µ)µ3η3
+ (m+ 1)4 µ
4η4.
B.6.1 Signe de Pmµ (
1
2 )
Soit
qm(µ) = P
m
µ
(
1
2
)
= 12 + 14(m− 1)µ+ 234 m(m− 3)µ2
+ (m− 1)(m2 − 5m− 2)µ3 + 116
(
m3 − 10m2 + 15m+ 10)µ4.
Cas particuliers (1 ≤ m ≤ 7) :
q1(µ) =
1
2
(
24− 23µ2 + 2µ4) ,
q2(µ) =
1
2
(
24 + 28µ− 23µ2 − 16µ3 + 2µ4) ,
q3(µ) =
1
2
(
24 + 56µ− 32µ3 − 3µ4) ,
q4(µ) =
1
2
(
24 + 84µ+ 46µ2 − 36µ3 − 13µ4) ,
q5(µ) =
1
2
(
24 + 112µ+ 115µ2 − 16µ3 − 25µ4) ,
q6(µ) =
1
2
(
24 + 140µ+ 207µ2 + 40µ3 − 33µ4) ,
q7(µ) = 12 + 84µ+ 161µ
2 + 72µ3 − 14µ4.
Racines positives des polynoˆmes qm (1 ≤ m ≤ 7) :
m 1 2 3 4 5 6 7
µm,1 1.07732 1.21176 1.41824 1.74173 2.29476 3.42405 6.92986
µm,2 3.21549 9.08062
On note µm = µm,1 (1 ≤ m ≤ 7).
Proposition B.19. Pour m ≥ 8, Pmµ (12 ) est positif pour tout µ > 0. On a :
1. P 1µ(
1
2 ) ≥ 0 pour 0 < µ ≤ µm,1 et µm,2 ≤ µ (1 ≤ m ≤ 2) ;
2. Pmµ (
1
2 ) ≥ 0 si 0 < µ ≤ µm = µm,1 (3 ≤ m ≤ 7).
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B.6.2 Signe de
dPmµ
d η
(
1
2
)
On a
q1m(µ) =
1
(m+1)µ
dPmµ
d η
(
1
2
)
= [4 + (m− 1)µ] r1m,
r1m(µ) = 7 + 4(m− 1)µ+ 12
(
m2 − 5m− 4)µ2.
Cas particuliers (1 ≤ m ≤ 5) :
r11(µ) = 7− 4µ2,
r12(µ) = 7 + 4µ− 5µ2,
r13(µ) = 7 + 8µ− 5µ2,
r14(µ) = (1 + 2µ)(7− 2µ),
r15(µ) = 7 + 16µ− 2µ2.
Racines positives de q1m (1 ≤ m ≤ 5) :
m 1 2 3 4 5
µ1m
√
7
2 ≃ 1.649 ≃ 2.22829 72 ≃ 8.41588
On a 0 < µm,1 < µ
1
m < µm,2 (1 ≤ m ≤ 2) et 0 < µm < µ1m (3 ≤ m ≤ 5).
Proposition B.20. Pour m ≥ 6, on a dP
m
µ
d η
(
1
2
)
> 0 pour tout µ ≥ 0. Pour
m ≤ 6, le polynoˆme q1m posse`de une seule racine positive µ1m et est positif sur[
0, µ1m
]
.
B.6.3 Signe de
d2 Pmµ
d η2
(
1
2
)
On a
q2m(µ) =
1
(m+1)
2
µ2
d2 Pmµ
d η2
(
1
2
)
= 46 + 24(m− 1)µ+ (3m2 − 9m− 4)µ2.
Cas particuliers :
q21(µ) = 2(23− 25µ2),
q22(µ) = 2
(
23 + 12µ− 5µ2) ,
q23(µ) = 2
(
23 + 24µ− 2µ2) .
Racines positives de q2m (1 ≤ m ≤ 3) :
m 1 2 3
µ2m ≃ 2.14476 ≃ 3.65764 ≃ 12.892
On a µm1 < µ
m
2 (1 ≤ m ≤ 3).
Proposition B.21. On a
d2 Pmµ
d η2
(
1
2
)
> 0 pour tout m ≥ 4 et tout µ > 0. Pour
m ≤ 3, le polynoˆme q2m posse`de une seule racine positive µ2m et est positif si
0 < µ < µ2m. En particulier, on a
d2 Pmµ
d η2
(
1
2
)
> 0 pour 1 ≤ m ≤ 7 et 0 < µ ≤ µm.
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B.6.4 Signe de
d3 Pmµ
d η3
(
1
2
)
1
(m+1)
3
µ3
d3 Pmµ
d η3
(
1
2
)
= 12 [4 + (m− 1)µ] .
Proposition B.22. On a
d3 Pmµ
d η3
(
1
2
)
> 0 pour tout m ≥ 1 et tout µ > 0.
B.6.5 De´terminant de Hurwitz ∆3
Pour Pmµ (η) = α+ βη + γη
2 + δη3 + εη4, soit
Fm(µ) = ∆3 ≡ (ε+ δ + γ + β) [(ε+ δ + γ) (ε+ δ)− εβ]− (2ε+ δ)2 α.
On a
Gm(µ) =
1
(m+1)(m+1)3µ6
Fm(µ) = (4 + (m− 1)µ)2Sm(µ),
Sm(µ) =
4∑
j=0
sj(m)µ
j ,
s0(m) = 160 + 481m+ 225m
2,
s1(m) = 16 (m− 1)
(
9 + 31m+ 15m2
)
,
s2(m) = 2m
(−35− 196m− 22m2 + 47m3) ,
s3(m) = 8 (m− 1)
(−2− 8m− 15m2 − 3m3 + 2m4) ,
s4(m) = m
(
5 + 15m+ 20m2 − 4m3 − 5m4 +m5) .
Pour m > 4, les coefficients sj(m) sont tous positifs.
Cas particuliers :
S1(µ) = 2
(
433− 206µ2 + 16µ4) ,
S2(µ) = 2 (1 + µ)
(
1011 + 37µ− 315µ2 + 35µ3) ,
S3(µ) = 4
(
907 + 1896µ+ 672µ2 − 320µ3 − 30µ4) ,
S4(µ) = 4
(
1421 + 4476µ+ 3674µ2 + 276µ3 − 127µ4) .
Racines positives des polynoˆmes Sm (1 ≤ m ≤ 4) :
m 1 2 3 4
σm = σm,1 ≃ 1.62651 2.12869 3.22913 7.03204
σm,2 ≃ 3.19835 8.47286
On a µ1m < σm,1 < σm,2 (m = 1, 2) et µ
1
m < σm (m = 3, 4), ou` µ
1
m est la racine
positive de q1m.
Proposition B.23. Pour m > 4, on a Fm(µ) > 0 pour tout µ > 0. Pour
m ≤ 4, on a Fm(µ) > 0 et dP
1
µ
d η
(
1
2
) ≥ 0 si et seulement si µ ≤ µ1m.
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B.7 Localisation des racines de Pm
µ
The´ore`me B.24. Les racines du polynoˆme Pmµ sont toutes situe´es dans le
demi-plan
{
Re η ≤ 12
}
– pour m ≥ 8 et pour tout µ > 0 ;
– pour 1 ≤ m ≤ 7, si et seulement si 0 < µ ≤ µm, ou` µm est la plus petite
racine positive de qm(µ) = P
m
µ
(
1
2
)
.
De´monstration. En rassemblant les re´sultats des propositions B.19, B.20,
B.21, B.22 et en appliquant la proposition B.23, on voit que toutes les racines du
polynoˆme Pmµ sont dans le demi-plan
{
Re η < 12
}
si et seulement si 0 < µ < µm.
Comme l’ensemble des racines varie continuˆment en fonction de µ, les racines du
polynoˆme Pmµ sont dans le demi-plan
{
Re η ≤ 12
}
si et seulement si 0 < µ ≤ µm.
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