ABSTRACT. A surface processes model incorporating large-scale fluvial processes, local hill-slope processes, and glacial erosion is used to investigate the effect of glaciation on the relief of a fast-growing, narrow orogen. The results of several simulations show that: glaciers concentrate erosion near peaks; fluvial erosion is reduced downstream of glaciers; glaciers with frozen bases can lead to an increase in relief; and the net affect of glaciation in the absence of widespread basal freezing is to reduce relief.
JONATHAN H. TOMKIN* and JEAN BRAUN** ABSTRACT. A surface processes model incorporating large-scale fluvial processes, local hill-slope processes, and glacial erosion is used to investigate the effect of glaciation on the relief of a fast-growing, narrow orogen. The results of several simulations show that: glaciers concentrate erosion near peaks; fluvial erosion is reduced downstream of glaciers; glaciers with frozen bases can lead to an increase in relief; and the net affect of glaciation in the absence of widespread basal freezing is to reduce relief. introduction Our understanding of the coupling between the creation of tectonically driven relief and erosional unloading has an important influence on our interpretation of landscape morphology. In particular, the isostatic response to erosional unloading affects the amount and distribution of surface uplift. Such uplift needs to be taken into account when tectonic models are being constructed (Koons, 1995; Beaumont and others, 1996; Gilchrist and others, 1994) and may also allow feedback effects between zones of enhanced erosion and high crustal strain (Koons, 1995; Beaumont and others, 1996) . Currently there is a debate about the form this coupling takes, leading to the question: does a change to a cooler climate increase topographic elevation and relief? Molnar and England (1990) proposed that a transition to a colder climate may be responsible for the apparent increase in the rate of tectonic activity during the Late Cenozoic. They suggest that the colder climate of the Quaternary has produced more valley erosion (through stormier and/or more glacial conditions), which in turn created more relief as denudation of the valleys leads to isostatic uplift of the peaks. The enhanced relief possibly enables the cycle to continue by encouraging further erosion. There is evidence (Small and Anderson, 1998) to support the hypothesis that increased erosion enhances relief.
This interpretation has recently been questioned. Whipple and others (1999) have made an analysis of the consequence of increased erosion on tectonically active orogens by combining denudation theory with an analysis of hillslope gradients and relief statistics. By examining the effect of an increase of the coefficient of erosion in the "stream power erosion law" (as defined by Howard and others, 1994) , Whipple and others (1999) calculated that increased fluvial erosion should act to reduce relief, not increase it, and that the effect on relief of an increase in glaciation, although uncertain, scales with ice thickness and is therefore unlikely to induce significant amounts of isostatic peak uplift.
Testing the effect upon relief of a glacial/inter-glacial transition is not straightforward: not only is there an (unknown) change in the magnitude of erosion (although the sediment yields of basins generally increases with the extent of glacial ice cover, Hallet and others, 1996) , there is also a change in its character. Glacial cover prevents or limits other forms of erosion, such as fluvial incision and soil creep, and if the base of a glacier is frozen it can even protect the landscape surface (Drewry, 1986; Bennett and Glasser, 1996) . Glacial erosion itself has a distinctly different impact on the landscape than other processes, creating, for example, broad U-shaped valleys, hanging valleys and cirques. Whipple and others (1999) propose three mechanisms whereby glacial erosion could act to decrease relief; concentration of erosion at higher elevations, reduction of fluvial erosion downstream of glaciers, and periglacial erosion reducing peak heights in near-glacial environments.
Conversely, as glacial erosion can act to deepen valleys, it is possible that relief could be produced by inducing an isostatic uplift of peaks and ridges (Molnar and England, 1990; Small and Anderson, 1998) . Also, if peaks and ridges are covered by frozen, as opposed to wet, based glaciers, they experience less erosion than if they were uncovered (Drewry, 1986) . This could lead to relief production (Whipple and others, 1999) .
In this study a surface processes model (ICE CASCADE) that incorporates glacial, fluvial, and local hillslope erosion is used to investigate the effect upon relief of a transition to glacial conditions. The influence of glaciation upon relief is isolated from other climate change effects (such as changes in storminess and vegetation cover) by keeping these variables constant throughout the model runs. The model is briefly explained in the next section. The specific processes by which glaciation may act to increase or decrease relief are shown to be recreated by the model. By comparing a fluvial model environment with model environments that allow glaciation (a permanently cooler environment and an environment that undergoes the glacial/ interglacial cycle), it is shown that the introduction of glacial conditions leads, as suggested by Whipple and others (1999) , to a reduction in relief.
numerical model ICE CASCADE builds on a regularly spatial discretized version of the landscape evolution model CASCADE, which was created by Jean Braun and Malcolm Sambridge (Braun and Sambridge, 1997 ). An earlier form of ICE CASCADE was first described in Braun and others, 1999 .
Hillslope Processes
Hillslope processes (which include rock/mud slides, soil creep, weathering, mass wasting and is extended in ICE CASCADE to include periglacial erosion) are modeled by assuming that mass flux is downslope and proportional to local slope. This assumption leads to a linear diffusion equation in which the rate of change of landscape topography is proportional to the second derivative of topography:
where K d is a diffusion constant often referred to as the "transport coefficient." The hillslope model is the same as that used by Kooi and Beaumont (1994) and similar to that used by Willgoose and others (1991a,b,c) , Howard and others (1994) , and Tucker and Slingerland (1994) , although it differs in the scale of application.
Fluvial Processes
Erosion and deposition by channeled flow is driven by runoff. The runoff produced by precipitation creates a network of streams on the landscape, which interact with the substratum along the stream/bed interface. It is possible to use the local slope and water discharge per unit width to compute a channel carrying capacity (Beaumont and others, 1992; Kooi and Beaumont, 1994) . This capacity is then compared to the local sediment flux resulting from upstream erosion, Q, which includes suspended and bed loads. It is assumed that the stream network is not forced to carry sediment at this carrying capacity. In doing so, we allow for a potential disequilibria between the stream carrying capacity and the actual sediment load. If the system is then assumed to evolve toward equilibrium at a rate proportional to the disequilibria (Kooi and Beaumont, 1994) , the sediment load along a stream changes according to
where e,d is a characteristic reaction time. If it is assumed that over an interval of time ⌬t there is no local change in sediment load (‫ץ‬Q/‫ץ‬t ϭ 0), then
where v s is the advection velocity of the sediment flux and l is the distance downstream. This relation leads to the following expression for change in local topography:
where
) is a length-scale for erosion/deposition. This equation leads to two situations on the local scale: Firstly, if Q Ͼ Q e , deposition takes place, and the local change of height is given by
where L d is the length scale for deposition; secondly, if Q Ͻ Q e , erosion takes place, and the local change of height is given by
where L e is the length scale of erosion, which we assume is larger for bedrock (L e,b ) than for previously deposited sediments (L e,b ). The length scales for deposition/ erosion are taken from earlier studies (compare Braun and Sambridge, 1997) . The carrying capacity Q e is calculated as a function of the local slope S and the water discharge q:
K f is a constant. The 'CASCADE algorithm' (Braun and Sambridge, 1997 ) is used to construct the river network. This fluvial erosion model varies from the more standard shear-stress model (Howard and Kerby, 1983) in that it attempts to include the effect of sediment upon incision rates. The Beaumont and others (1992) model used has been used here as we believe sediment may be an important control upon bedrock incision. This model does not explicitly account for changes in channel width downstream and so predicts relatively more erosion downstream than the shear-stress model, although the carrying capacity model used does reduce downstream erosion. The influence of the fluvial model upon the results is noted in the results section.
Ice Dynamics
In order to calculate glacial erosion, an ice dynamics model is required. To compute the ice thickness, h, a vertically-integrated continuity equation is employed (see Paterson, 1994 , for a derivation):
where F is the vertically integrated mass flux (F ϭ hu, where u is the verticallyintegrated horizontal ice velocity) and M is the mass balance. Ice velocity, u, is the sum of two terms:
where u d is the deformation velocity, and u s is the sliding velocity. If we assume that the horizontal derivatives of ice stress and velocity are small compared to the vertical derivatives, longitudinal strain-rates can be neglected (the so-called "shallow ice approximation", see Hutter, 1981; Hutter, 1983) , and the velocities may be expressed in the following manner (Knap and others, 1996) :
where A and n define the power-law rheology for ice:
H is the topographic height, is the ice density, g is the acceleration due to gravity, N is the sliding parameter, N is the ice overburden pressure, and P is the basal water pressure. The values of A and n are taken from a review of field data and experimental results by Paterson (1994) . Although A is temperature dependent, it is reasonable to treat A as a constant when the temperature of the ice does not vary significantly. This condition is fulfilled for valley glaciers and temperate ice caps where the ice is at or near the melting point. The expression for sliding follows Bindschadler (1983) . It has support from laboratory tests (Budd and others, 1979) and empirically fits the recorded basal velocity of glaciers (Bindschadler, 1983; Harbor, 1992a) . The value of the sliding constant A S appears to depend on the site, varying by more than an order of magnitude between different glaciers (Bindschadler, 1983) . ICE CASCADE uses the value calculated by Budd and others (1979) . This value implies that when the ice is around 170 meters thick the deformation and sliding velocities contribute equally to the surface velocity (Budd and others, 1979 ). This appears to agree reasonably well with the data recorded in Paterson's (1994) review of the ratio of basal to surface velocities.
It is assumed that N Ϫ P ϭ 80% (following Knap and others, 1996) . This value does not, however, take into account the complex spatial variations in water pressure observed underneath flowing glaciers (Harbor, 1992b) . A more rigorous approach would be to estimate the height of the piezometric surface at every point by making a calculation based on geometry and water flux. Such an approach is beyond the scope of this study.
The shallow ice approximation implies that variations in surface slope are minimal. ICE CASCADE has a minimum horizontal length scale (that is grid scales ⌬x and ⌬y) of 1 to 2 km, while the maximum ice thickness is around a few hundred meters (and the change in ice thickness across a node is a fraction of this). As a consequence, maximum surface slopes are of the order of 1:10, making the approximation reasonably sound. A further consequence of the shallow ice approximation is that all elevated regions tend to become thinly ice covered-lone valley glaciers below ice-free peaks cannot be explicitly modeled. This ice coverage can be thought of as representing the average ice thickness over the grid cell, with the sub-grid ice thickness showing variation analogous to the way that topography shows variation over sub-grid scales (Tucker and Slingerland, 1996) .
The sliding velocity, u s , is set to zero in regions of the landscape where the ice is frozen to the bedrock -that is the ice temperature is below the melting point at its base (Drewry, 1986, chap. 4) .
When ice flows down narrow glacial valleys, it is well documented that the deformation and sliding velocities are influenced by the constriction upon the ice caused by the presence of the valley walls. This effect is implemented by scaling the ice velocities by a "constriction factor", ␤ c , which is expressed as:
where k c is a constant, and ‫ץ‬ 2 H/‫ץ‬x f 2 is the second derivative of the bedrock topography in a direction normal to the direction of ice flow.
The mass balance term, M, is regarded as the sum of two terms: M a , the surface accumulation, and M m , the melting rate at the surface. Both are expressed in meters per unit area. M a is equivalent to the local precipitation rate; where if the surface temperature (T s ) is at or below zero the precipitation is added to the node as ice instead of water. M m is assumed to be proportional to the difference between the surface temperature and the temperature above zero. No melting occurs if T s Ͻ 0. If T s Ͼ 0 then:
where ␣ 1 is a constant estimated from Kerr (1993) , and T m ϭ Ϫ8.7 ϫ 10 Ϫ4 deg C m Ϫ1 , Hooke (1998) .
The surface temperature is determined by a combination of a sealevel temperature (T 0 ), an altitudinal lapse rate (␣ 2 ), and a 100 kyr sawtooth forcing (90 kyr of cooling followed by 10 kyr of rapid warming) of amplitude ⌬T:
The basal temperature is calculated by using a one dimensional column model, similar to that of Clarke and others, 1977 :
where the thermal diffusivity (1.09 ϫ 10 If the mass balance is negative, we use on the relief of tectonically active mountain belts
Glacial Erosion Several mechanisms by which glaciers erode landscapes have been suggested. They include chemical weathering, subglacial stream erosion, abrasion by entrained rock, and plucking of the bedrock (from Lliboutry, 1994 ). There remains uncertainty about which, if indeed any, of these processes is paramount, although many comparisons have been made (recently by Drewry, 1986; Lliboutry, 1994; Bennett and Glasser, 1996) . Most attention has been focused on abrasion (see, for example, the models proposed by Boulton, 1979; Hallet, 1979 Hallet, , 1981 Lliboutry, 1994) although plucking (also known as quarrying) could be dominant instead (Rothlisberger and Iken, 1981; Hallet, 1996) .
ICE CASCADE utilizes the formulation of Hallet (1979) in which the abrasive power of the rocks is considered to be independent of the normal stress. Consequently, the main control on the level of erosion is the velocity of the ice carrying the rock, and the amount of rock entrained. Complications arise when the level of entrained debris is high and individual boulders begin to interact, possibly resulting in a reduction of the rate of erosion at high debris concentrations (Bennett and Glasser, 1997, chap. 5) .
The mechanisms involved are complicated, and a number of theoretical treatments of glacial erosion exist (Andrews, 1972; Boulton, 1974; Hallet, 1979; Mazo 1989; Lliboutry, 1994) . To avoid unjustified complications, we choose one of the more simple but physically reasonable approaches, assuming in ICE CASCADE that erosion is independent of entrained debris and is linked only to the ice sliding velocity (u s ):
where K g is a constant. This choice represents the general form of the abrasion law proposed by Hallet (1979) and would apply to any erosion mechanism that scales with basal velocity. It has previously been used in numerical studies of ice erosion by Harbor and others (1988) and Harbor (1992b) . We follow Harbor (1992b) , whose numerical work supports a low value for l (of between 1 and 2), and assume that l ϭ 1. The available field evidence (Humphrey and Raymond, 1994) suggests that l ϭ 1 over 3 to 4 orders of magnitude, and theory also suggests a low value for l, regardless of the erosion mechanism (Hallet, 1979; Shoemaker, 1988 ). Little constraint is available for the parameter K g . Previous work (Harbor, 1992b ) is followed here in treating K g as a free parameter, using it to calibrate the model against known or specified erosion rates.
Isostasy
Flexural isostasy is included in the model by coupling the surface processes model to a mechanical model representing the behavior of the lithosphere/asthenosphere system. At each time step the topography and any ice upon it is transformed into a load that is applied to a two-dimensional, uniform, thin elastic plate. The resulting deflection is then added to the imposed tectonic uplift function. The procedure used is the same as that in Braun and Sambridge, (1997) .
definitions of relief
Relief is measured in this study by finding the difference in height between the highest and lowest elevations in a basin system. This is the sum of hillslope and channel relief, discussed in Whipple and others (1999) . This measure emphasizes the importance of central peak(s).
Ridge line to valley bottom relief (Gilchrist and others, 1994; Montgomery, 1994; Fielding and others, 1994) is also used in this study. As drainage does not normally run parallel to divides, the maximum difference between ridge and valley elevations is found by finding the maximum and minimum heights for several transects normal to a valley axis in each valley studied.
model setup
Model runs are performed over a 64 (ϭ N x ) by 32 (ϭ N y ) node rectangular grid. The nodal spacings ⌬x and ⌬y are set at 1 km. This relatively small model domain is sufficient to capture the processes under review. Finer resolution (produced by employing smaller values for ⌬x and ⌬y) would render the shallow ice approximation less applicable as vertical stresses within the ice would become important.
The side boundaries (the far and near boundaries in fig. 1 ) are cyclic (that is, the nodes (i, 1) and (i, N y ) are neighbors, allowing for the transport of ice, water, and sediment) while the end boundaries are open, allowing the loss of water and sediment.
Tectonic uplift is simulated by imposing a rising triangular divide (a commonly assumed shape for converging orogens, Beaumont and others, 1992) , extending across the middle of the sides of the model ( fig. 1 ) following:
This tectonic uplift function is independent of the isostatic response. In order to answer the questions raised in the introduction, the model has the following properties: 1) The climate is cold enough for the peaks to be ice covered in glacial periods; 2)The climate is warm enough for the peaks to be largely ice free in interglacial periods; and 3) Glaciation is cyclic, in line with the climate forcing.
These properties limits the range of model parameters. If we have a fixed tectonic uplift function, the constants of erosion (K f , K g , and K d ) cannot be too high as the peaks would then be too low to result in glaciation. Nor can these constants be set too low or else the growth of the peaks would not be sufficiently slowed by erosion, and the basal temperature at the (ice covered) peaks would drop below freezing and remain there throughout the glacial cycle, protecting the peak from erosion and leading to a runaway growth of the topography.
This study is focused upon the general processes of erosion. Because of this, the model is set up so that the effects of each of these erosion processes may be examined. This is done by treating the erosion constants K f and K g as adjustable parameters. They are the important parameters for fluvial and glacial erosion in ICE CASCADE. The other model parameters are chosen so that a "generic orogen" with a maximum height of approx. 1 km is produced. A search in the [K f , K g ] parameter space allows us to show to what extent the model results are dependent on these adjustable parameters.
This approach assumes that the parameterization of fluvial and glacial erosion used in the model has some validity in describing the general processes of erosion on actual landscapes. The influence of this assumption is discussed further in the results and conclusion sections.
The Reference Experiment
In order to form a basis for comparison between model runs with different parameters, a reference model-experiment 1-has been constructed. Its particular parameter values are set out in table 1; other parameter values in the model follow those laid out in table 2. The parameters have been chosen so as to recreate a "generic orogen", as defined above.
In the generic orogen, the value used for K f is similar to that used in earlier studies to simulate conditions in the Southern Alps of New Zealand (Beaumont and others, 1992; Beaumont and others, 1996) . The value used for K g produces a somewhat higher rate of erosion during glacial periods, which is consistent with field evidence (Hallet and others, 1996) .
Apart from variations described in table 2, the other experiments in this study share the same parameter values as those used in experiment 1.
experiment 1 output
Experiment 1 incorporates glacial, fluvial, and diffusive erosion. Flexure is present. Precipitation is the same over all nodes. If a node's surface temperature is below zero it receives snow instead of water. Glacial cycles are imposed on the model through a time varying surface temperature cycle, composed of a short (10 kyr) period of rapid warming followed by a longer (90 kyr) period of cooling with an amplitude of ⌬ T ϭ 8°C. This cycle begins at time zero: the times of minimum temperature therefore occur at integer multiples of 100 kyr.
The topography begins as a flat plateau at time zero; after approx. 500 kyr of evolution; a quasi-steady state is reached in which topography oscillates in phase with the climatically induced glaciations (see fig. 2 ).
The peaks are relatively modest-around 1000 m in height. This is unimportant as larger peaks produce similar results if the adiabatic lapse rate (␣ 2 ) and reference temperature (T 0 ) are altered to produce a similar amount of glacial coverage. The ice caps produced in experiment 1 are partially frozen at the base, although the glaciers produced are usually wet based, and thus eroding, throughout the glacial cycle. The model is completely ice free for around 50 percent of the glacial cycle, and at the peak of the glacial cycle almost 40 percent of the nodes in the uplifting region are covered with ice.
Ice initially forms on the divide of the model before flowing down the valleys carved during the previous fluvial erosion period. This sequence is shown in figure 3 . In figure 3A , (where the landscape has been ice free for 40 kyr) the fluvial landscape is displayed. Four river valleys have formed on each side of the central divide. Ten thousand years later ( fig. 3B ), the cooling conditions produce the initial growth of small, thin ice fields on the highest peaks of the divide. A further 20 kyr of cold climate ( fig. 3C ) results in the ice fields coalescing into a continuous ice cap (recalling that the boundary conditions join the divide ends) while valley glaciers begin to form. At the peak of the glacial cycle (a further 30 kyr later, fig. 3D ), valley glaciers occupy most of the original, fluvially carved, valleys.
The model faces a greater challenge in modeling the evolution of hillslopes due to the lack of a landsliding routine and the lack of snow dynamics (no avalanching and persistently ice covered peaks), which has a greater impact upon higher elevations. Channel relief may therefore be more reliably created by the model than ridge topography. The results must be considered with this in mind.
The changing glacial conditions alter the shape of the underlying topography. Figure 4A shows cross sections of topographic height along the valley bottoms and the ridge tops at different stages in the glacial cycle. The maximum and minimum values are constructed from a single (1 Յ i Յ 10) ridge/valley system in experiment 1 (the leftmost ridge/valley system in fig. 3A ). The interglacial (or fluvial) system (thick solid 
Experiment 1 Parameter values
and dashed lines) produces smoother profiles than that of the glacial system (thin solid and dashed lines). The fluvial valley has a smooth river profile. The glacial valley shows overdeepening on either side of the divide. These overdeepenings are caused by glacial erosion. As shown by figure 4B , where the distribution of ice (thin line) within a glaciated valley (thick line) is presented, the overdeepenings correspond to the maximum extent of glacial advance.
Experiment 1 does not settle into a topographic steady state under either the glaciated or ice free conditions. Figure 2 shows the evolution of maximum height with time (thick line) as well as ice coverage (thinner line). Note that the maximum height is never constant with time. In a true steady state system, the maximum height would not vary with time. The model results show the system is always out of equilibrium with the dominant erosion process. Height generally increases during interglacial times and decreases during glacial times.
experiment results
In this section the separate processes of erosion are studied. It is shown that the model behavior is characterized by the following processes predicted by Whipple and others (1999) : concentration of erosion at the peaks during glaciation reduces relief; reduction of downstream fluvial erosion rates during glaciation reduces relief; cold based glaciers protect peaks and lead to an increase in relief; isostatic uplift caused by differential erosion increases relief.
The effect of periglacial erosion is not studied, as this mechanism is not explicitly included in ICE CASCADE. 
Parameter values for the experiments described in the text

Concentration of Glacial Erosion at Peaks
The model results suggest that erosion is concentrated at the peaks during glaciation. This is demonstrated by showing that glaciation reduces peak heights even when the net erosion rate remains unchanged throughout a glacial cycle. Peak erosion is sensitive to the handling of ice erosion at the peaks, however. As discussed in sections 4 and 5, ICE CASCADE treats this region in an approximate way. The reader should be aware that a more specific, peak-orientated model with a higher resolution may produce a different result.
The onset of glaciation reduces the peak height in experiment 1 ( fig. 2 ). This result may be expected as the total erosion rate (measured by the flux of sediment out of the orogen) also increases during the glacial periods ( fig. 5A ). The small step in maximum height that occurs at the termination of the glacial cycle (marked by asterisks in fig. 2 ) is the product of an isostatic response. As the ice load is removed the peaks rebound isostatically.
The reduction in peak height during glaciation is not caused by isostatic effects. If isostasy is removed (experiment 2) the small, ice load induced, isostatic rebound is removed (see fig. 5B ). The inverse correlation between ice cover and peak height is even clearer in experiment 2 than in the reference experiment (compare fig. 5B with  fig. 2) .
If the ratio of K f to K g is increased so that the integrated erosion rate (the sediment flux out of the orogen) remains approximately unchanged between glacial and interglacial times (experiment 3), then the maximum peak height is still reduced during glaciation. This indicates that it is the spatial distribution of glacial erosion that is important in this case.
It is possible to reach a situation in which peak height increases during glacial periods (relative to interglacial periods) by further increasing the value of K f (experi- ment 4). This leads to higher sediment throughput during fluvial times, however, which is contrary to field evidence; glaciated basins appear to accumulate at least as much sediment as the equivalent fluvial basins (Hallet and others, 1996) . This suggests that the ratio of K f to K g used in experiment 4 is unreasonably high, as experiment 4's integrated sediment yield during interglacial periods is higher than the corresponding yield during glacial periods.
Reduced Downstream Fluvial Erosion
It has been suggested that by reducing downstream fluvial erosion, glaciers may lower basin relief (Whipple and others, 1999) . The results shown in the following section lend support to this view.
In figure 4A , the ice occupies the region between x ϭ 14 and 48 km at the glacial peak (as shown in fig. 4B ). The interglacial topography is the result of approx. 50 kyr of fluvial conditions. The glacial topography is the result of 50 kyr of increasingly glacial conditions. The glacial ridge and valley topographies are higher than their interglacial equivalents in the regions of the model that remain ice-free. This indicates that in ICE CASCADE downstream fluvial erosion is reduced during glaciation.
This behavior occurs in both the model and the field (Whipple and others, 1999) , because a glaciated basin produces more sediment than an equivalent basin occupied solely by a river network (Hallet and others, 1996) . Melt streams therefore contain more sediment than temperate rivers. In ICE CASCADE, stream erosion rate decreases as sediment load increases; potentially resulting in sediment deposition. Other fluvial erosion models in which the erosion rate is independent of the sediment load (Howard and others, 1994; Tucker and Slingerland, 1994) would not produce this result. 
Increased Relief due to Frozen-base Conditions
Frozen-base conditions near the peaks lead to higher relief. When the ice is frozen to the bed, glacial erosion does not occur, and this reduction in erosion near the peaks increases local relief.
This process is demonstrated in the model by varying the imposed basal heat flux G to change the proportion of nodes that are frozen at the base. In the model used, basal temperature is not related to mass balance, so the effect of altering the basal temperature only effects whether or not basal sliding is allowed. Increasing G is also consistent with field conditions; the reference experiment (experiment 1) uses a global average value, whereas regions that experience a high level of tectonic activity (and hence exhumation) are often characterized by higher geothermal heat fluxes. The Southern Alps of New Zealand, for example, have a geothermal heat flux of up to 190 Ϯ 50 mW m Ϫ2 , more than 3 times the global average (Shi and others, 1996) . Altering G changes the number of nodes that experience frozen basal conditions. This is shown in figure 6 ; as G is increased, the number of frozen nodes decreases. The reference experiment has 50 frozen nodes under peak glacial conditions. If G is decreased by a factor of 0.75 (experiment 5), the maximum number of frozen nodes rises to 109 and is consistently higher than that of experiment 1. If G is increased by a factor of 3 (experiment 6), the maximum number of frozen nodes falls to 4.
In experiment 6, G is increased by a factor of 3 from that used in the reference experiment. Although the ice coverage and maximum peak height are similar to those in experiment 1, the decrease in maximum height during glaciation is more pronounced.
In experiment 5, G is decreased by a factor of 0.75 from that used in the reference experiment. Although the ice coverage is similar, the decrease in maximum height during glacial periods is much reduced (compare fig. 7 and fig. 2 ).
The effect of basal freezing is made still clearer in experiment 7 which is identical to the reference experiment except that the ice is allowed to slide, and thus erode, regardless of the basal temperature. Removing the effect of frozen basal conditions (as done in experiment 7, the results of which are shown in fig. 8 ) results in a clear reduction of peak height (and thus relief) during glacial periods, both in absolute terms and relative to the reference experiment (compare fig. 8 with fig. 2 ).
the influence of flexural isostasy on relief
In response to the enhanced erosion during glacial periods, the model experiences isostatically induced uplift. This additional uplift does not translate into significantly increased relief, however. The isostatic response of a thin elastic plate is a function of the distribution and size of the load (Turcotte and Schubert, 1982) , as well as the thickness and flexural rigidity of the plate. The effective elastic thickness that induces the most isostatic uplift at the peaks of the divide may be calculated as follows. It is assumed that the entire divide forms the positive part of a periodic load that has the same wavelength as the imposed uplift function and that this roughly corresponds to the wavelength of erosional unloading.
Under this assumption, the amount of isostatic deflection (w 0 ) in the model is given by Turcotte and Schubert, 1982 , and with the degree of local compensation C defined as the ratio of actual deflection to the deflection for full local compensation (Airy isostasy) we have:
where D is the flexural rigidity, ⌬_ is the difference between the density of the mantle and the crust, g is the acceleration due to gravity, and _ is the topographic wavelength (or width of the uplift function). The critical compensation value (C) is chosen to have a value of 0.5: the value of C that causes the maximum isostatic uplift of the peaks due to valley erosion. Higher values of C effectively localize isostasy, preventing valley erosion from uplifting peaks-if C ϭ 1 then valley erosion will isostatically uplift the valley only, increasing the average topographic height but not affecting the peak height. Lower values of C reduce the overall isostatic response-if C ϭ 0 then valley erosion will not be isostatically compensated, and no uplift will occur at the peaks. If we assume that the topographic (or load) wavelength is between 10 and 50 km (which is shorter than the entire divide system but longer than the valley/ridge wavelength), the critical flexural thickness can be estimated from equation (19) and ranges between 0.3 and 2.4 km. In most cases, it has been argued that the peak response is related to the width of the mountain range (Montgomery, 1994) , which suggests that the critical thickness must be near the upper end of the calculated range.
This idea is tested in the model by running a series of experiments (experiments 8.n) in which the assumed flexural thickness is varied by calculating the isostatic response to changes in topography for the model's highest node. Note that the ice contribution to isostatic rebound is zero over the glacial period as all the induced isostatic depression during glacial build up is matched by an equivalent isostatic rebound when the ice melts. All the experiments in the 8 series are identical to experiment 1, except that they have different values of the assumed flexural thickness, which ranges from 0.1 to 50 km. Figure 9 shows the averaged isostatic response of the highest node in the system over the final glacial period for a range of h f values. The response peaks in the predicted range, at around 2.5 km. The size of the response near the critical value may be as large as 5 mm/a. For comparison, the imposed, tectonic peak uplift rate is 9 mm/a. 
n). on the relief of tectonically active mountain belts
The response quickly diminishes for values of the flexural thickness above 10 km, suggesting that a "real world" orogen with such a geometry (that is width) should not undergo significant isostatic uplift as typical flexural thickness values beneath continents are generally in excess of 15 km (Zuber and others, 1989) and average over 50 km (Turcotte and Schubert, 1982) . The model only produces appreciable isostatically induced uplift at the peaks for very thin elastic thicknesses or very large orogens.
The feedback sequence that Molnar and England (1990) suggest is also not supported by the model results. The additional peak uplift does not produce significant additional ridge line to valley bottom relief as ridge line erosion increases during the glacial period. This result is independent of the size of the orogen: although the isostatic response to erosion leads to considerable additional peak uplift when h f ϭ 3 km (experiment 8.3), experiment 8.3 has the same peak height pattern over time as the reference experiment (in which isostatic compensation is negligible, and the erosion constants are the same). Experiment 8.3 also has a lower average peak height than the reference experiment; employing an "optimum" value for h f has thus lowered the peak height in this case, due to increased peak erosion during glaciation.
the overall effect of glaciation upon relief
In this section, it is shown that an environment without glacial conditions generally produces more relief than environments in which glacial conditions are present. This result is independent on the parameter values used to model glacial and fluvial erosion. The result is sensitive, however, to the amount of freezing that occurs at the glacial bed.
The experiments have been designed to isolate the effect of this sensitivity. The first three experiments (9, 10, and 11) have no basal freezing and contrast the relief of pure fluvial, mixed fluvial and glacial, and glacial environments. Experiment 12 Fig. 9 . Evolution of both maximum height (thicker line, left hand scale) and ice coverage (thinner line, below, right hand scale) over time for experiment 8.3. The "1"s roughly denote onset of the first period of glaciation, the "2"s roughly denote the onset of the second (see text).
highlights the influence of basal freezing by allowing such freezing to occur (experiment 12 is otherwise the same as experiment 11, allowing comparison between the two). The experiments performed in this section use the same K f /K g ratio used in experiment 3. This ratio is used so that the spatially integrated rate of erosion is largely constant throughout the glacial cycle, and so that changes in the amount of erosion do not create the changes in relief.
Transition from Fluvial to Glacial Conditions
Three climate scenarios are examined to demonstrate the effect glacial conditions have on relief: 1) Experiment 9 is run over 2.4 my and the surface temperature is forced to remain above 1 degree Celsius, regardless of altitude. This prevents snowfall, and thus the landscape experiences fluvial conditions for the duration of the model run. 2) Experiment 10 is run over 2.4 my and the surface temperature has a minimum value of 1 degree Celsius, regardless of altitude, for the first 1.4 my. Subsequent to this, the surface temperature is calculated in the same manner as the reference experiment (experiment 1). This simulates a fluvial landscape that is then subjected to cycles of glaciation. Basal freezing does occur during the coldest stages of the climate cycle. 3) Experiment 11 is run over 2.4 my and the surface temperature has a minimum value of 1 degree Celsius, regardless of altitude, for the first 1.4 my. Subsequent to this, the surface temperature is made independent of time ⌬T ϭ 0, and ⌬ T ϭ 8°C. This simulates a fluvial landscape that is then subjected to permanent glacial conditions. Basal freezing is not allowed to occur. The maximum peak elevations of these three experiments are compared in figure  10 . The three experiments are identical for the first 1.4 my, at which point glacial conditions start in experiments 10 and 11. The peak height of experiment 9 changes little throughout the last million years; steady state in a fluvial environment is almost achieved. Experiment 10's cycles of glaciation are reflected in the cyclic nature of its maximum peak height. Although peak height in experiment 10 occasionally overtakes peak height in experiment 9 during interglacial times, it is clear that fluvial conditions generally produce higher relief than glacial conditions. These experiments (9, 10, and 11) share the K f /K g ratio used in experiment 3. When this ratio is used, the rate of erosion and the rate of sediment yield are largely constant, regardless of the amount of glaciation. Hallet and others (1996) have shown that it is usual for glaciated basins to have higher rates of erosion than unglaciated basins. The value of the K f /K g ratio used in experiment 3 can therefore be considered to be the maximum possible value.
Lowering the K f /K g ratio leads to a relative increase in the rate of erosion during glacial times. Experiment 1 has a higher K f /K g ratio than experiment 3. Sediment yields are higher during glaciation in experiment 1 compared to those in experiment 3. This increase in relative erosion rate leads to a relative decrease in relief during glacial times.
The value of the ratio K f /K g used in experiment 3 therefore produces the highest possible relief associated with glaciation. It may therefore be stated that the model results suggest that glaciation results in a reduction of relief and that this result is independent of the absolute values of either K f or K g .
The Influence of Basal-freezing upon Relief during a Transition from Fluvial to Glacial
Conditions In experiments 9, 10, and 11, glacial freezing at the bed does not play a role. If freezing at the bed occurs, however, it can have an important impact on maximum peak height, and thus on relief. This is demonstrated by comparing the results of experiment 9 and the following experiment (experiment 12): Experiment 12 is run over 2.4 my and the surface temperature has a minimum value of 1 degree Celsius, regardless of altitude, for the first 1.4 my. Subsequent to this, the surface temperature is made independent of time (⌬T ϭ 0), and ⌬T ϭ 8°C. This simulates a fluvial divide that is then subjected to permanent glacial conditions. Ice is allowed to freeze to bedrock (unlike in experiment 11).
The maximum peak of experiments 11 and 12 and the number of frozen nodes in experiment 12 are shown in figure 10 . At the onset of glaciation the two experiments evolve in different directions. In experiment 12, in which a large amount of basal freezing is permitted, the peak height increases. This increase is attributable to the frozen ice protecting the bedrock from erosion.
Note, however, that the parameterization used in ICE CASCADE over-emphasizes the influence basal freezing has upon peak height. The shallow ice approximation used to model ice flow prevents ice free peaks (or nunataks) from forming. This protects frozen peaks, which could otherwise experience periglacial weathering. Furthermore, the model does not parameterize landslides at valley headwalls or sides, which is another important control on peak and ridge height. The numerical experiments undertaken in this study and the accompanying analysis suggest the following conclusions: 1) Glaciers concentrate erosion near peaks, even if net erosion is constant throughout the glacial cycle. 2) Fluvial erosion may be reduced downstream of glaciers when net precipitation and basin water balance are constant over the glacial cycle. 3) When glaciers are frozen to their base, relief can increase during glaciation.
4) The onset of glaciation does lead to substantial isostatically induced rock uplift when the flexural thickness is appropriate for the width of the orogen but is unlikely to play a major role in most natural orogens as the flexural thickness required is very low. 5) Glacially induced isostatic uplift does not usually result in an increased apparent peak height. 6) The net effect of glaciation on an active orogen in the absence of widespread frozen basal conditions is to decrease basin relief. This result is achieved without requiring external (field and laboratory) constraints upon erosional parameters. This result is independent of the absolute values of K f and K g . Although the results produced by this study do not support Molnar and England's (1990) contention that enhanced, glacial period erosion can lead to an increase in relief, they do suggest that relief may increase during cooling episodes as a consequence of diminished peak erosion due to the non-erosive nature of cold glaciers.
The model does predict an increased sedimentation flux during glacial/ interglacial cycles in comparison to non-cyclic, purely fluvial conditions. This result would tend to support the view put forward by Molnar and England (1990) and Zhang and others (2000) that a transition to a cooler environment can explain the increase in sedimentation rates observed over the late Cenozoic.
