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Abstract
We give a description of the Hochschild cohomology for noncommuta-
tive planes (resp. quadrics) using the automorphism groups of the elliptic
triples (resp. quadruples) that classify the Artin–Schelter regular Z-al-
gebras used to define noncommutative planes and quadrics. For elliptic
triples the description of these automorphism groups is due to Bondal–
Polishchuk, for elliptic quadruples it is new.
1 Introduction
Noncommutative algebraic geometry in the sense of Artin–Zhang concerns the
abelian categories associated to (not necessarily commutative) graded algebras,
giving rise to the category of coherent sheaves on (nonexistent) noncommuta-
tive projective varieties. An important class of such algebras is given by the
analogues of the (commutative) polynomial ring, and their properties have been
axiomatised by Artin–Schelter [2]. A full classification of 3-dimensional Artin–
Schelter regular algebras has been obtained by Artin–Tate–Van den Bergh [3, 4],
and it can be seen as the classification of noncommutative planes and noncom-
mutative quadrics. Indeed, there are precisely two types of graded algebras in
this case, distinguished by their Hilbert series, and which correspond to the
noncommutative analogues of P2 or P1 × P1.
More recently, Lowen–Van den Bergh developed a deformation theory for abelian
categories, generalising that of associative algebras [23, 24, 38]. They introduced
a notion of Hochschild cohomology for abelian categories, which in turn describes
the infinitesimal deformations as an abelian category. Based on the computation
of the Hochschild cohomology of cohP1 × P1 (see example 6) it becomes clear
that the classification of noncommutative quadrics is incomplete if one only
uses graded algebras. There should be 3 degrees of freedom, whereas graded
algebras only provide 2 degrees [37]. In op. cit. Van den Bergh generalised the
construction of noncommutative quadrics to use Z-algebras, and provides a clas-
sification of these in terms of geometric and linear data. For noncommutative
planes (where graded algebras do suffice, as in Artin–Tate–Van den Bergh [3, 4])
014A22, 16E40, 18E30
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the classification using Z-algebras [9] gives a more streamlined approach which
will be used here.
In this paper we describe the Hochschild cohomology of all noncommutative
planes and quadrics using geometric techniques. For the commutative case this
computation is an easy application of the Hochschild–Kostant–Rosenberg theo-
rem as in examples 5 and 6, but in the noncommutative case no such techniques
are available. The main observation from tables 1 and 2 is that noncommuta-
tive planes and quadrics have less (infinitesimal) symmetries or equivalently
that they are more (infinitesimally) rigid, which explains the dimension drop
we see happening in tables 1 and 2, and we give an explicit description of how
this dimension drop behaves for all cases in the classification.
In sections 2.1 and 2.2 we recall the various notions of Hochschild cohomology
of algebras, varieties and abelian categories and their properties required for
this paper. The translation between smooth projective varieties and associative
algebras will use exceptional objects, whose properties we quickly recall in sec-
tion 2.3. In section 2.4 we describe the technicalities regarding Z-algebras which
are necessary to define noncommutative planes and quadrics and describe their
classification. In section 2.5 we give an overview of a completely classical but
not so well-known classification of base loci of pencils of quadrics, which arise
as the point schemes of noncommutative quadrics.
The method of computing the Hochschild cohomology is given in section 3: it is
based on the Lefschetz trace formula for Hochschild cohomology as recalled in
section 3.1, and the description of the first Hochschild cohomology of a finite-
dimensional algebra as the Lie algebra of its outer automorphisms in section 3.2.
In section 3.3 it is explained how this group of outer automorphisms of the
finite-dimensional algebra can be related to the automorphism groups of the
corresponding Z-algebra, and hence by the geometric classification of noncom-
mutative planes (resp. quadrics) by Bondal–Polishchuk (resp. Van den Bergh) we
can reduce the problem to a purely geometric question regarding automorphism
groups of certain (possibly singular, possibly reducible, possibly nonreduced)
curves of arithmetic genus 1.
In section 4 we then give a description of the automorphism groups necessary
to apply corollary 37. For noncommutative planes this description is given in [9,
table 1], and recalled in table 4. For noncommutative quadrics this description
is new, and the details for the computations are given in section 4.2.
Another class of finite-dimensional algebras arising from algebraic geometry for
which the Hochschild cohomology is completely known is that of weighted projec-
tive lines [16]. Remark that in that case it turns out that there is no dependence
on the parameters (i.e. the location of the stacky points).
Conventions Throughout we will assume k to be an algebraically closed field
of characteristic not equal to 2, 3. When comparing Hochschild cohomology to
Poisson cohomology work over the complex numbers.
Acknowledgements The author would like to thank Shinnosuke Okawa, Brent
Pym, Fumiya Tajima and Michel Van den Bergh for interesting discussions.
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divisor dimk HH
1
ab(qgrA) dimk HH
2
ab(qgrA)
1. elliptic curve 0 2
2. cuspidal curve 0 2
3. nodal curve 0 2
4. three lines in general position 2 4
5. three lines through a point 2 4
6. conic and line in general posi-
tion
1 3
7. conic and tangent line 1 3
8. triple line 5 7
9. double line and line 3 5
commutative plane 8 10
Table 1: Hochschild cohomology of noncommutative planes
divisor dimk HH
1
ab(qgrA) dimk HH
2
ab(qgrA)
1. elliptic curve 0 3
2. cuspidal curve 0 3
3. nodal curve 0 3
4. two conics in general position 1 4
5. two tangent conics 1 4
6. conic and two lines in a triangle 1 4
7. conic and two lines through a point 2 5
8. quadrangle 2 5
9. twisted cubic and a bisecant 1 4
10. twisted cubic and a tangent line 1 4
11. double conic 3 6
12. two double lines 3 6
13. double line and two lines in general
position
3 6
commutative quadric 6 9
Table 2: Hochschild cohomology of noncommutative quadrics
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2 Preliminaries
In this section we recall the definition of Hochschild cohomology for different
types of objects, and its properties that we will need later.
2.1 Hochschild cohomology of abelian and differential graded
categories
It is well-known that Hochschild cohomology for associative algebras governs
their deformation theory. Its definition has been generalised to arbitrary dg cat-
egories [19], which we will quickly recall now. In section 2.2 we will specialise this
definition to associative algebras and smooth projective varieties, and discuss
some special properties.
Definition 1. Let C be a k-linear dg category. Its Hochschild complex CC•dg(C)
is the Tot
∏
of the complex whose term in degree p ≥ 0 is given by
(1)∏
C0,...,Cp
Homk (C(Cp−1, Cp)
• ⊗k C(Cp−2, Cp−1)
• ⊗k . . .⊗k C(C0, C1)
•,C(C0, Cp)
•)
with differentials as for the Hochschild complex of an associative algebra, and
which is zero in degree p ≤ −1. The cohomology of this complex is the Hochschild
cohomology of C, and will be denoted HH•dg(C).
We will also need the Hochschild cohomology of an abelian category A. This is
not the Hochschild cohomology of this abelian category considered as a k-linear
category giving rise to a dg category in degree 0. Rather, the definition is as
follows.
Definition 2. Let A be a k-linear abelian category. Its Hochschild cohomol-
ogy HH•ab(A) is defined as the Hochschild cohomology of the dg category associ-
ated to the k-linear subcategory of injective objects of the Ind-completion of A,
i.e.
(2) HH•ab(A) := HH
•
dg(Inj IndA).
This definition makes sense because for any abelian category we have that IndA
is a Grothendieck abelian category, hence has enough injective objects.
In [23, theorem 6.1] it is shown that the Hochschild cohomology of abelian
categories agrees with the Hochschild cohomology (as a dg category) of a dg en-
hancement of the (bounded) derived category of an abelian category in the
following way.
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Proposition 3 (Lowen–Van den Bergh). LetA be an abelian category. LetDbdg(A)
be the dg enhancement of Db(A) given by the full subcategory (of the dg cat-
egory of complexes in IndA with injective components) on the left bounded
complexes of injectives with bounded cohomology inside A. Then there exists
an isomorphism
(3) HH•ab(A)
∼= HH•dg(D
b
dg(A)).
This allows us to prove properties of the Hochschild cohomology using purely
algebraic techniques, in particular proposition 29, by taking the derived equiva-
lence of our category of interest qgrA with mod kQ/I given by proposition 19.
2.2 Hochschild cohomology of smooth projective varieties
and finite-dimensional algebras
The definition of Hochschild cohomology for a differential graded category as
given in section 2.1 agrees with the classical definition if one considers an associa-
tive algebra as a dg category with a single object, and morphisms concentrated
in a single degree, Moreover the Hochschild cohomology of a finite-dimensional
algebra agrees with the Hochschild cohomology of its derived category.
On the other hand, it is possible to give a geometric definition of the Hochschild
cohomology of a sufficiently nice scheme, in various ways [13, 32, 40]. It can
be shown that these in the setting of smooth and projective varieties over a
field they all agree with the Hochschild cohomology of a dg enhancement of the
derived category of the scheme. In particular we will denote by HH•(X) the
Hochschild cohomology of X for any of these definitions.
The following theorem comes in many flavours [17, 14, 32], we will need the
following version [40, corollary 0.6].
Proposition 4 (Hochschild–Kostant–Rosenberg). Let X be a smooth projec-
tive variety over a field of characteristic zero or p > dimX . Then there exists
an isomorphism
(HKR) HHi(X) ∼=
⊕
p+q=i
Hp(X,
∧q
TX).
Then the following calculation gives the Hochschild cohomology of the projective
plane and quadric.
Example 5. For the projective plane we have
(4)
HH0(P2) ∼= H0(P2,OP2),
HH1(P2) ∼= H0(P2,TP2),
HH2(P2) ∼= H0(P2,
∧2
TP2) ∼= H
0(P2,OP2(3)).
In particular, the dimensions are 1, 8 and 10 respectively.
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Another way of computing these dimensions, closer to the approach taken for
noncommutative planes, is by using that
(5)
HH1(P2) ∼= H0(P2,TP2)
∼= LieAut(P2)
∼= LiePGL3
∼= sl3
is 8-dimensional, combined with corollary 32 to determine the size of HH2(P2).
Example 6. For the quadric surface we have
(6)
HH0(P1 × P1) ∼= H0(P1 × P1,OP1×P1),
HH1(P1 × P1) ∼= H0(P1 × P1,TP1×P1),
HH2(P1 × P1) ∼= H0(P1 × P1,
∧2
TP1×P1) ∼= H
0(P1 × P1,OP1×P1(2, 2)).
In particular, the dimensions are 1, 6 and 9 respectively.
Another way of computing these dimensions, closer to the approach taken for
noncommutative quadrics, is by using that
(7)
HH1(P1 × P1) ∼= H0(P1 × P1,TP1×P1)
∼= LieAut(P1 × P1)
∼= Lie ((PGL2 × PGL2)⋊ Sym2)
∼= sl2 ⊕ sl2
is 6-dimensional, combined with corollary 32, to determine the dimension ofHH2(P1×P1).
2.3 Exceptional objects
We will quickly recall the notion of an exceptional collection, as we will use
this to reduce the description of the Hochschild cohomology of the abelian cat-
egory qgrA to that of a finite-dimensional algebra. For more background one is
referred to [28, §1].
Definition 7. Let C be an Hom-finite triangulated category. Then C ∈ C is
exceptional if
(8) HomC(C,C[n]) ∼=
{
k n = 0
0 n 6= 0.
A sequence of exceptional objects C1, . . . , Cn is an exceptional collection if
(9) HomC(Ci, Cj) = 0
whenever i > j. It is full if it generates the triangulated category. It is strong if
(10) HomC(Ci, Cj [n]) = 0
whenever i ≤ j and n 6= 0.
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Then by the following result of Baer and Bondal [6, 8] we have can study triangu-
lated categories with full and strong exceptional collections (and more generally
tilting objects) using purely algebraic means.
Proposition 8. Let C be a triangulated category that admits a full and strong
exceptional collectionC1, . . . , Cn. Denote A the endomorphism algebra of
⊕n
i=1 Ci.
Then the functor
(11) HomC
(
n⊕
i=1
Ci,−
)
: C→ Db(A)
is an equivalence of triangulated categories.
Remark 9. Hochschild cohomology is not an additive invariant, unlike e.g. Hochschild
homology or algebraic K-theory (for an introduction to additive invariants one
is referred to [33]). Therefore the presence of a full exceptional collection in the
derived category is not enough to determine the Hochschild cohomology. On the
other hand, if I denotes an additive invariant, then if C has a full exceptional
collection of length n we obtain that
(12) I(C) ∼= I(k)⊕n,
i.e. I(C) only depends on the length of the exceptional collection and the values
that I takes for the base field.
For Hochschild cohomology there will be a subtle dependence on gluing functors,
as in [19, 21]. On the algebraic level this means that the Hochschild cohomology
depends heavily on the relations in the quiver, as evidenced by the results in
this paper.
2.4 Artin–Schelter regular Z-algebras
In noncommutative algebraic geometry à la Artin–Zhang [5] one studies the
analogues of projective varieties by considering noncommutative graded algebras
and their “categories of (quasi)coherent sheaves” on them, by mimicking the
description of cohX provided by Serre’s theorem. An important class of such
noncommutative graded algebras is given by the appropriate analogues of the
(commutative) polynomial ring (which defines Pn), and a suitable definition for
these was found by Artin–Schelter [2].
For the purposes of this paper it will be important to extend the class of al-
gebras from which we will construct noncommutative projective varieties to
include Z-algebras [9, §4]. Recall that a Z-algebra is a non-unital associative
algebra A =
⊕
i,j∈Z Ai,j for which Ai,j is a finite-dimensional vector space, the
subalgebra Ai,i is isomorphic to k for all i ∈ Z, and Ai,j = 0 if j > i. The
multiplication law takes the grading into account, in the sense that it is of the
form
(13) Al,k ⊗Ai,j → δ
j
lAi,k.
The constructions from [5] can be generalised to this setting [37, §2], in particular
we have an abelian category qgrA for every (sufficiently well-behaved) Z-alge-
bra, which is the analogue of cohX for a smooth projective variety X . As in
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op. cit. we denote Pi,A = eiA, where ei is the local unit associated to i ∈ Z, and
we denote Si,A the unique simple quotient of Pi. The categories grA (resp. GrA)
are the analogues of the categories of graded modules over a graded algebra, and
are defined in [37]
Definition 10. Let A be a Z-algebra. Then A is Artin–Schelter regular if
1. A is connected, i.e. dimk Ai,j < +∞ for all i ≤ j, Ai,j = 0 for all i > j,
and Ai,i ∼= k for all i;
2. dimk Ai,j has growth bounded by a polynomial in j − i;
3. pdimSi,A < +∞, and is moreover bounded independently of i;
4. for all i ∈ Z
(14)
∑
j,k∈Z
dimk Ext
j
GrA(Sk,A, Pi,A) = 1.
There is no classification of 3-dimensional Artin–Schelter regular Z-algebras
as such, but based on the classification of 3-dimensional Artin–Schelter regular
graded algebras into two classes distinguished by their Hilbert series (or similarly
by the shape of the minimal projective resolution of the simple module k) [2]
the following definition is taken from [37, definition 3.1].
Definition 11. Let A be an Artin–Schelter regular Z-algebra. Then
1. A is 3-dimensional quadratic if the minimal resolution of Si,A is of the
form
(15) 0→ Pi+3,A → P
⊕3
i+2,A → P
⊕3
i+1,A → Pi,A → Si,A → 0;
2. A is 3-dimensional cubic if the minimal resolution of Si,A is of the form
(16) 0→ Pi+4,A → P
⊕2
i+3,A → P
⊕2
i+1,A → Pi,A → Si,A → 0.
Based on various properties of the graded algebras and their corresponding
abelian categories, the category qgrA associated to a 3-dimensional quadratic
(resp. cubic) algebra A is called a noncommutative plane (resp. noncommutative
quadric).
Example 12. Let B = k[x, y, z] be the commutative polynomial ring. One can
associate a Z-algebra Bˇ to it by setting Bˇi,j = Bj−i. Then qgrB ∼= qgr Bˇ ∼= cohP
2.
Example 13. The Z-algebra for the category cohP1 × P1 is not given by mim-
icking example 12 for the algebra k[x, y, z, w]/(xy − zw). The trivial module k
has infinite global dimension in this case, so its minimal projective resolution
cannot be of the prescribed form. This reasoning actually tells us that the only
commutative Artin–Schelter regular graded algebra is the commutative polyno-
mial ring.
Rather we need to look for a noncommutative graded algebra (or Z-algebra) B
such that qgrB ∼= cohP1×P1. This graded algebra is given by [37, example 5.1.1]
(17) B := k〈x, y〉/(x2y − yx2, xy2 − y2x).
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We will now summarise the main result of [9, 37], which is the classification of
the Artin–Schelter regular Z-algebras corresponding to noncommutative planes
(resp. quadrics). It gives an equivalence of categories between
1. the category of Z-algebras with morphisms being the isomorphisms,
2. the category of elliptic triples (resp. quadruples) with morphisms being
the isomorphisms (whose precise definition is given in section 4),
3. the category of linear algebra data that describes the composition law in
the quiver associated to the canonical full and strong exceptional collection
from proposition 19.
Remark 14. Observe that isomorphisms of Z-algebras correspond to equiv-
alences of the graded module categories [30]. We will come back to this in
the context of noncommutative planes (resp. quadrics) in remark 41 (resp. re-
mark 46).
In corollary 37 we will relate the outer automorphisms of the finite-dimensional
algebra described in the third part of the comparison to certain automorphisms
of the geometric data describing the noncommutative plane (resp. cubic), which
will allow us to give a description of the Hochschild cohomology.
We will change the terminology and notation from [9, §5, §6] to be consistent
with that of [37]. In that case the linear algebra data describing the Z-algebra
of a noncommutative plane is given by the following definition.
Definition 15. A geometric quadruple is a quadruple of vector spaces (V0, V1, V2,W )
such that dimk Vi = 3, and W ⊆ V0 ⊗ V1 ⊗ V2 has dimkW = 1, hence
we may assume that W = kw for some tensor w. We moreover ask that for
all j = 0, 1, 2 and for all restrictions w|vj for vj ∈ Vj \ {0} the associated bilin-
ear form Vj−1 ⊗ Vj+1 → k is of rank at least two (where the indices are taken
modulo 3).
We will say that it is elliptic if the determinant associated to the restriction wφj
is a cubic in P(Vj).
For the Z-algebra describing a noncommutative quadric the linear algebra data
is described as follows.
Definition 16. A geometric quintuple is a quintuple of vector spaces (V0, V1, V2, V3,W )
such that dimk Vi = 2, and W ⊆ V0 ⊗ V1 ⊗ V2 ⊗ V3 has dimkW = 1, hence
we may assume that W = kw for some tensor w. We moreover ask that for
all j = 0, 1, 2, 3 and for all φj ∈ V
∨
j \ {0}, φj+1 ∈ V
∨
j+1 \ {0}
(18) 〈φj ⊗ φj+1, w〉 6= 0,
where the indices are taken modulo 4.
Using [37, theorem 4.4] we will say that it is elliptic if it is not of the form F (A)
where A is a linear quadric, in the notation of loc. cit.
An isomorphism of quintuples is an isomorphism of the vector spaces Vi that
preserves the tensor w.
The classification result for noncommutative planes (resp. quadrics) is now given
by a triangle of categorical equivalences. For noncommutative planes it is a
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combination of [9, theorem 6.1 and theorem 6.2], together with the results of §4
of op. cit.
Proposition 17 (Bondal–Polishchuk). There exist equivalences of categories
between
1. elliptic quadratic Artin–Schelter regular Z-algebras;
2. elliptic triples;
3. elliptic geometric quadruples;
where the morphisms in each category are the isomorphisms of these objects.
For noncommutative quadrics it is given in [37, §4].
Proposition 18 (Van den Bergh). There exist equivalences of categories be-
tween
1. elliptic cubic Artin–Schelter regular Z-algebras;
2. elliptic quadruples;
3. elliptic geometric quintuples;
where the morphisms in each category are the isomorphisms of these objects.
One way of interpreting the linear algebra data in the classification is by the fol-
lowing description of the derived category of a noncommutative plane (resp. quadric).
Proposition 19. Let A be a quadratic (resp. cubic) three-dimensional Artin–
Schelter regular Z-algebra. Then Db(qgrA) admits a full and strong exceptional
collection
(19) Db(qgrA) =

〈
A˜, A˜(1), A˜(2)
〉
A quadratic〈
A˜, A˜(1), A˜(2), A˜(3)
〉
A cubic
whose structure is described by the quiver
(20)
x0
y0
z0
x1
y1
z1
resp.
(21)
x0
y0
x1
y1
x2
y2
and whose relations in the elliptic case can be obtained from the linear algebra
data in propositions 17 and 18 by considering the tensor w as a superpotential.
In particular we can use the agreement of various notions of Hochschild coho-
mology as discussed in sections 2.1 and 2.2 to get the following description.
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Corollary 20. Let A be a quadratic (resp. cubic) three-dimensional Artin–
Schelter regular Z-algebra. Let kQ/I be the endomorphism algebra of the full
and strong exceptional collection from proposition 19. Then we have an isomor-
phism of Gerstenhaber algebras
(22) HH•ab(qgrA)
∼= HH•(kQ/I).
2.5 Segre symbols
The classification of noncommutative planes using geometric data depends on
the classification of plane cubic curves [9, §6]. This classification is a classical
and well-known result, and will be used without further comment.
The classification of noncommutative quadrics using geometric data depends on
the classification of (2, 2)-divisors on P1×P1 [37, §4.4]. This is also classical, but
not so well-known. We will give some background to this classification, and in
table 3 we will introduce the labeling used in this paper for these divisors.
Such a (2, 2)-divisor is the base locus of a pencil of quadrics in P3, so we wish
to classify these base loci. We can represent elements of the pencil as a sym-
metric 4 × 4-matrix αM + βN , where M is the matrix describing P1 × P1 in
its Veronese embedding (in particular, it is of maximum rank) whilst N is any
other (non-zero) element of the pencil.
Definition 21. Let M be a square matrix of size n + 1. Let λ1, . . . , λe be the
eigenvalues of M , in decreasing order of algebraic multiplicity, and in case of
ambiguity increasing order of number of Jordan blocks with said eigenvalue.
Let (mj,1, . . . ,mj,fj ) be the sizes in decreasing order of the Jordan blocks with
eigenvalue λj in the Jordan normal form of M . Then the Segre symbol of M is
(23) [(m1,1, . . . ,m1,f1), . . . , (me,1, . . . ,me,fe)] .
If fj = 1, then we will write mj,1 instead of (mj,1).
The following result is the main reason why we are interested in Segre symbols
[11, theorem 8.6.3].
Proposition 22 (Segre). The base loci of two pencils of quadrics in Pn are
projectively equivalent if and only if the Segre symbols coincide and there exists
a projective isomorphism of the pencils that preserves the singular quadrics in
the pencil.
The main example we are interested in is for n = 3, in which case there are
precisely 14 possible Segre symbols, because there are 14 two-dimensional par-
titions of 4. The case [(1, 1, 1, 1)] corresponds to the situation where the two
quadrics coincide, so we ignore this. Then the possible Segre symbols and a de-
scription of the base locus are given in table 3. They are not ordered based on
the degeneration of the coincidence of the eigenvalues, rather they are grouped
based on their geometric properties, see also table 5. This mimicks the ordering
of the plane cubics used in [9, §6].
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divisor Segre symbol
Q1 elliptic curve [1, 1, 1, 1]
Q2 cuspidal curve [3, 1]
Q3 nodal curve [2, 1, 1]
Q4 two conics in general position [(1, 1), 1, 1]
Q5 two tangent conics [(2, 1), 1]
Q6 a conic and two lines in a triangle [2, (1, 1)]
Q7 a conic and two lines intersecting
in one point
[(3, 1)]
Q8 quadrangle [(1, 1), (1, 1)]
Q9 twisted cubic and a bisecant [2, 2]
Q10 twisted cubic and a tangent line [4]
Q11 double conic [(1, 1, 1), 1]
Q12 two double lines [(2, 1, 1)]
Q13 a double line and two lines [(2, 2)]
Table 3: Segre symbols for (2, 2)-divisors on P1 × P1
3 A description of Hochschild cohomology
In this section we give a general procedure to determine the dimensions of the
Hochschild cohomology groups, the actual computations are performed in sec-
tion 4. The idea is to use the Euler characteristic of the Hochschild cohomology
as in section 3.1, which in our case will only involve three terms by proposi-
tion 31. As HH0 will always be one-dimensional in this setting, it suffices to
compute HH1 to determine HH2, as in corollary 32. In section 3.3 we explain
how the Lie algebra of outer automorphisms of the finite-dimensional algebra
obtained by tilting theory is related to automorphisms of the geometric data
used in the classification of noncommutative planes and quadrics.
3.1 Euler characteristic of Hochschild cohomology
A first ingredient in the computation of the Hochschild cohomology of noncom-
mutative planes and quadrics is a Lefschetz type formula describing the Euler
characteristic of Hochschild cohomology of a smooth and proper dg category.
Recall that any such category admits a Serre functor on its derived category,
inducing by functoriality an automorphism S of the Hochschild homology.
For any smooth and proper dg category C we will denote
(24) χ(HH•(C)) = dimk HH
even(C)− dimk HH
odd(C) =
∑
i∈Z
(−1)i dimk HH
i(C)
the Euler characteristic of Hochschild cohomology, and likewise for the Hochschild
homology of C. We then have the following result [29, corollary 3.11].
Proposition 23. Let C be a smooth and proper dg category. Then
(25) χ(HH•(C)) = tr
(
S
−1|HHeven(C)
)
− tr
(
S
−1|HHodd(C)
)
.
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Because (−1)dimXS−1 is upper triangular we get the following corollary [29,
example 3.12].
Corollary 24. Let X be a smooth, projective variety. Then
(26) χ(HH•(X)) = (−1)dimXχ(HH•(X)).
Observe that in general the sum on the left-hand side of (26) runs from 0
to 2 dimX , whilst the sum on the right-hand side runs from − dimX to dimX ,
using the Hochschild–Kostant–Rosenberg theorem.
The main examples we are interested in are P2 and P1 × P1, which admit a full
and strong exceptional collection. In general, whenever we have a tilting object
(e.g. the direct sum of a full and strong exceptional collection) we can simplify
the right-hand side of (26).
Corollary 25. Let X be a smooth and projective variety with a tilting object.
Then
(27) χ(HH•(X)) = (−1)dimX dimk HH0(X).
Proof. By [10, theorem 4.1] we have that HHi(X) is concentrated in degree 0.
Observe that for smooth projective varieties admitting a full and strong ex-
ceptional collection we have that dimk HH0(X) = rkK0(X) is the number of
exceptional objects.
Remark 26. In the situation of corollary 25 it is possible to give a purely
algebraic proof of (27) using [15, theorem 2.2]. In this case one uses that the
Serre functor acts unipotently on K-theory [9, lemma 3.1], which is an invariant
of the derived category hence applies to the finite-dimensional algebra kQ/I.
It is important to note that the Serre functor acting unipotently only depends
on the structure of the quiver with relations, hence for any noncommutative
plane or quadric we will obtain the same result.
This already allows for a heuristic interpretation of the moduli spaces in the
case of noncommutative surfaces having a full and strong exceptional collection.
Observe that we always have HH0(X) ∼= k, so if HHi(X) = 0 for i ≥ 3 (i.e. that
all deformations are unobstructed), we have that
(28) dimHH2(X)− dimHH1(X) = rkK0(X)− 1
describes the number of moduli for (noncommutative) deformations of X . This
is indeed confirmed in the case of noncommutative planes (resp. quadrics) by
the classification of [3, 9] (resp. [37]). Observe that in both these cases the global
dimension of the algebra associated to the full and strong exceptional collection
is 2, see proposition 31.
Example 27. The classification of noncommutative projective planes is per-
formed in [9] in terms of quadratic Artin–Schelter regular Z-algebras. As dis-
cussed in section 4.1 the geometric data classifying these algebras is an elliptic
triple. In the generic case we are considering elliptic curves, and we see that
there are 1 + 2 − 1 = 2 moduli: one from the j-line, two from Pic3 C and we
subtract one from the one-dimensional automorphism group of C.
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Example 28. The classification of noncommutative quadrics is performed in
[37] in terms of cubic Artin–Schelter regular Z-algebras. As discussed in sec-
tion 4.2 the geometric data classifying these algebras is an elliptic quadruple.
In the generic case we are considering elliptic curves, and we see that there
are 1+3−1 = 3 moduli: one from the j-line, three from Pic2 C and we subtract
one from the one-dimensional automorphism group of C.
Similar observations apply to the other del Pezzo surfaces by [36].
3.2 First Hochschild cohomology as Lie algebra
As explained in [20], we have that Hochschild cohomology and its structure as a
super-Lie algebra is an invariant of the derived equivalence class. In particular,
when computing HH•ab(qgrA) we can compute this by using tools from the
representation theory of finite-dimensional algebras to compute HH•(kQ/I).
We are interested in the first Hochschild cohomology group, for which we have
the following description [12, 20].
Proposition 29. Let B := kQ/I be a finite-dimensional algebra. There exists
an isomorphism of Lie algebras
(29) (HH1(B), [−,−]) ∼= LieOut(B) = LieOut0(B).
Observe that this therefore describes the Lie algebra structure of HH1ab(qgrA).
It would be interesting to describe both the algebra structure of HH•ab(qgrA)
and the Lie module structure of HH≥2ab (qgrA). For the algebra structure it is
known (using a purely algebraic proof) for the commutative plane and quadric
that the cup products of elements in degree 1 generate the degree 2 part. On the
other hand, computations suggest that for noncommutative planes and quadrics
the algebra structure is usually trivial, i.e. all cup products are zero, except for
a few cases in the classification.
Remark 30. It is important to observe that Out(A) is not necessarily an in-
variant of the derived category, but Out0(A) is. Also, this description is valid
independent of the characteristic of k. Because we avoid char k = 2, 3 we will
have that the Out(A) in question are smooth algebraic groups.
To compute all dimensions of the Hochschild cohomology of a noncommutative
plane (resp. quadric) we will use that the finite-dimensional algebra obtained
by tilting is of global dimension 2, which limits the possibly nonzero Hochschild
cohomology spaces. Observe that in the commutative case we could have used
the Hochschild–Kostant–Rosenberg decomposition from (HKR).
Proposition 31. Let A be a quadratic (resp. cubic) Artin–Schelter regular Z-al-
gebra. Then we have that
(30) HHiab(qgrA) = 0
for i ≥ 3.
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Proof. Let B be a finite-dimensional algebra. We will denote the Hochschild
cohomology dimension by
(31) HH• - dimB := sup{n ∈ N | HHn(B) 6= 0}.
Because projdimBe B = gldimB we have that
(32) HH• - dimB ≤ gldimB.
We have that Db(qgrA) admits the tilting object constructed as the direct sum
of the A(i)’s for i = 0, . . . , 2 (resp. i = 0, . . . , 3).
In the quadratic case it is immediate that gldimB = 2 as gldimB ≤ #Q0 − 1,
and B is not hereditary.
In the cubic case use that there are precisely two relations of length 3 to conclude
by a computation that the projective dimension of the simple object associated
to A is 2.
Hence under the assumption that gldim kQ/I = 2 and that the Serre functor
acts unipotently on Hochschild homology, we can compute the dimension as
follows:
Corollary 32.
(33) dimk HH
i
ab(qgrA) =

1 i = 0
dimk LieOut
0(kQ/I) i = 1
#Q0 + dimHH
1(kQ/I)− 1 i = 2
0 i ≥ 3
.
Proof. We have that
(34) HH0ab(qgrA)
∼= HH0(kQ/I) ∼= Z(kQ/I) ∼= k
because the quiver is acyclic and connected.
The result now follows from proposition 29, proposition 31 and the proof of
corollary 25 because the unipotency of the Serre functor only depends on the
structure of the Cartan matrix, which is invariant under modifying the relations
in the quiver associated to a noncommutative plane (resp. quadric).
Remark 33. Observe that one expects a strong correspondence between the
Hochschild cohomology of a noncommutative plane (resp. quadric) and the Pois-
son cohomology of its semiclassical limit. In particular, working over the complex
numbers the dimension formula in corollary 32 is closely related to the results
of [18].
3.3 Identifying automorphism groups
The following theorem is the main tool in computing the Hochschild cohomology
of noncommutative planes and quadrics, and depends crucially on the classifica-
tion result for these objects. The lack of a classification is the main obstruction
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in systematically generalising the description of Hochschild cohomology for more
general noncommutative objects, such as the other noncommutative del Pezzo
surfaces, or noncommutative P3’s.
To a Z-algebra we can associate its truncation. This is a finite-dimensional alge-
bra, which is used in the classification of noncommutative planes and quadrics.
If A is an elliptic quadratic (resp. cubic) Artin–Schelter regular Z-algebra we
define the truncation Aσ as
(35) Aσ :=
n⊕
i,j=0
Ai,j
where n = 3 (resp. n = 4). It has the following easy but important interpretation
in terms of the exceptional collection of proposition 19.
Lemma 34. There exists an isomorphism
(36) Aσ ∼= kQ/I,
where kQ/I is the algebra associated to the full and strong exceptional collection
from proposition 19.
Proof. Because A is generated in degree 1 we can associate the arrows in the
quiver with a basis for the components Ai,i+1, and the obvious morphism in-
duced from this is an isomorphism by a dimension count.
We will write T (resp. Q) for the category of elliptic triples (resp. quadruples)
as introduced in section 2.4. Then for an object (C,L0,L1) we will consider the
automorphism group AutT(C,L0,L1) (and likewise for elliptic quadruples).
Theorem 35. Let A be an elliptic 3-dimensional quadratic (resp. cubic) Z-alge-
bra. LetAσ be the truncation ofA as in lemma 34. Let (C,L0,L1) (resp. (C,L0,L1,L2))
be the elliptic triple (resp. quadruple) associated to A. Then
(37) Autk(Aσ) ∼= AutT(C,L0,L1)
resp.
(38) Autk(Aσ) ∼= AutQ(C,L0,L1,L2).
Proof. For noncommutative planes it is shown in [9, proposition 5.8] that the
category O˜rd3 is equivalent to the category of non-degenerate quantum de-
terminants Q˜d3. This first category is precisely the category of path algebras
on 3 vertices with relations, with morphisms being the isomorphisms. We can
moreover restrict ourselves now to the subcategory Q˜d(3, 3, 3) of Q˜d3, consist-
ing of non-degenerate quantum determinants of the form ϕ : U ⊗k V ⊗kW → k
where dimk U = dimk V = dimkW = 3.
In [9, theorem 6.2] it is shown that the subcategory Ed of Q˜d(3, 3, 3) of tensors
for which the determinants of the restriction of ϕ to U , V orW are cubics in P2
(i.e. we are in the elliptic case) is equivalent to the category of elliptic triples T.
In particular, the automorphism groups for the Z-algebras for noncommutative
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planes are identified with the automorphism groups of the associated finite-
dimensional algebra, as in (37).
Similarly for noncommutative quadrics, we can use [37, corollaries 4.3 and 4.5]
for the relation between finite-dimensional algebras and noncommutative quadrics,
and [37, corollary 4.32] for the correspondence between automorphisms of the
finite-dimensional algebras with the automorphisms of the elliptic quadruples.
Remark 36. The structure of the objects in the subcategory Q˜d(3, 3, 3) in the
proof of theorem 35 rather corresponds to the exceptional collection OP2 ,TP2(−1),OP2(1)
on P2. For the actual computation of the Hochschild cohomology this does not
matter.
To apply proposition 29 we need to understand the outer automorphisms of
the endomorphism algebra of the full and strong exceptional collection. This is
achieved by the following corollary, where we denote AutL0,L1(C) for the sub-
group of Aut(C) preserving L0 and L1 (and likewise for an elliptic quadruple).
Corollary 37. In the notation of theorem 35 we have that
(39) Outk(kQ/I) ∼= AutL0,L1(C)
resp.
(40) Outk(kQ/I) ∼= AutL0,L1,L2(C).
Proof. By lemma 34 we can replace the truncated algebra Aσ by the endomor-
phism algebra of the full and strong exceptional collection.
Now we need to determine the role of the inner automorphisms in the description
(37) (resp. (38)). The inner automorphisms for kQ/I are given by conjugation
with an element of the form
∑n
i=1 αiei, with αi ∈ k
× and ei the idempotents
corresponding to the vertices, for n = 3 (resp. n = 4). These give an inner
automorphism group of the form k× × k× (resp. k× × k× × k×).
In the description of the automorphism of elliptic triples (resp. quadruples),
these are precisely the automorphisms of the pairs (resp. triples) of line bundles:
we have that Aut(Li) = k
×. So we obtain a short exact sequence
(41) 0→ k× × k× → AutT(C,L0,L1)→ AutL0,L1(C)→ 0
resp.
(42) 0→ k× × k× → AutQ(C,L0,L1,L2)→ AutL0,L1,L2(C)→ 0
Hence we have the description of the outer automorphisms of kQ/I as in (39)
(resp. (40)).
In section 4 we describe the automorphism groups in (39) and (40). For non-
commutative planes this description is already available in [9, table 6.1], whilst
for noncommutative quadrics it is new.
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3.4 Hochschild cohomology of Artin–Schelter regular al-
gebras
In the graded case one can also compute the Hochschild cohomology of A as
an algebra [22, §1.5]. In the quadratic case the Hochschild (co)homology is com-
puted for skew polynomial algebras in [39], and for the generic Sklyanin algebra
in [34]. In the generic Sklyanin-like cubic case there is [25].
Indeed, using Poincaré–Van den Bergh duality we conclude that the Hochschild
cohomology is just dual to the Hochschild homology [35]. One could ask whether
there is a connection between the Hochschild cohomology as an algebra, and
the Hochschild cohomology of its associated abelian category. The following ex-
amples shows that there is no straightforward connection, by exhibiting two
quadratic Artin–Schelter regular algebras, for which the zeroth Hochschild co-
homology is not the same, but the abelian categories are equivalent.
Example 38. Consider
(43)
A := k[x, y, z]
B := kq[x, y, z]
where kq[x, y, z] is the skew polynomial ring associated to the coefficient ma-
trix q = (qi,j) for which qi,j = q
−1
j,i . If q0,1q1,2q
−1
0,2 = 1, then the point variety
of B is isomorphic to P2 [7], and in particular qgrA ∼= qgrB.
But if the parameters qi,j are not roots of unity, then the ring is not finite over
its center [26]. In particular we have that
(44) HH0(A) = Z(A) = A 6∼= HH0(B)
This subtle dependence on the choice of the presentation disappears when con-
sidering the abelian category qgrA.
Also, the Hochschild homology of the algebra B lives in degrees 0, . . . , 3 and
again depends on the choice of parameters, whereas the Hochschild homology
of Db(qgrB) is computed from the exceptional collection, and hence isomor-
phic to 3 (resp. 4) copies of k [33]. Likewise there is no immediate connection
for the usual commutative polynomial ring A, or for other examples from the
classification of Artin–Schelter regular algebras.
4 Automorphisms of 3-dimensional Artin–Schelter
regular Z-algebras
We now describe the automorphism groups which are necessary to use corol-
lary 37.
4.1 Noncommutative planes
The classification of three-dimensional quadratic Artin–Schelter regular algebras
from proposition 17 by the classification of elliptic (and linear) triples. We are
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divisor Pic0 C AutL0,L1(C)
P1 elliptic curve C (Z/3Z)
⊕2
P2 cuspidal cubic Ga 1
P3 nodal cubic Gm Z/3Z
P4 three lines in general position Gm G
2
m ⋊ Cyc3
P5 three concurrent lines Ga G
2
a ⋊ Sym3
P6 conic and a line Gm Gm
P7 conic and a tangent line Ga Ga
P8 triple line Ga G
2
a ⋊ SL2
P9 double line and a line Ga Ga × (Ga ⋊Gm)
Table 4: Automorphism groups of elliptic triples
mostly interested in the elliptic case here, as the linear case corresponds to the
commutative projective plane, for which one can appeal to Hochschild–Kostant–
Rosenberg to compute the Hochschild cohomology as in example 5.
The notion of elliptic triple used in proposition 17 is defined as follows.
Definition 39. An elliptic triple is a triple (C,L0,L1) where
1. C is a curve;
2. L0 and L1 are non-isomorphic very ample line bundles of degree 3;
such that deg(L0|Ci) = deg(L1|Ci) for each irreducible component Ci of C.
The curve C can be interpreted as the point scheme, which is a fine moduli space
for point modules. We will not need this interpretation, but it is interesting to
observe that the infinitesimal automorphisms of the noncommutative object are
intimately related to the automorphisms of an associated commutative object.
To apply corollary 37 for the computation of HH•(qgrA) where A is an elliptic
quadratic Artin–Schelter regular Z-algebra describing a noncommutative plane
we need to compute the algebraic group AutL0,L1(C), where (C,L0,L1) is the
elliptic triple associated to A by proposition 17. This description can be found in
[9, table 1] and is recalled in table 4. Reading off the dimension of the algebraic
groups leads to table 1.
The main observation is the cohomology jump, arising from the fact that the
commutative plane has more symmetries than any of the noncommutative planes.
The generic quadratic Artin–Schelter regular algebra is of type P1, whose asso-
ciated finite-dimensional algebra has only finitely many outer automorphisms,
hence the associated noncommutative plane has no infinitesimal automorphisms.
Allowing the elliptic curve to degenerate further and further will usually increase
the size of the automorphism group.
Remark 40. A similar drop in the size of the automorphism group can be ob-
served for the automorphisms of “the affine complement of the point scheme C”.
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If A is a Sklyanin algebra associated to a point of infinite order it is claimed
in [27, proposition 2.10] that the automorphism group of this k-algebra is finite.
Remark that in table 4 all Sklyanin algebras are of type P1, and that the or-
der of the translation does not influence the outer automorphism group of the
algebra.
Remark 41. Observe that we are mostly interested in automorphisms of the
algebra kQ/I. These should somehow be related to autoequivalences of qgrA,
but there is no result relating the autoequivalences of an abelian category to its
first Hochschild cohomology.
If A is a quadratic Artin–Schelter regular Z-algebra the correspondence from
remark 14 can be extended to also include equivalences of the quotient category
[1, corollary A.10], i.e. equivalences of qgrA can be lifted back to equivalences
of grA. Such a result is not true for cubic Artin–Schelter regular algebras as we
will explain in remark 46.
4.2 Noncommutative quadrics
The classification of three-dimensional cubic Artin–Schelter regular algebras
from proposition 18 is described by the classification of elliptic (and linear)
quadruples. We are mostly interested in the elliptic case here, as the linear case
corresponds to the commutative quadric surface, for which one can appeal to
Hochschild–Kostant–Rosenberg to compute the Hochschild cohomology as in
example 6.
The notion of elliptic quadruple used in proposition 17 is defined as follows.
Definition 42. An elliptic quadruple is a quadruple (C,L0,L1,L2) where
1. C is a curve;
2. (L0,L1) and (L1,L2) embed C into P
1 × P1;
such that deg(L0|Ci) = deg(L2|Ci) for each irreducible component Ci of C, and
moreover L0 6∼= L2.
Remark 43. In [37] these are called admissible quadruples, but to make the
terminology consistent with [9] we have adapted the definition of ellipticity to
already include regularity and non-prelinearity.
Whereas the full case-by-case description of elliptic triples for noncommutative
planes is in the literature, the analogous description for elliptic quadruples is
not. The curve C in an elliptic quadruple is a (2, 2)-divisor on P1×P1, for which
we can use Segre symbols to distinguish these. Now to perform this case-by-case
analysis, we will distinguish the four types divisors, using the notation from
table 3, as given in table 5.
reduced nonreduced
irreducible Q1, Q2, Q3 Q11
reducible Q4, Q5, Q6, Q7, Q8, Q9, Q10 Q12, Q13
Table 5: 4 types of divisors
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Reduced and irreducible These cases (corresponding to cases Q1, Q2 and
Q3) are covered explicitly in [9] for the case of noncommutative planes, and the
proof can be adapted immediately to the case of P1×P1, using 2-torsion rather
than 3-torsion in Pic0 C.
Reduced, but reducible Cases Q4 up to Q10 are of this form.
For cases Q4, Q6, Q8 and Q9 we have that Pic
0 C ∼= Gm because the singularities
are all nodal. We can interpret Pic0 C as the gluing data for a line bundle.
Remark 44. Cases Q4 and Q9 are isomorphic as abstract schemes, but they
differ by their embedding into P3 and hence by the properties of the line bun-
dles Li.
In each case the normalisation consists of the appropriate number of copies of P1,
and to compute the automorphism groups one has to fix the preimages of the
singularities on each P1, so the automorphism group of each component is the
subgroup Gm of PGL2. Then it is possible to either permute the components
or permute the preimages of the singularities, which gives a semidirect product
of the torus with a finite group.
We will explicitly describe the action of AutC on PicC for case Q4, the oth-
ers are similar. The finite group in this case is Dih2 = Z/2Z× Z/2Z. One copy
of Z/2Z exchanges the components, the other switches the preimages (and there-
fore each component of the normalisation is flipped too). So the action on G2m of
the first copy exchanges the factors, whilst the second copy inverts both Gm’s.
The copies ofGm in AutC act by rescaling Pic
0 C taking into account the partial
degrees of the line bundle, i.e. λ ∈ Gm ⊆ AutC corresponding to component i
will rescale an element of Pic0 C ⊕Z⊕4 by λki , where ki is the partial degree on
the component i.
Finally, the first copy of Z permutes the copies of Z in PicC and inverts Pic0 C,
whilst the other only inverts Pic0 C.
For cases Q5, Q7 and Q10 have Pic
0 C ∼= Ga, which can now be interpreted as
the tangent space.
Remark 45. Cases Q5 and Q10 are isomorphic as abstract schemes, but their
embeddings in P1 × P1 are different.
The computation for Q5 (and hence Q10) is analogous to that of P7, except that
the line bundles Li will be different. To describe AutC we take the normalisation
which has 2 P1’s, where 1 point is fixed on each copy. So the automorphisms
of this configuration are (Ga ⋊ Gm)
2 ⋊ Sym2. Because the singularity is not
an ordinary multiple point we have to take into account that an automorphism
needs to act in the same way on the two tangent spaces at the common point.
Written in affine coordinates an element (ai, bi) ∈ Ga⋊Gm acts on x ∈ P
1\{∞}
as
(45) x 7→ aix+ bi
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where the point ∞ is the point being fixed. Then for the point at ∞ we have
that the action is
(46) x−1 7→ (aix+ bi)
−1 = x−1(ai + bix
−1)−1 = aix
−1 − bia
−1x−2
because infinitesimally we have that x−2 = 0. So the condition is that a1 = a2.
For case Q5, as in the case of P7 we get that fixing the first line bundle
(whose Pic0 C we take to be 0) implies taking the diagonal of the two copies
of Ga. By the choice of L0 the copy of Gm is preserved. Fixing L1 removes this
copy. The copy of Sym2 is preserved throughout.
For case Q10 on the other hand, we have that the degrees of the line bundles
are (2, 0) (resp. (1, 1)). Taking line bundle of degree (1, 1) the first step is the
same as in the previous paragraph, but the copy of Sym2 will disappear in the
second step.
The remaining case Q7 is similar to P5. Again the singularity is not an ordi-
nary multiple point, so to describe the automorphism group we need to take
the tangent space into account. If we let vi be the vectors that span the tan-
gent space at the singularity for each component, then the kernel is described
as v1 + v2 + v3 = 0. We computed the action of Ga ⋊ Gm on the tangent
space in the description of case Q5, so it acts by rescaling by ai, so to preserve
the kernel we need a1 = a2 = a3. The total automorphism group is there-
fore (G3a ⋊Gm)⋊ Sym3.
If we take the Picard group of the conic to be the first term in the Néron–Severi
group, then the degrees of Li are of the form (1, 1, 0) or (1, 0, 1). Hence we will
reduce Sym3 to Z/2Z and then to the trivial group. For the action on Pic
0 C,
we replace G3a by the G
2
a given by the kernel of the summation map, and Gm
acts non-trivially on each non-zero element of Pic0 C.
Nonreduced, but irreducible Only case Q11 is of this form. The automor-
phism group of the double conic is described in [4, proposition 8.22], and Pic0 C ∼= Ga.
Because PGL2 cannot act non-trivially on Pic
0 C we only need to describe the
action of Aut0 C, the automorphisms of C which induce the identity on the
reduced subscheme, defined by the ideal sheaf I.
We can interpret the factor Gm as automorphisms of the ideal sheaf. Hence
these act by rescaling H1(C, I) ∼= H0(P1,OP1). The factor Ga on the other hand
coming from Aut1(C) in the notation of loc. cit. will take the degree into account,
i.e. for β ∈ Aut1(C) and (n, λ) ∈ Z⊕ Pic0 C we have
(47) β(˙n, λ) = (n, λ+ nβ).
The result now follows.
Nonreduced and reducible Cases Q12 and Q13 are of this form. To describe
the automorphism group we use the technique from [4, proposition 8.22]. For
case Q12 the ideal sheaf is the line bundle OC(−1,−1), hence the automorphisms
which are the identity on the reduced subscheme are again Ga ⋊Gm. For case
Q13 this changes: the ideal sheaf is only supported on the double line, and there
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it is isomorphic to O(−2). The automorphisms which are the identity on the
reduced subscheme are therefore only Gm.
Unlike case Q11 where PGL2 acts trivially on Pic
0 C we have a nontrivial action
of the Gm-components coming from automorphisms of the underlying curve.
To see this, observe that we can describe Pic0 C using the long exact sequence
coming from the “partial normalisation” which is the morphism from two disjoint
double lines to two double lines. We get a long exact sequence
(48)
0→ k× → (k[x]/(x2))× ⊕ (k[y]/(y2))× → (k[x, y]/(x2, y2))2 → . . .
→ PicC → PicC1 ⊕ PicC2 → 0.
We realise Pic0 C as the cokernel of the appropriate map, which is the vector
space spanned by xy. To compute the action on Pic0 C by the component of
automorphisms coming from the reduced subscheme we again use the description
as for case Q5, and we see that to fix a non-zero element of Pic
0 C we need
the Gm’s to cancel their action, because the generator xy gets sent to a1a2 · xy,
where ai ∈ Gm.
The action of Ga ⋊ Gm coming from the automorphisms fixing the reduced
subscheme is as in the previous case. Hence we see that in the first step 1 copy
of Ga is removed, whilst in the second step we remove the copy of Gm coming
from the automorphisms of the ideal sheaf and we replace G2m by Gm.
For case Q12 this means that fixing L0 removes the automorphisms which leave
the curve and the ideal fixed. In the second step the action of all Gm’s is non-
trivial, and the diagonal subgroup ofG2m is considered. In the third step nothing
changes.
For case Q13 on the other hand the degree of the line bundles will play a role.
The automorphisms of the ideal sheaf will disappear in the second step as before.
Regarding the other components, the factor Sym2 disappears in the first step
by considering the partial degrees of the line bundle. In the second and third
step the Gm-components are paired together in two different ways, so that only
a single Gm remains.
Remark 46. In remark 41 it was explained that there is a correspondence
between equivalences of grA and qgrA where A is a quadratic Artin–Schelter
regular Z-algebra. For cubic Artin–Schelter regular Z-algebras such a result
is not true: by the translation principle there exist non-isomorphic Z-algebras
whose qgr’s are equivalent [37, §6].
This does not influence the method of proof taken in this paper, but it is in-
teresting to observe that only a discrete amount of information is added, which
is irrelevant when taking Lie algebras. It is expected that this is the only new
possibility for such a Morita equivalence [31, §11].
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⋊ Sym
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