Abstract: A general algorithm for decoding the binary systematic quadratic residue (QR) codes with lookup tables is presented in this study. The algorithm can be applied in decoding the QR codes with either reducible or irreducible generator polynomials. If the generator polynomial of the QR codes is reducible, the number of elements in the Galois field is less than the sum of all correctable error patterns. In other words, the mapping between elements of syndrome set and all correctable error patterns is not one to one. The key idea of decoding based on the mapping between the ordered q-tuples of the primary known syndrome and error patterns is one to one. In addition, the algorithm directly determines the error locations by lookup tables without the operations of multiplication over a finite field. According to the simulation result, the new lookup table decoding algorithm for the (31, 16, 7) QR code and the (73, 37, 13) QR code dramatically reduces the memory required by approximately 90 and 92%, respectively. Moreover, the high speed of decoding procedure could be utilised in modern communication system.
Introduction
Error-correcting code plays an important role in our modern life. The rapid growth of transmitting information makes it become a very important subject in applications used for wireless networking, satellite communication and automatic link establishment. The quadratic residue (QR) code is a very useful code [1] [2] [3] [4] [5] [6] [7] [8] and most of them are best-known codes [5] .
In the recent past, there were various methods for decoding the binary QR codes. At first, non-algebraic techniques had been considered to decode the QR codes [7] , such as Kasami's error-trapping method [9] and t-design decoding method [10] . In 1990, Reed et al. [5] proposed the shift search algorithm to decode the (24, 12, 8) QR code. The decoding algorithm of the (32, 16, 8) QR code in [6] is similar to Elia's algorithm [3] . Recently, by use of the inverse-free Berlekamp -Massey (IFBM) algorithm [11] , an algebraic decoding algorithm for QR codes [12 -14] has been applied to determine the error-locator polynomials. Based on those researches above, the algebraic decoders could be utilised for many other binary QR codes of codeword lengths up to 113 [15] .
In this paper, an efficient algorithm, named modified lookup tables decoding (MLTD) algorithm, based on the lookup table decoding (LTD) algorithm [2] for decoding the binary systematic QR codes is now proposed. Since the elements of the QR codes [6, 14, 16] with reducible polynomial is less than the sum of all correctable error patterns, new construction of lookup tables is necessary to fit the one-to-one correspondence between the correctable error patterns and syndromes in this paper. For example, the Galois field of the (31, 16, 7) QR code is GF (2 5 ) which contains only 2 5 ¼ 32 elements although the sum of all error patterns is
31 i = 4991. Moreover, the advantage of MLTD algorithm dramatically reduces the memory requirement because the error patterns of weight at most t 2 1, where t is error-correcting capability, are necessary to be stored in the tables. By the new construction of tables, a one-to-one mapping is thus established. The organisation of this paper is described as follows. In Section 2, some background of the binary QR codes is introduced. Section 3 consists of two subsections. To confirm a one-to-one correspondence between error pattern and syndrome vector, the new construction of lookup tables is shown in Section 3.1. Once the tables are constructed, the binary search algorithm introduced in Section 3.2 is utilised to find the syndromes vector in the tables faster. To decode the last error and save memory requirement of QR codes, the shift search algorithm is utilised and it is demonstrated in Section 4. A comparison among the direct method, the MLTD algorithm and the IFBM algorithm [13] for decoding of the (31, 16, 7) QR code is given in Table 2 . The decoding of the (73, 37, 13) QR code of the CPU time needed on Pentium D is given in Table 4 . Finally, the decoding flowchart is given in Figs. 1 and 2.
Terminology and background of the binary QR codes
Let n be a prime number of the form n ¼ 8l + 1, where l is a positive integer. The set Q n ¼ {j|j ; x 2 mod n for 1 ≤ x ≤ n 2 1} can be represented as a disjoint union of cyclotomic cosets modulo n. The cyclotomic cosets is defined as Q a ¼ {a2 j |j ¼ 0, 1, . . . , n a 2 1} where n a is the smallest positive integer such that a2 n a ; a mod n. The set U ¼ {u 0 , u 1 , . . . , u q }, consisting of all representatives of the QR code, is called the base set. Then one has a property of Q n = a[U Q a .
Let m be the smallest positive integer such that n divides 2 m 2 1 and let a be a generator of the multiplicative group of all non-zero elements in GF(2 m ). Then the element b ¼ a u , where u ¼ (2 m 2 1)/n is a primitive nth root of unity in GF(2 m ). A binary (n, k, d) QR code is a cyclic code with the generator polynomial of the form
For example, in the (31, 16, 7) QR code, there are three cyclotomic cosets, which are Q 1 , Q 5 and Q 7 with their corresponding minimal polynomials
respectively. Thus, the elements in the set becomes U ¼ {1, 5, 7}. Therefore the generator polynomial of the (31, 16, 7) QR code is g(
On the other hand, the (73, 37, 13) QR code the generator polynomial is g( 
) over GF (2 9 ). There are four cyclotomic cosets, which are Q 1 , Q 3 , Q 9 and Q 25 . Thus, the element is in the set U ¼ {1, 3, 9, 25}.
In this paper, the systematic encoding method is utilised to reduce the memory requirement. Let m(x) be the information message polynomial with its associated vector m ¼ (m 0 ,
) is transmitted through a noisy channel. After the noisy channel, the received codeword of form r ¼ c + e ¼ (r 0 , r 1 , . . . , r k22 , r k21 , r k , . . . , r n21 ) ¼ (r d , r m ) is obtained, where e ¼ (e 0 , e 1 , . . . , e n21 ) is the error vector and r m is equal to the information message that shifts k 2 1 positions in the received codeword and r d is the remainder portion of the c(x). The known syndrome is thus defined as
) where i [ Q n . Also, the syndrome S i can be written as
where l j is the error locator and v is number of errors.
Construction of tables and binary search algorithm
This section consists of two subsections. Section 3.1 describes how to generate the decoding tables based on a one-to-one mapping between syndrome and error pattern e(x), where wt⌊(e(x)) ≤ (d 2 1)/2⌋ and wt(e(x)) is the Hamming weight of e(x). In Section 3.2, the binary search algorithm is utilised to find the syndrome values of constructed tables. 
, which are shown in Table 2 .
According to (1) , one computes the syndromes corresponding to the received error patterns. The superscript v represents the v errors case of syndrome S i , where
i . To verify a one-to-one corresponding mapping between correctable error patterns and the syndromes, the definition of the syndrome for each error case is redefined as
The exact form of syndrome vector for each error case is derived as follows:
1. For no error occurred, the syndrome of S (0) = 0 2. For other errors occurred, the syndromes of
To confirm a one-to-one correspondence between the correctable error patterns and the syndromes, the following theorem is necessary.
is the reducible generator polynomial, where the set U ¼ {u 0 , u 1 , . . . , u q } is disjointed union of cyclotomic cosets modulo n that is equal to Q n . Suppose g i (x) be the minimal polynomial of b i , where i [ U and b is a primitive nth root of unity in GF(2 m ). Let (S
) be the syndrome vector of error patterns e 1 (x) and e 2 (x) with weight less than or equal to t, respectively. One has e 1 (x) ¼ e 2 (x) if and only if (S
Proof: If e 1 (x) and e 2 (x) are polynomials in the ring R ¼ GF(2[x]/(x n 2 1)). Then by division algorithm, e 1 (x) and e 2 (x) can be expressed as follows 1  1  1  8  1 3  2 6  2 5  1 6  2 7  3  6  2 4  3 0  1 1  2 8  1  2  5  20  9  26  29  2  17  19  15  23  25  25  2  12  2  4  17  29  10  17  6  13  18  3  22  4  26  23  10  11  3  8  31  24  11  7  30  31  19  6  4  26  27  11  7  8  4  16  12  22  12  14  9  21  20  12  20  27  28  22  27  17  5  5  25  16  13  28  8  9  21  24  14  15  29  9  24  19  6  10  18  7  14  29  13  5  22  21  19  18  30  18  23  30  7  20  16  3  15  31  28  14  23  15  21  10  ---- and
where (4) and (5), we obtain
and
Then sum of (2) and (3) is as follows
Since
. It means that e 1 (x) + e 2 (x) is a codeword. By hypothesis e 1 (x) and e 2 (x) are with weights less than or equal to t. If e 1 (x) = e 2 (x), the weight of the codeword e 1 (x) + e 2 (x) is no more than 2t. This contradicts the hypothesis that the minimal distance d ¼ 2t + 1. Thus, e 1 (x) and e 2 (x) are same error patterns of weight ≤t corresponding to the same syndrome (S
Note that, if syndrome vector is chosen as mentioned in Theorem 1, the corresponding error pattern is uniquely determined. Otherwise, we might find two different error patterns that match the same syndrome value. For example, in the (31, 16, 7) QR code, if we choose (S 1 , S 5 , S 9 ) instead of (S 1 , S 5 , S 7 ), the syndrome value of error pattern 1 + x 1 + x 3 in three-error case is equal to the syndrome of error pattern x 9 + x 10 in two-error case. Let e ¼ (e d , e m ) ¼ (e 0 , e 1 , . . . , e k22 , e k21 , e k , . . . , e n21 ), where e d ¼ (e 0 , e 1 , . . . , e k21 ) and e m ¼ (e k21 , . . . , e n21 ) be the remainder and message portion of c(x), respectively. With the definitions above, Table A stores S (1) , S (2) , . . . , S (t−1) in it and Table B records k bits length of error patterns e m , with the above definitions, the pseudo-code makes up two tables as given in Fig. 3 . 1  1  1  1  1 9  2 4  2 5 5  2 7 7  2 6 6  3 8  3 2 0  4 6 2  4 6 9  1 2 8  5 7  2 5 5  2 7 7  4 9  3 2 0  1  128  76  41  277  20  102  9  88  441  39  370  308  103  183  58  94  457  426  61  2  49  216  99  469  21  137  61  476  89  40  190  65  456  406  59  103  208  102  502  3  76  41  364  49  22  147  43  262  370  41  462  469  291  76  60  9  88  481  190  4  291  505  175  364  23  501  353  162  127  42  112  371  301  457  61  162  266  320  111  5  362  502  191  262  24  286  70  378  158  43  476  60  147  371  62  441  190  65  326  6  216  99  62  291  25  277  49  216  462  44  308  103  208  362  63  61  476  60  112  7  327  137  61  481  26  183  362  502  43  45  191  441  190  331  64  127  334  111  298  8  227  286  70  62  27  364  227  286  99  46  334  111  23  511  65  111  23  128  24  9  41  364  227  216  28  457  426  363  476  47  65  456  94  327  66  43  262  42  308  10  042  331  326  208  29  481  89  112  456  48  400  156  298  357  67  298  511  24 Furthermore, the MLTD algorithm constructs only one to two error cases in the tables, that is, the three-error case is omitted. Based on the number of error patterns and syndrome elements calculated above, the required memory size is thus reduced as To find the syndrome in the Lookup Table A faster, the binary search algorithm is invoked with initial low and high values
, the complexity of binary search is O(log 2 w) and the worst case of finding the correct element takes log 2 w comparisons, for an example, the (31, 16, 7) QR code of the worst case is searching at log 2 496 ¼ 8.954 , 9 times. The (73, 37, 13) QR code of the worst case is searching at log 2 1153327 ¼ 20.13 , 21 times. Therefore the binary search algorithm is utilised in the LTD algorithm [2] to look for the index corresponding to the syndrome in the Lookup Table A , and then the error pattern e m is obtained by index to be found in Lookup Table B . If the syndrome is not found in Lookup Table A , then the index value turns to 21 and the decoding procedure is terminated.
MLTD algorithm procedure
In this section, the shift search decoding algorithm [2] is employed to decode for the t-error case. The idea of shift search decoding algorithm is described as follows. From no error to t 2 1 error case, it is easy to decode directly by the MLTD decoding algorithm. Suppose more than t 2 1 error cases are received, saying t-error cases occurred, to decode the code for the t-error case by received r (x), one first changes one bit of the receive r(x), that is, let
Then, for each syndrome vector as follows
here q ¼ |U| 2 1. According to (7), vector S becomes
There is only the pth position that can match an error position and one needs to search at
, it becomes the syndrome of t 2 1 errors case that can be found in the Lookup Table A. Otherwise one obtains the syndrome of a t + 1 error case (i.e.
syndrome S (t+1) equals syndrome of S (v) , 1 ≤ v , t, the MLTD algorithm fails the decoding. To avoid this situation, the necessary condition of correcting exactly t-error case occurred is
To be satisfied (8) , the following theorem is needed. 
Therefore (9) holds for S (t ′ ) = S (d−t) and the theorem is proved. For example, the minimum distance of the (31, 16, 7) QR code is 7, one obtains S (1) = S (6) ,
and S (3) = S (4) . Although some syndromes of four-error case that could be equal to the syndromes of three-error case that is S (3) = S (4) , the MLTD algorithm would not fail to decode because the syndrome of three-error case does not exist in the tables. By use of full computer search shows that in (9) S (1) , S (2) and S (4) are disjoint. Note that, to reduce the memory requirement efficiently in decoding (73, 37, 13) QR code, at most two bits are changed in received codeword. By use of the idea, only one to four error cases are necessary to be constructed in the tables. According to Theorem 2, one has S (5) = S (8) and S (6) = S (7) . It means the MLTD algorithm would not fail to decode because the syndrome of five-and six-error cases do not exist in the tables. The MLTD algorithm, one constructs sorted syndrome elements in memory, namely set T. The set T is designated as
. Let e i be a set of binary The above new decoding scheme for the (31, 16, 7) QR code (see Fig. 1 ) has been verified exhaustively for v errors, where 0 ≤ v ≤ 3, by a software simulation of C computer language. Table 3 shows the comparisons among the direct method, the MLTD algorithm and the IFBM algorithm for every number of error cases. Based on an experiment of testing a million of codeword, the comparison with various different number errors is given in Table 3 . Also, decoding of the (73, 37, 13) QR code flowchart as shown in Fig. 2 that has been verified exhaustively six-error cases. Based on an experiment of testing a million of codeword, the comparison with various different number errors is given in Table 4 . The decoding algorithm for QR codes has been verified by Theory 1 and 2. Moreover, the simulation results of the bit error rate (BER) via a bit-energy-to-noisespectral-density ratio E b /N 0 for the (23, 12, 7), (31, 16, 7), (41, 21, 9) and (47, 24, 11) QR codes in an additive white Gaussian noise channel with binary phase-shift keying modulation are illustrated in Fig. 4 . The graph shows that the QR codes provide error control at received signal-tonoise ratio (SNR) as 7 dB remains fixed. The bit-error 
Conclusion
In this paper, the proposed algorithm generally decodes the QR codes with reducible polynomial and the QR codes with irreducible generator polynomials. One also simulates the algorithm in decoding of the (31, 16, 7) QR code and the (73, 37, 13) QR code [16] . The algorithm greatly reduces the memory of requirement of the lookup tables compared to the algebraic decoding and it performs efficiently in C programming. The memory requirement of (31, 16, 7) QR code and the (73, 37, 13) QR code are 1.93 Kbytes and 1 Mbytes, respectively. The algorithm could be utilised in the high speed and low memory requirement systems. Moreover, the algorithm can also decode the (89, 45, 17) QR code [14] .
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