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SOME INVERSE PROBLEMS IN PERIODIC HOMOGENIZATION
OF HAMILTON-JACOBI EQUATIONS
SONGTING LUO, HUNG V. TRAN, AND YIFENG YU
Abstract. We look at the effective Hamiltonian H associated with the Hamil-
tonian H(p, x) = H(p)+V (x) in the periodic homogenization theory. Our central
goal is to understand the relation between V and H. We formulate some inverse
problems concerning this relation. Such type of inverse problems are in general
very challenging. In the paper, we discuss several special cases in both convex
and nonconvex settings.
1. Introduction
1.1. Setting of the inverse problem. For each ε > 0, let uε ∈ C(Rn × [0,∞))
be the viscosity solution to the following Hamilton-Jacobi equation
(1.1)
{
ut +H
(
Duε, x
ε
)
= 0 in Rn × (0,∞),
uε(x, 0) = g(x) on Rn.
The Hamiltonian H = H(p, x) ∈ C(Rn × Rn) satisfies
(H1) x 7→ H(p, x) is Zn-periodic,
(H2) p 7→ H(p, x) is coercive uniformly in x, i.e.,
lim
|p|→+∞
H(p, x) = +∞ uniformly for x ∈ Rn,
and the initial data g ∈ BUC(Rn), the set of bounded, uniformly continuous func-
tions on Rn.
It was proved by Lions, Papanicolaou and Varadhan [15] that uε, as ε → 0,
converges locally uniformly to u, the solution of the effective equation,
(1.2)
{
ut +H(Du) = 0 in Rn × (0,∞),
u(x, 0) = g(x) on Rn.
The effective Hamiltonian H : Rn → R is determined by the cell problems as follows.
For any p ∈ Rn, we consider the following cell problem
(1.3) H(p+Dv, x) = c in Tn,
where Tn is the n-dimensional torus Rn/Zn. We here seek for a pair of unknowns
(v, c) ∈ C(Tn)×R in the viscosity sense. It was established in [15] that there exists
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a unique constant c ∈ R such that (1.3) has a solution v ∈ C(Tn). We then denote
by H(p) = c.
In this paper, we always consider the Hamiltonian H of the form H(p, x) =
H(p) + V (x). Our main goal is to study the relation between the potential energy
V and the effective Hamiltonian H. In the case where H is uniformly convex,
Concordel [5, 6] provided some first general results on the properties of H, which
is convex in this case. In particular, she achieved some representation formulas
of H by using optimal control theory and showed that H has a flat part under
some appropriate conditions on V . The connection between properties of H and
weak KAM theory can be found in E [9], Evans and Gomes [10], Fathi [12] and
the references therein. We refer the readers to Evans [11, Section 5] for a list of
interesting viewpoints and open questions. To date, deep properties of H are still
not yet well understood.
In the case where H is not convex, there have been not so many results on qual-
itative and quantitative properties of H. Very recently, Armstrong, Tran and Yu
[1, 2] studied nonconvex stochastic homogenization and derived qualitative proper-
ties of H in the general one dimensional case, and in some special cases in higher
dimensional spaces. The general case in higher dimensional spaces is still out of
reach.
We present here a different question concerning the relation between V and H.
In its simplest way, the question can be thought of as: how much can we recover
the potential energy V provided that we know H and H? More precisely, we are
interested in the following inverse type problem:
Question 1.1. Let H ∈ C(Rn) be a given coercive function, and V1, V2 ∈ C(Rn) be
two given potential energy functions which are Zn-periodic. Set H1(p, x) = H(p) +
V1(x) and H2(p, x) = H(p) + V2(x) for (p, x) ∈ Rn × Rn. Suppose that H1 and H2
are two effective Hamiltonians corresponding to the two Hamiltonians H1 and H2
respectively. If
H1 ≡ H2,
then what can we conclude about the relations between V1 and V2? Especially, can
we identify some common “computable” properties shared by V1 and V2?
To the best of our knowledge, such kind of questions have never been explicitly
stated and studied before. This is closely related to the exciting projects of going
beyond the well-posedness of the homogenization and understanding deep properties
of the effective Hamiltonian, which are in general very hard. In this paper, we discuss
several special cases in high dimensional spaces and provide detailed analysis in one
dimensional space for both convex and nonconvex H. Some first results for the
viscous case are also studied.
1.2. Main Results.
1.2.1. Dimension n ≥ 1.
Theorem 1.1. Assume V2 ≡ 0. Suppose that there exists p0 ∈ Rn such that H ∈
C(Rn) is differentiable at p0 and DH(p0) is an irrational vector, i.e.,
DH(p0) ·m 6= 0 for all m ∈ Zn \ {0}.
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Then
H1(p0) = H2(p0) and min
Rn
H1 = min
Rn
H2 ⇒ V1 ≡ 0.
In particular,
(1.4) H1 ≡ H2 ⇒ V1 ≡ 0.
Note that we do not assume H is convex in the above theorem. As V2 ≡ 0, it
is clear that H2 = H. The theorem infers that if H1(p0) = H(p0), minRn H1 =
minRn H and DH(p0) is an irrational vector, then in fact V1 ≡ 0. The requirement
on DH(p0) seems technical on the first hand, but it is, in fact, optimal. If the set
G = {DH(p) : H is differentiable at p for p ∈ Rn}
only contains rational vectors, (1.4) might fail. See Remark 2.1.
If neither V1 nor V2 is constant, the situation usually involves complicated dy-
namics and becomes much harder to analyze. In this paper, we establish some
preliminary results. A vector Q ∈ Rn satisfies a Diophantine condition if there exist
C, α > 0 such that
|Q · k| ≥ C|k|α for any k ∈ Z
n \ {0}.
Theorem 1.2. Assume that V1, V2 ∈ C∞(Tn).
(1) Suppose that H ∈ C2(Rn), supRn ‖D2H‖ < +∞ and H is superlinear. Then
for i = 1, 2 and any vector Q ∈ Rn satisfying a Diophantine condition,
(1.5)
∫
Tn
Vi dx = lim
λ→+∞
(
H i(λPλ)−H(λPλ)
)
.
Here Pλ ∈ Rn is choosen such that DH(λPλ) = λQ. In particular,
H1 ≡ H2 ⇒
∫
Tn
V1 dx =
∫
Tn
V2 dx.
(2) Suppose that H(p) = 1
2
|p|2. We have that, for i = 1, 2 and any irrational
vector Q ∈ Rn,
(1.6)
∫
Tn
Vi dx = lim
λ→+∞
(
H i(λQ)− 1
2
λ2|Q|2
)
and
(1.7) lim
λ→+∞
(
λ2|Q|2 − max
q∈∂Hi(λQ)
q · λQ
)
= 0
(3) Suppose that H(p) = 1
2
|p|2. If there exits τ > 0 such that
(1.8)
∑
k∈Zn
(|λk1|2 + |λk2|2)e|k|n+τ < +∞,
then
H1 ≡ H2 ⇒
∫
Tn
|V1|2 dx =
∫
Tn
|V2|2 dx.
Here {λki}k∈Zn are Fourier coefficients of Vi.
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Remark 1.1. Due to the stability of the effective Hamiltonian, (1.5) and (1.6) still
hold when V1, V2 ∈ C(Tn). The equality (1.6) is essentially known in case Q satisfies
a Diophantine condition. The average of the potential function is the constant term
in the asymptotic expansion. See [3, 7, 8] for instance.
Moreover, when H(p) = 1
2
|p|2, if V1 and V2 are both smooth, through direct com-
putations of the asymptotic expansions, H1 ≡ H2 leads to a series of identical
quantities associated with V1 and V2, which involve complicated combinations of
Fourier coefficients. It is very difficult to calculate those quantities and our goal is
to to extract some new computable quantitites from those almost uncheckable ones.
The above theorem says that the average and the L2 norm of the potential can be
recovered. See (2.28) for an explicit formula to compute the L2 norm. The fast
decay condition (1.8) is a bit restrictive at this moment. It can be slightly relaxed if
we transform the problem into the classical moment problem and apply Carleman’s
condition.
In fact, we conjecture that the distribution of the potential function should be de-
termined by the effective Hamiltonian under reasonable assumptions. When n = 1,
this is proved in Theorem 1.3 for much more general Hamiltonians. High dimensions
will be studied in a future work.
1.2.2. One dimensional case. When n = 1, we have a much clearer understanding
of this inverse problem. Let us first define some terminologies.
Definition 1.1. We say that V1 and V2 have the same distribution if∫ 1
0
f(V1(x)) dx =
∫ 1
0
f(V2(x)) dx
for any f ∈ C(R).
Definition 1.2. H : R→ R is called strongly superlinear if there exists a ∈ R such
that the restriction of H to [a,+∞) (H|[a,+∞) : [a,+∞) → R) is smooth, strictly
increasing, and
(1.9) lim
x→+∞
ψ(k)(x)
ψ(k−1)(x)
= 0 for all k ∈ N.
Here ψ = ψ(0) =
(
H|[a,+∞)
)−1
: [H(a),+∞)→ [a,+∞) and ψ(k) is the k-th deriva-
tive of ψ for k ∈ N.
Note that condition (1.9) is only about the asymptotic behavior at +∞. There
is a large class of functions satisfying the above condition, e.g. H(p) = ep, H(p) =
(c + |p|)γ for p ∈ [a,+∞) for any a ∈ R, γ > 1 and c ≥ 0. As nothing is required
for the behavior of H in (−∞, a) (except coercivity at −∞), H clearly can be
nonconvex.
Theorem 1.3. Assume n = 1 and V1, V2 ∈ C(T). Then the followings hold:
(1) If H is quasi-convex, then
V1 and V2 have the same distribution ⇒ H1 ≡ H2.
(2) If H is strongly superlinear, then
H1 ≡ H2 ⇒ V1 and V2 have the same distribution.
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When H is nonconvex, statement (1) in the above theorem is not true in gen-
eral. In order to discuss about the general nonconvex situation, we first need some
preparations.
Let us look at a basic nonconvex example of the Hamiltonians as following. This
is a typical example of a nonconvex Hamiltonian with non-symmetric wells. Choose
F : [0,∞)→ R to be a continuous function satisfying that (see Figure 1)
(i) there exist 0 < θ3 < θ2 < θ1 such that
F (0) = 0, F (θ2) =
1
2
, F (θ1) = F (θ3) =
1
3
,
and limr→+∞ F (r) = +∞,
(ii) F is strictly increasing on [0, θ2] and [θ1,+∞), and F is strictly decreasing
on [θ2, θ1].
1/ 2
1/ 3
0
F
rθ3 θ2 θ1
Figure 1. Graph of F
The nonconvex Hamiltonian we will use intensively is F (|p|).
For s ∈ (0, 1), denote Vs : [0, 1]→ R (see the left graph of Figure 2)
(1.10) Vs(x) =
{
−x
s
for x ∈ [0, s],
x−1
1−s for x ∈ [s, 1],
and extend Vs to R in a periodic way. Let Hs(p, x) = H(p) + Vs(x) for (p, x) ∈
Rn × Rn. Denote by Hs the effective Hamiltonian corresponding to Hs.
Definition 1.3. We say that V1, V2 ∈ C(T) are macroscopically indistinguishable
if
H1 ≡ H2
for any coercive continuous Hamiltonian H : R→ R.
Let Vˆ : [0, 1]→ R be a piecewise linear function oscillating between 0 and -1 (see
the right graph of Figure 2) such that
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• there exist 0 = a1 < c1 < a2 < · · · < am−1 < cm−1 < am = 1 for some m ≥ 2
and
Vˆ (ci) = −1 and Vˆ (ai) = 0,
• Vˆ is linear within intervals [ai, ci] and [ci, ai+1] for i = 1, 2, . . . ,m− 1.
Extend Vˆ to R in a periodic way.
Theorem 1.4. Let s ∈ (0, 1), V1 = Vˆ , V2 = Vs.
(1) V1 and V2 are macroscopically indistinguishable if
(1.11)
m−1∑
i=1
(ci − ai)
s
=
m−1∑
i=1
(ai+1 − ci)
1− s .
(2) For H(p) = F (|p|),
H1 ≡ H2 ⇒ (1.11) holds.
Remark 1.2. From the above theorem, we have that, for H(p) = F (|p|) and
s, s′ ∈ (0, 1), Hs′ ≡ Hs if and only if s = s′. This demonstrates a subtle dif-
ference between convex and non-convex case. If H : R → R is convex and even,
then the effective Hamiltonian H associated with H(p) + V (x) for any V ∈ C(Tn)
is also even. However, this symmetry breaks down for the non-convex Hamiltonian
H(p) = F (|p|) since
Hs(p) = H1−s(−p) 6= Hs(−p) if s 6= 1
2
.
−1
0
Vs
x
s 1
−1
0
V
∧
x
c1 c2 c3 c4a1 a2 a3 a4 a5 =1
Figure 2. Left: Graph of Vs. Right: Graph of Vˆ in case m = 5.
It is worth mentioning that (1.11) is actually equivalent to the fact that
(1.12)
m−1∑
i=1
(ci − ai) = s and
m−1∑
i=1
(ai+1 − ci) = 1− s.
The relation (1.12) says that the total length of the intervals where Vˆ is decreasing is
s and the total length of the intervals where Vˆ is increasing is 1−s. The assertion of
Theorem 1.4 therefore means that, Vˆ and Vs are macroscopically indistinguishable
if and only if the total lengths of increasing of Vˆ and Vs are the same and the total
lengths of decreasing of Vˆ and Vs are the same. In other words, the above means
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that the distribution of the increasing parts of Vˆ and Vs are the same, and so are
the decreasing parts.
We note that the requirement that Vˆ is piecewise linear is just for simplicity. See
Theorem 3.1 for a more general result.
The requirement that Vˆ is oscillating between 0 and −1, which is the same as
Vs, is actually much more crucial. If this is not guaranteed, then Vˆ and Vs are not
macroscopically indistinguishable in general. See Theorem 3.2 for this interesting
observation.
1.2.3. Viscous Case. We may also consider the same inverse problem for the viscous
Hamilton-Jacobi equation. For each p ∈ Rn, the cell problem of interest is
(1.13) − d∆w +H(p+Dw) + V (x) = Hd(p) in Tn
for some given d > 0. Due to the presence of the diffusion term, any detailed analysis
of the viscous effective Hamiltonian Hd(p) becomes considerably more difficult even
in one dimensional space. In this paper, we establish the following theorems which
is a viscous analogue of Theorem 1.1.
Theorem 1.5. Assume V ∈ C∞(Tn).
(1) Suppose that H ∈ C2(Rn), supRn ‖D2H‖ < +∞ and H is superlinear. Then
Hd(p) ≡ H(p) ⇒ V ≡ 0.
(2) Suppose that H(p) = |p|2. If Hd(p) = |p|2 + o(|p|2) for p in a neighborhood
of the origin O ∈ Rn, then V ≡ 0.
When n = 1 and H(p) = |p|2, the inverse problem is actually equivalent to the
inverse problem associated with the spectrum of the Hill operator L = − d2
dx2
− V ,
which has been extensively studied in the literature. See the discussion in Section
4 for details.
Theorem 1.6. Assume that V1, V2 ∈ C∞(Tn).
(1) Suppose that H ∈ C2(Rn), supRn ‖D2H‖ < +∞ and H is superlinear. Then
for i = 1, 2 and any vector Q ∈ Rn satisfying a Diophantine condition
(1.14)
∫
Tn
Vi dx = lim
λ→+∞
(
H i(λPλ)−H(λPλ)
)
.
Here Pλ ∈ Rn is choosen such that DH(λPλ) = λQ. In particular,
H1 ≡ H2 ⇒
∫
Tn
V1 dx =
∫
Tn
V2 dx.
(2) Let H(p) = |p|2. If Fourier coefficients of Vi satisfy (1.8), then
Hd1 ≡ Hd2 ⇒
∫
Tn
|V1|2 dx =
∫
Tn
|V2|2 dx.
(3) If n = 1 and H(p) = |p|2, then
Hd1 ≡ Hd2 ⇒

∫
T1 V1 dx =
∫
T1 V2 dx∫
T1 |V1|2 dx =
∫
T1 |V2|2 dx.
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Remark 1.3. Part (3) in the above theorem is optimal. We cannot expect to get
other identical norms of V1 and V2. See Remark 4.1 for the connection with the
KdV equation. This is different from the inviscid case.
Outline of the paper. In Section 2, we provide the proofs of Theorems 1.1 and
1.2. Section 3 is devoted to the proofs of Theorems 1.3 and 1.4 and further detailed
analysis in the one dimensional setting. The connection between the viscous case
and the Hill operator will be discussed in Section 4. The proofs of Theorem 1.5 and
1.6 are also given there.
Acknowledgement. We would like to thank Elena Kosygina for a suggestion in the
viscous case and proposing the name “macroscopically indistinguishable”. We are
also grateful to Abel Klein for very helpful discussions regarding the Hill operator.
2. Some results in the general dimensional case
Proof of Theorem 1.1. We first recall that as V2 ≡ 0, we have H2 = H and
therefore H1 = H.
Since minRn H1 = minRn H + maxRn V1, we deduce that maxRn V1 = 0. If V1 is
not constantly zero, without loss of generality, we may assume that for some r > 0
(2.15) V1(x) < 0 for x ∈ B(0, r).
Since Q = DH(p0) is an irrational vector, there exists T > 0 such that for any
x ∈ [0, 1]n, there exists tx ∈ [0, T ], zx ∈ Zn such that
(2.16) |x− txQ− zx| ≤ r
2
.
Let u(x, t) be the viscosity solution to
(2.17)
{
ut +H(Du) + V1(x) = 0 in Rn × (0,+∞),
u(x, 0) = p0 · x on Rn.
Then x 7→ u(x, t)− p0 · x is Zn-periodic for each t ≥ 0. Owing to (2.15), (2.16) and
the following Lemma 2.1, we have that
u(x, T ) > p0 · x−H(p0)T for all x ∈ Rn.
The continuity and periodicity of x 7→ u(x, T )− p0 · x then yield that
(2.18) δ = min
x∈Rn
{u(x, T )− p0 · x+H(p0)T} > 0.
Denote
u1(x, t) = u(x, t+ T ) +H(p0)T − δ for (x, t) ∈ Rn × [0,+∞).
In light of (2.18), u1(x, 0) ≥ p0 · x = u(x, 0) for all x ∈ Rn. The usual comparison
principle implies that u1 ≥ u. Hence
min
x∈Rn
{u1(x, T )− p0 · x+H(p0)T} ≥ δ.
Now for m ≥ 2, define
um(x, t) = um−1(x, t+ T ) +H(p0)T − δ for (x, t) ∈ Rn × [0,+∞).
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By using a similar argument and induction, we deduce that um ≥ u and
min
x∈Rn
{um(x, T )− p0 · x+H(p0)T} ≥ δ for all m ∈ N.
Accordingly, for all x ∈ Rn and m ∈ N,
u(x,mT ) ≥ p0 · x−H(p0)mT +mδ.
Therefore,
H(p0) = H1(p0) = lim
m→∞
−u(0,mT )
mT
≤ H(p0)− δ
T
,
which is absurd. So V1 ≡ 0. 
Lemma 2.1. Suppose that V1 ≤ 0 and u(x, t) is the viscosity solution of (2.17),
which is {
ut +H(Du) + V1(x) = 0 in Rn × (0,+∞),
u(x, 0) = p0 · x on Rn.
Suppose that H is differentiable at p0 and there exists a point (x0, t0) ∈ Rn×(0,+∞)
such that
u(x0, t0) = p0 · x0 −H(p0)t0.
Then
V1 (x0 − (t0 − s)DH(p0)) = 0 for all s ∈ [0, t0].
Proof. Choose a convex and superlinear Hamiltonian H˜ : Rn → R such that H˜ ≥ H,
H˜ is differentiable at p0,
H˜(p0) = H(p0) and DH˜(p0) = DH(p0).
Let u˜ : Rn × [0,+∞)→ R be the unique solution to{
u˜t + H˜(Du˜) + V1(x) = 0 in Rn × (0,+∞),
u˜(x, 0) = p0 · x on Rn.
By the comparison principle, we have that
u ≥ u˜ ≥ p0 · x− H˜(p0)t = p0 · x−H(p0)t in Rn × (0,+∞).
Hence
(2.19) u˜(x0, t0) = p0 · x0 − H˜(p0)t0.
The optimal control formula gives that
u˜(x0, t0) = min
γ∈Γx0,t0
{
p0 · γ(0) +
∫ t0
0
(L(γ˙(s))− V1(γ(s))) ds
}
.
Here Γx0,t0 is the collection of all absolutely continuous curves γ such that γ(t0) = x0.
Assume that u˜(x0, t0) = p0 ·ξ(0)+
∫ t0
0
L(ξ˙(s))−V1(ξ(s)) ds for some ξ ∈ Γx0,t0 . Since
L(ξ˙(s)) + H˜(p0) ≥ p0 · ξ˙(s) for a.e. s ∈ [0, t0], we have that
p0 · ξ(0) +
∫ t0
0
L(ξ˙(s))− V1(ξ(s)) ds ≥ p0 · x0 − H˜(p0)t0 −
∫ t0
0
V1(ξ(s)) ds
≥ p0 · x0 − H˜(p0)t0 = p0 · x0 −H(p0)t0.
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Accordingly, L(ξ˙(s)) + H˜(p0) = p0 · ξ˙(s) for a.e. s ∈ [0, t0] and V1(ξ(s)) = 0 for
s ∈ [0, t0]. So ξ˙(s) = DH˜(p0) = DH(p0) for a.e. s ∈ [0, t0]. Thus
V1(ξ(s)) = V1 (x0 − (t0 − s)DH(p0)) = 0 for all s ∈ [0, t0].

Remark 2.1. If the set
G = {DH(p) : H is differentiable at p for p ∈ Rn}
only contains rational vectors, the conclusion of Theorem 1.1 might fail. Below is
a simple example.
Let n = 2. Suppose that V ∈ C∞(T2) and V ≤ 0. Denote Q = [0, 1]2. We can
think of V as a function defined on Q with periodic boundary condition. Assume
further that ∂Q ⊂ {V = 0}. Let
H(p) = max{K1(p1), K2(p2)} for all p = (p1, p2) ∈ R2.
Here Ki ∈ C(R) is coercive for i = 1, 2. Then it is not hard to verify that
H(p) = H(p) = max{K1(p1), K2(p2)} for all p ∈ R2.
Proof of Theorem 1.2 (Part 1). We first prove (1.5) for i = 1.
Since Q satifies a Diophantine condition, there exists a unique smooth periodic
solution v (up to an additive constant) to
Q ·Dv = a1 − V1 in Tn,
for a1 =
∫
Tn V1 dx. Then it is easy to see that for vλ =
v
λ
,
H(λPλ +Dvλ) + V (x) = H(λPλ) + a1 +O
(
1
λ2
)
in Tn.
Let wλ ∈ C(Tn) be a viscosity solution to
H(λPλ +Dwλ) + V (x) = H1(λPλ) in Rn.
By looking at the places where wλ− vλ attains its maximum and minimum, we get
that
H1(λPλ) = H(λPλ) + a1 +O
(
1
λ2
)
,
which yields (1.5). 
Lemma 2.2. Assume that V ∈ C∞(Tn). Let H be the effective Hamiltonian asso-
ciated with 1
2
|p|2 + V . Then
|p|2 ≥ max
{Q∈∂H(p)}
p ·Q.
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Proof. If suffices to verify the above inequality at p0 ∈ Rn, which is a differentiable
point of H. Let w ∈ C0,1(Tn) be a viscosity solution to the cell problem
1
2
|p0 +Dw|2 + V (x) = H(p0) in Tn.
Choose µ to be a Mather measure associated with the Hamiltonian 1
2
|p0 + p|2 + V .
Mather measures are probability Borel measures on Rn×Tn = {(q, x)| q ∈ Rn, x ∈
Tn} which minimize the Lagrangian action among Euler-Lagrange flow invariant
probability Borel measures. See [10, 12] for the precise definition and relevant
properties. Denote by σ the projection of µ to the base space Tn. Then w is C1,1
on spt(σ),
1
2
|p0 +Dw|2 + V (x) = H(p0) on spt(σ).
Moreover,
p0 +Dw(x) = q on spt(µ),
∫
Rn×Tn
q dµ = DH(p0),
and ∫
Rn×Tn
q ·Dφ(x) dµ = 0 for any φ ∈ C1(Tn).
Therefore ∫
Rn×Tn
|q|2 dµ = p0 ·DH(p0)
and
|p0|2 =
∫
Rn×Tn
|q −Dw|2 dµ = p0 ·DH(p0) +
∫
Rn×Tn
|Dw|2 dµ.

Proof of Theorem 1.2 (Part 2). Next we prove (1.6). Since Q is just irrational,
the asymptotic expansion method is no longer applicable. The proof becomes more
involved and relies on the special structure of the quadratic Hamiltonian.
Step 1: We claim that for any λ > 0, there exists Q˜λ ∈ ∂H1(λQ) such that
(2.20) lim
λ→+∞
(
H1(λQ)− 1
2
Q˜λ · λQ
)
=
∫
Tn
V1 dx.
It suffices to prove the above claim for any sequence {λm} converging to +∞.
Without loss of generality, we consider the sequence {λm} such that λm = m for all
m ∈ N. For m ≥ 1, let
Hm(p, x) =
1
2
|Q+ p|2 + 1
m2
V1(x) for all (p, x) ∈ Rn × Rn,
and denote by Hm its corresponding effective Hamiltonian. Let wm ∈ C(Tn) be a
solution to the following cell problem
(2.21)
1
2
|Q+Dwm|2 + 1
m2
V1(x) = Hm(Q) in Tn.
By a simple scaling argument, we can easily check that
Hm(Q) =
1
m2
H1(mQ).
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Choose µm to be a Mather measure associated withHm. Denote σm as the projection
of µm to the base space Tn. Then wm is C1,1 on spt(σm),
1
2
|Q+Dwm|2 + 1
m2
V1(x) = Hm(Q) on spt(σm).
Moreover,
Q+Dwm(x) = q on spt(µm),
∫
Rn×Tn
q dµm = Qm ∈ ∂Hm(Q)
and ∫
Rn×Tn
q ·Dφ(x) dµm = 0 for any φ ∈ C1(Tn).
Accordingly,
Hm(Q) =
∫
Rn×Tn
1
2
|q|2 + 1
m2
V1(x) dµm and
∫
Rn×Tn
1
2
|q|2 dµm = 1
2
Q ·Qm.
Therefore∫
Rn×Tn
V1(x) dµm = m
2
(
Hm(Q)− 1
2
Q ·Qm
)
= H1(mQ)− 1
2
mQ ·mQm.
Upon passing a subsequence if necessary, we may assume that
µm ⇀ µ weakly in Rn × Tn,
for some probability measure µ in Rn×Tn. Let σ be the projection of µ to the base
space Tn. Owing to the following Lemma 2.3, we have that
Q = q on spt(µ) and
∫
Tn
Q ·Dφ(x) dσ = 0 for any φ ∈ C1(Tn).
Hence ∫
Tn
φ(x) dσ =
1
T
∫
Tn
∫ T
0
φ(x+ tQ) dtdσ.
Sending T → +∞, since Q is a irrational vector, we have that σ is actually the
Lebesgue measure, i.e.,∫
Tn
φ(x) dσ =
∫
Tn
φ(x) dx for any φ ∈ C1(Tn).
So ∫
Tn
V1(x) dx = lim
m→+∞
∫
Rn×Tn
V1(x) dµm = lim
m→+∞
(
H1(mQ)− 1
2
mQ ·mQm
)
.
Since Q˜m = mQm ∈ ∂H1(mQ), our claim (2.20) holds.
Step 2: Write
f(λ) =
1
2
λ2|Q|2 −H1(λQ) for λ ∈ (0,∞).
Then f is locally Lipschitz continuous. Owing to Lemma 2.2, f ′ ≥ 0 a.e. Also f is
uniformly bounded since
0 ≤ 1
2
|p|2 −H1(p) ≤ −
∫
Tn
V1 dx.
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Hence limλ→+∞ f(λ) exists and lim infλ→+∞ λf ′(λ) = 0. So there exists a sequence
λm → +∞ as m→ +∞ such that f is differentiable at λm and
lim
m→+∞
λmf
′(λm) = 0.
Note that if f is differentiable at λ, then
f ′(λ) = λ|Q|2 −Q · q
for any q ∈ ∂H1(λQ). Accordingly,
f ′(λm) = λm|Q|2 −Q · Q˜λm
for Q˜λm ∈ ∂H1(λmQ) from (2.20). Thus
lim
m→+∞
(λ2m|Q|2 − λmQ · Q˜λm) = 0.
Together with (2.20), we have that
lim
λ→+∞
f(λ) = lim
m→+∞
f(λm) = −
∫
Tn
V1 dx.
Combining this with Lemma 2.2 and (2.20), we also obtain (1.7). 
Lemma 2.3. Assume V ∈ C∞(Tn). For ε > 0, let vε ∈ C(Tn) be a viscosity
solution to
1
2
|P +Dvε|2 + εV (x) = Hε(P ) in Tn.
Then
(2.22) lim
ε→0
sup
x∈Rε
|Dvε(x)| = 0.
Here Rε = {x ∈ Tn : vε is differentiable at x}.
Proof. We argue by contradiction. If (2.22) were false, then there would exist δ > 0
such that, by passing to a subsequence if necessary,
lim
ε→0
|Dvε(xε)| ≥ δ
and vε(xε) = 0 for some xε ∈ Rε ∩ [0, 1]n. Let ξε : (−∞, 0] → Rn be the backward
characteristic associated with P · x+ vε with ξε(0) = xε. Then
ξ¨ε = −εDV (ξε) and ξ˙ε = P +Dvε(ξε),
and for any t2 < t1 ≤ 0,
(2.23) P · ξε(t1) + vε(ξε(t1))− P · ξε(t2)− vε(ξε(t2)) =
∫ t1
t2
1
2
|ξ˙ε(s)|2 +Hε(P ) ds.
Upon a subsequence if necessary, we assume that
lim
ε→0
ξε = ξ0 uniformly in C
1[−1, 0].
It is clear that ξ˙0 ≡ P˜ = P + P1 for some |P1| ≥ δ. However, it is easy to see that
lim
ε→0
Hε(P ) =
1
2
|P |2 and lim
ε→0
vε = 0 uniformly in Rn.
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Owing to (2.23), we obtain that
P · P˜ ≥ 1
2
|P˜ |2 + 1
2
|P |2.
So P = P˜ . This is a contradiction. 
Remark 2.2. If vε ∈ C∞(Tn) (e.g. in the regime of classical KAM theory), standard
maximum principle arguments lead to
max
Tn
|D2vε| ≤ C
√
ε.
for a constant C depending only on V and the dimension n. Hence
max
Tn
|Dvε| = O(
√
ε).
If P is an irrational vector, (1.6) implies that
∫
Tn |Dvε|2 dx = o(ε). Accordingly,
max
Tn
|Dvε| = o(
√
ε).
Higher order approximations for more general Hamiltonian can be found in [8].
Proof of Theorem 1.2 (Part 3). We now show that∫
Tn
|V1|2 dx =
∫
Tn
|V2|2 dx.
under the decay assumption (1.8).
Let Q be a vector satisfying a Diophantine condition. For i = 1, 2, we can
explicitly solve the following two equations in Tn by computing Fourier coefficients
(2.24)
{
Q ·Dvi1 = ai1 − Vi,
Q ·Dvi2 = ai2 − 12 |Dvi1|2.
Here ai1 =
∫
Tn Vi dx and ai2 =
1
2
∫
Tn |Dvi1|2 dx. Then for ε > 0 and i = 1, 2,
viε = εvi1 + ε
2vi2 satisfy
1
2
|Q+Dviε|2 + εVi = 1
2
|Q|2 + εai1 + ε2ai2 +O(ε3).
Suppose that wiε ∈ C(Tn) is a viscosity solution to
1
2
|Q+Dwiε|2 + εVi = H iε(Q) in Tn.
Here H iε is the effective Hamiltonian associated with
1
2
|p|2 + εVi. Since viε ∈
C∞(Tn), by looking at places where viε − wiε attains its maximum and minimum,
we derive that
H iε(Q) =
1
2
|Q|2 + εai1 + ε2ai2 +O(ε3).
Note that, for i = 1, 2,
H iε(Q) = εH i
(
Q√
ε
)
.
Accordingly,
H1 ≡ H2 ⇒
{∫
Tn V1 dx =
∫
Tn V2 dx∫
Tn |Dv11|2 dx =
∫
Tn |Dv21|2 dx.
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Recall that {λk1}k∈Zn and {λk2}k∈Zn are the Fourier coefficients of V1 and V2 re-
spectively. Since V1, V2 ∈ C∞(Tn), λki decays faster than any power of k, i.e. for
i = 1, 2 and any m ∈ N,
(2.25) lim
|k|→+∞
|λki| · |k|m = 0.
Note that we do not need the strong decay condition (1.8) at this point. Then for
any Q satisfying a Diophantine condition,
∫
Tn |Dv11|2 dx =
∫
Tn |Dv21|2 dx implies
that
(2.26)
∑
0 6=k∈Zn
|k|2|λk1|2
|Q · k|2 =
∑
06=k∈Zn
|k|2|λk2|2
|Q · k|2 .
Our goal is to verify that ∑
06=k∈Zn
|λk1|2 =
∑
06=k∈Zn
|λk2|2.
For δ > 0 and τ ′ = τ
2
, denote
Ωδ =
{
Q ∈ B1(0) : |Q · k| ≥ δ|k|n−1+τ ′ for all 0 6= k ∈ Z
n
}
.
Clearly, Ωδ is decreasing with respect to δ and ∪δ>0Ωδ has full measure, i.e.,
|∪δ>0Ωδ| = |B1(0)|. Due to (2.25), we can take derivatives of the above equality
(2.26). It leads to that, for any m ∈ N, δ > 0,
(2.27)
∑
06=k∈Zn
|k|2m|λk1|2
|Q · k|2m =
∑
06=k∈Zn
|k|2m|λk2|2
|Q · k|2m for a.e. Q ∈ Ωδ.
Owing to (1.8), we have that∑
06=k∈Zn
(|λk2|2 + |λk2|2)e
|k|
|Q·k| < +∞ for any Q ∈ Ωδ.
This, together with (2.27), implies that∑
0 6=k∈Zn
dk
(
1− cos
( |k|
|Q · k|
))
= 0 for a.e. Q ∈ Ωδ.
for dk = |λk2|2 − |λk2|2. Sending δ → 0, we derive that∑
06=k∈Zn
dk
(
1− cos
( |k|
|Q · k|
))
= 0 for a.e. Q ∈ B1(0).
Taking integration of the above with respect to Q in B1(0) leads to∑
06=k∈Zn
dk = 0.

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Remark 2.3. From the above proof, we actually derive that for i = 1, 2,
(2.28)
∫
Tn
|Vi|2 dx = 2
c0
∫
B1(0)
∞∑
m=1
(−1)m−1 ∆
(m−1)ai2(Q)
(2m)!(2m− 1)! dQ.
Here c0 =
∫
B1(0)
(
1− cos 1|x1|
)
dx, ∆(m) represents the m-th Laplacian and ai2(Q) =
1
2
∫
Tn |Dvi1|2 dx, i.e., the coefficient of ε2 in the asymptotic expansion. Furthermore,
it is clear that the conclusion of Theorem 1.2 only depends on the behavior of the
effective Hamiltonian when |p| is large. In fact, when n ≥ 2, for any M > 0, it is
easy to construct two different smooth periodic functions V1 and V2 with big bumps
such that V1 ≥ V2, maxTn V1 = maxTn V2 = 0 and
H1(p) ≡ H2(p) when H2(p) ≤M.
See (9.7) in [4] for instance.
3. Detailed analysis in the one dimensional case
3.1. Convex Case. We first present a proof of Theorem 1.3.
Proof of Theorem 1.3. The proof of part (1) is quite straightforward. By the
coercivity of H and the stability of H, we may assume that H(0) = 0 = minRH,
H is strictly increasing on [0,+∞) and is strictly decreasing on (−∞, 0]. In light of
this assumption, the formula of the effective Hamiltonian is given by
p =
∫ 1
0
H−1+
(
H i(p)− Vi(x)
)
dx for p ≥ p+,
H(p) ≡ 0 for p ∈ [p−, p+],
p =
∫ 1
0
H−1−
(
H i(p)− Vi(x)
)
dx for p ≤ p−.
Here
p± =
∫ 1
0
H−1± (−V1(x)) dx =
∫ 1
0
H−1± (−V2(x)) dx,
and H−1− , H
−1
+ are the inverses of H on [0,+∞) and (−∞, 0] respectively. Clearly,
H1 ≡ H2.
Let us prove the second part (2). Since minH i = maxR Vi, we may assume that
maxR Vi = 0 for i = 1, 2. Apparently, for i = 1, 2 and c ≥ H(a),
max
{
p ∈ R : H i(p) = c
}
=
∫ 1
0
ψ(c− Vi(x)) dx.
Hence ∫ 1
0
ψ(λ− V1(x)) dx =
∫ 1
0
ψ(λ− V2(x)) dx for all λ ≥ H(a).
Therefore ∫ 0
−M
ψ(λ− t) dF1(t) =
∫ 0
−M
ψ(λ− t) dF2(t) for all λ ≥ H(a).
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Here Fi(t) = |{x ∈ [0, 1] : Vi(x) ≤ t}| is the distribution function of Vi for i = 1, 2,
and −M < min{minV1, minV2}. Denote G(t) = F1(t)−F2(t) ∈ BV [−M, 0]. Then∫ 0
−M
ψ(λ− t)dG(t) = 0,
and G(0) = G(−M) = 0. By integration by parts, we derive that∫ 0
−M
ψ′(λ− t)Gdt = 0.
For m ∈ N ∩ [H(a) + 1,+∞), choose xm ∈ Im = [m,M +m] such that
|ψ′(xm)| = max
x∈Im
|ψ′(x)|.
Then
lim
m→+∞
maxx∈Im |ψ′(x)− ψ′(xm)|
|ψ′(xm)| ≤ limm→+∞maxx∈Im
M |ψ′′(x)|
|ψ′(x)| = 0.
Hence
(3.29)
∫ 0
−M
G(t) dt = lim
m→+∞
1
M
∫ 0
−M
ψ′(xm)− ψ′(m− t)
ψ′(xm)
G(t) dt = 0.
Define G0 = G and Gk(t) =
∫ t
−M Gk−1(s) ds for all k ∈ N. Through integration by
parts, using (1.9) and the similar approach to obtain the above (3.29), we derive
that for k ≥ 1, ∫ 0
−M
ψ(k+1)(λ− t)Gk(t)dt = 0 for all λ ≥ H(a) + 1,
and Gk(−M) = Gk(0) = 0, i.e.,∫ 0
−M
Gk−1(t) dt = 0.
Via integration by parts, it is easy to prove that the above equality leads to∫ 0
−M
tkGdt = k!(−1)k
∫ 0
−M
Gk dx = 0 for all k ∈ N ∪ {0}.
Hence G = 0 a.e. in [−M, 0]. Thus F1(t) = F2(t) a.e. in [−M, 0]. Since both F1
and F2 are right-hand continuous, we have that
F1 ≡ F2.

Remark 3.1. Clearly, the second part in the above theorem is not true if H is not
strongly superlinear. For example, for H(p) = |p|, then for i = 1, 2,
H i(p) =
0 if |p| ≤ −
∫ 1
0
Vi(x) dx,
|p|+
∫ 1
0
Vi(x) dx if |p| ≥ −
∫ 1
0
Vi(x) dx.
Therefore, in this case, H1 = H2 if and only if∫ 1
0
V1(x) dx =
∫ 1
0
V2(x) dx,
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which is clearly much weaker than assertion of (2).
In fact, it is not even true for some strictly convex Hamiltonians. For example,
let ψ ≥ 0 be a smooth and strictly concave function satisfying that ψ(0) = 0 and
ψ(q) = Ψ(q) = |q|(1− e−|q|) for |q| ≥ 3.
Then H = ψ−1 is strictly convex and coercive. Choose two smooth periodic functions
V1 and V2 with different distributions such that
• maxR Vi = 0 and {Vi ≥ −3} = [14 , 34 ] for i = 1, 2;
• V1 = V2 on [14 , 34 ] and
∫ 1
0
V1(x) dx =
∫ 1
0
V2(x) dx;
• Furthermore,∫ 1
0
V1(x)e
V1(x) dx =
∫ 1
0
V2(x)e
V2(x) dx,
∫ 1
0
eV1(x) dx =
∫ 1
0
eV2(x) dx.
Clearly, for any c ≥ 0,∫ 1
0
ψ(c− V1(x)) dx−
∫ 1
0
ψ(c− V2(x)) dx
=
∫ 1
0
Ψ(c− V1(x)) dx−
∫ 1
0
Ψ(c− V2(x)) dx = 0.
Thus
H1 ≡ H2.
Remark 3.2. When n ≥ 2, that V1 and V2 have the same distribution is not suffi-
cient to yield that H1 ≡ H2. Here is a simple example for n = 2.
Let H(p) = |p|2. For x = (x1, x2) ∈ R2, set
V1(x) = − sin(2pix2) and V2(x) = − sin(2pix1).
Clearly, V1 and V2 have the same distribution. However, H1 6= H2. In fact, it is
easy to see that
H1(p) = |p1|2 + h(p2) and H2(p) = |p2|2 + h(p1).
Here h(t) is given by
h(t) =
{
1 if |t| ≤ ∫ 1
0
√
1 + sin(2piθ) dθ,
|t| = ∫ 1
0
√
h(t) + sin(2piθ) dθ otherwise.
In fact, we should be able to identify precise necessary and sufficient conditions for
H1 ≡ H2 when V1 and V2 have finite frequencies. This will be in a forthcoming
paper.
3.2. Nonconvex Case.
Proof of Theorem 1.4. We proceed the proof in several steps.
Step 1: For s ∈ (0, 1), denote
p+,s = max{p ≥ 0 : Hs(p) = 0}.
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Let 
ψ1 =
(
F |[θ1,∞)
)−1
: [1
3
,+∞)→ [θ1,+∞),
ψ2 =
(
F |[θ2,θ1]
)−1
: [1
3
, 1
2
]→ [θ2, θ1],
ψ3 =
(
F |[0,θ2]
)−1
: [0, 1
2
]→ [0, θ2].
Define fs to be a periodic function satisfying that
fs(x) =
{
ψ3(−Vs(x)) for x ∈ [0, s3 ] ∪ [12 + s2 , 1]
ψ1(−Vs(x)) for x ∈ ( s3 , 12 + s2).
It is easy to check that any solution w′ = fs(x) is a viscosity solution to
F (|w′|) + Vs(x) = 0 in R.
We claim that
p+,s =
∫
[0,1]
fs(x) dx(3.30)
=
∫ 1
1
3
ψ1(y) dy +
∫ 1
3
0
ψ3(y) dy + (1− s)
∫ 1
2
1
3
(ψ3 − ψ1)(y) dy.
In fact, assume that v ∈ C0,1(R) is a periodic viscosity solution to
F (|p+,s + v′|) + Vs(x) = 0 in R.
Write u = p+,sx+ v. Obviously,
u′(x) ≤ fs(x) for a.e. x ∈ [0, 1]\
[
1
2
+
s
2
,
2
3
+
s
3
]
.
Suppose that there exists x0 ∈ (12 + s2 , 23 + s3) such that u′(x0) exists and
u′(x0) = ψj(−Vs(x0)) for j = 1 or j = 2.
Since u′((2
3
+ s
3
, 1)) ⊂ (−∞, θ3], due to Lemma 3.1, we have that
F (θ2) + Vs(x1) ≤ 0 for some x1 ∈
[
x0,
2
3
+
s
3
]
.
This is impossible since −Vs < 12 in
(
1
2
+ s
2
, 2
3
+ s
3
]
. Accordingly,
u′(x) ≤ ψ3(−Vs(x)) in
(
1
2
+
s
2
,
2
3
+
s
3
)
.
So u′(x) ≤ fs(x) and hence the first equality of claim (3.30) holds. An easy calcu-
lation leads to∫
[0,1]
fs(x) dx =
∫ 1
1
3
ψ1(y) dy +
∫ 1
3
0
ψ3(y) dy + (1− s)
∫ 1
2
1
3
(ψ3 − ψ1)(y) dy,
which implies the second equality of (3.30).
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Step 2: We show that Vˆ and Vs are macroscopically indistinguishable if (1.11)
holds. Now we only assume that H : R → R is continuous and coercive. Fix
s ∈ (0, 1), 1 ≤ i ≤ m− 1, and define V˜ ∈ C(T) as
V˜ (x) = Vs
(
x− ai
ai+1 − ai
)
for x ∈ [ai, ai+1].
Let H˜ be the effective Hamiltonian associated with H(p) + V˜ . Since V˜ is basically
a piecewise rescaling of Vs, H˜ ≡ Hs. For fixed p ∈ R, let v be a continuous periodic
viscosity solution to
H(p+ v′) + Vs(x) = Hs(p) in R
subject to v(0) = v(1) = 0. Define, for x ∈ [0, 1],
v˜(x) = (ai+1 − ai)v
(
x− ai
ai+1 − ai
)
for x ∈ [ai, ai+1], 1 ≤ i ≤ m− 1,
and extend v˜ to R in a periodic way. It is easy to check that v˜ is a viscosity to
H(p+ v˜′) + V˜ (x) = Hs(p) in R.
Next we set τ : R→ R as follows: when x ∈ [0, 1],
τ(x) =

ai + (ais − ai) x− ai
ci − ai for x ∈ [ai, ci],
ai+1 + (ais − ai+1) x− ai+1
ci − ai+1 for x ∈ [ci, ai+1],
for ais = (1 − s)ai + sai+1. Then extend τ ′ periodically. Owing to Lemma 3.2,
w′(x) = p+ v˜′(τ(x)) is a viscosity solution to
H(w′) + Vˆ (x) = Hs(p) in R.
Note that w′ is periodic and
w(1)− w(0) = p+
∫ 1
0
v˜′(τ(x)) dx
= p+ v(s)
(
m−1∑
i=1
(ci − ai)
s
−
m−1∑
i=1
(ai+1 − ci)
1− s
)
= p.
Hence H(p) = Hs(p). Here H represents the effective Hamiltonian associated with
H(p) + Vˆ .
Step 3: Finally, we prove that for H = F (|p|), H1 ≡ H2 implies that (1.11) holds.
In fact, assume that H1 ≡ H2 = Hs for some s ∈ (0, 1). Clearly, there exists a
unique s′ ∈ (0, 1) such that (1.11) holds, i.e.,
m−1∑
i=1
(ci − ai)
s′
=
m−1∑
i=1
(ai+1 − ci)
1− s′ .
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Due to the Step 2, Vˆ and Vs′ are macroscopically indistinguishable. In particular,
H1 ≡ Hs′ .
This implies Hs ≡ Hs′ . So p+,s = p+,s′ . By (3.30), s = s′.

The following lemma was proved in Armstrong, Tran, Yu [2]. We state it here
as it is needed in the proof of the above theorem. As its proof is simple, we also
present it here for the sake of completeness.
Lemma 3.1 (Generalized mean value theorem). Suppose that u ∈ C([0, 1],R) and,
for some a, b ∈ R,
u′(0+) = lim
x→0+
u(x)− u(0)
x
= a and u′(1−) = lim
x→1−
u(1)− u(x)
1− x = b.
Then the followings hold:
(i) If a < b, then for any c ∈ (a, b), there exists xc ∈ (0, 1) such that c ∈ D−u(xc),
i.e.,
u(x) ≥ u(xc) + c(x− xc)− o(|x− xc|) for x ∈ (0, 1).
(ii) If a > b, then for any c ∈ (b, a), there exists xc ∈ (0, 1) such that c ∈ D+u(xc),
i.e.,
u(x) ≤ u(xc) + c(x− xc) + o(|x− xc|) for x ∈ (0, 1).
Proof. We only prove (i). For c ∈ (a, b), set w(x) := u(x)− cx for x ∈ [0, 1]. There
exists xc ∈ [0, 1] such that
w(xc) = min
x∈[0,1]
w(x).
Note that xc 6= 0 and xc 6= 1 as c ∈ (a, b). Thus xc ∈ (0, 1), which of course yields
that c ∈ D−u(xc). 
Lemma 3.2. Suppose that τ : R → R is Lipschitz continuous and τ ′ > 0 a.e.
Assume that u is a viscosity solution of
H(u′) + V1(x) = 0 in R.
Let V2(x) = V1(τ(x)) and w
′(x) = u′(τ(x)). Then w is a viscosity solution to
H(w′) + V2(x) = 0 in R.
Proof. The proof follows a straightforward change of variables. We leave it as an
exercise for the readers. 
The following result is a more general version of Theorem 1.4. Before stating the
theorem, we first give a definition of the potential energy Vˆ1.
Let Vˆ1 : [0, 1]→ R be a function oscillating between 0 and −1 (see Figure 3) such
that
• there exist 0 = a1 < c1 < a2 < · · · < am−1 < cm−1 < am = 1 for some m ≥ 2
and
Vˆ1(ci) = −1 and Vˆ1(ai) = 0.
• Vˆ1 is strictly decreasing on [ai, ci] and is strictly increasing on [ci, ai+1] for
i = 1, 2, . . . ,m− 1.
Extend Vˆ1 to R in a periodic way.
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Figure 3. Graph of Vˆ1
Theorem 3.1. Fix s ∈ (0, 1). The two potentials Vs and Vˆ1 are macroscopically
indistinguishable if and only if, for all f ∈ C(R),
(3.31)
m−1∑
i=1
∫ ci
ai
f(Vˆ1(x)) dx =
∫ s
0
f(Vs(x)) dx = s
∫ 0
−1
f(y) dy,
and
(3.32)
m−1∑
i=1
∫ ai+1
ci
f(Vˆ1(x)) dx =
∫ 1
s
f(Vs(x)) dx = (1− s)
∫ 0
−1
f(y) dy.
The proof of this theorem is basically the same as that of Theorem 1.4. We hence
omit it. This result says that Vs and Vˆ1 are macroscopically indistinguishable if and
only if the distribution of the increasing parts and decreasing parts are the same
respectively. Note that both Vs and Vˆ1 are oscillating between 0 and −1 here.
Let Vˆ2 : [0, 1]→ R be a function (see Figure 4) such that
• Vˆ2(0) = 0, Vˆ2(16) = −25 , Vˆ2(13) = 0, Vˆ2(1130) = −25 , Vˆ2(23) = −1, Vˆ2(2930) = −25 ,
and Vˆ2(1) = 0.
• Vˆ2 is piecewise linear in the intervals [0, 16 ], [16 , 13 ], [13 , 1130 ], [1130 , 23 ], [23 , 2930 ], and
[29
30
, 1].
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Extend Vˆ2 to R in a periodic way. Note that we choose Vˆ2(16) = −25 for is just for
simplicity so that we can use the nonconvex F introduced earlier. It is clear that V 1
2
and Vˆ2 have the same distribution of the increasing parts as well as the decreasing
parts.
Theorem 3.2. The two potentials V 1
2
and Vˆ2 are not macroscopically indistinguish-
able.
Proof. Assume by contradiction that Vs and Vˆ2 are macroscopically indistinguish-
able.
Set H(p) = F (|p|) for p ∈ R. Recall that
p+, 1
2
= max{p ≥ 0 : H 1
2
(p) = 0},
and in light of Step 1 in the proof of Theorem 1.4, we have that
p+, 1
2
=
∫
[0,1]
f 1
2
(x) dx
=
∫ 1
1
3
ψ1(y) dy +
∫ 1
3
0
ψ3(y) dy +
1
2
∫ 1
2
1
3
(ψ3 − ψ1)(y) dy
=
∫ 1
3
0
ψ3(y) dy +
1
2
∫ 1
2
1
3
ψ3(y) dy +
1
2
∫ 1
2
1
3
ψ1(y) dy +
∫ 1
1
2
ψ1(y) dy.
Let H2 be the effective Hamiltonian associated with H(p) + Vˆ2(x), and
p+,2 = max{p ≥ 0 : H2(p) = 0}.
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The same method as Step 1 in the proof of Theorem 1.4 can be used to give that
p+,2 =
∫ 13
36
0
ψ3(−Vˆ2(x)) dx+
∫ 11
12
13
36
ψ1(−Vˆ2(x)) dx+
∫ 1
11
12
ψ3(−Vˆ2(x)) dx
=
∫ 1
3
0
ψ3(y) dy +
11
12
∫ 2
5
1
3
ψ3(y) dy +
1
12
∫ 2
5
1
3
ψ1(y) dy
+
1
2
∫ 1
2
2
5
ψ3(y) dy +
1
2
∫ 1
2
2
5
ψ1(y) dy +
∫ 1
1
2
ψ1(y) dy.
Therefore,
p+, 1
2
− p+,2 = 5
12
{∫ 2
5
1
3
ψ3(y) dy −
∫ 2
5
1
3
ψ1(y) dy
}
< 0,
which is absurd.

4. Viscous Case
For convenience, we set the diffusive constant d = 1 and write Hd(p) = H(p) in
this section.
4.1. Connection with the Hill operator. In this subsection, we assume n = 1.
Assume V ∈ C(T). For each p ∈ R, the cell problem of interest is
(4.33) − v′′ + |p+ v′|2 + V (x) = H(p) in T.
It is easy to see that
(4.34) |p|2 +
∫
T
V dx ≤ H(p) ≤ |p|2 + max
T
V.
Let us reformulate the question in the viscous case here for clarity.
Question 4.1. For i = 1, 2, let H i(p) be the viscous effective Hamiltonian associated
with Vi. Assume that
H1(p) = H2(p) for all p ∈ R.
What can we say about V1 and V2?
For λ ∈ C, let w1 solve{
−w′′1 = (λ+ V )w1 in (0, 1),
w1(0) = 1, w
′
1(0) = 0,
and w2 solve {
−w′′2 = (λ+ V )w2 in (0, 1),
w2(0) = 0, w
′
2(0) = 1.
Denote
M =
(
w1(1) w2(1)
w′1(1) w
′
2(1)
)
.
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It is clear that det(M) = 1, and therefore, A has two eigenvalues θ and 1
θ
. Denote
∆(λ) = θ +
1
θ
= w1(1) + w
′
2(1),
which is the so called discriminant associated with the Hill operator Q = − d2
dx2
−
V (x). See page 295 in [17]. One can easily show that ∆(λ) is an entire function.
Obviously, ∆(λ) ∈ R if λ ∈ R.
Lemma 4.1. For −λ ≥ minRH,{
p ∈ R : H(p) = −λ} = log(∆(λ)±√∆2(λ)− 4
2
)
.
Proof. Let H(p) = −λ and v be a solution to cell problem (4.33). Denote
w = e−(px+v).
Then w satisfies that {
−w′′ − V w = λw in R
w(1) = e−pw(0), w′(1) = e−pw′(0).
Assume that w = a1w1 + a2w2 for a1, a2 ∈ R. Then an easy calculation shows that
MA = e−pA,
for A = (a1, a2)
T . So e−p is an eigenvalue of M . 
Since ∆(λ) is an entire function, our inverse problem (Question 4.1) is equivalent
to the following question:
Question 4.2. For i = 1, 2, let ∆i(λ) be the discriminant associated with Vi. As-
sume that
∆1(λ) = ∆2(λ) for all λ ∈ R.
What can we say about V1 and V2?
It is known that the discriminant is determined by the spectrum of the Hill
operator: ∆1(λ) ≡ ∆2(λ) if and only if the following two Hill operators
L1 = − d
2
dx2
− V1 and L1 = − d
2
dx2
− V2
have the same eigenvalues. See Theorem XIII.92 in [17].
Remark 4.1. Unlike the inviscid one dimensional case, that V1 and V2 have the
same distribution is neither a necessary nor a sufficient condition for ∆1 ≡ ∆2
(equivalently, H1 = H2.)
To see the non-sufficiency is quite simple. As suggested by Elena Kosygina, fix
V ∈ C(T) and look at Vm = V (mx). Clearly, Vm and V have the same distribution.
However, as m → +∞, the viscous effective Hamiltonian associated with Vm con-
verges to the inviscid effective Hamiltonian associated with V . The invicid effective
Hamiltonian is always larger than the the viscous one for non-constant V .
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The non-necessity is more tricky. It is known that the KdV equation preserves
the discriminant. More precisely, if q(x, t) is a smooth space periodic solution to the
KdV equation
qt + qqx + qxxx = 0,
then the spectrum (or the discriminant) associated with the Hill operator
L = − d
2
dx2
− 1
6
q(·, t)
is independent of t. See [13, 14] for instance. However, the distribution of q(·, t)
is not invariant under the KdV equation. In fact, without involving derivatives of
q, only the quantities
∫
T q(x, t) dx and
∫
T q
2(x, t) dx are conserved. Hence (3) in
Theorem 1.6 is optimal.
4.2. Proof of Theorem 1.5.
Proof. We first prove (1). Owing to part (1) of Theorem 1.6, we have that∫
Tn
V dx = 0.
Since H is superlinear, we may choose p0 ∈ Rn such that
H(p0)−
√
1 + |p0|2 = min
Rn
(
H(p)−
√
1 + |p|2
)
= h0.
Denote H˜(p) =
√
1 + |p|2 + h0. Then H(p) ≥ H˜(p) and H(p0) = H˜(p0). Clearly,
H = H ≥ H˜ ≥ H˜ +
∫
Tn
V dx = H˜.
Here H˜ represents the viscous effective Hamiltonian associated with H˜ + V with
d = 1. Accordingly,
H˜(p0) = H˜(p0) +
∫
Tn
V dx = H˜(p0).
Let v0 ∈ C∞(Tn) be a solution to
−∆v0 + H˜(p0 +Dv0) + V = H˜(p0) = H˜(p0) in Tn.
Taking integration over Tn and using the strict convexity of H˜, we obtain that
Dv0 ≡ 0. Hence V ≡ 0.
Next we prove (2). Let v = v(x, p) ∈ C∞(Tn) be the unique solution to{
−∆v + |p+Dv|2 + V (x) = H(p) in Tn,∫
Tn v dx = 0.
Then w = e−v satisfies that
∆w − 2p ·Dw + V (x)w = (H(p)− |p|2)w in Tn.
For w0(x) = w(x, 0), it is clear that
(4.35) ∆w0 + V (x)w0 = 0 in Tn.
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Taking partial derivatives of w(x, p) with respect to p1 and evaluating at p = 0, we
obtain that, for w1(x) = wp1(x, 0) and w2(x) = wp1p1(x, 0),
(4.36) ∆w1 + V (x)w1 = 2wx1 in Tn
and
(4.37) ∆w2 + V (x)w2 = 4wx1p1 in Tn.
Accordingly, for Q = [0, 1]n, ∫
Q
w0wx1p1(x, 0) dx = 0.
This implies that
∫
Q
w1wx1(x, 0) dx = 0. In light of (4.36), one deduces that∫
Q
(|Dw1|2 − V (x)w21) dx = 0.
Since w0 > 0 is the principle eigenfunction of the symmetric operator L = −∆−V ,
we have that
0 = min
φ∈H1(Tn)
∫
Q
(|Dφ|2 − V (x)φ2) dx.
Hence w1 = λw0 for some λ ∈ R, which gives that wx1 ≡ 0. Similarly, we can show
that wxi(x, 0) ≡ 0 for i ≥ 2.
Therefore, w0 is a positive constant and V ≡ 0.

4.3. Proof of Theorem 1.6.
Proof. The proof of (1.14) is essentially the same as (1.5). Since Q satifies a Dio-
phantine condition, there exists a unique smooth periodic solution v (up to an
additive constant) to
Q ·Dv = a1 − V1 in Tn,
for a1 =
∫
Tn V1 dx. Then it is easy to see that for vλ =
v
λ
,
−∆vλ +H(λPλ +Dvλ) + V (x) = H(λPλ) + a1 +O
(
1
λ
)
in Tn.
Let wλ ∈ C∞(Tn) be a viscosity solution to
−∆wλ +H(λPλ +Dwλ) + V (x) = H1(λPλ) in Tn.
By looking at the places where wλ− vλ attains its maximum and minimum, we get
that
H1(λPλ) = H(λPλ) + a1 +O
(
1
λ
)
.
Next we prove (2). Let Q be a unit vector satisfying a Diophantine condition.
For i = 1, 2, we can explicitly solve the following equations in Tn by computing
Fourier coefficients
(4.38)

2Q ·Dvi1 = ai1 − Vi
2Q ·Dvi2 = ∆vi1
2Q ·Dvi3 = ai2 − |Dvi1|2 + ∆vi2.
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Here ai1 =
∫
Tn Vi dx and ai2 =
∫
Tn |Dv1|2 dx. Then for ε > 0, viε = ε2vi1+ε3vi2+ε4vi3
satisfy
−ε∆viε + |Q+Dviε|2 + ε2Vi = |Q|2 + εai1 + ε4ai2 +O(ε5).
Suppose that wiε ∈ C∞(Tn) is a solution to
−ε∆wiε + |Q+Dwiε|2 + ε2Vi = H iε(Q) in R.
HereH iε(Q) = ε
2H i(
Q
ε
) is the viscous effective Hamiltonian associated with |p|2+εVi
with d = ε. By looking at places where viε−wiε attains its maximum and minimum,
we derive that
H iε(Q) = |Q|2 + ε2ai1 + ε4ai2 +O(ε5).
To finish the proof, it suffices to show that for any Q satisfying a Diophantine
condition ∫
Tn
|Dv11|2 dx =
∫
Tn
|Dv21|2 dx,
then ∫
Tn
|V1|2 dx =
∫
Tn
|V2|2 dx.
From here, the proof goes exactly the same as that of (3) in Theorem 1.2.
Finally, (3) follows immediately from the fact that
v′i1 =
1
2
(ai1 − Vi) in T,
for n = 1, Q = 1 and i = 1, 2. 
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