Voice recognition systems are used to distinguish different sorts of voices. However, recognizing a voice is not always successful due to the presence of different parameters. Hence, there is a need to create a set of estimation criteria and a learning process using Artificial Neural Network (ANN). The learning process performed using ANN allows the system to mimic how the brain learns to understand and differentiate among voices. The key to undergo this learning is to specify the free parameters that will be adapted through this process of simulation. Accordingly, this system will store the knowledge processed after performing the back propagation learning and will be able to identify the corresponding voices. The proposed learning allows the user to enter a number of different voices to the system through a microphone.
Introduction
Voice recognition has been around for decades. However, it is surprising that only few people actually worked on it taking into account that it is very difficult for systems to succeed in understanding and differentiating human voices. It is known that voice recognition is a complex phenomenon. Voice is a dynamic process without clear distinguished parameters [1] . Hence, distinguishing tones and vibration is harder than it sounds. For this reason, there is a need to build a system which will be capable of recording the voice of a person, listen to it, and eventually recognize it. In order for this to be achieved, lots of efforts and implementations are required [2] .
Invented by Apple, Siri which is a computer program that works as an intelligent personal assistant and knowledge navigator was a hit in the field of voice recognition. Although helpful in answering questions and making recommendations, Siri recognizes the user based on the name provided while creating the Apple ID. Speech-to-text systems such as automated dialing and smart guidance systems for blind are also based on voice recognition but still lack machine intelligence and the ability to identify the user without referring to pre-provided written, registered or saved data of an account [3] , [4] , [5] .
In machine learning, Artificial Neural Networks or ANNs are a family of models inspired by biological neural networks (the central nervous system, in particular the human brain) which are used to estimate or approximate functions that can depend on a large number of inputs and are generally unknown. The accuracy of identification in neural networks is controllable because it is based on the number of samples fed to the system in the learning process. The higher the number of samples is, the more the accuracy of identification will be. Performing better than any other approaches, neural network is elected to tackle the problem of voice identification.
Hence, most common approaches to voice recognition are the fundamental frequency and the formant frequencies. The fundamental frequency is the lowest frequency of the voice signal, whereas the formant frequencies are fivefold; they are the resonances of the vocal tract system [6] . These basic parameters are to be considered as the experiential knowledge stimulated by the learning process of the neural network.
The main reason for using these approaches is to have an extreme accuracy in recognizing the voice. For this reason, the concept of voice recognition is initially used in order to allow the MATLAB software to understand the voice of the person [7] . The software itself will play the voice captured and will output the corresponding graph. These graphs help in calculating the five frequencies assigned to a specific person. Consequently, the program will save five frequencies for each input sentence on a text file; these frequencies represent the raw data of the learning process, so that the software only recognizes familiar voices. As a consequence, as soon as the person speaks any sentence to the computer through the microphone, the program will acquire the five different frequencies which are assigned to this person. The same person must enter different sentences with different voice levels for the learning to take as much examples as possible. Then, the program that was implemented in JAVA will take these input frequencies and perform the learning process. Therefore, no matter what condition a person may speak in, the program will be capable of identifying to whom each set of frequencies belongs.
Neural Network
The neural network used in this project is a Multilayer Perceptron (MLP). The MLP that is used in this system is made up of 6 input neurons, 1 hidden layer consisting of 4 neurons, and 2 output neurons.
Multilayer Perceptrons can be used in various applications that require classifications. Moreover, the MLPs are parallel structured networks that are fast in evaluating many examples and are robust on noisy training data [8] . In general, MLPs need non-linear function in order to undergo non-linear computations in order to perform the inputoutput mapping. The most common non-linear function used is known as the sigmoid activation function. The latter is used as teaching examples in MLPs. It makes computations easier than arbitrary activation functions. Moreover, it is used in MLPs to give logistic neurons real-valued output that is bounded function of their total input [9] . Accordingly, using the sigmoid function and the input-output mapping, the MLP performs the popular algorithm known as the error-correction learning rule. Basically, the aforementioned rule consists of two passes: forward pass and backward pass [10] . The backward pass or the back propagation is a learning procedure used in neural networks that repeatedly adjust the weights of the connections. This is done in order to minimize the measure of the difference between the actual output and the desired output [11] .
As a result, the network will be trained in order to differentiate between frequencies belonging to different voices. The architecture representation of the neural network used is shown in Fig. 1 . 
MATLAB Interface
The MATLAB part is considered to be the user interface of the system. It is where the voice is entered. The program will ask the user to record his/her voice as shown in Fig. 2 . Hence, the program will be responsible of analysing the voice signal and generating six parameters related to it, the fundamental frequency (F0) and five formant frequencies going from frequency F1 to frequency F5.
Consequently, the program will be fed by many examples of sets of voices of both men and women in order to build a database of sets of frequencies. Basically, the voice of a man will give frequencies ranging from 85Hz up to 180Hz, whereas the voice of a woman will give frequencies ranging from 165Hz up to 255Hz [12] .
In particular, the fundamental frequency (F0) for each input voice must be estimated in both the frequency domain and the time domain to be evaluated accurately.
Fundamental Frequency Estimation in the Frequency Domain
The obstacle of fundamental frequency (F0) estimation is to take a portion of a signal and find the dominant frequency of repetition. Difficulties are manifold, for not all signals are periodic; those that are periodic may be changing in fundamental frequency over the time of interest, signals may be contaminated with noise, even with periodic signals of other fundamental frequencies, signals that are periodic with interval T are also periodic with interval 2T, 3T…; Finding the smallest periodic interval or the highest fundamental frequency is a must, and even signals of constant fundamental frequency may be changing in other ways over the interval of interest [13] .
The change of accuracy of the Cepstrum in estimating the fundamental frequency (F0) of a signal is prone to the number of harmonics that this signal has. Harmonics are multiples of the fundamental frequency. So if the fundamental frequency is 100Hz, the harmonics will be 200Hz, 300Hz, 400Hz, 500Hz, and so on. Harmonics are not heard as separate tones because they have as increasingly lower amplitude than the fundamental frequency the higher up they go.
In fact, the spectrogram of the human voice reveals its rich harmonic content, which makes the Cepstrum a reliable way of acquiring an estimate of the dominant fundamental frequency (F0) for long, clean, stationary speech signals.
The Cepstrum is a Fourier analysis of the logarithmic amplitude of the spectrum of the signal. If the log amplitude of the spectrum contains many regularly spaced harmonics, then the Fourier analysis of the spectrum will show a peak corresponding to the spacing between the harmonics: i.e. the fundamental frequency. In fact, the periodicity in the spectrum itself is checked for the signal that is treated as another signal.
The Cepstrum is so-called because it turns the spectrum inside-out. The x-axis has the quefrency as unit. The peaks in the Cepstrum which are related to periodicities in the spectrum, are called harmonics.
To obtain an estimate of the fundamental frequency (F0) from the Cepstrum, a peak in the frequency region corresponding to typical speech fundamental frequencies is sought after. The Cepstrum works best when the fundamental frequency is not changing too rapidly, is not too high, and when the signal is relatively noise-free. A disadvantage of the Cepstrum is that it involves computationally-expensive frequency-domain processing [14] .
Fundamental Frequency Estimation in the Time Domain
The Cepstrum looks for periodicity in the logarithmic amplitude of the spectrum of the signal, whereas our perception of pitch is more strongly related to periodicity in the waveform itself. A means to estimate fundamental frequency (F0) from the waveform directly is to use autocorrelation. The autocorrelation function for a section of signal shows how well the waveform shape correlates with itself at a range of different delays. A periodic signal will be auto correlated well at very short delays and at delays corresponding to multiples of pitch periods.
The autocorrelation approach works best when the signal is of low, regular pitch, and when the spectral content of the signal is not changing too rapidly. The autocorrelation method is prone to pitch having errors when a delay of two pitch periods is chosen by mistake. It can also be influenced by periodicity in the signal caused by formant resonances, particularly for female voices where the frequency F1 can be lower in frequency than the fundamental frequency (F0) [13] .
In addition to the estimation of the fundamental frequency (F0), there exists a need to estimate the formant frequencies as well for accurate examination.
Formant Frequency Estimation
Estimation of formant frequencies is generally more difficult than estimation of the fundamental frequency (F0). The problem is that formant frequencies are properties of the vocal tract system and need to be inferred from the speech signal rather than just measured. The spectral shape of the vocal tract excitation strongly influences the observed spectral envelope, such that we cannot guarantee that all vocal tract resonances will cause peaks in the observed spectral envelope, or that all peaks in the spectral envelope are caused by vocal tract system resonances. The dominant method of formant frequency estimation is based on modelling the speech signal as if it was generated by a particular kind of source and then on filtering [15] .
This type of analysis is called source-filter separation and in the case of formant frequency estimation, we are interested only in the modelled system and the frequencies of its resonances. To find the best matching system we use a method of analysis called Linear Prediction.
Linear Prediction models the signal as if it was generated by a signal of minimum energy and being passed through a purely-recursive Infinite Impulse Response (IIR) filter. This idea can be demonstrated by using the Linear Prediction to find the best IIR filter from a section of speech signal and then by plotting the filter's frequency response.
To find the formant frequencies from the filter, we need to find the locations of the resonances that make up the filter. This involves treating the filter coefficients as a polynomial in order to find the roots [6] .
MLP Implementation
The system has to be trained to recognize the voice of the user. For this reason, and after an experimental observation, a neural network of 6 input neurons, 1 hidden layer consisting of 4 neurons, and 2 output neurons is used [16] , [17] , [18] .
Initially, the program asks the user to enter the number of samples per person and the value of the epochs. After entering the values, a set of arrays is created in order to store all the frequencies of the respective voice samples. The Java program asks the user to input all the values of the sets of frequencies that were acquired previously by the MATLAB program. As a result, the system will be trained with these set of voice examples. Effectively each voice sample will generate six frequencies which will be entered per iteration.
Each set of these six frequencies represents the values of the six input neurons. After the input values are fed to the network, a set of weights that connects the input neurons to the hidden layer are chosen randomly on one hand, and a set of weights that connects the hidden layer to the output neurons are chosen randomly on the other hand. Therefore, knowing the values of each input neuron and the values of the weights allows the system to start with the forward pass.
Forward Pass
The forward pass is used to calculate the initial values of the output neurons which consist the main key of the learning process [16] , [19] . Each input voice has a unique desired output. This output is used to specify how many trials the system needs in order to minimize the error as much as possible. The value of each desired output must be entered previously to the program prior to entering the values of the input frequencies because the former is a constant value.
Back Propagation
The back propagation algorithm starts by calculating the local gradient ( ) for each output neuron. The local gradient is used for the purpose of updating the weights. The value of the weights going from the neurons at the hidden layer to the input neurons must also be updated. From here, the local gradients at the neurons in the hidden layer must be calculated. The same procedure used to update the weights going from the output neurons to the hidden neurons is used to update the weights going from the hidden neurons to the input neurons [16] , [22] .
As a result, the values of the optimized weights connecting the input layer to the hidden layer are listed below in Table 1 and the values of the optimized weights connecting the hidden layer to the output layer are listed below in Table 2 . 
Real Time Testing
As said before, the target of the training is to obtain the optimized weights. These optimized weights are stored in a 'Data.sav' file. This file will be used by the Java Testing program to read the most updated weights and undergo the testing of four input voices. First of all, the user will enter his/her voice using a microphone to the MATLAB program. Accordingly, six frequencies will be generated and saved in the 'Frequencies.txt' file. These frequencies will then be read by the Java Testing program and stored in the array that will contain the six input parameters for the corresponding neural network. Example of this process is shown in Fig. 3 . Consequently, using the optimized weights and the respective input parameters the system will perform the forward pass again in order to obtain the values of the output neurons and decide which known user is using the system.
Results

Matlab Results
Initially, the MATLAB program asks the user to record his/her voice through the microphone. Accordingly, the program will take this input voice and will output six graphs showing different graphical constraints. The voice signal captured and sampled at two different sampling frequencies (top graphs), the Spectrum and the Cepstrum of the signal (middle graphs), the Autocorrelation and the Formant Frequencies Peaks graph (bottom graphs). An example is depicted in Fig. 4 .
As a result, the six frequencies will also be obtained as shown in Fig. 5 .
Java Results
As mentioned before, many samples of the same voice are recorded using the MATLAB program and given to the Java Learning program which outputs the values of 28 optimized weights going from the input layer to the hidden layer, and 10 optimized weights going from the hidden layer to the output layer. These weights are saved in the 'Data.sav' file. Concerning the testing phase, the user records his/her voice through the microphone to the MATLAB program which saves the generated frequencies in the'Frequencies.txt' file. The Java Testing program reads from both files; the values of the resulting synaptic weights from 'Data.sav' file and the values of the voice frequencies of the user from 'Frequencies.txt' file.
Afterwards, the Java Testing program performs the forward pass and the value of each output neuron will be compared with its corresponding desired output as shown in Table 3 . If the output neuron has a value equivalent to the desired output value of the input voice then a message will appear showing the name of the person having this desired output. If not, the program will choose the closest desired value and then a message will appear showing the name of the person having this desired output.
Based on the results calculated, a message is generated accordingly, prompting the user with a welcome sentence as shown in Fig. 6 . Although this system succeeded in recognizing and differentiating between 4 different voices, its success is not assured as the number of voices increases or tends to be extremely large. Since the number of input, hidden and output neurons as well as initial weights, biases and learning parameter values were identified based on experimental observations, then increasing or decreasing the number of voices that the system must recognize and differentiate may incur additional experiments in order to identify the best system topology that would provide highest precision and lowest percentage of error. Fig. 6 . Welcome Sentence for User 1.
Conclusion
Neural Networks are helping to shape the future right now by developing innovative and essential systems that can be used widely. Voice Recognition Systems are typical examples that have been developed successfully using the concept of neural networks. This system can understand and differentiate the voice just as well as the brain of the human being; it mimics how the brain learns to understand the voice.
This system is very essential when it comes to security due to its ability to recognize only the voices that it learned. Accordingly, this project can be incorporated to any security system, infrastructure or network. It can be included as well in phones, in cars or in houses as a pass-voice to grant the user access to his property.
