We establish some limit theorems for one-dimensional elephant random walk, including Berry-Esseen bounds, Cramér moderate deviations and local limit theorems. These limit theorems can be regarded as refinements of the central limit theorems for the elephant random walk. Moreover, by these limit theorems, we conclude that the domain of attraction of normal distribution mainly depends on a memory parameter p which lies between 0 and 3/4. R(q) random variable. For n ≥ 1, the position of the elephant at time n + 1 is
Introduction
The elephant random walk (ERW) was introduced by Schütz and Trimper [11] in order to study the memory effects in the non-Markovian random walk. The model has a link to a famous saying that elephants can remember where they have been. Since the seminal work of Schütz and Trimper [11] , the ERW has attracted a lot of attentions. A wide range of literature is available for the asymptotic behavior of the ERW and its extensions, see [1, 5, 2, 12, 3] . Baur and Bertoin [1] derived the functional limit theorems via a method of connection to Pólya-type urns. Coletti, Gava and Schütz [5] proved the central limit theorems (CLT) for p ∈ [0, 3/4] and a law of large numbers for p ∈ [0, 1). They also showed that if p ∈ (3/4, 1], then the ERW converges to a non-degenerate random variable which is not normal. Vázquez Guevara [12] gave the almost sure central limit theorems. For the extensions of ERW, we refer to Bercu and Lucile [3] and Gut and Stadtmüller [10] . Bercu and Lucile [3] established the CLT for the multi-dimensional ERW, and Gut and Stadtmüller [10] proved the CLT for ERW with delays.
The one-dimensional ERW can be defined as follows. It starts at time n = 0, with position S 0 = 0. At time n = 1, the elephant moves to 1 with probability q and to −1 with probability 1 − q, where q ∈ [0, 1]. So the position of the elephant at time n = 1 is given by S 1 = X 1 , with X 1 a Rademacher D −→ N (0, 1), n → ∞;
(1) and if p = 3/4, then S n √ n log n D −→ N (0, 1), n → ∞,
where D −→ stands for convergence in distribution. He also showed that when p ∈ (3/4, 1], the ERW converges to a non-normal random variable.
In this paper we are interested in the absolute and relative errors of the normal approximations (1) and (2) , and therefore we focus on the case where the memory parameter p which lies between 0 and 3/4. For the absolute errors of the normal approximations, we established the Berry-Esseen bounds. For the relative errors of the normal approximations, we obtain the Cramér moderate deviations, which conclude that the domain of attraction of normal distribution mainly depends on the memory parameter p. Moreover, the local limit theorems for ERW are also established.
The paper is organized as follows. In Section 2, we present our main results, including the Berry-Esseen bounds, Cramér moderate deviations and local limit theorems. The proofs of our results are given in Section 3.
Throughout the paper, C and C α , probably supplied with some indices, denote respectively a generic positive absolute constant and a generic positive constant depending only on α. For two sequences of positive numbers (a n ) and (b n ), we write a n ≍ b n if there exists an absolute constant C > 0 such that a n /C ≤ b n ≤ Ca n for all sufficiently large n. We also write a n ∼ b n if lim n→∞ a n /b n = 1. Moreover, θ i 's stand for values satisfying |θ i | ≤ 1.
Main results

The Berry-Esseen bounds
Denote by
the absolute error of the normal approximation. The upper bounds of D(X) are called the Berry-Esseen bounds. For p ∈ [0, 3/4], denote a n = Γ(n)Γ(2p) Γ(n + 2p − 1)
and
In particular, if p = 1/2, then we have a n = 1 and v n = n. By Stirling's formula
we deduce that lim n→∞ a n n 2p−1 = Γ(2p).
Moreover, in the diffusive regime (0 ≤ p < 3/4), we have
and, in the critical regime (p = 3/4), it holds
Our first result concerns the Berry-Esseen bounds for the ERW, which shows that the absolute errors of normal distribution mainly depends on the memory parameter p. Theorem 2.1. We have the following Berry-Esseen bounds.
[iii] If p = 3/4, then
Notice that the convergence rate of the bound (6) coincides with the best possible Berry-Esseen bound C log n √ n for martingales, see Theorem 2 of Bolthausen [4] . Thus, the convergence rate of (6) is the best possible that can be obtained via martingale method.
The following result is a simple consequence of Theorem 2.1, which bridges Theorem 2.1 and the CLT of Bercu [2] . Corollary 2.1. We have the following Berry-Esseen bounds for S n .
In particular, if p = 1/2, then D( Sn √ n ) ≤ C log n √ n .
By the equalities (3) and (4), it is easy to verify that for 0 ≤ p < 3/4, it holds
Similarly, for p = 3/4, by the equalities (3) and (5), it holds lim n→∞ √ v n a n √ n log n = 1. Thus the results of Corollary 2.1 coincide with the CLT of Bercu [2] , that is, (1) and (2).
Cramér moderate deviations
The following theorem gives some Cramér moderate deviation results for the ERW.
Theorem 2.2. We have the following equalities.
[iii] If p = 3/4, then there is an absolute
It is easy to see that |e x − 1| ≤ e|x| for all |x| ≤ 1. By Theorem 2.2, we have the following corollary, which shows that the domain of attraction of normal distribution mainly depends on the memory parameter p.
The following results hold.
In particular, the last two inequalities imply that
uniformly for 0 ≤ x = o(n 1/6 ) as n → ∞.
In particular, the last two inequalities imply that (21) holds uniformly for
[iii] If p = 3/4, then for all 0 ≤ x ≤ (log n) 1/6 ,
In particular, the last two inequalities imply that (21) holds uniformly for 0 ≤ x = o((log n) 1/6 ) as n → ∞.
By Theorem 2.2, we can deduce the following moderate deviation principles (MDP) for the ERW.
Corollary 2.3. We have the following inequalities.
where B o and B denote the interior and the closure of B, respectively.
[ii] Assume 1/2 < p < 3/4. Let b n be any sequence of real numbers satisfying b n → ∞ and b n / √ n 3−4p → 0 as n → ∞. Then (26) holds.
[iii] Assume p = 3/4. Let b n be any sequence of real numbers satisfying b n → ∞ and b n / √ ln n → 0 as n → ∞. Then (26) holds.
Local limit theorems
The following theorem gives asymptotic expansions for the probability P(S n = k).
Theorem 2.3. We have the following local limit theorems for the ERW.
[i] If 0 ≤ p ≤ 1/2, then for all |k| = o(n 2/3 ),
In particular, the last inequality implies the following local limit theorem:
uniformly for |k| = o(n 2/3 ) as n → ∞.
[ii] If 1/2 < p < 3/4, then for all |k| = o(n (3−2p)/3 ),
In particular, the last inequality implies (28) holds uniformly for |k| = o(n (3−2p)/3 ) as n → ∞.
[ii] If p = 3/4, then for all |k| = o((n log n) 1/2 ),
Thus (28) holds uniformly for |k| = o((n log n) 1/2 ) as n → ∞.
Denote by
L (S n ) = sup k∈Z P(S n = k) − a n √ 2πv n exp − (a n k) 2 2v n the absolute error of the local limit theorem.
Corollary 2.4. We have the following inequalities for L (S n ).
[
From the last corollary, it is easy to see that the absolute errors of the local limit theorems are much smaller than that of CLT (cf. Berry-Esseen bounds in Theorem 2.1).
Proofs of Theorems
Preliminary lemmas
Set γ n = 1 + 2p−1 n and put a 1 = 1. For n ≥ 2, it is easy to see that
Define the filtration F n = σ{X i : 1 ≤ i ≤ n} and M n = a n S n a.s.
It is easy to verify that {M n } is a martingale with respect to the σ-fields F n . Indeed, for all n ≥ 1, we have
= a n S n = M n a.s.
Moreover, we can rewrite {M n } in the following additive form
where ε i = S i − γ i−1 S i−1 . Let (∆M n ) n≥1 be the martingale differences defined by ∆M 1 = M 1 and for n ≥ 2, ∆M n = M n − M n−1 .
Denote by M n the quadratic variation
. In the proofs of theorems, we need the following lemmas for the boundness of martingale differences and the convergence of quadratic variation. Proof. It holds obviously for n = 1. Observe that ∆M n = a n S n − a n−1 S n−1 = a n X n − a n S n−1 n − 1 (2p − 1).
Noting that |X n | ≤ 1 a.s. and |S n−1 | ≤ n − 1, it is easy to see that |∆M n | ≤ 2a n .
if 0 ≤ p < 3/4 and p = 1/2, 0, if p = 1/2, C( log n) −1 , if p = 3/4.
Proof. Clearly, by Lemma 3.1, we have
which gives the first desired inequality. Next we give an estimation of M n /v n −1 ∞ for 0 ≤ p ≤ 3/4. From (A.7) of Bercu [2] and (33), it follows that
If p = 1/2, then we have M n = v n . Since a n+1 an ∼ 1 as n → ∞ (cf. (3)), we have
Using Lemma 3.1, we derive that
In the diffusive regime 0 ≤ p < 3/4, by (4), we get
In the critical regime p = 3/4, by (5), we have
Consequently, again by (4) and (5), it holds
This completes the proof of lemma.
Proof of Theorem 2.1
In the proof of Theorem 2.1, we will make use of the following lemma of Fan [8] , which gives an exact Berry-Esseen's bound for martingales. Lemma 3.3. Assume that there exist positive numbers ǫ n > 0 and δ n ≥ 0, such that for all 1 ≤ i ≤ n,
If ǫ n , δ n → 0 as n → ∞, then
where C is a constant.
Now we are in position to prove Theorem 2.1. Clearly, we have
..,n is a finite sequence of martingale differences. By Lemma 3.2, we have
Using the inequalities (3), (4) and (5), we deduce that
Moreover, by Lemma 3.2, we have
if 0 ≤ p < 3/4 and p = 1/2, 0, if p = 1/2, C( log n) −1 , if p = 3/4. Applying Lemma 3.3 to M n / √ v n , we obtain the desired results.
Remark 3.1. We refer to Bolthausen [4] and El Machkouri and Ouchti [6] for exact Berry-Esseen's bounds for martingales. Under the conditions of Lemma 3.3, Bolthausen [4] has obtained the following Berry-Esseen bound
El Machkouri and Ouchti [6] refined the term ǫ 3 n n log n in Bolthausen's bound to ǫ n log n. For 0 ≤ p ≤ 1/2, we have ǫ n ≍ 1/ √ n, and thus Theorem 2.1 can also be obtained via the Berry-Esseen bounds of Bolthausen [4] and El Machkouri and Ouchti [6] .
Proof of Corollary 2.1
We only present the proof of Corollary 2.1 for 0 ≤ p ≤ 1/2. For 1/2 < p ≤ 3/4, Corollary 2.1 can be proved in a similar way. Clearly, it holds
By inequality (6), we get
which gives the desired inequality.
Proof of Theorem 2.2
In the proof of Theorem 2.2, we shall make use of the following lemma of Fan, Grama and Liu [7] , which gives a Cramér type moderate deviation result for martingales. See also Grama and Haeusler [9] for a similar result. 
where C α 0 does not depend on n and x.
Recall that a n S n
According to the proof of Theorem 2.1, the conditions of Lemma 3.3 are satisfied with
if p = 3/4. and
Notice that for all x ≥ 0, the following three inequalities hold
log n + (1 + x) log log n √ log n , p = 3/4.
Applying Lemma 3.4 to M n / √ v n , we obtain the desired results.
Proof of Corollary 2.3
We only present the proof of Corollary 2.3 for 0 ≤ p ≤ 1/2. For 1/2 ≤ p ≤ 3/4, the proof of Corollary 2.3 is similar. To prove Corollary 2.3, we need the following inequalities for the normal distribution function:
First we show that lim sup
When B = ∅, the last inequality holds obviously, with convention that inf x∈∅ x 2 2 = ∞. Thus, we may assume that B = ∅. For a given Borel set B ⊂ R, denote x 0 = inf x∈B |x|. Clearly, it holds x 0 ≥ inf x∈B |x|. Therefore, by Theorem 2.1, it follows that
Using (43), we get lim sup
which gives (44). Next we prove that lim inf
The last inequality holds obviously for B o = ∅. So, we assume that B o = ∅. Notice that B o is an open set. Therefore, for any given ε 1 > 0, there exists an
Without loss of generality, we assume that x 0 > 0. For all small enough ε 2 ∈ (0,
By Theorem 2.2, it is easy to see that
Using (43), we get lim inf
Letting ε 2 → 0, by (46), we have lim inf
Because ε 1 can be arbitrarily small, we obtain (45). Combining (44) and (45) together, we complete the proof of Corollary 2.3.
Proof of Theorem 2.3
We only present the proof of point [i] . Points [ii] and [iii] can be proved in a similar way. We first consider the case of 1 ≤ k = o(n 2/3 ). It is easy to see that P(S n = k) = P(k − 1 < S n ≤ k) = P(a n (k − 1)/ √ v n < a n S n / √ v n ≤ a n k/ √ v n ) = P(a n S n / √ v n ≤ a n k/ √ v n ) − P(a n S n / √ v n ≤ a n (k − 1)/ √ v n ).
For simplicity of notation, denote
x k = a n k/ √ v n , 0 ≤ k = o(n 2/3 ).
By (3) and (4), we have x k = o(n 1/6 ) for all 0 ≤ k = o(n 2/3 ). By Corollary 2.2, it is easy to see that for all 0 ≤ k = o(n 2/3 ),
and P(a n S n /
Using the inequalities (47) and (48), we deduce that for all 1 ≤ k = o(n 2/3 ), P(S n = k) = P(a n S n / √ v n ≤ x k ) − P(a n S n / √ v n ≤ x k−1 )
Applying (43) to (49), we get for all 1 ≤ k = o(n 2/3 ),
Hence, we have for all 1 ≤ k = o(n 2/3 ),
By (12), we have a 2 n /v n ≍ 1/n as n → ∞, and exp ka 2 n vn ≤ 1 + C k n for all 1 ≤ k = o(n 2/3 ). Thus, it holds for all 1 ≤ k = o(n 2/3 ),
Similarly, we can prove that for all 1 ≤ k = o(n 2/3 ),
Combining (50) and (51) together, we get the desired inequality for all 1 ≤ k = o(n 2/3 ). For the case of 0 ≤ −k = o(n 2/3 ), the proof is similar.
