show the robustness of the method and its capability of efficiently tagging the pixels in a 2-D readout system by matching the ideal geometry of the detector to the real beam-sample-detector frame. The whole technique turns out in a versatile and user-friendly tool for the 2ϑ scanning of 2-D XRPD profiles.
I. INTRODUCTION
X-ray powder diffraction (XRPD) technique is nowadays a well known tool to study crystalline properties, which provide important information for applications in many fields such as crystal structure solution, microstructure characterization, phase quantification and, recently, also in nanotechnology. In these fields, charge-coupled device (CCD) and imaging plate (IP) detectors have been widely used for collecting X-ray diffraction images, expecially because of their fast readout system (Hanley et 
II. THE METHOD
The ideal X-ray powder diffraction geometry is cylindrical along the beam-sample axis.
The diffraction cone with an opening angle 2ϑ and the apex on the sample reaches the imaging plate (a CCD detector for instance). Ideally the imaging plate would be orthogonal to the beam-sample axis and it would collect a series of circles with radii corresponding to different momentum transfer: the larger the radius the higher the momentum transfer (i.e. the resolution). Unfortunately the imaging plate axis rarely fits the ideal geometry and the circles become ellipses with an eccentricity ǫ and a rotation φ 0 parametrizing tilt and rotation of the detector frame. Furthermore the beam rarely reaches the geometrical centre of the plate and a global shift of the rings is needed to perform a correct 2ϑ scanning.
The problem reduces to the nonlinear fit of the parameters appearing in the cartesian equation of an ellipse:
, where a/b is the major/minor semiaxis. For a generic beam-sample-plate geometry the following equations hold:
being ∆x c , ∆y c the discrepancies along x, y axes between the beam centre and the imaging plate one (x c , y c ). ǫ is the ellipse eccentricity a 2 /b 2 −1. The cartesian equation for the ellipse finally reads:
where
In Eq. (2) As known, the algorithm employs a random search which not only accepts changes that decrease objective function f , but also some changes that increase it. Changes decreasing f are accepted with a probability p = exp(−δf /T ), where δf is the decrease in f and T is a control parameter, which by analogy with the original application is known as the system temperature irrespective of the objective function involved. Here the objective function f is the sharpness (defined e.g. as the inverse normalized variance) of the radial distribution function of the highest intensity rings recorded on the imaging plate and the system temperature is the domain size around the guess beam centre during the random search. f is computed with respect to the guess rings centre. In Fig. 1 the sharpness of the radial distribution function is shown before (top right) and after (bottom left) the SA. The increasing of f sharpness is dramatic and it follows the correct positioning of the beam centre onto the imaging plate (see the two spots on the top left image of Fig. 1 ).
B. Detector tilt and rotation determination
Once the beam centre has been positioned, i.e. ∆x c = ∆y c = 0, the eccentricity ǫ and rotation φ 0 computation is straightforward; infact the eq. 
a k is the amplitude, ϕ k the phase, d k the damping factor and f k the frequency of the k . In order to obtain the signal subspace, the matrix H is truncated to a matrix
where U K , V K , and Σ K are defined by taking the first K columns of U and V , and the K × K upper-left matrix of Σ, respectively. As subsequent step, the least-squares solution of the following over-determined set of equations is computed V
, where
are derived from V K by deleting its first and last row, respectively. The 
with n = 0, . . . , N − 1. The least-squares solution of (4) provides the amplitudeâ k and phaseφ k estimates of the model sinusoids which are used in the next step.
The eq. (4) and 82
C. Tagging pixels and radial integration
We shall focus on the pixel tagging problem. We do not apply data-reduction procedures Fig. 2 .
III. RESULTS AND CONCLUSIONS
We have considered a new approach to the 2ϑ scanning in powder diffraction experiments 
