Estimation of Hamiltonian is key to our understanding of everything in quantum mechanics. For magnetic systems in particular, the task can be daunting due to the exponentially large Hilbert space. With rapidly advance in observation techniques and quantum simulation 1 , one can get access to ever-large data sets, which leads to a new solution of machine learning(M L). Here, we show that modern machine learning architectures, particularly the artificial neural networks(AN N ), can estimate several parameters of condensed-matter Hamiltonians from merely a configuration. Trained with the properly labeled data, neural networks can achieve the estimation well. We demonstrate the success of the estimation on the magnetic system, where the neural networks successfully estimate the Heisenberg exchange interaction(Aex), Dzyaloshinskii-Moriya interaction(DM I) and saturation magnetization(Msat) out of the spin configuration on both simulation and experimental observation. This methodology provides a paradigm to estimate all possible parameters of Hamiltonian of system.
I. INTRODUCTION
Theoretical models describe the underlying physics of a given physical system and are able to understand and predict properties of a particular system if the model parameters are estimated appropriately. 2 A typical example is the micro-magnetic model which evolves the spin configurations to the stable state according to the magnetic Hamiltonian. 3 Usually, the Hamiltonian considered include several terms of energy, the magnetic parameter exists in the Heisenberg exchange energy which tries to align neighboring spins, the Dzyaloshinskii-Moriya interaction which favors the canting of neighboring spins, and the Zeeman energy which is due to the external magnetic field and tries to align the spin with the field. The strength of these contributions are controlled by parameters such as the Heisenberg exchange stiffness (A ex ), the Dzyaloshinskii-Moriya strength (DM I) and the saturation magnetization (M sat ), respectively. If the three key parameters are estimated properly, many static and dynamical phenomena of artificial spin ice, Skyrmion, spin-waves and spintronics can be reproduced and predicted. Thus the Hamiltonian parameter estimation is essential in predicting and understanding properties of specific magnetic systems. [4] [5] [6] [7] [8] [9] [10] However, since the estimation requires detailed control and measurements, as well as extensive postprocessing of the measured data, it is highly time and cost consuming. Efforts have been devoted to extract these parameters from the formation of a spin spiral using ferromagnetic resonance (FMR), Brillouin light scattering (BLS) or neutron scattering (NS). [11] [12] [13] A more severe obstacle is the thin film sample due to little sample volume available for scattering. These approaches suffer from the inevitable measurements of timeresolved dynamics and to do so locally. Fortunately, with recent advance in magnetic observing technique, the experimental images are able to hold more detailed information of spin configurations. The spin configurations are determined by the magnetic Hamiltonian, however, extracting the exact value of these parameter from solely an image not an easy task. What is needed is a method that can automatically and appropriately estimate the magnetic parameters from images.
Artificial neural networks(AN N ) algorithms learn from the labeled data and predict the unexplored search space, providing a prevalent tool in condensed-matter research. Examples of this includes learning the phases and phase transitions of matters [14] [15] [16] [17] , solving the quantum many-body problems 18 , and classifying the snapshots of ultracold atoms 19 . Given the success of machine learning in the classification problems in the above examples, the next challenge is to exact more abundant information, such as the physical model parameters from images, especially those from experiments. Here we proposed an approach based on a convolutional neural network (CNN) to achieve precise parameter estimation from experimental image. We demonstrated the success of our approach in estimating the three key parameters (A ex , DM I and M sat ) of the micro-magnetic model, by comparing the actual parameter and the estimated ones, and more impressively the accurate prediction of the really materials properties such as the hystersis. The key ingredients of our approach include 1) training a CNN on simulated spin configurations by micro-magnetic model to overcome the shortage of well labeled experimental data; 2) sliding the initial image to create more input data as the information of parameters distributed evenly throughout the spin configuration; and 3) setting the last layer of CNN to be an estimator for continuous value instead of discreted value of classifier. Our approach allow us to estimate all three the magnetic parameter simultaneously with a single input spin configuration, without any prior knowledge. It therefore paves a new way to perform parameter estimation in an accelerated, accurate, and efficient manner.
The first stage is the preparation of the CNN training dataset, which contains images of spin configurations as shown in Fig.1a and their corresponding magnetic parameters shown in Fig.1f . However, collecting such a dataset experimentally still remains challenging as collecting real-world data is prohibitively laborious and expensive. Inspired by the success of transfer learning in the robot training 20 and the robust of the micro-magnetic simulation tool, we generate a simulated training dataset under certain temperature and external field by varying the magnetic parameters used in the micromagnetic model. Here, we simulate on monolayer sample to represent the thin film or specimen sample to reduce the time cost of the simulation. In the second stage, we establish a CNN architecture, consisting of convolutional layers shown in Fig.1c and dense layers shown in Fig.1d , which trains well with these training image sets. Notably, the pattern information distributes evenly in the whole spin configurations, so we add a sliding layer as shown in Fig.1b before conventional CNN to utilize all the information in the spin configurations. Further, we replace the last layer of conventional CNN, typically a classifier (active function: softmax), with an estimator (active function: sigmoid) as shown in Fig.1e to enable the CNN to estimate continuous values. The estimator consists of three output units, each unit outputs value of a particular magnetic parameter as shown in Fig.1f . During training, the parameters of the CNN are adjusted iteratively to minimize a mean-square-error (MSE) cost function. Stochastic gradient descent, along with backpropagation, is used for lowering the cost function. The training is complete and all parameters of CNN are set when the MSE saturates.
II. RESULTS
We now test our CNN model with testing data set which have not appeared in the training data set. To illustrate the estimation ability of the well trained CNN model, we first test it on the other simulated data set as shown in Fig.2a , where the spin configurations have the same magnetic parameters as the training spin configurations do, but are initialized with a different seed. The trained CNN estimates three key magnetic parameters simultaneously with input spin configurations, without any other prior knowledge about the system. When we set the three parameters as three axis of parameter space, the estimation result is close to the true value as shown in Fig.2b . To quantitatively describe the error, we test the CNN model on a more intensive test data set, where the interval of parameter sets is the same as the training data set. CNN shows robust on the trained parameter set estimation with high precision as shown in Fig2. c-e. To perform hypothesis tests that our CNN approach estimates parameters continuously so it can estimate any parameter set possible, rather than only the parameter sets appearing in the training dataset, the CNN is then tested with spin configurations that have parameter sets excluded from the training set. CNN performs well on these spin configurations, the error is small as shown in Fig.2c-e , indicating the continuous estimation ability of the CNN.
Our CNN is then used to perform hypothesis tests that CNN estimates parameters by learning patterns from spin con- figurations rather than similarity measurement or remember the spin configurations. To illustrate this scenario, the CNN trained on standard size(512x512) is tested with different size samples under the same parameter set appeared in the training data set. The power of CNN lies in their ability to adjust to different size of the sample, where the spin configurations are macroscopic differently with each other. 21 The performance is as good as shown in table.1, indicating the CNN is estimating the parameter by reading the pattern rather than by remembering the picture itself.
We now turn to the application of such CNN model to experimental spin configurations of real materials, such as FeGe 22 and FeGe0.5Si0.5 ? , which are of great interest due to the existence of the topological phase skyrmions. It should be noted that our CNN model works under a certain condition, according to the training dataset condition. Thus, for each observed spin configurations, we generate a dataset, which consists of spin configurations under the same condition as the observed configuration, to train the CNN model. For the FeGe0.5Si0.5 sample, the observation is performed at 95K under 160mT, the composition depends on the Si doping, so we have no knowledge about the accuracy composition of the observed part. Which indicates we cannot know the precious parameter of the observed part. The CNN estimates the magnetic parameters with the observed spin configuration as shown in Fig.4a . The estimated parameters are then used in the micro-magnetic simulation to reproduce the spin config-uration. As illustrated in Fig.4 , the reproduced configuration in Fig.4b shows similar features with the observed spin configuration in Fig.4a . For the FeGe thin film, the observation shown in Fig4.c is performed at 265K under 0.18T. So we train a new CNN under the particular condition and perform the estimation on the observation. The estimated parameters are in agreement with the theoretical value. 23 We further predict the hysteresis loop of FeGe under the observation temperature 265K. The prediction is highly agreeable with the experiment 24 as shown in Fig.4c .
III. DISCUSSION
The success of parameter estimation from the spin configuration proves the possibility of acquiring magnetic parameters from the spin configuration. It is daunting to solve the problem with statistics cause the model parameters are governing the configuration under fluctuation and initial condition, which means the possible configuration of one parameter set are infinite. The randomness of configurations also invalidates the conventional database methods such as similarity measurement. The artificial neural network is so far the best approach to handle the complex, random, detailed spin configuration and acquire the magnetic parameter behind the pattern.
IV. CONCLUSION
In conclusion, we have demonstrated the estimation of magnetic parameters by applying machine learning techniques to the spin configurations. Under known image condition (sample shape, temperature, field, and resolution), no further prior knowledge about the system was required for data pre-processing nor building the CNN structure. Moreover, transfer learning allows us to train CNN on micro-magnetic simulated spin configurations with varying parameter sets, which renders our approach to be general and applicable under any condition usually lack enough labeled data. Our results point the way to reveal the underlying parameters of magnetic material from complex spin configurations, which are governed by the Hamiltonian of the system, to predict more magnetic behaviors with these parameters and get the fundamental understanding of matter. The practicability of our work lies in the fact that when the magnetic parameters can be easily obtained, the efficiency of quantitively designing magnetic materials in engineering can be improved sharply. About the application of ML in physics, we try to obtain more detailed physical parameters by ML and bring new ideas to this field. The future work may include consideration of more intrinsic parameters of magnetic materials as well as parameters of external environment. We may also try to apply this method to other material systems with typical visual information.
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