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A two-dimensional hybrid elastic structure of a rectangular membrane linked 
with two rib strings on the boundary sides that have rigid bodies and pointwise 
controllers attached at the corner points is modelled as an abstract hyperbolic 
evolution equation. By an analysis of energy decay and o-limit sets with a dis- 
sipative feedback, the following necessary and sufficient condition for stabilizability 
in the energy space is obtained: vy - v: # 2n(n/1,)*, for any positive integer n and for 
any i> j, where v,, =0 and vi (i= 1,2, . ..) are the increasing positive roots of the 
transcendental equation cot(l,p) = &p/a-a/p), in which a > 0 is a structural con- 
stant, 1, x i2 is the size of the region. If this condition is satisfied, then the stabiliza- 
tion is achieved by a pointwise boundary damping feedback. Otherwise the 
stabilization can be achieved by combining an additional boundary damping feed- 
back controller locally distributed in the interior of one boundary string. 0 1992 
Academic Press, Inc. 
1. INTRODUCTION 
In recent years, motivated by the investigation of large space structures 
and flexible robots, the controllability and stabilization of beams, mem- 
branes, and plates has been an active research area, cf. [l-12] among 
others. From the practical design point of view as well as the theoretical 
challenge, most interests lie in the boundary control, pointwise control, or 
even pointwise boundary control. The modelling and the control of some 
of these settings also pose open issues to the theory of partial differential 
equations. 
Most of the work in this area has dealt with only one elastic object 
and/or possibly attached rigid bodies. Very recently, serially connected 
beams and strings have also been treated, cf. [6, 10-121. Actually, many 
large space structures, such as radar arrays, dish antennas, or shell struc- 
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tures, could be appropriately modelled as two (or three) dimensional inter- 
connected structures of multiple flexible objects, which we call hybrid 
elastic structures. A typical situation is the system of several two-dimen- 
sional elastic membranes or plates linked together by ribs that can be 
regarded as one-dimensional strings or beams, possibly with rigid bodies 
and controllers attached. 
In this paper, hybrid elastic structures composed of membrane and 
strings defined on a rectangular region and with rigid bodies and con- 
trollers attached at the corner points will be analysed for the purpose of 
stabilization in an energy space. 
Consider an elastic membrane stretched on the rectangular region 
Q = (0, I,) x (0, 12), with the boundary denoted by r= I-, u r, u r2 u r3 u 
P,uP,, here 
r,= {(x, ~+06~61,, y=of, r,={(~,~):~=o,o<y<I,}, 
r2=((~,y):~=f,,o<y</2}, r3= {(x, y):o<~<l,, y=l,), 
p, = (0, /2), p, = (II 3 12). 
The vertical small vibration of the membrane is governed by 
u,, = Au, (4 Y)EQ, t>o, (1.1) 
where A = a2/ax2 + a2/ay2, and the constant ratio z/p of the tension r and 
the surface density p is adjusted to be unity by resealing the time variable. 
Suppose that on the boundary r, the membrane is clamped, i.e., 
u I r. = 0, t 2 0, (1.2) 
and that on r3 it is free, so that 
(1.3) 
On the sides of r, and r2 the membrane is assumed to be connected with 
two elastic strings, of which the vertical motion is described by the 
equations 
u,,m Y, 2) = u,(O, y, t) + au,(O, Y, r), (Y,t)E(o,I,)x~+, 
%!(~I, Y, t) = u,u, 1 y, t) - au,(l, > Y, t), (Y,t)E(o,~,)x~+, 
(1.4) 
where we assume that the ratio z,/p, of the ‘string tension r, and the linear 
density ps of both side strings is equal to t/p, and that u > 0 is a constant, 
a = r/p,. Note that the terms &au, represent he tensile force due to the 
elasticity of the membrane on the boundary r, u r2. 
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Assume further that the strings on rl and r, are at rest at the endpoints 
y = 0, compatible with the condition (1.2). At the other two endpoints P, 
and Pz, assume that the two strings are linked to movable rigid bodies 
with two force controllers attached there. The dynamics at P, and P, are 
determined by 
(1.5) 
where the constants b, and b2 are given by b, = r,lm, and b2 = z,/m2 with 
m, and m2 being the point-masses at P, and P,, respectively. Here f,(t) 
and fi( t) are two controllers. 
Let the initial condition be 
4x, y, 0) = &dx, Y), 4x, Y, 0) = u,(x, Y), (x, y)di’. (1.6) 
Then the mathematical model of this configuration is given by the 
following mixed problem: 
in QxR+, 
onf,xR+, 
onr,xlR+, 
at P,xR+, 
at P,xR+, 
onr,xR+, 
on r3 x R+, 
0nQx {0}, 
(1.7) 
ut=u1, 0nQx (0). 
Below we shall formulate this hybrid elastic system as an abstract hyper- 
bolic evolution equation in an appropriate function space and then find a 
feedback control to stabilize the whole system. 
2. MODELLING AS HYPERBOLIC EVOLUTION EQUATION 
Let H be a real Hilbert space defined by 
H= L*(Q) x L2(f-,) x L2(l-,) x R* (2.1) 
with the scalar product defined by 
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+i 
a LJ fl 
cpl(Y) $1(Y) dY+ jf2 cp*(Y) $2(Y) dY 1 
+fs,i,+&& 
1 2 
where an element in His denoted by cp = col(cp(x, y), q,(y), cp,(y), $1, &), 
with no confusing of the vector cp and its first component function cp(x, y) 
from the context. Obviously L*(r,) and L’(T,) are equivalent to L2(0, 12). 
Let o(t) be the vector function defined by 
u(t) = COUUb, Y, t), 40, y, t), 41,) y, t), u(P,, t), u(P,, t)), t 3 0. (2.2) 
Correspondingly, let 
“0 = Wuok Yh uoa YL uo(l, 9 Y), uo(P,), uo(P2)), 
01 = W~l(X~ Y), u,(O, Y), u,(l,, Y), u,(P,), Ul(P2)). 
Define two operators A and B as 
A= 
. -A 0 0 0 0’ 
a d2 -“% -- 
dy2 
0 00 
f, 
a “ax 0 -d2 00 
f2 dy2 
with the domain 
9(A) = 
,= 
1 0 b,d 4 0 p, b2; 0 0 0 0 p2 
q(x, 0) = 0 on f, 
qgx, 12) = 0 on f3 
(2.3) 
cp(x, Y) 
rpl(Y) [ 1 cp*(Y) EHW)X fmf,)xfef*)x E@: dx, Y)l,, =cpl(Y) 4, $2 cp(x3 Y)lr*=%(Y) cp,(M  91 cp,(b) = 6I
(2.4) 
POINTWISE BOUNDARY STABILIZABILITY 243 
and 
(2.5) 
Note that A: 9(,4)( cH) ---t H is an unbounded linear operator. Denote by 
fi(l) 
f(t)= f2(t) 3 [ 1 t 2 0. (2.6) 
In this setting, the hybrid elastic system (1.7) is formulated as the 
following hyperbolic evolution equation, 
d2v 
dt2 + Av = Bf(t), t 2 0, in H, 
(2.7) 
v(0) = v(J and d(0) = v,. 
The properties of the hybrid differential operator A: 9(A) -+ H are 
shown as follows. 
LEMMA 1. The operator A: 9(A) + H is densely defined, symmetric, and 
positive definite. 
Proof. Let the subspace C; of 9(A) be defined by 
1 
dx, Y)E Cm@) and SUPP dx, Y)= CO, 111 x(0, /,I, 
CF= cp~H: SUPPCP,(X, Y)= CO, ~llx(O, /2)r dx, Y)I~,=(PAY)> . 
cp(x,~)l,,=cp~(~),cp,(E~)=9,,andcp~(~~)=9~ 
It can be seen that CF is dense in H so that 9(A) is dense in H. 
For any cp and $ in 9(A), we have, by Green’s formula, 
(Av>$)= (
I 
-44% Y) ‘Ii/(X> Y) 
*l(Y) 
$2(Y) 
v4 
I $2 
) 
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zz 
Ii 
Vdx, Y) ~W(x, Y) dx 4 
R 
= li Vdx, Y) .Y(x, Y) dx du R 
= (cp, All/), (2.8) 
in which the properties in the definition of 9(A) are used. Thus 
A: 9(A) -+ H is symmetric. 
Moreover, as a consequence of (2.8), we have 
for all cp E 9(A). By the condition that cp(x, y) r0 on r, and PoincarC’s 
inequality, there exist positive constants c,(Q), c,(Z,), and c3(12), such that 
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IId. m(n) G c,(Q) jj IIV(Pk Y)l12 dx 4, 
R 
jr, h12dy+ jr2 I~212~Y~C2(~2) jr, l’pJ4J+ jr2 Ii%.“124J 
( > 
7 (2.10) 
l@112+l@212~~3u2) jr, h”l*&+ jr2 lb2y12du). 
( 
for all DEB. From (2.9) and (2.10) it follows that 
<AR q > 2 c(Q) IbIG> for any cp E g(A), (2.11) 
where the constant c(Q) depends on Q. Therefore A is positive definite. 1 
LEMMA 2. The operator A: 3(A) + H admits a self-a4oint Friedrichs 
extension, denoted by A,: 9(AF) -+ H. A, = A, the closure operator of A. 
Moreover, A ; ’ E Y(H) is compact. 
Proof: First note that A is not self-adjoint since Ran A #H. Since A is 
densely defined, symmetric, and semi-bounded, there exists a self-adjoint 
extension A,: 9(AF) + H, called Friedrichs extension, cf. [13]. For later 
use we briefly describe the notation involved. Define a bilinear form 
+; jr v&y & for cp and $ in 9(A). (2.12) 
2 
Let M be the subspace of H, defined as 
1 
there is a sequence { cp”} c 9(A) such that 
M= cp~H: @‘+cpin Hand 
q(qD”-qDm,(pn-(pm),Oasn,m~co 
Then q((p, II/) can be extended on A4 by defining 
4b, II/) = J\mm 4kC Vh for cp and II/ in A4. 
1 . (2.13) 
M endowed with this scalar product (9, I,II)~ = q((p, $) is a Hilbert space. 
The Friedrichs extension A, of A is then defined by 
9(AF) = { cp E M: there is i E H such that q((p, II/) = ({, II/ )H for all II/ E M), 
A,cp=i. (2.14) 
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Thus, g(A) c g(AF) c Mc H, and A, is positive definite: 
<A,%tp)2W) Ildf. 
Since for any rp E @A,), 
Ilcpll~= Ghcp, (oh< II&dL IlcpllH~const ll-&cpll2,~ (2.15) 
and by the construction, McH’(SZ)x H’(T,)x H’(T,)x R* is a con- 
tinuous inclusion, and the latter space is compactly embedded in H, so 
A ; ’ E Y(H) is compact. 
We have A c A F. Now we assert that 
Ran A is dense in H. (2.16) 
Consequently, Ran A = H and this combined with the symmetric property, 
of A implies that A is self-adjoin& cf. [ 13, Theorem 5.193. This indicates 
that 
AcA,=A~c(‘q*=A. 
Hence A, = A. 
Finally we prove (2.16). Let cp=col(rp(x, y), ql(y), q,(y), @1, @*)E H be 
arbitrarily given. For any E > 0, we want to find g,E g(A) such that 
IlAg, - cp[I < E. Construct a boundary function h,(x, v) as 
0, on ro, 
h,(y), onr,, 
hr(x, Y) = h2( y), on r2, (2.17) 
where 
h,(y)=~y+~.“IhIpi(‘l)rhldz, YE [O, Z*], i= 1, 2. 
I 0 z 
By the trace theorem applicable to curvilinear polygons in IX*, cf. [14, 
Theorem 1.5.2.81, since h, is Lipschitzian near the corners, there exists a 
function g’(x, y) E H*(Q), such that 
yog’=hr and y1g’=o, 
where y. and y1 are the usual trace operators. Then by the Lax-Milgram 
theorem, there exists a function g’(x, v) E H*(Q) n HA(Q) such that 
dgO= cp(x, y) - dg’. (2.18) 
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Then there is an approximation function gz(x, y) E C?(Q), such that 
11 g8 - goI1 Hz < E. Thus IlAg: - [q(x, y) - dg’] 11 L2 < a. Finally, let 
gA-% VI = dh Y) + g’(x, Y), 
ge = CagEk Yh &(O, Yh &(~I 3 Y), &(OY u gE(l1, M)? 
(2.19) 
we obtain that IlAg, - cpII <E. The proof is completed. 1 
Note that 
(cp, * )A4 = (-G% $ )H = (J1’2% A’/** )H 
= (rp> *>1,2, for cp and $ in g(A), 
where (cp, I,$)~,~ = (PP2q, A1121C/)H is an inner product on the Hilbert 
space L3(,P2). Since g(A) is a subspace of both M and L~(A’/~) and g(A) 
is dense in both M and L@A”‘), we have 
M = 9(P2). (2.20) 
Instead of (2.7) we shall consider the extended hyperbolic evolution 
equation 
d2v _ 
-g+Au=W(i), t 2 0, 
(2.21) 
v(0) = vo and C(O) = VI. 
For the above hyperbolic evolution equation (2.21), we shall consider its 
weak solution in the sense that 
(v(t), d(f))EMXH, for a.e. t 3 0, 
t H (ti( t), cp ) H is locally absolutely continuous, for each cp E M, 
$ (v(t), cP)ff+q(u(th cp)= (w-(t), (P)H, a.e. t 2 0, cp E M, 
lim (v(t), cp )M = <uoy cp jMp for each cp E M, t- +o 
for each $ E H, 
under the assumption that 
(00, u,l~MxH, 
We shall formulate (2.21) below as a first-order evolution equation in the 
energy space. 
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3. DISSIPATIVE FEEDBACK AND ENERGY DECAY 
Define another Hilbert space E by 
E=MxH 
and two operators G and K by 
(3.1) 
G= with the domain 
(3.2) 
~(G)=~(~)xM=~(A)x~(A”~) 
and 
K= (3.3) 
It is routine to obtain the following properties of G based on the proper- 
ties of A=A,: 
(a) G is a closed, densely defined, and skew-adjoint operator. 
(b) G has compact resolvent G- ’ E Z(E). 
(c) G is the infinitesimal generator of a strongly continuous and 
unitary group of linear operators T(t) given by 
T(t) = 
cos(A1’2t) A- 1/2 sin(Aii2t) 
-All2 sin(A’/*t) 1 cos(P2t) ’ tER. (3.4) 
Let 
and wo= 00 0 , 01 (3.5) 
where d(t) means the H-strong derivative of o(t) with respect o t. For the 
vector function w(t), the space E can be interpreted as an energy space, 
since 
f Il~~~~ll~=f~ll~1’2~~f~ll~+ llwN~) (3.6) 
represents the total energy of the underlying vector function v(t), provided 
w(t) E E. 
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The hyperbolic evolution equation (2.21) is formulated further as 
$=Gw+Kf(t), t 2 0, in E. 
(3.7) 
w(0) = w. E E, 
where f( .) E L:,,(R+; iR*). Consider the state function to be the’ mild 
solution of (3.7) in the space E; i.e., 
w(t)=T(t)w,+ ‘T(t-a)Kf(a)dcr, I tao, (3.8) 0 
in which the Volterra integral is in the sense of the Bochner integral. By the 
theory of abstract evolution equations in Hilbert spaces, it follows that the 
first component vector of the mild solution (3.8) is exactly the weak solu- 
tion of (2.21). 
We shall use an infinite dimensional invariance principle to deal with the 
strong stabilization of the evolution equation (3.7). 
Consider the dissipative linear feedback control 
f(t)= -K*w(t), t 20. (3.9) 
Denote by GK= G - KK*, which generates a contraction semigroup of 
linear operators denoted by T,(t), t 30. It is known that g(G”)= 
n,“= r g(Gn) is dense in E, and that $@G”) = B(G:). 
LEMMA 3. For each given wo~9(G2), [IT,(t) wOllE and IIGKTK(t) wOllE 
are nonincreasing for t 2 0, and the trajectory { TK(t) wo: t 2 O> lies in a 
compact subset (depending on wO) of E. 
Proof: Since w(t) = TK(t) wO, t > 0, is a strong solution of the 
homogeneous evolution equation 
dw 
z=G,w=(G-KK*)w, 
(3.10) 
so II TIC(t) wall E * is continuously differentiable, and 
; lITAt) woll2,= -2 IIK*TAf) woll2,z~Q t 2 0. (3.11) 
Similarly, since GKTK(t) w. = TK(t) G,w,, we also obtain 
; IlG,T,(t) wall;= -2 lIK*LWG,woll;~~0, t>O. (3.12) 
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Hence the nonincreasing statement follows. Consequently, for each given 
= IIGKTK(t) wall i< const(w,), 
where (ii:;) = TK( t) wo. Therefore 
IIBB*ti(t)llHdconst Ilti(t)ll~<const(w,), 
Then (3.13) and (3.14) imply that 
IIAu(t)ll i < const(w,), t 20! 
Mf)ll’, < conNwoh t B 0. 
This indicates that 
t 2 0, (3.13) 
t > 0. (3.14) 
(3.15) 
IITK@) woI~&)~con~t(wo)~ t b 0, (3.16) 
where 9(G) = 9(A) x A4 is endowed with the norm ll(g, h)ll 9(cJ = 
(lIAgll&+ ilhll L)l’*. Thus we have shown that the trajectory 
( TK(t) wo: t > O> lies in a bounded subset of the Hilbert space 9(G), the 
subset depending on wo. 
On the other hand, the space 9(G) is compactly embedded in E, because 
9(A) is compactly embedded in A4 = S(A’/‘) and A4 is compactly embed- 
ded in H. That Mc H is compact has been mentioned in the proof of 
Lemma 2 and that 9(A) c A4 is compact can be proved by means of the 
spectral expansions of A and 6’j2 and using the following criterion of a 
precompact subset Q in Z2 space: 
(i) Q is bounded in I*, and 
(ii) lim,, m C,“= N lq,,l* = 0 uniformly over Q, where q = (qn}:=, E Q. 
Here the detail is omitted. 
Finally from the boundedness of ( TK(f) wo} in 9(G) and the compact 
inclusion of 9(G) in E the conclusion that ( TK(f) wo} lies in a compact 
subset of E follows. 1 
For any given wo~9(Gz), define the o-limit set by 
S(wo)= n cl u TK(t) wet (3.17) 
r>o ,>r 
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where the closure is taken in the space E. By Lemma 3, the family of sub- 
sets (R, = cl lJt,r TK(f) w,,: r > O> is included in a given compact subset of 
E and has the finite intersection property. Therefore S(w,) is nonempty and 
compact for each given w,, E @GF). 
LEMMA 4. Let N(w,) = lim, _ cc IITK(t) wOIIE that exists. For each 
w, E S(w,) it holds that 
IITdt) wcoIIE=~(wo), t 2 0. (3.18) 
Proof: Note that Lemma 3 implies that N(w,) exists and is non- 
negative. For each w, E S(w,), there is a strictly increasing sequence 
{ tn} c R+, such that 
lim t,= +co and lim TK(tn) w0 = w, in E. 
“-cO n-rm 
Thus we obtain 
llwmll =)-mm IITAtJ wall =N(w,). 
Due to the precompactness of the trajectories { TK(t) wO} and 
{ TK(t) G,w,}, and the closedness of the operator G,, we can assert that 
w, E 5@GK). Then by induction it follows from w0 E CS(G,“) that 
w, E C#(G,“). (3.19) 
Apply Lemma 3 to {T+-(t) w,}; we know that )I TK(t) w,II is non- 
increasing for t > 0. If there is a constant q > 0, such that 
)$nm II~,(t)w,ll.=N(w,)-~, (3.20) 
then we have 
I II TK(t + t,) wall - II TK(f) w,II I G II TK(t)ll II TK(fJ wo - w,II -+ 0, 
as n+co, (3.21) 
for the sequence {tn} mentioned above in this proof. Moreover, the con- 
vergence in (3.21) is uniform with respect’ to t > 0 due to the contraction 
of TK(t). It follows that 
Nwo) = lim II ~K(W wall = h II TKttn) w,II = N(w,) - q, n-CC “-a3 
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which is a contradiction. Therefore (3.20) is impossible for any 4 > 0, so 
that (3.18) is proved. 1 
In the next section we shall investigate the structure of the o-limit sets. 
4. CHARACTERIZATION OF O-LIMIT SETS 
According to the stabilization theory of linear control systems in Hilbert 
spaces, cf. [15, 163, the evolution system (3.7) is strongly stabilizable if 
and only if the dissipative linear feedback (3.9) can serve as a strongly 
stabilizing control. Thus we shall study the o-limit set of the closed-loop 
evolution equation (3.10). 
Now consider any given W~E g(G,“) and any IV, E S(W,), let the 
component representation of the trajectory TK(t) W, be 
= col(wm(x, Y, Cl? uz(O, Y, t), b(~, 9 y, f), 
%@(O, 4, t), %(~1,1,, r), &0(x, Y, t), &c(o, y, f), 
k(l,, Y, t), k(O, 4, t), k.2(~,, I,, t)). (4.1) 
Since TK(f) w, E Cm( [0, co); 9(G,“)) = Cnc([O, co); 9(G”)), the first 
component function u-(x, y, 2) is smooth, u,(x, y, t)~ Cz([O, m)); 
?(a)) for any positive integer m. Denote by 
P(4 Y? t) = &(x, Y, t), (x, y, t)eGx lR+. (4.2) 
LEMMA 5. p(x, y, t) defined by (4.2) is a classical solution of the 
following hybrid differential system: 
err = AP in QxR+, 
P,, = PI:v + ap, onr, x R+, 
Prr = P.v.v - ap, onr,xiR+, 
p=o on l-,x [WC, 
py=o onr,xR+, 
p=pp=o at P, and P,, for t B 0. 
Proof: By Lemma 4 and (3.18), (3.11), it follows that 
K*T,(t) w, = il*qt; w,) =o, t 20, 
(4.3) 
(4.4) 
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which implies in turn that 
I&Jo, E*, t) = 0, 
t 20. 
&(ll, 12, t) =o, 
(4.5) 
Substituting (4.4) and (4.5) into the closed-loop evolution equation 
(3.10), since the smooth first component function u,(x, y, t) of the weak 
solution of (2.21) is a classical solution of the original system ( 1.7), we 
obtain 
which implies in turn that 
(4.6) 
(4.7) 
since the function tiao(x, y, t) is smooth. 
Therefore, from the original system (1.7) and the differentiation of U, 
with respect to t, we see that p(x, y, t)= ti,(x, y, t) satisfies the three 
differential equations in Q and on boundary sides f, and r2, the same 
boundary conditions on To and r3, and the conditions (4.5) and (4.7) at 
the corner points P, and P,. Collect these things together we obtain (4.3) 
satisfied by p(x, y, t). 1 
In order to study the solutions of (4.3), we prefer to write it as an 
abstract evolution equation. Define the real Hilbert space 
z = L*(Q) x L*(r,) x P(r*), (4.8) 
with the scalar product of g = col(g(x, y), gl(y), g,(y)) and h = 
col(h(x, y), h,(y), h*(y)) in Z satisfying 
<mz=jj gb, Y)h(XY YwY+ijr iTl(Y)k(Y)dY 
R 1 
+k 5, g*(Y) h*(Y) dY. 
2 
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Define the operator ,4: 9(A) -+ Z by 
A= 
with the domain 
A 0 0 
a 
a % r, 
d’ 0 
dy2 
a o d2 
--“zi r2 dy2 
Then the hybrid differential system (4.3) is formulated as 
d2P 
~=AP, t 2 0, 
(4.10) 
Pa I,, 1) = P(l, , I,, t) = 0, t 20, 
where the vector function P(t) is defined by 
P(t) = col(P(x, Y, t), P(O, Y? th P(h 9 Y, t)). 
The operator A: 9(A) + Z possesses following properties, 
LEMMA 6. The operator A: 9(A) -+ 2 is a symmetric and negative 
definite operator. Its closure ?i is the self-adjoint Friedrichs extension and 
3-l E U(Z) is compact. 
Proof: Similarly as in Lemma 1, we can show that for any g and h in 
g(A), 
+ i jr g&y do 1 = (g, Ah>, 2 (4.11) 
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and that there is a positive constant Z(Q), such that 
(45 g> G -W) IlglG for any g E 9(A). (4.12) 
Similarly as in Lemma 2, we can show that 
Ran A is dense in Z. (4.13) 
Therefore A is symmetric and negative definite, and A has its closure ;I 
as the self-adjoint Friedrichs extension. Moreover, since Y = H’(Q) x 
H’(T, ) x H ‘(r,) is compactly embedded in Z and 
IIsll’,Gconst I(&, s>zI <am II&AZ llgllv for ge 9(A), (4.14) 
it follows that A-’ E 9(Z) is compact. 1 
By Lemma 6 and the standard spectral theory, o(A) = o,(A) consists of 
countable eigenvalues, each with finite multiplicity. Moreover, a,(J) has 
no finite accumulation points. The next two lemmas will provide the 
precise information about the eigenvalues and the complete eigenvectors 
which form a basis for Z. 
LEMMA 7. op(A)={Amn= -[~~+((2n+1)7cj(21,))~]:m,n=O, 1,2,...}, 
where v0 = 0, and v, (m = 1, 2, . ..) are the increasing positive zeros of the 
following transcendental equation 
cot(z,v)=; f-t ) 
( 1 
v > 0. (4.15) 
Moreover, the complete system of the corresponding eigenvectors are { (P,,,~ = 
((PAX, Y), cp,,(O, Y), n,,,,(ll, ~1): m, n = 0, 62, . ..I. in which 
qmn(x, y) = C-v, sin(v,x) + a cos(v,x)] sin [““;/;‘“]. (4.16) 
ProoJ Let I = -PE cr,(A), with ~1 positive. Then there is a nonzero 
vector cp = (cp(x, Y), CP~(Y) =do, Y), cp2(y) = cp(l,, Y)) in W/i), such that 
4(x, Y) = -W(& Y) in a, 
cpyy(O~ Y) + acp,Uk Y) = -VA% Y) on rl, 
vyy(ll T Y 1 - acpxUl T Y I= -PV(~,~ Y 1 on T2, (4.17) 
cp(x, 0) = 0 on r,, 
(PJX, 12 I= 0 on F3. 
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Seeking solutions of (4.17) in the form of separation of variables 
cp(x, y) = p(x) h(y), we obtain the relations from (4.17) as 
/?L=cY++p; (4.18) 
P(O) h,. + %(O) h(Y) = -PLp(O) h(Y) 
AlI) h, - UP x(1,) NY) = -PLp(l,) h(y); 
h,.,. = -/?h 
h(0) = 0 
h,.(l,) = 0; 
(4.19) 
(4.20) 
where CI and /? are two constants. 
Solving the system (4.20) for h(y), we obtain 
0) = Cl sir&h y) + G COS(~~Y) 
h(0) = h,,(l,) = 0. 
(4.21) 
Thus C2 =O, C1 #O, and /? satisfies the relation ,,$ I, =m+ IL/~, 
n = 0, 1, . . . . i.e., 
n=O, 1,2, . . . . (4.22) 
, n = 0, 1, 2, . . . . (4.23) 
Substituting any h,,(y) into the system (4.19), we then have 
px.x= -w 
(P-B) P(O) + w,x(O) = 03 i.e., w(O) + w,(O) = 0 (4.24) 
(P - 8) P(l, ) - %(l, I= 0, i.e., crp(l,) - a~,(/,) = 0. 
Solving this system for p(x), we obtain 
p(x) = C, sin(& x) + C, cos(& x), 
u&C,+aC,=O, 
C,[a sin(& 1r) - a $ cos(& 1,)] 
+ C4[a cos(& I,) + a & sin(& lr)] = 0. 
(4.25) 
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Since p(x) is a nonzero function, it holds that 
(4.26) 
which leads to 
2a,:;Icos(v/j;zI)+( u2 - IX) sin(& II) = 0. (4.27) 
Let v = &, then v = 0 or v satisfies the transcendental equation (4.15). 
Also (4.25) implies that 
p,(x) = -v, sin(v,x) + a cos(vmx), m=0,1,2 ,.... (4.28) 
Hence (4.16) follows. [ 
Denote by @,,,, = rp,,/llcp,,ll. For the convenience of notation, let 
A,,,,, = -pm,,, with 
(4.29) 
LEMMA 8. o(A) = a,(A) = CT,(A), and the system of eigenuectors { @,,} 
forms an orthonormal basis for the space Z. 
Proof By the theory of Sturm-Liousville operators, it is easy to see 
that {h,,(y):n=O, 1, . . . } shown by (4.23) is an orthogonal basis for 
L2(0, I,). Also we assert that {p, = col(p,(x), p,(O), p,(Z,)): m = 0, 1, . ..} is 
an orthogonal basis for the space L2(0, II) x R2. In fact, this system {p,} 
is the complete eigenvectors of the following linear operator U: 9(U) -+ 
L2(0, I,) x R2, 
U= 
with the domain 
. I 
A 0 0 
d 
adx 0 0 
.r=o 
d 
0 0 
. -“dx .x=,, _ 
g(u) = (P =wP(x), Pl, P2)E ff2w4 1,) x R2: P(o)=PlT All) =p2). 
By direct calculation, we know that U is self-adjoin& semi-bounded, and 
has compact resolvent. Hence the above assertion holds. 
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Therefore, the system of eigenvectors 
{qmn = coU4~J-s YL cp,,(O, Y), ‘PAN, ~1): m, n = 0, 1, . . . > 
is an orthogonal basis for Z. Consequently (gmn} is an orthonormal basis. 
Since ,4 c ;i, we have a,(A) c a,(A). Denote the eigenspaces of A and ;i 
corresponding to A,, by N,,(A) and N,,(I), respectively. We have 
N,,(A) c N,,(A). Now we have shown that { $,n} is complete in Z, it 
follows that 
q7(J)\ql(~ I= !a 
since otherwise it will be a contradiction that 
wo A- 1 Nrn,(~) = z for A E o,(li)\a,(A); 
m,n 
here N,(A) is the eigenspace corresponding to A. Moreover, we see that 
N,,(A)=N,,(A), for all m and n. m 
LEMMA 9. For any series 
Q(t)= f qneionf, teiW, 
n=l 
where 9,‘s are distinct real numbers and q,s are real or complex numbers; 
if the following conditions are satisfied: 
0) C,“=, lqn12 < CC and 
(ii) Q(t)-Ofor t>O; 
then q,, = 0, n = 1, 2, . . . . 
The proof is based on the properties of II*-class almost periodic 
functions and is provided in [ 17, Part I, Lemma 1.81. Here it is omitted. 
LEMMA 10. The hybrid differential system (4.3) admits only the trivial 
solution p(x, y, t) E 0 if and only if the multiplicity condition is satisfied, 
vz - vj # 2n(7z/12)2, (4.30) 
for any nonnegative integers i # j and for any positive integer n. 
Proof. By the theory of evolution equations and Lemma 8, the mild 
(and strong) solution of the equation (4.10) is expressed by 
P(t) = C CP:, co&hL t) + Jllmn-l pt sin(JiL t)l 4L. (4.31) 
??I20 
n20 
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where (pi,, pi,) satisfies C pmn I&J’< co and C IP~,,~‘< 00, depending 
on the initial data. 
Since any classical solution of (4.3) is the first component function of 
P(t) given by (4.31) with the additional condition ~(0, Z2, t) = 
~$1,) E,, t) z 0. This implies that 
m:. CP”,, cos(JL t) + JiL-’ it, sin(& t)l 
TldO 
= m;. [pi, co&L t) + JiL/ Pt” SWL t)l 
It>0 
a sin n71+? 
x II(Pmnll -I 
( ) 2 i 1 p,(Z,) sin ( ) n7c + 5 
0 = 0 0 ’ t > 0. (4.32) 
If all the p,,‘s are distinct, then by the real version of Lemma 9 and the 
fact that sin(nn + n/2) = +l and p,(l,) # 0 for all m, we can conclude that 
p:,=o, p;,=o for all m and n. 
This means that p(x, y, t) ~0, for (x, y, t)Ea x R+. Moreover, by 
Lemma 7, { pL,,: m 2 0, n > 0} is a set of all distinct numbers if and only if 
(4.33) 
for any nonnegative i > j and for any odd positive integers ki > ki. Com- 
putation shows that (4.33) is equivalent to the condition (4.30). 
Conversely, if (4.30) does not hold, then from the above it is easy to see 
that (4.3) admits a nontrivial solution p(x, y, t). 1 
5. THE NECESSARY AND SUFFICIENT CONDITION OF STABILIZABILITY 
Based on the above analysis, we can state and prove the main results as 
follows. 
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THEOREM 1. The evolution system (3.7) modelled from the hybrid elastic 
system (1.7) is strongly stabilizable in the energy space E if and on1.v if the 
multiplicity condition (4.30) is satisfied. The stabilizing feedback can be 
chosen as (3.9), i.e., 
fl(t)= -g ((44, th 
t b 0. 
f*(t)= -g Cl,, 12, t), 
(5.1) 
Proof (Sufftciency). If (4.30) is satisfied, then by Lemmas 5 and 10, it 
follows that 
l&(x, y, t)=O (x, y, t)Ei=2X lR+, (5.2) 
so that u,(x, y, t) = const = u,(x, y, 0), for (x, y, t) E 0 x R+. Substitute 
this constant condition into Eq. (3.10); we obtain the following equations 
satisfied by u,(x, y, 0): 
k2(x, y, 0) = 0, in Q, 
(u, J1. (0, Y, 0) + a(u, 1, (0, Y, 0) = 0, onr,, 
LJ, (4, Y, 0)-44A (4, Y, O)=O, on r,, (5.3) 
u,(x, 0,O) = 0, on r,, 
k.J>> (4 4, 0) -0, on r3. 
Let ti, =col(u,(x, y, 0), ~~(0, y, 0), ~~(1,) y, 0)). Then (5.3) implies that 
ti, E g(A) and 
(f% > zisc)z=O, (5.4) 
which indicates that li, = 0. This means that, by Lemma 4 and (3.18), 
IITK(fJW,ll =Nwo)=O (5.5) 
for any initial state w0 E g(G,” ). 
However, since g(G,“) is dense in E and IITK(t)ll is a contraction, (5.5) 
still holds for any initial state w0 E E and 
lim /I T,(t) wOll = 0. (5.6) z-m 
Therefore, the feedback (3.9), which is actually (5.1), strongly stabilizes the 
system (3.7). 
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(Necessity). If the multiplicity condition (4.30) is not satisfied, then 
there exists a nontrivial solution Z’(t) of Eq. (4.10), expressed by (4.31), 
having only finite terms with nonzero coefficients corresponding to one 
eigenvalue of multiplicity > 1, such that (P(t), p(t)) E g(A”‘) x Z for t > 0 
and that IIP(t)lls+ 11;1”*P(t)l($=const#O. 
Let p(t) = col( P( t), 0, (I) with two augmented scalar zero components. 
Then the vector w(t) = (;::I) is a strong solution of the closed-loop evolu- 
tion equation (3.10) and such that 
llw(t)ll~= IIP(t)ll~+ ~/PP(f)ll~=const#O. (5.7) 
Therefore lim, _ 5 IIw(t)ll #O, which means that the feedback (3.9) cannot 
stabilize the system (3.7) by the stabilization theory as we mentioned at 
the beginning of Section 4. Thus the system (3.7) is not strongly 
stabilizable. [ 
We remark that for this hybrid elastic system (1.7) and the reduced 
evolution system (3.7), exponential stabilization is impossible due to the 
facts that the operator G generates a unitary group of operators and that 
K is a compact operator. 
If the multiplicity condition (4.30) is not satisfied, then the pointwise 
boundary damping feedback (5.1) cannot stabilize the whole system (3.7) 
or (1.7). However, we can modify the original model by adding a boundary 
controller locally distributed in the interior of one boundary string, say on 
r,, as follows. Instead of (1.4), the string equations are replaced by 
%,a YY t) = u,(O9 Y> t)+ au.&4 YT t) + S(Y)fo(Y, t), 
U,,(ll, YY f)'UyyVl> Y> ~)-a%(~,, Y, t), (Y, l)E (O,Mx [w+, 
(5.8) 
where t(y) is the characteristic function of the interval [S,, S,] c (0, I,); 
i.e., 
where t(y) is the characteristic function of the interval [S,, S,] c (0,1,); 
i.e., 
5(y)= :, 
L 
XE cs,, (321, 
YE (0>~2)\C~l, M 
and fO( y, t) E L:,,( R +; L*(r,)) is a control function. 
409/165/l-18 
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Accordingly, we need only to modify the operators B and K and to 
modify the control vector function ,f(t) as 
B= [ 0 0 0 a.1 00 0 0 and R= 
B’ (5.9) 
0 1 0 
0 1 
0 0 
0 
where BE LZ(L2(r,) x R2; H) and i?.~ Y(L2(r,) x 08’; E), and fd .Y t)F(t)= f,(t)> [ 1 t 20. (5.10) .62(f) 
By the same approach described in Sections 2 and 3 and with these nota- 
tions, the modified system can be formulated as a second-order evolution 
equation in H: 
d2v _ 
drz+.4.v=BF(t), t20, (5.11) 
and, furthermore, as a first-order evolution equation in E: 
dw 
z=Gw+RF(t), t 20. (5.12) 
Now we show that the combination of the pointwise boundary damping 
feedback and the additional locally boundary damping feedback can 
achieve the stabilization of the system (5.12) in E. 
THEOREM 2. The modified system (5.12) is strongly stabilized by the 
linear damping feedback 
au 
./-1(t) = -g ml,, t), 
f2(t)= -gw2, t), 
(5.13) 
wherefo(y, t)=Ofor ye (0,12)\[61, ST]. 
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Proof: By the same argument as shown in Sections 3 and 4, for this 
modified system, we obtain the result of Lemma 4 and the system of equa- 
tions that ti,(x, y, t) satisfied as follows (here ti,(x, y, t) is the component 
from (4.1)) 
~tr = AP in QxR+, 
Ptt = P, + UP, on rr x R’, 
pit = pyJJ - ap, onr,xR+, 
p=o on r, x R+, 
p,=o on r, x R+, 
p=py=o at P, and P,, t 20, 
Pyv+aPx=O on r \s1.621, t 3 0, 
(5.14) 
where r,Cs1,s21=rln ((0, y): y~[b,,&]}. 
Now the hybrid differential system (5.14) can be written as, cf. (4.10), 
d2P 
x=4 t 2 0, 
p(O,~,,t)=p(~,,~,,t)rO, t 2 0, (5.15) 
PJO, Y, t) + aPx(O, Y> t) = 0, Y E Cd, 9 621, t 2 0, 
where P(t) = col(p(x, y, t), ~(0, y, t), p(Z,, y, t)). Again the solution of 
(5.15) can be expressed by (4.31) with the additional conditions shown 
above. Thus, we obtain (4.32) and the following additional relation, 
O m;. [Pm co&hL t) + JL-’ pk, si&hL Ql I14kll-1 
IIt0 
xsin[(2n:if)Xy]=0, for ye[6,,82],t>0. (5.16) 
By Lemma 9, denoting by A(p,,) = {(m’, n’): ,u,,~. = pm,,}, all the indices 
(m’, n’) such that prnTnP are equal to the same number pm”, then we obtain 
PiL 
P’ m’n’ 
-1 
-1 
E 0 for YE 
E 0 for YE 
Cd, 9 &I, 
(5.17) 
ES,, &I. 
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Note that each index set d(p,,) is finite. Hence the functions on the left- 
hand sides of the two equations of (5.17) are analytic functions. By the 
isolation property of the zeros of analytic functions, it follows that (5.17) 
holds for all YE [0, 12]. 
Since (sin[(2n+ 1) 7cy/(21,)]: n =O, 1,2, . ..) is an orthogonal basis for 
L’(O, 12) and certainly linearly independent, we can conclude also that 
P 0 =() mn 2 P’ m,, =o for all m and n. (5.18) 
Then the same argument of Theorem 1 is applied to yield the result that 
for each initial state w. in E, lim,, r, 11 r,(t) wOll =O. The proof is 
completed. 1 
We remark that the boundary feedback control fo(y, t) = -(&jar) 
(0, y, I), YE [S,, S,], is a compensation to the pointwise boundary feed- 
back controls fI(t)= -(&/&)(O, I,, t) and f*(r) = -(&,/ar)(,, , i,, t) for 
fulfillment of strong stabilization when the multiplicity condition (4.30) is 
not satisfied. But this boundary feedback control,f,(y, t) cannot replace the 
pointwise feedback control fi( t) and f2( t) to implement he same stabiliza- 
tion independently, because the lack of the feedback controlsf,(t) andf,(r) 
will lead to a different system for characterization equations of the w-limit 
sets, that will not be the same as (5.14) and will involve the dynamics at 
two corner points. 
Finally, we indicate that the idea of this work can be adapted to deal 
with some other configurations of two-dimensional interconnected elastic 
structures. 
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