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a b s t r a c t
Neville elimination is a direct method for the solution of linear systems of equations
with advantages for some classes of matrices and in the context of pivoting strategies for
parallel implementations. The growth factor is an indicator of the numerical stability of an
algorithm. In the literature, bounds for the growth factor of Neville elimination with some
pivoting strategies have appeared. In this work, we determine all the matrices such that
the minimal upper bound of the growth factor of Neville elimination with those pivoting
strategies is reached.
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1. Introduction
The usual direct method to solve a linear system of equations Ax = b is Gaussian elimination (GE). Neville elimination
(NE) is an alternative procedure to GE to transform a squarematrix A into an upper triangularmatrixU , and it has advantages
for some classes of matrices and in the context of pivoting strategies for parallel implementations. NE makes zeros in a
column of a matrix A by adding to each row a multiple of the previous one.
This process has been proved to be very useful with totally positive matrices, sign-regular matrices and other related
types of matrices (see [1–4]).
The growth factor is an indicator of the numerical stability of an algorithm. The growth factor for different pivoting
strategies has been studied in [5–8] for both GE and NE. In addition, in [9] the authors have presented some examples where
NE outperforms GE, showing the relation of this fact with the magnitude of the growth factor.
The growth factor for a matrix, introduced by Wilkinson (see [10]), of GE with partial pivoting is bounded from above
by 2n−1. In [8], Higham and Higham determined all the matrices for which that bound is reached. The growth factor of NE
with a row pivoting strategy such that the magnitude of the multipliers are less than or equal to one is also bounded from
above by 2n−1 (see [5]). In this work, we determine all the matrices for which that bound is reached. Section 2 includes
basic notations and auxiliary results. Section 3 provides the proof of the main result. Finally, Section 4 comments numerical
experiments with the class of matrices considered in Section 3.
2. Neville elimination and LU factorization
The NE has been described in detail in [4] and further aspects can be seen in the works included in the references. In this
section, we briefly describe the NE and how to obtain from it the LU factorization of a matrix A in some cases.
2.1. Description
For a nonsingular matrix A of order n, the NE procedure consists of n − 1 successive steps, resulting in a sequence of
matrices as follows:
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A = A(1) → A˜(1) → A(2) → A˜(2) → · · · → A(n) = A˜(n) = U, (1)
where U is an upper triangular matrix. For each t, 1 ≤ t ≤ n, the matrices A(t) = (a(t)ij )1≤i,j≤n and A˜(t) = (a˜(t)ij )1≤i,j≤n have
zeros below their main diagonal in the first t − 1 columns and also one has
a˜(t)it = 0, i ≥ t ⇒ a˜(t)ht = 0, ∀h ≥ i. (2)
A˜(t) is obtained from the matrix A(t) by reordering the rows t, . . . , n according to a row pivoting strategy satisfying (2).
To get A(t+1) from A˜(t), we produce zeros in the column t below the main diagonal by subtracting a multiple of the ith row
to the (i+ 1)th for i = n− 1, n− 2, . . . , t , according to the following formula: for any column j ≥ t + 1
a(t+1)ij =

a(t)ij − a(t)ita(t)i−1,ta(t)i−1,j, if t + 1 ≤ i ≤ n anda(t)i−1,t ≠ 0,a(t)ij , otherwise.
(3)
In this process, one has A(n) = A˜(n) = U , and when no row exchanges are needed, then A(t) = A˜(t) for all t .
The element pij =a(j)ij ,with 1 ≤ j ≤ i < n, is called the (i, j) pivot of the NE of A and the number
mij =

a(j)ija(j)i−1,j =
pij
pi−1,j
, ifa(j)i−1,j ≠ 0,
0, ifa(j)i−1,j = 0(⇒a(j)ij = 0),
(4)
the (i, j)multiplier.
2.2. LU factorization of A
Now let us consider the important case in which NE can be performed without row exchanges. In this case, the matrix
A is said to satisfy theWR condition. We denote by Ei(α), 2 ≤ i ≤ n, the bidiagonal lower triangular matrix that coincides
with the identity matrix except for the element at position (i, i− 1), which is α instead of 0.
If a matrix A satisfies the WR condition, the NE process can be expressed by means of the elementary matrices Ei(α) as:
En(−mn,n−1)[En−1(−mn−1,n−2)En(−mn,n−2)] · · · [E3(−m32)
· · · En(−mn2)][E2(−m21) · · · En−1(−mn−1,1)En(−mn1)]A = U, (5)
wheremij is the (i, j)multiplier of the NE of A.
If we denote Li = Ei+1(−mi+1,i) · · · En(−mni), the above process can be expressed as Ln−1Ln−2 · · · L1A = U . Taking into
account that E−1i (α) = Ei(−α), the LU factorization of A can be expressed as A = LU , where L = L−11 L−12 · · · L−1n−1.
However, this factorization can be reordered in the following way
A = En(mn1)[En−1(mn−1,1)En(mn2)][En−2(mn−2,1)
En−1(mn−1,2)En(mn3)] · · · [E2(m21)E3(m32) · · · En(mn,n−1)]U, (6)
which can be interpreted as performing NE by subdiagonals instead of columns.
Denoting
Fi = En−(i−1)(mn−(i−1),1)En−(i−2)(mn−(i−2),2) · · · En(mni), (7)
we have that A = LU , where:
L = F1F2 · · · Fn−1. (8)
Remark. Given a matrix A = (aij), let us denote by |A| the matrix whose (i, j) entry is |aij|. Considering that |mij| ≤ 1, ∀i, j,
and taking into account that |L| ≤ |F1| |F2| · · · |Fn−1| ≤ B1B2 · · · Bn−1 = Bwhere
Bi =

1
0 1
. . .
. . .
0 1
1 1
. . .
. . .
1 1

← (n− i+ 1)th row (9)
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the matrix B = (bij)1≤i,j≤n is given by (see Lemma 1 of [5]):
bij =

0 if i < j,
i− 1
j− 1

if i ≥ j. (10)
3. Proof of the main result
We start with an auxiliary result. For the first part, see Theorem 1 of [5]. The second part can be deduced from the first
part.
Proposition 1. Let A = (aij)1≤i,j≤n be a nonsingular matrix. Let us perform NE with a row pivoting strategy such that all the
multipliers have absolute value less than or equal to 1. Then the sequence of matrices A(t) given in (1) satisfies
|a(t+1)rs | ≤ 2t maxi,j |aij|, 1 ≤ r, s ≤ n, (11)
and ρn(A) ≤ 2n−1. Moreover, if ρn(A) = 2n−1 then all the multipliers have absolute value equal to 1.
For the sake of clarity, we will denote by ρrn(A) the growth factor of NE with a row pivoting strategy such that the
magnitude of all the multipliers are less than or equal to one.
The following result presents the class of all matrices for which the minimal upper bound for the growth factor of NE
with a row pivoting strategy is attained.
Theorem 1. All real n× n matrices A for which ρrn(A) = 2n−1 are of the form
A = D B

T θ d
0

(12)
where D = diag(±1), B = (bij)1≤i,j≤n is the lower triangular matrix given by formula (10), T is a nonsingular upper triangular
matrix of order n− 1, d is the vector given by d = (1,−2, 4, . . . , (−2)n−1)T , and θ is a scalar such that θ = max1≤i,j≤n |aij|.
Proof. NE with a row pivoting strategy applied to a matrix A provides a factorization of the form (5), introducing, if
necessary, permutation matrices. By Proposition 1, we have that at each step of NE the multiplier is ±1 and also that
|a(1)in | = θ, 1 ≤ i ≤ n. Without loss of generality, let us assume that a(1)in = (−1)i−1diiθ , where dii = ±1. Then, the
multipliers of the NE of A can be represented as mij = diidi−1,i−1, ∀i, j; this implies that the last column of U is Dθd where
D = diag(d11, d22, . . . , c, dnn). Since no row interchanges are performed, A satisfies theWR condition and, by (6)–(8), it can
be written as A = F1F2 · · · Fn−1U .
Furthermore, Fi = DBiD, 1 ≤ i ≤ n − 1, where the matrices Bi are given by (9). Thus, taking into account that D2 = I ,
the lower triangular matrix of the LU factorization of Awith NE can be written as:
L = DB1B2 · · · Bn−1D = DBD. (13)
On the other hand, since the last column of U is Dθd, it can be written as:
U = D

T θd
0

, (14)
where T is a nonsingular upper triangular matrix of order n− 1. Finally, from (13) and (14) we obtain (12). 
Remark. It is interesting to see how the last column of the intermediatematrices behaves. For n = 5, the following example
shows how at the end of the elimination process we obtain at position (5, 5) a quantity that allows us to achieve the
maximum growth factor 24:
d11θ
−d22θ
d33θ
−d44θ
d55θ
→

d11θ
−2d22θ
2d33θ
−2d44θ
2d55θ
→

d11θ
−2d22θ
22d33θ
−22d44θ
22d55θ
→

d11θ
−2d22θ
22d33θ
−23d44θ
23d55θ
→

d11θ
−2d22θ
22d33θ
−23d44θ
24d55θ
 .
4. Numerical experiments
In this section, we carry out numerical tests for solving linear systems of equations byNE, NEPP (NEwith partial pivoting),
GE and GEPP (GE with partial pivoting).
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The systems used in the tests are of the formAx = b, where for simplicity thematrix of coefficientsAhas been constructed
from (12) by taking T = In−1,D = In and θ = max1≤i≤n,1≤j≤n−1 |aij| (In is the identity matrix of order n). The system sizes
range from n = 10 up to n = 100.
As for the vector b, in one case we have taken it as an array of integer random numbers from the uniform distribution
on the interval [−100, 100]; in the other case it has been taken as a real array of random numbers on the interval [0, 1]. An
approximation to the solution vector x has been obtained with a symbolic computing software. In the remaining cases, the
solution x has been chosen as a real random vector from the uniform distribution on the interval [0, 1] and as an integer
random vector on the interval [−100, 100]; then bwas computed in a straightforward way as Ax.
In the numerical experiments we have computed the Wilkinson growth factor, the relative error with infinite norm
(∥x− xˆ∥∞/∥x∥∞) and the componentwise backward error.
The results depend on whether x or b is fixed, but in all cases the resulting matrix derived from the NEPP turns out to
be singular due to accumulation of rounding errors. Moreover, as n increases, the computed growth factor differs from the
value obtained with exact arithmetic.
For x integer and n = 10, 20, the methods NE, GE and NEPP give similar results, whereas GEPP performs worse. For
n ≥ 30, the relative error increases and the smallest value is that of GEPP. Regarding the backward error, it keeps small for
GE and GEPP (from 10−17 to 10−14), and it is higher for NE (from 0 to 10−5).
For x real the conclusions are similar, obtaining a high relative error for n ≥ 30. For instance, if n = 50, the relative error
of GEPP is of the order of 1010 whereas for NEPP is 1014.
Fixing b, the results get worse somewhat later, especially when the elements of b are integers between −100 and 100;
in this case, for n = 30, the relative error is of the order of 10−9 for NE and NEPP, it is of the order of 10−8 for GE and of the
order of 10−4 for GEPP.
In the GEPP case for n = 80(10)100, the relative error is observed to be equal to 1. The reason being that the approximate
solution xˆ is negligible with respect to the exact one.
It is worth mentioning that the condition number of the resulting matrices is very high. For example, if n = 40, it is
cond(A) ≈ 2.18674 · 1022 and if n = 70, we have that cond(A) ≈ 1.83917 · 1040.
Taking into account the previous considerations, GE and GEPP seem not to behave well for this kind of matrices. On
the other hand, NE provides satisfactory results when applied to GFPP matrices, as shown in [9]. The GFPP matrices have
maximal growth factor for GEPP (see [7]).
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