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Abstract—The achievable performance of decision-directed channel
estimation (DDCE) is analysed in the context of both OFDM and MC-
CDMA systems. Two different estimation methods suitable for both
OFDM and MC-CDMA systems are considered, which employ sample-
spaced (SS) as well as fractionally-spaced (FS) a posteriori channel
impulse response (CIR) estimators. The performance of both estimation
methods is compared and it is shown that the DDCE scheme employing
the FS-CIR estimator outperforms its SS-CIR estimator-based counter-
part. Furthermore, the FS-CIR estimator-based method exhibits higher
robustness to various channel parameters such as the channel’s root
mean square delay spread. Finally, it is shown that the MC-CDMA
system employing the channel estimation scheme advocated outperforms
its OFDM counterpart.
I. INTRODUCTION
The ever-increasing demand for high data rates in wireless net-
works requires the efﬁcient utilisation of the limited bandwidth
available, while supporting a high grade of mobility in diverse prop-
agation environments. Orthogonal Frequency Devision Multiplexing
(OFDM) and Multi-Carrier Code Devision Multiple Access (MC-
CDMA) techniques [1] are capable of satisfying these requirements,
since they are capable of coping with highly time-variant wireless
channel characteristics. However, the capacity and the achievable
integrity of communication systems is highly dependent on the
system’s knowledge concerning the channel conditions encountered.
Thus, the provision of an accurate and robust channel estimation
strategy is a crucial factor in achieving a high performance.
A decision directed channel estimation (DDCE) method suitable
for both OFDM and MC-CDMA systems was proposed in [2].
The estimator derived in [2] assumes a channel characterized by a
Sample-Spaced Channel Impulse Response (SS-CIR). However, it is
evident that this assumption cannot be sustained in realistic channel
conditions. Hence, in this contribution we analyse the achievable
performance of the estimation method proposed in [2] in conjunction
with a more realistic Fractionally-Spaced (FS) CIR-based channel
model. Furthermore, we propose an enhanced DDCE scheme evolv-
ing from that in [2], resulting in an a posteriori FS-CIR estimator
in contrast to the SS-CIR estimator derived in [2]. We then perform
a comparison between the two methods considered and demonstrate
the advantages of the newly proposed scheme.
The rest of this paper is structured as follows. The channel model
and the corresponding system model are described in Section II. The
Reduced Complexity (RC) MMSE SS-CIR estimator introduced in
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[2] is derived in Section III-B. The FS version of the a posteriori
CIR estimator proposed is derived in Section III-C. Finally, The
performance of both methods considered is compared using extensive
computer simulations and the corresponding results are demonstrated
in Section IV, before concluding in Section V.
II. SYSTEM MODEL
A. Channel Statistics
A Single Input Single Output (SISO) wireless communication
link is constituted by a multiplicity of statistically independent
components, termed as paths. Thus, such a channel is referred to as a
multipath channel. The physical interpretation of each individual path
is a single distortionless ray between the transmitter and the receiver
antennas.
The individual scattered and delayed signal components usually
arise as a result of refraction or diffraction from scattering surfaces.
In most recently proposed wireless mobile channel models each such
CIR component αl associated with an individual channel path is
modelled by a wide sense stationary (WSS) narrow-band complex
Gaussian process [3] having correlation properties characterised by
the cross-correlation function
rα[m,j]=E{αi[n]α
∗
j[n − m]} = rt;i[m]δ[i − j] , (1)
where n is a discrete OFDM-block-related time-domain index and δ[·]
is the Kronecker delta function. The above equation suggests that the
different CIR components are assumed to be mutually uncorrelated
and each exhibits time-domain autocorrelation properties deﬁned by
the time-domain correlation function rt;i[m]. The Fourier transform
pair of the correlation function rt[n] associated with each CIR tap
corresponds to a band-limited power spectral density (PSD) pt(f),
such that we have pt(f)=0 ,i f|f| >f d,w h e r efd is termed as the
maximum Doppler frequency. The time period 1/fd is the so-called
coherence time of the channel [3] and usually we have: 1/fd   T,
where T is the duration of the OFDM block.
We adopt the complex baseband representation of the continuous-
time Channel Impulse Response (CIR) given by [3]
h(t,τ)=

l
αl(t)c(τ − τl), (2)
where αl(t) is the time-variant complex amplitude of the lth path and
τl is the corresponding path delay, while c(τ) is the aggregate impulse
response of the transmitter-receiver pair, which usually corresponds
to the raised-cosine Nyquist ﬁlter. From (2) the continuous channel
transfer function can be described as
H(t,f)=
 ∞
−∞
h(t,τ) e
−2πfτdτ
= C(f)

l
αl(t)e
−2πfτl, (3)
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1916where C(f) is the Fourier transform pair of the transceiver’s impulse
response c(τ).
As it was pointed out in [4], in OFDM/MC-CDMA systems using
a sufﬁciently long cyclic preﬁx and adequate synchronisation, the
discrete subcarrier-related CTF can be expressed as
H[n,k]  H(nT,k∆f)=C(k∆f)
L 
l=1
αl[n]W
kτl/Ts
K (4)
=
K0−1 
m=0
h[n,m]W
km
K , (5)
where
h[n,m]  h(nT,mTs)=
L 
l=1
αl[n]c(mTs − τl) (6)
is the Sample-Spaced CIR (SS-CIR) and we have
WK =e x p ( −2π/K). Note that in realistic channel conditions
associated with non-sample-spaced time-variant path-delays τl(n)
the receiver will encounter dispersed received signal components
in several neighbouring samples owing to the convolution of the
transmitted signal with the system’s impulse response, which we
refer to as leakage. This phenomenon is usually unavoidable and
therefore the resultant SS-CIR h[n,m] will be constituted of
numerous correlated non-zero taps described by Equation (2) and
illustrated in Figure 1. By contrast, the fractionally-spaced CIR
(FS-CIR) αl[n]  αl(nT) will be constituted by a lower number
of L   K0   K statistically independent non-zero taps associated
with distinctive propagation paths, as depicted in Figure 1.
As it was shown in [4], the crosscorrelation function rH[m,l],
which characterized both the time- and frequency-domain correlation
properties of the discrete CTF coefﬁcients H[n,k] associated with
different OFDM blocks and subcarriers can be described as
rH[m,l]  E {H[n + m,k + l]H
∗[n,k]}
= σ
2
Hrt[m]rf[l], (7)
where rt[m] is the time-domain correlation function of Equation (1),
while rf[i] is the frequency-domain correlation functions, which can
be expressed as in [5]
rf[l]=|C(l∆f)|
2
L 
i=1
σ
2
i
σ2
H
e
−2πl∆fτi, (8)
where σ
2
H =
L
i=1 σ
2
i .
B. MC Transceiver
The discrete frequency-domain model of the OFDM/MC-CDMA
system can be described as
y[n,k]=H[n,k]x[n,k]+w[n,k], (9)
for k =0 ,...,K−1 and all n,w h e r ey[n,k],x[n,k] and w[n,k] are
the received symbol, the transmitted symbol and the Gaussian noise
sample respectively, corresponding to the kth subcarrier of the nth
OFDM block. Furthermore, H[n,k] is the complex channel transfer
function (CTF) coefﬁcient associated with the kth subcarrier and time
instance n. Note that in the case of an M-QAM modulated OFDM
system, x[n,k] corresponds to the M-QAM symbol accommodated
by the kth subcarrier, while in a MC-CDMA system, such as a Walsh-
Hadamard Transform (WHT) assisted OFDM scheme using G-chip
WH spreading code and hence capable of supporting G users [1] we
have
x[n,k]=
G−1 
p=0
c[k,p]s[n,p], (10)
where c[k,p] is the kth chip of the pth spreading code, while s[n,p] is
the M-QAM symbol spread by the pth code. Each of the G spreading
codes is constituted by G chips.
III. CHANNEL ESTIMATION
A. Decision Directed Channel Estimator
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Fig. 2. Schematic of the channel estimator constituted by an a posteri-
ori decision-directed CIR estimator, based on frequency-domain modulated
symbol estimates, followed by an ap r i o r iCIR predictor.
The schematic of the channel estimation method considered is
depicted in Figure 2. Our channel estimator is constituted by what we
refer to as an a posteriori decision-directed CIR estimator followed
by an ap r i o r iCIR predictor [1]. As seen in Figure 2, the task of the
CIR estimator is to estimate the CIR taps corresponding to the current
channel state based on the a posteriori information about the received
subcarrier-related information-carrying symbols. We employ a linear
Reduced Complexity (RC) MMSE estimator described in [2], which
invokes an Inverse Fourier Transform based transformation from the
subcarrier-related frequency domain to the CIR-related time domain
in order to exploit the frequency-domain correlation of the subcarrier-
related CTF coefﬁcients.
As seen in Figure 2, the a posteriori CIR estimator inputs are
the received subcarrier-related frequency-domain signal y[n] and the
decision-based estimate ˆ x[n]. Its output is an a posteriori estimate
ˆ h[n] of the CIR taps, which is fed into the low-rank time-domain
CIR tap predictor of Figure 2 for the sake of producing an ap r i o r i
estimate ˇ h[n+1,l],l=0 ,1,···,K 0 −1 of the next CIR on a CIR
tap-by-tap basis [1]. Finally, the predicted CIR is converted to the
FD-CTF with the aid of the Fourier Transform block of Figure 2.
The resultant FD-CTF is employed by the receiver for the sake of
detecting and decoding of the next OFDM symbol. Note, that this
principle requires the transmission of a pilot-based channel sounding
sequence, such as for example in FD pilot-assisted OFDM, during
the initialisation stage.
In our DDCE scheme of Figure 2 we employ the Robust ap r i o r i
CIR predictor introduced in [4], whicch is detailed in [1].
B. RC-MMSE SS-CIR Estimator
In this section we present a brief description of the a posteriori
Reduced Complexity (RC) MMSE Sample-Spaced (SS) CIR esti-
mator advocated in [2]. Our estimator is comprised of a temporary
scalar MMSE CTF estimator followed by a simpliﬁed MMSE SS-
CIR estimator.
Following the Bayesian linear model theory of [6], the temporary
MMSE estimator of the FD-CTF coefﬁcients H[n,k] of the scalar
linear model described by Equation (9), where the parameters H[n,k]
are assumed to be complex-Gaussian distributed with a zero mean
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Fig. 1. The FS-CIR (top) and the effective SS-CIR (bottom) resulting from the convolution of the original FS-CIR with the raised cosine ﬁlter impulse
response for the cases of (a) sample-spaced and (b) fractionally-spaced power delay proﬁles.
and a variance of σ
2
H, is given by [6]:
˜ H[n,k]=

x
∗[n,k]x[n,k]
σ2
w
+
1
σ2
H
−1
·
x
∗[n,k]y[n,k]
σ2
w
=
x
∗[n,k]y[n,k]
|x[n,k]|2 +
σ2
w
σ2
H
. (11)
The corresponding NMSE can be expressed as [6]
NMSEH =
1
σ2
H

1
σ2
H
+
|x[n,k]|
2
σ2
w
−1
=
σ
2
w
σ2
H|x[n,k]|2 + σ2
w
=
1
γ




x[n,k]
σx




2
+1
, (12)
where
γ =
1
σ2
w
E {H[n,k]x[n,k]} =
σ
2
Hσ
2
x
σ2
w
(13)
is the average SNR level. As it is shown in [2], the NMSE of the
MMSE estimator of Equation (11) is upper-bounded, by the NMSE
encountered when the transmitted subcarrier-related samples x[n,k]
are complex-Gaussian distributed, as in the case of a MC-CDMA
system having a sufﬁciently high spreading factor. More explicitly
NMSEH;max(γ) ≤
1
γ
e
1
γ Ei

1
γ

, (14)
where we deﬁne the exponential integral function as:
Ei(x)=
 ∞
x
e
−t
t
dt. (15)
The MMSE CTF estimates ˜ H[n,k] of Equation (11) can be now
modelled as complex Gaussian-distributed variables having a mean
identical to that of H[n,k], which represents the actual FD-CTF
coefﬁcients encountered and a variance of σ
2
v = σ
2
HNMSEH;max,
where σ
2
H is the average channel output power and NMSEH;max is
the NMSE quantiﬁed in Equation (14). Thus we can write
˜ H[n,k]=H[n,k]+v[n,k], (16)
where v[n,k] represents the i.i.d. complex-Gaussian noise samples
having a zero mean and a variance of σ
2
v.
By substituting the FD-CTF of Equation (5) into (16) we arrive at
˜ H[n,k]=
K0−1 
l=0
W
kl
K h[n,k]+v[n,k], (17)
where WK  e
−2π 1
K , which can be rewritten in matrix form as
˜ H[n]=Wh[n]+v[n], (18)
where the (K×K0)-dimensional matrix W corresponds to the Fourier
transform of the zero-padded SS-CIR vector h[n] and is deﬁned by
Wkl  W
kl
K for k =0 ,1,···,K− 1 and l =0 ,1,···,K 0 − 1.
The MMSE estimator of the SS-CIR taps h[n,m] of the linear
vector model described by Equation (18) is given by [6]
ˆ h =( C
−1
h + W
HC
−1
v W)
−1W
HC
−1
v ˜ H, (19)
where we omit the time-domain OFDM-block-spaced index n for
the sake of notational simplicity and deﬁne Ch and Cv as the
covariance matrices of the SS-CIR vector h and the scalar-MMSE
FD-CTF estimator’s noise vector v, respectively. The elements of the
noise vector v are assumed to be complex-Gaussian i.i.d. samples
and therefore we have Cv = σ
2
vI. On the other hand, as follows
from the assumption of having uncorrelated SS-CIR taps, the SS-CIR
taps’ covariance matrix is a diagonal matrix Ch =d i a g

σ
2
l

,w h e r e
σ
2
l  E
	
|h[n,l]|
2

. Substituting Ch and Cv into Equation (19)
yields
ˆ h =

diag

1
σ2
l

+
1
σ2
v
W
HW
−1
W
H 1
σ2
v
˜ H
=d i a g

σ
2
l
σ2
v + Kσ2
l

W
H ˜ H, (20)
where we have exploited the fact that
[W
HW]l,l  =
K−1 
k=0
e
−2π
k(l−l )
K = Kδ[l − l
 ] (21)
and therefore W
HW = KI,w h e r eI is a (K0 × K0)-dimensional
identity matrix.
Finally, upon substituting Equation (11) into Equation (20) we
arrive at a scalar expression for the Reduced-Complexity (RC) a
1918posteriori MMSE SS-CIR estimator in the form of:
ˆ h[n,l]=
σ
2
l
σ2
v + Kσ2
l
K−1 
k=0
W
kl
K
ˆ x
∗[n,k]y[n,k]
|ˆ x[n,k]|2 +
σ2
w
σ2
H
. (22)
The corresponding NMSE associated with the lth RC-MMSE SS-
CIR tap estimate ˆ h[l] i sg i v e nb y[ 6 ]
NMSEl =
σ
2
v
σ2
H
σ
2
l
σ2
v + Kσ2
l
=
σ
2
v
σ2
H
1
σ2
v
σ2
l
+ K
, (23)
where σ
2
v = σ
2
HNMSEH,max is the variance of the noise samples
v[k] in Equation (16), while NMSEH,max is the maximum NMSE
of the scalar MMSE FD-CTF estimator of Equation (11). The
overall NMSE corresponding to the MMSE SS-CIR estimator of
Equation (22) can be found by summing all of the lth contribu-
tions quantiﬁed by Equation (23) over the K0 taps of the SS-CIR
encountered, which can be expressed using Equation (14) as
NMSEh =
1
γ
exp
1
γ
Ei
1
γ
K0−1 
l=0
1
σ2
v
σ2
l
+ K
≈
1
γ
exp
1
γ
Ei
1
γ
Lss
K
, (24)
where, as before, K is the number of OFDM subcarriers and γ is
the average SNR value, while Lss is the number of non-zero SS-CIR
taps encountered.
In the next section we would like to derive an alternative Reduced
Complexity (RC) MMSE estimator, which is capable of estimating
the Fractionally-Spaced (FS) CIR taps of Equation (5) using an
approach similar to that described above.
C. MMSE FS-CIR Estimator
The ﬁrst constituent component of our estimator, namely the scalar
MMSE CTF estimator is identical to that derived in Section III-B
and described by Equation (11). Furthermore, our approach used for
deriving the MMSE FS-CIR estimator is similar to that utilized in
Section III-B, however it exhibits several substantial differences, as
detailed bellow.
By substituting the FD-CTF of Equation (5) into (16) we arrive at
˜ H[n,k]=C(k∆f)
L 
l=1
αl[n]W
kτl/Ts
K + v[n,k], (25)
where, as previously, C(f) is the frequency response of the
transceiver’s pulse-shaping ﬁlter, WK  e
−2π 1
K , while αl[n] and
τl are the amplitudes and the relative delays of the FS-CIR taps,
respectively. Equation (25) can be expressed in a matrix form as
˜ HMMSE[n]=d i a g ( C[k])Wα[n]+v[n]
= Tα[n]+v[n], (26)
where we deﬁne the (K × L)-dimensional matrix
T  diag(C[k])W,i nw h i c hdiag(C[k]) is a (K×K)-dimensional
diagonal matrix with the corresponding elements of the vector C[k]
on the main diagonal, while W is the Fourier Transform matrix
deﬁned by Wkl  W
k
τl
Ts
K for k = −
K
2 ,···,
K
2 −1 and l =1 ,···,L.
The MMSE estimator of the FS-CIR taps αl[n] of the linear vector
model described by (26) is given by [6]
ˆ α =( C
−1
α + T
HC
−1
v T)
−1T
HC
−1
v ˜ H, (27)
where we omit the time-domain OFDM-block-spaced index n for
the sake of notational simplicity and deﬁne Cα and Cv as the
covariance matrices of the FS-CIR vector α and CTF-estimator
noise vector v, respectively. The elements of the noise vector v are
assumed to be independent identically distributed (i.i.d.) complex-
Gaussian-distributed samples and therefore we have Cv = σ
2
vI.
On the other hand, as follows from Equation (1), the FS-CIR taps’
covariance matrix is a diagonal matrix Ch =d i a g

σ
2
l

,w h e r e
σ
2
l  E
	
|αl[n]|
2

. Substituting Cα and Cv into (27) yields
ˆ α =

diag

1
σ2
l

+
1
σ2
v
T
HT
−1
T
H 1
σ2
v
˜ H
=

σ
2
vI +d i a g

σ
2
l

T
HT
−1
diag

σ
2
l

T
H ˜ H = A ˜ H.(28)
The matrix inversion operation associated with the process of eval-
uating the estimator matrix A in Equation (28) cannot be avoided
as opposed to the case of the SS-CIR estimation scheme of Section
III-B. However, the estimator matrix A is data-independent and it
is sufﬁcient to calculate it once for the case of encountering Wide
Sense Stationary (WSS) channel statistics.
The corresponding covariance matrix associated with the FS-CIR
estimate vector ˆ α may be expressed as [6]
Cα = σ
2
v

σ
2
vI +d i a g

σ
2
l

T
HT
−1
diag

σ
2
l

(29)
and the resultant Normalized Mean Square Error (NMSE) of the RC-
MMSE FS-CIR estimator proposed is given by
NMSEα =
σ
2
v
σ2
H
trace

σ
2
vI +d i a g

σ
2
l

T
HT
−1
diag

σ
2
l

,
(30)
where tr(A) is the trace of the matrix A.
In order to complete the DDCE scheme of Figure 2 we employ the
ap r i o r iCIR predictor as derived in [1]. The CIR predictor considered
can be implemented in conjunction with both the SS-CIR and the FS-
CIR estimators of Sections III-B and III-C, respectively. However,
in the case of encountering a fractionally-spaced CIR, the effective
SS-CIR taps h[n,m] of Equation (6) can no longer be assumed
uncorrelated for different values of the index m, as advocated in
Section II-A. Thus the performance of the ap r i o r iCIR predictor
described here in conjunction with the SS-CIR estimator will deviate
from that reported in [1].
IV. SIMULATION RESULTS
In this section, we present our simulation results for both the
Sample-Spaced and the Fractionally-Spaced RC-MMSE CIR esti-
mation schemes advocated in the context of both OFDM and MC-
CDMA systems communicating over eight-path dispersive Rayleigh
fading channel characterized in [7].
TABLE I
SYSTEM PARAMETERS.
Parameter OFDM MC-CDMA
Channel bandwidth 800 kHz
Number of carriers K 128
Symbol duration T 160 µs
Max. delay spread τmax 40 µs
No. of CIR taps 3
Channel interleaver WCDMA [8] –
248 bit
Modulation QPSK
Spreading scheme – WH
FEC Turbo code [9] , rate 1/2
component codes RSC, K=3(7,5)
code interleaver WCDMA (124 bit)
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Fig. 3. (a) NMSE exhibited by the decision-directed channel estimator of Section III-A in the context of OFDM and MC-CDMA systems and (b) the
corresponding achievable BER performance. Both performance curves are shown as a function of the average SNR at the reception antenna. The frame-
varient fading channel characterized by Bug’s channel model [7] were encountered at OFDM symbol-normilized Doppler frequency of Fd =0 .01.
Our simulations were performed in the base-band frequency do-
main and the system conﬁguration characterised in Table I is to a
large extent similar to that used in [4]. We assume having a total
bandwidth of 800kHz. In the OFDM mode, the system utilises 128
QPSK-modulated orthogonal subcarriers. In the MC-CDMA mode
we employ eight full sets of 16-chip Walsh-Hadamard (WH) codes for
interleaved frequency-domain spreading of the QPSK-modulated bits
over the 128 orthogonal subcarriers. All the 128 WH spreading codes,
constituted by 8 interleaved groups of 16 codes each, are assigned
to a single user and hence the data-rate is similar in both the OFDM
and the MC-CDMA modes. For forward error correction (FEC) we
use
1
2-rate turbo coding [9] employing two constraint-length K =3
Recursive Systematic Convolutional (RSC) component codes and
a 124-bit WCDMA code interleaver [8]. The octally represented
generator polynomials of (7,5) were used.
We employed the eight-path Rayleigh-fading Bug channel model
characterised in [7], using the delay spread of τrms =1 µs and the
OFDM-symbol-normalized Doppler frequency of FD =0 .01.
Figure 3(a) demonstrates the NMSE exhibited by the DDCE
scheme of Figure 2 employing both the SS-CIR estimator described
in Section III-B and the FS-CIR estimator derived in Section III-
C in the context of both the OFDM and the MC-CDMA systems
considered. The corresponding achievable Bit Error Rate (BER)
performance is depicted in Figure 3(b). The simulations were carried
out over the period of 100,000 QPSK-modulated K = 128-subcarrier
OFDM/MC-CDMA symbols. It can be seen in Figure 3(a), that
the DDCE employing the a posteriori FS-CIR RC-MMSE method
outperforms its SS-CIR estimator-based counterpart over the entire
range of the SNR values considered. Furthermore, the DDCE scheme
utilizing the SS-CIR estimator exhibits an irreducible noise-ﬂoor at
high SNR values. This effect can be explained by the fact that the a
priori CIR predictor described in [1] fails to exploit the correlation
between different SS-CIR taps. Furthermore, the statistics of the
correlated SS-CIR taps diverges from the time-domain correlation
model assumed by the predictor and described in Section II-A, which
results in a biased estimation process.
V. CONCLUSIONS
In this paper we have analysed and compared the attainable
performance of two DDCE schemes, namely the DDCE employing
an a posteriori SS-CIR estimator derived in [2] and its FS-CIR
estimator-based counterpart introduced here. The performance of
both methods was explored in conjunction with realistic channel
conditions characterized by a time-variant Rayleigh fading FS-CIR.
We have shown that the latter estimation method exhibits substantial
advantages in terms of both the achievable system performance and its
robustness against the variations of the channel characteristics, such
as the RMS delay spread. Additionally, we have demonstrated that
the MC-CDMA system employing the proposed channel estimation
scheme outperforms its OFDM counterpart.
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