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Historically, mathematical methods have been applied successfully to popu-
lation genetics for a long time. Investigation of mathematics to population
genetics goes to Mendel’s laws (Gregor Johann Mendel, 1822–1884), where he
exploited symbols that are quite algebraically suggestive to express his genetic
laws. Between 1856 and 1863, Mendel studied the hybridization of peas and
gave the fundamental concept of the classical genetics, the gene, under the
name “constant character” to explain the observed statistics of inheritance. In
1866, Gregor Mendel published the results of years of experimentation in breed-
ing pea plants [32]. He showed that both parents must pass discrete physical
factors which transmit information about their traits to their offspring at con-
ception. Mendel first exploited symbols that are quite algebraically suggestive
to express his genetic laws. Thus, mathematicians and geneticists once used
non-associative algebras to study Mendelian genetics and it was later termed
“Mendelian algebras” by several other authors.
In the 1920s and 1930s as other major achievements of theoretical pop-
ulation genetics the Hardy-Weinberg law, the Wright-Fisher selection model,
general genetic algebras were introduced. These are basic to many calculations
in population genetics. The mathematics used in the classic works of Ether-
ington, Fisher, Haldane and Wright was also not very complicated but was
of great help for the theoretical understanding of evolutionary processes. At
present, the methods of mathematical genetics are becoming more and more
complex: the theory of probability is used, including the theory of random
processes, non-linear differential and difference equations, and non-associative
algebras.
xv
Serebrowsky [43] was the first to give an algebraic interpretation of the sign
×, which indicated sexual reproduction, and to give a mathematical formula-
tion of Mendel’s laws in terms of non-associative algebras. Glivenkov [18] intro-
duced the so-called Mendelian algebras for diploid populations with one locus
or two unlinked loci. Independently, Kostitzin [25] also introduced a “symbolic
multiplication” to express Mendel’s laws. The systematic study of algebras oc-
curring in genetics can be attributed to a series of papers of I.M.H. Etherington
in 1939–1941. In [11–13] he succeeded in giving a precise mathematical formu-
lation of Mendel’s laws in terms of non-associative algebras, also covered many
simple cases in which he considered algebras describing the genetics. Besides
Etherington, fundamental contributions have been made by Abraham [1], Gon-
shor [19], Heuch [21], Holgate [22, 23], Reiersöl [36], Schafer [42]. Until 1980s,
the most comprehensive reference in this area was Wörz-Busekros’s book [46],
where the author gave a rather complete presentation of algebras in genetics
and applied the theory and the results to various concrete biological situations.
More recent results, such as genetic evolution in genetic algebras, can be found
in Lyubich’s book [31]. A good survey is Reed’s article [35].
Thus, Mendelian genetics introduced a new subject to mathematics: gen-
eral genetic algebras. These algebras are in general commutative but not as-
sociative, furthermore they do not belong to any of the well-known classes of
non-associative algebras such as Lie algebras, Jordan algebras, or alternative
algebras.
Baur [2] and Correns [8] first detected that chloroplast inheritance de-
parted from Mendel’s rules, and much later, mitochondrial gene inheritance
was also identified in the same way, and non-Mendelian inheritance of or-
ganelle genes was recognized with two features – uniparental inheritance and
vegetative segregation. Now, non-Mendelian genetics is a basic language of
molecular geneticists. Non-Mendelian inheritance plays an important role in
several disease processes. Non-Mendelian genetics offers to mathematics new
type of genetic algebras, denominated evolution algebras, introduced in [45],
these are algebras in which the multiplication tables are motivated by evolution
laws of genetics. In [44] J.P. Tian established the foundation of the framework
of evolution algebra theory and to discussed some applications of evolution
algebras in non-Mendelian genetics, stochastic processes and genetics.
xvi
As a new type of algebra – the evolution algebras are non-associative and
non-power-associative Banach algebras. Indeed, they are natural examples of
non-associative complete normed algebras arising from science. Evolution alge-
bras have connections with other fields of mathematics, including graph theory
(particularly, random graphs and networks), group theory, Markov processes,
dynamical systems.
Recently in [7] a notion of a chain of evolution algebras (CEA) is introduced.
This chain is a dynamical system the state of which at each given time is an
evolution algebra. The sequence of matrices of structural constants for this
chain of evolution algebras satisfies the Chapman-Kolmogorov equation.
In [34] a chain of n-dimensional evolution algebras corresponding to a per-
mutation of n numbers was defined. They also showed that a chain of evolution
algebras (CEA) corresponding to a permutation is trivial (consisting only al-
gebras with zero-multiplication) iff the permutation has not a fixed point.
In [29] the notion of flow (depending on time) of finite-dimensional algebras
was introduced. A flow of algebras is a particular case of a continuous-time dy-
namical system whose states are finite-dimensional algebras with (cubic) matri-
ces of structural constants satisfying an analogue of the Kolmogorov-Chapman
equation. Since there are several kinds of multiplications between cubic ma-
trices one has fix a multiplication first and then consider the Kolmogorov-
Chapman equation with respect to the fixed multiplication. The existence of
a solution for the Kolmogorov-Chapman equation provides the existence of a
flow of algebras. The time-dependent behavior of the different examples of
flows was constructed and studied in [30].
xvii
xviii
Outline of the thesis
In Chapter 1, the basic definitions and construction of chains of evolution
algebras are given. In Section 1.1 we give a brief review of chains of evolution
algebras (CEAs), following [7]. Section 1.2 is devoted to the construction of
new two-dimensional real CEAs. In Section 1.3 we study property transitions
of the constructed CEAs. In Theorem 1.3.5 baric property transitions of CEAs
are given, and also the existence of “uniqueness of absolute nilpotent element”
property transition and the time-dynamics of the idempotent elements of CEAs
are given in Theorems 1.3.8 and 1.3.9, respectively.
In Chapter 2 we obtain the classification of two-dimensional real evolution
algebras and time depending dynamics of such CEAs. In Theorem 2.1.2 we give
the classification of two-dimensional real evolution algebras. In Section 2.2 we
study time depending dynamics of two-dimensional real CEAs (Theorem 2.2.2).
We also construct new classes of two-dimensional CEAs, which will be isomor-
phic to a given evolution algebra, for some values of time (Theorem 2.2.6).
In Section 2.3 we define (linear) Rota-Baxter operators on evolution algebras.
Theorem 2.3.2 consists of all matrices of these linear operators.
In Chapter 3 we construct chains of evolution algebras of a “chicken” popu-
lation, and also study the time depending dynamics of the constructed chains







In this chapter we give the basic definitions and construction of chains of evo-
lution algebras. First, we provide a brief review of known chains of evolution
algebras (CEAs). Second, we construct new two-dimensional real CEAs. Then
we study property transitions of constructed CEAs, in particular, baric prop-
erty transitions of CEAs and the existence of “uniqueness of absolute nilpotent
element” property transition and the time-dynamics of the idempotent ele-
ments of CEAs are given.
1.1 Basic definitions
Before we discuss the mathematics of genetics, we need to acquaint ourselves
with the necessary language from biology. The genes consist of the DNA (de-
oxyribonucleic acid), so called the chemical basis of heredity, which are carry
hereditary information passed from parents to children. Genes are carried in
the chromosomes, the physical basis of heredity, within the cell, which are
package of DNA that carries genetic information. Each gene on a chromo-
some has different forms that it can take. These forms are called alleles,
which produce variations in a genetically inherited trait. E.g. different alleles
produce different hair colours – brown, blond, red, black, etc. Since humans
1
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are diploid organisms (meaning we have two sets of 23 chromosomes – one set
from each parent), hair types are determined by two alleles. Haploid cells (or
organisms) carry a single set of chromosomes. When diploid organisms repro-
duce, a process called meiosis produces gametes (sex cells) which carry a single
set of chromosomes. When these gamete cells fuse (e.g. when sperm fertilizes
egg), the result is a zygote, which is again a diploid cell, meaning it carries its
hereditary information in a double set of chromosomes. When gametes fuse
(or reproduce) to form zygotes a natural “multiplication” operation occurs.
Algebras arise in population genetic models in a quite natural way. If pop-
ulations with one or several genetic traits are considered then each particular
population is characterized by the frequencies of these traits, e.g. gene or
genotype frequencies. These frequencies are collected into a vector. Convex
combinations of such vectors describe mixtures of populations, thus the addi-
tion of vectors and the multiplication with constants have a meaning. Sexual
reproduction leads to a multiplicative structure, as it is suggested by a formal
representation of Mendel’s laws.
Example 1.1.1 ( [35]). (Simple Mendelian Inheritance). As a natural
first example, we consider simple Mendelian inheritance for a single gene with
two alleles A and a. In this case, two gametes fusing (or reproducing) to form
a zygote gives the multiplication table shown in Table 1.1, which in freshman




Table 1.1: Alleles passing from gametes to zygotes
The zygotes AA and aa are called homozygous, since they carry two copies
of the same allele. In this case, simple Mendelian inheritance means that
there is no chance involved as to what genetic information will be inherited
in the next generation; i.e. AA will pass on the allele A and aa will pass on
a. However, the zygotes Aa and aA (which are equivalent) each carry two
different alleles. These zygotes are called heterozygous.
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A a
A A 12(A+ a)
a 12(a+A) a
Table 1.2: Multiplication table of the gametic algebra for simple Mendelian
inheritance
The rules of simple Mendelian inheritance indicate that the next genera-
tion will inherit either A or a with equal frequency. So, when two gametes
reproduce, a multiplication is induced which indicates how the hereditary in-
formation will be passed down to the next generation. This multiplication is
given by the following rules:
A×A = A (1.1.1)






a× a = a (1.1.4)
Rules (1.1.1) and (1.1.4) are expressions of the fact that if both gametes
carry the same allele, then the offspring will inherit it. Rules (1.1.2) and
(1.1.3) indicate that when gametes carrying A and a reproduce, half of the
time the offspring will inherit A and the other half of the time it will inherit
a. These rules are an algebraic representation of the rules of simple Mendelian
inheritance. This multiplication table is shown in Table 1.2. We should point
out that we are only concerning ourselves with genotypes (gene composition)
and not phenotypes (gene expression). Hence we have made no mention of the
dominant or recessive properties of our alleles.
Now we have defined a multiplication on the symbols A and a we can
mathematically define the two-dimensional algebra over R with basis {A, a}
and multiplication table as in Table 1.2. This algebra is called the gametic
algebra for simple Mendelian inheritance with two alleles.
It is important to remark that there exist several classes of non-associative
algebras (baric, evolution, Bernstein, train, stochastic, etc.), whose research
4 1 Chains of finite-dimensional evolution algebras
has provided a number of significant contributions to theoretical population
genetics. Such classes have been defined different times by several authors,
and all algebras belonging to these classes are generally called “genetic”.
The systematic formulation of reproduction in non-Mendelian genetics as
multiplication in algebras was introduced in [44] and called “evolution alge-
bras”. These are algebras in which the multiplication tables are motivated by
evolution laws of genetics.
We define evolution algebras in terms of generators and defining relations.
Because the defining relations are unique for an evolution algebra, the generator
set can serve as a basis for an evolution algebra [44]. This property gives some
advantage in studying evolution algebras.
Definition 1.1.2 ( [44]). Let (E, ·) be an algebra over a field K. If it admits
a basis {e1, e2, . . . }, such that
ei · ej =

0, if i 6= j;∑
k
aikek, if i = j,
then this algebra is called an evolution algebra. The basis is called a natural
basis.
Denote by M = (aij) the matrix of structural constants of the evolution
algebra E.
Evolution algebras have the following properties [44]:
1. Evolution algebras are not associative, in general.
2. Evolution algebras are commutative, flexible.
3. Evolution algebras are not power-associative, in general.
4. The direct sum of evolution algebras is also an evolution algebra.
5. The Kronecker product of evolution algebras is an evolution algebra.
Recently in [7] a notion of chain of evolution algebras is introduced. This
chain is a dynamical system the state of which at each given time is an evo-
lution algebra. The chain is defined by the sequence of matrices of struc-
tural constants (of the evolution algebras considered in [44]) which satisfies
the Chapman-Kolmogorov equation.
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Following [7] we consider a family
{
E[s,t] : s, t ∈ R, 0 ≤ s ≤ t
}
of n-







ij ej , i = 1, . . . , n; eiej = 0, i 6= j.








the matrix of structural constants.
Definition 1.1.3. A family
{
E[s,t] : s, t ∈ R, 0 ≤ s ≤ t
}
of n-dimensional
evolution algebras over the field R is called a chain of evolution algebras (CEA)
if the matrixM[s,t] of structural constants satisfies the Chapman-Kolmogorov
equation
M[s,t] =M[s,τ ]M[τ,t], for any s < τ < t. (1.1.5)
If ρi is a projection map of E[s,t], which maps every element of E[s,t] to its










j , for any s < τ < t.
Definition 1.1.4. A CEA is called a time-homogenous CEA if the matrix
M[s,t] depends only on t− s. In this case we writeM[t−s].
Definition 1.1.5. A CEA is called periodic if its matrixM[s,t] is periodic with
respect to at least one of the variables s, t, i.e. (periodicity with respect to t)
M[s,t+P ] =M[s,t] for all values of t. The constant P is called the period, and
is required to be nonzero.








of structural constants. Our Definition 1.1.3 can be
extended to A[s,t] using analogues of the Chapman-Kolmogorov equations for
quadratic operators (see [15, 16, 41]). Since in the general case there are two
types of the Chapman-Kolmogorov equations: type A and type B [15], one
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also can define two types of chain of (general) algebras using the Chapman-
Kolmogorov equations of type A and type B, respectively. In this paper we
shall only consider CEA, which is more simple than the general case, because
it is defined by quadratic matrices.
If
{
M[s,t], 0 ≤ s ≤ t
}
is a family of stochastic matrices which satisfies the
equation (1.1.5), then it defines a Markov process. Thus we have
Theorem 1.1.7 ( [7]). For each Markov process, there is a CEA whose struc-
tural constants are transition probabilities of the process, and whose generator
set (basis) is the state space of the Markov process.
IfM[s,t] does not depend on time (i.e. M[s,t] =M), then the CEA contains
only one evolution algebra E. Note that for a Markov chain defined byM the
corresponding E has been studied in [44].
The following examples are considered in [7].
Example 1.1.8. To show a time dependent CEA we use the following example




























































Let E[t], t ≥ 0, be the corresponding CEA. It is easy to see that E[t] has an
oscillation behavior depending on time t. Moreover limt→+∞E[t] = E, where








(e1 + e2 + e3), eiej = 0, i 6= j.
The CEA correspond to a family of matrices which do not define a process.
1.1 Basic definitions 7
Example 1.1.9. We shall give a time homogenous CEA which are different












Then equation (1.1.5) is equivalent to
a[t] = a[τ ]a[t−τ ] + b[τ ]b[t−τ ];
b[t] = a[τ ]b[t−τ ] + b[τ ]a[t−τ ].
Denote f(t) = a[t] +b[t], ϕ(t) = a[t]−b[t], then the last system of functional
equations can be written as
f(t) = f(τ)f(t− τ), ϕ(t) = ϕ(τ)ϕ(t− τ).
Both these equations are known as exponential Cauchy equation and the
system of equations has solution f(t) = λt, ϕ(t) = µt, where λ, µ ≥ 0. Conse-
quently, a[t] = 12(λ
t + µt), b[t] = 12(λ
t − µt). But this solution does not define
any Markov process, in general.
Let E[t], t ≥ 0, be the corresponding CEA. Depending on parameters λ and





E0 if 0 < λ, µ < 1,
E1 if λ = µ = 1,
E1/2 if λ = 1, 0 ≤ µ < 1,
E−1/2 if µ = 1, 0 ≤ λ < 1,
E∞ otherwise,
where E0 is an evolution algebra with zero multiplication; E1 is an evolution
algebra with the multiplication table
e21 = e1, e
2
2 = e2, e1e2 = 0;
8 1 Chains of finite-dimensional evolution algebras






(e1 + e2), e1e2 = 0;




(e1 − e2), e22 = −
1
2
(e1 − e2), e1e2 = 0;
and E∞ is a vector space which has “infinity multiplication”, or we can say that
in E∞ an algebra structure is not defined. This example shows that a limit of
a CEA can be non evolution algebra.
Example 1.1.10. A two-state evolution. Now we shall give an example of time
non-homogeneous CEA, the matrix of structural constants of which also does
not define any (time non homogenous) Markov process in general. Consider

























2 (1− α(s, t) + β(s, t)) .
In this case the equation (1.1.5) is equivalent to (see [20])
α(s, t) = α(τ, t) + α(s, τ)β(τ, t),
β(s, t) = β(s, τ)β(τ, t), s < τ < t.
(1.1.6)
The second equation of the system (1.1.6) is known as Cantor’s second
equation, it has very rich family of solutions: β(s, t) = Φ(t)Φ(s) , where Φ is an











1.1 Basic definitions 9
Now denote γ(s, t) = α(s,t)Φ(t) . Then the last equation gets the following form
γ(s, t) = γ(s, τ) + γ(τ, t).
This equation is known as Cantor’s first equation which also has very rich
family of solutions: γ(s, t) = Ψ(t) − Ψ(s), where Ψ is an arbitrary function.
















































Let E[s,t], 0 ≤ s ≤ t, be the corresponding to this solution CEA. This
CEA varies by two parameters, for example, if t = s, we get E[t,t] = E with
multiplication table e21 = e1, e22 = e2, e1e2 = 0. Moreover, choosing functions
Φ and Ψ one can variate the limit behavior of the CEA. For example, if Φ
and Ψ are such that limt→+∞Φ(t)Ψ(t) = limt→+∞Φ(t) = 0, then for a fixed







(e1 + e2), e1e2 = 0.
Example 1.1.11. An n-dimensional time non-homogenous CEA. Here for ar-
bitrary n we shall give an example of time non-homogenous CEA. Let {A[t], t ≥
0} be a family of invertible n×n matrices, for all t. Define the following matrix
M [s,t] = A[s](A[t])−1, where
(
A[t]
)−1 is the inverse of A[t].
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This matrix satisfies the equation (1.1.5). Indeed, using associativity of the
multiplication of matrices we get




(A[t])−1 = A[s](A[t])−1 =M[s,t].
Thus each family (with one parameter) of invertible n×n matrices defines
a CEA E[s,t] which is time non-homogenous, in general. But will be a time
homogenous CEA, for example, if A[t] is equal to t-th power of an invertible
matrix A.
The construction of a family of invertible n×n matrices A[t] is not difficult,
















. . . . . . 0
...
...












which is called lower triangular matrix or one can take an upper triangular
matrix. Then the matrices are invertible iff a[t]ii 6= 0, for all i = 1, . . . , n, and t.
So this example also gives a very rich class of CEAs.
Example 1.1.12. Periodic CEA. To get a periodic CEA, we can consider the
E[s,t] constructed in Example 1.1.10, and choose Φ and Ψ as periodic (non-
constant) functions. Then the corresponding CEA is periodic. In this case for
any fixed s, the limit limt→+∞E[s,t] does not exist in general, moreover its set
of limit points (evolution algebras) can be a continuum set. We shall make
this point clear as follows. We construct a time homogenous CEA which is
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Then equation (1.1.5) is equivalent to
a[t] = a[τ ]a[t−τ ] − b[τ ]b[t−τ ];
b[t] = a[τ ]b[t−τ ] + b[τ ]a[t−τ ].
This system reminds the following identities
cos t = cos τ cos(t− τ)− sin τ sin(t− τ);
sin t = cos τ sin(t− τ) + sin τ cos(t− τ).







to equation (1.1.5) is
M[t] =
(
cos t sin t
− sin t cos t
)
.
Since that matrix is periodic with period P = 2π, the corresponding CEA
E[t] is also periodic. Moreover this CEA is very interesting: for an arbitrary 2-












respectively, there is a sequence tn = tn(a) of times such that lim
n→∞
E[tn] = E+a
or E−a . We have E±a 6= E±b if a 6= b.
Moreover the following is true.
Proposition 1.1.13 ( [7]).
(1) For any a, b ∈ [−1, 1], a 6= ±b, the algebras E+a and E+b are not isomor-
phic. The algebras E+a and E
+
−a are isomorphic.
(2) For any a, b ∈ [−1, 1], a 6= ±b, the algebras E−a and E−b are not isomor-
phic. The algebras E−a and E
−
−a are isomorphic.
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1.2 Construction of chains of two-dimensional evolu-
tion algebras
In [7] several concrete examples of chains of evolution algebras are given and
their time-dynamics are studied. We continue the research of CEAs, in more
detail, we study the CEAs generated by two-dimensional evolution algebras.
To construct a chain of two-dimensional evolution algebras one has to solve
equation (1.1.5) for the 2× 2 matrixM[s,t]. This equation gives the following














































But the analysis of the system (1.2.1) is difficult. We shall consider several
cases where the system is solvable:
Case 1. a[s,t]11 = a
[s,t]




21 = β(s, t). Then equation
(1.2.1) is reduced to
α(s, t) = α(s, τ)α(τ, t) + β(s, τ)β(τ, t);
β(s, t) = α(s, τ)β(τ, t) + β(s, τ)α(τ, t).
Denote
f(s, t) = α(s, t) + β(s, t), ϕ(s, t) = α(s, t)− β(s, t). (1.2.2)
Then the last system of functional equations can be written as
f(s, t) = f(s, τ)f(τ, t), ϕ(s, t) = ϕ(s, τ)ϕ(τ, t), s ≤ τ ≤ t.
Both these equations are known as Cantor’s second equation which has a
very rich family of solutions:
a) f(s, t) ≡ 0;
1.2 Chains of two-dimensional evolution algebras 13




1, if s ≤ t < a,
0, if t ≥ a.
where a > 0.
Similarly,
a’) ϕ(s, t) ≡ 0;




1, if s ≤ t < b,
0, if t ≥ b.
where b > 0.
Substituting these solutions into (1.2.2) and finding α(s, t) and β(s, t) we






















, if s ≤ t < b; 0 0
0 0










































 , if t ≥ b.



















1 + Ψ(t)Ψ(s) 1−
Ψ(t)
Ψ(s)

























, if b ≤ t < a, a > b; 0 0
0 0
 , if t ≥ max{a, b}.
Thus in this case we have nine CEAs: E[s,t]i , 0 ≤ s ≤ t, which correspond
to theM[s,t]i , i = 0, 1, . . . , 8, listed above.
Case 2. a[s,t]11 = a
[s,t]




21 = β(s, t). Then equation
(1.2.1) is reduced to
α(s, t) = α(s, τ)α(τ, t)− β(s, τ)β(τ, t);
β(s, t) = α(s, τ)β(τ, t) + β(s, τ)α(τ, t).
(1.2.3)
It is easy to check that this system of functional equations has a solution
α(s, t) = cos(t− s), β(s, t) = sin(t− s).
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This gives the following matrix
M[s,t]9 =
(
cos(t− s) sin(t− s)
− sin(t− s) cos(t− s)
)
.
Note that this matrix defines a periodic CEA. But we do not know another
solution (with αβ 6= 0) of the system (1.2.3).
We denote by E[s,t]9 = E
[t−s]
9 the CEA which corresponds toM
[s,t]
9 .
Case 3. a[s,t]11 = a
[s,t]




22 = β(s, t). In this case the
equation (1.2.1) is reduced to
α(s, t) = α(τ, t)(α(s, τ) + β(s, τ));
β(s, t) = β(τ, t)(α(s, τ) + β(s, τ)).
Denote
γ(s, t) = α(s, t) + β(s, t), δ(s, t) = α(s, t)− β(s, t). (1.2.4)
Then the last system of functional equations can be written as
γ(s, t) = γ(s, τ)γ(τ, t), δ(s, t) = γ(s, τ)δ(τ, t), s ≤ τ ≤ t.
The first equation is Cantor’s second equation which has the solutions:
a) γ(s, t) ≡ 0;




1, if s ≤ t < a,
0, if t ≥ a,
where a > 0.
Using these solution from the second equation we find δ:
a’) δ(s, t) ≡ 0;
b’) δ(s, t) = g(t)h(s) , where g is an arbitrary function;
c’)
δ(s, t) =
ψ(t), if s ≤ t < a,0, if t ≥ a,
where a > 0, and ψ(t) is an arbitrary function.
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1 + ψ(t) 1− ψ(t)
1 + ψ(t) 1− ψ(t)
)
, if s ≤ t < a; 0 0
0 0
 , if t ≥ a.
Thus in this case we have two new CEAs: E[s,t]i , 0 ≤ s ≤ t, which corre-
spond to theM[s,t]i , i = 10, 11, listed above.
Case 4. a[s,t]11 = a
[s,t]




22 = β(s, t). In this case the
equation (1.2.1) is reduced to
α(s, t) = α(s, τ)(α(τ, t) + β(τ, t));
β(s, t) = β(s, τ)(α(τ, t) + β(τ, t)).
Denote
γ(s, t) = α(s, t) + β(s, t), δ(s, t) = α(s, t)− β(s, t).
Then the last system of functional equations can be written as
γ(s, t) = γ(s, τ)γ(τ, t), δ(s, t) = δ(s, τ)γ(τ, t), s ≤ τ ≤ t.
The first equation has solutions:
a) γ(s, t) ≡ 0;




1, if s ≤ t < a,
0, if t ≥ a,
where a > 0.
1.2 Chains of two-dimensional evolution algebras 17
Using these solution from the second equation we find δ:
a’) δ(s, t) ≡ 0;
b’) δ(s, t) = g(s)h(t), where g is an arbitrary function;
c’)
δ(s, t) =
ψ(s), if s ≤ t < a,0, if t ≥ a,
where a > 0, and ψ(t) is an arbitrary function.






























1 + ψ(s) 1 + ψ(s)
1− ψ(s) 1− ψ(s)
)
, if s ≤ t < a; 0 0
0 0
 , if t ≥ a.
Hence in this case we have two new CEAs: E[s,t]i , 0 ≤ s ≤ t, which corre-
spond to theM[s,t]i , i = 12, 13, listed above.
Case 5. a[s,t]12 ≡ 0, (the case a
[s,t]




























The first and the third equations of the system (1.2.5) are Cantor’s second
equations. Substituting solutions of these equations into the second equation
of the system (1.2.5) we find the function a[s,t]21 . Note that in many cases the
second equation of the system (1.2.5) will be reduced to Cantor’s first equation:
γ(s, t) = γ(s, τ) + γ(τ, t),
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which also has very rich family of solutions: γ(s, t) = Ψ(t)−Ψ(s), where Ψ is












, if s ≤ t < a; 0 0
0 0























































, if t ≥ b.



















, if t ≥ max{a, b}.
Hence, in this case we have eight new CEAs: E[s,t]i , 0 ≤ s ≤ t, which
correspond to theM[s,t]i , i = 14, . . . , 21, listed above.
Case 6. a[s,t]22 ≡ 0, (the case a
[s,t]
11 ≡ 0 is similar) then the system (1.2.1) is































Multiplying the second and the third equations and using the fourth one
we get a[s,t]12 a
[s,t]
21 = 0. Thus this case reduces to the Case 5, hence does not give
any new CEA.






22 = 1. Denote α(s, t) =
a
[s,t]
11 , β(s, t) = a
[s,t]
21 . Then from (1.2.1) we get
α(s, t) = α(s, τ)α(τ, t) + (1− α(s, t))β(τ, t);
β(s, t) = β(s, τ)α(τ, t) + (1− β(s, τ))β(τ, t).
Putting
γ(s, t) = α(s, t) + β(s, t), δ(s, t) = α(s, t)− β(s, t), (1.2.6)
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we obtain
γ(s, t) = γ(s, τ)δ(τ, t) + γ(τ, t)− δ(τ, t);
δ(s, t) = δ(s, τ)δ(τ, t).
(1.2.7)
The second equation of (1.2.7) has the following solutions:
1) δ(s, t) ≡ 0;




1, if s ≤ t < a,
0, if t ≥ a.
where a > 0.
Substituting these solutions into the first equation of (1.2.7) we get the
following
1’) γ(s, t) = f(t), where f is an arbitrary function;
2’) For δ(s, t) = θ(t)θ(s) we get
γ̃(s, t) = γ̃(s, τ) + γ̃(τ, t)− 1
θ(τ)
, (1.2.8)
where γ̃(s, t) = γ(s,t)θ(t) . We shall find a solution of the equation (1.2.8) which
has the form
γ̃(s, t) = λ · u(t)− µ · u(s), λ, µ ∈ R, λ 6= µ.
We do not know another kind of solutions of the equation (1.2.8).








3’) In case of 3) we get the following equation
γ(s, t) =
{
γ(s, τ) + γ(τ, t)− 1, if s ≤ t < a,
γ(τ, t), if t ≥ a.
This equation has the following solution
γ(s, t) =
{
1, if s ≤ t < a,
g(t), if t ≥ a,
where g(t) is an arbitrary function.
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Using the obtained solutions γ and δ by (1.2.6) we get the following matrices
M[s,t]22 =
 f(t) 1− f(t)
f(t) 1− f(t)
 ;


























, if s ≤ t < a; g(t) 1− g(t)
g(t) 1− g(t)
 , if t ≥ a.
In this case we have three new CEAs: E[s,t]i , 0 ≤ s ≤ t, which correspond
to theM[s,t]i , i = 22, 23, 24, listed above.
1.3 Property transitions of chains of evolution alge-
bras
If a system has parameters (as usually like: temperature, time, interaction,
etc.) then a property of the system can variate by a parameter. For example,
the behavior of phases (states) of a system in physics, depends on temperature
T > 0, if for some values of T there is a unique phase and for other values
there are several phases, then the physical system has a phase transition [17].
Similar transitions of a property can be seen for systems of biology, chemistry,
etc. Here we shall define a notion of property transition for CEA.
In [39] the algebraic structures of function spaces defined by graphs and
state spaces equipped with Gibbs measures by associating evolution algebras
are studied. Results of [39] also allow a natural introduction of thermody-
namics in studying of several systems of biology, physics and mathematics by
theory of evolution algebras.
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Definition 1.3.1 ( [7]). Assume a CEA, E[s,t], has a property, say P , at pair
of times (s0, t0); we say that the CEA has P property transition if there is a
pair (s, t) 6= (s0, t0) at which the CEA has no the property P .
Denote
T = {(s, t) : 0 ≤ s ≤ t};
TP = {(s, t) ∈ T : E[s,t] has property P};
T 0P = T \ TP = {(s, t) ∈ T : E[s,t] has no property P}.
Definition 1.3.2. We call the set
TP -the duration of the property P ;
T 0P -the lost duration of the property P ;
The partition {TP , T 0P } of the set T is called P property diagram.
For example, if P = commutativity then since any evolution algebra is com-
mutative, we conclude that any CEA has not commutativity property transi-
tion.
1.3.1 Baric property transition
A character for an algebra A is a nonzero multiplicative linear form on A,
that is, a nonzero algebra homomorphism from A to R [31]. Not every algebra
admits a character. For example, an algebra with the zero multiplication has
no character.
Definition 1.3.3 ( [31]). A pair (A, σ) consisting of an algebra A and a char-
acter σ on A is called a baric algebra. The homomorphism σ is called the
weight (or baric) function of A and σ(x) the weight (baric value) of x.
In [31] for the evolution algebra of a free population it is proven that there
is a character σ(x) =
∑
i xi, therefore that algebra is baric. But the evolution
algebra E introduced in [44] is not baric, in general. The following theorem
gives a criterion for an evolution algebra E to be baric.
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Theorem 1.3.4 ( [7]). An n-dimensional evolution algebra E, over the field
R, is baric if and only if there is a column (a1i0 , . . . , ani0)
T of its matrix of
structural constants M = (aij)i,j=1,...,n, such that ai0i0 6= 0 and aii0 = 0, for
all i 6= i0. Moreover, the corresponding weight function is σ(x) = ai0i0xi0.
Since an evolution algebra is not a baric algebra, in general, using Theorem
1.3.4 we can give the baric property diagram. Let us do this for the above given
chains E[s,t]i , i = 0, . . . , 24.
Denote by T (i)b the baric property duration of the CEA E
[s,t]
i , i = 0, . . . , 24.
Theorem 1.3.5.
(i) (There is no non-baric property transition)
The algebras E[s,t]i , i = 0, 1, 2, 3, 6, 10, 11, 14, 22, are not baric for any
time (s, t) ∈ T ;
(ii) (There is no baric property transition)
The algebras E[s,t]i , i = 16, 17, 18, and E
[s,t]
23 (0, µ), E
[s,t]
23 (2µ, µ), µ 6= 0,
are baric for any time (s, t) ∈ T ;
(iii) (There is baric property transition)
The CEAs E[s,t]i , i = 4, 5, 7, 8, 9, 12, 13, 15, 19, 20, 21, 24, and E
[s,t]
23 (λ, µ),
with λ /∈ {0, µ, 2µ} have baric property transition with baric property
duration sets as the following
T (4)b =
{







T (5)b = {(s, t) ∈ T : s ≤ t < b, Φ(s) = Φ(t)} ;
T (7)b = {(s, t) ∈ T : s ≤ t < a, Ψ(s) = Ψ(t)} ;
T (8)b = {(s, t) ∈ T : s ≤ t < min{a, b}} ;
T (9)b = {(s, t) ∈ T : t = s+ πk, k ∈ Z} ;
T (12)b =
{
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T (13)b = {(s, t) ∈ T : s ≤ t < a, ψ(s) = ±1} ;
T (15)b = {(s, t) ∈ T : s ≤ t < a, ψ(s) = 0} ;
T (19)b = {(s, t) ∈ T : s ≤ t < a} ;
T (20)b = {(s, t) ∈ T : s ≤ t < b} ∪ {(s, t) ∈ T : t ≥ b, w(s) = 0} ;
T (21)b = {(s, t) ∈ T : s ≤ t < max{a, b}} ;
T (23)b (λ, µ) = {(s, t) ∈ T : θ(t) = θ(s)} , λ 6= 0, µ, 2µ;
T (24)b = {(s, t) ∈ T : s ≤ t < a} .
Proof. By Theorem 1.3.4 a two-dimensional evolution algebra E[s,t] is baric if
and only if a[s,t]11 6= 0, a
[s,t]
21 = 0 or a
[s,t]
22 6= 0, a
[s,t]
12 = 0. The assertions of the
theorem are results of the detailed checking of these conditions.
Note that the sets T (i)b , i = 8, 9, 19, 21, 24, do not depend on any parame-
ter function. But T (i)b , i = 4, 5, 7, 12, 13, 15, 20, 23, depend on some parameter
functions and can be controlled by choosing the corresponding parameter func-
tions Φ,Ψ, g, h, ψ,w. These functions are called baric property controllers of
the CEAs. Because, they really control the baric duration set, for example, if
some of them is a strong monotone function then the duration is “minimal”, i.e.
the line s = t, but if a function is a constant function then the baric duration
set is “maximal”, i.e. it is T . Since these functions are arbitrary functions, we
have a rich class of controller functions, therefore we have a “powerful” control
on the property to be baric.
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The Lebesgue measure of sets T (i)b , i = 4, 5, 7, 12, 13, 15, 20, 23, depend on
the corresponding controller functions.




, i = 12, 13, 15.
For example, if g, h, ψ are elementary functions which do not have “constant




= 0, i = 12, 13, 15.
Definition 1.3.6 ( [7]). A function θ defined on R is called a function of
countable variation if it has the following properties:
1. it is continuous except at most on a countable set, it has only jump-type
discontinuities;
2. it has at most a countable set of singular (extremum) points.
The following theorem gives a characteristics of the baric property duration
set.
Theorem 1.3.7. If the controller function of T (i)b , i = 4, 5, 7, 23 (i.e.
Φ(t)
Ψ(t) for
i = 4; Φ(t) for i = 5; Ψ(t) for i = 7; θ(t) for i = 23), is a function of countable
variation, then the baric duration set T (i)b has zero Lebesgue measure, that is
the corresponding CEA is not baric almost surely.
Proof. Is similar to the proof of [7, Theorem 4.8].
1.3.2 Absolute nilpotent elements transition
Recall that the element x of an algebra A is called an absolute nilpotent if
x2 = 0.
Let E = Rn be an evolution algebra over the field R with coefficients
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For an n-dimensional evolution algebra Rn consider the operator V : Rn →






i , j = 1, . . . , n. (1.3.1)
This operator is called an evolution operator [31].





i = 0, j = 1, . . . , n. (1.3.2)
In this section we shall solve the system (1.3.2) for E[s,t]i , i = 0, . . . , 24.
For a CEA E[s,t]i with matrixM
[s,t]
i denote
T (i)nil = {(s, t) ∈ T : E
[s,t]
i has unique absolute nilpotent}, T
0
nil = T \ Tnil.
The following theorem gives an answer on the problem of the existence of
“uniqueness of absolute nilpotent element” property transition.
Theorem 1.3.8.
(1) The CEAs E[s,t]i , i = 3, 4, 5, 9, 10, 17, 22, 23, 24, have unique absolute
nilpotent element (0, 0) for any time (s, t) ∈ T .
(2) The CEAs E[s,t]i , i = 0, 1, 2, 16, 19, have infinitely many of absolute nilpo-
tent elements for any time (s, t) ∈ T .
(3) The CEAs E[s,t]i , i = 6, 7, 8, 11, 12, 13, 14, 15, 18, 20, 21, have “unique-
ness of absolute nilpotent element” property transition with the property
duration sets as the following
T (i)nil = {(s, t) ∈ T : t < a}, a > 0, i = 6, 7, 8, 11, 18;
T (12)nil =
{






(s, t) ∈ T : s ≤ t < a, ψ2(s) ≤ 1
}
;
T (14)nil = {(s, t) ∈ T : Φ(s)ψ(s) > 0} ;
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T (15)nil = {(s, t) ∈ T : s ≤ t < a, ψ(s) > 0} ;
T (20)nil = {(s, t) ∈ T : s ≤ t < b} ∪
{





T (21)nil = {(s, t) ∈ T : s ≤ t < min{a, b}}
∪ {(s, t) ∈ T : b ≤ t < a, b < a, v(s) > 0} .
Proof. The proof consists of a simple analysis of the solutions of the system
(1.3.2) for each E[s,t]i , i = 0, . . . , 24.
1.3.3 Idempotent elements transition
An element x of an algebra A is called idempotent if x2 = x; such points of an
evolution algebra are especially important, because they are the fixed points
(i.e. V (x) = x) of the evolution operator V , (1.3.1). We denote by Id(E) the
set of idempotent elements of an algebra E. Using (1.3.1) the equation x2 = x






i , j = 1, . . . , n. (1.3.3)
The general analysis of the solutions of the system (1.3.3) is very difficult. We
shall solve this problem for the CEAs E[s,t]i , i = 0, . . . , 24.
The following theorem gives the time-dynamics of the idempotent elements
for the algebras E[s,t]i , i = 0, . . . , 24.
Theorem 1.3.9.
(1) The algebras E[s,t]i , i = 0, 1, 2, have unique idempotent (0, 0) for any
time (s, t) ∈ T .
(2) The algebras E[s,t]i , i = 3, 10, 12, 14, 16, 22, have two idempotents (0, 0),
(xi(s, t), yi(s, t)) for any time (s, t) ∈ T . Moreover, an explicit formula of each
xi(s, t) and yi(s, t) can be given.










{0, z1, z2, z3}, if s ≤ t < b, Φ(t)Φ(s) =
Ψ(t)
Ψ(s) ;
{0, z3}, if s ≤ t < b, Φ(t)Φ(s) 6=
Ψ(t)
Ψ(s) , D(s, t) < 0;
{0, z3, (x∗, y∗)}, if s ≤ t < b, Φ(t)Φ(s) 6=
Ψ(t)
Ψ(s) , D(s, t) = 0;
{0, z3, (x±, y±)}, if s ≤ t < b, Φ(t)Φ(s) 6=
Ψ(t)
Ψ(s) , D(s, t) > 0,
where 0 = (0, 0), z1 = (0,
Φ(t)
Φ(s)), z2 = (
Φ(t)






































{0, z1, z2, z3}, if s ≤ t < b, Φ(t) = Φ(s);
{0, z3}, if s ≤ t < b,Φ(t) 6= Φ(s), D(s, t) < 0;
{0, z3, (x∗, y∗)}, if s ≤ t < b,Φ(t) 6= Φ(s), D(s, t) = 0;
{0, z3, (x±, y±)}, if s ≤ t < b, Φ(t) 6= Φ(s), D(s, t) > 0;
{0, z3}, if t ≥ b,







(5) The algebras E[s,t]i , i = 6, 11, 13, 15, 19, have two idempotent elements
for any time (s, t) with s ≤ t < a and a unique idempotent for time (s, t) with
t ≥ a. The critical line of the transition is t = a.










{0, z1, z2, z3}, if s ≤ t < a, Ψ(t) = Ψ(s);
{0, z3}, if s ≤ t < a,Ψ(t) 6= Ψ(s), d(s, t) < 0;
{0, z3, (x∗, y∗)}, if s ≤ t < a,Ψ(t) 6= Ψ(s), d(s, t) = 0;
{0, z3, (x±, y±)}, if s ≤ t < a,Ψ(t) 6= Ψ(s), d(s, t) > 0;
0, if t ≥ a,
where d(s, t) = 2Ψ(t)Ψ(s) − 1. The critical sets are t = a, Ψ(t) = Ψ(s), Ψ(s) =
2Ψ(t).









{(0, 0), (0, 1), (1, 0), (1, 1)}, if s ≤ t < a;
(0, 0), if t ≥ a.









{(0, 0), (0, 1), (1, 0), (1, 1)}, if s ≤ t < b;
{(0, 0), (1, 1)}, if b ≤ t < a;
(0, 0), if t ≥ a.
The lines t = a and t = b are critical for the transition.
(8) The algebra E[s,t]9 has three idempotent elements (0, 0), (1, 0), (0, 1) for
any time (s, t) with t = s+ 2πn; has three idempotent elements (0, 0), (−1, 0),
(0,−1) for any time (s, t) with t = s+ (2n+ 1)π and at least one idempotent
for time (s, t) with t 6= s+ πn, n ∈ Z.










{(0, 0), z2}, if D(s, t) < 0;
{(0, 0), z2, ( Φ(s)2Φ(t) ,
Ψ(s)
Ψ(t) )}, if D(s, t) = 0;
{(0, 0), z2, (x±, y±)}, if D(s, t) > 0,













{(0, 0), (1, 0)}, if s ≤ t < a, D(s, t) < 0;
{(0, 0), (1, 0), (12 ,
Ψ(s)
Ψ(t) )}, if s ≤ t < a, D(s, t) = 0;
{(0, 0), (1, 0), (x±, Ψ(s)Ψ(t) )}, if s ≤ t < a, D(s, t) > 0;
{(0, 0), (h(t)Ψ(s)
Ψ2(t)
, Ψ(s)Ψ(t) )}, if t ≥ a,












{(0, 0), z2}, if s ≤ t < b, D(s, t) < 0,
{(0, 0), z2, ( Φ(s)2Φ(t) , 1)}, if s ≤ t < b, D(s, t) = 0,
{(0, 0), z2, (x±, 1)}, if s ≤ t < a, D(s, t) > 0,
{(0, 0), z2}, if t ≥ b,
where D(s, t) = 1− 4Φ
2(t)(v(t)−v(s))
Φ(s) .










{(0, 0), (1, 0)}, if s ≤ t < min{a, b},
D(s, t) < 0;
{(0, 0), (1, 0), (12 , 1)}, if s ≤ t < min{a, b},
D(s, t) = 0;
{(0, 0), (1, 0), (x±, 1)}, if s ≤ t < min{a, b},
D(s, t) > 0;
{(0, 0), (1, 0)}, if b < a, b ≤ t < a;
{(0, 0), (v(t), 1)}, if b > a, a ≤ t < b;
(0, 0), if t ≥ max{a, b},










{(0, 0), (0, 1)}, if D(s, t) < 0;
{(0, 0), (0, 1), ( θ(s)θ(t) ,
1
2)}, if D(s, t) = 0;









{(0, 0), (1, 0)}, if D(s, t) < 0;
{(0, 0), (1, 0), (12 ,
θ(s)
θ(t) )}, if D(s, t) = 0;
{(0, 0), (1, 0), (x±, θ(s)θ(t) )}, if D(s, t) > 0,



















, if t ≥ a.
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Proof. The proof contains detailed analysis of solutions of the system (1.3.3)
for each E[s,t]i . We shall give here proof of the assertion (3) which is more































Case 1.1. Φ(t) ≡ Ψ(t). It is easy to see that in this case the system (1.3.4)
has only four solutions 0 = (0, 0) and






















Case 1.2. Φ(t) 6= Ψ(t). In this case the solutions 0 and z3 still exist.
Case 1.2.1. x = 0. For x = 0 we have only solution (0, 0) if Φ(t)Φ(s) 6=
Ψ(t)
Ψ(s)













































< 0. For Φ(t)Φ(s) 6=
Ψ(t)
Ψ(s) it has two solutions u = 1
and u = u∗(s, t) if D(s, t) = 0 and three solutions u = 1, u = u±(s, t) if D > 0.
Now one can describe x, y corresponding to the solutions of (1.3.5). The
case u = 1, i.e. x = y does not give any new solution. For u = u∗, u± we have
x = u∗y and x = u±y, substituting these in the second equation of (1.3.4)
after simple calculations we get the following non-zero solutions to (1.3.4):



































Ψ(s) . Thus the
critical (boundary) times of the transition of idempotent elements are points







Proofs of the assertions (i), i = 1, 2, 4 − 14, are a similar analysis of the
system (1.3.3) for each E[s,t]i .





In this chapter we will give a classification of evolution algebras and study
the time depending dynamics of two-dimensional chains of evolution algebras.
Moreover, we construct the matrices of the (linear) Rota-Baxter operators on
the 2-dimensional complex evolution algebras.
2.1 Classifications of finite-dimensional evolution al-
gebras
Let E and E′ be evolution algebras and {ei} a natural basis of E. A linear
map φ : E −→ E′ is called a homomorphism of evolution algebras if φ(xy) =
φ(x)φ(y) and the set {φ(ei)} is a subset of a natural basis of E′. Moreover, if
φ is bijective, then it is called an isomorphism.
Let E be a two-dimensional complex evolution algebra and {e1, e2} be a
basis of the algebra E.
It is evident that if dimE2 = 0, then E is an abelian algebra, i.e. an
algebra with all products equal to zero.
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The next theorem gives the classification of two-dimensional complex evo-
lution algebras, which is proved in [6].
Theorem 2.1.1 ( [6]). Any 2-dimensional complex evolution algebra E is
isomorphic to one of the following pairwise non-isomorphic algebras:
1. dimE2 = 1
• E1 : e1e1 = e1, e2e2 = 0,
• E2 : e1e1 = e1, e2e2 = e1,
• E3 : e1e1 = e1 + e2, e2e2 = −e1 − e2,
• E4 : e1e1 = e2, e2e2 = 0.
2. dimE2 = 2
• E5 : e1e1 = e1 + a2e2, e2e2 = a3e1 + e2, 1 − a2a3 6= 0, where
E5(a2, a3) ∼= E′5(a3, a2),






= cos 2πk3 + i sin
2πk
3 for some k = 0, 1, 2.
The next theorem gives the classification of the two-dimensional real evo-
lution algebras.
Theorem 2.1.2. Any two-dimensional real evolution algebra E is isomorphic
to one of the following pairwise non-isomorphic algebras:
(i) dimE2 = 1:
E1 : e1e1 = e1, e2e2 = 0;
E2 : e1e1 = e1, e2e2 = e1;
E3 : e1e1 = e1 + e2, e2e2 = −e1 − e2;
E4 : e1e1 = e2, e2e2 = 0;
E5 : e1e1 = e2, e2e2 = −e2;
(ii) dimE2 = 2:
E6 : e1e1 = e1 + a2e2, e2e2 = a3e1 + e2, 1 − a2a3 6= 0, a2, a3 ∈
R, where E6(a2, a3) ∼= E′6(a3, a2);
E7 : e1e1 = e2, e2e2 = e1 + a4e2, where a4 ∈ R.
2.1 Classifications of finite-dimensional evolution algebras 37
Proof. For a general two-dimensional evolution algebra we have e1e1 = a1e1 +
a2e2, e2e2 = a3e1 + a4e2 and e1e2 = e2e1 = 0, ai ∈ R.
(i) Since dimE2 = 1, we have e1e1 = c1(a1e1 + a2e2), e2e2 = c2(a1e1 +
a2e2) and e1e2 = e2e1 = 0. Evidently, (c1, c2) 6= (0, 0), because otherwise our
algebra will be abelian. Since e1 and e2 are symmetric, we can suppose c1 6= 0,
and by a simple change of basis we can suppose c1 = 1.
Case 1. a1 6= 0. We take an appropriate change of basis e′1 = a1e1 +
a2e2, e
′
2 = Ae1 +Be2, where a1B − a2A 6= 0. Consider the product
0 = e′1e
′
2 = (a1e1 + a2e2)(Ae1 +Be2)
= a1A(a1e1 + a2e2) + a2Bc2(a1e1 + a2e2)
= (a1A+ a2Bc2)(a1e1 + a2e2).









1 = (a1e1 + a2e2)(a1e1 + a2e2) = a
2
1(a1e1 + a2e2) + a
2
2c2(a1e1 + a2e2)
= (a21 + a
2









2 = (Ae1 +Be2)(a1e1 + a2e2) = A
2(a1e1 + a2e2) +B
2c2(a1e1 + a2e2)


















, we obtain the algebra E1.
Case 1.2. c2 6= 0. Then taking B =
√
a21
|c2| , we obtain e1e1 = (a
2
1 +




2c2)e1, when c2 > 0 and also e1e1 = (a21+a22c2)e1, e2e2 =
−(a21 + a22c2)e1, when c2 < 0.
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which gives the algebra E2 with the multiplication table
e1e1 = e1, e2e2 = e1.





, e′2 = − e2a21+a22c2 which gives the algebra with the multiplication table
e1e1 = e1, e2e2 = −e1. It is easy to check that this algebra is isomorphic to
the algebra E5 with the change of basis e′1 = −e2, e′2 = e1.

















e2 gives the algebra E3.
Case 2. a1 = 0. Then we have e1e1 = a2e2 and e2e2 = c2a2e2, where
a2 6= 0.
If c2 = 0 then by the change e′1 =
e1√
|a2|
we get the algebra E4 when a2 > 0.
When a2 < 0 by this change of basis we get the algebra e1e1 = −e2, e2e2 = 0
which is isomorphic to the algebra E4, by the change of basis e′1 = e1, e′2 = e2.




, we get the algebra e1e1 =
e2, e2e2 = e2 (c2 > 0) which is isomorphic to the algebra E2.







take the algebra with the multiplication table e1e1 = −e2, e2e2 = e2 which is
isomorphic to E5.
(ii) Now consider algebras with dimE2 = 2. Let us write e1e1 = a1e1 +
a2e2, e2e2 = a3e1 + a4e2, where a1a4 − a2a3 6= 0.
Case 1. a1 6= 0 and a4 6= 0. Then the change of basis e1 = a−11 e1, e2 = a
−1
4 e2
makes possible to suppose a1 = a4 = 1. Therefore, we have two-parametric
family E7(a2, a3) : e1e1 = e1 + a2e2, e2e2 = a3e1 + e2, 1− a2a3 6= 0. Let us
take the general change of basis e′1 = A1e1 + A2e2, e′2 = B1e1 +B2e2, where
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A1B2 −A2B1 6= 0. Consider the product
0 = e′1e
′
2 = (A1e1 +A2e2)(B1e1 +B2e2)
= A1B1(e1 + a2e2) +A2B2(a3e1 + e2)
= (A1B1 +A2B2a3)e1 + (A1B1a2 +A2B2)e2
Since in this new basis the algebra should be also an evolution algebra,
we have A1B1 + A2B2a3 = 0 and A1B1a2 + A2B2 = 0. From this we have
A2B2(1 − a2a3) = 0 and A1B1(1 − a2a3) = 0. Since 1 − a2a3 6= 0, we have
A1B1 = A2B2 = 0.











2 = A1e1 + a
′
2B2e2














⇒ B22a3 = a′3A1, B22 = B2 ⇒ B2 = 1.
Case 1.2. Let A1 = 0. Then B2 = 0, and from the family of algebras
E6(a2, a3) we get the family E6(a3, a2).
Case 2. Let a1 = 0 or a4 = 0. Since e1 and e2 are symmetric, without loss
of generality we can suppose a1 = 0, i.e. e1e1 = a2e2 and e2e2 = a3e1 + a4e2,











obtain one of the parametric family of algebras E7(a4) : e1e1 = e2, e2e2 =
e1 + a4e2.
Remark 2.1.3. We note that the classification of the two-dimensional com-
plex evolution algebras consists of a complex variant of the algebras Ei, i =
1, 2, 3, 4, 6, 7 (see [6]). But E4 is present only in the real case.
The classification of the three-dimensional complex evolution algebras was
studied in [4].
The classification of the finite-dimensional complex evolution algebras with
maximal nilpotent index was given in [5].
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2.2 Dynamics of two-dimensional real chains of evo-
lution algebras
The concept of a dynamical system has its origins in Newtonian mechanics.
There, as in other natural sciences and engineering disciplines, the evolution
rule of a dynamical systems is given implicitly by a relation that gives the
state of the system only a short time into the future. The relation is either a
differential equation, a difference equation or another time scale. To determine
the state for all future times requires iterating the relation many times each
advancing time by a small step.
For simple dynamical systems, knowing the trajectory is often sufficient,
but most dynamical systems are too complicated to be understood in terms of
individual trajectories.
The concept of evolution algebras lies between algebras and dynamical
systems. Algebraically, evolution algebras are non-associative Banach algebra;
dynamically, they represent discrete dynamical systems. Evolution algebras
have many connections with other mathematical fields including graph theory,
group theory, stochastic processes, mathematical physics, etc.
Dynamical systems generated by the quadratic evolution operators of cor-
responding constrained algebras was studied in [10].
Discrete-time dynamical systems generated by gonosomal evolution opera-
tors of sex linked inheritance and an algebraic model of the biological system
corresponding to the hemophilia was studied in [40].
Recently obtained results for discrete-time dynamical systems and evolu-
tion algebras of sex linked inheritance reviewed and several open problems
related to such inheritance was discussed in [38].
To study time depending dynamics of two-dimensional real chains of evo-
lution algebras we shall prove the next lemma, which is important to prove the
main theorem of this section.








E0, if λ = 0;
E3, if λ 6= 0;








E0, if λ = µ = 0;





λ ), if λ 6= µ, λ 6= 0, µ ∈ R;













λ), if λ 6= 0, µ ∈ R;

















E0, if λ = µ = 0;
E1, if λµ = 0, λ2 + µ2 6= 0;








E0, if λ = µ = 0;
E1, if λ 6= 0, µ = 0;
E2, if λµ > 0;
E4, if λ = 0, µ 6= 0;
E5, if λµ < 0;








E0, if λ = µ = η = 0;
E1, if {λ = 0, η 6= 0} ∪
{λ 6= 0, µ = η = 0};
E2, if λ 6= 0, µ 6= 0, η = 0;































), if λ 6= 0, λ 6= 1, µ = 1;
E7(0), if λ = 0, µ = 1,
where E0 is the trivial evolution algebra (i.e. with zero multiplication) and the









be the matrices of structural constants of the evolution algebras EM and EA.
The multiplication table in EM is
e1e1 = αe1 + βe2, e2e2 = γe1 + δe2
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e′1 = xe1 + ye2, e
′
2 = ze1 + ve2
be the change of basis, where xv − yz 6= 0.
We have the following equations:
0 = e′1e
′
2 = (xe1 + ye2)(ze1 + ve2) = (αxz + γyv)e1 + (βxz + δyv)e2,
e′1e
′
1 = (xe1 + ye2)(xe1 + ye2) = (αx




1 = a(xe1 + ye2) + b(ze1 + ve2) = (ax+ bz)e1 + (ay + bv)e2.
e′2e
′
2 = (ze1 + ve2)(ze1 + ve2) = (αz




2 = c(xe1 + ye2) + d(ze1 + ve2) = (cx+ dz)e1 + (cy + dv)e2.
Consequently, 
xv − yz 6= 0
αxz + γyv = 0
βxz + δyv = 0
αx2 + γy2 = ax+ bz
βx2 + δy2 = ay + bv
αz2 + γv2 = cx+ dz
βz2 + δv2 = cy + dv
(2.2.1)
Therefore, we should solve system of equations (2.2.1) for each evolution
algebra. Since the CEAs listed above have matrices as in Lemma 2.2.1, it will
be enough to check only these forms of matrices.
Case (i). Let α = δ = λ, β = γ = −λ. It is easy to see that when λ = 0
this algebra will be the trivial EA. Therefore, we will see the case when λ 6= 0
and check that the algebra corresponding to the matrix (i) is isomorphic to
E3.
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Indeed, in this case (2.2.1) will be
xv − yz 6= 0
λxz − λyv = 0
−λxz + λyv = 0
λx2 − λy2 = x+ z
−λx2 + λy2 = y + v
λz2 − λv2 = −x− z
−λz2 + λv2 = −y − v
Since xv−yz 6= 0, when x = v = 0, we have the solution y = −z = 1λ . And




2 = − 1λe2 we can see that these algebras are
isomorphic.
Case (ii). Let α = δ = λ, β = γ = µ. Then (2.2.1) will be
xv − yz 6= 0
λxz + µyv = 0
µxz + λyv = 0
λx2 + µy2 = ax+ bz
µx2 + λy2 = ay + bv
λz2 + µv2 = cx+ dz
µz2 + λv2 = cy + dv
Case (ii).1. For λ = µ = 0, this algebra will be the trivial EA.
Case (ii).2. Let λ = 0, µ 6= 0. Then this algebra will be isomorphic to







Case (ii).3. Let λ 6= 0. Then this algebra will be isomorphic to E6(µλ ,
µ
λ ),







Case (ii).4. When λ = µ 6= 0. Since xv − yz 6= 0, for x = v = y = −z,








2 = − 12λe1 +
1
2λe2 we can see that this algebra is isomorphic to
E2.
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Case (iii). Let α = δ = λ, β = −γ = µ. Then (2.2.1) will be
xv − yz 6= 0
λxz − µyv = 0
µxz + λyv = 0
λx2 − µy2 = ax+ bz
µx2 + λy2 = ay + bv
λz2 − µv2 = cx+ dz
µz2 + λv2 = cy + dv
Case (iii).1. For λ = 0, µ 6= 0, this algebra will be isomorphic to E7(0)



















Case (iv). Let α = γ = λ, β = δ = µ. Then (2.2.1) will be
λxz + λyv = 0
µxz + µyv = 0
λx2 + λy2 = ax+ bz
µx2 + µy2 = ay + bv
λz2 + λv2 = cx+ dz
µz2 + µv2 = cy + dv
Case (iv).1. When λ = µ = 0 this algebra will be the trivial EA.
Case (iv).2. Let λ = 0, µ 6= 0 (λ 6= 0, µ = 0). Then this algebra will be















Case (iv).3. Let λ 6= µ 6= 0 then this algebra will be isomorphic to E2











e1 − λλ2+µ2 e2.
Case (iv).4. When λ = µ 6= 0 we obtain the Case (ii).4.
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Case (v). Let α = β = λ, γ = δ = µ. Then (2.2.1) will be
λxz + µyv = 0
λxz + µyv = 0
λx2 + µy2 = ax+ bz
λx2 + µy2 = ay + bv
λz2 + µv2 = cx+ dz
λz2 + µv2 = cy + dv
Case (v).1. When λ = µ = 0 this algebra will be the trivial EA.
Case (v).2. Let λ = 0, µ 6= 0 (λ 6= 0, µ = 0). Then this algebra will















Case (v).3. When λµ > 0 then this algebra will be isomorphic to E2, by









e1 − |λ|√λµ(λ+µ)e2, and











Case (v).4. When λ = µ 6= 0 we get the Case (ii).4.
Case (vi). Let α = λ, γ = µ, β = δ = 0. Then (2.2.1) will be
λxz + µyv = 0
λx2 + µy2 = ax+ bz
λz2 + µv2 = cx+ dz
Case (vi).1. When λ = µ = 0 this algebra will be the trivial EA.
Case (vi).2. Let λ = 0, µ 6= 0. Then this algebra will be isomorphic to







Case (vi).3. Let λ 6= 0, µ = 0. Then this algebra will be isomorphic to





Case (vi).4. When λµ > 0 then this algebra will be isomorphic to E2, by







e2, and when λµ < 0 then this algebra
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Case (vii). Let α = λ, β = 0, γ = µ, δ = η. Then (2.2.1) will be
λxz + µyv = 0
ηyv = 0
λx2 + µy2 = ax+ bz
ηy2 = ay + bv
λz2 + µv2 = cx+ dz
ηv2 = cy + dv
Case (vii).1. When λ = µ = η = 0 this algebra will be the trivial EA.
Case (vii).2. Let λ = 0, µ 6= 0, η 6= 0. Then this algebra will be isomorphic








Case (vii).3. Let µ = 0, λ 6= 0, η 6= 0. Then this algebra will be isomorphic







Case (vii).4. When η = 0, λµ > 0 then this algebra will be isomorphic to







e2, and when η = 0, λµ < 0 then








Case (vii).5. Let λ = µ = 0, η 6= 0. Then this algebra will be isomorphic





Case (vii).6. Let λ = η = 0, µ 6= 0. Then this algebra will be isomorphic







Case (vii).7. Let µ = η = 0, λ 6= 0. Then this algebra will be isomorphic





Case (vii).8. Let λ 6= 0, µ 6= 0, η 6= 0. Then this algebra will be isomorphic
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Case (viii). Let α = λ, β = (1−λ), γ = µ, δ = (1−µ). Then (2.2.1) will
be 
λxz + µyv = 0
(1− λ)xz + (1− µ)yv = 0
λx2 + µy2 = ax+ bz
(1− λ)x2 + (1− µ)y2 = ay + bv
λz2 + µv2 = cx+ dz
(1− λ)z2 + (1− µ)v2 = cy + dv
Case (viii).1. Case λ = µ. In this case for any λ this algebra will be











Case (viii).2. For λ = 0, µ = 0 (λ = 1, µ = 1), this algebra will be
isomorphic to E2 by the change of basis e′1 = e2, e′2 = e1 (e′1 = e1, e′2 = e2).















































Case (viii).6. For λ = 0, µ = 1 this algebra will be isomorphic to E7(0)
by the change of basis e′1 = e1, e′2 = e2.
By this lemma we will prove the next theorem which gives the time de-
pending dynamics of the chains of evolution algebras E[s,t]i , i = 0, . . . , 24, con-









E3 for all (s, t) ∈ {(s, t) : s ≤ t < b} ;
E0 for all (s, t) ∈ {(s, t) : t ≥ b} .
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E
[s,t]












for all (s, t) ∈
{





E7(0) for all (s, t) ∈
{
















for all (s, t) ∈ {(s, t) : s ≤ t < b, Φ(t) 6= −Φ(s)} ;
E7(0) for all (s, t) ∈ {(s, t) : s ≤ t < b, Φ(t) = −Φ(s)} ;





E2 for all (s, t) ∈ {(s, t) : s ≤ t < a} ;












for all (s, t) ∈ {(s, t) : s ≤ t < a, Ψ(t) 6= −Ψ(s)} ;
E7(0) for all (s, t) ∈ {(s, t) : s ≤ t < a, Ψ(t) = −Ψ(s)} ;





E6(0, 0) for all (s, t) ∈ {(s, t) : s ≤ t < min {a, b}} ;
E3 for all (s, t) ∈ {(s, t) : a ≤ t < b, a < b} ;
E2 for all (s, t) ∈ {(s, t) : b ≤ t < a, b < a} ;
E0 for all (s, t) ∈ {(s, t) : t ≥ max {a, b}} .





E6(tan(t− s),− tan(t− s))
for all (s, t) ∈
{
(s, t) : t 6= s+ π2 + πk, k ∈ Z
}
;
E7(0) for all (s, t) ∈
{










E2 for all (s, t) ∈ {(s, t) : s ≤ t < a} ;





E1 for all (s, t) ∈ {(s, t) : t ≥ a, h(s)g(s) = ±1} ;
E2 for all (s, t) ∈
{
(s, t) : s ≤ t < a, h2(s)g2(s) < 1
}
;
E3 for all (s, t) ∈
{







E1 for all (s, t) ∈ {(s, t) : s ≤ t < a, ψ(s) = ±1} ;
E2 for all (s, t) ∈
{
(s, t) : s ≤ t < a, ψ2(s) < 1
}
;
E3 for all (s, t) ∈
{
(s, t) : s ≤ t < a, ψ2(s) > 1
}
;





E1 for all (s, t) ∈ {(s, t) : ψ(s) = 0} ;
E2 for all (s, t) ∈ {(s, t) : Φ(s)ψ(s) > 0} ;
E5 for all (s, t) ∈ {(s, t) : Φ(s)ψ(s) < 0} .





E1 for all (s, t) ∈ {(s, t) : s ≤ t < a, ψ(s) = 0} ;
E2 for all (s, t) ∈ {(s, t) : s ≤ t < a, ψ(s) > 0} ;
E5 for all (s, t) ∈ {(s, t) : s ≤ t < a, ψ(s) < 0} ;
E0 for all (s, t) ∈ {(s, t) : t ≥ a} .
E
[s,t]


















for all (s, t) ∈ {(s, t) : s ≤ t < a} ;





E1 for all (s, t) ∈ {(s, t) : s ≤ t < b} ;







Φ(s) , 0) for all (s, t) ∈ {(s, t) : s ≤ t < b} ;
E1 for all (s, t) ∈ {(s, t) : t ≥ b, w(s) = 0} ;
E2 for all (s, t) ∈
{





E5 for all (s, t) ∈
{










E6(v(t)− v(s), 0) for all (s, t) ∈ {(s, t) : s ≤ t < min {a, b}} ;
E1 for all (s, t) ∈ {(s, t) : a ≤ t < b, a < b}∪
{(s, t) : b ≤ t < a, a > b, v(s) = 0} ;
E2 for all (s, t) ∈ {(s, t) : b ≤ t < a, a > b, v(s) > 0} ;
E5 for all (s, t) ∈ {(s, t) : b ≤ t < a, a > b, v(s) < 0} ;
E0 for all (s, t) ∈ {(s, t) : t ≥ max {a, b}} .
E
[s,t]
22 ' E2 for any s, t ∈ T .
E
[s,t]










) for all λ 6= 2µ
(s, t) ∈
{










) for all λ 6= 2µ, λ 6= 0
(s, t) ∈
{










) for all λ 6= 2µ
(s, t) ∈
{





E7(0) for all λ 6= 2µ,
(s, t) ∈
{



















E6(0, 0) for all (s, t) ∈ {(s, t) : s ≤ t < a} ;
E2 for all (s, t) ∈ {(s, t) : t ≥ a} .
Remark 2.2.3. We note that the CEAs which can be isomorphic to E6 and E7
are interesting having an uncountable family of pairwise non-isomorphic EAs,
while other CEAs are generated by finitely many pairwise non-isomorphic EAs.
Proof.
1. From the proved lemma it is easy to see that E[s,t]1 is isomorphic to E3,












2 = −12e2, in time when t ≥ b will be E0.

































Φ(t)Ψ(s)+Ψ(t)Φ(s)e2, and it is isomorphic to E7(0), when
Φ(t)
Φ(s) =




















, when Φ(t) 6= −Φ(s),








Φ(t)+Φ(s)e2, and it is isomorphic to E7(0), when Φ(t) = −Φ(s), ∀s, t ∈
T , s ≤ t < b, by the change of basis e′1 = −e1, e′2 = −e2. It is isomorphic
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2 = −14e1 +
1
4e2, and in time when t ≥ a this algebra
will be E0.







, when Ψ(t) 6= −Ψ(s),








Ψ(t)+Ψ(s)e2, and it is isomorphic to E7(0), when Ψ(t) = −Ψ(s), ∀s, t ∈
T , s ≤ t < b, by the change of basis e′1 = −e1, e′2 = −e2. Isomorphic to







8. E[s,t]8 is isomorphic to E6(0, 0), ∀s, t ∈ T , s ≤ t < min {a, b}, by the
change of basis e′1 = e1, e′2 = e2, and it is isomorphic to E3 ∀s, t ∈
T , a ≤ t < b, a < b, by the change of basis e′1 = 12e1, e
′
2 = −12e2. By






2 = −14e1 +
1
2e2, this algebra will
be isomorphic to E2, ∀s, t ∈ T , b ≤ t < a, b < a. And this algebra will
be E0, ∀s, t ∈ T , t ≥ max {a, b}.
9. E[s,t]9 is isomorphic to E6(tan(t − s),− tan(t − s)), ∀s, t ∈ T , when t 6=









and it is isomorphic to E7(0) ∀s, t ∈ T , when t = s + π2 + πk, k ∈ Z,
by the change of basis e′1 = −e1, e′2 = e2.



















e1 − h(s)(h(t)−g(t))h2(t)+g2(t) e2
)
.





















when t ≥ 0 will be E0.
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12. E[s,t]12 is isomorphic to E1, ∀s, t ∈ T , when g(s)h(s) = ±1. In the case














































When g2(s)h2(s) > 1, E[s,t]12 is isomorphic to E3, ∀s, t ∈ T , by the change




















in time when t ≥ 0 will be E0.
13. E[s,t]13 is isomorphic to E1, ∀s, t ∈ T , s ≤ t < a, when ψ(s) = ±1. In the
case when ψ(s) = 1, the change of basis will be e′1 = e1 + e2, e′2 = e2,
and when ψ(s) = −1, the change of basis will be e′1 = e1 + e2, e′2 = e1.

























































, in time when t ≥ 0 will be E0.
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2 = e2. When Φ(s)ψ(s) > 0, E
[s,t]
14 is isomorphic to











and when Φ(s)ψ(s) < 0 it is isomorphic to E5, ∀s, t ∈ T , by the change











15. When ψ(s) = 0, E[s,t]15 is isomorphic to E1, ∀s, t ∈ T , s ≤ t < a, by the
change of basis e′1 = e1, e′2 = e2. When ψ(s) > 0, E
[s,t]
15 is isomorphic to
E2, ∀s, t ∈ T , s ≤ t < a, by the change of basis e′1 = e1, e′2 = 1√|ψ(s)|e2,
and in time ∀s, t ∈ T , s ≤ t < a, when ψ(s) < 0 it is isomorphic to E5,
by the change of basis e′1 = e1, e′2 =
1√
|ψ(s)|
e2, and in time when t ≥ a
this algebra will be E0.








17. E[s,t]17 is isomorphic to E6(
Φ2(t)ψ(s)
Φ(s)ψ2(t)
(g(t) − g(s)), 0), ∀s, t ∈ T , by the







18. E[s,t]18 is isomorphic to E6(
ψ(s)
ψ2(t)
(h(t) − h(s)), 0), ∀s, t ∈ T , s ≤ t < a, by




2 = e1 and it is isomorphic to E1








19. E[s,t]19 is isomorphic to E1, ∀s, t ∈ T , s ≤ t < b, by the change of basis
e′1 = h(t)e1 + e2, e
′
2 = e1, in time when t ≥ b will be E0.
20. E[s,t]20 is isomorphic to E6(
Φ2(t)
Φ(s) (v(t) − v(s)), 0), ∀s, t ∈ T , s ≤ t < b, by
the change of basis e′1 = e2, e′2 =
Φ(s)
Φ(t) e1.
When w(s) = 0, E[s,t]20 is isomorphic to E1, ∀s, t ∈ T , t ≥ b, by the




2 = e2. And when Φ(s)w(s) > 0,
E
[s,t]
20 is isomorphic to E2, ∀s, t ∈ T , t ≥ b, by the change of basis e′1 =










e2, and when Φ(s)ψ(s) < 0 it is isomorphic to E5,











21. E[s,t]21 is isomorphic to E6(v(t)− v(s), 0), ∀s, t ∈ T , s ≤ t < min {a, b}, by
the change of basis e′1 = e2, e′2 = e1.
When v(s) = 0, E[s,t]21 is isomorphic to E1, ∀s, t ∈ T , b ≤ t < a, a > b,
by the change of basis e′1 = e1, e′2 = e2. And when v(s) > 0, E
[s,t]
21 is
isomorphic to E2, ∀s, t ∈ T , b ≤ t < a, a > b, by the change of basis





e2, and when v(s) < 0, it is isomorphic to E5,






21 is isomorphic to E1, ∀s, t ∈ T , b ≤ t < a, a < b, by the change
of basis e′1 = v(t)e1 + e2, e′2 = e1. And this algebra will be E0, ∀s, t ∈
T , t ≥ max {a, b}.
22. E[s,t]22 is isomorphic to E2, ∀s, t ∈ T , by the change of basis
e′1 =
f(t)
2f2(t)− 2f(t) + 1
e1 +
1− f(t)




2f2(t)− 2f(t) + 1
e1 +
f(t)
2f2(t)− 2f(t) + 1
e2.
23. E[s,t]23 is isomorphic to E6(
2θ(s)(θ(s)−θ(t))
(θ(s)+θ(t))2
, 0) for any s, t ∈ T , when λ = 2µ,












) for all λ 6= 2µ,
(s, t) ∈
{
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E
[s,t]







for all λ 6= 2µ,
(s, t) ∈
{
(s, t) : θ(t) =
2λ
2µ− λ
θ(s), λ 6= 0, θ(t) 6= θ(s),
























for all λ 6= 2µ,
(s, t) ∈
{
(s, t) : θ(t) =
2λ
2µ− λ
θ(s), λ 6= 0, θ(t) 6= θ(s),

















23 is isomorphic to E7(0) for all λ 6= 2µ,
(s, t) ∈
{




, by the change of ba-
sis e′1 = e1, e′2 = e2.
24. E[s,t]24 is isomorphic to E6(0, 0), ∀s, t ∈ T , s ≤ t < a, by the change of
basis e′1 = e1, e′2 = e2, and it is isomorphic to E2, ∀s, t ∈ T , t ≥ a, by
the change of basis
e′1 =
g(t)
2g2(t)− 2g(t) + 1
e1 +
1− g(t)




2g2(t)− 2g(t) + 1
e1 +
g(t)
2g2(t)− 2g(t) + 1
e2.
From the previous theorem we see that the constructed chains of evolution
algebras never contain an evolution algebra isomorphic to E4 in any time s, t.
Before constructing the chain of evolution algebras, which will be isomor-
phic to E4 for some period of time, we need the next theorem which gives all
classes of evolution algebras isomorphic to E4.
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Theorem 2.2.4. An evolution algebra EM is isomorphic to E4 iff EM has























the matrix of structural constants of the evolution algebra E4. The multipli-
cation table in EM is
e1e1 = αe1 + βe2, e2e2 = γe1 + δe2











e′1 = xe1 + ye2, e
′
2 = ze1 + ve2
be the change of basis, where xv − yz 6= 0.
Thus we have the following equations:
0 = e′1e
′
2 = (xe1 + ye2)(ze1 + ve2) = (αxz + γyv)e1 + (βxz + δyv)e2,
e′1e
′
1 = (xe1 + ye2)(xe1 + ye2) = (αx






2 = ze1 + ve2,
e′2e
′
2 = (ze1 + ve2)(ze1 + ve2) = (αz
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Consequently, 
xv − yz 6= 0
αxz + γyv = 0
βxz + δyv = 0
αx2 + γy2 = z
βx2 + δy2 = v
αz2 + γv2 = 0
βz2 + δv2 = 0.
(2.2.3)
Therefore, we should solve the system of equations (2.2.3).
Case 1. Let det(M) 6= 0. Then we have the solution x = y = z = v = 0,
which does not satisfy xv − yz 6= 0.
Case 2. Let det(M) = 0, from this we have αδ = βγ.
Without loss of generality suppose γ 6= 0, δ 6= 0, then αγ =
β
δ = k and
α = kγ, β = kδ.
Our system of equations will be
xv − yz 6= 0
kγxz + γyv = 0
kδxz + δyv = 0
kγx2 + γy2 = z
kδx2 + δy2 = v
kγz2 + γv2 = 0
kδz2 + δv2 = 0
⇒

xv − yz 6= 0
kxz + yv = 0
kxz + yv = 0
kx2 + y2 = zγ
kx2 + y2 = vδ
kz2 + v2 = 0
kz2 + v2 = 0.
Let z 6= 0. From kz2+v2 = 0⇒ v = ±
√
|k||z|, xv−yz 6= 0⇒ ±x
√
|k||z|−
yz 6= 0 ⇒ ±x
√
|k| 6= y z|z| , kxz + yv = 0 ⇒ kxz = ∓y
√
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which has no solution.
















which has no solution.
Case 3. Let detM = 0, γ 6= 0, δ 6= 0, z = 0. Then from (2.2.3) we have
xv 6= 0
yv = 0
kx2 + y2 = 0
kx2 + y2 = vδ
v2 = 0.
From v2 = 0 ⇒ v = 0 which does not satisfy xv 6= 0. Thus we have no
solution in this case too.
Case 4. Let detM = 0, α = β = 0 (the case γ = 0, δ = 0 is similar).
Then from (2.2.3) we have

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Case 4.1. Let δ = 0 (the case v = 0 is similar). We have





which has solution x, y 6= 0, z 6= 0, γ = z
y2
.
Case 4.2. When γ = 0 our system of equations has no solution.
Case 5. Let detM = 0, α = γ = 0 (the case β = 0, δ = 0 is similar).
Then from (2.2.3) we have
xv − yz 6= 0
βxz + δyv = 0
z = 0
βx2 + δy2 = v






βx2 + δy2 = v
δv2 = 0,
which has solution ∀y, x 6= 0, v 6= 0, β = v
x2
.
Thus we have proved that an evolution algebra EM is isomorphic to E4 iff












where β, γ ∈ R.
Consequently we have only two evolution algebras which are isomorphic to
E4. They are
EM1 : e1e1 = 0, e2e2 = γe1; EM2 : e1e1 = βe2, e2e2 = 0.
Thus, we should construct CEAs with the matrix of structural constant
showed in (2.2.2).
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Consider (1.2.1) with a[s,t]11 = α(s, t), a
[s,t]
12 = β(s, t), a
[s,t]
21 = γ(s, t), a
[s,t]
22 =
δ(s, t). Therefore, to find a CEA, we should solve the next equation:(
α(s, τ) β(s, τ)




α(τ, t) β(τ, t)




α(s, t) β(s, t)
γ(s, t) δ(s, t)
)
. (2.2.4)
Case 1.1. Consider in (2.2.4), α(s, t) = γ(s, t) ≡ 0, β(s, t) 6= 0, δ(s, t) 6=















From (2.2.5), we get the next system of functional equations:{
β(s, τ)δ(τ, t) = β(s, t),
δ(s, τ)δ(τ, t) = δ(s, t).
(2.2.6)
The second equation of the system (2.2.6) is known as Cantor’s second
equation, which has the next solutions:
(1) δ(s, t) ≡ 0;
(2) δ(s, t) = φ(t)φ(s) , where φ is an arbitrary function with φ(s) 6= 0;
(3) δ(s, t) =
{
1, if 0 < s ≤ t < a;
0, if t ≥ a.
Substituting theses solutions in the first equation of (2.2.6), we find β(s, t):
(1) β(s, t) ≡ 0;
(2) β(s, t) = ρ(s)φ(t), where ρ is an arbitrary function;
(3) β(s, t) =
σ(s), if 0 < s ≤ t < a;
0, if t ≥ a,
where σ is an arbitrary function;




















, if 0 < s ≤ t < a; 0 0
0 0
 , if t ≥ a,
where a > 0 and σ is an arbitrary function.
Case 1.2. Consider the case α(s, t) = β(s, t) ≡ 0, γ(s, t) 6= 0, δ(s, t) 6= 0.
Then from (2.2.4) we have the following:(
0 0










γ(s, t) δ(s, t)
)
.
From the last equality, we have following system of equations:{
δ(s, τ)γ(τ, t) = γ(s, t),
δ(s, τ)δ(τ, t) = δ(s, t).
(2.2.7)
The second equation of the system (2.2.7), known as Cantor’s second equa-
tion, which has the next solutions:
(1) δ(s, t) ≡ 0;
(2) δ(s, t) = ϕ(t)ϕ(s) , where ϕ is an arbitrary function with ϕ(s) 6= 0;
(3) δ(s, t) =
{
1, if 0 < s ≤ t < a;
0, if t ≥ a.
Substituting these solutions in the first equation of (2.2.7), we find b(s, t):
(1) γ(s, t) ≡ 0;
(2) γ(s, t) = f(t)ϕ(s) , where f is an arbitrary function;
(3) γ(s, t) =
g(t), if 0 < s ≤ t < a;
0, if t ≥ a.
where g is an arbitrary function.
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, if 0 < s ≤ t < a; 0 0
0 0
 , if t ≥ a,
where a > 0 and g is an arbitrary function.
Case 1.3. Let us try to find the solution satisfying the following:(
α(s, τ) β(s, τ)




α(τ, t) β(τ, t)








From (2.2.8) we have the next system of functional equations:
α(s, τ)α(τ, t) + β(s, τ)γ(τ, t) = 0,
α(s, τ)β(τ, t) + β(s, τ)δ(τ, t) = β(s, t),
γ(s, τ)α(τ, t) + δ(s, τ)γ(τ, t) = 0,
γ(s, τ)β(τ, t) + δ(s, τ)δ(τ, t) = 0.
(2.2.9)
Let α(s, t) = γ(s, t) = 0. Then we get:{
β(s, τ)δ(τ, t) = β(s, t),
δ(s, τ)δ(τ, t) = 0.
(2.2.10)
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To find a non-zero solution of the system of equations (2.2.10) we should
prove that the equation
δ(s, τ)δ(τ, t) = 0, for all s < τ < t, (2.2.11)
has a non-zero solution. Indeed, take C > 0 and
δ(s, t) =
0, if 0 < C ≤ s < t or 0 < s < t ≤ C;f(s, t), if 0 < s < C < t, (2.2.12)
where f(s, t) is an arbitrary non-zero function.
Now, we show that independently on f(s, t) the function (2.2.12) satisfies
(2.2.11): take an arbitrary τ such that s < τ < t, then for given C > 0, we
have only two possibilities:
Case 1.3.1. Let τ ≤ C. By the defined function (2.2.12), we have that
δ(s, τ) = 0 and for δ(τ, t):
δ(τ, t) =
0, if t ≤ C;f(τ, t), if t > C, (2.2.13)
where f(τ, t) is the function fixed in (2.2.12).
Therefore, δ(s, τ)δ(τ, t) = 0.
Case 1.3.2. τ > C. Also from (2.2.12), we have that δ(τ, t) = 0 and for
δ(s, τ):
δ(s, τ) =
f(s, τ), if s < C;0, if s ≥ C,
where f(s, τ) is the function fixed in (2.2.12).
Therefore, δ(s, τ)δ(τ, t) = 0.
Thus we have proved that the function (2.2.12) satisfies equation (2.2.11).
Now we should find solutions of the first equation of the system (2.2.10):
β(s, τ)δ(τ, t) = β(s, t), s < τ < t, (2.2.14)
where δ(τ, t) given by (2.2.12).
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To find solution we have the next possibilities:
Case 1.3.3. If τ ≤ C, then by the defined function (2.2.12) we have that
δ(s, τ) = 0 and from (2.2.13) in period of time t ≤ C, δ(τ, t) = 0, then from
(2.2.14) we have that β(s, t) = 0. When t > C, δ(τ, t) = f(τ, t) and by (2.2.14)
we have to solve the next equation:
β(s, τ)f(τ, t) = β(s, t), s < τ < t. (2.2.15)
We solve (2.2.15) for some particular cases:
Case 1.3.3.1 Consider β(s, t) = f(s, t). Then from (2.2.15), we have
f(s, τ)f(τ, t) = f(s, t), which is Cantor’s second equation. As f(s, t) is a





where Φ is an arbitrary function, with Φ(s) 6= 0.
Thus we have the following solution of the system (2.2.9):
α(s, t) ≡ 0,
β(s, t) =
{
0, if s < t ≤ C
Φ(t)
Φ(s) , if t > C,
γ(s, t) ≡ 0,
δ(s, t) =
{
0, if 0 < C ≤ s < t or 0 < s < t ≤ C;
Φ(t)
Φ(s) , if s < C < t,
where C > 0 and Φ is an arbitrary function, with Φ(s) 6= 0.











, if t > C,
where C > 0 and Φ is an arbitrary function, with Φ(t) 6= 0.
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Case 1.3.3.2. Let β(s, t) 6= f(s, t). As f(τ, t) is an arbitrary non-zero
function, consider f(τ, t) = φ(τ)φ(t) , with φ(t) 6= 0. Then from (2.2.15) we have
the next:
β(s, τ) · φ(τ)
φ(t)
= β(s, t),
β(s, t)φ(t) = β(s, τ)φ(τ).
From the last equality, we can see that β(s, t)φ(t) does not depend on
t, i.e. there exists a function ρ(s) such that, β(s, t)φ(t) = ρ(s). Therefore,
β(s, t) = ρ(s)φ(t) .
Then we get the following solution of the system (2.2.9):
α(s, t) ≡ 0,
β(s, t) =
0, if s < t ≤ C;ρ(s)
φ(t) , if t > C,
γ(s, t) ≡ 0,
δ(s, t) =

0, if 0 < C ≤ s < t or 0 < s < t ≤ C;
φ(s)
φ(t) , if s < C < t,
where C > 0 and φ, ρ are arbitrary functions with φ(t) 6= 0.












, if t > C,
where C > 0 and φ, ρ are arbitrary functions with φ(t) 6= 0.
Case 1.3.4. When τ > C, then by the defined function (2.2.12) we have
that δ(τ, t) = 0. Then from (2.2.14) we have that β(s, t) = 0. Thus we get the
trivial CEA.
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Case 1.4. Let us try to find the solution satisfying:(
α(s, τ) β(s, τ)




α(τ, t) β(τ, t)








From the equality (2.2.16) we have the next system of functional equations:
α(s, τ)α(τ, t) + β(s, τ)γ(τ, t) = 0,
α(s, τ)β(τ, t) + β(s, τ)δ(τ, t) = 0,
γ(s, τ)α(τ, t) + δ(s, τ)γ(τ, t) = γ(s, t),
γ(s, τ)β(τ, t) + δ(s, τ)δ(τ, t) = 0.
Let α(s, t) = β(s, t) = 0. Then we have the next system:{
δ(s, τ)γ(τ, t) = γ(s, t),
δ(s, τ)δ(τ, t) = 0.













, if s ≥ C,












, if s ≥ C,
where C > 0 and ϕ, σ are arbitrary functions with ϕ(s) 6= 0.
Denote by E[s,t]i the CEA with matrixM
[s,t]
i .
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Remark 2.2.5. We should note that, from the CEAs E[s,t]i , i = 25, . . . , 32, only
E
[s,t]
27 coincides with the CEA E
[s,t]
16 constructed in Section 1.2 and it has the
same dynamic. All other CEAs are different from CEAs constructed in Section
1.2 and have different dynamics.
The next theorem gives the time-depending dynamics of these CEAs:





E1 for all (s, t) ∈ {(s, t) : s < t, ρ(s) = 0} ,





E1 for all (s, t) ∈ {(s, t) : s < t < a, σ(s) = 0} ,
E2 for all (s, t) ∈ {(s, t) : s < t < a, σ(s) 6= 0} ,
E0 for all (s, t) ∈ {(s, t) : t ≥ a} .
E
[s,t]





E1 for all (s, t) ∈ {(s, t) : s < t < a} ,





E0 for all (s, t) ∈ {(s, t) : s < t ≤ C} ,





E0 for all (s, t) ∈ {(s, t) : s < t ≤ C} ,
E0 for all (s, t) ∈ {(s, t) : t > C, ρ(s) = 0} ,





E4 for all (s, t) ∈ {(s, t) : s < C} ,
E0 for all (s, t) ∈ {(s, t) : s ≥ C} .





E0 for all (s, t) ∈ {(s, t) : s < C, σ(t) = 0} ,
E4 for all (s, t) ∈ {(s, t) : s < C, σ(t) 6= 0} ,
E0 for all (s, t) ∈ {(s, t) : s ≥ C} .
Proof. When ρ(s) = 0, then E[s,t]25 is isomorphic to E1, ∀s, t ∈ T , by the
change of basis e′1 = e1, e′2 =
φ(s)
φ(t) e2, and when ρ(s) 6= 0, it is isomorphic to





When σ(s) = 0, then E[s,t]26 is isomorphic to E1, ∀s, t ∈ T , s < t < a, by
the change of basis e′1 = e1, e′2 = e2, and when σ(s) 6= 0, it is isomorphic
to E2, ∀s, t ∈ T , s < t < a, by the change of basis e′1 = 1σ(s)e1, e
′
2 = e2. In
period of time t ≥ a, it will be isomorphic to the trivial evolution algebra E0.
E
[s,t]










28 is isomorphic to E1, ∀s, t ∈ T , s < t < a, by the change of basis
e′1 = σ(t)e1 + e2, e
′
2 = e1, in period of time t ≥ a, it will be isomorphic to the
trivial evolution algebra E0.
E
[s,t]




2 = e2, in period of time s < t ≤ C, it will be isomorphic to the
trivial evolution algebra E0.
When ρ(s) 6= 0, then E[s,t]30 is isomorphic to E4, ∀s, t ∈ T , t > C, by the




2 = e2, in period of time s < t ≤ C and when
ρ(s) = 0, then it will be isomorphic to the trivial evolution algebra E0.
E
[s,t]




2 = e2, in period of time s ≥ C, it will be isomorphic to the trivial
evolution algebra E0.
When σ(t) 6= 0, then E[s,t]32 is isomorphic to E4, ∀s, t ∈ T , s < C, by the




2 = e2, in period of time s ≥ C, and when
σ(t) = 0, then it will be isomorphic to the trivial evolution algebra E0.
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Thus we proved that there exists CEAs which for some values of time will
be isomorphic to E4.
2.3 Rota-Baxter operators on Evolution Algebras
In this section we will study Rota-Baxter operators on evolution algebras.
Originally the Rota-Baxter operators were defined on associative algebras
by G. Baxter to solve a problem in probability [3] and then developed by
the Rota school [37]. These operators have connections with many areas of
mathematics and mathematical physics, such as number theory, combinatorics,
quantum field theory.
Definition 2.3.1. Let F be a field. A Rota-Baxter operator of weight λ ∈ F
on an evolution algebra (E, ·) over F is a linear map P : E −→ E satisfying
P (x) · P (y) = P (x · P (y) + P (x) · y + λ · x · y) for all x, y ∈ E.
Note that, if P is a Rota-Baxter operator of weight λ 6= 0, then λ−1P is
a Rota-Baxter operator P of weight 1. Therefore, one only needs to consider
Rota-Baxter operators of weight 0 and 1. We also assume that F = C.
To study Rota-Baxter operators on an evolution algebra (E, ·) over the field
C, we need the next theorem, which gives the classification of two-dimensional
complex evolution algebras.








To find a Rota-Baxter operator of weight λ on evolution algebra we should
solve the system of equations obtained from the next equality:
P (ei)P (ej) = P (eiP (ej) + P (ei)ej + λeiej), i, j = 1, . . . , n. (2.3.1)
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For i = j, the LHS of (2.3.1) equals to:






And the RHS (2.3.1), for i = j, is equal to:






For i 6= j, we have:

















Thus, to find an operator of Rota-Baxter on an evolution algebra we have
to solve system of equations (2.3.1) with equalities (2.3.2)–(2.3.3).
Without loss of generality for the Rota-Baxter operator with λ 6= 0 we can
assume λ = 1, therefore we will find the Rota-Baxter operators corresponding
to a given evolution algebra with weight λ = 0 and λ = 1.
Now we will find the Rota-Baxter operators corresponding to the two-
dimensional complex evolution algebras Ei, i = 1, . . . , 6, with weight λ = 0
and λ = 1.












where a, b, c, d ∈ C.
• For the algebra E1 : e1e1 = e1 to find the matrix form of the Rota-Baxter
operator of weight 0 we should solve the next system of equations:











For the algebra E1 : e1e1 = e1 to find the matrix form of the Rota-Baxter
operator of weight λ = 1 we should solve the next system of equations:
a2 + a = 0,














• For the algebra E2 : e1e1 = e1, e2e2 = e1 to find the matrix form of




c2 + d2 = 2ad,
2bd = 0,
bd = ab,
(b+ c)b = 0.
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For the algebra E2 : e1e1 = e1, e2e2 = e1 to find the matrix form of
the Rota-Baxter operator of weight 1 we should solve the next system of
equations: 
b2 = a2 + a,
(2a+ 1)b = 0,
c2 + d2 = (2d+ 1)a,
(2d+ 1)b = 0,
bd = ab,
(b+ c)b = 0.







































• For the algebra E3 : e1e1 = e1 + e2, e2e2 = −e1 − e2 to find the matrix
form of the Rota-Baxter operator of weight 0 we should solve the next
system of equations: 
a2 − b2 = 2a(a+ c),
a2 − b2 = 2a(b+ d),
c2 − d2 = −2d(a+ c),
c2 − d2 = −2d(b+ d),
ac− bd = (c− b)(a+ c),
ac− bd = (c− b)(b+ d).
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For the algebra E3 : e1e1 = e1 + e2, e2e2 = −e1− e2, to find the matrix
form of the Rota-Baxter operator of weight 1 we should solve the next
system of equations:

a2 − b2 = (2a+ 1)(a+ c),
a2 − b2 = (2a+ 1)(b+ d),
c2 − d2 = −(2d+ 1)(a+ c),
c2 − d2 = −(2d+ 1)(b+ d),
ac− bd = (c− b)(a+ c),
ac− bd = (c− b)(b+ d).
This system of equations has the following solutions:
(



















• For the algebra E4 : e1e1 = e2 to find the matrix form of the Rota-Baxter






This system of equations has the next solutions:










For the algebra E4 : e1e1 = e2 to find the matrix form of the Rota-Baxter
operator of weight 1 we should solve the next system of equations:

a2 = (2a+ 1)d,
(2a+ 1)c = 0,
ac = cd,
c2 = 0.







where a 6= −12 . The system has not solution when a = −
1
2 .
• For the algebra E5(x, y) : e1e1 = e1 + xe2, e2e2 = ye1 + e2, 1 − xy 6=
0, x, y ∈ C, to find the matrix form of the Rota-Baxter operator of weight
1 we should solve the next system of equations:

a2 + b2y = (2a+ 1)(a+ xc),
a2x+ b2 = (2a+ 1)(b+ xd),
c2 + d2y = (2d+ 1)(ay + c),
c2x+ d2 = (2d+ 1)(by + d),
ac+ bdy = c(a+ cx) + b(ay + c),
acx+ bd = c(b+ dx) + b(by + d).
(2.3.4)
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To find solution of the system (2.3.4) consider the following:
Case 1. Let a = 0. Then from (2.3.4)

b2y = xc,
b2 = b+ xd,
c2 + d2y = (2d+ 1)c,
c2x+ d2 = (2d+ 1)(by + d),
bdy = c2x+ bc,
bd = c(b+ dx) + b(by + d).
(2.3.5)
From this system consider:
Case 1.1. Let b = 0. Then
0 = xc,
0 = xd,
c2 + d2y = (2d+ 1)c,
c2x+ d2 = (2d+ 1)d,
0 = c2x,
0 = cdx.



















When x 6= 0 we have the trivial solution of the system a = b = c = d = 0.
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Case 1.2. b 6= 0. Then in (2.3.5) consider:
Case 1.2.1. c = 0. Then we get:

b2y = 0,
b2 = b+ xd,
d2y = 0,
d2 = (2d+ 1)(by + d),
bdy = 0,
b2y = 0.



















Case 1.2.2. Let c 6= 0. Then from (2.3.5) consider:
Case 1.2.2.1. When x = 0, then y = 0. And we get the system

b2 = b,
c2 = (2d+ 1)c,
d2 + d = 0,
bc = 0,
which has not solution.
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Case 1.2.2.2. Let x 6= 0. Since b 6= 0, c 6= 0, then y 6= 0. Then from
(2.3.5) consider:






c2x+ bc = 0,
b2y + bc = 0,
which has solution b = c = 1, x = y = −1. But this solution does not
satisfy the condition xy 6= 1.
Case 1.2.2.2.2. d 6= 0. Then from (2.3.5) consider:
Case 1.2.2.2.2.1. When d = −12 we get the solution, which also con-
tradicts the condition xy 6= 1.
Case 1.2.2.2.2.2. When d 6= −12 . One have to solve the system:
b2y = xc,
b2 = b+ xd,
c2 + d2y = 2cd+ c,
c2x = d2 + 2bdy + by + d,
bdy = c2x+ bc,
bc+ cdx+ b2y = 0.
The system has the next solution: b = −1, c = 1, d = −2, x = −1, y =
−1. But this solution also contradicts the condition xy 6= 1.
2.3 Rota-Baxter operators on Evolution Algebras 81
Case 2. Let a 6= 0. Then from (2.3.4):







c2 + d2y = (2d+ 1)(−y2 + c),
cx + d2 = (2d+ 1)(by + d),
− c2 + bdy = c(−
1
2 + cx) + b(−
y
2 + c),
− cx2 + bd = c(b+ xd) + b(by + d).
From the first two equations of the system, we can see that xy = 1, which
contradicts the condition xy 6= 1.
Case 2.2. Let a 6= −12 . Then from (2.3.4):
Case 2.2.1. When b = 0, we get
a2 + 2acx+ a+ cx = 0,
a2x− 2axd− xd = 0,
c2 + d2y = 2ady + 2cd+ ay + c,
c2x = d2 + d,
c2x = 0,
acx− cdx = 0.








, which corresponds to the evolution algebra E(x, y).
When c 6= 0, it implies that x = 0. Thus we have the next solutions















where c1,2 = 1±
√
1−4y
2 and y 6= 0.
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Case 2.2.2. Let b 6= 0. Then from (2.3.4) consider:
Case 2.2.2.1. c = 0. Then we have
b2y = a2 + a,
a2x+ b2 = 2ab+ 2adx+ b+ xd,
d2y = 2ady + ay,
d2 + 2bdy + by + d = 0,
bdy = aby,
b2y = 0.
From the last equation of the system, it implies that y = 0. Thus we














Case 2.2.2.2. Let c 6= 0. Then from (2.3.4) consider:
Case 2.2.2.2.1. d = 0. Then we have
b2y = a2 + 2acx+ a+ cx,
a2x+ b2 = 2ab+ b,
c2 = ay + c,
c2x = by,
c2x+ aby + bc = 0,
acx = bc+ b2y.
When x = 0, it is easy to see that the system of equations has not
solution.
From x 6= 0 implies that y 6= 0. Then
Case 2.2.2.2.2. Let d 6= 0. When d = −12 we get the solution, which
also contradicts the condition xy 6= 1. Then from (2.3.4) consider:
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Case 2.2.2.2.2.1. x = 0. Then we have
b2y = a2 + a,
b2 = 2ab+ b,
c2 + d2y = 2ady + 2cd+ ay + c,
d2 + 2bdy + by + d = 0,
bdy = aby + bc,
bc+ b2y = 0.
When y = 0 and y = −14 one can check that system has not solutions.
In the case, when y 6= 0 and y 6= 14 , we have the next solutions of the
















Case 2.2.2.2.2.2. When x 6= 0. Then from (2.3.4) consider:
Case 2.2.2.2.2.2.1. y = 0, then we get
a2 + 2acx+ a+ cx = 0,
a2x+ b2 = 2ab+ 2adx+ b+ dx,
c2 = 2cd+ c,
c2x = d2 + d,
c2x+ bc = 0,
acx = bc+ cdx.
















where x 6= 14 .
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Case 2.2.2.2.2.2.2. When y 6= 0, then we should solve (2.3.4) for all
non-zero unknowns.

a2 + b2y = (2a+ 1)(a+ xc),
a2x+ b2 = (2a+ 1)(b+ xd),
c2 + d2y = (2d+ 1)(ay + c),
c2x+ d2 = (2d+ 1)(by + d),
ac+ bdy = c(a+ cx) + b(ay + c),
acx+ bd = c(b+ dx) + b(by + d).
(2.3.6)
From the second and third equations of the system (a2 − d − 2ad)x =
b+ 2ab− b2, (d2 − a− 2ad)y = c− c2 + 2cd, consider the next cases:
Case A. Let a2 − d − 2ad = 0, b + 2ab − b2 = 0, d2 − a − 2ad = 0, c −
c2 + 2cd = 0. From which we will get the next solutions:
a) a = b = c = d = −1;
b) a = −3+i
√
3
6 , b =
i√
3
, c = − i√
3




c) a = −3−i
√
3
6 , b = −
i√
3
, c = i√
3




a = b = c = d = −1 will be solution of the system of equations (2.3.6)




6 , b =
i√
3
, c = − i√
3
, d = −3−i
√
3




6 , b =
− i√
3
, c = i√
3
, d = −3+i
√
3
6 , will be solutions of the system of equations




Case B. Let a2 − d − 2ad = 0, b + 2ab − b2 = 0, y = c−c2+2cd
d2−a−2ad . Then
substituting d = a
2
2a+1 , b = 2a+ 1, y =
c−c2+2cd
d2−a−2ad , we get the next:
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a+ a2 + (1+2a)
3(1+2a2−2a(−1+c)−c)c
a(1+4a+6a2+3a3)

























+ a(1+a)x1+2a ) = 0 ,









From which we will get the next solution:
x1 = − (1+2a)
2
a2











Thus we will get the solution of the system in the next form:
b = 1 + 2a, c1 = a
3
(1+2a)2
, d = a
2
1+2a , x1 = −
(1+2a)2
a2




b = 1 + 2a, c2 = 1+3a+3a
2+a3
(1+2a)2
, d = a
2
1+2a , x2 = −
(1+2a)2
(1+a)2




But these solutions contradict the condition xy 6= 1.
Case C. Let x = b+2ab−b
2
a2−d−2ad , c− c
2 + 2cd = 0, d2 − a− 2ad = 0. Similar
to the Case B we get the next solutions of the system:
a = d
2
1+2d , b1 =
d3
(1+2d)2
, c = 1 + 2d, x1 = − d
2
(1+2d)2






1+2d , b2 =
1+3d+3d2+d3
(1+2d)2
, c = 1 + 2d, x2 = − (1+d)
2
(1+2d)2




Also these solutions contradict the condition xy 6= 1.
Thus we can not take these solutions as a solution of the system (2.3.6).
Case D. Let x = b+2ab−b
2
a2−d−2ad , y =
c−c2+2cd
d2−a−2ad .
In this case we have the next solution of the system (2.3.6):
a = −1− d,
b = −d(1+d)c ,







where d 6= −1, d 6= −3±i
√
3
6 , c 6=
d(1+d)
1+2d , c 6= 1 + 2d.
For the algebra E5(x, y) : e1e1 = e1 + xe2, e2e2 = ye1 + e2, 1 − xy 6=
0, x, y ∈ C, to find the matrix form of the Rota-Baxter operator of weight
0 we should solve the next system of equations:
b2y = a2 + 2acx,
a2x+ b2 = 2ab+ 2adx,
c2 + d2y = 2ady + 2cd,
c2x = 2bdy + d2,
bdy = c2x+ aby + bc,
acx = bc+ cdx+ b2y.
(2.3.7)
One can check that this system of equations has only the trivial solution,
in the case when one of unknowns of a, b, c, d will equal to 0.
Also, when x = y = 0 we have only the trivial solution of the system.










Consider for the system (2.3.7), that a 6= 0, b 6= 0, c 6= 0, d 6= 0, and for
the algebra E(x, y), let x 6= 0, y 6= 0.
From the first and the fifth equations of the system (2.3.7), let b2y−a2 6=
0, c2x+ aby + bc 6= 0 (otherwise we get contradiction). Then,





c2x+ aby + bc
by
.
After replacing these values to the second equation of the system (2.3.7),
we have
x =
−a4 + 2a3b− 2a2b2y − b4y2
2a3by
.











For the parameters x, y we should check that xy 6= 1. Substituting the
values of x and y, we have
xy = −(a− 2b)(2a− b)
9ab
6= 1.
Then, we get a 6= −b.
Substituting the values of x, y to values of c, d, we get d = −a, c = −a2b .






where a 6= −b.
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• For the algebra E6(x) : e1e1 = e2, e2e2 = e1 + xe2, x ∈ C, to find the
matrix form of the Rota-Baxter operator of weight 1 we should solve the
next system of equations:
b2 = (2a+ 1)c,
a2 + b2x = (2a+ 1)d,
d2 = (2d+ 1)(a+ cx),
c2 + d2x = (2d+ 1)(b+ dx),
bd = ab+ c2 + bcx,
ac = cd+ b2.
(2.3.8)
Case 1. Let a = 0. Then
b2 = c,
b2x = d,
d2 = 2cdx+ cx,
c2 + d2x = 2bd+ 2d2x+ b+ dx,
bd = c2 + bcx,
cd+ b2 = 0.
Case 1.1. Consider b = 0. Then it is easy to see that the system has
only the trivial solution.
Case 1.2. In the case when b 6= 0, one can check that the system has
not solutions.
Case 2. Let a 6= 0 and a 6= −12 (in the case when a = −
1
2 , it is easy to
see that (2.3.8) has not solution).
Case 2.1. Let b = 0. Then from (2.3.8),
(2a+ 1)c = 0,
a2 = (2a+ 1)d,
d2 = (2d+ 1)(a+ cx),
c2 + d2x = 2d2x+ dx,
c2 = 0,
ac = cd.
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And this system has the next solutions:

















Case 2.2. Let b 6= 0.
Case 2.2.1. Let c = 0. Then we get b = 0, which contradicts the Case
2.2.. Thus we do not have solution.
Case 2.2.2. Let c 6= 0. Then for the case, when d = 0 the system has
not solution. Consider d 6= 0.
Case 2.2.2.1. Consider x = 0, then from (2.3.8) we get the following
system of equations: 
b2 = (2a+ 1)c,
a2 = (2a+ 1)d,
d2 = 2ad+ a,
c2 = 2bd+ b,
bd = ab+ c2,
ac = cd+ b2.
(2.3.9)
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Case 2.2.2.2. Consider x 6= 0, then we get the following solution of the




















For the algebra E6(x) : e1e1 = e2, e2e2 = e1 + xe2, x ∈ C, to find the
matrix form of the Rota-Baxter operator of weight 0 we should solve the
following system of equations:
b2 = 2ac,
a2 + b2x = 2ad,
d2 = 2ad+ 2cdx,
c2 = 2bd+ d2x,
bd = ab+ c2 + bcx,
ac = cd+ b2.












where the parameters b, c are solutions of the next system of equations{
3b6
c + 16b




Thus we have proved the next theorem, which gives all matrices form of
the Rota-Baxter operators on 2-dimensional complex evolution algebras.
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Theorem 2.3.2. The matrices of the Rota-Baxter operators on the two-dimen-
sional complex evolution algebras are given in the next table, with parameters
a, b, c, d, x, y ∈ C.
Evolution Algebra Matrices of RBOs of weight 0



























































b 6= 0, c 6= 0 where the parameters b, c are solutions
of the following system of equations
3b6
c + 16b
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Evolution Algebra Matrices of RBOs of weight 1



































































y 6= 0 where c1,2 = 1±
√
1−4y
2 , c1,2 6= 0
































where b1,2 = 1±
√
1−4x

























































































































































−b3 − c3 6= 0 where the parameters b, c are solutions









Chain of evolution algebras of a
“chicken” population
In this chapter we study an evolution algebra corresponding to a bisexual
population. We construct chains of evolution algebras of a “chicken” population
and study their time depending dynamics.
3.1 Basic definitions of chains of evolution algebras
of a “chicken” population
In [28] an (evolution) algebra identifying the coefficients of inheritance of a
bisexual population as the structure constants of the algebra was introduced.
They proved that this algebra is commutative (and hence flexible), not as-
sociative and not necessarily power associative. They also showed that the
evolution algebra of a bisexual population is not a baric algebra, but a dibaric
algebra and hence its square is baric. Moreover, they showed that the algebra
is a Banach algebra. The set of all derivations of the evolution algebra was
described. We find necessary conditions for a state of the population to be a
fixed point or a zero point of the evolution operator which corresponds to the
evolution algebra. We also establish upper estimate of the limit points set for
trajectories of the evolution operator. Using the necessary conditions we give a
detailed analysis of a special case of the evolution algebra (bisexual population
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of which has a preference on type “1” of females and males). For such a special
case we describe the full set of idempotent elements and the full set of absolute
nilpotent elements.
The theory of dibaric algebras by applying some results to an evolution
algebra of a bisexual population defined using inheritance coefficients of the
population was developed in [27].
In [26] a notion of evolution algebra of a “chicken” population (EACP) was
introduced. The algebra is given by a rectangular matrix of structural con-
stants. In this paper we introduce a notion of chain of evolution algebras of
a “chicken” population (CEACP). The sequence of matrices of structural con-
stants for this CEACPs satisfies an analogue of Chapman-Kolmogorov equation
(with a specific multiplication defined for rectangular matrices).
The simple description of the complex EACP by using the Jordan form of
the matrix of structural constants was obtained in [9]. The right and plenary
periods for basis elements of the EACP were calculated in [33].
Following [26] we consider a set {hi, i = 1, . . . , n} (the set of “hen”s) and r
(a “rooster”).
Definition 3.1.1 ( [26]). Let (E , ·) be an algebra over a fieldK of characteristic
6= 2. If it admits a basis {h1, . . . , hn, r}, such that




j=1 aijhj + bir
)
,
hihj = 0, i, j = 1, . . . , n; rr = 0,
then this algebra is called an evolution algebra of a “chicken” population (EACP).
We call the basis {h1, . . . , hn, r} a natural basis.
Thus an algebra EACP, E , is defined by a rectangular n× (n+ 1)-matrix
M =

a11 a12 . . . a1n b1
a21 a22 . . . a2n b2
...
... . . .
...
...
an1 an2 . . . ann bn
 ,
which is called the matrix of structural constants of the algebra E .
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We write the matrix M in the form M = A ⊕ b where A = (aij)i,j=1,...,n
and bT = (b1, . . . , bn).
Assume we have two rectangular n × (n + 1)-matrices M = A ⊕ b and
H = B ⊕ c. Then we define a multiplication of such matrices by
MH = AB ⊕Ac, HM = BA⊕Bb. (3.1.1)
We note that this multiplication agrees with the usual multiplication of (n +
1)× (n+ 1)-matrices with zero (n+ 1)-th row.
Consider a family
{
E [s,t] : s, t ∈ R, 0 ≤ s ≤ t
}
of (n+ 1)-dimensional evo-
lution algebras over the field R, with basis {h1, . . . , hn, r} and multiplication
table







ij hj + b
[s,t]
i r
 ; hihj = 0, 1 ≤ i, j ≤ n; rr = 0.
Here the parameters s, t are considered as time.







⊕(b[s,t]i )i=1,...,n the matrix
of structural constants.
Definition 3.1.2. A family
{
E [s,t] : s, t ∈ R, 0 ≤ s ≤ t
}
of (n + 1)-dimen-
sional EACP over the field R is called a chain of evolution algebras of a
“chicken” population (CEACP) if the matrix M [s,t] of structural constants sat-
isfies the Chapman-Kolmogorov equation
M [s,t] = M [s,τ ]M [τ,t], for any s < τ < t. (3.1.2)
By the rule (3.1.1) of multiplication we get from (3.1.2) the following
A[s,t] = A[s,τ ]A[τ,t], b[s,t] = A[s,τ ]b[τ,t] for any s < τ < t. (3.1.3)
Definition 3.1.3. A CEACP is called a time-homogenous if the matrix M [s,t]
depends only on t− s. In this case we write M [t−s].
Definition 3.1.4. A CEACP is called periodic if its matrix M [s,t] is periodic
with respect to at least one of the variables s, t, i.e. (periodicity with respect
to t) M [s,t+P ] = M [s,t] for all values of t. The constant P is called the period,
and is required to be nonzero.
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Remark 3.1.5. To define a CEACP one has to solve the system (3.1.3). Since
the first equation of the system does not depend on b[s,t], one can solve it
firstly and then, for each solution, from the second equation one must find the
corresponding b[s,t]. We note that the first equation is the usual Chapman-
Kolmogorov equation (for quadratic matrices) and a wide class of their solu-
tions are known in [7] and in Sections 1.2 and 2.2. In the next section we
shall construct several examples of chains of evolution algebras of a “chicken”
population (CEACPs).
3.2 Constructions of chains of evolution algebras of
a “chicken” population
In this section we construct several examples CEACPs corresponding to a
Markov process and to a family of matrices which does not define a process.
The CEACP corresponding to a Markov process. We recall that a
left (right) stochastic matrix is a square matrix of non-negative real numbers,
with each column (row) summing to 1. A stochastic vector is a vector whose
elements are non-negative real numbers which sum to 1. Thus, each row of a




A[s,t], 0 ≤ s ≤ t
}
is a family of stochastic matrices which satisfies the
first equation of the system (3.1.3), then it defines a Markov process. We are
going to solve the second equation of (3.1.3).
Lemma 3.2.1. If
{
A[s,t], 0 ≤ s ≤ t
}





i does not depend on s. Moreover if b
[s,t] is a stochastic vector
for some time (s0, t0) then it is a stochastic vector for any time (s, t0) with
s < t0.










j , for any s < τ < t. (3.2.1)
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i = 1 for any s < t0. If write
the formula (3.2.1) for τ = s0 and t = t0, then we get b
[s,t0]
i ≥ 0 for any s < t0.
Thus the vector b[s,t0] is a stochastic vector for any s < t0.
Consider the matrix M0 which is the (n+ 1)× (n+ 1) matrix constructed
from M by adding (n + 1)-th zero-row. The following theorem follows from
Lemma 3.2.1.
Theorem 3.2.2. For each Markov process given byM0, there is a chain of evo-
lution algebras of a “chicken” population (CEACP) whose structural constants
are transition probabilities of the process, and whose generator set (basis) is
the state space of the Markov process.
The CEACP corresponding to a family of matrices which does
not define a process. Now we consider several concrete examples.
Example 3.2.3. Here we describe all 2-dimensional CEACP with basis {h, r}.
Such chains are given by vector (a[s,t], b[s,t]) for which the equation (3.1.2) has
the following form
a[s,τ ]a[τ,t] = a[s,t], a[s,τ ]b[τ,t] = b[s,t]. (3.2.3)
The first equation of the system (3.2.3) is known as Cantor’s second equation
which has a very rich family of solutions:
a) a[s,t] = Φ(t)Φ(s) , where Φ is an arbitrary function with Φ(s) 6= 0;
b)
a[s,t] =
 1, if s ≤ t < θ,0, if t ≥ θ, where θ > 0.
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In the case a) from the second equation of (3.2.3) we get b[s,t] = α(t)/Φ(s),
where α is an arbitrary function.
In the case b) from the second equation of (3.2.3) we get
b[s,t] =

b[τ,t], if s < τ < min{θ, t},
0, if θ ≤ τ < t.
This has the following solution
b[s,t] =

β(t), if s < min{θ, t},
0, if θ ≤ s,
where β is an arbitrary function. Thus we obtain two CEACP:
E [s,t]1 , with hr = rh =
1
2Φ(s)
(Φ(t)h+ α(t)r), h2 = r2 = 0; (3.2.4)




h+ β(t)r, if s < min{θ, t},
0 if θ ≤ s,






λt + µt λt − µt
λt − µt λt + µt
 , where λ, µ > 0.
This matrix satisfies the first equation of (3.1.3) with A[s,t] = A[t−s]. Now
we shall find solutions of the second equation corresponding to A[t−s]. The




τ−s − µτ−s)b[τ,t]2 = 2b
[s,t]
1
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Denoting ψ(s, t) = b[s,t]1 + b
[s,t]
2 from the last system we obtain
λτψ(τ, t) = λsψ(s, t).
Hence ψ(s, t) has the form ψ(s, t) = λ−sα(t), where α is an arbitrary
function. Consequently b[s,t]2 = λ














τ−s − µτ−s)λ−τµsα(t) = 2µsb[s,t]1 .
Denote f(s, t) = 2µsb[s,t]1 . Then from the last equation we get
f(τ, t)− f(s, t) = ((µ/λ)τ − (µ/λ)s)α(t).
This equation has the following solution
f(s, t) = (µ/λ)sα(t) + β(t),

















 λt−s + µt−s λt−s − µt−s λ−sα(t) + µ−sβ(t)
λt−s − µt−s λt−s + µt−s λ−sα(t)− µ−sβ(t)
 .
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Let E [s,t], 0 ≤ s ≤ t, be the CEACP corresponding to this matrix. In
spite of A[t−s] is a time-homogenous, we note that this CEACP is not a time-
homogenous, in general. But if α(t) = λt, β(t) = µt, then the CEACP is a
time-homogenous.
Depending on parameters λ, µ and parameter-functions α, β we get distinct




(λ−sα(t) + µ−sβ(t)) = b1, lim
t−s→+∞
(λ−sα(t) + µ−sβ(t)) = b2





E0 if 0 < λ, µ < 1,
E1 if λ = µ = 1,
E1/2 if λ = 1, 0 ≤ µ < 1,
E−1/2 if µ = 1, 0 ≤ λ < 1,
E∞ otherwise,
where E0 is an EACP with multiplication (omitted multiplications are zero):
h1r = b1r, h2r = b2r;
E1 is an EACP with the multiplication table
h1r = h1 + b1r, h2r = h2 + b2r;




(h1 + h2) + b1r, h2r =
1
2
(h1 + h2) + b2r;




(h1 − h2) + b1r, h2r = −
1
2
(h1 − h2) + b2r;
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and E∞ is a vector space which has an “infinity multiplication”, or we can say
that in E∞ an algebra structure is not defined. This example shows that a
limit of a CEACP can be non evolution algebra.







to the first equa-






































where Φ 6= 0 and Ψ are arbitrary functions.
Now we shall find solutions of the second equation of (3.1.3) corresponding
to A[s,t]. Denoting f(s, t) = b[s,t]1 + b
[s,t]





equation can be written as
f(τ, t) + Φ(τ)(Ψ(τ)−Ψ(s))g(τ, t) = f(s, t),
(Φ(τ)/Φ(s))g(τ, t) = g(s, t).
From the second equation of this system we get Φ(s)g(s, t) = α(t), where α
is an arbitrary function. Substituting g(τ, t) = α(t)/Φ(τ) in the first equation
of the last system we get f(s, t) = β(t) − Ψ(s)α(t), where β is an arbitrary




















Thus we showed that the matrix A[s,t] given by (3.2.6) and the vector b[s,t]
given by (3.2.7) generate a CEACP, E [s,t], 0 ≤ s ≤ t. This CEACP varies by
four parameter-functions, for example, if Φ, Ψ, α and β such that










then for a fixed s we have lim
t→∞
E [s,t] = E1/2, where E1/2 is an EACP with the
multiplication table




Example 3.2.6. For any n we shall give an example of a time non-homogenous
(n + 1)-dimensional CEACP. Let {T [t], t ≥ 0} be a family of invertible n × n
matrices, for all t. Define the following matrix
A[s,t] = T [s](T [t])−1, (3.2.8)
where (T [t])−1 is the inverse of T [t].
We note that a construction of a family of invertible n × n matrices T [t]
is not difficult, for example, one can take T [t] as a lower or upper triangular
n × n matrix. Then the matrices are invertible iff det(T [t]) 6= 0 for all t, i.e.
the diagonal elements of the triangular matrix are non-zero.
Let c[t], t > 0, be an arbitrary family of vectors. Define
b[s,t] = T [s]c[t]. (3.2.9)
Proposition 3.2.7. The matrix M [s,t] = A[s,t] ⊕ b[s,t] given by (3.2.8) and
(3.2.9) generates a (n+ 1)-dimensional CEACP.
Proof. We shall show that the matrix M [s,t] given in the statement of the
proposition satisfies the equation (3.1.2):
M [s,τ ]M [τ,t] = (A[s,τ ] ⊕ b[s,τ ])(A[τ,t] ⊕ b[τ,t]) = A[s,τ ]A[τ,t] ⊕A[s,τ ]b[τ,t]
= T [s]
(
(T [τ ])−1T [τ ]
)
(T [t])−1 ⊕ T [s]
(
(T [τ ])−1T [τ ]
)
c[t]
= T [s](T [t])−1 ⊕ T [s]c[t] = M [s,t].
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Thus each family (with one parameter) of invertible n×n matrices together
with a family of vectors (with one parameter) define a CEACP E [s,t] which is
time non-homogenous, in general.
Example 3.2.8. It is easy to see that the matrix
A[s,t] =
(
cos(t− s) sin(t− s)
− sin(t− s) cos(t− s)
)
satisfies the equation(3.1.2). We are going to find corresponding solutions of
the second equation of (3.1.3).
This equation has the following form










It is easy to check that this system has the following solution
b
[s,t]
1 = c1 sin(t− s)− c2 cos(t− s), b
[s,t]
2 = c1 cos(t− s) + c2 sin(t− s),
where c1 and c2 are arbitrary numbers.
Thus the following matrix satisfies (3.1.2):
M [s,t] =
(
cos(t− s) sin(t− s) c1 sin(t− s)− c2 cos(t− s)
− sin(t− s) cos(t− s) c1 cos(t− s) + c2 sin(t− s)
)
. (3.2.10)
Since this matrix is periodic with period P = 2π, the corresponding CEACP
E [t] is also periodic. Moreover, for arbitrary 3-dimensional EACP E+a , or E−a ,
a ∈ [−1, 1], with matrix of structural constants
M±a =
 a ±√1− a2 ±c1√1− a2 − c2a
∓
√




respectively, there is a sequence tn = tn(a) of times such that lim
n→∞
E [tn] = E+a
or E−a . We have E±a 6= E±b if a 6= b.
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Moreover the following is true.
Proposition 3.2.9.
(1) For any a, b ∈ [−1, 1], a 6= b, the algebras E+a and E+b are not isomorphic.
(2) For any a, b ∈ [−1, 1], a 6= b, the algebras E−a and E−b are not isomorphic.
Proof. (1) Let ϕ = (αij)i,j=1,2,3 be an isomorphism of the evolution algebra
E+a to the evolution algebra E+b . Here det(ϕ) 6= 0. Since det(A
[s,t]) = 1, from
ϕ(h1h2) = ϕ(h1)ϕ(h2) = 0, ϕ(h21) = 0, ϕ(h22) = 0 and ϕ(rr) = 0 we get
α11α23 + α21α13 = 0, α12α23 + α22α13 = 0;
α11α13 = 0, α12α13 = 0; α21α23 = 0, α22α23 = 0;
α31α33 = 0, α32α33 = 0.























 : (α21α32 − α22α31)α13 6= 0
 .
We note that the classes Fi are the same up to renumbering of indexes.
Therefore, we consider only class F1. If we take ϕ ∈ F1 then we get the
following relation between the matrices M+a and




 m11 m12 m13
m21 m22 m23
 , (3.2.11)




1− a2)α22 − (α11
√
1− a2 + α12a)α21
α11α22 − α12α21








1− a2)α12 + (α11
√





















1− a2)α22 − (α21
√














1− a2)α12 + (α21
√
















By (3.2.11) we should have m11 = m22 = b and m12 = −m21 =
√
1− b2.
These equalities for a 6= ±1 give
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Consequently, if a 6= ±1 then b = a. Moreover, if a = ±1 then again we get
m11 = m22 = b = a = ±1. Hence isomorphisms of the class F1 can not give an
isomorphism between E+a and E+b if a 6= b. Similar argument works for classes
F2 and F3.
(2) The proof is similar to that of (1).
Consider now discrete time n, n ∈ N and the CEACP {E [n], n ∈ N} given
by the matrix (3.2.10) with t− s = n.
Proposition 3.2.10. The discrete time CEACP E [n], n ∈ N, is dense in the
set {E±a , a ∈ [−1, 1]} of EACP, i.e. for an arbitrary EACP E±a there exists a
sequence {nk}k=1,2,... of natural numbers such that lim
k→∞
E [nk] = E+a or E−a .
Proof. It is known that the sequences {sinn} and {cosn}, n ∈ N, are dense in
[−1, 1] (see e.g. [14]). Hence for any a ∈ [−1, 1] there is a sequence {nk}k=1,2,...
of natural numbers such that lim
k→∞
cos(nk) = a. The same sequence can be
used to get lim
k→∞
E [nk] = E+a or E−a .
3.3 Time depending dynamics of a chain of evolution
algebras of a “chicken” population
In this section for 2 and 3-dimensional algebras of CEACP we shall study the
time depending dynamics of isomorphic EACPs in the chain.
Let E be a 2-dimensional EACP and {h, r} be a basis of this algebra.
It is evident that if dim E2 = 0 then E is an abelian algebra, i.e. an algebra
with all products equal to zero.
Proposition 3.3.1 ( [26]). Any 2-dimensional, non-trivial EACP E is iso-
morphic to one of the following pairwise non-isomorphic algebras:
E1: rh = hr = h, h2 = r2 = 0,
E2: rh = hr = 12(h+ r), h
2 = r2 = 0.
The following proposition gives the time dynamics of (3.2.4) and (3.2.5).
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Proposition 3.3.2. We have
E [s,t]1 ∼=
 E1, if t ∈ {t : α(t) = 0},E2, if t ∈ {t : α(t) 6= 0}.
E [s,t]2 ∼=

E1, if (s, t) ∈ {(s, t) : β(t) = 0, s < min{θ, t}},
E2, if (s, t) ∈ {(s, t) : β(t) 6= 0, s < min{θ, t}},
E0, if (s, t) ∈ {(s, t) : s ≥ 0},
where E0 is the algebra with zero multiplication.
Proof. Since Φ(t) 6= 0 if α(t) = 0, then by the change of basis h′ = h and
r′ = 2Φ(s)Φ(t) r, we get the algebra E1. In the case α(t) 6= 0, the change h
′ = Φ(s)Φ(t) r
and r′ = Φ(s)α(t) h implies the algebra E2.
For E [s,t]2 the proof is similar.





(5− t)(20− t)(2019− t), if 0 ≤ t ≤ 2019,
0, if t > 2019.
By the proposition the corresponding CEACP will be isomorphic to E1 if time
t ∈ {5, 20} ∪ [2019,+∞). So there are three critical times 5, 20, 2019, at
which the chain changes the algebras and remain with the same algebra (up to
isomorphism) between critical times. This is like a phase transition property
of physical systems [17]. The parameter is the temperature and the system
changes its phase (state) at critical temperatures.
Let now E be a 3-dimensional EACP and {h1, h2, r} be a basis of this
algebra.
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Theorem 3.3.4 ( [26]). Any 3-dimensional EACP E with dim(E2) = 1 is
isomorphic to one of the following pairwise non isomorphic algebras:
E1: h1r = r;
E2: h1r = h2;
E3: h1r = h1 + r.
In each algebra rhi = hir, i = 1, 2, and all omitted products are zero.
In order to use this theorem first we give a class of 3-dimensional CEACP




) = 1 for any (s, t). Such a CEACP has the matrix
M [s,t] in the following form
M [s,t] =








where c = c(s, t) is a given function.
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Comparing the first and the fourth equations we get c(s, τ) = c(s, t), i.e.
c should not depend on t. So denote this function as c(s). Then from sys-




































Denote γ(s, t) = a[s,t]1 + c(t)a
[s,t]




2 . Then from
first and second equations of (3.3.1) we get
γ(s, t) = γ(s, τ)γ(τ, t), δ(s, t) = γ(s, τ)δ(τ, t), s ≤ τ ≤ t.
The first equation is Cantor’s second equation which has a solution γ(s, t) =
φ(t)
φ(s) , where φ is an arbitrary function with φ(s) 6= 0.
Using the solution from the second equation we find δ(s, t) = ψ(t)φ(s) , where






2φ(s) , if c(t) 6= 0,
φ(t)






2c(t)φ(s) , if c(t) 6= 0
ψ(t)









 φ(t) + ψ(t) φ(t)−ψ(t)c(t) 2α(t)
c(t)(φ(t) + ψ(t)) φ(t)− ψ(t) 2c(t)α(t)
 (3.3.2)
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Thus we proved the following





= 1 for any (s, t).
Consider a 3-dimensional EACP E with dim(E2) = 1. Then it has the
following form
h1r = rh1 =
1
2
(ah1 + bh2 +Ar),
h2r = rh2 =
c
2
(ah1 + bh2 +Ar),
h21 = h
2
2 = h1h2 = r
2 = 0.
We note that the non-zero coefficients of h1r can be taken equal to 1. Indeed,





′ = 2ar, makes all
coefficients of h1r equal 1, i.e. we obtain
h1r = rh1 = h1 + h2 + r,
h2r = rh2 =
bc
a
(h1 + h2 + r), (3.3.4)
h21 = h
2
2 = h1h2 = r
2 = 0.
In case some a, b, A are equal 0 then one can choose a suitable change of
basis to make non-zero coefficients of h1r equal to 1. But we do not consider
these particular cases here, because they are simpler than the case abA 6= 0.
Proposition 3.3.6. Assume there is no zero in the first row of matrices (3.3.2)
and (3.3.3). Then for the corresponding CEACP E [s,t] we have E [s,t] ∼= E3 for
any (s, t).
Proof. By the above-mentioned change of the basis, the algebra E [s,t] can be






φ(t)+ψ(t) , if c(t) 6= 0,
0, if c(t) = 0.


















we get the algebra E3.
Remark 3.3.7.
1. In [28] it was shown that the evolution algebra of a bisexual population
is not a baric algebra. Since the EACP is an algebra of a bisexual pop-
ulation it is not baric. So CEACP is not baric any time, i.e. it has not
baric property transition.
2. The matrices of structural constants (depending on (s, t)) of a CEACP
satisfy the Chapman-Kolmogorov equation. To say it another way, a
CEACP is a continuous-time dynamical system which in a fixed time
is an EACP. It is well known that if a matrix satisfying the Chapman-
Kolmogorov equation is stochastic, then it generates a Markov process.
In [20], the authors investigated the time evolution of stochastic non-
Markov processes as they occur in the coarse-grained description of open
and closed systems. Some aspects of the theory are illustrated for the
two-state process and the Gauss process. Since the matrix of structural
constants of each EACP of a CEACP has a general form, the non-Markov
processes of [20] can be, in particular, obtained by matrices of structural
constants of a CEACP. Thus CEACP can be used in biology and physics.
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Resumen de la Tesis Doctoral
(in Spanish)
Time depending dynamics of
chains of evolution algebras
Resumen abreviado: Dinámica dependiente del tiempo de cadenas de
álgebras de evolución
Esta tesis está dedicada al estudio de la dinámica dependiente del tiempo de
cadenas de álgebras de evolución. En [7] se introduce una noción de una cadena
de álgebras de evolución (CEA). Esta cadena es un sistema dinámico cuyo estado
en cada momento dado es un álgebra de evolución. Las sucesiones de matrices de
las constantes estructurales para estas cadenas de álgebras de evolución satisfacen la
ecuación de Chapman-Kolmogorov.
Al principio se dan las definiciones básicas y la construcción de cadenas de álge-
bras de evolución. Damos un breve repaso de las cadenas de álgebras de evolución
(CEAs), siguiendo [7]. Construimos nuevas CEAs reales de dimensión 2 y estudiamos
las transiciones de varias propiedades de estas CEAs construidas, en concreto, tran-
siciones de la propiedad bárica, la existencia de la “unicidad del elemento nilpotente
absoluto” y la dinámica temporal de los elementos idempotentes.
Obtenemos la clasificación de álgebras de evolución reales de dimensión 2 y
dinámicas dependientes del tiempo de dichas CEAs y construimos nuevas clases de
CEAs de dimensión 2, las cuales serán isomorfas a un álgebra de evolución dada, para
algunos valores del tiempo. También definimos operadores (lineales) Rota-Baxter
sobre álgebras de evolución.
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Finalmente, construimos cadenas de álgebras de evolución de la población de
“pollos”, y también estudiamos la dinámica dependiente del tiempo de cadenas de
álgebras de evolución de la población de “pollos”.
La genética mendeliana introdujo una nuevo tema en las matemáticas:
álgebras genéticas generales. Estas álgebras son en general conmutativas pero
no asociativas, además no pertenecen a ninguna de las conocidas clases de
álgebras no asociativas como las álgebras de Lie, las álgebras de Jordan o las
álgebras alternativas.
Baur [2] y Correns [8] detectaron por primera vez que la herencia de
cloroplastos se apartaba de las leyes de Mendel. Hoy en día, la genética no
mendeliana es un lenguaje básico de los genetistas moleculares. La genética
no mendeliana ofrece a las matemáticas un nuevo tipo de álgebras genéticas,
denominadas álgebras de evolución, introducidas en [45]; son álgebras en las
que las tablas de multiplicación están motivadas por las leyes evolutivas de la
genética.
Recientemente en [7] se introduce una noción de una cadena de álgebras
de evolución (CEA). Esta cadena es un sistema dinámico cuyo estado en cada
momento es un álgebra de evolución. La sucesión de matrices de las constantes
estructurales para esta cadena de álgebras de evolución satisface le ecuación
de Chapman-Kolmogorov. En [29] se introduce la noción de flujo (depen-
diente del tiempo) de álgebras de dimensión finita. Un flujo de álgebras es un
caso particular de un sistema dinámico de tiempo continuo cuyos estados son
álgebras de dimensión finita.
En el Capítulo 1 damos las definiciones básicas y la construcción de ca-
denas de álgebras de evolución. En primer lugar damos un breve repaso de
las cadenas conocidas de álgebras de evolución (CEAs). En segundo lugar
construimos nuevas CEAs reales de dimensión 2. Luego estudiamos las tran-
siciones de las propiedades de las CEAs construidas, en particular, las transi-
ciones de la propiedad bárica de las CEAs y la existencia de la “unicidad del
elemento nilpotente absoluto” y se da la dinámica dependiente del tiempo de
los elementos idempotentes de las CEAs.
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Definición 1.1.2 ( [44]). Sea (E, ·) un álgebra sobre un cuerpo K. Si ella
admite una base {e1, e2, . . . }, tal que
ei · ej =

0, si i 6= j;∑
k
aikek, si i = j,
entonces esta álgebra se llama un álgebra de evolución. Esta base se llama una
base natural.
Denotamos por M = (aij) la matriz de las constantes estructurales del
álgebra de evolución E.
Siguiendo [7] consideramos una familia
{
E[s,t] : s, t ∈ R, 0 ≤ s ≤ t
}
de ál-







ij ej , i = 1, . . . , n; eiej = 0, i 6= j.








la matriz de las constantes estruc-
turales.
Definición 1.1.3. Una familia
{
E[s,t] : s, t ∈ R, 0 ≤ s ≤ t
}
de álgebras de
evolución de dimensión n sobre el cuerpo R se llama una cadena de álgebras
de evolución (CEA) si la matrizM[s,t] de constantes estructurales satisface la
ecuación de Chapman-Kolmogorov
M[s,t] =M[s,τ ]M[τ,t], para cualquier s < τ < t.
El siguiente teorema da el diagrama de la propiedad bárica para cadenas
E
[s,t]
i , i = 0, . . . , 24, construidas en la Sección 1.2.
Denotamos por T (i)b la duración de la propiedad bárica de la CEA E
[s,t]
i ,
i = 0, . . . , 24.
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Teorema 1.3.5.
(i) (No hay transición de la propiedad no bárica)
Las álgebras E[s,t]i , i = 0, 1, 2, 3, 6, 10, 11, 14, 22, no son báricas para
cualquier tiempo (s, t) ∈ T ;
(ii) (No hay transición de la propiedad bárica)
Las álgebras E[s,t]i , i = 16, 17, 18, y E
[s,t]
23 (0, µ), E
[s,t]
23 (2µ, µ), µ 6= 0, son
báricas para cualquier tiempo (s, t) ∈ T ;
(iii) (Hay una transición de la propiedad bárica)
Las CEAs E[s,t]i , i = 4, 5, 7, 8, 9, 12, 13, 15, 19, 20, 21, 24, y E
[s,t]
23 (λ, µ), con
λ /∈ {0, µ, 2µ} tienen una transición de propiedad bárica con una duración
de propiedad bárica establecida de la siguiente manera
T (4)b =
{







T (5)b = {(s, t) ∈ T : s ≤ t < b, Φ(s) = Φ(t)} ;
T (7)b = {(s, t) ∈ T : s ≤ t < a, Ψ(s) = Ψ(t)} ;
T (8)b = {(s, t) ∈ T : s ≤ t < min{a, b}} ;
T (9)b = {(s, t) ∈ T : t = s+ πk, k ∈ Z} ;
T (12)b =
{




T (13)b = {(s, t) ∈ T : s ≤ t < a, ψ(s) = ±1} ;
T (15)b = {(s, t) ∈ T : s ≤ t < a, ψ(s) = 0} ;
T (19)b = {(s, t) ∈ T : s ≤ t < a} ;
T (20)b = {(s, t) ∈ T : s ≤ t < b} ∪ {(s, t) ∈ T : t ≥ b, w(s) = 0} ;
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T (21)b = {(s, t) ∈ T : s ≤ t < max{a, b}} ;
T (23)b (λ, µ) = {(s, t) ∈ T : θ(t) = θ(s)} , λ 6= 0, µ, 2µ;
T (24)b = {(s, t) ∈ T : s ≤ t < a} .
El siguiente teorema da para las CEAs construidas una respuesta sobre la
transición de la propiedad del problema de la existencia de la “unicidad del
elemento nilpotente absoluto”.
Teorema 1.3.8.
(1) Las CEAs E[s,t]i , i = 3, 4, 5, 9, 10, 17, 22, 23, 24, tienen un único elemento
nilpotente absoluto (0, 0) para cualquier tiempo (s, t) ∈ T .
(2) Las CEAs E[s,t]i , i = 0, 1, 2, 16, 19, tienen infinitos elementos nilpotentes
absolutos para cualquier tiempo (s, t) ∈ T .
(3) Las CEAs E[s,t]i , i = 6, 7, 8, 11, 12, 13, 14, 15, 18, 20, 21, tienen la transi-
ción de la propiedad de “unicidad del elemento nilpotente absoluto” con
la duración de la propiedad establecida de la siguiente manera
T (i)nil = {(s, t) ∈ T : t < a}, a > 0, i = 6, 7, 8, 11, 18;
T (12)nil =
{






(s, t) ∈ T : s ≤ t < a, ψ2(s) ≤ 1
}
;
T (14)nil = {(s, t) ∈ T : Φ(s)ψ(s) > 0} ;
T (15)nil = {(s, t) ∈ T : s ≤ t < a, ψ(s) > 0} ;
T (20)nil = {(s, t) ∈ T : s ≤ t < b} ∪
{





T (21)nil = {(s, t) ∈ T : s ≤ t < min{a, b}}
∪ {(s, t) ∈ T : b ≤ t < a, b < a, v(s) > 0} .
El siguiente teorema da la dinámica temporal de los elementos idempotentes
para las álgebras E[s,t]i , i = 0, . . . , 24.
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Teorema 1.3.9.
(1) Las álgebras E[s,t]i , i = 0, 1, 2, tienen un único idempotente (0, 0) para
cualquier tiempo (s, t) ∈ T .
(2) Las álgebras E[s,t]i , i = 3, 10, 12, 14, 16, 22, tienen dos idempotentes (0, 0),
(xi(s, t), yi(s, t)) para cualquier tiempo (s, t) ∈ T . Además se puede dar










{0, z1, z2, z3}, si s ≤ t < b, Φ(t)Φ(s) =
Ψ(t)
Ψ(s) ;
{0, z3}, si s ≤ t < b, Φ(t)Φ(s) 6=
Ψ(t)
Ψ(s) , D(s, t) < 0;
{0, z3, (x∗, y∗)}, si s ≤ t < b, Φ(t)Φ(s) 6=
Ψ(t)
Ψ(s) , D(s, t) = 0;
{0, z3, (x±, y±)}, si s ≤ t < b, Φ(t)Φ(s) 6=
Ψ(t)
Ψ(s) , D(s, t) > 0,
donde 0 = (0, 0), z1 = (0,
Φ(t)
Φ(s)), z2 = (
Φ(t)



























son conjuntos críticos (frontera)










{0, z1, z2, z3}, si s ≤ t < b, Φ(t) = Φ(s);
{0, z3}, si s ≤ t < b,Φ(t) 6= Φ(s), D(s, t) < 0;
{0, z3, (x∗, y∗)}, si s ≤ t < b,Φ(t) 6= Φ(s), D(s, t) = 0;
{0, z3, (x±, y±)}, si s ≤ t < b, Φ(t) 6= Φ(s), D(s, t) > 0;
{0, z3}, si t ≥ b,








(5) Las álgebras E[s,t]i , i = 6, 11, 13, 15, 19, tienen dos idempotentes para
cualquier tiempo (s, t) con s ≤ t < a y un único elemento idempotente










{0, z1, z2, z3}, si s ≤ t < a, Ψ(t) = Ψ(s);
{0, z3}, si s ≤ t < a,Ψ(t) 6= Ψ(s), d(s, t) < 0;
{0, z3, (x∗, y∗)}, si s ≤ t < a,Ψ(t) 6= Ψ(s), d(s, t) = 0;
{0, z3, (x±, y±)}, si s ≤ t < a,Ψ(t) 6= Ψ(s), d(s, t) > 0;
0, si t ≥ a,
donde d(s, t) = 2Ψ(t)Ψ(s) − 1. Los conjuntos críticos son t = a, Ψ(t) = Ψ(s),
Ψ(s) = 2Ψ(t).









{(0, 0), (0, 1), (1, 0), (1, 1)}, si s ≤ t < a;
(0, 0), si t ≥ a.









{(0, 0), (0, 1), (1, 0), (1, 1)}, si s ≤ t < b;
{(0, 0), (1, 1)}, si b ≤ t < a;
(0, 0), si t ≥ a.
Las líneas t = a y t = b son críticas para la transición.
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(8) El álgebra E[s,t]9 tiene tres elementos idempotentes (0, 0), (1, 0), (0, 1) para
cualquier tiempo (s, t) con t = s+2πn; tiene tres elementos idempotentes
(0, 0), (−1, 0), (0,−1) para cualquier tiempo (s, t) con t = s + (2n + 1)π










{(0, 0), z2}, si D(s, t) < 0;
{(0, 0), z2, ( Φ(s)2Φ(t) ,
Ψ(s)
Ψ(t) )}, si D(s, t) = 0;
{(0, 0), z2, (x±, y±)}, si D(s, t) > 0,













{(0, 0), (1, 0)}, si s ≤ t < a, D(s, t) < 0;
{(0, 0), (1, 0), (12 ,
Ψ(s)
Ψ(t) )}, si s ≤ t < a, D(s, t) = 0;
{(0, 0), (1, 0), (x±, Ψ(s)Ψ(t) )}, si s ≤ t < a, D(s, t) > 0;
{(0, 0), (h(t)Ψ(s)
Ψ2(t)
, Ψ(s)Ψ(t) )}, si t ≥ a,












{(0, 0), z2}, si s ≤ t < b, D(s, t) < 0,
{(0, 0), z2, ( Φ(s)2Φ(t) , 1)}, si s ≤ t < b, D(s, t) = 0,
{(0, 0), z2, (x±, 1)}, si s ≤ t < a, D(s, t) > 0,
{(0, 0), z2}, si t ≥ b,













{(0, 0), (1, 0)}, si s ≤ t < min{a, b},
D(s, t) < 0;
{(0, 0), (1, 0), (12 , 1)}, si s ≤ t < min{a, b},
D(s, t) = 0;
{(0, 0), (1, 0), (x±, 1)}, si s ≤ t < min{a, b},
D(s, t) > 0;
{(0, 0), (1, 0)}, si b < a, b ≤ t < a;
{(0, 0), (v(t), 1)}, si b > a, a ≤ t < b;
(0, 0), si t ≥ max{a, b},










{(0, 0), (0, 1)}, si D(s, t) < 0;
{(0, 0), (0, 1), ( θ(s)θ(t) ,
1
2)}, si D(s, t) = 0;









{(0, 0), (1, 0)}, si D(s, t) < 0;
{(0, 0), (1, 0), (12 ,
θ(s)
θ(t) )}, si D(s, t) = 0;
{(0, 0), (1, 0), (x±, θ(s)θ(t) )}, si D(s, t) > 0,



















}, si t ≥ a.
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En el Capítulo 2 se obtiene la clasificación de las álgebras de evolución
reales de dimensión 2 y la dinámica dependiente del tiempo de dichas CEAs.
También serán construidas nuevas clases de CEAs de dimensión 2, que serán
isomorfas a un álgebra de evolución dada, para algunos valores del tiempo.
Además, serán definidos operadores (lineales) de Rota-Baxter sobre álgebras
de evolución.
El siguiente teorema da la clasificación de las álgebras de evolución reales
de dimensión 2.
Teorema 2.1.2. Cualquier álgebra de evolución real E de dimensión 2 es
isomorfa a una de las siguientes álgebras no isomorfas entre ellas:
(i) dimE2 = 1:
E1 : e1e1 = e1, e2e2 = 0;
E2 : e1e1 = e1, e2e2 = e1;
E3 : e1e1 = e1 + e2, e2e2 = −e1 − e2;
E4 : e1e1 = e2, e2e2 = 0;
E5 : e1e1 = e2, e2e2 = −e2;
(ii) dimE2 = 2:
E6 : e1e1 = e1 + a2e2, e2e2 = a3e1 + e2, 1 − a2a3 6= 0, a2, a3 ∈
R, donde E6(a2, a3) ∼= E′6(a3, a2);
E7 : e1e1 = e2, e2e2 = e1 + a4e2, donde a4 ∈ R.
El siguiente teorema da la dinámica dependiente del tiempo de las cadenas
de álgebras de evolución Es,ti , i = 0, . . . , 24, construidas en la Sección 1.2.





E3 para todo (s, t) ∈ {(s, t) : s ≤ t < b} ;
E0 para todo (s, t) ∈ {(s, t) : t ≥ b} .
E
[s,t]













para todo (s, t) ∈
{





E7(0) para todo (s, t) ∈
{
















para todo (s, t) ∈ {(s, t) : s ≤ t < b, Φ(t) 6= −Φ(s)} ;
E7(0) para todo (s, t) ∈ {(s, t) : s ≤ t < b, Φ(t) = −Φ(s)} ;





E2 para todo (s, t) ∈ {(s, t) : s ≤ t < a} ;












para todo (s, t) ∈ {(s, t) : s ≤ t < a, Ψ(t) 6= −Ψ(s)} ;
E7(0) para todo (s, t) ∈ {(s, t) : s ≤ t < a, Ψ(t) = −Ψ(s)} ;





E6(0, 0) para todo (s, t) ∈ {(s, t) : s ≤ t < min {a, b}} ;
E3 para todo (s, t) ∈ {(s, t) : a ≤ t < b, a < b} ;
E2 para todo (s, t) ∈ {(s, t) : b ≤ t < a, b < a} ;





E6(tan(t− s),− tan(t− s))
para todo (s, t) ∈
{
(s, t) : t 6= s+ π2 + πk, k ∈ Z
}
;
E7(0) para todo (s, t) ∈
{
(s, t) : t = s+ π2 + πk, k ∈ Z
}
.
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E
[s,t]





E2 para todo (s, t) ∈ {(s, t) : s ≤ t < a} ;





E1 para todo (s, t) ∈ {(s, t) : t ≥ a, h(s)g(s) = ±1} ;
E2 para todo (s, t) ∈
{
(s, t) : s ≤ t < a, h2(s)g2(s) < 1
}
;
E3 para todo (s, t) ∈
{







E1 para todo (s, t) ∈ {(s, t) : s ≤ t < a, ψ(s) = ±1} ;
E2 para todo (s, t) ∈
{
(s, t) : s ≤ t < a, ψ2(s) < 1
}
;
E3 para todo (s, t) ∈
{
(s, t) : s ≤ t < a, ψ2(s) > 1
}
;





E1 para todo (s, t) ∈ {(s, t) : ψ(s) = 0} ;
E2 para todo (s, t) ∈ {(s, t) : Φ(s)ψ(s) > 0} ;





E1 para todo (s, t) ∈ {(s, t) : s ≤ t < a, ψ(s) = 0} ;
E2 para todo (s, t) ∈ {(s, t) : s ≤ t < a, ψ(s) > 0} ;
E5 para todo (s, t) ∈ {(s, t) : s ≤ t < a, ψ(s) < 0} ;
E0 para todo (s, t) ∈ {(s, t) : t ≥ a} .
E
[s,t]



















para todo (s, t) ∈ {(s, t) : s ≤ t < a} ;





E1 para todo (s, t) ∈ {(s, t) : s ≤ t < b} ;







Φ(s) , 0) para todo (s, t) ∈ {(s, t) : s ≤ t < b} ;
E1 para todo (s, t) ∈ {(s, t) : t ≥ b, w(s) = 0} ;
E2 para todo (s, t) ∈
{





E5 para todo (s, t) ∈
{










para todo (s, t) ∈ {(s, t) : s ≤ t < min {a, b}} ;
E1 para todo (s, t) ∈ {(s, t) : a ≤ t < b, a < b}∪
{(s, t) : b ≤ t < a, a > b, v(s) = 0} ;
E2 para todo (s, t) ∈ {(s, t) : b ≤ t < a, a > b, v(s) > 0} ;
E5 para todo (s, t) ∈ {(s, t) : b ≤ t < a, a > b, v(s) < 0} ;
E0 para todo (s, t) ∈ {(s, t) : t ≥ max {a, b}} .
E
[s,t]
22 ' E2 para cualquier s, t ∈ T .
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E
[s,t]










) para todo λ 6= 2µ
(s, t) ∈
{












para todo λ 6= 2µ, λ 6= 0
(s, t) ∈
{












para todo λ 6= 2µ
(s, t) ∈
{





E7(0) para todo λ 6= 2µ,
(s, t) ∈
{


















E6(0, 0) para todo (s, t) ∈ {(s, t) : s ≤ t < a} ;
E2 para todo (s, t) ∈ {(s, t) : t ≥ a} .
El siguiente teorema da la dinámica dependiente del tiempo de las nuevas
CEAs construidas en la Sección 2.2.





E1 para todo (s, t) ∈ {(s, t) : s < t, ρ(s) = 0} ,





E1 para todo (s, t) ∈ {(s, t) : s < t < a, σ(s) = 0} ,
E2 para todo (s, t) ∈ {(s, t) : s < t < a, σ(s) 6= 0} ,









E1 para todo (s, t) ∈ {(s, t) : s < t < a} ,





E0 para todo (s, t) ∈ {(s, t) : s < t ≤ C} ,





E0 para todo (s, t) ∈ {(s, t) : s < t ≤ C} ,
E0 para todo (s, t) ∈ {(s, t) : t > C, ρ(s) = 0} ,





E4 para todo (s, t) ∈ {(s, t) : s < C} ,





E0 para todo (s, t) ∈ {(s, t) : s < C, σ(t) = 0} ,
E4 para todo (s, t) ∈ {(s, t) : s < C, σ(t) 6= 0} ,
E0 para todo (s, t) ∈ {(s, t) : s ≥ C} .
Así, hemos demostrado que existen CEAs que para algunos valores de
tiempo son isomorfas a E4.
Definición 2.3.1. Sea F un cuerpo. Un operador de Rota-Baxter de peso
λ ∈ F sobre un álgebra de evolución (E, ·) sobre F es una aplicación lineal
P : E → E satisfaciendo
P (x) · P (y) = P (x · P (y) + P (x) · y + λ · x · y), para todo x, y ∈ E.
El siguiente teorema da todas las formas de matrices de los operadores de
Rota-Baxter sobre las álgebras de evolución complejas de dimensión 2.
130 Resumen de la Tesis Doctoral
Teorema 2.3.2. Se dan en la siguiente tabla las matrices de los operadores de
Rota-Baxter sobre las álgebras de evolución complejas de dimensión 2, donde
los parámetros a, b, c, d, x, y ∈ C.
Álgebra de Evolución Matrices de RBOs de peso 0



























































b 6= 0, c 6= 0 donde los parámetros b, c son soluciones
del siguiente sistema de ecuaciones
3b6
c + 16b





Álgebra de Evolución Matrices de RBOs de peso 1


































































y 6= 0 donde c1,2 = 1±
√
1−4y
2 , c1,2 6= 0
































donde b1,2 = 1±
√
1−4x








































































































































−b3 − c3 6= 0 donde los parámetros b, c









En el Capítulo 3 estudiamos el álgebra de evolución correspondiente a
una población bisexual. Construimos cadenas de álgebras de evolución de
la población del “pollo” y estudiamos su dinámica dependiente del tiempo.
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La siguiente proposición da la dinámica temporal de las dos siguientes
CEACP, (3.2.4) y (3.2.5).
E [s,t]1 , con hr = rh =
1
2
Φ(s)(Φ(t)h+ α(t)r), h2 = r2 = 0;
E [s,t]2 , con hr = rh =
1
2
h+ β(t)r, si s < min{θ, t},0, si θ ≤ s, h2 = r2 = 0.
Proposición 3.3.2. Tenemos
E [s,t]1 ∼=
 E1, si t ∈ {t : α(t) = 0},E2, si t ∈ {t : α(t) 6= 0}.
E [s,t]2 ∼=

E1, si (s, t) ∈ {(s, t) : β(t) = 0, s < min{θ, t}},
E2, si (s, t) ∈ {(s, t) : β(t) 6= 0, s < min{θ, t}},
E0, si (s, t) ∈ {(s, t) : s ≥ 0},
donde E0 es el álgebra con multiplicación cero.




 φ(t) + ψ(t) φ(t)−ψ(t)c(t) 2α(t)






 φ(t) ψ(t) α(t)
0 0 0
 (3.3.3)




= 1 para cualquier (s, t).
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