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This thesis consists of two different parts. The first part is to explore some
results on the set of refinable functions in L2(IR), while the second part con-
cerns about the application of matrix-valued Feje´r-Riesz factorization to a
construction of local orthonormal generators and the application of parauni-
tary matrices to a construction of multiwavelet system from a given refinable
local orthonormal generator.
Chapter 1 plays an introductory role of the first part. We introduce some
results obtained by Strang and Zhou in [8]. These results include a characteri-
zation for the limits of refinable functions, the distance from a function to the
set S of refinable functions and a characterization of fully refinable functions.
In chapter 2, we use the results of chapter 1 to show that S is nowhere dense
in L2(IR) and the distance between a function in L2(IR) and S can be very large.
Finally a simple class of fully refinable functions with supp(fˆ) ⊂ [−2pi, 2pi] is
given and it ends the first part of this thesis. The results in this chapter are
due to the author.
The second part begins with an introduction to the matrix-valued Feje´r-
Riesz lemma for Laurent polynomial matrices that are positive semi-definite
iv
1on T, the unit circle of C, and have real-valued coefficients. The lemma says
that for a given A(z) =
∑L
k=−L akz
k which is positive semi-definite on T, we
can always find a matrix B(z) =
∑L
k=0 bkz
k such that B(1/z)TB(z) = A(z).
We will introduce the construction of such B(z) found by Hardin, Hogan and
Sun in [6] and then investigate further results related to the lemma for positive
definite matrices.
Chapter 4 is about a construction of local orthonormal basis from a given
local finitely generated shift-invariant (local FSI) space. We provide a charac-
terization, shown by Hardin, Hogan and Sun, for determining when a local FSI
space can have a local orthonormal basis. After that we provide a construc-
tion of such bases given in the proof of the characterization. This construction
applies the matrix-valued Feje´r-Riesz lemma. In addition, we will see that the
local orthonormal basis obtained from a refinable local generator is refinable.
A construction of its refinement mask is given here. Some examples are con-
structed to illustrate how these constructions work.
In the last chapter, we apply the theory of paraunitary matrices introduced
by Vaidyanathan to a construction of multiwavelets. The construction uses
the coefficients of a refinement equation to obtain the coefficients of the cor-
responding multiwavelet. Two refinable local orthonormal bases constructed
in chapter 4 will be used to demonstrate this construction.
We include several Maple programs written by the author himself in the
Appendix, which have been used in chapters 3, 4 and 5.
Chapter 1
The Set S of All Refinable
Functions in L2(IR)
In this chapter, we will introduce some results obtained by Strang and Zhou
in [8]. These results will be used to prove our results in chapter 2.
1.1 Introduction
The discovery of multiresolution analysis in the 80’s has drawn plenty of at-






{ak} is called the refinement mask of φ. This mask provides a lot of infor-
mation of its corresponding scaling function φ, for example, the orthogonality
of the integer translates of φ. Furthermore, many applications of wavelet the-
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1.1. INTRODUCTION 3
ory like decomposition and reconstruction of images use only the mask instead
of φ. Therefore, choosing a suitable mask for some applications is important
in the sense of computational cost. Imagine that if the corresponding scaling
function φ of a chosen refinement mask has a shape that is fairly close to our
objects of application, then the computational work used to analyse the ob-
jects will be less expensive if compared to those φ with a very different shape
from the objects. This important property has driven us to study the limits
of refinable functions in this chapter.
More generally, we allow the refinement mask to have infinite support. Thus
the refinability of functions can be defined by definition 1.1.
Definition 1.1. φ(·) ∈ L2(IR) is said to be refinable if
φ(·) ∈ span{φ(2 · −k) : k ∈ Z}.










The refinement equation has been well-studied in the frequency domain, it
is known that φ ∈ S if and only if there exists a 2pi periodic function a˜ such
that
φˆ(2ω) = a˜(ω)φˆ(ω), for almost every ω ∈ IR, (1.1.1)
where φˆ denotes the Fourier transform of φ (see [4]).
In [8], a characterization of functions in the closure of S was given and a
counter example was found to show that S is not closed. A lower bound of the
distance from any nonzero function f ∈ L2(IR) to S was also provided in the
paper. For a function f ∈ S, a condition was given to determine whether f is
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in S. With this result, we know that the Fourier transform of every f ∈ S \ S
vanishes on a set of positive measure. At the end of this chapter, we study fully
refinable functions for which all translates by any real number are refinable.
1.2 A Characterization of S
An important theorem in [8] is theorem 1.2 below. It characterizes when a
function φ ∈ L2(IR) is a limit of refinable functions, that is, when φ is in S.
Theorem 1.2 (Strang-Zhou, [8]). Let f ∈ L2(IR). Then f ∈ S if and only
if for all positive integers j and k,
fˆ(2j(ω + 2kpi))fˆ(ω) = fˆ(2jω)fˆ(ω + 2kpi) (1.2.1)
for almost every ω ∈ IR.
The proof of theorem 1.2 is quite lengthy, it mainly uses the refinement
equation 1.1.1 in the frequency domain. With this theorem, one can easily
show that there are infinitely many functions lie in S but not in S. For
example, the function f ∈ L2(IR) given by
fˆ(ω) =





satisfies condition (1.2.1) but not (1.1.1), so it is in S\S. It can be verified that






Now we will study the lower bound of the distance from a given function f
to the set S. The distance is defined as
d(f, S) = inf{‖f − φ‖2 : φ ∈ S}.
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From the characterization of S, it is reasonable to measure this distance in
terms of the family of functions
Dj,k(f)(ω) := fˆ(2
j(ω + 2kpi))fˆ(ω)− fˆ(2jω)fˆ(ω + 2kpi).
Then we get a lower bound of the distance from a given function to S in
theorem 1.3 and this bound is dependent on ‖f‖2.











where IN is the set of all positive integers.
The proof of theorem 1.2.1 also provides a characterization of refinable
functions.
Theorem 1.4 (Strang-Zhou, [8]). Let f ∈ S. Then f lies in S if and only
if the set ∪∞j=1Kj(f) \K0(f) has measure zero, where
Kj(f) := {ω ∈ [−pi, pi) : fˆ(2j(ω + 2kpi)) 6= 0 for some k ∈ Z}, (1.2.2)
for all nonnegative integers j.
An immediate result following from theorem 1.4 is that if f ∈ S \ S, then
f vanishes on a set of positive measure.
1.3 Fully Refinable Functions
Definition 1.5. A function φ in L2(IR) is said to be fully refinable if for
every t ∈ IR, the shifted function φt(x) := φ(x− t) is refinable.
1.3. FULLY REFINABLE FUNCTIONS 6
A class of fully refinable functions is the class of Meyer’s well-known scaling
functions; this was first shown in [10]. The following theorem characterizes
fully refinable functions and a complete proof based on the explanation of [8]
is given here.
Theorem 1.6 (Strang-Zhou, [8]). Let f ∈ S. Then f is fully refinable if
and only if for any j, k ∈ IN, for almost every ω ∈ IR,
fˆ(2j(ω + 2kpi))fˆ(ω)(e−it(2
j−1)2kpi − 1) = 0. (1.3.1)
Proof. Denote ft(x) := f(x − t). Then f is fully refinable if and only if ft
is refinable for every t ∈ IR. Direct computation gives
fˆt(2
j(ω + 2lpi)) = e−it(2
j(ω+2lpi))fˆ(2j(ω + 2lpi)),
thus we have Kj(ft) = Kj(f) for any integer j ≥ 0 since e−it(2j(ω+2lpi)) 6= 0.
Note that f is refinable implies that ∪∞j=1Kj(f) \K0(f) = ∪∞j=1Kj(ft) \K0(ft)
has measure zero by theorem 1.4, and this will lead to ft ∈ S if and only if
ft ∈ S. Hence ft satisfies condition (1.2.1), which is equivalent to the condi-
tion (1.3.1). ¤





pi], f is fully refinable.
The Meyer’s scaling functions satisfies the condition in corollary 1.7, and
thus are fully refinable.
Chapter 2
Some New Results on S
The theorems in the previous chapter yield the results of this chapter. Our
first theorem is to show that S is nowhere dense in L2(IR), that is, the interior
of the closure of S is the empty set. In particular, S has empty interior.
Before we state and prove the theorem, we should take note that a function
f ∈ L2(IR) is refinable if and only if the function <f defined by
<̂f(ω) = fˆ(−ω) for all ω ∈ IR,
is refinable. This is because f is refinable if and only if there exists a 2pi-
periodic function a˜ such that fˆ(2ω) = a˜(ω)fˆ(ω) for a.e. ω ∈ IR by (1.1.1),
but this is equivalent to <̂f(2ω) = a˜(−ω)<̂f(ω) for a.e. ω ∈ IR, that is, <f is
refinable since a˜(−·) is 2pi-periodic.
Furthermore, we have
f ∈ S if and only if <f ∈ S. (2.0.1)
To see this, we let (fn)n∈IN be a sequence in S converging to f in L2(IR),
7
8then it is easy to check that (<fn)n∈IN is a sequence in S converges to <f in
L2(IR). The converse is true since <̂(<f)(ω) = <̂f(−ω) = fˆ(ω). Now we shall
proceed to prove our main theorem in this chapter.
Theorem 2.1. S is nowhere dense in the Hilbert space L2(IR).
Proof. It suffices to show that every open ball of L2(IR) contains a function
g in L2(IR)\S. Denote the open ball with centre f and radius ε by
B(f ; ε) = {g ∈ L2(IR) : ‖f − g‖2 < ε}.
Clearly, for any f ∈ L2(IR)\S, the statement is true for any ε > 0 by taking
g = f . Thus we only need to consider the ball B(f ; ε) with f ∈ S.
First we consider a nonzero (a.e.) function f ∈ S. Then the set X = {x ∈
IR : fˆ(x) 6= 0} has positive measure, and there exists a ∈ IR such that the set
I = X ∩ [a, a+ pi/2)
has positive measure, for otherwise,




meas(X ∩ [a+ kpi/2, a+ (k + 1)pi/2)) = 0.
Case 1: a ≥ 0
For every ε > 0, we define a function g ∈ B(f ; ε) ∩ (L2(IR)\S) by
gˆ(ω) = fˆ(ω) + εχ2I+4pi(ω),
where χI(x) is the characteristic function that has value 1 on I and 0 elsewhere.
Then g ∈ B(f ; ε), since ‖g − f‖2 = 1√
2pi




ε < ε by Parseval
equality. It remains to show that g ∈ L2(IR)\S.
9Suppose, on the contrary, that g ∈ S. Then theorem 1.2 implies that g
satisfies the characterization
gˆ(2j(ω + 2kpi))gˆ(ω) = gˆ(2jω)gˆ(ω + 2kpi) a.e. ω
for all positive integers j, k. But, when j = k = 1 and ω ∈ I, the left-hand
side and right-hand side of the identity are given by
LHS = fˆ(2ω + 4pi)fˆ(ω) + εfˆ(ω)χI(ω), and
RHS = fˆ(2ω)fˆ(ω + 2pi).
Therefore, for almost every ω ∈ I,
LHS −RHS = fˆ(2ω + 4pi)fˆ(ω) + εfˆ(ω)χI(ω)− fˆ(2ω)fˆ(ω + 2pi)
= εfˆ(ω)χI(ω) since f ∈ S
6= 0.
Since I has positive measure and fˆ 6= 0 on I, we have g 6∈ S.
Case 2: a < 0
In this case, we consider the refinable function <f . By the definition of <f
above, we know that there is a b ≥ 0 such that the set {x ∈ IR : <̂f(x) 6=
0} ∩ [b, b + pi/2) has positive measure. Thus for every ε > 0, there exists a
g ∈ (L2(IR) \ S) ∩ B(<f ; ε) by case 1. Hence <g ∈ (L2(IR) \ S) ∩ B(f ; ε) by
result (2.0.1) and the fact that ‖f −<g‖2 = ‖<f − g‖2.
Now, we consider a nonzero (a.e.) function f ∈ S. Then for every ε > 0,
there exists a nonzero f1 ∈ S so that ‖f1 − f‖2 < ε/2. In addition, the
above argument implies that there exists g 6∈ S with ‖g − f1‖2 < ε/2, hence
‖g − f‖2 ≤ ‖g − f1‖2 + ‖f1 − f‖2 < ε by triangle inequality of L2-norm.
10
In the case that f is a zero (a.e.) function, we have f ∈ S and the set X
has measure zero. Let g 6∈ S be a nonzero function. Then ε
2‖g‖2 g ∈ B(f ; ε)
is not in S. Hence S is nowhere dense in L2(IR). ¤
It is known that any compactly supported refinable function, for example,
the Haar’s scaling function, has infinite support in the frequency domain; so
theorem 2.1 may give us an impression that refinable functions ‘spread over’
the space L2(IR). It is natural to ask that for a given function f ∈ L2(IR), can
we always find a refinable function φ such that the distance d(f, φ) is less than
some constant? The next proposition will deny the existence of such upper
bound. However, a nowhere dense and non-closed subset of a set could have
an upper bound, for example, the subset A := { 1
2n
: n ∈ IN} of [0, 1] is nowhere
dense and has the limit point 0 6∈ A, but d(x,A) ≤ 1
2
for all x ∈ [0, 1].
Proposition 2.2. The set {d(f,S) : f ∈ L2(IR)} is unbounded.
Proof. We will show this proposition by constructing a sequence of function
fk in L2(IR) such that for some constant C ∈ IR, d(fk,S) ≥ Ck, for any k ∈ IN.
For every k ∈ IN, let fk be defined by
fˆk(ω) =








































pi] is fully refinable. Our last result in this chapter gives another pos-
sible class of functions that are fully refinable.
Proposition 2.3. Let f ∈ L2(IR) be such that supp(fˆ) ⊂ [c, c+ 2pi] for some
c ∈ [−2pi, 0]. Then f ∈ S. Furthermore, if f is refinable, then f is fully
refinable.
Proof. Note that supp(fˆ) ⊂ [c, c+ 2pi] implies that supp(fˆ(2j(ω + 2kpi)) ⊂
2−j[c, c + 2pi] − 2kpi, supp(fˆ(2jω)) ⊂ 2−j[c, c + 2pi] and supp(fˆ(ω + 2kpi)) ⊂
[c− 2kpi, c+ 2(1− k)pi]. Then for any −2pi ≤ c ≤ 0, j, k ∈ IN and all ω ∈ IR,
fˆ(2j(ω + 2kpi))fˆ(ω) = fˆ(2jω)fˆ(ω + 2kpi) = 0. (2.0.2)
It follows from theorem 1.2 that f ∈ S.





This and the subsequent chapters are not directly related to the first two
chapters. In this chapter, we will discuss the matrix-valued Feje´r-Riesz lemma
of positive semi-definite matrices A(z) ∈ LN×N , as shown by Hardin, Hogan
and Sun in [6]. The factorization process is to find a matrix B(z) ∈ LN×N
such that
A(z) = B(1/z)TB(z).
It is well-known that Daubechies’ refinement masks can be obtained by ap-
plying real-valued Feje´r-Riesz lemma or spectral factorization to cer-
tain trigonometric polynomials ([2, 3]). The matrix-valued Feje´r-Riesz lemma
has various applications, for example, the construction of tight frames from
given multiresolution analysis with dilation M > 2 ([1]) and the construction





• l (l0): the set of all real-valued (finitely supported) sequences u = (u[k])k∈Z.








u[k]zk | (u[k])k∈Z ∈ l0
}












| p(z), q(z) ∈ L and q(z) 6≡ 0
}
.
• T := {z ∈ C : |z| = 1} is the unit circle on C.
• For a matrix A(z) = (aij)1≤i,j≤N , Ak := (aij)1≤i,j≤k and |Ak| denotes the
determinant of Ak, 1 ≤ k ≤ N .
Definition 3.1. A square matrix A(z) ∈ LN×N is said to be positive (semi-
)definite, in short PD(PSD), on T if A(z) is positive (semi-)definite for any
z ∈ T, that is for any z ∈ T and any x ∈ CN \{0}, we have x¯TA(z)x > 0 (≥ 0).
Note that for a matrixB(z) in LN×N , it is easy to verify thatB(1/z)TB(z) =
B(z)
T
B(z) is PSD on T. What we concern about is the converse problem:
for a matrix A(z) ∈ LN×N that is PSD on T, can we always find a matrix
B(z) ∈ LN×N such that A(z) = B(1/z)TB(z)? The answer is positive, and
the factorization is called the matrix-valued Feje´r-Riesz lemma, which we will
discuss in the next section.
3.1. THE FACTORIZATION 14
Definition 3.2. A matrix E(z) ∈ LM×N (or ∈ RM×N) is said to be parauni-
tary if E(1/z)TE(z) = IN for any z ∈ C \ {0}, where IN is the N ×N identity
matrix.
3.1 The Factorization
In this section, we will consider the factorization of A(z) that is PSD on T.
Recall the real-valued Feje´r-Riesz lemma:








k ∈ L such that
b(1/z)b(z) = a(z).
A construction of b(z) from a given a(z) and a program for the construction
are attached in Appendix B.1. Our main theorem of this section is the following
matrix-valued Feje´r-Riesz lemma:














The proof provides a construction of B(z). Before we discuss about the
construction, let us recall that if A(z) ∈ LN×N is PSD on T, then aii(z), the
3.1. THE FACTORIZATION 15





are also PSD on T for 1 ≤ i ≤ j ≤ N . This implies that aii(z), |Ak| and
det(Aij(z)) are nonnegative on T for 1 ≤ i, j, k ≤ N . Therefore, we have the
following lemma:
Lemma 3.5 (Hardin-Hogan-Sun, [6]). Let A(z) ∈ LN×N be PSD on T.
Then A(1/z)T = A(z).
The proof of theorem 3.4 given by Hardin, Hogan and Sun is constructive.
It provides a construction of B(z) by three main steps.
Construction of B(z)
Step 1: Find a C(z) ∈ RN×N such that A(z) = C(1/z)TC(z)
Step 2: Get a paraunitary matrix E(z) ∈ RN×N such thatB(z) = E(z)C(z) ∈
LN×N ; this is to remove all the nonzero poles of C(z)





The first step is easier to achieve when compared to step 2. We will see
this in the following summary of the two steps.
Step 1 : Construction of C(z)
Diagonalization. If A(z) is diagonal, skip this step. Otherwise, if a11(z) 6≡ 0,
define S(z) ∈ RN×N by
sij(z) =

1 if i = j
−ai1(z)/a11(z) if j = 1 and i > j
0 otherwise
(3.1.1)
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for some A˜(z) ∈ R(N−1)×(N−1). Note that det(S(z)) = 1.
If a11(z) ≡ 0, then we set S(z) = I.
Continuing this process until we find U(z) ∈ RN×N such that det(U(z)) =
1 and
U(z)A(z)U(1/z)T = diag(d1(z), . . . , dN(z)) =: D(z) (3.1.2)
for some rational polynomials di(z) ∈ R, 1 ≤ i ≤ N .
Spectral Factorization. By lemma 3.5 and above equation, we can deduce
that di(z) = di(1/z) ≥ 0 for all z ∈ T except finitely many points. By
real-valued Feje´r-Riesz lemma, we have di(z) = fi(1/z)fi(z) for some
fi(z) ∈ R. Let
F (z) = diag(f1(z), . . . , fN(z)), (3.1.3)
Therefore we have
D(z) = F (1/z)F (z) (3.1.4)
Construction of C(z). Let
C(z) = F (z)U(1/z)−T , (3.1.5)
then it is easy to verify that A(z) = C(1/z)TC(z).
Step 2 : Removal of Nonzero Poles of C(z)
Pole Search. If there is no nonzero pole for C(z), then C(z) ∈ LN×N and we
are done. Otherwise, we can find a nonzero pole p of C(z) with order
k(C, p) (the maximum order of pole of all entries of C(z) at p).
3.1. THE FACTORIZATION 17














for some Rp ∈ CN×N \ {0} and some Qp(z) ∈ RN×N that is analytic in
a neighbourhood of p.
Construction of E(z). Let {e1, e2, . . . , eK} be an orthonormal basis of the
column space of Rp.
(i) If the pole p ∈ IR, then we define






i is an orthonormal projection and E(z) = I − P +
z − p
1− zpP is paraunitary.
(ii) If Im(p) 6= 0, then a paraunitary matrix E(z) for removing the pole
p can be obtained by the following steps:
a. Let W be the column space of Rp and λ = 2Im(p)/(1− |p|2).
b. Find an orthonormal basis {eK+1, eK+2, . . . , eN} of W⊥ and define
B = (eK+1, eK+2, . . . , eN) ∈ CN×N−K .
c. Solve the unique solution (X,X) of the linear equation
(X,X)






















Q3 = I −Q1 − 2Q2.
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d. Let












then C˜(z) = E(z)C(z) is our new C(z) with order k(C˜, p) ≤ k(C, p)−1.
Go back to Pole Search section to remove new nonzero pole if there exists
one.









k for some se-
quence of matrices {bk}. It is easy to see that B(1/z)TB(z) = A(z).
If L1 > L, we have b
T
0 bL1 = 0 by comparing coefficients of A(z) and
B(1/z)TB(z). Obtain an orthonormal projection Q onto the linear space
spanned by the columns of bL1 so that QbL1 = bL1 and Qb0 = 0.




k for some sequence of
matrices {bk}.





Remark. The step ‘Laurent Expansion’ in step 2 requires p 6= ±1. This
condition will not affect our construction, since |p| 6= 1 for all nonzero poles p
of C(z) by lemma 3.6.
In [6], we have the following lemmas:
Lemma 3.6. For any nonzero pole p of C(z), |p| 6= 1.
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Lemma 3.7. For the C˜(z) defined in the final step, we have
k(C˜, p) ≤ k(C, p)− 1,
k(C˜, 1/p) ≤ k(C, 1/p), and
k(C˜, p¯) ≤ k(C, 1/p¯).
Lemma 3.7 means that each procedure of step 2 reduces the order k(C, p) at
least by 1, and since E(z) has only the poles 1/p and 1/p¯, the procedure does
not increase the orders of other poles nor add in new poles to C˜(z) = E(z)C(z).
3.2 Factorization for Matrices Positive Defi-
nite on T
In the next chapter, we will introduce a construction of local orthonormal basis
from a given local FSI space. This construction needs the application of the
Feje´r-Riesz factorization to positive definite (PD) (on T) matrices. Therefore,
it is worthwhile to consider the factorization of an N×N matrix A(z) which is
PD on T. In this section, we will do further study for the first two steps in the
last section and then find an efficient way to factorize A(z). For step 1, we will
get the exact formation of D(z) and U(1/z)−T obtained by the procedure of
step 1, and then provide a construction of F (z) that may reduce the number
of nonzero poles and hence the computational complexity in step 2. After that
we provide some possible choice of nonzero poles p and give a direct way to
obtain Rp of equation (3.1.6).
A program for the factorization of PSD (on T) matrices with a condition is
attached in Appendix B.3. The program does not include step 3 because this
step is not crucial for our construction of orthonormal bases in chapter 4.
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Further Study of Step 1
One way to improve step 1 is to choose the diagonal matrix F (z) properly
so that the number of poles of the matrix C(z) may be reduced by half. This
will be very useful for the poles removing step of step 2.
First we observe the results of step 1 for a 3 × 3 matrix A(z). Let A(z) =
(aij)1≤i,j≤3 be PD on T, therefore we have A(1/z)T = A(z) and know that the
determinants of A(z) and its submatrices (a11) and (aij)1≤i,j≤2 are PD on T,
hence not identically 0.
Diagonalization
































where |A2| = a11a22 − a21a12. Then











3.2. FACTORIZATION FOR MATRICES POSITIVE DEFINITE ON T 21














Spectral Factorization and Construction of C(z)
Since a11, |A2| and |A| are PD on T, they can be factorized by Riesz lemma as
a11 = g1(1/z)g1(z), |A2| = g2(1/z)g2(z), and |A| = g3(1/z)g3(z).
If we choose



























Thus all the nonzero poles of C(z) are nonzero roots of g1(z), g1(1/z), g2(z)
and g2(1/z). However, if F (z) is chosen to be
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Hence all the nonzero poles of C(z) are nonzero roots of g1(z) and
g2(z). This second choice of F (z) is more preferable because it may reduce
the number of nonzero poles of C(z) and thus cut the computational time for
the pole removal procedure of step 2.
Now we look at the general case: A(z) ∈ LN×N is PD on T.
Lemma 3.8. If A(z) ∈ LN×N is PD on T and U(z) is constructed as in
(3.1.2), then V (z) := U(z)A(z) is an upper triangular matrix with diagonal
entries
vii = |Ai|/|Ai−1|,
for 1 ≤ i ≤ N and |A0| = 1.
Proof. Since A(z) is PD on T, we have the leading sub-determinants |Ak| 6≡





where A(2)(z) = (a
(2)
ij )1≤i,j≤N−1. The matrix S1(z) is exactly the product of
matrices that perform elementary row operations to pivoting a11 at column 1.
By a basic result from linear algebra, the k by k leading sub-determinants of
A(z) will remain the same, in particular, |A2| = a11a(2)11 . This gives
a
(2)
11 = |A2|/a11. (3.2.1)
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11 , together with (3.2.1), we get a
(3)
11 = |A3|/|A2|.
Likewise, |Ak| = a11a(2)11 · · · a(k)11 , therefore we obtain
a
(k)
11 = |Ak|/|Ak−1|, 2 ≤ k ≤ N.
Finally it is easy to see that V (z) is an upper triangular matrix by the nature
of the process. This ends the proof. ¤
Lemma 3.9. Let A(z) and U(z) be defined as in lemma 3.8. Then
U(z)A(z)U(1/z)T = D(z) := diag(|A1|, |A2|/|A1|, . . . , |AN |/|AN−1|).
Proof. By lemma 3.8, we know that V (z) := U(z)A(z) is an upper triangu-
lar matrix. Then by A(z) = A(1/z)T , it can be easily checked that
U(z)V (1/z)T = V (z)U(1/z)T .
The left-hand side of the equation is the product of two lower triangular ma-
trices and is, therefore, a lower triangular matrix. But the right-hand side is
the product of two upper triangular matrices and thus is an upper triangular
matrix itself. Hence U(z)A(z)U(1/z)T = D(z), since U(1/z)T is also an upper
triangular matrix and the k-th diagonal elements of U(z) and V (z) are 1 and
|Ak|/|Ak−1| respectively. ¤
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|A1| · · ·
a1i





|A2| · · ·
|A[1,2],[1,i]|
|A2| · · ·
|A[1,2],[1,N ]|
|A2|
1 · · · · · · · · · ...
. . . · · · · · · ...
1 · · · ...




where |Au,v| is the determinant of the submatrix (aij)i∈u,j∈v of A(z).
Since |Ai| is PD for 1 ≤ i ≤ N , there exists gi(z) ∈ L such that |Ai| =
gi(1/z)gi(z). Now let
f1(z) = g1(1/z) and fi(z) =
gi(1/z)
gi−1(z)
, for 2 ≤ i ≤ N. (3.2.2)





























From (3.2.3), it is clear that every nonzero pole of C(z) is a root of gi(z)
for some i.
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Remark. In lemmas 3.8 and 3.9, we assume that A(z) is PD on T. In fact,
this condition can be relaxed to that all the leading sub-determinants |Ak| are
not identically zero. Therefore, the above argument is valid for matrices which
are PSD on T and satisfy this relaxed condition.
Further Study of Step 2
In the construction of paraunitary matrix E(z) of a given nonzero pole p,
we need to know the matrix Rp of (3.1.6), so, we will provide some informa-
tion about p in the beginning of this part and then give a simple technique for
getting Rp.
Some Properties of Nonzero Pole p
(1) p is a root of gi for some 1 ≤ i ≤ N − 1.
(2) |p| 6= 1, since A(z) is PD on T ⇒ |Ai| = gi(1/z)gi(z) > 0 on T and by
(1).
(3) |p| < 1, since all the roots of gi have modulus ≤ 1 in our construction of
gi given by the Riesz lemma in Appendix A.
(4) If Im(p)6= 0, then the conjugate of p, p¯, is also a nonzero pole of C(z),
since gi are polynomials of real coefficients.
Computation of Rp
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for some Rp ∈ CN×N \ {0} and some Qp(z) ∈ RN×N that is analytic in a
neighbourhood of p. Therefore, if we multiply both sides of this equation by
(z − p)k(C,p) and then take limit as z → p on both sides, we will get
Rp(1− p2)k(C,p) = limz→pC(z)(z − p)k(C,p) ∈ CN×N \ {0},
since Q(z) and some entry of C(z)(z − p)k(C,p) are analytic at z = p. By this
way, we can obtain Rp easily.
Note that Rp is in IR
N×N if p ∈ IR since C(z) ∈ RN×N in any iteration, and
the orthonormal basis of the column space of R˜p = Rp(1− p2)k(C,p) is also an
orthonormal basis of the column space of Rp.
Example of 2× 2 matrices




















(z−p)k(C,p) |z=p. In any iteration, the first column R˜p is always
zero by lemma 3.7, therefore we do not need to compute the first column of
R˜p. A maple program Matrixfac2 for this case is attached in the Appendix
B.2. The program, however, does not include step 3 because steps 1 and 2 are
enough for our construction in chapter 4.
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3.3 Examples
In this section, we provide some examples of the above factorization for steps










Example 3.1. (2 by 2 case) First we can create a PSD (on T) matrix A(z)
by choosing a matrix Y (z) ∈ L2×2 such that A(z) = Y (1/z)TY (z). Let
Y (z) =





then we get a PSD (on T) matrix:
A(z) = Y (1/z)TY (z) =
−z2 + 11− 1z2 −5 + 11z2
11 z2 − 5 29
 .
By using the program spfac in Appendix B.1, we obtain the spectral factors
























Since a11(z) 6≡ 0, we can apply the program Matrixfac2 in Appendix B.2
to obtain diagonalized matrix C(z), two orthonormal projection matrices P1























































































Note that B(1/z)TB(z) = A(z).
Example 3.2. (2 by 2 case) Let
Y (z) =









−z2 + z + 4 + 1z − 1z2 −z + 2 + 1z − 2z2
−2 z2 + z + 2− 1
z





is a PSD (on T) matrix with a11(z) 6≡ 0.
By using the two programs again, we get
g1(z) = 2









2 (1 + z) (z − 1
3































































































































3 + 2 z
z
(1 + 2 z) z 2
7 z + 1 + z2
z
6 + 6 z





Since a11(z) 6≡ 0 and |A2| 6≡ 0, we apply the programs spfac in Appendix B.1




g2(z) = 8z + 1,
g3(z) = −6
(z − 2 + 1
2
√




























































































































































































A finite length row vector Φ = (φ1, . . . , φN) of compactly supported functions
φi ∈ L2(IR), for 1 ≤ i ≤ N , is called a local generator. If a local generator has
orthogonal (orthonormal) shifts, which means that φ1, . . . , φN have orthogonal
(orthonormal) shifts, then we call it a local orthogonal (orthonormal)
generator. In this chapter, we will provide a construction of local orthonormal
generator that generate the same local FSI of a given local generator with linear
independent shifts.
Definition 4.1. If Φ = (φ1, . . . , φN) is a local generator and c ∈ lN×M0 , then
31
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the semi-discrete convolution is defined as




With this convolution, we define the shift invariant space generated by a
local generator Φ by
S(Φ) := {Φ ∗′ c | c ∈ lN×1}.
Definition 4.2. A space V ⊂ L2loc(IR) is called a local finitely generated shift-
invariant (local FSI) space if V = S(Φ) for some local generator Φ.
Definition 4.3. For local generators Φ ⊂ L2(IR)N and Ψ ⊂ L2(IR)M , we de-
note the N×M matrix 〈Φ,Ψ〉 by (〈φn, ψm〉)1≤n≤N,1≤m≤M , where 〈f, g〉 denotes
the standard inner product of f and g in L2(IR).
Definition 4.4. If Φ and Ψ are two local generators of length N and M
respectively, then we define the Gram sequence gΦ,Ψ ∈ lN×M0 by
gΦ,Ψ[k] := 〈Φ,Ψ(·+ k)〉, k ∈ Z,










where GΦ(z) = GΦ,Φ(z), GΨ(z) = GΨ,Ψ(z) and U(z) ∈ LM×N is the symbol of
u. Besides, we have the simple result:
Lemma 4.5. Φ = (φ1, . . . , φN) is a local orthonormal generator if and only if
GΦ(z) = IN for all z ∈ C \ {0}.
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Given a local FSI generated by a local generator Φ having linearly indepen-
dent shifts, it is natural to ask under what conditions on Φ does there exist
a local orthonormal generator Ψ such that S(Ψ) = S(Φ). The condition is
stated in theorem 4.6.
Theorem 4.6 (Hardin-Hogan-Sun, [6]). Suppose Φ = (φ1, . . . , φN) is a
local generator and has linearly independent shifts. Then there exists a local
orthonormal generator Ψ with S(Ψ) = S(Φ) if and only if for some constant
c > 0,
detGΦ(z) = c, for all z ∈ C′ := C \ {0}. (4.0.2)
The proof of theorem 4.6 given by Hardin, Hogan and Sun in [6] uses lemma
4.7 and provides a construction of the corresponding orthonormal generator
Ψ. We will discuss the construction in the next section.
Lemma 4.7 ([7]). Suppose Φ = (φ1, . . . , φN) is a local generator having lin-
early independent shifts. Then
(1) GΦ(z) is positive definite on T, and
(2) if Ψ = (ψ1, . . . , ψN ′) is a local generator having linearly independent shifts
such that S(Ψ) = S(Φ), then N = N ′ and there exists a u ∈ lN×N0 such
that Φ = Ψ ∗′ u and det U(z) is a nonzero monomial.
4.1 A Construction of Local Orthonormal Gen-
erators
Given a local generator Φ = (φ1, . . . , φN) with linearly independent shifts and
detGΦ(z) = c > 0 for all z ∈ C \ {0}, a local orthonormal basis Ψ of S(Φ) can
be obtained in 3 steps.
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Construction of Ψ
Step 1 Find a B(z) ∈ LN×N such that GΦ(z) = B(1/z)TB(z).
Step 2 Obtain the inverse of B(z)−1 of B(z). Note that detB(1/z)detB(z) =




Step 3 Let b−1 ∈ lN×N0 be such that B(z)−1 is its symbol. Then
Ψ = Φ ∗′ b−1
is a local orthonormal basis of S(Φ), since
GΨ(z) = B(1/z)
−TGΦ(z)B(z)−1 = I, for all z ∈ C \ {0}.
By (1) of lemma 4.7, we know that GΦ(z) is PD on T, therefore, the facts
and steps of section 3.2 (factorization of PD (on T) matrices) can be applied
to the Feje´r-Riesz factorization of GΦ(z).
4.1.1 A Special Case of Generators of Two Functions
Let Φ = (φ1, φ2) be a local generator with linearly independent shifts.
Suppose that Φ satisfies the two conditions:
1. detGΦ(z) = c
2 (c > 0) for all z ∈ C\{0}
2. φ2 has orthogonal shifts, i.e. 〈φ2(·), φ2(· − t)〉 = 0 for any t ∈ Z \ {0}.
Then we can easily find as follows the inverse of B(z), and thus a local or-
thonormal basis.
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Let A(z) = GΦ(z), then, by condition 2 above, we have
a22(z) = ‖φ2‖22 = k2,
for some constant k > 0.
In this case, we can find a lower triangular matrix B(z) such that A(z) =










The corresponding orthonormal basis is Ψ = Φ ∗′ b−1. Observe that ψ2 =
φ2/‖φ2‖2. Similarly, if φ1 has orthogonal shifts, we can get an upper triangular
matrix B(z) effortlessly.
4.2 Refinable Local Orthonormal Generators
In this section, we will show that a local orthonormal basis obtained by our
construction in section 4.1 from a refinable local generator is still refinable. A
method for obtaining the refinement mask of the basis will be provided.
Let Φ = (φ1, . . . , φN) be a refinable local generator with linear independent






and we can find a local orthonormal basis Ψ = (ψ1, . . . , ψN) for S(Φ) by
theorem 4.6. Furthermore, there exists a B(z) ∈ LN×N such that GΦ(z) =
B(1/z)TB(z). By step 3 of the construction of Ψ, we let B(z)−1 be the symbol
of b′ ∈ lN×N0 and B(z) the symbol of b ∈ lN×N0 . As a result, we have









Hence, it can be easily verified that Ψ is refinable and the refinement equa-








Ψ(2x− 2m− k − l)b[l]v[k]b′[m]. (4.2.1)
It is quite cumbersome to compute the refinement mask directly from the
above equation. The following lemma shows a better way to obtain the mask.






where U(z) is symbols of u.
The proof is straight forward. The only trick we use here is substituting
z2 into B(z)−1 to get B(z2)−1 =
∑
m∈Z
b′[m]z2m. Examples 4.3 and 4.4 will
illustrate this method.
4.3 Examples
Example 4.1. Let t ∈ IR, φ1(x) = (1− x2)+ and φ2(x) = (x(1− x))+(x− t),
where y+ := max(y, 0). It can be checked that Φ = (φ1, φ2) has linearly in-
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dependent shifts. Using symbolic mathematical software like Maple or Math-
ematica, we find that
detGΦ(z) = − 1
25200
((4 + 35t− 35t2)(z + 1/z) + 81− 210t+ 210t2).
Thus, by theorem 4.6, S(Φ) has orthonormal basis if and only if t = 1/2 ±
√

















































Hence we get an orthonormal basis Ψ1 (see figure 4.1).
By using the program Matrixfac2 in Appendix B.2, we will get another








































The corresponding orthonormal basis Ψ2 is shown in figure 4.2.
Example 4.2. The generator Φ = (φ1, φ2) of this example is taken from [5],
where φ1(x) = (1 − |x|)+ and φ2(x) = (x − x2)+(1 + t(x − x2)+). We get
t = −15 ± 2
√






































The resulting orthonormal generator Ψ is shown in figure 4.3.
Example 4.3. The refinable generator Φ = (φ1, φ2) of this example is also
taken from [5], where φ1(x) = (1− |x|)+ and φ2(x) = φ1(2x− 1) + s0φ2(2x) +
s1φ2(2x−1) is a recursion function that is compactly supported on [0,1]. Direct
computation gives us
〈φ1, φ2〉 = 2− s1
(2− s0 − s1)(4− s0 − s1)
〈φ1, φ2(·+ 1)〉 = 〈φ1(· − 1), φ2〉 = 2− s0
(2− s0 − s1)(4− s0 − s1)
〈φ2, φ2〉 = 4− s
2
0 + s0s1 − s21
3
4
(2− s0 − s1)(4− s0 − s1)(2− s20 − s21)
.




is a constant. With s0 = s1 = −1/5, A(z) = GΦ(z) is given
by:
A(z) =









Thus this is again a special case in section 4.1.1, and the resulting local
orthonormal basis Ψ is same as the one obtained in [5]. Now, we would like
to obtain another orthonormal basis by using the inverse of the B(z) obtained













The corresponding Ψ is shown in figure 4.4.
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We will use these coefficients to construct a multiwavelet from this local
orthonormal basis in example 5.1 of chapter 5.
Example 4.4. This example shows a construction of local orthonormal basis
of three functions. First we know that the three functions φ1(x) = (1 −
|x|)+,φ2(x) = (x − x2)+ and φ3(x) = aφ2(x) + bφ2(2x) + cφ3(2x − 1) have
linear independent shifts. Direct computation gives detGΦ(z) = constant if
and only if c 6= 0 and b = (−9±4
√
5)c. For this example, we choose a = c = 1
and b = −9 + 4
√




















































We can find a lower triangular matrix B(z) such that A(z) = B(1/z)TB(z)































































Figure 4.5 shows the graphs of functions ψ1, ψ2 and ψ3.






























We will construct a multiwavelet from this local orthonormal basis in example
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The notion of multiwavelets is an extension of the ideas of wavelet theory to
the case of multiple scaling functions instead of just one. Although Daubechies
wavelets have achieved a high level of success in the theory of single wavelets,
they still suffer some limitations such as lack of symmetry and closed-form
representations. One might imagine that with more scaling functions there
might be more freedom to obtain certain desired properties. Thus the objective
is to construct multiwavelets with varying degree of regularity, short support,
symmetry, orthogonality, etc.
In this chapter, we will discuss a traditional method for constructing mul-
tiwavelet from a given multiresolution analysis which is yielded by a refinable
local orthonormal generator. The construction uses some results from the
theory of paraunitary matrices (see [9]).
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Recall the definition of a multiresolution analysis (MRA):
Definition 5.1. A multiresolution analysis of multiplicity N (or MRA(N)) is
a nested sequence of closed linear subspaces {Vj}j∈Z in L2(IR) satisfying
M1 There is a local generator Φ = (φ1, φ2, . . . , φN) such that the collection
of their integer translates of Φ form a Riesz basis for V0
M2 Vj ⊆ Vj+1 ∀j ∈ Z.














2Φ(2 · −1)] ∗′ H, (5.0.1)
for some H ∈ l2N×N0 . When a local generator satisfies the refinement equation,
we call it a refinable local generator.
Lemma 5.2 ([5]). Let Φ = (φ1, φ2, . . . , φN) be a refinable local generator and
V0 = S(Φ). Then {Vj}j∈Z is an MRA(N) of L2(IR) .
Now we characterize multiwavelets by the following lemma:
Lemma 5.3. Let {Vj}j∈Z be an MRA(N) with a local generator Φ and W0 :=
V1 ∩ V ⊥0 . Then there exists Ψ = (ψ1, ψ2, . . . , ψN) such that all the integer
translates of Ψ form an orthonormal basis for W0, in this case, Ψ is called a
multiwavelet associated with Φ.
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2Φ(2 · −1)] ∗′ G
and the integer translates of (Φ,Ψ) form an orthonormal basis of V1, that is
G(Φ,Ψ)(z) = I2N , z ∈ C \ {0}. (5.0.2)
5.1 Paraunitary Matrices
In this section, some basic results concerning paraunitary matrices will be
recalled and they will lead us to a construction of multiwavelets in the following
section. In this thesis, we are only interested in paraunitary matrices in LN×N
because we are dealing with real-valued multiwavelets of compact support.
Recall that a matrix A(z) ∈ Lm×n is called paraunitary if A(1/z)TA(z) = In
for any z ∈ C \ {0}, where In is the identity matrix of size n. Now we will see
some results concerning paraunitary matrices.
Some Facts
Lemma 5.4. A(z) ∈ Lm×n is paraunitary if and only if A(z)zk is paraunitary,
for any k ∈ Z.




i ∈ Lm×n be a paraunitary matrix. Then
detA(z) is a monomial, that is, det A(z) = czd for some constants c ∈ IR and
d ∈ Z.
Lemma 5.6. Let P ∈ IRN×N be an orthogonal projection for a linear subspace
W of IRN . Then (i)P T = P and (ii)P 2 = P . Furthermore, for each k ∈ Z,
U(z) = I − P + Pzk ∈ LN×N is paraunitary, and so is its inverse U(z)−1 =
I − P + Pz−k ∈ LN×N .
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Lemma 5.7. Let U(z) ∈ Lm×k and V (z) ∈ Lk×n be two paraunitary matrices.
Then U(z)V (z) ∈ Lm×n is also a paraunitary matrix.









(Im − Pi + Piz)Q (5.1.1)
for some positive integer d, where Pi ∈ IRm×m are orthogonal projections for
1 ≤ i ≤ d, and Q is an orthogonal matrix in IRm×n, i.e. QTQ = In.
See for example [11] for a proof.
5.2 The Construction
In this section, we will show a construction of multiwavelets from a refinable
local orthonormal generator Φ = (φ1, . . . , φN) by using paraunitary matrices.
Theorem 5.10 shows us the construction. First we need a lemma to simplify
the proof of the theorem.





2Φ(2 · −1)] ∗′ F,
for some F = (Fl) ∈ l2N×N0 . Then F (z) =
∑
l∈ZFlz
l is paraunitary if and only
if Ω is a local orthonormal generator.





has orthonormal shifts, that isGΦ˜(z) = I2N by lemma 4.5. Now Ω(·) = Φ˜(·)∗′F
gives
GΩ(z) = F (1/z)
TGΦ˜(z)F (z) = F (1/z)
TF (z).
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by (4.0.1). Hence F (z) is paraunitary if and only if GΩ(z) = IN , the result
follows immediately by lemma 4.5. ¤
Consider a refinable local orthonormal generator Φ = (φ1, . . . , φN) that
satisfies the two-scale relation (5.0.1). Let H = (Hl) ∈ l2N×N0 and H(z) =∑
l∈Z
Hlz
l. By previous lemma and the factorization theorem 5.8, there exist





If Qg ∈ IR2N×N is an orthogonal matrix so that [Qh Qg] is a 2N × 2N
orthogonal matrix, then a corresponding multiwavelet can be obtained by the
following theorem.













2Φ(2 · −1)] ∗′ G is a multiwavelet, that is, S(Ψ) =
W0 := V1 ∩ V ⊥0 .
Proof. Since Ui(z), Qh and Qg are paraunitary and Q
T
hQg = 0 = Q
T
gQh, we
can easily see that





is paraunitary. Hence the local generator




2Φ(2 · −1)] ∗′ (H G)
is a local orthonormal generator by lemma 5.9. Thus the space S(Ψ) is or-
thogonal to the space S(Φ) = V0, and S(Ω) = S(Φ)⊕ S(Ψ).
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Finally, we want to show that S(Ψ) = W0, or equivalently, V1 = S(Ω).
It is clear that S(Ω) is a subspace of V1, so S(Ω) ⊂ V1. Note that V1 :=





2Φ(2 · −1)], which has 2N components. Since the number of
orthogonal components of Ω is also 2N , we conclude that V1 = S(Ω), otherwise,
there will be an extended local orthonormal generator Γ = (Ω, Λ) with length
> 2N such that S(Γ) = S(Φ˜), a contradiction to lemma 4.7. ¤





2Φ(2 · −k)c[k] Hl=[c[2l]




l −→ H(z)zp =∏di=1 Vi(z)Qh





2Φ(2 · −k)d[k] Gl=[d[2l]




l ←− G(z)zp =∏di=1 Vi(z)Qg
5.3 Examples
Example 5.1. In this example, we consider the the refinable local orthonor-
mal generator of example 4.3. With the refinement mask u[k] of the local
orthonormal generator in the example, we let c[k] := 1√
2
u[k] and then ob-
tain the corresponding multiwavelet mask d[0], d[1], d[2] and d[3] by program






















The graphs of the wavelets are shown in figure 5.1.
Example 5.2. In this example, we find the multiwavelet mask d[k] from the
local orthonormal refinable generator of example 4.4 by using the program
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k ∈ L such that
B(1/z)B(z) = A(z).
The proof of this lemma is constructive ([3], [2]). If A(z) is a constant then we
let B(z) =
√
A(z); otherwise, we need to find all the roots of zLA(z). First
we observe that
• A(z) ≥ 0 on T implies that A(z) = A(z) = A(1/z) on T. Thus ri is a
root of zLA(z) if and only if 1/ri is also a root of z
LA(z),
• A(z) has only real coefficients implies that all complex roots qj of zLA(z)
have conjugate pairs qj.
Let pi be the real roots of z
LA(z) and qj the complex roots of z
LA(z). Then






(z − pi)(z − 1/pi)
J∏
j=1
(z − qj)(z − 1/qj)(z − q¯j)(z − 1/q¯j).
Note that I + 2J = L.
For every z ∈ T, A(z) ∈ IR+ ∪ {0} and
|(z − zj)(z − 1/z¯j)| = |z − zj|2/|zj|
implies





























(z − qj)(z − qj)
}
.
For convenient of programming the factorization, we may choose pi, qj with
modulus ≤ 1.
Appendix B
Source Codes of Programs
(Maple)
This section consists of some source codes of Maple procedures. They should
be able to work for given inputs that are simple enough to compute for the
results. Complicated inputs may cause the programs clash, prolong the com-
puting time significantly or give undesired complicated results.




> # this is a proceduce to do Spectral facterization
> # input : polynomial q(z)
> # output: polynomial h(z)
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> global h; with(linalg):
> if ldegree(poly)=0
> then h:=z->sqrt(poly); RETURN;
> else q := z -> poly:
> rts := [allvalues(RootOf(q(z),z))]; # find roots of q(z)
> # get roots inside and on the unit circle
> j := 0; k := 0;
> rt_in := vector(nops(rts)); rt_on := vector(nops(rts));
> for i from 1 to nops(rts) do
> if evalf(abs(rts[i])) < 1 then j := j + 1;
> rt_in[j] := rts[i]; # find roots inside unit circle
> elif abs(rts[i]) = 1 then k := k + 1;
> rt_on[k] := rts[i]; # find roots on the unit circle
> fi;
> od;
> rt_in1 := vector(j); rt_on1 := vector(k);
> for i from 1 to j do rt_in1[i] := rt_in[i]; od;
> for i from 1 to k do rt_on1[i] := rt_on[i]; od;
> # sort rt_on by angles of roots
>
> for i from 1 to k do
> temp1 := angle([Re(rt_on1[i]),Im(rt_on1[i])],[1,0]);
>
> for m from i+1 to k do
> temp2 := angle([Re(rt_on1[m]),Im(rt_on1[m])],[1,0]);





> rt_on_h := vector(k/2);
> for i from 1 to k/2 do rt_on_h[i] := rt_on1[2*i-1]; od;
> rt_h := vector(k/2+j);
> for i from 1 to k/2 do rt_h[i]:=rt_on_h[i]; od;
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> for i from k/2+1 to k/2+j do rt_h[i]:=rt_in1[i-k/2]; od;
>
> # construct h(z)
> h := z -> z - rt_h[1];
> for i from 2 to k/2+j do
> h(z) := h(z) * (z - rt_h[i]);
> od;
> Lcoeff := simplify(sqrt(max(coeffs(q(z)))
> /norm([coeffs(expand(h(z)))],2)^2));




B.2 Feje´r-Riesz Factorization for 2×2 matri-
ces
This program is to obtain B(z) ∈ L2×2 from a given A(z) ∈ L2×2, which is
PSD on T.
Condition : a11(z) has only real roots and a11(z) 6≡ 0.
Input : Matrixfac2(A(z), g1, g2)
Output : C(z) of (3.1.5), all orthogonal projections P and B(z).
> Matrixfac2 := proc(matrixpoly, g1, g2)
> local i,j,A,B,k,poles,DeB12,DeB22,pole_poly,v,N,P,p;
> with(linalg);
> A := matrixpoly;
> # get upper triangular matrix B(z) with nonzero poles
> B := map(factor,matrix([[A[1,1]/g1,A[1,2]/g1],[0,g2/g1]]));
> print(C=evalm(B)); # print B with poles
> # get all the roots of g1
> poles := sort([solve(g1,z)]); k :=nops(poles);
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> # removal of nonzero poles
> for i from 1 to k do
> p := poles[i]; DeB12:=denom(B[1,2]): DeB22:=denom(B[2,2]):
> pole_poly := lcm(gcd((z-p)^k,DeB12),gcd((z-p)^k,DeB22));
> if pole_poly = 1
> then next; # jump to next iteration if p is not a pole
> else # remove pole p
> v := vector(2);
> v[1]:=limit(simplify(B[1,2]*pole_poly),z=p);
> v[2]:=limit(simplify(B[2,2]*pole_poly),z=p);
> N := normalize([v[1],v[2]]);
> P := simplify(map(expand,map(rationalize,evalm(N&*transpose(N)))));
> print(P=evalm(P)); # print o.n. proj.





B.3 Feje´r-Riesz Factorization for N×N matri-
ces
This program is to obtain B(z) ∈ LN×N from a given A(z) ∈ LN×N , which is
PSD on T.
Condition : a11(z), |A2|, . . . , |AN−1| have only real roots and are not identi-
cally zero.
Input : Matrixfac2(A(z), g1,. . . , gN).
Output : C(z) of (3.1.5), all orthogonal projections P and B(z).
> Matrixfac := proc()
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> local A,N,g,g1z,F,B,S,S1z,U,U1z,gg,i,j,k,p,GCD,LCM,Rp,poles,De,Proj,colsp;
> global B1; with(linalg);
> A:=args[1]; N:=nargs-1;
> g:=vector(N); g1z:=vector(N);
> for i from 1 to N do g[i]:=args[i+1]; g1z[i]:=tcoeff(g[i]);




> for i from 2 to N do
> F[i,i] := g1z[i]/g[i-1];
> od;
> U1z:=array(identity, 1..N,1..N); # U(1/z)
> # diagonalization of A(z)
> for j from 1 to N-1 do
> S:=matrix(N,N,0); S1z:=matrix(N,N,0);
> if (A[j,j]<>0) then
> for i from 1 to N do S[i,i]:=1; S1z[i,i]:=1;









> print(C(z) = evalm(B)); ## print the upper triangular matrix with poles
> # find all nonzero poles of B
> gg := 1; # construct gg=g[1]*g[2]*...*g[N-1]
> for i from 1 to N-1 do
> gg := gg * g[i];
> od;
> poles := [solve(gg,z)]; k := nops(poles);
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> # removal of nonzero real poles
> for i from 1 to k do
> p := poles[i];
> De := map(denom, B); # get denominators of entries of B
> # find GCD of each denominator with (z-p)^k
> GCD := map(gcd, De, (z-p)^k);
> # get LCM of all the entries of GCD
> LCM := 1;
> for j from 1 to N do
> LCM := lcm( LCM, op(convert(row(GCD,j),list)));
> od;
> if LCM = 1
> then next; # jump to next iteration if p is not a pole
> else # remove pole p
> Rp := map(limit, evalm(B*LCM),z = p);
> colsp := GramSchmidt(colspace(Rp),normalized);
> Proj := matrix(N,N,0); # define initial o.n. projector
> for j from 1 to nops(colsp) do
> Proj := map(combine,map(expand,map(rationalize,
> evalm(Proj+op(j,colsp)&*transpose(op(j,colsp))))));
> od; print(P= evalm(Proj)); # print o.n. projector Proj




> print(B = map(combine,map(collect,map(expand,B),z)));
> end:
B.4 Multiwavelet Mask
This source code of Maple is used for obtaining multiwavelet mask from the
refinement mask c[k] of a given orthonormal refinable basis Φ. It is a modified
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Input : multiwavelet(m,n, c[m], . . . , c[n])






> for i from m to n do
> c[i]:=transpose(args[i-m+3]):
> od:
> c[n+1]:=matrix(p,p,0); #pxp zero matrix
> # get H(z)
> H := matrix(2*p,p,0);
> for i from 1 to iquo(n-m+2,2) do
> H := evalm(transpose(augment(c[2*(i-1)+m],c[2*(i-1)+m+1]))*z^(i-1)+H):
> od;
>
> # find projection P_i and Q_h
> Id:=band([1],2*p): # 4x4 identity matrix
> r:=array(1..p);




> for j from 2 to nops(col) do
> proj[i]:=simplify(evalm(op(j,col)&*transpose(op(j,col))+proj[i]));
> od;




> od; H:=map(coeff,H,z,0); # the resulting H is Q_g




> ,normalized); # when c[k] have non-integer entries
> fi;
>
> G := simplify(transpose(matrix([op(e)])));
> for i from 2 to iquo(n-m+2,2) do
> G := simplify(evalm((Id-proj[i]+proj[i]*z)&*G));
> od;
> # get wavelet coefficients d[i],i=m..n
> dd:=array(m..n);
> for i from 1 to iquo(n-m+2,2) do
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