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ABSTRACT
We present WASP-43b climate simulations with deep wind jets (reaching at least
700 bar) that are linked to anti-rotating (westward) flow at the equatorial day side
for p < 0.1 bar. Anti-rotation inhibits efficient eastward heat transport and naturally
explains the small hotspot shift and cold night side of WASP-43b (Porb = Prot =
0.8135 days) observed with Spitzer. We find that deep wind jets are mainly associated
with very fast rotations (Prot = Porb ≤ 1.5 days). Further, we show that we can achieve
full steady state – from top to bottom – in our climate simulations for WASP-43b by
imposing a deep forcing regime for p > 10 bar: a smaller convergence time scale τconv =
106 − 108 s to ensure the convergence to a common adiabat, a deep lower boundary of
p = 700 bar, as well as linear drag at depth (p ≥ 200 bar), which mimics to first order
magnetic drag. Lower boundary stability and the deep forcing assumptions were also
tested with climate simulations for HD 209458b (Porb = Prot = 3.5 days). HD 209458b
simulations with deep forcing assumptions imposed show shallow wind jets (never
extending deeper than 100 bar into the interior) and full superrotation. If we impose
a very fast rotation (Porb = Prot = 0.8135 days), also the HD 209458b-like simulation
shows equatorial anti-rotation at the day side. We conclude that the placement of the
lower boundary at p = 200 bar is justified for slow rotators like HD 209458b, but it has
to be placed deeper for fast-rotating hot Jupiters (Porb ≤ 1.5 days) like WASP-43b.
Our study highlights that the deep atmosphere and lower boundary conditions may
have a strong influence on the observable atmospheric flow in hot Jupiters.
Key words: keyword1 – keyword2 – keyword3
1 INTRODUCTION
A fast (1-7 km/s), global eastward wind along the equator
is consistently produced in 3D climate simulations of tidally
locked hot Jupiters (e.g. Showman & Guillot 2002; Showman
et al. 2009; Dobbs-Dixon et al. 2010; Kataria et al. 2015;
Amundsen et al. 2016; Zhang et al. 2017; Mendonc¸a et al.
2018b; Parmentier et al. 2018). This superrotating flow leads
to an eastward hot spot shift with respect to the substellar
point (Knutson et al. 2007) and efficient day-to-night-side
heat transport. Several planets, however, show deviations
from equatorial superrotation: CoRoT-2b has a westward
? E-mail: carone@mpia.de
shifted hot spot (Dang et al. 2018), the optical peak offset
in HAT-P-7b oscillates west- and eastward around the sub-
stellar point (Armstrong et al. 2016) and the day-to-night-
side temperature contrast in WASP-43b is anomalously high
(Stevenson et al. 2017; Komacek et al. 2017; Keating &
Cowan 2017).
WASP-43b is one of the closest-orbiting hot Jupiters
(see Table 1) that transits its host star every 0.8315 days
(Hellier et al. 2011). It has a relative moderately hot ef-
fective temperature given its proximity to its host star
(Teff,Pl ≈ 1450 K) because it orbits a cool K dwarf star.
Furthermore, WASP-43b is unusually dense with a radius
of 1.04 RJ and a mass of 2.05MJ. Observations in the in-
frared (Stevenson et al. 2014, 2017; Keating & Cowan 2017)
© 2019 The Authors
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suggest that the eastward hot spot shift is unusually small
and that the day-to-night-side temperature contrast is un-
usually large (Stevenson et al. 2017; Komacek et al. 2017;
Keating & Cowan 2017). Furthermore, variations of ther-
mal emission between two Spitzer observations suggest vari-
ability in cloud coverage and wind flow (Stevenson et al.
2014). These observations imply that the climate on WASP-
43b is unusually inefficient in distributing heat from the day
to the night side, less efficient than is expected from tradi-
tional cloud-free 3D simulations for hot Jupiters that usually
predict strong superrotation. Several mechanisms have been
proposed to explain observations that indicate deviations
from full superrotating: the influence of clouds (Parmentier
et al. 2016; Helling et al. 2016; Mendonc¸a et al. 2018b), mag-
netic fields (Rogers & Komacek 2014; Kataria et al. 2015), a
higher atmospheric metallicity (Kataria et al. 2015; Drum-
mond et al. 2018) and also non-synchronous planetary rota-
tion(Rauscher & Kempton 2014). Finally, also the calibra-
tion of the Spitzer observations has been questioned (Keat-
ing & Cowan 2017; Mendonc¸a et al. 2018b).
Furthermore, we note that 3D climate simulations for
WASP-43b have been shown to be more challenging than
other hot Jupiter climate simulations. Mendonc¸a et al.
(2018b,a) report (using THOR, Mendonc¸a et al. 2016) that
they need an unusually long simulation time of 7500 Earth
days (without a sponge layer) and 5000 Earth days (with a
sponge layer) to reach a steady state for their WASP-43b
simulation independent of initial conditions. Kataria et al.
(2015), on the other hand, maintain that the atmosphere
layers of interest (p < 1 bar) have reached a steady state in
their WASP-43b simulation (using SPARC/MITgcm, Show-
man et al. 2009) already after 60 Earth days simulation time.
However, their simulations exhibit wind flow variations of
200 m/s in the upper atmosphere layers (p < 10−2 bar, their
Figure 1).
Here, we tackle climate simulations for WASP-43b by
placing the lower boundary deeper than previous models
to pboundary = 700 bar and by stabilizing the model at the
lower boundary via friction, that we choose as a first or-
der representation of magnetic drag. This drag should cou-
ple predominantly with very deep wind jets, as observed in
Jupiter (Kaspi et al. 2018) and also proposed in hot Jupiters
(Rogers & Showman 2014). This lower boundary prescrip-
tion was primarily selected as a means of stabilizing the
lower boundary. However, with this prescription, deep wind
jets appear in our 3D climate model of WASP-43b and ap-
pear to elicit an anti-rotating wind flow at the equatorial
day side for p ≥ 100 mbar, embedded in strong equatorial
superrotation at other longitudes.
Our WASP-43b simulations thus naturally exhibit a re-
duced heat redistribution by adding deeper dynamically ac-
tive layers and without directly affecting the observable at-
mosphere, unlike other mechanisms like clouds or assuming
a high metallicity composition of the planetary atmosphere.
We argue that deep wind jets that trigger anti-rotation may
be another possible mechanism to explain observed anoma-
lies in the wind flow of hot Jupiters.
We benchmark our 3D climate model with deep lower
boundary stabilization by also performing simulations for
HD 209458b. We show that we reproduce a fully superro-
tating flow in HD 209458b with and without deep lower
boundary treatment, where we set the lower boundary to
pboundary = 700 bar and 200 bar, respectively. In other words,
we reproduce results from previous ‘shallower’ 3D climate
models (Showman et al. 2008; Rauscher & Menou 2012).
We also investigate why the wind jets in WASP-43b
extend much deeper into the interior than in HD 209458b
and why these deep wind jets trigger an anti-rotating wind
flow.
In Section 2 we present the 3D atmosphere model, the
thermal forcing and lower boundary prescriptions, where we
focus mainly on results from the nominal (full stab) set-up,
see Table A1. A more in-depth investigation of all employed
methods to stabilize the lower boundary can be found in Ap-
pendices A and B. In Section 3 we present simulation results
for WASP-43b and HD 209458b, an in-depth comparison of
eddy and actual wind flow and we also present simulations
for different rotation periods. Furthermore, we compare pre-
dictions based on our nominal WASP-43b simulation with
HST/WFC3 and Spitzer observations. We summarize our
results in Section 4 and in Section 5 the crucial differences
between our WASP-43b and HD 209458b simulations are
discussed, and our results are compared to previous work.
We stress in Section 6 the importance of the lower boundary
and wind flows in the deep atmosphere p > 10 bar, which
can have a significant effect on the observable day to night
side redistribution. We present possibilities for further in-
vestigations in Section 7.
2 METHODS
2.1 3D atmosphere model
We employ the dynamical core of MITgcm (Adcroft et al.
2004), where we solve the three-dimensional hydrostatic
primitive equations (HPE) on a cubed-sphere grid (Show-
man et al. 2009). The ideal gas law is used as equation of
state in all our simulations. We use a horizontal fourth-order
Shapiro filter to smooth horizontal grid-scale noise. We as-
sume 40 vertical layers in logarithmic steps from 200 bar to
0.1 mbar, resolving three levels per pressure scale height. We
further place additional layers with 100 bar spacing below
200 bar to ensure that we resolve deep vertical momentum
transport. In total, we thus have 45 (53) vertical layers be-
tween pbottom =700 bar (pbottom =1500 bar, for testing pur-
poses, see Section A2) and 0.1 mbar. We use a time step of
∆t = 25 seconds and a cubed-sphere (C32) horizontal reso-
lution, which corresponds to a resolution in longitude and
latitude of 128 × 64 or approximately 2.8◦ × 2.8◦. Horizontal
resolution and vertical resolution for p < 200 bar is chosen in
accordance with the SPARC/MITgcm simulation of WASP-
43b (Kataria et al. 2015). Our dynamical model set-up de-
viates from the SPARC/MITgcm set-up by extending the
vertical grid downward and by employing additional lower
boundary stabilization measures (see Section 2.3).
To avoid unphysical gravity wave reflection at the upper
boundary, we treat the uppermost layer as a ‘sponge layer’.
We impose a Rayleigh friction term on the horizontal veloc-
ities v in the topmost layer, which is similar to the ‘sponge
layer’ set-up used in other climate models (Mendonc¸a et al.
2018a; Carone et al. 2014, 2016; Jablonowski & Williamson
2011):
Fv = −ktopv, (1)
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Table 1. Overview of the simulation parameters used in our nominal simulations of WASP-43b and HD 209458b. An overview of the
different simulations and their adjusted parameters is given in Table A1.
Quantity Value
Horizontal resolution 128 × 64
Vertical resolution 45
Time step, ∆t [s] 25
Outer boundary pressure, ptop [bar] 10−4
Inner boundary pressure, pbottom [bar] 700
Specific heat capacity (at constant pressure), cp [J kg
−1 K−1] 1.199 · 104
Mean molecular weight, µMMW [g mole
−1] 2.325
Specific gas constant R [J kg−1 K−1] 3576.1
Sponge layer Rayleigh friction, ktop [days−1] 0.056
Quantity WASP-43b HD 209458b (benchmark)
Intrinsic temperature, Tint [K] 170 400
Rotation period, Prot [days−1] 0.8135 3.47
Gravity, g [m s−2 ] 46.9 9.3
Mass, Mp [MJ] 2.05 0.69
Radius, Rp [RJ] 1.04 1.38
where ktop=1/18 days−1.
For the gas properties, we adopt values calculated by the
radiative transfer model petitCODE (Mollie`re et al. 2015,
2017) that is also used for thermal forcing (see next sub-
section). For a hydrogen-dominated atmosphere with solar
metallicity (Asplund et al. 2009) and Teff,Pl = 1450 K, the
equilibrium chemistry in petitCODE (Mollie`re et al. 2017)
yields at p = 1 bar heat capacity cp = 1.199× 104J kg−1 K−1
and mean molecular weight µMMW = 2.325 g mole−1. An
overview of the model parameters used in our simulations is
given in Table 1.
2.2 Thermal forcing
Thermal forcing in the model is provided via the Newtonian
cooling mechanism. It has been shown to be suitable to
qualitatively investigate flow dynamics in tidally locked hot
Jupiters
(Komacek & Showman 2016; Showman & Guillot 2002;
Showman et al. 2008; Mayne et al. 2014) and rocky
exoplanets (Carone et al. 2015):
∂T
∂t
=
Teq − T
τrad(p,T)
, (2)
where Teq(θ, φ, p) is the radiative-convective equilibrium
temperature for different latitudes θ, longitudes φ and pres-
sure levels p and τrad(p,T) is the radiative time scale.
We place the substellar point at latitude and longitude
(0◦, 0◦) and calculate the equilibrium temperature Teq(θ, φ, p)
for different irradiation incidence angles ζ . These are con-
nected to latitude θ and longitude φ on the planet via
cos ζ = 0 for |φ| ≥ 90◦
cos ζ = cos θ · cos φ for |φ| < 90◦, (3)
assuming a planetary obliquity of 0◦. We will use henceforth
µ = cos ζ for the cosine of the incidence angle.
We follow a well-tested ‘recipe’ for simplified
thermal forcing in hot Jupiters (Showman et al.
2008). We calculate (Teq – p) profiles for concentric
rings on the planet around the substellar point for
µ = 1, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, 0.05, 0.02, 0.01
and 0. The night side with µ = 0 corresponds to a 1D
radiative-equilibrium profile without stellar irradiation. The
radiative time scales τrad are calculated by adding a thermal
perturbation ∆T = 10K for each equilibrium temperature
profile Teq at a given pressure level p and calculating the
time it takes for the perturbed air parcel to return to
radiative equilibrium within the radiative transfer part of
petitCODE (Mollie`re et al. 2015, 2017). The petitCODE is a
state-of-the-art, versatile 1D code for exoplanet atmosphere
modeling. Furthermore, petitCODE is benchmarked with
other state-of-the-art multi-wavelength radiative transfer
codes (Baudino et al. 2017). We thus create a grid of
radiative time scales τrad for a given (p,T) combination
(Figure 1):
τrad(p,T) = ∆T
cpρ
∆F/∆z , (4)
where ρ is the atmospheric density assuming an ideal gas
and ∆F/∆z is the ratio between the net vertical flux in the
perturbed atmosphere layer and the vertical extent of that
layer in meter. Figure 1 shows Teq and τrad for WASP-43b
and HD 209458b.
Deep in the planet, all (Teq − p) profiles (Figure 1)
are converged to a common temperature gradient as is as-
sumed in most 3D climate models (Showman et al. 2008;
Mayne et al. 2014; Amundsen et al. 2016). The location of
the convective layer is calculated assuming planetary aver-
aged energy flux from the interior. The intrinsic tempera-
ture Tint is the temperature associated with the intrinsic flux
(Fint = 4piR2pσT4int) of the planet, i.e. not including irradiation
(Barman et al. 2005). The intrinsic or internal temperature
is derived using state-of-the-art interior models (Mordasini
et al. 2012; Vazan et al. 2013). The evolution model pre-
MNRAS 000, 1–27 (2019)
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Figure 1. Equilibrium temperature (Teq, top row) and radiative timescales (τrad, bottom row) for WASP-43b (panels Ia, Ib) and
HD 209458b (panels IIa, IIb) computed using petitCODE. In the upper panels, the dotted lines denote the equilibrium temperature
profiles for different angles of incidence µ, which converge to a common deep adiabat. Here, WASP-43 converges to a common adiabat
at higher pressures compared to HD 209458b. As one additional stabilization measure, we also converged the profiles between 1 bar and
10 bar to the planetary average temperature (solid black lines). In the nominal simulation, the (p-T) profiles following the solid black
lines are used.
sented in Mordasini et al. (2012) is now also coupled to the
non-gray atmospheric model petitCODE and accounts for
extra energy dissipation deep in the interior of the planet
(Sarkis et al. in prep). We report the intrinsic temperature
that reproduces the mass and radius of each planet (Table 1).
3D General Circulation Models (GCMs) with simpli-
fied thermal forcing are an intermediate step between 3D
GCMs with full coupling between radiation and dynam-
ics like SPARC/MITgcm (Showman et al. 2009; Amundsen
et al. 2016), and shallow water models, i.e. atmosphere mod-
els with one atmosphere layer comprising vertically aver-
aged flow (Showman et al. 2010). Fully coupled GCMs have
the highest accuracy in stellar radiation and flow coupling
and thus the highest predictive power. They are, however,
computationally much more expensive and their complexity
makes it more difficult to test underlying modeling assump-
tions compared to GCMs with simplified thermal forcing.
The latter are thus better suited to run simulations for var-
ious scenarios, to understand large scale flow and circula-
tion properties in 3D climate models under different condi-
tions (Mayne et al. 2014; Komacek & Showman 2016; Liu
& Showman 2013; Carone et al. 2015, 2016; Mayne et al.
MNRAS 000, 1–27 (2019)
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2017; Hammond & Pierrehumbert 2017). Such models have
been proven to be very useful: superrotation in hot Jupiters
was first inferred by Showman & Guillot (2002) in a 3D
GCM with Newtonian cooling. Shallow water models present
an even simpler model framework and represent 3D flow
patterns in an atmosphere depth-dependent (2D) formal-
ism (Showman & Polvani 2010, 2011; Penn & Vallis 2017).
Generally, a hierarchy of models with various levels of com-
plexity has proven to be extremely beneficial to understand
complex flow patterns in full 3D climate simulations.
2.3 Lower boundary
We maintain that the stability of the lower boundary in a
3D climate model is of extreme importance to yield reli-
able, numerically stable results for the fast-rotating, dense
hot Jupiter WASP-43b. We show this by carefully employ-
ing, testing and justifying several measures to stabilize the
atmospheric layers below 10 bar. In particular, we find that
we can elicit in our WASP-43b simulations different wind
flows depending on if shear flow instabilities at depth occur
(Section A1, Figures A2, A3 and A4 top). When we compare
the wind flow before and after occurrence of shear flow insta-
bilities in our WASP-43b simulations, we further find that
the wind flow in the observable atmosphere is drastically
changed by these instabilities that occur at the depth of the
model. When we stabilize the lower boundary such that no
shear instability can form, the initially achieved wind flow
in the observable atmosphere is maintained and stabilized.
Thus, we choose this set-up as the nominal WASP-43b sim-
ulation (Figure A4, bottom).
The measures described here also allow us to evaluate
the impact of deep circulation on the observable planetary
atmosphere in the WASP-43b-model within reasonable sim-
ulation times (Figure A5, bottom), including the possible
depth of wind jets and their influence on observable wind
flow.
In the following, we present the set-up of our nominal
WASP-43b and a benchmark simulation for HD 209458b.
The results of tests simulations that we performed to val-
idate our lower boundary set-up can be found in the Ap-
pendix (Section A).
2.3.1 Temperature convergence for p ≥ 10 bar
All prescribed equilibrium temperature-pressure profiles
(Teq − p) converge towards the planetary average below
p = 10 bar. This approach was already previously success-
fully used to remove lower boundary instabilities in a 3D
GCM with simplified forcing for hot Jupiters (Mayne et al.
2014). These authors used a sharp transition at p = 10 bar.
We choose instead to interpolate with a spline fit between
1 and 10 bar. It was also shown in several 3D GCMs and
in 2D planet atmosphere models that temperatures in these
hot Jupiter models converge to the same temperature for
p ≥ 10 bar (Tremblin et al. 2017; Amundsen et al. 2016;
Kataria et al. 2015).
2.3.2 Deep evolution time scale τconv for p ≥ 10 bar:
Radiative time scales increase rapidly from 106 − 108 s at
p = 10 bar to up to 1012 s in deeper atmosphere layers.
Thus, so far, many GCMs for hot Jupiters have left the
atmospheric layers below 10 bar unconverged, arguing that
the observable atmosphere (p < 1 bar) has already reached
steady state and that still ongoing thermal evolution of the
deeper atmosphere appears to have a negligible influence
on the observable atmosphere (Amundsen et al. 2016). We
test here if there is dynamical feedback between deeper
layers and the observable atmosphere by accelerating the
evolution of the ‘radiatively inactive’ atmospheric layers p >
10 bar: We replace in these deep layers the large radiative
time scales in the Newtonian cooling prescription with a
shorter convergence time scale τconv = 106 s. This approach
is similar to the work of Mayne et al. (2014); Liu & Showman
(2013), who have used this measure to likewise reach a full
steady state from top to bottom of their hot Jupiter 3D
climate models.
2.3.3 Deep magnetic drag
We found that shear flow instabilities at the lower boundary
can give rise to problematic behaviour that can effect the en-
tire simulated atmospheric flow (see Section A1). We found
that we can reach complete steady state and at the same
time avoid shear flow instabilities by applying Rayleigh fric-
tion which dissipates horizontal winds v at the lower bound-
ary via (see Section A2):
Fv = − 1
τfric
v, (5)
where a time scale of τfric is applied between the lowest
boundary layer pboundary,bottom and pboundary,top. The friction
time scale τfric decreases linearly between the maximum
value τbottom,fric to zero. The prescription for τfric is:
τfric = τbottom,fric max
(
0,
p − pboundary,top
pboundary,bottom − pboundary,top
)
. (6)
When we adopt deep friction with parameters pboundary,top =
490 bar, pboundary,bottom = 700 bar and τbottom,fric = 1 days,
this prevents shear flow instabilities and unphysical, mainly
numerically driven changes in the flow pattern of the sim-
ulated observable atmosphere (p >1 bar). In this set-up,
magnetic drag only acts on the wind flow in the deep-
est atmospheric layers and does not affect the observable
atmosphere directly. The moderate friction time scale of
τbottom,fric = 1 days was found to be a good value for reg-
ulating the dissipation of fast wind jets at depth without
yielding other numerical problems. The result is a very sta-
ble climate simulation framework that preserves the general
flow properties. A similar mechanism was used in work by
Liu & Showman (2013) to numerically stabilize hot Jupiter
climate studies.
Although the main motivation to apply deep drag was
to stabilize the flow at the lower boundary, there is also
a compelling physical reason for a deep atmospheric drag
force: Recent Juno observations similarly indicate a trun-
cation of deep wind jets in the interior of our Solar Sys-
tem Jupiter by magnetic fields (Kaspi et al. 2018). Note
that our deep magnetic drag formalism only acts at depth
MNRAS 000, 1–27 (2019)
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(p > 100 bar) in the atmosphere and it is thus different from
the parametrized magnetic field coupling used by Kataria
et al. (2015); Parmentier et al. (2018) that is applied to the
observable atmosphere (p < 1 bar) as well.
3 SIMULATIONS
In the following, we show our main results: 3D climate sim-
ulations for WASP-43b and HD 209458b, taking into ac-
count possible dynamical feedback from atmospheric layers
deeper than 100 bar. We further investigate how the plan-
etary rotation and interior structure affect the dynamical
feedback from deep atmospheric layers. We investigate un-
der which circumstances we find the following horizontal
wind flow patterns, focusing mainly on the equatorial re-
gion: First, superrotation is in hot Jupiters characterized as
a fast (u  1 km/s) eastward wind flow along the equator,
which circumnavigates the whole planet. (Equatorial) su-
perrotation is thus usually present at all longitudes. Second,
we define anti-rotation analogously as fast (u  −1 km/s)
westward flow along the equator, which is confined at the
equatorial day side (longitudes: −90◦ to 90◦). We show that
anti-rotation is part of the well-known Matsuno-Gill flow
pattern (Matsuno 1966; Gill 1980) that emerges in our sim-
ulations with deep wind jets.
3.1 WASP-43b simulation
We report that the wind jets in our WASP-43b simulation
can reach pressure depths of at least 700 bar (Figure 2,
panel Ia). Wind jets in the hot Jupiter benchmark planet
HD 2094589b are much shallower and taper off at p ≈ 100 bar
(Figure 2, panel IIa). The wind jets shown in these simula-
tions are without ‘deep magnetic drag’ (see Section 2.3) to
demonstrate how deep the wind jets can descend into the
interior for WASP-43b. See also Figure A1.
We further report that the horizontal flow in our WASP-
43b simulation deviates from full superrotation that was
found in WASP-43b simulations by previous climate studies
(Mendonc¸a et al. 2018b; Kataria et al. 2015). Instead, we find
a partial westward flow along the equator at the day side,
that is, anti-rotation as soon as we allow the model to de-
velop deep wind jets. This behaviour is found in our WAPS-
43b simulations at upper thermal photosphere (p ≤ 80 mbar)
and is accompanied by large day-to-night-side temperature
differences (∆T ≈ 1200 K at p = 12 mbar) (Figure 2, panel
Ib). Among the simulation setups that we tested, the only
cases in which WASP-43b develops an unimpeded equato-
rial superrotating wind jet are consistently linked to shear
instabilities at the lower boundary (as demonstrated in Sec-
tions A1 and A2).
At the equatorial day side, an eddy-mean-flow analysis
(see Section C) shows a very strong tendency for an equa-
torial westward flow (anti-rotation) for p < 0.1 bar in our
WASP-43b simulation (Figure 2, panel Ic). Regions of strong
vertical transport of zonal momentum are identified in a sim-
ilar fashion in our simulations by analyzing deviations from
the zonally or longitudinally averaged product of the up-
ward velocity w and eastward velocity u. After performing
the latter analysis, we report for WASP-43b also a strong
upward transport of horizontal zonal momentum between
20 and 100 bar (Figure 2, panel Id, yellow region).1
We hence conclude that deep circulation provides a
zonal momentum reservoir at depth p > 10 bar, which is
sufficient to disrupt the equatorial eastward jet (superrota-
tion) in the case of WASP-43b, by enforcing anti-rotation
on the day side via upward transport of zonal momentum.
3.2 HD 209458b simulation
We test our model framework also with the benchmark
planet HD 209458b (Showman et al. 2008, 2009; Heng et al.
2011; Mayne et al. 2014; Amundsen et al. 2016). HD 209458b
(Stassun et al. 2017) is a hot Jupiter of radius 1.38 RJ and
mass 0.69 MJ that transits its host star about every 3.5 days
(see Table 1). HD 209458b and WASP-43b, both, have sim-
ilar effective temperatures (Teff,Pl ≈ 1450 K). HD 209458b
is, however, observed to be more efficient in day-to-night-
side heat transfer than WASP-43b (Stevenson et al. 2017;
Komacek et al. 2017).
Another notable difference between WASP-43b and
HD 209458b is the planets’ interior structure. HD 209458b is
inflated, i.e. this planet has a larger radius and consequently
a lower density than expected from planetary evolution mod-
els. To explain the puffiness of such hot Jupiters, an inflation
mechanism is assumed to inject energy into the interior of
this planet, e.g. via flow interactions with the planetary mag-
netic field or Ohmic dissipation (Batygin & Stevenson 2010;
Thorngren & Fortney 2018). In contrast to that, WASP-43b
is not inflated. In fact, WASP-43b is roughly eight times
denser than HD 209458b.
The higher density of WASP-43b compared to
HD 209458b has two consequences. One consequence is that
the radiative time scales of WASP-43b are larger by a factor
of eight compared to HD 209458b for the same pressure and
temperature range (Figure 1), due to the difference in den-
sity (see Equation (4) and Table 1). Thus, even though the
two planets have similar effective temperatures, the thermal
forcing is not exactly the same. However, the difference is
less than one full order of magnitude. The other consequence
is that the fully convective layer in HD 209458b is located
at lower pressure levels (higher up in the atmosphere) com-
pared to WASP-43b due to the much higher intrinsic or in-
ternal temperature required to explain the inflated radius of
the former (see Section 2.3 and Figure 1).
We investigate in the following if deep circulation can
also be present in HD 209458b, and if differences in the depth
of wind jets between WASP-43b and HD 209458b can ex-
plain why the former is less efficient in heat transfer than the
latter. Extending the lower boundary downwards, we find
that the HD 209458b simulation with pboundary = 700 bar
develops full equatorial superrotation for p ≥ 10−3 bar, that
is, in the planetary photosphere (Figure 2, panel IIa,b). The
1 It should be noted that the vertical axis is in pressure and that
pressure decreases with height. Therefore, an upward tendency
is a negative tendency in pressure vertical coordinates. Analo-
gously, positive zonal momentum is eastward, negative is west-
ward. Upward transport of westward momentum results thus in
a net-positive tendency, as observed here.
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simulated superrotating flow is very similar to the superro-
tation reported in other 3D GCMs (Mayne et al. 2017, 2014;
Showman et al. 2008). In even higher atmospheric levels (for
p < 10−3 bar), we find that direct day-to-night-side flow
starts to become dominant (Figure 3). Direct day-to-night-
side flow is also observed in Showman et al. (2008) with
their climate model with pboundary = 200 bar and simplified
forcing (their Figure 5) and in Rauscher & Kempton (2014)
with their climate model, using double-gray radiative trans-
fer (their Figure 2 for synchronous rotation). Direct flow has
also been confirmed to be dominant for p < 10−3 bar in the
hot Jupiter HD 189733b (Flowers et al. 2018; Brogi et al.
2016). We also find that the horizontal flow patterns in our
HD 209458b simulations with a very deep boundary are the
same compared to another HD 209458b simulation, where
we put the lower boundary at pboundary = 200 bar and leave
the lower boundary unconverged2.
The case of HD 209458b demonstrates that we indeed
recover full equatorial superrotation – even when we ex-
tend the lower boundary downwards and apply all our sta-
bilization measures for the deep (p > 10 bar) atmosphere.
Therefore, we have ensured that our lower boundary stabi-
lization measures do not in itself affect the wind flow pat-
terns in the observable atmosphere in a significant way, by
hindering the formation of a superrotating jet stream. Our
HD 209458b simulation results are also again in line with ob-
servations, which infer superrotation with efficient horizon-
tal heat transport in this case (Komacek et al. 2017). Based
on the HD 2094598b simulation alone, we would reach the
same conclusion as Amundsen et al. (2016): the state of the
deep atmosphere can be neglected, since it does not appear
to impact our observable atmosphere. The opposite is true
for WASP-43b. In this case, the deep atmosphere is vital for
a full understanding of the horizontal wind flow.
3.3 Comparison eddy wind flow, actual wind flow
and link to deep zonal momentum in
HD 209458b and WASP-43b
To diagnose and compare the momentum transport and
wind flow in the WASP-43b and HD 209458b simulations,
we separate the wind flow field into its mean (zonal average)
and eddy (deviations from the zonal average) components
(see Appendix C).
In the WASP-43b simulation, the eddy horizontal wind
flow (Figure 4) reveals two theoretical mechanisms that drive
the wind flow in tidally locked planets: a) a tilt of Rossby
wave gyres, which was identified in Showman & Polvani
(2011) as the underlying reason for equatorial superrota-
tion and b) the Matsuno-Gill flow pattern from Matsuno
(1966). The tilt of the eddy Rossby wave gyres are stronger
in WASP-43b compared to HD 209458b due to the faster
rotation of the former (Prot = 0.8135 days compared to
Prot = 3.5 days, respectively, compare also Figure 2 panel
Ic and II c). The connection between rotation and tilt of
Rossby gyres was also outlined for tidally locked Exo-Earths
in Carone et al. (2015).
We further note that in the WASP-43b simulation the
westward eddy flow at the equatorial day side (latitude: 0◦
2 Not shown here.
and longitudes −50◦ to 50◦ (Figures 2 panel Ic and 4 c) is
reflected by actual westward flow at the equatorial day side.
There, we find it to be dominant between the morning ter-
minator and substellar point (longitude −90◦ to 0◦, Figure 2
panel Ib).
In the HD 209458b simulation (Figure 2 panel Ic), we
find strong similarities in the eddy horizontal wind flow com-
pared to the WASP-43b simulation (Figure 2 panel IIc) de-
spite displaying very different (actual) flow patterns (Fig-
ure 2 panel Ib and II b). We also find here a westward eddy
wind flow along the equator (albeit much weaker), exactly
at the same longitudes where we similarly find a westward
eddy wind in our WASP-43b simulation (longitude −50◦ to
50◦, marked by a red rectangle). In the actual flow along
the equator, the wind flow is always eastward (superrotat-
ing) along the equator.
Upon careful inspection of the emerging total flow (Fig-
ure 2 panel Ib) it becomes clear that superrotation is not
uniformily strong across all latitudes: between morning ter-
minator and substellar point (longitude −90◦ to 0◦), there
is a weakening of the eastward wind strength compared to
the wind strength at the evening terminator (longitude 90◦).
Thus, we conclude that although equatorial superrotation is
dominant in our HD 209458b simulations, equatorial anti-
rotation appears to be ‘lurking’ in the background.
For WASP-43b, we find further that the tendency for
equatorial anti-rotation is linked to vertical zonal momen-
tum transport from depth with maxima at around 70-
100 bar. When we examine the vertical momentum transport
in our nominal HD 209458b simulation, we also find (weak)
zonal momentum transport and at shallower depth (between
10 and 40 bar) compared to our WASP-43b nominal simula-
tion (Figure 2, panel IId, yellow region). The relative weak-
ness of vertical zonal momentum transport is in line with
our interpretation that anti-rotation can be also elicited in
the HD 209458b simulation, but is too weak to emerge into
the foreground in the actual wind flow. The wind flow is
instead dominated by the other mechanism: strong equato-
rial superrotation. In the WASP-43b simulation, contrarily,
equatorial anti-rotation emerges as the dominant wind flow
at the day side for p < 0.1 bar (compare Figure 2 panel II d
with Id, respectively).
3.4 Depth of wind jets with different orbital
periods
We performed several additional simulations to pinpoint the
parameters influencing the anti-rotating wind flow.
We report that a fast HD 2094589b-like case, where the
rotation is set to the rotation rate of WASP-43b (Porb =
Prot = 0.8135 days), develops narrower wind jets below
p = 10 bar that are not as strong as similar jets in the WASP-
43b simulation (Compare Figure 2 panel Ia with Figure 5
panel Ia). Vertical momentum transport is stronger com-
pared to the nominal HD 209458b simulation, but weaker
compared to WASP-43b by a factor of 2 (compare Fig-
ure 5, panel Ia versus Figure 2, panel Ia and Figure 5,
panel Ic versus Figure 2, panel Id, respectively). As a re-
sult, an anti-rotating flow pattern also emerges in the fast
HD 209458b-like simulation, but at relatively high altitudes
(p ≤ 10−2 bar). The anti-rotating flow pattern further ap-
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Figure 2. Basic climate properties of the WASP-43b (I) and HD 209458b (II) simulations. The top row (a) shows longitudinally averaged
zonal (eastward) wind speed versus vertical pressure coordinates with regions of a dominant horizontal wind flow type (arrows). Panels
Ia and IIa show simulations without lower boundary friction (‘deep magnetic drag’) to elucidate the possible depth of wind jets. Contours
are shown every 500 m/s, the contour of 0 m/s is bold. The second row (b) shows temperature and horizontal wind velocity at p = 12 mbar
in a longitude-latitude map, where the substellar point is at (0◦,0◦). The third row (c) shows the eddy geopotential height and eddy wind
velocities which display deviations from the (zonal) mean climate state (see Section C). The red dashed box highlights the anti-rotating
eddy wind flow at the equatorial day side in HD 209458b. The bottom row (d) shows the longitudinally averaged vertical transport of
the zonal momentum w′u′. Note that the color bars are scaled differently between panels Id and IId.
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Figure 3. Temperature map and flow field for our nominal
HD 209458b simulation at a pressure level of 0.6 mbar. The ar-
rows, displaying the speed and direction of the horizontal wind
flow, can be seen to point radially from the substellar point to the
night side, indicating a direct day-to-night-side flow characterized
by short radiative time scales.
pears weaker compared to the WASP-43b nominal simula-
tion with the same rotation period (Figure 2, panel Ib).
Correspondingly, we find that the anti-rotating flow at
the equatorial day side of a WASP-43b-like simulation be-
comes weaker, when the rotation period is decreased. An
intermediate rotation period of Porb ≈ 1.5 days (Figure 5,
panels IIa,b,c) already shows a weaker westward flow at the
day side, while a longer rotation period of Porb ≈ 3.5 days
completely removes it. In the latter case, anti-rotation is
replaced at the top (p < 10−2 bar) by a direct day-to-night-
side flow and at deeper layers by a fully superrotating jet
stream (Figure 5, panels IIIa,b,c). The broad equatorial jet
stream of the slowly rotating WASP-43b-like simulations is
similar to the zonal wind structure obtained by Showman
et al. (2008) for their HD 209458b simulation with simpli-
fied thermal forcing, when its rotation is slowed down by a
factor of two (their Figure 9, bottom).
Thus, our results imply that predominantly exoplan-
ets with short orbital periods (Porb ≤ 1.5 days) are prone
to develop deep wind jets and thus may have anti-rotation
emerging at the day side in the observable horizontal wind
flow (p ≤ 1 bar). This result is in line with previous theo-
retical work in shallow water models (Penn & Vallis 2017),
which predict strong anti-rotation to occur for Porb ≤ 2 days.
These results also explain why simulations of HD 189733b
(Porb = 2.2 days) do not appear to exhibit strong deviations
from superrotation, even when the lower boundary is placed
deeper than 200 bar (Showman et al. 2009). In other words,
we find a tight link between fast rotation, depth of the wind
flow and deviation from pure superrotation via the emer-
gence of anti-rotation at the day side.
Interestingly, anti-rotation in the WASP-43b-like simu-
lation for the intermediate rotation period (Porb = 1.5 days)
is still stronger than in the fast (Porb = 0.8135 days)
HD 209458b-like simulation. This result indicates that while
a rotation period shorter than 1.5 days is an important fac-
tor for the emergence of anti-rotation, it is not the only
factor that has an influence on the strength of anti-rotation.
Additional important factors are the internal structure, the
density and radiative timescales of the planet, as outlined in
Section 3.2.
3.5 Comparison to observations of WASP-43b
3D GCMs with a simplified treatment of coupling between
wind flow and irradiation are less suited for quantitative
comparison with observational data than 3D GCMs with
full radiative coupling (see e.g. Amundsen et al. (2014)).
However, they are well suited to investigate general flow ten-
dencies and to test underlying assumptions. In this work, we
focus predominantly on horizontal flow patterns at the equa-
tor, which may be influenced by deep wind jets. One possi-
ble outcome is full superrotation if there are no deep wind
jets present, leading to efficient day-to-night-side heat trans-
port. Another possible outcome is equatorial anti-rotation
at the day side, embedded in at least a part of the planet’s
observable atmosphere. This would inhibit heat transport
from the day towards the night side. Thus, the difference
between full superrotation and superrotation with embed-
ded anti-rotation at the equatorial day side could be diag-
nosed via observed day-to-night-side temperature differences
in WASP-43b.
Spitzer observations of WASP-43b (Stevenson et al.
2017) reveal predominately the heat flux and wind flow
structure at the day side equator and for p < 0.1 bar (see
Zhang et al. (2017)). These are the same atmosphere pres-
sure levels, where we find an embedded anti-rotating flow
at the day side in our WASP-43b simulations. Using petit-
CODE (Mollie`re et al. 2015, 2017), we calculate thermal
phase curves based on our WASP-43b simulations for dif-
ferent lower boundary prescriptions: with lower boundary
at depth pboundary = 700 bar and magnetic drag (‘nomi-
nal’), with lower boundary at depth pboundary = 700 bar
and without deep magnetic drag (‘temp+rad stab’, see also
Table A1), and with pboundary = 200 bar and no lower
boundary stabilization (‘no stab’, see Figure A1 top panel
for this particular version). The first two WASP-43b sim-
ulations have embedded anti-rotation at the day side, the
third has very strong superrotating flow throughout the at-
mosphere3.
The nominal WASP-43b simulation with deep magnetic
drag agrees best with the observed large day-to-night-side
contrast in Spitzer (Figure 6 Ia and Ib, solid line), but the
eastward shift is too small. The simulation with deep lower
boundary and without deep magnetic drag reproduces the
observed eastward shift best, but yields overall too much
thermal flux (dotted line). The shallow WASP-43b simula-
tion with pboundary = 200 bar produces an eastward hot spot
shift that is too large and a shallower day-to-night-side ther-
mal contrast due to very efficient horizontal heat transport
via superrotation (dashed line).
Considering that the deep frictional drag is a
parametrized way to include the coupling of the deep at-
mospheric layers with the magnetic field of the planet, we
tentatively argue that weaker or stronger deviations from
equatorial superrotation in hot Jupiters (via anti-rotating
3 This simulation never reaches a full steady-state (see Figure A1,
top). The data for the phase curve calculation were taken after
1900 days, corresponding to a fast superrotating jet stream.
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Figure 4. a) Schematic of the tilt of the Rossby wave gyres from Showman & Polvani (2011) that generate superrotation. b) Matsuno-
Gill flow patterns from Matsuno (1966). c) The eddy geopotential wind flow (u′, v′) (arrows) and geopotential height anomaly z′ (colour)
in our (nominal) WASP-43b simulation at p = 12 mbar, which is repeated here for a better comparison with theoretical concepts.
wind flow) will shed a light on where the planetary mag-
netic field couples to the wind flow at depth. ‘Deep magnetic
drag’ is presented here as an alternative way to include the
effect of magnetic fields in 3D climate simulations compared
to previous work (Rogers & Showman 2014; Kataria et al.
2015; Parmentier et al. 2018).
The modeled emission spectrum (Figure 7) shows that
the day-side-to-night-side flux contrast appears to agree to
first order with observations of WASP-43b with Spitzer
(Stevenson et al. 2017; Mendonc¸a et al. 2018b). Further-
more, our nominal WASP-43b simulation also recovers the
very low night side flux, which is observed with HST/WFC3
(Stevenson et al. 2017). There is, however, a water emission
feature in the predicted spectra, which is instead observed in
absorption with HST/WFC3 between 1.1 µm and 1.7 µm.
This discrepancy can be directly linked to a strong tem-
perature inversion (Figure 8) below 1 bar at the cloudless
day side in our WASP-43b simulation. The temperature in-
version in our model causes water to be seen in emission
rather than absorption. We attribute the temperature in-
version to the shortcomings of our Newtonian cooling pre-
scription, where inaccuracies in radiative time scales result
in insufficient coupling to the wind flow at the most strongly
forced region – the day side – in particular. Dynamical tem-
perature inversions at the day side typically change with
different treatment of irradiation at the day side: This can
be seen in the comparison between the day side temperature
structures simulated for HD 209458b using simplified forc-
ing (Showman et al. 2008) (their Figure 6) and using full
dynamical-radiative coupling (Showman et al. 2009) (their
Figure 18). Their HD 209458b simulations likewise exhibited
a stronger day side temperature inversion at higher vertical
levels in the simplified thermal forcing set-up compared to
the fully coupled model.
We stress again that our simplified thermal forcing is
well suited to yield general predictions for flow patterns and
thus heat transfer tendencies. While there are some disagree-
ments between the predicted spectrum and the observational
data for the day side water absorption feature, the overall
day side and night side thermal fluxes appear to be qualita-
tively in good agreement. There is also a reasonable agree-
ment with the recent reanalysis of the Spitzer data (Men-
donc¸a et al. 2018b). It will be interesting to test the deep
circulation formalism and the emergence of equatorial west-
ward flow in a climate model with full radiative coupling.
We also note that our overall level of day side flux be-
tween 1 and 12 micron agrees to first order with predictions
from another 3D GCM (Venot et al. in prep, GCM from Par-
mentier et al. 2016) that features a fully superrotating flow
regime and includes the effect of clouds. The agreement of
the day side thermal emission between the two 3D GCMs is
particularly good for long wavelengths (5 − 12 micron). The
predicted (cloudy) night side flux of WASP-43b by Parmen-
tier et al. (2016), however, is for mid-infrared wavelength
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Figure 5. Climate simulations for different orbital (rotation) periods: an HD 209458-like planet with short period (Prot = Porb =
PWASP-43b = 0.8135 days), a WASP-43b-like planet with an intermediate rotation period (Prot = Porb = 1.5 days), and a WASP-43b-like
planet with long period (Prot = PHD 209458b = 3.5 days). The top row (a) shows the longitudinally averaged zonal (eastward) wind speed
versus vertical pressure coordinate. Contours are displayed for 500 m/s intervals with the 0 m/s contour shown bold. The middle row
(b) shows maps of the temperature and horizontal wind at p = 12 mbar. The bottom row (c) shows the longitudinally averaged vertical
transport of the zonal momentum w′u′. Note that the colors are scaled differently between Ic, IIc and IIIc.
ranges (5 − 12 micron) higher by at least several 100 ppm,
even in the case that their night side is covered by MgSiO3-
clouds, compared to our cloud-less 3D climate model with
equatorial anti-rotating flow (Figure 7).
The James Webb Space Telescope (JWST) will observe
WASP-43b in the near- to mid-infrared range (Bean et al.
2018). JWST observations, in particular in the mid-infrared
range (10 -15 micron) will thus either confirm or disprove
equatorial anti-rotating wind flow at the day side of WASP-
43b.
4 RESULTS
Using the same Newtonian cooling formalism for WASP-
43b and HD 209458b, and implementing the same stabi-
lization measures for the lower boundary of the 3D climate
model, we find crucial differences between the simulations
for HD 209458b and WASP-43b. Generally we find that
the HD 209459b simulation is insensitive to how the lower
boundary is implemented, whereas the WASP-43b simula-
tion is highly sensitive to the lower boundary set-up.
We test several deep stabilization methods (extension of
lower boundary downwards (pboundary = 700 − 1500 bars),
deep convergence time scale, temperature stabilization and
magnetic drag) that we justify by similar methods suc-
MNRAS 000, 1–27 (2019)
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Figure 6. Predictions for orbital phase curve observations of the relative thermal emission (planetary/stellar) of WASP-43b in Spitzer
IRAC 1 channel (3.6 micron, panel Ia) and IRAC 2 channel (4.5 micron, panel Ib) from different simulations in our deep circulation model
framework (solid lines: simulation with deep zonal wind jet truncation; dotted lines: simulation without deep zonal wind jet truncation;
dashed lines: shallow model with pboundary = 200 bar; diamonds with error bars: WASP-43b Spitzer observations (Stevenson et al. 2017),
where the 3.6 micron data are taken from visit 2). Solid vertical lines denote the orbital phase 0.5 or the day side facing observation.
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Figure 7. Left: Day side (red) and night side (blue) spectrum of WASP-43b predicted by our 3D cloudless climate model for our
nominal simulation with a deep boundary (pboundary=700 bar) and deep magnetic drag. The inlay shows details of the day side/night
side spectra for the HST/WFC3 measurements. In our simulation, a water emission band instead of a water absorption band is seen
in the spectrum, which is due to a dynamically induced temperature inversion at the day-side (Figure 8). The black dots denote the
observations reported by Stevenson et al. (2017), the gray dots denote the reanalysis of these data by Mendonc¸a et al. (2018b).
Right: Day side and night side spectrum of WASP-43b predicted by the 3D climate model of Parmentier et al. (2016) with full
superrotation (Venot et al. in prep., obtained with permission of V. Parmentier). Their day side thermal emission is very similar to the
emission derived from our model with equatorial anti-rotation for µ = 5 − 12 micron for the cloud-free and MnS cloud case. Their night
side thermal emission is, however, higher for µ = 5 − 12 micron - even with MgSiO3 clouds.
cessfully imposed in previous work (Liu & Showman 2013;
Mayne et al. 2014; Kataria et al. 2015).
4.1 The effects of deep wind jets on the stability
of the lower boundary
If we don’t apply friction at depth, our WASP-43b simula-
tion is set up with a free slip lower boundary condition as
in e.g. MITgcm/SPARC (Showman et al. 2008). Thus, the
vertical velocity components are set to zero, but there is no
restriction on the horizontal components. If we then place
the lower boundary at pboundary = 200 bar, as is customary
in many 3D GCMs (Mendonc¸a et al. 2018b; Kataria et al.
2015), the WASP-43b simulation becomes highly unstable.
The underlying reason is the tendency of the fast ro-
tator WASP-43b (Porb = Prot = 0.8135 days) to form
deep wind jets in our simulations. In all WASP-43b sim-
ulations, where we do not impose friction at depth, the
wind jet descends deep into the atmosphere. This is true
for pboundary = 200 bar, but also for pboundary = 700 and
1500 bar. In every case, the lowest layers eventually devel-
ops wind jets, the speed of which exceed ∼ 1 km/s and
shear instabilities are triggered. This happens very early
in the simulation for pboundary = 200 bar and much later
for pboundary = 1500 bar, where we speed up the evolu-
tion of deep wind jets by setting a convergence time scale of
τconv = 106 s for p > 10 bars and stabilizing in temperature
(Figure A1).
We find that we cannot avoid shear flow instabilities
in our WASP-43b simulation, when we place pboundary at
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Figure 8. Maps of the meridionally averaged temperature as a function of longitude and pressure for WASP-43b (left) and HD 209458b
(right). The temperature averages shown are weighted with factors of cos θ with θ the latitude. The dashed vertical lines from left to
right indicate the morning terminator, substellar point and evening terminator, at longitudes of −90◦, 0◦ and +90◦ respectively.
200 bar. We find that at least pboundary = 700 bar is needed
for full stabilization of the simulation. Furthermore, we find
that significant vertical transport of zonal momentum can
occur at 100 bar in the WASP-43b simulation (Section 3.3).
Thus, we conclude that placing the lower boundary too
high may cut into dynamically active atmosphere layers.
If then shear flow instabilities occur at the bottom, the
wind flow in the observable atmosphere for p < 0.1 bar
’re-arranges’ itself from a wind flow regime with equatorial
anti-rotation at the day side to one with full superrotation
(Figure A3).
Contrarily, the wind jets in the simulations for the
slower rotator (Porb = Prot = 3.5 days) HD 209458b never
develop deep wind jets, neither for pboundary = 200 bar nor
for 700 bar (Figure 5). Thus, here, placing the lower bound-
ary at pboundary = 200 bar is sufficient to yield a stable
simulation.
4.2 The effects of deep wind jets on the
observable atmosphere
It appears that the presence of a fast wind flow in the deep
atmosphere always coexists with equatorial anti-rotation at
the day side of our WASP-43b simulations, inhibiting effi-
cient day-to-night-side transport, as observed by Spitzer.
HD 209458b, on the other hand, does not develop deep
wind jets in any set-up and remains fully superrotating, even
if all deep stabilization measures are applied. Therefore, sim-
ulations of HD 2094958b (with or without deep layer stabi-
lization) exhibit full equatorial superrotation and thus ef-
ficient heat redistribution from the day towards the night
side.
In other words, shallow wind jets lead to full equatorial
superrotation for p < 0.1 bars, deep wind jets may lead to
equatorial anti-rotation at the day side.
4.3 The effects of magnetic field on deep wind
jets and the observable atmosphere
We also find a strong connection in WASP-43b between wind
flow at depth, forces acting on it, and the observable wind
flow at p < 0.1 bar. Frictional drag at the lower boundary,
which we chose as a first order representation of interaction
between wind flow and magnetic fields at depth, has a sig-
nificant effect on the horizontal heat transport. We stress,
however, that magnetic drag was identified as a factor that
modifies the strength of anti-rotation. It is not the underly-
ing cause for this wind flow to arise in the first place. Deep
wind flow at p ≥ 100 bar driven by fast rotation is the un-
derlying cause for anti-rotation.
The introduction of deep drag at the bottom has several
benefits. It allows to reach full stabilization from bottom to
top in the WASP-43b simulation. In addition, our nominal
WASP-43b simulation with magnetic drag at depth yields
the best agreement between our WASP-43b simulation and
observational data, in particular with Spitzer phase curves.
It reproduces to first order the observed large day-night flux
contrast and the small hot spot shift observed with Spitzer
(Figures 6).
One noteworthy prediction from our WASP-43b simu-
lation is that the night side will emit overall very little flux
in the near- to mid-infrared ranges (Figure 7) – even com-
pared to predicted spectra derived from cloudy GCMs that
display full superrotation in their simulations (Parmentier
et al. 2016). This prediction will be testable with observa-
tions by JWST/MIRI (Bean et al. 2018).
4.4 Parameters affecting depth of wind jets:
Rotation and Inflation
We identified the planetary rotation faster than Porb =
Prot < 1.5 days as the underlying cause for deep wind jets,
leading to equatorial anti-rotation at the day side. This is
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true for WASP-43b and also for a HD 209458b simulation
in which faster rotation was imposed.
Our results further imply that denser planets are more
prone to develop anti-rotation. An inflated HD 209458b-like
simulation with fast rotation (Porb = Prot = 0.8135 days)
still shows weaker anti-rotation at the day side compared
to a WASP-43b-like simulation with intermediate rotation
(Porb = Prot ≤ 1.5 days). See Figure 5.
4.5 Shortcomings
Our WASP-43b simulations have one major apparent short-
coming, which leads to deviations between the predicted
spectra and the HST/WFC3 data of the day side. Our simu-
lations exhibit a temperature inversion at the day side (Fig-
ure 8), which is in disagreement with HST/WFC3 data of
Stevenson et al. (2017) (Figure 7). Despite this shortcom-
ing in temperature structure (inversion, where there should
not be one based on observations), the overall observed tem-
perature difference between the day side and night side of
WASP-43b, as observed by Spitzer and HST/WFC3, ap-
pears to be qualitatively well captured by our simulations.
More work involving a 3D GCM with full coupling between
irradiation and deep circulation is needed to investigate the
origin of the temperature inversion, for example, if it is due
to inaccuracies in the radiation treatment.
5 DISCUSSION
We present in this paper a 3D GCM for hot Jupiters,
where we examined critically if and how wind flow at depth
(p > 10 bars) can influence the observable atmosphere,
and for which we reached full stability from top to bot-
tom by applying several stabilization measures at depth
(pboundary = 700 bar, deep convergence time scale and tem-
perature stabilization.) We also outlined that we will be able
to identify the wind flow regime proposed here via very low
thermal emission at the night side of WASP-43b in the mid-
infrared regime, to be observed with JWST/MIRI.
5.1 The emergence of equatorial westward flow at
the day side
We apply this deep circulation framework to WASP-43b and
HD 209458b. These are two hot Jupiters of roughly simi-
lar effective temperature (Teff ≈ 1450 K) but with different
rotation periods, interior structure, densities and thus also
different surface gravity. We find that WASP-43b can have
an anti-rotating flow at the equatorial day side, which is
connected to deep wind flows. HD 209458b only exhibits
full superrotating wind flow along the equator and does not
show wind jets at depth, in accordance with many earlier
simulations of this planet (e.g. Showman et al. 2008; Heng
et al. 2011; Rauscher & Menou 2012; Mayne et al. 2014;
Amundsen et al. 2016).
Both, the super- and the anti-rotating flow at the day
side in our hot Jupiter simulations, are the results of interac-
tions between large scale Kelvin and Rossby waves (Show-
man & Polvani 2010, 2011). One possible result from the
interaction between these waves is the dominance by a su-
perrotating flow (Showman & Polvani 2011). The other is
the ‘Matsuno-Gill’ flow pattern (Matsuno 1966; Gill 1980)
that we either find as dominant wind flow pattern at the
day side of WASP-43b, at least for p ≤ 10−1 bar (Figure 2
panel Ia,b) or in the eddy wind flow (that is after substract-
ing of mean zonal flow) for HD 209458b (Figure 2 panel IIc)
(see also Showman & Polvani (2010)). Further, it has been
demonstrated in shallow water models that the net-flow on
the day side can be in either prograde (superrotation) or ret-
rograde (anti-rotation) direction at the equator (Showman
& Polvani 2010; Penn & Vallis 2017).
A superrotating flow has been linked to horizontal
transport of zonal momentum from the poles to the equator
and is evident from the tilt of the Rossby wave gyres on the
day side (Showman & Polvani (2011), see in our simulations
e.g. Figure 2, Ic). The Matsuno-Gill flow pattern with its
anti-rotating flow on the day side has been linked to vertical
momentum transport instead (Showman & Polvani 2010).
In fact, imposing a ‘quiescent’ deeper layer was identified as
a key element to achieve a fully superrotating flow in shal-
low water models (Showman & Polvani 2010). While the as-
sumption of a dynamically quiescent underlying layer seems
to be valid for the inflated hot Jupiter HD 209458b, we find
that it is apparently not true for the dense, fast-rotating
WASP-43b.
The high density of WASP-43b requires a much lower
intrinsic temperature (Tint = 170 K) than HD 209458b
(Tint = 400 K), where in the latter case the high Tint is
used as a proxy for extra energy injected deep into the
planet, causing bloated radii. Consequently, the convective
layer starts deeper in the former, compared to the latter. Al-
ready Thrastarson & Cho (2011) predicted that fast-rotating
hot Jupiters with relatively deep convective layers could ex-
hibit unusually deep wind jets. These deep wind jets are now
identified in our simulations to be associated with vertical
transport of zonal momentum at depth (p > 10 bar) that
increases with faster rotation.
We also note that WASP-43b is about eight time denser
than HD 209458b and thus its radiative timescales (Equa-
tion 4) are eight times larger. It has been noted that, given
the same thermal forcing, different radiative time scales
lead to differences in the wind flow in shallow-water models
(Perez-Becker & Showman 2013). Indeed, the 3rd and 4th
row of their Figure 3 shows similar flow patterns as the one
found on the day side of our 3D WASP-43b climate sim-
ulation with equatorial anti-rotation. They also show that
simulations with larger radiative time scales have a larger
tendency to exhibit equatorial westward flow at day side.
The simulations of Perez-Becker & Showman (2013), how-
ever, are performed with shallow water models and appear
to lack full superrotating tendencies that could counteract
anti-rotation. Our model is a full 3D GCM and our simu-
lations exhibit the equatorial anti-rotation at the day side,
together with a ‘collision zone’ at the morning terminator
with equatorial superrotation at other longitudes.
Additionally, when the rotation period of HD 209458b
is decreased such that it has the same rotation period
as WASP-43b, HD 209458b, with its longer radiative
timescales, also develops westward wind at the day side, al-
beit to a lesser extent (Figure 2 and 5).
Our 3D climate simulations show for the first time that
it is possible to obtain equatorial anti-rotation at the day
side of a tidally locked hot Jupiter due to intrinsically dy-
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namical reasons: with a wind flow at depth (p > 10 bar)
in WASP-43b. In our model framework, magnetic drag is a
modifier for the strength of anti-rotation as it ‘pinches’ the
wind jet at the bottom of the model. See also Figure A5,
which illustrates equatorial anti-rotation at the day side in
simulations without magnetic drag and a lower boundary
that allows for the formation of deep wind jets exceeding
100 bar in depth.
Therefore, we conclude that it is chiefly the fast rotation
rate in our simulations of WASP-43b (and the HD 209458b
experiment with faster rotation) that is responsible for the
occurrence of westward flow. It appears that in these cases,
deep wind jets develop and the accompanying vertical mo-
mentum transport manifests itself as westward wind flow
at the equatorial day side. The difference in radiative time
scales, however, still causes differences in the westward wind
speeds at a given pressure level, as we indeed observe upon
comparing the nominal WASP-43b and the fast rotating
HD 209458b simulation. HD 209458b, with shorter radia-
tive time scales, displays weaker westward equatorial flow
for the same rotation period.
The link between the planetary rotation rate and west-
ward equatorial winds on the day side, on the other hand,
can also be generalized to rocky planets. Previous work on
the atmosphere dynamics of tidally locked rocky Exo-Earths
found that very fast-rotating planets can exhibit a westward
flow at the day side, accompanied by a westward shift of the
hottest point with respect to the substellar configuration
(see Carone et al. (2015) their Figure 11 and Penn & Vallis
2017, 2018).
Fast rotation may not even be the only mechanism that
can elicit deep circulation in hot Jupiters. Mayne et al.
(2017) show that deep polar to equatorial temperature gra-
dients can also elicit circulation at depth. Such deep wind
flow was likewise found to result in a diminishing of su-
perrotation – even for a slow rotator like HD 209459b
(Prot = Porb = 3.5 days).
Cloud-free GCMs that assume solar metallicity rou-
tinely predict larger eastward phase shifts and hotter night
sides than are observed (see e.g. Zellem et al. (2014); Kataria
et al. (2015); Parmentier et al. (2016) for HD 209458b,
WASP-43b, Kepler-76 and Hat-P-7b). As one possible solu-
tion, cloud coverage was proposed (Parmentier et al. 2016).
We propose another possibility: that the eastward hotspot
shift is smaller and the night side colder for dynamical rea-
sons, because superrotation is diminished via wind flow at
depth.
Another mechanism that is invoked to explain the dis-
crepancy between predictions from cloud-free 3D GCMs for
tidally locked Jupiters and observations, is a proposed inter-
action between the fast wind jets and magnetic fields in hot
Jupiters. Kataria et al. (2015) explored this possibility for
WASP-43b by imposing frictional drag with constant time
scales on the whole atmosphere in their 3D GCM as a repre-
sentation of magnetic wind drag. Their frictional drag mech-
anism also achieves anti-rotating wind flow (or Matsuno-Gill
flow) at the day side (see their Figure 5). Thus, by applying
friction everywhere in the atmosphere, the emerging gen-
eral wind flow pattern is similar to our simulated wind flow
for WASP-43b (Figure 2, panel Ib). That is, Kataria et al.
(2015) find an equatorial anti-rotating wind on the day side
and a reduced eastward hotspot shift.
Our deep magnetic drag mechanism does not reduce
the overall wind speeds in the observable atmosphere, only
at the bottom of the simulation (see also Section A2 and Fig-
ure A5 for models without frictional drag). In contrast, the
magnetic drag mechanism imposed in Kataria et al. (2015)
reduces the strength of the observable wind flow directly
– indiscriminate of the wind direction (compare also Fig-
ure 4 (top) in Kataria et al. (2015) with Figure 2, panel Ia
and b). Even for moderate magnetic drag, the zonal flow in
Kataria et al. (2015) is relatively weak: u ≈ 3 km/s. This is
significantly lower than the wind speeds in our WASP-43b
simulation (u ≈ ±5 km/s) for super-/anti-rotating flow, and
also smaller than their WASP-43b simulation with full su-
perrotation (u ≈ 5 km/s) and without magnetic drag (Fig-
ure 2 in Kataria et al. (2015)). Apparently, reducing the
strength of wind flow in the whole atmosphere as it is done
in e.g. Kataria et al. (2015); Parmentier et al. (2018) also
changes the force balance between the superrotating and
anti-rotating wind flow tendencies. The latter tendency is
always ‘lurking’ in the background – even in a fully super-
rotating hot Jupiter simulation (see Figure 2 panel IIc and
Showman & Polvani (2010)).
We stress that we do not claim that magnetic fields are
negligible or that the magnetic drag mechanism used in this
work is more valid than the one invoked by Kataria et al.
(2015); Parmentier et al. (2018). We simply highlight the
differences between the two approaches, so that insights from
both can improve 3D climate simulations for hot Jupiters.
If magnetic fields fields can be parametrized as frictional
drag, they are intricately linked to the presence of wind jets.
Furthermore, the depth of these wind jets are very important
to understand coupling to magnetic fields. This is not only
true for this work, it was also shown to be valid for Jupiter
(Kaspi et al. 2018) and conjectured for hot Jupiters (Batygin
& Stevenson 2010; Rogers & Showman 2014). We show in
this work that the combination of both – magnetic drag and
deep wind jets – shows indeed the best qualitative agreement
for the observed day-to-night-side thermal flux of WASP-43b
as observed with Spitzer (Figure 6).
Work of Hindle et al. (2019) (with a shallow-water mag-
netohydrodynamic model) shows that magnetic fields that
couple to wind flow can, in principle, explain the westward
wind flow in HAT-P-7b and CoRoT-2b, although it requires
implausibly strong magnetic fields for the latter. We note
that Hindle et al. (2019) included a realistic coupling be-
tween the magnetic field and dynamical atmosphere, but
in their shallow-water model did not take into account the
possible influence of deep circulation. Interestingly, CoRoT-
2b – with an orbital period of 1.7 days – appears to lie
just at the edge of the rotation period range, for which
we find anti-rotating wind flow driven by deep circulation
(Porb ≤ 1.5 days). In the future, it will need to be investi-
gated for HAT-P-7b and CoRoT-2b, to which degree deep
circulation may be a contributing factor for the observed
hot spot offset in the westward direction with respect to the
substellar point (Dang et al. 2018).
The importance of deep wind jets that couple to mag-
netic fields has also been explicitly stated by Rogers & Show-
man (2014), who note that “larger flow speeds at depth could
increase the value of the Ohmic dissipation there, and there-
fore deep jets may be required to inflate planets.” Thus, deep
wind jets may also help to solve the ‘inflated hot Jupiter co-
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nundrum’, where further evidence appears to favor Ohmic
dissipation as the main mechanism for inflation (Thorngren
& Fortney 2018).
The proposed connection between deep wind jets, mag-
netic fields and inflation via Ohmic dissipation begs the
question why WASP-43b, the planet for which we find very
deep wind jets driven by its fast rotation, is apparently not
inflated. Further work is required to investigate if the deep
wind jets in WASP-43b do indeed lead to large Ohmic dis-
sipation.
We also like to point out that we find in our WASP-43b
simulation a very strong wind flow convergence region or
‘collision zone’ between strong (u ≈ ±5 km/s) anti-rotating
and superrotating wind flow at the equatorial morning ter-
minator. Such a ‘collision zone’ between equally strong flows
in opposite direction may very well fluctuate in time west-
and eastward, as observed in HAT-P-7b (Armstrong et al.
2016). It also may be that one of the wind flow regimes may
completely win over and suppresses the other flow pattern.
It is, however, beyond the scope of this work to investigate
temporal variations of the wind flow patterns.
5.2 Stability of 3D GCMs for hot Jupiters
The other goal of our deep circulation model framework pre-
sented here is to reach a complete steady state in the WASP-
43b simulation. We found that taking into account deep wind
flow by putting the lower boundary at pboundary = 700 bar
instead of 100 or 200 bar, stabilizes the model already to a
certain extent. It’s not fully stable on long simulation times
probably by postponing the on-set of shear instabilities at
the bottom (Figure A1). We highlight three previous studies
that outlined different ways to reach complete steady state
down to 100 bar or deeper with stabilization schemes at
the lower boundary using different GCMs (Liu & Showman
2013; Mayne et al. 2017; Mendonc¸a et al. 2018b).
The first model (Liu & Showman 2013) investigated
the sensitivity of converged flow patterns for different ini-
tial conditions. They achieved full convergence after 1000
days simulation time by likewise adopting τconv = 107 s for
p > 10 bar at depth (p > 10 bar). These authors stress the
importance of defining the lower boundary appropriately in
a 3D GCM for hot Jupiters. Insensitivity to initial condi-
tions is only ensured if the lower boundary is ‘anchored’,
i.e. coupled to the interior, either via frictional drag or by
extending the temperature downwards to the common con-
vective adiabat. Otherwise, the globally integrated angular
momentum of a model may not be conserved over the sim-
ulation time. In this work, we choose deep magnetic drag
to ‘anchor’ the simulation. In Section B, we show that an-
gular momentum is indeed conserved in our WASP-43b and
HD 2093458b simulations, which were fully stabilized at the
bottom.
The second model (Mayne et al. 2017) also investigated
eddy transport in the atmosphere. These authors find that
forcing deep atmosphere evolution leads to a deceleration
of the superrotating wind jet. We note that in this model,
complete steady state was not reached even after 10 000
days simulation time. Interestingly, their deep circulation
forcing is not motivated by fast rotation that drives deep
jets towards the interior. Instead, they found a descent of
air masses at the poles and ascent over the equators, which
could lead to a thermal imbalance between the equator and
the polar regions. Their deep circulation is thus driven by
a horizontal temperature gradient at depth (p > 10 bar),
where it was assumed that the polar regions are hotter by
several 100 K compared to the equatorial regions (Mayne
et al. 2017).
The third model (Mendonc¸a et al. 2018b) placed the
lower boundary at pboundary = 100 bar and prescribed
convective adjustment. In their WASP-43b simulation, they
reached steady state very late – after 7500 Earth days sim-
ulation time. These authors report a strong dependence on
initial conditions for their WASP-43b simulation, which is
in contrast to other work that showed no dependence on
initial conditions for their hot Jupiter simulations (Liu &
Showman 2013). Our work hints at a possible underlying
reason for this discrepancy. For this planet, we have shown
that strong vertical momentum transport can take place at
p = 100 bar, which has to be taken into account to under-
stand the observable flow pattern. If the lower boundary is
located in a dynamically active atmosphere layer, that may
explain why a WASP-43b simulation may be problematic to
stabilize.
The cautionary tale of our work is that lower bound-
ary conditions can have a significant impact that is hard to
predict. The amount of mass contained in a vertical layer
increases with pressure. Therefore, wind flow at depth rep-
resents a large zonal momentum reservoir. If even a small
fraction of it is transported upwards into the observable at-
mosphere layers via planetary waves or eddies, it has the
potential to modify the photospheric wind flow structure
substantially. Therefore, the lower boundary has to be very
carefully selected to yield physically consistent, complete
and numerically stable results in a 3D GCM for hot Jupiters.
We stress again that the aim of this work is to highlight
uncertainties in underlying assumptions that may lead to
substantially different simulation results between different
3D climate models even when the same dynamical core is
used, e.g. results from this work and work of Kataria et al.
(2015). The same is true for different applications of the
magnetic drag mechanism used in this work compared to
previous work (Kataria et al. 2015; Parmentier et al. 2018).
We hope that this discussion will serve the community to
improve complex 3D climate models for hot Jupiters, that
now have to cover a large parameter space in temperature
and surface gravity to yield predictions to be verified, for
example, with the ARIEL spacecraft (Venot et al. 2018).
5.3 Observational evidence for inefficient heat day
side to night side heat redistribution
Garhart et al. (2019) note that heat redistribution becomes
less efficient with faster rotation (their Figure 13), which
dynamically cannot be explained with superrotating flow
that narrows, but also gains speed with faster rotation (see
e.g. Kataria et al. (2016)). The anti-rotating wind flow in
fast rotating hot Jupiters that we postulate in our work,
however, may explain the tendency of inefficient horizontal
heat distribution for hot Jupiters with short orbital peri-
ods (Porb ≤ 1.5 days). At the same time, very hot Jupiters
(T > 2000 K) have been found to have inefficient heat trans-
port between day and night side as the radiative time scales
at the day side are much shorter than the dynamical time
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scales, inhibiting the efficient coupling between irradiation
and the flow (Komacek & Showman 2016; Komacek et al.
2017).
Thus, there are potentially two effects that can lead to
inefficient heat transport between the day and night side
for fast rotating hot Jupiters: (1) a thermal or irradiative
effect, where the wind flow becomes too inefficient to cool
the planetary day side with very intensive irradiation, and
(2) a dynamical effect, where the fast rotation itself drives
deep wind jets that lead to anti-rotation that blocks heat
transport, which is a mechanism not yet widely discussed in
this context.
Ultra-hot Jupiters are, however, also very close to their
host star (Porb < 1 days). Because of tidal locking, ultra-
hot Jupiters are thus also very fast rotators and vice-versa.
Therefore, it is very hard to disentangle the dynamical and
irradiative effect.
Unusually, the fast rotator WASP-43b orbits a cool K
dwarf star, making it relatively cool (T = 1450 K). WASP-
43b is therefore a prime target to test predominantly the
dynamical effect that may inhibit heat transport from the
day towards the night side in hot Jupiters. It is further-
more a target of interest for JWST’s early release science
observations (Bean et al. 2018). In addition, its heat flow
and cloud properties can be directly compared to a planet
that is very similar in temperature, but which rotates sub-
stantially slower than WASP-43b: HD 209458b. At the same
time, this planet is also one of the best characterized exo-
planets to date.
Finally, we can compare our simulation results with
Spitzer data, which should contain information about the at-
mospheric layers, where we predict equatorial anti-rotation
at the day side. There is a reasonably good agreement
with the observed flux from the night side of WASP-43b
and the predicted spectrum based on our nominal WASP-
43b simulation with deep magnetic drag. However, also
other GCMs with full superrotation yielded agreement with
WASP-43b Spitzer data by implementing clouds (Mendonc¸a
et al. 2018b).
We predict, however, that JWST/MIRI will be able to
unambiguously distinguish between the following two dif-
ferent flow scenarios: (1) very deep wind jets and equato-
rial anti-rotation at the day side and (2) full superrotation
with clouds. Based on our simulation (Figure 7), the mid-
infrared thermal emission from the night side of our cloud-
less WASP-43b model is predicted to be very low, lower by
at least several 100 ppm compared to predictions based on
a cloudy GCM with full superrotation for the same planet
(Venot et al. in prep.).
6 CONCLUSIONS
Our work shows that it is worthwhile to re-evaluate the lower
boundary treatment of 3D GCMs for hot Jupiters. There is
- as of now - no uniform agreement on how to treat the
lower boundary. What works for one planet (HD 209458b),
like setting pboundary = 100 bar, might not work for a differ-
ent planet (WASP-43b), which apparently requires a larger
pboundary = 700 bar.
We also explore a possible dynamical link between very
deep atmospheric layers (p > 100 bar) and the observable
atmosphere. We propose the hypothesis that there are deep
wind jets at least in some hot Jupiters. In this study, we find
that deep, fast wind jets develop for tidally locked Jupiter
that rotate very fast Prot = Porb ≤ 1.5 days. These deep wind
jets may influence the observable wind flow in tidally locked
hot Jupiters. Depending on the properties of the planet, an
anti-rotating wind pattern can emerge at the equatorial day
side, rather than the more often encountered fully super-
rotating equatorial jet stream. WASP-43b is a planet that
seems to be prone to this development of equatorial anti-
rotating winds, due to its fast rotation and high surface
gravity (longer radiative timescales). JWST/MIRI should
show this via very low thermal flux at the night side of this
planet.
Other work by Mayne et al. (2017) suggests in a simi-
lar way that superrotation can be diminished through deep
circulation. Their mechanism of inciting deep circulation is
slightly different: They impose a latitudinal temperature
gradient which also leads to decelerating superrotation in
the slow rotator HD 209458b. They likewise elicit equatorial
anti-rotation at the day side (their Figure A.4), which sup-
ports our view that it is indeed wind flow at depth that is
also responsible for this wind pattern.
Therefore, deep circulation may contribute to a full un-
derstanding of how the observed wind flow and hot spot
offset in hot Jupiters like CoRoT-2b, WASP-43b and HAT-
P-7b can deviate from the predictions based on very fast
equatorial superrotation, and also why wind flow can vary
strongly in time.
Furthermore, the deep wind jets may allow to better
quantify coupling between magnetic fields, wind flow and
location of clouds, which are all undoubtedly important ef-
fects to truly understand the atmospheres of hot Jupiters
and their heat redistribution.
7 OUTLOOK
In future work, we will apply our model framework to also
investigate the role of deep wind jets in hotter and colder
planets than WASP-43b and HD 2094589b.
Furthermore, we will investigate, under which condi-
tions a westward shift of the hot spot can be achieved in
tidally locked Jupiters like HAT-P-7b and CoRoT-2b. Pre-
vious theoretical work in the dynamics of tidally locked plan-
ets has shown that such a westward shift of the hottest at-
mospheric point with respect to the substellar point is in
principle possible (Carone et al. 2015; Penn & Vallis 2017,
2018) and it has been recently proposed to be achievable by
including magnetic fields for HAT-P-7b (Hindle et al. 2019).
Although we have not taken into account the effects of
cloud coverage or chemistry in our model, we can use ba-
sic principles of climate dynamics to conjecture that these
aspects will be strongly affected by anti-rotation. In particu-
lar, the ‘collision zone’ between the super- and anti-rotating
equatorial flows, which is present in our WASP-43b sim-
ulations at the morning terminator, will be interesting to
investigate. Such strong horizontal flow convergence will be
accompanied by strong vertical mixing of chemical species
via the ‘chimney’-effect (Zhang & Showman 2018; Parmen-
tier et al. 2013). Furthermore, it may lead to a dynam-
ical pile-up of clouds in the cool morning regions, which
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can be expected to be observable as a flattening of absorp-
tion features in transmission spectra. Transmission spectra
of WASP-43b appear indeed to be consistent with thick
clouds (Chen et al. 2014). This ‘collision zone’ may also show
temporal variations. Our work thus provides additional in-
centives for detailed cloud and out-of-equilibrium chemistry
models for WASP-43b. The fact that the terminators are
the locations that are probed by transmission spectroscopy
provides a compelling reason for further research in this di-
rection.
Ultimately, future work in the interior-atmosphere cou-
pling for 3D climate simulations is needed. For example,
a model set-up similar to the work of Kaspi et al. (2018)
for Jupiter in the Solar System may be warranted to prop-
erly explore winds and circulation in deeper layers of hot
Jupiters, where different equation of states are needed than
for the upper atmosphere, where the ideal gas law is used.
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APPENDIX A: LOWER BOUNDARY
STABILITY
Here, we present in more details the tests and investiga-
tions that we performed to validate our nominal deep lower
boundary set-up as presented in Section 2.3.
A1 Shear flow instabilities at the bottom of the
WASP-43b model
For a simulation in which we apply no friction at the lower
boundary, we find that every WASP-43b simulation becomes
eventually unstable during the spin-up of the model, when
the wind at the lowest boundary reaches speeds of about
1 km/s. Winds faster than 1 km/s at the lowest bound-
ary were found to trigger numerical shear flow instabilities.
These result in an abrupt and discontinuous shift of the
momentum budget in the whole atmosphere. Since the jet
streams in WASP-43b show a tendency of penetrating com-
paratively deep inside the planet, this threshold of about
1 km/s will always be reached before the model spin-up has
finished, although the instability event can be delayed by
placing the lower at higher pressures (Figure A1). The de-
velopment of the bottom-boundary shear flow instability is
illustrated in detail in Figure A2.
There is no physical reason for deep wind jets to mean-
der at great depth as shown in Figure A2. Instead, the shear
instability appears to occur due to the lower boundary de-
scription,where no restrictions on the tangential velocity are
prescribed (‘free-slip’) as justified by e.g. Heng et al. (2011).
This prescription appears, however, to be invalid for the par-
ticular case of WASP-43b, which exhibits fast wind flow at
p > 100 bar. In fact, the occurrence of numerical shear flow
instabilities as a consequence of very deep wind jets in sim-
ulations of fast-rotating hot Jupiters were already predicted
theoretically in Thrastarson & Cho (2011), and other work
also cautioned to be careful to ‘anchor’ a 3D climate model
at depth to improve the numerical stability (Liu & Showman
2013). If the model is not ‘anchored’, problematic behavior
can occur in a complex 3D climate model, as we demonstrate
here.
In our simulations, the circulation is significantly al-
tered after the occurrence of shear flow instabilities at the
lowest boundary: a state of anti-rotating day side flow is fol-
lowed after the instability by a state of equatorial superrota-
tion (Figure A3). This occurs even when the GCM ‘recovers’
from the on-set of the instability and settles into a new dy-
namical state. The occurrence of superrotation in our model
is thus dubious and appears to be triggered by numerics and
not physics. We conclude that for particular cases, such as
WASP-43b, an insufficiently stable model can still give rise
to plausible, but ultimately incorrect atmospheric solutions,
and one should be very cautious with the interpretation of
any unstable or unconverged model.
Simulations of HD 209458b, on the other hand, an in-
flated slower rotating hot Jupiter, do not develop fast zonal
wind jets that extend deeper than 200 bar (within 2000 days
of simulation time). Therefore, we do not see the shear flow
instabilities that we find in the simulation of the dense, fast-
rotating hot Jupiter WASP-43b. Therefore, simulations for
a highly inflated, tidally locked planet with relatively long
rotation period (Porb > 1.5 days) like HD 209458b do not
require special treatment of the lower boundary.
A2 Investigation of complete flow stability for the
WASP-43b simulations
Since it was established that the lower boundary treat-
ment and overall model stability are extremely important
for WASP-43b, we investigate these elements in a systematic
way. Figure A4 summarizes concisely the stabilizing effect of
every lower boundary measure employed in the deep circu-
lation framework (2.3) and their feedback on the observable
horizontal wind flow.
For example, we compare the complete steady state re-
sults (‘full stab’), yielded by the simulation with pbottom =
700 bar, with the quasi-steady state results for atmospheric
layers at p < 1 bar where no accelerated evolution at
depth was imposed (‘temp stab’, ‘temp+ fric stab’). These
tests confirm that the quasi-steady state without artificial
lower boundary convergence, and the complete steady-state
reached with accelerated convergence time scales, yield sim-
ilar results for the flow patterns and temperatures in the
observable atmosphere (p ≤ 1 bar) for WASP-43b. Note
that this quasi-steady state for p ≤ 1 bar is reached after
400 days in all our simulations. Only the model without any
stabilization treatment (‘no stab’) does not exhibit an anti-
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Figure A1. Evolution of the root mean squared horizontal wind velocity as a function of pressure during three simulations of WASP-43b
(using model ‘temp + rad stab’, Table A1). From top to bottom, the lower simulation boundary was placed at pbottom = 200 bar, 700
bar and 1500 bar. The simulations were terminated after 2000 (Earth) days, but the 200 bar-simulation crashed after 1900 days due to
a numerical instability. In all simulations abrupt, non-monotonic variations can be seen, after 400, 1000 or 1700 days simulation time,
respectively, depending on the depth of the lower boundary. Simultaneously with these events, a shear flow instability at the bottom
boundary occurs.
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Table A1. Representative simulations, showing the hierarchy of the lower boundary stabilization measures tested in this paper.
Model name Deep common temperature τconv = 106 s Deep friction
no stab 7 7 7
temp stab 3 7 7
temp+rad stab 3 3 7
temp+fric stab 3 7 3
full stab 3 3 3
Figure A2. Snapshots of the shear flow instability occurring at the lower boundary of the WASP-43b simulation. The displays show
the temperature and wind maps at p = 650 bar after 800, 900, 1000, and 1500 days in the simulation.
rotating wind flow at the day side. Instead, the simulation
results eventually in equatorial superrotation, but only after
the shear flow instability has triggered an abrupt change in
the atmospheric circulation.
Full atmospheric wind flow stability, from top to bot-
tom, is reached after application of ‘deep magnetic drag’
(‘full stab’), with which we ‘anchor’ our model to the planet
interior (Liu & Showman 2013). This situation is depicted
in Figure A4 bottom and in Figure A5. At the same time,
the full steady-state simulation has atmospheric flow pat-
terns and temperatures that are qualitatively and quan-
titatively very similar to WASP-43b simulations without
magnetic drag (’temp+rad stab’ and ’temp stab’, see Fig-
ure A4). Thus, we have verified that ‘deep magnetic drag’
stabilizes the simulation and still retains the important phys-
ical effect that we propose in this work to be important to
shape the flow: vertical transport out of the depth that in-
jects westward zonal momentum at the day side into the
upper planetary photosphere (p ≤ 0.1 bar).
Furthermore, we find that anti-rotating day side wind
at the equator establishes itself during the model spin-up
and is also maintained after a complete model steady state
is reached (‘full stab’). Thus, we conclude that anti-rotating
flow in WASP-43b is not a spin-up effect in our model frame-
work. This is in contrast to previous simulations of the hot
Jupiters HD 189733b (Porb = Prot = 2.2 days) (Showman
& Polvani 2011) and HD 209458b (Porb = Prot = 3.5 days)
(Mayne et al. 2017). In these simulations, anti-rotation was
exclusively present during spin-up when the model was ini-
tiated from rest. This flow pattern was quickly superseded
by full superrotation with longer simulation times.
We further observe that the anti-rotating flow pattern
in WASP-43b is quantitatively affected by the radiative con-
vergence time scale τconv adopted for the deepest vertical
layers (see Figure A6). For τconv = 108 s, deep wind jets at
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Figure A3. Temperature and circulation maps of WASP-43b before and after the shear flow instability. This model has Pbottom = 700 bar,
a common deep temperature adiabat and τconv = 106 s, corresponding to model setup temp+rad stab in Table A1. For two different times
(500 and 1300 days), the temperature map and zonal wind speeds at 12 mbar are shown in color, with the arrows representing the
horizontal wind. The selected simulation times are exemplary for the circulation regime before and after the occurrence of the shear
instability at the deep atmosphere boundary. The circulation transits from a climate state with a strong anti-rotating component to a
fully superrotating regime.
depth p > 1 bar have a smaller latitudinal extent and the
vertical gradient in the zonal wind strength is smaller than
in the nominal simulation with τconv = 106 s (see Figure A6
panels Ia and IIa). Consequently, a slower deep circulation
convergence (τconv = 108 s) leads to weaker anti-rotation in
the horizontal wind flow at higher atmospheric levels (Fig-
ure A6 panels Ib and IIb). Checking the zonal momentum
reservoir at depth p ≈ 100 bar enforces this view. It is seen
that vertical transport of zonal momentum is weaker for
larger τconv (Figure A6 panels Ic and IIc). The dependence
of anti-rotation flow on the strength of the deep circulation
forcing is another line of evidence which indicates that there
is a tight link between deep circulation and anti-rotation. We
stress that these sets of experiments need to be confirmed by
more physically motivated prescriptions at depth and/or by
future JWST observations that may either disprove or con-
firm the effect of deep wind jets on WASP-43b wind flow.
For now, based on these experiments we propose that it is
in principle possible to establish a link between deep wind
flow and the observable atmosphere in WASP-43b.
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Figure A4. Evolution of the root mean squared horizontal wind velocities throughout the simulation (left) and the corresponding
temperature and horizontal flow pattern at p = 12 mbar, after 500 days (right), for simulations of WASP-43b with different deep
atmosphere stabilization measures. The lower boundary pressure is pbottom = 700 bar everywhere. The corresponding stabilization methods
are summarized in Table A1. Note that all simulations exhibit qualitatively the same anti-rotating flow pattern, except for the case in
which no stabilization measures were applied (no stab). This latter case produces superrotation, after the occurrence of shear instabilities.
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Figure A5. Evolution of the root mean squared horizontal wind velocity as a function of pressure for WASP-43b, where we have applied
‘deep magnetic drag’ between 490 and 700 bar. This fully stabilized model (full stab, Table A1) reaches a steady state after ∼ 500 (Earth)
days.
APPENDIX B: ANGULAR MOMENTUM
CONSERVATION
An important diagnostic in the study of superrotation in
GCMs is the total angular momentum budget of the atmo-
sphere, and whether or not it is conserved during the sim-
ulation time. The specific angular momentum l is given by
(Lebonnois et al. 2012; Lee & Richardson 2012):
l = r cos θ (r cos θΩ + u) , (B1)
where the first term captures the angular momentum due
to the solid-body rotation of the atmosphere (the ‘plane-
tary’ angular momentum) and the second term describes the
contribution due to the zonal wind flow. The total angular
momentum L of the atmosphere can then be computed by
integrating over the mass:
L =
∫
ldm (B2)
=
∫
Ωr2 cos2 θdm +
∫
ur cos θdm. (B3)
Here, the mass element dm = ρdxdydz can be ex-
pressed in spherical, pressure-based coordinates as dm =
r2 cos θdφdθ dpg , assuming hydrostatic equilibrium. Using
this expression, the total angular momentum (solid-body +
wind contribution) is computed at 100-day intervals in our
nominal simulations of WASP-43b and HD 209458b (Fig-
ure B1).
In both cases, the total angular momentum can be seen
to quickly increase during an initial spin-up phase, the dura-
tion of which is significantly shorter in the WASP-43b model
(∼ 500 days) than in the HD 209458b (∼ 1000 days). Af-
ter spin-up, in both cases a steady state of relatively small
variation in total angular momentum is reached. From the
start of this steady state up to the end of the simulations
after 2000 days, the total angular momentum exhibits vari-
ations of up to about 0.1% and 0.4% for the WASP-43b
and HD 209458b simulations respectively (see the insets in
Figure B1). We thus conclude that the angular momentum
is conserved in our simulations. This a very satisfactory re-
sult, especially considering that MITgcm in the cube-sphere
grid configuration is known to have poor angular momentum
and kinetic energy stability (Polichtchouk et al. 2014; Cho
et al. 2015). However, due to the addition of lower bound-
ary drag, torques can act on the atmospheric system during
spin-up, resulting in a much better conservation of the total
angular momentum and removing the model’s sensitivity to
initial conditions (Liu & Showman 2013; Cho et al. 2015;
Mayne et al. 2017). The stabilizing effect of adding bottom-
boundary drag can indeed clearly be seen in Figure A4.
We note that the total angular momentum in both sim-
ulations is well above the value of solid-body rotation, mean-
ing that both atmospheres are by definition globally super-
rotating. The zonal wind contribution compared to the total
angular momentum is much smaller in WASP-43b than in
HD 209458b, however. Indeed, in WASP-43b the zonal wind
flow makes up about 4% of the total angular momentum
budget, but in HD 209458b this is 15%. So here, the effect of
the (partially) anti-rotating equatorial wind flow in WASP-
43b can be seen. WASP-43b is still globally superrotating
because deep layers (p > 1 bar) still exhibit an unperturbed
equatorial eastward jet stream. Due to the amount of mass
in them, these deep layers tend to dominate the total angular
momentum budget (Mayne et al. 2014).
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Figure A6. Comparing WASP-43b simulations (with ‘deep magnetic drag’ in both cases, which truncates the wind jet compared to
Figure 2, panel Ia) with different deep radiative convergence timescales: τconv = 106 s (I) and τconv = 108 s (II). The top row (a) shows
the longitudinally averaged zonal (eastward) wind speed with indication of the dominant wind flow type. Contours are shown every 500
m/s and the contour of 0 m/s is indicated bold. The second row (b) shows the temperature and the horizontal wind velocity at p = 12
mbar. The third row (c) shows the longitudinally averaged vertical transport of zonal momentum [w′u′].
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Figure B1. The angular momentum evolution during the simulation is shown here at 100-day interval for WASP-43b (left) and
HD 209458b (right). The angular momentum of the solid-body rotating atmosphere is plotted (black dashed line), as well as the total
angular momentum due to solid-body rotation and atmospheric wind flow (blue solid line). The insets are a zoomed in version of the
steady-state part: from 800 to 2000 days in the case of WASP-43b and from 1000 to 2000 days in the case of HD 209458b.
APPENDIX C: EDDY-MEAN FLOW ANALYSIS
To diagnose the wind flow tendencies and momentum trans-
port throughout the atmosphere, we analyze the interac-
tion between eddies and the mean flow. This method is used
in theoretical meteorology as a diagnostic tool to interpret
general circulation patterns (Holton 1992), and it involves
studying deviations from the zonally or longitudinally av-
eraged flow, temperature and other quantities in a 3D at-
mosphere model. It has been further demonstrated in e.g.
Mayne et al. (2017) that diagnosing the horizontal and ver-
tical momentum transport is highly informative for under-
standing emergent flow patterns in hot Jupiter 3D climate
simulations.
Key parameters are divided into a basic state, which
is averaged in time and longitude, and an eddy compo-
nent, which contains the local deviation from the basic mean
state. Since we use pressure as the vertical coordinate, we
focus in this work on deviations from the horizontal veloc-
ity v = (u, v), where u is the zonal component of the velocity
(east-west oriented wind) and v is the meridional component
(north-south oriented wind). We further examine the verti-
cal velocity w (in units [Pa/s]) and the geopotential height
Zg(p, θ, φ). The geopotential height is a measure of the verti-
cal extent of the atmosphere (in units [m]) based on the local
temperature and pressure. For example, a hot atmosphere
column will have a higher geopotential height than a colder
one at a given pressure level. We average over 100 days of
simulation time, once the simulation has reached a steady
state after the initial spin-up.
The decomposition in mean-flow and eddy components
yields
[v] = [v] + [v]′, (C1)
[Zg] = [Zg] + [Zg]′, (C2)
[wu] = [wu] + [wu]′, (C3)
where we used the traditional notation in which the brackets
denote time averages, the bar denotes longitudinal averages
and the prime denotes the eddy components.
We use the eddy horizontal wind [v]′ and eddy geopo-
tential height [Zg]′ to reveal the interaction of two large scale
waves, the Kelvin and Rossby waves, which together form a
‘Matsuno-Gill’ flow pattern (Matsuno 1966; Gill 1980) (see
Figure 4 in the main body of the paper). The Matsuno-
Gill flow is characterized by two pairs of Rossby vortices in
the eddy wind flow on each hemisphere that coincide with
positive and negative geopotential height (or temperature)
anomalies. In addition, the eddy wind following the equa-
tor trace the Kelvin wave (see Figure 2, panels Ic and IIc).
Superrotation is thought to arise due to shear between the
Rossby vortices and the equatorial Kelvin wave, visible by
the tilt of the vortices with respect to the North-South axis
(Showman & Polvani 2010, 2011). The wave-mean-flow anal-
ysis also facilitates the comparison of the horizontal wind
flow tendencies in 3D climate models to results of shallow
water models (Showman & Polvani 2010, 2011; Penn & Val-
lis 2017).
It has also been shown (Holton 1992) that for products
of zonally averaged atmospheric properties, the following re-
lation holds:
[wu] = [w u] + [w′u′]. (C4)
The last term in this expression, the eddy vertical transport
of zonal (eastward/westward) momentum [w′u′], is used to
diagnose the direct link between deep wind jets in the in-
terior (p = 20 − 500 bar) and anti-rotation with westward
flow in the upper photosphere (p < 0.1 bar). We find that
the vertical zonal momentum transport [w′u′] is a good diag-
nostic for the interaction between the observable atmosphere
and deeper layers in our GCM (see e.g. Figure 2, panels Id
and IId). Also in shallow water models (Showman & Polvani
2010), vertical transport of zonal momentum at the equator
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was found to be closely linked to the part of the Matsuno-
Gill flow that dominates on the equatorial day side: anti-
rotation or superrotation. It is, however, beyond the scope
of this work to identify the exact analogue between the ver-
tical transport of zonal momentum [w′u′] in our GCM and
the related quantity in a shallow water model.
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