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Abstract
In ambiente marino o subacqueo in genere, poiché il mezzo di ambiente è
elettricamente conduttivo, la forma di comunicazione ottimale senza fili fra
agenti diversi è l’emissione acustica. Essendo la velocità del suono in acqua
variabile con salinità e temperatura, le quali sono variabili in misura anche
rilevante con la profondità in una medesima colonna d’acqua marina, l’acqua
stessa costituisce un mezzo di propagazione ad indice di rifrazione variabile,
il che produce percorsi di propagazione complessi, interferenze ed in genere
zone di ricezione migliore e peggiore di forma non triviale.
Tramite un modello di ray tracing, simuliamo la diffusione delle trasmis-
sioni acustiche da una sorgente in un tratto di mare, e sulla base del campo
di pressioni calcolato decidiamo un percorso per un veicolo autonomo AUV,
in allontanamento dalla sorgente, che sia ottimale nel senso del mantenimen-
to del miglior canale acustico disponibile, in funzione della distanza, fra il
veicolo e la sorgente. L’algoritmo può essere utilizzato per pianificare una
missione oppure online sul campo, eseguendo periodicamente la simulazione
a bordo della nave base ed inviando ogni volta il path risultante al veicolo,
che lo percorre.
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Capitolo 1
Introduzione
I corpi d’acqua (oceani, mari, laghi) coprono oltre il 70% della super-
ficie terrestre [8]. La loro superficie ha la peculiarità topologica di essere
(quasi) completamente connessa: tutti gli oceani, i mari, i laghi ed i fiumi
comunicano fra loro ad eccezione dei rarissimi fenomeni carsici e dei bacini
endoreici. Per l’uomo, animale biologicamente adattato alla vita terrestre,
3
CAPITOLO 1. INTRODUZIONE 4
l’acqua rappresenta non solo una sostanza indispensabile alla vita, ma anche
un ostacolo al movimento ed all’esplorazione del proprio pianeta, nell’esplo-
rarla come nel muoversi fra le terre emerse. Nei millenni l’uomo si è trovato
sempre più nella necessità di poter considerare l’acqua come proprio secondo
elemento, tanto più da quando il progresso ne ha ampliato la visione e le
interazioni, progressivamente, dal proprio villaggio, alla propria nazione, al
mondo intero. In un contesto del genere, i volumi d’acqua ed i fondali non
possono restare ambiente alieno.
Il corpo umano è capace di immergersi, nuotare in superficie ed in apnea,
e (risolto il problema della respirazione) sopportare la sommersione anche per
giorni. Nel complesso, si può dire che esso tollera l’ambiente acquatico ma
nulla di più. Come in molti altri ambiti dell’esperienza umana, millenni di
progresso scientifico e tecnologico gli hanno perrmesso di superare progressi-
vamente i propri limiti biologici. Questa storia si può riassumere brevemente
così:
• La navigazione delle superfici acquatiche tramite barche galleggianti
risale alla preistoria dell’uomo, prima dei primi documenti tramandati,
e con essa è ragionevole supporre anche la propulsione a remi, su piccola
come su grande scala. La presenza di popolazioni umane indigene in
Australia suggerisce addirittura l’ipotesi dell’esistenza di navigazione
oceanica 45 000 anni fa, mentre la prima immagine nota di una vela
risale al sesto millennio A.C., più o meno coeva con i primi ritrovamenti
materiali in Mesopotamia (nell’odierno Kuwait)
• Mentre l’Occidente vive gli anni turbolenti del Medioevo, le cronache
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della Spagna musulmana riportano il primo attraversamento dell’Atlan-
tico nell’889 D.C. con approdo nei Caraibi e ritorno. A partire dal XV
secolo, la tecnologia costruttiva dei velieri è affinata sufficientemente da
permettere un certo grado di sicurezza nella navigazione oceanica. In
meno di un secolo l’occidente cristiano attraversa l’Oceano Atlantico ed
il Pacifico e nessuna barriera d’acqua è più proibitiva per la navigazione
superficiale.
• Lo sviluppo successivo riguarda i mezzi di propulsione. All’inaffidabi-
lità del vento, pur supportato da secoli di esperienza nella costruzione
e nella conduzione dei velieri, a partire dal XIX secolo iniziano a sosti-
tuirsi fonti energetiche controllabili. La prima imbarcazione a vapore,
la Charlotte Dundas, rimorchiatore nei canali di Glasgow, prende ser-
vizio nel 1803, spinta da una ruota a pale, e già nel 1847 la SS Great
Britain è la prima nave con propulsione ad elica e motore alternativo a
vapore ad attraversare l’Atlantico. Il nuovo secolo, ventesimo, porta al
declino del motore alternativo a vapore, a favore della turbina a vapore
e del motore a combustione interna Diesel, i quali (insieme con la va-
riante in cui il vapore è prodotto da un reattore nucleare) costituiscono
ancora le scelte maggioritarie per la propulsione navale.
In parallelo con lo sviluppo della navigazione, l’idea di ampliare la portata
dell’esplorazione al di sotto della superficie è sempre esistita, sviluppandosi
alla pari con il nuoto in immersione in apnea. L’esplorazione accurata del-
l’ambiente subacqueo ha sempre destato grande curiosità scientifica e le sue
caratteristiche di isolamento lo rendono attrattivo a fini di tattica militare,
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per muoversi senza essere rilevati dai mezzi di superficie e per l’immunità
dalle condizioni atmosferiche avverse. Scatole semisommergibili per le pic-
cole profondità, collegate alla superficie, e campane subacquee sono state le
prime rudimentali soluzioni a questo problema, ma portare un essere umano
sott’acqua richiede di affrontare alcuni problemi sostanziali.
Il primo, e più evidente già dalle minime profondità, è quello della respi-
razione. Nonostante il riflesso di immersione dei mammiferi aiuti l’uomo a
mantenere un metabolismo modificato sott’acqua, la fisiologia umana impone
uno scambio respiratorio continuo, l’uomo medio accusa danni cerebrali per-
manenti dopo tre minuti di apnea ed i primatisti mondiali non raggiungono i
cinque. Inoltre, è necessario che l’aria respirata mantenga una composizione
chimica piuttosto simile a quella della superficie terrestre, e questo aumen-
ta significativamente il volume necessario nel caso ipotetico di immergersi
usando una riserva d’aria chiusa.
Il secondo riguarda la fisica dell’ambiente acquatico: l’acqua è densa
(ρ = 1000 kg m−3 pura, il 2−3% in più se marina), dunque conseguentemente
alla legge di Stevino (4p = ρg4z) e supponendo tale densità perfettamente
costante, la pressione ambientale in immersione cresce linearmente di circa
1 atmosfera ogni 10 metri di profondità. Portare un essere umano sott’ac-
qua richiede quindi la costruzione di contenitori (scafi) che mantengano una
tenuta stagna in condizioni di depressione rispetto all’ambiente circostante,
problema tecnologico mai affrontato prima. Inoltre richiede la capacità di
controllarne la profondità in manovra in modo molto preciso, perché in caso
di assetto negativo (ad affondare) incontrollato, la morte degli occupanti è
pressoché certa, con diversi possibili scenari orribili.
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Infine anche la chimica dell’acqua di mare gioca un ruolo non trascurabi-
le: i materiali di scelta per costruire uno scafo con sufficienti caratteristiche
meccaniche potevano essere storicamente solo i metalli, e anche una vol-
ta sviluppata la tecnologia adeguata a portare effettivamente a termine la
costruzione di un sottomarino, l’ambiente in cui esso opera è altamente cor-
rosivo e - problema sorto con lo sviluppo delle tecnologie elettriche - l’acqua
marina è un ottimo conduttore per causare corto-circuiti.
Come per la navigazione superficiale, anche nell’affrontare queste sfide si
è assistito ad un progresso costante:
• Le prime campane sommergibili, dal Seicento (ma possibilmente anche
prima in altre civiltà), permettono per la prima volta ad un uomo di
superare i limiti della propria apnea attingendo ad una riserva d’aria
limitata in immersione, e sono in gran parte dipendenti da supporto
esterno per il movimento
• A partire dalla guerra di indipendenza americana, si riescono a col-
laudare piccoli veicoli sommergibili a propulsione umana, costruiti per
finalità militari (Figura 1.1), ed entro la fine dell’Ottocento si sperimen-
tano diverse soluzioni per utilizzare in immersione energia generata da
motori termici. Anche il problema della manovrabilità è in buona parte
risolto con l’utilizzo di pinne mobili, e la profondità massima arriva a
superare i 50 metri.
• Nella prima metà dell’Ottocento, la campana subacquea viene miniatu-
rizzata creando l’elmetto da palombaro, collegato alla superficie tramite
un tubo flessibile per l’ingresso di aria nuova. Esso permette di restare
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Figura 1.1: Il Turtle, piccolo semisommergibile militare costruito da David
Bushnell nel 1775, durante la Guerra di Indipendenza americana, per minare
le navi della Marina britannica in porto. Non ebbe successo.
immersi a lungo in posizione eretta, pur di avere personale di supporto
in superficie per operare una pompa di mandata di aria alla pressio-
ne corrispondente alla quora del palombaro. Anche con un elmetto a
tenuta stagna, infatti, il differenziale di pressione fra dentro e fuori la
gabbia toracica deve essere molto vicino allo zero per permettere l’atto
muscolare della respirazione.
• A partire dalla metà dell’Ottocento sono anche descritti i sintomi del-
la malattia da decompressione, che farà numerose vittime finché non
ne sarà individuata la causa nel 1878 [4] e descritta la procedura di
prevenzione (la decompressione a stadi) nel 1908 [5].
• Alla fine del XIX secolo appaiono in breve tempo la propulsione elet-
trica, attuata con batterie ed i primi SCUBA (autorespiratori), e da
questo momento l’esplorazione subacquea inizia a perdere i connotati
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Figura 1.2: USS Nautilus, il primo sottomarino a propulsione nucleare (1954)
di impresa sperimentale e ad entrare a far parte dell’ordinario, sia in
ambito militare che civile.
• Con l’introduzione della propulsione nucleare, a partire dallo USS Nau-
tilus (figura 1.2), la produzione di energia è diventata indipendente dal-
l’ossigeno, di conseguenza è stato possibile utilizzarla per sintetizzarlo
a bordo, ad uso dell’equipaggio. I sottomarini nucleari possono passare
mesi in immersione ininterrotta e dunque costituiscono indubbiamente
un progresso rilevante nella colonizzazione umana dell’ambiente subac-
queo, ma ad oggi, viste le serie implicazioni belliche delle tecnologie nu-
cleari disponibili, hanno trovato solo applicazioni strettamente militari.
• A partire dagli anni ’60, alle tecnologie disponibili per portare umani
nelle profondità marine si è aggiunta l’immersione in saturazione, ed
è diventato possibile anche inviare umani direttamente nel ambiente
acquatico oltre le primissime decine di metri di profondità, ma anche
in questo caso le implicazioni sono pesantissime in termini di attrezza-
tura di supporto, costi e tempi, tali per cui questa tecnica è limitata
alle applicazioni di grande rilevanza economica come le trivellazioni,
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ed è riservata solo da una ristrettissima cerchia di operatori altamen-
te qualificati. Anche in questo caso, comunque, il limite inferiore si
ferma a meno di 700 metri di profondità, raggiungendo dunque una
frazione piuttosto piccola dei fondali oceanici, entro una sottile fascia
costiera[14].
In definitiva, dopo secoli di progresso tecnologico, la gran parte degli ambien-
ti acquatici resta sostanzialmente inaccessibile all’uomo, e la sostanzialità
dei motivi sottostanti suggerisce che difficilmente questo potrà cambiare nel
prossimo futuro. Di conseguenza, in parallelo con la nascita della moderna
robotica, fin dall’inizio è sorta l’idea di sfruttare i nuovi apparati elettromec-
canici per inviarli negli ambienti acquatici impraticabili, a fare da tramite per
l’intervento umano. A seconda del livello di automazione presente a bordo,
ossia se sia richiesto un operatore collegato in tempo reale per controllare il
veicolo o se esso applichi autonomamente una logica predeterminata per inte-
ragire con l’ambiente, questi apparati si definiscono rispettivamente Remote-
ly Operated (underwater) Vehicles (ROV) oppure Autonomous Underwater
Vehicles (AUV).
1.1 L’utilizzo di ROVs e AUVs
La differenza principale fra queste due classi di veicoli robotici subacquei ha
molto a che fare con questo studio: si tratta infatti dei mezzi di comunica-
zione.
Una volta rilevata la necessità di utilizzare un apparato automatizzato
per agire nell’ambiente acquatico, infatti, la difficoltà nel trasmettere dati in
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Figura 1.3: ROV e AUV impegnati nel medesimo compito di manutenzione
di una pipeline
acqua (che sarà più accuratamente motivata nel capitolo successivo) impone
una scelta fra due possibilità disgiunte:
• un’integrazione forte del veicolo con la nave base e con l’operatore a
bordo di essa impone una banda dati di ampiezza rilevante, che non è
tecnologicamente possibile da ottenere con un collegamento senza fili.
Risulta quindi inevitabile introdurre un tether, ossia un qualche tipo
di “guinzaglio” (cavo ombelicale) che risolva il problema dei dati. In
questo caso, si sta progettando un ROV, ed il “guinzaglio”, pur risol-
vendo il problema della comunicazione e del controllo remoto, dunque
ampliando la flessibilità del veicolo in termini di intervento non struttu-
rato, introduce delle limitazioni intrinseche: non è possibile allontanarsi
più della lunghezza del giunzaglio, che essendo relativamente pesante
non potrà avere lunghezza eccessiva, ed inoltre è un punto debole e può
risultare molto fragile. Per contro, il progetto del veicolo è relativamen-
te semplice e, in alcuni casi, il tether può essere usato anche come cavo
di alimentazione.
• La scelta di evitare del tutto le restrizioni del tether, invece, lascia
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aperta solo la comunicazione subacquea, che è lenta e dunque non pra-
ticabile come strumento di controllo remoto, dunque risulta necessario
spostare gran parte dell’autonomia decisionale a bordo del veicolo, che
a questo punto si definirà AUV. Questo naturalmente comporta un al-
tro livello di complessità tecnologica e un maggiore rischio associato,
anche data la difficoltà di riconoscere e diagnosticare eventuali guasti,
oltre alla necessità di portare a bordo la propria fonte di energia e la
potenza di calcolo dimensionata per pilotare tutte le capacità autonome
del veicolo.
I campi di applicazione delle due tipologie di veicolo sono parzialmente so-
vrapposti, ma in generale l’utilizzo di ROV, che richiedono attrezzatura più
sofisticata sulla nave base ma permettono interazioni più complesse, è adat-
to a situazioni di intervento attivo come riparazioni e montaggi remoti in
profondità, oppure l’esplorazione e recupero di oggetti sommersi. Gli AUV
sono invece più adatti a compiti di mappatura, di sorveglianza e misura (ad
esempio per il controllo degli impianti sommersi come le pipelines) e per le
misure oceanografiche, a fini scientifici, che ne sono l’utilizzo di più ampia
scala e costituiscono il quadro di riferimento per le situazioni prefigurate in
questa tesi.
Capitolo 2
La comunicazione subacquea
L’utilizzo dei veicoli subacquei autonomi (AUV), non supervisionati ed ali-
mentati a batteria, in un ambiente ostile quale quello marino, comporta dei
rischi che necessitano di mitigazione. In caso di guasto, infatti, è rilevante il
rischio di perdere tanto il veicolo quanto gli eventuali dati da esso raccolti,
diventa quindi vantaggioso avere un collegamento dati a disposizione a scopo
diagnostico e per lo scaricamento periodico dei dati sul vascello base.
Inoltre, le campagne di misura si effettuano spesso con flotte di diversi
veicoli, motivo per cui anche una comunicazione fra i veicoli, peer-to-peer,
può essere sfruttata per permettere un coordinamento in tempo reale ed una
copertura del tratto interessato, perlomeno più omogenea, tendenzialmente
anche riadattabile in funzione dei dati man mano raccolti (ad esempio di-
videndosi il lavoro per aumentare la concentrazione di misure in una zona
che, secondo i dati già disponibili, potrebbe presentare caratteristiche più
interessanti di altrove).
Poiché la scelta dell’AUV nasce essa stessa per evitare la complicazioni
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aggiuntive dovute dalla presenza di un cavo, la comunicazione deve avvenire
sfruttando il mezzo ambiente. Le scelte principali, come in quasi ogni altro
ambiente, si possono suddividere in prima approssimazione in:
• trasmissione elettromagnetica (che sia realizzata con tecnologie elettro-
niche oppure ottiche)
• trasmissione acustica
Nell’abituale ambiente superficiale, in aria, il tradeoff si risolve solitamente
facilmente a favore della prima scelta, ma sott’acqua le condizioni ambientali
cambiamo in maniera rilevante il bilanciamento della scelta. Da una parte,
l’acqua marina è un ottimo conduttore elettrico, contrariamente dell’atmo-
sfera, dunque assorbe e dissipa rapidamente le radiazioni elettromagnetiche,
dall’altra è molto più densa ed il materiale che la compone si trova in uno
stato (liquido polare) molto più strutturato di quello gassoso, di conseguenza
conduce molto meglio il suono.
Questi effetti vanno quantificati. In figura 2.1 sono riportati gli anda-
menti dell’assorbimento in acqua marina di radiazioni elettromagnetiche ed
acustiche, per lo spettro circa da 103 Hz a 106 Hz. Si nota che, sebbene
la curva cresca un po’ più rapidamente nel caso acustico, a 1 kHz le due
cifre sono separate da un fattore di ben 104 deciBel, che è una differenza
spaventosa, di fatto l’acqua si può considerare impermeabile alla radiazione
elettromagnetica.
Nel caso acustico, l’acqua si comporta complessivamente come un oscil-
latore smorzato su tutte le frequenze, mentre per quanto riguarda la tra-
smissione elettromagnetica, vi è una successione di diversi effetti fisici - dalla
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(a)
(b)
Figura 2.1: Attenuazione approssimata in acqua marina in funzione della
frequenza per radiazione elettromagnetica (a) ed acustica (b, con dati da [1])
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conduzione elettrica di massa alla rotazione delle molecole, fino ai modi vi-
bratori interni, che contribuiscono ad assemblare uno spettro di assorbimento
sempre molto alto e crescente con la frequenza, fino a superare l’infrarosso e
raggiungere il visibile. In questa zona si trova un «buco» di assorbimento in
cui l’acqua - salata o no - è quasi trasparente (Immagine 2.2).
Coincidentalmente (i due effetti hanno cause del tutto distinte), questo «buco» cor-
risponde grossomodo con lo spettro dell’emissione solare, e questa coincidenza potrebbe
aver giocato un ruolo importante nell’origine della vita sulla Terra: l’acqua, la sostanza
liquida più abbondante sulla superficie del pianeta, oltre ad essere un solvente formidabile,
protegge e scherma da ogni tipo di radiazione, ad eccezione solo di un ristretto intervallo
non-ionizzante, che casualmente coincide con la gran parte dell’energia emessa dalla stella
più vicina: davvero significativo. Naturalmente a questa precondizione si deve, di conse-
guenza, che quello spettro sia il più importante da captare per un essere vivente e quindi
il fatto che esso sia «visibile».
Questo spettro ridotto, purtroppo, presenta problemi differenti. Le sue
lunghezze d’onda sono già nei nanometri (anzi, il picco di trasmissione è
blu a 418 nm), il che significa più piccolo di tutte le impurità, biologiche
e non, in sospensione in ogni corpo d’acqua naturale, ivi inclusa la vita
microbiologica. Di conseguenza, è la presenza di queste impurità a peggiorare
la trasmissione dei segnali che, sebbene riescano a penetrare qualche decina
di metri (risultando adatti per applicazioni di breve distanza), non arrivano
oltre.
Salendo poi nello spettro ionizzante, non solo diventa impervio tecnologi-
camente generare e captare le trasmissioni, ma diventa anche pericoloso per
motivi sanitari e comunque l’assorbimento non cala in misura sufficiente da
considerarla anche solo remotamente una possibilità sensata.
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Figura 2.2: Spettro di assorbimento completo dell’acqua ed emissione di
corpo nero del Sole
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Scendere per contro sotto lo spettro radio, verso le frequenze basse e
molto basse, permette di incontrare assorbimenti meno penalizzanti ma al
costo di impianti sempre più massicci ed energivori per la generazione, e di
una disponibilità di banda estremamente stretta per il teorema di Shannon.
Durante la seconda guerra mondiale, i sottomarini militari erano costretti a
salire a poche decine di metri di profondità, poco sotto quota periscopica,
per ricevere trasmissioni elettromagnetiche nella banda VLF (fra 3 e 30 kHz),
il che li rendeva molto più vulnerabili rispetto alle loro normali condizioni
operative.
Un’opportunità in questo senso si incontra all’estremità minore dello spet-
tro, le frequenze ELF (Extremely Low Frequency), ed è stata implementata
dagli Stati Uniti (Progetto Sanguine / Progetto ELF) e dalla Russia (ZEVS)
fra gli anni ’80 e ’90. Questa soluzione consiste di installazioni con antenne a
dipolo terrestre (ground dipole) lunghe decine di kilometri, che emettono nello
spettro ELF (il sistema americano a 76 Hz, quello russo a 82 Hz), consuman-
do diversi megawatt per ottenere emissioni di pochi watt, in grado di essere
captate da vascelli sommersi a quota operativa in almeno metà del globo.
In questo caso, il costo infrastrutturale è imponente, la banda è di pochi bit
al secondo e richiede complessi schemi di correzione d’errore, dunque non è
accessibile né utile ad applicazioni scientifiche, ma serve adeguatamente da
canale di emergenza militare. Naturalmente non è possibile la comunicazione
bidirezionale: il sottomarino può ricevere ma per rispondere necessiterebbe
anch’esso di trasmittenti letteralmente di dimensione geografica.
CAPITOLO 2. LA COMUNICAZIONE SUBACQUEA 19
Figura 2.3: La struttura chimica dell’acqua liquida1
2.1 La trasmissione acustica subacquea
Tutt’altra situazione si riscontra in ambito acustico. Fattori fisici analoghi
a quelli che penalizzano la trasmissione elettromagnetica, migliorano quella
meccanica.
L’acqua è una molecola polare, con un’alta costante dielettrica:
εr [H2O] = 80.10 a 20 ◦C
che è un valore decisamente alto e rappresenta un carattere «molto» po-
lare. Nella scala di Pauling, che quantifica il carattere polare o ionico di un
legame chimico, quello covalente che lega ogni idrogeno all’ossigeno nella mo-
lecola d’acqua risulta uno dei più polari prima di sconfinare nei legami ionici
(∆χ =∼ 1.4, dove χ denota l’elettronegatività). Da questo sbilanciamento di
1cba Immagine condivisa dall’utente Qwerter di Wikipedia in lingua ceca.
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carica elettrica consegue alla formazione di forti legami idrogeno fra molecole
nella sostanza pura, sia in fase solida che in fase liquida (Immagine 2.3), e ne
porta le temperature di ebollizione e fusione significativamente verso l’alto.
La stretta rete di legami che si formano nel liquido spiega anche il notevole
modulo di compressibilità di bulk dell’acqua liquida rispetto a sostanze pa-
ragonabili (KH2O =∼ 2.2 GPa per la sostanza pura in condizioni normali):
usando termini meccanici, l’acqua liquida è un sistema elastico «pretensio-
nato» dai legami idrogeno, a causa dei quali la repulsione fra le sue molecole,
origine della rigidità a compressione, è intrinsecamente alta anche senza il
contributo di una pressione alta. Di conseguenza ne deriva l’alta velocità del
suono c in acqua, calcolabile attraverso l’equazione di Newton-Laplace:
c =
√
K
ρ
Per condizioni standard questo valore si situa poco sotto ai 1500 m s−1,
decisamente alto per un liquido non metallico.
Sia il modulo di compressibilitàK che la densità ρ del liquido variano però
in misure rilevanti e non lineari con la quantità di sostanze disciolte nell’acqua
(che è un ottimo solvente polare), con la temperatura locale dell’acqua e con
la pressione. E queste grandezze, temperatura, concentrazione dei soluti e
pressione, variano a loro volta sia da posizione a posizione geografica nel
mare (ma tipicamente su distanze lunghe rispetto a quelle di comunicazione
acustica: si veda la mappa in fig. 2.4) sia soprattutto in funzione della
profondità in una medesima colonna d’acqua.
Conoscere la relazione fra caratteristiche fisico-chimiche dell’acqua sala-
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Figura 2.4: Mappa complessiva della salinità dei mari e degli oceani2
ta e relativa velocità del suono è cruciale, per permettere tutta l’analisi che
segue, perché la misurazione diretta della velocità del suono non è fattibile
senza apparati sperimentali troppo impegnativi. Essa non ha un’espressio-
ne analitica esatta, in quanto i fenomeni fisici sottostanti sono molteplici e
complessi, per cui in letteratura diversi autori hanno seguito approcci empi-
rici ottenendo formule interpolanti con vari gradi di accuratezza in diverse
condizioni. Si può citare ad esempio Medwin [17]
c =1449.2 + 4.6T − 0.055T 2 + 0.00029T 3+
+ (1.34− 0.01T ) (S − 35) + 0.016z
Dove T rappresenta la temperatura locale dell’acqua in gradi Celsius, S la
2cp NASA/Goddard Space Flight Center Scientific Visualization Studio The Blue
Marble Next Generation data is courtesy of Reto Stockli (NASA/GSFC) and NASA’s
Earth Observatory.
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Figura 2.5: Un profilo SSP, con i contributi delle varie grandezze fisiche
coinvolte [23]. ∆cS è piccolo ma presente.
sua salinità, e z la relativa profondità in metri. A titolo di esempio, un’altra
stima, dipendente dagli stessi parametri ma contenente termini aggiuntivi di
ordine maggiore, si trova in Mackenzie [16]:
c =1448.96 + 4.591T − 0.05304T 2 + 0.0002374T 3+
+ (1.34− 0.01025T ) (S − 35) + 0.0163z+
+ 1.675× 10−7z2 − 7.139× 10−13Tz3
Proseguendo nell’ineludibile sequenza di misure indirette, anche la sali-
nità S (numero adimensionale di parti di soluto per mille parti di solvente)
è difficile a sua volta da misurare direttamente, dunque viene comunemen-
te calcolata secondo un metodo convenzionale denominato Practical Salinity
Scale 1978 (PSS-78) [15], che la deriva dalla temperatura e della condut-
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Figura 2.6: Un esempio di sensore CTD in commercio: Sea-Bird Electronics
SBE 49 FastCAT
tività elettrica dell’acqua. È infine la conduttività a poter essere misurata
direttamente sul campo, tramite un sensore ad induttanza.
L’intera strumentazione è comunemente inclusa in un apparecchio inte-
grato di misura denominato CTD (Conductivity, Temperature, Depth), di
cui si fornisce un esempio in figura 2.6.
In quasi ogni condizione naturale, in definitiva, il profilo di velocità del
suono non ha valore costante ma variabile con la profondità. La variazione
è continua, anche se in alcune condizioni di termoclino stagionale la curva
diventa abbastanza ripida da confinare in pochi centimetri una sorta di gradi-
no, che può perfino diventare otticamente visibile in immersione. In qualsiasi
caso, la variazione di velocità del suono causa rifrazione delle onde e dunque
ne modifica continuamente la direzione di propagazione, “forzandola” verso
le zone dove la velocità del suono è minore, secondo la legge di rifrazione di
Snell:
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Figura 2.7: Ray trace in condizioni di canale SOFAR a 500 m [13]
cos θi
ci
= costante
ossia, un’onda che si propaga con velocità ci in un mezzo ed incontra con
angolo θi l’interfaccia verso un altro mezzo dove la sua nuova velocità è cj,
entrarà nel secondo con un nuovo angolo θj 6= θi per il quale si mantiene co-
stante il rapporto sopra definito. Essendo una sorta di legge di conservazione,
permette di sapere fra l’altro che, analogamente al caso di riflessione totale
ad un’interfaccia con variazione discreta di c, anche l’onda in movimento in
un mezzo a c continuamente variabile si ripiegherà indietro esattamente alla
profondità in incontra una ci ≥ c0cos θ0 . Quando l’SSP presenta un minimo
locale (facile che succeda soprattutto in acque oceaniche), una certa fascia
d’acqua centrata su di esso si comporta come una guida d’onda per riflessione
interna totale, e viene definita canale SOFAR (Sound Fixing and Ranging),
fig. 2.7.
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Il mezzo trasmissivo acquatico, già complesso in sé, è delimitato in alto
dalla superficie libera, che riflette il suono, ed in basso dal fondo, che ha pro-
prietà acustoelastiche dipendenti dalla sua composizione fisica ma in generale
riflette e parzialmente disperde (scattering) l’onda incidente, attenuandola.
La sovrapposizione di questi numerosi fenomeni diversi fa sì che una sor-
gente acustica produca, in un tratto di mare, un campo di pressioni ed in-
tensità sonore con una distribuzione irregolare e caotica, in cui, anche nel
caso ideale in cui sia il fondo, che la superficie, che tutti gli strati del SSP
siano perfettamente planari ed orizzontali, si produrranno delle caustiche di
interferenza costruttiva in cui il canale di comunicazione è particolarmen-
te buono, ed al contrario zone d’ombra da evitare ad ogni costo, il tutto a
distanze e profondità non intuitive, e calcolabili non direttamente ma solo
tramite simulazione.
Conclusione. In definitiva, si può osservare come, ai fini della comunica-
zione subacquea, l’utilizzo dello spettro elettromagnetico sia sostanzialmente
precluso, salvo sulle brevissime distanze (ad esempio, per telecomandare sot-
tomarini modello in pochi metri d’acqua). È quindi standard l’impiego della
trasmissione di dati per via acustica, utilizzando dei modem integrati (un
esempio è fornito in figura 2.8), comprensivi di trasduttori ed idrofoni, che
modulano i dati da trasmettere su portanti nelle bande dei kilohertz o decine
di kilohertz. Le corrispondenti portate di trasmissione variano dal kilometro
ai 5 km e le ampiezze di banda disponibili non superano i pochi kilobaud,
non più di una trentina, con valori di SNR fortemente variabili nel campo di
ricezione e dunque necessità di sistemi solidi di rilevazione e correzione degli
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Figura 2.8: Esempio di modem subacquei: la gamma EvoLogics S2C.
Per riferimento di scala, tutti gli apparati in figura hanno involucri di = 110 mm
errori di trasmissione.
Sotto queste condizioni, rilasciare in mare un AUV «alla cieca» impone
di limitarne la distanza massima ad un raggio ridotto che offra sufficiente
margine di sicurezza, oppure accettare e mitigare la prospettiva di una co-
municazione sempre fragile ed inaffidabile. Nel caso di flotte di AUV inviate
a sondare collaborativamente un tratto di mare, questo può precludere la co-
municazione peer-to-peer fra i veicoli, e quindi, data la banda molto limitata
e condivisa del canale verso la base, costituire grave ostacolo all’utilizzo di
algoritmi distribuiti di cooperazione, riducendo di conseguenza la qualità dei
dati raccolti.
Per questo motivo risulta fortemente vantaggioso poter pianificare le mis-
sioni ed i canali di comunicazione sulla base di simulazioni della diffusione
sonora nel tratto di mare interessato. A questo fine si discute di seguito una
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metodologia presentata in [21], che sarà reimplementata, ampliata e validata
con dati analoghi.
Capitolo 3
Metodi di calcolo
3.1 Simulazione della Transmission Loss
Il primo passo necessario è quello di definire una misura fisica che descriva
qualità del segnale.
Essa è costituita dalla Transmission Loss (TL), ossia il rapporto fra il
livello del segnale emesso alla sorgente e quello che raggiunge il punto in
questione, espresso in decibel. Poiché il rumore ambientale si considera di
livello costante nello spazio, almeno entro le distanze di pochi kilometri sulle
quali si effettuano trasmissioni acustiche, la TL quantifica il rapporto segnale-
rumore al ricevitore, almeno ai fini comparativi fra posizioni relativamente
vicine. Essa deriva dalla somma di un contributo geometrico (legge del-
l’inverso del quadrato) con un contributo dovuto alla dissipazione meccani-
ca nell’attraversamento del mezzo di trasmissione, che non è perfettamente
elastico.
Considerando la geometria del problema e la fisica della propagazione
28
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delle onde, conviene utilizzare un sistema di riferimento cilindrico con l’asse
passante per la sorgente acustica, per sfruttare la simmetria assiale e lavorare
in due sole dimensioni, nel piano normale al pelo dell’acqua e passante per
trasmettitore e ricevitore. La coordinata orizzontale rappresenterà la distan-
za orizzontale dalla sorgente (range), quella verticale la profondità (depth), e
l’origine degli assi sarà posta sul pelo dell’acqua direttamente sulla verticale
del tramettitore sorgente.
Come core computazionale della simulazione numerica della TL nei punti
di questo piano, viene impiegato un software disponibile nel pubblico domi-
nio: la Ocean Acoustics Library1, una collezione di algoritmi di simulazione
implementati in Fortran 90, fra cui cinque modelli numerici con approcci
diversi, un progetto collaborativo della comunità scientifica supportato dalla
marina americana.
Tutto il resto del progetto viene sviluppato come codice modulare e riuti-
lizzabile in Matlab m-code. Con la Ocean Acoustics Library è fornito anche
un Acoustics Toolbox per interfacciare i modelli con Matlab, ma si tratta di
codice sperimentale, non ottimizzato, dunque la parte di esso che era rilevante
per questo progetto viene rivista e parzialmente riscritta per snellire i tempi
di calcolo (si passa dalle decine di minuti dalle decine di secondi) delle funzio-
ni necessarie e ridurre drasticamente l’utilizzo di memoria nell’elaboratore,
che in origine era insostenibile dal sistema a disposizione.
I modem acustici di medio-lungo range (3− 5 km) trasmettono su por-
tanti intorno ai 30 kHz, quindi è questa la frequenza di emissione che sarà
usata per tutte le simulazioni seguenti. Poiché ad essa corrisponde in acqua
1http://oalib.hlsresearch.com/
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una lunghezza d’onda dell’ordine dei 5 cm, simulare il campo di pressioni con
il medodo degli elementi finiti è numericamente impraticabile ed inefficiente,
in quanto richiederebbe risoluzioni lineari maggiori della lunghezza d’onda.
Si ricorre quindi, fra i modelli disponibili nella OAL, a quello basato invece
sul ray tracing, chiamato BELLHOP, sviluppato in [19, 20].
Esso viene impostato in modo tale da calcolare direttamente la TL, com-
prensiva di tutti i fattori, fra trasmettitore e ricevitore. Per approssimare al
meglio possibile un campo uniforme, si traccia un numero elevato di raggi (10
raggi per grado dell’angolo di emissione alla sorgente) e si sceglie il modello
di raggio di tipo gaussiano. Questa scelta permette di calcolare il campo di
Transmission Loss con attendibilità paragonabile ad una simulazione FEM
senza però generare né salvare matrici di risoluzione inutilmente maggiore
rispetto a quella quella richiesta per le elaborazioni successive, e dunque di
trasferire sempre dati in quantità che non creino problemi di memoria di
lavoro né di tempi di I/O.
Il risultato del primo passaggio di calcolo, eseguito interfacciandosi con
BELLHOP, è quindi la tabella TL(x, y) rappresentante, in modo discreto per
punti, la previsione del decadimento del segnale, rispetto ad una emissione
dal trasmettitore, per ogni ipotetico ricevitore posto in x, y ∈ [0, ρM ]×[0, zM ].
Un esempio è mostrato in figura 3.1.
3.1.1 Ampiezza del cono di emissione.
In questo studio ci si è concentrati sulle acque costiere, poco profonde, si-
mulando tratti di mare in cui può capitare che il rapporto fra l’ampiezza
CAPITOLO 3. METODI DI CALCOLO 31
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0
5
10
15
20
25
Range (km)
D
ep
th
(m
)
20
30
40
50
60
70
Tr
an
sm
iss
io
n
Lo
ss
(d
B)
Figura 3.1: Simulazione della funzione TL(x, y) per il profilo di fig. A.10a
con trasmettitore a z = 10 m
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dell’intervallo simulato in range ed in profondità, e dunque fra le dimensioni
del grafico che rappresenta la TL per tali intervalli di valori, superi il 150 : 1
(es: 5 km : 30 m). Per maggiore chiarezza, i risultati dei run di simulazione
verranno riprodotti graficamente deformati rispetto alla dimensione naturale,
allargati in verticale.
I trasmettitori dei modem acustici sono modellati come emittenti omni-
direzionali con potenza uniforme, dunque si è considerata la possibilità di
simulare un cono di emissione di 85° di semiapertura centrato sull’orizzon-
tale. Tuttavia la forma estremamente allungata dello spazio di simulazione
suggerisce che l’energia emessa nelle direzioni più lontane dall’orizzontale
possa disperdersi in numerose riflessioni fra superficie e fondo, e dunque non
contribuire alla potenza del segnale nelle regioni più distanti, dove ce n’è
più bisogno. Si è voluta quindi esplorare la possibilità di simulare solo un
cono di emissione ridotto, ed è stato messo alla prova l’impatto di questa
scelta simulando un identico campo di missione con un cono di emissione,
sempre omogenea, di semiapertura limitata a 15° (per un totale di 300 raggi
tracciati) e confrontando il risultato con quello analogo ottenuto con il cono
quasi-omnidirezionale (che con la medesima densità angolare è costituito da
un totale di 1700 raggi).
In fig. 3.2 sono riportati i risultati: già a partire dal primo incontro del
cono di ampiezza ridotta con il fondo (a circa 60 m dalla sorgente), si osserva
una differenza quasi ovunque nulla fra i due grafici, poche brevi caustiche
si estendono fino a circa 200 m e poi il resto del grafico presenta solo punti
isolati che rientrano nell’errore di simulazione. Si osserva in definitiva che le
poche differenze rilevabili sono concentrate nella zona più prossimale, dove
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(a) Semiapertura del cono di emissione 15°
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
10
20
Range (km)
D
ep
th
(m
)
20
40
60
Tr
an
sm
iss
io
n
Lo
ss
(d
B)
(b) Semiapertura del cono di emissione 85°
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(c) Particolari dei primi 300m nei due casi, e mappa sottrattiva
Figura 3.2: Confronto fra simulazioni con diverso cono di emissione, per il
profilo CTD003, con sorgente a 10 m
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la qualità del segnale è comunque ottima (TL ∼ 35÷ 40 dB).
In termini di tempo di simulazione, simulando il cono di emissione ristret-
to esso risulta poco più che dimezzato, dunque, a fronte di una riduzione del
numero di raggi tracciati del ∼ 82%, il risparmio è molto meno che lineare
ma comunque interessante.
Si conferma così che la riduzione dell’ampiezza del cono di emissione è una
strada valida per migliorare l’efficienza computazionale dell’algoritmo, anche
se ai fini del prosieguo di questa trattazione si è preferito peccare di eccesso
di precisione, dunque gran parte delle simulazioni successive impiegano il
modello di trasmettitore quasi-omnidirezionale.
3.2 Calcolo della traiettoria ottimale
Avendo calcolato precedentemente il valore di TL(x, y) in ogni punto dello
spazio di lavoro, il passaggio successivo consiste nella ricerca di un percorso
y(x) - per convenzione si mantengono le variabili cartesiane ricordando pe-
rò che x rappresenta la distanza dalla sorgente (range) ed y la profondità
batimetrica corrispondente (depth) - definito per x ∈ [0, ρM ] cioè che attra-
versi l’intero spazio nella direzione del range, e che sia ottimo nel senso della
minima TL media sull’intero percorso:
y(x) : arg min
y
´ ρM
0 TL(x, y(x)) dx
ρM
Il veicolo qui modellato avanza lungo la direzione del proprio asse, con
velocità costante in modulo, ed è in grado di disporsi con angoli di beccheggio
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compresi fra ±θM = ±20° rispetto all’orizzontale, dunque la curva calcolata
dovrà rispettare questo vincolo aggiuntivo:
|y′(x)| ≤ tan θM ∀x
Questo problema è risolvibile con adeguata approssimazione e complessità
algoritmica favorevole, tramite la programmazione dinamica [3].
Si scelga una lunghezza x come passo orizzontale, si definisca quindi
passo verticale la lunghezza y = x tan θM . È fondamentale scegliere x 
ρM ∧ x  zM cot θM , per ottenere risultati di qualche significato. Si esegua
quindi un campionamento di TL(x, y) tramite la griglia rettangolare dei punti
di coordinate:
x, y =
{
0, x, 2x, 3x, . . . ,
⌊
ρM
x
⌋
x
}
×
{
0, y, 2y, 3y, . . . ,
⌊
zM
y
⌋
y
}
Ognuno di essi sarà indicabile in ordine con le sue coordinate intere:
X, Y ∈
{
0, 1, 2, 3, . . . ,
⌊
ρM
x
⌋}
×
{
0, 1, 2, 3, . . . ,
⌊
zM
y
⌋}
e ad ognuno di essi si associ quindi un valore di TL che ne sia rappresentativo
costruendo così una tabella L(X, Y ). È possibile scegliere che semplicemente
L(X, Y ) = TL(Xx, Y y) oppure optare per soluzioni più comprensive, in-
terpolando ad esempio fra tutti i valori di TL “vicini” al punto geometrico.
Si definiscono inoltre W = maxX =
⌊
ρM
x
⌋
; H = max Y =
⌊
zM
y
⌋
.
Si collega quindi ogni nodo X, Y con un arco orientato verso ciascuno dei
nodi:
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+1
−1
0 α
Figura 3.3: Rappresentazione di una sezione del grafo risolvente. θM = 20°
• X + 1, Y − 1
• X + 1, Y
• X + 1, Y + 1
Naturalmente, per i bordi del grafo, ci si limita a collegarsi ai nodi confinanti
che esistono. Dai nodi dell’ultima colonna (X = W ) non ci saranno archi
uscenti.
Con questa costruzione (raffigurata in fig. 3.3) si impone che il veicolo, a
partire da ogni posizione modellata, abbia a disposizione solo tre opzioni di
movimento: in orizzontale, oppure con massimo angolo di beccheggio positivo
o negativo.
I punti così ed i nodi così individuati e classificati costituiranno un grafo
orientato, i cui nodi rappresentano posizioni spaziali nello spazio di lavoro,
e gli archi rappresentano lo spostamento del veicolo dalla posizione del nodo
di partenza dell’arco verso quella rappresentata dal nodo di arrivo.
In temini di inseguimento di caratteristiche della TL, ad esempio zone
“caustiche” con sviluppo lineare in cui avviene una interferenza costruttiva,
questo è equivalente ad operare una quantizzazione di un segnale con samples
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distanti X , con H livelli discreti, ed il vincolo di avere samples successivi
distanti al più un solo livello, in qualsiasi direzione. Supponendo che sia stato
scelto un passo x sufficientemente piccolo per il teorema di Nyquist, questo
genere di approssimazione permette comunque di inseguire qualsiasi feature
y = f(x) che non sia troppo ripida per il veicolo (∀x, |arctan f ′(x)| ≤ θM) ed
un errore di ampiezza minore o uguale a metà del passo verticale (LSB), con
media nulla.
La costruzione definita risulta in un grafo aciclico, ordinabile topologica-
mente come segue:
• Tutti i nodi di ciascuna colonna (con la stessa Y = i) dipendono,
ognuno, solo da alcuni nodi della colonna successiva (con Y = i− 1)
• Non esistono altre relazioni di dipendenza (e dunque ordinamenti), in
particolare non ne esistono fra nodi della medesima colonna
Se ne deduce che per questo grafo è corretto un qualsiasi ordinamento tale
per cui ogni nodo preceda sempre tutti i nodi della colonna successiva, cioè
che elenchi i nodi in ordine crescente di numero di colonna, ed a piacere
all’interno di ciascuna colonna.
Ad ogni arco si associa quindi un valore di costo basato sulla L nel nodo
che raggiunge. Come scelta base, è possibile usare semplicemente il valore
di L, ma in questa fase si può scegliere anche di assegnare costi modifica-
ti, per incentivare o limitare alcune delle possibili traiettorie. Ad esempio,
maggiorando i costi degli archi non orizzontali, si disincentivano le variazioni
di profondità del veicolo, oppure si può aggiungere una penalità ai nodi più
vicini al fondo per ridurre il rischio di urtare ostacoli inaspettati.
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Si designa un nodo di “partenza” del veicolo, scegliendo quello più vicino
alla posizione del trasmettitore. Il problema di ottimo si riconduce così ad un
un classico problema di shortest path (dalla posizione di partenza all’ultima
colonna del grafo), sul quale esiste ampia letteratura [9].
Scelta di x. Considerando che il veicolo si muove con velocità vicine ad
1 nodo (0.51 m s−1), porre una «scelta» di direzione ogni 2 metri (∼ 4 s per
moto orizzontale) sembra un ragionevole limite superiore alla risoluzione del
grafo, dunque si decide per
x = 2 m; ⇒ y = x · tan θM =∼ 0.73 m.
Per un esempio di simulazione con profondità massima 30 m e massimo
range 5 km, si ottiene quindi un grafo con V = 100 000 vertici ed E = 294 880
archi, dei quali 780 vertici e 2301 archi non sono raggiungibili/percorribili dal
veicolo, ma non è necessario designarli né rimuoverli in anticipo.
3.2.1 Algoritmo risolutore del percorso ottimo
La programmazione dinamica consente di risolvere in modo concettualmen-
te ricorsivo problemi che abbiano sottostruttura ottimale, ossia i problemi
di ottimo che si possano ripartire in sottoproblemi più semplici, per i qua-
li la soluzione globale sia una funzione delle soluzioni dei sottoproblemi, e
per i quali ogni sottoproblema (e sottoproblema del sottoproblema e così via
ricorsivamente) abbia la medesima caratteristica, fino a raggiungere un sot-
toproblema elementare, che sia risolvibile esplicitamente. In questo caso, per
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ogni nodo del grafo si stabilisce man mano il percorso più efficiente dal nodo
in questione fino all’ultima colonna.
Per eseguire questo compito con forma iterativa evitando le trappole del-
la ricorsione (Matlab non supporta neppure la TCO, l’ottimizzazione della
ricorsione di coda [22]) è necessario procedere in modo tale che ogni itera-
zione dipenda solo da valori già calcolati in precedenza, ed a questo serve
l’ordinamento topologico introdotto poco fa: si procede dall’ultima colonna
alla prima, completando la soluzione in tempo lineare O(WH +W ), con tre
letture di della Transmission Loss campionata L per ogni ripetizione del loop
principale. L’occupazione di memoria consta di due valori, oltre ad L, per
ogni nodo X, Y del grafo: una variabileJ(X, Y ) rappresentante il costo tota-
le per il sottoproblema di ottimo sul sottografo discendente da X, Y ed una
variabile D(X, Y ) rappresentante, in qualche forma un puntatore al primo
arco della soluzione di tale sottoproblema. Si procede come segue:
1. Si inizializzano tutti i nodi dell’ultima colonna (che non hanno archi
uscenti) con
J(X, Y ) := L(X, Y )
2. Si passa alla colonna precedente (nel senso della coordinata X) all’ul-
tima considerata, ossia quella da cui partono gli archi orientati che
arrivano ai nodi della colonna appena considerata. Per ogni nodo X, Y
della nuova colonna si leggono i valori di costo accumulato (J) associati
ai tre nodi ad esso direttamente connessi, i quali erano stati calcolati
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nell’iterazione precedente, e si individua quello minimo:
jˆ(X, Y ) = min {J(X + 1, Y − 1), J(X + 1, Y ), J(X + 1, Y + 1)}
Si salva in D(X, Y ) un indice che tiene traccia di quale dei tre archi
risolve il sottoproblema di minimo per il nodo in considerazione, ed il
relativo costo ottimale accumulato:
J(X, Y ) = jˆ(X, Y ) + L(X, Y )
3. Si ripete il punto 2 fino alla colonna con X = 1, inclusa. Le tabelle D
e J vengono mantenute interamente in memoria.
4. Della colonna X = 0, è rilevante solo il nodo “partenza”, quello cor-
rispondente alla posizione del trasmettitore, per il quale si esegue il
passaggio 2 identicamente alle iterazioni precedenti. Il valore di J che
ne risulta rappresenta il costo accumulato per l’intero percorso ottimale,
quindi il costo minimo risolvente il problema intero.
5. Il problema è risolto. I valori D salvati precedentemente rappresentano
un “filo di Arianna”, che viene seguito iterativamente (è il contributo
O(W ) alla complessità totale) a partire da quello calcolato per il nodo
partenza, ricostruendo così la forma completa del percorso ottimo.
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3.3 Dettagli implementativi
Il processo della simulazione ed ottimizzazione, nel suo complesso, è riassunto
nel flow chart in fig. 3.4.
Il codice implementativo dell’algoritmo di planning è fornito in appendice
B.2, mentre quello dell’intera procedura di simulazione è in appendice B.1.
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Figura 3.4: Flow chart per la singola simulazione, anche per l’applicazione
al veicolo sul campo
Capitolo 4
Risultati e seconda applicazione
Il codice è stato quindi validato con numerosi test cases.
Prima di tutto, si è utilizzato un profilo di velocità del suono tipico, da
letteratura, per acque costiere in condizioni estive, con acqua relativamente
calda in superficie ed un termoclino non eccessivamente repentino fra 20 e
40 m di profondità. Il profilo ed i dati risultanti dalla simulazione iniziale,
con la sorgente posta a 15 m di profondità, sono riportati in appendice in
figura A.1.
La simulazione evidenzia una caustica molto pronunciata che scende verso
il fondo e ne risale, la prima volta all’incirca fra 1.5 e 2.8 km di distanza
orizzontale dalla sorgente, ed in seguito nuovamente altre due volte entro lo
spazio di simulazione. Per il veicolo risulta ottimale seguirla fin quasi sul
fondo la prima volta, mentre le ripetizioni successive non portano vantaggi
sufficienti e dunque il veicolo prosegue quasi livellato, a profondità vicine a
quella del trasmettitore.
Per via dell’emissione omnidirezionale, si ipotizza che la comparsa di una
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zona simile non sia un fenomeno stabile, presente per ogni profondità del
trasmettitore, ma piuttosto qualcosa di affine ad una risonanza, dunque sen-
sibile alle condizioni iniziali. Una nuova simulazione con sorgente posta a
10 m, dunque solo 5 m di distanza, è chiaramente priva di caustiche e quin-
di fornisce conferma empirica a questa ipotesi. Anche questo risultato è
illustrato in appendice, in figura A.2.
4.1 Ottimizzazione della posizione del trasmet-
titore
Dalla precedente prova comparativa risulta chiaro che alcuni rami di per-
corso particolarmente vantaggiosi, corrispondenti tipicamente a caustiche di
interferenza costruttiva, appaiono e scompaiono per le medesime condizioni
del mare a seconda della profondità del trasmettitore, e che l’algoritmo di si-
mulazione consente di prevederne l’insorgere. Si scorge quindi l’opportunità
di mettere a frutto la metodologia sviluppata anche con una nuova finalità:
l’ottimizzazione anche la profondità del trasmettitore, laddove essa non fosse
imposta a priori da diverse considerazioni di tipo pratico.
In questo caso, il nuovo problema ha un dominio di ottimizzazione sem-
plice e di dimensioni ridotte (l’intervallo monodimensionale delle profondità
dalla superficie al fondo), e per contro i parametri di costo e vantaggio sono
meno chiaramente identificabili, e frutto di tradeoff. Infine, ha senso porsi il
problema della profondità del trasmettitore solo in fase di pianificazione della
missione, quindi questa nuova analisi non ha un’utilità all’interno di un ciclo
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automatizzato sul campo, al contrario della precedente. Si è quindi preferito
limitarsi a calcolare e riportare all’operatore i dati necessari ad operare una
scelta informata, piuttosto che formalizzare un vero e proprio problema di
ottimo, che comunque sarebbe molto semplice da costruire e risolvere.
Si è operata una ricerca esaustiva. Dato il profilo di velocità del suono, si
scelgono alcuni o tutti i nodi della prima colonna del grafo (X = 0) e viene
calcolato ripetutamente il problema del percorso ottimo del veicolo con il
trasmettitore posto in ciascuno di essi. I risultati, in termini di TL(x) e di
y(x) ottimali, vengono salvati per ogni profondità della sorgente sonora zS,
andando a formare una tabella che descrive tutti gli aspetti rilevanti della
soluzione. Vengono quindi rappresentati in modo adeguato. Il processo nel
suo complesso è rappresentato nel flow chart in fig. 4.1.
In figura A.3 sono mostrati i grafici risultanti: il secondo appare presenta-
re delle discontinuità e degli «errori» nell’evoluzione in verticale, ma in effetti
essi sono dovuti all’apparizione di ulteriori caustiche altrove, che solo per uno
o due simulazioni sono ritenute più vantaggiose: l’analisi è corretta ma molto
sensibile. La profondità ottimale per il trasmettitore, se si considera la TL
media, risulta essere di circa 27.7 m, coincidente con la prima comparsa della
caustica più a sinistra (i relativi dati completi sono riportati in figura A.5).
La TL media in tal caso risulta di 49.7 dB e la TL peggiore che si riscontra
nel medesimo percorso è di 69.3 dB, ma dal grafico completo in fig. A.5d si
evince che tale valore è solo un breve picco in una zona molto remota. Il
successivo grafico di tradeoff a punti fornisce una rappresentazione appros-
simata del “costo” di una scelta di profondità del trasmettitore in termini
di allungamento del percorso del veicolo. In questo esempio particolare, ri-
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Figura 4.1: Flow chart per la simulazione iterativa al variare della profondità
del trasmettitore
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sulta addirittura che il punto con migliore TL media sia quello più a destra,
introducendo un allungamento di percorso di ben 608.5 m.
Infine il grafico in figura A.4 rappresenta il discostamento di ciascuna tra-
iettoria ottima del veicolo dall’orizzontale del trasmettitore, al variare della
profondità di quest’ultimo. In questo modo, si riassumono le caratteristiche
geometriche di tutte le traiettorie ottime, permettendone una comparazio-
ne a colpo d’occhio, e tracciando l’evoluzione della posizione delle zone di
interferenza più favorevoli, che il veicolo ogni volta va a cercare, si fornisce
una rappresentazione succinta ma completa della propagazione del suono nel
campo di missione.
4.2 Analisi sui dati reali
Le medesime analisi sono state ripetute per numerosi dati derivati da misure
effettuate sul campo: nelle figure A.6, A.9, A.10, A.11, A.12, A.13, A.16 sono
riportati i risultati per svariati profili, registrati sul campo, nel mare Tirreno
nelle vicinanze di Pisa, in settembre 2013.
Per i profili di fig. A.6a e fig. A.13a sono presenti anche le simulazioni
al variare della profondità del trasmettitore, rispettivamente in fig. A.7-A.8
ed in fig. A.14-A.15. In questi casi si osservano differenze rilevanti rispetto
alle analisi sul profilo teorico: in fig. A.7b risulta non essere necessario alcun
tradeoff perché i punti ottimali per TL media coincidono anche con i percorsi
più brevi (grazie al termoclino ripido). Al contrario, lo scatter plot in fig.
A.14b sembra non avere alcun genere di pattern di insieme.
Capitolo 5
Conclusioni e prospettive di
sviluppo
La metodologia presentata permette sia la simulazione anticipata estensiva
in fase di pianificazione di una missione, usando un profilo SSP già noto,
che l’utilizzo sul campo, per ottimizzare lo svolgimento di una missione in
corso. In questo caso va a beneficio l’affidabilità degli AUV impiegati sul
campo, dell’estensione della loro portata massima e dell’agevolazione per
l’introduzione di algoritmi di collaborazione distribuiti all’interno di flotte di
veicoli autonomi, così da portare a termine campagne di misura oceanografica
in minor tempo e con dati di maggiore qualità.
Lo sforzo di calcolo richiesto è ingente per un veicolo alimentato a batteria,
dunque è preferibile - in linea anche con lo schema di [21] - che anche nell’uti-
lizzo sul campo esso venga scaricato ad un elaboratore esterno, posto presso
la nave base. D’altro canto i dati rilevanti hanno dimensioni estremamente
ridotte e quindi adatte alla scarsa banda passante del modem acustico: l’in-
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tero percorso profondità/range è composto da nodi di decisione per ognuno
dei quali sono disponibili solo 3 scelte, dunque un intero percorso di n scelte
(rappresentante il tragitto ottimo per una distanza di n ·x) è rappresentabile
con
n · log2 3 =∼ 1.585n bits,
approssimabili eventualmente a 2n con la possibilità di usare il residuo di
informazione per un meccanismo di correzione degli errori. L’intero percorso
calcolato, come sopra, per un range complessivo di 5 km con x = 2 m è
lungo 496 ∼ 625 byte, che anche alle larghezze di banda della trasmissione
subacquea si inviano in una frazione di secondo.
Un altro schema di utilizzo possibile, specie in acque costiere, è quello
con discovery iniziale integrata: sfruttando la zona più prossimale nella qua-
le, indifferentemente dalle condizioni dell’acqua e dalle profondità di veicolo
e sorgente, la ricezione resta ottima ed affidabile, rilasciare il veicolo con il
task iniziale di percorrere e misurare subito l’intera colonna d’acqua, anche
continuando ad allontanarsi, quindi trasmettere il profilo SSP misurato al-
la base, attenderne in risposta un percorso ottimo, e solo allora iniziare a
seguirlo.
I tempi di calcolo sono dell’ordine della decina o poche decine di secon-
di per la simulazione singola (Transmission Loss + soluzione del percorso
ottimo), su singolo core. L’algoritmo di programmazione dinamica non è pa-
rallelizzato e, pur affrontando un problema di grande rilevanza in letteratura,
con molte soluzioni avanzate pubblicate, non sfrutta tecniche particolarmente
sofisticate per una soluzione efficiente, dunque è prevedibile che un’implemen-
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tazione più raffinata ed in codice nativo possa migliorarne sensibilmente le
performance in un’applicazione sul campo.
Appendice A
Risultati delle simulazioni
numeriche
I grafici menzionati nel testo sono riportati nelle pagine seguenti.
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(d) Evoluzione prevista della Transmission Loss lungo la traiettoria ottima
Figura A.1: Dati simulati per il profilo-tipo di acque costiere in estate,
riportato in sottofigura A.1a, ponendo il trasmettitore a 15 m di profondità
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(d) Evoluzione prevista della Transmission Loss lungo la traiettoria ottima
Figura A.2: Dati calcolati per il profilo-tipo di acque costiere in estate, il
medesimo della precedente figura A.1a, ponendo stavolta il trasmettitore a
10 m di profondità. Si notano le differenze rilevanti con la figura precedente.
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(b) Rappresentazione del trade-off fra qualità del segnale ed allungamento della traiettoria
rispetto all’orizzontale
Figura A.3: Simulazioni per il profilo shallow water estivo (A.1a) al variare
della profondità del trasmettitore
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Figura A.4: Deviazione della traiettoria ottima dall’orizzontale, al variare
della profondità del trasmettitore, per la stessa simulazione di figura A.3
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(d) Evoluzione prevista della Transmission Loss lungo la traiettoria ottima
Figura A.5: Dati calcolati per il profilo-tipo di acque costiere in estate, il
medesimo della precedente figura A.1a, con il trasmettitore a 27.7 m, risultata
la profondità migliore da figura A.3 (in termini di TL media).
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(d) Evoluzione prevista della Transmission Loss lungo la traiettoria ottima
Figura A.6: Dati calcolati per il profilo rilevato sul campo il 14/9/2013
mattina, riportato in sottofigura A.6a, ponendo il trasmettitore a 10 m di
profondità
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(b) Rappresentazione del trade-off fra qualità del segnale ed allungamento della traiettoria
rispetto all’orizzontale
Figura A.7: Simulazioni per il profilo di fig. A.6a al variare della profondità
del trasmettitore
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Figura A.8: Deviazione della traiettoria ottima dall’orizzontale, al variare
della profondità del trasmettitore, per la stessa simulazione di figura A.7
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(d) Evoluzione prevista della Transmission Loss lungo la traiettoria ottima
Figura A.9: Dati calcolati per il profilo rilevato sul campo il 14/9/2013 a
mezzogiorno, riportato in sottofigura A.9a, ponendo il trasmettitore a 10 m
di profondità
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Figura A.10: Dati calcolati per il profilo rilevato sul campo il 14/9/2013
pomeriggio, riportato in sottofigura A.10a, ponendo il trasmettitore a 10 m
di profondità
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(c) Percorso ottimo calcolato, sovrapposto alla Transmission Loss
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(d) Evoluzione prevista della Transmission Loss lungo la traiettoria ottima
Figura A.11: Dati calcolati per il profilo rilevato sul campo il 20/9/2013
mattina, riportato in sottofigura A.11a, ponendo il trasmettitore a 10 m di
profondità
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(c) Percorso ottimo calcolato, sovrapposto alla Transmission Loss
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(d) Evoluzione prevista della Transmission Loss lungo la traiettoria ottima
Figura A.12: Dati calcolati per il profilo rilevato sul campo il 20/9/2013
pomeriggio, riportato in sottofigura A.12a, ponendo il trasmettitore a 10 m
di profondità
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(c) Percorso ottimo calcolato, sovrapposto alla Transmission Loss
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(d) Evoluzione prevista della Transmission Loss lungo la traiettoria ottima
Figura A.13: Dati calcolati per il profilo rilevato sul campo il 21/9/2013
mattina, riportato in sottofigura A.13a, ponendo il trasmettitore a 10 m di
profondità
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(b) Rappresentazione del trade-off fra qualità del segnale ed allungamento della traiettoria
rispetto all’orizzontale
Figura A.14: Simulazioni per il profilo di fig. A.13a al variare della profondità
del trasmettitore
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Figura A.15: Deviazione della traiettoria ottima dall’orizzontale, al variare
della profondità del trasmettitore, per la stessa simulazione di figura A.14
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(d) Evoluzione prevista della Transmission Loss lungo la traiettoria ottima
Figura A.16: Dati calcolati per il profilo rilevato sul campo il 21/9/2013
pomeriggio, riportato in sottofigura A.16a, ponendo il trasmettitore a 10 m
di profondità
Appendice B
Codice sorgente del progetto
Il codice è costituito da una serie di funzioni e da uno script principale,
run_sim.m. Il codice di una simulazione imposta alcune variabili d’ambiente
e chiama la routine principale, che è uno script quindi ne eredita il workspace.
Lo script principale si occupa anche di disegnare e salvare i grafici risultanti.
Nel caso delle simulazioni al variare della profondità del trasmettitore zS,
è il codice della simulazione a gestire l’iterazione utilizzando make_envfile.m
per modificare i parametri dell’iterazione e chiamando ogni volta run_sim.m.
Dopo aver eseguito le simulazioni e salvato i risultati, si chiama grafici_varsim.m
(che è un altro script) per le statistiche ed i grafici.
B.1 run_sim.m - esegue simulazione e planning
di un singolo percorso
Questa è la routine principale: riceve dal workspace le impostazioni della
simulazione e dei grafici in output, ed esegue l’intero ciclo. Corrisponde
68
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al blocco “Run simulation” nel diagramma di flusso in 3.4. Si è scelto il
metodo inusuale di usare uno script invece di una funzione, e trasferire dati
attraverso funzioni nel workspace, perché le variabili erano troppo numerose
per la leggibilità di una function call.
1 %{
2
3 #### Variabili di configurazione da trovarsi obbligatoriamente in ambiente:
4
5 ENVNAME : (string) il nome del file ENV senza estensione
6 ENVPATH : (string) il path del file ENV di configurazione
7 SHDPATH : (string) il path dove salvare/trovare il file SHD generato
8 ENGINE : 'bellhop ' o 'kraken '
9
10 #### ...e flags (boolean ):
11
12 ##-- default = true
13 SHD_DA_CALCOLARE: true se va calcolato il file della TL, false se
14 è già presente in SHDPATH e va solo letto
15 GRAFICO_TLOSS_SENZA_PERCORSO: disegnare la heat map da sola?
16 GRAFICO_PERCORSO_SENZA_TLOSS: disegnare il percorso ottimale da solo?
17 GRAFICO_PERCORSO_E_TLOSS: disegnare la heat map + il percorso ottimale?
18 GRAFICO_TLOSS_VS_RANGE: disegnare il grafico della TL attesa
19 lungo il percorso ottimale?
20 GRAFICO_SSP: disegnare il profilo di velocità del suono?
21
22 ##-- default=false
23 SALVA_FIG : salvare tutte le figure come file nativi FIG in ENVPATH?
24 SALVA_PNG : salvare tutte le figure come file raster PNG in ENVPATH?
25 SALVA_TIKZ: salvare tutte le figure come grafico di TikZ in ENVPATH?
26 CHIUDI_FIGURE: chiudere ogni figura dopo averla salvata?
27 SALTA_PLANNING: salta il planning del percorso perché non serve per questo run?
28
29 %}
30
31 global units LOG_TICID;
32 units = 'km';
33
34 % validazione parametri e defaults
35 assert(exist('ENVNAME ','var') && ischar(ENVNAME ));
36 assert(exist('ENVPATH ','var') && ischar(ENVPATH ));
37 assert(exist('SHDPATH ','var') && ischar(SHDPATH ));
38 assert(exist('ENGINE ','var') && ischar(ENGINE ));
39 if ~exist('SHD_DA_CALCOLARE ','var')
40 SHD_DA_CALCOLARE = true; end
41 if ~exist('GRAFICO_TLOSS_SENZA_PERCORSO ','var'),
42 GRAFICO_TLOSS_SENZA_PERCORSO = true; end
43 if ~exist('GRAFICO_PERCORSO_SENZA_TLOSS ','var'),
44 GRAFICO_PERCORSO_SENZA_TLOSS = true; end
45 if ~exist('GRAFICO_PERCORSO_E_TLOSS ','var'),
46 GRAFICO_PERCORSO_E_TLOSS = true; end
47 if ~exist('GRAFICO_TLOSS_VS_RANGE ','var'),
48 GRAFICO_TLOSS_VS_RANGE = true; end
49 if ~exist('GRAFICO_SSP ','var'),
50 GRAFICO_SSP = true; end
51 if ~exist('SALVA_FIG ','var')
52 SALVA_FIG = false; end
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53 if ~exist('SALVA_PNG ','var')
54 SALVA_PNG = false; end
55 if ~exist('SALVA_TIKZ ','var')
56 SALVA_TIKZ = false; end
57 if ~exist('CHIUDI_FIGURE ','var')
58 CHIUDI_FIGURE = false; end
59 if ~exist('SALTA_PLANNING ','var')
60 SALTA_PLANNING = false; end
61
62 if SALVA_TIKZ && exist('matlab2tikz ','file')~=2
63 warning (['è stato richiesto il salvataggio delle figure per TikZ (LaTeX)'...
64 ' ma non trovo matlab2tikz: devo ignonrare l''impostazione.']);
65 SALVA_TIKZ = false;
66 end
67 if GRAFICO_PERCORSO_SENZA_TLOSS || GRAFICO_PERCORSO_E_TLOSS || GRAFICO_TLOSS_VS_RANGE
68 assert(SALTA_PLANNING == false ,...
69 ['impossibile disegnare i diagrammi richiesti senza eseguire il ' ...
70 'path planning.']);
71 end
72
73 LOG_TICID = tic;
74 prosegui = true;
75 prev_dir = cd(SHDPATH );
76 clear attenuation_mat; % nel caso ce ne fosse una vecchia in memoria
77
78
79 try
80
81 % Simulazione della TL con BELLHOP
82 if SHD_DA_CALCOLARE
83
84 logwithtoc (['Inizio della simulazione: ' ENVNAME ]);
85
86 % copio temporaneamente l'ENVfile nella cartella fuori Dropbox
87 assert(exist ([ ENVPATH filesep ENVNAME '.env'], 'file') == 2);
88 [st, er] = copyfile ([ ENVPATH filesep ENVNAME '.env'], SHDPATH );
89 assert(st, er);
90
91 switch lower( ENGINE )
92 case 'kraken '
93 kraken ( ENVNAME );
94 case 'bellhop '
95 bellhop( ENVNAME );
96 otherwise
97 error('Engine non corretto !!')
98 end
99
100 % rimuovo il file temporaneo
101 delete ([ SHDPATH filesep ENVNAME '.env']);
102 % il log invece lo sposto in ENVPATH
103 [st,er ,~] = movefile ([ SHDPATH filesep ENVNAME '.prt'], [ENVPATH filesep ENVNAME '.prt']);
104 assert(st, er);
105
106 if exist ([ SHDPATH filesep ENVNAME '.shd'], 'file') == 2
107 logwithtoc('Simulazione completata! Leggo i risultati in memoria ...');
108 else
109 logwithtoc('Simulazione completata , ma non è stato creato il risultato. Errore?');
110 edit([ SHDPATH filesep ENVNAME '.prt']);
111 prosegui = false;
112 end
113 else
114 logwithtoc('Salto la simulazione! Leggo i risultati in memoria ...');
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115 end
116
117 if prosegui
118
119 [ attenuation_mat , Pos , freq , PlotTitle ] = get_attn_data( [ENVNAME '.shd'] );
120 cd(ENVPATH );
121
122 if ~SALTA_PLANNING
123 logwithtoc('Pianificazione ...');
124 [ attenuations , depths , ranges ] = best_channel_planner( attenuation_mat , Pos );
125 logwithtoc('Pianificazione completata! Disegno ...');
126 else
127 logwithtoc('Disegno ...');
128 end
129
130 %yminmax = [floor(min(Pos.r.depth )./5).*5 , ceil(max(Pos.r.depth )./5).*5];
131 yminmax = [0, max(Pos.r.depth )];
132
133 if CHIUDI_FIGURE , fig_h=figure; end
134 % in effetti in questo caso ne creo una , la riciclo ogni volta , e alla fine la chiudo
135
136 if GRAFICO_TLOSS_SENZA_PERCORSO
137 if ~CHIUDI_FIGURE || ~ishghandle(fig_h), fig_h = figure;
138 else set(0, 'CurrentFigure ', fig_h); end
139 axes_h = axes;
140 my_plotshd( axes_h , attenuation_mat , Pos , freq , PlotTitle );
141 ylim(axes_h , yminmax );
142 title(axes_h , ''); pbaspect(axes_h , [2 1 1]); ylabel(axes_h , ''); %%% TEMP_LINE
143
144 figname = [ENVNAME ' tloss '];
145 if SALVA_FIG
146 logwithtoc (['Salvataggio di ' figname '.fig...']);
147 saveas(axes_h , [figname '.fig'], 'fig');
148 end
149 if SALVA_PNG
150 logwithtoc (['Salvataggio di ' figname '.png...']);
151 print(fig_h , [figname '.png'], '-dpng');
152 logwithtoc (['Salvataggio di ' figname '.emf...']);
153 print(fig_h , [figname '.emf'], '-dmeta ', '-r300');
154 end
155 if SALVA_TIKZ
156 filename = [strrep(figname ,' ','_') '_tikz.tex'];
157 logwithtoc (['Salvataggio di ' filename '...']);
158 matlab2tikz('filename ',filename , 'figurehandle ',fig_h , ...
159 'relativeDataPath ','immagini_tikz2/', 'checkForUpdates ',false ,...
160 'showInfo ', false ,...
161 'width ','0.6\ textwidth ', 'height ','0.4\ textwidth ');
162 end
163 if CHIUDI_FIGURE , delete(get(fig_h ,'children ')); end
164 end
165
166 if GRAFICO_PERCORSO_SENZA_TLOSS
167 if ~CHIUDI_FIGURE || ~ishghandle(fig_h), fig_h = figure;
168 else set(0, 'CurrentFigure ', fig_h); end
169 axes_h = axes;
170 plot (axes_h , ranges , depths , '-b');
171 set(axes_h , 'YDir','reverse ')
172 ylim(axes_h , yminmax );
173
174 figname = [ENVNAME ' solo percorso '];
175 if SALVA_FIG
176 logwithtoc (['Salvataggio di ' figname '.fig...']);
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177 saveas(axes_h , [figname '.fig'], 'fig');
178 end
179 if SALVA_PNG
180 logwithtoc (['Salvataggio di ' figname '.png...']);
181 print(fig_h , [figname '.png'], '-dpng');
182 logwithtoc (['Salvataggio di ' figname '.emf...']);
183 print(fig_h , [figname '.emf'], '-dmeta ', '-r300');
184 end
185 if SALVA_TIKZ
186 filename = [strrep(figname ,' ','_') '_tikz.tex'];
187 logwithtoc (['Salvataggio di ' filename '...']);
188 matlab2tikz('filename ',filename , 'figurehandle ',fig_h , ...
189 'relativeDataPath ','immagini_tikz2/', 'checkForUpdates ',false ,...
190 'showInfo ', false ,...
191 'width ','0.8\ textwidth ', 'height ','0.4\ textwidth ');
192 end
193 if CHIUDI_FIGURE , delete(get(fig_h ,'children ')); end
194 end
195
196 if GRAFICO_PERCORSO_E_TLOSS
197 if ~CHIUDI_FIGURE || ~ishghandle(fig_h), fig_h = figure;
198 else set(0, 'CurrentFigure ', fig_h); end
199 axes_h = axes;
200 hold ( axes_h , 'on' );
201 my_plotshd(axes_h , attenuation_mat , Pos , freq , PlotTitle );
202 plot ( axes_h , ranges , depths , '-k', 'LineWidth ',2 );
203 hold ( axes_h , 'off');
204 ylim ( axes_h , yminmax );
205
206 figname = [ENVNAME ' tloss e percorso '];
207 if SALVA_FIG
208 logwithtoc (['Salvataggio di ' figname '.fig...']);
209 saveas(axes_h , [figname '.fig'], 'fig');
210 end
211 if SALVA_PNG
212 logwithtoc (['Salvataggio di ' figname '.png...']);
213 print(fig_h , [figname '.png'], '-dpng');
214 logwithtoc (['Salvataggio di ' figname '.emf...']);
215 print(fig_h , [figname '.emf'], '-dmeta ', '-r300');
216 end
217 if SALVA_TIKZ
218 filename = [strrep(figname ,' ','_') '_tikz.tex'];
219 logwithtoc (['Salvataggio di ' filename '...']);
220 matlab2tikz('filename ',filename , 'figurehandle ',fig_h , ...
221 'relativeDataPath ','immagini_tikz2/', 'checkForUpdates ',false ,...
222 'showInfo ', false ,...
223 'width ','0.8\ textwidth ', 'height ','0.4\ textwidth ');
224 end
225 if CHIUDI_FIGURE , delete(get(fig_h ,'children ')); end
226 end
227
228 if GRAFICO_TLOSS_VS_RANGE
229 % plot of expected quality
230 if ~CHIUDI_FIGURE || ~ishghandle(fig_h), fig_h = figure;
231 else set(0, 'CurrentFigure ', fig_h); end
232 axes_h = axes;
233 plot ( axes_h , ranges , attenuations );
234 xlabel( axes_h , 'Range [km]');
235 ylabel( axes_h , 'Transmission loss [dB]');
236
237 figname = [ENVNAME ' evoluzione tloss'];
238 if SALVA_FIG
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239 logwithtoc (['Salvataggio di ' figname '.fig...']);
240 saveas(axes_h , [figname '.fig'], 'fig');
241 end
242 if SALVA_PNG
243 logwithtoc (['Salvataggio di ' figname '.png...']);
244 print(fig_h , [figname '.png'], '-dpng');
245 logwithtoc (['Salvataggio di ' figname '.emf...']);
246 print(fig_h , [figname '.emf'], '-dmeta ', '-r300');
247 end
248 if SALVA_TIKZ
249 filename = [strrep(figname ,' ','_') '_tikz.tex'];
250 logwithtoc (['Salvataggio di ' filename '...']);
251 matlab2tikz('filename ',filename , 'figurehandle ',fig_h , ...
252 'relativeDataPath ','immagini_tikz2/', 'checkForUpdates ',false ,...
253 'showInfo ', false ,...
254 'width ','0.9\ textwidth ', 'height ','0.3\ textwidth ');
255 end
256 if CHIUDI_FIGURE , delete(get(fig_h ,'children ')); end
257 end
258
259 end
260
261 if GRAFICO_SSP
262 if ~CHIUDI_FIGURE || ~ishghandle(fig_h), fig_h = figure;
263 else set(0, 'CurrentFigure ', fig_h); end
264 plotssp ([ ENVPATH filesep ENVNAME '.env']);
265 axes_h = gca;
266 box ( axes_h , 'on' );
267 ylim ( axes_h , yminmax );
268 ch = get(axes_h , 'children ');
269 if length(ch)==1
270 xs = get(ch, 'XData ');
271 xminmax = [0 ceil(max(xs )/5)*5];
272 xminmax (1) = xminmax (2) - ceil(( xminmax (2)-min(xs ))/10)*10;
273 xlim( axes_h , xminmax );
274 set( axes_h , 'XTick ', [xminmax (1), (xminmax (1)+ xminmax (2))/2 , xminmax (2)] );
275 end
276
277 figname = [ENVNAME ' ssp'];
278 if SALVA_FIG
279 logwithtoc (['Salvataggio di ' figname '.fig...']);
280 saveas(axes_h , [figname '.fig'], 'fig');
281 end
282 if SALVA_PNG
283 logwithtoc (['Salvataggio di ' figname '.png...']);
284 print(fig_h , [figname '.png'], '-dpng');
285 logwithtoc (['Salvataggio di ' figname '.emf...']);
286 print(fig_h , [figname '.emf'], '-dmeta ', '-r300');
287 end
288 if SALVA_TIKZ
289 filename = [strrep(figname ,' ','_') '_tikz.tex'];
290 logwithtoc (['Salvataggio di ' filename '...']);
291 matlab2tikz('filename ',filename , 'figurehandle ',fig_h , ...
292 'relativeDataPath ','immagini_tikz2/', 'checkForUpdates ',false ,...
293 'showInfo ', false ,...
294 'width ','0.15\ textwidth ', 'height ','0.4\ textwidth ');
295 end
296 if CHIUDI_FIGURE , delete(get(fig_h ,'children ')); end
297 end
298
299 if CHIUDI_FIGURE , close(fig_h); end
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301 catch err
302 cd(prev_dir );
303 rethrow(err);
304 end
305
306 cd(prev_dir );
B.2 best_channel_planner.m - algoritmo di path
planning
1 function [ tlosses , depths , ranges ] = best_channel_planner( tloss_mat , Pos )
2 % Calcola la traiettoria ottima per il veicolo data la simulaizone della TL
3
4 H_DEF = 2; % [m] approx horizontal distance between nodes
5 % (will be rounded down for coverage with
6 % integer number of nodes)
7 MAXALPHA = 20 * pi/180; % [rad] maximum allowed pitch angle for vehicle
8 MAXATTN = 87; % [dB] maximum allowed attenuation , otherwise
9 % contact is lost (hard constraint)
10 SMOOTH = 0.012; % [%] trajectory smoothing factor (cost penalty
11 % for a depth change decision)
12
13 % Interpolazione dalla matrice di TL alla griglia del grafo
14
15 % calcolo della geometria della griglia
16 width = max(Pos.r.range) - min(Pos.r.range);
17 depth = max(Pos.r.depth) - min(Pos.r.depth);
18
19 res_h = ceil( width / H_DEF );
20 nodepitch_h = width / res_h;
21 nodepitch_v = nodepitch_h * tan(MAXALPHA );
22 res_v = ceil( depth / nodepitch_v );
23 startnode_y = round( (Pos.s.depth - min(Pos.r.depth)) / nodepitch_v );
24
25 % resize alla griglia
26 grid_tl = imresize(single(tloss_mat), [res_v , res_h ],...
27 'Antialiasing ',true , 'Dither ',false);
28 clear attenuation_mat;
29
30 % prealloc variabili ausiliarie
31 grid_tl_accum = NaN ( size(grid_tl), 'single '); % J(X,Y)
32 grid_optdir = zeros ( size(grid_tl), 'int8' ); % D(X,Y)
33
34 logwithtoc('Dati preparati. Calcolo percorso ottimo ...');
35
36 % the last column needs to be initialized only
37 x = res_h;
38 for y = 1:res_v
39 grid_tl_accum(y,x) = grid_tl(y,x);
40 end
41
42 for x = (res_h -1): -1:1
43 for y = 1:res_v
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44 choices = [NaN , grid_tl_accum(y,x+1), NaN];
45 if (y ~= 1), choices (1) = grid_tl_accum(y-1,x+1); end
46 if (y ~= res_v), choices (3) = grid_tl_accum(y+1,x+1); end
47
48 if ( grid_tl(y,x) > MAXATTN )
49 m = NaN; % hard constraint: contatto perso
50 else
51 [m,i] = min( choices .* [1+ SMOOTH /100, 1, 1+ SMOOTH /100] );
52 % nota: min(a,b,c)==NaN iff [a,b,c]==[NaN ,NaN ,NaN]
53 end
54 if isnan(m), i = 2; end % continua livellato se perde contatto
55
56 grid_tl_accum (y,x) = grid_tl(y,x) + m;
57 grid_optdir (y,x) = i-2;
58 end
59 end
60
61 % Tabelle compilate. Ora si percorre in avanti il path per ricostruirlo
62
63 depths = zeros ([1 res_h ]); % prealloc
64 depths (1) = startnode_y;
65
66 for i = 2:res_h
67 depths(i) = depths(i-1) + grid_optdir(depths(i-1)+1,i-1);
68 if isnan(grid_tl_accum(depths(i)+1,i))
69 fprintf('R: %-3.0f km D: %-4.0f m Contact lost !!\n' ,...
70 (i-1)* nodepitch_h /1000, depths(i)* nodepitch_v );
71 end
72 end
73
74 tlosses = grid_tl( (0:( res_h -1)) .* res_v + depths + 1 );
75 % linear indexing per usare matrici e LAPACK invece di iterazione
76 depths = min(Pos.r.depth) + ( depths .* nodepitch_v );
77 ranges = (min(Pos.r.range) + ( 0:(res_h -1) ) .* nodepitch_h ) ./ 1000;
78
79 end
B.3 my_plotshd.m - disegno delle heat maps
della TL
Versione completamente riscritta di plotshd.m per spostare all’esterno alcune
funzionalità e contenere in modo significativo l’utilizzo di memoria RAM, che
era un problema grave.
1 function h = my_plotshd( axes_h , tlt_dB , Pos , freq , PlotTitle )
2 % basata su plotshd dell 'Acoustics Toolbox
3 % il parametro axes_h NON è facoltativo: se va creato , usare axes o gca.
4
5 global units
6
7 % risoluzione a cui si vuole disegnare la mappa della TL nel grafico
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8 res_v = 400;
9 res_h = 1600;
10
11 tlt_dB = double(tlt_dB );
12
13 logwithtoc('Statistiche per la color bar...');
14
15 % Si crea una copia temporanea di TL in memoria e la si ordina:
16 % 1) per calcolare la mediana (ma per questo ci sono anche algoritmi migliori)
17 % 2) per averne una copia a perdere , da poter modificare in modo da calcolare
18 % efficientemente la stddev trascurando i punti con TL > 140 dB o NaN
19 tlt_N = numel(tlt_dB) - sum(sum(tlt_dB > 139.9999999));
20 tlt_dB_sorted = sort(tlt_dB (:),'ascend ');
21 assert(all(isfinite(tlt_dB_sorted )));
22
23 % mediana delle TL
24 tlmed = tlt_dB_sorted( floor(tlt_N /2) );
25 % deviazione standard delle TL
26 tlt_dB_sorted(tlt_dB_sorted > 139.9999999) = 0;
27 tlstd = sqrt( (sum(tlt_dB_sorted .^2) - (sum(tlt_dB_sorted ).^2)/ tlt_N) / (tlt_N -1) );
28 clear tlt_dB_sorted;
29
30 tlmax = tlmed + 0.75 * tlstd; % max del range della colorbar
31 tlmax = 10 * round( tlmax / 10 ); % ... arrotondato alla decina
32 tlmin = tlmax - 50; % min del range della colorbar
33
34 logwithtoc('Resize array ...');
35
36 % si direbbe essere il modo più efficiente per fare un resize
37 tlt_dB_small = imresize(tlt_dB , [res_v , res_h], 'Antialiasing ',true , 'Dither ',false);
38 zpitch = (max(Pos.r.depth) - min(Pos.r.depth)) / res_v;
39 rpitch = (max(Pos.r.range) - min(Pos.r.range)) / res_h;
40 zt = min(Pos.r.depth) : zpitch : (max(Pos.r.depth)-zpitch ); % vettore delle z
41 rt = min(Pos.r.range) : rpitch : (max(Pos.r.range)-rpitch );
42 clear tlt_dB;
43
44 logwithtoc('Disegno ...');
45
46 if ( strcmp( units , 'km' ) )
47 rt = rt / 1000.0;
48 xlab = 'Range (km)';
49 else
50 xlab = 'Range (m)';
51 end
52
53 unhold = ~ishold(axes_h );
54 hold ( axes_h , 'on');
55 h = image ( [min(rt) max(rt)], [min(zt) max(zt)], tlt_dB_small ,...
56 'CDataMapping ','scaled ' );
57 plot ( axes_h , 0, Pos.s.depth , 'w>' ,... % triangolino = trasmettitore
58 'MarkerSize ',10, 'MarkerFaceColor ','b' );
59 xlim ( axes_h , [0 max(rt)] );
60 if unhold , hold(axes_h , 'off'); end
61
62 tej = flipud(jet (256)); % 'jet ' colormap reversed
63 colormap ( axes_h , tej );
64 caxis ( axes_h , [ tlmin , tlmax ] )
65 title ( axes_h , { strtrim(PlotTitle );...
66 ['Freq = ' num2str(freq) ' Hz Sd = ' num2str(Pos.s.depth) ' m']});
67 xlabel ( axes_h , 'Range (km)' );
68 ylabel ( axes_h , 'Depth (m)' );
69 set ( axes_h , 'YDir','Reverse ' );
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70 shading ( axes_h , 'flat' );
71 cb_h = colorbar ( 'peer',axes_h , 'YDir','Reverse ' );
72 ylabel(cb_h , 'Transmission Loss (dB)');
73
74 drawnow;
75 logwithtoc('Tutto Finito!');
B.4 my_read_single_shd.m - Lettura e parsing
della mappa della TL da file SHD
Versione rimaneggiata di read_shd.m dell’Acoustics Toolbox, con un percorso
ottimizzato per il caso specifico di singola sorgente, singolo bearing, singolo
medium.
1 function [ title , plottype , freq , atten , Pos , pressure ] = my_read_single_shd( filename )
2 % Legge in memoria il risultato di un run di simulazione di BELLHOP.
3 % basata su read_shd e read_shd_bin dell 'Acoustics Toolbox
4
5 % Il codice esegue tutte le operazioni delle funzioni menzionate nel caso
6 % in cui trovi un file con una sola sorgente sonora e un solo campo di TL,
7 % in versione binaria. Nei casi diversi , ignora dei dati e/o chiama le
8 % funzioni stock dell 'Acoustics Toolbox
9
10 outputclass = 'single ';
11
12 switch filename
13 case 'SHDFIL '
14 FileType = 'shd';
15 case 'SHDFIL.mat'
16 FileType = 'shdmat ';
17 case 'ASCFIL '
18 FileType = 'asc';
19 case 'GRNFIL '
20 FileType = 'grn';
21 case 'GRNFIL.mat'
22 FileType = 'grnmat ';
23 otherwise
24 endchar = length( filename );
25 if ( endchar >= 4 )
26 FileType = lower( filename( endchar -2 : endchar ) );
27 end
28 end
29
30 if ~( strcmp(FileType , 'shd'))
31 warning ([ mfilename ': il file non sembra essere un shd ,'...
32 'quindi lo passo alla funzione non ottimizzata ']);
33 [ title , plottype , freq , atten , Pos , pressure ] = read_shd( filename );
34 pressure = squeeze( pressure( 1, 1, :, : ) );
35 return
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36 end
37
38 fid = fopen( filename , 'rb' );
39 if ( fid == -1 )
40 errordlg( 'No shade file with that name exists; you must run a model first ', 'read_shd_bin ' );
41 error( 'read_shd_bin: No shade file with that name exists; you must run a model first ' );
42 end
43
44 recl = fread( fid , 1, 'int32 ' ); %record length in bytes will be 4*recl
45 title = fread( fid , 80, '*char' )';
46
47 fseek(fid , 4*recl , -1); %reposition to end of first record
48 plottype = fread( fid , 10, '*char' ).';
49 xs = fread( fid , 1, 'float32 ' );
50 ys = fread( fid , 1, 'float32 ' );
51
52 fseek(fid , 2 * 4 * recl , -1 ); %reposition to end of second record
53 freq = fread( fid , 1, 'float32 ' );
54 Ntheta = fread( fid , 1, 'int32 ' );
55 Nsd = fread( fid , 1, 'int32 ' );
56 Nrd = fread( fid , 1, 'int32 ' );
57 Nrr = fread( fid , 1, 'int32 ' );
58 atten = fread( fid , 1, 'float32 ' );
59
60 if (Ntheta ~= 1) || (Nsd ~= 1)
61 warning ([ mfilename ': Il file ha più di un bearing o di'...
62 'una source depth , quindi ignorerò dei dati.']);
63 end
64
65 fseek( fid , 3 * 4 * recl , -1 ); %reposition to end of record 3
66 Pos.theta = fread( fid , 1, 'float32 ' );
67
68 fseek( fid , 4 * 4 * recl , -1 ); %reposition to end of record 4
69 Pos.s.depth = fread( fid , 1, 'float32 ' );
70
71 fseek( fid , 5 * 4 * recl , -1 ); %reposition to end of record 5
72 Pos.r.depth = fread( fid , Nrd , 'float32 ' );
73
74 fseek( fid , 6 * 4 * recl , -1 ); %reposition to end of record 6
75 Pos.r.range = fread( fid , Nrr , 'float32 ' );
76
77 switch plottype
78 case 'rectilin '
79 pressure = zeros( Nrd , Nrr , outputclass );
80 Nrcvrs_per_range = Nrd;
81 case 'irregular '
82 pressure = zeros( 1, Nrr , outputclass );
83 Nrcvrs_per_range = 1;
84 otherwise
85 pressure = zeros( Nrd , Nrr , outputclass );
86 Nrcvrs_per_range = Nrd;
87 end
88
89 for ird = 1: Nrcvrs_per_range
90 recnum = 6 + ird;
91 status = fseek( fid , recnum * 4 * recl , -1 ); %Move to end of previous record
92 if ( status == -1 )
93 error( [mfilename ': Seek to specified record failed in read_shd_bin '] )
94 end
95
96 temp = fread( fid , 2*Nrr , 'float32 ' ); %Read complex data
97 pressure( ird , : ) = temp( 1 : 2 : 2*Nrr ) + 1i * temp( 2 : 2 : 2*Nrr );
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98
99 end
100
101 fclose( fid );
B.5 get_attn_data.m - Sanitizzazione della TL
letta e conversione in decibel
Funzione molto semplice, costruita per poter mantenere una compatibilità
funzionale di my_read_single_shd.m con read_shd.m dell’Acoustics Toolbox
ed aggiungervi i passaggi ulteriori necessari.
1 function [ pressure , Pos , freq , PlotTitle ] = get_attn_data( filename )
2 % Verifica di avere memoria a disposizione , chiama my_read_single_shd ,
3 % sanitizza i risultati e li converte in decibel
4
5 clear_wsp_threshold = 5e8; % bytes
6
7 wspvars = evalin('base','whos');
8 wspvars_bytes = sum([ wspvars.bytes ]);
9 if wspvars_bytes > clear_wsp_threshold
10 chefare = questdlg (...
11 sprintf('Il workspace base contiene già variabili per %0.1f MB.'...
12 'Sicuro di voler rischiare di non starci in memoria?' ,...
13 wspvars_bytes /(2^20)) , mfilename , 'Continua impavido ' ,...
14 'Svuota , poi continua ', 'Annulla ', 'Annulla ');
15 if strcmp(chefare , 'Svuota , poi continua ')
16 evalin('base', 'clearvars -except units jkpsflag t');
17 elseif ~strcmp(chefare , 'Continua impavido ')
18 return;
19 end
20 end
21
22 logwithtoc('Lettura ...');
23 [ PlotTitle , ~, freq , ~, Pos , pressure ] = my_read_single_shd( filename );
24
25 logwithtoc('Ripulizia ...');
26 pressure = abs( pressure );
27 tlt_zeros = isnan( pressure ) | isinf( pressure ) | (pressure <= 1e-7);
28
29 logwithtoc('Logaritmi ...');
30 pressure = -20.0 .* log10( pressure ); % da questo punto , pressure è in deciBels
31 pressure( tlt_zeros ) = 140;
32
33 end
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B.6 make_envfile.m - Ricostruzione program-
matica del file di ambiente per modifi-
carlo a runtime
Questa funzione fa le veci di una vera e propria API per modificare le condi-
zioni simulate. Genera un file identico a quello di input, salvo alcuni para-
metri che vengono opzionalmente sovrascritti con quelli forniti alla funzione.
Viene usata (ma non intrinsecamente limitata a tale uso) per le simulazioni
al variare di zS.
1 function output_filename = make_envfile( input_file , output_dir , source_depth , res_v , res_h , range_v , range_h )
2 % Legge , copia , esegue minimale validazione , e modifica al volo un file di
3 % environment di AT
4 % Detailed explanation goes here
5
6 % valori predefiniti per gli argomenti facoltativi della funzione
7 if ~exist('range_v ', 'var'), range_v = false; end
8 if ~exist('range_h ', 'var'), range_h = false; end
9 if ~exist('res_v ', 'var'), res_v = false; end
10 if ~exist('res_h ', 'var'), res_h = false; end
11 if ~exist('source_depth ', 'var'), source_depth = false; end
12
13 % validazione dell 'input
14 assert(ischar(input_file) && ischar(output_dir) && ...
15 (~ isnumeric(range_v) || isequal(size(range_v), [1 2])) && ...
16 (~ isnumeric(range_h) || isequal(size(range_h), [1 2])) && ...
17 (~ isnumeric(res_v) || isequal(size(res_v), [1 1])) && ...
18 (~ isnumeric(res_h) || isequal(size(res_h), [1 1])) && ...
19 (~ isnumeric(source_depth) || isequal(size(source_depth), [1 1])), ...
20 'make_envfile: argomenti non validi!');
21 assert( exist( input_file , 'file' ) == 2, ...
22 'make_envfile: non esiste l''input_file!');
23 assert( exist( output_dir , 'dir' ) == 7, ...
24 'make_envfile: non esiste la directory output_dir!');
25
26 try
27
28 [fin , err] = fopen(input_file , 'r');
29 assert(isempty(err), ['make_envfile: (input_file) ' err]);
30
31 [~, fname , fext] = fileparts(input_file );
32 i = uint32 (1);
33 output_filename = [fname '_001'];
34 while exist ([ output_dir filesep output_filename fext], 'file') == 2
35 i = i + 1;
36 output_filename = [fname sprintf('_%03u', i)];
37 end
38 [fout , err] = fopen ([ output_dir filesep output_filename fext], 'w');
APPENDICE B. CODICE SORGENTE DEL PROGETTO 81
39 assert(isempty(err), ['make_envfile: (output_file) ' err]);
40
41 copyline(fin , fout); % titolo
42 copyline(fin , fout); % frequenza
43 copyline(fin , fout); % NMEDIA
44 copyline(fin , fout); % SSOPT
45
46 input_line = copyline(fin , fout); % NMESH SIGMA Z(NSSP)
47 input_cell = splitline(input_line );
48 bottom_depth = str2double(input_cell {3});
49 assert(isnumeric(bottom_depth), 'make_envfile: il file di input non è valido!')
50
51 a = 0;
52
53 while a ~= bottom_depth
54 input_line = copyline(fin , fout);
55 input_cell = splitline(input_line );
56 a = str2double(input_cell {1});
57 assert(isnumeric(a), 'make_envfile: il file di input non è valido!')
58 end
59
60 copyline(fin , fout); % BOTOPT SIGMA
61
62 input_line = copyline(fin , fout); % ZB CPB CSB RHOB APB ASB
63 input_cell = splitline(input_line );
64 a = str2double(input_cell {1});
65 assert(isnumeric(a), 'make_envfile: il file di input non è valido!')
66 assert(a == bottom_depth , 'make_envfile: il file di input non è valido!')
67
68 input_line = copyline(fin , fout); % NSD
69 input_cell = splitline(input_line );
70 a = str2double(input_cell {1});
71 assert(isnumeric(a), 'make_envfile: il file di input non è valido!')
72 assert(a == 1, 'make_envfile: il file di input non è valido!')
73
74 input_line = copyline(fin , NaN); % SD(1:NSD) (m)
75 if source_depth == false
76 fprintf(fout , [input_line '\n']); % comunque verrà usato solo il primo
77 else
78 fprintf(fout , '%f\n', source_depth );
79 end
80
81 input_line = copyline(fin , NaN); % NRD
82 if res_v == false
83 fprintf(fout , [input_line '\n']);
84 else
85 fprintf(fout , '%u\n', uint32(floor(res_v )));
86 end
87
88 input_line = copyline(fin , NaN); % RD(1:NRD) (m)
89 if range_v == false
90 input_cell = splitline(input_line );
91 maxdepth = str2double(input_cell {2});
92 assert(isnumeric(maxdepth), 'make_envfile: il file di input non è valido!')
93 fprintf(fout , [input_line '\n']);
94 else
95 maxdepth = range_v (2);
96 fprintf(fout , '%f %f\n', range_v (1), range_v (2));
97 end
98
99 input_line = copyline(fin , NaN); % NRR
100 if res_h == false
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101 fprintf(fout , [input_line '\n']);
102 else
103 fprintf(fout , '%u\n', uint32(floor(res_h )));
104 end
105
106 input_line = copyline(fin , NaN); % RR(1:NR ) (km)
107 if range_h == false
108 input_cell = splitline(input_line );
109 maxrange = str2double(input_cell {2});
110 assert(isnumeric(maxrange), 'make_envfile: il file di input non è valido!')
111 fprintf(fout , [input_line '\n']);
112 else
113 maxrange = range_h (2);
114 fprintf(fout , '%f %f\n', range_h (1), range_h (2));
115 end
116
117 copyline(fin , fout); % 'R/C/I/S'
118 copyline(fin , fout); % NBEAMS
119 copyline(fin , fout); % ALPHA1 ,2 (degrees)
120
121 input_line = copyline(fin , fout); % STEP (m), ZBOX (m), RBOX (km)
122 input_cell = splitline(input_line );
123 a = str2double(input_cell {2});
124 assert(isnumeric(a), 'make_envfile: il file di input non è valido!')
125 assert(a > maxdepth , 'make_envfile: massima profondità non valida!')
126 a = str2double(input_cell {3});
127 assert(isnumeric(a), 'make_envfile: il file di input non è valido!')
128 assert(a > maxrange /1000, 'make_envfile: massimo range non valido!')
129
130 catch err
131 fclose(fin);
132 if fclose(fout) == 0
133 delete ([ output_dir filesep output_filename fext ]);
134 end
135 rethrow(err);
136 end
137
138 assert(fclose(fout) == 0, 'make_envfile: errore chiudendo il file di output!');
139 assert(fclose(fin) == 0, 'make_envfile: errore chiudendo il file di input!');
140
141 end
142
143 function linestr = copyline(fin , fout)
144 linestr = fgetl(fin);
145 assert(ischar(linestr), 'make_envfile: il file di input non è valido!')
146 if fout > 0, fprintf(fout , [linestr '\n']); end
147 end
148
149 function outcell = splitline(linestr)
150 outcell = strsplit(linestr , '!'); % togli commento in coda
151 outcell = strsplit(outcell {1}, '\s+', 'DelimiterType ','RegularExpression ');
152 if isempty(outcell {1}), outcell (1) = []; end
153 end
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B.7 grafici_varsim.m - Statistiche e grafici per
le simulazioni al variare di zS
1 MAXALPHA = 20 * pi/180;
2
3 tlavg = mean(rangetloss ,2);
4 tlmax = max(rangetloss ,[] ,2);
5 tlrms = rms (rangetloss - repmat(tlavg , 1,size(rangetloss ,2)) ,2);
6 deltaL = sum(diff(rangedepth ,1,2)~=0, 2) .* (mean(diff(ranges )) * 1000 * tan(MAXALPHA ));
7 sds = (1: max_i)* step_z;
8
9 [~,i1] = min(tlavg);
10 [~,i2] = max(tlavg);
11 fprintf('#### TL media: best =%4.2f @ %3.1fm (i=%u); worst =%4.2f @ %3.1fm (i=%u)\n' ,...
12 tlavg(i1),sds(i1),i1, tlavg(i2),sds(i2),i2);
13 [~,i1] = min(tlmax);
14 [~,i2] = max(tlmax);
15 fprintf('#### TL max: best =%4.2f @ %3.1fm (i=%u); worst =%4.2f @ %3.1fm (i=%u)\n\n' ,...
16 tlmax(i1),sds(i1),i1, tlmax(i2),sds(i2),i2);
17
18 save([ root_envname ' data'], 'rangetloss ', 'rangedepth ', 'zrms', 'zavg' ,...
19 'sds', 'step_z ', 'max_i ', 'ranges ', 'tlrms ', 'tlavg ', 'tlmax ' ,...
20 'deltaL ', 'root_envname ', 'MAXALPHA ');
21
22 f = figure;
23 axes_h = get (...
24 image ([0 max(ranges ).*1000] , [1 max_i ].*step_z ,...
25 rangedepth - ((1: max_i ).* step_z).' * ones(size(ranges )),...
26 'CDataMapping ','scaled '),...
27 'Parent ');
28 xlabel(axes_h , 'Range (m)');
29 ylabel(axes_h , 'Source depth = vehicle release depth (m)');
30 set(axes_h , 'YDir','reverse ');
31 h_cb = colorbar('peer',axes_h , 'YDir','reverse ');
32 ylabel(h_cb , '\Delta{}z (m)');
33 print(f, [root_envname ' colormap.png'], '-dpng', '-r300');
34 print(f, [root_envname ' colormap.emf'], '-dmeta ', '-r300');
35 saveas(axes_h , [root_envname ' colormap.fig'], 'fig');
36 matlab2tikz('filename ',[root_envname '_colormap_tikz.tex'], 'figurehandle ',f, ...
37 'relativeDataPath ','immagini_tikz2/', 'checkForUpdates ',false ,...
38 'showInfo ', false ,...
39 'width ','0.8\ textwidth ', 'height ','0.5\ textwidth ');
40
41
42 delete(get(f,'children ')); axes_h = axes;
43 [~, imin] = min(tlavg);
44 plot(sds ,tlavg ,'b-', sds ,tlmax ,'r-');
45 ylabel(axes_h , 'TL for optimal vehicle path (dB)');
46 xlabel(axes_h , 'Transmitter depth (m)');
47 grid(axes_h , 'on');
48 xlim(axes_h , [0 max(sds )]);
49 legend(axes_h , 'Average ', 'Worst ', 'Location ','nw');
50 print(f, [root_envname ' tl graph.png'], '-dpng', '-r300');
51 print(f, [root_envname ' tl graph.emf'], '-dmeta ', '-r300');
52 matlab2tikz('filename ',[root_envname '_tl_graph.tex'], 'figurehandle ',f, ...
53 'relativeDataPath ','immagini_tikz2/', 'checkForUpdates ',false ,...
54 'showInfo ', false ,...
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55 'width ','0.8\ textwidth ', 'height ','0.5\ textwidth ');
56
57 delete(get(f,'children '));
58 axes_h = get (...
59 scatter(deltaL , tlavg , 4*ones(size(tlavg)), ((1: max_i)* step_z), 'fill'),...
60 'Parent ');
61 colormap(axes_h , 'cool');
62 box(axes_h , 'on');
63 h_cb = colorbar('peer',axes_h , 'YDir','Reverse ');
64 ylabel(axes_h , 'Average Transmission Loss (dB)');
65 xlabel(axes_h , '\Delta{}l (m)');
66 ylabel(h_cb , 'Transmitter depth (m)');
67 print(f, [root_envname ' scatterplot.png'], '-dpng', '-r300');
68 print(f, [root_envname ' scatterplot.emf'], '-dmeta ', '-r300');
69 matlab2tikz('filename ',[root_envname '_scatterplot.tex'], 'figurehandle ',f, ...
70 'relativeDataPath ','immagini_tikz2/', 'checkForUpdates ',false ,...
71 'showInfo ', false ,...
72 'width ','0.7\ textwidth ', 'height ','0.5\ textwidth ');
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