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Abstract
Many natural systems which are of scientific relevance are coupled systems with time scale
separation. Low dimensional systems with fast chaotic degrees of freedom constitute a
large class of such systems. The presence of the fast degrees of freedom makes the study of
long time behavior difficult or even impossible. Such long time predictions are important
and desired in many cases, like for example in the study of climate or ecological changes,
where they play a very important role. However, only the slow variables are relevant when
considering such large time intervals. Therefore it is of great interest to find a way to get
rid of the fast degrees of freedom, and thus to achieve a reduced description in terms of
the slow variables. There are well known techniques for the elimination of fast degrees of
freedom like adiabatic elimination or averaging, which assume that the fast dynamics is
relaxing fast to an equilibrium state or quasi-periodic, respectively. However, for systems
with chaotic fast degrees of freedom these techniques cannot be applied.
In this work we examine one technique for the elimination of fast degrees of freedom
for the large class of Hamiltonian systems with time scale separation showing chaotic be-
haviour in their fast variables. This technique is based on the idea of replacing the fast
variables by a suitable stochastic process. In this method we assume that the time scale
separation is pronounced and can be expressed via a parameter that is small compared
to unity. Formal perturbation expansions over this small parameter, involving a Markov
approximation, yield a Fokker-Planck equation in the slow subspace which respects con-
servation of energy. A detailed numerical and analytical investigation of several suitable
model systems demonstrates the accuracy and the efficiency of this technique. The results
show that non-Markovian and non-Gaussian features of the fast variables are negligible,
especially if the long time behaviour is considered.
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Kapitel 1
Einleitung
Viele Pha¨nomene in der Natur sind charakterisiert durch gekoppelte Prozesse, deren Dy-
namik auf verschiedenen Zeitskalen ablaufen. Es gibt zahllose Beispiele aus nahezu allen
Forschungsbereichen: Angefangen bei der Physik, u¨ber die Biologie, die Medizin, die Me-
teorologie bis hin zur Kursentwicklung von Wertpapieren auf den Finanzma¨rkten. Fu¨r eine
Reihe von Systemklassen kann man die Trennung der Zeitskalen ausnutzen, um die Lo¨sung
der vollen, gekoppelten Dynamik in geeigneter Weise zu vereinfachen und reduzierte Glei-
chungen fu¨r das langsame System abzuleiten.
Im Hinblick auf das Langzeitverhalten ist es im besonderen Maße hilfreich, die Zahl der
Freiheitsgrade, insbesondere der schnellen, zu reduzieren. Fu¨r eine Vielzahl gekoppelter
Systeme kann das Langzeitverhalten bei detaillierter Beru¨cksichtigung der schnellen Frei-
heitsgrade nicht simuliert werden. In vielen Fa¨llen sind jedoch Langzeitprognosen, wie z.B.
beim Klima oder der Entwicklung o¨kologischer Systeme wichtig und daher erwu¨nscht. Be-
reits im Rahmen der Statistischen Physik des Nichtgleichgewichts stellt die Modellierung
der schnellen Freiheitsgrade durch einen geeigneten stochastischen Prozess eine wohlbe-
kannte Herangehensweise dar. Sie fu¨hrt zu effektiv reduzierten Beschreibungen wie der
Boltzmann-, der Master- oder der Fokker-Planck-Gleichung [1, 2]. Allerdings wird hier ei-
ne unendliche Anzahl schneller Freiheitsgrade, welche zu einem gewissen Grad im lokalen
thermodynamischen Gleichgewicht liegen, vorausgesetzt. Im Thermodynamischen Limes
wirkt das schnelle Teilsystem1 als Wa¨rmebad fu¨r das langsame. Wenn kein lokales thermo-
dynamisches Gleichgewicht vorliegt, sind andere Verfahren zur Elimination der schnellen
Freiheitsgrade heranzuziehen. Zwei recht bekannte Methoden sind die adiabatische Elimi-
nation2 [3] und die adiabatische Mittelung (oder averaging) [4, 5]. Die erste ist immer dann
anwendbar, wenn die zugeho¨rige Dynamik relaxierend ist, wa¨hrend die zweite Methode
schnelle quasiperiodische Prozesse erfordert. In diesen Fa¨llen gewinnt man eine effektive
deterministische Bewegungsgleichung, in der nur noch die langsamen Freiheitsgrade auf-
treten. Der Einfluss der schnellen Freiheitsgrade wird in einer geeigneten Funktion der
langsamen zusammengefasst.
Ein instruktives Beispiel ist das Ozean-Atmospha¨ren-Modell, das zur Vorhersage von
1Das schnelle Teilsystem ist dasjenige System, welches die schnellen Freiheitsgrade umfasst.
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Klimaa¨nderungen verwendet wird. Hier funktioniert allerdings keines der oben genannten
Verfahren zur Ableitung einer reduzierten Bewegungsgleichung, da die schnellen Freiheits-
grade weder relaxierend noch quasiperiodisch sind. Das Wetter wird in diesem Modell
durch sich in der Atmospha¨re ausbildende Strukturen in Form von Zyklonen und Antizy-
klonen mit einer Lebensdauer von wenigen Tagen bestimmt. Fu¨r das Klima hingegen sind
die Vera¨nderungen des Ozeans verantwortlich, die auf einer Zeitskala von einigen hundert
Jahren liegen. Hier existiert auf natu¨rliche Weise eine Trennung der Zeitskalen, bei der das
Wetter die Rolle des schnellen und das Klima die des langsamen Prozesses u¨bernimmt. Die
Atmospha¨re, die das Wetter bestimmt, ist jedoch weder im thermodynamischen Gleichge-
wicht, noch verfu¨gt sie u¨ber eine relaxierende oder quasiperiodische Dynamik. Sie zeichnet
sich vielmehr durch eine chaotische und turbulente Dynamik aus. Fu¨r die große Klasse von
schnellen chaotischen Systemen mit endlicher Anzahl von Freiheitsgraden gab es bisher
kein befriedigendes Eliminationsverfahren.
Im Rahmen der Klimaforschung wurde 1976 erstmals die Verwendung eines stochasti-
schen Klimamodells von Hasselmann [6] vorgeschlagen. Neuerdings wird diese Idee von
einigen Mathematikern [7] wieder aufgegriffen. Das Ziel ist hierbei, die schnellen chao-
tischen Freiheitsgrade durch Rauschen, d.h. einen geeigneten stochastischen Prozess, zu
ersetzen. Das volle deterministische System wird durch eine stochastische Differentialglei-
chung approximiert. Dieses Grundkonzept ist sehr verwandt mit der Vorgehensweise in der
Statistischen Physik.
In dieser Arbeit beschra¨nken wir uns auf Systeme mit einer endlichen Zahl von Frei-
heitsgraden, wobei das schnelle Subsystem auch chaotisch ist. Auch hier sind Verfahren wie
adiabatische Elimination oder averaging nicht anwendbar. Es stellen sich an dieser Stelle
zwei entscheidende Fragen: Zum einen, wie man systematisch ein stochastisches Modell fu¨r
das deterministische System ableiten kann und zum anderen, in welchem Sinne die stocha-
stische Bewegungsgleichung fu¨r die langsamen Variablen eine sinnvolle Approximation des
deterministischen Ausgangssystems darstellt.
Fu¨r die Klasse Nicht-Hamiltonscher Systeme konnten diese Fragen gekla¨rt und ein Ver-
fahren zur Elimination schneller chaotischer Freiheitsgrade entwickelt werden. Die wesentli-
chen Arbeiten wurden hierbei in der Arbeitsgruppe Kantz et al. [8, 9, 10] durchgefu¨hrt. Das
Ziel der vorliegenden Arbeit besteht nun darin, ein entsprechendes Verfahren fu¨r gekoppel-
te Hamiltonsche Systeme zu untersuchen und seine Leistungsfa¨higkeit mittels geeigneter
Beispielsysteme zu u¨berpru¨fen. Der Ausgangspunkt ist, wie auch im Nicht-Hamiltonschen
Fall, ein zweikomponentiges System bei dem lediglich zwischen schneller und langsamer
Zeitskala unterschieden wird.
Die Arbeit gliedert sich in die folgende Teile: In Kapitel 2 wird die Herleitung der redu-
zierten Bewegungsgleichung zur Beschreibung der langsamen Dynamik unter Verwendung
der Projektionsmethode im Sinne des Nakajima-Zwanzig-Formalismus dargelegt, s.a. [11].
Im anschließenden Kapitel 3 wird das gewonnene Verfahren auf die Pseudo-Hamiltonschen
Kubomodelle angewandt, welche als idealisierte Modellsysteme zu betrachten sind. Sie be-
stehen aus einem langsamen und einem schnellen Subsystem, wobei in das schnelle ein
Gaußscher Rauschprozess geeignet eingekoppelt wird. Dadurch zerfallen die Korrelationen
exponentiell schnell und die Dynamik des schnellen Systems kann als Markov-Prozess inter-
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pretiert werden. Auf diese Weise wird die im Rahmen der Herleitung verwendete Markov-
Approximation exakt.
Im Allgemeinen ist Hamiltonsches Chaos hingegen durch Zerfallsprozesse gekennzeich-
net, die nicht ausschließlich exponentiell verlaufen. Der Grund hierfu¨r ist ein gemischter
Phasenraum mit koexistierenden regula¨ren und chaotischen Bereichen. Vor diesem Hinter-
grund werden in Kapitel 4 die Grenzen der Anwendbarkeit der Markov-Approximation
anhand der Untersuchung von Wiederkehr-Verteilungen gekoppelter, symplektischer Ab-
bildungen diskutiert. In Kapitel 5 und 6 wird die Gu¨te der Vorhersage und der Vorhersa-
gehorizont des betrachteten Eliminationsverfahrens bei der Anwendung auf Hamiltonsche
Systeme untersucht. In Kapitel 5 werden diese Untersuchungen an einer Reihe von einfa-
chen Modellsystemen vorgenommen, wohingegen in Kapitel 6 mit dem Wasserstoff-Atom
im homogenen Magnetfeld ein realistisches, physikalisches System betrachtet wird.
1.1 Chaos versus stochastischer Prozess
Das im Folgenden im Detail diskutierte Eliminationsverfahren fu¨r gekoppelte Hamiltonsche
Systeme basiert auf der Idee, die schnellen chaotischen Freiheitsgrade durch einen geeig-
neten stochastischen Prozess zu ersetzen. Dies setzt jedoch voraus, dass chaotische und
stochastische Prozesse u¨ber gemeinsame Eigenschaften verfu¨gen, wodurch dieser Ansatz
gerechtfertigt werden kann.
Betrachtet man experimentell gewonnene Messreihen derartiger Prozesse, dann ist eine
Unterscheidung chaotischer und stochastischer Prozesse auf dieser makroskopischen Ebe-
ne unter bestimmten Bedingungen schwierig oder gar unmo¨glich. Die von Irregularita¨t
gepra¨gte Dynamik beider Prozesse unterstreicht vielmehr ihre A¨hnlichkeit. Unterdessen
kann auf der mikroskopischen Ebene sehr wohl zwischen chaotischem und stochastischem
Verhalten unterschieden werden. Die chaotische Dynamik ist determiniert durch nichtli-
neare Bewegungsgleichungen einiger weniger Freiheitsgrade, wohingegen der stochastische
Prozess als die Summe einer unendlich großen Zahl mikroskopischer Prozesse aufzufassen
ist.
Damit eng verbunden ist die Tatsache, dass der Tra¨ger der chaotischen Dynamik im
Phasenraum im Gegensatz zum stochastischen Fall endlich ist. Die zeitliche Entwicklung
eines chaotischen Systems wird durch die zugeho¨rige invariante Menge im Phasenraum
charakterisiert. Der maximale Abstand zwischen zwei Punkten auf der invarianten Men-
ge ist endlich und nach oben beschra¨nkt. Diese Eigenschaft hat gravierende Folgen, wenn
man z.B. die stochastische Resonanz am Doppelmulden-Potential betrachtet. Beim Einkop-
peln einer stochastischen Kraft mit unbegrenztem Tra¨ger wie z.B. Gaußschen Rauschens
ko¨nnen na¨mlich, auch wenn die Kraft im Mittel sehr klein ist, zufa¨llige Fluktuationen
mit ausreichend großen Amplituden auftreten, so dass die Potentialerhebung u¨bersprun-
gen werden kann und das Teilchen die Mulde wechselt. Wird nun ein chaotisches System
an das Doppelmulden-Potential angekoppelt, dann ist bei entsprechender Skalierung der
chaotischen Systemdynamik kein Springen zwischen den Potentialmulden mo¨glich, weil der
Tra¨ger der invarianten Menge endlich ist [12].
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In der ku¨rzlich erschienen Arbeit von Kantz et al. [9] konnte gezeigt werden, dass die
Unterschiede zwischen chaotischen und stochastischen Prozesse lediglich auf kleinen Skalen
relevant sind. Auf großen Skalen hingegen werden beide Prozesse ununterscheidbar. Hier-
zu wurden Dimensionsbetrachtungen auf der Basis der Kolmogorov-Sinai-Entropie (KS-
Entropie) durchgefu¨hrt. Die KS-Entropie ist ein Maß fu¨r den Informationsverlust u¨ber den
Systemzustand pro Zeiteinheit. Fu¨r regula¨re Systeme ist sie gleich Null, fu¨r chaotische
Systeme ist sie gro¨ßer Null aber endlich, wa¨hrend sie fu¨r stochastische Prozesse unendlich
groß wird. Betrachtet man jedoch gekoppelte Systeme mit ausgepra¨gter Zeitskalentrennung
0 < ε 1 und einem schnellen chaotischen Subsystem, dann skaliert die KS-Entropie wie
KS −→ KS/ε. Das heißt, auf großen Skalen divergiert also auch die KS-Entropie chaoti-
scher Systeme, wodurch sie den stochastischen Systemen zunehmend a¨hnlicher werden.
Im Rahmen der Ableitung des Eliminationsverfahrens wird sich zeigen, dass der Zer-
fall der Korrelationen die entscheidende Eigenschaft des schnellen Systems ist, welche fu¨r
seine Anwendbarkeit erforderlich ist. U¨ber diese Eigenschaft verfu¨gen chaotische und sto-
chastische Systeme in gleichem Maße. Vor diesem Hintergrund ist eine Modellierung der
chaotischen Freiheitsgrade durch einen geeigneten stochastischen Prozess nur konsequent.
In fru¨hen Arbeiten von Zaslevky [13] und auch Chirikov [14] wird im Zusammenhang
mit der chaotischen Dynamik in Hamiltonschen Systemen ha¨ufig von stochastic web ge-
sprochen. Aus dieser begriﬄichen Identifikation chaotischer und stochastischer Prozesse
wird ersichtlich, dass diese großen Wissenschaftler intutiv bereits in einer fru¨hen Phase der
Nichtlinearen Forschung die Analogie zwischen diesen Prozessen gesehen haben.
Kapitel 2
Theorie: Eliminationsverfahren fu¨r
Hamiltonsches Chaos
Allen Eliminationsverfahren gemein ist, dass sie auf einer reduzierten Beschreibung be-
ruhen, in der zwischen relevanten und irrelevanten Observablen unterschieden wird. Das
gemeinsame Ziel dabei ist, effektive Bewegungsgleichungen fu¨r die relevanten Variablen
unter geeigneter Beseitigung der irrelevanten Freiheitsgrade zu gewinnen. Dies geschieht
durch Informationsreduktion auf Kosten der irrelevanten Freiheitsgrade. Bei stochastischer
Modellierung weist die reduzierte Beschreibung infolge der unvermeidbaren Informations-
verringerung Dissipation auf. Effektiv macht sich diese in Form eines Da¨mpfungsterms
bemerkbar. Ha¨ufig wird die Da¨mpfung heuristisch angesetzt; dies ist typisch fu¨r pha¨nome-
nologische Wissenschaftsbetrachtungen. Besser ist allerdings, wenn sich die Dissipation aus
allgemeineren Betrachtungen ergibt. Mit der Dissipation einher geht die Tatsache, dass die
durch die reduzierte Beschreibung beschriebenen Prozesse irreversibel sind. Im Gegensatz
dazu sind konservative Hamiltonsche Systeme bekanntermaßen reversibel und nichtdissi-
pativ. Aber gerade fu¨r diese Systemklasse wird in diesem Kapitel die Herleitung eines
Verfahrens zur Elimination schneller chaotischer Freiheitsgrade aufgezeigt. Das gekoppelte
Hamiltonsche System, von dem wir hier ausgehen, verfu¨gt u¨ber folgende Struktur: Es be-
steht aus einem langsamen Teilsystem, welches u¨ber eine Kopplung in Wechselwirkung mit
einem schnellen chaotischen Teilsystem steht. Hierbei wird eine ausgepra¨gte Zeitskalentren-
nung vorausgesetzt. Ziel des Eliminationsverfahren ist, ausgehend von den vollen determi-
nistischen Bewegungsgleichungen, eine effektiv reduzierte Bewegungsgleichung fu¨r die lang-
samen Observablen zu gewinnen. Erreichen wollen wir das durch eine geeignete Ersetzung
der chaotischen Dynamik durch einen stochastischen Rauschprozess. Die somit gewonne-
nen effektiven Gleichungen fu¨r die langsamen Freiheitsgrade sind stochastische Differenti-
algleichungen. An dieser Stelle ko¨nnte sich die Frage aufdra¨ngen: Was ist neu gegenu¨ber
Arbeiten, wie z.B. von Hasselmann [6]? Er schla¨gt in den hier betrachteten Fa¨llen ebenfalls
eine stochastische Beschreibung in Form einer Langevin- bzw. Fokker-Planck-Gleichung fu¨r
die langsamen Variablen vor. Der entscheidende Unterschied ist, dass er diesen Ansatz ad
hoc macht, motiviert durch die beobachtete A¨hnlichkeit von chaotischen und stochasti-
schen Prozessen. Im Gegensatz dazu gewinnen wir die Fokker-Planck-Beschreibung fu¨r die
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relevanten langsamen Freiheitsgrade u¨ber eine mathematisch rigorose Herleitung. Diese
Herleitung geht auf A. Riegert [11] zuru¨ck. Sie wird in diesem Kapitel lediglich skizziert.
Fu¨r diese Herleitung wird das Konzept der aus der Nichtgleichgewichts-Statistik bekannten
Projektionsmethode im Zusammenhang mit dem Nakajima-Zwanzig-Formalismus verwen-
det. Auf diese wichtigen Konzepte der statistischen Mechanik wollen wir in den na¨chsten
Abschnitten genauer eingehen und darauf aufbauend unser Eliminationsverfahren disku-
tieren.
2.1 Grundkonzept der Projektionsmethode
Betrachtet man ein typisches Vielteilchensystem aus der statistischen Mechanik, so ist
es ein sinnloses Unterfangen, die zeitliche Entwicklung all seiner mikroskopischen Eigen-
schaften beschreiben zu wollen. Dasselbe gilt gleichermaßen fu¨r gekoppelte Systeme, deren
schnelle Komponente chaotisch ist. Auch hier erscheint es wenig sinnvoll, die komplizierte
nichtlineare Dynamik im Detail zu beru¨cksichtigen. Das eigentliche Problem besteht darin,
die wenigen relevanten Gro¨ßen auszuwa¨hlen und den zeitlichen Verlauf ihrer Mittelwerte
zu bestimmen. Das Gesamtsystem entha¨lt na¨mlich sehr viele Informationen, deren De-
tailkenntnis fu¨r die Dynamik der relevanten Observablen nicht no¨tig ist, die aber deren
Berechnung erheblich erschweren. Die Projektionsmethode [15, 16] gestattet, sich dieser
irrelevanten Informationen auf eine elegante Weise zu entledigen. Man wird so auf eine
geschlossene Bewegungsgleichung fu¨r die relevanten Freiheitsgrade gefu¨hrt. In Abb. 2.1 ist
das Prinzip zur Gewinnung der reduzierten Bewegungsgleichung illustriert.
Subsystem
irrelevante 
Freiheitsgrade
z.B. Wetterobservablen 
wie die Tagestemperatur
Subsystem
relevante 
Freiheitsgrade
z.B. Klimaobservablen wie 
global gemittelte Temperatur
WW
Eliminationreduzierte Beschreibung
Abbildung 2.1: Schema: Gewinnung einer reduzierten Beschreibung infolge der Elimination schneller
Freiheitsgrade.
Bei den thermodynamischen Systemen sind die relevanten Gro¨ssen makroskopische Ob-
servablen (wie z.B. Temperatur, Druck, etc.), wa¨hrend die irrelevanten durch die ther-
mischen Badfreiheitsgrade auf der mikroskopischen Ebene gegeben sind. Hier hat sich
die Technik der Projektionsoperatoren als ein ma¨chtiges Instrument im Umgang mit den
schwierig handhabbaren statistischen Systemen im Nichtgleichgewicht bewa¨hrt.
Wa¨hrend bei den statistischen Systemen die große Zahl von Freiheitsgraden fu¨r die
komplizierte Dynamik verantwortlich ist, folgt sie bei niedrigdimensionalen chaotischen
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Systemen aus der Nichtlinearita¨t der Bewegungsgleichung. Vor diesem Hintergrund er-
scheint der Schritt naheliegend, die aus der statistischen Physik bekannten Konzepte auf
nichtlineare Systeme zu u¨bertragen. In den letzten Jahrzehnten ist dies auf vielfa¨ltige Weise
von zahlreichen Wissenschaftlern mit Erfolg angewandt worden [17].
Unter den verschiedenen Varianten des Projektions-Formalismus mo¨chten wir hier nur
diejenige besprechen, die auf Nakajima und Zwanzig zuru¨ckgeht. Diese hat sich fu¨r das
hier betrachtete Eliminationsverfahren als geeignet erwiesen.
2.1.1 Nakajima-Zwanzig-Formalismus
Historisch geht dieser Formalismus auf den japanischen Wissenschaftler S. Nakajima (1958)
und den USA-Physiker R. Zwanzig (1960) [18] zuru¨ck. Er besteht in der Anwendung des
Projektionsoperators P und seinem korrespondierenden komplementa¨ren Projektor Q =
1−P auf die Liouville-Gleichung fu¨r eine Dichtefunktion bzw. einen Dichteoperator ρ(t)(=:
ρt). Die Operatoren P und Q projizieren das Gesamtsystem, welches sowohl die relevanten
als auch die irrelevanten Freiheitsgrade entha¨lt, jeweils auf die durch die relevanten (P)
und die irrelevanten (Q) Variablen aufgespannten Unterra¨ume. Damit wird eine Zerlegung
der Gesamtdichte in der folgenden Weise herbeigefu¨hrt:
Pρt = ρrelt und Qρt = ρirrt =⇒ ρt = ρrelt + ρirrt . (2.1)
Kernstu¨ck dieses Formalismus ist die Festlegung der Projektionsoperatoren gema¨ß:
P +Q = 1 , P2 = P , Q2 = Q , PQ = QP = 0 (2.2)
d.h. die Projektoren P und Q sind notwendigerweise orthogonal zueinander und zusa¨tzlich
idempotent. Fu¨r ein gegebenes System lassen sich eine Reihe von Projektoren finden, die
diesen Forderungen genu¨gen. Welcher Projektionsoperator hierbei der geeignete ist, muss
von Fall zu Fall entschieden werden, denn nicht jeder Operator ermo¨glicht in gleichem
Maße eine Vereinfachung des Problems. Bei der Anwendung der Projektionstechnik stellt
genau dies die wesentliche Herausforderung dar.
Wie angeku¨ndigt werden diese Operatoren nun auf die Liouville-Gleichung1:
∂ρt
∂t
= −iLρt(x,y) (2.3)
angewendet. Damit ergibt sich zum einen die Gleichung der relevanten Freiheitsgrade nach
Gl. (2.1) und Gl. (2.2)
∂ρrelt
∂t
=
∂Pρt
∂t
= −PiLPρt −PiLQρt (2.4)
und zum anderen die der irrelevanten Freiheitsgrade
∂ρirrt
∂t
=
∂Qρt
∂t
= −QiLQρt −QiLPρt. (2.5)
1Die Beschreibung der Bewegungsgleichungen in Gestalt der Liouville-Gleichung ist vo¨llig gleichberech-
tigt zur u¨blichen, trajektorieweisen Beschreibung durch Hamiltonsche Differentialgleichungen.
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Mit x sind die langsamen und mit y die schnellen Variablen in Gl. (2.3) bezeichnet. Der
wesentliche Schritt des Verfahrens besteht nun darin, den irrelevanten Teil ρirrt formal
zu eliminieren. Dazu wird Gl. (2.5) - eine operatorwertige, lineare inhomogene Differen-
tialgleichung erster Ordnung fu¨r ρirrt - formal integriert. Die konkrete Konstruktion der
erforderlichen homogenen Lo¨sung und einer Partikularlo¨sung wird ersichtlich, wenn man
die Gl. (2.5) folgendermaßen umschreibt
∂
∂t
ρirrt = −Aρirrt − Bt (2.6)
mit A := QiL , Bt := QiLPρt, (2.7)
und anschließend durch formale Integration lo¨st:
ρirrt = Qρt = e−AtQρ0 −
∫ t
0
dt′e−At
′Bt−t′ (2.8)
= e−QiLtQρ0 −
∫ t
0
dt′e−QiLt
′QiLPρt−t′. (2.9)
Setzen wir diesen Ausdruck in die Gleichung (2.4) ein, so erhalten wir die Nakajima-
Zwanzig-Gleichung:
∂ρrelt
∂t
= −PiLPρrelt −PiLe−QiLtQρ0 +
∫ t
0
PiLe−QiLt′QiLPρrelt−t′ dt′. (2.10)
Es handelt sich bei ihr um eine Integro-Differentialgleichung fu¨r ρrelt .
Die formale Elimination der irrelevanten Freiheitsgrade bleibt nicht folgenlos. Im Ver-
gleich zur urspru¨nglichen Liouville-Gleichung (2.3) treten auf der rechten Seite zwei weitere
Ausdru¨cke auf: Der zweite Term beschreibt den Einfluss der irrelevanten Informationen,
die zum Anfangszeitpunkt vorlagen, wa¨hrend der Integralkern des letzten Terms alle von
den formal eliminierten Korrelationen herru¨hrende Einflu¨sse auf die Zeitentwicklung des
relevanten Anteils entha¨lt. Anschaulich bringt der Integralterm also das Geda¨chtnis an
vorhergehende Zusta¨nde (Retardierung) zum Ausdruck. Dieser Geda¨chtnisterm ist verant-
wortlich fu¨r den zeitlich nicht-lokalen Charakter der Gleichung (2.10). Seine physikalische
Bedeutung wird klar, wenn er von links nach rechts gelesen wird: Zur Zeit t′ < t koppeln
die durch P ausgesonderten relevanten Freiheitsgrade aufgrund der Wechselwirkung L an
die irrelevanten Freiheitsgrade (ausprojiziert durch Q), die gema¨ß des Entwicklungsope-
rators e−QiLt
′
sich zeitlich vera¨ndern, bis sie aufgrund einer erneuten Wechselwirkung L
Relevanz erlangen und so Einfluss auf die gegenwa¨rtige Entwicklung der relevanten Ob-
servablen zum Zeitpunkt t nehmen. In a¨hnlicher Weise kann der zweite Term interpretiert
werden. Die irrelevanten Komponenten des Anfangszustands (Q) entwickeln sich in der
Zeit, um wiederum zum Zeitpunkt t durch die Wechselwirkung L relevant zu werden. Eine
sinnvolle Annahme fu¨r den Zustand zum Zeitpunkt t = 0 ist ρ0 = ρrel0 , d.h. am Anfang
ist die reduzierte Dichte gleich der vollen. Hieraus resultiert Qρ0 = 0, wodurch der zweite
Term auf der rechten Seite der Gleichung (2.10) verschwindet. Physikalisch entspricht dies
der Abwesenheit von Korrelationen zwischen den beiden Teilsystemen bei t = 0.
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Die obigen Betrachtungen zeigen, dass der Einfluss der irrelevanten Freiheitsgrade, d.h.
die Komplexita¨t der Dynamik, auf ein zeitlich nicht lokales Verhalten abgebildet wird.
Die Berechnung der zuku¨nftigen Erwartungswerte stu¨tzt sich dann nicht nur auf die ge-
genwa¨rtigen, sondern auch auf die vergangenen Werte. Das Auffinden einer exakten Lo¨sung
der Bewegungsgleichung (2.10) ist daher, wie im Fall der Liouville-Gleichung, illusorisch.
Der entscheidende Vorteil der Nakajima-Zwanzig-Gleichung besteht darin, dass sie eine
bessere Ausgangsposition als die entsprechende Liouville-Gleichung fu¨r verschiedene Ap-
proximationen bietet. Zahlreiche Gleichungen, wie die Langevin-, Fokker-Planck-, Master-,
zeitabha¨ngige Hartree-Fock- oder Boltzmann-Gleichung, ko¨nnen als Spezialfa¨lle oder mit-
tels Na¨herungen aus Gl.(2.10) abgeleitet werden.
2.2 Skizze: Herleitung einer Fokker-Planck-Gleichung
Im letzten Abschnitt wurden die technischen Konzepte vorgestellt, auf denen das Verfahren
zur Elimination schneller chaotischer Freiheitsgrade aufbaut. In diesem Abschnitt folgt die
konkrete Herleitung der reduzierten stochastischen Beschreibung in Gestalt der Fokker-
Planck-Gleichung fu¨r Hamiltonsche Systeme mit unterschiedlichen Zeitskalen, s.a. Riegert
et al. [11].
Die Projektionsmethode wurde urspru¨nglich entwickelt, um Na¨herungen durchzufu¨hren,
die auf der Existenz unterschiedlicher Zeitskalen beruhen. Tatsa¨chlich eignet sich die allge-
meine Bewegungsgleichung (2.10) der relevanten Observablen gut als Ausgangspunkt fu¨r
zwei wichtige Na¨herungen: Die mit der Sto¨rungsentwicklung verbundene Bornsche Na¨he-
rung und die Markov-Approximation. Sie stellen, wie wir spa¨ter noch sehen werden, die
wesentlichen Schritte auf dem Weg zur reduzierten Beschreibung dar. Zuerst jedoch muss
der Projektor P (2.1) geeignet gewa¨hlt werden. Dazu ist es erforderlich, zuna¨chst das Sy-
stem zu definieren, auf welches der Projektor anzuwenden ist. Wir wollen uns auf gekoppelte
Hamiltonsche Systeme beschra¨nken, die ausschließlich u¨ber zwei Zeitskalen verfu¨gen, einer
langsamen τl und einer schnellen τs. Die auf der schnellen Zeitskala ablaufenden Prozesse
werden als chaotisch vorausgesetzt.
Zur Beschreibung der hier betrachteten Systeme kann allgemein ein Hamiltonian der
folgenden Struktur zugrunde gelegt werden:
H(q, p,Q, P ) = Hl(Q,P ) + 1
ε
Hs(q, p) +Hk(q,Q), (2.11)
wobei Hl den langsamen, Hs den schnellen und Hk den Wechselwirkungs-Hamiltonian
bezeichnet. Fu¨r die weitere Rechnung wird hier aus Gru¨nden der Einfachheit eine linea-
re, in diesem Fall eine harmonische Kopplung Hk = 12κ(Q − q)2 mit Kopplungssta¨rke κ
betrachtet2.
2Das Elimininationsverfahren kann prinzipiell fu¨r beliebige Kopplungen durchgefu¨hrt werden. Die resul-
tierende reduzierte Bewegungsgleichung, welche eine Fokker-Planck-Gleichung repra¨sentieren wu¨rde, wa¨re
jedoch bei nichtlinearer Kopplung wesentlich komplizierter hinsichtlich der auftretenden Terme.
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Abbildung 2.2: Schema: Gekoppeltes Hamiltonsches System mit Zeitskalentrennung.
Um die Renormierungsanteile, welche aus der Kopplung resultieren, werden der zu-
geho¨rigen schnelle und langsame Hamiltonian erweitert. Man erha¨lt also auf diese Weise
die folgende Aufteilung des Gesamthamiltonians:
H(q, p,Q, P ) = H˜l(Q,P ) + 1
ε
H˜s(q, p) + H˜k(q,Q) mit (2.12)
H˜l = Hl + 1
2
κQ2 (2.13)
H˜s = Hs + 1
2
εκq2 (2.14)
H˜k = −κQq. (2.15)
In Kleinbuchstaben erscheint hier der Satz an schnellen Orts- und kanonisch konjugierter
Impulsvariablen (q, p). Entsprechend sind die langsamen Variablen in Großbuchstaben-
Notation (Q,P ) gegeben3. Mit dem Parameter ε kann die Zeitskalentrennung eingestellt
werden. Da wir von einer ausgepra¨gten Zeitskalentrennung ausgehen wollen, fordern wir 0 <
ε 1. In Abb. 2.2 ist das gekoppelte System illustriert. Zusa¨tzlich wird eine Reskalierung
der GesamtenergieEg entsprechendEg = E/ε = H(q, p,Q, P ) vorausgesetzt. Dies erscheint
sinnvoll in Anbetracht der Zeitskalentrennung des Gesamthamiltonians (2.12). Durch die
Reskalierung wird sichergestellt, dass die Energie des Gesamtsystems im Limes ε −→ 0
nicht divergiert.
Ausgehen wollen wir a¨hnlich wie im letzten Abschnitt (2.1.1) von der Bewegungsglei-
chung des gekoppelten Systems in Gestalt der Liouville-Gleichung:
∂ρt
∂t
= −iLρt(q, p,Q, P ). (2.16)
Dabei ist der Liouville-Operator festgelegt durch die Poisson-Klammer-Beziehung:
iL. = {H, .}. (2.17)
Im Hinblick auf die Anwendung der Projektionsmethode hat sich hier die folgende Zerle-
3Ohne gro¨ßere Schwierigkeiten kann man die Betrachtungen auf den Fall beliebiger Anzahl der konju-
gierten Paare (Qj, Pj) und (qj, pj) mit j = 1, 2, 3, ...N verallgemeinern.
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gung der Liouville-Operatoren:
L = 1
ε
L0 + L1 mit L0 := Ls , L1 := Ll + Lk (2.18)
L = 1
ε
L̂(ε)s + L̂l mit L̂(ε)s := Ls + εLk,s , L̂l := Ll + Lk,l (2.19)
als geeignet erwiesen. In einer ersten Zerlegung (2.18) wird der Liouville-Operator L nach
Ordnungen des Zeitskalenparameters ε aufgespalten. In einer zweiten Zerlegung (2.19)
wird er bezu¨glich der schnellen und langsamen Ableitungen aufgeteilt. Hierbei ist iLk,s
der Wechselwirkungsbeitrag, der aus den Ableitungen nach den schnellen Variablen (q, p)
resultiert und iLk,l der Beitrag, der die Ableitungen nach den langsamen Variablen (Q,P )
entha¨lt:
iLk . = {H˜k, .} =
(
−∂H˜k
∂Q
∂
∂P
·
)
︸ ︷︷ ︸
iLk,l
+
(
−∂H˜k
∂q
∂
∂p
·
)
︸ ︷︷ ︸
iLk,s
. (2.20)
Die Erfordernis einer derart komplizierten Aufteilung des Liouville-Operators ru¨hrt
von der Hamiltonschen Struktur her. Sie fu¨hrt zu einer Vermischung der Ordnung nach
dem Zeitskalenparameter ε in den zugeho¨rigen Hamiltonschen Bewegungsgleichungen. Im
Hinblick auf die Sto¨rungsentwicklung, die in Ordnungen von ε durchgefu¨hrt werden soll,
bedeutet dies eine zusa¨tzliche Komplikation, da der Projektor P selbst ε-abha¨ngig wird.
In Fa¨llen, in denen hingegen eine Hamiltonsche Struktur fehlt und keine Einschra¨nkung
durch die Energieerhaltung besteht, reicht eine Zerlegung des Liouville-Operators gema¨ß
L = 1
ε
L0 + L1 in schnelle und langsame Anteile vollkommen aus. Dies konnte in einigen
Arbeiten [8, 9, 10], die in unserer Arbeitsgruppe entstanden sind, verwendet werden.
Wie man aus dem letzten Abschnitt weiß, ist der Projektor P bis auf einige wenige
grundlegende Eigenschaften (2.2) nicht weiter festgelegt. Insbesondere fehlen jegliche allge-
mein verbindliche Vorschriften oder Kriterien zur Gewinnung eines geeigneten Projektors.
Man kann lediglich versuchen, fu¨r die konkrete Situation, die man vorfindet, eine mo¨glichst
sinnvoll erscheinende Auswahl zu treffen4. Wa¨hlt man den ε-abha¨ngigen Projektor Pε wie
folgt
ρrelt = Pερt = ρ(ε)ad (q, p|Q,P )
∫
ρt dqdp =: ρ
(ε)
ad (q, p|Q,P )ρ¯t(Q,P ) mit (2.21)
Pε = ε0P0 + ε1P1 + ... und ρ(ε)ad = ε0ρ(0)ad + ε1ρ(1)ad + ... , (2.22)
dann ist der Projektor (2.21) so beschaffen, dass er durch Einwirken auf die Gesamtdich-
te ρt zu einer Aufspaltung dieser in Form eines Produktes fu¨hrt. Das Produkt besteht
4Der Projektor P muss so beschaffen sein, dass kein Informationsverlust bezu¨glich der langsamen Dy-
namik auftritt, wa¨hrend der Informationsverlust hinsichtlich der chaotischen Freiheitsgrade beliebig groß
werden kann.
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aus der adiabatischen Dichte5 ρ(ε)ad des schnellen Systems und der u¨ber die schnellen Frei-
heitsgrade gemittelten Gesamtdichte ρ¯t(Q,P ). Ein solcher Ansatz, bei dem der Einfluss der
schnellen Prozesse auf die langsame Dynamik in Form der stationa¨ren adiabatischen Dichte
zusammengefasst wird, ist bei ausgepra¨gter Zeitskalentrennung sinnvoll. Unter derartigen
Umsta¨nden kann die langsame Dynamik bezu¨glich der Prozesse, die typischer Weise auf der
schnellen Zeitskala ablaufen, als quasi-eingefroren betrachtet werden. In Gleichung (2.22)
wird sowohl die adiabatische Dichte ρ(ε)ad als auch der Projektor Pε einer Reihenentwicklung
nach ε unterworfen.
Die Idempotenz des Projektors Pε (2.21) ist durch die Normierung der adiabatischen
Dichte ρ
(ε)
ad garantiert. Allerdings muss die adiabatische Dichte zusa¨tzlich noch definiert
werden. Diese wa¨hlen wir so, dass die Bedingung
iL̂(ε)s ρ(ε)ad = 0 (2.23)
gilt. Eine adiabatische Dichte ρ(ε)ad der folgenden Form
ρ(ε)ad (q, p|Q,P ) =
δ(εH− E)
Z(ε)(E,Q,P )
mit Z(ε)(E,Q,P ) :=
∫
δ(εH− E) dqdp (2.24)
erfu¨llt die Festlegung (2.23). Mit E ist die Gesamtenergie des Systems bezeichnet. Sie ist
eine Erhaltungsgro¨ße, da konservative Systeme betrachtet werden. Das hat zur Konsequenz,
dass in Gl. (2.24) sowohl die stationa¨re Dichte ρ(ε)ad als auch die zugeho¨rige Zustandsdichte
Z(ε)(E) auf der mikrokanonischen Verteilungsfunktion ρ
(ε)
m = δ(εH−E) des vollen Systems
aufbauen.
Fu¨r den hier verwendeten Projektor (2.21) gilt infolge der Beziehung (2.23):
iL̂(ε)s Pε = 0. (2.25)
Außerdem gilt auch der Zusammenhang:
PεiL̂(ε)s = 0. (2.26)
Dies wird ersichtlich, wenn man die Beschra¨nktheit der Gesamtdichte ρt bei der Auswertung
der rechten Seite von Gl. (2.26) beru¨cksichtigt:
PεiL̂(ε)s = ρ(ε)ad
∫
iL̂(ε)s ρt dqdp = ρ(ε)ad
∫ {
∂H˜s
∂p
∂ρt
∂q
− ∂
∂q
(H˜s + εH˜k)∂ρt
∂p
}
dqdp (2.27)
= ρ
(ε)
ad
{∫ [
ρt
∂H˜s
∂p
]+∞
−∞︸ ︷︷ ︸
=0
dp −
∫ [
ρt
∂
∂q
(H˜s + εH˜k)
]+∞
−∞︸ ︷︷ ︸
=0
dq
}
= 0. (2.28)
Wertet man die allgemeine Nakajima-Zwanzig-Gleichung (2.10) fu¨r die Beziehungen (2.25)
und (2.26) aus, so nimmt die Bewegungsgleichung der relevanten Dichte ρrelt die folgende
5Sie ist die stationa¨re Lo¨sung bezu¨glich der schnellen Variablen bei festgehaltenen langsamen Variablen.
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Form an:
∂ρrelt
∂t
= −PεiL̂lPερrelt +
∫ t
0
PεiL̂le−QεiLt′QεiL̂lPερrelt−t′ dt′. (2.29)
Aus praktischen Erwa¨gungen soll hier noch die folgende Abku¨rzung eingefu¨hrt werden:
PεFPερrelt = PεFρrelt = ρ(ε)ad
{∫
F ρ(ε)ad dqdp
}
︸ ︷︷ ︸
:=〈F〉(ε)
ρ¯t = ρ
(ε)
ad 〈F〉(ε)ρ¯t. (2.30)
Dabei ist F ein beliebiger Operator und 〈...〉(ε) die Ensemble-Mittelung u¨ber die schnellen
Variablen. So vereinfacht sich die Nakajima-Zwanzig-Gleichung (2.29) zu
∂ρ¯t
∂t
= −〈iL̂l〉(ε)ρ¯t︸ ︷︷ ︸
Frequenzterm
+
∫ t
0
〈iLk,le−QεiLt′QεiL̂l〉(ε)ρ¯t−t′ dt′︸ ︷︷ ︸
Geda¨chtnisterm
. (2.31)
Bei dem ersten Term auf der linken Seite der Gleichung (2.31) spricht man vom Frequenz-
term, wa¨hrend es sich bei dem zweiten Term erneut um den besprochenen Geda¨chtnisterm
handelt. Auffa¨llig ist, dass sich der Geda¨chtnisterm gegenu¨ber dem Ausdruck in Gl. (2.29)
vereinfacht hat: Der erste Operator iL̂l im Kern des Geda¨chtnisterms reduziert sich auf
iLk,l. Das ergibt sich zum einen, da iLl nur von den langsamen Variablen abha¨ngt und aus
der Mittelung u¨ber die schnellen Variablen 〈...〉(ε) gezogen werden kann. Zum anderen gilt
PεQε = 0.
An dieser Stelle wird offenkundig, dass die anfangs angesprochenen Na¨herungen beno¨tigt
werden, um den komplizierten Ausdruck des Geda¨chtnisterms in geeigneter Weise zu ver-
einfachen. Darauf wird in den na¨chsten Abschnitten im Detail eingegangen.
2.2.1 Bornsche Na¨herung
Gekoppelte Systeme, wie wir sie hier betrachten, verfu¨gen u¨ber eine ausgepra¨gte Zeit-
skalentrennung. Bei den Moleku¨len beispielsweise verla¨uft die Kernbewegung wegen der
wesentlich gro¨ßeren Masse der Atomkerne viel langsamer, als die der Elektronen. Dies be-
deutet, dass sich die Elektronenhu¨lle bei der Bewegung der Kerne praktisch instantan auf
den jeweiligen Kernabstand einstellt. Die langsame Dynamik kann also als quasi-eingefroren
betrachtet werden. An dieser Stelle kann man mit der so genannten Bornschen Na¨herung
ansetzen, indem das langsame und das schnelle chaotische Subsystem in erster Na¨herung als
unkorreliert angenommen werden und das gesamte System nach dem bereits eingefu¨hrten
Zeitskalenparameter ε entwickelt wird. In der Bornsche Na¨herung bricht man die Entwick-
lung des Zeitentwicklungsoperators e−QεiLt
′
im Geda¨chtnisterm der Gl. (2.31) nach der
niedrigsten nicht verschwindenden Ordnung in ε ab, und erha¨lt somit:
e−QεiLt
′ ≈ e−i
 
L(ε)s t′/ε. (2.32)
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Ha¨ufig wird die Bornsche Na¨herung in Zusammenhang mit schwacher Wechselwirkung
zwischen System und Umgebung gebraucht. Dann kann eine Entwicklung des zugeho¨rigen
Zeitentwicklungsoperators in Ordnungen des Kopplungsparameters vorgenommen werden.
Im Gegensatz zu dieser ga¨ngigen Interpretation der Bornschen Na¨herung wird in unserem
Fall die ausgepra¨gte Trennung der Zeitskalen ausgenutzt. Anstelle der Entwicklung nach
Potenzen der Kopplungssta¨rke tritt eine Entwicklung in Ordnungen des Zeitskalenparame-
ters ε auf.
Die exakte Nakajima-Zwanzig-Gleichung (2.31) vereinfacht sich infolge der Bornsche-
Na¨herung (2.32):
∂ρ¯t
∂t
= −〈iL̂l〉(ε)ρ¯t︸ ︷︷ ︸
Frequenzterm
+
∫ t
0
〈iLk,le−i
 
L(ε)s t′/εQεiL̂l〉(ε)ρ¯t−t′ dt′︸ ︷︷ ︸
Geda¨chtnisterm
. (2.33)
Die Auswertung und Umformung des Geda¨chtnisterm in Gl. (2.33) geht auf A. Riegert
zuru¨ck und ist in [11] ausgefu¨hrt. Das Resultat ist∫ t
0
κ2
{
ε
∂
∂P
∂H˜l
∂P
1
Z(ε)
∂
∂E
〈δ(ε)ad qs(t)δ(ε)ad q〉(ε) +
∂2
∂P 2
〈δ(ε)ad qs(t)δ(ε)ad q〉(ε)
}
ρ¯t−t′ dt′. (2.34)
Mit δ
(ε)
ad qs := q − 〈q〉(ε) werden anschaulich die Fluktuationen bezu¨glich der schnellen
Variable q beschrieben, wa¨hrend qs(t) := ei
 
L(ε)s t′/εq die zeitabha¨ngige Lo¨sung bei quasi-
eingefrorenen langsamen Variablen zu der Anfangsbedingung qs(0) = q darstellt.
Die Integro-Differentialgleichung (2.33), in die nur die Bornsche Na¨herung eingeht, wird
als verallgemeinerte Mastergleichung bezeichnet.
2.2.2 Markov-Approximation
Durch die Bornsche Na¨herung wurde lediglich der Anteil der Korrelationen, die infolge
der Wechselwirkung erscheinen, im Geda¨chtnisterm beseitigt. Die Korrelationen, die in-
nerhalb des schnellen chaotischen Teilsystems auftreten, werden in (2.33) jedoch weiterhin
beru¨cksichtigt. Das ist aber genau der springende Punkt: Die Korrelationen in einem chao-
tische System zerfallen im Allgemeinen sehr schnell, im Fall einer hyperbolischen Dynamik
sogar exponentiell. Die Gleichung (2.33) wird daher durch Markov-Approximation weiter
vereinfacht.
Die Zeitskala, auf der die schnellen Korrelationen verschwinden, ist durch τs gegeben,
wa¨hrend die Vera¨nderungen im langsamen System auf der Zeitskala τl stattfinden. Die
Markov-Approximation beruht nun darauf, dass es eine Zeitskala ∆τ gibt, fu¨r die gilt:
τs  ∆τ  τl. (2.35)
In unserem Fall ist diese Bedingung wegen der Voraussetzung 0 < ε  1 erfu¨llt. Sie ga-
rantiert, dass die schnellen Korrelationen auf einer sehr viel kleineren Zeitskala verklingen
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als sich Vera¨nderung im langsamen System ergeben. Somit kann man in Gleichung (2.33)
die reduzierte Dichte der langsamen Variablen ρ¯t−t′ durch ρ¯t ersetzen. Anschließend kann
die obere Integrationsgrenze bis unendlich ausgedehnt werden, da fu¨r Zeiten t − t′  τs
der Integrand verschwindet. Damit ergibt sich mit Hilfe der Gleichung (2.34) die auf einer
vergro¨berten Zeitskala ∆τ gu¨ltige Fokker-Planck-Gleichung als reduzierte Bewegungsglei-
chung der langsamen Dynamik
∂
∂t
ρ¯t(Q,P ) = −〈iL̂l〉(ε)ρ¯t + ε2 ∂
∂P
{
∂H˜l
∂P
}
γ˜(ε)(Q,P )︸ ︷︷ ︸
Da¨mpfungsterm
ρ¯t + ε
∂2
∂P 2
D˜(2,ε)PP (Q,P )︸ ︷︷ ︸
Diffusionsterm
ρ¯t, (2.36)
mit den Koeffizienten
D˜(2,ε)PP (Q,P ) = κ
2
∫ ∞
0
〈δ(ε)ad qs(t)δ(ε)ad q〉(ε)dt (2.37)
γ˜(ε)(Q,P ) = κ2
∫ ∞
0
1
Z(ε)
∂
∂E
〈δ(ε)ad qs(t)δ(ε)ad q〉(ε)dt
=
1
Z(ε)(E,Q,P )
∂
∂E
(Z(ε)(E,Q,P )D˜
(2,ε)
PP (Q,P )). (2.38)
Der eliminierte irrelevante Anteil der chaotischen Freiheitsgrade macht sich in der redu-
zierten Bewegungsgleichung effektiv in Form eines Da¨mpfungs- und Diffusionsterms be-
merkbar. Die Fokker-Planck-Gleichung ergibt sich hier auf natu¨rliche Weise, ohne dass sie
durch eine ad hoc Annahme wie bei Hasselmann [6] eingefu¨hrt werden muss.
Allerdings enthalten die Koeffizienten D˜
(2,ε)
PP und γ˜
(ε) noch eine Reihenentwicklung nach
ε. Im na¨chsten Schritt soll die ε-Entwicklung nach der niedrigsten nicht-trivialen Ordnung
abgebrochen werden. Somit ergibt sich die endgu¨ltige Form fu¨r die zugeho¨rigen Fokker-
Planck-Koeffizienten zu
D˜
(2)
PP (Q,P ) = κ
2(d0 − εH˜ld1) +O(ε2) (2.39)
γ˜(Q,P ) = κ2
1
Z(0)
∂
∂E
(Z(0)d0) +O(ε) = κ2(d1 + d0 ∂
∂E
lnZ(0)) +O(ε) (2.40)
mit der Zustandsdichte in niedrigster Ordnung in ε
Z(0)(E) =
∫
δ(Hs −E) dqdp (2.41)
und den zu bestimmenden Unterkoeffizienten
d0 =
∫ ∞
0
〈qs(t)q〉(0)dt und d1 = ∂d0
∂E
. (2.42)
Man sieht anhand von d0 und d1, dass sowohl der Da¨mpfungs- als auch der Diffusionsterm
im wesentlichen durch das Zeitintegral u¨ber die schnellen Korrelationen bestimmt ist. Zur
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Auswertung der Korrelationsfunktionen d0 und d1 (2.42) sowie der Zustandsdichte Z (0)
(2.41) reicht es demnach aus, das isolierte chaotische System zu betrachten.
Von besonderer Bedeutung ist nicht nur die Viskosita¨t der auftretende Da¨mpfung,
sondern auch die erstaunliche Kleinheit mit der sie erscheint. Sie geht in quadratischer
Ordnung des Zeitskalenparameter ε ein, wa¨hrend die Diffusion von linearer Ordnung ist.
Ihre Viskosita¨t kann auf die Linearita¨t der verwendeten harmonischen Kopplung zuru¨ck-
gefu¨hrt werden, wohingegen die Entdeckung der enormen Kleinheit der Da¨mpfung bei
energieerhaltenden Hamiltonschen Systemen eine echte Neuheit darstellt. Ihre Ursache ist
in der natu¨rlichen Reskalierung der Gesamtenergie mit 1/ε begru¨ndet. Sie wird durch eine
entsprechende Skalierung des schnellen Hamiltonian Hs nach Gl. (2.11) nahegelegt. Oh-
ne diese Reskalierung der Energie wa¨re hier auch die Diffusion von der Ordnung ε2. Im
Nicht-Hamiltonschen Fall hingegen konnte die Da¨mpfung und Diffusion der reduzierten
Bewegungsgleichung (die auch hier eine Fokker-Planck-Gleichung ist) jeweils in linearer
Ordnung von ε bestimmt werden [9, 10]. Dieser Unterschied ru¨hrt daher, dass die Kopp-
lung im schnellen Hamiltonschen Subsystem in der Ordnung O(ε) erscheint, wa¨hrend sie
bei dissipativen Dynamik von O(1) ist.
In der Arbeit von Jarzynski [19] wird in diesem Zusammenhang von deterministischer
Reibung gesprochen, aber die enorme Kleinheit dieser dynamischen Gro¨ße wird nicht er-
kannt. Wie wir spa¨ter sehen werden, hat sie weitreichende Konsequenzen, insbesondere
wenn man sich die Schwierigkeiten vor Augen fu¨hrt, die sich daraus fu¨r die konkrete Be-
stimmung der Da¨mpfung aus Zeitreihen der langsamen Variablen bei Simulation des vollen
Systems ergeben. Die empirischen Verfahren zur Drift- und Diffusionsbestimmung basieren
auf der Kramers-Moyal-Entwicklung in niedrigster Ordnung. Diese Verfahren funktionieren
nur dann befriedigend, wenn die zu bestimmenden Koeffizienten groß genug sind, so dass
Korrekturen ho¨herer Ordnung keine Rolle spielen. Diese Voraussetzung ist hier aber nicht
mehr gegeben.
Aus dem Vergleich der Da¨mpfungs- und Diffusionskoeffizienten nach Gl. (2.39) und
Gl. (2.40) ersieht man, dass beide dynamischen Gro¨ßen u¨ber d0 und d1 in Verbindung
stehen. Dies kann als Fluktuations-Dissipations-Relation interpretiert werden.
Die Fokker-Planck-Gleichung (2.36) mit den entwickelten Koeffizienten (2.42) und der
Zustandsdichte in niedrigster Ordnung (2.41) ist Kernstu¨ck unseres Eliminationsverfahrens.
Sie kann in eine a¨quivalente Langevin-Gleichung umgeformt werden. Das anfangs gesteckte
Ziel, ausgehend von den deterministischen Bewegungsgleichungen des gekoppelten Systems
auf formal exakte Weise eine stochastische Differentialgleichung herzuleiten, wurde also
erreicht.
In den folgenden Kapiteln werden wir auf der Basis der Darstellung (2.36) die Methode
zur Elimination schneller chaotischer Freiheitsgrade auf eine Reihe von Beispielsystemen
anwenden und in Form von Vergleichen zwischen Theorie und Numerik ihre Leistungsfa¨hig-
keit im Detail untersuchen. Insbesondere die Gu¨te, mit der das Langzeitverhalten der lang-
samen Freiheitsgrade vorhergesagt werden kann, bildet den wesentlichen Schwerpunkt bei
den durchgefu¨hrten Untersuchungen.
Kapitel 3
Pseudo-Hamiltonsches Kubo-Modell
Nichtlineare Systeme sind Systeme mit einer reichen und komplexen Dynamik. Das macht
sie auf der einen Seite zu interessanten Untersuchungsobjekten. Auf der anderen Seite
verhindert gerade die Nichtlinearita¨t eine analytische Behandlung.
Im letzten Abschnitt, in dem das Eliminationsverfahren analytisch abgeleitet wurde,
hat man aus diesem Grund bei der Einbeziehung der schnellen chaotischen Dynamik des
gekoppelten Systems auf eine Markov-Approximation zuru¨ckgegriffen. Natu¨rlich wa¨re es
wu¨nschenswert, in einem ersten Schritt die Leistungsfa¨higkeit und den Vorhersagehorizont
unseres Vefahrens anhand eines einfachen und vollsta¨ndig analytisch handhabbaren Mo-
dells zu u¨berpru¨fen. Damit ko¨nnte man im Detail verfolgen, wie sich beispielsweise die
Da¨mpfungs- und Diffusionsbeitra¨ge ergeben.
Das war die Motivation, nach einem idealisierten Beispielsystem zu suchen. Eine Auf-
gabe bestand darin, das schnelle chaotische System durch ein geeignetes lineares System
zu ersetzen. Zusa¨tzlich musste dieses System der Forderung nach Energieerhaltung und
nach einer Hamiltonischen Struktur der zugeho¨rigen Bewegungsgleichungen genu¨gen. Um
schließlich den hinreichend schnellen Zerfall der Korrelationen (des schnellen Subsystems)
zugewa¨hrleisten, kommt man unter den vorliegenden Einschra¨nkungen nicht umhin, ein sto-
chastisches System zu wa¨hlen. In der Tat erfu¨llt der stochastische Kubo-Oszillator [2, 20]
alle Anforderungen. Das Rauschen, welches eingekoppelt wird, ist hierbei Gaußsches Rau-
schen. Die Korrelationen zerfallen in diesem System exponentiell schnell. Demzufolge ist
der Kubo-Oszillator selbst ein Markov-Prozess, womit die entsprechende Approximation
exakt wird.
Ziel dieses Kapitels ist es, anhand des pseudo-Hamiltonschen Kubo-Modells, bestehend
aus einem schnellen Kubo- und einem langsamen harmonischen Oszillator, die wesentlichen
Aspekte unseres Eliminationsverfahrens eingehend zu untersuchen.
3.1 Kubo-Oszillator
Der Kubo-Oszillator ist eines der wenigen stochastischen Systeme, das sowohl energieer-
haltend ist als auch u¨ber eine pseudo-Hamiltonische Struktur der Bewegungsgleichungen
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verfu¨gt [20]. Die Energieerhaltung wird durch das tangentiale Einkoppeln des Rauschens
erreicht. Dies schla¨gt sich in den Bewegungsgleichungen wie folgt nieder:
q˙ = p(1 + ξ(t)) (3.1)
p˙ = −q(1 + ξ(t)), (3.2)
wobei q die Ortsvariable und p der zugeho¨rige kanonisch konjugierte Impuls ist. ξ(t) ist
eine geeignete Realisierung des unkorrelierten Gaußschen Rauschprozesses, d.h. es gilt
〈ξ(t)ξ(t′)〉 = 2δ(t− t′) und 〈ξ(t)〉 = 0. (3.3)
Die hier erscheinenden Bewegungsgleichungen Gl. (3.1) und Gl. (3.2) des Kubo-Oszillators
sind als Langevin-Gleichungen im Sinne von Stratonovich zu interpretieren [20].
Geht man von H = 1
2
(p2 + q2) als Hamiltonian des Kubo-Oszillators aus, dann weist
der nach der Zeit differenzierte Hamiltonian d
dt
H = pp˙ + qq˙ neben den Orts- und Impuls-
variablen zusa¨tzlich die zugeho¨rigen Zeitableitungen dieser Variablen auf. Diese ko¨nnen im
na¨chsten Schritt unter Verwendung der Bewegungsgleichungen des Kubo-Oszillators (3.1)
und (3.2) ersetzt werden. Es la¨sst sich zeigen, dass d
dt
H = 0 gilt. Infolge der Energieerhal-
tung ist die Bewegung des Kubo-Oszillators auf eine Energiefla¨che beschra¨nkt. Das wird
deutlicher, wenn man zu Zylinderkoordinaten u¨bergeht:
q = r sin(ϕ) (3.4)
p = r cos(ϕ). (3.5)
Unter Verwendung dieser Transformation ergeben sich aus den Gleichungen (3.1) und (3.2)
des Kubo-Oszillators fu¨r die Winkelkoordinate ϕ und den Radius r folgende Differential-
gleichungen:
ϕ˙ = −(1 + ξ(t)) (3.6)
r˙ = 0. (3.7)
Man erkennt, dass der Radius r konstant bleibt, wa¨hrend die Winkelkoordinate ϕ eine
Funktion des zeitlich vera¨nderlichen Rauschprozesses ξ(t) ist. Der Radius ist dabei festge-
legt durch die Gesamtenergie Eko des Kubo-Oszillators. Es gilt r =
√
2Eko.
Zerfall der Korrelationen
Ein entscheidendes Kriterium fu¨r die Anwendbarkeit unseres Eliminationsverfahrens ist,
dass das betrachtete schnelle System die Voraussetzungen fu¨r die Markov-Approximation
(nach Abschnitt 2.2.2) erfu¨llt. Als schnelles System wird in diesem Kapitel der Kubo-
Oszillator dienen. Im Folgenden wollen wir sehen, wie es sich mit dem Zerfall der Korrela-
tionen in diesem System verha¨lt.
Durch Einfu¨hren der komplexen Variable z := p+ iq ko¨nnen die Bewegungsgleichungen
(3.1) und (3.2) des Kubo-Systems zu einer einzigen Gleichung
z˙ = i(1 + ξ(t))z (3.8)
3.2 Einkubomodell 27
mit reelwertigem Rauschen zusammengefasst werden. Bei der Gleichung (3.8) handelt es
sich um eine einfache homogene, lineare Differentialgleichung erster Ordnung in der Zeit,
die man gema¨ß
z(t) = z0 exp
(
i(t+
∫ t
0
ξ(t′)dt′)
)
(3.9)
lo¨sen kann. Da man hier von einem Gaußschen Rauschprozess entsprechend (3.3) ausgeht,
ergibt sich die komplexwertige Autokorrelationsfunktion zu
〈z(t)z(t′)〉 = z˜0 exp(i|t− t′|) exp (−|t− t′|) . (3.10)
Mit Hilfe der Beziehung (3.10) erha¨lt man die zugeho¨rige reellwertige Korrelationsfunktion
der Ortskoordinate q:
C(t− t′) := 〈q(t)q(t′)〉 = Eko cos(|t− t′|)e−|t−t′|. (3.11)
Auf a¨hnliche Weise ergibt sich die Korrelationsfunktion fu¨r die zugeho¨rige kanonisch kon-
jugierte Impulskoordinate p. Die Korrelationen in einen Kubo-Oszillator mit weissem Rau-
schen zerfallen nach (3.11) exponentiell schnell in der Zeit. Somit sind die Bedingungen
zur Anwendung der Markov-Na¨herung erfu¨llt.
3.2 Einkubomodell
Nun wollen wir das Modell vorstellen, auf dem unsere Untersuchungen in diesem Kapi-
tel basieren. Es besteht aus einem langsamen harmonischen Oszillator und einem schnel-
len Kubo-Oszillator, die u¨ber eine harmonische Kopplung miteinander wechselwirken. Die
zeitliche Entwicklung dieses Systems wird durch die folgenden Hamiltonschen Bewegungs-
gleichungen
Q˙ = P (3.12)
P˙ = −(1 + κ)Q+ κq (3.13)
q˙ =
1
ε
(1 +
√
εξ(t))p (3.14)
p˙ = −1
ε
(1 +
√
εξ(t))((1 + εκ)q − εκQ) (3.15)
beschrieben. Hierbei erscheint der Satz an kanonisch konjugierten Orts- und Impulsva-
riablen des langsamen Oszillators in Großbuchstaben und der fu¨r den schnellen Kubo-
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Oszillator in Kleinbuchstaben. Der zugeho¨rige Hamiltonian hat die folgende Gestalt:
H = Hl + 1
ε
Hs +Hk mit (3.16)
Hl = 1
2
(Q2 + P 2) (harmonischer Oszillator) (3.17)
Hs = 1
2
(q2 + p2) (Kubo-Oszillator) (3.18)
Hk = 1
2
κ(Q− q)2 (harmonische Kopplung). (3.19)
Durch Hl ist der Hamiltonian des langsamen, durch Hs der des schnellen Systems und
mit Hk der fu¨r die Wechselwirkung zusta¨ndige Hamiltonian mit der Kopplungssta¨rke κ be-
zeichnet. Abku¨rzend wird hier fu¨r dieses gekoppelte System die Bezeichnung Einkubomodell
bzw. -system eingefu¨hrt. In spa¨teren Abschnitten werden auch gekoppelte Kubomodelle mit
mehr als einem Kubo-Oszillator untersucht.
Dass der harmonische Oszillator als langsames System verwendet wird, ist auf seine
einfache Dynamik zuru¨ckzufu¨hren. Mo¨gliche Zusatzeffekte, die sich aus einer komplexen
langsamen Dynamik ergeben und die grundlegenden Prozesse der reduzierten Bewegung
u¨berlagern ko¨nnten, werden somit vermieden.
3.3 Diracsche Sto¨rungsrechnung fu¨r das Einkubomo-
dell
Infolge der Einfachheit und Linearita¨t des Einkubomodells ist eine vollsta¨ndig analytische
Behandlung mo¨glich. Diese ihrerseits gestattet eine alternative Herleitung der Drift- und
Diffusionskoeffizienten, die im Rahmen der reduzierten Beschreibung in Gl. (2.36) beno¨tigt
werden. Insbesondere kann hier anstelle der Projektionsmethode die Diracsche Sto¨rungs-
rechnung in heuristischer Weise verwendet werden. Ziel der Sto¨rungsrechnung ist es zu
vergleichen, inwieweit die Fokker-Planck-Gleichung, die mittels der Projektionsmethode
gefunden wurde, reproduzierbar ist. Außerdem kann auf diesem Wege im Detail nachvoll-
zogen werden, woher die Da¨mpfung ru¨hrt. Das heißt, auf der Basis dieses einfachen Sy-
stems mo¨chten wir die physikalischen Ursachen und Mechanismen, die mit der Reduktion
der schnellen Freiheitsgrade einhergehen, besser verstehen lernen.
Bevor wir zur angeku¨ndigten Herleitung u¨bergehen, muss, um spa¨tere Missversta¨ndnis-
se zu vermeiden, darauf aufmerksam gemacht werden, dass wir uns im Folgenden auf die
leicht vera¨nderte Variante der harmonischen Kopplung Hk = 12κ(Q2 − 2Qq) beschra¨nken
wollen. Es wird also lediglich der Renormierungsanteil der schnellen Ortsvariablen q ver-
nachla¨ssigt.
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3.3.1 Herleitung des Driftkoeffizienten
Als Ausgangspunkt fu¨r die Herleitung des Driftkoeffizienten D(1)(Q,P ) = (D
(1)
Q ,D
(1)
P )
T
wa¨hlen wir die Definition, die sich aus der Kramers-Moyal-Entwicklung [20] ergibt. Be-
trachten wir zuna¨chst die Driftkomponente in P :
D
(1)
P (Q0, P0) = lim
∆t→0
1
∆t
〈P (∆t)− P0〉(q0,p0)∈ΩE ,ξ(t)
∣∣∣∣
(Q0,P0)
. (3.20)
Um die Notation so einfach wie mo¨glich zu halten, wird hier der Driftkoeffizient D
(1)
P an
der speziellen Stelle (Q0, P0) betrachtet. Dieses Wertepaar repra¨sentiert die langsamen
Anfangsbedingungen des harmonischen Oszillators zum Zeitpunkt t = 0 und P (∆t) ist die
Lo¨sung des vollen Systems, ausgehend von (Q0, P0, q0, p0) zur Zeit ∆t.
Die eckigen Klammern in Gl. (3.20) bedeuten eine Ensemble-Mittelung u¨ber alle schnel-
len Anfangsbedingungen (q0, p0), die auf der Energiefla¨che ΩE des Gesamtsystems (3.16)
liegen. Zusa¨tzlich muss hier eine Mittelung u¨ber alle Rauschrealisierungen ξ(t) durchgefu¨hrt
werden (was im Fall einer schnellen chaotische Dynamik entfallen wu¨rde).
Ausgehend von Gl. (3.20) wird im Folgenden die P -Komponte der Drift schrittweise
fu¨r kleine Zeiten entwickelt. Dazu betrachten wir zuna¨chst die Impulsdifferenz P , die sich
durch Auswertung zu den Zeitpunkten t = 0 und t = ∆t und unter Verwendung der
langsamen Bewegungsgleichung (3.14) zu
P (∆t)− P (0) =
∫ ∆t
0
P˙ (t) dt = −(1 + κ)
∫ ∆t
0
Q(t) dt+ κ
∫ ∆t
0
q(t) dt (3.21)
ergibt. Das betrachtete Zeitintervall ∆t wird, gemessen an der langsamen Zeitskala τl,
als klein vorausgesetzt. Nun kann man Q(t) um den Anfangszeitpunkt t = 0 in einer
Taylorreihe entwickeln:
Q(t) = Q(0) + tQ˙(0) +
t2
2
Q¨(0) + ... = Q(0) + tP (0) +O(t2). (3.22)
Damit erhalten wir fu¨r die Driftkomponente D(1)P den folgenden gena¨herten Ausdruck:
D
(1)
P (Q0, P0) = −(1 + κ)Q0 + lim
∆t→0
κ
∆t
〈∫ ∆t
0
q(t) dt
〉
(q0,p0)∈ΩE ,ξ(t)
∣∣∣∣
(Q0,P0)︸ ︷︷ ︸
=:I∆t(Q0,P0)
. (3.23)
Der zweite Integralterm in Gl. (3.21) la¨sst sich nicht auf diese Weise behandeln. Er entha¨lt
wesentliche Beitra¨ge, die aus der Wechselwirkung herru¨hren. Deshalb wird er im Folgenden
abku¨rzend als Wechselwirkungsterm I∆t(Q0, P0) bezeichnet. Um diesen Term in geeigneter
Weise zu entwickeln, werden wir auf das Konzept, das der Diracschen Sto¨rungsrechnung
zugrunde liegt, zuru¨ckgreifen.
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Ansatz fu¨r schnelle Kubo-Dynamik
Der entscheidende Schritt zur Approximation des Wechselwirkungsterms im Rahmen der
Diracschen Sto¨rungsrechnung besteht darin, zuna¨chst die ungesto¨rten Lo¨sungen des freien
Kubo-Oszillators zu betrachten. Diese sind aus dem Abschnitt 3.1 mit den Lo¨sungsgleichun-
gen (3.4) und (3.6) bekannt. Beim U¨bergang zum gekoppelten Fall kann die auftretende
Wechselwirkung fu¨r hinreichend kleine Zeiten t τl als kleine Sto¨rung der freien Lo¨sungen
des schnellen Oszillators interpretiert werden. Die Folge ist, dass die bislang konstante Am-
plitude A (Radius A := r in Gl. (3.4)) zeitabha¨ngig wird. Zusa¨tzlich ergibt sich infolge der
Wechselwirkung mit dem harmonischen Oszillator eine Nullpunktsverschiebung der schnel-
len Ortvariablen. Sie wird sichtbar, wenn man unter Verwendung der Bewegungsgleichung
(3.15) der schnellen Impulsvariablen, die folgende Umformungen durchfu¨hrt:
0 = 〈p˙〉(q0,p0)∈ΩE ,ξ(t) = −
1
ε
〈(1 +√εξ(t))(q − εκQ)〉(q0,p0)∈ΩE ,ξ(t)
⇒ 〈q〉(q0,p0)∈ΩE ,ξ(t) = εκQ. (3.24)
Somit ko¨nnen fu¨r hinreichend kleine Zeiten t  τl folgende Lo¨sungen fu¨r die schnelle
Kubo-Dynamik angesetzt werden:
q(t) = A(t) sin(ϕ0 + t+Wt) + εκQ (3.25)
p(t) = A(t) cos(ϕ0 + t+Wt) mit Wt :=
∫
ξ(t) dt. (3.26)
Dabei ist εκQ in Gl. (3.25) die erwa¨hnte Nullpunktsverschiebung und Wt ist ein Wiener-
Prozess1. Der Ausdruck ϕ = ϕ0 +t+Wt ergibt sich durch formale Integration der Gl. (3.6).
Unter Ausnutzung der Energieerhaltung des Gesamtsystems kann im na¨chsten Schritt
die Amplitude A(t) bestimmt werden. Dazu muss man lediglich die obigen Ansa¨tze (3.25)
und (3.26) in den Gesamthamiltonian Gl. (3.16) einsetzen. Anschließend kann nach der
Amplitude aufgelo¨st werden:
A(t) =
√
ε
√
2Ek − ((1 + κ− εκ2)Q2 + P 2). (3.27)
Die Amplitudenfunktion (3.27) entha¨lt hier den Zeitskalenparameter ε. Das ist die Kon-
sequenz aus dem Kopplungsvorgang. Mit Ek ist die Gesamtenergie des Einkubosystems
bezeichnet.
Taylorentwicklung der Amplitude A(t)
Unter Verwendung von Gl. (3.27) fu¨r die Amplitudenfunktion und der Ansa¨tze (3.25) und
(3.26) zur Beschreibung der schnellen dynamischen Prozesse im Kubo-Systems, kann der
1Dieser Prozess ist ein Beispiel eines Markov-Prozesses. Er dient ha¨ufig als Modell fu¨r rein diffusi-
ve Transportprozesse in der statistischen Physik. Der Diffusionskoeffizient fu¨r einen Wiener-Prozess ist
konstant und durch D(2) = 12 festgelegt.
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Wechselwirkungsterm I∆t gema¨ß
I∆t =
〈∫ ∆t
0
A(t) sin(ϕ(t)) dt
〉
RE,ξ
∣∣∣∣
(Q0,P0)
+ εκ
∫ ∆t
0
Q(t) dt. (3.28)
umgeschrieben werden. Aus rein praktischen Gru¨nden wurde hier durch Einfu¨hren von
RE,ξ := {(q0, p0) ∈ ΩE, ξ(t)} die bisherige Mittelungsvorschrift kompakter aufgeschrieben.
Diese Abku¨rzung wird auch im weiteren Verlauf der Rechnung verwendet.
Die langsamen zeitabha¨ngigen Orts- und Impulsvariablen, die in der Amplitudenfunk-
tion (3.28) erscheinen, ko¨nnen fu¨r kleine Zeitintervalle t′ < ∆t entwickelt werden. Fu¨r die
Ortsvariable Q erha¨lt man nach Gl. (3.22) na¨herungsweise Q ≈ Q0. Der langsame Impuls
P kann a¨hnlich zu Gl. (3.21) um t′ ≈ 0 entwickelt werden:
P = P0 − t′(1 + κ)Q0 + κ
∫ t′
0
q(t′′) dt′′ +O(t′2) ≈ P0 + κ
∫ t′
0
q(t′′) dt′′ (3.29)
⇒ P 2 ≈ P 20 + 2P0κ
∫ t′
0
q(t′′) dt′′ + κ2
(∫ t′
0
q(t′′) dt′′
)2
︸ ︷︷ ︸
O(t′2)
. (3.30)
Der dritte Term in Gleichung (3.30) wird vernachla¨ssigt, da die Zeit t′ quadratisch eingeht.
Sie wird hier als sehr klein vorausgesetzt (t′  1). Somit erha¨lt man fu¨r die Amplitude unter
Beru¨cksichtigung von Gleichung (3.29) und der konstanten Anfangsamplitude A0 := A(0):
A(t′) ≈ A0
√
1− S(t′) mit S(t′) := 2εκP0
A20
∫ t′
0
q(t′′) dt′′. (3.31)
Schließlich kann man die Amplitude selbst noch fu¨r kleine Terme von S um die Null in
einer Taylorreihe entwickeln und erha¨lt auf diese Weise:
A(t′) ≈ A0
(
1− 1
2
S(t′)
)
= A0 − εκP0
A0
∫ t′
0
q(t′′) dt′′. (3.32)
Die zusammengesetzte Funktion S(t′) ist eine kleine Gro¨ße, da sowohl der Kleinheitspara-
meter ε als auch die als sehr klein angenommene Zeit t′ eingehen.
Ausnutzung: Markov-Prozess
Betrachten man zuna¨chst fu¨r q(t′′) eine Lo¨sung entsprechend (3.25). Bei Ersetzung vonA(t)
nach (3.32) in die Gleichung (3.23) fu¨r den Driftkoeffizienten bleiben im Limes ∆t −→ 0 nur
konstante Terme der Ordnung ∆t u¨brig, so dass q(t′′) in (3.32) durch q(t′′) = A0 sin(ϕ(t′′))+
εκQ0 vollsta¨ndig beschrieben ist. Damit ergibt sich fu¨r die Gl. (3.28):
I∆t = −εκP0
∫ ∆t
0
dt′
∫ t′
0
dt′′ 〈sin(ϕ(t′′)) sin(ϕ(t′))〉RE,ξ
∣∣∣∣
(Q0,P0)︸ ︷︷ ︸
C0(t′−t′′)
+εκ∆tQ0 +O(∆t2). (3.33)
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Mit C0(t′ − t′′) ist hier die normierte schnelle Autokorrelationsfunktion bezeichnet. Sie
ergibt sich nach Gl. (3.11) zu C0(t′− t′′) = cos((t′− t′′)/ε)e(t′−t′′)/ε. An dieser Stelle ko¨nnen
wir eine wesentliche Vereinfachung erzielen, indem wir ausnutzen, dass die Dynamik des
schnellen Kubo-Oszillators ein Markov-Prozess ist. Damit ergibt sich fu¨r den ersten Term
auf der rechten Seite von Gl. (3.33):∫ ∆t
0
dt′
∫ t′
0
dt′′C0(t′ − t′′) =
∫ ∆t
0
dt′
∫ t′
0
dt′′ cos
(
1
ε
|t′ − t′′|
)
e−|t
′−t′′|/ε
=
ε
2
[
∆t+ lim
∆t→∞
∫ ∆t
0
e−t
′/ε
(
sin
(
t′
ε
)
− cos
(
t′
ε
))
dt′
]
=
ε
2
∆t. (3.34)
Der exponentielle Zerfall der Autokorrelation mit der schnellen Rate 1
ε
bedingt, dass das
Zweifachintegral u¨ber die Zeit durch ein einziges Zeitintegral ersetzt und dessen obere
Integralgrenze bis unendlich ausgedehnt werden kann. Dieses Zweifachintegral entspricht in
seinen Grundzu¨gen einer Entwicklung des Zeitentwicklungsoperators des Gesamtsystems
(im Dirac-Bild) in der Dyson-Reihe, wie man es aus der Diracschen Sto¨rungsrechnung
kennt.
Setzt man den ausgewerteten Ausdruck fu¨r das Zeitintegral u¨ber die schnellen Auto-
korrelationen (3.34) in den Wechselwirkungsterm in Gl. (3.33) ein, so erha¨lt man hierfu¨r
I∆t = ∆t
(
εκQ0 − ε
2κ
2
P0
)
+O(∆t2). (3.35)
Abschließend wird der gewonnene Ausdruck fu¨r I∆t, unter Beru¨cksichtigung der Grenz-
wertbildung ∆t −→ 0, in die Ausgangsgleichung (3.23) fu¨r die P -Komponente der Drift
eingesetzt und ausgewertet:
D(1)P (Q0, P0) = −Ω1KQ0 − γ1KP0 (3.36)
mit
Ω1K := (1 + κ− εκ2) und γ1K := ε
2κ2
2
. (3.37)
Der erste Term in Gl. (3.36) fu¨r die P -Komponente der Drift ist der deterministische Drift-
anteil. Mit Ω1K ist die renormierte Frequenz des langsamen harmonischen Oszillators be-
zeichnet. Sie entha¨lt zwei weitere Beitra¨ge gegenu¨ber der urspru¨nglichen Oszillatorfrequenz
des freien Systems: Zum einen κ, welches der Renomierungsanteil aus der harmonischen
Kopplung ist und zum anderen εκ2, dieser Term entspricht der Nullpunktsverschiebung
infolge der Wechselwirkung. Der Da¨mpfungsterm ist hier mit γ1K abgeku¨rzt. Man findet
also in U¨bereinstimmung mit der Ableitung auf der Basis der Projektionsmethode einen
Da¨mpfungterm in Ordnung ε2, wobei das erste ε durch die schnelle Amplitude und das
zweite ε durch den exponentiellen Zerfall der schnellen Korrelationen des Kubo-Oszillators
resultiert.
Auf a¨hnliche Weise, aber ohne die zusa¨tzliche Komplikation durch die Kopplung, erha¨lt
man die Q-Komponente der Drift zu D
(1)
Q (Q0, P0) = P0.
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3.3.2 Herleitung des Diffusionskoeffizienten
Im letzten Abschnitt wurden die Driftkoeffizienten des langsamen harmonischen Oszillators
bestimmt. Hier wollen wir nun die Koeffizienten des zugeho¨rigen Diffusionstensors
D(2)(Q,P ) =
(
D
(2)
QQ D
(2)
QP
D(2)PQ D
(2)
PP
)
(3.38)
mit Hilfe der Beziehungen, die sich aus der Kramers-Moyal-Entwicklung [20] ergeben, ab-
leiten. Zuna¨chst betrachten wir die PP -Komponente des Diffusiontensors (3.38):
D(2)PP (Q0, P0) = lim
∆t→0
1
2∆t
〈(P (∆t)− P0)2〉RE,ξ
∣∣∣∣
(Q0,P0)
. (3.39)
Nach Gl. (3.39) ist die Diffusionkomponente im Wesentlichen durch den mittleren quadra-
tischen Abstand des langsamen Impulses P im Limes ∆t→ 0 bestimmt.
Wegen der augenfa¨lligen Gemeinsamkeiten der PP -Komponente der Diffusion D
(2)
PP
mit der P -Komponente der Drift, ko¨nnen an geeigneter Stelle eine Reihe von Teilergebnis-
sen und Zwischenschritten u¨bernommen werden. Dadurch wird die Rechnung wesentlich
verku¨rzt. In diesem Sinne ko¨nnen wir die quadrierte zeitliche Abstandsdifferenz der lang-
samen Impulsvariablen P unter Verwendung der Beziehung (3.21) gema¨ß
(P (∆t)− P0)2 = (F +G)2 = F 2 + 2FG +G2 mit (3.40)
F := −(1 + κ)
∫ ∆t
0
Q(t′) dt′ (3.41)
G := κ
∫ ∆t
0
q(t′) dt′ (3.42)
umschreiben. Der erste Term auf der rechten Seite der Gl. (3.40) kann mit Hilfe der
Gl. (3.22), wie folgt
〈F 2〉RE,ξ
∣∣∣∣
(Q0,P0)
≈ ∆t2(1 + κ)2Q20. (3.43)
gena¨hert werden. Der zweite Term ist ein Mischterm und ist ein wenig komplizierter. Er
erweist sich bei genauerer Betrachtung als eine leicht vera¨nderte Form des Wechselwir-
kungsterms I∆t. Fu¨r diesen kennen wir nach Gl. (3.35) (vorhergehender Abschnitt) die
Na¨herung fu¨r kleine Zeitintervalle ∆t  τl. Damit kann auch dieser Term abgescha¨tzt
werden und ergibt sich zu
〈2FG〉RE,ξ
∣∣∣∣
(Q0,P0)
≈ −2κ(1 + κ)∆tQ0
〈∫ ∆t
0
q(t′) dt′
〉
RE,ξ
∣∣∣∣
(Q0,P0)
(3.44)
= −2κ(1 + κ)∆tQ0I∆t(Q0, P0). (3.45)
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Der letzte Term aus Gl. (3.40) la¨sst sich auf folgende Weise umformen:
〈G2〉RE,ξ
∣∣∣∣
(Q0,P0)
= κ2
〈(∫ ∆t
0
q(t′) dt′
)2〉
RE,ξ
∣∣∣∣
(Q0,P0)
≈ κ2
∫ ∆t
0
dt′
∫ t′
0
dt′′ 〈q(t′)q(t′′)〉RE,ξ
∣∣∣∣
(Q0,P0)
≈ A20κ2
∫ ∆t
0
dt′
∫ t′
0
dt′〈sin(ϕ(t′)) sin(ϕ(t′′))〉RE,ξ
∣∣∣∣
(Q0,P0)
= A20κ
2∆t
ε
2
. (3.46)
In einem abschließenden Schritt werden nun die gena¨herten Ausdru¨cke (3.43), (3.44)
und (3.46) fu¨r die besprochenen drei Terme zur Bestimmung der PP -Diffusionskomponente
aus Gl. (3.39) verwendet. Fu¨r A20 ist die Gl. (3.27) zum Zeitpunkt t = 0 zu betrachten.
Damit ergibt sich:
D
(2)
PP (Q0, P0) = lim
∆t→0
1
2∆t
{
〈F 2〉RE,ξ
∣∣∣∣
(Q0,P0)
+ 〈2FG〉RE,ξ
∣∣∣∣
(Q0,P0)
+ 〈G2〉RE,ξ
∣∣∣∣
(Q0,P0)
}
(3.47)
=
ε2κ2
2
(Ek − H˜(1)l ), (3.48)
wobei H˜(1)l = 12((1+κ)Q20+P 20 ) den durch die Kopplung vera¨nderten Hamiltonian des lang-
samen harmonischen Oszillators bezeichnet. Man kann durch entsprechende Vorgehenswei-
se auch die anderen Komponenten der Diffusionmatrix (3.38) berechnen und zeigen, dass
sie verschwinden.
Auffa¨llig ist, daß auch die Diffusion nun von der Ordnung ε2 ist. Dies steht keines-
wegs im Widerspruch zum Ergebnis aus dem Eliminationsverfahren, sondern kann darauf
zuru¨ckgefu¨hrt werden, dass die Gesamtenergie Ek nicht mit ε reskaliert ist. Geht man
jedoch zur reskalierten Energie Ek −→ E/ε u¨ber, dann kann der Ausdruck fu¨r die Diffusi-
onskomponente D(2)PP nachtra¨glich so umformt werden, dass die reskalierte Gesamtenergie
E erscheint:
D
(2)
PP (Q0, P0) =
εκ2
2
(E − εH˜(1)l ). (3.49)
In dem hier betrachteten Fall, in dem das schnelle System als Kubo-Oszillators gewa¨hlt
wird, ist es nicht entscheidend, ob die Energie mit dem Zeitskalenparameter reskaliert wird
oder nicht. Die Eigenschaften der schnellen Dynamik bleiben davon unberu¨hrt. Es hat
lediglich Auswirkungen auf die maximalen Amplituden, die bei den langsamen Observablen
auftreten. Anders ist es im chaotischen Fall: Hier muss versta¨ndlicherweise sichergestellt
werden, dass im zeitlichen Mittel genu¨gend Energie im schnellen System vorhanden ist, da
es ansonsten regula¨r werden kann. In diesen Fall ist die Reskalierung der Gesamtenergie
sinnvoll.
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3.3.3 Vergleich mit Eliminationsverfahren
In diesem Abschnitt wollen wir die Resultate aus der Diracschen Sto¨rungsrechnung den Re-
sultaten, die sich auf der Basis des Eliminationsverfahrens ergeben, gegenu¨berstellen. Fu¨r
den Vergleich mu¨ssen zuna¨chst die theoretischen Fokker-Planck-Koeffizienten D˜
(2)
PP (Q,P )
(Diffusionsterm) und γ˜(Q,P ) (Da¨mpfungsterm) aus dem Eliminationsverfahren nach Gl.
(2.39) und Gl. (2.41) fu¨r das Einkubosystem bestimmt werden. Zuvor mu¨ssen jedoch die
Zustandsdichte Z (0) nach Gl. (2.41) und die Koeffizienten d0, d1 nach Gl. (2.42) fu¨r den
Kubo-Oszillator ausgewertet werden:
Z(0) =
∫ ∫
δ(Hs − E) dqdp = pi (3.50)
d0 =
∫ ∞
0
〈q(t)q(t+ τ )〉 dτ =
∫ ∞
0
E cos(τ )e−τ dτ =
1
2
κ2E (3.51)
d1 =
∂
∂E
d0 =
1
2
κ2. (3.52)
Mit Hilfe der Beziehungen (3.50), (3.51) und (3.52) ergeben sich der Da¨mpfungs- und
Diffusionskoeffizient zu:
γ˜(Q,P ) = d1 + d0
∂
∂E
lnZ(0) =
1
2
κ2 (3.53)
D˜(2)PP (Q,P ) = d0 − εH˜(1)l d1 =
κ2
2
(E − εH˜(1)l ). (3.54)
Schließlich muß noch der Frequenzterm berechnet werden. Er ergibt sich hierbei wie folgt:
〈L̂l〉. = 〈Ll + Lk,l〉. =
(
∂H˜(1)l
∂P︸ ︷︷ ︸
P
∂
∂Q
· − ∂H˜
(1)
l
∂Q︸ ︷︷ ︸
(1+κ)Q
∂
∂P
·
)
− ∂H˜k
∂Q︸ ︷︷ ︸
−κ〈q〉
∂
∂P
= P
∂
∂Q
· −Ω1KQ ∂
∂P
· .(3.55)
Wie man aus Gl. (3.55) ersieht, geht die Nullpunktverschiebung κ〈q〉 = εκ2Q beim Elimina-
tionsverfahren aus dem Frequenzterm hervor. Hierbei besteht der folgende Zusammenhang
zu den Koeffizienten, die mittels der Diracschen Sto¨rungsrechnung bestimmt wurden:
γ1K = ε
2γ˜ =
1
2
ε2κ2 (3.56)
D(2)PP = εD˜
(2)
PP =
εκ2
2
(E − εH˜(1)l ). (3.57)
In der Tat sind die resultierenden Ausdru¨cke (3.53) und (3.54) sowohl fu¨r die Drift- als
auch fu¨r die Diffusionskoeffizienten identisch mit denen, die zuvor mit Hilfe der Diracschen
Sto¨rungsrechnung ermittelten wurden. Die zugeho¨rige Fokker-Planck-Gleichung hat also
in beiden Fa¨llen die folgende Gestalt:
∂
∂t
ρ¯t(Q,P ) = −P ∂
∂Q
ρ¯t + Ω1KQ
∂
∂P
ρ¯t + ε
2 ∂
∂P
γ˜P ρ¯t + ε
∂2
∂P 2
D˜
(2)
PP ρ¯t. (3.58)
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Bei Ω1K handelt es sich um die renormierte Oszillatorfrequenz (3.37) (s. Abschnitt 3.3.1).
Die gefundene U¨berstimmung bezu¨glich der reduzierten Bewegungsgleichung (3.58) fu¨r
das betrachtete Modellsystem ist ein guter Hinweis, dass die vorgenommenen Na¨herun-
gen (Bornsche und Markov-Approximation) des Eliminationsverfahrens fu¨r das vorliegende
Einkubosystem geeignet sind. Die Ergebnisse, die mit Hilfe der Diracschen Sto¨rungsrech-
nung gefunden wurden, sind weiterhin gena¨herte Gro¨ßen. Die zugeho¨rige Rechnungen in
Abschnitt 3.3.1 und 3.3.2 beruhen auf den gleichen Na¨herungen. Daher ist eine U¨ber-
pru¨fung dieser Resultate auf der Basis von numerischen Simulationen notwendig. Wird
werden dabei die numerischen Verfahren ausfu¨hrlich erla¨utern, die wir spa¨ter auch bei
streng Hamiltonschen Systemen anwenden. Diese Systeme jedoch erlauben keine analyti-
sche Lo¨sung mehr.
3.4 Vergleich Theorie und Numerik: Fokker-Planck-
Na¨herung
Im Folgenden wollen wir uns der Simulation des Einfachkubosystem zuwenden und u¨ber-
pru¨fen, ob die numerisch bestimmten Fokker-Planck-Koeffizienten das theoretische Re-
sultat besta¨tigen. Zur Bestimmung der Drift- und Diffusionskoeffizienten wa¨hlen wir ein
empirisches Verfahren nach Siegert et al. [21], das auf der Kramers-Moyal-Entwicklung
beruht. Der Scha¨tzer zur Bestimmung des Driftkoeffizienten D
(1)
P sieht wie folgt aus:
D
(1)
P (Q,P,∆t) =
1
∆t
〈P (t + ∆t)− P (t)〉(q0,p0)∈ΩE
∣∣∣∣
(Q0,P0)
+O(∆t2). (3.59)
Fu¨r den Diffusionskoeffizienten D(2)PP nehmen wir den nach Ragwitz und Kantz [22] verbes-
serten Scha¨tzer:
D
(2)
PP (Q,P,∆t) ≈
1
2∆t
(
〈(P (t+ ∆t)− P (t))2〉(q0,p0)∈ΩE
∣∣∣∣
(Q0,P0)
−∆t2(D(1)P (Q,P,∆t))2
)
. (3.60)
Die eckigen Klammern in Gl. (3.59) und Gl. (3.60) bedeuten eine statistische Mittelung der
Lo¨sungen mit unterschiedlich schnellen Anfangsbedingungen (q0, p0) auf der Energieschale
ΩE.
Der Fehler bei dem Driftscha¨tzer (3.59) wa¨chst quadratisch mit zunehmenden Zeitab-
stand ∆t an. Daher muß die Drift zu mo¨glichst kleinen Werten ∆t bestimmt werden, um
den Fehler klein zu halten. Entsprechendes gilt fu¨r den Diffusionsscha¨tzer (3.60). An die-
ser Stelle wird ein Problem sichtbar, dass im Zusammenhang mit der Da¨mpfung steht.
Nach den theoretischen Vorhersagen ist sie von der Ordnung ε2 und damit sehr klein.
Der Fehler der Ordnung O(∆t2) des Driftscha¨tzer (3.59) mu¨ßte kleiner als die Da¨mpfung,
welche von der Ordnung O(ε2) ist, sein. Das Zeitintervall ∆t kann jedoch nicht beliebig
klein gewa¨hlt werden, da sich unterhalb eines bestimmten Wertes der Zeitdifferenz ∆t
Markov-Verletzungen bemerkbar machen. Fu¨r solch kurze Zeitra¨ume sind die schnellen
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Korrelationen nicht hinreichend zerfallen (siehe Abb. 3.1 (a1) - (a2)). Die Anwendung des
konventionellen Verfahrens nach (3.59) ist also zu grob, um eine derart kleine Da¨mpfung
zu bestimmen. In Folgenden werden einige Ideen vorgestellt, die das empirische Verfahren
zur Driftbestimmung (3.59) verbessern ko¨nnen.
Bei der nachfolgenden numerischen Drift- bzw. Diffusionberechnung wird, soweit nicht
anders beschrieben, immer von der vollen harmonischen Kopplung ausgegangen.
3.4.1 Numerische Bestimmung von Drift- und Diffusionskoeffizi-
enten
Zur Verbesserung des besprochenen Driftscha¨tzers (3.59) ist es notwendig, Korrekturen bis
zu einer ausreichend hohen Ordnung in ∆t zu beru¨cksichtigen, so dass die die Da¨mpfung
der Beobachtung zuga¨nglich wird. Fu¨r die Korrektur ist jedoch die detaillierte Kenntnis
der Koeffizienten no¨tig. Das bedeutet insbesondere, dass man mit Hilfe der theoretisch
zu erwartenden Driftkoeffizienten die Korrekturen berechnet und anschließend damit die
numerischen Werte korrigiert. Beschreiben die theoretisch vorhergesagten Koeffizienten in
zutreffender Weise die tatsa¨chlichen Gegebenheiten im System, dann ergibt sich in selbst-
konsistenter Weise eine U¨bereinstimmung von theoretischen und numerischen Koeffizien-
ten. In allen anderen Fa¨llen sind Diskrepanzen zu erwarten. Natu¨rlich ist die Notwendigkeit
der exakten Kenntnis der Koeffizienten gleichzeitig auch eine große Schwa¨che dieser Idee.
Im Falle vollsta¨ndig linearer Drift, welche fu¨r das Einkubosystem zu erwarten ist, hat
D
(1)
P die folgende Form:
D(1)(Q,P ) = M
(
Q
P
)
mit M =
(
a b
c d
)
. (3.61)
Die Koeffizientenmatrix M mit den konstanten Komponenten a, b, c und d wird zur Kor-
rektur der Drift entsprechend
D
(1)
korr,N(Q,P ) = D
(1)(Q,P )−
N∑
n=2
∆tn
n!
Mn
(
Q
P
)
+O(∆tN+1) (3.62)
verwendet. Wie man leicht erkennt, liegt bei Gl. (3.62) eine Taylorentwicklung um ∆t = 0
zugrunde. Je mehr Korrekturordnungen N einbezogen werden, desto kleiner wird der Fehler
bei der Bestimmung der korrigierten DriftD
(1)
korr,N . Von einer Korrektur des Diffusionkoeffi-
zienten wird hier abgesehen, da dieser verha¨ltnisma¨ßig groß gegen ∆t ist. Der besprochene
Scha¨tzer (3.60) sollte also zur numerischen Diffusionsbestimmung genu¨gen.
Weiterhin wird eine spu¨rbare Verbesserung des empirischen Verfahrens zur Drift- und
Diffusionsbestimmung erreicht, indem abweichend von der ga¨ngigen Herangegehensweise,
bei der nur eine Systemtrajektorie zum Zweck der statistischen Mittelung herangezogen
wird, eine Vielzahl von Systemtrajektorien mit unterschiedlichen Anfangsbedingungen des
schnellen Systems verwendet wird. Diese Methode wird hier unter den Begriff Gitterme-
thode zusammengefasst und nachfolgend erla¨utert.
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Gittermethode
Die Gittermethode basiert auf der Idee, anstelle einer einzigen Trajektorie ein Bu¨ndel von
Trajektorien zu unterschiedlich schnellen Anfangsbedingungen (q0, p0) bei fest vorgegebe-
nen langsamen Ort- und Impulsvariablen (Q,P ) zu betrachten. In dem Eintrajektorien-
Verfahren werden die Drift- bzw. Diffusionskoeffizienten nach den langsamen (Q,P )-Paaren
aussortiert, um im Anschluss eine Mittelung des Koeffizienten zu festen (Q,P ) durch-
zufu¨hren. Damit ergeben sich einige Nachteile: Zum einen ist das Aussortieren der Koef-
fizienten zu einem bestimmten Wertepaar (Q,P ) sehr aufwa¨ndig. Hinzu kommt, dass der
Genauigkeit bei der Diskretisierung enge Grenzen gesetzt sind, um eine ausreichende stati-
stische Basis zu haben. Daher werden u.U. zeitintensive numerische Rechnungen no¨tig. Im
Gegensatz dazu werden beim Vieltrajektorien-Verfahren im Vorfeld die interessierenden
langsamen (Q,P )-Wertepaare, fu¨r die man die Koeffizienten bestimmen mo¨chte, anschau-
lich auf einem (Q,P )-Gitter fest vorgegeben. Jeder der Gitterpunkte (Q,P ) ist zugleich
die Anfangsbedingung des langsamen Systems. Die Trajektorien, die im selben Gitter-
punkt starten, unterscheiden sich lediglich in den schnellen Anfangsbedingungen (q0, p0).
Ihre Werte sind dabei zufa¨llig u¨ber die Energiefla¨che des gekoppelten Systems verteilt.
Mit der Zahl der Trajektorien wird so die Basis der statistischen Mittelung gewa¨hlt. Eine
jede Trajektorie muß dabei jeweils fu¨r das betrachtete Gesamtzeitintervall in ∆t nume-
risch integriert werden. Dabei handelt es sich in der Regel um sehr kurze Zeitra¨ume. Das
wiederum ero¨ffnet die Mo¨glichkeit, dass auch numerische Integratoren mit geringerer Ge-
naugigkeit erfolgreich angewendet werden ko¨nnen. Dies ist ein weiterer Vorteil gegenu¨ber
dem herko¨mmlichen Verfahren.
Die Scha¨tzer (3.59) und (3.60) setzen stillschweigend eine langsame Dynamik voraus,
die sich Markovsch verha¨lt. Dies stellt eine Einschra¨nkung bei der Anwendung dar. Hier
kann sie jedoch als zusa¨tzlicher Test fu¨r die verwendete Markov-Approximation ausgenutzt
werden. Anhand der in Abha¨ngigkeit von ∆t aufgetragenen Koeffizienten, wird eine mo¨gli-
che Markov-Verletzung direkt beobachtbar. Zusa¨tzlich kann das Zeitintervall ∆tm, in der
die Verletzung vorliegt, bestimmt werden.
Drift
In Abbildung 3.1 sind einige Ergebnisse zur numerisch bestimmten Drift fu¨r das Einkubo-
system in einer U¨bersicht zusammengestellt. Die Ergebnisse wurden mit der besprochenen
Gittermethode gewonnen. Das zentrale Resulat ist, dass man tatsa¨chlich auch auf numeri-
schem Wege eine viskose Da¨mpfung −1
2
ε2κ2P findet, die in sehr guter U¨bereinstimmung
mit der theoretische Vorhersage ist. In Abb. 3.1 (b1) wird das besonders eindrucksvoll
demonstriert. Fu¨r drei unterschiedliche Werte der langsamen Ortsvariablen Q sind sowohl
die theoretischen Werte der Drift fu¨r die P -Komponente (rote Gerade) als auch die zu-
geho¨rigen numerisch ermittelten Werte (blaue Kreissymbole) aufgetragen. Wie man sieht,
liegen die zugeho¨rigen numerischen Werte nahezu perfekt auf der theoretisch vorhergesag-
ten Geraden. Die viskose Da¨mpfung fu¨hrt hier zu einer sehr kleinen negativen Steigung der
beobachteten Geraden, die fu¨r alle drei Ortsvariablen Q von gleichem Betrag ist. Lediglich
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Abbildung 3.1: Numerisch berechnete Driftkoeffizenten nach Gl. (3.62) fu¨r Q = 0 eines langsamen
harmonischen Oszillators (Einkubosystem Gl. (3.13)-(3.15)), welcher mit einem Kubo-Oszillator ge-
koppelt ist (Gl. (3.16)), (ε = 0.02, κ = 4 und E = 4). (a1) Tu¨rkise Linie: unkorrigiertes Ergebnis,
gru¨ne Linie: umfasst auch lineare Korrekturen (reskaliert um einen Faktor 1/10), rote Linie: umfasst
auch kubische Korrekturen, blaue Kreissymbole: Korrekturen bis O(∆t5). Die Zusatzabbildung (a2)
zeigt die schnelle Autokorrelationsfunktion des Kubo-Oszillators, Grund fu¨r die anfa¨ngliche Markov-
Verletzung ist der unzureichende Zerfall der schnellen Korrelationen. In (b1) ist fu¨r drei Q-Werte
die Driftkomponente D
(1)
P berechnet, rote Linien: theoretische Vorhersage, blaue Kreissymbole: nu-
merische Berechnung. (b2) Vergleich der ermittelten Drift D
(1)
P fu¨r drei Varianten der harmonischen
Kopplung (Q = 1). Parameter bei (b1) - (b2): ε = 0.02, κ = 2 und E = 8000. (Bei der Simulation
wurde die reskalierte Energie betrachtet.)
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der y-Achsenabschnitt ist wegen des deterministischen Driftanteils in der P -Komponente
gema¨ß Gl. (3.36) (entsprechend −(1 + κ− εκ2)Q) verschoben.
Wie wir oben bereits diskutiert haben, erfordert die Bestimmung einer derart kleinen
Da¨mpfung Korrekturen in den ho¨heren Ordnung von ∆t. In Abb. 3.1 (a1) ist die Driftkom-
ponente D(1)P fu¨r drei unterschiedliche Impulswerte P an der Stelle Q = 0 ausgewertet. Erst
die Beru¨cksichtigung der Korrekturen bis einschließlich der fu¨nften Ordnung in ∆t (blaue
Kreissymbole) erlaubt die Beobachtung der Da¨mpfung (s. Abb.3.1 (a1)). Fu¨r Zeiteninter-
valle ∆t < 0.1 wird hier die Markov-Verletzung sichtbar. Die Ursache liegt im mangelnden
Zerfall der schnellen Korrelationen fu¨r kleine Zeitintervalle. In der Zusatzabbildung 3.1
(a2) kann das nachvollzogen werden. Hier ist zum Vergleich fu¨r den selben Zeitraum die
Autokorrelationsfunktion der schnellen Ortsvariable q aufgetragen.
Bei der Herleitung der Drift- und Diffusionskoeffizienten im Rahmen der Diracschen
Sto¨rungsrechnung wurde von der harmonischen Kopplung ohne den schnellen Renormie-
rungsanteil 1
2
κq2 ausgegangen. Es stellt sich die Frage, inwieweit die Vernachla¨ssigung der
schnellen bzw. langsamen Renormierungsanteile in der harmonischen Kopplung berechtigt
ist und welche Auswirkungen sie beispielweise auf die beobachtete Da¨mpfung hat. Die letz-
ten Untersuchungen dieses Abschnitts sind dieser Frage gewidmet. In Abb. 3.1 (b2) werden
zwei Varianten, die durch die genannte Vernachla¨ssigung der Renormierungsanteile zustan-
de kommen, mit der vollen harmonische Kopplung fu¨r Q = 1 verglichen. Tatsa¨chlich bleibt
die Da¨mpfung davon unberu¨hrt. Im dem Fall, in welchem die Kopplung lediglich den bili-
nearen AnteilHk = −κQq entha¨lt, verschiebt sich, wie erwartet, der y-Achsenabschnitt, da
im deterministischen Driftanteil gema¨ß Gl. (3.36) der langsame Renormierungsanteil 1
2
κQ2
entfa¨llt. Wenn man diesen Anteil zusa¨tzlich zum bilinearen hinzufu¨gt, dann ist die beobach-
tete Drift nahezu deckungsgleich mit der Drift bei vollsta¨ndiger harmonischen Kopplung.
Damit kann die anfangs aufgeworfene Frage dahingehend beantwortet werden, dass im
Fall des Einkubomodells die Vernachla¨ssigung der Renormierungsanteile keine wesentliche
Auswirkung auf die dynamischen Verha¨ltnisse hat. Dies ist zu erwarten, da der langsame
Renormierungsanteil zu einer Renormierung der entsprechenden Oszillatorfrequenz fu¨hrt
und der schnelle Anteil mit ε eingeht. Damit ist er in der Regel vernachla¨ssigbar. Aller-
dings darf im Falle der bilinearen Kopplung κ nicht zu groß gewa¨hlt werden, weil sonst das
harmonische Potential negativ werden kann.
Diffusion
Die numerische Bestimmung der Diffusion ist weit weniger kritisch, da sie von der Ordnung
in εEr = ε(E/ε) ist, und durch geeignete Wahl der Energie E ausreichend vergro¨ßert wer-
den kann. Es reicht also vo¨llig aus, das bekannte Verfahren nach Gl. (3.60) zu verwenden.
Dies wird von der Abb. 3.2 (b) besta¨tigt. Die Kurven zu unterschiedlichen Impulswerten P
bei festgewa¨hltem Ortswert Q = 0 verlaufen im Zeitintervall ∆t = 0.05−0.2 nahezu paral-
lel. Der Diffusionskoeffizient ist also zu einem festen ∆t aus diesem Intervall zu bestimmen.
In der U¨bersicht Abb. 3.2 sind einige Ergebnisse hinsichtlich der PP -Komponente der Dif-
fusion zusammengestellt. Die anderen Komponenten entfallen, da sie Null sind, was auch
numerisch besta¨tigt werden konnte. Der Vergleich der theoretisch vorhergesagten Diffusi-
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Abbildung 3.2: Numerisch berechnete Diffusionskomponente D
(2)
PP des langsamen harmon. Oszillator
(Einkubosystem Gl. (3.13)-(3.15)) : (a) 3-dimensional, (b) in Abha¨ngigkeit von der Zeitdifferenz ∆t
nach Gl. (3.60). (c) und (d) Vergleich fu¨r D
(2)
PP im Querschnitt: rote Linien: theoretische Vorhersage
und blaue Kreissymbole: numerische Werte. Parameter fu¨r (a) - (d): ε = 0.02, κ = 2 und E = 8000.
(Bei der Simulation wurde die reskalierte Energie betrachtet.)
on (rote durchgezogene Kurven) mit der resultierenden numerischen (blaue Kreissymbole)
wird in Abb. 3.1 (a) und (b) anhand von Querschnitten parallel zur Achse der langsamen
Ortsvariablen Q bzw. der dazugeho¨rigen konjugierten Impulsvariablen P durchgefu¨hrt.
Man sieht, dass die numerischen Werte nahezu perfekt auf den theoretisch vorhergesag-
ten Diffusionkurven liegen. Die parabelfo¨rmige Gestalt der Diffusion als Funktion von Q
bzw. P , bei jeweils festem Wert fu¨r die konjugierte Variable, ist im Einklang mit der
theoretischen Vorhersage aus Gl. (3.47). Die auffa¨llige Stauchung der PP -Komponente der
Diffusion in Richtung der Q-Achse kann auf den langsamen Renormierungsanteil von 1
2
κQ2
zuru¨ckgefu¨hrt werden, der aus der Kopplung resultiert.
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Abbildung 3.3: Abweichungen zwischen Theorie und Numerik fu¨r die Diffusionskomponente ∆D
(2)
PP
des Einkubosystem gema¨ß Gl. (3.13) - (3.15): (a) in Abha¨ngigkeit vom Zeitskalenparameter ε und (b)
in Abha¨ngigkeit von der Kopplungssta¨rke κ. Parameter: (a) κ = 1, (b) ε = 0.01 und E = 8000 in
beiden Fa¨llen. (Bei der Simulation wurde die reskalierte Energie betrachtet.)
3.4.2 Abweichungen von der Theorie
Fu¨r die oben betrachtete Parameterwahl konnte eine sehr gute U¨bereinstimmung zwischen
Simulation und Theorie fu¨r die Drift- und Diffusionskoeffizienten gefunden werden. Dabei
war klar, dass der Zeitskalenparameter genu¨gend klein zu wa¨hlen ist, da die analytisch ge-
wonnene Fokker-Planck-Gleichung nur bis zur quadratischen Ordnung in ε richtig ist. In der
Sto¨rungsrechnung werden alle Terme ho¨herer Ordnung nicht nur aus praktischen Gru¨nden
vernachla¨ssigt, sondern auch, weil ho¨here Ordnungen in ε mit ra¨umlichen Ableitungen
ho¨her als 2-ter Ornung einhergehen und somit die resultierende Gleichung nicht interpre-
tierbar wa¨re. Insbesondere wa¨re hierbei die Posivita¨t der reduzierten Dichte ρ¯t nicht mehr
gewa¨hrleistet. Damit dra¨ngt sich die Frage auf: Welche Diskrepanzen ergeben sich zwi-
schen numerisch bestimmten und theoretisch vorhergesagten Fokker-Planck-Koeffizienten
bei systematischer Variation des Zeitskalenparameters ε oder der Kopplungssta¨rke κ? Wie
kann man die Abweichung quantifizieren, welcher funktionale Zusammenhang besteht zu
ε oder κ? Zur Untersuchung dieser Frage kommt der gu¨nstige Umstand zur Hilfe, dass
sich die Diffusionkoeffizienten numerisch vergleichsweise einfach bestimmen lassen. Genau
das kann man ausnutzen, um beipielsweise bei fixiertem Q den Parameter ε oder κ zu
variieren und jeweils die Abweichung zur theoretisch vorhergesagten Diffusion zu bestim-
men. Von dieser Idee ausgehend, werden zuna¨chst bei festgehaltener Kopplungssta¨rke κ
und fixierter langsamer Ortsvariable Q = 0 die besagten Abweichungen in Abha¨ngigkeit
vom Zeitskalenparameter ε bestimmt. Anschließend wird dasselbe in analoger Weise fu¨r die
Kopplungssta¨rke κ bei festen ε wiederholt. In Abb. 3.3 sieht man das Resultat bezu¨glich
der PP -Diffusionskomponente ∆D(2)PP als Funktion von ε (Abb. 3.3 (a)) und von κ (Abb.
3.3 (b)). In beiden Fa¨llen erkennt man in guter Na¨herung einen linearen Zusammenhang,
wobei dieser bezu¨glich der Kopplungssta¨rke viel klarer und ausgepra¨gter ist.
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Fu¨r einen Zeitskalenparameter ε < 0.05 ist die Abweichung ∆D(2)PP kleiner als 15% und
wa¨chst linear mit ε. Aus der linearen Extrapolation ergibt sich fu¨r die relative Abweichung
der Zusammenhang ∆D
(2)
PP ≈ 300ε% in Prozent. Demzufolge eignet sich das hier vorge-
stellte Eliminationsverfahren erwartungsgema¨ß nur bei ausgepra¨gter Zeitskalentrennung
zwischen schnellem und langsamen System. Der Zeitskalenparameter ε sollte einen Wert
von ≈ 0.1 nicht u¨berschreiten, d.h. das schnelle System muss mindestens zehn Mal schnel-
ler als das langsame sein. Bei diesem Zeitskalenparameter liegt die relative Abweichung
bereits um die 30%.
Aus der Variation nach der Kopplungssta¨rke κ la¨sst sich zweierlei ersehen. Zum einen
wa¨chst auch hier die Abweichung ∆D
(2)
PP proportional mit κ, wenn auch schwa¨cher. Und
zum anderen ist die Abweichung zur Theorie auch fu¨r große Kopplungsparameter verha¨lt-
nisma¨ßig gering. Zum Beispiel liegt sie fu¨r eine Kopplungssta¨rke bis κ = 5 unter 7%. Mit
zunehmendem κ greift das langsame System sta¨rker in die Dynamik des schnellen Systems
ein. Damit sind in immer geringerem Maße die Voraussetzungen erfu¨llt, unter denen die
Fokker-Planck-Koeffizienten angegeben werden ko¨nnen. Nach den zugeho¨rigen Gleichun-
gen (2.39) und (2.41) wird angenommen, dass der Einfluss des langsamen Systems auf das
schnelle vernachla¨ssigbar ist und man folglich die Koeffizienten mit Hilfe der Kenntnis des
isolierten schnellen Systems bestimmen kann.
In diesem Zusammenhang muß jedoch angemerkt werden, dass prinzipiell zu jeder
Kopplungssta¨rke κ eine Zeitskalentrennung ε gewa¨hlt werden kann, so dass die Abweichun-
gen von der Theorie vernachla¨ssigbar klein werden. Umgekehrt jedoch kann nicht durch
eine hinreichend schwache Kopplung bei fester Zeitskalentrennung eine beliebig geringe
Abweichung von der theoretischen Vorhersage erzielt werden. Der Grund hierfu¨r ist, dass
die Sto¨rungsrechung, welche im Rahmen des Eliminationsverfahrens durchgefu¨hrt wurde,
nur die Zeitskalentrennung als Entwicklungsparameter beru¨cksichtigt.
3.5 Momente und Autokorrelation des langsamen Os-
zillators
Nachdem in den vorhergehenden Abschnitten ausfu¨hrlich die aus dem Eliminationsver-
fahren resultierenden Drift- und Diffusionskoeffizienten diskutiert wurden, wollen wir in
diesem Abschnitt den Vorhersagehorizont des Verfahrens untersuchen. Dabei erscheint es
sinnvoll, sich sowohl den Kurzzeit- als auch den Langzeitlimes anzusehen. Auf diese Weise
kann Aufschluss u¨ber den Zeithorizont, auf dem das Eliminationsverfahren die dynamischen
Verha¨ltnisse im langsamen System richtig beschreibt, erlangt werden. In einem spa¨tereren
Abschnitt u¨ber die reduzierte stationa¨re Dichte wird erneut das Langzeitverhalten betrach-
tet, allerdings in Hinblick auf den thermodynamischen Limes.
Momente und Korrelationsbeziehungen sind wichtige Gro¨ßen, um die Dynamik eines
stochastischen Systems zu studieren. Anhand von ihnen wollen wir uns die Zeitentwick-
lung des langsamen harmonischen Oszillators ansehen. Ausgehend von der reduzierten
Bewegungsgleichung (3.58) fu¨r das Einfachkubosystem, kann man analytisch die Momente
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des reduzierten langsamen Systems berechnen. Hierzu ist lediglich die betrachtete Fokker-
Planck-Gleichung (3.58) mit Q, P , Q2, QP oder P 2 zu multiplizieren und anschließend
u¨ber den langsamen Phasenraum zu integrieren. Auf diese Weise erha¨lt man folgendes ge-
koppeltes, lineares Differentialgleichungsystem erster Ordnung in der Zeit fu¨r die ersten
Momente
∂
∂t
〈Q〉(t) = 〈P 〉 (3.63)
∂
∂t
〈P 〉(t) = −Ω1K〈Q〉 − γ1K〈P 〉 (3.64)
und fu¨r die zweiten Momente
∂
∂t
〈Q2〉(t) = 2〈QP 〉 (3.65)
∂
∂t
〈QP 〉(t) = −Ω1K〈Q2〉 − γ1K〈QP 〉 + 〈P 2〉 (3.66)
∂
∂t
〈P 2〉(t) = −γ1K〈Q2〉 − 2Ω1K〈QP 〉 − 3γ1K〈P 2〉+ 2γ1KE
ε
, (3.67)
wobei Ω1K = (1+κ−εκ2) die renormierte Frequenz des langsamen harmonischen Oszillators
und γ1K =
1
2
ε2κ2 der Da¨mpfungsfaktor nach Gl. (3.37) ist.
Mit den ersten Momenten sind 〈Q〉 und 〈P 〉 und mit den zweiten 〈Q2〉, 〈QP 〉 und 〈P 2〉
gemeint. Das Gleichungssystem fu¨r die ersten Momente la¨sst sich sofort auflo¨sen und wir
erhalten die folgenden Lo¨sungen:
〈P 〉(t) = P0 cos(αt) exp[−1
2
γ1Kt] (3.68)
〈Q〉(t) = Q0
Ω1K
[α sin(αt)− 1
2
γ1K cos(αt)] exp[−1
2
γ1Kt] , α :=
√
Ω1K − 1
4
γ21K. (3.69)
Den Lo¨sungen (3.68) und (3.69) zufolge ist ein sehr langsamer exponentieller Zerfall fu¨r die
ersten Momente des reduzierten langsamen Systems zu erwarten. Der Exponent, mit dem
der Zerfall erfolgt, entspricht gerade dem halben Da¨mpfungsfaktor γ1K. Diesen kennen wir
aus der reduzierten Bewegungsgleichung (3.58) des langsamen harmonischen Oszillators
und wir haben bereits zuvor die enorme Kleinheit dieser Gro¨ße diskutiert. Somit ero¨ffnet
der besprochene Zerfallsprozess die Mo¨glichkeit eines alternativen Weges zur Bestimmung
der Da¨mpfung. Begleitet wird der Zerfallsprozess von Oszillationen, die im wesentlichen
durch die renormierte Frequenz Ω1K des langsamen harmonischen Oszillators gegeben sind.
Die Oszillationsfrequenz α nach Gl. (3.69) ist u¨berwiegend durch die verha¨ltnisma¨ßig große
Frequenz Ω1K bestimmt. Der zweite Anteil ist vernachla¨ssigbar, da der auftretende Da¨mp-
fungsfaktor sehr klein ist.
Auch das lineare Gleichungssystem der zweiten Momente la¨sst sich durch entsprechende
Diagonalisierung lo¨sen. Allerdings ergeben sich a¨ußerst komplizierte und unu¨bersichtliche
Ausdru¨cke fu¨r die berechneten Eigenwerte. Deshalb soll an dieser Stelle auf die Angabe
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Abbildung 3.4: Vergleich Theorie und Numerik fu¨r das Kurzzeitverhalten, anhand der kinetischen
Energie bzw. des Moments 〈P 2〉 des langsamen harmon. Oszillators (Einkubosystem Gl. (3.13)-(3.15)):
(a) bis t=3 und (b) bis t=20. Anfangsbedingung: Q0 = P0 = 0, Parameter: ε = 0.01, κ = 2, E = 2.
(Bei der Simulation wurde die reskalierte Energie betrachtet.)
der zugeho¨rigen Lo¨sungen verzichtet werden. Fu¨r die weiteren Untersuchungen wird die-
se Schwierigkeit umgangen, indem die Differentialgleichnugen (3.65) - (3.67) numerisch
integriert werden.
3.5.1 Kurzzeitverhalten
In Abbildung 3.4 wird zu festen Anfangsbedingungen Q0 = P0 = 0 des langsamen Oszil-
latorsystems das zweite Moment 〈P 2〉, das der mittleren kinetischen Energie entspricht,
mit der zugeho¨rigen theoretischen Vorhersage verglichen. Im Vordergrund steht dabei das
anfa¨ngliche dynamische Verhalten fu¨r kurze Zeitdauern. Mit dieser speziellen Wahl der
langsamen Anfangsbedingung wird sichergestellt, dass die gesamte Energie zum Anfangs-
zeitpunkt t = 0 in dem schnellen System enthalten ist. Aus beiden Abbildungen 3.4 (a)
und (b) geht hervor, dass das auf der Basis des Eliminationsverfahrens prognostizierte
Kurzzeitverhalten in der Tat das tatsa¨chliche Verhalten widerzuspiegeln vermag. In Abb.
3.4 (b) ist der lineare Anstieg von periodischen Oszillationen u¨berlagert. Diese ru¨hren, wie
wir bereits diskutiert haben, aus der oszillatorischen Dynamik des langsamen Systems her.
Bei den ersten Momenten ist die Periode solcher Oszillationen durch α nach Gl. (3.69)
festgelegt. Entsprechendes ist fu¨r die zweiten Momente zu erwarten.
Fu¨r das zugeho¨rige Moment 〈Q2〉 wird ein a¨hnliches Verhalten beobachtet. Die ersten
Momente interessieren hier nicht, da sie aufgrund der gewa¨hlten Anfangsbedingungen gleich
Null sind.
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3.5.2 Langzeitverhalten
Wie sieht es nun mit dem Langzeitverhalten aus? Die Antwort darauf erhalten wir durch die
Abbildung 3.5. Hier wurden zu fest vorgegebenen langsamen Anfangsbedingungen Q0 = 5
und P0 = 5 (reskalierte Gesamtenergie Er = 200) sowohl die ersten als auch die zweiten
Momente fu¨r große Zeitra¨ume bestimmt. Die Zeitintervalle umfassen hierbei einige hundert
Zeiteinheiten. Hierzu wurden die Gleichungssysteme der theoretisch vorhergesagten ersten
Momente (3.63) - (3.64) und der zweiten Momente (3.65) - (3.67) numerisch integriert.
Die so gewonnenen Momente wurden mit den entsprechenden Momenten aus der Simu-
lation des vollen Einkubosystems verglichen. Das transiente Verhalten, das in Form des
langsamen exponentiellen Zerfalls theoretisch vorhergesagt wird, la¨sst sich in sehr guter
Na¨hrung wiederfinden und zwar bei allen Momenten. Fu¨r die ersten Momente haben wir
diesen langsamen Zerfall bereits anhand der Gleichungen (3.68) und (3.69) diskutiert. Auf
den vergro¨ßerten Bildausschnitten 3.5 (a2), (c2) und (e2) wird im Detail die langsame Dy-
namik mit der theoretisch zu erwartetenden Zeitentwicklung nach Verstreichen von einigen
hundert Zeiteinheiten verglichen. Man erkennt hieraus, dass auch das Langzeitverhalten
richtig von unserem Eliminationsverfahren vorhergesagt wird.
3.5.3 Langsame Autokorrelationen
Schließlich erscheint es in diesem Zusammenhang lohnenswert, auch die langsame Auto-
korrelationsfunktion zu studieren. Fu¨r sie kann auf eine a¨hnliche Weise wie bei den ersten
Momenten, und zwar auf der Grundlage der reduzierten Bewegungsgleichung ein System
von analogen Differentialgleichungen fu¨r die Korrelationen aufgestellt werden. Ersichtlich
wird das, wenn man das Gleichungssystem der ersten Momente (3.63) - (3.64) beispiels-
weise mit Q(t′) bzw. P (t′) zur festen Zeit t′ multipliziert. Somit sind Q(t′) bzw. P (t′)
konstant und ko¨nnen in die eckigen Klammern hineingezogen werden, wodurch die Au-
tokorrelationsfunktion sichtbar wird. Formal sollte dieses Gleichungssystem, insbesondere
hinsichtlich des eingehenden Da¨mpfungsfaktors γ1K und der renomierten Frequenz Ω1K,
vollkommen mit dem Gleichungssystem der ersten Momente u¨bereinstimmen. Demzufolge
wa¨re ein ebenso langsamer exponentieller Zerfall der Autokorrelation fu¨r das reduzierte
harmonische Oszillatorsystem zu erwarten. In Abb. 3.5 (g) besta¨tigt sich diese theoretische
Vorhersage. Es kann ein zeitlicher Zerfall entsprechend exp(− 1
2
γ1Kτ ) (nach Gl. (3.68) und
Gl. (3.69)) bei der numerisch berechneten Autokorrelation 〈Q(t)Q(t′)〉 ermittelt werden.
Praktischer Vorteil des Eliminationsverfahrens
Die numerische Integration der gekoppelten Gleichungssysteme (3.63) - (3.64) und (3.63)
- (3.64) fu¨r die Momente erfordert bei Verwendung des simplen Euler Integrators nur we-
nige Minuten, um das oben beschriebene Langzeitverhalten zu berechnen. Demgegenu¨ber
beno¨tigt man fu¨r die numerische Berechnung der Momente auf der Basis der Simulation
des vollen Systems fu¨r einen entsprechenden Zeitraum und fu¨r eine ausreichende Statistik
einige Tage. Entsprechendes gilt auch fu¨r die Berechnung der Momente auf einer kurzen
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Abbildung 3.5: Momente des langsamen harmon. Oszillators (Einkubosystem Gl. (3.13) - (3.15)): Er-
ste Momente: (a1) fu¨r 〈P 〉, gru¨ne Linien: asymtotisch vorhergesagtes Langzeitverhalten nach Gl. (3.63)
- (3.64), (a2) Vergro¨ßerter Ausschnitt: rote Linie: Theorie und blaue Kreissymbole: Simulation, fu¨r
〈Q〉: (b1) Simulation, (b2) Theorie. Zweite Momente: (c1) 〈P 2〉 und (e1) 〈QP 〉, gru¨ne Linien: asymto-
tisch vorhergesagtes Langzeitverhalten nach Gl. (3.65) - (3.67), (c2), (e2) Vergro¨ßerter Ausschnitt:
rote Linie: Theorie und blaue Kreissymbole: Simulation, fu¨r 〈Q〉: (d1), (f1) Simulation, (d2), (f2)
Theorie. (Bei allen Momente: Parameter: ε = 0.025, κ = 3 und E = 5, Anfangsbed.: Q0 = 5 und
P0 = 5 (Gesamtenergie bei Simulation Er = E/ε = 200)). (g) langsame Autokorrelationfunktion
(Parameter: ε = 0.025, κ = 3, E = 5).
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Zeitskala. Mit unserer Methode erfolgt die Berechnung in weniger als einer Minute fu¨r
eine Zeit t ≤ 20, wa¨hrend die volle Simulation, verknu¨pft mit hinreichender statistischer
Mittelung, mehrere Stunden erfordert.
Die Zeitersparnis, die auf der Grundlage des Eliminationsverfahrens erzielt wird, ist
also erheblich und reicht u¨ber einige Gro¨ßenordnungen. Dies verdeutlicht auf eindruckvolle
Weise die Effizienz und das Leistungsvermo¨gen des vorgeschlagenen Verfahrens.
Selbst wenn man die zur Fokker-Planck-Gleichung korrespondierende Langevin-Gleichung
der effektiven langsamen Dynamik numerisch integriert, wa¨re die Zeitersparnis gegenu¨ber
der Simulation des vollen Systems groß.
3.6 Zweikubomodell - Einfluss der schnellen Dimen-
sionen
Der schnelle Kubo-Oszillator, den wir hier betrachten, ist niedrigdimensional. Gerade die
Dimension bzw. die Anzahl der schnellen Freiheitsgrade ist ein Aspekt, dem bisher nicht
genug Beachtung geschenkt wurde. Was wu¨rde beispielweise geschehen, wenn wir den ein-
fachen Kubo-Oszillator durch einen entsprechenden ho¨herdimensionalen Oszillator austau-
schen wu¨rden? Wie wu¨rde sich das insbesondere auf die dynamischen Verha¨ltnisse bezu¨glich
der Da¨mpfung und der Diffusion im langsamen System auswirken?
Das Ziel dieses Abschnittes ist es also, die Vera¨nderungen zu untersuchen, die mit
dem Anwachsen der schnellen Dimensionen bei den Fluktuations-Dissipations-Relationen
einhergehen. Dazu empfiehlt es sich, als langsames System den harmonischen Oszillator
beizubehalten und lediglich das schnelle Subsystem zu vera¨ndern.
Ein naheliegender Schritt ist, anstelle der Ankopplung eines schnellen Kubo-Oszillators
zwei separate Kubo-Oszillatoren an den langsamen harmonischen Oszillator zu koppeln.
Jeder der Kubo-Oszillatoren wechselwirkt mit dem langsamen System u¨ber eine separa-
te harmonische Kopplung, wa¨hrend die Kubo-Oszillatoren untereinander nicht gekoppelt
sind. Die zeitliche Entwicklung dieses Systems, das hier in Analogie zum Einkubosystem
als Zweikubosystem bezeichnet sei, wird durch die folgenden Hamiltonschen Bewegungs-
gleichungen beschrieben:
Q˙ = P (3.70)
P˙ = −(1 + 2κ)Q+ κ
2∑
i=1
qi (3.71)
q˙i =
1
ε
(1 +
√
εξ(t))pi (3.72)
p˙i = −1
ε
(1 +
√
εξ(t))((1 + εκ)qi − εκQ) mit i = 1, 2. (3.73)
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Der zugeho¨rige Hamilonian hat die Form
H = Hl + 1
ε
(H(1)s +H(2)s ) +Hk mit (3.74)
Hl = 1
2
(Q2 + P 2) (harmonischer Oszillator) (3.75)
H(i)s =
1
2
(q2i + p
2
i ) (i-ter Kubo-Oszillator) (3.76)
Hk = 1
2
κ
2∑
i=1
(Q− qi)2, (harmonische Kopplung) (3.77)
wobei auch hier der Satz an langsamen kanonisch konjugierten Orts- und Impulsvariablen
in Großbuchstaben- und der Satz an schnellen in Kleinbuchstaben-Notation notiert ist.
Mit dem Index i = 1, 2 sind die Kubo-Oszillatoren und die zugeho¨rigen Variablen durch-
numeriert.
3.6.1 Reduzierte Bewegungsgleichung
Die eingangs gestellte Frage, wie ein schnelles System mit ho¨herer Dimension auf die redu-
zierte langsame Dynamik wirkt, kann zuna¨chst auf analytischem Wege untersucht werden,
da es sich bei dem Zweikubosystem erneut um ein vollsta¨ndig lineares System handelt.
Ganz a¨hnlich wie im Falle des Einkubomodells kann man auch hier mit Hilfe der heuristisch
angesetzten Diracschen Sto¨rungsrechnung die Koeffizienten der reduzierten Bewegungsglei-
chung, sprich Drift und Diffusion, herleiten. Die Vorgehensweise ist dabei entsprechend der
in Abschnitt 3.3. Deshalb wird an dieser Stelle auf die detaillierte Rechnung verzichtet und
direkt das Resultat diskutiert. Man findet im Gegensatz zum Einkubosystem eine doppelt
so große Da¨mpfung bei quasi unvera¨nderter Diffusion:
D
(1)
P (Q,P ) = −Ω2KQ− γ2K D(2)PP (Q,P ) = µ2K(E − εH˜(2)l ) (3.78)
mit µ2K :=
εκ2
2
, γ2K := ε
2κ2 , H˜(2)l :=
1
2
((1 + 2κ)Q2 + P 2). (3.79)
Hierbei bezeichnet γ2K den Da¨mpfungs- und µ2K den Diffusionsfaktor. Durch Ω2K :=
(1 + 2(κ − εκ2)) ist die renormierte Frequenz des langsamen harmonischen Oszillators
bei Ankopplung an zwei Kubo-Oszillatoren definiert. Der neu eingefu¨hrte Hamiltonian
H˜(2)l entspricht dem langsamen Hamiltonian erweitert um die beiden Renormierungsanteile
21
2
κQ2, die aus den beiden harmonischen Kopplungen herru¨hren. In der Rechnung wurde,
wie auch beim Einfachkubosystem, nicht die volle harmonische Kopplung, sondern die
Variante mit vernachla¨ssigtem schnellen Renormierungsanteil Hk = 12κ
∑2
i=1(Q
2 − 2Qqi)
verwendet. Damit sieht die vollsta¨ndige Fokker-Planck-Gleichung fu¨r das Zweikubomodell
wie folgt aus:
∂
∂t
ρ¯t(Q,P ) = −P ∂
∂Q
ρ¯t + Ω2KQ
∂
∂P
ρ¯t +
∂
∂P
γ2KP ρ¯t +
∂2
∂P 2
D
(2)
PP (Q,P )ρ¯t. (3.80)
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Abbildung 3.6: Da¨mpfung des langsamen harmon. Oszillators im Zweikubomodell: (a) Driftkompo-
nente D
(1)
P fu¨r drei verschiedene Q-Werte, rote Linien: Theorie und blaue Kreissymbole: Numerische
Simulation nach Gl. (3.62) (b) Vergleich der Da¨mpfung fu¨r das Ein- und Zweikubomodell. (Parameter
fu¨r (a) und (b): ε = 0.02, κ = 2, E = 8000 (numerische Simulation mit Gesamtenergie Er = E/ε)).
Wendet man das Eliminationsverfahren auf das Zweikubosystem an, dann erha¨lt man er-
neut die reduzierte Bewegungsgleichung in Gestalt von Gl. (3.80). Die Diracsche Sto¨rungs-
rechnung und das Eliminationverfahren fu¨hren unabha¨ngig voneinander wiederum auf die
gleichen Resultate.
3.6.2 Numerischer Vergleich
In diesem Abschnitt gilt es anhand von Simulationen des Zweikubosystems die theoreti-
schen Ergebnisse des letzten Abschnitts zu u¨berpru¨fen. Man erwartet, dass die Da¨mpfung
hier zwei Mal so groß ist wie fu¨r das Einkubosystem. In Abb. 3.6 sind einige Ergebnisse
zur Drift des Zweikubomodells, die aus der numerischen Simulation gewonnenen wurden,
graphisch dargestellt. Exemplarisch ist in Abb. 3.6 (b) fu¨r Q = 0 die P -Komponente der
Drift D(1)P sowohl fu¨r das Einkubo- (blaue Gerade) als auch fu¨r das Zweikubosystem (rote
Gerade) bei gleichen Systemparametern berechnet worden. Mit der Wahl der langsamen
Ortsvariablen Q = 0 entfa¨llt der deterministische Driftanteil in D(1)P und der verbleiben-
de Da¨mpfungsanteil kann direkt beobachtet werden. Aus dem graphischen Vergleich geht
ganz klar die Richtigkeit der theoretische Vorhersage hervor. In Abb. 3.6 (a) ist fu¨r drei un-
terschiedliche Werte der langsamen Ortsvariablen Q wiederum die Driftkomponente D
(1)
P
numerisch bestimmt worden. Auch hier sieht man, dass die numerischen Werte nahezu
perfekt auf den theoretisch vorhergesagten roten Geraden liegen. Wir beobachten also wie
erwartet in der Simulation eine Verdopplung der Da¨mpfung. Nun gilt es die zweite Vor-
hersage, na¨mlich dass die Diffusion unvera¨ndert bleibt, zu u¨berpru¨fen. In Abb. 3.7 sind
die numerisch berechneten Werte der PP -Diffusionskomponente (blaue Kreissymbole) zu-
sammen mit den zugeho¨rigen theoretisch vorhergesagten (parabelfo¨rmigen roten) Kurven
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Abbildung 3.7: Numerisch berechnete Diffusionskomponente D
(2)
PP nach Gl. (3.60) des harmon. Os-
zillators im Zweikubosystems: (a) 3-dimensional, (b) Vergleich zwischen Ein- und Zweikubomodell
fu¨r Q = 0. (c) und (d) Vergleich fu¨r D
(2)
PP im Querschnitt: rote Linien: theoretische Vorhersage und
blaue Kreissymbole: numerische Berechnung nach Gl. (3.60). (Parameter fu¨r (a), (b), (c1) und (c2):
ε = 0.02, κ = 2, E = 8000 (numerische Simulation mit Gesamtenergie Er = E/ε)).
aufgetragen. Der Vergleich weist eine sehr gute U¨bereinstimmung zwischen Theorie und
Numerik nach. In Abb. 3.7 (b) ist fu¨r Q = 0 die PP -Diffusionskomponente der beiden
Kubosysteme zu identischen Parametern zum Vergleich gemeinsam aufgetragen. Die zu-
geho¨rigen Werte liegen nahezu perfekt u¨bereinander, d.h auch die zweite Aussage kann
besta¨tigt werden.
Im Hinblick auf die Ausgangsfrage la¨sst sich zusammenfassend also folgendes sagen:
Die Vergro¨ßerung der Anzahl der Dimensionen bzw. Freiheitsgrade des schnellen Teilsy-
stems fu¨hrt zu einer A¨nderung der Fluktuations-Dissipations-Relation in der reduzierten
Beschreibung dahingehend, dass die Da¨mpfung wa¨chst, wa¨hrend die Diffusion quasi un-
vera¨ndert bleibt. Dies wird vom Eliminationsverfahren vorhergesagt.
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3.7 Reduzierte stationa¨re Dichte
Im letzten Abschnitt haben wir bereits gesehen, dass die Vergro¨ßerung der Anzahl der
schnellen Dimensionen bzw. Freiheitsgrade eine Vera¨nderung der Fluktuations-Dissipations-
Relation bewirkt. Es ist naheliegend, einen Schritt weiterzugehen und nach dem thermo-
dynamischen Limes zu fragen. In diesem Abschnitt werden wir uns das Langzeitverhalten
des reduzierten Systems genau unter diesem Gesichtspunkt ansehen.
In den meisten Fa¨llen, in denen eine Beschreibung im Rahmen der Fokker-Planck-
Gleichung mo¨glich ist, existiert auch eine stationa¨re Dichte, die das langsame System
asymptotisch in der Zeit anstrebt. Die stationa¨re Dichte eignet sich demnach sehr gut
zum Studium des Langzeitverhaltens. Einige Teilaspekte des Langzeitverhaltens wurden
bereits im Abschnitt 3.5 anhand der zeitlichen Entwicklung von Momenten der Autokor-
relationsfunktion des langsamen Systems untersucht. Hier geht es uns nun darum, den
direkten Vergleich zwischen dem theoretisch vorhergesagten und dem tatsa¨chlich erreich-
ten Zustand der reduzierten stationa¨re Dichte durchzufu¨hren.
Die Linearita¨t des Einkubomodells erlaubt hier sogar die analytische Berechnung der
reduzierten stationa¨re Dichte des langsamen Oszillatorsystems. Hierzu ist es lediglich erfor-
derlich, die Gesamtdichte des vollen Systems ρt = δ(H− Eg) u¨ber dem schnellen Phasen-
raum zu integrieren und anschließend durch die Gesamtzustandsdichte Z(Eg) zu dividieren:
ρ¯(1)∗ (Q,P ) =
1
Z(Eg)
∫
dqdp δ(H− Eg), Z(Eg) =
∫
dQdP
∫
dqdp δ(H−Eg). (3.81)
Wir wenden also lediglich die Definition (3.81) der reduzierten stationa¨ren Dichte an. Hier
empfiehlt es sich fu¨r die konkrete Rechnung, den Gesamthamiltonian H zuna¨chst in Po-
larkoordinaten zu u¨berfu¨hren und zusa¨tzlich die Ansa¨tze (3.25) und (3.26) fu¨r die schnelle
Dynamik zu verwenden. Auf diese Weise ergibt sich die reduzierte stationa¨re Dichte im
Falle des Einkubosystems zu:
ρ¯(1)∗ (Q,P ) =
√
Ω1K
piEg
Θ(E1(Q,P )) mit Ω1K = 1 + κ− εκ2, (3.82)
wobei mit Θ(E1(Q,P )) die zugeho¨rige Heaviside-Funktion mit dem Argument
E1(Q,P ) := Eg − 1
2
(Ω1KQ
2 + P 2). (3.83)
bezeichnet ist. Durch sie wird die Positivita¨t der stationa¨ren Dichte sichergestellt. Die
stationa¨re Dichte des langsamen harmonischen Oszillatorsystems ist demnach konstant
und ist festgelegt durch die renormierte Frequenz Ω1K und die Gesamtenergie Eg.
Es muss angemerkt werden, dass auf die beschriebene Weise die reduzierte stationa¨re
Dichte nur dann berechnet werden kann, wenn in der Kopplung der schnelle Renormie-
rungsanteil 1
2
κq2 vernachla¨ssigt wird. Damit wird also eine harmonische Kopplung der
Form Hk = 12κ(Q2 − 2Qq) verwendet.
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3.7.1 Thermodynamischer Limes: Das n-Kubomodell
Wie das Einkubosystem auf ein Zweikubosystem erweitert werden kann, haben wir bereits
gesehen. Daraus wird auch ersichtlich wie man die Verallgemeinerung auf ein n-Kubosystem
erreichen kann, bei dem der langsame harmonische Oszillator an n separate schnelle Kubo-
Oszillatoren u¨ber n separate harmonische Kopplungen gekoppelt ist. Im Hamiltonian (3.74)
und den zugeho¨rigen Bewegungsgleichungen (3.70) des Zweikubomodells wird dann der
Index fu¨r Anzahl der Kubo-Oszillator von zwei auf n ausgedehnt. Mit dieser Erweiterung
ko¨nnen wir im Folgenden den thermodynamischen Limes untersuchen. Dazu betrachten
wird die reduzierte stationa¨re Dichte. Diese kann auch fu¨r ein beliebiges n-Kubosystem
analytisch berechnet werden. Zuna¨chst berechnen wir fu¨r das Zwei-, Drei- und Vierku-
bosystem genau wie im Fall des Einkubosystems die reduzierte stationa¨re Dichte. Wir
erhalten:
2 Kubo: ρ¯(2)∗ (Q,P ) =
2
√
Ω2K
piE2g
[Eg − 1
2
(Ω2KQ
2 + P 2)]Θ(E2(Q,P )) (3.84)
3 Kubo: ρ¯(3)∗ (Q,P ) =
3
√
Ω3K
piE3g
[Eg − 1
2
(Ω3KQ
2 + P 2)]2Θ(E3(Q,P )) (3.85)
4 Kubo: ρ¯(4)∗ (Q,P ) =
4
√
Ω4K
piE4g
[Eg − 1
2
(Ω4KQ
2 + P 2)]3Θ(E4(Q,P )). (3.86)
mit den langsamen renormierten Oszillatorfrequenzen
ΩjK = 1 + j(κ− εκ2) mit j = 1, 2, 3, 4 (3.87)
und der Heaviside-Sprungfunktion mit den Argumenten
Ej(Q,P ) = Eg − 1
2
(ΩjKQ
2 + P 2) mit j = 1, 2, 3, 4 . (3.88)
Die Struktur der oben bestimmten Dichten legt eine Gesetzma¨ßigkeit offen, die wir leicht
zu einer Rekursionsformel fu¨r den Fall von n linear angekoppelten Kubo-Oszillatoren ver-
allgemeinern ko¨nnen. Demzufolge ergibt sich die reduzierte stationa¨re Dichte fu¨r ein n-
Kubomodell zu:
n Kubos: ρ¯(n)∗ (Q,P ) =
n
√
ΩnK
piEng
[Eg − 1
2
(ΩnKQ
2 + P 2)](n−1)Θ(En(Q,P )) (3.89)
Physikalisch ist es sinnvoll, anstelle von κ −→ κ˜
n
zu betrachten, da ansonsten u.U. die
Oszillatorfrequenz ΩnK negativ werden kann. Eine derartige Gegebenheit ist jedoch physi-
kalisch auszuschließen. Im na¨chsten Schritt wollen wir den thermodynamischen Limes fu¨r
n −→∞ betrachten. Hierzu wird zuna¨chst die stationa¨re Dichte (3.89) des n-Kubomodell
durch Einfu¨hren von E := Eg/n noch weiter umgeformt:
ρ¯(n)∗ (Q,P ) =
√
ΩnK
piEn
[E − 1
2(n − 1)(ΩnKQ
2 + P 2)](n−1)Θ(En(Q,P ))
=
√
ΩnK
piE
[
1 − 1
n − 1
(
1
2E
(ΩnKQ
2 + P 2)
)](n−1)
Θ(En(Q,P )). (3.90)
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An dieser Stelle kann ausgenutzt werden, dass die Exponentialfunktion der Grenzwert der
Zahlenfolge
lim
n→∞
[
1− x
n
]n
= exp(−x). (3.91)
darstellt. Mit Hilfe der Beziehung (3.91) kann der thermodynamische Limes fu¨r die stati-
ona¨re Dichte (3.90) eines n-Kubosystems durchgefu¨hrt werden und wir erhalten:
ρ¯(B)∗ (Q,P ) := lim
n→∞
ρ¯(n)∗ (Q,P ) =
1
piE
exp
(
− Hl
E
)
(3.92)
MitHl = 12(Q2 +P 2) wird weiterhin der Hamiltonian des langsamen harmonischen Oszilla-
tors bezeichnet. Nach Gl. (3.92) konvergiert im thermodynamischen Limes von unendlich
vielen schnellen Kubo-Oszillatoren die reduzierte stationa¨re Dichte des langsamen har-
monischen Oszillators gegen die Boltzmann-Verteilung ρ¯
(B)
∗ (Q,P ). Auf diese Weise wird
gewissermaßen ein thermisches Wa¨rmebad mit Hilfe von unendlich vielen schnellen Kubo-
Oszillatoren konstruiert.
3.7.2 Untersuchungen zum Langzeitverhalten
Aus der Analyse im letzten Abschnitt kennen wir nunmehr fu¨r ein beliebiges n-Kubomodell
die zugeho¨rige stationa¨re Dichte des reduzierten Systems exakt. Es muß jedoch noch u¨ber-
pru¨ft werden, inwieweit die einzelne reduzierte Dichte-Verteilung, welche das vom Elimi-
nationsverfahren vorhergesagte Langzeitverhalten repra¨sentiert, der stationa¨ren Dichte des
langsamen Oszillators bei Simulation des vollen Systems entspricht. Bei der Untersuchung
dieser Frage beschra¨nken wir uns auf das Einkubo- und Zweikubomodell. Diese werden
hier numerisch simuliert.
In Abb. 3.8 sind die zugeho¨rigen Resultate in einer U¨bersicht zusammengetragen. Es
geht daraus hervor, dass durch die reduzierten stationa¨ren Dichten die langsamen Dichte-
Verteilungen des vollen Systems fu¨r die betrachten Fa¨lle des Einkubo- und Zweikubosy-
stems vollsta¨ndig reproduziert werden ko¨nnen. Dies wird besonders deutlich, wenn man
die theoretisch vorhergesagte und die durch Simulation des vollen Systems gewonnene sta-
tiona¨ren Dichte im Querschnitt parallel zur Q- und P -Achse vergleicht. Die roten Kurven
entsprechen der theoretischen Vorhersage des Eliminationsverfahrens, wa¨hrend die blauen
Kreisymbole die durch Simulation des vollen Systems gewonnenen Werte fu¨r die langsame
stationa¨re Dichte repra¨sentieren. Wie man erkennen kann, ist die U¨bereinstimmung sehr
gut.
Eine letzte Untersuchung gilt dem bereits diskutierten thermodynamischen Limes. Hier-
zu wurde ein Achtkubosystem, bei der acht schnelle Kubo-Oszillatoren an dem langsa-
men harmonischen Oszillator angekoppelt werden, die theoretisch zu erwartende stationa¨re
Dichteverteilung des reduzierten Systems berechnet. Man kann hier bereits eine Tendenz
hin zur Boltzmann-Verteilung erkennen. Die Verteilung ist weniger parabelfo¨rmig, und fa¨llt
zu den Ra¨ndern schwa¨cher ab.
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Abbildung 3.8: Langzeitverhalten: (reduzierte) stationa¨re Dichte des langsamen harmonischen Os-
zillators fu¨r 1) Einkubomodell: (a1) Simulation, (a2) im Querschnitt (rote Linien: Theorie, blaue
Kreissymbole: Numerik ), (a3) Theorie (Parameter ε = 0.03, κ = 3, E = 300). 2) Zweikubomo-
dell: (b1) Simulation, (b2) im Querschnitt (rote Linien: Theorie, blaue Kreissymbole: Numerik ), (b3)
Theorie (Parameter ε = 0.03, κ = 1.5, E = 300). Ankopplung 8 schneller Kubo-Oszillatoren: (c1)
theoretisch vorhergesagte reduzierte stationa¨re Dichte, (c2) im Querschnitt (Parameter ε = 0.03,
κ = 0.375, E = 300).
Kapitel 4
Koexistenz von regula¨rer und
chaotischer Dynamik
Generische Hamiltonsche Systeme sind von Natur aus weder vollsta¨ndig regula¨r noch
vollsta¨ndig chaotisch, sondern weisen zumeist einen gemischten Phasenraum aus koexi-
stierenden regula¨ren und chaotischen Regionen auf. Ha¨ufig ist eine jede regula¨re Insel
umgeben von einer Hierarchie von kleiner werdenden Inselketten. Auf diese Weise ergeben
sich selbsta¨hnliche Strukturen auf unterschiedlichen Hierarchiestufen.
In einem integrablen System ist der anfa¨ngliche Phasenraum mit Familien von invarian-
ten Kolmogorov-Arnold-Moser Tori (KAM-Tori) aufgefu¨llt. Durch Erho¨hung der Energie
werden nach und nach diese regula¨ren Tori zersto¨rt, wodurch sich der irregula¨re Bereich
(man spricht bildhaft von einem chaotischen See) zusehends ausdehnt. Die Energie wirkt
also in Hamiltonschen Systemen als Bifurkationsparameter. Im Zuge dieses Zersto¨rungs-
prozesses entstehen ha¨ufig hierarchische Inselstrukturen gemeinsam mit den sogenannten
Cantori. Diese sind gewissermaßen als die U¨berreste der zersto¨rten regula¨ren Tori zu be-
trachten. Die Cantori sind fraktal beschaffene Begrenzungen in der Na¨he von Inseln. Im
Gegensatz zu den KAM-Tori stellen sie keine unu¨berwindbaren Schranken dar. Die u¨berle-
benden KAM-Tori hingegen trennen einzelne Regionen des Phasenraums voneinander. An
ihrer Oberfla¨che ist der Lyapunov-Exponent Null.
Die sich auf diese Weise entfaltende Komplexita¨t der Hamiltonschen Dynamik gibt An-
lass zu Beobachtungen [23] -[34], die bis heute von Wissenschaftlern kontrovers diskutiert
werden. Eine dieser Beobachtungen steht in unmittelbarer Verbindung mit dem Zerfall der
Korrelationsfunktion C(T ), die eine fundamentale Gro¨ße zur Charakterisierung der Dyna-
mik darstellt. In Systemen mit gemischten Phasenraum findet man oft algebraische Zerfa¨lle
[23] - [34], die auch in der Verteilung von Wiederkehrzeiten W (T ) beobachtet werden. Sie
machen sich durch die sogenannten power law tails bemerkbar, d.h. der anfa¨nglich expo-
nentielle Zerfall der Ha¨ufigkeitsverteilung W (T ) wird durch einen im Mittel algebraischen
Zerfall (in den Schwa¨nzen der Wiederkehrzeit-Verteilung) abgelo¨st [33]:
W (T ) ∼
{
e−ηT fu¨r T < Te
T−β fu¨r Te < T < Ta .
(4.1)
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Hierbei sind η und β die zugeho¨rigen Zerfallsexponenten. Der Zerfall der Wiederkehrzeit-
Wahrscheinlichkeit determiniert nach Chirikov und Shepelyansky [34] den Korrelationszer-
fall gema¨ß:
C(T ) ∼ TW (T ). (4.2)
Bei streng chaotischen Systemen ohne stabile Inseln, wie z.B. bei der Arnoldschen Katzen-
Abbildung, ist der Zerfall ausschließlich exponentiell.
Die Idee zur Betrachtung von Wiederkehrzeiten geht auf Poincare´ zuru¨ck. Nach dem von
ihm aufgestellten Theorem, kehrt in einem energieerhaltenden System jede Trajektorie, die
eine kleine Region A des Phasenraums verla¨sst, nach endlicher Zeit T zu dieser zuru¨ck1. Im
Grenzfall unendlich langer Zeit durchla¨uft die Trajektorie diese Umgebung also unendlich
ha¨ufig.
Eine Trajektorie, die im chaotischen See startet, kommt fru¨her oder spa¨ter infolge der
Ergodizita¨t in die Na¨he von regula¨ren Inseln, deren Umgebung wie bereits erwa¨hnt hierar-
chisch strukturiert ist. In diesem Bereich verweilt sie u.U. fu¨r la¨ngere Zeit; man spricht von
stickiness (Klebrigkeit) [26, 24, 29]. Dieser Effekt fu¨hrt zu den genannten power law tails,
d.h. einem algebraischen Zerfall der Wiederkehrzeit-Statistik. Ein Eindringen der Trajek-
torie in den regula¨ren Bereich ist hierbei ausgeschlossen, da ansonsten das Phasenraumvo-
lumen schrumpfen wu¨rde. Das jedoch steht im Widerspruch zu dem Liouville-Theorem fu¨r
konservative Systeme.
Im Hinblick auf das Eliminationsverfahren spielt der Zerfall der Korrelationen eine ent-
scheidende Rolle, da die verwendete Markov-Approximation eine exponentiell mischende
Dynamik voraussetzt (s. Kap. 2). Außer Frage steht, dass bei Hamiltonschem Chaos der
gemischte Phasenraum eher die Regel als die Ausnahme darstellt und demnach der alge-
braische Zerfall ein nicht vernachla¨ssigbarer Umstand ist. Die Frage, die sich in der Kon-
sequenz ergibt, lautet: Welche Auswirkungen hat dies fu¨r die Gu¨ltigkeit des Eliminations-
verfahrens? An dieser Stelle muss angemerkt werden, dass sich bisherige Untersuchungen
zu den besprochenen algebraischen Zerfa¨llen auf isolierte chaotische Systeme und insbe-
sondere symplektische Abbildungen beschra¨nkt haben [23] - [34]. Es ist also a priori nicht
klar, was im Falle eines chaotischen Systems zu erwarten ist, welches in Wechselwirkung
mit einem anderen System steht. Ob es zu einer Schwa¨chung (evtl. gar Beseitigung) der
sto¨renden algebraischen Zerfa¨lle oder deren Versta¨rkung kommt, ist bis jetzt unbekannt.
Der zweite Abschnitt, der den zentralen Abschnitt in diesem Zusammenhang darstellt, ist
genau dieser Frage gewidmet.
Die Intention dieses Kapitels ist, anhand von konkreten Beispielen, den hier aufgewor-
fenen Fragen genauer nachzugehen. Hierzu bedienen wir uns der Einfachheit halber gekop-
pelter symplektischer Abbildungen. Sie ko¨nnen gewissermaßen als diskretisierte Modelle
fu¨r Hamiltonsche Systeme betrachtet werden. Ihr Vorzug ist, dass sie weniger Dimensionen
1Dieses Theorem beruht auf der Erhaltung des Phasenraumvolumens Hamiltonscher Systeme. Eine
Trajektorie, die eine kleine Region A des Phasenraums mit dem Volumen ΓA verla¨sst, muss in diese nach
endlicher Zeit T zuru¨ckkehren. Andernfalls schrumpft die Phasenraumvolumen. Dies ist jedoch nach dem
Theorem von Liouville verboten (siehe auch [33]).
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als kontinuierliche Hamiltonsche Systeme besitzen, aber dennoch chaotisches Verhalten
aufweisen ko¨nnen.
In der akutellen Forschung wird in zahlreichen Arbeiten die Mo¨glichkeit eines universel-
len Zerfallsexponenten fu¨r den algebraischen Zerfall der Wiederkehr-Verteilung diskutiert
[23, 34]. Bevor wir uns also den gekoppelten Abbildungen zuwenden, wollen wir im na¨chsten
Abschnitt diskutieren, ob mit Hilfe dieses Exponenten der Fehler, der sich aus der Verwen-
dung der Markov-Approximation fu¨r das Eliminationsverfahren ergibt, abgescha¨tzt werden
kann.
4.1 Hamiltonsches Chaos und Markov-Approximation
Mit Hilfe der Markov-Approximation konnten wir im Kapitel 2 den dort auftretenden
Geda¨chtnisterm vereinfachen und somit durch das Eliminationsverfahren eine Fokker-
Planck-Gleichung gewinnen. Der Geda¨chtnisterm seinerseits ist grob gesprochen durch das
Zeitintegral u¨ber das Produkt aus der reduzierten Dichte ρ¯t−t′ und der Korrelationsfunktion
C(t− t′) der schnellen Freiheitsgrade gema¨ß∫
dtρ¯t−t′C(t− t′) (4.3)
bestimmt. Ist der Zerfall der Korrelationen im schnellen chaotischen Teilsystem exponen-
tiell und verklingen sie schnell auf der langsamen Zeitskala τl, dann ist der Fehler, den
man beim Abscha¨tzen dieses Integrals auf der Basis der Markov-Approximation macht,
gering. Dies ist im Fall von hyperbolischer Dynamik idealerweise erfu¨llt. Uns aber interes-
siert der allgemeine Fall mit gemischtem Phasenraum. Nach Beziehung (4.1) und (4.2) ist
hier fu¨r Zeiten T < Te ein exponentieller Zerfall der Korrelationen zu erwarten. Insbeson-
dere fu¨r große Zerfallsexponenten µ ist der Fehler durch Anwendung der Markov-Na¨herung
klein, wie im hybolischen Fall. Fu¨r gro¨ßere Zeiten T > Te wa¨chst der Fehler. Wie groß er
schließlich wird, ha¨ngt von dem Exponenten β des algebraischen Zerfalls ab. Damit die
Markov-Approximation gu¨ltig bleibt, darf β nicht kleiner als 2 sein, sonst divergiert das
Integral (4.3). An dieser Stelle ergibt sich die Frage, ob der Exponent β des algebraischen
Zerfalls bestimmbar ist.
Der algebraische Zerfall scheint eine universelle Eigenschaft von Hamiltonschen Syste-
men zu sein. Vor diesem Hintergrund ist es naheliegend, auch die Existenz eines univer-
sellen Zerfallsexponenten β zu vermuten. Der Exponent β, der bisher mittels numerischer
Berechnungen fu¨r endliche Simulationsdauern bestimmt wurde, scheint nicht universell zu
sein. Er variiert von System zu System und mit den Parametern. Typischerweise ran-
giert er zwischen 1 und 2.25 [25]-[29]. Bei der numerischen Berechnung der Verteilung von
Wiederkehrzeiten handelt es sich um eine aufwa¨ndige und zeitintensive Angelegenheit, ins-
besondere wenn man eine große Zahl von Wiederkehrereignissen erreichen will. Dies ist im
Hinblick auf eine aussagekra¨ftige Statistik notwendig. Je schlechter die Statistik ist, desto
sta¨rker streuen die Werte fu¨r große Zeiten in der Wiederkehr-Verteilung. Es verwundert
also nicht, dass hier unterschiedliche Werte des Exponenten gefunden werden.
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In der 1999 erschienen Arbeit von Chirikov und Shepelyansky [34] wird argumentiert,
dass fu¨r asymptotisch große Zeitdauern der Zerfallsexponent β unabha¨ngig von den spezifi-
schen Systemeigenschaften und Parametern wird. Der universelle Exponent, den sie auf der
Basis der Renormierungstheorie gewinnen, betra¨gt 3. Weiss, Hufnagel und Ketzmerick [23]
finden hingegen anhand von numerischen Langzeitsimulationen zur Standard-Abbildung
einen universellen Koeffizienten β = 1.85 des algebarischen Zerfalls der Wiederkehrwahr-
scheinlichkeit. Dieser Wert fu¨r den universellen Koeffizient β stimmt relativ gut mit dem
theoretisch vorhergesagten Wert β = 1.96 u¨berein, den Meiss und Ott [24] auf der Basis
ihres markov-tree model ableiten konnten. Denoch ist das kein Beweis fu¨r die Richtigkeit
der Resultate von Weiss et al. [23]. Die Diskussion bezu¨glich der Existenz des universellen
Exponenten β und seines Zahlenwertes bleibt offen. Eine Abscha¨tzung des Integrals (4.3)
ist auf diesem Wege nicht mo¨glich.
Allerdings sind die universellen Exponenten β ausschließlich fu¨r isolierte Systeme be-
rechnet worden. Wir aber betrachten gekoppelte Hamiltonsche Systeme, die u¨ber eine
schnelle chaotische Komponente verfu¨gen. Solche Systeme sind jedoch nicht generisch. Wie
sich die Zerfallseigenschaften der schnellen Korrelationen durch die Ankopplung vera¨ndern,
ist damit nicht gekla¨rt. Es erscheint sinnvoll, diese Lu¨cke durch entsprechende Untersu-
chungen zu schließen. Im na¨chsten Abschnitt werden hierzu Wiederkehrverteilungen fu¨r
die schnelle Komponente einiger gekoppelter symplektischer Abbildungen qualitativ unter-
sucht. Wir beschra¨nken uns hier auf eine qualitative Analyse, da die fu¨r die quantitative
Untersuchung notwendige Statistik, wie bereits erla¨utert, schwierig zu erreichen ist.
4.2 Gekoppelte symplektische Abbildungen: Zerfall
schneller Korrelationen
In diesem Abschnitt wird anhand dreier unterschiedlich gekoppelter symplektischer Ab-
bildungen der Zerfall der schnellen Korrelationen studiert. Symplektische Abbildungen
ko¨nnen als stark vereinfachte diskretisierte Modelle fu¨r Hamiltonsche Systeme verwendet
werden. Eine Abbildung ist symplektisch, wenn sie den folgenden Bedingungen genu¨gt:
(1) det(J) = 1 (2) J TSJ = S mit S =
(
0 I
−I 0
)
. (4.4)
Hierbei ist J die zur Abbildung geho¨rige Jacobi-Matrix, S die im Rahmen der Symplek-
tizita¨t erforderliche antiymmetrische Matrix und I die Einheitsmatrix. Als schnelle Ab-
bildung dient in allen drei Fa¨llen die Schanz-Abbildung [35]. Ihr Vorteil ist, dass sie bei
einer geeigneten Wahl der Parameter nur eine einzige große regula¨re Insel im ansonsten
chaotischen See aufweist (siehe Abb. 4.1(d)). Bei den drei gekoppelten Abbildungen un-
terscheiden sich also lediglich die langsamen Abbildungen. Die konkrete Wahl erfolgt nach
dem Kriterium der Integrabilita¨t. Die zugrunde liegende Idee war es zu u¨berpru¨fen, ob eine
vollsta¨ndig regula¨re, eine gemischte oder eine vollsta¨ndig chaotische langsame Dynamik
jeweils unterschiedliche Auswirkungen auf die schnelle Dynamik hat. Eine naheliegende
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Abbildung 4.1: U¨bersicht: Verschiedene langsame symplektische Abbildungen zur Ankopplung mit
(c) Schanz-Abbildung (siehe Gl. (4.5) mit b = 0, Parameter: Ks = 3 ). (a) 1. Fall: Arnoldsche
Katzen-Abb. (siehe Gl. (4.5) mit b = 0), 2. Fall: Standard-Abb. (siehe Gl. (4.6) mit b = 0, Parameter:
K = 3) und 3. Fall: Harmonische Abb. (siehe Gl. (4.7) mit b = 0, Parameter: α = 0.01).
Vermutung, welche wir im Verlauf der na¨chsten Abschnitte besta¨tigen werden, ist, dass
sich eine chaotische langsame Dynamik begu¨nstigend auf den Zerfall der Korrelationen im
schnellen Teilsystem auswirkt.
Die drei Fa¨lle werden exemplarisch an den folgenden langsamen Abbildungen unter-
sucht: An der Harmonischen-Abbildung (regula¨re Dynamik), der Standard-Abbildung zu
geeigneten Parametern (gemischter Phasenraum) und schließlich der Arnoldschen Katzen-
Abbildung (chaotisch hyperbolisch). In allen drei Fa¨llen wird linear gekoppelt und die
Kopplungssta¨rke u¨ber den Parameter b reguliert. Abb. 4.1 zeigt alle drei besprochenen
Abbildungen in ihrem ungekoppelten Zustand zu dem Parametersatz, wie er im Folgenden
verwendet wird.
Was bedeutet schnelle oder langsame Abbildung?
Bisher wurde ohne na¨here Erla¨uterung von schneller und langsamer Abbildung gesprochen.
Bei der Kopplung der dynamischen Hamiltonschen Systeme wird die Zeitskalentrennung
durch die Einfu¨hrung eines Parameters ε erreicht. Dies ist nicht ohne weiteres auf ge-
koppelte Abbildungen u¨bertragbar. Es besteht dabei die Gefahr, dass die dynamischen
Eigenschaften der Abbildungen (unerwu¨nscht) grundlegend vera¨ndert werden.
Das Ziel der U¨berlegung bleibt aber, den Einfluss der Kopplung auf die Dynamik der
62 Koexistenz von regula¨rer und chaotischer Dynamik
einen Abbildung - im Folgenden die schnelle Abbildung - zu bestimmen.
Die Einkopplung der langsamen Abbildung geschieht daher nach folgendem Schema: Die
schnelle Abbildung wird iteriert, wobei n der Iterationsindex ist. n ≡ T stellt das Analogon
zur Zeit in einem dynamischen System dar. Nach einer Anzahl ∆ von Iterationsschritten
wird dann fu¨r genau einen Iterationschritt die langsame Abbildung eingekoppelt. Fu¨r diesen
Schritt wird nun auch die langsame Abbildung iteriert. Ihr Index l la¨uft um den Faktor ∆
langsamer als n. Die Abbildungen koppeln also stets, wenn n = l∆ gilt.
Diese Kopplung ist anders als im zeitkontinuierlichen Fall, da nur in festen Zeitabsta¨nden
gekoppelt wird. Durch die Einhaltung der Symplektzita¨tsbedingung der hier betrachteten
Abbildungen ist die Wahl der Kopplung stark eingeschra¨nkt. Die vorgeschlagene Kopplung
erfu¨llt diese Bedingung und wurde deshalb hier favorisiert.
Vorschlag: Methode zur Berechnung von Wiederkehrzeiten
Eine recht ga¨ngige Herangehensweise zur Berechnung von Wiederkehrzeit-Verteilungen be-
steht darin, die Zeit T zwischen dem Verlassen und der Wiederkehr einer Trajektorie in
eine kleine Umgebung A zu messen, und die zugeho¨rigen Wiederkehr-Ereignisse zu za¨hlen.
Der Nachteil dieser Methode sind zeitintensive numerische Berechnungen. Der Aufwand
la¨sst sich verringern, indem man nicht eine einzige Umgebung betrachtet, sondern den
gesamten der Abbildung zur Verfu¨gung stehenden Bereich mit einem Gitter von n × m
Stu¨tzstellen u¨berzieht. Anschließend startet man die Trajektorie von einer beliebigen Box
im Bereich des chaotischen Sees und ermittelt dann die Wiederkehrzeiten der Trajektorie
wa¨hrend ihres fortlaufenden Wanderns zu den einzelnen Boxen im Gitter. Damit kann
in der gleichen Simulationszeit eine wesentlich gro¨ßere Zahl von Events erreicht werden.
Zusa¨tzlich wird dadurch die Auszeichnung einer Umgebung vermieden, und man erha¨lt
eine globale Mittelung u¨ber die gesamte schnelle Dynamik.
Anmerkung
Zu welchem Zeitpunkt T genau der exponentielle oder der algebraische Zerfall einsetzt, ist
abha¨ngig von der Gro¨ße der Umgebung, die fu¨r die Wiederkehr der Trajektorie betrach-
tet wird. Je kleiner die Umgebung gewa¨hlt ist, desto geringer wird die Wahrscheinlichkeit
fu¨r die Wiederkehr der Trajektorie. Das ihrerseits bedingt die Verschiebung der gesamten
Verteilung zu gro¨ßeren Wiederkehrzeiten. Damit ist die Zeitskala der Wiederkehr nicht
absolut, sondern muß immer zur Umgebungsgro¨ße ins Verha¨ltnis gesetzt werden2. In Be-
zug auf die hier verwendete Methode zur Berechnung von Wiederkehr-Ereignissen ist die
Feinheit der Box-Zerlegung zu beru¨cksichtigen.
In den kommenden Unterabschnitten wird die Dynamik der schnellen Schanz-Abbildung
bei Ankopplung an unterschiedliche langsame Abbildungen untersucht. Dazu werden so-
wohl Wiederkehrzeit-Verteilungen als auch Poincare´-Schnitte herangezogen. Das verwen-
dete Gitter wird in allen Fa¨llen zu jeweils 100 × 100 Stu¨tzstellen gewa¨hlt.
2Nach dem Lemma von Kac ist die mittlere Wiederkehrzeit umgekehrt proportional zum Phasenraum-
volumen.
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4.2.1 Langsame Katzen- und schnelle Schanz-Abbildung
Der denkbar gu¨nstigste Fall ist der, bei dem durch die langsame Dynamik keine zusa¨tzli-
chen Korrelationen in die schnelle Dynamik eingebracht werden. Dazu muß das langsame
System notwendigerweise vollsta¨ndig chaotisch sein. Die Arnoldsche Katzen-Abbildung
verfu¨gt u¨ber eine derartige Dynamik. Daher erscheint es sinnvoll, zuna¨chst diesen Fall
zu betrachten. Dazu wird die Katzen-Abbildung linear an die schnelle Schanz-Abbildung
gekoppelt. Die resultierende Abbildung hat die folgende Gestalt:
Katzen-Abb.: qcatl+1 = q
cat
l + p
cat
l (mod1)
pcatl+1 = p
cat
l + q
cat
l+1 + bq
sc
n
∣∣∣
n=(l+1)∆
(mod1)
Schanz-Abb.: qscn+1 = q
sc
n +
(
pscn
|pscn | +
Ks
2pi
cos(2pipscn )
)
(mod1)
pscn+1 = p
sc
n − (qscn+1 − 12) + bδn,(l+1)∆qcatl+1 (mod1).
(4.5)
Mittels der Bedingungen (4.4) kann gezeigt werden, dass sowohl die einzelne der beiden
Abbildungen als auch die daraus hervorgehende Abbildung in Gl. (4.5)-(4.5) symplektisch
ist.
Um Einblick in die dynamischen Abla¨ufe und Vera¨nderungen infolge der Ankopplung
der schnellen Schanz-Abbildung zu gewinnen, ist es sinnvoll, eine Serie zeitlich aufeinan-
der folgender Poincare´-Schnitte zu betrachten. In Abb. 4.2 sind diese in einem Abstand
von einer Million Iterationsschritten aufgenommen worden. Das beobachtete Szenario ist
charakterisiert durch eine zeitlich vera¨nderliche Inselregion. Sie dehnt sich hier nicht u¨ber
die urspru¨nglichen Inselgrenzen der freien Schanz-Abbildung hinaus aus. Dies ersieht man
aus dem Vergleich mit Abb. 4.1 (d), die zu demselben Parametersatz berechnet wurde. Die
Kopplung fu¨hrt also im zeitlichen Mittel zu einer Schrumpfung der Inselregion. Zusa¨tzlich
beobachtet man das Eindringen der Systemtrajektorie in die regula¨re Insel. Beispielsweise
in den Poincare´-Schnitten 4.2 (a), (f) und (h) wird dieses Verhalten sichtbar. Ohne die
Ankopplung wa¨re die Systemtrajektorie fu¨r immer hier gefangen. Durch die Wechselwir-
kung a¨ndert sich aber fortwa¨hrend der schnelle Phasenraum, so dass nach einer Weile die
Trajektorie wieder im chaotischen See verla¨uft (siehe dazu den U¨bergang von (a) zu (b)).
Das Eindringen in die Inselregion ist in dieser Konstellation nicht mehr verboten, da das
schnelle System nicht isoliert ist.
Die Poincare´-Aufnahmen sind hier fu¨r eine schwache Kopplung b = 0.01 erstellt worden.
Die Schanz-Abbildung wird hier zehnmal ha¨ufiger als die langsame Katzen-Abbildung ite-
riert. Fu¨r weniger schwache Kopplungen b > 0.01 ist der Eingriff des langsamen Systems in
die schnelle Dynamik wesentlich tiefgreifender. Man beobachtet eine sta¨rkere Schrumpfung
der regula¨ren Inselregion in der schnellen Schanz-Abbildung.
Wir gewinnen auf der Basis der berechneten Poincare´-Schnitte lediglich einige Einblicke
in die dynamischen Prozesse, die in der schnellen Abbildung stattfinden. Interessanterweise
wird nicht das Entstehen von neuen Inseln oder etwa das Wandern der Insel in der schnellen
Schanz-Abbildung beobachtet, was durchaus denkbar wa¨re.
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Abbildung 4.2: Dynamisches Szenario der schnellen Schanz-Abb. beim Einkoppeln der langsamen
Katzen-Abb. nach Gl. (4.5): Zeitlich aufeinanderfolgende Momentaufnahmen mittels Poincare´-Schnitte
(der Schanz-Abb.) alle 106 Iterationen T (Parameter: Ks = 3, ∆ = 10 und b = 0.01).
Aus der Einleitung dieses Kapitels wissen wir, dass stabile Inseln - bildhaft gesprochen
- klebrig (sticky) sind, d.h. die Trajektorie klebt fest ohne einzudringen. Es kommt da-
durch zu algebraischen Zerfa¨llen in der Wiederkehr-Verteilung. Die hier beobachtete Insel
ist nicht mehr stabil, sondern vera¨ndert sich in der Zeit. Welche Folgen hat das nun fu¨r
den Zerfall der schnellen Korrelationen? Zur Beantwortung dieser Frage wollen wir uns
im na¨chsten Schritt die Wiederkehr-Verteilungen fu¨r die gekoppelte Schanz-Abbildung an-
sehen. In Abb. 4.3 (a) ist diese zu drei unterschiedlichen Kopplungssta¨rken b bestimmt
worden. Dabei ist die Schanz-Abbildung stets zehnmal so schnell wie die angekoppelte
Katzen-Abbildung. Es werden jeweils 108 Wiederkehr-Ereignisse beru¨cksichtigt. Zusa¨tzlich
sind hier die Wiederkehr-Verteilungen fu¨r die isolierte Katzen- und Schanz-Abbildung mit-
aufgenommen. Sie wurde zu den gleichen Parametern wie die Teilabbildungen der gekop-
pelte Abbildung bestimmt. Damit ko¨nnen sie hier als Referenz-Verteilungen eingesetzt wer-
den, um qualitative Vera¨nderungen bei der Verteilung der gekoppelten Schanz-Abbildung
zu registrieren. Erwartungsgema¨ß zerfa¨llt die Wiederkehr-Verteilung der isolierten Katzen-
Abbildung exponentiell. In der halblogarithmischen Darstellung erscheint sie daher als
abfallende Gerade. Im Gegensatz dazu geht der exponentielle Zerfall bei der isolierten
Schanz-Abbildung bei ungefa¨hr T ≈ 60000 in einen algebraischen Zerfall u¨ber. Das ist die
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Abbildung 4.3: Wiederkehr-Verteilungen fu¨r die schnelle Schanz-Abb. bei Ankopplung an die langsa-
me Katzen-Abb. nach Gl. (4.5): (a) fu¨r drei verschiedene Kopplungssta¨rken b bei ∆ = 10 und (b) fu¨r
drei verschiedene Zeitskalenparameter ∆ bei b = 0.03 (Parameter: Ks = 3 und Beru¨cksichtigung von
108 Wiederkehr-Ereignissen).
Folge der großen regula¨ren Insel. Bei den Verteilungen der gekoppelten Schanz-Abbildung
beobachtet man prinzipiell ein a¨hnliches Verhalten. Nach einem exponentiellen Zerfall folgt
ein algebraischer. Aus dem Vergleich mit diesen Referenz-Verteilungen ersieht man aber
zweierlei: Zum einen wird die Zahl von Wiederkehr-Ereignissen fu¨r große Zeiten T mit
wachsender Sta¨rke der Kopplung b immer geringer, d.h. die algebraischen Zerfallschwa¨nze
immer ku¨rzer. Zum anderen wird der anfa¨ngliche exponentielle Zerfall mit zunehmender
Kopplung fu¨r immer gro¨ßere Wiederkehrzeiten beobachtet. Bei z.B. b = 0.02 kann ein expo-
nentieller Zefall bis T = 100000 registriert werden, wa¨hrend er fu¨r eine mehr als zweifache
Kopplungssta¨rke b = 0.05 bis einschließlich T = 140000 beobachtet werden kann. Wenn
man sich die Prozesse vergegenwa¨rtigt, die in Zusammenhang mit den Poincare´-Schnitten
beobachtet wurden, dann la¨sst sich das verstehen: Durch die Kopplung (verbunden mit der
Zeitskalentrennung) wird in immer gleichen Zeitabsta¨nden in die schnelle Dynamik einge-
griffen. Jeder dieser Eingriffe fu¨hrt zur Umstrukturierung des Phasenraums, insbesondere
zur Vera¨nderung der Inselgro¨ße. Eine Trajektorie, die z.B. infolge der stickiness in der
unmittelbaren Inselumgebung eingefangen ist, kann durch diese Umstrukturierungsprozes-
se entkommen. Ihre Verweildauer wird in solchen Regionen des Phasenraums wesentlich
verku¨rzt, wodurch sich die Zahl von Ereignissen mit großen Wiederkehrzeiten verringert.
Das erkla¨rt die Beobachtung der sich verku¨rzenden Schwa¨nze der Wiederkehr-Verteilung,
d.h. des Teils, der im Mittel algebraisch zerfa¨llt. Diese sind fu¨r nicht zu schwache Kopp-
lungen (b > 0.02) wesentlich ku¨rzer als bei der isolierten Schanz-Abbildung. Sogar die
zeitweiligen Aufenthalte in der Insel haben keine dramatischen Konsequenzen, da die Tra-
jektorie durch eine Schrumpfung der Inselregion wieder im chaotischen See verlaufen kann.
Die Ankopplung wirkt sich hier also in unserem Sinne positiv auf die Zerfallseigenschaf-
ten der schnellen Korrelationen aus, indem sie mo¨glichen Effekten, wie z.B. der stickiness,
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entgegenwirkt.
Eine Variation der Zeitskalentrennung bei einer festen Kopplungsta¨rke b = 0.03 ist in
Abb. 4.3 (b) durchgefu¨hrt. In dieser werden fu¨r drei schnelle Zeitskalen (∆ = 10 Mal,
∆ = 20 Mal und ∆ = 40 Mal schneller), bei sonst gleichen Parametern, die Verteilung
der Wiederkehrzeiten der schnellen Schanz-Abbildung berechnet. Erkennbar ist, dass ei-
ne geringere Anzahl schneller Iterationen, wie z.B. im Fall von ∆ = 10, den Zerfall der
schnellen Korrelationen begu¨nstigt. Die Ursache hierfu¨r ist in der gewa¨hlten Realisierung
der Kopplung zu suchen. Im Gegensatz zum kontinuierlichen Hamiltonschen System ist
die Kopplung nicht fortwa¨hrend aktiv, sondern wird zu ganz bestimmten Zeitpunkten
eingeschaltet. Dadurch tritt eine Wechselwirkung mit der langsamen Katzen-Abbildung,
die infolge ihrer chaotischen Dynamik den Abbau schneller Korrelationen unterstu¨tzt, mit
wachsender Anzahl von ∆ in immer gro¨ßeren Zeitabsta¨nden und damit immer seltener auf.
4.2.2 Langsame Standard- und schnelle Schanz-Abbildung
Im vorhergehenden Abschnitt wurde gewissermaßen der Idealfall bezu¨glich der langsa-
men Dynamik betrachtet. Wie vera¨ndert sich aber das Zerfallsverhalten bei der schnellen
Schanz-Abbildung, wenn die wechselwirkende langsame Komponente nicht mehr vollsta¨ndig
chaotisch, sondern einen gemischten Phasenraum aufweist? Im Gegensatz zu dem vor-
hergehenden Fall besteht hier die Mo¨glichkeit, durch die Ankopplung einer derartigen
langsamen Abbildung zusa¨tzliche Korrelationen in die schnelle Dynamik einzubringen.
Zur Untersuchung dieses Falls tauschen wir lediglich die Arnoldsche Katzen-Abbildung
durch die Standard-Abbildung zu geeigneten Parametern aus. Hierbei wird ein Parameter-
satz gewa¨hlt, fu¨r den die freie Standard-Abbildung einen gemischten Phasenraum gema¨ß
Abb. 4.1 (b) aufweist. Damit ergibt sich die zugeho¨rige gekoppelte Abbildung zu:
Standard-Abb.: qstl+1 = q
st
l + p
st
l (mod1)
pstl+1 = p
st
l − K2pi sin(2piqstl+1) + bqscn
∣∣∣
n=(l+1)∆
(mod1)
Schanz-Abb.: qscn+1 = q
sc
n +
(
pscn
|pscn | +
Ks
2pi
cos(2pipscn )
)
(mod1)
pscn+1 = p
sc
n − (qscn+1 − 12) + bδn,(l+1)∆qstl+1 (mod1).
(4.6)
Es erscheint auch hier sinnvoll, sich anhand von zeitlich aufeinander folgenden Poincare´-
Schnitten erste Einblicke in die infolge der Kopplung vera¨nderten dynamischen Prozesse der
schnellen Schanz-Abbildung zu verschaffen. In Abb. 4.4 sind wie im vorhergehenden Fall
alle 1 Million Zeiteinheiten Poincare´-Schnitte erstellt worden. Es stellt sich die Frage: Wel-
che grundlegenden A¨nderungen sind im Vergleich zur Ankopplung der langsamen Katzen-
Abbildungen festzustellen? Das dynamische Szenario, das die Abb. 4.4 offen legt, ist quali-
tativ sehr a¨hnlich zu dem vorhergehenden Fall (vergleiche hierzu Abb. 4.2). Auch hier ist die
Dynamik der schnellen Schanz-Abbildung charakterisiert durch eine zeitlich vera¨nderliche
Inselregion. Eine Wanderung oder Entstehung zusa¨tzlicher regula¨rer Inseln tritt in U¨ber-
einstimmung mit dem voll chaotischen Fall nicht auf. Die unbestreitbare A¨hnlichkeit der
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Abbildung 4.4: Dynamisches Szenario der schnellen Schanz-Abb. beim Einkoppeln der langsamen
Standard-Abb. nach Gl. (4.6): Zeitlich aufeinanderfolgende Momentaufnahmen mittels Poincare´-
Schnitte (der Schanz-Abb.) alle 106 Iterationen T (Parameter:Ks = 3, K = 3, ∆ = 10 und b = 0.01).
Szenarien bei der Ankopplung der Katzen- und Standard-Abbildung legt die Vermutung
nahe, dass die Auswirkungen auf die Zerfallsprozesse der schnellen Korrelationen ebenfalls
a¨hnlich sein mu¨ssten. Diese Vermutung kann mit Hilfe der Wiederkehr-Verteilungen fu¨r
die schnelle Schanz-Abbildung (zu gleichen Parameterwerten) u¨berpru¨ft werden. Zu die-
sem Zweck werden die Verteilungen in Abb. 4.4 (a) zu gleichen Werten der Kopplungssta¨rke
(b = 0.02, 0.03 und 0.05) und bei gleicher Zeitskalentrennung (∆ = 10 Mal schneller) dar-
gestellt. Das Zerfallsverhalten, welches anhand dieser Wiederkehr-Verteilungen abgelesen
werden kann, stimmt qualitativ vollkommen mit der voll chaotischen Katzen-Abbildung
u¨berein. Mit wachsender Kopplungssta¨rke nehmen die algebraisch zerfallenden Verteilungs-
Schwa¨nze zu Gunsten eines verla¨ngerten exponentiellen Zerfalls ab. Demnach wirkt sich die
Kopplung selbst im Falle einer nicht vollsta¨ndig chaotischen langsamen Dynamik gu¨nstig
auf den Zerfallsprozess der schnellen Korrelationen aus. Im letzten Abschnitt 4.2.4 wird
gezeigt, dass die Ankopplung der Katzen-Abbildung und der hier betrachteten Standard-
Abbildung (bei gleicher Kopplungssta¨rke und Zeitskalentrennung) zu einem nahezu iden-
tischen Zerfall der Korrelationen in der Schanz-Abbildung fu¨hrt.
Bei der Betrachtung unterschiedlich starker Zeitskalentrennung stellt man ein sehr
a¨hnliches Zerfallsverhalten schneller Korrelationen wie bei der Ankopplung der Katzen-
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Abbildung 4.5: Wiederkehr-Verteilungen fu¨r die schnelle Schanz-Abb. bei Ankopplung an die lang-
same Standard-Abb. nach Gl. (4.6): (a) fu¨r drei verschiedene Kopplungssta¨rken b bei ∆ = 10 und
(b) fu¨r drei verschiedene Zeitskalenparameter ∆ bei b = 0.03 (Parameter: Ks = 3 und Ks = 3 und
Beru¨cksichtigung von 108 Wiederkehr-Ereignissen).
Abbildung fest. Dies wird durch die Abb. 4.5 (b) nahegelegt. Eine weniger ausgepra¨gte
Trennung von schneller und langsamer Zeitskala wirkt sich auch hier positiv auf den be-
obachteten Zerfall in der Wiederkehr-Verteilung der Schanz-Abbildung aus. Begru¨nden
la¨sst sich dies auf a¨hnliche Weise wie im Falle der Ankopplung der Katzen-Abbildung (s.
Abs. 4.2.1).
4.2.3 Langsame Harmonische- und schnelle Schanz-Abbildung
Nachdem wir im letzten Abschnitt 4.2.2 gesehen haben, dass selbst die Kopplung einer
langsamen Abbildung mit gemischtem Phasenraum den schnellen Korrelationszerfall po-
sitiv beeinflusst, ist es naheliegend, nach dem Extremfall vollsta¨ndig regula¨rer langsamer
Dynamik zu fragen. Dazu wird hier eine gekoppelte symplektische Abbildung bestehend
aus einer langsamen harmonischen Abbildung und einer schnellen Schanz-Abbildung be-
trachtet:
Harmon. Abb.: qhal+1 = q
ha
l + αp
ha
l + 1
phal+1 = p
ha
l − αqhal+1 + bqscn
∣∣∣
n=(l+1)∆
Schanz-Abb.: qscn+1 = q
sc
n +
(
pscn
|pscn | +
Ks
2pi
cos(2pipscn )
)
(mod1)
pscn+1 = p
sc
n − (qscn+1 − 12) + bδn,(l+1)∆qhal+1 (mod1).
(4.7)
Die Parameter sind so gewa¨hlt, dass die betrachteten Abbildungen im ungekoppelten Zu-
stand einen Phasenraum gema¨ß Abb. 4.1 (a) bzw. (d) aufweist. Welche Unterschiede erge-
ben sich bei dieser Konstellation fu¨r die schnelle Dynamik der Schanz-Abbildung gegenu¨ber
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Abbildung 4.6: Dynamisches Szenario der schnellen Schanz-Abb. beim Einkoppeln der langsamen
Harmonischen Abb. nach Gl. (4.7): Zeitlich aufeinanderfolgende Momentaufnahmen mittels Poincare´-
Schnitte (der Schanz-Abb.) alle 106 Iterationen T : (a) - (c) bei einer Kopplungsta¨rke b = 0.01 und
(d) - (f) fu¨r b = 0.02. (Parameter: Ks = 3, Zeitskalentrennung ∆ = 10).
den vorhergehenden Fa¨llen? Einen wesentlichen Unterschied kann man aus der Abb. 4.6
(a) - (c) entnehmen. Die dargestellten Poincare´-Schnitte, die hier erneut mit einer Zeit-
differenz von einer Million Iterationsschritten und fu¨r eine schwache Kopplung b = 0.01
aufgenommen wurden, zeigen eine geringfu¨gig geschrumpfte Inselregion. Sie vera¨ndert sich
in ihrer Ausdehnung im Gegensatz zu den anderen Fa¨llen zeitlich kaum. Man beobachtet
bei der schnellen Schanz-Abbildung lediglich zwei dynamische Zusta¨nde. Entweder ist die
Trajektorie im chaotischen See (Abb. 4.6 (a) und (b)) oder ha¨lt sich in der Insel (Abb. 4.6
(c)) auf. Wa¨hlt man die zweifache Kopplungssta¨rke b = 0.02 und bela¨sst die Zeitskalen-
trennung wie zuvor bei ∆ = 10, dann a¨ndert sich das Szenario (s. Abb. 4.6 (d) - (f)). Es
wird a¨hnlich dem dynamischen Szenario, welches bei der Einkopplung von Katzen- oder
Standard-Abbildung zu einer halb so schwachen Kopplungssta¨rke b = 0.01 (s. Abb. 4.4
und Abb. 4.4) erscheint. Die Inselregion der schnellen Schanz-Abbildung ist, wie anhand
der Abb. 4.6 (d) - (f) ersehen werden kann, wesentlich geschrumpft. Welche Folgen ergeben
sich aus diesem dynamischen Verhalten der schnellen Schanz-Abbildung fu¨r den zugeho¨ri-
gen Korrelationszerfall? Die Antwort erhalten wir durch die in Abb. 4.7 (a) berechneten
Wiederkehrzeit-Verteilungen. Fu¨r eine schwache Kopplung (b = 0.02 oder b = 0.03), wie
wir sie auch schon bei den vorhergehenden Fa¨llen betrachtet haben, ergibt sich ein Zerfalls-
verhalten, das qualitativ der freien Schanz-Abbildung mit gemischtem Phasenraum sehr
a¨hnlich ist. Erst ab einer Kopplungssta¨rke von b = 0.04 ist eine Verbesserung der Zerfalls-
eigenschaften der gekoppelten Schanz-Abbildung zu verzeichnen, und zwar dahingehend,
dass sich die Zahl der Wiederkehr-Ereignisse fu¨r gro¨ßere Zeiten T veringert.
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Abbildung 4.7: Wiederkehr-Verteilungen fu¨r die schnelle Schanz-Abb. bei Ankopplung an die langsa-
me Harmonische-Abb. nach Gl. (4.5): (a) fu¨r drei verschiedene Kopplungssta¨rken b bei ∆ = 10 und (b)
fu¨r drei verschiedene Zeitskalenparameter ∆ bei b = 0.03 (Parameter: Ks = 3 und Beru¨cksichtigung
von 108 Wiederkehr-Ereignissen).
Berechnet man die Wiederkehr-Verteilung bei festgewa¨hlter Kopplungssta¨rke b fu¨r un-
terschiedlich schnelle Schanz-Abbildungen, wie in Abb. 4.7 (b), so kann eine interessante
Beobachtung gemacht werden. Bei einer ausgepra¨gten Zeitskalentrennung von beispielwei-
se ∆ = 40 sind deutlich weniger Ereignisse fu¨r große Wiederkehrzeiten T als bei einer
schwa¨cher ausgepra¨gten Trennung der Zeitskalen wie z.B. ∆ = 20 oder ∆ = 30 beobacht-
bar. Der Grund hierfu¨r ist, dass die einkoppelnde Harmonische Abbildung infolge ihrer
regula¨ren Dynamik zusa¨tzliche Korrelationen in die schnelle Schanz-Abbildung einbringt.
Solange der Eingriff durch die langsamen Abbildung in einem genu¨gend großen Zeitabstand
erfolgt, wirkt es sich positiv auf den Zerfall der Korrelationen aus, da es zu einer Aufmi-
schung der schnellen Dynamik fu¨hrt. Dies ihrerseits schwa¨cht stickiness Effekte. Wenn
allerdings die langsame Harmonische Abbildung in zu kurzen Zeitabsta¨nden ∆ in Wech-
selwirkung mit der schnellen Schanz-Abbildung tritt, so werden im wesentlich gro¨ßerem
Umfang Korrelationen in die schnelle Dynamik eingebracht als durch Umstrukturierungs-
prozesse abgebaut werden ko¨nnen.
4.2.4 Vergleich der Zerfallseigenschaften
In den letzten Abschnitten haben wir die drei grundlegenden Fa¨lle der Ankopplung ei-
ner Abbildung mit schneller Dynamik an eine Abbildung mit langsamer Dynamik dis-
kutiert. Im Zentrum stand die Frage, welche Auswirkungen die Kopplung auf den Zer-
fallsprozess der schnellen Korrelationen hat. Als schnelle Abbildung diente in allen Fa¨llen
die Schanz-Abbildung mit gemischtem Phasenraum nach Abb. 4.1 (d). Hier wollen wir
nun abschließend diese Fa¨lle jeweils repra¨sentiert durch die Wiederkehr-Verteilung fu¨r die
schnelle Schanz-Abbildung zu fester Kopplungssta¨rke einander gegenu¨berstellen. Aus der
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Abbildung 4.8: Im Vergleich: Einfluss der langsamen Dynamik auf die Zerfallseigenschaften der
schnellen Schanz-Abb. bei Ankopplung an drei unterschiedliche Abbildungen: Katzen-, Standard- und
Harmonische Abbildung bei einer Kopplungssta¨rke b = 0.03 und einer Zeitskalentrennung ∆ = 10
nach Gl. (4.5): (Parameter: Ks = 3, K = 3 und Beru¨cksichtigung von 108 Wiederkehr-Ereignissen).
Abb. 4.8, die genau zu diesem Zweck fu¨r die Kopplungssta¨rke b = 0.03 und einer Zeits-
kalentrennung ∆ = 10 berechnet wurde, ersehen wir, dass die Ankopplung der Katzen-
und der Standard-Abbildung zu nahezu identischen Wiederkehr-Verteilungen fu¨hren. Sie
weisen gegenu¨ber der freien Schanz-Abbildung ein verbessertes Zerfallsverhalten auf. Im
Falle der Harmonischen Abbildung, die vollsta¨ndig regula¨r ist, ist auch bei der betrachteten
Kopplung zuna¨chst eine Verbesserung der Zerfallseigenschaften hinsichtlich der schnellen
Korrelationen festzustellen. Sie fa¨llt jedoch im Vergleich zu den Fa¨llen chaotischer langsa-
mer Abbildungen geringer aus. Im letzten Abschnitt haben wir gesehen, dass sich sowohl
durch eine ausgepra¨gte Zeitskalentrennung als auch sta¨rkere Kopplung im Fall regula¨rer
langsamer Dynamik eine weitere Steigerung des Zerfalls schneller Korrelationen erreichen
la¨sst.
Zusammenfassend la¨sst sich also feststellen, dass eine nicht zu schwache Kopplung und
eine hinreichend ausgepra¨gte Zeitskalentrennung zu einem verbesserten Korrelationszer-
fall bei der schnellen chaotischen Komponente fu¨hrt. Ist die langsame Dynamik selbst
chaotisch, dann kann bereits fu¨r sehr schwache Kopplungen ein beschleunigter Korrelati-
onszerfall fu¨r die schnelle Dynamik erreicht werden. Die algebraischen Zerfa¨lle werden mit
wachsender Kopplungssta¨rke weiter zuru¨ckgedra¨ngt. Anschaulich fu¨hrt die Kopplung zu
einer anhaltenden Aufmischung und Umstrukturierung des schnellen Phasenraums. Dies
wiederum begu¨nstigt gewissermaßen die Zersto¨rung von vorhandenen Korrelationen, wel-
che fu¨r die algebraischen Zerfa¨lle in der Wiederkehr-Verteilung verantwortlich sind. Dem-
nach besteht berechtigte Hoffnung, dass die Markov-Approximation fu¨r einen Großteil der
gekoppelten Hamiltonschen Systeme mit chaotischem schnellem Subsystem, wie wir sie
hier betrachten, gu¨ltig bleibt. Das gilt insbesondere, wenn man beru¨cksichtigt, dass das
resultierende System wesentlich mehr Dimensionen hat, als entsprechende symplektische
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Abbildungen. Dadurch werden vermutlich Effekte wie stickiness immer unbedeutender, da
eine Trajektorie durch den ho¨herdimensionalen Phasenraum wesentlich mehr Mo¨glichkei-
ten, wie z.B. Arnold-Diffusion, zur Verfu¨gung stehen, um zu entweichen. Damit wird die
Wahrscheinlichkeit, in die Na¨he von Inselregionen zu geraten und dort fu¨r la¨ngere Zeiten
zu verweilen, entsprechend gering.
Kapitel 5
Anwendungen I: Schnelles
Hamiltonsches Chaos
Bisher beschra¨nken sich unsere Untersuchungen hinsichtlich der Leistungsfa¨higkeit des Eli-
minationsverfahrens auf die im Kapitel 3 vorgestellten Pseudo-Hamiltonschen Kubomodel-
le. Es handelt sich dabei um stochastische Systeme, die fu¨r erste Untersuchungen durchaus
geeignet sind, aber keinen abschließenden Test fu¨r das Eliminationsverfahren darstellen.
Diese Lu¨cke soll in diesem Kapitel nun geschlossen werden, indem das Eliminationsver-
fahren auf eine Reihe von gekoppelten Systemen mit unterschiedlichen chaotischen Sub-
systemen angewendet wird. Eine analytische Berechnung der Fokker-Planck-Koeffizienten,
die fu¨r die reduzierte Bewegungsgleichung (2.36) (s. Kap.2) erforderlich ist, ist hier nicht
mo¨glich. Sie mu¨ssen ausschließlich numerisch bestimmt werden.
In den folgenden drei Abschnitten wird wie im Kapitel 3 als langsames System immer
der harmonische Oszillator verwendet. Zusa¨tzliche Effekte, die von der Dynamik des lang-
samen Systems herru¨hren, sollen damit soweit wie mo¨glich vermieden werden. Außerdem
beschra¨nken wir uns auf eine harmonische Kopplung. Dies liegt in der Tatsache begru¨ndet,
dass das hier betrachtete Eliminationsverfahren fu¨r lineare Kopplungen auf die vereinfach-
ten Ausdru¨cke in Gl. (2.36) fu¨hrt, wa¨hrend fu¨r eine allgemeinere Kopplung komplizierte
Ausdru¨cke auftreten. Eventuell ko¨nnen auch nicht-viskose Da¨mpfungsterme erscheinen. Im
na¨chsten Kapitel 6 wird in Zusammenhang mit dem Wasserstoff-Atom nicht die harmoni-
sche Kopplung, sondern ein anderer Typ der linearen Kopplung betrachtet werden.
Die hier zu untersuchenden schnellen chaotischen Systeme sind zuna¨chst ein Hamilton-
sches System mit quartischem Potential, dann das He´non-Heiles-System und schließlich
ein 6-dimensionales System. Anhand dieser unterschiedlichen schnellen Systeme werden
verschiedene Aspekte untersucht: Bei dem erstgenannten System ko¨nnen durch geeignete
Wahl der Gesamtenergie die regula¨ren Regionen soweit zuru¨ckgedra¨ngt werden, dass der
Phasenraum nahezu allein von der chaotischen Dynamik beherrscht wird. Damit eignet
sich dieses System, um die grundsa¨tzliche Gu¨ltigkeit der Eliminationsmethode zu u¨ber-
pru¨fen. Das He´non-Heiles-System hingegen verfu¨gt sowohl u¨ber ein asymmetrisches Poten-
tial als auch bekanntermaßen u¨ber einen ausgepra¨gt gemischtem Phasenraum, selbst bei
der gro¨ßtmo¨glichen Energie. Dies ero¨ffnet die Mo¨glichkeit zwei wesentliche Aspekte zu un-
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tersuchen: Zum einen die Leistungsgrenzen des Eliminationsverfahrens bei der Vorhersage
des Langszeitverhaltens bei einem schnellen Subsystem mit ausgedehnten regula¨ren Re-
gionen, und zum anderen unterschiedliche Realisierungen der Ankopplung (symmetrische
bzw. asymmetrische) an das schnelle Subsystem. Bei der Untersuchung des 6-dimensionalen
Systems steht die Frage im Vordergrund, welche mo¨glichen Effekte beim U¨bergang zum
thermodynamischen Limes zu erwarten sind.
Konvention
Im Folgenden werden ha¨ufig die Begriffe theoretisch oder Theorie z.T. ohne na¨here Erla¨ute-
rung gebraucht. Mit der Bezeichung theoretisch oder Theorie sind hier, soweit nicht anders
beschrieben, die theoretischen Aussagen, welche aus dem Eliminationsverfahrens resultie-
ren, gemeint.
5.1 Hamiltonsches System mit quartischem Potential
Das System mit quartischem Potential1 geho¨rt zu den wenigen Beispielen aus der Klasse
der Hamiltonschen Systeme, die niedrigdimensional sind und eine chaotische Dynamik auf-
weisen. Dabei finden sich in der Literatur leicht unterschiedliche Varianten in der konkreten
Modellierung [36, 38, 37]. Wir wa¨hlen hier die folgende Variante des Hamiltonian:
Hs = 1
2
(p20 + p
2
1 + q
2
0 + q
2
1 + q
2
0q
2
1). (5.1)
Mit (q0, q1) ist der Satz der Orts- und mit (p0, p1) die zugeho¨rigen kanonisch konjugierten
Impulsvariablen bezeichnet. Wie man am Hamiltonian (5.1) sehen kann, handelt es sich
um ein sehr einfaches System mit einem vollsta¨ndig symmetrischen Potential. Der Vorteil
gegenu¨ber Systemen, wie z.B. dem He´non-Heiles-System ist, dass es auch fu¨r beliebig große
Energien gebunden bleibt. Zusa¨tzlich verha¨lt es sich ab einer genu¨gend großen Energie
nahezu vollsta¨ndig irregula¨r, d.h. chaotisch. Dies wurde eingehend in Arbeiten, wie z.B.
von Carnegie et al. [36] und Steeb et al. [37] fu¨r den klassischen Fall und von Pullen et al.
[38] auch fu¨r den quantenmechanischen Fall untersucht.
In Abb. 5.1 (a) - (d) sind jeweils zu unterschiedlichen Energien Poincare´-Schnitte darge-
stellt. Fu¨r die Gesamtenergie E = 1 ist die beobachtete Dynamik noch vollsta¨ndig regula¨r.
Ab einer Energie E = 5 ist der Phasenraum bereits gemischt. Man findet regula¨re Inseln
umgeben von einem chaotischen See. Oberhalb der Energie E = 20 sind mit dem blo-
ßen Auge keine regula¨ren Bereiche mehr auszumachen, die Dynamik ist fast vollsta¨ndig
chaotisch. Nach heutiger Kenntnis ist auch bei vollsta¨ndiger Irregularita¨t die Existenz von
regula¨ren Inseln mit sehr geringer Ausdehnung nicht auszuschließen. Eine Ausnahme bil-
den die sogenannten Arsonov-Systeme, die u¨ber eine hyperbolische Dynamik verfu¨gen. Die
hier betrachteten chaotischen Systeme geho¨ren nicht zu dieser Systemklasse.
1Im Folgenden vereinfachend als Quartisches System bezeichnet.
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Abbildung 5.1: Poincare´-Schnitte fu¨r das Systems mit quartischem Potential (5.1) zu verschiedenen
Energiewerten.
Gekoppeltes System
Das gekoppelte System, das hier untersucht wird, setzt sich zusammen aus dem oben
besprochenen Quartischen System und einem langsamen harmonischen Oszillator. Der Ge-
samthamiltonian dieses Systems weist die folgende Struktur auf:
H = Hl + 1
ε
Hs +Hk mit (5.2)
Hl = 1
2
(Q2 + P 2) (harmonischer Oszillator) (5.3)
Hs = 1
2
(p20 + p
2
1 + q
2
0 + q
2
1 + q
2
0q
2
1) (Quartisches System) (5.4)
Hk = 1
2
κ(Q− q0)2 (harmonische Kopplung). (5.5)
Die numerischen Simulationen erfolgen hier aus den im Abschnitt 3.3.2 diskutierten Gru¨nden
fu¨r die reskalierte Energie Er =
E
ε
. Damit wird sichergestellt, dass ausreichend viel Energie
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im Zeitmittel im schnellen Subsystem vorliegt und es nicht regula¨r wird. Das Ziel ist, wie im
Kapitel 3, die numerisch berechneten Drift- und Diffusionskoeffizienten mit den theoretisch
vorhergesagten Fokker-Planck-Koeffizienten der reduzierten Bewegungsgleichung (2.36) (s.
Kap. 2) zu vergleichen. Dabei ist die Herangehensweise in vielen Punkten a¨hnlich dem
Vorgehen bei den Kubomodellen aus Kapitel 3.
5.1.1 Theoretisch vorhergesagte Fokker-Planck-Koeffizienten
Das schnelle System ist in diesem Fall im Gegensatz zu den gekoppelten Kubomodellen
chaotisch. Das heißt, dass die im Rahmen des Eliminationsverfahrens abgeleiteten Koeffizi-
enten d0, d1 (Gl. (2.42)) und die zugeho¨rige Zustandsdichte Z (0) (Gl. (2.41)) des schnellen
Systems nicht analytisch bestimmt werden ko¨nnen, sondern numerisch ausgewertet wer-
den mu¨ssen. Aus diesen Koeffizienten setzen sich dann die theoretisch zu erwartenden
Drift- und Diffusionskoeffizienten nach Gl. (2.40) und Gl. (2.39) zusammen. Man beachte,
dass in die Gleichung zur Bestimmung der Koeffizienten und der Zustandsdichte lediglich
das freie chaotische System eingeht. Der Grund hierfu¨r ist, dass die Koeffizienten d0, d1
und die Zustandichte Z (0) Ausdru¨cke in der niedrigsten Ordnung in der Sto¨rungsrechnung
(s. Kapitel 2) darstellen. Fu¨r die niedrigste Ordnung aber genu¨gt es, das schnelle Sub-
system zur Gesamtenergie E ohne die Ankopplung an das langsame zu betrachten. Bei
genauer Betrachtung dieser Beziehungen erkennt man, dass die Hauptaufgabe in der nu-
merischen Berechnung des Zeitintegrals u¨ber die Autokorrelation des schnellen Systems
nach d0 =
∫∞
0
〈qs(t)qs(t + t′)〉(0)dt′ und der Bestimmung von Z (0) besteht. Hierbei ist qs
diejenige schnelle Ortsvariable, u¨ber die gekoppelt wird.
In Abb. 5.2 sind die Resultate aus der numerischen Auswertung der besprochenen Ko-
effizienten dargestellt. Man ersieht aus der Abb. 5.2 (a), dass d0 in sehr guter Na¨hrung eine
linear wachsende Funktion der Energie ist. Durch Extrapolation erha¨lt man den Zusam-
menhang d0 ≈ 0.0252E. Unmittelbar daraus resultiert der Koeffizient d1 = ∂d0∂E = 0.0252.
Die Zustandsdichte la¨sst sich unter Ausnutzung der Symmetrie des betrachteten Quarti-
schen Systems durch das folgende elliptische Integral ausdru¨cken (s.a. Anhang B):
Z(0)(E) =
∫
δ(E −Hl) dq0dq1dp0dp1 = 2pi
∫ √2E
0
√
2E − q21
1 + q21
. (5.6)
Dieses Integral kann numerisch ausgewertet werden, wodurch man den in Abb. 5.2 (b)
dargestellten Zusammenhang zwischen der Zustandsdichte Z (0) und der Energie E erha¨lt.
Er ist in guter Na¨herung durch ein Potenzgesetz Z (0)(E) ≈ 1.58E0.7 beschreibbar. Damit
ergeben sich die nach der Theorie zu erwartenden Da¨mpfungs- und Diffusionskoeffizienten
zu:
γ˜ = κ2(d1 + d0
∂lnZ(0)
∂E
) ≈ 0.043κ2 (5.7)
D˜
(2)
PP (Q,P ) = κ
2(d0 − εH˜ld1) ≈ 0.0252κ2(E − H˜l). (5.8)
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Abbildung 5.2: Numerische Auswertung der theoretisch vorhergesagten Koeffizienten (bzw. Zu-
standssumme) der reduzierte Bewegungsgleichung (2.36) fu¨r das Quartische System: (a) d0 nach
Gl. (2.42) fu¨r freien (s. Gl. (5.1)) und gekoppelten Fall (s. Gl. (5.2) - (5.5)). Fu¨r das isolierte Quarti-
sche System: (b) Zustandsdichte Z(0) nach Gl. (5.6) und (c1) - (c3) schnelle Autokorrelationsfunktion
der Ortskoordinate q0 zu unterschiedlichen Gesamtenergien.
Mit H˜l = 12((1 + κ)Q2 + P 2) ist der infolge der Ankopplung vera¨nderte Hamiltonian des
langsamen harmonischen Oszillators gemeint. Es tritt eine Renormierung seiner Frequenz
Ωh1 := (1+κ) auf. Der Zusammenhang, der nach Gleichung (5.7) und (5.8) zwischen Da¨mp-
fung und Diffusion durch den Koeffizienten d1 hergestellt wird, stellt eine Fluktuations-
Dissipations-Relation dar.
Aus dem Vergleich mit dem Einkubomodell (siehe Kapitel 3) ersieht man, dass die
hier auftretende Da¨mpfung mehr als zehnmal kleiner ist. Im Falle des Einkubosystems war
diese durch γ1K = ε2γ˜ =
1
2
ε2κ2 (nach Gl. (3.57), Abschnitt 3.3.3) gegeben. Die Da¨mp-
fung hier hingegen betra¨gt γh1 = ε2γ˜ = 0.043ε2κ2 und ist damit sehr klein. An dieser
Stelle wird deutlich, dass eine numerische Bestimmung der hier auftretenden Da¨mpfung
u¨ber die Kramers-Moyal-Koeffizienten auch auf der Basis der verbesserten Gittermethode
(nach Gl. (3.62)) wegen ihrer enormen Kleinheit und der unzureichenden Kenntnis der
Nullpunktverschiebung unmo¨glich ist. Die Nullpunktverschiebung der langsamen Ortsva-
riablenQ tritt infolge der Ankopplung auf und ist aufgrund der Nichtlinearita¨t des schnellen
Systems nicht ohne weiteres bestimmbar. Es sind lediglich Scha¨tzungen mo¨glich.
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Auf einen Aspekt soll hier noch na¨her eingegangen werden. In der Theorie wird zur
Bestimmung des Koeffizienten d0 lediglich die Autokorrelation des isolierten chaotischen
Systems betrachtet. Man geht hierbei davon aus, dass auch im gekoppelten Fall die schnel-
len Korrelationen in a¨hnlicher Weise zerfallen. Die Frage ist, ob diese Annahme richtig ist?
Zur Beantwortung dieser Frage wurde d0 ein zweites Mal berechnet, diesmal mittels der
Autokorrelation des gekoppelten Quartischen Systems. Die auf diese Weise gewonnenen
Werte stimmen gut mit denen u¨berein, die man fu¨r d0 im ungekoppelten Fall ermittelt hat
(siehe Abb. 5.2 (a)).
Eine weitere interessante Beobachtung ist, dass auch im Energieintervall zwischenE = 5
und E = 20, in welchem der Phasenraum gemischt ist, na¨herungsweise eine lineare Bezie-
hung zwischen d0 und der Energie E (siehe Abb. 5.2 (a)) gefunden wird. Mit dieser wird
das lineare Verhalten aus dem Energiebereich, bei dem eine nahezu vollsta¨ndig chaotische
Dynamik vorliegt, fortgesetzt.
Um Einblick in den Zerfallsprozess der Autokorrelationen im Quartischen System (iso-
liert) zu erhalten, sind in Abb. 5.2 (c1) - (c3) zu drei unterschiedlichen Energiewerten
(E = 20, 90 und 200) die Autokorrelationsfunktionen der Ortsvariable q0 in Abha¨ngigkeit
von der Zeit τ aufgetragen. In allen drei Fa¨llen ist der Korrelationszerfall begleitet von
Oszillationen. Diese sind fu¨r große Energien, wie z.B. 90 und 200, schwa¨cher ausgepra¨gt.
Der Grund ist die wachsende Irregularita¨t der Dynamik des Quartischen Systems mit zu-
nehmender Gesamtenergie (siehe Poincare´-Schnitte 5.1). Dies wiederum ist der Grund fu¨r
einen verbesserten Zerfall der Korrelationen.
5.1.2 Numerisch: Diffusionsbestimmung
Fu¨r das gekoppelte Quartische System ist die Da¨mpfung aufgrund ihrer enormen Klein-
heit nicht direkt u¨ber die Kramers-Moyal-Koeffizienten bestimmbar. Die Diffusion ist im
Gegensatz dazu durch eine geeignet Wahl der Energie weiterhin groß genug, um durch das
Verfahren nach Siegert et la. [21] und Ragwitz et al. [22] (siehe Gl. (3.60), Abs. 3.4) ermit-
telt zu werden. Hier betrachten wir das durch die Gittermethode modifizierte Verfahren.
Diese Methode hatten wir zuvor erfolgreich fu¨r die Kubomodelle aus Kapitel 3 angewen-
det. In Abb. 5.3 sind die numerischen Berechnungen zur Diffusionskomponente D
(2)
PP im
U¨berblick dargestellt. Auf die Darstellung der anderen Komponenten der zugeho¨rigen Dif-
fusionsmatrix (3.38) wurde verzichtet, da sie sich gema¨ß der Theorie zu Null ergeben. Die
U¨bereinstimmung zwischen theoretisch vorhergesagter und der tatsa¨chlich beobachteten
Diffusion ist nahezu perfekt. Dies wird durch Diffusionsquerschnitte parallel zur Q- und
P -Achse in Abb. 5.3 (c) und (d) besta¨tigt.
Die abrupten Abfa¨lle an den Ra¨ndern der drei-dimensionalen Darstellung der Diffusi-
onskomponente D(2)PP sind unphysikalisch. Sie sind auf die Unzula¨nglichkeiten der Gitter-
methode fu¨r die Randwerte zuru¨ckzufu¨hren. In diesem Bereich ist eine ausreichend genaue
Bestimmung der Diffusion durch die Gittermethode nicht mehr gewa¨hrleistet.
Eine Auffa¨lligkeit sticht in Abb. 5.3 (d) ins Auge: Man findet bei den numerisch be-
rechneten Diffusionskurven zu D
(2)
PP mit wachsender Zeitdifferenz ∆t eine leicht abfallen-
de Tendenz. Jede der dargestellten Kurven ergibt sich hier durch Auswerten des Diffu-
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Abbildung 5.3: Diffusion des langsamen harmonischen Oszillators: Numerisch berechnete Diffusions-
komponente D
(2)
PP mit Hilfe des empirischen Verfahrens (s. Gl. (3.60) (in Kombination mit Gitterme-
thode) bei Simulation des vollgekoppelten Quartischen Systems (s. Gl. (5.2) - (5.5)): (a) als Funktion
von Q und P , (b) in Abha¨ngigkeit von der Zeitdifferenz ∆t nach Gl. (3.60). In (c) und (d) Schnitte
von (a): rote Linien: theoretische Vorhersage und blaue Kreissymbole: numerisch bestimmte Werte
D
(2)
PP . Parameter fu¨r (a) - (d): ε = 0.02, κ = 2 und E = 200.
sionskoeffizienten zu unterschiedlichen Werten des langsamen Impulses P bei fest vorge-
bener Ortsvariable Q = 0. Der Abfall ru¨hrt von den ho¨heren Korrekturtermen her, die
in der Kramers-Moyal-Entwicklung im Rahmen des Verfahrens nach Ragwitz et al. [22]
vernachla¨ssigt werden. Sie gewinnen mit zunehmender Zeitdifferenz ∆t an Einfluss. Ihre
Vernachla¨ssigung ist dennoch vertretbar, da die Diffusionskoeffizienten fu¨r mo¨glichst klei-
ne Werte von ∆t bestimmt werden. In diesem Bereich fallen die Korrekturen nicht ins
Gewicht.
5.1.3 Abweichungen von der Theorie
Wie eingangs gesagt, lassen sich eine Reihe von Analysen analog zum Kapitel 3 durchfu¨hren.
Eine in diesem Zusammenhang interessante Untersuchung betrifft die Abweichungen, die
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gegenu¨ber der theoretischen Vorhersage des Eliminationsverfahrens bei systematischer Va-
riation des Zeitskalenparameters ε bzw. der Kopplungssta¨rke κ beobachtet werden. Diesen
Aspekt hatten wir zuvor am Beispiel des Einkubomodell im Kapitel 3 untersucht. Es stellt
sich also die Frage: Wie fallen die Diskrepanzen zur Theorie im Fall von echtem Hamilton-
schen Chaos im Vergleich zum stochastischen Einkubomodell aus? Man ko¨nnte vermuten,
dass diese Diskrepanzen gro¨ßer ausfallen, da im Einkubomodell bereits optimale Zerfallsei-
genschaften der Korrelationen im schnellen Subsystem vorliegen. Der Grund hierfu¨r ist das
einkoppelnde weiße Rauschen im schnellen Kubo-Oszillator. Die zugeho¨rigen Korrelationen
zerfallen auf einer sehr kurzen Zeitskala exponentiell. Zur Untersuchung dieser Frage wurde
die Abweichung wie im Fall des Einkubosystems mit Hilfe der numerisch verha¨ltnisma¨ßig
einfach bestimmbaren Diffusionskomponente D
(2)
PP zu Q = 0 ermittelt. Das Ergebnis findet
sich in Abb. 5.4 (a) - (b) wieder.
Es zeigt sich, dass auch hier im wesentlichen ein linearer Zusammenhang zwischen der
ermittelten Abweichung ∆D(2)PP und den Parametern ε (siehe (a)) und κ (siehe (b)) auf-
tritt. Dieses Ergebnis steht im Einklang mit dem Pseudo-Hamiltonschen Fall (vergleiche
Abb. 3.3, Abs. 3.4.2). Auch im chaotischen Fall gelangt man also zu dem Schluss, dass
eine ausgepra¨gte Zeitskalentrennung die Voraussetzung fu¨r die Anwendung der Eliminati-
onsmethode bildet. Das ist, da zu ihrer Ableitung eine Sto¨rungsentwicklung in Ordnungen
des Zeitskalenparameters ε vorgenommen wird, auch nicht anders zu erwarten.
Im Fall des Quartischen Systems ist speziell zu beachten, dass der Parameter der Zeits-
kalentrennung nicht gro¨ßer als ε = 0.05 wird, da ansonsten der Fehler die 15%-Grenze u¨ber-
steigt. Im Gegensatz dazu ha¨ngen die Abweichungen weniger empfindlich von der Kopp-
lungssta¨rke ab, wie auch schon im Fall des Einkubomodells (siehe Abb. 3.3, Abs. 3.4.2). Bei-
spielsweise liegt der prozentuale Fehler bei einer Kopplungssta¨rke von κ = 5 (mit ε = 0.01)
unterhalb von 10%. Bei einer genaueren Gegenu¨berstellung der Resultate fu¨r das Ein-
kubosystem und das gekoppelte Quartische System ergibt sich, dass die Abweichungen
hinsichtlich der theoretischen Vorhersage nach dem Eliminationsverfahren im chaotischen
Fall geringfu¨gig (um 1% bis 2%) gro¨ßer ausfallen, als im Fall des idealisierten stochasti-
schen Modellsystems. Zu diesem Ergebnis gelangt man beim Vergleich der entsprechenden
Resultate nach Abb. 3.3 und Abb. 5.4.
5.1.4 Lyapunov-Exponenten
Eine naheliegende Frage, die sich beim Vergleich zwischen Kubo-System und Quartischem
System unmittelbar ergibt, ist die nach den Lyapunov-Exponenten. Wie variiert der maxi-
male Lyapunov-Exponent des schnellen Quartischen Systems in Abha¨ngigkeit von System-
parametern wie etwa dem Zeitskalenparameter ε, der Kopplungssta¨rke κ oder der Energie
E?
Allgemein ist der Lyapunov-Exponent ein Maß fu¨r die Geschwindigkeit, mit der sich
zwei anfangs benachbarte Trajektorien voneinander entfernen:
λ = lim
t→∞
sup
1
t
ln |δx(t)| mit d
dt
δx(t) =
∂F
∂x
∣∣∣∣
δxr(t)
δx(t) (5.9)
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Abbildung 5.4: Abweichungen zwischen theoretisch vorhergesagter und mittels des empirischen Ver-
fahrens nach Gl. (3.60) ermittelter Diffusionskomponente ∆D
(2)
PP des harmonischen Osz. bei Ankopp-
lung des Quartischen Systems: (a) in Abha¨ngigkeit vom Zeitskalenparameters ε und (b) in Abha¨ngig-
keit von der Kopplungssta¨rke κ. Parameter: (a) κ = 1,(b) ε = 0.01 und E = 400 in beiden Fa¨llen.
Hierbei bezeichnet δx(t) = x− xr den Abstand zwischen der betrachteten Systemtrajek-
torie x zu einer gewa¨hlten Referenztrajektorie xr. Die zugeho¨rige Jacobi-Matrix ist mit
∂F/∂x|δxr(t) gegeben.
Abbildung 5.5 zeigt zusammenfassend die Ergebnisse dieser Untersuchung. Eine er-
ste interessante Beobachtung la¨sst sich anhand der Abb. 5.5 (b) machen. Hier ist zu un-
terschiedlichen Paarungen von Zeitskalenparametern ε und Kopplungssta¨rken κ bei fest
gewa¨hlter Gesamtenergie der maximale Lyapunov-Exponent des schnellen Quartischen Sy-
stems berechnet worden. Auffa¨llig ist der signifikante Einbruch des positiven Lyapunov-
Exponenten bei abnehmender Zeitskalentrennung und bei vergleichsweise starker Kopp-
lung. Außerhalb dieses Bereichs findet man ein nahezu ebenes Plateau, wo der Lyapunov-
Exponent durchgehend den konstanten Maximalwert von λs ≈ 1.2 aufweist. Im Bereich
des Einbruches hingegen geht der Wert bis auf nahezu 2
3
dieses maximalen Wertes zuru¨ck.
Demzufolge wirkt sich eine schwache Trennung von schneller und langsamer Zeitskala ver-
bunden mit einer starken Kopplung nachteilig auf die Irregularita¨t des schnellen Teilsystems
aus. Dies la¨sst sich verstehen, wenn man bedenkt, dass der langsame harmonische Oszil-
lator mit abnehmender Zeitskalentrennung und zunehmender Kopplung zusehends sta¨rker
in die chaotische Dynamik eingreift. Da dieser im isolierten Zustand regula¨r ist, kann er
zusa¨tzliche Korrelationen in das schnelle System einbringen.
Der zweite wesentliche Aspekt ist, wie sich der U¨bergang von regula¨rer zu chaotischer
Dynamik - gemessen am maximalen Lyapunov-Exponenten - im schnellen System voll-
zieht, der durch die zur Verfu¨gung stehende Energie reguliert wird (siehe Abb. 5.1). Die
Abbildung 5.5 (a) zeigt den maximalen Lyapunov-Exponent im schnellen Teilsystem bei
systematischer Variation sowohl des Parameters ε als auch der Energie E. Man beobachtet,
wie erwartet, einen deutlichen Anstieg des Lyapunov-Exponenten mit wachsender Energie
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Abbildung 5.5: Maximaler Lyapunov-Exponenten des Quartischen Systems λs bei Variation: (a) des
Zeitskalenparameter ε und der Energie E bei fester Kopplungssta¨rke κ = 1, (b) des Zeitskalenpara-
meter ε und der Kopplungssta¨rke κ bei fester Energie E = 200 und (c) in Abha¨ngigkeit der Energie
E sowohl fu¨r den freien als auch fu¨r den gekoppelten Fall (verschiedene ε) bei fester Kopplungssta¨rke
κ = 1. (Bei dem gekoppelten Quartischen System ist immer die im zeitlichen Mittel vorliegende
Energie gemeint.)
E und zwar nahezu unabha¨ngig vom Zeitskalenparameter ε. In der Abb. 5.5 (c) wird diese
Tendenz besonders deutlich sichtbar. Hier fa¨llt der Anstieg anfangs bis zu einer Energie
von E = 50 sehr steil aus, wa¨hrend er danach abflacht. Dies la¨sst sich verstehen, wenn wir
uns die Poincare´-Schnitte 5.1 zu Beginn dieses Abschnittes ins Geda¨chtnis zuru¨ckrufen. Ab
einer Energie von E = 20 ist der Phasenraum vollsta¨ndig durchsetzt von irregula¨ren Punk-
ten. Die anfa¨nglich existierenden regula¨ren Bereiche waren im Zuge der Energieerho¨hung
verschwunden. Genau das muss die Ursache fu¨r diesen Kurvenverlauf sein. Ab einer be-
stimmten Energie sind die regula¨ren Regionen soweit geschrumpft, dass das System durch
gro¨ßere Energiezufuhr nur unwesentlich irregula¨rer wird. Dies schla¨gt sich im schwa¨cheren
Anwachsen des positiven Lyapunov-Exponenten nieder.
Zusa¨tzlich ist hier der Lyapunov-Exponent des ungekoppelten Quartischen Systems in
Abha¨ngigkeit mit der Energie berechnet worden. Aus dem Vergleich wird ersichtlich, dass
fu¨r eine Zeitskalentrennung von ε ≤ 0.05 das dynamische Verhalten des gekoppelten und
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des ungekoppelten schnellen Systems quasi ununterscheidbar ist. Fu¨r eine abnehmende
Zeitskalentrennung wird der beschriebene Verlauf tendenziell beibehalten. Allerdings ist
er u¨berlagert von Schwankungen und insgesamt weniger steil. In diesem Parameterbereich
macht sich also der negative Einfluss der langsamen Dynamik auf das chaotische Verhalten
des schnellen Teilsystems bemerkbar. Aus der Regression fu¨r den Bereich ε ≤ 0.05 kann
die folgende Beziehung λs(E) ≈ E0.175− 1.035 extrapoliert werden.
5.1.5 Kurz- und Langzeitverhalten
In diesem Abschnitt wollen wir das Kurz- und Langzeitverhalten des langsamen harmo-
nischen Oszillators bei Ankopplung des Quartischen Systems untersuchen. Es soll gekla¨rt
werden, inwieweit die reduzierte Bewegungsgleichung, die aus dem Eliminationsverfahren
gewonnen wird, fu¨r kurze Zeiten und auch im Langzeitlimes Gu¨ltigkeit beha¨lt. Diese Fra-
gestellung wurde zuvor fu¨r das stochastische Einkubo- bzw. Zweikubomodell im Kapitel 3
behandelt. Fu¨r diese Systeme konnte eine sehr gute Vorhersage sowohl des Langzeit- als
auch des Kurzzeitverhaltens auf der Basis der zugeho¨rigen reduzierten Bewegungsgleichung
erzielt werden. Das Vorgehen im Folgenden ist analog, d.h. es werden die Momente, die
Autokorrelation und schließlich die reduzierte stationa¨re Dichte analysiert.
Zeitliches Verhalten: Momente
Durch Einsetzen der ermittelten Fokker-Planck-Koeffizienten (5.7) und (5.8) in die allge-
mein formulierte Gl. (2.36) aus Kapitel 2 ergibt sich die reduzierte Bewegungsgleichung des
langsamen harmonischen Oszillators, welcher an das schnelle Quartische System gekoppelt
ist. Ausgehend von dieser Bewegungsgleichung gewinnt man in derselben Weise wie im
Fall des Einkubomodells (siehe Gl. (3.63) - (3.67), Abs. 3.5) ein gekoppeltes Differential-
Gleichungssystem fu¨r die ersten Momente
∂
∂t
〈Q〉(t) = 〈P 〉 (5.10)
∂
∂t
〈P 〉(t) = −Ωh1〈Q〉 − γh1〈P 〉 (5.11)
und fu¨r die zweiten Momente
∂
∂t
〈Q2〉(t) = 2〈QP 〉 (5.12)
∂
∂t
〈QP 〉(t) = −Ωh1〈Q2〉 − γh1〈QP 〉 + 〈P 2〉 (5.13)
∂
∂t
〈P 2〉(t) = −εµh1〈Q2〉 − 2Ωh1〈QP 〉 − (2γh1 + εµh1)〈P 2〉 + 2µh1E
ε
(5.14)
mit
Ωh1 := (1 + κ) (5.15)
γh1 := 0.043κ
2ε2 und µh1 := 0.0252κ
2ε. (5.16)
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Abbildung 5.6: Vergleich theoretisch vorhergesagter und durch numerische Simulation berechneter
Zeitentwicklung der langsamen kinetischen Energien 〈P 2〉 des harmon. Osz. bei Ankopplung mit
Quartischen System: (a) Kurzzeitverhalten bis t = 3 bzw. t = 20 und (b) Langzeitverhalten: bis t =
40000. Anfangsbedingung: Q0 = P0 = 0, Parameter: ε = 0.02, κ = 2, E = 200. Fu¨r ausgepra¨gtere
Zeitskalentrennung ε = 0.01: (a) bis t = 3 und (b) bis t = 20 (sonstige Parameter wie vorher).
Hierbei ist Ωh1 gerade die renormierte Frequenz des langsamen harmonischen Oszillators,
γh1 die Da¨mpfungs- und µh1 der Diffusionsfaktor im Falle des Quartischen Systems nach
Gl. (5.7) - (5.8).
In Abbildung 5.6 wird das in direkter Beziehung zur kinetischen Energie stehende Mo-
ment 〈P 2〉 fu¨r unterschiedlich lange Zeitra¨ume berechnet. Als Anfangsbedingung ist stets
Q0 = P0 = 0 gewa¨hlt. Im Vordergrund steht hier der Vergleich der zeitlichen Entwick-
lung zwischen dem durch Simulation und statistische Mittelung gewonnenen und dem auf
Grundlage der Fokker-Planck-Gleichung abgeleiteten Moment 〈P 2〉.
In der Abb. 5.6 (a) ist das Kurzzeitverhalten bei einem Zeitskalenparameter von ε =
0.02 dargestellt. Aus dieser Abbildung geht hervor, dass die dynamische Zeitentwicklung
der betrachteten langsamen Observablen 〈P 2〉 gut durch die theoretisch prognostizierte
Entwicklung beschrieben ist.
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Die U¨bereinstimmung ist allerdings wie in Abb. 5.6 (a) deutlich zu sehen nicht voll-
kommen. In der Abb. 5.6 (c), bei der lediglich der Zeitskalenparameter ε halbiert wurde,
fallen die Abweichungen geringer aus. Das bedeutet, dass sich der Fehler mit zunehmen-
der Zeitskalentrennung verringert. Aus Abb. 5.2 entnehmen wir, dass die Korrelationen im
betrachteten System fu¨r τ ≈ 50 zerfallen sind, d.h. auf der langsamen Zeitskala geschieht
dies fu¨r ε = 0.02 nach einem Zeitraum von τl = 1. Die Diskrepanzen sind also durch
Markov-Verletzungen zu erkla¨ren und ko¨nnen durch Vergro¨ßerung der Zeitskalentrennung
abgeschwa¨cht werden. Dieses Ergebnis wird durch die Resultate in Abs. 5.1.3 unterstu¨tzt.
Der lineare Anstieg in all den bisher erwa¨hnten Abbildungen ist u¨berlagert von pe-
riodischen Oszillationen. Der Grund hierfu¨r ist, wie im Falle des Einkubosystem, in der
periodischen Dynamik des harmonischen Oszillators zu suchen. Die Periode dieser Oszilla-
tionen entspricht in guter Na¨herung der renormierten Frequenz Ωh1.
Geht man nun zu sehr großen Zeitra¨umen wie in Abb. 5.6 (b) u¨ber, dann sa¨ttigt die
bisher linear anwachsende Kurve von 〈P 2〉 bei ungefa¨hr 30000 Zeiteinheiten. Dies ist in
Anbetracht der Energieerhaltung und der zugeho¨rigen Fluktuations-Dissipations-Relation
zu erwarten. Die kinetische Energie 〈P 2〉 kann in einem konservativen System nicht beliebig
anwachsen.
Anhand dieser Langzeitberechnung wird nachgewiesen, dass das Eliminationsverfah-
ren auch das Langzeitverhalten richtig reproduziert. Man findet in diesem Falle eine gu-
te U¨bereinstimmung zwischen theoretisch vorhergesagter und beobachteter Entwicklung
der kinetischen Energie 〈P 2〉 des reduzierten Oszillatorsystems. Die Abweichungen, die
hier auftreten, sind wiederum auf Effekte ho¨herer Ordnung in ε zuru¨ckzufu¨hren. Bei ei-
ner ausgepra¨gteren Zeitskalentrennung verringern sie sich, genau wie wir es bereits beim
Kurzzeitverhalten gesehen haben.
Wichtig ist hierbei, dass zur numerischen Berechnung einer langsamen Gro¨ße, wie
z.B. der kinetischen Energie 〈P 2〉, fu¨r einen Zeitraum von 40000 langsamen Zeiteinhei-
ten (Abb. 5.6 (b)) auf der Basis der Simulation des voll gekoppelten Systems ungefa¨hr
eine Woche beno¨tigt wird. Dies ist erforderlich, um im ausreichenden Maße statistische
Mittelungen vorzunehmen. Dem gegenu¨ber bedarf die numerische Integration des gekop-
pelten Differential-Gleichungssystems (5.10) - (5.13) zur Vorhersage von 〈P 2〉 fu¨r densel-
ben langsamen Zeitraum weniger als drei Minuten. Dieses Gleichungsystem wurde auf der
Grundlage der reduzierten Bewegungsgleichung gewonnen. Aus diesem einfachen Vergleich
wird der große Vorzug des Eliminationsverfahrens bei Langzeitvorhersagen gegenu¨ber der
konventionellen Herangehensweise ersichtlich.
Zeitliches Verhalten: Autokorrelation
Es ist hierbei interessant, sich auch die langsame Autokorrelationsfunktion des reduzierten
Oszillatorsystems fu¨r die Ortsvariable anzusehen. Diese hatten wir bereits im Zusammen-
hang mit den stochastischen Kubomodellen (s. Kap. 3) diskutiert. Auf der Grundlage
des gekoppelten Gleichungssystems der ersten Momente (5.10) - (5.11) kann, wie auch im
Falle der Kubomodelle, der Zerfall der langsamen Autokorrelationsfunktion vorhergesagt
werden. Dazu muss zuvor dieses Gleichungssystem fu¨r die Autokorrelationen reformuliert
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Abbildung 5.7: Langsame Autokorrelationfunktion (normiert) des harmonischen Oszillators bei An-
kopplung des schnellen Quartischen Systems. Einhu¨llende (blaue Linien): gema¨ß der Theorie vorherge-
sagter Zerfall unter Beru¨cksichtigung des numerischen Wertes von γh1. (Parameter ε = 0.02, κ = 2,
E = 400).
werden. Die Struktur dieser Gleichungen bleibt davon unberu¨hrt.
In Abbildung 5.8 ist die langsame Autokorrelationsfunktion 〈Q(t)Q(t+τ )〉 fu¨r die lang-
same Ortsvariable (des harmonischen Oszillators) numerisch bestimmt worden. Die aufge-
tragene Einhu¨llende (blaue Linien) entspricht der theoretischen Vorhersage ihres Zerfalls.
Dieser ist hier durch exp(− 1
2
γh1τ ) festgelegt. Wie man aus der Abb. 5.8 ersieht, erweist
sich diese Vorhersage als richtig.
Langzeitverhalten: Reduzierte stationa¨re Dichte
Im Extremfall einer unendlich großen Zeitdauer nimmt das reduzierte System den asym-
ptotisch angestrebten Zustand der stationa¨ren Dichte an (falls dieser existiert). Daraus
ergibt sich die Frage, ob das Eliminationsverfahren auch diesen Grenzfall des Langzeitver-
haltens richtig vorhersagen kann. Abbildung 5.8 zeigt die stationa¨re Dichte. In Abb. 5.8
(a) und (b) des langsamen harmonischen Oszillators, welche man aus der Simulation des
gekoppelten Quartischen Systems erha¨lt, derjenigen, die man durch numerische Integra-
tion der Langevin-Gleichung gewinnen kann, in Form von dreidimensionalen Graphiken
gegenu¨bergestellt. Die Darstellung der reduzierten Bewegungsgleichungen in Gestalt der
Fokker-Planck-Gleichung ist a¨quivalent zu einer Darstellung entsprechend einer Langevin-
Gleichung.
Bereits aus dieser Gegenu¨berstellung la¨sst sich eine sehr gute U¨bereinstimmung erah-
nen. Besser erkennt man dies jedoch anhand der vergleichenden Abbildungen 5.8 (c1) und
(c2). Hier sind Querschnitte parallel zur Q- und P -Achse durch die stationa¨ren Dich-
ten erstellt worden. In diesen Querschnitten sind sowohl die theoretisch zu erwartenden
als auch die numerisch berechneten Werte der reduzierten Dichte zu unterschiedlichen P -
bzw. Q-Werten aufgetragen. Es wurde eine ausgepra¨gte Zeitskalentrennung mit ε = 0.02
und eine Kopplungssta¨rke von κ = 2 fu¨r die Berechnungen gewa¨hlt. Die numerisch be-
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Abbildung 5.8: Asymptotischer Grenzfall des Langzeitverhaltens: (Reduzierte) stationa¨re Dichte des
langsamen harmonischen Oszillators (gekoppelt an das Quartische System): (a) Simulation (des vollen
Systems), (b) Theorie, (c1) - (c2) Vergleich im Querschnitt (rote Linien: theoretische Vorhersage, blaue
Kreissymbole: numerisch bestimmte Werte). Parameter ε = 0.02, κ = 2, E = 200.
rechneten Werte der stationa¨ren Dichte (blaue Kreissymbole) des vollen Systems liegen
nahezu perfekt auf den theoretisch vorhergesagten Kurven (rote durchgezogene Linien).
Diese Kurven ergeben sich nach der reduzierten Bewegungsgleichung (2.36) ausgewertet
fu¨r die Koeffizienten Gl. (5.7) - (5.8).
Eine a¨hnlich gestaltete reduzierte stationa¨re Dichte haben wir im Falle des stochastisch
angetriebenen Zweikubomodells gefunden. In beiden Fa¨llen ist der schnelle Phasenraum
vierdimensional und das langsame System ist der harmonische Oszillator. Die Ursache fu¨r
diese A¨hnlichkeit ist in einem a¨hnlichen Verha¨ltnis von Da¨mpfungs- und Diffusionsfaktor
begru¨ndet. Sie ergibt sich im Falle des Zweikubomodells nach Gl. (3.79) zu
Ξ2K :=
γ2K
εµ2K
=
ε2κ2
0.5ε2κ2
= 2 . (5.17)
Fu¨r das gekoppelte Quartische System erha¨lt mit den Beziehungen aus Gl. (5.15) das
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folgende Verha¨ltnis:
Ξh1 :=
γh1
εµh1
=
0.043κ2ε2
0.0252κ2ε2
= 1.7 . (5.18)
Wie man sieht, liegen die berechneten Verha¨ltnisse nahe beieinander. Ein a¨hnliches Verha¨lt-
nis von Da¨mpfungs- und Diffusionsfaktor ist die Folge einer a¨hnlich gestalteten Fluktuations-
Dissipations-Relation.
Zusammenfassende Bemerkungen
Die gute Vorhersage sowohl des Kurzzeit- als auch des Langzeitverhaltens des langsamen
harmonischen Systems bei Ankopplung mit dem Quartischen System kann als starkes In-
diz fu¨r die Anwendbarkeit der Markov-Approximation gedeutet werden. Obwohl die Dy-
namik des Quartischen Systems nicht hyperbolisch ist, liefert diese Approximation die
richtige Beschreibung. Die Untersuchungen an Beispielen von gekoppelten symplektischen
Abbildungen aus Kapitel 4 deuten bereits auf ein derart positives Ergebnis hin. Anhand
des betrachteten Systems bestehend aus langsamen harmonischen Oszillator und schnellen
Quartischen System kann es hier besta¨tigt werden.
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5.2 He´non-Heiles-Modell als schnelles Subsystem
Das weitaus bekannteste Modell, das niedrigdimensionales Hamiltonsches Chaos aufweist,
ist 1964 von He´non und Heiles eingefu¨hrt worden [40]. Es wurde urspru¨nglich entwickelt,
um die Bewegung eines Sternes in einem zylindrisch geformten galaktischen Potential zu
untersuchen. Man betrachtete hauptsa¨chlich die dynamische Entwicklung fu¨r sehr lange
Zeitra¨ume. Die zugeho¨rige Hamilton-Funktion weist die folgende Gestalt auf:
Hs = 1
2
(p20 + q
2
0 + p
2
1 + q
2
1) + q
2
0q1 −
1
3
q31. (5.19)
Das He´non-Heiles-System besteht also aus zwei gekoppelten harmonischen Oszillatoren,
wobei die Kopplung u¨ber kubische Koordinatenterme erfolgt. Die besondere Struktur des
korrespondierenden Potentials
Vs =
1
2
(q20 + q
2
1 + 2q
2
0q1 −
2
3
q31) (5.20)
ermo¨glicht den Einsatz dieses Modells auch zur Simulation von dreiatomigen Festko¨rper-
strukturen und von vibrierenden dreiatomigen Moleku¨len nach Abspaltung der Schwer-
punktsbewegung [41]. Es handelt sich gema¨ß Gl. (5.20) um ein asymmetrisches Potential
im Gegensatz zum vollsta¨ndig symmetrischen Potential des Quartischen Systems. Infolge
dessen ist eine Unterscheidung zwischer symmetrischer und asymmetrischer Ortsvariablen
entsprechend q0 und q1 mo¨glich. Es stellt sich die Frage, welche Auswirkungen die Ankopp-
lung u¨ber die symmetrische bzw. asymmetrische schnelle Ortsvariable auf den stationa¨ren
Zustand hat, den das volle System im Limes unendlich großer Zeit einnimmt, und inwieweit
wird durch das Eliminationsverfahren die richtige Beschreibung hierfu¨r geliefert.
Allerdings ist das He´non-Heiles-System ein schwierig handhabbares System. Dies wird
ersichtlich, wenn man bedenkt, dass erst oberhalb einer Energie E > 0.12 mehr als 50% des
Phasenraums von dem chaotischen See u¨berdeckt sind. Unterhalb dieser Energie ist das
He´non-Heiles-System weitgehend regula¨r. Im Zuge der Vergro¨ßerung der Gesamtenergie
ko¨nnen nach und nach die regula¨ren Tori zersto¨rt werden, wodurch der chaotische Bereich
wa¨chst. Dadurch wird die regula¨re Dynamik zunehmend verdra¨ngt. Dieser Prozess wird
jedoch bei einer Energie von E = 1
6
= 0.16667 beendet, denn oberhalb dieser Energie
verla¨sst das System den gebundenen Zustand. Der Phasenraum ist auch fu¨r diese maximal
mo¨gliche Energie weiterhin stark gemischt.
Die Verwendung des He´non-Heiles-Systems als schnelles Teilsystem ermo¨glicht also,
zwei wichtige Aspekte im Hinblick auf das Eliminationsverfahren zu untersuchen: Zum
einen die Bedeutung der Symmetrie des schnellen Potential hinsichtlich der Ankopplung
und zum anderen die Anwendbarkeit des Verfahrens bei chaotischer Dynamik mit ausge-
pra¨gtem gemischten Phasenraum. Die damit verbundenen Untersuchungen sind Ziel dieses
Abschnittes.
Gekoppeltes System
Im Hinblick auf die beschriebenen Untersuchungen erscheint es sinnvoll, das gekoppelte
System aus dem Abschnitt 5.1 beizubehalten und lediglich das schnelle Quartische Sy-
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stem durch das He´non-Heiles-System zu ersetzen. Auf diese Weise erha¨lt man das folgende
Hamiltonsche Gesamtsystem:
H = Hl + 1
ε
Hs +Hk mit (5.21)
Hl = 1
2
(Q2 + P 2) (harmonischer Oszillator) (5.22)
Hs = 1
2
(p20 + q
2
0 + p
2
1 + q
2
1 + 2q
2
0q1 −
2
3
q31) (He´non-Heiles-System) (5.23)
Hk = 1
2
κ(Q− qi)2 mit i = 0 oder 1 (harmonische Kopplung). (5.24)
Das Potential des He´non-Heiles-Systems ist nach Gl. (5.20) bezu¨glich seiner Ortskoordinate
q0 eine symmetrische Funktion, wa¨hrend es fu¨r die andere Ortskoordinate q1 asymmetrisch
ist. Demnach kann hier zwischen einer harmonischen Ankopplung (5.24) u¨ber die symme-
trische und asymmetrische schnelle Ortsvariable unterschieden werden.
5.2.1 Theoretisch vorhergesagte Fokker-Planck-Koeffizienten
Fu¨r die Anwendung des Eliminationsverfahrens mu¨ssen auch hier zuna¨chst die theoretisch
vorhergesagten Koeffizienten d0 bzw. d1 nach Gl. (2.42) und die Zustandsdichte Z (0) nach
Gl. (2.41) fu¨r das schnelle He´non-Heiles-System numerisch ausgewertet werden. Dazu emp-
fiehlt es sich, wie im letzten Abschnitt 5.1 vorzugehen. In der Abbildung 5.9 (a) ist der
Koeffizient d0 in Abha¨ngigkeit der Energie E berechnet. Betrachtet wurde bei der nume-
rische Auswertung die schnelle asymmetrische Ortsvariable q1. Dieser Koeffizient ist von
essentieller Bedeutung. Aus ihm ergeben sich unter Beru¨cksichtigung der Zustandsdich-
te Z(0) alle weiteren Koeffizienten. Man findet auch hier ein lineares Anwachsen mit der
Energie. Durch lineare Regression ergibt sich der Zusammenhang d0(E) ≈ 0.58E. Damit
ist d1 =
∂d0
∂E
≈ 0.58. Die Zustandsdichte wurde hier von Holger Kantz mit Hilfe einer
Monte-Carlo-Simulation bestimmt; es gilt ∂
∂E
lnZ(0) ≈ 1. Auf dieser Basis ko¨nnen wir nun
die zugeho¨rigen Da¨mpfungs- und Diffusionskoeffizienten nach Gl. (2.40) - (2.39) der redu-
zierten Bewegungsgleichung errechnen. Wir erhalten das Folgende:
γ˜ = κ2(d1 + d0
∂
∂E
lnZ(0)) ≈ 1.16κ2 (5.25)
D˜(2)PP (Q,P ) = κ
2(d0 − εH˜ld1) ≈ 0.58κ2(E − εH˜l). (5.26)
Die zugeho¨rigen Da¨mpfungs- und Diffusionsvorfaktoren ergeben sich hier zu:
γh2 := ε
2γ˜ = 1.16κ2ε2 und µh2 := 0.58κ
2ε. (5.27)
Damit erha¨lt man das Verha¨ltnis Ξh2 dieser Vorfaktoren (5.27) zu
Ξh2 :=
γh2
εµh2
= 2. (5.28)
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Der Zahlenwert dieses Verha¨ltnisses (5.28) ha¨ngt empfindlich von der Zustandsdichte Z (0)
des isolierten schnellen Teilsystems ab. Dies hatten wir auch schon bei dem Fall des ge-
koppelten Quartischen Systems und der stochastischen Kubomodelle aus Kapitel 3 gese-
hen. Dieses Verha¨ltnis ist unter anderem entscheidend fu¨r den im Langzeitlimes eingenom-
menen stationa¨ren Zustand der reduzierten Dichte und Ausdruck der hierbei geltenden
Fluktuations-Dissipations-Relation.
Die Da¨mpfungs- und Diffusionskoeffizienten in Gl. (5.25) - (5.26) sind auffa¨llig groß.
Sie sind ungefa¨hr zwanzig Mal gro¨ßer als im Falle des gekoppelten Quartischen Systems
und zwei Mal gro¨ßer als im Fall des Zweikubomodells. Der Vergleich der zugeho¨rigen Au-
tokorrelationsfunktionen fu¨r das Quartische System (Abb. 5.2 (c1) - (c3)) mit denen fu¨r
das He´non-Heiles-System (Abb. 5.9 (b1) - (b3)) zeigt einen wichtigen Unterschied auf:
Die Anfangsamplitude der zeitlich vera¨nderlichen Autokorrelationsfunktion entspricht im
Falle des Quartischen Systems grob gescha¨tzt 1
4
der Gesamtenergie. Im Falle des hier be-
trachteten He´non-Heiles-Systems ist diese gro¨ßer als 3
4
des Energiebetrages. Dies gibt einen
wichtigen Ausschlag bei dem Zeitintegral u¨ber die Autokorrelationsfunktion und damit fu¨r
den Koeffizienten d0.
Ein weiterer Unterschied besteht darin, dass im Falle des He´non-Heiles-Systems die
Autokorrelationen wesentlich langsamer zerfallen. Der Zerfallsprozess wird gegenu¨ber dem
Quartischen System von deutlich mehr und ausgepra¨gteren Oszillationen begleitet. Das
langsame Abklingen der Korrelationen ist die Folge eines Phasenraums mit stark ausge-
dehnten regula¨ren Bereichen. Selbst bei der maximalen Energie E = 0.166 sind regula¨re
Inseln von signifikanter Gro¨sse und Anzahl zu beobachten. Dies ersieht man aus den Poin-
care´-Schnitten 5.9 (c1) - (c3). Der langsame Korrelationszerfall ist einer der Hauptursachen
dafu¨r, dass die numerisch ermittelte Koeffizientenfunktion d0 fu¨r das freie und das gekoppel-
te He´non-Heiles-System weniger gut zusammenfallen als im Falle des Quartischen Systems
(siehe Teil-Abb. 5.9 (a)).
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Abbildung 5.9: Numerische Auswertung der theoretisch vorhergesagten Koeffizienten der reduzier-
ten Bewegungsgleichung (2.36) fu¨r das He´non-Heiles-System: (a) d0 nach Gl. (2.42) fu¨r freien (s.
Gl. (5.19)) und gekoppelten Fall (s. Gl. (5.21) - (5.24)). Fu¨r das isolierte He´non-Heiles-System: (b1)
- (b3) schnelle Autokorrelationfunktion der Ortskoordinate q1 und (c1) - (c1) zugeho¨rige Poincare-
Schnitte zu unterschiedlichen Gesamtenergien.
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5.2.2 Langzeitverhalten: Einfluss regula¨rer Regionen und der An-
kopplung
Im letzten Unterabschnitt wurden die erforderlichen Da¨mpfungs- und Diffusionskoeffizi-
enten auf der Grundlage des isolierten He´non-Heiles-Systems fu¨r die reduzierte Bewe-
gungsgleichung (2.36) bestimmt. Dabei wurde die Auswertung anhand der asymmetrische
schnelle Ortsvariable q1 durchgefu¨hrt. Damit ko¨nnen die in der Einleitung dieses Kapitels
angeku¨ndigten Untersuchungen durchgefu¨hrt werden. Ziel der Untersuchungen ist es zu
u¨berpru¨fen, mit welcher Gu¨te das Langzeitverhalten des langsamen harmonischen Oszilla-
tors auf der Basis des Eliminationsverfahrens vorhergesagt werden kann, wenn das schnelle
System asymmetrisch und nicht vollsta¨ndig chaotisch ist.
Langzeitverhalten: Reduzierte stationa¨re Dichte
Wie wir sowohl im Falle des gekoppelten Quartischen Systems als auch im Zusammenhang
mit den Pseudo-Hamiltonschen Kubomodellen gesehen haben, eignet sich die reduzier-
te stationa¨re Dichte fu¨r Untersuchungen zum Langzeitverhalten. Sie repra¨sentiert gema¨ß
ihrer Definition den Zustand, dem sich das reduzierte System im zeitlichen Ablauf asym-
ptotisch na¨hert. Wie die reduzierte stationa¨re Dichte numerisch bestimmt wird, wurde
sowohl im Abschnitt u¨ber das gekoppelte Quartische System (siehe Abs. 5.1) als auch im
Rahmen der stochastischen Kubomodelle (siehe Kapitel 3) detailiert erla¨utert. Wir wollen
daher direkt zu den Resultaten u¨bergehen. In Abbildung 5.10 ist die reduzierte Dichte des
langsamen harmonischen Oszillators fu¨r eine ausgepra¨gte Zeitskalentrennung ε = 0.02 und
eine Kopplungsta¨rke von κ = 4 bestimmt worden. Dabei wurde das gekoppelte System
zu der maximalen Energie E = 0.166 berechnet, um in gewissen Grenzen sicherzustellen,
dass die Dynamik des angekoppelten He´non-Heiles-Systems nicht vollsta¨ndig regula¨r durch
den Energieaustausch wird. In der Abb. 5.10 (a) ist die reduzierte stationa¨re Dichte durch
die numerische Simulation des vollgekoppelten Systems in einer dreidimensionalen Darstel-
lung abgebildet. Hier wurde eine harmonische Ankopplung u¨ber die schnelle asymmetrische
Orstvariable q1 betrachtet. Diese Dichte wurde ebenfalls mit Hilfe der zugeho¨rigen reduzier-
ten Bewegungsgleichung berechnet. Sie ist in der Abb. 5.10 (b) dargestellt. Der Vergleich
dieser Dichteverteilungen wird hier mittels Querschnitten parallel zur Achse der langsamen
Orts- und Impulsvariablen durchgefu¨hrt. Die damit verbundene Gegenu¨berstellung in den
Abbildungen 5.10 (c1) und (c2) zeigt auf eindrucksvolle Weise die hohe Gu¨te mit der das
Langzeitverhalten hierbei durch das Eliminationsverfahren vorhergesagt wird. Die durch
Simulation gewonnenen Werte der reduzierten Dichte (blaue Kreissymbole) liegen nahezu
ohne Abweichung auf den theoretisch berechneten Kurven (rote Linien). Damit erweist sich
das Eliminationsverfahren selbst im schwierigen Fall schneller Dynamik, mit stark ausge-
pra¨gt gemischten Phasenraum, als erfolgreich. Dieser letzte Punkt ist besonders wichtig,
da gerade fu¨r derartige Fa¨lle die Anwendbarkeit des Eliminationsverfahrens bisher nicht
abschließend gekla¨rt war.
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Abbildung 5.10: Langzeitverhalten: (Reduzierte) stationa¨re Dichte des langsamen harmonischen Os-
zillators (gekoppelt an das He´non-Heiles-System): (a) Simulation (des vollen Systems), (b) Theorie,
(c1)-(c2) Vergleich im Querschnitt (rote Linien: theoretische Vorhersage, blaue Kreissymbole: nume-
risch bestimmte Werte). Parameter ε = 0.02, κ = 4, E = 0.166.
Einfluss von symmetrischer und asymmetrischer Ankopplung
Schließlich ist unsere letzte Untersuchung dem Aspekt der Ankopplung gewidmet. Diese
Untersuchung erscheint sinnvoll, wenn eine Unterscheidung zwischen symmetrischen und
asymetrischen Koordinaten gegeben ist. Dies ist in der Tat bei dem betrachteten He´non-
Heiles-System der Fall. Die reduzierte stationa¨re Dichte des langsamen harmonischen Os-
zillators ist in Abbildung 5.10 (a) durch die Simulation des vollgekoppelten Systems bei
harmonischer Ankopplung u¨ber die schnelle asymmetrische Ortsvariable q1 gewonnen wor-
den. Die harmonische Kopplung hat die Form 1
2
κ(Q− q1)2. Im na¨chsten Schritt wurde zu
den selben Parametern die reduzierte stationa¨re Dichte bei Ankopplung u¨ber die schnel-
le symmetrische Ortsvariable q0 auf dieselbe Weise numerisch bestimmt. In Abbildung
5.11 sind die durch symmetrische und asymmetrische Ankopplung ermittelten reduzierten
Dichte im Querschnitt sowohl bezu¨glich der langsamen Ortsachse Q als auch der Impul-
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Abbildung 5.11: Vergleich der stationa¨re Dichte des langsamen harmonischen Oszillators bei An-
kopplung u¨ber die symmetische Ortsvariable q0 und u¨ber die asymmetische q1 des schnellen He´non-
Heiles-Systems: Vergleich im Querschnitt: (a) bezu¨glich langsamer Ortsvariablen Q und (b) bezu¨glich
langsamer Impulsvariablen P (Parameter ε = 0.02, κ = 4, E = 0.166).
sachse P gemeinsam aufgetragen. Aus dem graphischen Vergleich ersieht man eine perfekte
U¨berstimmung beider Verteilungen. Demzufolge spielt also die Ankopplung bezu¨glich der
schnellen symmetrischen bzw. asymmetrische Variablen keine Rolle fu¨r die Langzeitent-
wicklung des langsamen Systems.
Kuzzeitverhalten: Momente
Bisher ging es ausschließlich um das Langzeitverhalten. Wie steht es mit dem zugeho¨ri-
gen Kurzzeitverhalten? Spielen hier die regula¨ren Gebiete im He´non-Heiles-System eine
wesentliche Rolle? Dazu wollen wir, wie auch in den vorhergehenden Beispielsystemen, die
Zeitentwicklung der Momente ansehen. Speziell soll das mit der mittleren kinetischen Ener-
gie korrespondierende Moment 〈P 2〉 zur festen langsamen Anfangsbedingung Q0 = P0 = 0
betrachtet werden. In Abb. 5.12 ist die dynamische Entwicklung dieser Gro¨ße, die sich auf
der Basis der Fokker-Planck-Gleichung (2.36) ergibt, mit der tatsa¨chlichen, die aus der Si-
mulation des gekoppelten Systems resultiert, verglichen. Einmal fu¨r einen sehr kleinen Zeit-
raum von t = 3 Zeiteinheiten (Abb. 5.12 (a)), und dann fu¨r ein etwas la¨ngeres Zeitintervall
von t = 20 Zeiteinheiten (Abb. 5.12 (b)). Aus dem Vergleich ersieht man eine weniger gu-
te U¨bereinstimmung zwischen dem theoretisch vorhergesagten und dem durch numerische
Simulation gewonnenen Kurzzeitverhalten. Das Langzeitverhalten hingegen wurde nahezu
perfekt durch die reduzierte Bewegungsgleichung reproduziert (s. letzten Abschnitt). Zum
einen sind die periodischen Oszillationen, die dem steilen Anstieg von 〈P 2〉 innewohnen,
wesentlich ausgepra¨gter als von der Theorie vorhergesagt (Teil-Abb. (b)). Zum anderen be-
obachtet man systematische Abweichungen, die besonders stark fu¨r sehr kurze Zeitdauern
in Erscheinung treten. In der Abb. 5.12 (a) ist das der Fall. Ermutigend ist die Tatsache,
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Abbildung 5.12: Vergleich theoretisch vorhergesagter und durch numerische Simulation berechneter
Zeitentwicklung der langsamen kinetische Energie 〈P 2〉 des harmon. Osz. (gekoppelt mit He´non-
Heiles-System): (a) Kurzzeitverhalten bis t = 3 bzw. t = 20. (Parameter: ε = 0.02, κ = 2 und
E = 0.166, Anfangsbedingung: Q0 = P0 = 0)
dass sowohl die Periodizita¨t der Oszillationen als auch der Anstieg von 〈P 2〉 durch die
reduzierte Bewegungsgleichung na¨herungsweise richtig wiedergegeben wird.
Die beobachteten Diskrepanzen hinsichtlich des Kurzzeitverhaltens sind auf die nicht
hinreichende chaotische Dynamik des schnellen He´non-Heiles-System zuru¨ckzufu¨hren. Der
Grund hierfu¨r ist dessen gemischter Phasenraum mit zum Teil großen regula¨ren Regionen.
Dies macht sich versta¨ndlicher Weise fu¨r kurze Zeiten besonders negativ bemerkbar.
Bemerkung zum Kurzzeitverhalten
Fu¨r das Kurzzeitverhalten ist eine wesentlich schlechtere Vorhersage auf der Grundlage
des Eliminationsverfahrens zu erwarten, da die Korrelationen im schnellen He´non-Heiles-
System sehr langsam zerfallen (s.a. Abbildungen 5.9 (b1) - (b3) fu¨r die zeitliche Entwicklung
der Autokorrelationsfunktion des isolierten He´non-Heiles-Systems). Die Zeitskala, auf der
die Korrelationen abgeklingen, ist vergleichbar mit der langsamen Zeitskala. Dazu betrachte
man beispielsweise eine Zeitskalentrennung von z.B. ε = 0.01. Die Autokorrelationen zer-
fallen bei einer Energie von z.B. E = 0.166 auf der schnellen Zeitskala von scha¨tzungsweise
τ = 100. Das kann auf die langsame Zeit umgerechnet werden, und ergibt sich zu τl = 1.
Das bedeutet eine Dominanz von nicht-Markovschen Effekten fu¨r verha¨ltnisma¨ßig lange
Zeitintervalle. Demnach ist fu¨r kurze Zeitintervalle das Eliminationsverfahren in diesem
Fall nicht anwendbar, da die erforderlichen Voraussetzungen nicht mehr gegeben sind. Das
vorrangige Ziel, welches mit dem Eliminationsverfahren allgemein verfolgt wird, ist nicht die
Beschreibung und Vorhersage des Kurzzeitverhaltens, sondern des Langzeitverhaltens der
langsamen Meßgro¨ßen. Damit stellt diese Erkenntnis keine grundsa¨tzliche Einschra¨nkung
der Brauchbarkeit des Verfahrens dar.
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5.3 Ho¨herdimensionales Chaos: 6-dimensionales Sy-
stem
In den vorangegangenen Abschnitten 5.1 und 5.2 wurden zwei gekoppelte Hamiltonsche
Systeme mit unterschiedlichen chaotischen Teilsystemen untersucht. Als langsames Sub-
system wurde stets der harmonische Oszillator gewa¨hlt. Trotz der Unterschiede zwischen
dem Quartischen System und dem He´non-Heiles-System, welche als schnelle Subsysteme
verwendet wurden, ergab sich in beide Fa¨llen ein a¨hnliches Verha¨ltnis von Da¨mpfungs-
und Diffusionsfaktor. Sie betrug im Falle des gekoppelten He´non-Heiles-System Ξh2 = 2
(Gl. (5.28)) und beim gekoppelten Quartischen System Ξh1 = 1.7 (Gl. (5.18)). Dies hat
sich wiederum in einer a¨hnlich gestalteten stationa¨ren Dichte-Verteilung des reduzierten
langsamen Oszillatorsystems niedergeschlagen. Eine a¨hnlich geformte, reduzierte stationa¨re
Dichte konnte bereits im Zusammenhang mit dem Zweikubomodell im Kapitel 3 beobachtet
werden. Im zugeho¨rigen Abschnitt 3.7 konnte gezeigt werden, dass mit wachsender Zahl
schneller Freiheitsgrade die reduzierte stationa¨re Dichte des jeweiligen n-Kubo-Systems
sich zunehmend der Boltzmann-Verteilung anna¨herte. Im thermodynamischen Limes von
unendlich vielen schnellen Freiheitsgraden konvergierte diese Dichte schließlich gegen die
Boltzmann-Verteilung. Hierbei verschob sich mit zunehmender Anzahl der angekoppelten
schnellen Kubo-Oszillatoren das Verha¨ltnis von Da¨mpfungs- und Diffusionsfaktor zu Gun-
sten der Da¨mpfung. Der Grund hierfu¨r ist, dass die Da¨mpfung mit der Zahl der angekop-
pelten Kubo-Oszillatoren anwa¨chst, wa¨hrend die Diffusion im Wesentlichen unvera¨ndert
bleibt. Es stellt sich die Frage, ob ein a¨hnlicher Effekt auch fu¨r gekoppelte zweiskalige
Systeme mit schnellen chaotischen Subsystemen existiert. Dies ist zu erwarten, da die
chaotische Dynamik bezu¨glich ihres Zerfallsverhaltens hinsichtlich der Korrelationen eine
gewisse Wesensverwandtschaft zu den stochastischen Prozessen aufweist. Je nach Typ des
chaotischen Systems wird sich dieser Limes unterschiedlich gestalten. Das erkennt man
durch Gegenu¨berstellung der schnellen Zustandsdichte: Fu¨r das Quartische System findet
man den Zusammenhang Z (0)(E) ∼ E0.7 (siehe Abs. 5.1), wohingegen sich fu¨r das He´non-
Heiles-System eine Beziehung Z (0)(E) ∼ E (siehe Abs. 5.2) ergibt. Die Zustandsdichte Z (0)
weist eine empfindlich Abha¨ngigkeit von der speziellen Auspra¨gung der schnellen Dynamik
auf. Sie bestimmt hier maßgeblich das Verha¨ltnis von Da¨mpfungs- und Diffusionsfaktor
und somit auch die zugeho¨rige Fluktuations-Dissipations-Relation.
Die hier aufgeworfene Frage wird in diesem Abschnitt keiner detaillierten Untersuchung
unterzogen. Vielmehr soll in Hinblick auf eine Grenzwertbildung bezu¨glich der Zahl der
Freiheitsgrade (thermodynamischer Limes) das Quartische System erweitert werden. Dazu
wird ein 6-dimensionales Hamiltonsches System vorgeschlagen, dessen Hamiltonian die
folgende Form besitzt:
H6 dims =
1
2
(p20 + q
2
0 + p
2
1 + q
2
1 + p
2
2 + q
2
2 + q
2
0q
2
1 + q
2
0q
2
2 + q
2
1q
2
2) (5.29)
Wie man sieht, besteht es aus drei harmonischen Oszillatoren, die u¨ber quartische Kopp-
lungsterme miteinander verbunden sind. Wegen der Analogie zum Quartischen System
werden wir in Zukunft gelegentlich vom 6-dimensionalen Quartischen System sprechen.
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Gekoppeltes System
Fu¨r die anschließenden Untersuchungen wird folgende Komposition von Subsystemen ver-
wendet:
H = Hl + 1
ε
Hs +Hk mit (5.30)
Hl = 1
2
(Q2 + P 2) (harmonischer Oszillator) (5.31)
Hs = H6 dims (6-dim. Quartisches System) (5.32)
Hk = 1
2
κ(Q− q0)2 (harmonische Kopplung). (5.33)
Der harmonische Oszillator wird auch hier als langsames System beibehalten.
5.3.1 Lyapunov-Exponenten
Die dynamischen Eigenschaften des vorgeschlagenen 6-dimensionalen Systems sind bisher
unbekannt. Aufgrund der starken strukturellen Verwandtschaft zum Quartischen System
ist anzunehmen, dass es sich in vielen Aspekten a¨hnlich verha¨lt. Ob dies tatsa¨chlich der
Fall ist, wird im Folgenden mittels Berechnung des maximalen Lyapunov-Exponenten nach
Gl. (5.9) untersucht. Dieses Vorgehen ist sinnvoll, da gerade das irregula¨re Verhalten im
Zusammenhang mit der Eliminationsmethode von Interesse ist. Die Betrachtung von Poin-
care´-Schnitten ist schwierig aufgrund der gro¨ßeren Zahl der Dimensionen.
In Abbildung 5.13 sind einige Ergebnisse aus der Bestimmung des maximalen Lyapunov-
Exponenten fu¨r das freie und das gekoppelte 6-dimensionale Quartische System zusammen-
getragen. Aus der Abb. 5.13 (c) ersieht man, dass die Vergro¨ßerung der Energie des freien
6-dimensionalen Quartischen Systems Hand in Hand mit einem Anwachsen des positi-
ven Lyapunov-Exponenten (blaue Kreissymbole) geht. Der Kurvenverlauf stimmt in seiner
Gestalt mit dem des einfachen Quartischen Systems (gru¨ne, durchgezogene Linie) u¨be-
rein. Er ist lediglich gegenu¨ber dieser (parallel zur Energie-Achse) zu kleineren Werten des
Lyapunov-Exponenten verschoben. Der steile Anstieg bis zu einer Energie E = 50 wird
abgelo¨st von einem zunehmend abflachenden Verlauf. Es ist anzunehmen, dass sich dies
genau wie im Falle des Quartischen Systems auf die Schrumpfung der regula¨ren Regio-
nen zuru¨ckfu¨hren la¨sst, da oberhalb eines bestimmten Energiewertes nahezu alle regula¨ren
Bereiche verschwunden sind (siehe Abb. 5.1, Abs. 5.1). Ab diesem Energiewert wa¨chst
die Irregularita¨t des Systems und damit der Lyapunov-Exponent schwa¨cher an. Zusa¨tzlich
sind zu drei unterschiedlichen Zeitskalenparametern ε die Kurvenverla¨ufe des gekoppelten
6-dimensionalen Systems aufgetragen. Sie sind denen des freien chaotischen Systems sehr
a¨hnlich. Im Gegensatz zum einfachen Quartischen System u¨bersteigen die beobachteten
Lyapunov-Exponenten mit zunehmender Zeitskalentrennung immer sta¨rker die zugeho¨ri-
gen Lyapunov-Exponenten des freien Systems und na¨hern sich den Werten des Quartischen
Systems an. Demnach fu¨hrt die Ankopplung in Verbindungen mit einer ausgepra¨gten Zeits-
kalentrennung zu einer Versta¨rkung des chaotischen Verhaltens bei dem 6-dimensionalen
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Abbildung 5.13: Maximaler Lyapunov-Exponent des schnellen 6-dimensionalen Teilsystems λs. Va-
riation des: (a) Zeitskalenparemters ε und der Energie E bei fester Kopplungssta¨rke κ = 1, (b) des
Zeitskalenparemters ε und der Kopplungssta¨rke κ bei fester Energie E = 200 und (c) in Abha¨ngig-
keit von der Energie E sowohl fu¨r das freie als auch das gekoppelte System (verschiedene ε) bei
fester Kopplungssta¨rke κ = 1 (Gru¨ne Kurve: freies Quartisches System). Bei dem gekoppelten 6-dim.
Quartischen System ist immer die im zeitlichen Mittel vorliegende Energie gemeint.
System. Eine a¨hnliche Beobachtung konnte im Zusammenhang mit den gekoppelten sym-
plektischen Abbildungen in Kapitel 4 gemacht werden.
In der Abb. 5.13 (a) ist der maximale Lyapunov-Exponent bei systematischer Variation
des Zeitskalenparameters ε und der Energie E des gekoppelten 6-dimensionalen Systems be-
rechnet worden. Wa¨hrend in der Abb. 5.13 (b) anstelle der Energie E die Kopplungssta¨rke
κ variiert wird. Die Resulate sind a¨hnlich den entsprechenden Untersuchungen des ein-
fachen Quartischen Systems (siehe Abb. 5.5). Der wesentliche Unterschied besteht darin,
dass der maximale Lyapunov-Exponent hier ungefa¨hr um 10% kleiner ausfa¨llt. Der hier
beobachtete Einbruch des Lyapunov-Exponenten bei schwacher Zeitskalentrennung und
wachsender Kopplungsta¨rke (Teil-Abb. 5.13 (b))belegt, zu welch negativer Verkettung eine
derartige Konstellation fu¨r die Irregularita¨t im schnellen System fu¨hren kann.
Die Untersuchungen auf der Basis des maximalen Lyapunov-Exponenten besta¨tigen die
Vermutung, dass das hier betrachtete 6-dimensionale System ein a¨hnliches dynamisches
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Abbildung 5.14: Numerische Auswertung der theoretisch vorhergesagten Koeffizienten (bzw. Zu-
standssumme) der reduzierten Bewegungsgleichung (2.36) fu¨r des 6-dim. Quartische System: (a) d0
nach Gl. (2.42) fu¨r freien (s. Gl. (5.30)) und gekoppelten Fall (s. Gl. (5.33) - (5.5)). Fu¨r das iso-
lierte 6-dim. Quartische System: (b) Zustandsdichte Z(0) nach Gl. (5.6) und (c1) - (c3) schnelle
Autokorrelationfunktion der Ortskoordinate q0 zu unterschiedlichen Gesamtenergien.
Verhalten wie das einfache Quartische System aufweist.
5.3.2 Theoretisch vorhergesagte Fokker-Planck-Koeffizienten
Um die allgemeine reduzierte Bewegungsgleichung (2.36) fu¨r das vorliegende gekoppelte
System zu spezifizieren, ist die Auswertung der zugeho¨rigen Da¨mpfungs- und Diffusionsko-
effizienten nach Gl. (2.39) und Gl. (2.40) vorzunehmen. Dies geschieht ganz analog zu den
vorhergehenden Beispielen. Das heißt, es mu¨ssen erneut die Koeffizienten d0 bzw. d1 nach
Gl. (2.42) und die Zustandsdichte Z (0) nach Gl. (2.41) bestimmt werden. Die Zustands-
dichte kann aufgrund der Symmetrie des 6-dimensionalen Systems genau wie im Falle des
einfachen Quartischen Systems, auf ein elliptisches Integral zuru¨ckgefu¨hrt werden (siehe
Anhang B). Wir erhalten nach numerischer Bestimmung des Integrals Z (0) ∼ E1.5 (s.
Abb. 5.14 (b)). Den Koeffizienten d0 gewinnen wir durch Auswerten des Zeitintegrals u¨ber
die Autokorrelationsfunktion des 6-dimensionalen Systems. In Abbildung 5.14 (a) ist das
zu verschiedenen Energien durchgefu¨hrt worden und zwar sowohl fu¨r den freien als auch fu¨r
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den gekoppelten Fall. Sie liegen nahezu deckungsgleich auf einer Geraden. Es la¨sst sich in
sehr guter Na¨herung eine lineare Beziehung d0(E) ≈ 0.0078E aufstellen. Dieses Verhalten
stimmt mit den Beobachtungen, die wir in den vorangehenden Abschnitten machen konnte,
u¨berein. Es wird erneut die Richtigkeit der Annahme besta¨tigt, wonach es ausreichend ist
d0 ausschließlich unter Verwendung des freien chaotischen Systems zu bestimmen. Diese
Na¨herung ergibt sich im Rahmen der ε-Entwicklung des Eliminationsverfahrens.
Damit ergibt sich d1 =
∂d0
∂E
≈ 0.0078. Auf der Basis dieser Koeffizienten ko¨nnen nun die
Da¨mpfungs- und Diffusionskoeffizienten aufgestellt werden:
γ˜ = κ2(d1 + d0
∂
∂E
lnZ(0)) ≈ 0.0195κ2 (5.34)
D˜
(2)
PP (Q,P ) = κ
2(d0 − εH˜ld1) ≈ 0.0078κ2(E − H˜l). (5.35)
Es ergeben sich also die zugeho¨rigen Da¨mpfungs- und Diffusionsfaktoren zu:
γh3 := 0.0195κ
2ε2 und µh3 := 0.0078κ
2ε. (5.36)
Das Verha¨ltnis Ξh3 dieser Faktoren (5.36) ist
Ξh3 :=
γh3
εµh3
= 2.5. (5.37)
Dieses Verha¨ltnis ist um ein Drittel gro¨ßer als beim Quartischen System nach Gl. (5.18).
Im Abschnitt 5.3.4 werden wir untersuchen, welche Konsequenzen dies fu¨r den im Lang-
zeitlimes eingenommenen Zustand der reduzierten stationa¨ren Dichte hat.
An dieser Stelle sei noch auf den raschen Zerfall der Korrelationen im betrachteten
6-dimensionalen System hingewiesen. Dies kann anhand der Abbildungen 5.14 (c1), (c2)
und (c3) zu verschiedenen Energiewerten nachvollzogen werden. Die Amplitude der Auto-
korrelationsfunktion zu allen drei Energiewerten E = 20, E = 90 und E = 200 geht nahezu
gleich schnell gegen Null. Der Zerfallsprozess ist von sehr wenigen Oszillationsdurchga¨ngen
gekennzeichnet. Aus dem Vergleich mit dem Quartischen System (siehe Abb. 5.2) stellt man
fest, dass die Autokorrelationen zu entsprechenden Energiewerten hier wesentlich schneller
verklingen.
5.3.3 Numerische Diffusionsbestimmung
Im letzten Abschnitt wurde der theoretisch zu erwartende Diffusionskoeffizient (5.35) fu¨r
das gekoppelte 6-dimensionale Quartische System bestimmt. Hier mo¨chten wir diesen mit
der tatsa¨chlich beobachtbaren Diffusion vergleichen. Dazu wird das vollgekoppelte System
simuliert und mit Hilfe des empirischen Verfahrens (3.60) (siehe Abs. 3) (in Verbindung
mit der Gittermethode) die Diffusion numerisch ermittelt. In Abb. 5.15 wurde hierzu die
Diffusionskomponente D(2)PP an der Stelle Q = 0 als Funktion des langsamen Impulses P
berechnet. Die rote Kurve entspricht der theoretischen Vorhersage und die blauen Kreis-
symbole der Diffusionswerte, welche durch das empirische Verfahren gewonnen wurden.
Diese Werte liegen relativ gut auf der theoretisch vorgegebenen Kurve. Damit wird die im
Rahmen des Eliminationsverfahrens theoretisch vorhergesagte Diffusion besta¨tigt.
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Abbildung 5.15: Diffusion des langsamen harmonischen Oszillators: Numerisch berechnete Diffusi-
onskomponente D
(2)
PP mit Hilfe des empirischen Verfahren (s. Gl. (3.60) in Kombination mit Gitterme-
thode) bei Simulation des vollgekoppelten 6-dim. Quartischen Systems (s. Gl. (5.30) - (5.33)): Schnitt
entlang der Impulsachse P bei Q = 0: rote Linien: theoretische Vorhersage und blaue Kreissymbole:
numerische bestimmte Werte D
(2)
PP . (Parameter fu¨r: ε = 0.01, κ = 2 und E = 300.)
5.3.4 Einfluss der schnellen Dimensionen auf das Zeitverhalten
Durch die zuvor bestimmten theoretischen Fokker-Planck-Koeffizienten (5.34) - (5.35) ist
die reduzierte Bewegungsgleichung (2.36) fu¨r den langsamen harmonischen Oszillator, wel-
cher mit dem 6-dimensionalen Quartischen System gekoppelt ist, festgelegt. Mit ihrer Hilfe
kann die zeitliche Entwicklung des langsamen harmonischen Oszillators vorhergesagt wer-
den. Das Ziel dieses Abschnitts ist zu untersuchen, welche A¨nderungen sich fu¨r die redu-
zierte Dynamik ergeben, wenn man vom vierdimensionalen Quartischen System zu seinem
sechsdimensionalen Analogon u¨bergeht. Auf der Grundlage der zugeho¨rigen reduzierten
stationa¨ren Dichte werden diese vergleichenden Untersuchungen durchgefu¨hrt. Wir wollen
hier einige Betrachtungen zu der eingangs gestellten Frage nach dem thermodynamischen
Limes anstellen und fragen, welchen Einfluss die Vergro¨ßerung der Anzahl schneller Frei-
heitsgrade auf die reduzierte Dynamik ausu¨bt und inwieweit das Eliminationsverfahren die
richtige Beschreibung dafu¨r liefert.
Langzeitverhalten: Reduzierte stationa¨re Dichte
In Abbildung 5.16 ist fu¨r das volle gekoppelte System die theoretisch vorhergesagte der
durch die Simulation gewonnenen, reduzierten stationa¨ren Dichte gegenu¨bergestellt. Hier-
bei wurde eine ausgepra¨gte Trennung von schneller und langsamer Zeitskala mit ε = 0.025
und eine Kopplungssta¨rke von κ = 2.5 gewa¨hlt. Fu¨r die Simulation wurde hierbei die
reskalierte Energie Er =
E
ε
verwendet.
Aus der Abbildung 5.16 ersieht man zweierlei: Zum einen wird durch die theoretisch
vorhergesagte stationa¨re Dichte die tatsa¨chlich beobachtete Dichteverteilung des langsamen
Oszillatorsystems nahezu perfekt reproduziert, wie in den Abbildung 5.16 (a) und (b)
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Abbildung 5.16: Langzeitverhalten: (Reduzierte) stationa¨re Dichte des langsamen harmonischen Os-
zillators gekoppelt an das 6-dimensionale Quartische System: (a) Simulation, (b) Theorie, (c1)-(c2)
Vergleich im Querschnitt (rote Linien: Theorie, blaue Kreissymbole: Numerik ). Parameter ε = 0.025,
κ = 2.5, E = 375 (Simulation mit reskalierte Energie).
deutlich zu sehen ist. Noch klarer zeigen die Querschnitts-Abbildungen 5.16 (c1) und (c2),
die durch Aufschneiden der reduzierten stationa¨ren Dichte parallel zur Q- und P-Achse
gewonnen werden, die quantitativ sehr gute U¨bereinstimmung.
Zum anderen fa¨llt die reduzierte stationa¨re Dichte wesentlich schwa¨cher zu den Ra¨ndern
hin ab als im Falle des einfachen Quartischen Systems (vergleiche Abb. 5.8). Dieser vera¨nder-
te Abfall der reduzierten Dichte, die ihre Parabelform verloren hat, muss auf die vergro¨ßerte
Anzahl schneller Freiheitsgrade zuru¨ckgefu¨hrt werden. Denn gegenu¨ber dem gekoppelten
einfachen Quartischen System wurde hier ausschließlich dies vera¨ndert. In der entsprechen-
den Diskussion fu¨r die stochastisch angetriebenen Kubomodelle in Kapitel 3 (anla¨sslich
des thermodynamischen Limes) war die wesentliche Aussage, dass mit wachsender Zahl
der einkoppelnden schnellen Kubo-Oszillatoren die Da¨mpfung wuchs. Ein derartiges Ver-
halten kann auch hierbei festgestellt werden. Dies wird ersichtlich aus dem Vergleich der
ermittelten Verha¨ltnisse Ξ von Da¨mpfungs- und Diffusionsfaktor fu¨r den Fall der Ankopp-
lung des Quartischen Systems mit der Ankopplung des sechsdimensionalen Analogons.
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Abbildung 5.17: Vergleich theoretisch vorhergesagter und durch numerische Simulation berechneter
Zeitentwicklung der langsamen kinetische Energie 〈P 2〉 des harmon. Osz. (gekoppelt mit 6-dim. Quar-
tischen System): (a) Kurzzeitverhalten bis t = 3 (b) bzw. t = 20. Parameter: ε = 0.02, κ = 2 und
E = 200 (Simulation mit reskalierte Energie).
In Abschnitt 5.3.2 ergibt sich auf der Basis des Eliminationsverfahrens ein um ein Drit-
tel vergro¨ßertes Verha¨ltnis Ξh3 = 2.5 (siehe Gl. (5.37)) fu¨r die Dynamik des langsamen
harmonischen Oszillators bei Ankopplung des 6-dimensionalen Quartischen Systems. Das
Modellpotential fu¨r das Quartische System la¨sst sich leicht verallgemeinern, so dass ho¨her-
dimensionale Systeme konstruiert werden ko¨nnen. Es ist zu erwarten, dass das Verha¨ltnis Ξ
fu¨r das reduzierte System dann mit der Ankopplung zunehmend ho¨herdimensionaler Quar-
tischer Systeme wa¨chst. Auf diese Weise kann im Grenzfall von unendlich vielen chaotischen
Freiheitsgraden, genau wie bei den n-Kubomodellen, der thermodynamische Limes durch-
gefu¨hrt werden. Falls der thermodynamische Limes existiert, wu¨rde man hierbei erneut
die Boltzmann-Verteilung erhalten. Das angekoppelte schnelle chaotische System verha¨lt
sich mit wachsender Zahl seiner Freiheitsgrade zunehmend mehr als Wa¨rmebad im Bezug
auf den langsamen harmonischen Oszillator. Das Eliminationsverfahren beschreibt die-
ses Verhalten korrekt, da das schnelle chaotische System hierbei als endlich-dimensionales
Wa¨rmereservoir interpretiert wird.
Kurzzeitverhalten: Momente
Abschließend wollen wir noch das Kurzzeitverhalten betrachten. In Abbildung 5.17 (a) - (b)
ist die zeitliche Entwicklung anhand des quadratische Moments 〈P 2〉 dargestellt. Die Vor-
hersage dieser langsamen Gro¨ße ergibt sich nach dem Eliminationsverfahren ganz analog
zum Beispiel des gekoppelten Quartischen Systems in Abschnitt 5.1.5. Das entsprechende
Gleichungssystem ist von derselben Form wie Gl. (5.12) - (5.14). Auch das zeitliche Ver-
halten der mittleren kinetischen Energie 〈P 2〉 ist qualitativ von derselben Art, wie im Falle
des gekoppelten Quartischen Systems (siehe Abb. 5.6 und Abschnitt 5.1.5 fu¨r Details).
Entscheidend ist, dass auch hier eine gute Vorhersage auf der Grundlage des Eliminati-
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onsverfahrens fu¨r das Kurzzeitverhalten von 〈P 2〉 gelingt. Dies wird durch die Abb. 5.17
(a) fu¨r ein sehr kurzes Zeitintervall bis t = 3 und durch die Abb. 5.17 (b) fu¨r ein etwas
ausgedehnteres Intervall bis t = 20 besta¨tigt. Die gemeinsam aufgetragenen Kurven der
theoretisch vorhergesagten und durch Simulation des vollen Systems bestimmten Gro¨ße
〈P 2〉 liegen dicht beieinander.
Die beobachteten Abweichungen sind auch hier auf nicht-Markovsche Effekte zuru¨ck-
zufu¨hren (vgl. Unterabs. 5.1.5, Abs. 5.1).
Kapitel 6
Anwendungen II: Wasserstoff-Atom
im homogenen Magnetfeld
Im Kapitel 5 wurde das Eliminationsverfahren an einer Reihe von gekoppelten Modellsy-
stemen erprobt. Dabei spielten vorwiegend mathematische Modellsysteme eine Rolle, fu¨r
die keine physikalische Realisierung existiert. In diesem letzten Kapitel wollen wir das vor-
geschlagene Verfahren zur Elimination von chaotischen Freiheitsgraden auf ein tatsa¨chlich
existierendes System anwenden.
Im Falle von Hamiltonschen Systemen ist wohl eines der einfachsten realistischen Bei-
spiele, bei denen der U¨bergang von regula¨rem Verhalten zu Chaos beobachtet werden kann,
das Wasserstoff-Atom in einem homogenen Magnetfeld. Es verfu¨gt infolge des großen Mas-
senunterschieds von Kern und Elektron u¨ber eine besonders ausgepra¨gte Zeitskalentren-
nung zwischen Relativ- und Schwerpunktbewegung auf der atomaren Zeitskala.
Seine Dynamik wurde sowohl theoretisch [42, 43, 44] als auch experimentell [45] in
den letzten Jahrzehnten mit einer enorm hohen Genauigkeit untersucht. Insbesondere die
schnelle chaotische Relativbewegung des Elektrons bezu¨glich des Kerns war Gegenstand
zahlreicher wissenschaftlicher Abhandlungen. Die langsame Schwerpunktbewegung hinge-
gen wurde zumeist ignoriert, weil zum einen die zugeho¨rigen Koordinaten nicht mehr
explizit im Hamiltonian erscheinen und zum anderen wegen der verha¨ltnisma¨ßig großen
Kernmasse. Schmelcher und Cederbaum konnten 1992 [46] anhand von numerischen Expe-
rimenten zeigen, dass die Schwerpunktbewegung nicht vernachla¨ssigbar ist und ihrerseits
chaotisch werden kann. Sie stellten fest, dass die Schwerpunktbewegung im chaotischen Re-
gime der zufa¨lligen Bewegung eines Brownschen Teilchens entsprach. Sie ist weder abha¨ngig
von der speziellen Wahl der Anfangsbedingung, noch im Ortsraum in ihrer Ausdehnung
beschra¨nkt. Aus der Berechnung des mittleren quadratischen Abstands konnte geschlossen
werden, dass es sich um einen voll diffusiven Prozess handelt. Das Abstandsquadrat wa¨chst
bei konstanter Diffusion linear mit der Zeit. Aufgrund dieser Beobachtungen wurde von
ihnen eine Langevin-Gleichung zur Beschreibung der chaotischen Schwerpunktbewegung
vorgeschlagen.
Im Gegensatz dazu soll im Folgenden gezeigt werden, dass das Eliminationsverfahren
auf natu¨rliche Weise die richtige Beschreibung fu¨r die langsame Schwerpunktbewegung
108 Anwendungen II: Wasserstoff-Atom im homogenen Magnetfeld
liefert, ohne auf einen derartigen ad hoc Ansatz, der empirisch motiviert ist, zuru¨ckgreifen
zu mu¨ssen.
6.1 Klassische Behandlung des Wasserstoff-Atoms
Als Ausgangspunkt wa¨hlen wir die nichtrelativistische klassische Beschreibung des Wasserstoff-
Atoms in einem homogenen Magnetfeld. Die zugeho¨rige Hamiltonfunktion in kartesischen
Koordinaten hat die folgende Gestalt:
Hc = 1
2me
(
pc −
e
2
B × rc
)2
︸ ︷︷ ︸
Elektron
+
1
2Mp
(
P c +
e
2
B ×Rc
)2
︸ ︷︷ ︸
Proton
+V, (6.1)
wobei (rc, pc) den Ortsvektor und den kanonisch konjugierten Impulsvektor des Elektrons
und (Rc, P c) die entsprechenden Vektoren des Kerns bezeichnet. Wie u¨blich ist e die
elektrische Ladung und me die Masse des Elektrons, wa¨hrend Mp die Kernmasse ist. Der
letzte Term V von Gl. (6.1) umfasst das Coulomb-Potential. Infolge der Eichsymmetrie
entha¨lt der obige Hamiltonian das Vektorpotential A = 1
2
B × rc bzw. A = 12B × Rc,
wobei B die Magnetfeldsta¨rke darstellt.
+
-
B
M p
m e
M p m e>>
Abbildung 6.1: Veranschaulichung: Wasserstoff-Atom im homogenen Magnetfeld B
Das konservative Hamiltonsche System nach Gl. (6.1) besitzt eine Konstante der Be-
wegung, den so genannten Pseudo-Impuls K:
K = pc +
e
2
B × rc + P c − e
2
B ×Rc. (6.2)
K ist die Summe aller Impulse und beschreibt in gewisser Weise die Kollektivbewegung.
Mit seiner Hilfe kann eine Zerlegung der Schwerpunktsbewegung erreicht werden. Hierzu
sind zwei Transformationen notwendig. Zum einen mu¨ssen die kartesischen Koordinaten
in geeigneter Weise in die Relativ- und die Schwerpunktskoordinate r bzw. R u¨berfu¨hrt
werden. Es gilt
r = rc −Rc und R = MpRc +merc
M
mit M := Mp +me. (6.3)
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Mit M ist die Gesamtmasse des Wasserstoff-Atoms, bestehend aus Elektron und Kern,
bezeichnet. Der Pseudo-Impuls kann nun wie folgt zusammengefasst werden:
K = P +
e
2
B × r. (6.4)
Der Gesamtimpuls P ist hier der kanonisch konjugierte Schwerpunktsimpuls. In einem ab-
schließenden Schritt kann der Hamiltonian (6.1) in die Schwerpunkts- und Relativkoordi-
naten u¨berfu¨hrt werden, wenn zusa¨tzlich zur Beziehung (6.4) die Transformationsvorschrift
p = p′ − e
2
B ×R (6.5)
beru¨cksichtigt wird. Hierbei sind p und p′ der zugeho¨rige neue und der alte kanonisch kon-
jugierte Impuls zur Relativkoordinate r. Damit ergibt sich der resultierende Hamiltonian
zu:
H = 1
2M
(K − eB × r)2 + 1
2µ
(
p− eµ
2µ′
B × r
)2
+ V, (6.6)
wobei µ = Mpme
Mp+me
die reduzierte Masse und µ′ = Mpme
Mp−me ist. Mit Hilfe der Transforma-
tionen (6.4) und (6.5) kann der Pseudo-Impuls K ebenfalls als kanonisch konjugierter
Schwerpunktsimpuls interpretiert werden [46].
6.1.1 Hamiltonsche Bewegungsgleichungen
Auf der Basis des umgeformten Hamiltonian (6.6) ko¨nnen nun die Hamiltonschen Be-
wegungsgleichungen fu¨r die gekoppelte Relativ- und Schwerpunktsbewegung aufgestellt
werden:
R˙ =
1
M
(K − e(B × r)) (6.7)
K˙ = 0 (6.8)
r˙ =
1
µ
(
p− eµ
2µ′
B × r
)
(6.9)
p˙ = − e
M
(B ×K)− e
2µ′
(B × p) + e
2
4µ
B × (B × r)− e2 r|r|3 . (6.10)
Wie man anhand des obigen Gleichungssystems (6.7) - (6.10) ersieht, wird die Kopplung
zwischen Relativ- und Schwerpunktsbewegung durch das Magnetfeld erzwungen. Bei Ab-
wesenheit des Magnetfeldes (B = 0) wu¨rden diese beiden Arten der Bewegung entkoppelt
und der Schwerpunkt wu¨rde eine uniforme Translationsbewegung ausfu¨hren. Schaltet man
das Magnetfeld ein, dann koppeln selbst im Falle eines verschwindenden Pseudo-Impulses
K = 0 die Relativ- und Schwerpunktsbewegung. Die Bewegung des Schwerpunkts wa¨re
hierbei vollsta¨ndig durch die Relativbewegung nach Gl. (6.7) determiniert. Fu¨r diesen Fall
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verschwindet der erste Term− 1
M
(B×K) aus Gleichung (6.10) und die ausgepra¨gte Zeitska-
lentrennung zwischen den beiden Bewegungsarten als Folge des großen Massenunterschieds
tritt deutlich in Erscheinung. Zusa¨tzlich verla¨uft hier die Bewegung rotationssymetrisch um
die Magnetfeldachse (welche in Richtung der z-Achse gewa¨hlt wird). Der Hamiltonian (6.6)
kann fu¨r K = 0 wie folgt umgeschrieben werden:
H = 1
2µ
p2 − e
2µ′
BzLz +
e2
2µ
(B × r)2 + V, (6.11)
wobei Lz die zugeho¨rige Drehimpulskomponente in z-Richtung ist. In dem Hamiltonian
(6.16) erscheinen die Schwerpunktskoordinaten nicht mehr explizit. Anhand der Bewe-
gungsgleichung (6.7) ersieht man, dass die Schwerpunktsbewegung weiterhin Teil der Ge-
samtdynamik ist.
In der ga¨ngigen Literatur erscheint in Zusammenhang mit dem Wasserstoff-Atom gewo¨hn-
lich der Hamiltonian (6.16). Insbesondere wird er ha¨ufig fu¨r den Fall Lz = 0 diskutiert.
Genau auf diesen Fall K = 0 und Lz = 0, wollen wir uns im Folgenden beschra¨nken und
zwar sowohl bei der Ableitung der reduzierten Bewegungsgleichung des Schwerpunkts im
na¨chsten Abschnitt als auch bei dem darauf anschließenden Vergleich mit der numerisch
ermittelten Diffusion und den numerisch bestimmten Momenten.
6.1.2 Anwendung des Eliminationsverfahrens: Diffusionsgleichung
der Schwerpunktsbewegung
In der Einleitung zu diesem Kapitel wurde darauf hingewiesen, dass Schmelcher und Ce-
derbaum [46] auf rein empirischem Wege eine Diffusionsgleichung fu¨r die chaotische Bewe-
gung des Schwerpunktes finden konnten. Hier wollen wir im Gegensatz dazu durch Anwen-
dung des Eliminationsverfahrens eine entsprechende reduzierte Bewegungsgleichung fu¨r den
Schwerpunkt gewinnen. Es werden im Folgenden nur die wesentlichen Schritte vorgestellt
und kurz diskutiert. Die vollsta¨ndige Rechnung findet sich im Anhang C. In einem allerer-
sten Schritt ist es wichtig zu u¨berpru¨fen, ob das betrachtete System u¨ber eine Hamiltonsche
Struktur gema¨ß Gl. (2.11) verfu¨gt. Eine Unterteilung in schnellen Teil, langsamen Teil und
Wechselwirkungsanteile muss wie in Gl. (2.11) mo¨glich sein. Dies ist die Voraussetzung fu¨r
die Anwendbarkeit des Eliminationsverfahrens. Sie ist im Falle des Wasserstoff-Atoms im
homogenen Magnetfeld erfu¨llt. Das wird deutlich, wenn der zugeho¨rige Hamiltonian (6.6)
wie folgt umgeformt und aufgeteilt wird:
H˜ = MH = H˜l + 1
ε
H˜s + H˜k , ε := µ
M
(6.12)
mit
H˜l = 1
2
K2 (langsam) (6.13)
H˜s = 1
2
((
p− eµ
2µ′
B × r
)2
+ e2µ
r
|r|3 + εe
2(B × r)2
)
(schnell) (6.14)
H˜k = −eK(B × r). (Kopplung) (6.15)
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Zuna¨chst wurde die Gl. (6.6) mit der Gesamtmasse M multipliziert, wodurch der Zeits-
kalenparameter ε mit dem Verha¨ltnis von Relativ- zu Gesamtmasse identifiziert werden
konnte. Anschließend konnte der Hamiltonian H˜ nach seinem schnellen Anteil H˜s, seinem
langsamen Anteil H˜l und seinen Kopplungsanteil H˜k aufgespalten werden.
Die Kopplung (6.15) ist auch in diesem Fall linear und wird u¨ber das Magnetfeld aus-
geu¨bt. Das homogene Magnetfeld, welches hier speziell zuB = (0, 0, Bz)T gewa¨hlt ist, fu¨hrt
zu einer Aufmischung der Ortskomponenten der schnellen Relativbewegung. Die Konse-
quenz ist eine Kopplung der einzelnen schnellen Ortskomponenten untereinander.
An diesem Punkt verfa¨hrt man Schritt fu¨r Schritt nach der in Kapitel 2 vorgeschlagenen
Prozedur (entsprechend Eliminationsverfahren) und eliminiert die schnellen chaotischen
Freiheitsgrade der Relativbewegung. Die resultierende effektive Bewegungsgleichung fu¨r
den Schwerpunkt hat die folgende Gestalt:
∂
∂t
ρ¯t(R) = ε
(
∂2
∂R21
D˜(2)22 (R)ρ¯t − 2
∂2
∂R1∂R2
D˜(2)12 (R)ρ¯t +
∂2
∂R22
D˜(2)11 (R)ρ¯t
)
(6.16)
mit den Diffusionskoeffizienten:
D˜
(2)
ij (R) = κR
2
∫ ∞
0
〈ri(t)rj(t+ τ )〉dτ mit i, j = 1, 2 (6.17)
κR := eBz. (6.18)
Bei der abgeleiteten Gl. (6.16) handelt es sich um eine Diffusionsgleichung. Sie ist ein Spe-
zialfall der Fokker-Planck-Gleichung. Die Diffusionskoeffizienten ergeben sich nach (6.17)
durch Integration u¨ber die Autokorrelationen der schnellen Relativbewegung. Der Einfluss
der schnellen chaotischen Dynamik wird hier effektiv durch die Diffusion erfasst. Die Rolle
der Kopplungssta¨rke wird von der magnetischen Feldsta¨rke Bz u¨bernommen. Dies geht
aus Gl. (6.17) hervor. Der vollsta¨ndige Diffusionskoeffizient ist durch D
(2)
ij (R) = εD˜
(2)
ij (R)
gegeben. Dies wird beim Vergleich mit Diffusionskoeffizienten, welcher auf der Basis empi-
rischer Verfahren bestimmt werden kann, (in den folgenden Abschnitten) beru¨cksichtigt.
Das Fehlen einer Drift ist darauf zuru¨ckzufu¨hren, dass hier der Fall K = 0 betrachtet
wird. Damit tritt aber auch keine Da¨mpfung auf. Im Hinblick auf die Energieerhaltung
stellt das kein Widerspruch dar, da mit der Diffusionsgleichung (6.16) die Schwerpunkts-
bewegung im Ortsraum beschrieben wird. Bei der Bewegung der Schwerpunkts bezu¨glich
des Impulsraum ist hingegen ein Da¨mpfungsterm zu erwarten.
Interessanterweise entspricht das Produkt aus κR und ε im wesentlichen der Zyklotron-
frequenz ωzykl =
eBz
M
. Das ist nicht erstaunlich, da das Elektron bzw. Proton im homogenen
Magnetfeld eine vergleichbare Situation wie in einem Beschleuniger vorfindet.
U¨bereinstimmend mit Schmelcher et al. [46] ist also eine Diffusionsgleichung zur Be-
schreibung der Schwerpunktsbewegung gefunden worden. Die Frage ist, ob diese reduzierte
Gleichung tatsa¨chlich die Bewegung des Schwerpunkts richtig zu beschreiben vermag. Die-
ser Frage sind die anschließenden Untersuchungen in den folgenden Abschnitten gewidmet.
Im Zentrum steht dabei der Vergleich zwischen numerisch bestimmter und theoretisch vor-
hergesagter Diffusion. Eine weitere U¨berpru¨fung wird anhand der Momente durchgefu¨hrt.
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Regularisierung: Numerische Simulation des Wasserstoff-Atoms
Das hier betrachtete Coulomb-Potential hat infolge seiner 1
r
-Abha¨ngigkeit eine Singularita¨t
bei r = 0. Aufgrund dieser Singularita¨t ist die numerische Integration der gekoppelten Be-
wegungsgleichungen (6.7) - (6.10) fu¨r Relativ- und Schwerpunktskoordinate nicht direkt
mo¨glich. Man kann dieses Schwierigkeit beheben, indem man durch geeignete Transfor-
mation der Zeit, der Energie, der Orts- und Impulskoordinaten die Singularita¨t formal
beseitigt. Man spricht hierbei von Regularisierung. Das auf diese Weise gewonnene Glei-
chungssystem kann nun ohne gro¨ßere Probleme einer numerischen Integration unterworfen
werden.
Das regularisierte Gleichungssystem fu¨r das Wasserstoff-Atom im homogenen Magnet-
feld, welches bei der numerischen Simulation im Folgenden verwendet wurde, findet sich in
Schmelcher et al. [46]. Zur numerischen Integration wurde hier ein symplektischer Runge-
Kutta-Integrator 7-ter Ordnung verwendet.
6.2 Chaotische Schwerpunktsbewegung und Elimina-
tionsverfahren
Nachdem im letzten Abschnitt auf der Basis des Eliminationsverfahrens eine Diffusions-
gleichung zur Beschreibung der Schwerpunktsbewegung abgeleitet werden konnte, soll in
diesem Abschnitt die Gu¨te ihrer Vorhersage mittels numerischer Simulationsexperimente
u¨berpru¨ft werden. Dazu werden die Diffusion und die Momente der langsamen Schwer-
punktsbewegung untersucht.
Zuvor wollen wir die irregula¨re Bewegung des Schwerpunkts anhand von Phasenraum-
portra¨ts betrachten. In Abb. 6.2 sind diese fu¨r zwei unterschiedliche Gesamtenergien er-
stellt worden. Die Magnetfeldsta¨rke wurde stets zu Bz = 10−5 atomaren Einheiten [a.u.]
gewa¨hlt. Dies entspricht in SI Einheiten Bz = 2.5 Tesla. Mit dieser Wahl ist sichergestellt,
dass die Schwerpunktsbewegung im chaotischen Regime ist [44]. Fu¨r alle weiteren Simula-
tionen wird diese Magnetfeldsta¨rke beibehalten. Anzumerken ist, dass mit der Energie des
Systems hier stets die Bindungsenergie bezu¨glich der Ionisationsgrenze bei E = 0 gemeint
ist. Die Phasenraumportra¨ts 6.2 (a1) und (a2) sind fu¨r eine Energie von E = −22.3 · 10−6
[a.u.] berechnet worden. Sie stellen Momentaufnahmen der Schwerpunktsbewegung zu zwei
unterschiedlichen Zeitpunkten dar. In der Abb. 6.2 (a1) ist das Phasenraumportra¨t nach
Ablauf einer langsamen Zeit von 2 ·107 [a.u.] erstellt worden, wa¨hrend die Abb. 6.2 (a2) zu
einem wesentlichen spa¨teren Zeitpunkt 5 · 108 [a.u.] bestimmt wurde. Aus dem Vergleich
dieser Abbildungen erkennt man, dass die Bahnkurve des Schwerpunktes mit zunehmender
Zeit ein immer gro¨ßeres Phasenraumvolumen u¨berdeckt. Die Trajektorie des Schwerpunkts
breitet sich hierbei irregula¨r im Phasenraum aus. Ihre Bewegung weist Anzeichen eines
diffusiven Prozesses auf. Auf kurzen Zeitintervallen hingegen zeigt sich, dass die Schwer-
punktstrajektorie immer wieder Bahnsegmente durchla¨uft, in denen die Bewegung regula¨r
erscheint. Diese Segmente sind von kreisfo¨rmiger Gestalt, wie man anhand der Kurzzeit-
Aufnahmen 6.2 (a1) oder (b1) beobachten kann. Bei Vergro¨ßerung der Energie wie in Abb.
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Abbildung 6.2: Phasenraumportra¨ts der chaotische Schwerpunktsbewegung in der (R1, R2)-Ebene
des langsamen Ortsraums fu¨r unterschiedliche Energien: Fu¨r E = −22.3 · 10−6 [a.u.] : (a1) nach
Ablauf der Zeit T = 2 · 107 [a.u.] und (a2) Zeit T = 5 · 108 [a.u.]. Fu¨r E = −44.7 · 10−6 [a.u.]:
(b1) nach Ablauf der Zeit T = 4 · 107 [a.u.] und (a2) Zeit T = 7 · 108 [a.u.]. In beiden Fa¨llen ist die
Magnetfeldsta¨rke Bz = 10−5 [a.u.].
6.2 (b1) sind diese Segmente weniger ausgepra¨gt. Die Phasenraumportra¨ts 6.2 (b1) und
(b2) wurden fu¨r eine doppelt so große Energie E = −44.7 · 10−6 [a.u.] erstellt. Das hier
beobachtete Verhalten ist grundsa¨tzlich sehr a¨hnlich zu dem bereits besprochenen Fall (zu
einer Energie E = −22.3 · 10−6 [a.u.]).
Diese Untersuchungen besta¨tigen also die Beobachtungen von Schmelcher und Ceder-
baum [46], nach denen der Schwerpunkt in der R1-R2-Ebene des langsamen Ortsraums
eine Zufallsbewegung entsprechend einem Brownschen Teilchen ausfu¨hrt.
6.2.1 Vergleich der Diffusionskoeffizienten
Die Beobachtungen auf der Basis des Phasenraumportra¨ts 6.2 (a1) - (b2) legen eine Inter-
pretation der chaotischen Schwerpunktsbewegung im Sinne eines diffusiven Prozesses nahe.
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Abbildung 6.3: Vergleich gema¨ß der Theorie vorhergesagter und numerisch ermittelter Diffusionko-
effizienten fu¨r die chaotische Schwerpunktsbewegung. Aufgetragen sind die zugeho¨rigen Diffusions-
koeffizienten, s. Legende von (a) und die zugeho¨rige Autokorrelationsfunktion bezu¨glich der Rela-
tivkoordinate (τ = ετs ist langsam). Parameter: E = −40.23 · 10−6 [a.u.] und Bz = 10−5 [a.u.].
Unter Verwendung des Eliminationsverfahrens konnten in Abschnitt 6.1.2 die chaotischen
Freiheitsgrade der schnellen Relativbewegung beseitigt werden, und man gewann eine Dif-
fusionsgleichung (6.16) zur Beschreibung der Schwerpunktsbewegung. Demnach sind die
bisherigen qualitativen Beobachtungen konsistent mit der theoretischen Vorhersage. Im
Folgenden wollen wir einen Schritt weiter gehen und auf der Grundlage von quantitativen
Untersuchungen im Detail die Gu¨te dieser Vorhersage u¨berpru¨fen. Hierzu ist es notwendig,
die theoretisch vorhergesagten Diffusionskoeffizienten mit der tatsa¨chlich beobachtbaren
Diffusion zu vergleichen. Die theoretischen Koeffizienten ergeben sich durch Berechnung
des Zeitintegrals u¨ber die Autokorrelationsfunktion der Relativkoordinate nach Gl. (6.17).
Vo¨llig unabha¨ngig von Modellannahmen kann die tatsa¨chliche Diffusion mittels des empi-
rischen Verfahrens nach Siegert et al.[21] wie folgt
D
(2)
ij (R,∆t) ≈
1
2∆t
〈(Ri(t+ ∆t)−Ri(t))(Rj(t+ ∆t)−Rj(t))〉r0∈ΩE
∣∣∣∣
R
(6.19)
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bestimmt werden. Auch hier wird das Verfahren nach Gl. (6.19) kombiniert mit der Git-
termethode (siehe Kapitel 3).
In Abb. 6.3 (a) sind die einzelnen Diffusionskoeffizienten D(2)ij exemplarisch zu einer
Energie E = −40.23 · 10−6 [a.u.] mit Hilfe des Scha¨tzers (6.19) fu¨r das Schwerpunkts-
system numerisch ermittelt worden. Die Diagonalelemente der Diffusionsmatrix D(2)11 und
D
(2)
22 sind ungleich Null und konvergieren gemeinsam gegen den konstanten Wert 15.8 ·10−6
[a.u.]. Die Nichtdiagonalelemente D
(2)
12 und D
(2)
21 hingegen ergeben sich identisch zu Null
(rosa Kurven). Demnach liegen keine Kreuzkorrelationen im Schwerpunktsystem vor. Je-
der Koeffizient D
(2)
ij wurde jeweils zu sechs unterschiedlichen Ortswerten R berechnet. Die
zugeho¨rigen Kurven in Abb. 6.3 (a) liegen so dicht u¨bereinander, dass eine Unterschei-
dung nicht mo¨glich ist. Die Drift ist hierbei Null. Hiermit erscheint eine Interpretation
der Schwerpunktsbewegung im chaotischen Regime im Sinne eines voll diffusiven Prozes-
ses mit konstanter Diffusion mo¨glich. Dieses Ergebnis stimmt mit der Beobachtung von
Schmelcher et. al. [46] u¨berein. Sie bestimmten, wie bereits in der Einleitung dieses Ka-
pitel beschrieben, die Diffusion durch die Berechnung des Abstandsquadrats entsprechend
1
T
〈(R(0) −R(T ))〉r0∈ΩE |R. Die Existenz der Drift kann bei dieser Methode nur indirekt
u¨berpru¨ft werden.
Auf der Basis der aus der Theorie bestimmten Koeffizienten kann also die Diffusion rich-
tig vorhergesagt werden. Die zugeho¨rigen Werte liegen sehr dicht auf den Diffusionswerten
von D
(2)
ij (R,∆t) im konvergierten Bereich. Die theoretisch zu erwartenden Diffusionsko-
effizienten D
(2)
11 und D
(2)
22 sind in guter Na¨herung identisch und in Abb. 6.3 (a) als blaue
Dreiecksymbole aufgetragen. In U¨bereinstimmung mit den Ergebnissen aus dem empiri-
schen Verfahren (Gl. (6.19)) verschwinden die gemischten Diffusionselemente in Abb. 6.3
(a) (tu¨rkise Rechtecksymbole), wie nach dem Eliminationsverfahren zu erwarten ist.
Fu¨r Zeiten ∆t < 400 sind signifikante Abweichungen von dem konstanten Wert der
Diffusion nach Abb. 6.3 (a) zu beobachten. Grund hierfu¨r ist, dass die schnellen Korre-
lationen fu¨r derart kurze Zeitintervalle noch nicht hinreichend zerfallen sind. Dies ersieht
man aus dem Vergleich mit der Darstellung der Autokorrelationsfunktion (siehe Abb. 6.3
(b)), welche zum selben Energiewert bestimmt wurde.
Diffusionsberechnung in Abha¨ngigkeit von der Energie
Nachdem zuvor fu¨r einen festen Wert der Gesamtenergie der Vergleich exemplarisch durch-
gefu¨hrt wurde, soll nun die Energie variiert und in ihrer Abha¨ngigkeit die Diffusion ermittelt
werden. Die damit verfolgte Absicht ist, die Qualita¨t der theoretischen Vorhersage hinsicht-
lich der Schwerpunktsbewegung u¨ber einen zusammenha¨ngenden Bereich des chaotischen
Regimes zu pru¨fen.
In Abbildung 6.4 (a) - (b) ist der DiffusionskoeffizientD(2)11 und D
(2)
22 in Abha¨ngigkeit von
der Gesamtenergie bestimmt worden. Dabei wurde der Energiebereich von E = −44.7·10−6
[a.u.] bis E = −22.3 · 10−6 [a.u.] gewa¨hlt. Man findet eine nahezu identische Beziehung
zur Energie der Diffusionskoeffizienten D
(2)
11 und D
(2)
22 . Dies war nach der vorangegange-
nen exemplarischen Untersuchung zu erwarten. Die Abha¨ngigkeit der Diffusionskonstante
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Abbildung 6.4: Vergleich gema¨ß der Theorie vorhergesagter und numerisch ermittelter Diffusionkoef-
fizienten als Funktion der Energie fu¨r die chaotische Schwerpunktsbewegung: (a) Diffusionskoeffizient
D
(2)
11 und (b)D
(2)
22 . Exemplarische: (c1) - (c3) Autokorrelationsfunktion bezu¨glich der Relativkoordinate
(τ = ετs ist langsam) zu drei unterschiedlichen Energien. (Parameter: Bz = 10−5 [a.u.])
von der Energie ist na¨herungsweise durch ein Potenzgesetz beschreibbar. Mit wachsen-
der Energie wa¨chst hierbei die zugeho¨rige Diffusionskonstante. Die auf der Grundlage des
Eliminationsverfahrens vorhergesagten Diffusionskoeffizienten zeichnen in guter Na¨herung
den beobachteten Verlauf zwischen Energie und tatsa¨chlicher Diffusion nach (siehe 6.4 (a)
- (b)). Allerdings werden ab einer Energie von E = −29 · 10−6 [a.u.] kleine Abweichun-
gen sichtbar. Die Ursache hierfu¨r ist, dass mit wachsender Energie das diffusive Verhalten
immer sta¨rker von einer Zufallsbewegung abweicht [46] und damit immer schlechter durch
eine Markov-Approximation beschreibbar ist.
In diesem Zusammenhang erscheint es interessant, den schnellen Korrelationszerfall zu
unterschiedlichen Energien miteinander zu vergleichen. In den Abbildungen 6.4 (c1) - (c3)
ist die Autokorrelationsfunktion der Relativkoordinate zu drei unterschiedlichen Gesamt-
energien dargestellt. Man ersieht hierbei, dass sich die Zerfallszeit der Autokorrelationen
fu¨r eine Gesamtenergie E = −44.7 ·10−6 [a.u.] (Abb. 6.4 (c1)) bei U¨bergang zu einer Ener-
gie E = −31.3 · 10−6 [a.u.] (Abb. 6.4 (c2)) kaum vera¨ndert. Die Zerfallszeit ist die Zeit,
in welcher die schnellen Autokorrelationen hinreichend abgeklungen sind. Fu¨r die zuvor
diskutierten Fa¨lle (c1) und (c2) betra¨gt sie scha¨tzungsweise τz = 350. Bei einer Gesamt-
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Abbildung 6.5: Vergleich gema¨ß der Theorie vorhergesagter Momente nach Gl. (6.20) - (6.22) mit
den numerisch berechneten Momenten der Schwerpunktsystems (R). Betrachtete Parameter: E =
−36 · 10−6 [a.u.] und Bz = 10−5 [a.u.] (mit R = 0 als Anfangsbedingung).
energie von E = −22.3 ·10−6 [a.u.] (Abb. 6.4 (c3)) hingegen kann ungefa¨hr eine Zerfallszeit
τz = 420 ermittelt werden. Diese Beobachtung macht die auftretenden Abweichung zwi-
schen theoretisch vorhergesagter und empirisch ermittelter Diffusion fu¨r gro¨ßere Energien
versta¨ndlich.
6.2.2 Zeitliche Entwicklung: Momente
Im vorangegangenen Abschnitt 6.2.1 wurde mittels einer Reihe von Untersuchungen nach-
gewiesen, dass die auf der Basis des Eliminationsverfahrens vorhergesagten Diffusionsko-
effizienten durch die Beobachtung besta¨tigt werden. In diesem letzten Abschnitt wollen
wir die langsam vera¨nderlichen Gro¨ßen, wie die Momente des Schwerpunktssystems, stu-
dieren. Unter Verwendung der zugeho¨rigen reduzierten Bewegungsgleichung (6.17) ko¨nnen
theoretisch die langsamen zweiten Momente, gema¨ß
〈R2i 〉(t) = 2Dt i = 1, 2 mit (6.20)
〈RiRj〉(t) = 0 i 6= j (6.21)
und die ersten Momente mit
〈Ri〉(t) = 0 i = 1, 2 (6.22)
vorhergesagt werden. Mit D = D
(2)
11 bzw. D = D
(2)
22 ist hier die Diffusionskonstante be-
zeichnet (wobei D
(2)
11 ≈ D(2)22 nach vorhergehende Abschnitten gilt). Nach Gl. (6.21) - (6.22)
sollten die gemischten Momente und die einfachen Momente verschwinden.
118 Anwendungen II: Wasserstoff-Atom im homogenen Magnetfeld
In Abb. 6.5 sind die langsamen Momente fu¨r eine Energie E = −36 · 10−6 [a.u.] durch
Simulation der Bewegungsgleichungen (6.7) - (6.10) des Wasserstoff-Atoms im homogenen
Magnetfeld numerisch bestimmt worden. Als Anfangsbedingung wurde R = 0 gewa¨hlt.
Tatsa¨chlich beobachtet man, dass die Momente 〈R21〉 und 〈R22〉 wie nach Gl. (6.20) linear
mit der Zeit anwachsen. Ihre Steigung ist in sehr guter Na¨herung durch die vorhergesagte
Diffusionskonstante D gegeben. Alle anderen Momente verschwinden in U¨bereinstimmung
mit der theoretischen Vorhersage nach Gl. (6.21) - (6.22). Das diffusive Verhalten der
chaotischen Schwerpunktsbewegung wird hier also in Form des linearen Anwachsens der
quadratischen Momente sichtbar.
Zusammenfassend la¨sst sich sagen, dass das Verfahren zur Elimination schneller chao-
tischer Freiheitsgrade auch im Falle des Wasserstoff-Atoms im homogenen Magnetfeld eine
gute Vorhersage der reduzierten langsamen Dynamik ermo¨glicht.
Kapitel 7
Zusammenfassung und Ausblick
Eine Vielzahl von Naturpha¨nomenen hat seinen Ursprung in der Wechselwirkung von Sy-
stemen, deren Prozesse auf unterschiedlichen Zeitskalen ablaufen. Zahllose Beispiele aus
nahezu dem gesamten Spektrum der Wissenschaftsdisziplinen sind bekannt. Ein interes-
santes Beispiel aus der Meteorologie ist das Ozean-Atmospha¨ren-System, welches sowohl
unserer Wetter als auch unser Klima bestimmt. Weitere Beispiele lassen sich im Zusam-
menhang mit der Molekulardynamik nennen.
Eine wichtige und große Klasse von Systemen stellen die konservativen Hamiltonschen
Systeme mit Zeitskalentrennung dar. Hier gilt unser Interesse den gekoppelten niedrig-
dimensionalen Systemen, deren schnelles Subsystem chaotisch ist. Bei den beschriebenen
Systemen interessiert ha¨ufig lediglich die zeitliche Entwicklung einiger langsamer Variablen.
Das volle System jedoch entha¨lt infolge der einkoppelnden schnellen chaotischen Freiheits-
grade viele Informationen, deren Detailkenntnis zur Beschreibung der langsamen Dyna-
mik nicht erforderlich ist, die aber deren Berechnung erheblich erschweren. Im Rahmen
des hier vorgeschlagenen Eliminationsverfahrens werden die schnellen chaotischen Frei-
heitsgrade beseitigt und durch einen geeigneten stochastischen Prozess modelliert. Ist das
schnelle Subsystem nicht chaotisch, so entspricht das Eliminationverfahren in der 0-ten
Ordnung anderen Verfahren wie der adiabatische Elimination oder dem averaging. Da a
priori keine Trennung im Sinne von schnellen und langsamen Freiheitsgraden vorliegt, wird
eine derartige Trennung hier angenommen. In der Regel sind u.U. aufwa¨ndige nichtlineare
Transformationen der Systemvariablen erforderlich, um eine derartige Trennung zu errei-
chen.
Eine effektiv reduzierte Beschreibung im Sinne einer Fokker-Planck-Gleichung ergibt
sich hier durch eine formale Sto¨rungsrechnung in Ordnungen des Zeitskalenparameters ε
unter Verwendung einer Markov-Approximation. Es wird hierbei eine ausgepra¨gte Zeits-
kalentrennung mit 0 < ε  1 vorausgesetzt. Dem schnellen chaotischen System kommt
in diesem Zusammenhang die Rolle eines endlich-dimensionalen Energiereservoirs zu. Die
sich ergebenden Da¨mpfungs- und Diffusionsterme erfassen auf dieser Beschreibungsebene in
effektiver Weise den Einfluss der schnellen chaotischen Freiheitsgrade auf die langsame Dy-
namik. Zwischen ihnen besteht ein Zusammenhang, welcher physikalisch als Fluktuations-
Dissipations-Relation interpretiert werden kann.
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Bemerkenswert ist hier die enorme Kleinheit der gefundenen Da¨mpfung. Sie erscheint
in quadratischer Ordnung des Zeitskalenparameters ε, wa¨hrend die zugeho¨rigen Diffusi-
onskoeffizienten von linearer Ordnung in ε sind. Ohne die natu¨rliche Skalierung der Ge-
samtenergie mit 1/ε, welche im Hinblick auf eine entsprechende Reskalierung des schnellen
Hamiltonians sinnvoll erscheint, wa¨re auch die Diffusion u¨bereinstimmend von der Ord-
nung ε2. Im Gegensatz hierzu ergeben sich die Da¨mpfungs- und Diffusionskoeffizienten im
nicht-Hamiltonschen Fall lediglich in linearer Ordnung. Die Ursache fu¨r diesen Unterschied
liegt in der symplektischen Struktur der Hamiltonschen Bewegungsgleichungen. Sie fu¨hrt
bei der Kopplung zweier Hamiltonscher Systeme zur einer Vermischung der Ordnungen des
Zeitskalenparameters ε.
In der vorliegenden Arbeit wurde durch detaillierte numerische und analytische Unter-
suchungen einer Reihe von Hamiltonschen Systemen die Genauigkeit und Gu¨te des vorge-
stellten Eliminationsverfahrens bei der Vorhersage der langsamen Dynamik, insbesondere
im Langzeitlimes, demonstriert.
In einem ersten Schritt wurden lineare Systeme, wie die pseudo-Hamiltonschen Ku-
bomodelle in Kapitel 3 betrachtet. Infolge ihrer Linearita¨t erlauben sie, im Gegensatz zu
nichtlinearen Systemen, eine vollsta¨ndig analytische Behandlung. Um den hinreichenden
Zerfall der schnellen Korrelationen zu gewa¨hrleisten, wurde der Kubo-Oszillator als schnel-
les Subsystem gewa¨hlt. Bei diesem handelt es sich um ein energieerhaltendes stochastisches
System. Das einkoppelnde Rauschen ist Gaußsch. Damit entspricht die Dynamik des schnel-
len Subsystems idealerweise einem Markov-Prozess, wodurch die im Zusammenhang mit
dem Eliminationsverfahren beno¨tigte Markov-Approximation exakt ist.
Die theoretisch vorhergesagten Da¨mpfungs- und Diffusionskoeffizienten konnten sowohl
anhand empirischer Verfahren zur Bestimmung von Drift- und Diffusionskoeffizienten als
auch analytisch mittels einer heuristisch durchgefu¨hrten Diracschen Sto¨rungsrechnung ve-
rifiziert werden. Die Untersuchungen der Momente, der Autokorrelationsfunktion und der
stationa¨ren Dichte des langsamen harmonischen Oszillators, welcher hier als langsames
System verwendet wurde, besta¨tigten vollsta¨ndig sowohl im Kurzzeit- als auch im Lang-
zeitlimes die Prognosen, die sich auf der Basis des Eliminationsverfahrens ergaben.
Durch die lineare Ankopplung des langsamen harmonischen Oszillators mit einer wach-
senden Anzahl von Kubo-Oszillatoren konnte der U¨bergang zum thermodynamischen Li-
mes ausgefu¨hrt werden. U¨bereinstimmend mit den Vorhersagen des Eliminationsverfahrens
wuchs die Da¨mpfung mit zunehmender Zahl der schnellen Freiheitsgrade bzw. Dimensionen
bei nahezu unvera¨nderter Diffusion. Aufgrund der Linearita¨t der betrachteten Kubomodel-
le konnte die stationa¨re Dichte des langsamen Systems analytisch berechnet werden. Fu¨r
das Ein- und Zweikubosystem konnte sie durch die reduzierten stationa¨ren Dichten, welche
auf der Basis der reduzierten Bewegungsgleichung gewonnen wurden, reproduziert werden.
Im thermodynamischen Limes konvergierte diese Dichte gegen die Boltzmann-Verteilung,
wodurch das schnelle System bestehend aus unendlich vielen Kubo-Oszillatoren als thermi-
sches Wa¨rmebad interpretiert werden konnte. Klassisch wird ein Wa¨rmebad mittels einer
unendlich großen Zahl von harmonischen Oszillatoren unterschiedlicher Frequenzen kon-
struiert. Dabei sind die Frequenzen so verteilt, dass das Leistungsspektrum Gaußsch ist.
Bei gleicher Frequenz aller Oszillatoren wu¨rde sich kein thermisches Wa¨rmebad ergeben.
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Im Gegensatz hierzu weisen die betrachteten Kubo-Oszillatoren, welche das Wa¨rmebad
erzeugen, die gleiche Frequenz auf.
Abweichend von der idealisierten Konstellation, welche man bei den stochastischen Ku-
bomodellen vorfindet, ist Hamiltonsches Chaos im Allgemeinen nicht als Markov-Prozess
beschreibbar. Typischerweise ist es charakterisiert durch einen gemischten Phasenraum
mit koexistierenden regula¨ren und chaotischen Regionen. Die regula¨ren Inseln sind ver-
antwortlich fu¨r die im Mittel algebraisch zerfallenden Wiederkehr-Verteilungen fu¨r große
Zeiten. Damit ergibt sich die Frage nach der Gu¨ltigkeit und Anwendbarkeit der Markov-
Approximation, da ein hinreichend schneller Zerfall der Korrelationen im chaotischen Sub-
system nicht immer gewa¨hrleistet ist. Mit Hilfe von Untersuchungen der Wiederkehr-
Verteilungen der schnellen Schanz-Abbildung bei Ankopplung unterschiedlicher langsamer
Abbildungen in Kapitel 4 wurde qualitativ gezeigt, dass sich unabha¨ngig von der Dynamik
der langsamen Komponente eine Ankopplung verbunden mit einer geeigneten Zeitskalen-
trennung positiv auf die Zerfallseigenschaften der schnellen Korrelationen auswirkt. Die
Ankopplung an ein langsames System fu¨hrt gewissermaßen zu einer Verminderung bzw.
Zersto¨rung urspru¨nglich vorhandener Korrelationen des schnellen Systems, wodurch der
Zerfall begu¨nstigt wird.
Bei einer Reihe gekoppelter Hamiltonscher Systeme in Kapitel 5 erwies sich das betrach-
tete Eliminationsverfahren selbst unter schwierigen Bedingungen, wie z.B. bei ausgepra¨gt
gemischtem Phasenraum, als erfolgreich. Die gekoppelten Systeme unterschieden sich ledig-
lich in der Wahl des schnellen chaotischen Subsystems, wa¨hrend der harmonische Oszillator
als langsames Systems beibehalten wurde. Als schnelle Subsysteme wurden das Quartische
System, sein 6-dimensionales Analogon und das He´non-Heiles-System gewa¨hlt. Das schnel-
le und langsame System wurden u¨ber eine harmonische Kopplung miteinander verbunden.
Besonders bemerkenswert ist, dass selbst bei der Ankopplung des He´non-Heiles-System
das Langzeitverhalten des langsamen Systems in sehr guter Na¨herung vorhergesagt wer-
den konnte. Dieses Ergebnis ist deshalb so bemerkenswert, weil das He´non-Heiles-System
selbst bei der maximalen Energie weiterhin einen ausgepra¨gt gemischten Phasenraum auf-
weist. Zusa¨tzlich konnte anhand dieses Beispielsystems der Nachweis erbracht werden, dass
das Eliminationsverfahren unabha¨nigig sowohl von der Symmetrie des schnellen Potentials
als auch von der Art der Ankopplung, welche hier entweder u¨ber die symmetrische oder
asymmetrische schnelle Variablen realisiert wird, uneingeschra¨nkt anwendbar ist. Die Un-
tersuchungen wurden durch Vergleich der numerisch bestimmten stationa¨ren Dichte des
langsamen Oszillators und der zugeho¨rigen reduzierten Dichte, welche sich aus der redu-
zierten Bewegungsgleichung ergab, durchgefu¨hrt.
Aus dem Vergleich des Verha¨ltnisses des Da¨mpfungs- und Diffusionsfaktors des lang-
samen harmonischen Oszillators bei Ankopplung des Quartischen Systems und seines 6-
dimensionalen Analogons kann eine Vera¨nderung der zugeho¨rigen Fluktuations-Dissipations-
Relation zu Gunsten der Da¨mpfung aufgedeckt werden, genau wie im Falle der stocha-
stischen Kubomodelle. Dies spiegelt sich in einer vera¨nderten Verteilung der stationa¨ren
Dichte des langsamen Oszillators wider. Ihr Verlauf wird durch die zugeho¨rigen reduzier-
ten stationa¨ren Dichten, die man auf der Basis des Eliminationsverfahrens gewinnt, na-
hezu perfekt nachgezeichnet. Außerdem konnte mit derselben Gu¨te sowohl das Langzeit-
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als auch das Kurzzeitverhalten des langsamen Systems exemplarisch anhand der dyna-
mischen Entwicklung der zugeho¨rigen mittleren kinetischen Energie vorhergesagt werden.
Die Abweichungen auf kurzen Zeitskalen konnten auf nicht-Markovsche Effekte zuru¨ck-
gefu¨hrt werden. Die Ursache ist der nicht hinreichende Zerfall der schnellen Korrelationen
auf kurzen Zeitintervallen.
Eine systematische Untersuchung derartiger Abweichungen auf der Basis der Diffusi-
onskoeffizienten fu¨hrte zu dem Schluss, dass die Vorhersagen, welche auf der Grundlage
des Eliminationsverfahrens getroffen werden, um so besser sind, je ausgepra¨gter die Zeits-
kalentrennung ist.
Abschließend konnte gezeigt werden, dass das Verfahren zur Elimination schneller chao-
tischer Freiheitsgrade in Hamiltonschen Systemen auch bei der Anwendung auf realita¨tsna-
he physikalischer Systeme, wie das Wasserstoff-Atom im homogenen Magnetfeld in Kapitel
6, zu guten Resultaten fu¨hrt. Infolge des großen Massenverha¨ltnisses von Kern- und Elek-
tronmasse findet man eine ausgepra¨gte Zeitskalentrennung zwischen Relativ- und Schwer-
punktsbewegung. Fu¨r die langsame chaotische Schwerpunktsbewegung wurde durch Eli-
mination der schnellen chaotischen Freiheitsgrade der Relativbewegung eine Diffusions-
gleichung abgeleitet. Die in diesem Zusammenhang u¨ber ein großes Energieintervall des
chaotischen Regimes vorhergesagten Diffusionskoeffizienten wiesen eine gute U¨bereinstim-
mung mit den tatsa¨chlich beobachteten Koeffizienten auf. Außerdem erfolgte die Vorhersage
der zeitlich vera¨nderlichen Momente der langsamen Schwerpunktsbewegung hier mit einer
hohen Genauigkeit.
Ausblick
Die Ergebnisse, welche in dieser Arbeit durch systematische Untersuchung einiger Ha-
miltonscher Systeme gewonnen wurden, belegen die erfolgreiche Beschreibung der langsa-
men Dynamik auf der Grundlage des hier betrachteten Verfahrens zur Elimination schnel-
ler chaotischer Freiheitsgrade. Diese Systeme wurden numerisch simuliert. Es erscheint
wu¨nschenwert und erfolgversprechend dieses Verfahren in einem na¨chsten Schritt auf rea-
listische physikalische Beispiele, wie z.B. Moleku¨lsysteme anzuwenden.
In der vorliegenden Arbeit wurde das Eliminationsverfahren ha¨ufig hinsichtlich der li-
neare Kopplung betrachtet. Der Grund hierfu¨r war, dass das Eliminationsverfahren fu¨r
diesen Kopplungstyp auf vereinfachte Ausdru¨cke der zugeho¨rigen reduzierten Bewegungs-
leichung fu¨hrt, wa¨hrend fu¨r eine allgemeinere Kopplung komplizierte Ausdru¨cke zu erwar-
ten sind. Um eine breitere Anwendung des Verfahrens zu erreichen, ist es notwendig, das
Eliminationsverfahren auch fu¨r den allgemeineren Fall der nichtlinearen Kopplung zu be-
trachten. Eine nichtlineare Kopplung ha¨tte eine vera¨nderte Da¨mpfung zur Konsequenz. Im
Gegensatz zur viskosen Da¨mpfung, welche sich bei linearer Kopplung ergibt, wa¨re hierbei
eine wesentlich komplexere Da¨mpfung zu erwarten.
Es gibt einige Ansa¨tze und Arbeiten, ein derartiges Verfahren fu¨r den quantenmechani-
schen Fall zu konstruieren [50]. Sie belegen das Interesse und die Erfordernis eines solchen
Eliminationsverfahrens, um eine Reihe quantenmechanischer Systeme in geeigneter Weise
zu beschreiben. Eine Verallgemeinerung des hier vorgeschlagenen Eliminationverfahrens
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auf den quantenmechanischen Fall ist ein lohnenswertes Zukunftsprojekt.
Um eine pra¨zisere Abscha¨tzung des Fehlers zu erreichen, welcher durch die Verwendung
der Markov-Approximation resultiert, ist es erforderlich, weitergehende Untersuchungen so-
wohl numerisch auf der Basis der Wiederkehr-Verteilungen als auch auf analytischem Wege
durchzufu¨hren. Ein erster Schritt in diese Richtung wurde in dieser Arbeit in Zusammen-
hang mit den Untersuchungen in Kapitel 4 unternommen. Aufbauend darauf ko¨nnen wei-
tere Untersuchungen durchgefu¨hrt werden. Insbesondere eine quantitative Analyse ko¨nnte
einen tieferen Einblick in das Problem ermo¨glichen.
Ein weitere offene Fragestellung besteht darin, den Zusammenhang zwischen dem Maß
an Chaos gemessen an den Lyapunov-Exponenten bzw. an der KS-Entropie und der Sta¨rke
des Rauschens bei der stochastischen Modellierung zu ermitteln. Dazu sind weitergehende
Untersuchungen, insbesondere Dimensions- und Entropiebetrachtungen durchzufu¨hren.
Anhang A
Numerische Integratoren
Im Rahmen dieser Arbeit wurden eine Reihe von Systemen numerisch simuliert. Hierbei
kamen unterschiedliche numerische Integratoren zur Anwendung.
Numerische Integratoren fu¨r stochastische Systeme mit symplektischer Struk-
tur
Bei den Pseudo-Hamiltonschen Kubomodellen aus Kapitel 3 handelt es sich um ganz spe-
zielle stochastisch angetriebene Systeme. Das Gaußsche Rauschen wird tangential in den
Kubo-Oszillator eingekoppelt, wodurch die zugeho¨rigen Bewegungsgleichungen eine sym-
plektische Struktur aufweisen. Sie entsprechen Langevin-Gleichungen mit multiplikativem
Rauschanteil. Diese Gleichungen sind im Sinne von Stratonovich zu interpretieren. Fu¨r die-
se spezielle Klasse von Systemen gibt es nur wenige numerische Integrationsverfahren, die
hinreichend genau arbeiten. Besonders zu empfehlen sind die Verfahren fu¨r stochastische
Systeme mit symplektischer Struktur, die Milstein et al. [51] in seinem ku¨rzlich erschienen
Artikel vorschla¨gt.
Bei der Simulation der Pseudo-Hamiltonschen Kubomodelle wurde hier die midpoint
method [51] mit großem Erfolg angewendet. Dabei handelt es sich um ein vollsta¨ndig impli-
zites Integrationsverfahren fu¨r energieerhaltende, stochastische Systeme. Ist das betrach-
tete System vollsta¨ndig symmetrisch, wie es bei den Kubomodellen der Fall ist, dann kann
fu¨r verha¨ltnisma¨ßig große Integrationsschrittweiten der Zeit eine nahezu perfekte Energie-
erhaltung festgestellt werden. Die betrachteten Bewegungsgleichungen der Kubomodelle
sind von der Form
dX = a(t,X)dt+
m∑
µ=1
bµ(t,X)ξµ(t)
√
dt, (1.1)
wobei X stellvertretend fu¨r die kanonisch konjugierten Variablen (Q,P, q, p) steht. Die
midpoint method ist in der folgenden Weise gegeben:
Xj+1 = Xj + a
(
tj +
dt
2
,
Xj +Xj+1
2
)
dt+
m∑
µ=1
bµ
(
tj,
Xj +Xj+1
2
)
(ξµ)j
√
dt. (1.2)
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Fu¨r das konjugierte Orts-und Impulsvariablen-Paar ergibt sich:
Qj+1 = Qj + aQ
(
tj +
dt
2
,
Qj +Qj+1
2
,
Pj + Pj+1
2
,
qj + qj+1
2
,
pj + pj+1
2
)
dt
+
m∑
µ=1
bQµ
(
tj,
Qj +Qj+1
2
,
Pj + Pj+1
2
,
qj + qj+1
2
,
pj + pj+1
2
)
(ξµ)j
√
dt (1.3)
Pj+1 = Pj + aP
(
tj +
dt
2
,
Qj +Qj+1
2
,
Pj + Pj+1
2
,
qj + qj+1
2
,
pj + pj+1
2
)
dt
+
m∑
µ=1
bPµ
(
tj,
Qj +Qj+1
2
,
Pj + Pj+1
2
,
qj + qj+1
2
,
pj + pj+1
2
)
(ξµ)j
√
dt. (1.4)
Das implizite gekoppelte Gleichungssystem (1.3) - (1.4) kann im Falle des Einkubo- und
Zweikubosystems aus Kapitel 3 so umgeformt werden, dass die Variablen in ihrer expliziten
Darstellung erscheinen.
Numerische Integratoren fu¨r konservative Hamiltonsche Systeme
In dieser Arbeit wurden eine Reihe von energieerhaltenden Hamiltonschen Systemen in
Kapitel 5 und 6 vorgestellt. Zur ihrer Simulation wurde stets ein numerisches Runge-
Kutta-Integrationsverfahren 7-ter Ordnung, welches speziell fu¨r Systeme mit symplekti-
scher Struktur geeignet ist, verwendet.
Anhang B
Zustandsdichte Quartischer Systeme:
Elliptische Integrale
Fu¨r die Auswertung der theoretischen Ausdru¨cke fu¨r Diffusion- und Da¨mpfungskoeffizient
beno¨tigt man neben den Koeffizienten d0 und d1 die Zustandsdichte des isolierten Quar-
tischen Systems (bzw. seines 6-dimensionalen Analogons), das als schnelles Subsystem
verwendet wird.
Zustandsdichte des Quartischen Systems
Man kann nun zeigen, dass die Zustandsdichte des Quartischen Systems auf ein elliptisches
Integral zuru¨ckgefu¨hrt werden kann. Dazu beginnen wir mit der Definition der Zustands-
dichte:
Z(0)(E) =
∫
dq0
∫
dq1
∫
dp0
∫
dp1 δ(E −Hs)
=
∫
dq0
∫
dq1
∫
dp0
∫
dp1 δ
(
E − 1
2
(q20 + p
2
0 + q
2
1 + p
2
1 + q
2
0q
2
1)
)
. (2.1)
Mit p0 = r sinϕ und p1 = r cosϕ erha¨lt man:
Z(0)(E) =
∫
dq0
∫
dq1
∫ 2pi
0
dϕ
∫ ∞
0
dr rδ
((
E − 1
2
(q20 + q
2
1 + q
2
0q
2
1)
)
︸ ︷︷ ︸
=:
 
E
− r
2
2︸︷︷︸
⇒  r= r√
2
)
= 4pi
∫
dq0
∫
dq1
∫ ∞
0
dr̂ r̂δ(Ê2 − r̂2)
= 4pi
∫
dq0
∫
dq1
∫ ∞
0
dr̂ r̂
1
2Ê
δ(Ê − r̂)Θ(Ê)
= 2pi
∫
dq0
∫
dq1 Θ(Ê)
= 2pi
∫ √2E
0
dq0
∫  2E−q21
1+q21
0
dq1
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= 2pi
∫ √2E
0
dq1
√
2E − q21
1 + q21
. (2.2)
Das elliptische Integral (2.2) kann mittels konventioneller numerischer Integrationsverfah-
ren berechnet werden. Hier wurde zur Berechnung von (2.2) mathematica verwendet.
Zustandsdichte des 6-dimenionalen Quartischen Systems
In a¨hnlicher Weise kann die Zustandsdichte im Falle des 6-dimenionalen Quartischen Sy-
stems berechnet werden. Auch hier findet man ein elliptisches Integral:
Z(0)(E) = 2pi
∫ √2E
0
dq2
∫  2E−q22
1+q22
0
dq1
∫  2E−(q21 +q22+q21q22)
1+q21+q
2
2
0
dq0
√
Ê2 − ϑq20. (2.3)
Mit Ê2 := (2E − (q21 + q22 + q21q22)) und ϑ := (1 + q21 + q22) sind hier einige Abku¨rzungen ein-
gefu¨hrt worden. Das elliptische Integral (2.3) la¨sst sich hier ebenfalls mit Hilfe numerischer
Integrationsverfahren auswerten.
Anhang C
Herleitung: Diffusionsgleichung der
Schwerpunktsbewegung
In Kapitel 6 wurde die Diffusionsgleichung, welche man fu¨r die chaotische Schwerpunkts-
bewegung mit Hilfe des hier vorgestellten Eliminationsverfahrens erha¨lt, erwa¨hnt. Hier
soll die Herleitung dieser reduzierten Gleichung erfolgen. Als Ausgangspunkt wa¨hlen wir
den Hamiltonian des Wasserstoff-Atoms im homogenen Magnetfeld in der Aufteilung nach
Gl. (6.12) - (6.15).
Die Liouville-Operatoren (2.18) - (2.19) ergeben sich hier zu:
iLk. = {H˜k, .} = −
3∑
j=1
∂H˜k
∂rj
∂
∂pj︸ ︷︷ ︸
iLk,s
+
3∑
j=1
∂H˜k
∂Kj
∂
∂Rj︸ ︷︷ ︸
iLk,l
(3.1)
iLl. = {H˜l, .} =
3∑
j=1
∂H˜l
∂Kj
∂
∂Rj
(3.2)
iL̂l. = iLl + iLk,l =
3∑
j=1
∂
∂Kj
(H˜l + H˜k) ∂
∂Rj
(3.3)
iLs. = {H˜s, .} =
3∑
j=1
(
∂H˜s
∂pj
∂
∂rj
− ∂H˜s
∂rj
∂
∂pj
)
(3.4)
iL̂(ε)s = iLs + εiLk,s. (3.5)
Unter Beru¨cksichtigung des Magnetfeldes B = (0, 0, Bz) (wobei Bz konstant ist) kann der
langsame und der Wechselwirkungs-Hamiltonian gema¨ß:
H˜l = 1
2
3∑
j=1
K2j und H˜k = −eBz(K2r1 −K1r2) (3.6)
umgeformt werden. Wir betrachten die Nakajima-Zwanzig-Gleichung in Bornscher Na¨he-
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rung entsprechend Gl. (2.33):
∂ρ¯t
∂t
= −〈iL̂l〉(ε)ρ¯t︸ ︷︷ ︸
Frequenzterm
+
∫ t
0
〈iLk,le−i
 
L(ε)s t′/εQεiL̂l〉(ε)ρ¯t−t′ dt′︸ ︷︷ ︸
Geda¨chtnisterm
. (3.7)
Der Frequenzterm ergibt sich zu:
−〈iL̂l〉(ε)ρ¯t = −
3∑
j=1
Kj
∂
∂Rj
ρ¯t − eBz
(
∂
∂R1
〈r2〉(ε)︸ ︷︷ ︸
=0
ρ¯t − ∂
∂R2
〈r1〉(ε)︸ ︷︷ ︸
=0
ρ¯t
)
= −
3∑
j=1
Kj
∂
∂Rj
ρ¯t.(3.8)
Die Terme ∂
∂R1
〈r2〉(ε) bzw. ∂∂R1 〈r1〉(ε) ergeben sich hier zu Null, da die adiabatische Dichte
ρ
(ε)
ad (r,p|R,K) = 1Z(ε)(E)δ(εH− E) infolge des Gesamthamiltonian H nach Gl. (6.6) nicht
explizit von R abha¨ngt. Im Folgenden wollen wir zur Vereinfachung folgende Notation
einfu¨hren:
Trs [....] :=
∫ ∫
... drdp und 〈...〉(ε) := Trs
[
.... ρ
(ε)
ad
]
. (3.9)
Die Abku¨rzung (3.9) ist gewissermaßen die schnelle Spur und bezeichnet die Integration
u¨ber den schnellen Phasenraum (r,p) der Relativbewegung.
Der Integralkern des Geda¨chtnisterms aus Gl. (3.7) kann hier wie folgt umgeschrieben
werden:
IGt−t′ := 〈iLk,le−i
 
L(ε)s t′/εQεiL̂l〉(ε)ρ¯t−t′
= Trs
[(∑
j
∂H˜k
∂Kj
∂
∂Rj
)
e−iLˆ
(ε)
s t
′/ε(1 −Pε)iL̂lρ(ε)ad
]
ρ¯t−t′
=
∑
j
∂
∂Rj
{
Trs
[
∂H˜k
∂Kj
e−i
 
L(ε)s t′/εiL̂lρ(ε)ad
]
−Trs
[
∂H˜k
∂Kj
e−i
 
L(ε)s t′/εiL̂lρ(ε)adTrs
[
iL̂lρ(ε)ad
]]}
ρ¯t−t′
=
∑
j
∂
∂Rj
Trs
[{
∂H˜k
∂Kj
e−i
 
L(ε)s t′/ε − Trs
[
∂H˜k
∂Kj
e−i
 
L(ε)s t′/ερ(ε)ad
]}
iL̂lρ(ε)ad
]
ρ¯t−t′. (3.10)
Der Index in Gl. (3.10) ist j = 1, 2. Fu¨r beide Fa¨lle ist eine vo¨llig analoge Rechnung
durchzufu¨hren. Daher reicht es hier z.B. den Fall j = 1 zu betrachten:
⇒ ∂
∂R1
Trs
[{
∂H˜k
∂K1
e−i
 
L(ε)s t′/ε − Trs
[
∂H˜k
∂K1
e−i
 
L(ε)s t′/ερ(ε)ad
]}
iL̂lρ(ε)ad
]
ρ¯t−t′
= eBz
∂
∂R1
Trs
[{
r2e
−i
 
L(ε)s t′/ε︸ ︷︷ ︸
r2(t)
−Trs
[
r2e
−i
 
L(ε)s t′/ερ(ε)ad
]
︸ ︷︷ ︸
〈r2(t)〉(ε)
}
iL̂lρ(ε)ad
]
ρ¯t−t′
= eBz
∂
∂R1
Trs
[
δ(ε)ad r2(t)iL̂lρ(ε)ad
]
ρ¯t−t′
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∂
∂R1
Trs
[
δ(ε)ad r2(t)
(∑
j
∂H˜l
∂Kj
∂
∂Rj
)
ρ(ε)ad
]
ρ¯t−t′
= eBz
∂
∂R1
Trs
[
δ(ε)ad r2(t)
(∑
j
∂H˜l
∂Kj
∂
∂Rj
)
ρ(ε)ad
]
ρ¯t−t′
= (eBz)
2 ∂
∂R1
Trs
[
δ(ε)ad r2(t)
(
r2
∂
∂R1
− r1 ∂
∂R2
)
ρ(ε)ad
]
ρ¯t−t′
= (eBz)
2
{
∂2
∂R21
Trs
[
δ(ε)ad r2(t)r2ρ
(ε)
ad
]
ρ¯t−t′ − ∂
∂R1
Trs
[
∂
∂R1
δ(ε)ad r2(t) · r2ρ(ε)ad
]
ρ¯t−t′︸ ︷︷ ︸
=0, wegen (∗)
− ∂
2
∂R1∂R2
Trs
[
δ
(ε)
ad r2(t)r1ρ
(ε)
ad
]
ρ¯t−t′ +
∂
∂R1
Trs
[
∂
∂R2
δ
(ε)
ad r2(t) · r1ρ(ε)ad
]
ρ¯t−t′︸ ︷︷ ︸
=0, wegen (∗∗)
}
. (3.11)
Das die Terme (∗) und (∗∗) sich zu Null ergeben, ersieht man, wenn man diese Terme einer
partiellen Integration unterwirft:
(*) ⇒ Trs
[
∂
∂R1
δ(ε)ad r2(t) · r2ρ(ε)ad
]
ρ¯t−t′ = −Trs
[
δ(ε)ad r2(t) · r2
∂
∂R1
ρ(ε)ad
]
ρ¯t−t′ (3.12)
(**) ⇒ Trs
[
∂
∂R2
δ(ε)ad r2(t) · r1ρ(ε)ad
]
ρ¯t−t′ = −Trs
[
δ(ε)ad r2(t) · r1
∂
∂R2
ρ(ε)ad
]
ρ¯t−t′ (3.13)
und sich anschließend die folgenden Teilterme ansieht:
∂
∂R1
ρ(ε)ad =
∂
∂R1
(
1
Z(ε)
δ(εH˜ −E)
)
= 0 (3.14)
∂
∂R2
ρ
(ε)
ad =
∂
∂R2
(
1
Z(ε)
δ(εH˜ −E)
)
= 0. (3.15)
Wenn man beachtet, dass rj = δ
(ε)
ad rj gilt, dann vereinfacht sich der Integralkern des
Geda¨chtnisterms Gl. (3.11) wie folgt:
Gl. (3.11) = (eBz)
2
{
∂2
∂R21
Trs
[
δ
(ε)
ad r2(t)δ
(ε)
ad r2ρ
(ε)
ad
]
ρ¯t−t′
− ∂
2
∂R1∂R2
Trs
[
δ(ε)ad r2(t)δ
(ε)
ad r1ρ
(ε)
ad
]
ρ¯t−t′
}
. (3.16)
Ganz analog erha¨lt man den zweiten Term des Integralkerns (3.10) (fu¨r j = 2):
⇒ ∂
∂R2
Trs
[{
∂H˜k
∂K2
e−i
 
L(ε)s t′/ε − Trs
[
∂H˜k
∂K2
e−i
 
L(ε)s t′/ερ(ε)ad
]}
iL̂lρ(ε)ad
]
ρ¯t−t′
= (eBz)
2
{
∂2
∂R22
Trs
[
δ(ε)ad r1(t)δ
(ε)
ad r1ρ
(ε)
ad
]
ρ¯t−t′
− ∂
2
∂R1∂R2
Trs
[
δ(ε)ad r2(t)δ
(ε)
ad r1ρ
(ε)
ad
]
ρ¯t−t′
}
. (3.17)
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Damit vereinfacht sich der Integralkern (3.10) des Geda¨chtnisterms zu:
IGt−t′ = (eBz)
2
{
∂2
∂R21
Trs
[
δ(ε)ad r2(t)δ
(ε)
ad r2ρ
(ε)
ad
]
ρ¯t−t′ − 2 ∂
2
∂R1∂R2
Trs
[
δ(ε)ad r2(t)δ
(ε)
ad r1ρ
(ε)
ad
]
ρ¯t−t′
+
∂2
∂R22
Trs
[
δ(ε)ad r1(t)δ
(ε)
ad r1ρ
(ε)
ad
]
ρ¯t−t′
}
(3.18)
= (eBz)
2
{
∂2
∂R21
〈δ(ε)ad r2(t)δ(ε)ad r2〉(ε)ρ¯t−t′ − 2
∂2
∂R1∂R2
〈δ(ε)ad r2(t)δ(ε)ad r1〉(ε)ρ¯t−t′
+
∂2
∂R22
〈δ(ε)ad r1(t)δ(ε)ad r1〉(ε)ρ¯t−t′
}
. (3.19)
Wir betrachten hier den Fall K = 0 und Lz = 0. Damit verschwindet der Frequenzterm
(3.8). Als na¨chstes wird eine Markov-Approximation fu¨r den Korrelationszerfall der schnel-
len Relativbewegung angesetzt. Man erha¨lt dadurch eine Diffusionsgleichung der folgenden
Form fu¨r die langsame Schwerpunktsbewegung:
∂ρ¯t(R)
∂t
= ε
(
∂2
∂R21
D˜
(2,ε)
22 (R)ρ¯t − 2
∂2
∂R1∂R2
D˜
(2,ε)
12 (R)ρ¯t +
∂2
∂R22
D˜
(2,ε)
11 (R)ρ¯t
)
. (3.20)
Die zugeho¨rigen Diffusionskoeffizienten haben die folgende Gestalt:
D˜(2,ε)µν (R) = κ
2
R
∫ ∞
0
〈δ(ε)ad rµ(t)δ(ε)ad rν〉(ε) dt mit µ, ν = 1, 2. (3.21)
Die Magnetfeldsta¨rke u¨bernimmt hier mit κR = (eBz) die Rolle die Kopplungssta¨rke. Nun
brechen wir die Sto¨rungsrechnung nach linearer Ordnung des Zeitskalenparameters ε ab
und erhalten damit:
D˜(2)µν (R) = κ
2
R
∫ ∞
0
〈rµ(t)rν〉(0) dt+O(ε2) mit µ, ν = 1, 2. (3.22)
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