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Abstract
Future integrated services networks are expected to support a wide range of applications which
have diverse traffic characteristics and quality of service requirements. The fundamental problem
with network control are the conflicting aims of maximising utilisation and satisfying quality of
service requirements, whilst also using a simple set of traffic descriptors. Services based on
measurements and predictions aim to increase utilisation whilst working on the premise of a
simple traffic descriptor, however there is also a risk that quality of service requirements will not
be satisfied. The learning and adaptation properties of artificial intelligence techniques appear
well suited to this domain and this thesis studies the potential of applying them to network
control.
We investigate the application of neural networks to perform traffic prediction by learning the
relationship between past and future traffic variations. Contrary to popular belief we conclude
that generally this is only possible with artificial traffic generated using mathematical models or
traffic which exhibits periodic properties, and that accurate prediction of real network traffic is
generally impossible. The adaptive features of learning automata are utilised in a new dynamic
scheduling mechanism for a packet multiplexer based on measurements. By minimising the
resources allocated to each traffic flow the scheme is able to satisfy a variety of quality of service
requirements whilst also maximising potential utilisation. Simulation results demonstrate that the
automata are able to converge to optimal probabilities and are able to perform well over a much
wider range of traffic conditions compared to traditional scheduling mechanisms. A novel
admission control scheme is described for the adaptive scheduler in which a neural network learns
the required probability based on a token bucket traffic descriptor. The mathematical form of
this mapping is unknown and the neural network learns the function based on examples obtained
through simulation.
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Chapter 1
Introduction
Unlike current communication networks which are designed to offer a special type of service,
integrated services networks will offer multiple services to support applications that include
voice, video, data and many others. This integration of services onto a single network will offer a
number of advantages, such as improved statistical multiplexing, economies of scale and
widespread access. However, the integration also presents new challenges for network designers
in terms of traffic management and congestion control. In this chapter we begin by presenting
some background and motivation for packet switched integrated services networks. Next we
describe various key elements essential for an integrated services architecture and finally we
present an outline of the thesis.
1.1 Background
Traditional communication networks offer a single type of service that supports one application.
For example, the telephone network has been designed to support interactive voice which requires
a low delay, low bandwidth, two-way, jitter-free service. By contrast, the cable television
network has been designed to support broadcasting of analogue video which requires a high
bandwidth, one-way, jitter-free service. These specific goals have allowed network design to be
optimised for each particular type of service.
Integrated services networks will have to support various existing applications together with
many new and radically different applications, often with diverse traffic characteristics and
performance objectives. Because of this diversity, together with the uncertainty of future
applications, a network should be flexible in its ability to support many different applications.
Although traditional packet switching data networks are highly flexible and can support a wide
range of data applications, they are unable to provide any performance guarantees. Circuit
switched voice networks can provide excellent guarantees, however they are inflexible and can
only provide guarantees to a limited number of applications. Therefore the design of integrated
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services networks is a challenging problem, since they need to be both flexible and provide
guaranteed service.
It has been widely accepted that future integrated services networks will use packet switching
technology. The reasons behind this are flexibility and an ability to exploit statistical
multiplexing. In a packet network, sources statistically share network resources and potentially
there are an unlimited number of users that can use the network at any one time. This is because
in a networking environment where traffic sources are bursty, it is unlikely that all sources will
transmit at their peak rates simultaneously. Therefore allocating each flow a bandwidth less than
its peak rate gives rise to the statistical sharing of network resources and can lead to higher
network utilisation compared to circuit-switched networks that work on peak rate allocation.
However, statistical multiplexing introduces the problem of congestion since there is a possibility
that instantaneous demand will be greater than the available resources, resulting in increased
delays and packet loss. Although advancing technology will lower the cost of memory and
increase link capacities and processor speeds, the problem of congestion is unlikely to go away
[1]. Therefore an integrated services network architecture with appropriate congestion control
procedures is required such that the fundamental goal of network design is achieved, namely to
satisfy the requirements of the user [2]. A further subsidiary goal of network design is to
maximise the utilisation of the network such that revenue can be maximised. To achieve these
goals it is necessary to have a thorough understanding of the characteristics and requirements of
the applications to be supported.
1.2 User Applications
The introduction of many new applications leads some people to believe that we cannot design
future networks by looking at the current situation [3]. However, current applications will
continue to exist and they represent a wide range of features and requirements upon which we can
base future networks.
Applications can be divided into approximately five classes, these are conversational, messaging,
distribution, retrieval and machine-to-machine applications [3]. Conversational or interactive
applications consist of a person at each end of the connection. Messaging applications involve a
person talking to a machine and distribution applications consist of a machine sending to people
or machines who listen passively. A retrieval application is one in which a person causes a
machine to transfer information and machine-to-machine applications involve communication
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between computers. A list of application classes and corresponding examples is given in Table
1.1 [3].
The degree to which application performance depends upon delay varies widely and from the list
of applications in Table 1.1 we can classify them as either real-time or non-real-time.
Application Class Example Applications
Interactive video
Interactive audio
Interactive text/data
Interactive image
Video conferencing
Telephone
Credit card verification
Multimedia conferencing
Video messaging
Audio messaging
Text/data messaging
Image messaging
Multimedia e-mail
Voice mail
Electronic mail
High resolution fax
Video distribution
Audio distribution
Text distribution
Image distribution
Television
Radio
Teletext
Weather satellite pictures
Video retrieval
Audio retrieval
Text/data retrieval
Image retrieval
Video on demand
Audio library
File transfer
Library browsing
Remote procedure call
Distributed file service
Distributed simulation
Table 1.1:List of application classes and examples
Real-time applications require the delivery of packets by a certain time, if the data has not arrived
by then it is essentially worthless. The interactive and distribution classes fall into this category,
since they involve people observing a continuous flow of visual or auditory information and
excessive delay, delay variation or loss has a significant impact on perceived quality.
Alternatively, non-real-time or elastic applications will always wait for the data to arrive and the
messaging and retrieval classes fall into this category. Such applications may still have different
sensitivities to delay, for example messaging applications are very tolerant of delay whereas with
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retrieval applications the user may be somewhat sensitive to long delays.
1.2.1 Real-Time Applications
The most common type of real-time application is likely to be a playback application [4]. In a
playback application, the source packetises a signal and transmits it across the network. The
network inevitably introduces some variation in the delay of each packet, this variation is known
as jitter. On arrival at its destination, the receiver de-packetises the data and attempts to
playback the signal, this is achieved by buffering the incoming data in order to remove the jitter
and replaying the signal at some pre-determined playback point. Data that arrives before the
playback point can be used to reconstruct the signal, however data arriving after the playback
point is worthless. Therefore in order to choose a reasonable offset for the playback point, an
application needs some knowledge of the maximum delay its packets will experience.
The performance of a playback application can be measured in two ways : latency and fidelity
[5]. The latency is the delay between when the signal is generated at the source and when it is
played back at the receiver. Some applications are more sensitive to latency than others, for
example interactive applications are more sensitive than other playback applications such as
transmitting a movie, since in the latter case the users watch passively. Fidelity is a measure of
the quality of the signal reproduced at the receiver. The playback signal is incomplete whenever
packets are late or lost due to buffer overflow within the network and distorted whenever the
offset is varied. As with latency, applications differ in their sensitivity to fidelity, for example a
video conference allowing one surgeon to remotely assist another during an operation requires a
much higher fidelity than a video conference based family re-union, since in the latter case the
users can easily compensate for slight glitches in transmission [4]. These differences in
sensitivity allow playback (and other real-time) applications to be categorised as either tolerant or
intolerant [5].
Intolerant applications must have a fixed playback point since any variation of this offset will
introduce distortions in the playback signal. Furthermore, this fixed offset must bound the
maximum end-to-end delay in order to avoid late packets. By contrast, tolerant applications can
have a reduced offset since they can tolerate the lower quality in the recreated signal when some
packets arrive after the playback point. Moreover, the offset may be adjusted depending on the
delays experienced by incoming packets, since these applications can tolerate the resulting
distortion in the signal. Instead of reducing the offset, a fixed offset may allow for a greater
admitted load onto the network which again runs the risk of packets arriving after the playback
CHAPTER 1 - INTRODUCTION	 5
point.
1.2.2 Non-Real-Time Applications
Although some applications are called non-real-time, it is wrong to assume that they are not
sensitive to delay. Typically, the application will use the arriving data immediately and will
always wait for incoming data rather proceed without it, thus significantly increasing the delay of
a packet may harm performance. Generally, the performance of these applications will depend
more on the average delay rather than on the tail of the distribution, which is important for real-
time applications. The delay requirements of such applications are varied, for example electronic
mail has less of a requirement than file transfer. As with real-time applications it is also possible
to identify loss tolerant and loss intolerant applications. For example, a voice mail message may
be more tolerant to loss than an image message since the receiver may be able to compensate for
the slight interruptions in the reconstructed voice, however the fact that these are non-real time
applications may make retransmission a viable option.
1.3 Integrated Services Network Architecture
The most difficult technical problem that blocks the path towards an integrated services network
is that of supporting real-time applications, since these require performance guarantees.
Currently there are two widely accepted architectures for packet-switched integrated services
networks, the International Telecommunications Union (ITU) recommendation is Asynchronous
Transfer Mode (ATM) and the Internet Engineering Task Force (IETF) recommendation is an
integrated services extension to the current Internet called IntServ. The main difference between
the two is that ATM uses small fixed size packets, called cells, whereas IntServ assumes variable
length packets. Both proposals however are based on the common paradigm that before
communication starts, the client must specify its traffic characteristics and desired performance
objectives. Based on this, an admission control policy decides whether or not to accept the
connection. If the network accepts the request, it makes some kind of commitment that the
performance requirements will be met providing the client obeys its traffic specification. Clark et
al [4] identify several key components in an integrated services architecture, namely the service
interface, the service commitments and congestion control. We now consider briefly each of these
components.
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1.3.1 Service Interface
The service interface governs the set of parameters that describe the traffic flow requesting access
to the network, these must include the quality of service (QoS) objectives and an estimate of the
traffic characteristics. The QoS parameters are likely to depend upon the application, however
typical parameters will include loss rate, mean delay, maximum delay and maximum delay
variation. The parameters that will describe the traffic characteristics are less well defined and
the conflicting requirements of describing the traffic characteristics using minimal parameters yet
providing maximum information, ensures that optimal traffic characterisation remains an open
issue.
1.3.2 Service Commitments
The service commitment determines the nature of the guarantee made by the network when it
chooses to accept a connection. Service commitments can be divided into two categories, the first
is a QoS commitment to individual flows whereas the second is a commitment to resource sharing
in which the network makes assurances that the resource in question will be shared according to
some protocol. Since the primary goal of network design is to satisfy the requirements of the
user, we argue that the QoS commitments are the most important.
The current Internet does not make any QoS commitments and simply treats all packets
equivalently. A key point regarding this is that the current Internet only requires a trivial
admission controller that admits all connections, this may result in severe congestion and massive
delays. This type of service is known as best-effort. In [6], two other types of service
commitment are identified as being necessary for integrated services networks, namely
deterministic and statistical. However, there has been recent widespread support for services
based on measurements [4][5] which act to increase utilisation at the risk of packets violating
QoS requirements.
• Deterministic Service
A deterministic service commitment provides an absolute bound on the performance of
all packets within a session. Intolerant applications require this type of service and a
typical deterministic service commitment is one which guarantees that no packets will
suffer an end-to-end delay greater than S. These commitments should be honoured
regardless of the congestion in the network, therefore such a service often results in low
utilisation. An example of an intolerant application requiring a deterministic service
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commitment is nuclear power plant control, since violations of such guarantees may
result in catastrophic consequences.
• Statistical Service
A statistical service commitment provides a statistical bound on the performance of all
packets within a session. Such a service is able to exploit statistical multiplexing, since
the occasional performance violation allows for greater utilisation which will result in a
presumed lower cost for the service, therefore tolerant applications would benefit from
using this type of service. A typical statistical commitment is one which guarantees that
no more than Eok of packets will suffer an end-to-end delay greater than S. However, in
practise, the precise definition of a statistical guarantee is rather difficult. For example
over what time interval should the statistics be measured? One would expect that 100
consecutive late packets out of 100000 would have more of an effect than one late packet
out of every 1000. For this reason, interval-based statistical QoS guarantees have been
proposed [7], but the question of the appropriate time interval remains an open question
and is application specific. Several multimedia applications such as audio and video can
tolerate some degree of late or lost packets and are therefore well suited to a statistical
service.
• Measurement Based Service
A measurement based service commitment provides 'fairly' reliable deterministic or
statistical bounds. Deterministic and statistical services rely heavily on the use of a
priori client specified parameters when determining the resource requirements for a flow.
Consequently, these services may not be well suited to applications which cannot
accurately estimate their traffic parameters, such as live video, or applications with rate
variations over multiple time scales which are not adequately characterised by standard
models. In these situations conservative estimations must be made and may result in
poor network utilisation. In contrast, measurement based services rely on measured
values of traffic parameters rather than a priori client specified guesses, therefore the
effects of inaccurate traffic specification can be alleviated and high utilisation can be
achieved. Due to the inherent dynamic nature associated with network traffic it is
impossible to make firm guarantees, however by applying suitable control procedures it
is possible to provide fairly reliable or soft performance guarantees. With this type of
service the network is effectively gambling that past network behaviour is a good
indicator of future network behaviour.
CBR
Provides strict guarantees
Real-Time Non-Real-Time
1
UBR
Best effort service with
no network control or
source description
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Based on these commitments, service models for ATM and IntServ have been proposed, however
it must be noted that these models are by no means fixed and additional services may be added in
the future.
1.3.2.1 ATM Service Model
As previously mentioned, the single most important difference between applications is whether
they are real-time or non-real time. The two most basic service categories to support these in
ATM are the constant bit rate (CBR) and unspecified bit rate (UBR). CBR reserves a fixed
bandwidth to each connection and provides a simple reliable service which can satisfy strict
performance guarantees, thus this service category provides deterministic service. Non-real time
applications can be supported by the UBR service category, here the sources do not declare any
traffic parameters and this is effectively a best effort service. CBR and UBR are two very simple
services which can accommodate the vast majority of applications, however by utilising the
features of applications discussed in previous sections, service categories can be introduced
which act to increase the utilisation and statistical multiplexing gain of the network.
Service Categories
RT-VBR
Allows statistical
multiplexing and takes
advantage of the tolerant
nature of some
applications
NRT-VBR
Uses loss and delay
requirements to allocate
resources
ABR
Uses feedback to improve
loss and fairness
Figure 1.1 :Architecture of ATM service categories
The CBR service category can be extended to take advantage of the bursty nature of traffic. This
service category is called the real-time variable bit rate (RT-VBR) service category and provides
a statistical service to tolerant applications by exploiting statistical multiplexing. The QoS for
some non-real-time applications can be improved by differentiating these packets from the basic
UBR packets. These non-real-time applications fall into the non-real-time variable bit rate
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(NRT-VBR) service category, and requirements such as mean delay and loss rate are specified in
order to allocate resources. A final service category called available bit rate (ABR) does not
provide any guarantees and it attempts to minimise cell loss at the expense of delay by adopting a
rate-based flow control strategy, it provides a service somewhere between UBR and NRT-VBR.
The ATM service model architecture is shown in Figure 1.1 [3].
1.3.2.2 IntServ Service Model
As with ATM, IntServ will offer a service capable of providing mathematically provable
deterministic guarantees to intolerant real-time applications, this will be called guaranteed service
[8]. Another service category is the controlled-load service [9] which provides each flow with a
QoS that closely approximates the QoS that same flow would receive on an under loaded
network. This service category uses measurements to limit the load on the network in order to
ensure that the desired service is received. Tolerant real-time applications are expected to fall
into this service category and although no performance guarantees are made, either exact or
approximate, the source must still declare its traffic characteristics together with some indication
as to the desired QoS such that an admission decision can be made. The controlled-load service
increases the network utilisation compared to guaranteed service by adopting greater statistical
multiplexing at the risk of failing to meet delay requirements. The final service category is best-
effort which is the same service currently offered by the Internet, however it has been suggested
that there should be different classes of best effort with some classes receiving better service than
others. The proposed architecture for IntServ is summarised in Figure 1.2
Service Categories
Real-Time
Guaranteed
Provides mathematically
provable delay bounds
Controlled-Load
Provides similar
performance to that on an
under loaded network by
controlling the admitted
load.
Non-Real-Time
I
Best Effort
Delivers packets as
soon as possible
Best Effort Best Effort Best Effort
Priority 1 Priority 2 Priority N
Figure 1.2:Architecture of IntServ service categories
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Other service categories have been suggested and in time they might be integrated into the
network architecture. In particular the predictive service in which the network supplies a fairly
reliable, but not perfectly reliable, performance guarantee has received considerable support
[4][5]. Using measurements of the current load, the network accepts connections it believes it can
support and the occasional performance violation will be tolerated by the user in return for the
presumed lower cost.
1.3.3 Congestion Control
As already mentioned, statistical multiplexing gives rise to the problem of congestion when
demand exceeds network resources. Congestion control techniques can be classified as either
reactive or preventative (sometimes called proactive). In a reactive approach, control is usually
at the source and various feedback signals from the network or receiver are used by the source to
detect congestion and react accordingly, usually by lowering the transmission rate. Such reactive
control procedures operate on a time scale of the order of one round trip time (RTT), since the
time between when congestion is detected and when the congestion signal is received is of the
order of one RTT. An important parameter related to reactive control procedures is the delay-
bandwidth product, which is the product of the RTT and the link bandwidth. This is the amount
of data that can be transmitted by the source between when congestion is detected and a
congestion signal is received, therefore this is the amount of data which may be lost due to
congestion. Since the RTT depends upon distance and the speed of light, as link capacities
increase so too will the delay-bandwidth product, thus leading to greater potential congestion.
For this reason, more attention has been focused onto preventative control schemes. Three key
areas of preventative control have been identified which must be incorporated into any possible
solution to the congestion control problem, these are admission control, traffic enforcement and
queue management [10], and crucial to each of these are the traffic characteristics declared by the
source. Since it may still be possible for congestion to occur a fourth key area of reactive control
is also identified.
The role of admission control is to determine whether there are sufficient resources such that the
performance requirements of the connection seeking admission can be satisfied without degrading
the performance of existing connections to unacceptable levels. The purpose of traffic
enforcement or policing is to ensure that each connection is not violating its traffic
characterisation declared at call set-up upon which the admission decision was based.
Connections violating this may cause performance degradation for other connections together
with their own, and the policing mechanism must enforce the original descriptor by carrying out
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particular actions which may include dropping, delaying or marking packets. Without proper
control, the interaction of several traffic streams may adversely affect network performance and it
is the purpose of a queue management scheme to provide local short term congestion control.
The role of a queue management scheme is essentially threefold, it must control which packets get
transmitted, when packets get transmitted and which packets get discarded, these actions govern
throughput, delay and loss, respectively. It is likely that preventative control schemes alone will
not be sufficient to eliminate congestion in integrated services networks altogether, therefore when
congestion does occur it is necessary to react accordingly. Generally, when congestion is
detected, sources are requested to reduce their transmission rate until the congestion is cleared.
As previously mentioned though, the high delay-bandwidth product may limit the effectiveness of
such schemes, nevertheless, they are required as a safeguard mechanism.
Figure 1.3 summarises the time scales on which congestion control functions operate. Also
indicated are other network control functions such as resource provisioning, which determine the
physical quantities of equipment to be placed in the networks, and routing which determines the
path packets take in order to reach the destination.
Time Scale
•
Long Term	 Resource Provisioning
Connection
Duration
Round Trip
Time
Cell Time
Admission Control
Routing
Reactive Control
Queue Management
Traffic Policing
Figure 1.3:Time scale of various network control functions
1.4 Outline of the Thesis
The difficulties associated with accurate traffic characterisation, achieving high network
utilisation and providing QoS guarantees, together with the sheer complexity and diversity of
future integrated services networks makes the task of network control a difficult problem. It is
the aim of this thesis to investigate the use of learning algorithms applied to the problem of
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network control since they possess several features which may be beneficial, these include
learning capabilities, high computation rates and a lack of a dependence on mathematical models.
In Chapter 2 we provide a state-of-the-art survey of traffic management and congestion control
techniques in integrated services networks, highlighting the various problems associated with
them. We continue by discussing various existing applications of learning algorithms to the
problem of network control in Chapter 3, in particular we focus on the use of neural networks,
fuzzy logic and stochastic learning automata. Chapter 4 investigates the suitability of neural
networks to perform traffic prediction and contrary to popular belief we conclude that accurate
prediction of real traffic on short time scales is impossible. We propose a new adaptive
scheduling mechanism based on the use of stochastic learning automata in Chapter 5 and we
show that it is able to perform well over a wide range of traffic conditions, whereas other static
schemes only perform well in certain circumstances. In Chapter 6 we propose a novel admission
control scheme for the adaptive scheduling mechanism, this is based on a neural network which is
able to learn the required network resources despite there being no mathematical model available.
Finally in Chapter 7, a summary of the thesis is given and areas for future work are identified.
Chapter 2
Traffic Management and Congestion
Control in Integrated Services Networks
Traffic management and congestion control in communication networks deals with controlling
network resources to prevent the network from becoming a bottleneck. In the previous chapter
we highlighted that due to the high delay-bandwidth product of future high speed networks,
preventative congestion control techniques are likely to dominate. Fundamental to preventative
control is the way in which a traffic source specifies its characteristics and we begin this chapter
by reviewing several methods of characterising and modelling network traffic. We continue by
reviewing in turn the four major areas of congestion control, namely traffic enforcement, queue
management, admission control and reactive control, and we conclude the chapter with a
summary.
2.1 Traffic Characterisation and Source Modelling
Accurate traffic characterisation and modelling is important for several reasons. Firstly, in the
context of network design and planning it provides an opportunity to study the behaviour of
networks under a variety of conditions through analysis or simulation. This approach is less
expensive and more flexible than experimental testbeds, thus speeding up the research process for
novel network technologies. Secondly, in the context of congestion control, accurate traffic
characterisation and modelling allows for efficient allocation of network resources such that QoS
requirements can be satisfied.
Based on the declared traffic characteristics and requirements of a new call, an admission
controller must decide whether or not to accept the call and, if accepted, must allocate
appropriate network resources. The traffic characteristics of an application are the minimum set
of parameters that a user can expect to declare while providing the network management with as
much information as possible to effectively control network traffic and achieve high utilisation
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[11]. However, efficient statistical multiplexing requires detailed knowledge of the traffic and
this contradicts the requirement of a simple set of parameters, therefore the most suitable set of
parameters remains an open issue [11]. Simple parameters include the peak rate and mean rate,
more informative parameters include the mean burst length, index of dispersion, rate variance and
autocorrelation, however these more sophisticated parameters may be difficult to estimate and
enforce.
The traffic parameters are used to defme a traffic model for the source, however due to the
uncertainty surrounding the traffic parameters, together with a lack of understanding of the
behaviour of some traffic sources there is no consensus as to the most appropriate traffic models.
However, in [12], the authors identify several fundamental requirements of any traffic model.
Firstly, the model parameters should be such that they can be inferred easily from the declared
traffic characteristics. Next, the model should characterise the traffic as accurately as possible
such that admission control algorithms do not over estimate the required resources. Finally, the
model must be policeable so that the network can enforce a sources traffic characterisation.
In order to provide a deterministic service, deterministically bounded traffic models must be used
to provide hard upper bounds on the quantity of traffic transmitted in a given time interval [13].
Deterministic or stochastic traffic models may be used to provide a statistical service, although
stochastic models are more popular since their statistical properties allow for a greater statistical
multiplexing gain. Traditional stochastic traffic models are based on stochastic processes such as
Markov modulated processes [14][15], however recent traffic measurement studies have revealed
that it may be more appropriate to model traffic using stochastic self-similar models [16][17].
2.1.1 Deterministic Traffic Models
Deterministic traffic models have recently been applied to the problem of providing deterministic
delay guarantees to traffic with strict performance objectives. These bounds are determined using
worst case arrival patterns and they provide upper bounds on the sources packet arrivals. If the
actual traffic arrival process of a connection is given by A, such that A[c, r-i-t] denotes the arrivals
in the interval [T,T-i-t], an upper bound on A can be given by the function A s if for all Z. 0 and t 
0 the following holds,
A[T,T + t]  A * (t)	 (2.1)
A(t)
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The function A * (t) is the traffic constraint function and is defined by the parameterised model
declared by the source. In the (Xmin, Xave, I, s) model proposed in [6], X., is the minimum packet
inter-arrival time, Xave is the maximum average packet inter-arrival time over any time interval /
and s is the maximum packet size. The model proposed for ATM is the (PCR, SCR, MBS)
model [18] in which the peak cell rate (PCR) is defined as the reciprocal of the minimum inter-
arrival time, the sustainable cell rate (SCR) is the reciprocal of the average inter-arrival time and
the maximum burst size (MBS) is the maximum number of cells that can arrive back to back at
the PCR. The (o-,p) model [13] describes traffic in terms of a rate factor p and a burstiness
factor a such that the during any interval t, the traffic from the source is less than 0-+ pt.
The bounds associated with the models already mentioned are interval-length independent and a
more accurate characterisation may be achieved by bounding the arrivals using intervals of
different lengths. Such models are able to capture the intuitive property that as the interval length
increases, the rate is bounded by a value nearer to the long term average rate. The (o-,p) model
can be extended in this way to give the (6-',13) model [19]. By maintaining a number of (o-,p)
pairs, the amount of traffic in the time interval t is restricted to min,{ cri+p,t}, this leads to a
traffic constraint function shown in bold in Figure 2.1.
Figure 2.1:Traffic constraint function for the (a, 13 ) traffic model
A similar approach is adopted in the D-BIND model [20] which characterises sources via
multiple rate-interval pairs (Rk, 4), where the rate Rk is a worst case arrival rate over the interval
4. The authors show that such a characterisation allows for increased utilisation whilst still
providing delay guarantees compared to interval independent traffic models such as the (X,„,,„
Xave) I, s) model in [6]
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Deterministic traffic models have the advantage that they can be policed easily, thus ensuring that
misbehaving sources do not adversely affect the performance of well behaved sources. Moreover,
only deterministic models can be used to provide deterministic performance guarantees.
However, an important drawback of deterministic traffic models when the goal is a statistical
service is that they cannot characterise many of the statistical properties of the source, thus
limiting the potential statistical multiplexing gain and consequently network utilisation.
2.1.2 Stochastic Traffic Models
In order to overcome the limitations of deterministic models, stochastic models can be used to
increase network utilisation by exploiting statistical multiplexing. Although stochastic models
cannot be used to provide deterministic performance guarantees, they can be used to provide
statistical guarantees. Stochastic models fall into two categories, those based on stochastic
processes and those based on stochastic bounds.
2.1.2.1 Stochastic Processes Models
2.1.2.1.1 Renewal Models
Renewal models have a long history because of their mathematical simplicity. In a renewal
traffic process the inter-arrival times are independent and identically distributed, although this
distribution may be general. A typical renewal process is a Poisson process in which the inter-
arrival times follow an exponential distribution and such a model is completely characterised by a
mean arrival rate. The discrete time counterpart of a Poisson process is a Bernoulli process in
which the inter-arrival times are geometrically distributed. The single parameter describing these
processes lead to analytical simplicity, however it is expected that bursty traffic will dominate
integrated services networks [21] and renewal models are unable to capture the correlations
present in such traffic, since by definition the inter-arrival times are independent.
2.1.2.1.2 Markov Models
Unlike renewal models, Markov models introduce dependencies into the arrival times and can
consequently capture traffic burstiness. Markov models are based on a finite state machine and
the process that governs the arrival process is completely determined by the current state. The
sojourn time in each state follows an exponential distribution and the state changes are governed
by a transition matrix P=p ii, where pu is the probability of a transition from state i to state j.
A typical Markov traffic model is a Markov Modulated Deterministic Process (MMDP) in which
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packets are generated with constant inter-arrival time 4 given that the current state is i. Variable
bit rate voice is typically modelled as a two-state MMDP which alternates between exponentially
distributed periods of activity and silence [14][15], this model is commonly referred to as the on-
off traffic model. The mean rate, peak rate and mean burst length are sufficient to define this
model and this simplicity allows it to be used to model general bursty traffic sources, moreover,
its analytical tractability makes it the most popular model used in performance evaluation work
[22]. Another popular Markov model is a Markov Modulated Poisson Process (MMPP) in which
the arrivals follow a Poisson process with mean rate Ai, given that the current state is i. A two-
state MMPP has been used to model the aggregate arrival process of a number of voice sources
[14] and the parameters of the MMPP are chosen such that the mean arrival rate, variance-to-
mean ratio of the number of arrivals in (0, t 1 ), long term variance-to-mean ratio of the number of
arrivals and the third moment of the number of arrivals in (0, t2) are matched to the actual
aggregate process.
More sophisticated Markov models have been used to model video sources. For example in [23]
a Markov chain is used to model a low activity video source such as a person speaking into a
camera. The state of the model determines the bit rate and the inactivity associated with these
sequences leads to no abrupt changes in bit rate and for this reason state transitions are only
allowed between adjacent states. The model parameters are chosen such that the mean, variance
and autocovariance of the model match the actual video stream. A two-dimensional extension to
this model is proposed in [24] to model high activity video sequences, with the extra dimension
being responsible for large jumps in the bit rate which correspond to scene changes. An
important consideration however with sophisticated Markov models is that they often involve
many parameters and sometimes there is no apparent connection between them and simple
statistics associated with the traffic source [25][26].
2.1.2.1.3 Self-Similar Models
Recent high resolution traffic measurement studies have revealed a fractal behaviour of traffic.
These studies include the analysis of hundreds of millions of packets transmitted over an Ethernet
LAN [27], the analysis of a 2-hour long VBR video trace [28] and the analysis of wide-area TCP
traffic [29], in each case the traffic has been shown to display structurally similar traffic bursts
across all time scales, from a few milliseconds to minutes and hours. This is called the self-
similar phenomena and a critical characteristic of self-similar traffic is that there is no natural
length of a traffic burst. Another important property of self-similar traffic is long range
dependence which is apparent in the form of a hyperbolically decaying autocorrelation function,
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this differs from the exponential decay of conventional traffic models. The degree of long-range
dependence is measured using the Hurst parameter, H [27].
Methods of generating self-similarity include Fractional Gaussian Noise (FGN) and Fractional
Autoregressive Integrated Moving Average (F-ARIMA) processes [30]. A self-similar model
based on Fractional Brownian Motion (FBM) is proposed by Norros [31] to generate the total
amount of traffic arriving at a system. The model is relatively simple in that only three
parameters are required, namely the mean rate, the peakedness (variance to mean ratio over a unit
interval) and the Hurst parameter. Moreover, the queue length distribution is derived and it is
shown to be much heavier than the exponential decay predicted by traditional traffic models.
Despite this, analytic results for self-similar traffic models are still scarce and simulation studies
assume a special importance. Techniques for the fast generation of self-similar traffic include the
Random Midpoint Displacement (RMD) algorithm [16] and Fast Fourier Transform (HT)
method [17].
In order to demonstrate the impact of long range dependence we have carried out an experiment
to compare the behaviour of a queue, with a constant service time, using four different traffic
streams. The first traffic stream is generated from a real trace obtained from an Ethernet LAN at
Bellcore [32], further analysis of the trace can be found in [27]. In order to compare all streams
we partition the trace into 10ms intervals and assume that the arriving data in these intervals is
transmitted as ATM cells such that the cells are evenly spaced throughout the 10ms interval. The
second trace is a randomly shuffled version of the original Ethernet trace, this shuffling has the
effect of removing any long range dependence whilst maintaining exactly the same inter-arrival
time and packet length distribution, the shuffled trace is then transformed into an ATM cell
stream as before. The third trace is generated at random with the number of bytes in each 10ms
period following a Poisson process with the same mean as the original Ethernet trace. The final
trace is generated by the FFT method [17] such that the Hurst parameter and the mean arrival
rate of the original Ethernet stream are matched. A plot of the utilisation of the queue against
mean delay is given in Figure 2.2. Clearly the original Ethernet trace results in much greater
delays than the shuffled trace and the trace generated using a Poisson process, this difference is
due to the long range dependence in the original. The trace generated by the FFT model matches
the original trace closely and it appears that this method of generation is reasonably accurate.
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2.1.2.1.4 Other Stochastic ModeLs
Autoregrissive models have been applied to model vide) sequences in [231 and [25J. The
disadvantage with these models is that although they may he accurate compared to actual
measurements they are unsuitable for analytical studies of queueing models. therefore they are
used mostly in simulation studies. Transform-expand-sample (TES) models exhibit similar
intractable properties and have been proposed to tit both the marginals and autocorrelations of
empirical data [211.
In general, traffic models based on stochastic processes have the advantage that they may achieve
higher network utilisation by exploiting the statistical properties of the sources. however they
suffer from a number of disadvantages. For instance, the more straight liwward traffic models are
generally not powerful enough to capture the burstiness and important time correlations of
realistic sources. By contrast. the more sophisticated models possess greater accuracy hut often
involve many parameters whose interpretation from physically meaningful quantities is unclear or
they are too complex for tractable analysis. Also analytical difficulties often make the extension
to heterogeneous sources and priority queueing systems difficult. both of which are required in
integrated services networks. Furthermore, the diversity of traffic sources is likely to ensure that
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a single stochastic traffic model is unlikely to represent all types of traffic and the use of several
different models will complicate admission control and policing. Moreover. it is often impractical
to determine whether a stochastic model is conforming to its specification. For example it is
difficult to determine whether a Markov model is following a certain transition probability
matrix, is close to its implied marginal distribution or has the required autocorrelation structure.
Consequently, if the traffic does not conform then no guarantees can be made. fmthermore.
admitted to the network a non-conforming stream may adversely affect the performance of other
streams.
2.1.2.2 Stochastically Bounded Models
In order to overcome some of the difficulties associated with models based on stochastic
processes, ICurose proposed a framework to characterise a source j by a family of random
variables Bi(t2), ...) [33]. In this model the random variable B(t1) is stochastically larger
than the number of bits generated over any interval of length I, by source j, where a random
variable B is said to be stochastically larger than a random variable S if and only if
Prob(B>x)2Prob(Sx) for all x. A similar model to that of Kurose is proposed in [34], however
in this model the bounding random variables are explicit functions of the interval length in order
to better characterise the properties of the sources. An extension to the (cr,p) model in which the
burstiness parameter, a, is bounded by an exponential distribution is proposed in [35].
Although models based on stochastic bounds overcome many of the difficulties associated with
models based on stochastic processes, problems still remain. Firstly, the problem of policing
statistical characteristics still applies and secondly the determination of the various parameters.
such as the rate variance, is not obvious. In order to overcome these limitations the parameters
may be inferred or bounded based on policeable traffic characterisations such as the (a,p) or the
D-BIND model. In [36], the maximum rate variance is inferred from the worst case traffic
arrival pattern of a source characterised by the D-BIND model. Based on this, statistical
guarantees can be provided to a number of multiplexed sources whilst also achieving reasonable
statistical multiplexing gain.
2.2 Congestion Control
As mentioned in the previous chapter there are three key areas of preventative congestion control,
namely traffic enforcement, queue management and admission control. A further congestion
control mechanism known as reactive control acts as a safeguard mechanism. Before
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communication starts the client specifies its traffic characteristics and performance requirements.
A set of admission control conditions are tested at each switch and the new connection is accepted
only if its admission would not cause the performance guarantees of any connection to be
violated. During data transfer each switch handles packets according to some queue management
scheme such that local performance guarantees are satisfied. Therefore the admission control
usually relies on the underlying queue management algorithms implemented in the network.
Some researchers have proposed solutions for either admission control or queue management,
however we, along with others [37][38], believe that a complete solution needs to specify both the
queue management scheme and the associated admission control conditions. In order to satisfy
any QoS requirements, it is crucial that the traffic parameters declared at call set-up are adhered
to and it is the role of the traffic enforcement scheme to ensure this.
2.2.1 Traffic Enforcement
The purpose of traffic enforcement or policing is to ensure that each connection is not violating
its traffic characterisation declared at call set-up upon which the admission decision was based.
Connections violating this may cause a degradation in the performance of other connections
together with their own, and the policing mechanism must enforce the original descriptor by
carrying out particular actions which may include dropping, delaying or marking packets. As
mentioned previously it is difficult to police statistical traffic descriptors, such as rate distribution
or autocorrelation, and most of the policing mechanisms proposed in the literature control source
parameters such as the peak and average bit rates and burstiness. Policing the peak rate is
relatively straightforward, however policing the mean rate is a more difficult task since this is a
statistical descriptor. In order to determine the true mean, the rate must be measured over the
duration of the connection. However by the time it is determined that a connection does not
conform, the connection will have terminated and the network already flooded with excess
packets. Therefore measurements must be taken over shorter intervals which inevitably gives rise
to a probability of incorrect policing decisions. Increasing the sampling period reduces this
probability but also increases the reaction time of the mechanisms, therefore a trade-off exists.
The token bucket is an effective policing scheme and with appropriate selection of parameters it
may enforce a range of traffic parameters, although a separate bucket is generally needed for
each traffic parameter [11]. The basic idea is that for a packet to conform it must obtain a token
from the token pool. If there is a token available, an arriving cell will consume one token and
immediately depart. Tokens are generated at a constant rate, r, and placed in the token pool,
however there is an upper limit on the number of tokens, b, allowed in the pool and tokens
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arriving when this limit has been reached are discarded. The size of the token pool places an
upper bound on the burst length and controls the number of packets that can be sent back to back.
This upper bound is greater than the token bucket size since while packets arrive and consume
tokens, new tokens are being generated. The scheme is summarised in Figure 2.3.
Token Generation Rate, r
I
Token Bucket Depth, b
Arriving
Packets
Figure 2.3:Token bucket traffic policer
The simplest source descriptor to police is one characterised by the (a,p) model, since this simply
requires the parameters r and b to equal a and p respectively. The peak rate of a source may be
policed by setting the token generation rate equal to the peak rate and the token bucket depth
equal to the short term tolerable deviation from the peak rate. In the case of ATM the bucket
depth is equal to the cell delay variation tolerance (CDVT). Similarly, the mean rate is policed
by setting the token generation rate equal to the mean rate and setting the bucket depth such that
short term variations from this mean are accommodated. The bucket depth represents the
tolerable burstiness and in the case of ATM this is set equal to the burst tolerance (BT), where
BT is defined as the maximum period a source can transmit at its peak rate.
Several actions are possible on the detection of a non-conforming packet in a token bucket
policer. The most simple option is to simply discard the packet. Alternatively the packet could
be buffered until a token is generated or it could be marked such that it receives low priority if
congestion later arises. Buffering packets until tokens become available has the effect of shaping
or smoothing the traffic stream and often this reduction in burstiness decreases the likelihood of
congestion, however this buffering also has the effect of increasing delays.
Other methods of traffic enforcement include the jumping window, triggered jumping window,
exponentially weighted moving average and moving window [1l]. Such schemes suffer from the
already mentioned difficulties associated with mean rate policing since the measurement interval
CHAPTER 2- TRAFFIC MANAGEMENT AND CONGESTION CONTROL 	 23
is determined by the size of the window.
2.2.2 Queue Management
Statistical multiplexing in packet networks causes packets from different connections to interact
at each switch. Without proper control, these interactions may adversely affect network
performance and it is the purpose of a queue management scheme to provide local short term
congestion control. A queue management scheme essentially manages three resources
bandwidth (which packets get transmitted), promptness (when packets get transmitted) and buffer
space (which packets get discarded) [39], which govern throughput, delay and loss rate
respectively. Zhang [40] identifies four desirable characteristics any queue management scheme
must possess, namely efficiency, protection, flexibility and simplicity. A scheme is more efficient
than another one if it can meet the same performance guarantees under a heavier load.
Furthermore, any discipline must also protect well-behaving connections from ill-behaving
connections, network load fluctuations and unconstrained best-effort traffic. A flexible scheme is
able to provide various delay, bandwidth and loss rates to different connections, and finally any
discipline must be both conceptually simple to allow tractable analysis and mechanically simple
to allow high speed implementation. These features describe the ideal queue management
scheme, however, in reality we must trade-off certain features against others, for example a
simple service discipline tends to be inflexible.
2.2.2.1 Packet Scheduling
The scheduling algorithm controls the order in which packets are serviced. The most simple
scheduling algorithm is one that schedules packets in the order with which they arrive, generally
known as First-In-First-Out (FIFO). This is the approach adopted in the current Internet and is
very efficient when the traffic sources have roughly the same QoS requirements, since it treats all
packets equally. However, for a heterogeneous mix of QoS requirements the inflexibility of FIFO
makes it less efficient and results in low utilisation since admission control must be based on the
requirement that each flow must satisfy the most stringent performance objective. Moreover,
resources in a FIFO queue are shared in proportion to the offered traffic, thus a misbehaving
source that injects excessive traffic into the network will result in the performance degradation of
all the flows. Therefore FIFO is unable to perform protection, however protection may be
achieved via external policing separate from the scheduler.
Adopting more sophisticated service disciplines may result in greater efficiency, flexibility and
Queue I
Queue 2
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protection. however one must remember that the service discipline must remain simple enough to
implement in high speed networks. Next we shall describe a number of different approaches to
scheduling.
2.2.2. 1 . 1 Class Based Schedulers
A simple scheme capable of differentiating between traffic with different objectives is static
priority (SP) scheduling in which packets of higher priority are always served before lower
priority packets. For a heterogeneous mix of QoS requirements SP is more efficient than FIFO
and this increase in utilisation comes from trading off the performance of the traffic streams with
each other. For example if we consider a two-priority system which separates a real-time
application from a delay tolerant non-real-time application, the high priority real-time application
will experience a low delay at the expense of the non-real-time application, regardless of the non-
real-time traffic load. This approach is thus able to protect the high priority stream from the low
priority stream. however it is unable to perform the converse and will frequently lead to
starvation of the non-real-time traffic. Furthermore, the inflexibility of SP leads to poor
efficiency if the objectives are similar. For example. if the system consisted of two real-time
applications with different delay requirements. the high priority stream may experience a much
lower delay than is actually required and the low priority stream a much greater delay, therefore a
mechanism beyond simple priority is required. An additional problem with SP is that if the QoS
measure for the streams are different then it may be difficult to determine which should be given
the higher priority.
With static priority the performance of the high priority traffic may be better than its QoS goals.
therefore there is the possibility of improving the performance of the low priority traffic at the
expense of the high priority whilst still meeting the objectives. An occupancy based scheme is
proposed in [41] in which a threshold. T, is placed on one of the queues (Figure 2.4).
Figure 2.4:Occuputcy based priority queueing system
If the occupancy of this queue is above the threshold then a packet from the head of that queue is
served until the occupancy falls below the threshold. if the occupancy is less than the threshold
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then the queues are served alternately. We have carried out experiments using this scheme and
depending on the placement of the threshold it is possible to achieve varied performance. Figure
2.5 shows the mean delay of packets in queue 1 for various queue 1 and queue 2 traffic load
ratios when there are 8 homogeneous Bernoulli traffic sources creating an overall load of 0.9.
The performance falls between the two extremes of static priority, when the threshold is T=0 on
either queue this is equivalent to static priority with the queue on which the threshold placed
receiving high priority. If the correct threshold values are chosen then this scheme is simple and
efficient. however the choice of threshold is not straightforward and becomes increasingly more
difficult as the number of queues is increased.
0.1	 0.2	 0.3	 0.4
	 0.5
	 0.6	 0.7	 0.8	 0.9
Fraction Of Traffic in Queue 1
Figure 2.5:Mean delay of queue I traffic jiff various threshold values cord Ira/lie ratios
In [42] the authors propose an adaptive version of the threshold based scheme to support real-
time video and voice. The thresholds are selected based on a sliding window measurement of the
arrival rate from which the number of calls are inferred. The disadvantage with this scheme is
that it assumes all traffic to follow a particular model with a given arrival rate and the thresholds
are obtained from a look-up table. the contents of which were previously obtained from
simulation. Another adaptive scheme is proposed in [431 in which associated with each queue is
a weight and highest priority is given to the queue with the maximum weighted queue length. The
advantage of this scheme is that it can quickly adapt to temporary overload, however the choice
of weights remains a difficult problem.
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2.2.2.1.2 Deadline Based Schedulers
The classic deadline scheduler is Earliest Deadline First (EDF) [44] in which arriving packets are
assigned a deadline and transmitted in order of increasing deadlines. In [45] it is shown that EDF
has optimal efficiency in that for a given set of connections, it can support delay guarantees that
are at least as tight as those provided by any other scheduler. Since EDF selects packets
according to their deadlines, its implementation requires a sorting mechanism. However, the
complexity associated with maintaining a sorted queue may prohibit the use of EDF in high speed
networks. A further drawback of EDF is that not all packets have deadlines and some
performance objectives will be in terms of the fraction of late packets, therefore the loss of some
packets will be more significant than others. This is not considered in EDF.
Several methods have been proposed to approximate EDF whilst requiring less complexity. For
example in the Head-Of-Line with Priority Jumps (HOL-PJ) [46] scheduler, an arriving packet is
placed in a FIFO according to its delay requirement and stamped with its arrival time. It is
assumed that each packet in a particular queue has the same delay requirement and a packet may
spend maximally Ti time slots in queue j before it jumps to the next highest priority queue j-1.
The value of Ti is set to the difference between the delay requirement for the corresponding FIFO
queue and that of the next higher priority FIFO. Therefore, under these assumptions, HOL-PJ is
able to emulate the performance of EDF with much less complexity. However, the flexibility of
providing a wide range of delay requirements is limited by the number of priority queues and
increasing this flexibility will increase the associated overhead, furthermore, like EDF, the
scheme is unable to deal with the relative importance of different packets.
A further problem associated with HOL-PJ is that packets need to be transferred between FIFO
queues, this is avoided in the Rotating Priority Queues (RPQ) scheduler [47]. In a similar way to
SP, RPQ is implemented with a set of FIFO queues, however this approach differs from SP in
that the priority associated with each queue is modified (rotated) after fixed intervals. The
shorter this interval the greater the flexibility in providing a wide range of delay requirements and
the closer the scheme is able to approximate EDF, however this is at the expense of more FIFO
queues.
A dynamic priority scheduler is presented in [48] which is similar to SP but can guarantee a
minimum bandwidth to the lower priority streams. Associated with each queue is a counter
which records the length of time a packet has been at the head of the queue. If this counter
exceeds a particular threshold, the priority of the corresponding head of line packet is promoted
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such that it will be selected for service in the next time slot. The counter is reset to zero after the
head of line packet is served. As with the previous scheme the difficulty lies in selecting
appropriate time thresholds for each queue.
2.2.2.1.3 Cost Based Scheduling
In order to take into consideration the relative importance of packets, several authors have
advocated the use of cost functions. A cost function, ci(r), defines the cost incurred if packet i
experiences a queueing delay of 2 and the total cost incurred reflects the extent to which all
performance objectives are met. For example, consider a performance objective defined in terms
of a maximum fraction of late packets. If a delay of a packet exceeds its allowance A, a cost C is
incurred, otherwise no cost is incurred. In this case the cost function is a step function and the
less loss an application can tolerate the greater C should be. A heuristic called Maximum Utility
Scheduling for Transmission (MUST) was proposed to minimise cost [49]. MUST orders all
packets such that the cost would be minimised by transmitting packets in this order assuming no
additional packet arrivals. Packets are transmitted in this order until another packet arrives, at
this point the packets are reordered. Each time a packet arrives at a queue containing n-1
packets, an operation 0(n.n!) must be performed to determine the optimal order and the authors
deem this complexity impractical.
In order to overcome this complexity Peha [50] proposes to evaluate a packets priority, which
reflects the cost saved by transmitting the packet rather than keeping it in the queue, and transmit
the packet with the highest priority. Since the evaluation of a packets priority is independent of
the other n-1 packets then the complexity associated with this is approach is 0(n). However, the
problem with this approach is the determination of the priority of each packet and the authors
illustrate this with an example. Consider two streams from unrelated applications, stream 1
consists of packets for which the loss rate must not exceed 5% whereas stream 2 requires a
maximum loss rate of 1%, but a stream 1 packet can tolerate more of a queueing delay before it
is considered lost. In this situation the optimal ratio of costs is unclear and the authors suggest
that the only way to overcome this problem is through experimentation or simulation.
In [51] it is identified that in addition to performing multi-criteria scheduling in which it is more
important to achieve good performance for some packet streams than others, schedulers may be
required to perform heterogeneous-criteria scheduling. In this scheme the performance measure
associated with one stream may be different to that of another stream, for example one stream
may have a maximum delay requirement whereas another may have a mean delay requirement.
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Algorithms are proposed to perform this, however their complexity gives rise to impracticality
and simply provide a bound on achievable performance.
2.2.2.1.4 Rate Based Scheduling
A class of service discipline called rate based disciplines have recently been proposed which
provide a lower bound on the bandwidth allocated to each connection, therefore unlike the
previous schemes these are naturally protective. These service disciplines can be classified into
two categories depending on how they deal with sources sending packets at a higher rate than the
bandwidth allocated.
• Rate allocating service disciplines will serve packets at higher rates providing that it will not
affect the performance guarantees of the other flows.
• Rate controlled service disciplines will not serve packets at a higher rate under any
circumstances.
Rate allocating service disciplines are work conserving, this means that the server never idles
when there are packets waiting to be served. By contrast rate controlled service disciplines are
non-work conserving, this means that the server may remain idle even when there are packets
waiting to be served.
2.2.2.1.4.1 Rate Allocating Service Disciplines
The simplest rate allocating service discipline is round robin (RR). In this scheme separate
queues are cyclically scanned, if an empty queue is selected for service then the next queue in the
round is served. RR provides an equal share of the bandwidth to each queue, however by
associating weights to each of the queues it is possible to provide different levels of service and
further details of Weighted Round Robin (WRR) can be found in [52]. The disadvantage with
WRR is that it requires integer ratios of the weights, therefore there is limited bandwidth
allocation granularity. Moreover the choice of weights is a difficult problem and bandwidth
allocation becomes unfair in the presence of non-uniform sized packets.
Another service discipline that provides rate guarantees is the Virtual Clock discipline [53] which
aims to emulate a Time Division Multiplexing (TDM) system. Each packet is allocated a virtual
transmission time, which is the time at which the packet would receive service if the server was
actually performing TDM, and the packets are served in increasing order of virtual transmission
time. This scheme has the disadvantage of being based on static TDM and the calculation of the
CHAPTER 2- TRAFFIC MANAGEMENT AND CONGESTION CONTROL	 29
virtual transmission time is independent of the behaviour of the other connections. The delay of
the packet is based solely on the entire history of that connection, therefore if a connection
misbehaves it would be punished regardless of whether such misbehaviour affects the
performance of other connections.
A number of schedulers which approximate fair queueing (FQ) or generalised processor sharing
(GPS) [39] have been proposed and these attempt to provide each source with a share of the
bandwidth as if it had its own dedicated server, whilst also ensuring that any unused bandwidth is
shared in a fair manner. With GPS there is a FIFO queue for each connection and during any
time interval when there are N non-empty queues, the server serves the N packets at the head of
the queues simultaneously, each at a rate of 1/N th of the outgoing link speed. GPS can be
generalised in order to give different connections different service shares. In this case the system
is characterised by N positive real numbers, 0 1 , 02, . . . , ON, each corresponding to one queue. At
any time T, the service rate for a non-empty queue i is given by,
pi 	 C
	
(2.2)
jeB(r)
where 13(r) is the set of non-empty queues and C is the link speed. Therefore, GPS serves the
non-empty queues in proportion to their service shares. GPS is impractical as it assumes that the
server can serve all connections simultaneously and that the traffic is infinitely divisible. In
reality, only one packet can receive service at a time and an entire packet must be served.
Packetised Generalised Processor Sharing (PGPS) or Weighted Fair Queueing (WFQ) [54]
attempts to deal with these constraints by selecting for service the packet that would complete
service first in a corresponding GPS system if no additional packets were to arrive. A more
accurate emulation of GPS is achieved using Worst-case Fair Weighted Fair Queueing (WF2Q)
[55] which uses both the start times and finish times of packets in a GPS system. Rather than
selecting for service the packet that will fmish service the first as in WFQ, in WF 2Q the server
only considers packets that have started (and possibly finished) receiving service in the
corresponding GPS system. Both WFQ and WF2Q guarantee that the accumulated service
provided to each connection never falls behind the GPS system by more than one packet size,
however only WF2Q can ensure that the accumulated service is never more than one packet size
ahead of GPS. Both WFQ and WF2Q need to maintain a reference GPS server, which is not a
trivial task. A less accurate but simpler approximation of GPS is Self-Clocked Fair Queueing
CHAPTER 2- TRAFFIC MANAGEMENT AND CONGESTION CONTROL 	 30
(SCFQ) [56] in which the fmish time of the packet in service is used as the current virtual time
value, however it is demonstrated in [40] that the inaccuracy can make SCFQ perform much
worse than WFQ.
The Delay Earliest Due Date (Delay-EDD) [6] is an extension to EDF in that it provides
protection. This is achieved by the server negotiating a contract with each source that states that
providing the source obeys a given traffic specification, the server will provide a delay bound.
The key here is that the server sets the deadline to be equal to the time at which the packet should
have been sent had it been received according to the contract, this is simply the expected arrival
time added to the delay bound. For example, if a client assures that it will send packets every 0.2
seconds and the delay bound at the server is 1 second, then the km packet from the client will get a
deadline of 0.2k+1.
Virtual Clock, WFQ, WF 2Q, SCFQ and Delay-EDD all use a similar sorted priority queue
mechanism. In such a mechanism there is state variable associated with each connection and
upon arrival of each packet the variable is updated and the packet is stamped with the value of
this variable. Packets are served in the order of increasing priority index values, therefore a
sorted priority queue must be maintained which adds to the complexity of the schemes. The
computation of the priority index is straightforward in Virtual Clock and Delay-EDD, however
for schemes that use the notion of virtual time in another reference queueing system, such as
WFQ and WF2Q, the computation is more complex.
For many of these service disciplines it is possible to calculate delay bounds providing that the
traffic source conforms to a bounded model. It is also possible to provide delay jitter bounds,
defmed as the maximum delay difference between two consecutive packets, however these are
loose in that they are simply equal to the delay bounds. The reason for this is that providing a
work conserving discipline is adopted, it is possible for a packet to experience very little queueing
delay in a lightly loaded network. By contrast, another packet can experience the maximum
guaranteed queueing delay in a heavily loaded network, therefore the maximum difference in
delay of two consecutive packets is equal to the maximum queueing delay.
2.2.2.1.4.2 Rate Controlled Service Disciplines
Since rate controlled disciplines can place an upper bound on the service rate of a flow, they are
able to provide tighter delay jitter bounds than rate allocating disciplines. Some rate controlled
disciplines use a regulator to control the traffic arriving at the scheduler (Figure 2.6) and these
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regulators act to partially or completely reconstruct the traffic pattern at each switch so as to
offset the effects of network load fluctuations and of the interactions between switches.
Figure 2.6:Rate-controlled service discipline with regulators
The Jitter Earliest Due Date [57] (Jitter-EDD) discipline extends Delay-EDD to provide tighter
delay jitter bounds. After a packet has been served, a field in its header is stamped with the
difference between its deadline and actual fmishing time. The regulator at the entrance to the next
switch then holds the packet for this period before making it eligible for service, this type of
regulator is known as a delay-jitter controlling regulator. Although it completely reconstructs the
original traffic pattern, adopting a delay-jitter regulator introduces the problem of additional
information being required in the packet header. A rate-jitter controlling regulator holds the
packet until the expected arrival time of the packet based on the traffic characterisation of the
source, this notion of expected arrival time is similar in principle to that of Virtual Clock and
Delay-EDD however the packet is not made available for service until this time lapses.
The Stop-and-Go service discipline [58] uses a simple framing strategy in which the time axis is
divided into frames of constant length T. Bandwidth is allocated to each flow as a certain
fraction of the frame and at each switch an arriving frame is mapped onto a departing frame by
introducing a constant delay. This framing strategy introduces the problem of coupling between
delay bound and bandwidth allocation granularity, since a larger frame size increases the delay
bound yet is more flexible in allocating bandwidth. This problem can be overcome by
introducing multiple frame sizes in a hierarchical structure. Hierarchical Round Robin [59]
(HRR) is similar to Stop-and-Go in that it also uses a multilevel framing strategy, a slot in one
level can either be allocated to a connection or to a lower level frame.
While Jitter-EDD can provide flexible delay bounds and bandwidth allocation, it is based on a
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sorted priority mechanism which is difficult to implement. Stop-and-Go and HRR use a framing
strategy to achieve simplicity, however this approach leads to a coupling between delay and
bandwidth allocation. A Rate Controlled Static Priority (RCSP) server [60] consists of a static
priority scheduler preceded by several rate controllers and attempts to achieve both flexibility in
the allocation of delay and bandwidth, in addition to simplicity of implementation.
2.2.2.2 Packet Discarding
Queued packets occupy buffer space and some method of buffer allocation is necessary. One
possible approach is to allocate a fixed amount of buffer space to each connection or class,
however this allows for no sharing and is similar in principle to peak rate allocation of
bandwidth. Usually the active connections share buffer space, however some packet discarding
policy is required should the buffer approach capacity. Discarding policies fall into two different
categories, namely partial buffer sharing and pushout [61]. It is generally accepted that the
discarding policy is less important than the scheduling policy since buffer space is likely to be
plentiful, for this reason we only briefly comment on the two approaches.
With partial buffer sharing an arriving low priority packet is only admitted if the state of a
particular queue is below a given threshold. A global threshold may be placed on the overall
occupancy or local thresholds may be placed on logical queues. Several priority levels may be
supported by using nested thresholds where each priority has an associated threshold. The
advantage of partial buffer sharing is its simpkity, , howevet it is gvntraIV wasteful of Wier
space since packets may be discarded even though buffer space is available, moreover the
selection of appropriate thresholds is a difficult problem.
By contrast, pushout is space conserving and only discards packets when the buffers are full. If a
high priority packet arrives at a full buffer it may overwrite (pushout) a lower priority packet.
Although it may yield greater overall performance, pushout is much more difficult to implement
than partial buffer sharing since it is necessary to keep track of every low priority packet in the
buffer. This scheme is analogous to SP scheduling since it statically prioritises one class of
packets over another. By adopting probabilistic pushout it is possible to tune the relative
performance of the two classes by allowing a high priority packet to pushout a low priority
packet with probability p. Experiments using probabilistic pushout have been carried out and
Figure 2.7 shows the loss rate of both high (dotted) and low (solid) priority packets for various
load ratios and probabilities. A probability of 1 is equivalent to pure pushout and a probability
of 0 is equivalent to a scheme that simply discards the arriving packet, this is often referred to as
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Last Come First Drop (LCFD). Clearly it is possible to achieve a range of performance with the
various parameter values, however the selection of the optimal value depends upon the traffic
environment and is a difficult problem.
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Figure 2.7:Loss rate ql. high (dotted) and low (solid) priority ti-affic far various load ratios and
probabilities
2.2.3 Admission Control
Given that the source has specified its traffic parameters and assuming they will be adhered to. or
at least effectively policed, the network must decide whether or not to accept the call. The role of
admission control is to determine whether there are sufficient resources such that the performance
requirements of the connection seeking admission can be satisfied without degrading the
performance of existing connections to unacceptable levels. Any technique designed to carry out
this function must do so in real-time and should attempt to maximise the utilisation of the
network.
The QoS requirement of an application is generally specified on an end-to-end basis. Often the
admission control policy assumes the method of nodal decomposition, this involves dividing the
end-to-end requirement into a set of nodal requirements and checking whether each node has
sufficient resources. however the most suitable technique for dividing the requirements is a
difficult question. Nodal decomposition is not always necessary and networks employing rate
based schedulers allow an end-to-end requirement to be mapped into a minimum bandwidth
requirement. In this thesis we will generally assume nodal decomposition in which the QoS
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requirements for each node are defined.
The simplest admission control policy is peak rate allocation and the connection is simply
allocated its peak rate if it is available and rejected otherwise. This approach minimises the
likelihood of congestion and is able to make deterministic performance guarantees, however it is
very wasteful of bandwidth and does not take advantage of statistical multiplexing, especially
when the sources have a high peak-to-mean rate ratio. A more aggressive policy, such as mean
rate allocation, can accept more calls leading to greater network utilisation. However this
introduces a greater risk of congestion and performance violations, especially in the presence of
bursty traffic as there is a chance that a number of sources will burst simultaneously. Hence a
trade-off exists between the achievable network utilisation and the confidence in providing
performance guarantees. In general the amount of bandwidth allocated to a particular connection
must be somewhere between its mean and peak rate.
Recently most of the literature has focused on admission control policies that provide
deterministic guarantees under the assumption that the traffic sources are deterministically
bounded. In order to provide a deterministic service it was assumed necessary to adopt the peak
rate allocation policy [6] which as already mentioned results in severe under utilisation of the
network. Recently however, it has been shown that this is not the case and delay bounds in a
FIFO queue can be guaranteed even when the peak utilisation is greater than unity, providing that
the incoming traffic is constrained by a bounded traffic model [621 These firm guarantees are
determined by assuming that all sources simultaneously generate traffic according to their worst
case arrival process. Such a situation is unlikely to occur, however it is essential to make these
assumptions in order to provide the required firm guarantees even though they generally result in
under utilisation. Schedulability conditions have been mathematically proved for other service
disciplines such as SP, EDF, WFQ and an overview of these can be found in [40][47].
In the context of providing a statistical service, most of the literature deals with traffic sources
modelled as stochastic processes and only considers FIFO scheduling, since providing guarantees
with more complicated scheduling mechanisms is difficult. A number of different approaches to
providing guarantees in a FIFO multiplexer have been proposed which vary in terms of
computational complexity, accuracy and traffic assumptions. Next we shall review a cross
section of these.
A popular approach is the equivalent or effective bandwidth method [63]. Consider a single
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source feeding a fmite capacity queue, then the equivalent bandwidth of the source is defmed to
be the minimum amount of bandwidth required to achieve a desired QoS. As the QoS
requirement becomes more stringent, the equivalent bandwidth increases from the source's
average rate to its peak rate (Figure 2.8).
Log(Loss Probability)
Figure 2.8:Effective bandwidth and QoS requirement
In [64], exact expressions are derived for the equivalent bandwidth of multiple 2-state MMDP
fluid flow sources sharing a FIFO queue. The traffic is characterised by the triplet (R, p, b),
representing the peak rate, mean rate and average duration of an active period respectively.
Although exact, the expressions must be solved using iterative numerical techniques which make
the method incompatible with real-time requirements.
Two approaches which approximate the exact method in [64] but require far less computational
effort are described in [63]. The first approach simplifies the expression obtained in [64] in order
to obtain a closed form solution for a single source. Given that the buffer is of size X, the
bandwidth required such that a cell loss probability of E is achieved is given by,
y— X + 11(y— X) 2 +4Xpy
c= R
2y
where y = ab(1-p)R and a= In( Ye) [63]. It is assumed that the total bandwidth requirement of
n multiplexed connections is equal to the sum of the effective bandwidths of the individual
connections. This assumption may significantly overestimate the required bandwidth for the
aggregate traffic since the effects of statistical multiplexing are not taken into account.
(2.3)
To capture the effects of statistical multiplexing, the second approach assumes that each
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connection is characterised by its mean rate and variance. The problem is based on a bufferless
fluid flow model and the goal is to find the required bandwidth such that the aggregate stationary
bit rate exceeds this bandwidth with a probability of e, the buffer overflow probability. It is
assumed that the aggregate bit rate distribution is Gaussian with a mean and variance equal to the
sum of the individual mean and variances respectively. The required bandwidth is given by,
c=m+ aa	 with a =	 21n(e) — In(27r) 	 (2.4)
where m is the mean of the aggregate bandwidth, a is the standard deviation of the aggregate bit
rate and a is an approximation for the inverse Gaussian distribution [63]. This approach is very
simple and requires little computational effort, however it does suffer from a windier ot-
limitations. Firstly the aggregate bit rate is exactly Gaussian only if the distributions of the
individual connections are themselves Gaussian, and although this approximation is valid if there
are a large number of connections each with similar parameters, in a realistic situation this is
unlikely to be the case. Secondly, the possible gain from buffering is not taken into consideration
since a bufferless model is assumed. In general, the first approach works well for a small number
of sources whereas the second approach is superior for a large number of S•GRECdS. aased an this
the authors suggest using the lower of the two values to provide an upper bound on the cell loss.
Equivalent bandwidth expressions for more general Markovian sources are derived in [65] and
recently work has been carried out to determine equivalent bandwidth expressions for long range
dependent traffic characterised by the mean rate, rate variance and Hurst parameter [66],
however the estimation and policing of the Hurst parameter is likely to be extremely difficult.
In [67] a method is proposed to calculate the bandwidth required to satisfy a particular cell loss
requirement. In the case of homogeneous sources the bandwidth is given by,
W R(b,n, L)nB.	 (2.5)
where b is the burstiness defmed as the peak-to-mean ratio, n is the number of sources, L is the
mean burst length, B„, is the mean rate and R(b,n,L) is a coefficient called the expansion factor.
This scheme works on the assumption that in order to satisfy a particular loss requirement, the
ratio of the effective bandwidth to the aggregate mean rate is the same providing that the
burstiness and mean burst length are the same, regardless of the mean rate. This ratio is the
expansion factor and to implement this approach the values of R(b,n,L) must be precomputed for
(2.6)
AVG. 
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a large number of (b,n,L) permutations. Another scheme based on a look up table is proposed in
[68] and the advantage of such schemes is that they remove the real-time constraint by
performing calculations off-line. Moreover, the calculations may be much more accurate and
even take advantage of different traffic models. The disadvantage of these schemes however is
that it is impossible to generate and store a table for every possible combination of traffic and
QoS requirement.
The equivalent bandwidth approaches previously discussed assume knowledge of the mean burst
length of the source, which may be difficult to declare and police. Several schemes have been
proposed which simply assume knowledge of the peak and mean rate, an example of this is the
virtual cell loss probability approach [69] in which the cell loss probability is calculated based on
a bufferless fluid flow link. Cell losses only occur if the aggregate peak rate exceeds the link
capacity and the virtual cell loss probability is the ratio of the excess traffic to the total offered
traffic. The traffic is modelled such that source i is either generating at peak rate denoted by
(MAX); or they are idle. If the average bit rate of source i is denoted by (A VG);, then the
probability that source i is active or idle is given by AVG;IMAX; or 1-AVG;IMAX;, respectively.
The probability density function of the traffic generated by source i is given by ,
Assuming that the sources are independent, the density function of the aggregate traffic, q(x), is
equal to the convolution of the individual density functions,
(x) = (f1 * f2 * 	 * fN )	 (2.7)
The convolution is then used to determine an upper bound on the loss probability and the
observed loss probability converges to the virtual loss probability as the mean burst length of the
traffic approaches infinity. However, the computational complexity involved with the
convolution limits the real-time capabilities of such an approach, especially for a large number of
sources. To overcome this a real-time algorithm is proposed in [70] which relies on a look-up
table, however this approach does not suffer from the drawbacks of the previously mentioned
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table approaches since it requires a finite memory, the contents of which are updated after each
call acceptance or termination. The key advantage of the virtual cell loss probability approach is
that it allows for easy policing, however the main drawback is that it overestimates the loss
probability since it neglects the effects of buffering. A buffered extension is suggested in [71]
which introduces a multiplication factor in the expression to calculate cell loss, however the
authors conclude that there is no single factor ideal for every traffic type, and the determination of
this factor is a difficult problem.
Providing statistical guarantees using scheduling disciplines other than FIFO is generally more
complicated. If the assumed traffic model is a stochastic process then solutions for only the
simplest scheduling disciplines such as SP have been derived, moreover these are based on quite
simple stochastic traffic models. More success has been achieved when a stochastically bounded
traffic model has been assumed, the most widely studied service discipline in this context is WFQ
[72][73] with a exponentially bounded burstiness arrival process. Using a stochastically bounded
traffic model, the authors of [34] derive stochastic delay bounds for FIFO and SP schedulers,
however the complexity involved with calculating these delay bounds may be too great. In
particular the delay bound calculation involves the summation of random variables which must be
calculated via a convolution, this calculation may be too costly for on-line resource allocation,
especially since these convolutions must be performed over multiple interval lengths. In order to
overcome the difficulties involved with performing convolutions, the authors of [74] assume that
the random variables are independent and therefore the Central Limit Theorem (CLT) can be
applied. They assume that the sum of such random variables converges to a Gaussian
distribution with a mean and variance equal to the sum of the constituent means and variances.
This approach is only applicable when there are a large number of sources, furthermore it still
requires a concise traffic characterisation in terms of the variance of the rate distribution. In
order to overcome the problems associated with declaring the rate variance and policing
stochastically bounded traffic, a method of inferring the rate variance based on the worst case
arrival sequence of a D-BIND traffic characterisation is proposed in [36]. The assumed arrival
sequence is one that maximises the rate variance and by applying the central limit theorem the tail
of the delay probability is estimated. Such a scheme that allows significant statistical
multiplexing gain whilst using easily policeable deterministic traffic models appears to be a very
promising approach.
The idea of an admissible load region is proposed in [75] in which applications are divided into
three classes and through off-line simulation the various combinations of calls that lead to QoS
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guarantees being satisfied under the MARS scheduling algorithm are determined. This approach
however has a fundamental drawback in that it assumes that each call in a particular class has the
same QoS requirements and follows the same traffic model, which is unlikely to be the case.
The admission control policies already described are all parameter based in that the controller
computes the amount of network resources required to support a given set of flows based on a
priori flow characteristics. As already discussed, the efficiency of any scheme is reliant upon the
information contained in the declared traffic parameters and it is often difficult to declare
anything other than the simplest characteristics such the peak and mean rates, moreover it is also
desirable to minimise the number of parameters to reduce complexity. By contrast, measurement
based schemes rely on actual measurements of the current traffic to make an admission decision.
Given the fact that traffic is generally dynamic in nature, guarantees made using measurement
based policies can never be absolute and hence such schemes can only be used when the service
commitment is a soft guarantee, such as in the predictive service. The scheme proposed in [76]
only requires a source to declare its peak and average rate and information about the distribution
of the traffic arrivals is continually updated through measurement. A more detailed discussion of
measurement based admission control will given later in the thesis.
A different approach aimed in particular at VBR video is proposed in [77]. Here there is a
continuous re-negotiation of traffic parameters with graceful degradation of QoS if the re-
negotiation fails. When the rate of the compressed video changes significantly, where
'significantly' is defined by the individual application, a new traffic characterisation is passed to
the network control. If the client is sending more traffic and sufficient resources are available to
accommodate this then the re-negotiation is accepted, however if there are insufficient resources
then the request is refused and the video source must reduce its compression factor such that the
picture quality and bandwidth are reduced. The authors also propose an admission control
scheme that bounds the re-negotiation failure based on the declared parameters of the new
connections and the past behaviour of the existing connections. A similar approach is proposed
in [78] where the bandwidth allocated to a particular traffic stream is dynamically adjusted based
on estimates or predictions of the interval effective bandwidth. These approaches are based on
two main arguments. Firstly, traffic is bursty over long time scales so therefore dynamically
adjusting the bandwidth can achieve higher utilisation compared to a static worst case policy.
Secondly, a static scheme requiring prior traffic characterisation is not suitable for applications
which have no advanced knowledge of their parameters, for example live TV broadcasts.
However, as with the measurement based admission control schemes already discussed these
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schemes can only provide qualitative or soft QoS guarantees.
Many other admission control schemes have been proposed in the literature and a comprehensive
review is beyond the scope of this thesis, the interested reader is referred to [79]. However, a
number of key aspects must be considered before they can be applied to integrated services
networks. Perhaps the most important point is the trade-off between the efficiency of the scheme
and the accuracy of the traffic descriptors. In order to function efficiently a scheme must have a
detailed knowledge of the traffic characteristics, however these characteristics are often very
difficult to predict and police. Moreover, it is desirable to minimise the number of traffic
parameters in order to reduce complexity, therefore given the current standpoint regarding traffic
parameters it seems unlikely that high utilisation will be achieved using parameter based schemes.
Another key point is that simple FIFO queueing is generally assumed and the extension to more
sophisticated priority based queueing is often seen as further work [70]. The way in which these
schemes would be adapted to cope with heterogeneous performance objectives would be to
assume that several of these queues exist and are each served at a rate given by their effective
bandwidth, however as we have already seen in the discussion of queue management schemes the
accurate implementation of this in non-trivial.
2.2.4 Reactive Control
It is likely that preventative control schemes alone will not be sufficient to totally eliminate
congestion in integrated services networks and when congestion does occur it will be necessary to
react accordingly. Generally, when congestion is detected, sources are requested to reduce their
transmission rate until the congestion is cleared. As previously mentioned, the high delay-
bandwidth product may limit the effectiveness of such schemes, nevertheless, they are required as
a safeguard mechanism. The reactive control scheme adopted by ATM standardisation bodies is
Explicit Forward Congestion Notification (EFCN) [11]. In this scheme each switch in the
network monitors its queue occupancies and when the queue size reaches a certain predefined
threshold, all cells traversing the switch are marked until the occupancy falls below another
threshold which indicates the end of the congestion period. A marked cell received at the
destination indicates that there is a congested node along the path of this connection and the
destination then signals back to the source requesting a reduction in transmission rate. EFCN is
only effective when the congestion period is of the order of the propagation delay, since short
term congestion could be over before any actions to alleviate it take place.
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An alternative to EFCN is Explicit Backward Congestion Notification (EBCN) in which the node
detecting the congestion informs the source directly, however this has not been accepted as an
ATM standard since the overhead involved with generating a special cell may make the scheme
impractical. A scheme proposed in [80] periodically sends time-stamped probe cells along the
connection to measure the delay between source and destination. The main disadvantage with
this approach is that these probe cells places an extra traffic burden on the network. Other
reactive control schemes include adaptive rate control, in-call parameter re-negotiation and
dynamic source coding [11].
2.3 Summary
In this chapter we have presented a review of various congestion control strategies likely to be
adopted in integrated services networks and highlighted the various issues and problems which
arise. The fundamental issue associated with integrated services networks is that of traffic
characterisation. In order to achieve high utilisation it is necessary to have detailed information
about the carried traffic and this inherently involves a large number of traffic parameters which
may be difficult to estimate, enforce and analyse mathematically.
We began this chapter by discussing deterministic and stochastic traffic models. Although
stochastic models allow for high statistical multiplexing gain, the parameters are difficult to
estimate and police, and only the simplest queueing systems can be analysed mathematically.
Deterministic model parameters are easier to estimate and police, and generally allow for more
straightforward analysis, however deterministic models are unable to achieve the same levels of
utilisation as stochastic models. We believe that the only practical method of traffic
characterisation is through deterministic models and the loss of potential multiplexing gain is
unavoidable.
Next we looked at various congestion control procedures and we found that generally the
following three characteristics of any congestion scheme are directly correlated:
• Overall effectiveness
In terms of the resulting network utilisation and the performance guarantees that can be
made.
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• Sophistication of the traffic model
In terms of the number of traffic parameters and the accuracy of the model.
• Overall complexity
In terms of real-time computation and implementation cost.
Therefore a reliance on traffic models that require a few simple parameters which are declared a
priori and result in analytical tractability is likely to lead to severe under utilisation, since any
control decisions must be based on the worst case arrival process that passes a policing test. To
make matters worse the declared parameters may be conservative as the source may not know
exactly how traffic will be generated, therefore the parameters are likely to represent upper
bounds. If a refmed traffic model is not used then either negotiated services or measurement
based services must be used in order to increase utilisation. Unfortunately, these services can
only provide soft performance guarantees and hence can only be applied to tolerant applications.
Moreover, re-negotiated services require increased signalling overhead and measurement based
services must make accurate predictions of future resource requirements using past
measurements, which is a difficult problem.
The problems associated with network control have led researchers to consider the use of
artificial intelligence (All) techniques, since they possess a number of features which make them
amenable to network control. For example, their prediction and learning capabilities may be
useful in measurement based schemes and their ability to make fast intelligent decisions in
situations where precise mathematical models are impractical or unavailable may overcome
several of the real-time limitations associated with conventional methods. In the next chapter we
provide a critical review of existing applications of Al to network control.
Chapter 3
A Critical Review of Artificial
Intelligence for Network Control
In the previous chapter we demonstrated that high utilisation and guaranteed QoS are conflicting
requirements in an integrated services network architecture due to problems associated with
accurate traffic characterisation. Moreover, we identified that several of the proposed control
strategies suffer from a number of drawbacks. Firstly, the complexity of the problems result in
analytical intractability or huge computational demands which often ensure that they are
infeasible in real-time. Secondly, in order to overcome the problems of real-time computation,
approximations and assumptions are made which are unrealistic and hence limit accuracy.
Moreover, some techniques are only suitable in a certain network domain and could not be
applied to a more general scenario. Finally, several strategies rely on data that provides little
useful information, hence static schemes based on this data are often very conservative. In order
to overcome such problems the use of artificial intelligence (Al) techniques has received
considerable support and in this chapter we present a critical review of applications of Al to
network control.
3.1 Artificial Intelligence
Artificial intelligence is a relatively young discipline and is concerned with the automation of
intelligent behaviour. This description is rather vague however, since intelligence itself is not
very well defined or understood. Therefore the problem of defming Al becomes one of defining
intelligence. There are many defmitions of Al, however they can be broadly categorised into the
four areas summarised in Figure 3.1 [81].
Systems that think like humans Systems that think rationally
Systems that act like humans Systems that act rationally
Figure 3.1:Definitions of Al
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The definitions on the top are concerned with thought processes and reasoning, whereas the ones
on the bottom address behaviour. The definitions on the left measure success in terms of human
performance, whereas the ones on the right measure success against an ideal concept of
intelligence i.e. doing the right thing.
Applications of Al include game playing, automated reasoning and natural language
understanding. Although the range of applications is diverse, there is often a common reliance on
techniques pertaining to knowledge representation and search. The function of any knowledge
representation scheme is to capture the essential features of a problem domain and make that
information accessible to a problem solving procedure. Search can be viewed as the systematic
exploration of a state space which represent solutions to the problem.
Traditionally a purely symbolic paradigm has been used in Al to represent knowledge. Symbols
refer to objects and relations, and the search mechanisms used to examine the space of the
representation are often heuristic in nature. Although based on sound logical principles, a
symbolic approach may be lacking. For example, an expert system may perform well in a certain
domain, but should it encounter a problem outside of that domain it will typically be unable to
suggest a solution. On the other hand, human experts will attempt to answer the problem to the
best of their ability. In the context of network control, such deficiencies were made apparent in
the previous chapter where admission control decisions were based on pre-computed calculations
of various combinations of traffic, however the potential diversity of integrated services networks
makes a comprehensive representation infeasibly vast.
A non-symbolic or computational intelligence approach to knowledge representation is based on
the collective behaviour produced by the interactions of a number of simple components and
views knowledge as being represented in patterns of interaction between these components. In
this chapter we shall focus of three different areas of non-symbolic Al, namely neural networks,
fuzzy logic and stochastic learning automata. Neural networks (NNs) are perhaps the best
known application of a non-symbolic approach and consist of a large collection of single units
which are capable of very little in isolation. A neural network is not programmed with
information, but is instead trained by exposing it to large amounts of data and the connections
between the units are updated in order to represent the knowledge. A non-symbolic approach is
often adopted when humans do not have the knowledge and hence cannot encode it or the level of
knowledge is below that of conscious knowledge, for example pattern recognition. The possible
disadvantages with a non-symbolic approach include the lack of a firm logical base and the
CHAPTER 3- A CRMCAL REVIEW OF Al FOR NETWORK CONTROL	 45
general uncertainty surrounding them.
Although there are some problems associated with Al techniques, there are a number of important
features common to many divisions of the field which make them attractive for tasks such as
network control, these include [82]
• The use of computers to learn or perform some other form of inference.
• A focus on problems that do not respond to algorithmic solutions.
• A concern with problem solving using inexact, missing or poorly defined information.
• Answers that are neither exact or optimal, but are 'sufficient' in situations in which traditional
approaches are too expensive or not possible.
3.2 Neural Control of Networks
A neural network is an implementation of an algorithm inspired by research into the brain. The
basic building block of a neural network is a single processing element, known as a neuron. The
neurons are interconnected and the strength of these connections, known as synaptic weights,
store the knowledge and determine how the neural network functions. The synaptic weights are
either pre-programmed into the network or they are inferred by exposing the network to
information and allowing the weights to be adjusted based on performance. A brief overview of
the theory of neural networks can be found in Appendix A and a more comprehensive review of
all aspects of neural networks can be found in Haykin [83].
The advantages often associated with neural networks include [84]
• Adaptivity
They take data and learn from it. Thus they infer solutions from the data presented to
them, often capturing quite subtle relationships. Moreover, this approach may allow the
solution of problems which are intractable using conventional methods.
• Generalisation
They can correctly process data which is quite different from the data it was trained on.
Similarly they can handle imperfect or incomplete data, thus providing a degree of fault
tolerance.
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• Non-linearity
They can capture complex non-linear interactions between input variables, thus allowing
application to many real world systems.
• Parallelism
The numerous identical, independent operations associated with neural networks allow
for fast simultaneous execution in hardware.
Despite these advantages they suffer from a number of drawbacks [83][84]. For example, it can
be difficult to account for the results since unlike human experts they cannot answer the question
'why?'. Secondly, training methods are poorly understood and network topology design is very
much a black art, relying more on trail and error rather than sound fundamental principles.
Moreover, neural networks can consume huge amounts of computer processing time during
training due to the amount of the training data and network size. Finally, they may suffer from
the problems of over fitting and local minima. Over fitting occurs when a neural network learns
too many specific input-output relations (i.e. it is overtrained) and is unable to generalise between
similar patterns. The problem of local minima results from the fact that many neural networks
are basically hill climbing techniques, hence there is a risk that every small change in the
configuration of the network would result in an increased cost function, whereas a more radical
change in the configuration would yield a smaller cost function.
The adaptability of NNs led Hiramatsu [85] to suggest a NN network control hierarchy in which
the different levels of the hierarchy co-operate to achieve an effective network-wide control
system. The different levels of the hierarchy correspond to the cell level, call level and network
level aspects of control which work on the sub-millisecond, sub-second and weekly time scales
respectively. The proposed method is summarised in Figure 3.2.
In this section we review various aspects of network control to which neural networks have been
applied. These include admission control, link allocation, traffic policing, flow control and
switch control.
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Input Parameters	 Neural Networks	 Output Parameters
Network topology
Physical trunk capacity
Link utilisation rate
Cell loss rate
Connected call number
Observed cell number
Call set-up request
Observed service quality
Cell arrival rates
Cell loss rates
Cell delay time
Queue length
Outgoing capacity
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Figure 3.2:Input and output signals of neural networks in hierarchical ATM control [85]
3.2.1 Neural Admission Control
Admission control is the most popular network control problem to be addressed through the use
of NNs. The general principle behind most of the schemes is that the neural network learns the
behaviour of a multiplexer and bases the admission decision upon this. The input signals to the
NN may consist of the observed multiplexer status, such as the packet arrival rate and the
number of connected calls, and the traffic parameters declared at call set-up. Output signals may
include the expected QoS and decision values for acceptance or rejection.
The proposed schemes differ in the type of NN used, the various inputs and outputs and how the
network is trained. There are two approaches to training : off-line training and on-line training
[86]. In the off-line approach the network is trained with data already obtained from analysis,
measurement or simulation and this approach is suitable when the real system is exactly the same
as the model. Usually however there are differences between the model and the actual situation.
To account for these differences on-line training uses data obtained from monitoring the system in
real-time and can therefore accommodate changes in traffic characteristics, however the
continuous updating of the weights adds considerable overhead.
One approach to off-line training was proposed in [87] in which a NN is trained to learn the
effective bandwidth of a number of multiplexed on-off sources given the desired packet loss rate.
After off-line training, the NN was shown to be almost as accurate as the analytic solution given
(3.1)r(t). 0
r(t)= 1
if J(t)<J0
if J(t)  J0
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in [64] yet it required far less computational effort and could hence be used in real-time.
Moreover, it was shown to significantly improve upon Guerin's analytic approximation [63] also
aimed at reducing the complexity.
Although off-line training may be useful in order to allow the weights to adjust to almost optimal
values, it is often the case that continuous on-line training is required to improve accuracy and
adjust to changing conditions. In [88] a learning control method is proposed in which a 3-layer
fully connected NN trained using the back-propagation algorithm creates an admission decision
function by learning the behaviour of a multiplexer. The shape of this function is expected to be
correctly modified when the characteristics of the multiplexed calls change. Two approaches are
proposed, in the single bit rate case the inputs to the NN are the recent packet arrivals and in the
multiple bit rate case the inputs are the number of active connections. The output is in the range
[0,1] and is denoted by J(t), the call rejection rate r(t) is determined by the following relationship,
where Jc, is the call rejection rate threshold. Therefore if r(t)=0, all call set-up requests are
accepted; otherwise all requests are rejected.
In the application to the single bit-rate case, in which each requesting call has the same traffic
characteristics and requirements, the inputs to the NN are simply the previously observed values
of the packet arrival rate. A number of on-line training methods are proposed, the simplest of
which is to use the data observed during previous consecutive monitoring intervals. This
approach has the disadvantage that the training pattern is likely to cover a small domain since the
behaviour of the multiplexer will not change much in a short time. In the pattern table method, a
large amount of observed data is stored in two tables, one for high loss rate events and the other
for low loss rate events. Whenever there is a new observation, this replaces the oldest
observation in the corresponding table and training takes place on data in a randomly selected
table. Hence the possible training examples cover a wide domain including both high and low
loss rate scenarios. An extension to this approach is the leaky pattern table method in which
there is a mechanism for discarding patterns from the pattern table such that the NN does not
continue to learn patterns which are old and no longer accurate.
In the multiple bit rate case, the connections are categorised into groups according to their traffic
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characteristics, a simple way to define these groups is by application, such as voice, video and
data. The status of the multiplexer is represented by (n40, nvi, nda), where nva, nvi and nda are the
number of active connections using voice, video and data services respectively. The neural
network learns the decision function, J(t), based on the combination of ma, nvi, nda.
J(t)= F(n,„,n„i,nda)	 (3.2)
The authors of [88] conclude that the greater the diversity of the arrival process, in terms of bit
rate fluctuations and number of bit rate classes, the more neurons are required in the hidden layer,
since the decision function to learn is more complicated.
In [89], the authors argue that a better approach involves learning the relationship between the
multiplexer status and a continuous variable, namely the expected performance, rather than a
discrete indicator variable that determines whether performance will be above or below the
required level, as in [88]. Because of this continuity, the authors feel that the NN is better able to
interpolate and extrapolate to regions of the domain space not frequently experienced, therefore
schemes such as the leaky pattern table are not required. This generality also provides flexibility
in that a change in the required performance level while the network is operational does not
require retraining. The scheme proposed in [89] does not adopt the back-propagation training
algorithm since the performance measure is delay and adopting the common pattern mode training
approach, in which weight updates occur after each observation, may not lead to convergence due
to the volatility of individual packet delays. Instead, a rather large window of previous
observations is used and all of these observations are considered in each weight update using a
method of summarisation to minimise some objective function. This approach however appears
to be very similar to batch mode training with the back-propagation algorithm in which the
weight updates are based on the cumulative error function obtained from a number of
observations.
If the performance measure is loss then an accurate mapping between the multiplexer status and
small packet loss rates may be difficult to obtain unless the measurement interval is very long.
The virtual output buffer method overcomes this problem by monitoring the performance of a
virtual buffer [90]. A virtual buffer is a simulated buffer which has the same size and arrivals as
the actual buffer, but has a lower service rate which obviously leads to greater loss. By
extrapolating the loss rate from virtual buffers with smaller capacity, it is possible to estimate the
loss in the actual buffer.
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A hybrid approach to admission control is proposed in [91] in which a NN is combined with a
tractable analytic approach. The admission decision requires a number of steps. Firstly an
analytically simple calculation is performed to obtain an upper bound approximation of the
expected loss rate. If this is below the target loss probability then the call is accepted. If the
value is above the target then a NN, trained in that region, is used to decide whether or not to
accept the call. The role of the NN is therefore to refme the upper bound estimate by applying
knowledge learned from a much more complicated analytical model. The reason for this
approach is that only training the NN in a subset of the state space speeds up the off-line training
and allows more accurate and thorough training.
Instead of basing admission decisions on actual observed arrival rates as in [88], the authors of
[92] propose to base decisions on the power spectrum of the arrival process since it contains
information as to the correlation behaviour of the arrivals. The inputs to the three-layer NN are
the necessary power spectrum parameters, such as the total average power, and the output is a
decision as to whether to accept or reject a new call. The main problem with the NN admission
control schemes proposed in this section is that they make questionable assumptions about the
traffic, for example it is often assumed that the traffic characteristics of the calls are the same and
in order to accommodate heterogeneous sources it may be necessary to use several NNs.
3.2.2 Neural Link Allocation
The link allocation problem arises during routing when a path consists of several parallel physical
links. The objective of the link allocation function is to maximise the long term revenue whilst
maintaining acceptable QoS. For example, consider the situation in which there is just enough
available bandwidth on a link to support a high-bit rate connection. Providing that high-bit rate
connections request admission with sufficient regularity, the controller should be capable of
rejecting low-bit rate requests in order to retain sufficient bandwidth to accept a high bit-rate
connection and hence maximise utilisation and revenue.
In the method called Back Propagation with Hypothetical Targets (BP) [93], a delayed
reinforcement learning approach is adopted in which a neural network is trained using a simple
bipolar reward indicating whether the allocations were successful or not. The network maps a
state vector to an M-dimensional output vector, where M is the number of possible actions. Next
an action selector transforms this output vector into a binary action vector of the same dimension,
where all values are zero except the one corresponding to the chosen link. The difficulty arises in
training this NN since link allocations not only affect the current state of the network, but also
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future states, which will also depend on future link allocations. So therefore it is difficult to
determine at the time of allocation whether or not the chosen links were suitable. To overcome
this it is assumed that the current allocation will eventually turn out to be a good one, therefore
the action vector is a good hypothetical target and training using this would favour the action just
taken and inhibit all others. This is called an optimistic target vector. Similarly a pessimistic
target vector may be constructed under the hypothesis that the current allocation will turn out to
be bad. The NN accumulates two possible weight changes for each of its weights until a
feedback signal arrives which determines which set of weight changes to adopt. It is
demonstrated that the NN is able to reach a level of performance comparable to conventional
dynamic programming methods, however it is claimed that the approach is superior in that it does
not make any assumptions about call inter-arrival and holding times.
An alternative approach is proposed in [94] in which a temporal-difference learning scheme is
applied. It decomposes the link allocation task into a set of link admission control tasks which
are modelled as semi-Markov decision problems and the neural network must estimate the
expected reward given an admission request, where the reward is aggregate quantity of data
transmitted, therefore the goal is maximise utilisation.
A slight variation on the link allocation problem is tackled in [95]. Here a method of integrating
call admission control and link capacity assignment is proposed and the relation between the two
mechanisms is shown in Figure 3.3.
Network Node
Physical Trunk
Capacity
Figure 3.3:Call admission control and link capacity assignment
The scheme consists of three NNs, two perform admission control for the output link of each
node and the other is used for optimising the link capacity assignment. The two output links
share one physical trunk and the NN must allocate capacity to each link based upon the
objectives, these include minimising the maximum call rejection rate, minimising the average call
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rejection rate and maximising link utilisation. Therefore the purpose of the link capacity
assignment NN is to optimise the link allocation based upon various requirements using estimates
of the call rejection rate.
3.2.3 Neural Traffic Policing
Most conventional policing mechanisms attempt to police the peak and the mean bit rates of
traffic. However, such mechanisms only enforce one parameter of the probability density
function (PDF) of the traffic source. Moreover, there is a trade-off involved with policing the
mean rate in that a long measurement interval is required in order to confidently judge whether
the source is complying, however a long measurement interval leads to a slow response time to
any violations. Policing mechanisms that attempt to police the PDF face the difficulty of
complicated calculations of higher order moments. A policing mechanism using neural networks,
called Neural Networks Traffic Enforcement Mechanism (NNTEM), was introduced in [96].
The authors claim that the NNs are able to learn the PDF of a traffic count process, one is trained
off-line to learn the PDF of an ideal non-violating traffic source and the other is trained to learn
violating traffic patterns from on-line measurements. The claim that the NN learns the PDF is in
fact a false one and actually both NNs are simply predicting future values of the traffic count
process from past history. The inputs to the NN are samples of the count process over some
monitoring period and the output is a prediction of the count process in the next interval. By
comparing the outputs of the two NNs an error signal is fed into a third NN which interprets it
and outputs a signal to indicate how many packets to drop in the next interval. The weights of
this third NN are tuned using reinforcement learning to minimise the error signal produced by the
other two NNs and hence minimise the difference between the actual and an ideal traffic source.
A similar policing mechanism is proposed in [97], once again past arrivals are used as inputs to
the NN and the output is a prediction of the traffic in the next interval. The number of cells to be
discarded or marked is given by the difference between the number of measured and predicted
cells. Therefore the neural traffic policers discussed are reliant on NNs performing traffic
predictions, this application of NNs will be discussed in more detail later in the thesis.
3.2.4 Neural Flow Control
A neural network controller for flow control of video traffic was presented in [98]. The controller
uses the buffer occupancy as a measure of potential congestion and if congestion is detected a
signal is fed back to the source requesting a reduction in its traffic generation rate. The video
Traffic
Source
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source reduces its transmission rate by increasing its level of coding, this results in lower picture
quality. The inputs to the neural network are the buffer occupancy levels at previous observation
periods and the output is a signal to indicate by how much the source should increase or decrease
its coding rate. The back-propagation algorithm is used to train the NN and minimise some
performance index which attempts to minimise the loss probability and maximise the level of
coding. A similar scheme is proposed in [99] where this time the inputs to the NN are the
previous traffic arrivals and the output is a prediction of the future traffic. The traffic prediction
is then used to determine the future buffer occupancy which consequently determines the
feedback signal, the overall scheme is summarise in Figure 3.4.
Figure 3.4:Neural network feedback controller
3.2.5 Neural Switch Control
In the applications of NNs already discussed, their /earning and function appvaximmiocyzpaRies
have generally been utilised. By contrast, in their application to switch control they are generally
used to perform optimisation and their most common task is the scheduling of packets in input
buffered switches. Input buffered switches suffer from the problem of Head-Of-Line (HOL)
blocking in which a packet in a FIFO queue has no chance to access an available output port
because the packet ahead of it in the buffer is blocked from accessing its output port. The HOL
blocking problem severely limits the achievable throughput in such switches [100], however in
order to overcome this problem bypass queueing may be employed which allows packets to be
transmitted when the leading packets are blocked. The problem of which packets to transmit is a
maximal matching problem in which it is required to transmit the maximum number of packets,
whilst also satisfying the constraints that only one packet may be transmitted from any input port
and only one packet may arrive at any output port.
Using conventional algorithms, the solutions to such combinatorial optimisation problems require
significant computation and are unlikely to meet the real-time requirements of high speed
switches [89]. The parallelism associated with neural networks has prompted researchers to
apply them to this problem. In [101], a Hopfield network is configured such that it acts to
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minimise an energy function which encodes the goals and constraints and it is demonstrated that
the NN can achieve near optimal performance at very high speeds, with sub-optimal performance
occurring when the NN converges to local minima. The problem of priority is tackled in [102], in
this approach instead of assigning a binary input to each neuron, which indicates whether a
packet is waiting, the inputs may take on continuous values which represent the priority of the
corresponding packets. Brown [103] argues that Winner-Take-All (WTA) NNs are superior to
Hopfield networks in that they can achieve similar performance but do not require a pre-defined
energy function and require less connectivity. The problem associated with all these techniques
however is that they can only achieve the necessary speeds when implemented in hardware or
software implemented on parallel processors.
A similar task of optimisation arises in the field of routing. In [104], a Hopfield network is used
to carry out a shortest-path routing algorithm in which associated with each link is a particular
cost and the chosen route is the one which minimises the overall cost. A conventional approach
would involve determining the cost of each possible route and then selecting the best one,
however as with the switching problem, an energy function is defined that encodes the goals and
constraints and the NN acts to minimise this energy function. Once the energy function is
minimised, the activation state of the NN provides the optimal route.
The different problem of adaptively choosing a set of optimal control parameters in a multiplexer
such that the QoS requirements of the traffic are satisfied is looked at in [105]. In the learning
phase, a NN learns the relationship between the network status, such as the traffic conditions and
control parameter values, and the observed QoS. In the control phase a Genetic Algorithm (GA)
(see [106] for an overview) generates a possible control parameter set which, along with the
current traffic conditions, is used as the inputs to the NN. The NN estimates the QoS that would
result from this control parameter set and this is evaluated against the desired QoS in order to
obtain a fitness score. The fitness score is subsequently returned to the GA such that another
control parameter set can be generated and the cycle continues. The evolutionary properties of
GAs allow an optimum control parameter set to be derived.
3.3 Fuzzy Control of Networks
NN based control does not require any knowledge about how the system functions and simply
relies on their learning capabilities. On the other hand, controllers based on expert systems
require a detailed knowledge of the system in order to derive control rules. Fuzzy control systems
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however, are able to derive control rules based on incomplete or imprecise knowledge of the
system and the uncertainty associated with communication networks has lead to various
applications of fuzzy control systems in this field.
Unlike traditional set theory in which an element is either a member of a set or not, fuzzy set
theory allows elements to have a degree of membership with infmitely many sets. The basic idea
behind a fuzzy controller is to use expert knowledge and experience to derive linguistic control
rules which are typically expressed in the form of if-then statements, this can be considered as an
emulation of human behaviour. The deduction of this rule is called inference and requires the
definition of a membership function which allows us to determine the degree of truth associated
with each proposition. A generic fuzzy controller is given in Figure 3.5.
t
Rule
Base
Figure 3.5:A typical fuzzy controller
The first step is known as fuzzification where a precise value is mapped onto a fuzzy variable
using a membership function, this fuzzy variable represents the extent to which the value belongs
to each fuzzy set. Using the linguistic control rules in the rule base, the degree of truth associated
with each rule is derived and by combining these a precise output is obtained which can be used
for control. The procedure for obtaining a precise output is known as defuzzification. For
example, if we consider a variable BUFFER LEVEL then the fuzzy sets empty, medium and full
could be used to describe the status of the buffer. A typical control rule in this situation could be
'If BUFFER LEVEL is full then decrease SOURCE RATE'.
A thorough review of fuzzy control systems can be found in [107], however the advantages often
associated with fuzzy control systems include the ability to provide a robust mathematical
framework for dealing with linguistic and imprecise information. Moreover, they exhibit a soft
behaviour, therefore they have a greater ability to adapt to dynamic environments, and their
simplicity often leads to low computational complexity. On the other hand, the problems
associated with fuzzy control systems include the lack of on-line learning together with no clear
and general technique for mapping expert knowledge onto the parameters associated with the
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controller. Although they have not received the same attention as NNs, fuzzy control systems
have been applied to network control problems such as rate control, admission control, traffic
policing and buffer management.
3.3.1 Fuzzy Rate Control
The rate controller proposed in [108] is a fuzzy implementation of the two-threshold control
method in which two threshold values are used to determine the onset and relief of congestion
periods. When the queue length is above the upper threshold then the buffer is congested and the
sources receive a signal to reduce their transmission rate, on the other hand when the queue length
is below the lower threshold then the buffer is not congested and the sources receive a signal to
increase their transmission rate. The conventional approach therefore relies only upon the queue
length, however in the fuzzy controller the rate of change of the queue length and the current cell
loss are taken into account to indicate the occurrence of congestion. The parameters and rules of
the controller are determined through many analytical results of the two-threshold method and the
output indicates how much the sources should increase or decrease their transmission rates. The
scheme is compared with the conventional two-threshold method and leads to 4% less cell loss,
the reason for this is that the fuzzy controller uses more information and can indicate the
occurrence of congestion in advance whilst also providing soft and accurate control during
congestion periods. However, a more informative comparison would be to compare it with a non-
fuzzy approach which makes use of the additional variables. A similar backward congestion
notification scheme is proposed in [109] to control ABR traffic sources in both LAN and WAN
environments. The fuzzy controller is fed with the buffer occupancy level and the rate of change
of this level, and responds with the new normalised explicit rate for the sources feeding the
switch. The rule base is tuned by observing the progress of a simulation based on a desire to
strike a balance between the maximum throughput and minimum end-to-end delay. Compared to
a non-fuzzy backward congestion notification scheme, the proposed mechanism leads to higher
network utilisation and a lower end-to-end delay. The application of an adaptive fuzzy control
strategy such that the scheme remains optimally tuned under all network conditions is seen as
further work.
3.3.2 Fuzzy Admission Control
The authors of [110] claim that NN based admission controllers that learn the non-linear
relationship between the number of connections and loss rate may be ineffective. This is because
they only learn average values and actual observed loss rates may disperse from this average
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because of the diversity of the traffic arrival process. The proposed fuzzy admission controller
estimates the possibility distribution of packet loss and the upper bound of this distribution is
used to perform admission control. The fuzzy rules for the fuzzy inference are tuned
automatically by the error back-propagation learning algorithm which is based on the
minimisation of energy functions. The problem of estimating loss rates in the region with no
observed data is overcome by extrapolating the parameters associated with existing fuzzy sets in
order to generate new fuzzy rules. Simulation results are presented for the case of only one
traffic class and problems may arise in the case of more traffic classes since the number of fuzzy
rules increases exponentially with the number of classes. A fuzzy implementation of the
equivalent capacity admission control method proposed by Guerin et al in [63] is outlined in
[108]. The fuzzy bandwidth predictor uses expert knowledge from [63] to estimate the equivalent
capacity required for the new call given the peak rate, mean rate and average burst duration.
Unlike the original equivalent capacity method, which only uses the estimated available capacity,
the fuzzy admission controller uses this value together with the observed loss rate and an
indication as to the level of congestion in the network, obtained from a fuzzy rate controller (see
Section 3.3.1), to determine whether or not a call should be accepted. The scheme is shown to
achieve 11% greater utilisation than the original method while still satisfying the QoS
requirements of the calls. The authors claim that the reason for this is that the proposed method
is a hybrid of parameter and measurement based admission control, with varying degrees of
importance attached to each approach.
3.3.3 Fuzzy Traffic Policing
Traditional policing mechanisms rely on crisp threshold mechanisms to control stochastic
parameters and the soft decision making properties of fuzzy systems have lead to a number of
proposals for fuzzy traffic policers. In [111] the ratio of the measured mean burst length of the
traffic to the declared mean burst length and the ratio of the mean rate to the declared mean rate
are used as inputs to a fuzzy policer. The inputs are mapped onto fuzzy variables which indicate
the degree of membership of the fuzzy sets 'comply', `sort-of comply' and 'violate'. The decision
variable is in the range [0,1], with 0 meaning 'drop cell' and 1 meaning 'accept cell'. The policer
described in [112] enforces the mean arrival rate of a bursty source. With this mechanism the
maximum number of cells, In11, which are considered to be non-violating in a fixed interval is
dynamically updated by means of fuzzy inference rules. The principle upon which these rules are
based is that in order to guarantee transparency to a conforming source, it is necessary to assign
Ni higher than the declared average providing that the source maintains non-violating behaviour
in the long term. The parameters describing the behaviour of a source are the average number of
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cell arrivals per window since the start of the connection and the number of cells arriving in the
last window. The first gives an indication of the long-term behaviour of the source and the
second gives an indication as to the current behaviour. A third input parameter is the value of Ari
in the last window and the output is a fuzzy variable describing the required change in Ni. In
[113], a fuzzy leaky bucket scheme is proposed in which the control variable is some additional
depth associated with the token bucket. This extra depth stores 'red' tokens which cause the
consuming cells to be tagged, this allows for violating cells to be tagged rather than discarded
when the network is at low utilisation.
3.3.4 Fuzzy Buffer Management
In [114] it is argued that the use of fuzzy thresholds leads to superior performance compared to
binary thresholds. This paper introduces the notion of selective cell blocking where a switch
refuses entry to a burst of cells emanating from the source, these cells must then be re-routed and
will therefore incur additional delays. With a binary threshold, if the buffer occupancy is above
the threshold then all arriving cells are blocked. A conservative choice of threshold will lead to
very low cell loss due to buffer overflow, however the buffer utilisation will be very low and the
delays high. By contrast, a higher choice of threshold will lead to greater utilisation and lower
delays at the expense of increased cell loss. The goal is to achieve a reasonable trade-off between
utilisation, loss and delay, and it is demonstrated that using fuzzy thresholds, based on the notion
of 'fullness' to determine the probability of blocking, leads to improved performance compared to
discrete binary thresholds.
3.4 Stochastic Learning Automata
A stochastic learning automaton (SLA) can be regarded as a finite state machine. Each state has
a probability associated with it and corresponds to a particular action. It operates by selecting
one of these actions which is then evaluated by a random environment. The response from the
environment is used by the automaton to update the action probabilities using some kind of
reinforcement learning algorithm and the fundamental idea behind the use of learning automata is
that over time the automata converge to action probabilities which give rise to optimal
performance. An overview of the theory of learning automata is given in Appendix B and a more
comprehensive review can be found in [115].
The main advantage of learning automata is their sheer simplicity and the intuitive way that they
operate. For example if the chosen action was a good one then the probability associated with it
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is increased and if it was a bad one then the probability is decreased. Since learning automata do
not assume any prior knowledge they are useful in situations where the system to be controlled
has unknown characteristics or has characteristics which vary over time. However, in order for
an automaton to be effective, any time variations must be sufficiently slow to allow the
automaton to converge. Unfortunately, as the number of actions increases it has been shown that
the convergence time increases dramatically [115] and this characteristic may therefore limit the
potential applications of automata, although recently schemes such as discretised learning
automata have been proposed to speed-up convergence [116]. Instead of using a single
automaton with a large number of actions to control a complex system, a more appropriate
approach may be to use several automata in a distributed fashion with each automaton having a
small number of actions. This approach is therefore ideal in systems which are amenable to
distributed control, a typical example of such a system is a communication network.
By far the most popular application of learning automata to network control is in the field of
routing, however they have also been applied to problems associated with flow control and queue
management. Next we shall give a brief overview of these applications.
3.4.1 Automata Routing
Due to the dynamic nature of networks the optimal routing policy is one which is able to adapt to
changing conditions. Centralised adaptive routing relies on a central routing facility to assemble
global knowledge of the network in order to formulate a routing strategy which is then broadcast
to the individual nodes. Such schemes have the potential for optimal routing, however they suffer
from additional overhead and an increased reaction time compared to distributed control. In
distributed adaptive routing, the nodes make local routing decisions which are supported by
global feedback gathered in co-operation with other nodes. This form of distributed control is
ideally suited to learning automata since they do not require any prior knowledge about the
network topology or the carried traffic.
Learning automata have been applied to routing in both circuit switched and packet switched
networks [115][117]. In the context of circuit switched networks, at each node there is an
automaton associated with each possible destination. The actions of each automaton correspond
to viable routes and at call set-up one of the routes is chosen probabilistically. If the call-set up
request is successful then a feedback signal is generated and the probability of selecting this route
is increased, on the other hand if the request is unsuccessful the corresponding probability is
decreased. This approach has been shown to perform at least as well as the optimum fixed rule
Pre-processing
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strategy which simply selects routes in a fixed order, moreover in situations which require a
mixed routing strategy they have been shown to be superior [115]. Furthermore, since no prior
knowledge of the network is assumed, improved performance may be realised by incorporating
network status information in the operation of the automata.
In packet switched networks, learning automata have been proposed for both virtual call and
datagram networks. Routing in virtual call networks is very similar to circuit switched networks,
however datagram networks may route the individual packets as separate entities such that the
traffic is spread evenly over the available capacity in the network. At each node in a datagram
network there is an automaton corresponding to every possible destination i.e. in a N node
network there are N-1 automata at each node. The actions of each automaton correspond to the
outgoing link a packet should be routed on in order for it to reach its destination. Several
possible performance criteria exist, for example link utilisation, throughput and average hop
count, however the most popular performance measure is packet delay. Therefore when a packet
reaches its destination, an acknowledgement packet is returned to the source to indicate that the
packet was received together with the experienced delay. These delays are then used to update
the action probabilities of the appropriate learning automaton, the overall scheme is summarised
in Figure 3.6. This approach has been shown to outperform shortest-path and random routing
since it spreads the load over the network in an intelligent manner [117]. A more recent
investigation of the use of learning automata for routing can be found in [118].
Delay
Figure 3.6:Learning automata datagram routing
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3.4.2 Automata Flow Control
In this application, learning automata are used to control the rate at which messages enter a
packet switched data network. This regulation avoids the situation where the load on the network
is too great, hence resulting in congestion (N.B such control is not applicable to integrated
services networks since a separate admission controller performs this task). In order for a
message to gain entry into the network it must receive a permit which is tagged onto the message.
When the message reaches its destination the permit becomes available for other messages and by
limiting the total number of permits the rate of message influx is controlled. A conventional
approach, in which delivered permits remain at the destination until a message requests access to
the network at that node, will result in an uneven distribution of permits under asymmetric traffic
conditions. Two approaches to automata based flow control are suggested in [119], namely
centralised and de-centralised. In the centralised scheme, permits reaching their destination are
routed to a central automaton which, based on the some performance criteria such as loop delay
or loop population, updates its action probabilities which determine the likelihood of
redistributing permits to particular nodes. In the de-centralised approach, an automaton is
located at every node and each action corresponds to redistributing an arriving permit to a
particular source node. As with the centralised case, on the arrival of a permit the action
probabilities are updated based on some performance measure. It is the aim of the scheme to
optimise the flow through the network and simulations were carried out to compare the
centralised automaton scheme using various performance measures to the optimal. It was found
that the performance using the various feedback measures was dependent upon the number of
permits, network topology and traffic conditions, although generally all schemes were close to the
optimal.
3.4.3 Automata Queue Management
In [120], learning automata are applied to the problem of priority assignment in queueing
systems. The authors consider two classes of jobs which have Poisson arrival rates and
exponential service times, and within each class the service is FIFO. Providing that the mean
arrival and service rates are known it is possible to determine the optimal service strategy which
minimises the overall delay. It is demonstrated that a learning automaton whose action
probabilities correspond to selecting a particular queue is able to approach the optimal fixed rule
without any prior knowledge of the arrival and service rates. We feel that the ability of learning
automata to adapt to give near optimal performance in queueing systems with unknown
parameters has not been exploited and this application is investigated later in the thesis.
CHAPTER 3- A CRITICAL REVIEW OF AT FOR NETWORK CONTROL	 62
3.5 Summary
In this chapter we have presented various AT techniques and critically reviewed their applications
to network control. We identify three basic uses for NNs when applied to the problem of network
control. Firstly, they can been used to approximate complex relationships in admission control,
these relationships are either unknown or they take considerably more computational effort using
conventional approaches. Secondly, they can been applied to the problem of optimisation in
switching, routing and link allocation, however the advantage of NNs in this application is their
parallel processing properties which can only be utilised when implemented in hardware or
implemented in software using parallel processors. Finally, they can be used in flow control and
traffic policing to perform traffic prediction, in such situations the NNs learn the relationship
between past and future arrivals.
The use of fuzzy logic has also received considerable interest, however, there is a major problem
associated with these techniques in that it is difficult to map the expert knowledge to the fuzzy
parameters. The only advantage we can identify with these schemes over conventional
approaches is that they require less computational effort.
We have also looked at the application of learning automata for routing and flow control, and it
appears that learning automata are ideally suited to these tasks since they are amenable to
distributed control. Also, the adaptive nature of learning automata allows them to optimally
control queueing systems when the queue parameters are unknown. In the application discussed,
the goal was to minimise the overall mean queueing delay, however in future integrated services
networks this will not be the goal and we feel that there is scope for the use of learning automata
to provide other performance guarantees.
Chapter 4
Neural Network Traffic Prediction
It is generally accepted that it is possible to make predictions about network traffic on time scales
of the order of hours, days and weeks [121]. For example it is possible to identify daily trends
since some working days are typically busier than others and weekends are generally quiet. Such
predictions are based on the average aggregate behaviour of many network users and the law of
large numbers allows for accurate prediction. However, the task becomes much more difficult
when we consider shorter time scales such as the frame rate of coded video. Accurate prediction
of traffic at these time scales would be beneficial in tasks such as traffic smoothing [122],
dynamic bandwidth allocation [123] and flow control [99]. It has been demonstrated that neural
networks are capable of learning complex non-linear relationships [124] and recently this
capability has been applied to the problem of traffic prediction [125][126][127][128][129][130].
Authors in this area claim that neural networks are able to learn the correlations and regularities
that exist in traffic arrivals and hence capture the unknown complex relationship between past
and future arrivals. In this chapter we investigate the suitability of such schemes and apply them
to a variety of traffic types. We argue that the reported successes are valid only in certain special
cases and that, in general, accurate prediction is not possible. This argument seems reasonable
from an intuitive standpoint since the features of a video traffic stream are governed by scene
content, and it is impossible to predict future events in live video broadcasts, such as sport. The
remainder of this chapter is organised as follows. First we shall present some motivation and
outline various schemes that would benefit from accurate traffic prediction. Next we define the
problem as a standard time series prediction task and identify methods of measuring accuracy.
Simulation results are then presented for a variety of traffic types and we explain why some
traffic types are easier to predict than others. Finally we summarise the chapter and present some
conclusions.
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4.1 Motivation
As one would expect an ability to see into the future would be a great asset to any network
control function. In this section we identify three tasks that would benefit from an accurate
traffic prediction scheme ; traffic smoothing, dynamic resource allocation and flow control.
4.1.1 Traffic smoothing
Compressed video typically exhibits significant burstiness on multiple time scales due to the
frame structure of the compression algorithm together with scene variations [131]. Video
smoothing is a natural approach to reducing the bandwidth variability of video. It relies upon an
ability to determine smooth transmission rates such that the client buffer never overflows or
underflows (the buffer underflows when a frame fails to arrive before its playback time). It has
been shown that video smoothing can improve network utilisation significantly [132]. Clearly an
ability to predict future video frame sizes would be advantageous since this would allow for a
more accurate calculation of the required transmission rate, an example of such a scheme is
presented in [122].
4.1.2 Flow control
A flow control scheme using neural network traffic prediction is proposed in [99]. The main
control action of such a scheme is to reduce the peak rate of the traffic sources when the neural
network predicts possible congestion in a multiplexer. Based on the current buffer occupancy
and a prediction of the number of arrivals in the next time window, the controller predicts the
future buffer occupancy. If the predicted buffer level is above a certain threshold, a feedback
signal is sent to the traffic sources requesting a reduction in the arrival rate, this can be achieved
by increasing the coding rate. The advantages of such a scheme include that it is not of the
reactive control type and any control action taken will be in time to alleviate potential congestion
4.1.3 Dynamic Resource Allocation
The authors of [123] propose a dynamic bandwidth allocation scheme based on traffic
predictions. The neural network predicts the bandwidth requirement of each incoming traffic
stream for the next time window. If the sum of the predicted bandwidth is larger than the link
capacity then the bandwidth allocated to each stream is reduced accordingly. Conversely, if the
sum of the predicted bandwidth is less than the link capacity the excess bandwidth is distributed
evenly between the streams.
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The possible applications of an accurate traffic prediction scheme are limitless, for example it
may be used to dynamically set thresholds in the partial buffer sharing scheme described in the
Chapter 2. Such applications will not require an accurate characterisation of the traffic in order
to select control parameters, they would simply select the control parameters based on
predictions.
4.2 Time Series Prediction
The problem of traffic prediction is a standard time series prediction task, the goal of which is to
forecast the value of a variable based on previous observations of that variable. The scalar time
series is denoted by x(n), and it is assumed that there is some function f such that,
x(n) = f ( x(n — 1), x(n — 2), x(n — 3)„ x(n — q))+ e(n)	 (5.1)
where q is the order of the function and e(n) is a residual which is assumed to be white noise.
This function is unknown, and the only information available is the set of observables : x(1),
x(2),. . . ,x(N), where N is the total length of the time series. It is the goal of the prediction scheme
to approximate this function, and estimate x(n) given the previous p observations, as shown by
.i(n) = F(x(n — 1), x(n — 2), x(n — 3)„ x(n — p))	 (5.2)
where F is an approximation of the unknown function f.
Neural networks have been successfully applied to the problem of time series prediction [133].
They are capable of learning complex non-linear relationships, and it has been proved that a
three-layer feedforward neural network, with sigmoidal units in the hidden layer and trained using
the back propagation algorithm, is able to approximate an arbitrary non-linear function [124].
4.3 Performance Measures
Several methods exist for determining the accuracy of time series predictions, some more suitable
than others. The goal of this section is to determine a fair method by which to quantitatively
compare various schemes applied to different time series. We must stress that although it is
impossible to quantify, valuable information about the accuracy of a prediction can also be
obtained by simple inspection.
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4.3.1 Statistical Properties
Various statistical properties of the predicted and actual data may be compared, these include the
marginal distribution and autocorrelation function [129]. Although such statistical properties
may compare favourably, the only conclusion that one may draw is that the prediction is
statistically similar to the actual data. Unless there is a direct comparison of the predicted and
actual data, claims that a particular scheme is successful are inconclusive. For example, consider
a scheme that predicts half the results of a coin tossing experiment to be heads. The predicted
data will, on the whole, have the same probability distribution as the real data, however, it is still
possible for the scheme to predict the wrong result every time. Furthermore, a simple prediction
scheme that predicts the next value to be the same as the current value would possess almost
identical statistical properties to the actual data set since they are essentially the same sequence
shifted one step in time.
4.3.2 Mean Squared Error
Another widely adopted performance measure is the mean squared error (MSE) [99][126].
1 nMSE — (xi — „ )2
n
Such a method allows for direct quantitative comparison of predictions on the same data set,
however the lack of any normalisation does not give any real meaning to the calculated value.
Hence a problem occurs in deciding what value of MSE gives satisfactory performance for a
particular data set. Furthermore, the lack of any normalisation gives it limited use when
comparisons of different data sets are required. For example, the dotted lines in Figure 4.1
represent trivial predictions of the corresponding data sets where the predictor simply predicts the
mean.
(5.3)
Figure 4.1:Trivial prediction of different data sets
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Clearly neither predictor can be considered superior to the other, however the leftmost predictor
results in a smaller MSE due to the smaller variance of the original data set. This limitation is
overcome by normalising the MSE with the variance of the actual data, the resulting value is
known as the coefficient of determination.
4.3.3 Coefficient of Determination
The coefficient of determination, r2, is a function of the mean squared error normalised by the
variance of the actual data.
For a perfect predictor the coefficient of determination is one, whereas for a trivial predictor that
simply predicts the mean of the data the coefficient of determination is zero. This measure thus
allows an unbiased comparison of prediction schemes applied to different data sets.
4.4 Traffic Prediction Techniques
In the remainder of this chapter we apply a variety of time series prediction techniques, based on
both neural network and linear regression approaches to a number of traffic types. First we shall
outline the techniques adopted.
4.4.1 Feedforward NN Trained Using Back-Propagation
A feedforward neural network trained using the back-propagation algorithm is the most common
approach adopted in the literature [125][126][128][129], a review of neural networks can be
found in Appendix A. Typically a 3-layer network is used, however the number of neurons in
each layer varies. The most common application of traffic prediction is in the prediction of VBR
video traffic, thus we shall describe a typical approach for this scenario. A scheme with 5 input
neurons, 5 hidden neurons and a single output neuron is shown in Figure 4.2. We shall denote
such an architecture as 5-5-1, however it must be stressed that this is just an example architecture
and the optimal architecture can only be found through trail and error. The inputs to the neural
network are the previous frame sizes and the output is a prediction of the size of the next frame.
The blocks labelled 11 represent one step delay elements.
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Figure 4.2:A 5-5-1 neural network for traffic prediction
Two different approaches to training the neural network are adopted, an off-line approach and a
much more computationally expensive on-line approach.
4.4.1.1 Off-Line Training
In this approach, the neural network is trained before being exposed to a real network situation.
A training set consisting of example traffic is presented to the neural network and after each
training example the weights are updated according to the back-propagation algorithm. After a
complete pass through the training set, the weights are frozen and the neural network is tested on
another data set, known as the test set. The performance on this test set determines how well it
can generalise from the examples presented to it during training. Therefore the test set mimics a
real network situation in which the neural network is exposed to previously unseen data and the
accuracy of the prediction scheme is judged using this data. The advantage of this scheme is that
it is extremely fast (after the initial training phase) which makes it applicable to real-time
forecasting. The drawback however is that this method assumes that the traffic is stationary and
maintains the same characteristics over time.
4.4.1.2 On-Line Training
In contrast to the off-line training method, in this approach the neural network is continually
learning. After an initial off-line training phase the training is performed on a data set that
characterises the most recent arrival pattern and a prediction of the next frame is made.
Whenever a new frame becomes available the training set is shifted to include this frame and the
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oldest frame is discarded. The training scheme is outlined in Figure 4.3.
Figure 4.3:0n-line training method
After the training set is shifted, the new training session starts from the existing weights rather
than from random values, therefore it is reasonable to expect convergence in a significantly
smaller number of iterations compared to off-line learning. The advantage of on-line training is
that the continuous learning on new examples should cope with changes in the distribution and
characteristics of the sequence. However, the additional training adds to the computational
complexity and thus this approach may not be feasible for real-time forecasting, especially if for
accuracy reasons the training set or the number of iterations must be large.
4.4.2 Speed Of Convergence
In the subsequent experiments we emphasise that the goal is to determine whether accurate
prediction is possible and not to investigate the various ways in which the learning process can be
accelerated. Methods of increasing the learning rate include the addition of a momentum term to
the weight update equation or the use of an asymmetric activation function. Unless otherwise
indicated we shall assume a learning rate of 0.1, a training and test set of size 200 and a logistic
activation function given in (5.5), where vi is the net internal activity of neuron j, and yi is the
output of the neuron.
1 
Y j — 1+ exp(—vi)
	 (5.5)
I
Training is carried out until it is clear from the progress of the coefficient of determination that
further training would be fruitless and that the neural network performance has been optimised.
Thus we attempt to demonstrate the upper limits of achievable performance.
1.2
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4.5 Prediction of Model Generated Traffic
4.5.1 Video Teleconference Traffic
Early work in the field of traffic prediction [123][125][126] focused on predicting traffic
generated using models, mainly due to the lack of real traffic traces. The most popular model
was based on a first order autoregressive Markov process that models the correlations observed
in real teleconference traffic [23].
The traffic generation process is given by.
X (n) = aX (n — I) + bW(n) 	 (5.6)
where X(n) is the bit rate during the nth frame. W(n) is a Gaussian random variable and a and b
are constants. In [231 it is shown that the most appropriate values for the parameters are
a=0.8781. b=0.1108 and the mean and variance of W(n) are 0.572 and unity respectively.
Figure 4.4 shows the performance of a 1-3-I network on some unseen data generated using the
model in (5.6). The performance of the neural network stabilised after about 300 iterations with
a training set of 200 examples.
1.4
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Figure 4.4:1-3-1 neural network (e2 = 0.72) and 1st order linear regression (r 2= 0.73)
prediction results of model generated teleconference traffic
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Neural networks with more neurons in the input and hidden layers produced very similar
performance. The authors of [123][1251[126] claim that the prediction in Figure 4.4 is accurate,
however the results are viewed on a much longer time scale thus the predicted and actual data sets
have a tendency to appear very close. Inspection of the data at a higher resolution as in Figure
4.4 clearly shows that the predictor is almost tracking the actual data, and simply predicting the
next value to be same as the current value. Therefore the predicted sequence will be statistically
similar to the actual sequence, a characteristic which the authors of [123][125][126] claim proves
successful prediction.
The reason for this tracking can be explained by considering the traffic generation process. The
size of the next frame is proportional to the current frame plus some random noise. Substituting
the values of a, b, and the mean of the noise term into (5.6) yields,
X (n) = 0.8781 X (n — 1) + 0.063	 (5.7)
Since the frame sizes are of the order of unity, it is clear that if we assume that the Gaussian
random variable is equal to the mean of the distribution, the size of the next frame will be
approximately the same as the current frame. Effectively the neural network learns the
relationship in (5.7), since it cannot possibly predict the noise term and the best it can do is
predict the mean. However, one must raise the question of whether a neural network is in fact
necessary and whether a more simple scheme would suffice. Since the traffic is generated by a
first order linear model, we applied a first order linear regression fit to the training data and tested
its performance on the test data, the results are shown in Figure 4.4. Such a fit generated the
model given in (5.8) and clearly the traffic generation process given in (5.7) is within the 95%
confidence intervals of (5.8). Moreover a coefficient of determination of 0.73 was achieved
which is in fact slightly better than the 0.72 achieved using the neural network.
X(n) = (0.893 ± 0.063) X(n —1) + (0.053 ± 0.033)	 (5.8)
4.5.2 Fractal Traffic
It is often assumed that a linear regression model is only suitable when the traffic is generated
using a linear traffic model. However, assuming only linear traffic models is naive and any
prediction scheme must be tested on traffic which is non-linear. In these situations non-linear
regression techniques may be applied, however, their complexity may limit practicality. The
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capability of neural networks in performing non-linear mappings leads us to believe that in such
circumstances a neural network should easily outperform a linear prediction.
A significant amount of work has been done on the analysis of real network traffic and several
authors have concluded that real traffic is self-similar in nature [27]. To capture this fractal
behaviour, the authors of [27] proposed to model the traffic using a chaotic time series. The.
chaotic time series is generated using a simple non-linear deterministic equation, called the
logistic map.
X,1 = 4X „_ 1 (1— X „_ 1 )	 (5.9)
The performance of a first order linear regression and a 1-3-1 neural network (after 700
iterations) on a test set generated using the model in (5.9) is shown in Figure 4.5. As expected
the neural network performs much better than the linear regression, the coefficients of
determination are 0.99 and -0.02 respectively.
—Linear Regression —Neural Network
	 Actual Data
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Figure 4.5:1-3-1 Neural network ('2=0.99) and linear regression (r)=-0.02) prediction of
fractal traffic
The success of the neural network scheme leads the authors of [126] to conclude that traffic
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prediction is possible. However, once again we must consider the traffic generation process
before any firm conclusions can be made. From (5.9), it is clear that the traffic generation
process, although chaotic, is very defmitely deterministic. Therefore it is not surprising that the
neural network is able to learn this non-linear mapping and the linear regression technique is not.
Thus, a statement that neural networks can predict real network traffic based on these results
assumes that real network is governed by a deterministic process and that there exists a
relationship between past and future arrivals.
4.5.3 Markov Modulated Deterministic Traffic
In [134] the authors use a neural network to predict voice traffic which enables efficient
smoothing. The traffic is generated using a Markov Modulated Bernoulli Process (MMBP).
Such a process alternates between an idle state, in which no packets are generated, and an active
state, in which packets are generated according to a Bernoulli process. The periods in both states
are assumed to be geometrically distributed. The authors claim that the neural network can
predict the duration of an active state and also the number of packets generated. In this work
there are no direct comparisons between the predicted values and actual values, only a
comparison of the performance of a voice smoother using this prediction technique with other
more primitive traffic smoothers. The authors appear to contradict themselves somewhat since
they claim that the neural network can predict the duration of the active states, however the traffic
model assumes that these are geometrically distributed. Hence it appears that the neural network
can predict random numbers, which surely is impossible. To prove this we applied the neural
network architecture proposed in [134] to a simpler problem in which the goal is to simply
predict the length of active periods in a Markov Modulated Deterministic Process (MMDP). A
MMDP differs from a MMBP in that while in the active state packets are generated at a constant
rate rather than according to a Bernoulli process. The prediction result is given in Figure 4.6 and
as expected the neural network is unable to predict the random burst lengths and simply learns
that the best performance is achieved by predicting the mean, which in this particular case is 10.
CHAPTER 4- NEURAL NETWORK TRAFFIC PREDICTION 	 74
50 	
45 —
40 —
Cl)
3 35 —
c.)
as
o_ 30 —
_c
.5) 25 —
c
2.3 20 —
t5 15 —
co
10 —
5
—Neural Network
—Actual Data
co
Burst Number
Figure 4.6:3-3-1 neural network prediction (r2 =-0.03) of MMDP traffic
In this section we have investigated three types of model generated traffic and for each type it has
been reported in the literature that neural network prediction is indeed possible. We conclude
however that the accuracy of any prediction depends only on the traffic generation process. For a
purely deterministic generation process, as with the fractal traffic, accurate prediction is possible.
However the prediction becomes more difficult as the degree of randomness increases, this is
evident from the reasonable performance on the partially deterministic teleconference model and
the very poor performance on the purely stochastic MMDP model. Therefore,, if prediction of
real traffic is indeed possible then the traffic generation process must follow a deterministic
process with possibly a degree of superimposed randomness and in the following section we
investigate if this is the case by performing predictions on real network traffic.
4.6 Prediction of Real Video Traffic
4.6.1 MPEG-I Video Conference Traffic
The trace we consider in this section is a MPEG-I encoded stream taken from a video
teleconference session [135]. The scene content is typically head and shoulders with very little
zooming or panning, further analysis of the data set can be found in [136]. Using a number of
different neural network architectures, predictions were carried out using this trace and it was
found that a 12-3-1 network gave the best performance. Generally, networks with 12 or more
neurons in the input layer performed much better than those with less than 12. The reason for
co°
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this is that a group of pictures in MPEG-I encoding consists of 12 frames, this means that every
12 th frame is coded in the same way. Further details of the MPEG-I coding algorithm can be
found in Appendix C.
Linear regression fits of differing orders were also made to the data and optimal performance was
achieved using 12 th and higher orders. Figure 4.7 compares the performance of the 12-3-1 neural
network (after 200 iterations) and a 12 th order linear regression fit on the test data, the
coefficients of determination were 0.96 and 0.97 respectively.
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Figure 4.7:12-3-1 neural network (r2 =0.96) and 12th order linear regression (r2=0.97)
prediction of teleconference traffic
Clearly the performance of both approaches is very similar. In effect, both schemes tend to
predict the next group of pictures to be the same as the current group of pictures, therefore the
predictors obey the relationship,
(n) = X (n -12)	 (5.10)
Through observation of Figure 4.7 it is clear that the video sequence is fairly repetitive, the
reason for this being the low activity of the scenes. Thus one can conclude that the repeating
nature of MPEG-I teleconference traffic makes it relatively straightforward to predict and a
neural network approach holds no advantages over simple linear regression. A more challenging
prediction task is that of predicting frame sizes in a video sequence of high activity, next we
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investigate a movie sequence.
4.6.2 Movie Video Traffic
In this section we consider both the MPEG-I and JPEG frame size sequences of Star Wars, a
typical movie with varying levels of activity [137].
4.6.2.1 MPEG-I Movie Traffic
This video sequence differs from the teleconference sequence in that although it has the typical
MPEG-I structure, the diversity of scenes make it far less repetitive. This is apparent from the
training set shown in Figure 4.8, and clearly some of the P-frames are as large as the I-frames
(See Appendix C for terminology).
Frame Number
Figure 4.8:MPEG-I Star Wars training set
As with the teleconference sequence a noticeable difference in performance was observed when
12 or more input neurons were used and the number of hidden layer neurons had little effect. The
prediction results for a 12-3-1 neural network (after 2000 iterations) and a 12 `11 order linear
regression prediction are given in Figure 4.9. Reasonable neural network prediction is possible,
however once again a linear regression fit of the same order yields similar performance. In the
same way as with the teleconference sequence, both prediction schemes tend to predict the next
group of pictures to be the same size as the previous group of pictures, this is evident from the
large discrepancy of both predictors when the I-frame size doubles at about frame number sixty.
Therefore one can conclude that due to the structured nature of MPEG-I it is possible to achieve
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reasonable prediction, however as the scene activity increases the prediction becomes more
difficult.
0	 0	 0	 0
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Figure 4.9:12-3-1 neural network (e2 =0. 76) and 12th order linear regression (r2=0.76)
prediction of Star Wars
If frames of the same type are treated separately then the sequences generated would not possess
the highly structured nature of conventional MPEG-I. An attempt to predict the I-. P- and B-
frame sizes based on the size of previous frames of the same type is carried out in [130]. This
approach differs from many others in that the authors use a recurrent neural network instead of a
feedforward network. the reason for this choice being an increased learning rate. Once again the
authors claim successful prediction is possible, however as with several other cases the authors
compare statistical properties. which we have shown can give misleading results, and view the
traces at low resolution, therefore the predicted and actual data appear very close. When the
traces are viewed more closely they indicate that the prediction simply tracks the actual data. The
prediction of a sequence of 1-frames from the Star Wars trace is given in Figure 4.10 using a 3-3-
I feedforward neural network with back-propagation, clearly similar results to using the recurrent
network in [130] are obtained with the prediction lagging the actual data by one frame. Also
shown in Figure 4.10 is a 3 rd order linear regression fit. Clearly the performance is comparable
to the neural network.
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Figure 4.10:3-3-1 neural network (,=0.69) and 3rd order linear regression (r=0.69)
prediction (#. 1-jilune sequence front Star Wars
Figure 4.11:5-3-1 neural network (r2 =0.34) and 5th order linear regression (r2=0.36)
prediction qf the aggregate frame size 0/a group rd pictures from Star Wars
Another way to remove the structure of the MPEG-I trace is to consider the aggregate bit rate
within a group of pictures. thus the sequence generated represents the sum of 12 frames which
corresponds to about half a second of video. Experiments were conducted on this data set for
various neural network architectures, and although the results for each were quite similar the
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optimal architecture in terms of accuracy and complexity was a 5-3-1 network. The
corresponding prediction performance for a neural network and a linear regression fit of the same
order is given in Figure 4.11. The prediction is relatively poor. once again with the neural
network having a tendency to track the actual data. However, in this case the neural network is
quite slow to respond to jumps in the actual data. This is because jumps in the bit rate of the
training set are short lived and more accurate results can be achieved if the predictor responds
slowly and generally remains close to the mean. Similar performance is achieved with the linear
regression predictor.
4.6.2.2 JPEG Movie Traffic
This sequence is coded differently to the MPEG-1 sequence investigated in the previous section in
that only spatial redundancies are reduced and each frame is coded in the same way. Figure 4.12
shows the prediction of this trace using a 5-3-1 network and a 5 111 order linear regression fit. As
before. both schemes perform similarly and the predictions simply follow the actual data. This
differs from the aggregate MPEG-I trace in that the predictor is faster to respond to bit rate
fluctuations, this is because in this trace jumps are often followed by a stable period.
Figure 4.12:5-3-1 neural network (r2 =0.42) and 5th order linear regression
(r2 =0.43)prediction 4.1PEG Star Wars Trace
In this section we have studied various video traffic traces. We have found that the periodic
nature of MPEG-I traffic allows for reasonable prediction using both neural networks and linear
regression techniques. however prediction becomes increasingly more difficult as the activity of
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the video sequence increases. For video sequences not possessing a definite structure, prediction
was difficult and the best performance was achieved by simply tracking the original trace. The
degree with which the predictor tracks the original trace was dependent on the trace. For traces
with a rapidly fluctuating bit rate the predictor was slow to respond to jumps in the bit rate and
had a tendency to remain close to the mean, an example of such a trace was the aggregate
MPEG-I trace. Alternatively, for traces such as the I-frame or JPEG sequence that consisted of
jumps in the bit rate followed by stable periods, the predictor responded much more rapidly.
4.7 Prediction of Data Network Traffic
This data set contains the amount of traffic transmitted per 10ms interval over a 10Mb/s Ethernet
[138], further analysis of the trace can be found in [27]. The optimal neural network architecture
was found to be a 5-3-1 network and the corresponding performance is given in Figure 4.13
together with a linear regression fit of the same order.
0 0
co	 co
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Figure 4.13:5-3-1 neural network (?=0.12) and 5th order linear regression (1‘=.0.16)
prediction id Ethernet trace
The prediction is poor and although peaks occur at roughly the same times, in each case the
predicted peak occurs after the actual peak. and on no occasion does a prediction pre-empt an
actual peak. Moreover, the prediction is consistently above the target value when the target is
zero. this occurs because both schemes learn that the best performance is achieved when the mean
of training sequence is predicted.
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The authors of [128] claim that a 30-30-1 neural network is capable of predicting a superposition
of the MPEG-I Star Wars trace and Ethernet trace. However, close inspection of the traces
reveals that the video contributes most of the aggregate traffic, thus the superposition will retain
much of the MPEG-I structure which is relatively easy to predict. Simulations were carried out
using this network architecture and as expected the performance was no better than the results
already presented.
4.8 Alternative Prediction Techniques
In the previous investigations we have concentrated on the use of a standard feedforward network
trained off-line using the back-propagation algorithm. In this section we discuss the
consequences of applying an Finite Impulse Response (FIR) neural network to the problem and
also performing training on-line.
4.8.1 FIR Neural Network
One disadvantage of the standard back-propagation algorithm is that it can only learn a mapping
which is static and independent of time. This is fine for tasks such as pattern recognition in
which the mapping is purely spatial, however time is most definitely a factor in network traffic
prediction and thus it may be advantageous to adapt the standard feedforward neural network
such that it can respond to time varying signals. One approach is the time delay neural network
(TDNN), here the outputs of each layer are buffered several time steps and then fed fully
connected to the next layer. Such a neural network has already been applied to problems such as
speech recognition [139]. A TDNN is in fact equivalent to a standard feedforward neural
network where each synapse is represented by a finite impulse response (FIR) filter (See
Appendix A). An FIR network may be trained by unfolding the network in time and using
standard back-propagation, however a more efficient but approximate method is the temporal
back-propagation algorithm [140]. It is of interest to note that an FIR network won the Santa Fe
Institute Time Series Prediction Competition [141] from a diverse list of submissions, including
standard feedforward and recurrent networks.
The authors of [99] claim that an FIR neural network achieves improved prediction because the
time delays within the network architecture allow it to cope with time varying signals. We have
carried out several experiments applying such a neural network to the real traffic traces already
discussed, however the results obtained were very similar to those using the standard feedforward
neural network. Moreover, the added number of free parameters associated with an FIR network
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caused it to take much longer to converge to a stable set of weights, sometimes an order
magnitude longer.
4.8.2 On-Line Training
The disadvantage with off-line training is that it assumes that the traffic is stationary and that the
characteristics remain constant over time. Several experiments have been carried out adopting
the sliding window training approach described in Section 4.4.1.1. Over short time scales this
approach yielded similar performance to off-line training, however over longer time scales it
showed a slight improvement, although the neural network was still unable to pre-empt variations
in the frame size. The reason for this small improvement is that over longer time scales the
average frame size changes, and as was demonstrated earlier, for some traffic types the neural
network tends to predict values relatively close to the mean and only reacts slowly when the
frame rate changes abruptly. Therefore the on-line training scheme re-learns the mean frame size
for every training set whereas the off-line method assumes the same mean throughout the entire
test set.
4.9 Summary
In this chapter we have highlighted the possible advantages of having an accurate traffic
prediction scheme. However, we have demonstrated that, contrary to popular belief, accurate
prediction of real traffic using neural networks is not possible. It is however possible to achieve
satisfactory prediction when considering some model generated traffic, the reason being that there
is an underlying process governing the traffic generation and the neural network is able to learn
this generating process. We can broadly classify these traffic generation processes into three
classes : purely deterministic, purely stochastic and a hybrid.
In a purely deterministic generating process there is a strict relationship between past and future
arrivals, an example of this is the chaotic time series discussed in Section 4.5.2. In this case the
neural network is able to learn this relationship and thus perform very well indeed. For a purely
stochastic generation process, for example the MMDP discussed in Section 4.5.3, prediction is
impossible since the traffic is generated randomly. For a hybrid generating process, as in the
teleconference traffic model in Section 4.5.1, the accuracy of the prediction is dependent upon the
degree of randomness.
We have also demonstrated that it is possible to achieve at least as good performance with a more
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simple linear regression fit compared to a neural network. The only occasion in which this was
not the case was no surprise since this was the prediction of the non-linear deterministic fractal
time series.
To predict real traffic the traffic arrivals must follow a deterministic process with probably an
element of superimposed randomness. From the experiments carried out we conclude that such a
process does not exist. However the method by which MPEG-I codes video frames gives an
MPEG-I traffic stream certain characteristics which the prediction scheme is able to learn.
However, it is only able to learn that the MPEG-I sequence is approximately periodic, and hence
the frames sizes predicted for the next period of 12 frames are the same as sizes of the previous
12 frames. This approach is fme for video sequences of low activity, such as the video
teleconference sequence discussed in Section 4.6.1, however for high activity movie sequences the
prediction becomes less accurate. This characteristic of the predictions tracking the actual values
is common and on no occasion was the predictor able to anticipate the traffic fluctuations. The
degree with which the prediction tracked the actual sequence was dependent upon the traffic type,
for some traffic types such as the aggregate group of pictures discussed in Section 4.6.2.1 the
response to changes was quite slow whereas with the JPEG movie sequence in Section 4.6.2.2 the
response was much faster. The reason for this was that the JPEG sequence had a tendency to
have large jumps in the frame size and then remain at that rate for some time. These jumps
probably indicated scene changes and frames of equal size probably represented very similar
shots, thus blindly tracking the actual sequence gave the best results. By contrast, the aggregate
sequence fluctuated more rapidly in a seemingly more random manner, therefore blindly tracking
the actual sequence would not be as effective.
The conclusion we can draw from this chapter is that control strategies based on short term
prediction of traffic are not possible and often the best indication of future traffic characteristics
are current traffic characteristics. Therefore any learning based control strategies must be of the
reactive type which adapt to the current network conditions. In the next chapter we introduce a
scheduling mechanism that achieves this by adapting the service rate given to each flow such that
the quality of service is just satisfied, thus maximising the service available to other flows.
Chapter 5
Adaptive Scheduling Using Stochastic
Learning Automata
In this chapter we present a novel packet scheduler based on the use of stochastic learning
automata. Initially we give some motivation followed by a brief overview of the scheme. Next
we describe the scheme in more detail, discussing the various parameters associated with it and
continue by demonstrating that the automaton is capable of converging to optimal probabilities
for a variety of traffic models and desired performance objectives. An ability to cope with
dynamic traffic environments, variable length packets and real traffic traces is then demonstrated
and we continue by introducing a framed selection method which leads to improved performance.
Comparisons are then made with several scheduling algorithms and based on these we propose an
alternative scheduling algorithm which is capable of performing in a near optimal manner over a
wide range of traffic conditions. Next we compare the scheme with the guaranteed service
discipline WFQ and show that it is more suitable for supporting tolerant traffic flows. Finally we
summarise the chapter and present conclusions.
5.1 Motivation
In previous chapters we have highlighted the difficulties associated with traffic characterisation
and the problem this presents to the goal of achieving high network utilisation whilst providing
performance guarantees. Low utilisation is inevitable when providing a deterministic service to
intolerant applications. Greater utilisation is achievable by providing a statistical service,
however this generally requires accurate traffic characterisation. A measurement based service is
able to achieve high utilisation without requiring accurate traffic characterisation. This is at the
expense of the risk of QoS violations, however some applications with soft requirements may
accept this in return for a lower cost which will result from the increased utilisation. Utilisation
can be maximised when each traffic flow is allocated minimal resources such that the
performance objectives are just satisfied, thus maximising the available resources for other flows.
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A number of measurement based admission control procedures have been proposed in the
literature which work on the premise that the packets are queued according to the FIFO
discipline, a more detailed discussion of these will be given in the next chapter. By contrast, few
measurement based queue management schemes have been proposed. In [142] the aim is simply
to satisfy mean delay requirements and under this policy an on-line measurement of the average
delay is maintained for each flow. A packet belonging to the flow which has the largest ratio
between the measured average delay and its delay requirement is scheduled for transmission in the
next time slot. Unfortunately this scheme is limited to supporting mean delay requirements,
moreover although the authors prove that it achieves optimal efficiency compared to other
policies, in that it can support the highest traffic load, an admission control policy is not
discussed and is not obvious, therefore the usefulness of the scheme is questionable.
In [25], a scheme is proposed to ensure that all streams experience the same loss performance and
an on-line counter is used to record the number of lost packets from each stream. When a packet
arrives at a full buffer, the packet belonging to the stream with the smallest counter value is
discarded. This approach is only suitable when the streams have the same arrival rates and the
scheme is generalised in [143] to deal with streams having different arrival rates but the same loss
requirement. An on-line measurement of the loss ratio for each stream is maintained and when a
packet arrives at a full buffer, the policy discards a packet that belongs to the flow with the
smallest loss ratio. This approach is extended further in [144], here the streams can have
different loss objectives and the when the buffer is full a packet from the stream with the smallest
ratio between its loss ratio measurement and the desired loss requirement is discarded. Such
approaches are limited to satisfying loss objectives and it is assumed that each flow has the same
delay requirement, furthermore there is no discussion of admission control.
In the packet scheduler proposed in this chapter, a stochastic learning automaton uses
measurements to adapt to the current network conditions such that performance objectives are
just satisfied. The scheduler is effectively gambling that the current situation is an accurate guide
to the future which is precisely the strategy suggested to support tolerant applications with soft
performance requirements [4].
5.2 Overview of Novel Packet Scheduler
The packet scheduler proposed in this chapter is based upon the use of a stochastic learning
automaton. An overview of the theory of automata is inappropriate since traditional notation is
Traffic Flow 1 —0-
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based upon slightly different applications and is unsuitable in the current context, therefore we
consign such a review to Appendix B.
5.2.1 Packet Scheduler
We shall assume fixed length packets and slotted time which is consistent with the ATM
principle, however we shall demonstrate later that this scheme may also be applied to a system
with variable packet lengths. The scheduler we are considering consists of N FIFO queues and a
single server. Such a model can be considered as either an output buffer in a switch or a simple
multiplexer (Figure 5.1).
Traffic Flow 0 I	 I	 I	 1
Traffic Flow N 	 11111
Figure 5.1 :Packet scheduler model
Associated with each FIFO queue is a traffic flow and we use the term flow in a generic sense to
mean either a single connection or a group of connections. Associated with flows 1 to N are
particular performance objectives, however we assume that flow 0 does not have any
performance objectives associated with it, this flow shall be referred to as best-effort. Although it
is quite feasible for such a flow to exist, the queue associated with it is in effect an abstract
concept and effectively this queue mops up any spare capacity in the system, thus we assume that
there is always a packet waiting to be served in this queue. At the beginning of each time slot an
arbiter must select a queue to serve and it is this decision that determines the performance
observed by each flow.
5.2.2 Integration of automaton and scheduler
In the proposed scheme the actions of an automaton represent the selection of a particular queue.
Later we shall present several variations on the precise scheduling algorithm, however each
variation is based on the idea that a particular queue is selected with a regularity according to the
probability associated with it.
The performance of each flow is measured over a measurement period, T, and the fundamental
CHAPTER 5- ADAPTIVE SCHEDULING USING STOCHASTIC LEARNING AUTOMATA	 87
principle behind the scheme is as follows :
If a particular flow is performing worse than requested then the service rate for that flow is
increased by increasing the probability of selecting that queue and decreasing the probability
of selecting the best-effort queue. Conversely, if a flow is performing better than requested
then the service rate for that flow is reduced by decreasing the probability of selecting that
queue and increasing the probability of selecting the best-effort queue.
Therefore the probability associated with the best-effort queue represents the spare capacity in
the system and is effectively a probability pool. It is important to note that the queues with
performance objectives do not increase/decrease their probabilities at the expense of other queues
with performance objectives, which is generally the case with traditional automata.
The system is capable of satisfying a variety of performance objectives in terms of loss rates and
delays. As with other work-conserving disciplines delay variation guarantees are loose and
simply bounded by the maximum delay, however by introducing additional components such as
regulators more strict delay variation requirements can be satisfied. An important fact
concerning this scheme is that these performance objectives cannot be guaranteed and the scheme
is only applicable to tolerant applications which can handle the occasional performance violation.
5.3 Functionality of the Scheduler
In this section we look at the workings of the scheduler in more detail and describe the two
aspects that govern the behaviour of the system, the environment response and the learning
algorithm.
5.3.1 Environment Response
Traditionally the environment response consists of the degree of success or failure of a particular
action, with this response lying in the range [0,1] with 0 and 1 denoting the extremes of success
and failure respectively. This notation of success and failure is inappropriate in the context of the
proposed packet scheduling scheme, therefore a new notation is required.
Define Pi to be the requested performance index and Pi to be the measured performance index
during the measurement period T for a particular flow i. The environment response will take on
values in the range [-1,11 and this will reflect the difference in the actual performance and desired
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performance for a particular flow. For simplicity we shall assume a linear environment response
given by,
if Pi _Pi > Pi
if p >
if — > -Pi
(5.1)
Thus a response of fii>0 means that the performance of flow i is worse than requested, thus the
probability associated with that flow must be increased. A response of p i<o means that the
performance of flow i is better than requested, thus the probability associated with that flow can
be decreased. If fii=0 then the performance is satisfactory and no probability updates are
required.
5.3.2 Learning Algorithm
The learning algorithm governs how the environment response updates the action probabilities.
Depending on whether f3 is greater than or less than zero, a generic learning algorithm that can be
applied to this scheme is as follows,
If Pi>0,
pi (t + 1) = pi (t)+ (Pi )	 (5.2)
Po (t + 1) = Po(t) — (A )	 (5.3)
If )3,<O,
p i (t +1)= MO+ g i (A)	 (5.4)
Po(t + 1) = p0 (t) — g i (131 )	 (5.5)
where Po is the probability of serving the best-effort queue and the functions fi and gi are the
reward and penalty functions respectively. The terms reward and penalty are a slight misnomer
in this context since both are applied when the system is performing in a sub-optimal manner,
therefore they should simply be considered as the functions that result in probability increases and
probability decreases respectively.
Traditionally the functions fi and gi are given by,
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(fii
 ) = a(1– pi(t))13;	 (5.6)
gi (A) = bpi(t)ft	 (5.7)
where a and h are the reward and penalty parameters respectively. The restriction that a and b
are in the range [0.1] ensures that probabilities associated with each action are always in the
range (0,1) and that they approach these values asymptotically.
5.3.3 System Parameters
The parameters that govern system behaviour are the measurement interval. T. the reward
parameter. a. and the penalty parameter. b. These parameters govern the convergence behaviour
of the automaton and there are two extremes of behaviour regarding convergence. The first
extreme is when the convergence is slow, however when the optimal probability is reached the
probability remains relatively stable. The other extreme is when convergence to the optimal is
fast, however the probability subsequently fluctuates about this optimal. These two extremes are
illustrated in Figure 5.2 where the initial probability is 1 and the optimal probability is 0.5.
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Figure 5.2:Extreme convergence behaviour 4 . 1eaming automata
We can relate this general behaviour to the proposed scheme, for example a short measurement
interval. T. results in regular probability updates which consequently leads to the probabilities
quickly approaching the optimal values. However, the stochastic nature of arrivals and
departures implies that there will be some degree of variance in the measured performance over
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this interval. By the law of large numbers, the shorter the measurement interval the greater the
observed variance, therefore the probabilities will change on a regular basis and oscillations
about the optimal will occur. By contrast, a longer measurement interval will reduce this
variance leading to more stable probabilities at the cost of taking longer to converge. The optimal
measurement interval is highly dependent upon the nature of the traffic and must be sufficiently
long to have confidence in the measurement yet short enough to ensure rapid convergence. One
may argue that it is more suitable to update the probability associated with a particular flow after
a given number of packets belonging to that flow have been served, therefore allowing some
degree of confidence in the measurement to be established. However, such an approach would
introduce a degree of unfairness in that flows with high service rates would receive more regular
updates than those with lower service rates. If for instance the multiplexer became overloaded
then it would be the flows with the higher service rates that would quickly consume any spare
capacity.
The parameters a and b determine the actual change in probability given the difference in
measured performance to the desired performance. As with small values of the measurement
interval T, large values of a and b result in the automaton quickly approaching the optimal
followed by oscillations about the optimal. The converse is true for small values of a and b.
More precisely, the overall convergence properties of the automaton are determined by the ratios
T/a and T/b.
5.3.4 Initial Conditions
Since the best-effort traffic is the least important we initially set the probability associated with
this queue equal to zero i.e. po(0)=0. The remaining probability is distributed equally between the
other flows, therefore given that there are N traffic flows the initial action probability vector is
given by,
1p(t=0)40„ 	  1 )
N — 1	 ' N — 1) (5.8)
This choice of initial probabilities is purely arbitrary and this issue is discussed more thoroughly
in the context of admission control in Chapter 6.
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5.4 Convergence to Theoretical Optimum
In this section we present results for various traffic scenarios in which it is possible to analyse the
behaviour of the system analytically and hence given the performance objectives it is possible to
calculate the optimal probability vector beforehand. In order to create an analytically tractable
scenario we need to assume the following scheduling algorithm :
The automaton stochastically selects a particular queue for service. If this queue is occupied
then the packet at the front of the queue is served, otherwise the packet at the front of the best
effort queue is served.
In the rest of this thesis we shall refer to this algorithm as the 'original scheduling algorithm' and
it allows us to model each queue as a separate queue having a discrete time server of rate pi=pi,
where pi is the probability associated with the particular queue i.
5.4.1 Bernoulli Arrival Process
The average arrival rate at queue i is given by A..; and this represents the probability that a packet
arrives in any particular time slot. The analysis of this queueing system is presented in Appendix
D.
5.4.1.1 Mean Delay Requirements
Initially we shall assume that the performance objectives are in terms of a mean delay, and we
denote Di and ñ1 to represent the requested delay and measured delay in time slots respectively.
The traffic environment we shall consider is arbitrary and consists of three traffic sources, two of
which have mean delay requirements and the other is best effort. The traffic environment is
summarised in Table 5.1.
Traffic Flow, i Ai Di pi
0 - - -
1 0.65 6 0.7
2 0.1 8 0.2
Table 5.1:Summary of traffic environment for initial experimentation
The system parameters are T=200 and a=b=0.005 and Figure 5.3 shows the probability
0	 200000	 400000	 600000	 800000	 1000000
Time Slot
0.8
0.7 -
0.6 -
0.5 -
— Flow 2 - Theory
— Flow 1 - Theory
Flow 2
--- Flow 1
— Best Effort2
0.3 -
0.2 -
0.1 -
0
CHAPTER 5 - ADAPTIVE SCHEDULING USING STOCHASTIC LEARNING AUTOMATA
	 92
associated with each queue and the calculated optimal plotted against time. The resulting
performance after the initial convergence is summarised in Table 5.2.
Figure 5.3:Probability plot using original learning algorithm for traffic given in Table 5.1
Traffic Flow. i Di A (95% C.I)
1 6 10.20±0.29
2 8 6.43±0.35
Table 5.2:PerfOrmance of original learning algorithm Pr traffic given in Table 5.1
Clearly the performance objectives of flow 2 are comfortably satisfied whereas those for flow I
are not, this characteristic is a consequence of the choice of learning algorithm. According to this
learning algorithm the probabilities are updated such that they approach 0 and 1 asymptotically.
Usually this is a desirable feature of learning automata since it prevents them from becoming
locked in a state with a probability of 0 or I. A result of this is that the nearer the probability is
to 0 (I) then the greater the average probability increase (decrease) and the smaller the average
probability decrease (increase). Evidence of this is apparent in Figure 5.3 where close inspection
shows that the probability associated with flow 1 is generally less than the calculated optimal and
the probability associated with flow 2 is generally more than the calculated optimal. Therefore
we choose to remove this asymptotic characteristic by modifying the learning algorithm such that
the probability updates are not dependent upon the current probabilities. Furthermore we relax
the requirement that the environment response must lie in the range [-1,1] since this allows
(5.9)
(5.10)
(5.11)
(5.12)
(5.13)
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greater probability changes should the measured performance be far from the desired
performance. The environment response is now given by,
and the update algorithm becomes,
If Pi>0,
p (t +1) = minfpi (t) + afli ,1 — (N —2)A1
Po (t +1) . Max{po(t)— 41;1}
If fli<O,
pi (t +1) = Maxim (t) + b131,6,1
Po(t +1) = Minfpo(t)—b131 ,1 — (N — DA}
Since the probabilities approach 0 and 1 directly and not asymptotically then the Min and Max
functions are required to ensure that A pi (t) 1. The term A is the minimum probability that
can be associated with a particular queue, this term is required to ensure that the probability does
not fall to zero thus leading to the queue never being selected for service. A plot of probability
against time using this learning algorithm with the traffic given in Table 5.1 is presented in Figure
5.4. In this situation the reward and penalty parameters have both been reduced to 0.0025 in
order to ensure that the probability updates remain in the same range as before.
0.8
—
Flow 1
— Flow 1 - Theory
— Flow 2
— Flow 2 - Theory
Best Effort
0.2
0.1 -
0
0.7
0.6 -
• 	 0.5
CHAPTIER 5 - ADAPTIVE SCHEDULING USING STOCHASTIC LEARNING AUTOMATA	 94
0	 200000	 400000
	 600000	 800000	 1000000
Time Slot
Figure 5.4:Probability plot using modified learning algorithm fin- traffic given in Table 5.1
Traffic Flow. i D, A
1 6 6.11E103
2 8 8.30±0.05
Table 5.3:Perfonnance al modified learning algorithm for traffic given in Table 5.1
This learning algorithm does not suffer from the obvious bias of the original learning algorithm.
However from the resulting performance presented in Table 5.3 it is clear that none of the
performance objectives are met. The reason for this is the geometric delay distribution of each
flow. The delay distribution of any flow is geometric whenever the service follows a Bernoulli
process. regardless of the arrival process [1451. This geometric delay distribution gives rise to a
relationship between the mean delay and service rate given in Figure 5.5 (Appendix D). Clearly a
reduction in the service rate has a more marked effect on the delay than an equivalent increase in
service rate. Therefore if the service rate oscillates evenly about the optimal then the periods
when the service rate is less than the optimal will influence the overall mean delay more than the
converse, thus resulting in a mean delay greater than desired.
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Figure 5.5:Plot al mean delay versus service rate for Bernoulli arrivals qf various rates
To overcome this shortcoming it is necessary to increase the reward parameter with respect to the
penalty parameter such that in the long run the probability increases are greater than the
probability decreases. thus resulting in satisfactory performance. Table 5.4 shows the resulting
performance for various parameter pairs for the traffic scenario described in Table 5.1.
a b Di A D2 D.
0.0025 0.0025 6 6.11+0.03 8 8.30±0.05
0.0025 0.0020 6 5.71±0.04 8 7.93±0.04
0.(X)25 0.0015 6 5.25+0.03 8 7.49±0.04
0.0025 0.001 6 4.70±0.04 8 6.93±0.05
0.0025 0.0005 6 3.95+0.05 8 6.07±0.06
Table 5.4:Pedarmance of modified learning algorithm for traffic given in Table 5.1 with
various penalty parameters
Clearly it is the ratio between the reward and penalty parameters that govern if and by how much
the performance objectives are met. In this case parameters of 0.(X)25 and 0.002 result in
satisfactory performance. however the required ratio is likely to depend on factors such as the
arrival characteristics and performance objectives. A large conservative choice for this ratio will
often ensure that the performance objectives are satisfied. however this decision must be made by
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the network operator and determines how much the network is prepared to gamble.
5.4.1.2 Maximum Delay Requirements
In the previous section we demonstrated the performance of the learning automaton packet
scheduler when the objectives were in terms of a mean delay. Although such performance
objectives are likely to play a part in future integrated services networks, a more appropriate
performance objective with respect to the applications the scheduler is aimed at is in terms of a
maximum delay. As mentioned previously, applications that require strict bounds on the
maximum delay will declare their traffic parameters in term of a deterministically bounded traffic
model and will be scheduled using service disciplines such as WFQ. However, tolerant
applications will not require such strict bounds and their performance objectives will be statistical
in nature, for example a given fraction of packets must meet a maximum delay bound.
These performance objectives are catered for by simply measuring the fraction of packets that
miss this deadline and updating the probabilities based on this measurement. A similar approach
can be applied when the performance objective is in terms of a buffer overflow rate, since in this
case the number of packets discarded is used as the basis of the probability updates. We
introduce the new notation of L i and L, to denote the tolerated and measured fraction of late/lost
packets. Given the traffic scenario summarised in Table 5.5 the probability associated with each
flow is plotted against time with control parameters given by T=1000, a=0.0025 and b=0.0015.
As mentioned previously, such parameters are not considered optimal since the definition of
optimality is unclear, however they are satisfactory in the sense that they result in the
performance objectives being satisfied once convergence has occurred (Table 5.6).
Traffic Flow, i 2,,, Di Li Ili
0 - - - -
1 0.2 12 0.01 0.439
2 0.2 10 0.1 0.351
Table 5.5:Summary of traffic environment used to satisfy maximum delay objectives
— Flow 1
—Flow 1 - Theory
— Flow 2
— Flow 2 - Theory
Best Effort
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Figure 5.6:Probability plot for traffic given in Table 5.5
Traffic Flow. i Di L..1 i.,
1 12 0.01 0.0076
2 10 0.1 0.09X1
Table 5.6:Petlimnance Pr traffic given in Table 5.5
Although so far we have assumed that the flows all have a mean delay requirement or they all
have a maximum delay requirement. the scheduler is able to support a heterogeneous mix of these
objectives since the probability associated with a particular flow is updated independently of the
others.
5.4.2 Markov Modulated Deterministic Process
In the previous section the traffic environment is very simple in which there is no correlation
between arrivals. It is expected that traffic carried on integrated service packet networks will
however be correlated and bursty [211. Therefore in this section we apply the scheduler to traffic
which is governed by a MMDP. A MMDP is a traffic model in which the generating process
alternates between two states, the OFF state corresponds to no packet arrivals and the ON state
corresponds to a continuous stream of arrivals at the link rate. The periods of time in the ON and
OFF states are geometrically distributed and the two parameters that describe the arrival process
are the average arrival rate ().;) and the average ON period (1/m). Further theory and queueing
0.6
0.5 -
0.4
2 0.3
2
0.1
0.2 -
— 
Flow 1
—
Flow 1 - Theory
—
Flow 2
—
Flow 2 - Theory
Best Effort
CHAPTER 5 - ADAPTIVE SCHEDULING USING STOCHASTIC LEARNING AUTOMATA	 98
results are derived in Appendix D.
Given the traffic environment in Table 5.7. the resulting probability plot and performance after
the initial convergence are given in Figure 5.7 and Table 5.8 respectively. Clearly the automaton
is able to converge to the optimal probabilities and provide satisfactory performance.
Traffic Flow. i A.; ua, Di 1 4 1.1,
0 - - - - -
1 0.1 4 IS 0.1 0.422
1
_
0.15 2 18 0.1 0.303
Table 5.7:Summary of traffic environment hr MM!)!' experiments
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Figure 5.7:Probability plot for tragic given in Table 5.7
Traffic Flow. i Di Li L.
1 15 0.1 0.099
2 18 0.1 0.098
Table 5.8:Petfonnance .ffir traffic given in Table 5.7
5.4.3 Dynamic Traffic Environment
One of the main advantages of the learning automaton scheme is that it is able to adapt should the
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traffic environment change. For example the arrival rate of a particular flow may change and/or
the performance objective associated with it may also change. The arrival rate of a flow may
vary because a reactive congestion control scheme detects the onset/termination of a congestion
period and requests an increase/decrease in transmission rate. Alternatively the transmission rate
of a video sequence may change because of scene changes consisting of different activity. The
performance objectives may differ because a tolerant playback application could alter its
playback point such that performance is not permanently degraded.
In order to model a dynamic traffic environment we assume the two traffic sources switch
characteristics midway through the simulation. Therefore the arrival rate and mean delay
objective of flow 1 becomes the arrival rate and mean delay objective of flow 2 and vice versa.
The probability plot is shown in Figure 5.8 and clearly the automaton is able to adapt to the
change.
Figure 5.8:Probability plot in a dynamic traffic environment
Although throughout we have assumed that the best effort queue is permanently occupied.
equivalent performance may be observed if we relax this assumption providing that if an empty
best effort queue is selected, the server remains idle for that time slot. One may argue that
making the server non-work conserving may degrade the performance of the other flows. This is
not the case since the other flows will already be receiving sufficient service and should their
performance degrade. the automaton will simply adapt by allocating more probability to these
flows at the expense of the best effort flow.
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5.5 Application to Real Traffic
In this section we apply the scheduler to a situation in which the arriving traffic stream is an
actual video sequence. The sequence is an approximately 40 second long section from the JPEG
encoded Star Wars trace described in Chapter 4. the frame sizes are plotted in Figure 5.9.
Obviously in this scenario mathematical analysis is not possible. however our claim that the
automaton continuously converges to the optimal probability is justified by the delay performance
obtained.
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Figure 5.9:JPEG encoded section from Star Wars
A frame is generated every 1124th of a second (41ms) and we assume that when a frame is
generated it is split into ATM cells of 48 bytes and these cells are transmitted evenly over the
1/24Ih
 second interval. The maximum frame size during the whole 2 hour trace is 78459 bytes
and this corresponds to a peak rate of I 5 Mbit/s. in order to accommodate this we set the capacity
of the multiplexer to be 30Mbit/s and assume only the Star Wars and best effort traffic flows are
present. The performance objective is that 0.9 of the cells suffer a delay of 50011s or less. which
corresponds to about 39 cell slots. The parameters are T=8.33ms. a=0.0025. b=0.0015 and
Figure 5.10 shows the probability associated with the Star Wars sequence. the corresponding plot
for the best effort flow is omitted for clarity. After the initial convergence which takes
approximately 5 seconds. this parameter choice results in 0.926 of the cells meeting the delay
requirement. Once again we do not claim that this parameter set is optimal and various other
choices would result the requirements being satisfied. again the decision as to the most
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appropriate parameter set is left to the network operator.
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Figure 5.10:Probability plot jiff Star Wars
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5.6 Application to Variable Length Packets
So far we have assumed that each packet is of constant length and takes the same amount of time
to be serviced, such an assumption is consistent with the ATM principle. The IntServ principle
however is based upon variable length packets. the service time of which is proportional to the
length of the packet. In this section we assume that the length of each packet. in bytes. follows a
geometric distribution of mean Si. In order to be consistent with previous experiments the
multiplexer capacity is such that it may service 53 bytes in a single time slot. The traffic scenario
is summarised in Table 5.9 and the corresponding probability plot with parameters T=I(X)0.
(1=0.0025 and b----1).0015 is given in Figure 5.11. After the initial convergence we observe
satisfactory mean delays of 7.47 and 4.73 for flows 1 and 2 respectively.
Traffic Flow. i 4 Di Si
0 - - -
1 0.2 8 106
2 0.2 5 53
Table 5.9:Summary of traffic in variable packet length experiment
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Figure 5.11:Probability plot /or variable packet length experiment
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5.7 Framing Mechanism
In the scheme described so far the queues are selected stochastically according to the probability
vector. Now according to the laws of probability, it is feasible that a queue with a rather large
probability may be starved for a significant amount of time or a queue with a small probability
may be selected in two consecutive time slots. In order to overcome this variability in the
selection procedure we introduce the notion of frames which are based on the probability vector.
A frame is essentially a list of queue indices and the proportion of elements corresponding to a
particular queue is approximately equal to the probability associated with that queue. At the start
of every time slot the queue corresponding to the next element in the frame is selected as opposed
to selecting the queue stochastically.
5.7.1 Frame Generation Algorithm
The length of a frame is F time slots and at each frame generation instant flow i is allocated 1?;
time slots in the frame and unlike simple round robin scheduling in which Ri has to be an integer,
we allow 121 to be any real number. This modification allows the granularity of bandwidth
allocation to be arbitrarily small, irrespective of the frame length. The goal of the framing
mechanism is to allocate flow i the integer part of Ri slots in each frame and exactly R1 slots per
frame in the long run. In order to achieve this we need to associate a variable r1 with flow i which
represents the fractional part of R. Therefore at the nth frame generation instant, the variables
are updated as follows,
R. (n) = F. p (n) + (n — 1)	 (5.14)
(n) = R, (it)— I_Ri(n)j	 (5.15)
resulting in LR1 time slots being allocated to flow i in this frame. To ensure that queues are
selected uniformly during the frame, the time slots are allocated in increasing order of m i	J,
where mi is the number of time slots already allocated to flow i. The interval between frame
generation instants can be arbitrary providing that they are constant throughout, although initially
we shall assume a new frame is generated after a single pass though the current frame. After
every probability update then's are set to zero and the process starts over.
Consider a frame length F=10 and three active flows with p=0.1, p,=0.55 and p2=0.35. This
probability vector allocates [R0] =1,[1?1] = 5 andLR2 i = 3 time slots to each flow resulting in
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r0=0, ri=0.5 and r2=0.5. Therefore the first frame is,
At the next frame generation instant the variables are updated such that R,,=1. R,=6 and R2=4
which leads to integral [Ri j's and a second frame of.
10 1 
	 2
	 121
5.7.2 Performance of framing mechanism
Applying this scheme with F=30. T=200. a=0.0025 and b=0.0015 to the traffic scenario
described in Table 5.1 we find that the probabilities required such that the performance objectives
are satisfied are lower than the theoretical probabilities calculated when the original stochastic
selection procedure is adopted (Figure 5. 12). This results in an increased probability associated
with the best-effort queue and means there is greater spare capacity in the system. A further
advantage of this scheme is that there is no need to generate random numbers. thus reducing the
computational burden. One may argue that the rather complicated frame generation process
counteracts this. however frame generation may be performed off-line.
Figure 5.12:Probability using framed selection method
CHAPTER 5- ADAPTIVE SCHEDULING USING STOCHASTIC LEARNING AUTOMATA
	 105
5.8 Comparison with Alternative Algorithms
We have demonstrated that the proposed learning automaton scheduling mechanism is capable of
converging to the optimal probabilities. This results in satisfactory performance and maximises
the spare capacity in the system, which in turn may lead to higher utilisation. Various methods of
comparing scheduling algorithms exist [40], however from a purely performance perspective they
should be compared by the amount of traffic they can withstand whilst satisfying the performance
objectives of the flows they support. Initially we shall highlight a shortcoming of the original
scheduling algorithm described in Section 5.2.2, then present various alternatives that overcome
this and compare these with existing scheduling algorithms.
5.8.1 Shortcomings of Original Scheduling Algorithm
Adopting the traffic scenario described in Table 5.10 we demonstrate the shortcomings of the
original algorithm by comparing its performance with alternative algorithms when the arrival rate
of flow 1 is fixed and that of flow 2 is varied.
We compare the automaton scheme with Static Priority (SP), Earliest Deadline First (EDF) and
First-In-First-Out (FIFO). With SP priority is always given to the flow with the more stringent
delay requirement and with EDF we interpret the deadline to be the mean delay requirement.
Figure 5.13 shows a plot of the mean delay against flow 2 arrival rate whilst keeping the arrival
rate of flow 1 fixed at 0.3.
Traffic Flow, i Ai Di
0 - -
1 0.3 4
2 - 3
Table 5.10:Summary of traffic scenario used for comparison
Clearly the automaton scheme is unable to withstand the same load as the other schemes and fails
to meet the performance objectives at arrival rates of approximately 0.41 and 0.51 for the
stochastic and framed selection methods respectively. By contrast EDF is able to withstand an
arrival rate of approximately 0.64. Although EDF yields the best performance, followed by
FIFO and SP, it is incorrect to conclude that this is always the case and different traffic scenarios
lead to different results. In this situation, since the objectives of the two streams are similar the
6.5
3.5 -
2.5
1.5 -
0.5 -
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FIFO algorithm outperforms SP. however we shall see later that when the performance objectives
differ then SP is superior.
SP Flow 1
	
EDF Flow 1
	
FIFO
SP Flow 2
	
EDF Flow 2
	 Flow 1 Objective
Stochastic Flow 1 
	 Framed Flow 1
	 Flow 2 Objective
Stochastic Flow 2 — Framed Flow 2
In
.
	In	 LQ	 in0co 	 d-	 o	 Lr)
ci	 6	 ci
Flow 2 Arrival Rate
Figure 5.13:Comparison of performance of automaton scheme with alternative algorithms
The reason for the shortcoming of the automaton scheme is due to the scheduling algorithm
adopted. In this scheduling algorithm, if the selected queue is empty queue the best effort queue
is served. The stochastic nature of the arrivals ensures that a queue chosen for service will often
be empty resulting in the best effort flow being served, even though other queues may be
occupied. This characteristic leads to a situation in which the best effort flow receives more
service than the probability associated with it would suggest and conversely the other queues
receive less service. Therefore under congested conditions the best effort flow still receives some
service when ideally it should be receiving minimal service such that greater capacity may be
allocated to the other flows. This leads to performance violations at loads lower than with rival
scheduling algorithms. In order to overcome this we require a scheduling algorithm that serves
the best-effort queue in proportion to the probability associated with it. In addition to increasing
the sustainable load, this characteristic is essential for admission control which will be discussed
in the next chapter.
(c?
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We now propose six alternatives differing in complexity and accuracy, where an accurate scheme
is defmed to be one which serves the best-effort queue exactly as suggested by the probability.
Iterative Stochastic Selection (ISS)
If an empty queue is selected then another queue is selected stochastically until a non-empty
queue is found. This scheme is highly accurate however the continuous generation of random
numbers may introduce a considerable processing overhead.
Iterative Framed Selection (IFS)
This is the framed alternative to ISS in which queues are selected according to the current frame
until a non-empty queue is found. As with ISS, this scheme is highly accurate yet it is less
complex due to the absence of any random number generation, however it still may require a
number of queues to be selected before a non-empty one is found. This potential overhead could
be eliminated in both ISS and ISF by introducing a limit on the number of non-empty queues that
can be selected, once this limit is reached the best effort queue is selected. This limit however
reduces the accuracy of the two schemes.
Stochastic Selection with Round Robin (SSRR)
If an empty queue is selected then the scheduler defaults into a round robin selection procedure,
polling queues in order until a non-empty queue is found. This scheme is relatively simple,
however the round robin nature allows the best effort queue to receive service even though it has
not been selected directly.
Framed Selection with Round Robin (FSRR)
This is the framed alternative to SSRR and it inherits the advantages and disadvantages of this
scheme.
Stochastic Selection with Round Robin excluding Best Effort (SSRRBE)
This is similar in nature to SSRR however the best effort queue is excluded from the round if an
empty queue is selected initially. This scheme achieves much greater accuracy than SSRR with
little added overhead.
Framed Selection with Round Robin excluding Best Effort (SSRRBE)
This is the framed alternative to SSRR and as with the other framed schemes it exhibits similar
properties to its stochastic counterpart.
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Under the traffic conditions previously described in Table 5.10 we compare the sustainable load
of the framed ( Figure 5.15) and stochastic (Figure 5.14) alternatives.
Flow 1 ISS
	
Flow 1 SSRRBE
Flow 2 ISS
	
Flow 2 SSRRBE
Flow 1 Stochastic
	
Flow 1 Objective
Flow 2 Stochastic
Flow 1 SSRR
Flow 2 SSRR
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Figure 5.14: Comparison of stochastic based algorithms
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Figure 5.15:Comparison of frame based algorithms
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In both cases we find that the best performance is achieved with the iterative selection processes,
ISS and IFS, however very similar performance is achieved with the less complex SSRRBE and
FSRRBE algorithms. The pure round robin algorithms of SSRR and FSRR give the next best
performance while the original stochastic and framed algorithms result in the worst performance.
Comparing corresponding stochastic and frame based algorithms we find that the framed based
variation is superior for the original and round robin algorithms, however for the round robin
without best effort and iterative schemes the difference is minor. Based on these results we
conclude that the algorithms based on round robin without best effort are the best in terms of
performance and complexity, however the difference between the stochastic and framed variation
of this algorithm is small.
5.8.2 Performance Evaluation of SSRRBE
In this section we compare the performance of SSRRBE with SP, EDF and FIFO in three
different traffic scenarios, each of which has been tailored such that either SP, EDF or FIFO
perform very well. For simplicity we continue to focus on the scenario in which there are only
two flows and we assume that the performance objectives are in terms of a maximum delay.
5.8.2.1 Traffic Scenario 1
The conditions under which SP significantly outperforms EDF and FIFO are when the
performance objectives of the two flows are very different. In this case the SP scheme gives
higher priority to the flow with the most stringent objectives, which in this traffic scenario is flow
2. The traffic scenario is summarised in Table 5.11. Holding the arrival rate of flow 1 at 0.3 the
arrival rate of flow 2 increased and the maximum sustainable load in each case is shown in
Figure 5.16.
Traffic Flow, i Ai Di Li
0 - - -
1 0.3 15 0.15
2 - 1 0.01
Table 5.11:Traffic scenario 1
SSRRBE 0.91
EDF 0.84
Fl FO 10.4
SP 0.92
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Load
Figure 5.16:Marini:an sustahlable load under traffic scenario I
As anticipated, SP significantly outperforms both EDF and FIFO. the reason being that SP
always gives maximum service to flow 2 and allocates any spare capacity to flow I. Since flow 2
is very demanding in terms of service, such treatment is necessary and the left over capacity is
sufficient to support the less demanding flow I. even at higher loads. By contrast FIFO does not
differentiate between the flows, hence all packets must meet the most stringent objective in order
to meet the requirements. Therefore FIFO is judged to have failed when 0.01 of all packets are
delayed more than 1 time slot, despite the fact that the requirements of flow I are still
comfortably satisfied. EDF performs better than FIFO. however EDF acts to minimise the
overall loss rate of the packets and increasing the load has the same effect on the loss rate of both
flows. Therefore EDF is judged to have failed as soon as the overall loss rate is above 0.01.
despite the satisfactory performance of flow I. SSRRBE performs almost as well as SP since as
the load increases, the automaton simply adjusts the probabilities such that the performance
objectives of both flows are satisfied. Therefore each flow is treated equally compared to its
requests and this results in the situation where at one particular load, neither flow is able to meet
its performance objectives. SSRRBE does not perform as well as SP because as the maximum
sustainable load is approached. the best effort probability should Pall to zero. However. the
variance in the measured performance leads to the best effort probability occasionally becoming
greater than zero. thus resulting in the occasional undesirable service of the best effort queue.
0.91SSRRBE
0.88FCFS
0.92EDF
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5.8.2.2 Traffic Scenario 2
The EDF algorithm acts to minimise packet loss over all flows, therefore this algorithm will
perform in an optimal manner when the desired packet loss for each flow is equivalent, regardless
of the maximum queueing delay. Such a traffic environment is summarised in Table 5.12 and the
corresponding maximum sustainable loads are given in Figure 5.17.
Traffic Flow, i A„ Di 1.1
0 - - -
1 0.3 12 0.1
2 - 4 0.1
Table 5.12:Traffic scenario 2
SP does not perform as well in this case because it provides maximum service to flow 2 and the
spare capacity to flow I. This high level of service is unnecessary and leads to the starvation of
flow 1 at higher loads, thus resulting in a failure to meet the performance objectives of flow I. In
a similar way to traffic scenario I. all packets must meet the most stringent performance
objectives for a FIFO scheduler to be regarded as successful and this results in a failure to meet
flow 2 objectives at higher loads, despite comfortably satisfying flow 1 objectives. SSRRBE is
able to adapt such that the performance objectives are satisfied resulting in a greater sustainable
load, however the fluctuations in the best-effort probability result in performance just below that
of the optimal EDF algorithm.
SP
	 0.88
0.3	 0.4	 0.5	 0.6	 0.7	 0.8	 0.9
Load
Figure 5.17:Maximum sustainable load under traffic! scenario 2
SSRRBE
FCFS
EDF
0.94
0.94
SP 0.84
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5.8.2.3 Traffic Scenario 3
Since FIFO treats each packet in an equivalent manner. optimal performance would be achieved
when the performance objectives of each flow are identical. In this scenario EDF reduces to
FIFO since the packet with the earliest deadline is the one which is first to arrive.
Traffic How. i X, D i I .,
0 - - -
I 0.3 8 0.1
1
-
- 8 0.1
Table 5.13:Traffic scenario 3
SP performs poorly in this case since flow 2 receives much greater service than is necessary to
meet the objectives and flow I receives what is left over. This results in a failure to meet flow I
requirements even though flow 2 is comfortably satisfying its requirements. SSRRBE is able to
distribute the probability such that both flows receive service corresponding to their offered load.
thus almost emulating the perfomance of the FIFO discipline.
0.3	 0.4	 0.5	 0.6	 0.7	 0.8	 0.9	 1
Load
Figure 5.18:Maximunt sustainable load under traffic scenario 3
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5.8.2.4 Traffic Scenario 4
From the results presented we see that in each case the SSRRBE scheme is able to sustain loads
within 0.01 of the best alternative algorithm. Furthermore. the best algorithm in one scenario
generally does not perform well in the other scenarios. Thus we can conclude that SSRRBE is
able to perform well over a wider range of traffic scenarios than the rival algorithms. We claim
that the more diverse the performance objectives are then the better SSRRBE performs in
comparison to the rival algorithms. To illustrate this we create an arbitrary heterogeneous traffic
scenario with four traffic flows, this is summarised in Table 5.14. Starting with the arrival rates
given, we increase the arrival rate of each flow uniformly. The maximum sustainable load for
each algorithm is presented in Figure 5.19 and clearly the SSRRBE is able to significantly
outperform the other algorithms.
Traffic Flow. i ki Di Li
1 0.15+ 10 0.2
2 0.15+ 15 0.15
3 0.2+ 6 0.1
4 0.05+ 10 0.05
Table 5.14:Heterogeneous traffic scenario 4
SsRRBE
FcFS
EDF
SP
0.8	 0.85	 0.9	 0.95	 1
Load
Figure 5.19:Maxim1fm sustainable load under the heterogeneous trulfic scenario 4 given in
Table 5.14
The algorithms we have compared the automaton scheme with are far from comprehensive and
other algorithms may slightly outperform SSRRBE in this traffic environment. However such
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schemes would require a priori optimal assignment of weights or priorities to each flow, and as
discussed in Chapter 2 this is a difficult problem. For example in [146] the authors suggest that
the only way to successfully assign weights is through prior experimentation or simulation, such
an approach is inelegant and expensive, furthermore it would be impossible to determine optimal
weights for every possible traffic scenario. Effectively the proposed automaton scheme
converges to these optimal weights.
5.8.3 Comparison with Guaranteed Service Disciplines
So far we have compared the learning automaton scheme with FIFO, SP and EDF scheduling
algorithms, however these algorithms do not give any performance guarantees under the
stochastic traffic conditions we have assumed. As mentioned in Chapter 2, in order to provide
any firm deterministic performance guarantees the traffic arrival process must be
deterministically bounded. In this section we compare the proposed scheme with the highly
popular WFQ scheme which is capable of providing firm guarantees providing that the arrival
process is leaky bucket constrained. A comparison of the maximum sustainable load of WFQ
with the automaton scheme is inappropriate for two reasons. Firstly the optimal weights leading
to a maximal sustainable load is not obvious, and secondly WFQ is usually applied when an
admission control policy limits the carried load, thus allowing performance guarantees to be
made. Instead we create a situation such that the WFQ system is just capable of providing the
desired delays bounds and then demonstrate that under the same traffic conditions, the automaton
scheme can satisfy these objectives and still have available capacity.
It has been proved [54] that the delay bounds offered by WFQ are within a single packet
transmission time of GPS. Based upon this and assuming that the incoming link capacities are
infinite in the same way as in [54], we calculate the delay bounds given the leaky bucket
parameters and weights associated with each flow. Furthermore we assume that each flow is
continuously transmitting according to its worst (most bursty) case, thus resulting in the highest
expected delays. The traffic environment is summarised in Table 5.15
Traffic Flow, i (pi ri bi Max Di
1 0.6 0.5 6 11
2 0.4 0.3 6 16
Table 5.15:Traffic scenario for WFQ comparison
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Since we are assuming that the flows correspond to tolerant applications we specify a maximum
loss rate of 0.1 upon which the automaton probability updates are based. Figure 5.20 shows the
probability associated with each queue and once convergence has taken place this results in loss
rates of 0.089 and 0.084 for flows I and 2 respectively. It is clear that there is spare capacity in
the system because of the non-zero best effort probability, therefore the system is capable of
sustaining more traffic whereas the WFQ system is unable to cope with anymore traffic since the
weights already sum to one. The reason for this spare capacity is twofold. Firstly, the WFQ
system guarantees zero loss and since the automaton is aiming for a 0.1 loss rate it does not need
to provide as much service to each of the flows. Secondly. the delay bounds under which WFQ
operates are calculated based on simultaneous worst case arrival patterns which give rise to these
delays, such an arrival pattern is very rare. Further improvement compared to WFQ would be
apparent if it was no longer assumed that each flow transmitted according to its worst (most
bursty) case, since a less bursty arrival pattern would require less probability.
— Flow 2 — Flow 1	 Best Effort
Figure 5.20: Probability plot pr WFQ comparison
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5.9 Summary
In this chapter we have proposed a novel scheduler aimed at supporting traffic flows with soft
performance objectives which are tolerant to the occasional performance violation. The scheme
is based on the use of a stochastic learning automaton with each action corresponding to the
selection of a particular queue for service. The action probabilities are updated based on
measurements of current performance and the aim is to provide minimal service to each traffic
flow whilst still satisfying the performance objectives, thus maximising the service available for
other traffic flows. The scheme is capable of supporting a heterogeneous mix of performance
objectives such as a mean delay or a loss rate, where a lost packet is either a packet arriving after
its deadline or a packet arriving at a full buffer.
We have shown that the automaton is able to converge to the optimal probabilities in a variety of
traffic environments, including both model generated and real video traffic. One advantage of the
scheme is that it does not make any prior assumptions about the traffic and is thus able to adapt
should the traffic characteristics change. We have proposed an alternative to the stochastic
selection of queues based on the use of frames, and for some variations on the precise selection
procedure this approach can achieve higher utilisation than the stochastic approach whilst having
the advantage of requiring no random number generation. We have demonstrated that the
original selection procedure is flawed in that it provides more service to the best effort flow than
the probability associated with it would suggest. To overcome this we proposed a variety of
alternatives and concluded that procedures based on round robin excluding the best effort queue
are optimal in terms of performance and complexity. The stochastic variation of this procedure
has been compared to the SP, EDF and FIFO scheduling algorithms. We concluded that although
it is not optimal under all traffic conditions it can provide near optimal performance under a wide
variety of traffic conditions, whereas rival algorithms perform poorly in unfavourable conditions.
We also concluded that the performance of the scheme improves compared to these rival
algorithms as the performance objectives become more diverse. Despite this, other algorithms
which involve assigning weights to each flow may still perform slightly better than the proposed
scheme under such conditions, however the selection of the weights required to achieve this is
difficult. We also compared the scheme with the WFQ algorithm and found that greater
utilisation is possible providing that the flows can tolerate a degree of loss, which is realistic since
the scheme is aimed at supporting tolerant applications. The proposed scheme is an improvement
on existing measurement based queue management schemes since it is more flexible and can deal
with a wider range of performance objectives, moreover allocating a probability to each flow
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makes the scheme amenable to admission control whereas alternative schemes do not appear well
suited to this task.
Although in this chapter we have shown that the proposed scheme is capable of outperforming
rival schemes in a variety of traffic environments, such a characteristic is of no consequence in
real networks unless it is possible to determine how much traffic can be supported whilst still
satisfying the performance objectives. In the next chapter we introduce an admission control
scheme which uses a neural network to determine the probability required for a new traffic flow
and accepts the flow if sufficient probability is available.
Chapter 6
Neural Network Connection Admission
Control
Accompanying any scheduling scheme there must be a corresponding admission control policy to
limit the number of flows accepted onto the network, thus enabling the scheduler to perform
effectively. In this chapter we attempt to formulate such an admission control policy for the
scheduler proposed in the previous chapter. The scheme is very similar in nature to the class of
admission control policies known as measurement based admission control policies and we begin
this chapter by providing some motivation and a review of existing measurement based admission
control procedures. We continue by outlining the proposed scheme which involves a neural
network learning the probability that needs to be associated with a flow according to some worst
case traffic descriptor. Next we present results showing the capability of neural networks to
learn these required probabilities for various traffic descriptors and performance objectives. The
outlined admission control scheme is then applied to a system with calls continually commencing
and terminating. Its performance is compared with a more conservative counterpart together with
static and adaptive WFQ under worst case and greedy traffic arrivals. Finally we present
conclusions and a summary of the chapter.
6.1 Motivation
In the previous chapter we introduced a scheduling mechanism that achieves high utilisation
whilst satisfying various performance objectives under a wide range of traffic conditions.
However, since network resources are invariably finite, a network control policy that simply
accepts all connections offered will soon result in overload, regardless of the scheduling policy
used. Therefore, in order to provide specific performance objectives the network must limit the
amount of carried traffic, this is achieved in the form of an admission control policy. Admission
control and scheduling are, of course, related and a traffic environment which can be supported
by one scheduling scheme does not necessarily mean it can be supported by another. Therefore, a
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functioning admission control policy must accompany any scheduling mechanism if performance
objectives are to be satisfied.
Traditional parameter based admission control relies on a priori traffic characterisations to
compute the amount of bandwidth required. As discussed earlier in this thesis, such schemes
often result in low utilisation for two reasons. Firstly the declared characteristics are often very
conservative and represent upper bounds on the traffic arrivals since it is generally difficult to
accurately estimate the traffic characteristics [147]. For example the average bit rate produced
by a video codec in a teleconference strongly depends on the participants body movements, which
obviously cannot be predicted with any degree of accuracy. Secondly, they often work on the
assumption that traffic sources will transmit according to the worst case arrival patterns which
still conform to their characterisation and again this generally results in the over allocation of
resources. This type of admission control is essential when the traffic requires firm guarantees.
However many applications will require soft guarantees and will be tolerant of the occasional
quality of service violation. Therefore by weakening the reliability of the delay bound it is
possible to achieve higher utilisation and statistical multiplexing gain. With this in mind, several
authors have advocated the use of measurement-based admission control algorithms which only
use the a priori source characterisations of incoming flows (or recently admitted flows) and rely
on measurements to characterise existing flows. Thus, the network utilisation does not suffer
significantly if the traffic descriptors are not tight.
The adaptive nature of the scheduling algorithm proposed in the previous chapter appears to have
a degree of parallelism with such schemes in that it originally allocates maximum bandwidth (or
alternatively probability) to new connections and then adapts to the optimal configuration based
on measurements. In the next section we provide an overview of measurement based admission
control.
6.2 Measurement Based Admission Control
Before going into detail about various measurement based admission control schemes we must
first highlight the fact that because these approaches rely on measurement, and since source
behaviour is not always static, completely reliable deterministic and statistical delay bounds
cannot be provided. Thus measurement based admission control can only be applied to services
with reasonably relaxed commitments.
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In order to demonstrate the principle behind measurement based admission control we shall use a
very simple example described in [148]. Initially consider a network scenario in which flows
have a reserved rate associated with them. Let v be the sum of the reserved rates of existing
flows, p. be the link bandwidth and ri be the requested rate of the flow seeking admission to the
network. A very simple non-measurement based control algorithm would simply ensure that the
sum of the reserved rates and the requested rate does not exceed the available rate, therefore the
flow is accepted only if the following inequality holds,
v+r i <it	 (7.1)
The main principle behind measurement based admission control is that instead of using possibly
inaccurate traffic descriptors to base the admission decision on, measured values of the traffic are
used. Therefore in this case, the sum of the reserved rates, v, is replaced by an on-line
measurement of the aggregate rate of the existing traffic,17 . Thus the flow is accepted only if the
following inequality holds,
il + r i < vit	 (7.2)
The term v is a utilisation target and prevents the system approaching full utilisation which
would result in large delay variations. Furthermore, v acts as a safeguard mechanism to protect
the system against non-stationary traffic arrivals. For example, if some sources temporarily
transmit at a low rate resulting in several new calls being accepted, an increase in the
transmission rate of these sources may result in overload, therefore v ensures a safety zone of
spare capacity should this occur. Generally v may be in the region of 0.9, however the precise
value must be determined by the network operator and governs how conservative the network will
be. In this chapter we shall be considering traffic arrivals which represent extremes of behaviour
and are hence stationary, therefore for simplicity we shall assume that v is equal to 1.
The case in which flows have requested rates is very simple and usually flows will request a
performance objective given some traffic descriptor, therefore the measurement based schemes
generally differ in the way measurements are taken and interpreted in order to calculate the
bandwidth requirements.
The literature on measurement based admission control applied to the controlled-load and
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predictive service models of IntServ as well as ATM is rapidly growing and a cross section of
approaches can be found in [147][76][149][150][1511[152][153][154]. Early work presented in
[76] assumes certain stationary bit rate distributions and uses measurements to obtain the
parameters of the distribution. This approach is obviously highly dependent on this assumption,
and approaches that do not make any assumptions about the traffic characteristics are likely to be
more robust.
Jamin et al. [147] suggest an algorithm for the predictive service model. This scheme assumes
there exists a pseudo token bucket which describes the aggregate traffic of existing flows, the
parameters of which are determined by measuring the aggregate traffic and the experienced
maximal queueing delay. The token bucket parameters obtained through measurement and the
token bucket parameters declared by the requesting flow are then used to calculate the required
bandwidth and the maximal queueing delay of the multiplexed stream. As one would expect, if
there is insufficient bandwidth or the requested maximal queueing delay is violated the flow is
rejected.
The authors of [149] argue that a traffic flows rate is only meaningful if it is associated with a
corresponding interval length. Based on this argument they use a rate envelope to describe the
maximal traffic rate as a function of interval length, this is obtained by measuring the maximal
rates over the corresponding time intervals. They introduce the concept of a schedulability
confidence level which reflects the variation in past envelope measurements and describes the
level of certainty that the past maximal rate envelope will continue to bound future traffic
arrivals. This confidence level allows estimation of QoS parameters which are used to determine
whether or not new flows should be accepted.
Floyd [150] proposes a scheme that computes the equivalent bandwidth of a set of flows using
Hoeffding bounds, which are upper bounds on the tail of the distribution of a sum of random
variables given the overall mean and individual maximum values of the variables. Thus the
equivalent bandwidth required to satisfy a certain loss requirement is calculated from the
measured average arrival rate of existing traffic and the policed peak rates of each individual
flow, together with the declared token bucket parameters of the new flow. An extra feature of
this scheme is that should a flow be denied admission, no other flow of a similar nature can be
accepted until an existing one departs. The author deems that this approach is superior to the
estimation of equivalent bandwidth assuming a normal distribution [63] as such an approach is
only suitable for a large number of multiplexed flows with similar peak rates. A similar
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approach is proposed in [151] in which a new call is accepted only when the measured arrival
rate is below a certain threshold. The thresholds are calculated based on measurements of the
aggregate arrival rate and on a single burstiness parameter p which is common to all admitted
connections and represents the probability that a flow is active at a particular point in time. This
assumption that p is common to all flows may prove to be a limitation of this approach, since
flows with different p need to be serviced separately which will reduce multiplexing gain.
The approach from Crosby et al. [152] is based on large deviation theory and estimates the large-
deviation rate function (entropy) of the traffic using traffic measurements. The entropy function
allows the effective bandwidth of the existing traffic to be computed and the sum of this and the
declared peak rate of the offered traffic is then used to determine whether the call is accepted.
6.3 Proposed Admission Control Algorithm
The problem of whether or not there is sufficient bandwidth to support all the traffic flows was
not addressed in the discussion of the scheduling mechanism in the previous chapter and it was
simply assumed that the given traffic scenario could be supported. Obviously this is a very naïve
assumption since simply accepting all requests would soon result in overload of the multiplexer
and the delay requirements could not be satisfied regardless of the scheduling algorithm.
6.3.1 Call Admission
The question that must be answered by an admission control scheme applied to this scheduling
mechanism is whether there is enough spare probability that can be allocated to the new flow
such that the delay requirements are met, where the spare probability is the probability currently
associated with the best effort flow. Therefore we require a mechanism to estimate the required
probability (service rate) to associate with a new flow, moreover, if this estimate is accurate then
the convergence time of the automaton will be reduced.
Assume that a flow i requests admission to the network and provides some kind of traffic
descriptor F(i). Based on this traffic descriptor, the admission controller estimates the
probability, pi, that needs to be associated with this flow. A conservative approach would be to
add this to the previous estimates made for the existing flows, if this sum is less than one then the
flow is accepted and receives the estimated probability at the expense of the best effort traffic;
otherwise it is rejected. The acceptance condition is given in (7.3).
(7.5)
(7.6)
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Epj + p i <1
	 (7.3)
It is likely however that the estimates will be conservative since they are likely to be based on
conservative traffic descriptors. Therefore, instead of using these estimates the measurement
based algorithm uses the observed probabilities the automaton has converged to, h j . The
acceptance condition is given in (7.4).
E
n j pi <
	 (7.4)
As before v is the utilisation target and acts as a safeguard mechanism for the system. In order
to prevent misbehaving sources from degrading the performance of the well behaved flows an
upper limit, equal to the probability initially allocated, must be placed on the probability
associated with each flow.
6.3.2 Call Termination
On the termination of a call, conventional measurement based policies do not perform any special
functions since new measurements accommodate the change in conditions. However, with the
proposed scheme some kind of de-allocation of probability is required such that the queues
supporting these inactive flows will no longer be selected for service. The simplest method of de-
allocation is to simply allocate the probability associated with the terminating call to the best
effort flow. Hence if flow i terminates at time 'I' then the probabilities are updated as follows,
P, er+ ) = 0
Poer+ ) = Po( C- )+ Pi('r-)
where represents the instant just before 'rand e represents the instant just afters-.
6.3.3 Neural Network Probability Estimation
The limiting factor with this scheme is how to estimate the required probability based on the
traffic descriptor. For relatively simple traffic descriptors it is possible to estimate the required
probability using analytical models, however for more complex descriptors analytical models may
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not be available or they may require a great deal of iterative computation, which may limit their
real-time capabilities. For these reasons we propose to use a neural network trained using exact
data (if an analytical model is computationally expensive) or data obtained from simulation (if an
analytical model is unavailable) to estimate the probabilities. The function approximation
capabilities of neural networks will generally allow accurate estimation, furthermore the neural
network will generate a solution very quickly. Fan adopts a similar approach in [87], here a
neural network is trained using data obtained from a computationally expensive analytical model
to estimate the effective bandwidth of a number of multiplexed traffic sources. The neural
network is able to accurately approximate the exact model but involves far less computation, thus
allowing real time application. Initially we shall focus on an analytically simple scenario in
which the traffic descriptor just a single parameter and then move on to a more complex realistic
case.
6.4 Bernoulli traffic arrival process
Consider the simple case looked at in the previous chapter in which the arrival process at each
queue is Bernoulli with a rate Z. If we assume the original scheduling algorithm in which the
best effort queue is served if the initial queue selection is empty, then it is possible to derive
analytically various delay statistics for a given probability of selection. For an arrival rate 2 4 and
a mean delay requirement of di, the required probability, ph is derived in Appendix D and is given
by,
1+ Aid;
Pi— 1+ di
The surface shown in Figure 6.1 gives a graphical representation of (7.7) and the neural network
must effectively learn the shape of this surface such that it can take the arrival rate and delay
requirement as inputs and output the service rate. We must emphasise that in this particular case
a neural network is not really necessary since the required probability can be calculated using the
simple closed form solution given in (7.7), however as already mentioned this simplicity is not
likely to be the general case.
(7.7)
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Figure 6.1:Su(lace showing service rate as a function of arrival rate and mean delay
requirement
The training set was generated by calculating the required service rates for each combination of
arrival rates in the interval [0.02. 1.0] in steps of 0.02 and delay requirements in the interval 10.2,
15] in steps of 0.2. This yielded a training set of 7425 examples. This data was presented to a
neural network in a random order. and the network was trained using the hack-propagation
algorithm. The form of the neural network is given in Figure 6.2. The delay requirement was
normalised such that it fell in the range (0.1). however the arrival rate required no pre-processing
since it was already in this range.
Figure 6.2: Neural network with 3 hidden neurons used to learn required probabilities
After each pass through the training set, the neural network was tested on some unseen data
generated at random, this test set contained 100 examples. Figure 6.3 shows how the
performance of the neural network on the test set improves as the training proceeds for various
numbers of hidden neurons in a 3 layer neural network.
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Figure 6.3:Performance ()pleural networks with various hidden layers on the test set
Clearly accurate estimation of the required service rate is achieved. furthermore the learning rate
and final performance is similar for each neural network architecture. The performance on the
test set after 1000 iterations is shown for various hidden neurons in Figure 6.4 and we find that
comparable performance is achieved in each case. Since a greater number of hidden neurons
increases the computational burden we conclude that in this scenario a 2-3-I network is optimal.
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We apply this neural network admission control scheme to an artificial scenario in which calls
with random characteristics arrive at regular intervals and the call holding times are the same for
each call. Although totally artificial. this scenario allows us to illustrate the progress of the
system when calls are arriving and departing. The traffic scenario and resulting performance is
summarised in Table 6.1 and Figure 6.5 shows the probability associated with each of the flows
when the original scheduling with parameters of T=500. a=0.0025 and b=0.0015 is adopted.
From the stability of these probabilities we conclude that the neural network is effective in
estimating the required probability, furthermore the performance of each call measured over the
duration of the call is satisfactory compared to the delay requirements.
Flow i Arrival Time 4 Accepted Di n,
1 0 0.109 Yes 5.25 5.01
1 200000 0.106 Yes 11.82 I 1.08
3 400000 0.091 Yes 14.04 13.21
4 600000 0.057 Yes 12.00 11.23
5 800000 0.220 No 5.59 -
Table 6.1:Traffic scenario and performance fin- Bernoulli arrivals adopting the original
scheduling algorithm
400000	 800000	 1200000
	
1600000 2000000
Time Slot
Figure 6.5:Probability plot with original scheduling algorithm under Bernoulli traffic
summarised in Table 6. /
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In the previous chapter we demonstrated that the original scheduling algorithm was inefficient
since it served the best effort queue more frequently than the probability associated with it
suggested. Based on this we concluded that the SSRRBE and FSRRBE scheduling algorithms
were optimal in terms of performance and complexity. The increase in efficiency was reflected in
an increased best effort probability and consequently lower probabilities for the other flows.
Therefore one may argue that applying this admission control would be overly conservative when
applied to SSRRBE and FSRRBE since it would estimate higher probabilities than are actually
required, thus unnecessarily rejecting calls which could actually be accepted. This over
estimation will often be true, however the reason why lower probabilities are required is that the
round robin element of the scheme ensures additional service opportunities for the flows when the
queue originally selected for service is empty. Therefore in a high load scenario in which the
other queues always have something to send, the estimated probability will be accurate. In the
case when the other queues are sometimes empty, the automaton would simply adapt by reducing
the probability associated with that flow. The probability estimation will generally become more
accurate at higher loads since the likelihood of finding non-empty queues will be greater.
Moreover, it is in this region of high loads where greater accuracy is required since more calls are
likely to be rejected.
Figure 6.6 shows the probability associated with each of the flows when SSRRBE is applied to
the same traffic scenario as summarised in Table 6.1 and the resulting performance is given in
Table 6.2. From Figure 6.6 it is clear that the SSRRBE scheme is capable of sustaining a greater
load than the original scheduling algorithm and upon an arrival or departure of a call the
probabilities are re-distributed such that the performance objectives continue to be satisfied. The
conservative probability estimation results in the performance being further from requested
compared to the original scheduling algorithm, this is because the automaton takes longer to
converge, however the longer the call holding times then the less noticeable this will be.
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Figure 6.6: Probability plot with SSRRBE scheduling algorithm under Bernoulli traffic
summarised in Table 6.2
Flow i Arrival Time Ai Accepted a n
•	 ,
1 0 0.109 Yes 5.25 4.84
1 200000 0.106 Yes 11.82 10.45
3 400000 0.091 Yes 14.04 12.37
4 600000 0.057 Yes 12.00 10.68
5 800000 0.220 Yes 5.59 5.17
Table 6.2: Traffic scenario and performance for Bernoulli arrivals adopting the SSRRBE
scheduling algorithm
6.5 Token bucket constrained traffic arrival process
The Bernoulli traffic descriptor applied in the previous section provided a basis for generating a
training set analytically. however such a traffic descriptor is unrealistic and a more applicable
one is the token bucket descriptor described in [54]. The traffic is specified by three parameters
(r, h, C) : r is the rate at which tokens arrive at the bucket. h is the depth of the token bucket and
C is the maximum rate at which packets can leave the bucket. These restrict the traffic in terms
of the average sustainable rate (r). peak rate (C) and burstiness (b and C). Using these
parameters it is possible to calculate a worst case traffic arrival process that would yield the
greatest delays. Such an arrival process occurs when the tokens from a full bucket are consumed
as quickly as possible resulting in packets transmitted at the peak rate C. Once the bucket
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becomes empty it is allowed to refill and once full the process repeats. Therefore the worst case
traffic scenario is an interrupted deterministic process with fixed length active and idle periods.
Assume that the bucket depth is continuous and that each packet requires a single token. If a
packet is transmitted at t=0 then for an original bucket level 1)0, the level of the bucket, L(t), is
given by,
L(t)= (b0 —1)— Ct + rt	 (7.8)
This equation arises from the fact that the bucket is being drained at a rate of C and filled at a
rate of r. In order to find the maximum active time we must evaluate the time when the bucket
becomes empty given that the original bucket level corresponds to a full bucket b. The solution is
given by substituting L(t)=0 and bo=b into (7.8) and rearranging,
b — 1
t—
C — r
Now in this period only a fmite number of packets can be transmitted, therefore the actual
number of packets transmitted in this period is given by,
(7.9)
N 4( b —1)1
C — r ) 
+ (7.10)
(N.B The plus one term arises since a packet is transmitted at time t=0). The time at which the
Nth packet is transmitted is given by,
[C-- lryl
TON - 	
C
(7.11)
Now at this time the bucket level is given by,
L(ToN )=b — N + rToN	 (7.12)
Therefore assuming no additional packet arrivals and the bucket simply fills at the rate of r, then
b — L(TON ) _ N —rToN
F	 r (7.13)
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the time it takes for the bucket to become full again is given by,
So the worst case arrival process for a token bucket constrained source with parameters (r, b, C)
is an interrupted deterministic process with active and idle times given in equations (7.11) and
(7.13) respectively and inter-arrival times during the active period given by C.
The solution of a queueing system with an interrupted deterministic arrival process and a
geometric server is complicated and to the best of our knowledge an accurate solution does not
exist [155]. Therefore the behaviour of such a queue must be derived empirically through
simulation and the results used to train the neural network. Even if a solution is available
analytically it is likely to involve significant computation, therefore using a trained neural
network will allow solutions to be obtained much faster.
6.5.1 Mean Delay Requirements
Assuming that the performance objective is in terms of a mean delay requirement the neural
network must effectively learn the function that maps the token bucket parameters and the delay
requirement to the required probability, this function is given in (7.14)
(7.14)
For a variety of leaky bucket parameters and service rates, the resulting mean delays were
obtained through simulation such that the 90% confidence interval was within 1% of the result.
The training set contained 1226 data points. This data was presented to the neural network in a
random order and the neural network was trained using the back propagation algorithm with a
learning coefficient of 0.1. After each pass through the training set, the performance of the neural
network was tested on some previously unseen data which had been generated in the same manner
as the training set. The test set contained 183 data points. Figure 6.7 shows how the neural
network performs when evaluated using the test set and clearly the neural network with 3 hidden
layer neurons performs worse than those with more hidden layers. However, the performance of
the neural networks with more hidden neurons is similar, therefore the accuracy/complexity trade-
off would suggest that 5 hidden neurons is most suitable.
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Figure 6.7:Performance of neural networks with various hidden layer neurons on the test set
In order to illustrate the accuracy of the neural network estimation we show the probability plot
when calls with random traffic characteristics obeying the worst case arrival process arrive at
regular intervals and the original scheduling algorithm is adopted at the multiplexer. The
probability plot is given in Figure 6.8 and a summary of the traffic and performance is given in
Table 6.3.
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Figure 6.8:Probability plot with original scheduling algorithm under worst case trctlfic
summarised in Table 6.3
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As expected the probabilities remain relatively constant throughout the duration of the calls and
the performance observed by each call is satisfactory.
Flow. i Arrival Time n h1 C1 Accepted D, A
1 o 0.011 6.82 0.157 Yes 6.81 6.28
2 200000 0.027 6.66 0.069 Yes 8.87 8.35
3 400000 0.127 7.97 0.692 Yes 7.63 7.37
4 600000 0.082 6.67 0.965 No 7.32 -
5 800000 0.024 8.93 0.384 Yes 7.38 6.88
Table 6.3:Treic scenario and performance summary .fOr worst case traffic sources with
original scheduling.algorithin
Assuming worst case arrivals is often overly conservative and next we consider the case in which
the traffic sources are greedy [54] and continuously attempt to send the maximum amount of
traffic. Greedy sources experience lower delays than worst case sources under identical token
bucket parameters. since the former do not save up bursts. Adopting the same token bucket
parameters as in the worst case scenario. Figure 6.9 shows the probability associated with each
flow and in each case a probability lower than estimated is required.
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Figure 6.9:Probability plot with original scheduling algorithm under greedy traffic summarised
in Table 6.4
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Applying the SSRRBE scheduling algorithm to the same scenario yields the probability plot given
in Figure 6.10 and the performance of both the original and SSRRBE scheduling algorithms are
summarised in Table 6.4. In each case the performance requirements are satisfied. An
interesting point regarding Figure 6.10 is that the probability associated with flow 2 occasionally
falls to the minimum probability, which we have arbitrarily chosen to be 0.01. The reason for
this is that this flow is not very demanding and it receives sufficient service from the round robin
default action which is activated whenever an empty queue is selected. If the minimum
probability was zero then should the other calls terminate, this flow would receive no service
indefinitely. By contrast, enforcing a non-zero minimum probability ensures some service for this
flow, and although initially this service would be insulTicient it allows the automaton to adapt.
0	 400000	 800000	 1200000
Time Slot
1600000 2000000
Figure 6.10:Probability plot with SSRRBE scheduling algm-iihin under greedy fro&
summarised in Table 6.4
Flow. i Arrival Time ri 111 C1 Di b,
(SS)
13,
(SSRRIIE)
1 0 0.011 6.82 0.157 6.81 6.19 6.00
1 2000(X) 0.027 6.66 0.069 8.87 8.30 7.24
3 400000 0.127 7.97 0.692 7.63 6.83 6.51
4 6000(X) 0.082 6.67 0.965 7.32 6.60 6.32
5 8000(X) 0.024 8.93 0.384 7.38 6.74 6.64
Table 6.4: Traffic scenario and pedimnance summary JOr greedy traffic sources with original
and SSRRBE scheduling algorithms
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6.5.2 Maximum Delay Requirements
So far we have assumed that the performance objective associated with the calls requesting
admission is simply a mean delay. In the previous chapter we showed that a number of
performance objectives may be satisfied, including maximum delay requirements. For the case of
Bernoulli arrivals it is quite simple to extend the neural network admission control scheme to
accommodate maximum delays by simply training a neural network on an analytically generated
data set such that it maps the arrival rate, maximum delay requirement and tolerated loss rate to
the required probability. For the token bucket constrained traffic we may generate empirically
another training set and use this to train another neural network. However, since we must
simulate various combinations of maximum delay and tolerable loss rate together with various
token bucket parameters, the training set generation would be computationally expensive. Instead
we remember that providing a queue is served according to a Bernoulli process the delay
distribution is geometric, regardless of the arrival pattern [145]. Therefore it is possible to
calculate the mean delay from the maximum delay requirement and tolerable loss rate and then
apply the previously trained neural network to perform the admission control. Effectively the
maximum delay requirement, x, is given by the (1-L) th
 percentile of a geometric distribution of
mean m, where L is the tolerable loss rate.
The function that relates these parameters is given by,
1
ln L )1+ exp(—x +1
Given the traffic scenario summarised in Table 6.5 we apply this admission control scheme
assuming worst case arrivals and the original scheduling algorithm, thus the estimated
probabilities should be equal to those actually required to satisfy the objectives. The probability
plot is given in Figure 6.11 and clearly accurate probability estimation is achieved, furthermore
the performance objectives associated with each flow are satisfied (Table 6.5)
112 =
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Flow Arrival Time ri bi C1 Di Li L.
1 o 0.180 8.91 0.502 18.6 0.144 0.130
2 200000 0.060 3.88 0.648 12.4 0.044 0.037
3 400000 0.076 4.74 0.476 20.4 0.06 I 0.053
Table 6.5: Traffic scenario and performance sum/liar:11(w worst case traffic sources with
original scheduling algorithm satisfying mat-ilium: delays
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Figure 6.11: Probability plot with original scheduling algorithm under worst case truffic
summarised in Table 6.5
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6.6 Comparison with Alternative Schemes
Since the scheduling algorithm is inherently linked to the admission control scheme, it is
impossible to compare performance with other proposed measurement based procedures. Initially
we shall compare the scheme with a conservative non-measurement based approach. We
continue by comparing with a static WFQ scheme which can mathematically guarantee the delay
bounds requested by the sources and an adaptive WFQ scheme based on the same principles as
the proposed scheme.
The call model we adopt is one commonly used in the literature in which call requests arrive
according to a Poisson process and the holding times of each call are exponentially distributed
[156]. The mean call holding time was chosen to be 500,000 time slots and the mean call inter-
arrival time was 50,000. This factor of 10 ratio between the two parameters ensures that the
system is continually faced with new calls, this ensures that the system remains close to
maximum utilisation and that there is a reasonable turnover of calls. This choice of parameters is
equivalent to a situation in which the link capacities are 25 Mbit/s, the average arrival rate of
calls is 1 call/s and the average call holding time is 10s. The token bucket parameters and delay
requirements associated with each call are generated at random, the maximum peak rate of each
call is the link rate of 25 Mbit/s, however the maximum mean rate it limited to 5 Mbit/s such that
a reasonable number of calls can be supported.
6.6.1 Comparison With Conservative Scheme
The conservative policy is one in which calls are admitted based on the previous estimates of the
required probabilities and the probabilities are not updated. The acceptance condition for this
approach is given in equation (7.3).
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6.6.1.1 Worst Case Traffic Sources
Initially we shall focus on the situation in which the calls are modelled with worst case arrivals
and we shall assume that the control parameters associated with the scheme are T=500. a=0.0025
and b=0.0015. Both admission control policies are exposed to identical random traffic arrivals
and we find that the mean number of active calls with the conservative admission control policy is
3.00, by contrast the mean number of active calls for the proposed measurement based policy is
5.54. the corresponding distributions are given in Figure 6.12. In each case 1936 calls requested
admission. however 32% were accepted by the conservative scheme whereas 57% were accepted
by the measurement based scheme and in each case all accepted flows met their performance
objectives. From this we can conclude that the measurement based scheme results in greater
network utilisation than the conservative scheme and is still capable of satisfying the performance
objectives.
0	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Number Of Active Calls
Figure 6.12:Distribution of number of active calls under worst case traffic sources
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6.6.1.2 Greedy Traffic Sources
For both the conservative and measurement based schemes. the admission control policy assumes
worst case arrivals given the token bucket parameters. However, as previously mentioned it is
often the case that the actual arrival process may be quite different from the worst case resulting
in lower delays given the same service rates. In this section we adopt the same model as in the
previous section except that we assume greedy traffic sources and as already demonstrated, such
sources require less probability than the corresponding worst case sources. hence resulting in
greater available capacity. Therefore one would expect that the difference in performance
between the conservative and measurement based schemes to he greater than with worst case
arrivals.
Figure 6.13 shows the distribution of the number of active calls for the conservative and
measurement based schemes and these lead to means of 3.00 and 6.10 respectively. Out of the
1936 calls requesting admission the conservative scheme accepts 32% whilst the measurement
based scheme accepts 62%. and in both cases the performance objectives of each call are
satisfied. Therefore as expected the difference in performance between the proposed scheme and
the conservative case is more pronounced under these conditions. In reality, the actual arrival
process will fall somewhere between worst case and greedy and the performance improvement of
the proposed measurement based scheme compared to the conservative scheme will depend upon
this arrival process.
Number Of Active Calls
Figure 6.13:Distribution of number q" active culls under greedy traffic sources
nDJ-F(111<V (7.16)
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6.6.2 Comparison with WFQ
In this section we compare the scheme with the admission control scheme associated with WFQ.
This scheme allocates a weight to each flow such that the maximum delay requirement can be
mathematically guaranteed providing that the source remains token bucket constrained. One
would expect that the proposed measurement based scheme would outperform WFQ since it
allows for a specified fraction of late packets whereas WFQ allows no late packets. Moreover
the time stamping and real-time priority sorting makes the WFQ scheduling algorithm
computationally demanding, such real time computation is not required in the proposed scheme
since the scheduling algorithm is just based upon probability.
We also compare the scheme with a modified WFQ algorithm in which the weights, which
represent the fraction of the outgoing link capacity allocated to each flow, are no longer static and
can be updated in exactly the same way as the probabilities in the proposed scheme. The
admission decision is similar to that of the automaton scheme in that the call is accepted if a
sufficient fraction of the outgoing link capacity has not been allocated. The acceptance condition
is given by,
where 0, is weight associated with flow i. One might expect such a scheme to outperform static
WFQ and the automaton based scheme since it inherits the advantages from both schemes. From
the automaton based scheme it inherits the property of allowing the occasional late packet to
increase utilisation and from the WFQ it inherits a sophisticated scheduling algorithm.
Since in these comparisons we need to measure small loss rates, we double the measurement
period to T.1000 and for consistency we double the reward and penalty parameters such that
a=0.005 and b=0.003.
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6.6.2.1 Worst Case Traffic Sources
Once again we assume that the sources are transmitting at their most bursty whilst still being
token bucket constrained. The distribution of the active number of calls is given in Figure 6.14
and this corresponds to a mean number of active calls of 3.39. 5.26 and 6.86 for the static WFQ.
automaton and adaptive WFQ schemes respectively.
Number Of Active Calls
Figure 6.14:Distribution ()Plumber of active calls under worst case traffic sources
—
Of the 1936 calls requesting admission the static WFQ accepts 37%. the automaton scheme
accepts 56% and the adaptive WFQ accepts 71%. Clearly the adaptive WFQ results in the
highest utilisation, however of the calls accepted by this scheme 16% fail to meet their
performance objectives whereas with the other schemes all accepted calls meet their respective
objectives. Obviously such a high percentage is unsatisfactory and the reason for this is that the
rate based nature of the WFQ scheme is such that any spare capacity is shared amongst the active
flows in proportion to their weights. Therefore the weights associated with each flow only
represent a lower hound on the fraction of the available bandwidth it can receive. Thus the sum
of the weights is often much less than the aggregate bandwidth the flows arc actually receiving.
Using this sum leads to an overestimate of the spare capacity resulting in accepted calls which
cannot be supported. For the automaton scheme. although the probability associated with each
individual flow may not accurately represent the service it receives, the sum of the probabilities
associated with each flow is at least as great as the aggregate service received, thus allowing
accurate estimations of the available capacity.
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6.6.2.2 Greedy Traffic Sources
One would expect the performance differential between the adaptive schemes and static schemes
to increase when the traffic sources no longer exhibit worst case behaviour. A greedy traffic
scenario yields the active call distributions given in Figure 6.15 and results in a mean number of
active calls of 3.39. 5.95 and 6.97 for the static WFQ. automaton and adaptive WFQ schemes
respectively. In each case 1936 calls request admission, the static WFQ scheme accepts 37% of
these, the automaton scheme accepts 62% and the adaptive WFQ scheme accepts 72%. As
expected the adaptive schemes accept more calls in this scenario compared to worst case traffic
conditions. Once again however, although the adaptive WFQ scheme results in the highest
utilisation this is at the expense of 23% of the accepted calls failing to meet their performance
requirements compared to all of the calls meeting their objectives with the static WFQ and
automaton schemes.
Number Of Active Calls
Figure 6.15:Distribution of number of active calls under greedy traffic sources
6.6.3 Discussion
The previous comparisons have all been made under traffic conditions in which the mean call
arrival rate and mean call holding times are constant. The performance of the adaptive schemes
depend upon the length of the call holding times, more precisely they depend upon the ratio of the
call holding times to the measurement interval and reward and penalty parameters. If the call
holding times are long, this allows the adaptive schemes to converge to the optimal probabilities
and thus maximise the spare probability which can then be used to accept new calls. By contrast.
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short call holding times prevent the adaptive schemes from converging and we observe
performance closer to the static schemes. Such a characteristic is crucial with any adaptive
control scheme since for any adaptive scheme to be effective the conditions must remain steady
for long enough periods such that the scheme can adjust and be of some benefit. An adaptive
scheme which does not have sufficient time to adapt is simply a static scheme.
The control parameters T. a and b also influence the performance of the scheme. more precisely it
is the ratio of these parameters that governs performance. If a and b are too small compared to T
then convergence takes place very slowly and we find that a fewer number of calls are accepted.
since the excess probability associated with the flows is not made available fast enough.
Furthermore. in this case some of the accepted calls may fail to satisfy their objectives since the
probability associated with a call is not increased quickly enough when it is experiencing
unsatisfactory performance. If a and b are too large compared to T then the probabilities tend to
oscillate and this sometimes leads to the situation where the instantaneous probability distribution
indicates that a call can he accepted when in fact it cannot. The opposite case may also occur in
which the instantaneous probabilities indicate that a call cannot he accepted when in fact in can.
Thus if a and h are too high then we observe fewer accepted calls and more calls failing to satisfy
their requirements. Figure 6.16 illustrates these properties and shows the number of accepted
calls and the number of these calls which satisfy their performance objectives for various values
of the reward parameter u. in each case the penalty parameter b is 3/5 of a and the measurement
interval T is 500..
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Although these parameters influence performance it would be quite easy to tune these since they
do not depend heavily on the individual traffic characteristics and requirements, this differs from
other schemes such as WRR in which the requirements of the traffic govern the parameters.
6.7 Summary
In this chapter we have proposed an admission control policy to accompany the scheduling
mechanism outlined in the previous chapter. The scheme is based on a neural network estimating
the probability that needs to be associated with a new flow and comparing that with the current
unallocated probability in the scheduler. Initially the scheme was applied to a very simple
situation in which the probabilities could be derived analytically and we demonstrated that the
neural network was capable of learning the correct probabilities. We highlighted that such simple
analytically tractable scenarios may not be commonplace and that more sophisticated traffic
descriptors may lead to intractable queueing analysis or to situations in which the analysis
requires a great deal of computation, which would inevitably limit the real-time application of the
scheme. The worst case arrival pattern of a traffic source characterised by a token bucket falls
into the intractable category and using results obtained from simulation a neural network was
trained to learn the required probabilities given the traffic descriptor and requirements. We
demonstrated that the neural network was able to accurately learn the required probabilities and
we continued by showing that the proposed scheme was able to achieve greater utilisation
compared to a more conservative non-measurement based scheme. Next we provided a
comparison with the static WFQ scheme and demonstrated that the proposed scheme could
support more calls whilst still satisfying the performance objectives. An adaptive modification to
WFQ was also outlined and compared with the proposed scheme, and although more calls were
supported by the adaptive WFQ scheme the rate based nature of the scheduler lead to a
significant fraction of accepted calls failing to meet their objectives.
Chapter 7
Conclusions and Further Work
In this thesis we have investigated the potential of learning algorithms applied to the problem of
traffic management and congestion control in integrated services networks. Integrated services
networks will be based on the paradigm that before communication starts the source must declare
its traffic characteristics and based on this declaration an admission controller must choose to
accept or reject the connection. If the connection is accepted then appropriate network resources
must be allocated and some kind of commitment as to the quality of service received must be
made providing that the source conforms to its traffic characteristics.
The fundamental problem with congestion control is that of traffic characterisation. In order to
carry out effective congestion control and achieve high network utilisation it is necessary for the
source to accurately describe its traffic characteristics. Accurate traffic characterisation requires
a number of parameters which may be difficult to estimate and police and may lead to complex
resource allocation calculations. A simple set of parameters would be more straightforward to
estimate and police, and would generally lead to simple calculations regarding resource
allocation. The problem is that this would often lead to poor utilisation since any resource
allocation would be conservative since it must be based on a worst case arrival pattern which
conforms to the simple traffic characterisation. In order to achieve higher utilisation it may be
necessary to adopt measurement based policies which rely on the prediction of future resource
requirements based on current traffic measurements. However the dynamic nature of network
traffic may lead to the occasional performance violation and therefore only soft performance
guarantees can be made. The learning and adaptation capabilities of some artificial intelligence
techniques make them amenable to this problem and we have investigated the possible use of
neural networks for performing traffic prediction and also the use of stochastic learning automata
to perform adaptive scheduling in order to maximise utilisation. Other characteristics such as
high computational rates and the lack of a requirement for mathematical models reinforces the
argument that artificial intelligence could be used for some aspects of network control and to
CHAPTER 7- CONCLUSIONS AND FURTHER WORK	 146
illustrate this we have used a neural network to learn an unknown function in an admission
control policy.
The thesis introduction defined integrated services networks and described various applications
which will be supported on such networks. In particular we identified applications which require
deterministic and statistical performance guarantees which may either be firm or soft guarantees.
Various key aspects of an integrated services architecture, including the service interface, service
commitments and congestion control were outlined and we described the two most popular
integrated services network architectures, namely ATM and Intserv. In Chapter 2 we presented a
state-of-the-art survey of traffic management and congestion control techniques, the aspects
reviewed included traffic enforcement, queue management, admission control and reactive
control. We identified that the effectiveness of any scheme is directly related to its complexity
and the sophistication of the traffic model used. In the next chapter we reviewed various
applications of artificial intelligence to the problem of network control, the techniques examined
included neural networks, fuzzy logic and stochastic learning automata. A number of possible
areas suitable for further investigation were identified, these included the application of neural
networks to perform traffic prediction, the use of stochastic learning automata to control
queueing systems with unknown parameters and the use of neural networks to learn functions for
which mathematical models do not exist or are too computationally demanding. In Chapter 4 we
investigated the potential of using neural networks to perform traffic prediction with the goal
being for the neural network to learn the correlations which exist in network traffic. Contrary to
popular belief we reached the rather intuitive conclusion that generally the prediction of real
network traffic is impossible and that the recent successful applications of neural networks to
perform predictions were due to the fact that mathematical traffic models were used or the traffic
exhibited periodic properties. In these cases the neural networks were able to learn the
mathematical generating function or learn the periodicity of the trace. We found that generally
the neural network learned that the best prediction results were obtained by tracking the actual
traffic trace. In such cases the current observation was used as a prediction for the next
observation, this is analogous to the weatherman who predicts tomorrow's weather to be the same
as today's weather. Based on this result we concluded that adaptive schemes capable of adjusting
to the current network conditions was the best approach, such control schemes must gamble that
current network behaviour is a good indication as to future network behaviour. In Chapter 5 we
proposed an adaptive scheduling mechanism based on the use of stochastic learning automata.
The scheme was able to adapt such that the performance objectives of the supported flows were
just satisfied, thus maximising the resources available for other connections and hence
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maximising potential utilisation. The scheme was able to satisfy heterogeneous performance
objectives such as mean delays, maximum delays and loss rates and we showed that the
automaton was able to converge to the theoretically calculated optimal probabilities. We
compared the scheme with a number of alternative algorithms and demonstrated that although
sometimes the performance was sub-optimal, it was able to perform well over a much wider
range of traffic conditions. In addition we found that the more diverse the traffic conditions were,
then the better the scheme performed in comparison to the others. In Chapter 6 we highlighted
the fact that because network resources are fmite, any scheduling mechanism must be
accompanied by a corresponding admission control policy such that the scheduler does not
become overloaded. We proposed a mechanism which estimated the required probability for a
new flow given the traffic characteristics of the source. For leaky bucket constrained traffic
sources the function which maps the traffic characteristics and performance objectives to the
required probability is, to the best of our knowledge, unknown and we used a neural network to
learn this function based on examples generated empirically. We demonstrated the accuracy of
the neural network and compared the overall scheme to static and dynamic WFQ. The static
scheme was able to satisfy the performance objectives however it resulted in poor utilisation since
the admission control policy is based on conservative assumptions. The dynamic scheme resulted
in greater utilisation but a significant number of calls failed to meet their performance objectives.
By contrast the proposed scheme was able to achieve satisfactory utilisation and still satisfy the
performance objectives.
Overall the main contribution of this thesis is in the application of learning algorithms for
providing a measurement based service. A key aspect is that this service is only able to satisfy
soft performance guarantees which can accept the occasional performance violation. Such a
service will be able to achieve higher utilisation than traditional services which rely on a priori
traffic characteristics, although traditional schemes are able to provide much firmer guarantees.
It remains an open question as to the popularity of a measurement based service and much
depends on the attitudes of the users, since the risk of performance violations will be reflected in a
lower cost for the service resulting from the increased utilisation. How conservative any
measurement based control scheme will be is also an open question which once again must
depend on the attitudes of the users and the price of the service.
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7.1 Further Work
In the work presented in this thesis it has been assumed that a logical queue is associated with
each traffic flow. In large switches it may be the case that a number of calls with similar QoS
requirements will be multiplexed together and the aggregated calls will be treated as a single flow.
Such a scenario will complicate the admission control policy since instead of simply allocating a
probability to a new flow, it will be necessary to determine how much additional probability
should be allocated to a flow consisting of multiplexed calls should a new call request admission.
A conservative approach would be to simply allocate the probability that the new call would
receive if it was treated independently, however this would be conservative since statistical
multiplexing effects would be neglected. An alternative approach would be to combine the flows
stochastically based on the mean and variance of the individual flows and base the admission
decision on this. This is similar in principle to the H-BIND traffic model described in [36],
however this approach does not take advantage of measurements. A final more complicated
approach would be to determine the equivalent token bucket characterisation of the existing
aggregate flow based on measurements of the aggregate bandwidth usage and experienced delays,
this is similar to the approach adopted in [147]. The token bucket parameters of the existing
aggregate flow and the new flow are combined to generate an overall worst case characterisation
and the admission decision is based on this.
The work presented in this thesis only considers a single node and the obvious extension to the
work is the application to network scenarios with the goal being to satisfy end-to-end
requirements. Moreover, stationary traffic arrival patterns have generally been assumed and the
true effectiveness and robustness of any measurement based scheme can only be determined when
applied in a real network scenario in which real sources generate traffic. Furthermore, the non-
stationary features of traffic in a real network environment are likely to require that the utilisation
factor, which throughout this thesis has been assumed to be unity, will need to be lower in order
to meet performance objectives. The optimal value of the utilisation factor can only be
determined through experimentation. Also our measurement mechanism is very simple and
further work is required to identify the optimal methods in which measurements should be
interpreted, for example dividing the measurement interval into smaller sub-intervals and using
the maximum observation in these sub-intervals. When applied in a real network it will also be
possible to determine the best parameter set for different traffic types, this aspect of tuning
parameters has been rather neglected in this thesis since generally the traffic used represents
extremes of behaviour and is unlikely to be representative of actual traffic.
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Other possible applications of artificial intelligence to the problems of network control include the
use of neural networks to learn optimal parameter values in multiplexers given the particular
traffic characteristics. As already mentioned, the analysis of some queueing systems becomes
very complicated for particular arrival patterns and service disciplines. This results in the
functions relating the traffic characteristics and requirements to the required parameters being
unknown or requiring a great deal of computational effort. Therefore training a neural network
based on simulation results, as with the admission control scheme in Chapter 6, may be
beneficial.
Finally genetic algorithms could be applied to some of the optimisation problems associated with
network control, for example the problem of selecting packets to serve in an input buffered switch
with bypass queueing, this is effectively a maximal matching problem. The notation generally
adopted for this problem is one of '0's and ' 1 ' s and this appears to lend itself to the use of genetic
algorithms since they also adopt this notation to encode problems. Therefore genetic algorithms
may be able to fmd a fast near optimal solution in software as opposed the solutions mentioned in
Chapter 3 which use neural networks implemented in hardware to tackle the problem. Also
genetic algorithms could be used for determining the scheduling order of packets such that some
cost function is minimised. An exhaustive search would be far too computationally demanding,
however genetic algorithms may be able to reach a near optimal solution in much less time.
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Appendix A
Neural Networks - An Overview
In this appendix we provide an introduction to the basic theory of neural networks and the basic
architecture we concentrate on is the multi-layer perceptron. More advanced theory on various
neural network architectures such as radial basis function networks and Kohonen networks can
be found in [83].
A.1 Basic Model of a Neuron
The basic building block of a neural network is a processing element called a neuron (node)
(Figure A.1).
Inputs Synaptic
Weights
(including
threshold)
Figure A.1:Model of a typical neuron
Each neuron has one or more inputs and the input signals come from either the external
environment or from the outputs of other neurons in the network. Associated with each input
connection is an adjustable value called a weight or connection strength. Usually wji represents
the weight of the connection from neuron i to neuron j, and it is these weights that govern the
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behaviour of the neural network and various learning algorithms have been developed to adjust
the weights such that they can exhibit learning behaviour. Also associated with each neuron is a
threshold Oi and the operation of a single neuron can be described as,
yj = q)(Exi wii — j	 (A.1)
The function (19 in equation (A.1) is called the activation function. The activation function defines
the output of a neuron in terms of the activity level and the three basic types of activation
functions are threshold functions, piece-wise linear functions and sigmoid functions. The most
common activation function is the sigmoid function, which is defined as a strictly increasing
function which exhibits smoothness and asymptotic properties. An example of a sigmoid
function is the logistic function given in (A.2), where vi
 is the net internal activity of neuron j, and
y; is the output of the neuron.
1 
Y; 1+ exp(—vi)
A.2 Standard Multi-Layer Perceptron
A typical feedforward multi-layer perceptron consists of a set of source nodes, known as the
input layer, one or more hidden layers of computation nodes, and an output layer. Each neuron is
connected to every neuron in the previous layer and the input signals propagate through the
network in a forward direction. Such networks have been applied to a variety of problems by
training them in a supervised manner using the back-propagation algorithm. This algorithm
consists of two phases : a forward pass and a backward pass. In the forward pass, a pattern is
applied to the input layer, and its effect propagates through the network until a set of outputs is
produced at the output layer. During the backward pass and error signal is generated by
calculating the difference between the actual response of the network and the target response.
The error signal is then propagated back through the network and the synaptic weights are
adjusted so as to make the actual response of the network move closer to the desired response.
The error signal at the output of neuron j is defmed by,
e.= d•-y•
J	 J	 J
(A.2)
(A.3)
(A.4)
(A.5)
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where di is the desired response and yi is the actual response. We define the instantaneous value
of the squared error for neuron j as,
1E = —e 2.
2
If the network is trained using a training set of size N, then the total error is given by
Etotal = I Ek
k=1
where Ek denotes the discrepancy of the kth training example. The objective of the training phase
is to minimise the Etotal defmed in (A.5). Back-propagation is a gradient descent algorithm, and
the weights are adjusted according to an amount proportional to the derivative of E with respect
to w.
dEAw k.. =
" dw jki
where n is the learning parameter. In a strict gradient descent algorithm, the E in (A.6) should be
&oral, and the updating of the weights should take place after a pass through all of the training set.
This is called batch mode back-propagation. However, a more common approach is to update the
weights after each training example. A derivation of the back propagation algorithm is given in
[83]. It is often the case that the training set needs to be presented to the network several times
before the network converges to a stable set of weights. Each presentation of the training set is
known as an epoch or an iteration.
A.3 FIR Multi-layer Perceptron
A finite impulse response (FIR) multi-layer perceptron is responsive to time varying signals since
it has memory. In this type of neural network each synapse is represented by a finite impulse
response filter, this is equivalent to a time-delay neural network in which the outputs of a layer
are buffered several time steps and then fed fully connected to the next layer. An FIR multilayer
perceptron may be trained by unfolding it in time and performing standard back-propagation,
however a more efficient method is to use the temporal back-propagation algorithm that invokes
(A.6)
s1(n)
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certain approximations to simplify the computation.
Each FIR filter (synapse) is said to have 1 taps which represent the delay units. The index 1
ranges from 0 to M, where M is the total number of delay units built into the filter. According to
this model, the signal sii(n) at the output of the synapse from neuron i to neuron j is given by a
linear combination of delayed values of the input signal xi(n),
s j; (n)=Ew J;(1)x;(n— 1)	 (A.7)
A synapse with an FIR filter is shown in Figure A.2.
Figure A.2:Synapse from neuron i to neuron j represented as an FIR filter
By introducing the following definitions for the state vector and weight vector for synapse i,
respectively, we may thus express the scalar signal s(n) as the scalar product of the vectors
wfi(n) and xi(n).
x;(n)=[x;(n),xi(n —1)„ x i (n — MA T	(A.8)
w = [w1,-(0) ' w (1)' 	 9 W1 (MAT,
Therefore, summing over the complete set of p synapses, we may describe the output yin) of
neuron j by the following equation,
(A.9)
(A.10)y (n) = go(Esii (n) — 9j J = 	 wii;x; (n) --8j
i=1	 i=1
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Note that the only difference between this and the standard model of the neuron in (A.1) is that
the scalars w and xi, are replaced by the weight vector w, and the state vector x i(n), respectively.
As with the standard model, the aim is to minimise the squared error computed over all time. In a
similar way to the standard back-propagation algorithm, the temporal back-propagation
algorithm is derived in [83].
Appendix B
Learning Automata - An Overview
A learning automaton can be regarded as a fmite state machine. It operates by selecting an action
from a finite set of actions which is then evaluated by a random environment. The response from
the environment is used by the automaton to select the next action and by this process the
automaton learns to select the optimal action. The manner in which the environment response is
used to select the next action is determined by the learning algorithm.
A.1 Introduction
An automaton can be described mathematically by a quintuple,
A -= {a, 13, F, GA)}	 (B.1)
The vector a forms the output or action set of the automaton, the vector 0 defmes the inputs, the
vector 4) defines the internal state, the transition function F determines the state at instant n+1
given the inputs and state at instant n and the transition function G determines the output of the
automaton given the current state.
We are particularly interested in stochastic automata in which the functions F and G are
stochastic and probabilities are associated with the next states and outputs of the automaton. In
this type of automaton the internal state of the automaton, 4), is replaced by the action probability
vector, p, which is defined as,
P(n) = Ip1 (n), P2 (0, P3 (0, 	 , Pr (n)}	 (B.1)
The particular automaton described in (B.1) has r actions and,
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p (n) = Prob[a(n) = ai ]
where,
pi(n)=1
(B.2)
(B.3)
The environment can be mathematically described by the triple,
E	 {oc,13,c} (B.4)
where a is the set of inputs to the environment, P is the set of outputs and c is the set of penalty
probabilities. The input to the environment is one of the r actions selected by the automaton. If
the action is i then the output of the environment is given by and the environment can be
categorised according to the type of response it generates. A P-Model type generates a binary
response, in such an environment pi=1 is taken as a failure while A=0 is taken as a success. In
the Q-Model environment, A(n) can take on a finite number of values in the range [0,1]. An S-
Model environment can generate any variable in the range [0,1] i.e. A(n)e [0,1]. The set of
penalty parameters, c, characterises the environment and is defined as,
ci = Prob[/3(n) =11 a(n)=ai ]	 (B.5)
This is the probability that action a; would result in an unfavourable response from the
environment and the values of ci are unknown. It is the aim of the automaton to minimise each ci
such that the probability of a failure is also minimised.
The connection of the stochastic automaton and the environment is shown in Figure B.1 and
together with a learning algorithm forms a stochastic learning automaton.
Set of Inputs, a Set of Responses, 13
Set of Actions, a
•
Set of Inputs, 13
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ENVIRONMENT
AUTOMATON
Figure B. I:Learning Automaton
A stochastic learning automaton can be described by the quintuple,
SLA{a,3,p,T,c}
	
(B.6)
where a is the set of outputs of the automaton / inputs to the environment, 13 is the set of inputs to
the automaton / outputs from the environment, p is the probability vector, T is the learning
algorithm and c is the set of penalty probabilities which define the environment.
A.2 Performance Measures
A stationary environment can be defined as one in which the set of penalty probabilities, c,
remains constant over time. By contrast, a non-stationary environment is characterised by a
penalty set that varies over time. A special case of a non-stationary environment is the non-
autonomous environment where the actions chosen influence the values of the penalty set. This is
the case for the scheduler described in the thesis since selecting a particular queue for service may
decrease the attractiveness of selecting that queue in the near future.
To quantify the performance of stochastic learning automata, certain measures have been defined
which determine the effectiveness of the automaton and enables the comparison with other
schemes. A quantity M(n) is defined as the average penalty received by the automaton for a
given action probability vector and is given by,
M (n) = E[I3(n) I p(n)J .	pi(n)	 (B.7)
(B.8)
lim E[M(n)] = + (B.11)
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An pure-chance automaton that selects each action with equal probability has an average penalty,
Mo, given by,
An automaton which is said to learn must perform better than a pure-chance automaton and the
average penalty must be less than Mo. Since M(n) is a random variable, the expected value of
M(n) must be compared with Mo and based on the comparison we can define three types of
behaviour.
An automaton is said to be expedient if,
lim E[M (n)] < M 0	 (B.9)
n-).*
Therefore a learning automaton is expedient if it performs better than a pure chance automaton.
A learning automaton is said to be optimal if,
lim E[M(n)] c	 (B.10)
where ci=mini {q}. Optimality is a desirable feature in a stationary environment since it ensures
that the optimal action is chosen with probability 1. However, in a non-stationary environment in
which the optimal action may change an 6-optimal automaton is more desirable since it ensures
that the automaton does not get locked into any particular state. An 6-optimal automaton chooses
the optimal action with a probability arbitrarily close to 1 depending on the choice of E.
B.3 Learning Algorithms
The learning algorithm determines how the action probability is modified with respect to the
performed action, a(n), and the environment response, p(n). The learning algorithm can be
represented as,
P(n +1) = T[p(n),a(n), 18(01	 (B.12)
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If the function T is linear then the learning algorithm is said to be linear, otherwise it is said to be
non-linear. The idea behind any learning algorithm is that if the automaton selects a particular
action and obtains a favourable response from the environment then the corresponding action
probability is increased while the action probabilities of the other actions are decreased.
Similarly, for an unfavourable response the corresponding action probability is decreased while
the others are increased.
If a(n)= oci, then a general linear algorithm for a P-Model environment can be defined as follows,
If f3(n)=0 (favourable),
p (n + 1) = p (n) + a[l – p (n)]	 (B.13)
p (n + 1) = (1 – p (n)	 Vj j i	 (B.14)
If 13(n) . -.1 (unfavourable),
p (n + 1) = (1– b) p (n)	 (B.15)
p (n + 1) = —b + (1 – p (n)	 Vj; j  i	 (B.16)
1 – r
where a and b are the reward and penalty parameters respectively. If a=b then the updating is
known as the Linear Reward Penalty (LRp) scheme. If b=0, the Linear Reward Inaction (Liu)
scheme is obtained. Finally if b<<a then the resulting scheme is known as the Linear Reward
Epsilon Penalty (LRep) scheme.
Other learning algorithms include discretised algorithms in which the action probabilities are
limited to taking on discrete values in range [0,11. The idea behind such algorithms is that they
approach the optimum directly rather than asymptotically as with continuous algorithms, the
trade off between the rate of convergence and the stability upon convergence can be controlled by
the degree of quantisation. Estimator algorithms maintain an estimate of the penalty probabilities
as the learning proceeds. The internal state of the automaton is now characterised by the estimate
of the penalty probabilities in addition to the action probabilities, and this additional information
is used in the updating of the probabilities and generally yields a faster rate of convergence at the
expense of additional storage.
Appendix C
MPEG-I Coding
Due to the high bandwidth needs of uncompressed video streams, several coding algorithms for
the compression of these streams have been developed. The MPEG-I coding algorithm achieves
compression by reducing both the temporal and spatial redundancy of the video stream. The
spatial redundancies are reduced by entropy coding and transforms, and the temporal
redundancies are reduced by the prediction of future frames based on motion vectors. This
prediction is achieved by using three types of frames.
• I-frames use only intra-frame coding, based on discrete cosine transform and entropy coding.
This frame is coded without reference to other frames, therefore allowing random access.
• P-frames are similar to I-frames, but with the addition of motion compensation with respect to
the previous I- or P- frame.
• B-frames are similar to P-frames, except that the motion compensation can be with respect to
the previous I- or P- frame, the next I- or P- frame, or an interpolation between the two.
I-frames are generally larger than P-frames, which in turn are generally larger than B-frames.
After coding, the frames are arranged in the periodic sequence "B3BPBBPBBPBB", this is called
a group of pictures (GOP). A summary of MPEG-I coding is given in Figure 10.1.
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Figure 10.1:Group of pictures in an MPEG-I stream
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Appendix D
Discrete Time M/1V1/1 and MMDP/M/1
Queues
In this appendix we derive solutions to discrete time queueing systems with geometric service
times and arrivals that follow Bernoulli and Markov Modulated Deterministic Processes
(MMDP).
D.1 Bernoulli Arrival Process
Consider the case when the arrival process at the queue is Bernoulli. The average arrival rate is
given by X, therefore the probability that a cell arrives in any given time slot is also given by X.
The average service rate is p., therefore the probability that a cell is served in a given time slot is
also given by y. We shall define,
q(n) - Probability that there are n cells in the queue at any given time
d(n) - Probability that a cell experiences a delay of n time slots passing through the queue
The Markov chain for this queuing process is given in Figure 11.1.
Figure 11.1:Markov chain for queuing process
The flow balance equation for this chain is,
A(1— #) 
q(n + 1) —	 q(n) — pq(n)(1— 4u
A(1—u)
where p —
( 1— A)11
(D.2)
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q(n)(1— p) = q(n + 1)(1— A../	 (D.1)
Thus,
Repeating equation (D.2) n times, one finds that,
q(n). p n q(0)	 (D.3)
To fmd q(0), we must invoke the probability normalisation condition,
I q(n)= 1	 (D.4)
n
For an infinite queue, one finds that if p<1,
q(0) =1— p	 (D.5)
therefore,
q(n). (1— p)pn	 (D.6)
Note that since the probability that the queue is empty is q(0)=1-p, the probability that the queue
is non-empty is just the utilisation p. This result is the same as with an M/M/1 queue but with a
different p, therefore it is possible to calculate various statistics of the queue length distribution
using the M/M/1 queuing equations.
However, we are interested in the delay distribution. For the system we have, an arriving cell will
suffer zero delay only if the queue is empty and the server serves the arriving cell immediately,
therefore,
d(0) = q(0)g	 (D.7)
Similarly, if the cell suffers a delay of one time slot, one of two situations must arise. Either the
cell arrives at a queue containing one cell and the both cells are served consecutively, or the cell
arrives at an empty queue and must wait one time slot before being served.
= (1 - (1 - p)KH-1 )(1 - A) + A (D.15)
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d(1) q(0)(1— //)// + q(1)1/2	 (D.8)
Similarly,
d(2) = q(0)(1 — it) 2 1/ + 2q(1)(1—	 + q(2)y 3	(D.9)
This gives us the general result,
d (n)	 q(i) 41.2)i.i'
i	 1
Further manipulation yields,
--11 d (n) = k (1 -	 where k -
1 — A
Thus, the mean delay is given by,
= 1 - k 1- ,u
k	 — A
(D.10)
(D.11)
(D.12)
Therefore given a mean delay requirement of d, the required service rate is given by,
1+a 
= —
1+d
(D.13)
Also since the delay distribution is geometric then the cumulative delay distribution is given by,
D(n)= 1— (1— k)'+ '	 (D.14)
Therefore it is possible to calculate the pth percentile of the distribution. Using this we can
calculate the required service rate such that p% of the cells suffer a delay less than n, this is given
by,
D.2 Markov Modulated Deterministic Process
An MMDP is the most common bursty traffic model with the generating process alternating
between two states. The OFF state corresponds to no cell arrivals. The ON state corresponds to
A, — )
a
)3
+
3 (D.16)
1—
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cells arriving in every time slot. The process is described by two parameters, a and 13, that
represent the probabilities of leaving the ON and OFF states, respectively. Furthermore the mean
ON and OFF periods are given by 1/a and 143, respectively. The average arrival rate, X, defined
as the probability that a cell arrives in any given time slot, is related to a and 0 as follows,
The model is summarised in Figure 11.2.
Figure 11.2 : Markov chain describing traffic arrival process
In contrast to the Bernoulli arrival process, the overall Markov process is two-dimensional in
order to take into account the ON and OFF states (Figure 11.3). Define the following,
q(n,0) - Probability that the queue occupancy is n cells and the source is in the OFF state
q(n,l) - Probability that the queue occupancy is n cells and the source is in the ON state
(1-0/2	 (1-a) t	 (1-02
Figure 11.3 : Markov chain for queuing process with MMDP arrivals
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The flow balance equations are generated by considering the probability flows across the planes
labelled X and Y. Considering plane X we obtain,
q(n +1,0)(1 — P)p. + q(n +1,1)ap = q(n,0)13(1— it) + q(n,1)(1— a)(1 — /I) (D.17)
Similarly with plane Y we obtain,
q(n,0)(1 — P)it + q(n,0)/3/t = q(n,1)a(1— JO+ q(n,1)(1— a)(1— (D.18)
Further manipulation of (D.18) yields,
(1 — /1) (D.19)q(n,0) = q(n,l)
1-1
We can define,
q(n,0)+ q(n,1)= q(n) (D.20)
Substituting (D.19) into (D.20) gives us,
q(n,l) = q(n)it (D.21)
q(n,0) = q(n)(1— it) (D.22)
Substituting (D.21) and (D.22) into (D.17) gives us the result,
+1) = p.(1— /1)(1 — a) + (1 — "0 2 p (D.23)q(n	 q(n)
/2(1— /2)(1 — /3) + Ira
As before we obtain the result,
q(n) = (1— p)pn
where,
=	
— 11)( 1 — a) + ( 1 — 10 2 P
(D.24)
(D.25)P
-	 + 112a
The delay distribution is obtained using (D.11) and is given by,
fri+1
it=  _ _
ad + /3J +1
(D.27)
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d(n) = k(1- k) 	 where k = p.(1- p)	 (D.26)
Using this it is possible to calculate the required service rate such that a particular mean delay
requirement is met, this is given by,
Also the required service rate in order to ensure that p% of the cells suffer a delay less than n is
given by,
1—X+fiX 
12 = 1— X + 13X + aX
where X = 1— (1— p)Yn+1 (D.28)
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