Line Spectrum Pair (LSP) was first introduced by Itakura [1,21 as an alternative LPC spectral representations. It was found that this new representation has such interesting properties as (I) all zeros of LSP polynomials are on the unit circle, (2) the corresponding zeros of the symmetric and anti-symmetric LSP polynomials are interlaced, and (3) the reconstructed LPC all-pole filter preserves its minimum phase property if (I) and (2) are kept intact through a quantization procedure. In this paper we prove all these properties via a "phase function." The statistical characteristics of LSP frequencies are investigated by analyzing a speech data base. In addition, we derive an expression for spectral sensitivity with respect to single LSP frequency deviation such that some insight on their quantization effects can be obtained. Results on multi-pulse LPC using LSP for spectral information compression are finally presented.
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LINE SPECTRUM PAIR (LSP)
For a given order m, LPC analysis results in an inverse filter A,,, (z) I + a,z' + a2z2 + + a,,,z" which minimizes the residual energy [3] . In speech compression, the LPC coefficients {a1,a2, , a,,,) are known to be inappropriate for quantization because of their relatively large dynamic range and possible filter instability problems. Different set of parameters representing the same spectral information, such as reflection coefficients and log area ratios, etc., were thus proposed [4, 5] for quantization in order to alleviate the above-mentioned problems. LSP is one such kind of representation of spectral information. LSP parameters have both well-behaved dynamic range and filter stability preservation property, and can be used to encode LPC spectral information even more efficiently than many other parameters.
The LSP representation is rather artificial. For a given mlh order inverse filter as in (1), we can extend the order to (tn+l) without introducing any new information by letting the (m+1)'° reflection coefficients, k,,,+1, be 1 or -I. This is equivalent to setting the corresponding acoustic tube model completely closed or completely open at the (ni+l)°' stage. We thus have, for k,,,+ = ± I respectively, A,,,+t(z) = A,,,(z) ± For convenience, we shall call these two polynomials P(z) (for k,,,+1 1) and Q(z) (for k,,,+1 -1), respectively. It is obvious that P(z) is a symmetric polynomial and Q (z) is an anti-symmetric polynomial and
Three important properties of P(z) and Q (z) are listed as follows:
(1) All zeros of P(z) and Q(z) are on the unit circle;
(2) Zeros of P (z) and Q (z) are interlaced with each other; and (3) Minimum phase property of A,,,(z) is easily preserved after quantization of the zeros of P(z) and Q(z).
Since zeros of P(z) and Q(z) are on the unit circle, they can be expressed as e'" and w's are then called the LSP frequencies. The first two properties are useful for finding the zeros of P (z) and Q (z). The third property ensures the stability of the synthesis filter.
LSP PROPERTIES
We shall prove LSP properties in this section. Rewriting equation (2) in a product form we have
The group delay of 11(w), defined as the negative slope of 4(w), is l,12 (2) r(w) -
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We define which can be factored as
where z's are the zeros of A,,,(z), z r1e', and r < 1. Since
It is also obvious that H(z) is the z-transforni of an all-pass filter and we can write H(w) = e't (8) where 4(w) is the phase function of 11(w). Because the solution to P(z) = 0 or Q(z) = 0 requires that 11(z) = ± I, we conclude that P(z) and Q(z)
can only have zeros on the unit circle. The phase function 4(w) can further be expressed as -rsin(w-w)
Again because all r• < 1, we conclude that z(w) > I and 4(w) is a monotonically decreasing function. A typical phase function of 11(w) is depicted in Fig. I . Also, 4(0) = 0 and 4(2sr) = -2(m+l),,r. Therefore, 4(w) crosses each 4 = nir line exactly once resulting in 2(m+l) crossing points for 0 w < 2w. These crossing points constitute the total 2(m-l-l) zeros of P (z) and Q (z) alternately on the Unit circle. Properties (I) and (2) are thus proved.
We want to show that in quantizing the LSP frequencies the reconstructed all-pole filter preserves its minimum phase as long as properties (I) and (2) are observed. To show this, it suffices to show that if A (z) is non-minimum phase, properties (1) and (2) will be violated. We first show that A (z) can not have zeros on the unit circle. Assume it has one at i.e., A (w) = 0. Since A (w) = A (-w), e" is also a zero of P(z) and Q(z). But this is impossible because of property 2, which implies that P(z) and Q (z) have no common zeros. Next we show that zeros of A (z) can not reside outside the unit circle either. Again, we assume A (z) has some zeros outside the unit circle. We write A (z) as a product of two polynomials, Therefore () cannot be tangent to any na line to accumulate 2(rn+l) crossings for U so < 2sr and we conclude our proof of property (3) that the reconstructed prediction polynomial A (z) must be of minimum phase.
SINGLE-PARAMETER LOG SPECTRAL SENSITIVITY
Due to the interaction between LSP frequencies, it is difficult to analyze the log spectral sensitivity with respect to all LSP parameter variations in a closed form. We investigated only the single parameter log spectral sensitivity to gain some insight on the quantization effects of LSP frequencies.
The 
Obviously, both Hi(z) and H2(z) are all-pass functions with monotonically decreasing and increasing phase characteristics, correspondingly. The combined phase characteristics () traverses from 0 to (sn-28-l)2sr when so goes around the unit circle. Thus, for P(z) and Q(z) to have together 2(ni+l) zeros on the unit circle, the phase function ql(w) cannot be either monotonically decreasing or monotonically increasing because () would othersvise have only m-2I-t crossings with cii = na lines for 0 a w < 2ir, less than the 2(m+l) crossings required. (Note that if ,n=d. A (z) minimum phase.) Therefore, () has to either intersect some 4i = na lines more than once consecutively or be tangent to them to make the total crossings 2(m+l) as shown in the conceptual diagrams in Fig. 2 We studied the statistical properties of LSP frequencies by using a different speech data base which Consists of 37000 frames of male snd female speech data. Each frame is 20 ma long and the analysis rate is 100 frames/sec. A 10th order LPC analysis is employed and the resulting histograms of the ten different LSP frequencies are plotted in Fig. 3 . As shown in the figure, the LSP frequencies are distributed orderly along the (14) frequency axis. With these statistical characteristics it may be already apparent that simple coding schemes can be easily employed to efficiently 1.1O2 Histograms of LSP frequencies encode the LSP frequencies. However, we found that speaker characteristics, analysis as well as recording conditions contributed significant variation in the corresponding LSP frequency statistics. It then appears to be desirable to find another transformation of the LSP frequencies that are less susceptible to variations in speaker characteristics and analysis/recording conditions so that even more efficient quantization can be accomplished.
Using the same data base, we investigated the distributions of the differences between adjacent LSP frequencies i.e., is1 -w_. The results are plotted in Fig. 4 . The range of distributions are highly limited, About 99% of the frequency difference samples are within the range of 0 and 0.1 normalized frequency for the 10th order LPC analysis used. We found that the statistical characteristics, particularly the range, of the w distributions remain practically the same for different speakers as well as various analysis and recording conditions. More efficient scalar encoding of speech spectral parameters can thus be achieved by quantizing the LSP frequency differences. We demonstrate below how this can be done with a simple encoding strategy that is similar to DPCM in waveform coding:
(1) Begin by quantizing is1 to i2 and setting i (2) form the difference between as1+, and , 5ss The corresponding block diagram is depicted in Fig. 5 . We further compared that with a 30% reduction in bit rate requirements, the LSP difference scheme achieves an even lower average distortion level, compared to the LAR scheme. Also as a comparison, Itakura and Sugamura [7] reported a 25% reduction in bit rate requirements when uniform quantization of the straight LSP frequencies is employed.
COMPUTATIONAL ASPECTS OF LSP FREQUENCY FINDING
Computationally it is not a trivial task to find the roots of a polynomial in general. Fortunately, the LSP polynomials have some nice properties that allow us to alleviate the complicated root finding problem. First, the symmetric and the anti-symmetric polynomials have two real zeros, namely I and -I. Therefore, the (m-I-l)th order polynomials can be reduced to inth order symmetric polynomials:
Second, since all the roots are on the unit circle, we need only to evaluate polynomials P(z) and Q(z) on the unit circle; in particular, and.
1.10.3 Block diagram to encode LSP frequency difference the coding efficiency of this proposed quantization scheme with one existing LPC parameter quantization scheme, namely, uniform quantization of log area ratios (LAR) with optimal (integer) bit allocation. We use the likelihood ratio distortion [6] as our objective measure. The resulting histograms and the corresponding mean and standard deviations of the distortions due to quantization are shown in Fig. 6 . The total number of bits 20.0r Histograms of LSP frequency difference
In the above expression, x = coss. It is well known that any polynomial with order 4 or less can be solved through its radicals [8] in a closed-form. The root finding cost is then only nominal. For any LPC with order higher than 8, the root finding is more complicated. However, efficient algorithms are still available. Here we propose a sequential way to find them.
With an adequately fine grid, w, we evaluate the discrete cosine transform of the sequence {l,p1 
LINE SPECTRUM PAIR AND MULTI-PULSE LPC
Multi-pulse LPC has been proposed by Atal and Remde [9] as a high quality, moderate bit rate voice coding technique. At 9.6 kbits/sec rate, the multi-pulse LPC requires around 2 kbits/sec for encoding the spectral information if reflection coefficients or log area ratio coefficients are used. If LSP frequency difference is adopted for encoding the spectral information only 1 .5 kbitsfsec is needed to achieve the same level of spectral distortion. The extra 500 bits/sec thus saved can be allocated to improve the encoding of excitation signals of the speech. Quality improvement was achieved in our simulation results.
CONCLUSION
We presented both our proof of the deterministic properties and findings of the statistical properties of the LSP representation of speech signals. With all the proven and found properties and efficient root finding schemes proposed, LSP is very well suited for efficient speech data compression. A 30% higher coding efficiency of LSP than LAR has been demonstrated.
