Equilibrium in the electronic subsystem across the solution-metal interface is considered to connect the standard electrode potential to the statistics of localized electronic states in solution. We argue that a correct derivation of the Nernst equation for the electrode potential requires a careful separation of the relevant time scales. An equation for the standard metal potential is derived linking it to the thermodynamics of solvation. The Anderson-Newns model for electronic delocalization between the solution and the electrode is combined with a bilinear model of solute-solvent coupling introducing nonlinear solvation into the theory of heterogeneous electron transfer. We therefore are capable of addressing the question of how nonlinear solvation affects electrochemical observables. The transfer coefficient of electrode kinetics is shown to be equal to the derivative of the free energy, or generalized force, required to shift the unoccupied electronic level in the bulk. The transfer coefficient thus directly quantifies the extent of nonlinear solvation of the redox couple. The current model allows the transfer coefficient to deviate from the value of 0.5 of the linear solvation models at zero electrode overpotential. The electrode current curves become asymmetric in respect to the change in the sign of the electrode overpotential.
I. INTRODUCTION
The equilibrium between the electronic subsystems of a redox couple in solution with the conduction electrons of a metal electrode requires their corresponding electrochemical potentials to be equal: m = s , where "m" and "s" subscripts refer to the metal and solution, respectively. The electrochemical potential 1 where e is the elementary charge. The equality of the two electrochemical potentials then connects the chemical potential of the electrons in solution, i.e., electrons localized at the donor and acceptor electronic levels of the solvated redox couple, to the interfacial potential drop and the chemical potential m of the metal conduction electrons,
This notion establishes the absolute half-cell potential E abs in Trasatti's definition. 3, 4 This convention defines the potential of a single electrode that does not require specifying a reference electrode. The difference of absolute half potentials then measures the cell potential, which in turn is completely determined by the chemical potentials of the corresponding half reactions in solution.
While these relations are exact within both the thermodynamic and statistical-mechanical framework, 5 some subtleties still remain. The absolute potential as defined by Eq. ͑2͒ is not directly measurable and the connection to measurable work functions of the metal electrode and solution requires the consideration of the surface potential. 4, 6, 7 Regardless of these difficulties, the chemical potential s is a fundamental and well-defined property of a solvated redox couple, independent of the nature of the metal electrode. It is therefore amenable to at least a theoretical calculation. Such calculations are becoming increasingly realistic by employing either analytical techniques or numerical simulations of ensembles determined through force-field potentials. We here are interested in the latter aspect of the problem. More specifically, we want to provide a theoretical framework for the calculation of s from the energetics of localized electronic states in solution and to connect the solvation thermodynamics to observables of electrochemical experiments.
The commonly presented thermodynamic arguments link the chemical potential of the electrons in solution s to the difference in thermodynamic chemical potentials of the reduced, red , and oxidized, ox , forms of the redox couple ⌬ s = red − ox . This procedure can be represented by an imaginary reaction, ox͑s͒ + e m → red͑s͒, ͑3͒
in which the electron is brought from the metal to the oxidized particle in solution; vacuum is commonly adopted as the reference state for all energies involved. tion in each redox state. While the thermodynamic cycle in Eq. ͑3͒ seems quite reasonable and is widely used, one has to recognize that every thermodynamic argument involves an assumption of a certain separation of time scales, 8 which needs to be carefully articulated, in particular, for problems related to the interaction of slow nuclear with fast electronic degrees of freedom. 9 Because equilibration establishing the electrode potential occurs in the electronic subsystem only, a connection between s and the thermodynamic properties of solvated redox species, which incorporate ensemble averages over the nuclear degrees of freedom, needs to be clearly established.
Below we will derive such relations and show that the often anticipated direct link between the electrode potential and the Gibbs energy ⌬ s of the half reaction can be easily established for linear solvation, but does not generally extend to nonlinear response of the solvent. We first present some general statistical-mechanical arguments and then provide a fully consistent statistical-mechanical derivation involving a specific form of the electronic coupling between the redox couple and the metal electrode. This derivation is then supplemented by a nonlinear solvation model with the goal of understanding of how nonlinear solvation is reflected in the observables commonly reported in the electrochemical experiment. We show that the transfer coefficient of the electrode kinetics appears as a fundamental parameter quantifying the extent of nonlinear solvation of a redox couple in the bulk.
II. ELECTRONIC CHEMICAL POTENTIAL IN SOLUTION
We start with the standard statistical-mechanical arguments by considering a solution of N ox particle in the ox state and N red particle in the red state. The red state is occupied by a single electron and the ox state is empty. Since the chemical potential of the localized electronic states s characterizes the redox system only, we do not need to consider the electrode electrons at this stage. We just note that the standard setup of an electrochemical experiment assumes that ox and red states are present in access in solution and charging the metal electrode to the potential equalizing the electrochemical potentials of the two systems does not change either N ox or N red , which can therefore be kept constant.
The energies of the localized electron in the ox and red states of a molecule immersed in a fluctuating nuclear environment can be written as follows:
⑀ ox,red ͑q͒ = ⑀ ox,red + ␦⑀͑q͒.
͑4͒
Here, q denotes the manifold of the nuclear degrees of freedom, ⑀ ox,red are the average energies of the electron in the two states, and ␦⑀ is the fluctuation of the electronic level caused by thermal motions of the nuclear degrees of freedom. The grand-canonical free energy of this two-component fermionic system then becomes
where ␤ =1/ ͑k B T͒ is the inverse temperature. The angular brackets ͗¯͘ q in Eq. ͑5͒ indicate an ensemble average over the nuclear configurations. The average of the free energy over the distribution of nuclear coordinates is based on the idea of quenched disorder. 11 It cannot be introduced by purely thermodynamic reasoning and requires a certain separation of time scales, which we discuss first.
The position of a localized electronic state in a polar condensed solvent is regulated by a number of degrees of freedom with a hierarchy of the corresponding time scales. First, since we are considering a two-state system with two energy levels, the characteristic time of transitions between them 0 = ប / ⌬⑀ is determined by their average energy gap ⌬⑀ = ⑀ ox − ⑀ red . This is the electronic time scale of the solute. The solvent is characterized by at least two principle time scales, the time scale of bound electrons e , and a characteristic timescale of the nuclear motions n . 9 Solvents commonly used in electrochemical measurements do not absorb light at the frequency 0 −1 at which the charge-transfer transition can be studied by means of spectroscopy. One then commonly assumes e Ӷ 0 . With this separation of time scales, the instantaneous energies of the donor and acceptor electronic levels at a given ͑frozen͒ nuclear configuration of the system and a frozen population of the localized states ͑ox or red͒ are obtained by tracing out the electronic degrees of freedom of the solvent from the entire density matrix of the system i = exp͓−␤H i ͔,
Here, the trace ͑Tr el,s ͒ is over the electronic degrees of freedom of the solvent. The partial free energies ⑀ i ͑q͒ ͑i = ox, red͒ can then be used in the standard golden rule perturbation equations to calculate the probabilities of nonadiabatic transitions. 9 The next step in the hierarchy of time scales is to recognize that the electronic time of the solute 0 is much shorter than the nuclear time n . The electronic equilibrium between the two redox states will be established at any nuclear configuration of the system. Therefore, the electronic free energy ͑and not the partition function͒ needs to be averaged over different nuclear realizations ͓Eq. ͑5͔͒, as is normally done for quenched disorder encountered in glasses. 11 We note here in passing that the time of establishing the equilibrium potential of the electrode, which is typically much longer than both n and 0 , is irrelevant here since we are discussing the chemical potential of the localized electrons in solution.
The chemical potential s is found by equating −͑‫ץ‬⍀ / ‫ץ‬ s ͒ T to the number of electrons in the system, i.e., N red . This condition results in the equation
where n ox,red = ͓1 + e ␤͑⑀ ox,red ͑q͒− s ͒ ͔ 
Here, the standard electrochemical potential s 0 is given by the mean of the average energies of the ox and red states plus a logarithmic correction
where
The parameters z Ϯ are fugacities of the hole ͑"+"͒ and electron ͑"Ϫ"͒ solvations. It should be stressed that these parameters refer to solvation of electronic states only and not to the entire solute. They are not known a priori as they depend on the statistics of the electronic energy fluctuations.
When the statistics of ␦⑀ is Gaussian, with the response function independent of the charge, the positive and negative deviations from the average occur with equal probabilities and z = z Ϯ is related to the trapping ͑reorganization͒ energy s as z = exp͓␤ s ͔. The logarithmic term in Eq. ͑10͒ will vanish in this limit. Finally, we note that for typical conditions of solvation in polar media ⌬⑀ =2 s Ӎ 2 eV and the condition for the splitting between the ox and red energies exceeding the thermal energy, used in deriving Eq. ͑9͒, are well justified.
The electronic chemical potential given by Eq. ͑10͒ is of course analogous to the common placement of the Fermi level of a semiconductor dividing approximately in half its forbidden gap. 12 In addition, when the populations of ox and red states are in equilibrium, N ox / N red = exp͓−␤⌬⑀͔, the standard electrochemical potential s 0 becomes ⑀ red . This energy is an analog of the highest occupied Fermi level in the metal at the equilibrium population.
If fluctuations are neglected ͑ s =0͒ and one assumes very close states ⑀ ox Ӎ ⑀ red = ⑀, one gets the result obtained previously by Reiss 5, 7 under the same approximations,
In both cases, the standard chemical potential is given by the mean of two energies, 12, 13 but the coefficient in front of the logarithm of the population ratio depends on the assumed distribution of the electronic energy levels.
The arguments leading to Eqs. ͑10͒ and ͑12͒ are well established and are routinely used in the theory of radiationless transitions. They are reiterated here to stress that establishing the chemical potential s of the localized electrons in solution does not rest on thermodynamic arguments alone and requires a clear recognition of the underlying separation of the relevant time scales. Of course, the same separation of time scales 9 is the basic physics behind the Marcus theory of electron transfer, 14 which operates in terms of instantaneous donor and acceptor electronic states shifted by fluctuations of the nuclear polarization P. The result of the Gaussian character of these fluctuations, equivalent to the linear response of the solvent, is the Gaussian formula for the reaction rates,
where ⑀ ox,red , as above, are the average energies of the ox and red states. The equality of the forward and backward electrical currents, k ox c ox = k red c red , results in the condition,
when the activation barrier is greater than k B T and c ox,red are the surface concentrations. In deriving Eq. ͑14͒ the definition of the reorganization energy in terms of the Stokes shift, 15 ⌬⑀ = ⑀ ox − ⑀ red =2 s , was used. Equations ͑9͒ and ͑14͒ are equivalent when c ox,red ϰ N ox,red 1/2 . The main result of these fairly simple arguments is that it is not the equilibrium chemical potentials ͑free energies͒ of the red and ox states that define the standard chemical potential of the localized electrons, but instead the average energies. This derivation in fact supports Parsons' early statement 6 that s is not identical to ⌬ s . One then wonders how to reconcile this result with the common and empirically supported notion that the standard electrode potential reflects the Gibbs energy ⌬ s of a half reaction such that the difference of standard potentials of two half reactions yields the overall Gibbs energy of a redox reaction. This connection is easy to draw for Gaussian energy fluctuations corresponding to linear solvation, but is harder to establish for a nonlinear solvent response.
In order to make our arguments more specific, we will follow the standard route of the Marcus theory 14 and assume that the only nuclear mode changing the energies of the localized electronic levels is the nuclear dipolar polarization P. The instantaneous electronic energies ⑀ i ͓P͔ are then vacuum energies ⑀ i ͑0͒ shifted by the solution inner potential s and by the interaction of the electric field of the localized electron E e with the polarization P,
The asterisk here refers to the tensor contractions ͑scalar product͒ and integration over the space occupied by the solvent. The average energies ⑀ i ͑i = ox, red͒ are given by the interaction of E e with the polarization P i in equilibrium with the electric field E i in the corresponding oxidation state. If the response of the solvent to the electric field of the solute is linear, P i is found from the linear response function ,
and their mean is ⑀ = ⑀ ͑0͒ − ⌬E ‫ء‬ ‫ء‬ E, where E = ͑E ox + E red ͒ / 2, and we replaced the field of the electron E e with the difference of electric fields in the two states ⌬E = E e = E red − E ox . Clearly, the standard electrochemical potential of the solution electrons is related to the difference of solvation free energies in red and ox states ⌬ s ,
Correspondingly, the potential drop at the metal-solution interface at N ox = N red becomes
where 0 is the standard electrode potential. A significant conceptual advantage of this result compared to the com-monly employed thermodynamic arguments 4 is its independence of the reference level of zero energy, which cancels out in both the difference between the metal Fermi energy m and the vacuum chemical potential of the redox pair ⑀
͑0͒
and in the difference of solvation free energies.
We now turn to a statistical-mechanical derivation of the standard potential of the electrode by explicitly considering the coupling of the localized electrons of the redox couple to the conduction electrons of the metal. We will calculate the free energy surfaces of heterogeneous electron transfer and identify the conditions of equal activation barriers for the forward and backward electron transfer at equilibrium. The Anderson-Newns model, widely applied in the past to study heterogeneous electron transfer, [16] [17] [18] [19] [20] is used for this goal. We however need this particular model only as a means to arrive at a full statistical-mechanical formulation of the problem. Since the model is exactly integrable at a finite temperature, 21 it allows us to obtain general relations for the standard electrode potential free from theoretical approximations.
III. FREE ENERGY SURFACES OF HETEROGENEOUS ELECTRON TRANSFER
The traditional theoretical description of heterogeneous electron transfer employs the procedure outlined above in a more rigorous fashion. Specifically, the solvent-induced shift of the electronic level of the ox or red particle is defined as the reaction coordinate X =−E e ‫ء‬ P. The total Hamiltonian of the solution/metal system is then a sum of the electronic Hamiltonian H e ͑X͒ and the solution Hamiltonian H s ͓P͔. The former is given in the ͑one-electron 22 ͒ Anderson-Newns form,
where the sum runs over the wave vectors of the metal conduction electrons with the energies ⑀ k and V k is the electronic coupling between the metal and localized solution electrons. Further, a k † and c † are the fermionic electron creation operators in the metal and solution, respectively. We also adopted in Eq. ͑18͒ the common approximation that the red and ox states have the same energy ⑀ ͑0͒ in vacuum such that their average energies in solution differ only by their corresponding solvation energies.
The solution Hamiltonian H s ͓P͔ has two components. The first is the interaction of the electric field E 0 produced by all molecular charges of the bound electrons and nuclei of the solute, except for the electron exchanged with the metal, with polarization P. The second is the Hamiltonian of the liquid dipolar polarization in the absence of the solute, the bath Hamiltonian H B ͓P͔: H s ͓P͔ = H B ͓P͔ − E 0 ‫ء‬ P. We distinguish here between the field E 0 of the "bare" solute, without electron added, and the field E ox of the oxidized solute in the bulk to account for possible charge image effects. To help the reader, the various electric fields used in the paper are summarized in Table I .
Once this separation of the total Hamiltonian into the solvent and electronic components is established, one can define the reversible work ͑free energy͒ required to produce a fixed position of the electronic localized state
where the trace Tr P is taken over the solvent polarization P. In addition, there will be an electronic component to the system free energy obtained by tracing the electronic degrees of freedom in the grand-canonical ensemble,
The resulting free energy F͑X͒ along the reaction coordinate X is the sum of the solution and electronic components. The latter can be represented as an integral of the electronic population of the localized state n͑⑀͒ at a given value of the electronic energy ⑀. The final result is
where ⑀͑X͒ = ⑀ ͑0͒ − e s − X − m . For the Anderson-Newns model, the population of the localized state is given by the following formula: 21, 23 
where ⌿͑x͒ = ⌫Ј͑x͒ / ⌫͑x͒ and ⌫͑x͒ is the gamma function. The parameter ⌫ in Eq. ͑22͒ is an effective broadening of the Fermi distribution composed of a temperature term, arising from thermal excitation of the conduction electrons, and an additional broadening originating from the metal-solution coupling:
Here, F is the density of the electronic states at the metal Fermi level and V F is V k at k = k F . For specific calculations, one needs to keep in mind that the overlap of the solution electrons with different bands in metal can vary and, in particular, for d electrons, simple proportionality of ⌬ to F might be misleading. 24 The population n͑⑀͒ in Eq. ͑22͒ becomes the Fermi distribution when the metal is electronically decoupled from the solution ͑V k =0͒ and transforms into the function discussed by Anderson 25 in the limit ␤⌫ӷ1, 
͑25͒
In the limit of ␤͉⌫ − i⑀͉ ӷ 2, this function transforms into the commonly used expression for the adiabatic free energies,
Depending on the relative magnitudes of the energy gap ⑀͑X͒ and the electronic coupling ⌫, the free energy functions in Eqs. ͑25͒ and ͑26͒ have either one or two minima. In the latter case, when ⌫ is not too large, they are separated by an activation barrier given as ⌬F ox,red
† is the position of the maximum and X ox,red are the positions of two minima corresponding to two redox states. All these extrema of the free energy surface can be calculated from the equation,
where n ‫ء‬ = n͑⑀͑X ‫ء‬ ͒͒ is the electronic population at the coordinate X ‫ء‬ . The position of the free energy maximum is affected by the electrode overpotential = m − 0 through the energy gap as follows:
The derivatives of the activation barriers with respect to the overpotential give the corresponding transfer coefficients; for the cathodic reaction one gets ␣ ox = ‫ץ‬F͑X † ͒ / ‫͑ץ‬e͒ − ‫ץ‬F͑X ox ͒ / ‫͑ץ‬e͒. For barriers large compared to k B T, the minimum position X ox is not strongly affected by the electrode overpotential and taking the derivative of the barrier height is sufficient. It then follows from Eq. ͑21͒ that the transfer coefficient is equal to the electronic population of the localized state in the transition-state configuration n † = n͑⑀͑X † ͒͒, as first established by Hush,
One can also easily notice that F͑X͒Ӎ͑X͒ − ⑀͑X͒ and ‫ץ‬F͑X red ͒ / ‫͑ץ‬e͒Ӎ−1 when ⑀͑X͒ Ͻ 0 and ͉⑀͑X͉͒ ӷ⌫. From these relations, one gets a connection between ox and red transfer coefficients, ␣ red =1−␣ ox . This relation leads to the 
In the nonadiabatic Marcus theory of heterogeneous discharge, ␣ ox ͑͒ is a linear function of the overpotential,
and ‫␣ץ‬ ox ͑͒ / ‫͑ץ‬e͒ = ͑2 s ͒ −1 . The free energy ͑X͒ defines the minimum reversible work that needs to be applied to the solvated molecule in ox state to shift its electronic level by the value X. Since electronic coupling to the electrode does not come to the definition of ͑X͒, only the statistics of the solvent fluctuations is required to determine this function. The minimum reversible work to shift the level of the red state is obviously ͑X͒ − X. If one allows the electronic coupling to the electrode to decay to zero ͑redox states in the bulk͒, the free energies in Eq. ͑25͒ at the corresponding equilibrium configurations will become F͑X ox ͒Ӎ͑X ox ͒ and F͑X red ͒Ӎ͑X red ͒ + X 0 † − X red . Since ͑X red ͒ − X red is the free energy of the red state, one gets
and, given Eq. ͑29͒, one again comes to Eq. ͑17͒ for the standard electrode potential. The present derivation thus confirms the traditional connection between the standard potential and the solvation Gibbs energy, independently of the solvation model employed for ͑X͒. The linear response approximation used to arrive at Eq. ͑17͒ from Eq. ͑9͒ is therefore not required.
IV. NONLINEAR SOLVATION
We now want to look at how the electrode thermodynamics is modified when linear solvation and the corresponding picture of Gaussian solvent fluctuations do not apply any more. One faces hard choices in an attempt to go beyond the Gaussian distributed energy levels as this is about the only condensed-phase model that allows an exact solution for the charge-transfer energetics. If a fundamentally significant departure from the Gaussian picture exists and can be observed 2 the corresponding theoretical analysis needs to be based on an exact model, free of approximations potentially creating artifacts in the theoretical results. One such solution, based on a bilinear solute-solvent coupling, is possible 15 and is used here. The bilinear coupling model assumes that the energy level of the localized electronic state is a bilinear function of the nuclear polarization,
The term quadratic in solvent polarization represents polarizability of the localized state. This term is the main mathematical difference of the bilinear model from the standard Marcus formulation assuming a linear coupling between the solute and the solvent polarization P. The quadratic term makes ⑀͓P͔ a curved function of the solvent polarization, with a maximum when the two-rank polarizability tensor ␣ is positively defined ͑see Fig. 1͒ . Physically, this property anticipates a limit to the shift of the electronic energy level achievable through the solvent fluctuations. It is clear that linear coupling of the Marcus model is not sustainable for fluctuations requiring large deviations from equilibrium. One can for instance think of a fluctuation resulting in a complete alignment of liquid's dipoles along solute's electric field. This fluctuation will obviously produce the maximum shift of the energy level in a dipolar solvent and will result in a saturation of ⑀͓P͔. This saturation will not probably follow the simple quadratic law of Eq. ͑35͒, which is only used to model this physical reality within the limited realm of mathematics allowing for an exact solution for the function ͑X͒.
The polarizability ␣ might have different physical meanings. It can obviously be electronic polarizability of the localized electronic state ͑and thus can be evaluated as the difference in reactant polarizabilities in red and ox states͒, but one can anticipate a number of scenarios leading to the quadratic polarization term. 15 We will refrain here from assigning any specific physical meaning to the polarizability ␣. The only restriction on its value should demand the mechanical stability of the polarization fluctuations, which implies that −␣ + −1 is positively defined ͑see below͒. The bilinear dependence of the localized electronic energy on the nuclear solvent polarization required redefining the reaction coordinate, which is now given by the equation,
Here, in order to simplify the algebra, we assumed that both the polarizability ␣ and the solvent response function are isotropic and are given by the corresponding scalar values. The function ͑X͒ can then be determined by Eq. ͑19͒ in which the above definition of the reaction coordinate is substituted in the delta function. The result of taking the trace over P is the integral
where the generating function F͑ , X͒ is
In Eq. ͑38͒, ␥ = ͑␣͒ −1 is the parameter quantifying the extent of deviation of the solvation thermodynamics from the linear response. The solvent reorganization energy s = ͑ / 2͒E e ‫ء‬ E e is given in the standard quadratic form and the nonlinear reorganization energy ͑␥͒ is
The condition of mechanical stability requires that ␥ Ͼ 1 at ␥ Ͼ 0 or, alternatively, ␥ Ͻ 0. For simplicity, we will consider ␥ Ͼ 0 throughout below; ␥ → ϱ then represents the linear solvation regime when the polarizability ␣ can be neglected. The contour integral in the complex plane of in Eq. ͑37͒ can be closed in the upper half plane when X Ͻ −␥ s , where the integrand is an analytic function and the integral is identically zero. The free energy ͑X͒ is infinite in this range of reaction coordinates setting up an upper-energy boundary to the fluctuations of the energy level. Within the bilinear model, this boundary cannot be crossed without violating the condition of thermodynamic stability. 15 The free energy required to move the energy level beyond that boundary is infinite and the probability for this to happen is zero.
At X Ͼ −␥ s , the integration contour is closed in the lower half plane of complex in Eq. ͑37͒ and one has to deal with the essential singularity appearing at =−i␥ in the generating function in Eq. ͑38͒. The integral can be calculated analytically and is expressed in terms of the modified Bessel function. 15 When X is sufficiently far from the fluctuation 
The moments of the reaction coordinate X can be obtained directly from the generating function, without integrating over in Eq. ͑37͒, and are given by the following relation:
.
͑41͒
Exact relations for the reaction coordinate cumulants in the ox and red states follow from this equation and, in particular, the difference in solvation free energies becomes
The illustration of the bilinear coupling model reaching the saturation limit ⑀ max of the electronic energy ͑solid line͒ in contrast with the linear coupling model ͑dash-dotted line͒ that anticipates an arbitrary shift of the electronic level, albeit with a small probability.
Combined with Eq. ͑17͒, this relation gives the standard electrode potential for the bilinear solvation model.
The condition of the extremum of the free energy surface ͓Eq. ͑27͔͒ becomes a simple algebraic equation,
which, solved together with Eq. ͑22͒, allows one to calculate both X ‫ء‬ and n ‫ء‬ . The states at the minima of the free energy surface are either electronically empty or populated, n ‫ء‬ =0,1, at which points Eq. ͑43͒ recovers ͗X͘ ox,red from Eq. ͑41͒.
Given that the electronic population of the activated state is equal to the transfer coefficient ͓Eq. ͑30͔͒, the activation barrier for the oxidation reaction can be written in a very simple form for nonadiabatic reactions when electronic delocalization does not affect the barrier height ͑␤⌬Ӷ1͒,
͑44͒
This relation converts to ⌬F ox act ͑͒ = ␣ ox ͑͒ 2 s in the linear limit of the Marcus theory ͑␥ → ϱ͒.
As is clear from Eq. ͑27͒, nonlinear solvation will generally produce electronic populations in the activated state deviating from n ‫ء‬ = 0.5 predicted at m = 0 by linear models. In order to study this problem in more detail, we consider a half reaction of one-electron reduction in which a positively charged acceptor A + accepts an electron in a cathodic process and becomes a neutral particle A:
In this case E e =−E 0 and ͑␥͒ = s ͑1−␥ −1 ͒ 2 . Figure 2 shows the free energy surfaces F͑X͒ for this reaction calculated for ␥ = 1.5, when substantial nonlinear solvation effects are expected, and at ␥ = 20 approaching the limit of the linear Marcus theory. In Fig. 2͑a͒ , the vertical dashed line shows the limit −␥ s representing the boundary for the energy level fluctuations. The curves are plotted at different values of the solute-metal electronic coupling ⌬ ͓Eq. ͑23͔͒.
There is a significant qualitative difference in the effect of electronic coupling on the linear and nonlinear free-energy curves. While for the linear-model curves the increase in ⌬ depresses equally the activation barrier for the reduction and oxidation reactions, the effect of ⌬ on the nonlinear-model curves is quite asymmetric. This asymmetry implies that an adiabatic reaction ͑␤⌬Ͼ1͒, characterized by nonlinear solvation, will have distinctly different equilibrium and stationary electrode potentials, the latter given by zero total current. This point is illustrated in Fig. 3 where we show the total electrode current ln͉i a − i c ͉ calculated as the difference of the cathodic and anodic currents i c,a ϰ exp͓−␤⌬F ox,red act ͔. With increasing ⌬ and decreasing ␥, the anodic and cathodic curves become increasingly asymmetric and the point of zero current shifts from the thermodynamic standard potential.
The activation barrier for the cathodic reaction decreases when the overpotential becomes more negative until reaching zero at the limiting value lim . This value is simply e lim =− s in the standard nonadiabatic Marcus formulation, but becomes a function of both the electronic coupling ⌬ and the asymmetry parameter ␥ in the current formulation. The value of the limiting potential is found by simultaneously solving two equations, ‫ץ‬F͑X͒ / ‫ץ‬X = ‫ץ‬ 2 F͑X͒ / ‫ץ‬X 2 = 0. The corresponding relations are particularly simple in the case of adiabatic electron transfer ͑␤⌫ӷ1͒. The population n lim at the limiting potential satisfies the equation
After solving this algebraic equation, the limiting overpotential is given as
where X ‫ء‬ is determined from Eq. ͑43͒ with n lim used instead of n ‫ء‬ . Figure 4͑a͒ shows the dependence of lim on ␥ and ⌬ for a cathodic process. Both the increase in the electronic coupling and of the solvation nonlinearity shrinks the range of overpotentials at which electron transfer occurs as an activated process. Increasing nonlinearity also makes the ca- thodic and anodic currents asymmetric, as is seen from the dependence of the cathodic transfer coefficient ␣ ox ͑ =0͒ on ␥ ͓Fig. 4͑b͔͒. With decreasing ␥ ͑increasing polarizability͒, ␣ ox ͑0͒ starts to deviate upward from ␣ ox ͑0͒ = 0.5 predicted by linear solvation theories. This upward deviation is additionally amplified by the solution-electrode electronic coupling. Notice that the Marcus theory allows the transfer coefficients to deviate from the symmetric case of ␣ ox = ␣ red = 0.5 only at a nonzero overpotential, 28 while the current theory makes it possible even at = 0. The corresponding cathodic and anodic current curves will therefore be asymmetric with respect to the change in the sign of , as is also seen in Fig. 3 .
What is also clear from Fig. 3 is that the lines ln i a,c versus ͑Tafel plots͒ become increasingly curved with lowering ␥. This trend can be quantified by looking at the derivative of the transfer coefficient with respect to the electrode overpotential ͓Eq. ͑32͔͒. In the bilinear model, this derivative becomes
This function is plotted against ␥ in Fig. 5 . Its rise at low ␥ testifies to the increased curvature of the Tafel plot. This outcome is however not universal as it depends on the reaction considered. For instance, for the reaction A + e − → A − , one gets ͑␥͒ = s and the result is just the opposite, the curvature of the Tafel plot decreases with increasingly nonlinear solvation. We also note that we considered positive ␥ Ͼ 1 so far, but the model does not exclude the possibility of ␥ Ͻ 0. It can be the result of the oxidized form being more electronically polarizable than the reduced form or some other mechanism. The magnitude of the nonlinearity parameter ␥ needs to be determined by mapping the model on a given physical situation. The main outcome is that the model allows more flexibility in attaining ␣ ox ͑0͒ 0.5 and in varying curvatures of Tafel plots.
The curvature of the Tafel plot, when recordered, [29] [30] [31] can be associated with the corresponding observable reorganization energy,
which becomes s in the Marcus model ͓Eq. ͑33͔͒. Combining Eqs. ͑44͒ and ͑48͒ one can represent the activation barrier in term of parameters observable from Tafel plots and, in addition, the nonlinearity parameter ␥,
From this equation, the reorganization energy extracted from the Arrhenius slope of the rate constant A = T ͑1 − ␣ ox ͑͒ / ␥͒ should deviate from the Tafel T . Finklea et al. 31 observed A Ͻ T for redox centers attached to alkanethiol monolayers deposited on gold electrodes. Since ␥ includes the polarization response function , the ratio A / T is expected to vary with the solvent used.
V. DISCUSSION
The main question addressed in this paper is the relation between the standard electrode potential and the solvation thermodynamics of the redox couple in solution. The statistical-mechanical derivation presented in Sec. II gives the standard electrode potential in terms of the mean of the average energies of the ox and red states in solution and a logarithmic correction for the asymmetry of the hole versus electron solvation ͓Eq. ͑10͔͒. This asymmetry term vanishes for symmetric Gaussian fluctuations of the localized electronic energies. In the same approximation, the mean of the average energies is related to the difference in solvation free energies of red and ox states. Whether the same applies to a more general model of nonlinear solvation is not entirely clear, but the bilinear model of the solute-solvent coupling produced the same result. It is probably safe to assume that this connection, although probably not exact, is fairly robust and can withstand other scenarios of nonlinear solvation.
The bilinear coupling model was combined with the Anderson-Newns prescription for the electron delocalization between the solution and electrode electronic states. An exact statistical-mechanical solution was achieved and gave us an insight at the effect of nonlinear solvation on observables typically recorded in the electrochemical experiment. The resulting free energy curves turned out to be asymmetric, with the fluctuation boundary limiting from one side the available range of the electronic energies. The corresponding distribution of the energy levels in solution is schematically shown in Fig. 6 . The present development is largely driven by our recent observations of nonlinear electrostatic solvation of large-size solutes approaching the typical size of hydrated proteins 32 or nanoparticles. 33 The main result of those numerical simulations is that immersing a large ͑4-5 solvent diameters͒ solute into a polar solvent dramatically alters the spectrum of electrostatic solvent fluctuations from the typical expectations of Gaussian solvation models 34 applicable to small solutes. 35 The Marcus model assumes that the spectrum of electrostatic solvent fluctuations is not affected by a small solute, but numerical simulations suggest that this is true only up to a certain critical solute size. Significant deviations from the Gaussian statistics are observed beyond this critical size and the present development aims to incorporate such effects into theories of heterogeneous charge transfer at metal electrodes. We derived ͓Eqs. ͑27͒ and ͑30͔͒ a general relation between the derivative of the free energy of solvation in the bulk ͑X͒ and the transfer coefficient entering the Tafel law of electrode kinetics:
The transfer coefficient on the right hand side of this equation quantifies the efficiency with which electrical potential accelerates the rate of electrode reactions. 2 On the other hand, ͑X͒ on the left hand side of Eq. ͑51͒ is the free energy required to shift the unoccupied ͑ox͒ electronic state in solution by the magnitude X. The relation ␣ red =1−␣ ox entering the Butler-Volmer law of electrode kinetics 2 is then a direct consequence of the requirement that the free energy for shifting the occupied ͑red͒ electronic state is ͑X͒ − X.
From this derivation, the magnitude of the transfer coefficient is the free energy derivative, or generalized force, in the activated state. This result is qualitatively consistent with the traditional Gurney's definition of the transfer coefficient 37 as a symmetry factor given by the ratio of the change in the nuclear, ⌬U, to the change in the electronic, ⌬X, energies as a result of thermal fluctuations ␣ ox,red = ⌬U / ⌬X. While the current formulation gives a more precise definition of the symmetry factor, it also emphasizes its relation to the solvation thermodynamics of the solution electrons. The value close to 0.5, which is a signature of linear solvation, is often experimentally observed for small redox couples. Most deviations from ␣ ox = 0.5 reported in the literature [29] [30] [31] have been observed at a nonzero overpotential ͑see Ref. 38 for a recent review͒. It is currently not clear what the experiment has to say about transfer coefficients of large particles, redox proteins in particular. 39 We note in this regard that numerical simulations of small solutes are often quite consistent with the linear response, 40 and it is only for large solutes, significantly exceeding the size of the solvent molecules, that substantial deviations from linear solvation have been reported. 32, 33 Although our main concern in this paper has been with the standard electrode potential, we briefly comment here on the entropic term in the Nernst equation containing the logarithm of the ratio of ox and red concentrations in solution ͓Eq. ͑9͔͒. The standard argument in deriving the Nernst equation is to consider the equilibrium between the electrochemical potentials in the half reaction shown in Eq. ͑3͒: ox + m = red . The entropic term is then obtained by noting that ox,red is a sum of the standard potential and an ideal, kinetic energy term k B T ln N ox,red . 19 This derivation then results in the canonical form of the Nernst equation, missing the factor 1/2 appearing in Eq. ͑9͒. The objection to this approach is that the equilibrium between the redox couple and the metal is established in the electronic subsystem only and the translational entropy of ions in solution should not affect the electronic equilibrium. The derivation in Sec. II presents a correct statisticalmechanical approach to the problem, 13 as was discussed at length by Reiss. 5,7 Solvation was not, however, a part of Reiss's derivation and it has been added here. Once solvation splits the energy gap between the ox and red electronic energy levels to an amount significantly exceeding the thermal energy, the entropic term gains a factor of 1/2, as is well established in the semiconductor literature. 12 We also note that the Nernst equation was historically derived and tested for the problem of concentration potential, 41 where the use of the ideal translational component in the ions' chemical potentials, resulting in Eq. ͑52͒, is fully justified. 
