Diagonal quantum circuits are quantum circuits comprising only diagonal gates in the computational basis. In spite of a classical feature of diagonal quantum circuits in the sense of commutativity of all gates, their computational power is highly likely to outperform classical one and they are exploited for applications in quantum informational tasks. We review computational power of diagonal quantum circuits and their applications. We focus on the computational power of instantaneous quantum polynomial-time (IQP) circuits, which are a special type of diagonal quantum circuits. We then review an approximate generation of random states as an application of diagonal quantum circuits, where random states are an ensemble of pure states uniformly distributed in a Hilbert space. We also present a thermalizing algorithm of classical Hamiltonians by using diagonal quantum circuits. These applications are feasible to be experimentally implemented by current technology due to a simple and robust structure of diagonal gates.
I. INTRODUCTION
Quantum computation is believed to be more powerful than classical computation. There are quantum algorithms that efficiently solve a problem for which no efficient classical algorithm is known so far, such as the Shor's algorithm [1] , an algorithm for Pell's equation and the principal ideal problems [2, 3] , and an algorithm for approximate solutions of knot invariants [4] [5] [6] [7] . However, it has not been yet fully understood what makes quantum computation more powerful than classical one. One approach to address this question is to investigate whether or not quantum computation described by circuits comprising a restricted class of quantum gates still outperform classical computation. From this perspective, it has been shown that, if the gates are restricted to those generating a little amount of entanglement [8] or so-called matchgates acting on nearest neighbor qubits [9, 10] , quantum computation is efficiently simulated by classical computers.
Quantum computation by diagonal quantum circuits in the computational basis with a separable initial state, which are often called instantaneous quantum polynomial-time (IQP) circuits, is also attracting much attention [11] [12] [13] [14] [15] . A study of diagonal quantum circuits is motivated by a fact that they are rather classical in the sense that all gates commute each other. Hence, they are suited for investigating the boarder of quantum and classical computational power. Since noncommutativity of operators is one of the significant features of classical theory, one may expect that diagonal quantum circuits would not outperform classical computers. This natural expectation is however likely to be incorrect. In Ref. [12] , it has been shown that IQP circuits are not classically simulatable under the assumption that the polynomial hierarchy (PH) does not collapse at the third level, which is a highly plausible assumption in computational complexity theory. Such computational power of IQP circuits is intuitively related to a fact that a quantum circuit diagonal in the computational basis can generate highly entangled state by choosing an appropriate separable initial state. In fact, almost all states generated by IQP circuits are extremely entangled [16] . These results clarify the distinction between quantum and classical computational power, and give an insight that quantum theory is not necessarily reduced to classical one by imposing only commutativity of operators.
Diagonal quantum circuits also have a practical importance since they are experimentally much simpler to realize and less sensitive to decoherence than non-diagonal quantum circuits. Diagonal gates are fault-tolerantly realizable even by current technology, for instance, in superconducting and semiconducting systems [17] . Moreover, the commutativity of all gates in a diagonal quantum circuit allows us to implement the circuit by a single time-independent commuting Hamiltonian. In such an implementation by a Hamiltonian dynamics, a control of the order of interactions is not necessary since all interactions can be simultaneously applied due to their commutativity, so that it significantly reduces practical time to perform computation and makes the implementation more robust. For these reasons, it is worth studying what diagonal quantum circuits can perform beyond classical information processing, which directly provides experimentally realizable quantum tasks by currently available technology.
In spite of their computational power and practical merits of diagonal quantum circuits, little is known about concrete applications of diagonal quantum circuits so far. One of the applications of quantum diagonal circuits is a generation of random states, which are an ensemble of pure states uniformly distributed in a Hilbert space with respect to the unitarily invariant measure. Random states have many utilities in a wide range of applications in quantum information processing such as quantum communicational tasks [18] , efficient measurements [19] , an algorithmic use [20, 21] and an estimation of gate fidelities [22] . However, generating random states requires exponential resource since the number of parameters in random states scales exponentially with the number of qubits. Hence, efficient generations of approximate random states, called a state t-design, have been intensely studied [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . A t-design of an ensemble is another ensemble that simulates up to the tth-order statistical moments of the original one [19, 33] . A state t-design can be approximately but efficiently generated by a quantum circuit [31] and can be used instead of random states in many applications [34] . In Refs. [35, 36] , it was shown that non-diagonal gates are not necessary for generating a state design by presenting a way of approximately generating a state t-design by diagonal quantum circuits. Although the degree of approximation is small but constant and cannot be improved by applying additional diagonal gates in general, it was also shown that a state 2-design can be exactly generated by combining a diagonal quantum circuit with a classical random procedure [35] . These results are practically useful since they provide a concrete application of diagonal quantum circuits in quantum informational tasks exploiting a state t-design. This allows us to experimentally demonstrate quantum advantages.
This paper aims to review the results on diagonal quantum circuits in terms of their computational power and applications. It is organized as follows. The computational power of diagonal quantum circuits is summarized in Sect. II. The rest of the paper is devoted to overview the results obtained in our previous papers [35, 36] about applications of diagonal quantum circuits, which are given in Sect. III. We summarize the paper with concluding remarks in Sect. IV.
Before leaving the introduction, we explain our notation in this paper. We consider an n-qubit system, where its Hilbert space is denoted by H = (C 2 ) ⊗n . The eigenstates of the Pauli-Z (X) operator are denoted by |0 and |1 (|+ and |− ), which corresponds to the eigenvalues 1 and −1, respectively. They are related by |± = (|0 ± |1 )/ √ 2. We define the computational basis by tensor products of |i (i = 0, 1), and denote it by {|m } m=0,··· ,2 n −1 , wherem is a binary representation of m. Throughout the paper, we study diagonal quantum circuits in the computational basis, so that we do not refer to the basis in the following.
II. COMPUTATIONAL POWER OF DIAGONAL QUANTUM CIRCUITS
We review results on the computational power of diagonal quantum circuits mainly obtained in Refs. [12, 15] . In Sect. II A, we provide a very brief introduction of some complexity classes, which will be used in the following subsections. The results of computational complexity on IQP circuits are summarized in Sect. II B.
A. Computational complexity classes
We briefly explain computational complexity classes for decision problems, which are the problems with yes-or-no answers. We overview only the complexity classes related to an investigation of IQP circuits. For more details, see, e.g., Refs. [37, 38] .
We first explain complexity classes called polynomial-time (P) and nondeterministic polynomial-time (NP). The class P is a class of the problems solvable in polynomial time by classical computers. The class NP is problems with the following properties: if the answer is yes, there exists a proof of polynomial length to confirm this fact that can be verified in P, and if the answer is no, all proofs purported to that the answer is yes are rejected in P. The class P is clearly included in NP, but it has not been shown whether the inclusion is strict or not. From the complexity classes P and NP, a polynomial hierarchy (PH) is defined based on an idea of oracle machines. A class ∆ k (k = 1, 2, · · · ) in the hierarchy are recursively defined by ∆ 1 = P and ∆ k+1 = P N ∆ k , where N ∆ k is the non-deterministic class associated with ∆ k , e.g., N ∆ 1 = N P . The P N ∆ k is a set of problems that are in P if an oracle belonging to a complexity class N ∆ k is allowed to use. Since one use of an oracle is counted as one step, P N ∆ k is expected to to be much harder than N ∆ k although it has not been proven. A complexity class PH is then defined by the union of all classes ∆ k (see e.g. [37] ).
In contrast to a deterministic feature of P, NP and PH in the sense that the computation is deterministically performed, there are probabilistic complexity classes. In particular, two classes bounded-error probabilistic polynomialtime (BPP) and probabilistic polynomial-time (PP) are important for investigating IQP circuits. The problems in BPP can be solved probabilistically in polynomial time, where the probability of obtaining a correct answer should be greater than or equal to 2/3. If the probability of obtaining a correct answer is relaxed to be strictly greater than 1/2, the class of the problems is called PP. The distinction between BPP and PP is whether or not the lower bound of the probability that the algorithm provides a correct answer, which should be strictly greater than 1/2, can depend on the input size. For BPP, the probability 2/3 can be replaced with an arbitrary p > 1/2 as long as it is constant, which enables us to amplify the probability arbitrary close to 1 by running the algorithm polynomially many times. On the other hand, the lower bound of the probability is possibly dependent on the input size for PP, e.g., p > 1/2 + 1/2 n . Hence, BPP is a subclass of PP.
For quantum computation, we explain only bounded-error quantum polynomial-time (BQP) [39] , which is a quantum version of BPP. Formally, BQP is a class of problems solvable by a quantum computer in polynomial time, where the probability to obtain a correct answer is greater than or equal to 2/3. The class BQP includes BPP and P, and is included in PP [40] , so that P ⊆ BPP ⊆ BQP ⊆ PP. Although the relation between BQP and NP is not exactly known, there is an evidence that BQP is not included in PH [41] , implying that BQP is likely to be not included in NP. See also Fig. 1 Finally, we introduce computational classes with a post-selection. For every probabilistic computational class A, its post-selected version can be defined by allowing a post-selection, which is simply denoted by post-A, e.g., post-BPP, post-PP, and post-BQP. Although a post-selection may not be realistic, it helps an investigation of relations between different complexity classes for which a post-selection is not allowed.
B. IQP circuits and their computational power
Instantaneous quantum polynomial-time (IQP) circuits are quantum circuits comprising only diagonal gates in the computational basis with a separable initial state and measurement in a separable basis. In spite of the commutativity of diagonal gates, they have quantum features if the initial state and the measurement basis are appropriately chosen. The definition of IQP circuits is given by the following.
Definition 1 (IQP circuits [11, 12] ) An IQP circuit for n qubits is a quantum circuit with the following structure: each gate in the circuit is diagonal in the Pauli-Z basis, the input state is |+ ⊗n , and the output is the result of a measurement in the Pauli-X basis on a specified set of output qubits.
A complexity class related to IQP circuits is simply denoted by IQP. Its classical simulatability has been studied in Refs. [12, 15] , where the simulatability of quantum circuits is defined in two ways, a strong and weak simulation [12] .
Definition 2 (Simulatability of quantum circuits) Let C and P (C) be a quantum circuit of a uniform family and the probability distribution obtained by a measurement in a separable basis, respectively. A circuit family C is strongly simulatable if the output probability distribution P (C) can be computed in polynomial time. A circuit family C is weakly simulatable if there exists a method to sample the output according to the probability distribution P (C) in polynomial time.
Although it is clear that strong simulatability implies weak one, their difference is large since there exist quantum circuit families that are classically weakly simulatable but its exact strong simulation is in a complexity class ♯P -complete [42] , which is strongly believed to be a much harder than P. As the exact simulation of quantum circuits is too restrictive, an approximate simulation is also introduced in terms of a multiplicative error for a weak simulation of quantum circuits, e.g., in Ref. [12] . A circuit family C is weakly simulatable with a multiplicative error c ≥ 1 if there is a sampling method according to the probability distributionP (C), where
(1)
The following theorem is about classical simulatability of IQP circuits.
Theorem 1 (Hardness of classical simulations of IQP circuits by Bremner et al. [12] ) If the output probability distributions generated by IQP circuits could be classically weakly simulated to within multiplicative error 1 ≤ c < √ 2 then PH = ∆ 3 . This is the case even for IQP circuits with two-qubit gates.
The proof of Theorem 1 relies on an investigation of a post-selected version of IQP circuits. It was first shown that if a post-selection is allowed, computational power of IQP circuits is equal to that of BQP. This is interesting in itself since it implies that a post-selection closes the gap between diagonal and non-diagonal circuits. The computational power of post-BQP is also known to be equal to PP [43] , resulting in a relation that
Moreover, under the assumption that IQP circuits are weakly classically simulatable as stated in Theorem 1, it was shown that post-IQP ⊆ post-BPP. This relation and Eq. (2) imply, together with a fact post-BPP ⊆ post-BQP = PP [43] , that post-BPP = PP. By using relations that PH ⊆ P PP [44] and P post-BPP ⊆ ∆ 3 [45] , it is obtained that PH ⊆ ∆ 3 , meaning a collapse of the polynomial hierarchy at its third level (see Ref. [12] for the full detail).
Since it is highly implausible that PH = ∆ 3 , Theorem 1 implies that IQP circuits are highly unlikely to be weakly simulatable by classical computers. One intuitive understanding of this computational power of IQP circuits is obtained by studying the properties of states that appear during the computation by IQP circuits. Although IQP circuits are capable to use only a restricted ensemble of states due to the commutativity of all gates and a fixed separable initial state, it was shown that such an ensemble of states covers the whole Hilbert space fairly uniformly in the sense that the ensemble is hard to be distinguished from the uniformly distributed states in the Hilbert space [36] . Consequently, a state generated by an IQP circuit is typically highly entangled [16] . These results are shown in the formulation of a t-design of random states, which we will explain in more detail in Sects. III A 1 and III C 1. A fact that IQP circuits can exploit such a uniformly distributied states in a Hilbert space indicates that the outputs of the circuits should typically have quantum features in spite of the commutativity of all gates, and is expected to result in the computational power exceeding the classical one.
Although Theorem 1 shows that there is no universal classical method to simulate an output distribution of any IQP circuits, it is also interesting to address a question what types of IQP circuits are classically simulatable. This question is partially answered by mapping the output probability distribution to the partition function of the Ising models with imaginary coupling constants on an associated graph [15] . The following Theorem is obtained by investigating whether or not the partition function of the mapped Ising model is exactly computed:
Theorem 2 (Classically simulatable subclass of IQP circuit by Fujii et al. [15] ) If IQP circuits are sufficiently sparse, or if IQP circuits contain only two-qubit gates of the form exp[iZ l ⊗ Z m ] acting on nearest-neighbor qubits (l, m) on a two-dimensional graph, then the IQP circuits are classically simulatable in a strong sense.
The condition of the sparse property in Theorem 2 is given by an associated graph of IQP circuits, which is obtained by identifying qubits and diagonal gates in the circuit with vertices and hyperedges on a graph. If the associated graph is an independent and full rank bipartite (IFRB) graph, the sparse condition is satisfied (see Ref. [15] for details).
Theorem ?? implies that there exist IQP circuits that are easy to classically simulate. Although only two specific cases were found in Ref. [15] , the method developed in the paper, mapping an output probability distribution of IQP circuits to the partition function of the Ising models, works in general and will provide a good tool for studying classical simulatability of IQP circuits.
Theorems 1 and 2 imply that IQP circuits show both classical and quantum computational power depending on the detailed structure of the circuits and that their computational power is on the border of classical and quantum ones. Thus, IQP circuits will provide a good framework to address a question what property of quantum circuits distinguishes quantum from classical in terms of computational power. Although this question can be addressed by investigating non-diagonal quantum circuits, IQP circuits are probably more suitable since they have a much simpler structure than non-diagonal ones.
III. APPLICATIONS OF DIAGONAL QUANTUM CIRCUITS
In this section, we provide two applications of diagonal quantum circuits. Since the applications are closely related to random unitary matrices and random states, we explain them in Sect. III A. We also introduce random diagonalunitary matrices and phase-random states, which are a restricted version of random unitary matrices and random states, respectively. We then show how to implement a t-design of random diagonal-unitary matrices by diagonal quantum circuits in Sect. III B. This guarantees an efficient realization of the applications of random diagonal-unitary matrices by diagonal quantum circuits. In Sects III C and III D, we provide two applications of random diagonalunitary matrices, generating a state t-design [35, 36] and a thermalizing algorithm for classical Hamiltonian.
A. Random matrices, random states and t-designs
We overview definitions and applications of random unitary matrices, random states and their t-designs. In Sect. III A 1, we explain random unitary matrices and random states and briefly summarize their properties and applications. A study of t-designs of random unitary matrices and random states is summarized in Sect. III A 2.
Random unitary matrices and random states
Random unitary matrices are originally introduced in the field of random matrix theory [46] and defined by an ensemble of unitary matrices uniformly distributed in a unitary group with respect to the Haar measure. Similarly, random states are an ensemble of pure states distributed uniformly in a Hilbert space, which are obtained by applying random unitary matrices on a fixed initial state. Their definitions are given by the following. Note that the distribution of {U µ |Ψ } Uµ∈UHaar is independent of the choice of |Ψ due to the unitary invariance of the Haar measure, i.e., dµ Haar (U ) = dµ Haar (U V ) = dµ Haar (V ) for any U, V ∈ U(d). The unitarily invariant property of random unitary matrices and random states leads to many uses of them in the field of quantum information. Random unitary matrices are used for cryptographic use [47] [48] [49] [50] [51] [52] , quantum communication tasks [53, 54] , a quantum data hiding [24, 55] , and as a mathematical tool to construct a counterexample of additivity conjecture [56] . Random states similarly have many utilities such as for saturating a classical communication capacity of noisy quantum channels [18] , for efficient measurements [19] [20] [21] and for the estimation of gate fidelities [22] . Random states have been also often used to reveal generic properties of quantum states. Since random states are uniformly distributed in a Hilbert space, their properties are supposed to show generic properties of quantum states. For instance, entanglement of random states, called generic entanglement, has been intensively investigated from this point of view [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] , and it has been shown that almost all random states are almost maximally entangled.
In analogy with random unitary matrices and random states, random diagonal-unitary matrices and phase-random states have been proposed in Refs. [16, 35] . They are originally introduced to investigate a typical behavior of timeindependent Hamiltonian dynamics, but are turned out to be useful for investigating typical properties of diagonal quantum circuits and of the states generated by them. Random diagonal-unitary matrices also have applications in quantum informational tasks as we will see in Sects. III C and III D.
Definition 4 (Random diagonal-unitary matrices [35] and Phase-random states [16] ) Random diagonalunitary matrices in an orthonormal basis {|u n }, denoted by U diag ({|u n }), are an ensemble of diagonal unitary matrices of the form U ϕ = d n=1 e iϕn |u n u n |, where the phases ϕ n are uniformly distributed according to the normalized Lebesgue measure dϕ = dϕ 1 
Phase-random states are an ensemble of states {U |Ψ } U∈U diag ({|un }) , which depends on the choice of the initial state |Ψ .
As mentioned, we consider only random diagonal-unitary matrices and phase-random states in the computational basis in this paper. Note that phase-random states depend on the choice of the initial state since random diagonalunitary matrices do not have unitary invariance. By choosing the initial state to be |+ ⊗n , the corresponding phaserandom states are identified with an ensemble of all states that can be generated by IQP circuits. Hence, generic
⊗n are almost maximally entangled and they have even higher entanglement than generic entanglement of random states [16] . This implies that computation by IQP circuits possibly utilizes highly entangled states during the computation.
t-designs
Although random (diagonal-)unitary matrices and (phase-)random states have been studied in quantum information from many perspectives, they cannot be efficiently generated since the number of parameters scales exponentially with the number of qubits. Hence, it is important to introduce approximate ones, which are called t-designs. In the following, we denote by E expectations over a probability distribution for simplicity. If necessary, we specify the probability space taken over for the expectation.
A t-design of an ensemble is defined by an ensemble that simulates up to the tth-order statistical moments of the original ensemble on average, and an ǫ-approximate t-design is an ensemble that approximates the t-design, where ǫ is a degree of approximation. In the case of approximate designs of matrices, the degree of approximation is often evaluated by the diamond norm [68] . For a superoperator E acting on the bounded operators on a Hilbert space H, the diamond norm is defined by
where id d is the identity operator on another d-dimensional Hilbert space H ′ and X is any positive operator on H⊗H ′ . To define an ǫ-approximate t-design, let V be an ensemble of unitary matrices and E V (ρ) be a superoperator such that
for any states ρ. Then, an ǫ-approximate unitary t-design is defined as follows (see, e.g., Ref. [28] ):
Definition 5 (ǫ-approximate unitary t-designs [22, 69] ) Let U be random unitary or diagonal-unitary matrices. An ǫ-approximate t-design of U, denoted by U (t,ǫ) , is an ensemble of unitary matrices such that
The t-designs for random unitary and diagonal-unitary matrices are called unitary and diagonal-unitary t-designs, respectively. When ǫ = 0, the design is called exact.
From a property of the diamond norm, an operational meaning of a t-design is given by that a unitary t-design cannot be distinguished from random unitary matrices even if we have t-copies of the system and apply any operations on them. We note that there are several definitions of an ǫ-approximate unitary designs in terms of different measures of the distance [84] . However, they are all equivalent in the sense that, if V is an ǫ-approximate unitary t-design in one of the definitions, then it is also an ǫ ′ -approximate unitary t-design in other definitions, where ǫ ′ = poly(2 tn )ǫ (see Ref. [70] for details).
Similarly, an ǫ-approximate state t-design is defined as follows.
Definition 6 (ǫ-approximate state t-designs [19, 33] ) Let Υ be random states or phase-random states. An ǫ-approximate t-design of Υ, denoted by Υ (t,ǫ) , is an ensemble of states such that
where || · || 1 = tr| · | is the trace norm. In particular, we refer to a t-design of random states and phase-random states as a state t-design and a toric t-design, respectively. When ǫ = 0, the design is called exact.
In most applications of random unitary matrices and random states, their t-designs for small t can be exploited [34] . Hence, an efficient implementation of a unitary t-design, which also provides an efficient generation of a state t-design, is important for their applications. In particular, an implementation of a unitary t-design by a random circuit has been intensely studied [25] [26] [27] [28] [29] 31] , where a random circuit is a quantum circuit comprising random two-qubit gates that act on randomly chosen pairs of qubits. In Ref. [31] , it has been shown that random circuits with a constraint that each shows an r-qubit phase-random circuit with a diagonal gate set Gr in an n-qubit system, where r = 3. The black circles indicate the places of qubits Ir on which the r-qubit gate acts on, and each r-qubit gate is randomly drawn from a diagonal gate set Gr. Panel (b) shows a 3-qubit phase-random circuit used in Sect. III B 2 in a 5-qubit system. In this case, the gates are applied on all combinations of r qubits out of the n qubits, so that Ir is deterministically chosen. Note that the order of the application is arbitrary since all gates are commutable. Panel (c) shows the phase-random circuit with a gate set GCZ in Sect. III B 3. The circle represents a single-qubit random diagonal gates followed by the controlled-Z gate. The places of qubits I2 are randomly chosen from {1, · · · , n}.
two-qubit gate acts on nearest neighbor qubits achieves an ǫ-approximate t-design by applying O(N t 4 (N + log 1/ǫ)) gates.
In contrast to the implementation of a unitary t-design, diagonal-unitary t-designs for general t cannot be achieved by only one-and two-qubit diagonal gates. This is because of the abelian property of the corresponding group and a multi-qubit diagonal gate cannot be generally expressed by a product of diagonal matrices acting on smaller number of qubits. For instance, a diagonal matrix diag(1, 1, 1, 1, 1, 1, 1, −1) acting on three qubits cannot be decomposed into a product of diagonal two-qubit matrices. Hence, implementing a diagonal unitary t-design by diagonal quantum circuits is a non-trivial task. We review the results on the implementation of a diagonal-unitary t-design in the next section.
B. Achieving a diagonal-unitary t-design by diagonal quantum circuits
In this Section, we provide an efficient implementation of a diagonal-unitary t-design by diagonal quantum circuits. This guarantees that the applications of a diagonal-unitary t-design, which will be given in Sects. III C and III D, are efficiently realizable by diagonal quantum circuits. In particular, we consider to implement a diagonal-unitary t-design by a certain type of diagonal quantum circuits, called an r-qubit phase-random circuit with a gate set G that generally containes multi-qubit gates. We introduce it in Sect. III B 1. In Sect. III B 2, we provide a necessary and sufficient condition for an r-qubit phase-random circuit to achieve an exact diagonal-unitary t-design obtained in Ref. [36] . In Sect. III B 3, we also show an approximate implementation of a diagonal-unitary 2-design by using a simpler gate set composed only of the controlled-Z gate and single-qubit random diagonal gates [35] . Since experimental manipulations of multi-qubit gates are not easy, this may help experimental implementations of the design.
Phase-random circuit
An r-qubit phase-random circuit with a gate set G r consists of T diagonal unitary gates. Each of the gates act on r qubits. For the pth gate, we choose r different numbers I . Thus, an r-qubit phase-random circuit with length T is described by a set of the unitary operations {U T } CT . See also Fig. 2 (a) .
Exact implementation
Consider an r-qubit phase-random circuit with a diagonal gate set G r , where the gate set is given by a set of diagonal gates with random phases in the computational basis,
We apply an r-qubit diagonal gates randomly drawn from the gate set G r on all combinations of r qubits out of n qubits. In this circuit, the choice of the place of qubits acted by the pth gate, I
(p) r , is deterministic (see also Fig. 2 (b) ). The random parameters in the circuit are then only phases in the diagonal gates, leading to the probability measure on the phase-random circuit given by
The following Theorem provides a relation between r and t for this phase-random circuit to achieve a diagonal-unitary t-design.
Theorem 3 (Exact implementation of a diagonal-unitary t-design by Y. Nakata et al [36] ) The r-qubit phase-random circuit with the gate set G r defined above is an exact diagonal-unitary t-design if and only if r > log 2 t for t ≤ 2 n − 1 and r = n for t ≥ 2 N .
Theorem 3 is obtained based on another equivalent definition of a t-design in terms of
(see e.g. Ref. [70] ). Then, we use a fact that a matrix element in U ⊗t ⊗ (U † ) ⊗t containing a term e iϕ becomes zero by averaging it over all U ∈ C T since ϕ is randomly chosen from [0, 2π). By comparing the place of the constant terms in U ⊗t ⊗(U † ) ⊗t for the phase-random circuit {U T } CT and that for random diagonal-unitary matrices U diag , the statement of Theorem is reduced to a set identification problem. The set identification problem can be solved in a combinatorial manner, and we obtain Theorem 3.
The number of gates in the circuit is n r , which should be poly(n) for the circuit to have an efficient classical description, implying that r should be constant. Hence, Theorem 3 implies that a diagonal-unitary t-design can be efficiently implemented by the phase-random circuit when t is constant with respect to the number of qubits. If we restrict the circuit to use only two-qubit gates, we obtain an exact t-design only for t ≤ 3. This is contrasted to an implementation of an approximate unitary t-design for any t by using two-qubit gates [31] . This difference comes from a fact that there exist universal gate sets for non-diagonal quantum circuits, but does not exist a counterpart for diagonal quantum circuits, except a trivial one, if the gate set is restricted to be diagonal ones. We also note that the gate set G r can be replaced with a finite set of simpler multi-qubit gates. For the details, see Ref. [36] .
Approximate implementation by a two-qubit gate set
In Theorem 3, the gate set G r is chosen to be r-qubit diagonal gates with random phases. Since it may not be experimentally feasible to manipulate multi-qubit gates with random parameters, it will be helpful to investigate what can be achieved by a fixed multi-qubit gate and random single-qubit diagonal gates. Motivated by this, it was shown that a simpler gate set containing the controlled-Z gate can achieve an approximate diagonal-unitary 2-design [35] .
Let us consider a 2-qubit phase-random circuit with a diagonal gate set G CZ given by .
In this case, we choose a pair of two qubits I (p) 2
for the p-th gate randomly from {1, · · · , n} (see Fig. 2 (c) ). Thus, the probability measure of the circuit is given by
In this phase-random circuit, there
⊗t ] that are equal to −1 due to the use of the controlled-Z gate, while all elements in
⊗t ] are either 0 or 1. Consequently, the phase-random circuit does not achieve an exact diagonalunitary t-design. Nevertheless, it achieves an ǫ-approximate diagonal-unitary 2-design by applying at most O(N 2 (N + log ǫ −1 )) gates randomly drawn from the gate set G CZ as stated in the following Theorem.
Theorem 4 (Approximate implementation of a diagonal 2-design by Y. Nakata et al [35] ) The 2-qubit phase-random circuit with a gate set G CZ of a length T is an ǫ-approximate diagonal-unitary 2-design if T ≥ T conv (ǫ), where
Therefore, the phase-random circuit is an ǫ-approximate diagonal-unitary 2-design after applying at most O(N 2 (N + log ǫ −1 )) two-qubit gates.
Theorem 4 is proven by a method developed in Ref. [25, 26] , which maps the transformation of a state by the circuit to a Markov chain on a certain graph. By investigating the mixing time of the Markov chain, we obtain Theorem 4.
Note that a random choice of a pair of two qubits in the phase-random circuit is crucial in Theorem 4. If the qubits are deterministically chosen, the commutativity of gates makes the circuit stationary after the two-qubit gates are applied on all pairs of qubits. It is easy to check that such a stationary circuit is not a diagonal-unitary 2-design. When the two qubits are randomly chosen, the classical randomness prevents the circuit from being stationary even after the gates are applied on all pairs of qubits. This is also clear from the probability measure of the phase-random circuit. As a result, the degree of approximation is reduced to be arbitrarily small and obtain an ǫ-approximate diagonal-unitary 2-design.
C. Generating a state t-design by a diagonal-unitary t-design
In Ref. [36] , it was shown that applying a diagonal-unitary t-design on a specific initial state achieves a good approximate state t-design for any t, although the degree of approximation is constant. The degree of approximation can be improved by combining a diagonal-unitary t-design with a classical random procedure, and particularly, an exact state 2-design are obtained [35] . Since a state t-design for small t is used in many quantum informational tasks and diagonal-unitary t-design can be implemented by diagonal quantum circuits, these results provides an application of diagonal quantum circuits. We review a generation of an approximate state t-design in Sect. III C 1, and an exact one for t = 2 in Sect. III C 2.
Approximate state t-design
The following proposition states that a diagonal-unitary t-design with an appropriate separable initial state generates an approximate state t-design.
Proposition 1 (Generating an approximate state t-design by Y. Nakata et al [36] ) An ensemble of states obtained by applying a diagonal-unitary t-design to an initial state |+ ⊗n is an η(n, t)-approximate state t-design, where
Although the degree of approximation η(n, t) is constant and cannot be improved by applying additional diagonal gates, it is already a good approximation for t independent of n. This good approximation of random states by the phase-random states is a consequence of the concentration of measure of random states [71] . The concentration of measure in this case means that almost all random states are equal-amplitudes states in the sense that |Ψ = 2 n k=1 c k |u k , where |c k | ∼ 2 −n/2 and {|u k } is some orthonormal basis. Hence, random states can be well-approximated by an ensemble of states with equal-amplitudes in a fixed basis. However, the distribution of amplitudes of states in an ensemble generally depends on the basis, which differs from the distribution of coefficients of random states independent of the basis due to the unitary invariance. This makes the ensemble in Proposition 1 not an exact but approximate state design.
Proposition 1 implies that a diagonal-unitary t-design is capable to generate an ensemble of states of which distribution is hard to distinguish from the uniform one as long as looking at lower order statistical moments. Since a diagonal-unitary t-design is obtained by a phase-random circuit with an initial state |+ ⊗n , which is an IQP circuit, computation by IQP circuits is typically exploiting uniformly distributing states in the Hilbert space, as mentioned in Sect. II B.
Exact state 2-design by virtue of classical randomness
Although a diagonal quantum circuit achieves only an approximate state t-design with a fixed degree of approximation, the degree of approximation can be improved by combining them with a classical random procedure. In particular, the resulting ensemble becomes an exact design when t = 2 as stated below.
Proposition 2 (Generating an exact state 2-design by Y. Nakata et al [35] ) Consider the following protocol.
1. With probability 1 2 n +1 , choose a random n-bit sequencem and generate a state |m .
2. With probability 2 n 2 n +1 , apply a diagonal-unitary 2-design on an initial state + = |+ + · · · + . Then, the resulting ensemble is an exact state 2-design. 
, which is given by
The equation (9) implies that an exact state 2-design is obtained by a probabilistic mixture of the ensemble generated by a diagonal-unitary 2-design
and product states {|m }.
This protocol of generating an exact state 2-design has experimental merits compared to previously known protocols listed below:
• A generation of an exact unitary 2-design using Clifford operations is known [24] , which requires O(n 8 ) bits and O(n 2 ) quantum gates. In the protocol, unitary matrices of generating an exact design are classically calculated and are decomposed into one-and two-qubit unitary gates. Thus, for obtaining a state 2-design, it needs to repeat calculating a gate decomposition and constructing the corresponding quantum circuit.
• An ǫ-approximate unitary 2-design is obtained by a quantum circuit composed of one-and two-qubit Clifford gates, where some gates are applied probabilistically [22] . The number of gates is O(n(n + log 1/ǫ)) [28] in Definition 6.
• A random circuit [25, 26] with length O(n(n + log 1/ǫ)) is an ǫ-approximate unitary 2-design [28, 29] , where all gates are randomly chosen from a gate set called a 2-copy gapped gate set, e.g., a set of the controlled-NOT gate and random single-qubit gates.
• A local random circuit with length O(nt 4 (n + log 1/ǫ)) gates is an ǫ-approximate unitary t-design [31] for any t. The circuit is composed of random SU (4) gates acting on nearest neighbor qubits.
The protocol in Proposition 2 is experimentally preferable because of the following reasons. First, a diagonal-unitary 2-design is achieved by diagonal quantum circuits comprising only two-qubit diagonal gates. Moreover, the circuits are implementable by a single time-independent commuting Hamiltonian due to the commutativity of all the gates. Since such a Hamiltonian can be simultaneously applied on all qubits, the practical time of an implementation is significantly reduced compared to non-diagonal ones. Hence, the implementation of a quantum part in the protocol is easier and more robust than other protocols. Finally, most of the previous protocols except the first one achieve only an approximate 2-design, while the protocol in Proposition 2 achieves an exact one. We also emphasize that there is no drawback in the protocol of Proposition 2 since the same number of gates as that of previous ones are used in the protocol.
One may wonder how much the degree of approximation is improved by adding classical randomness in the case of general t. It was shown that the improvement is limited to be O(2 (1−t)n ) for general t [36] . Since the degree of approximation without classical randomness is η(n, t) = O(1/2 n ), the protocol does not result in a significant improvement except for t = 2.
D. Verifying the principle of apparently equal a priori probability in quantum statistical mechanics Diagonal quantum circuits can be also used to verify the foundation of quantum statistical mechanics. In quantum statistical mechanics, a derivation of a canonical thermal state e −βH /tre −βH for a given Hamiltonian H with an inverse temperature β from natural assumptions is one of the fundamental problems [72] [73] [74] [75] . Recently, a new development on the problem based on the principle of apparently equal a priori probability has been made [76] . We introduce a quantum algorithm of generating a thermal state based on the principle by using a diagonal quantum circuit, which we call a thermalizing algorithm. We overview the principle in Sect. III D 1 and provide the thermalizing algorithm for a certain class of Hamiltonians in Sect. III D 2. 
Appearance of a canonical thermal state
In Ref. [76] , it was shown that a standard assumption for the derivation of canonical thermal states, i.e., the equal a priori probability postulate which is also known as a microcanonical assumption, can be replaced by a weaker assumption. To clarify the situation, let us consider a composite system S+B, where S and B represent a system and a thermal bath, respectively, and denote their Hilbert spaces by H S and H B , respectively. Let H tot = H S +H B +H int be a Hamiltonian acting on H S ⊗ H B , where H S (H B ) acts on only H S (H B ) and H int acts on both. We denote the eigen decomposition of H tot by i e i |e i e i | and define a subspace restricted by total energy E, H E = span{|e i |E − δ < e i < E}, where δ is supposed to be sufficiently small. Then, the equal a priori probability postulate states that it is always the case in the systems describable by thermodynamics that the equiprobable state I HE /trI HE is realized, where I HE is a projector onto H E . This postulate leads to a thermal state in the system S in the thermodynamic limit, i.e., tr B I HE /trI HE = e −βHS /tre −βHS where the inverse temperature β is determined by the energy E in the total system S + B. However, the assumption is very strong since it is a statement about one single initial state.
What has shown in Ref. [76] is that the assumption of the equiprobable state can be relaxed to random states in H E . This is the principle of apparently equal a priori probability. More precisely, it has been shown that, for almost all random states |Ψ in H E , the reduced density state in the system S is very close to that of the equiprobable state, tr B |Ψ Ψ| ∼ tr B I HE /trI HE = e −βHS /tre −βHS . Since this implies that a state randomly drawn from the Hilbert space H E results in a thermal state in a system S with high probability, it is a stronger statement than the equal a priori probability postulate. Similarly, it has been shown that this is also the case for certain types of phase-random states [16] , that is, almost all phase-random states in the subspace H E locally equilibrate to a thermal state in the above sense if the basis and the initial state of the phase-random states satisfy certain conditions. In particular, if the initial state is an equal superposition of all eigenstates in H E , the condition is satisfied.
A thermalizing algorithm
The principle of apparently equal a priori probability offers a possibility of a quantum algorithm that realizes a thermal state by using random and phase-random states in H E . Here, we particularly provide a quantum algorithm using a diagonal quantum circuit, which efficiently realizes a thermal state of classical Hamiltonians. By classical Hamiltonians, we mean those with separable eigenstates. Such algorithms are important from the viewpoint not only of an experimental verification of the foundation of quantum statistical mechanics, but also of obtaining a thermal state of arbitrary classical Hamiltonian in experiments. The latter has utilities in condensed matter physics, since it enables us to measure expectation values of any observables easily in experiments, and also has a possible application in quantum information processing that exploits a thermal state [77] . Note that there are several algorithms that realize a thermal state of a given Hamiltonian without knowing its eigenenergies and eigenstates, e.g., quantum Metropolis algorithm [78] and an artificial thermalization circuit [79] , which are based on different mechanisms from the principle of apparently equal a priori probability.
As shown in Ref. [16] , it is sufficient for realizing a thermal state to prepare phase-random states with equalamplitudes in the computational basis in the subspace H E . To see this more clearly, let us consider n = n S + n B qubits, where n S and n B are the number of qubits in the system S and in the thermal bath B, respectively. We denote by { e E l } l=1,··· ,dE the eigenstates of H tot in the restricted subspace H E . Note that they are a subset of the computational basis by the assumption that the Hamiltonian is classical. The principle of apparently equal a priori current technology, so that any quantum tasks using diagonal quantum circuits are likely to be already realizable in experiments. We have reviewed two applications of diagonal quantum circuits, generating an approximate state tdesign and a thermalizing algorithm. Such applications enable us to experimentally demonstrate quantum advantages in informational tasks and quantum nature in statistical mechanics.
It is worth investigating the diagonal quantum circuits further from both theoretical and practical point of view. On classical simulatability of IQP circuits, it is important to study the complete classification of IQP circuits since clarifying computational power of IQP circuits will lead a better understanding of the origin of quantum speed-up. Since IQP circuits have a simple structure, this approach is more suitable than studying a distinction between quantum computation by non-diagonal quantum circuits and classical one. It is also interesting to consider a difficulty of average instances of IQP circuits. The results about hardness of classical simulation reviewed in this paper are obtained by deriving a highly implausible statement from an assumption that all IQP circuits can be classical simulatable. This methodology, however, does not answer to the question about hardness of classical simulatability of a specific IQP circuit. One way to address this question is to study classical simulatability of randomly chosen IQP circuits, which is an idea of the study of average instances in computational complexity theory. Investigating a difficulty of average instances of IQP circuits is important to fully understand classical simulatability of IQP circuits. It is also practically desirable to consider what diagonal quantum circuits can perform beyond classical information processing. This will be an important step toward a realization of a quantum computer since such tasks are experimentally realizable to demonstrate quantum advantages and will accelerate an experimental challenge of making a quantum computer. One possible application of diagonal quantum circuits is a decoupling of two systems [82, 83] , which is often used in quantum informational tasks. The decoupling is originally proposed by using random unitary matrices, but it is not necessary to use them. Since random diagonal-unitary matrices have similar properties to random unitary matrices in some aspects, an approximate decoupling may be achievable by using diagonal-unitary designs realized by diagonal quantum circuits.
