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Summary 
 
Ion channels are protein molecules, embedded in the lipid bilayer of the cell 
membranes. They act as powerful sensing elements switching chemical-
physical stimuli into ion-fluxes. At a glance, ion channels are water-filled 
pores, which can open and close in response to different stimuli (gating), and 
one once open select the permeating ion species (selectivity). They play a 
crucial role in several physiological functions, like nerve transmission, 
muscular contraction, and secretion. Besides, ion channels can be used in 
technological applications for different purpose (sensing of organic 
molecules, DNA sequencing). As a result, there is remarkable interest in 
understanding the molecular determinants of the channel functioning. 
Nowadays, both the functional and the structural characteristics of ion 
channels can be experimentally solved. The purpose of this thesis was to 
investigate the structure-function relation in ion channels, by computational 
techniques. Most of the analyses focused on the mechanisms of ion 
conduction, and the numerical methodologies to compute the channel 
conductance. The standard techniques for atomistic simulation of complex 
molecular systems (Molecular Dynamics) cannot be routinely used to 
calculate ion fluxes in membrane channels, because of the high 
computational resources needed. The main step forward of the PhD research 
activity was the development of a computational algorithm for the 
calculation of ion fluxes in protein channels. The algorithm - based on the 
electrodiffusion theory - is computational inexpensive, and was used for an 
extensive analysis on the molecular determinants of the channel 
conductance. 
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The first record of ion-fluxes through a single protein channel dates back to 
1976, and since then measuring the single channel conductance has become 
a standard experimental procedure. Chapter 1 introduces ion channels, and 
the experimental techniques used to measure the channel currents. The 
abundance of functional data (channel currents) does not match with an 
equal abundance of structural data. The bacterial potassium channel KcsA 
was the first selective ion channels to be experimentally solved (1998), and 
after KcsA the structures of four different potassium channels were revealed. 
These experimental data inspired a new era in ion channel modeling. Once 
the atomic structures of channels are known, it is possible to define 
mathematical models based on physical descriptions of the molecular 
systems. These physically based models can provide an atomic description 
of ion channel functioning, and predict the effect of structural changes. 
Chapter 2 introduces the computation methods used throughout the thesis to 
model ion channels functioning at the atomic level. 
 
In Chapter 3 and Chapter 4 the ion conduction through potassium channels is 
analyzed, by an approach based on the Poisson-Nernst-Planck 
electrodiffusion theory. In the electrodiffusion theory ion conduction is 
modeled by the drift-diffusion equations, thus describing the ion 
distributions by continuum functions. The numerical solver of the Poisson-
Nernst-Planck equations was tested in the KcsA potassium channel (Chapter 
3), and then used to analyze how the atomic structure of the intracellular 
vestibule of potassium channels affects the conductance (Chapter 4). As a 
major result, a correlation between the channel conductance and the 
potassium concentration in the intracellular vestibule emerged. The atomic 
structure of the channel modulates the potassium concentration in the 
vestibule, thus its conductance. This mechanism explains the phenotype of 
the BK potassium channels, a sub-family of potassium channels with high 
single channel conductance. 
v 
The functional role of the intracellular vestibule is also the subject of 
Chapter 5, where the affinity of the potassium channels hEag1 (involved in 
tumour-cell proliferation) and hErg (important in the cardiac cycle) for 
several pharmaceutical drugs was compared. Both experimental 
measurements and molecular modeling were used in order to identify 
differences in the blocking mechanism of the two channels, which could be 
exploited in the synthesis of selective blockers. The experimental data 
pointed out the different role of residue mutations in the blockage of hEag1 
and hErg, and the molecular modeling provided a possible explanation based 
on different binding sites in the intracellular vestibule. 
 
Modeling ion channels at the molecular levels relates the functioning of a 
channel to its atomic structure (Chapters 3-5), and can also be useful to 
predict the structure of ion channels (Chapter 6-7). In Chapter 6 the structure 
of the KcsA potassium channel depleted from potassium ions is analyzed by 
molecular dynamics simulations. Recently, a surprisingly high osmotic 
permeability of the KcsA channel was experimentally measured. All the 
available crystallographic structure of KcsA refers to a channel occupied by 
potassium ions. To conduct water molecules potassium ions must be 
expelled from KcsA. The structure of the potassium-depleted KcsA channel 
and the mechanism of water permeation are still unknown, and have been 
investigated by numerical simulations. Molecular dynamics of KcsA 
identified a possible atomic structure of the potassium-depleted KcsA 
channel, and a mechanism for water permeation. The depletion from 
potassium ions is an extreme situation for potassium channels, unlikely in 
physiological conditions. However, the simulation of such an extreme 
condition could help to identify the structural conformations, so the 
functional states, accessible to potassium ion channels. 
 
vi 
The last chapter of the thesis deals with the atomic structure of the !-
Hemolysin channel. !-Hemolysin is the major determinant of the 
Staphylococcus Aureus toxicity, and is also the prototype channel for a 
possible usage in technological applications. The atomic structure of !-
Hemolysin was revealed by X-Ray crystallography, but several experimental 
evidences suggest the presence of an alternative atomic structure. This 
alternative structure was predicted, combining experimental measurements 
of single channel currents and numerical simulations. 
 
This thesis is organized in two parts, in the first part an overview on ion 
channels and on the numerical methods adopted throughout the thesis is 
provided, while the second part describes the research projects tackled in the 
course of the PhD programme. The aim of the research activity was to relate 
the functional characteristics of ion channels to their atomic structure. In 
presenting the different research projects, the role of numerical simulations 
to analyze the structure-function relation in ion channels is highlighted. 
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PART I 
 
 Introduction

  
Chapter 1 
 
 Structure and Function of Ion 
Channels 
 
A specialized class of membrane proteins, named ion channels, governs the 
ion fluxes through the cell membranes. These protein channels can open and 
close in response to chemical-physical stimuli, and once open select the most 
permeating ion species. As a consequence of these characteristics ion 
channels are powerful sensors, which play a crucial role in several 
physiological functions (nerve transmission, muscular contraction, 
secretion), and may also be exploited in technological applications This 
chapter briefly introduces ion channels, and the experimental techniques 
used to measure the channel currents. 
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1.1 Ionic Fluxes Through the Cell Membrane 
Every cell exists as a separate entity thanks to a lipid envelope, named cell 
membrane (Alberts, 2008). This lipid membrane separates the inside of the 
cell (cytoplasm) from the extracellular compartment. It retains the vital 
components of the cells, and at the same time it prevents the trafficking of 
hydrophilic solutes. The cell membrane includes specific structures to move 
molecules in and out from the cytoplasm. Most of these structures are 
protein molecules embedded in the lipid bilayer of the membrane (integral 
membrane protein). Transporters and ion channels are the membrane 
proteins responsible for ion trafficking. 
Transporters move ions across the membrane, regardless of the direction of 
the electrochemical gradients (Friedlander, 1993). As an example, the Na
+/K+ 
pump moves three sodium ions outward and two potassium ions inward per 
cycle, hydrolyzing at the same time an ATP molecule (Glynn, 1985). Since 
ion movements through transporters are not coupled to the electrochemical 
gradients, the transport mechanism requires energy, which in the case of the 
Na
+/K+ pump is supplied by the hydrolysis of ATP. A bunch of transport 
proteins have been identified since the late fifties, moving different ion 
species and governed by different physical stimuli (Na
+/K+ pump; Ca2+ 
pump; Na+/Ca2+ exchanger; Cl-/HCO3
- exchanger). As a result of the 
transporter’ activity the ionic concentrations in the intracellular and 
extracellular compartments are different (Table 1-1). 
The differences in ionic concentrations, thus the electrochemical gradients 
through the cell membrane, provide the driving forces for ion movements 
across ion channels (Hille, 2001). At a first glance, an ion channel is a water-
filled pore, which allows ion fluxes in the direction of the electrochemical 
gradients. However, channels are not simple pores. They can open and close 
in response to chemical-physical stimuli (gating), and they have the 
important propriety of selective permeability. Channels are usually named 
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after the most permeable ion species (i.e. potassium channels, sodium 
channels, calcium channels, and chloride channels), or the stimulus 
governing the gating (i.e. voltage-gated, ligand-gated, and 
mechanosensitive). 
 
 [Na
+
] 
mM 
[K
+
] 
mM 
[Ca
2+
] 
mM 
[Cl
-
] 
mM 
Intracellular 12 155 ~0 4.2 
Extracellular 145 4 1.5 123 
Table 1-1 Ionic concentrations in the cytoplasm and in the 
extracellular compartment (Hille, 2001). 
 
The ability to open and close and the selective permeability, make ion 
channels powerful sensors that play crucial roles in several physiological 
functions (cell excitability, secretion). The first evidence of the physiological 
role of ion channels dates back to the Hodgkin and Huxley studies on 
nervous transmission (Hodgkin, 1952). The information in the nervous 
system is coded by electrical pulses (action potentials), which move along 
the nerve axon. The action potential propagates thanks to voltage gated 
sodium and potassium channels. When an action potential reaches the nerve 
terminal, it evokes the release of neurotransmitters, which in turn cause other 
channels in adjacent cells to open. The role of ion channels in nerve 
transmission is a classical example, used to highlight the physiological 
functions of ion channels. In the most general terms, ion channels are the 
physical substrates of the sensory system of the cell. 
 
1.2 Potassium Channels 
A family of selective ion channels exists for each ion of the Ringer’s 
solution (Na+, K+, Ca2+, Cl-). Among these four families of ion channels, the 
channels selectively permeable to potassium ions are the ones showing the 
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greatest variability (Hille, 2001). Potassium channels differ mainly in the 
gating characteristics, while the selectivity function is remarkably conserved 
in the whole family. The permeability sequence is Tl+>K+>Rb+>NH4
+, and 
the permeability to Na+ is usually too low to be measured. The conservation 
of the selectivity function suggests a structural conservation in the pore 
region of potassium channels. The analysis of the aminoacid sequences in 
different potassium channels supports this hypothesis. The aminoacid 
sequence TVGYG is widely conserved among potassium channels, and thus 
it was suggested as the protein segment forming the pore region responsible 
for the selectivity function (MacKinnon, 1998). 
The hypothesis of a conserved pore has been confirmed by the 
crystallographic structures of several potassium channels. The first 
potassium channel to be experimentally solved was the KcsA potassium 
channel from the bacterium Streptomyces Lividans (Doyle, 1998). This 
channel is made of four subunits, symmetrically arranged around the channel 
axis (Figure 1-1). Each subunit consists of three !-helix structures - the outer 
helix, the pore helix and the inner helix – placed as shown in Figure 1-2. 
Different names are used in the literature for the outer helixes and the inner 
helixes, depending on the channel sub-family (M1,M2 in ligand gated 
channels; S5, S6 in voltage-gated channels). The conduction pathway on the 
extracellular side is lined by the carbonyl oxygens of the aminoacid 
sequence TVGYG; one sequence from each subunit (Figure 1-2). This 
region, named selectivity filter (SF), is 16 Å long with a mean radius of 1.4 
Å. The selectivity filter has five binding sites for potassium ions, named S0 
(extracellular side) to S4 (intracellular side). Below the selectivity filter the 
channel opens into a wide chamber, connected to the intracellular 
compartment by a hydrophobic pore. Both the chamber and the hydrophobic 
pore are lined by the four inner helices. 
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Figure 1-1 KcsA channel 
Extracellular and side views of the KcsA channel, in the cartoon and CPK 
modality. In the cartoon modality different colors are used for the four 
subunits. Molecular representations were produced by the software VMD 
(Humphrey, 1996). 
 
The two hallmarks of potassium channels are: i) the rate of conduction (108 
ions/s) close to the diffusion limit and ii) the high selectivity (K+ is at least 
104 times more permeant than Na+) (Hille, 2001). High fluxes need 
conduction mechanisms without energetic barriers, while selectivity needs a 
close interaction between ions and channel. Knowledge of the KcsA atomic 
structure has disclosed the mechanisms underlying these complex 
functionalities. The selectivity of the binding sites S0-S4 for K+ over Na+ 
was proved by molecular dynamics simulations (see section 2.1 for an 
introduction to molecular dynamics) (Allen, 1999; Aqvist, 2000). In 
physiological conditions the SF is occupied by two potassium ions on 
average, separated by a water molecule (Berneche, 2003; Morais-Cabral, 
2001). The configuration with ions in S1 and S3 can rapidly switch to that 
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with ions in S2 and S4 because of the low energetic barrier, ~2Kcal/mol 
(Berneche, 2001). Conduction takes place when a third ion enters the SF 
from one side, causing the concerted motion of all the ions in the filter, and 
finally pushing an ion out from the opposite side. In agreement with the high 
throughput rate of potassium channels, no significant energetic barrier 
hampers any of the steps of the transport mechanism of potassium. To 
explain the lower conductance of rubidium, an ion slightly bigger than 
potassium, it is enough to introduce an energetic barrier between the 
configurations with two ions in the SF (S1-S3 and S2-S4) (Morais-Cabral, 
2001). 
 
 
Figure 1-2 KcsA channel 
Side view of the KcsA 
channel. For clarity, only two 
subunits are shown. Five 
potassium ions are included in 
the selectivity filter at the 
binding sites S0-S4, 
numbering starts from the top 
(extracellular side). 
 
A pore structure similar to KcsA has been observed in the potassium 
channels MthK (Jiang, 2002a), KvAP (Jiang, 2003), Kv1.2 (Long, 2005) and 
KirBac1.1 (Kuo, 2003). MthK is a Ca2+ gated potassium channel (from the 
Methanobacterium Thermoautotrophicum); KvAP (from the bacterium 
Aeropyrum Pernix) and Kv1.2 (from Rattus Norvegicus) are voltage-gated 
channels; while KirBac1.1 (from the bacterium Burkholderia 
Chapter 1 
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Pseudomalleiare) is an inward rectifier channel, whose gating stimuli are 
still not well understood. The conservation of the pore structure in these 
distantly related potassium channels supports the hypothesis of a common 
architecture of the pore in the whole potassium channel family. The accepted 
view is that four “building-blocks” – each made of an inner-helix, an outer-
helix, and a pore helix – arrange around the central pore, forming the 
permeation pathway of potassium channels. Usually each block is a separate 
protein chain. However, some potassium channels (named K2P) are made of 
only two protein chains, each providing two “building blocks” to the pore 
region. 
The KcsA channel is an extremely simple potassium channel, with just two 
transmembrane segments per subunit (the outer helix and the inner helix). 
The voltage-gated channels have six transmembrane segments per subunit. 
The four additional transmembrane segments are responsible for the voltage 
sensing, thanks to the presence of electrically charged residues. Other 
potassium channels have large cytoplasmatic domains (like MthK), which 
control the gating or the conduction characteristics of the channel. Thanks to 
this structural heterogeneity, potassium channels show different functional 
behaviours. The existence of a bunch of potassium channels with different 
functional characteristics is crucial in biological processes. Potassium 
channels are involved in a wide range of physiological functions. They 
regulate the duration of the action potential in the cardiac cycle, and they 
also contribute to reabsorption in the kidneys. The fine balances of ionic 
currents required by these complex biological functions would not be 
possible without the diversity of the potassium channel family. 
Most of the computation analyses presented in this thesis deal with the pore 
region of potassium channels. This is where the conduction processes take 
place, and where several pharmaceutical blockers interact with potassium 
channels. Despite the general architecture of the pore region, minor 
differences in its atomic structure influence the conduction and the 
Structure and Function of Ion Channels 
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pharmacological characteristics of potassium channels. Understanding how 
the atomic structure of the pore is related to the functionality of potassium 
channels is the subject of Chapter 3, Chapter 4 and Chapter 5. 
 
1.3 Channels as Molecular Sensors  
In section 1.1 the important role of ion channels in the sensory system has 
been highlighted. Channels respond to physical stimuli (i.e. membrane 
voltage, mechanical stress and neurotransmitters) by changing their 
conductance. Since measuring the single channel currents is relative easy 
(see section 1.4), ion channels can be used as transducers, capable of 
converting some chemical-physical stimulus into an electrical current. 
Several characteristics make the usage of ion channels in technological 
applications a particular attractive opportunity. Ion channels show an 
amazing variability in the stimuli governing their conductance, which 
implies an equivalent variability in the possible usage of ion channels as 
sensing elements. Then, the sensitivity of channels to stimuli is usually high, 
and the response fast. Ion channels sensible to analytes in nanomolar 
concentrations are not uncommon, like responses in the microsecond time 
scale. Moreover, the gating of ion channels is a reversible processes, which 
allows the detection of more than one event by the same channel. As a final 
remark, an ion channel can usually responds to more than one stimulus. The 
cross-reactivity of ion channels can be exploited in order to use a single 
sensor for several analytes. 
The possible usage of ion channels as sensing elements has already been 
demonstrated in several applications. Channels have been used to detect 
anions or cations (Braha, 2000), small organic molecules (Gu, 1999), and 
DNA or RNA (Kasianowicz, 1996). The nucleotide sequence of DNA 
molecules has also been analyzed by ion channels (Howorka, 2001). Genetic 
engineering and site-specific chemical modification techniques can be used 
Chapter 1 
11 
to functionalize ion channels, in order to promote the detection of specific 
molecules. The availability of these techniques is a further motivation for the 
usage of ion channels in technological applications. 
Up to now, the development of ion channel sensors has been slowed down 
by the fragility of the planar lipid bilayer, where the channels have to be 
embedded. Several techniques have been tested to overcome the problem, 
like pores in the nanometre scale (McGeoch, 2000), solid-supported bilayers 
(Sackmann, 2000), and more recently protected planar bilayers (Kang, 
2007). Nowadays, the protected lipid bilayers technique is the most 
promising methodology to produce ion channel sensors. Using this 
technique, Kang et al (Kang, 2007) have developed a chip containing a 
single ion channel and operative for several weeks, in 2007. 
In the context of a possible usage of ion channels as sensing elements, 
Chapter 7 describes a research project regarding the atomic structure of !-
Hemolysin, the prototype channel for technological applications. 
 
1.4 Experimental Techniques for Ion Channel 
Analyses 
Since the introduction of the patch clamp technique (Hamill, 1981), 
measuring the ionic currents through a single protein channel has become a 
routine experiment. Moreover, thanks to improvements in molecular 
biology, ion channels can now be expressed in heterologous system, and 
eventually genetically mutated. The introduction of mutation in the 
aminoacid sequence of an ion channel allows studying how an alteration in 
the channel structure affects the functionality. These studies are particularly 
useful to analyze the structure-function relation in channels, which is the 
final goal of this thesis. Most of the experimental data refereed throughout 
the thesis are single channel currents, thus the experimental techniques used 
to perform these measurements are briefly described in this introductory 
Structure and Function of Ion Channels 
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chapter. The sub-section 1.4.1 describes the patch clamp technique, while in 
the sub-section 1.4.2 a different technique for current measurements in 
artificial lipid bilayer is described. 
 
Opposed to the feast of functional data, a famine of structural data is 
available about ion channels. Nowadays, around 150 atomic structures of 
membrane proteins have been experimentally solved (White). X-Ray 
crystallography and Nuclear Magnetic Resonance are the experimental 
techniques used to obtain these data. All the structural data used in this thesis 
are from X-Ray crystallography. This technique provides a static structure of 
the protein in a crystal environment, with atomic resolution. Structural data 
are required for numerical simulations of ion channels at the atomic level, 
and at the same time numerical simulations are important to relate the static 
picture offered by X-Ray crystallography to the dynamic functioning of ion 
channels. 
 
1.4.1 Patch Clamp 
Most of what we know today about ion channel functioning comes from 
voltage-clamp measurements of channel currents. In a voltage clamp 
experiment the electric potential through the cell membrane – or through a 
membrane patch – is controlled to a reference value (Vm), and the current 
flowing through the membrane is at the same time measured. Figure 1-3 
shows a simplified scheme of a recording system for voltage clamp 
experiments (Sakmann, 1995). 
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Figure 1-3 Voltage Clamp Amplifier 
 
The first operational amplifier (A1) forces the pipette potential to the 
reference value, supplying the appropriate current (i) through the feedback 
resistance. The second amplifier (A2) subtracts the reference potential from 
the A1 output, in order to have an output signal proportional to the current i. 
To perform a patch clamp experiment the recording pipette is first pushed 
against the cell membrane. By appropriate experimental expedients (clean 
surfaces, negative pressure in the pipette), a gigaohm resistance is created 
between the lipid layer of the membrane and the pipette (gigaseal). This 
gigaseal is crucial for high-quality recordings. In case of low resistance, part 
of the membrane current would not flow through the pipette, but directly in 
the bathing solution. Moreover, a low seal resistance would produce a high 
noise in the recording system because of thermal motions, which would 
prevent the measurement of single channel currents. Once realized a high 
quality gigaseal, three different experimental conditions are possible, named 
whole cell, inside-out, and outside-out. 
In the whole-cell modality the current through the entire cell membrane is 
measured, while in inside-out and outside-out only the current through a 
limited patch of the membrane is measured. Inside-out and outside-out differ 
in the orientation of the cytoplasmatic side (inside) of the membrane with 
Structure and Function of Ion Channels 
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respect to the pipette: outside in inside-out; inside in outside-out. Throughout 
the thesis patch clamp experiments in the three experimental configurations 
will be refereed. 
 
 
Figure 1-4 Patch Clamp Modes 
 
1.4.2 Planar Lipid Bilayer 
In the patch clamp approach channels inserted in the cell membrane are used 
for current recordings. An alternative approach is to measure the ion currents 
through protein channels embedded in an “artificial” planar lipid bilayer. A 
simple technique to create a lipid bilayer is to paint a hole trough a plastic 
material – separating two water compartments – with lipid molecules 
(Mueller, 1962). Because of their amphipathic nature lipid molecules will 
auto-assemble in a bilayer. Afterwards, ion channels can be embedded in the 
lipid bilayer by fusion of lipid vesicles containing the channels, or by direct 
insertion of water-soluble channels (Morera, 2007). A great advantage of the 
Chapter 1 
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recordings in planar lipid bilayers is the possibility to study ion channels not 
accessible by the patch clamp technique. Moreover, the easily accessible 
water compartments simplify the control of the water-solutions at the two 
sides of the channels. As a counterpart, the mechanical instability of the 
bilayer introduces a higher noise in the recording system. The planar lipid 
bilayer technique was used in this thesis to measure ion currents through the 
!-Hemolysin channel (Chapter 7). 
 
 

  
Chapter 2 
 
 Computational Techniques for 
Structure-Function Analyses 
 
Numerical simulations are a powerful tool to investigate the structure-
function relation in molecular systems. At the atomic level, the behaviour of 
a system is described by Quantum Mechanics. Quantum mechanics 
explicitly represents electrons, thus a large number of particles are included 
in the mathematical model, and simulations are time consuming. Many of 
the problem that we would like to tackle in molecular biology, are too large 
to be considered by quantum mechanical calculations. Molecular Dynamics  
(MD) techniques explicitly represent just the nuclear coordinates, and offer a 
reliable alternative for the simulation of complex molecular systems in the 
nanosecond time scale. Biological relevant processes are usually slower - 
millisecond time scale – hence even MD is too computational demanding, 
and simplified mathematical models are require. This chapter introduces the 
MD approach, and the simplified methodologies used in the thesis to analyze 
the structure-function relation in ion channels. 
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2.1 Molecular Dynamics 
Molecular dynamics (MD) simulations are widely used to analyze complex 
molecular systems - like proteins - at the atomic level. In MD simulations the 
molecular system is described by N  classical particles. Each particle 
represents one or more atoms of the system, and evolves according to the 
Newton’s equation of motion: 
 
F
dt
pd
=  Equation 2-1 
 
Where p  is the array of the momenta of the N  particles in the molecular 
system  ( ],,,...,,,[ 111 Nz
N
y
N
xzyx ppppppp = ), and F  is the array of the forces. 
Forces are valued by the gradient of a potential energy function (
! 
V (r ) , r  
being the array of the particle positions): 
 
! 
F = "#V (r ) Equation 2-2 
 
The potential energy 
! 
V (r )  is a crucial element in MD simulations, and a 
brief discussion on its functional form is given in section 2.1.1. Thanks to the 
simplified mathematical model of Equation 2-1 and Equation 2-2, complex 
molecular systems (hundreds of thousands of atoms) can be simulated by the 
MD approach. An important parameter in the numerical algorithm used to 
integrate the equation of motion (Hockney, 1970; Verlet, 1967) is the 
integration time step, t! . A too short time step would slow down the 
exploration of the configurational space, while a too long time step would 
cause instability in the integration algorithm. To avoid instability, the time 
step must be shorter than the period of the fastest motion in the system. In 
molecular systems, the fastest motions are the oscillations of hydrogen 
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atoms, having a period of ~10fs. As a consequence, the time-step is 
restricted to the femtosecond time scale. This short time-step limits the time-
scale accessible to molecular dynamics simulations, as further discussed in 
section 2.4. 
  
2.1.1 Force Fields 
In MD simulations the forces on each atom are computed by means of a 
potential energy function (Equation 2-2). The exact form of the potential 
energy changes according to the adopted force field, but a common 
expression will include terms associated with the deviation of bonds and 
angles from their equilibrium values, and terms modeling the interactions 
between non-bonded particles. The energetic penalties due to deviations of 
bonds and angles from their equilibrium values are usually modelled by 
harmonic potentials, while Lennard-Jones potentials are used to model the 
van der Waals interactions. Equation 2-3 shows a simple functional form of 
a force field: 
 
! 
V (r ) = kb (d " d0)
2 + ka (# "#0)
2 +
angles
$
bonds
$
+
Vt
2
1+ cos nt% " & t( )( ) +
torsions
$
+
Aij
dij
6
"
Bij
dij
12
+
qiq j
4'(0dij
) 
* 
+ 
, 
- 
. 
j= i+1
N
$
i=1
N
$
 
Equation 2-3 
 
The first term models the interaction between bonded particles, by harmonic 
potentials (
! 
d  is the bond length). The elastic constant (
! 
k
b
) and the 
equilibrium bond length (
! 
d
0
) are defined according to the atomic species 
involved in the bond. A harmonic potential is also used to model the 
deviation of bond angles from their equilibrium values (
! 
"
0
), while a periodic 
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potential models the potential energy related to torsion angles. The last two 
terms of Equation 2-3 describe the potential energy due to non-bonded 
interactions, i.e. van der Waals and electrostatic interactions (
! 
Aij  and 
! 
Bij  are 
the parameters of the Lennard-Jones potential between particle 
! 
i  and particle 
! 
j ; 
! 
qi and 
! 
q j  are the partial atomic charges; 
! 
dij  is the distance between 
particle 
! 
i  and particle 
! 
j ; and 
! 
"
0
 is the vacuum permittivity). 
The usage of simplified functions, like Equation 2-3, to define the potential 
energy of the molecular system is of course an approximation. Actually, the 
definition of a potential energy as a function of the nuclear coordinates only 
is itself an approximation (Born-Oppenheimer approximation). In spite of 
this simple scheme, MD simulations properly reproduce a wide spectrum of 
experimental data. These successes are the main arguments in support of the 
MD approach. 
 
2.1.2 Molecular Dynamics in the NPT Ensemble 
Molecular dynamics are Newtonian dynamics of 
! 
N  interacting particles. In 
this simple scheme, the number of particles, the energy and the volume of 
the molecular system do not change along the simulation (at least in 
principle, to guarantee the energy conservation along the numerical 
integration of the equation of motions is not a trivial problem). The 
microscopic configuration of the molecular system – described by positions 
and momenta, 
! 
r , p [ ] – will evolve among the possible configurations 
satisfying these constrictions (constant volume, energy and number of 
particles). This set of microscopic configurations is denoted as 
microcanonical ensemble, or NVT ensemble. This ensemble does not 
properly mimic the experimental conditions we are usually interested in. The 
variables controlled in a common experimental environment are the 
temperature and the pressure, not the volume and the energy. Thus, it would 
Chapter 2 
21 
be preferable to control the same variables in MD simulations. The set of 
microscopic configuration with constant number of particles, temperature 
and pressure is usually denoted as NPT. 
Different schemes have been developed to control the temperature and the 
pressure in MD simulations. In the remaining part of this section, the 
coupling to external baths is described as an example, in order to introduce 
the problematic of pressure and temperature control in MD simulations. 
Most of the simulations presented in the second part of the thesis were 
performed at constant pressure and temperature. 
 
The temperature of a molecular system is related to its average kinetic 
energy by: 
 
! 
T =
2
3Nk
pi
2
2mii=1
N
"  Equation 2-4 
 
Where 
! 
k  is the Boltzmann constant, 
! 
pi  is the particle momentum, and 
! 
m
i
 is 
the particle mass. According to Equation 2-4, the temperature of a molecular 
system can be controlled by controlling the particle velocities. A simple 
scheme to control the velocities is to couple the molecular system to a 
temperature bath (Berendsen, 1984), by the equation: 
 
! 
dT
dt
=
T
bath
"T
#
bath
 Equation 2-5 
 
Where 
! 
T
bath
 is the temperature of the bath, and 
! 
"
bath
 is the time constant of 
the coupling between the bath and the molecular system. As a consequence 
of Equation 2-5, in a time-step 
! 
"t  the change in the system temperature is:  
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! 
"T =
"t
#
bath
T
bath
$T( )  Equation 2-6 
 
This temperature change corresponds to a scaling of the velocities by a factor 
! 
"
T
: 
 
! 
"
T
= 1+
#t
$
bath
T
bath
T
%1
& 
' 
( 
) 
* 
+  Equation 2-7 
 
When the coupling to an external bath is used to control the temperature, the 
equations of motion are solved in the usual way. Then after a time step 
! 
"t , 
the temperature is calculated by Equation 2-4. This value of the temperature 
is used in Equation 2-7 to get 
! 
"
T
, which is then used to update the particle 
velocities (
! 
v
i
) according to: 
 
! 
v
i
= "
T
v
i
 Equation 2-8 
 
A similar scheme can be used to control the pressure value. Instead of 
coupling to a temperature bath, the molecular system will be coupled to a 
pressure bath by an equation analogous to Equation 2-5. The pressure (
! 
P ) in 
a molecular system is related to the volume (
! 
V ) by the isothermal 
compressibility, 
! 
K
V
: 
 
! 
K
V
= "
1
V
#V
#P
$ 
% 
& 
' 
( 
) 
T
 Equation 2-9 
 
Thus, to produce a pressure change 
! 
"P  in a time-step 
! 
"t  the volume must 
be scaled by the factor: 
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! 
"P =1+
k#T
$ pressurebath
Pbath % P( )  Equation 2-10 
 
Where 
! 
P
bath
 is the target pressure, and 
! 
" pressurebath  is the coupling time 
constant between the molecular system and the pressure bath. 
 
2.2 Free Energy Calculations 
According to the second law of thermodynamic, a system in the 
microcanonical ensemble (constant volume, energy, and number of particles) 
evolves towards states with maximum entropy (
! 
S). An equivalent statement 
of the second law is that a system in the canonical ensemble (constant 
volume, temperature and number of particles) evolves towards states with 
minimum Helmholtz free energy (
! 
F = E "TS , 
! 
E  is the energy of the 
system, 
! 
T  is the temperature); and a system in the isothermal-isobaric 
ensemble (constant pressure, temperature and number of particles) evolves 
towards states with minimum Gibbs free energy (
! 
G = F + PV , 
! 
P  is the 
pressure, and 
! 
V  is the volume) (Chandler, 1987). It follows that entropy and 
free energies are among the most important variables to be determined in 
thermodynamic systems, since they provide information about the 
spontaneous evolution of the system. 
Unfortunately, these thermodynamic variables are at the same time the most 
complicated to calculate in numerical simulations. The difficulties in 
determining the thermodynamic variables 
! 
S , 
! 
F , and 
! 
G are due to 
difficulties in determining the dimensionality of a thermodynamic system, 
i.e. the number of accessible microscopic states. Indeed, the entropy is 
defined by: 
 
! 
S = k ln"  Equation 2-11 
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Where 
! 
" is the number of possible microstates corresponding to the 
observed thermodynamic macrostate, and 
! 
k  is the Boltzmann constant. 
Numerical simulations of a molecular system tend to explore restricted 
regions of the configurational space, which cause a poor estimation on the 
number of accessible microstates. Numerous computational techniques have 
been developed in order to improve the estimation of the free energies 
(Chipot, 2007). In this thesis the umbrella sampling approach (Torrie, 1974), 
described in the next section, was used. 
 
2.2.1 Umbrella Sampling 
In the MD approach the configuration of the molecular system is described 
by the positions (
! 
r ) and the momenta (
! 
p ) of the 
! 
N  particles. The 
instantaneous value of a generic property (
! 
A) is a function of 
! 
r , p [ ]. This 
value fluctuates continuously along the MD trajectory. An experimental 
measurement will always provide the mean value of the property 
! 
A  in a time 
interval. Thus, in order to compare simulations and experimental data, the 
temporal average of 
! 
A  needs to be computed. In an ideally infinite MD 
simulation, the temporal average (
! 
A ) is:  
 
! 
A = lim
"#$
1
"
dtA(t)
0
"
%  Equation 2-12 
 
The ergodic hypothesis, which is usually postulated in molecular systems, 
states that the temporal average coincides with the ensemble average, 
! 
A  
(i.e. average value on the accessible microstates of the thermodynamic 
system): 
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! 
A =
drdp"(r, p)A(r, p)##
drdp"(r, p)##
 Equation 2-13 
 
Where 
! 
"(r, p)  is the probability density of the microstates. Multiplying both 
numerator and denominator of Equation 2-13 by 
! 
w(r, p), gives: 
 
! 
A =
drdp"(r, p)w(r, p)A(r, p)##
drdp"(r, p)w(r, p)##
=
A
w w
1
w w
 Equation 2-14 
 
 Where the subscript 
! 
w  is used for ensemble averages in a system with 
density of microstates equal to 
! 
"(r, p)w(r, p). The density of microstates is a 
function of the potential energy of the molecular system, which in the NVT 
ensemble satisfies: 
 
! 
"(r, p)#e
$
H (r,p )
kT  Equation 2-15 
 
Where 
! 
H(r, p) is the Hamiltonian of the molecular system. Therefore, a 
change in the density of microstates is related to a change in the potential 
energy, and can be modeled as: 
 
! 
"'(r, p)#e
$
H '(r,p )
kT = e
$
H (r,p )
kT e
$
W (r )
kT #"(r, p)w(r, p) Equation 2-16 
 
Where the apex is used to indicate the variables in the molecular system with 
the modified potential energy. 
Equation 2-14 states that instead of computing the ensemble average in the 
system with the original potential energy, the average can be computed in a 
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system with a modified potential energy. This observation is the key point of 
the umbrella sampling technique. Actually, the problem in the calculation of 
thermodynamic variables like entropy and free energies is the poor sampling 
of configurational space with low probability. A change in the potential 
energy can increase the probability of specific configurations, then Equation 
2-14 can be used to estimate the average value of the property 
! 
A  in the 
original system. 
A common situation in the simulation of molecular systems is the calculation 
of the free energy along a reaction coordinate, 
! 
" . In this case it is sufficient 
to split the range of variability of the reaction coordinate in a set of windows. 
Then, a MD simulation is run for each window adding to the potential 
energy of the system an harmonic term, like: 
 
! 
W (") = k" " #"0( )
2
 Equation 2-17 
 
Where 
! 
"
0
 is the center of the window, and 
! 
k"  an elastic constant. If the 
elastic constant and the width of the window are properly defined, the 
system will be forced to explore the configurations around the 
! 
"
0
 value of 
the reaction coordinate. Afterwards, opportune numerical algorithms – like 
the Weighted Histogram Analysis Method (Kumar, 1992)– can be used to 
unbiased the data, and compute the free energy along the reaction 
coordinates in the original system, not biased by the harmonic potential 
! 
W (") . 
  
2.3 Docking 
Ion channels may interact with several pharmaceutical molecules, which can 
eventually alter the channel activity. Predict the structure of the channel-
blocker molecular complex is of great interest for the pharmaceutical 
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research, since it can inspire the synthesis of new drugs, with higher affinity 
and selectivity. MD simulations, together with techniques for free energy 
calculations, are an accurate approach to estimate the structure of an 
intermolecular complex. However, in many practical cases an approach 
based on MD simulations is not feasible, because of the complexity of the 
molecular system and the consequent high-computational resources required 
for the simulation. Docking is a simplified approach to the problem, widely 
used for computer-aided drug design (Leach, 2006; Romano, 2007). 
The basic idea of the docking method is to minimize the energy of 
interaction between the receptor and the ligand. Interaction energy is usually 
defined empirically, using for example, a set of ligand-receptor complexes 
where both the binding constants and the molecular structures are known 
(Aiay, 1995). Different docking procedures have been proposed. They can 
be classified according to the number of degrees of freedom taken into 
account. The simplest approaches use just six degrees of freedom, defining 
the relative position of the two molecules (Kuntz, 1982). At the other side of 
the spectrum, there are techniques that take into account molecular motions 
both of the ligand and the receptor (Leach, 1994). The calculations reported 
in this thesis used an intermediate approach, where the receptor – the ion-
channel – is modeled as a static structure, while atomic motions in the ligand 
– the channel blocker – are taken into account (Morris, 1998). Once defined 
the degrees of freedom and the interaction energy, the docking algorithm is a 
minimization algorithm, which explore the configurational space searching 
for the most probable structure of the intermolecular complex. 
 
2.4 Simplified Approaches to Simulate Ion 
Conduction 
The simulation of the molecular dynamics of an ion channel embedded in a 
lipid membrane implies the simulation of a complex system, composed of 
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hundreds of thousands atoms. The complexity of the system limits molecular 
dynamics simulations to the nanosecond scale. This temporal scale is 
adequate to observe single conduction events (transit time in a potassium 
channel is in the nanosecond scale) but not to estimate channel current, 
whose computation requires the mean temporal proprieties of conduction to 
be known.  Since ion current is an important functional characteristic of ion 
channels and can be determined experimentally (Sakmann, 1995), it is 
noteworthy to relate the channel conductance to its atomic structure. Most of 
the complexity lies in the large number of water molecules in the 
extracellular and intracellular compartments, thus the computational load is 
strongly reduced in models based on a continuum picture of the solvent. 
Brownian dynamics and Poisson-Nernst-Planck (PNP) electrodiffusion 
theory are possible approaches based on this idea. Brownian dynamics 
preserve the discrete nature of ions (Chung, 2002a; Noskov, 2004b), while 
PNP handles the whole system as a continuum. Since the studies presented 
in this thesis make an extensive use of the PNP approach, the PNP 
electrodiffusion theory is described in this section. The sub-section 2.4.1 
deals with the formulation of the PNP mathematical model, while in sub-
sections 2.4.2, 2.4.3 and 2.4.4 the numerical procedure used to solve the PNP 
differential equation set is described. A pseudo code of the numerical solver 
is listed in appendix A. 
  
2.4.1 Poisson-Nernst-Planck Theory 
The Poisson-Nernst-Planck electrodiffusion theory describes a steady state 
condition for a system of mobile charges. The mobile charges in membrane 
channels are the different ion species in solution. A continuum picture is 
used for the space distribution of ions, which are described by the 
concentrations   
! 
C
s
(
r 
r ) (subscript 
! 
s marks the s-th ion species;   
! 
r 
r  is the 
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position in space). The flux of the s-th ion species (  
! 
J
s
(
r 
r )) is modelled by the 
drift-diffusion equation (also named Nernst-Planck equation): 
 
  
! 
r 
J 
s
(
r 
r ) = "D
s
(
r 
r )
r 
# C
s
(
r 
r ) "µ
s
(
r 
r )C
s
(
r 
r )
r 
# V
s
(
r 
r )  Equation 2-18 
 
Where 
  
! 
D
s
(
r 
r ) ,   
! 
µ
s
(
r 
r )  are diffusion coefficient and mobility of the s-th ion 
specie; and   
! 
V
s
(
r 
r )  is the potential energy forcing the drift of the s-th ion 
specie. The first term, which is proportional to the concentration gradient, is 
due to diffusion processes, while the second is due to the drift forces acting 
on ions. Since the PNP theory describes a steady state condition, all 
quantities in Equation 2-18 are time independent. Moreover, because of the 
mass conservation law, the divergence of   
! 
J
s
(
r 
r ) is zero, which gives the set 
of differential equations (Continuity equation, Mass conservation law): 
 
  
! 
r 
" #
r 
J 
s
(
r 
r ) = 0     s =1,...,M  Equation 2-19 
 
With 
! 
s ranging over the 
! 
M  ion species in solution. Assuming diffusion 
coefficients and mobilities as parameters (related by the Einstein relation 
! 
D µ = kT , 
! 
k  Boltzmann constant and 
! 
T  absolute temperature), the mass 
conservation law (Equation 2-19) gives 
! 
M  equations with 
! 
2M  unknown 
quantities: the ion concentrations (  
! 
C
s
(
r 
r )) and the potential energies (  
! 
V
s
(
r 
r ) ). 
The number of variables sensibly decreases if the driving forces are reduced 
just to the electrostatic forces. According to this approximation the potential 
energies are: 
 
  
! 
V
s
(
r 
r ) = "ez
s
#(
r 
r )  Equation 2-20 
 
And the variables decrease to 
! 
M +1 (  
! 
"(
r 
r )  is the electrostatic potential, 
! 
z
s
 is 
the valence of the s-th ion species, and 
! 
e  is the elementary charge). The PNP 
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theory formulation is completed by the relationship between the electrostatic 
potential and the ion concentrations. This relation is defined by the Poisson’s 
equation: 
 
  
! 
r 
" # $(
r 
r )%(
r 
r )[ ] = &'(
r 
r ) & ez
s
C
s
(
r 
r )
s=1
M
(  Equation 2-21 
 
Where   
! 
"(
r 
r )  is the dielectric constant; and   
! 
"(
r 
r )  is the charge distribution of 
the protein atoms. Unlike ion charge distribution, the protein charge 
distribution is fixed in space, thus no protein atomic movements are included 
in the PNP theory.  
 
2.4.2 Mathematical Model 
In the PNP calculations presented in this thesis just two monovalent ion 
species are included in the mathematical model: one positive, to mimic 
potassium ions; and one negative, to mimic chloride ions. Thus, the PNP 
differential equation set is reduced to: 
 
  
! 
r 
" # D
K
+ (
r 
r )
r 
" C
K
+ (
r 
r ) +
e
k
B
T
C
K
+ (
r 
r )
r 
" $(
r 
r )
% 
& 
' 
( 
) 
* 
% 
& 
' 
( 
) 
* = 0
r 
" # D
Cl
+ (
r 
r )
r 
" C
Cl
+ (
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1 
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0 
0 
 Equation 2-22 
 
Once these equations are solved, ion concentrations and electrostatic 
potential are computed; then Equation 2-18 is used to calculate the ion 
fluxes, thus the channel currents. 
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A numerical algorithm, based on a Finite Differences approach, was 
implemented to solve the differential equations of the PNP theory (Equation 
2-22). Two different discretization volumes were included in the algorithm: 
one cubic and one cylindrical. The cubic grid was the original choice, 
inspired by the availability of several routines for the discretization of the 
differential equations (Rocchia, 2002). The cylindrical grid is a more natural 
choice for the analysis of ion channels. In a cylindrical grid the volume is 
divided in slices orthogonal to the cylinder axis, and each slice is divided in 
segments and rings. As a consequence, the grid elements are tinier close to 
the cylinder axis and larger far from the axis. If the grid axis is chosen as the 
channel axis, a more accurate discretization in this region - where the 
analysis is usually focused - is obtained. 
Poisson equation (Equation 2-21) was solved in the whole volume, while the 
continuity equations (Equation 2-19) were solved for the water solution only. 
As boundary condition for Poisson equation, the electrostatic potential on the 
boundary surfaces was assigned. The potential was set to zero on the upper 
boundary, whereas the membrane potential was applied at the lower 
boundary. For the potential of the side surfaces (six faces for the cubic grid, 
the lateral surface for the cylindrical grid), a linear interpolation between 
zero and the membrane potential was used. Two different boundary 
conditions were assigned for the continuity equations. On the upper and 
lower surfaces, the boundary conditions were the ion concentrations to 
simulate. To have electrically neutral boundaries on both faces, anion and 
cation concentrations were set equal. Boundary conditions on the side 
surfaces and at the separation surfaces with channel and membrane were: 
 
  
! 
r 
J 
K
+ "
ˆ i 
n
= 0          
r 
J 
Cl
# "
ˆ i 
n
= 0 Equation 2-23 
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Where 
n
iˆ  is the surface normal vector. In this way, no ion flux was allowed 
through these surfaces. 
 
2.4.3 Partial Differential Equation Solver 
The numerical procedure used to discretize the continuity equation for 
potassium ions in the cylindrical grid is presented here. The generalization to 
the Poisson equation and to the cubic grid is immediate. Three indexes 
! 
(i, j,k) are used to identify an element in the grid. Figure 2-1 defines the 
direction associated with these three indexes. 
 
 
Figure 2-1 Grid element 
 
The outwards ion fluxes from the grid element 
! 
(i, j,k) were defined as (
! 
Ci, j ,k  
is the potassium concentration in the grid element, 
! 
"i, j ,k  the electrostatic 
potential): 
 
! 
Ji"1 = "
Di, j ,k + Di"1, j ,k
2
Ci"1, j,k "Ci, j,k
dr
+
e
kT
Ci, j ,k + Ci"1, j ,k
2
#i"1, j ,k "#i, j ,k
dr
$ 
% 
& 
' 
( 
)  
! 
Ji+1 = "
Di, j ,k + Di+1, j ,k
2
Ci+1, j,k "Ci, j,k
dr
+
e
kT
Ci, j ,k + Ci+1, j ,k
2
#i+1, j ,k "#i, j ,k
dr
$ 
% 
& 
' 
( 
)  
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! 
J j"1 = "
Di, j ,k + Di, j"1,k
2
Ci, j"1,k "Ci, j,k
dtdr i + 0.5( )
+
e
kT
Ci, j ,k + Ci, j"1,k
2
#i, j"1,k "#i, j ,k
dtdr(i + 0.5)
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( 
) 
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2
Ci, j+1,k "Ci, j,k
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% 
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)  
Equations 2-24 
 
Where 
! 
J
i"1
 is the outward flux between the grid elements 
! 
(i, j,k) and 
! 
(i "1, j,k)  - a coherent nomenclature is used for the fluxes in the other 
directions; and 
! 
dr , 
! 
dt  and 
! 
dz  are the grid steps in the 
! 
I , 
! 
J  and 
! 
K  
directions, as defined in Figure 2-1. Equations 2-24 are nothing else but the 
lattice versions of Equation 2-18. According to the mass conservation law, 
the net steady state flux through any grid element is zero, that is: 
 
! 
Ji"1Si"1 + Ji+1Si+1 + J j"1S j"1 + J j+1S j+1 + Jk"1Sk"1 + Jk+1Sk+1 = 0  
Equation 2-25 
 
! 
S
i"1 = i(drdtdz)  
! 
S
i+1 = (i +1)(drdtdz) 
! 
S j"1 = S j+1 = drdz  
! 
S
k"1 = Sk+1 = (i + 0.5)dtdr
2  
Equations 2-26 
  
Where 
! 
S
i"1
 is the boundary surface between the grid elements 
! 
(i, j,k) and 
! 
(i "1, j,k) , and a coherent nomenclature is used for the other boundary 
surfaces. Replacing in Equation 2-25 the Equations 2-24 and the Equations 
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2-26, the concentration in the grid element 
! 
(i, j,k) and in the six surrounding 
grid elements are related by: 
  
! 
Ci, j ,k
Di, j,k + Drnd
2
1+
ez
2kT
"rnd #"i, j ,k( )
$ 
% & 
' 
( ) 
rnd
* Srnd #
    - Crnd
Di, j,k + Drnd
2
1#
ez
2kT
"rnd #"i, j ,k( )
$ 
% & 
' 
( ) 
rnd
* Srnd = 0
 
Equation 2-27 
 
Where 
! 
rnd  is an index that rounds over the six surrounding grid elements. In 
case one of the surrounding grid elements does not belong to the water 
solution compartment, the flux toward it will be zero, and the corresponding 
term in Equation 2-27 will disappear. On the other way, if one of the 
surrounding elements has a fix ion concentration, like in the upper and lower 
boundaries, the corresponding concentration in Equation 2-27 will not be an 
unknown quantity, but a given value.  Equation 2-27 can be rewritten in a 
matrix form: 
 
! 
Ac = b  Equation 2-28 
 
Where 
! 
c  is the unknown array of ionic concentrations; and 
! 
b  is a given 
array, function of the electrostatic potential, the boundary concentrations, 
and the diffusion coefficients profile. The matrix 
! 
A  is a function of the 
electrostatic potential and the diffusion coefficients profile, as defined by 
Equation 2-27. 
The linear systems representing the partial differential equations of the PNP 
model (Equation 2-28) were solved by the Bi-conjugate Gradient Stabilized 
(BiCGS) Algorithm (Vorst, 1992). BiCGS is a non-stationary iterative 
method, suitable for the solution of large linear system. Unlike stationary 
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methods (as Successive Over-Relaxation (Young, 1971)), non-stationary 
methods exploit in the computation information that changes at each 
iteration. Typically, inner products of residual or related vectors are used to 
update the searching direction and the update-weight. For a more detailed 
description, the code of the BiCGS algorithm is included in Appendix A. 
The BiCGS algorithm was chosen because of the smooth converge to 
solution, even in non-symmetric linear system. This is not necessary for the 
Poisson equation, which is described by a positive definite matrix, but it is 
crucial for the solution of the continuity equations. Indeed, the linearization 
of the continuity equations gives linear system with non-symmetric matrix, 
and the convergence to solution of the other algorithms tested (Successive 
Over-Relaxation, Conjugate Gradient, Bi-conjugate Gradient, Conjugate 
Gradient Squared (Barrett, 1994)) was not guaranteed. 
 
2.4.4 Iterative Algorithm 
The differential equation set (Equation 2-22) was solved by an iterative 
scheme. At the first step, the electrostatic potential was computed solving 
Poisson equation with ion concentrations set to zero.  Then, the electrostatic 
potential was updated, according to: 
 
! 
" = (1# w
P
)" 
old
+ w
P
" 
P
 Equation 2-29 
 
Where 
! 
" 
old
 is the electrostatic potential in the previous step (zero in the first 
step); and 
! 
" 
P
 is the electrostatic potential obtained by the solution of the 
Poisson equation. The updating-weight (
! 
w
P
) is a parameter of the algorithm, 
twiddled to guarantee the convergence of the iterative procedure. Once 
updated the electrostatic potential, the ion concentrations are computed by 
the solution of continuity equations. Then, the ion concentrations are updated 
with the same scheme used for the electrostatic potential (Equation 2-29), 
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but using a different updating-weight (
! 
w
N
). Again the updating-weight is an 
algorithm parameter, twiddled to guarantee the convergence. The iterative 
procedure is repeated until a self-consistent solution is reached. The 
convergence is tested by the root mean square deviation between two 
successive iterations. A scheme of the algorithm is given in appendix A 
 
2.5 Homology Modelling 
A prerequisite to analyze the structure-function relation in protein molecules, 
like ion channels, is to know the atomic structure of the protein. Protein 
molecules are sequences of aminoacids, bounded by amide bonds. While it is 
relatively easy to identify the sequence of aminoacids forming a protein 
(primary structure), it is far more difficult and expensive to solve its three-
dimensional atomic structure (quaternary structure). Indeed, the number of 
known primary structures overwhelms the number of known quaternary 
structures. As a result, there is a remarkable interest in theoretical methods to 
predict the atomic structure of a protein molecule from its aminoacid 
sequence. This problem is known as the protein folding problem, and it is 
one of the major topics in computation chemistry. An extensive introduction 
to the topic is not the purpose of this section, however computational 
methods for the prediction of protein structures are used in Chapter 5, so the 
basic scheme of the adopted method is introduced in the remaining of the 
section. 
The theoretical approaches to predict protein structures can be classified in 
two categories: ab initio methods, and homology modeling (also known as 
comparative modeling). Ab initio methods try to define the protein atomic 
structure from first principle. The idea is to identify the most favourable 
energetic configuration of the protein, searching in the configurational space. 
The number of possible configurations of a protein is overwhelming, which 
hampers the usage of ab initio methods. MD simulations have been used to 
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analyze protein folding, but their application is still limited to simple 
polypeptides (Garcia, 2007; Wu, 2004). Homology modeling uses a 
complete different strategy (Ginalski, 2006). A reasonable hypothesis is that 
proteins with similar aminoacid sequences have similar three-dimensional 
structures. Thus, if a target protein has a primary structure similar to a 
template protein - with known three-dimensional structure - it is possible to 
model the atomic structure of the target protein on the template protein. 
Modeling the quaternary structure by homology modelling consists of three 
phases. First a template protein with known atomic structure has to be 
identified. Then, a sequence alignment between the two proteins has to be 
defined, and finally the target protein can be modeled on the template 
protein, according to the alignment. The quality of the model can be 
improved by including more than one template proteins in the homology-
modeling scheme (Shatsky, 2007), or by refining the structure through 
energy minimization and MD simulations. 
Homology modeling is used in Chapter 5 to define possible atomic structures 
of the pore region of the hErg and hEag1 potassium channels. Identifying the 
template protein and the sequence alignment in this case was 
straightforward, because of the similarity of the pore region among different 
potassium channels. 
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 Application of the Poisson-Nernst-
Planck Theory to KcsA  
The Poisson-Nernst-Planck electrodiffusion theory (see section 2.4) serves to 
compute charge fluxes and is here applied to the ion current through a 
protein channel. KcsA was selected as an example because of the abundance 
of experimental and theoretical data. The potassium channels MthK and 
KvAP were used as templates to define two open channel models for KcsA. 
Channel boundary surfaces and protein charge distributions were defined 
according to atomic radii and partial atomic charges. To establish the 
sensitivity of the results to these parameters, two different sets were used. 
Assigning the potassium diffusion coefficients equal to the value for free-
diffusion in water (1.96 ! 10-9 m2/s), the computed currents overestimated 
the experimental data. Ion distributions inside the channel suggest that the 
overestimate is not due to an excess of charge shielding. A good agreement 
with the experimental data was achieved by reducing the potassium diffusion 
coefficient inside the channel to 1.96 ! 10-10 m2/s, a value of substantial 
motility but nonetheless in accord with the intuitive notion that the channel 
has a high affinity for the ions and therefore slows them down. These results 
are independent of the open channel model and the parameterization adopted 
for atomic radii and partial atomic charges. The method offers a reliable 
estimate of the channel current with low computational effort. 
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3.1 Introduction 
Ion channels are proteins embedded in the cell membrane that allow the flow 
of chemical species through the hydrophobic lipid bilayer (see section 1.1). 
The atomic structure of bacterial channels selectively permeable to 
potassium ions - KcsA, MthK, and KvAP- was characterized by X-Ray 
crystallography (Doyle, 1998; Jiang, 2002a; Jiang, 2003).  The pore region is 
remarkably conserved among different potassium channels, as outlined in 
section 1.2. However, the structure of the intracellular mouth differs in the 
crystallographic structures of KcsA, MthK and KvAP. In KcsA a bundle 
among the inner helices, close to the intracellular mouth, reduces the 
hydrophobic pore diameter to 4 Å, preventing ion fluxes through the 
channel: this configuration corresponds to a functionally closed state. In 
MthK and KvAP an outward movement of the inner helices, accomplished 
by bending around a hinge glycine, opens the intracellular mouth (Figure 
3-1). The structures of MthK and KvAP are representative of open states for 
potassium channels (Jiang, 2002b). 
 
  
Figure 3-1 KvAP and MthK channels 
Side views of MthK and KvAP channels. A rotation around the hinge glycines 
(highlighted in the CPK mode) opens the intracellular channel mouths to 
different extents in the two channels. 
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Molecular dynamics (MD) simulations have disclosed the atomic details of 
conduction and selectivity (Allen, 1999; Aqvist, 2000; Berneche, 2000; 
Compoint, 2004; Shrivastava, 2000), but they cannot routinely predict the 
ion current through the channels (Chung, 2002b) because of the timescale of 
ion transport (see section 2.4). A conductivity estimate of KcsA in good 
agreement with the experimental data was obtained by Brownian Dynamics 
simulations based on a potential of mean force computed by MD (Berneche, 
2003). Applications of the PNP theory to membrane ion channels are more 
controversial (Corry, 1999). In wide channels this approach reproduces the 
experimental data quite well (Nonner, 1999). On the other hand, the 
applicability of the PNP theory to narrow channels - with radii lower than 2 
Deybe lengths - has been challenged (Corry, 2000). An overestimate of 
charge shielding inside the channel was indicated as the main cause of the 
PNP quantitative failure in these channels (Corry, 2003). 
Testing of the PNP theory in narrow channels was limited to simplified 
channel models: simple cylindrical channels or models shaped on KcsA 
without explicitly including the protein charge distribution (Corry, 2000). In 
this chapter the PNP theory is used to predict the conductance of the KcsA 
potassium channel, including the atomic coordinates in the mathematical 
model. Two different open channel models are used for open KcsA. One is 
based on MthK, the other on KvAP. In PNP, channel boundary surfaces and 
protein charge distributions are defined according to atomic radii and partial 
atomic charges. Two different sets of parameters are used to assess the 
sensitivity of the results to these parameters. Independently of the 
parameterization and the open channel model adopted, the same results are 
reached: i) inside the selectivity filter anion concentration is several orders of 
magnitude lower than cation concentration; ii) the PNP theory overrates 
experimental data when diffusion coefficients are set at the experimental 
values for free diffusion in water, but a reasonable decrease of ion motility 
inside the channel makes experiments and theory coincide; iii) cation 
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distribution in the selectivity filter (SF) is characterized by four peaks 
corresponding to the potassium binding sites S1-S4 (see Figure 1-2). 
 
3.2 Methods 
3.2.1 KcsA Models 
The three-dimensional atomic coordinates of the KcsA channel were taken 
from the crystallographic structure determined at 2Å resolution by Y. Zhou 
et al. (Zhou, 2001) (File 1K4C.pdb in the Protein Data Bank). The atomic 
coordinates of the first 21 amino acids at the N terminal and of the last 36 at 
the C terminal are not determined experimentally. Since both C and N 
terminals are located in the cytoplasm, far from the conduction pathway, 
these amino acids are not crucial for the present study and therefore were not 
included in the channel model. Side chains with missing atoms were 
completed using ideal internal coordinates from the AMBER99 force field 
(Case, 2004), the same procedure was used to add the hydrogen atoms. All 
the ionizable residues were assumed in the default protonation state except 
Glu71, assumed protonated (Berneche, 2002). An acetyl and an N-
methylamine group were added to the C and N terminal, respectively. 
The experimental structure of KcsA corresponds to a closed state of the 
channel. To compute ion fluxes it is necessary to use an open channel 
structure. Closure of KcsA is due to a bundle of the four inner helices at the 
intracellular channel mouth (Doyle, 1998). A connection between channel 
opening and outward movements of the transmembrane helices was first 
proved by Electronic Paramagnetic Resonance experiments (Perozo, 1999). 
These movements were further characterized by the X-Ray crystallographic 
structure of MthK (1LNQ.pdb), which, unlike KcsA, was crystallized in an 
open state (Jiang, 2002a). MthK and KcsA structures are very similar, except 
in the inner helices. These helices are bent at the amino acid Gly83 in MthK, 
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and, as a consequence, the selectivity filter is connected to the intracellular 
space by a wide pore (minimum radius 6 Å). High conservation of this hinge 
glycine among different potassium channels suggests a common mechanism 
for channel gating. Despite this common mechanism, the inner helix bending 
can differ in different channels. In the crystallographic structure of KvAP 
(1ORQ.pdb) (Jiang, 2003) the inner helices bending, hence the pore opening, 
is lower than in MthK (Figure 3-1). It is not currently known if the KcsA 
open state is more similar to KvAP or to MthK, or if an intermediate 
configuration is adopted. Consequently, two different open channel models 
were used to test the PNP theory: one based on MthK (Model I) and one 
based on KvAP (Model II). 
To define these models, MthK and KvAP were superimposed on KcsA, 
minimizing the root mean square distance (RMSD) among the selectivity 
filter atoms. Channel structures differ mainly in the C terminal of the inner 
helix, after the hinge glycine (Gly83 in MthK, Gly99 in KcsA, and Gly220 
in KvAP). Smaller structural differences are localized in the outer helices. 
KcsA backbone angles in the inner and outer helices were modified to 
minimize the RMSD with backbone atoms of MthK (Model I) or KvAP 
(Model II). In detail, Model I was defined superimposing the amino acids 
22-45 and 99-114 of KcsA with the amino acids 19-42 and 83-98 of MthK; 
Model II was defined superimposing the amino acids 22-60 and 99-119 of 
KcsA with the amino acids 134-172 and 220-240 of KvAP. Open channels 
structures were refined by 500 steps of energy minimization, using the 
SANDER module of AMBER. During minimization backbone atoms were 
restrained by a harmonic potential, with a force constant of 40 Kcal*mol/Å2 
to avoid large backbone displacements. A similar procedure to define open 
channel structures was previously used to perform Poisson Boltzmann 
calculations in KcsA (Jogini, 2005). 
Channel models are completed by atomic radii and partial atomic charges, 
needed to define channel boundaries and protein charge distribution. These 
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parameters were taken from the AMBER99 force field. To test the effects of 
the parameterization on the results, a second set of channel models was 
defined using the atomic radii and partial atomic charges proposed by Nina 
et al. (Nina, 1997). 
 
3.2.2 Numerical Solver 
The Poisson-Nernst-Planck equation set was solved numerically considering 
a cubic volume divided into three distinct sub-volumes: the ion channel, the 
membrane, and the water solution. The channel was placed with its 
geometric centre at centre of the cube and with the pore axis orthogonal to 
the upper and lower faces. The extracellular side of the channel pointed to 
the upper face. The height of the cube was twice the channel length along the 
pore axis (z axis). The position, radius, and partial charge of all the atoms 
define the ion channel sub-volume. To separate extracellular and 
intracellular spaces, a sub-volume surrounding the channel and extending 
between two planes orthogonal to the pore axis was included. This volume 
corresponds to the lipid bilayer of the cell membrane. The water solution 
spreads throughout the volume not occupied by channel and membrane. A 
mesh of 200x200x200 cubic grid elements was used to discretize the whole 
volume. The channel was meshed on the grid using the discretization 
algorithm implemented in DELPHI, a well-known Poisson-Boltzmann 
equation solver (Rocchia, 2002). The Poisson-Nernst-Planck differential 
equation set was solved by the iterative algorithm described in section 2.4. 
 
3.2.3 Parameter Assignment 
The relative dielectric constant was set at 80 for the water solution and 2 for 
the channel and the membrane. To define membrane thickness the position 
of the aromatic residues Trp113 (z = -16 Å) and Trp87 (z = 14 Å) of the 
Chapter 3 
47 
inner helices was used. The water relative dielectric constant is probably 
below 80 in the channel interior due to the small volume and to the 
consequently reduced mobility of water molecules. At the same time, 
because of the mobile charges, the channel dielectric constant can locally 
differ from 2. To assess the sensitivity of the results to the assignment of this 
parameter we tested the effects of small changes in the relative dielectric 
constant with respect to reference values (relative dielectric constant set at 
60 for water solution and 4 for the channel). 
The diffusion coefficients were assigned considering three distinct regions: 
the channel outside (CO) corresponding to z > 15.5 Å and z < -15.5 Å, the 
selectivity filter (SF) spanning from z = -0.5 Å to z = 15.5 Å and the 
intracellular chamber (IC) from the intracellular channel mouth, z = -15.5 Å, 
to the intracellular end of the SF, z = -0.5 Å. Outside the channel the 
diffusion coefficients were set at D+ = 1.96 ! 10-9m2/s and D- = 2.03 * 10-
9m2/s, according to the experimental values of free-diffusion in water 
solution for potassium (D+) and chloride (D-) (Lide, 2004). Since the mean 
radii of SF and IC are 1.4 Å and 5 Å to 7 Å, depending on the channel 
model, ions and water molecules in these areas interact with the channel, 
requiring a different value of the diffusion coefficients. MD simulations 
predicted a potassium diffusion coefficient one order of magnitude lower in 
SF and roughly half in IC (Allen, 1999; Allen, 2000). To assess the effects of 
space dependent diffusion coefficients on the computed currents, we tested 
four diffusion coefficient profiles within the channel: i) equal to the free 
diffusion values, both in SF and IC; ii) reduced to 10% in SF; iii) reduced to 
10% in SF and 50% in IC; iv) reduced to 10% both in SF and IC. Computed 
currents were compared with KcsA experimental single channel currents 
measured in a planar bilayer system (LeMasurier, 2001). 
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3.3 Results 
The ion currents predicted by the PNP theory (Figure 3-2) overestimated the 
experimental data when the diffusion coefficients were assigned to the 
typical values for free-diffusion in water in the whole system (SF, IC and 
OC). For the current-voltage characteristics (Figure 3-2A-B, dashed green 
line), the percentage relative inaccuracy was large, independently of the 
membrane potential (at 25 mV 360% for Model I and 220% for Model II; at 
200 mV 430% for Model I and 260% for Model II). By contrast, boundary 
ion concentrations strongly affected the percentage deviation as shown by 
the current-concentration characteristics in Figure 3-2C-D, dashed green line 
(at 20 mM 160% for Model I and 50% for Model II; at 400 mM 440% for 
Model I and 380% for Model II). The conclusion is that the PNP theory, with 
constant diffusion coefficients, cannot reproduce the currents properly, 
especially at high ion concentrations. 
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Figure 3-2 Computed currents varying the diffusion coefficients (D) 
D was set at the bulk value in the whole system (dashed green line); D was reduced 
to 10% of bulk in SF (red line); D was reduced to 10% in SF and to 50% in IC 
(dashed blue line); D was reduced to 10% both in SF and IC (black line). 
Experimental data by LeMasurier et al. (!). (A) Current-voltage characteristic with 
ion concentrations set at 100 mM in Model I. (B) Current-voltage characteristic with 
ion concentrations set at 100 mM in Model II. (C) Current-concentration 
characteristic with membrane potential set at 25 mV in Model I. (D) Current-
concentration characteristic with membrane potential set at 25 mV in Model II. 
 
To establish whether the quantitative failure of the PNP theory is connected 
with charge shielding overestimate, the ion concentrations inside the channel 
were analyzed. The amount of positive charge inside the SF (with boundary 
ion concentrations set at 100 mM and membrane potential at 25 mV) was 
around 2 elementary charges for both channel models. Under the same 
conditions, the negative charge was less than 10-1 elementary charges. Thus 
the positive charge is almost unshielded in the narrowest region of the 
channel, and consequently charge shielding overrate cannot really be the 
main cause of the PNP failure. Ion concentrations along the channel pore 
further confirmed this conclusion (Figure 3-3). The ratio between positive 
and negative charge inside the SF decreased when boundary ion 
concentrations were increased, and consequently charge shielding rose. Ion 
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concentrations as high as 800 mM were tested and even in this case the ratio 
was higher than 10. Thus, even if the problem of shielding overrate at high 
concentration exists, it does not introduce quantitative deviations in the 
physiological range. Anion exclusion from the channel inside entails a 
channel current made up mainly of the positive charge flux. The ratio 
between positive and negative ion fluxes was higher than 3000 for both 
channel models (membrane potential set at 25 mV and ion concentrations at 
100 mM). This ratio, just like the ratio between ion charges in the SF, 
decreased by increasing ion concentrations, but even at 800 mM it was 
higher than 200. 
 
 
Figure 3-3 Ion concentrations along the channel axis 
Model I; Boundary ion concentrations set at 100 mM; Membrane potential 
at 25 mV. 
 
The agreement between computed and experimental data improved using 
lower values of diffusion coefficients in SF and IC (Figure 3-2). All the data 
shown were obtained reducing both diffusion coefficients. Since most of the 
current is due to positive ion fluxes, similar results would have been reached 
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by reducing just the positive ion diffusion coefficient. A reduction to 10 % of 
diffusion coefficients in the SF greatly improved the agreement with the 
experimental currents, especially at high ion concentrations. In fact, current 
overrate does not increase when boundary ion concentrations are increased 
(Figure 3-2C-D, red line). Thus, the reduction of diffusion coefficients, even 
restricted to a specific region of the pore, is enough to reproduce the current 
saturation at high ion concentrations. This result was confirmed for both 
channel models. Better agreement with the experimental data was reached 
(Figure 3-2) by reducing the diffusion coefficients also in the IC. Among the 
different diffusion coefficient profiles tested, the best agreement was reached 
by a reduction to 10 % both in SF and IC, independently of the channel 
model. The agreement was particularly satisfactory for physiological 
conditions (membrane potential up to 100 mV; ion concentrations in the 
range 50 mM – 200 mM), where the mean relative deviation was 13% and 
8% for Model I and II, respectively. 
Similar results were obtained using the parameterization proposed by Nina et 
al. for atomic radii and partial atomic charges (Figure 3-4). Also with this 
parameterization the best agreement with the experimental data was reached 
by a reduction of diffusion to 10% in SF and IC, with a mean relative 
deviation of 15% and 20% for Models I and II, respectively. 
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Figure 3-4 Current-voltage characteristics in 100 mM symmetric ion 
concentrations 
 
As a further test of the PNP theory in potassium channels the positive ion 
distribution in the SF was analysed. The channel inside was divided into 
slices orthogonal to the pore axis and an ion occupancy index was defined in 
each slice, according to: 
 
slice
ion
V
Vn
O
ion=  Equation 3-1 
 
Where Vslice is the slice volume, nion the number of ions in the slice 
(computed by ion concentration) and Vion the ion volume (defined according 
to standard Pauling radii). Independently of the channel model and the 
parameterization adopted, the cation occupancy profile shows four peaks in 
the SF, corresponding to the potassium binding sites S1-S4 (Figure 3-5). The 
occupancy values in these peaks ranged from 0.2 to 0.5, depending on 
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boundary ion concentrations. These results agree with the data obtained by 
X-Ray crystallography (Zhou, 2003). 
A dielectric constant change to 60 for water solution and 4 for membrane 
and protein did not significantly alter the previous results. 
 
 
Figure 3-5 Cation occupancy index inside the selectivity filter 
The positions of the binding sites S1-S4 are marked on the ordinate axis. 
(Model I; Boundary ion concentrations set at 100 mM; Membrane 
potential at 25 mV). 
 
3.4 Discussion 
The applicability of the PNP electrodiffusion theory to narrow ion channels 
(with internal radius lower than 2 Deybe lengths) has been challenged 
(Corry, 1999). The PNP theory describes the charge distribution by 
continuum functions, thus neglecting the discrete nature of ion charge. The 
consequence of this assumption is an overestimate of charge shielding near 
dielectric boundary surfaces. Overestimate of the shielding effect can lead to 
overestimate of both ion concentrations in the channel and ion fluxes. This 
inaccuracy was quantified by comparing the PNP theory with Brownian 
Dynamics (BD) and Dynamic Lattice Monte Carlo simulations (DLMC) 
(Corry, 2000; Graf, 2004). The discrete nature of ion charges is preserved by 
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BD and DLMC. The overestimate of the shielding effect introduced by PNP 
is reduced in the presence of fixed charges at the boundary surfaces. If the 
fixed charges are negative, as in the selectivity filter of potassium channels, 
many more positive than negative ions enter. The partial exclusion of 
negative charges from the channel inside limits the positive charge shielding. 
The improvement of the PNP theory prediction in the presence of fixed 
charges was confirmed by comparison with BD using a simplified channel 
model (Corry, 2000), but no previous study was based on the experimental 
atomic structure of an ion channel. In the present study a finite differences 
numerical algorithm was used to solve the PNP equations in three 
dimensions. The algorithm was applied to compute ion fluxes through the 
KcsA channel, described by its experimental atomic structure, partial atomic 
charges and radii. KcsA was chosen for the wide availability of experimental 
functional data (fluxes and ion concentrations in the selectivity filter). The 
current predicted by the PNP theory overestimated the experimental data 
when diffusion coefficients were set at the bulk experimental values, but the 
overestimate was not due to wrong charge shielding. When the experimental 
atomic structure of the channel is used, the concentration of negative ions in 
the narrowest part of the channel is negligible, due to the presence of 
negative fixed charges in the channel protein. Thus in this region no 
shielding is introduced by the PNP theory.  
PNP theory predictions were improved by using space dependent diffusion 
coefficients. Four different diffusion coefficient profiles were tested. The 
best fit of the experimental data was achieved by a reduction of diffusion to 
10% both in SF and IC. This result was independent of (i) the specific model 
adopted for the open channel structure; (ii) the atomic radii and partial 
atomic charges parameterization; (iii) small changes in the relative dielectric 
constants. The fit could be further improved for a specific parameterization 
and channel model, by minor adjustments of the diffusion coefficients. 
However, the aim of the present study was not to find this optimal fitting but 
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to test the PNP theory in a channel model based on the protein atomic 
structure and to investigate the possibility to predict the experimental 
currents by adopting a reasonable reduction of diffusion coefficients inside 
the channel. According to these results we conclude that when the PNP 
theory is applied to a channel model based on the protein atomic structure, 
the experimental currents can be fitted by reducing ion motility inside the 
channel. Indeed, a reduction to 10% of the potassium diffusion coefficient in 
the SF agrees with MD simulations (Allen, 1999) and in further MD 
simulations, the potassium diffusion coefficient reduction in IC was gauged 
at around 50% (Allen, 2000). The focus on the potassium diffusion 
coefficient is justified since the cation fluxes are far higher than anion fluxes. 
Application of the PNP theory to Gramicidin, another narrow ion channel, 
required a similar reduction of diffusion coefficients to reproduce the 
experimental data (Cardenas, 2000; Kurnikova, 1999). The agreement 
between our procedure and that used for Gramicidin strengthens the case for 
a systematic reduction of diffusion coefficients in narrow ion channels when 
the PNP model is used.  
The K+ fluxes are not only due to the shear transport within the channel, but 
are also determined by association and dissociation processes with the local 
atomic charges of the filter (Mafe, 2005). The latent periods due to these 
processes are not included in the PNP theory and so a reduced diffusion 
coefficient of potassium compensates for this theory limitation. In practice, 
the value of the diffusion coefficients used to reproduce the experimental 
currents can be considered an effective parameter that is ultimately 
determined by the approximations used to obtain the PNP approach. The 
main approximations are: (i) the discrete nature of ions is neglected and 
aspects such the exclusion of an ion from an already occupied binding site 
are not taken into account; (ii) the channel is modelled as a static structure, 
while the protein conformation changes are almost instantaneous with 
respect to the time involved in the conduction process (Allen, 2004). 
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Aside from these limitations, the simple method proposed reproduces the 
experimental current and the position of the ion binding sites quite well. 
Compared to an approach based on Brownian dynamics, the PNP approach 
needs far fewer computational resources. PNP can therefore be a useful 
preliminary method to analyze the effects of protein structural changes on 
channel currents, providing a simple way to analyze channel functioning (see 
Chapter 4). 
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 Molecular Determinants of the 
Potassium Channel Conductance 
In this chapter the role of several fragments of the potassium channel KcsA 
is examined, using the Poisson-Nernst-Planck theory. The efficiency of the 
computational method allowed comparing a large number of channel 
models, with different intracellular gate openings, partial atomic charges, 
and aminoacid sequences. Perhaps counter-intuitively, the calculated ion 
current decreases when the mean radius of the entrance cavity increases. 
Widening of the vestibule, in fact, increases the volume accessible to water, 
which is the volume with a high dielectric constant. In turn, water screens 
the attractive charges of the P-loop backbone. The backbone charges of the 
M2 helixes instead oppose the entrance of Potassium ions through a 
complicated mechanism that can be separated in the activity of two 
interfering dipoles. The conductance of the KcsA models increased when 
two neutral residues in M2 were mutated to glutamic acid, in agreement with 
previous experimental results. As a general conclusion, a relation between 
channel conductance and Potassium concentration in the intracellular cavity 
emerged. Although the ion transport is the result of the fine balance of a 
number of different effects, the experimental results can be reproduced 
quantitatively only on the basis of electrostatic forces, which are the only 
driving forces modelled by the PNP theory. 
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4.1 Introduction 
In this chapter the relation between atomic structure and conductance in 
potassium channels is theoretically analyzed, by a continuum model of 
electrodiffusion in the Poisson-Nernst-Planck formulation. 
The atomistic comprehension of the role of the protein architecture on 
channel conductance can be reached by computer simulations, which require 
the detailed knowledge of the structure of the protein (see Chapter 2). The 
crystallographic structures of five distinct potassium channels (KcsA, MthK, 
KvAP, KirBac1.1 and Kv1.2) reveal a common architecture of the pore 
(Doyle, 1998; Jiang, 2002a; Jiang, 2003; Kuo, 2003; Long, 2005). The pore 
architecture is described in section 1.2, and shown in Figure 4-1 for the 
potassium channels KcsA, KvAP and MthK. In this chapter the name M1 
will be used for the outer helixes (blue helixes in Figure 4-1), while the name 
M2 will be used for the inner helixes (red helixes in Figure 4-1). In spite of 
the high similarity of their architectures, the conductance of potassium 
channels varies widely (Hille, 2001). Channels belonging to the BK family 
have a conductance almost two orders of magnitude higher (~200pS) than 
other potassium channels, such as the voltage gated channels (Latorre, 
1989). The selectivity filter itself is not likely to cause this variability, since 
it retains the same atomic structure in channels characterized by very 
different conductances. Conversely, the cytoplasmatic, water-filled vestibule 
at the centre of the membrane shows some variability (Shealy, 2003). This 
intracellular cavity regulates the exchange of ions between the intracellular 
compartment and the selectivity filter; it contributes to the channel 
selectivity (Grabe, 2006) and must play an essential role in channel 
conductance. Perhaps surprisingly, the theoretical demonstration of the role 
of the structure of the cavity in determining the conductivity is still lacking. 
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Figure 4-1 Channel models and aminoacid sequences. 
The crystallographic structure of KcsA is shown, together with the structures of the 
KvAP- and MthK-based models. For the sake of clarity, only two of the four 
channel subunits are shown (M1 helixes in blue, M2 in red and P-loop in green). 
The aminoacid sequences of KcsA, KvAP, MthK and mSlo1 (BK potassium 
channel) are shown at the bottom.  The aminoacid A108 and T112 in the KcsA 
sequence are highlighted in purple, as the negatively charged residues in the M2 
helix of MthK and mSlo1. 
 
The intracellular cavity differs in the structures available to date. The cavity 
is almost closed in the crystallographic structure of the KcsA channel 
because of the presence of a bundle between the M2 helixes. Indeed, KcsA 
was likely crystallized in the closed state and the M2 helixes were identified 
as the intracellular gate (Doyle, 1998). On the contrary, KvAP and MthK 
were crystallized in the open state (Jiang, 2002a; Jiang, 2003). Both the 
crystallographic structures of KvAP and MthK show a wider intracellular 
opening than KcsA owing to a movement of the M2 helixes (Jiang, 2002b; 
Perozo, 1999). The movement is more pronounced in MthK than in KvAP so 
that the intracellular cavity of the former is wider. 
The influence of the intracellular gate opening on the electrostatic potential 
inside the cavity has been studied in KcsA by Poisson-Boltzmann theory 
(Jogini, 2005). A lumen similar to that of the experimental structure of 
KvAP was found optimal for conductance since it provides a flat energy 
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profile for the ion transport from the bulk solution to inside the cavity. The 
wider opening revealed in MthK hardly improves the probability of entrance 
inside the cavity of potassium. However, experimental data suggest a wider 
pore in the BK potassium channels, and a relation between the wider pore 
and the higher conductance was suggested (Brelidze, 2005).  
Additionally to the amount of gate opening, the behaviour of ions in the 
cavity is affected by the charge distribution in the protein. Charges from the 
backbone and the sidechains may hinder or accelerate ion passage. Poisson-
Boltzmann calculations revealed the important role of the backbone charges 
in the P-loop alpha helixes (Roux, 1999). In practice, the local atomic 
charges of the P-loop helix generate an electric dipole, which points toward 
the cavity and attracts potassium ions. Indeed, a potassium ion inside the 
cavity was experimentally revealed in the crystallographic structure of KcsA 
(Doyle, 1998). The P-loop backbone charges must therefore be important for 
the conduction mechanism, but this effect has not been quantified yet. 
The role of the sidechain charges on the channel functioning has been 
experimentally investigated in several channel families (Chen, 2003; 
Fujiwara, 2006; Imoto, 1988; Li, 1999; Smith, 2001; Xu, 2006). Concerning 
potassium channels, it was found that negatively charged residues in the M2 
helixes, which are highly conserved in BK potassium channels, are crucial 
for the high conductance phenotype (Brelidze, 2003; Nimigean, 2003). An 
increase in the potassium concentration inside the cavity was proposed as the 
mechanism by which negatively charged residues in M2 increase the 
conductance (Brelidze, 2003).  
In this chapter, it is demonstrated that KcsA conductivity is highly sensitive 
to the presence of negative residues and that, for physiological 
concentrations of potassium, they cause an increase of its concentration 
inside the cavity. The potassium concentration inside the cavity emerges as a 
general driving force that regulates channel conductance. Electrostatic 
interactions lie at the core of this mechanism. 
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4.2 Methods 
4.2.1 Channel Models 
A model of KcsA in the closed state was defined according to its high-
resolution crystallographic structure (1K4C (Zhou, 2001)), using the same 
procedure outlined in section 3.2.1. 
The experimental structures of KvAP (pdb 1LNQ (Jiang, 2003)) and MthK 
(pdb 1ORQ (Jiang, 2002a)) were used as templates for the KcsA open state. 
The procedure used to define the open models of KcsA was slightly different 
from the procedure described in section 3.2.1. The aminoacid sequences of 
KcsA, KvAP and MthK were aligned using the T-Coffee software (Figure 
4-1) (Notredame, 2000). Two models of KcsA in the open state were 
defined, moving the KcsA backbone atoms to the analogous atoms of KvAP 
and MthK. The crystallographic structures of KcsA, KvAP and MthK differ 
mainly in the M2 helixes, with minor differences located in the M1 helixes. 
Therefore, only the KcsA aminoacids from 28 to 51 and from 87 to 114 were 
displaced to open the channel. The resulting models have the backbone 
structure of KvAP and MthK, while the sidechains orientation of KcsA is 
preserved. In addition to the KvAP and MthK based models, a series of “in-
between” models were defined, gradually shifting the channel structures one 
into another. 
The KcsA models were used to analyze the role of the gate opening, without 
taking into account the possible biasing contribution of the aminoacid 
sequence. Since potassium ions enter the cavity in the hydrated form (Doyle, 
1998), only channel models with an intracellular gate wider than a hydrated 
potassium ion (3.31 Å, corresponding to the first hydration shell (Volkov, 
1997)) were considered. The narrowest channel model used here is referred 
to as KcsA-based model. The names KvAP-based model and MthK-based 
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model are adopted for the KcsA open structures modelled on KvAP and 
MthK (Figure 4-1). 
To study the influence of the sidechain charges on the channel conductance, 
the models of three mutated channels were defined (A108E, T112E, and 
A108E/T112E). The sidechains of the mutated aminoacids were manually 
placed by the software DeepView, choosing a rotamer state having no steric 
clashes with the rest of the protein (Guex, 1997). 
 
4.2.2 Numerical Solver 
The PNP differential equation set was solved numerically (Furini, 2006) in a 
cylindrical grid. The grid axis was chosen as the channel axis to provide a 
more accurate discretization in this region, where the analysis is focused. 
The grid axis length was set to twice the channel length, and the grid radius 
1.5 times the channel external radius. The number of grid points was: 140 
along the axis (distance 0.05nm); 150 along the radial direction (distance 
0.025nm) and 72 along the angular direction (distance 0.087rad). The 
iterative procedure used to solve the Poisson and the Nernst-Planck 
equations was stopped once the distance between consecutive solutions fell 
below 10-10mV for electric potential and 10-10mM for ion concentrations. 
The relative dielectric constant was set to 2 in protein and 80 in water. A 
volume with low dielectric constant (
! 
" = 2) was introduced around the 
channel, to mimic the presence of the lipid bilayer. The aromatic residues 
tyrosine 45 and tryptophan 113 were used to define the upper and lower 
boundary of the lipid bilayer. Diffusion coefficients were set to the 
experimental bulk values in water outside the channel (
! 
DK +  = 1.96 ! 10-9 
m2/s and 
! 
DCl "  = 2.03 ! 10-9 m2/s (Lide, 2004)), and were reduced to 10% 
inside the channel. A reduction of diffusion coefficients to 10% was 
sufficient to fit the experimental currents as shown in Chapter 3, and in line 
with molecular dynamics simulations of narrow ion channels (Allen, 2000; 
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Mamonov, 2006). The radii and partial atomic charges of the protein atoms 
were set to the values proposed by Nina et al (Nina, 1997). The effect of 
their variation has been reported in Chapter 3. 
 
4.3 Results 
4.3.1 Intracellular Gate Opening  
Perhaps counter-intuitively, when the mean radius of the intracellular cavity 
increases from 0.36nm to 0.63nm, the calculated conductance decreases by 
~20%, regardless of the applied membrane potential (Figure 4-2). A mean 
radius of 0.63nm corresponds to the KvAP-based model. Further increase of 
the gate opening does not affect the channel conductance. The currents 
through the KvAP- and the MthK-based models differ less than 1%, in spite 
of an increase in the mean internal radius of ~30%. The conductance values 
for gate openings from the KvAP- to the MthK-based model are in good 
agreement with experimental data (77.3±0.8 pS versus 75.6±10 pS, with 
membrane potential set to 100 mV and ion concentrations set to 100 mM; 
96.0±1.0 pA versus 95.6±11 pA, with membrane potential set to 25 mV and 
ion concentrations set to 100 mM (LeMasurier, 2001)). 
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Figure 4-2 Channel conductance at different gate openings. 
The blue dashed line (circular points) and the red dotted line (square 
points) show the channel conductance when the membrane potential is set 
to 100 mV and 25 mV respectively. The x-axis ranges from the KcsA-
based model to the MthK-based model. Tics on the x-axis highlight the 
location of the KcsA-, KvAP- and MthK-based model. The mean radius of 
cavity in these structures is shown in the x-axis labels. Potassium and 
Chloride concentrations are set to 100 mM. 
 
The gate opening affects the electric potential and the potassium 
concentration only inside the intracellular cavity (Figure 4-3). Electric 
potential and concentration are almost unchanged in the selectivity filter, in 
agreement with previous results by Monte Carlo free energy integration 
(Garofoli, 2003). The potential in the intracellular cavity is more positive in 
wider channels and, consistently, the potassium concentration is lower. 
Potassium concentration exhibits a peak below the selectivity filter 
(intracellular side). This peak is preserved in all the channel models, 
regardless of the opening extent (Figure 4-3). The position of this peak 
resembles the position of the potassium ion experimentally revealed in the 
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KcsA crystallographic structure (Doyle, 1998). The peak value decreases 
from 700 mM in the KcsA-based model, to 420 mM in the KvAP-based 
model (membrane potential set to 100 mV; ion concentrations set to 100 
mM). Further channel openings cause a minor decrease in the potassium 
concentration peak. 
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Figure 4-3 Gate opening: electric potential and K
+
 concentration. 
(Upper panels, previous page) Electric potential (") and potassium 
concentration ([K+]) inside the KcsA- and the KvAP-based model. The 
colour-maps show the electric potential and the potassium concentration on 
a longitudinal section of the channel. In order to focus the colour-maps on 
the intracellular cavity, electric potential and the potassium concentrations in 
the selectivity filter and in the extracellular compartment are not shown. 
(Bottom plots) Electric potential (") and potassium concentration ([K+]) 
along the channel axis. The z-axis extents from the intracellular to the 
extracellular compartment. A logarithmic scale is used for the potassium 
concentration. Different colours are used for different intracellular gate 
openings: KcsA-based model in red, colour spectrum from red to purple for 
wider gate openings. Continuous lines are used for the KvAP- and MthK-
based model, dashed lines for the other structures. Membrane potential is set 
to 100 mV, and ion concentrations are set to 100 mM, both for the data in 
the colour-maps and in the plots. 
 
The decrease in current, caused by the gate opening, is due to the presence of 
the P-loop backbone charges (see sub-section 4.3.2.1). These charges 
stabilize the presence of a potassium ion inside the cavity (Roux, 1999) with 
a non-trivial mechanism. Widening of the vestibule increases the volume 
accessible to water, that is the volume with a high dielectric constant. 
Increasing the volume with high dielectric constant increases the shielding of 
the P-loop backbone charges and reduces the attraction exerted by these 
charges on potassium ions. Indeed, according to Poisson-Boltzmann 
calculations, the stabilization energy provided by the charges of the P-loop 
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backbone on a potassium ion in the cavity is -27.5 Kcal/mol in the closed 
model of KcsA. This energy decreases to -7.0 Kcal/mol in a KcsA structure 
modelled on the KvAP experimental structure (Jogini, 2005). 
The geometry of the intracellular cavity was probed experimentally with 
sugar molecules, and a wide cavity for the BK channels was suggested 
(Brelidze, 2005). This wider cavity has been associated to the high 
conductance phenotype of BK channels. Actually, according to our results, 
the wider cavity does not necessarily imply an increase of conductance. 
 
4.3.2 Protein Charge Neutralization 
4.3.2.1 P-loop Helixes 
Neutralization of the partial atomic charges of the P-loop backbone atoms 
causes a sizable decrease of channel current (Table 4-1). The decrease is not 
related to the extent of the gate opening. Indeed, KcsA-, KvAP- and MthK-
based models show almost the same current drop by nearly an order of 
magnitude. The electric potential inside the cavity turns from negative to 
positive, and the peak in the potassium concentration disappears (Figure 
4-4). Importantly, potential and concentration in the selectivity filter do not 
change. The applied membrane potential does not affect the decrease in 
channel current. The percentage variation in the channel current (#I%) almost 
does not change when the membrane potential ranges from -100 mV to +100 
mV, as proved by the low standard deviation (Table 4-2). To further confirm 
the crucial role of the backbone charges, calculations were repeated 
removing the sidechain charges of the P-loop, and retaining the backbone 
charges. No sizable change in conductance, electric potential and potassium 
concentration was observed in these conditions (Table 4-1; Figure 4-4). 
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KcsA-based 
Model 
KvAP-based 
Model 
MthK-
based 
Model 
 I[pA] #I% I[pA] #I% I[pA
] 
#I% 
Wild-type channel 
No neutralized charge 
9.75 - 7.74 - 7.64 - 
P-loop backbone 1.11 -89% 1.09 -86% 1.09 -85% 
P-loop sidechain 9.11 -7% 6.96 -10% 6.96 +9% 
M1 backbone 10.28 +5% 8.31 +7% 7.70 +1% 
M2 backbone 9.55 -2% 9.04 +17% 9.92 +30% 
Mutation A108E 12.89 +32% 11.64 +50% 10.24 +34% 
Mutation T112E 11.71 +20% 11.46 +48% 9.76 +28% 
Mutations 
A108E/T112E 
14.31 +46% 16.53 
+114
% 
12.87 +68% 
Table 4-1 Computed channel currents with a membrane potential of 100 mV 
Ionic currents (I) through three channel models are reported, together with data on 
charge neutralizations and aminoacid mutations. The percentage variation in the 
channel current (#I%) refers to the current in the wild-type channel – same channel 
model - with no neutralized charge. Potassium and Chloride concentrations are set 
to 100 mM. 
 
 #I% 
 KcsA-based 
Model 
KvAP-based 
Model 
MthK-based 
Model 
P-loop 
backbone 
(-88.6±0.2)% (-85.1±0.9)% (-84.8±0.9)% 
M2 backbone (-3±1)% (16.3±0.6)% (29.6±0.4)% 
Mutations 
A108E/T112E 
(49±2)% (113±1)% (67.9±0.9)% 
Table 4-2 Dependence of the current changes on the membrane potential 
The percentage variation in the channel current (#I%) refers to the wild-type channel 
– same channel model - with no neutralized charge. Currents were computed at 
different membrane potential, ranging from -100 mV to +100 mV with a 25 mV 
step. The mean percentage variation along this range of membrane potential is 
reported, together with the standard deviation. Potassium and Chloride 
concentrations are set to 100 mM. 
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Figure 4-4 Protein charges neutralization: electric potential and K
+
 
concentration in the MthK-based model 
(Upper panels) Changes in electric potential (#") and potassium 
concentration (# [K+]) induced by the neutralization of the P-loop or M2 
backbone charges in the MthK-based model. As in figure 3, a longitudinal 
section of the channel is shown and the colour-maps are focused on the 
intracellular cavity. P-loop and M2 helixes, together with dipole directions 
(from the negative to the positive pole), are shown. (Bottom plot) 
Potassium concentration ([K+]) along the channel axis. The z-axis extents 
from the intracellular compartment to the bottom of the selectivity filter. 
Membrane potential is set to 100mV, and ion concentrations are set to 
100mM, both for the data in the colour-maps and in the plot. 
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In a related system, Chatelain et al. (Chatelain, 2005) challenged the role of 
the electrical dipole generated by the P-loop backbone charges. They showed 
that the presence of a positive residue close to the P-loop C terminal of a 
mutated Kir2.1 channel does not change the conductance. This seems to 
suggest that the P-loop backbone dipole does not play a role in the 
conduction mechanism. However, comparison of the X-ray structures of 
KcsA (Doyle, 1998) and KirBac1.1 (Kuo, 2003) shows that P-loop backbone 
charges likely play a different role in inward rectifier channels. At odds with 
the present case, the P-loop helixes do not point towards the centre of the 
intracellular cavity and the sidechains are peripheral with respect to the alpha 
helix backbone so that the interplay of the backbone dipole, the atomic 
charges in the sidechains, and a potassium ion in the cavity could differ. 
 
4.3.2.2 M1 and M2 Helixes 
The backbone charges in the M1 helixes have no sizable effect on 
conductance, electric potential and ion concentrations (Table 4-1; Figure 
4-4). M1 helixes are too far from the chamber to exert a Coulombic effect. 
On the contrary, a functional role of the M2 backbone charges emerges. 
Neutralization of the M2 backbone charges causes a sizable increase in the 
channel current and in the potassium concentration, both for the KvAP 
(+17%) and the MthK-based (+30%) models (Table 4-1; Figure 4-4). On the 
contrary, the neutralization of the M2 backbone charges does not affect the 
ion transport in the KcsA-based model (Table 4-1). These results are not 
affected by the applied membrane potential (Table 4-2).  
In the closed state, M2 helixes have a straight axis and effectively generate a 
single electric dipole. The channel opening is achieved by bending the M2 
helixes at a hinge glycine (Gly99 in KcsA). Once the M2 helixes are bent, 
they do not generate a single electric dipole. Each M2 helix is actually split 
in two helixes: one extending from the N-terminal of M2 to the hinge 
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glycine, and one extending form the hinge glycine to the C-terminal of M2. 
As a consequence, the electric dipole of M2 splits into two components: one 
associated to the N-terminal helix (~30Debye) and one to the C-terminal 
helix (~35Debye). The negative pole of the dipole associated to the N-
terminal helix is close to the channel cavity, while the dipole associated to 
the C-terminal helix has the positive pole close to the cavity. Consequently, 
while the former stabilize an ion in the cavity, the latter destabilize it (Figure 
4-4). The interference of the two effects almost balances for structures 
narrower than the KvAP-based model. When the M2 helixes are shifted, as 
in the crystallographic structure of MthK, the destabilizing dipole dominates. 
This destabilizing effect counterbalances the decrease of electrical 
resistance, and consequently the conductance does not vary going from the 
KvAP- to the MthK-based model. Both the M2 dipoles do not point towards 
the cavity centre and they are not as important as the P-loop dipole for the 
channel functioning. 
 
4.3.2.3 Aminoacid Mutations 
The mutation of aminoacids Ala108 or Thr112 to glutamate increases the 
channel current (Table 4-1). A rather similar current increase is present in all 
channel models for the two mutations. Mutating both the residues to 
glutamate further increases the current (Table 4-1). The highest increase is 
observed in the KvAP-based model (+114%), while a slightly smaller 
increase appears in the KcsA- and MthK-based models (+46% and +68%). 
The current increase is not affected by the applied membrane potential 
(Table 4-2). Potassium concentration inside the cavity increases in the 
channel as a consequence of the mutations (Figure 4-5). The concentration 
peak below the selectivity filter almost doubles in the channel with the 
mutations A108/ET112E (Figure 4-5). 
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Figure 4-5 Aminoacid mutations: electric potential and K
+
 
concentration in the MthK-based model. 
(Upper panels) Electric potential (") and potassium concentration ([K+]) in 
the MthK-based model, wild-type or with the A108E/T112E mutations. 
As in figure 3, a longitudinal section of the channel is shown and the 
colour-maps are focused on the intracellular cavity. (Bottom plot) 
Potassium concentration ([K+]) along the channel axis. The z-axis extents 
from the intracellular compartment to the bottom of the selectivity filter. 
Membrane potential is set to 100 mV, and ion concentrations are set to 
100 mM, both for the data in the colour-maps and in the plot 
 
Nimigean et al. measured a considerable increase in the channel current 
when Ala108 of KcsA (located facing the cavity) was mutated to aspartate 
(Nimigean, 2003). Similarly, Brelidze et al. observed a two-fold decrease of 
the conductance in the mSlo1 channel, when both glutamate residues of M2 
were mutated to asparagines (Brelidze, 2003). We found a two-fold increase 
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of current when two negatively charged residues were introduced in M2 
(+113% in the MthK-based model). Brelidze et al. also found experimentally 
that an increase of the bulk concentration of potassium from 150 mM to 500 
mM has the same effect of the presence of two negatively charged residues. 
In accordance with these experimental data, we revealed the same current in 
the wild-type channel with potassium bulk concentration set to 500 mM and 
in the double mutated channel with potassium bulk concentration set to 100 
mM. 
To analyze the relationship between potassium concentration inside the 
cavity and conductance, the current through the doubly mutated channel was 
compared to the current through the wild-type channel at different potassium 
concentrations (Figure 4-6). At 20 mM the current of the mutated channel is 
more than double the current of the wild-type channel. At 1.6 M the two 
channels produce almost the same current. The result agrees with the 
hypothesis that the conductance increase in the mutated channel is related to 
the higher potassium concentration inside the cavity. At low bulk 
concentration, an efficient way to attract potassium ions in the cavity is 
extremely important to preserve a high conductance value. The negatively 
charged residues of the mutated channel attract potassium ions in the cavity 
more efficiently than the wild-type channel. When the bulk concentration is 
large, the attraction of potassium ions inside the cavity becomes marginal 
and the difference between mutated and wild-type channels decrease. 
 
Molecular Determinants of the Potassium Channel Conductance 
76 
 
Figure 4-6 Current increase in the A108E/T112E mutated channel at 
different bulk concentrations of K+ 
Data on the MthK-based model with the A108E/T112E mutations are 
shown. The percentage variation in channel current (#I%) refers to the 
wild-type MthK-based model at the same ion concentration. Membrane 
potential is set to 100 mV.  
 
4.3.3 Potassium Concentration in the Cavity as a 
Conductance Determinant 
Analysis of the potassium concentration in the intracellular cavity reveals a 
relation between the concentration peak and the channel conductance. In 
Figure 4-7 the current through the channel is shown as a function of the 
maximum potassium concentration inside the cavity (measured along the 
channel axis). Figure 4-7 includes data from all the different channel models, 
atomic charge neutralizations, aminoacid mutations, and applied membrane 
potentials discussed in the previous sections. Data were fitted by a line, in a 
least square approach. The cross-correlation index between concentration 
and current is 0.96, and the root mean square distance of the computed 
currents from the interpolating line is 1.2 pA. The sensitivity of the 
conductance to the potassium concentration inside the cavity is 12.5 pA/M. 
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An important conclusion emerges: there is a strict relationship between 
channel conductance and potassium concentration in the KcsA cavity. 
 
 
Figure 4-7 Correlation between Potassium concentration in cavity and 
channel current 
Data of different channel models, charge neutralization schemes, aminoacid 
mutations, and membrane potentials are shown. A square dot is used for the 
computed currents, a continuous line for the interpolating line. 
 
4.4 Discussion 
Electro-diffusion theory is able to simulate accurately a large number of 
experimental data in ion channels (Nonner, 1999). Once tuned to account for 
the confinement effects that must be present in the potassium channels 
(Corry, 2000), PNP theory reproduces quantitatively the ionic currents and 
explains the high probability to observe the presence of a K+ ion below the 
selectivity filter (intracellular side) in the static picture offered by X-ray 
crystallography (Furini, 2006). The variability of the channel conductance 
with amino-acid mutations and the role of the protein in the wider region 
outside the selectivity filter belong by right to the area of applicability of 
continuum electro-diffusion theory, because this is the region where 
confinement effects are less marked. In this context, the use of simplified 
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theories, as other recently reported cases of investigation of selectivity 
(Boda, 2007; Bostick, 2007) or in the study of diffusion through membranes 
(Shaw, 2007), allows one to remove unwanted details and highlights the 
basic principle governing the channel functioning. 
The major issues addressed in this chapter are the functional activity of the 
P-loop backbone of the proteins, the similar functional activity of the local 
charges in the M1 and M2 helixes, and that of mutated negatively-charged 
residues in the inner helixes. The role of the charges of all these moieties is 
ultimately to modify the potassium ions concentration in the intracellular 
cavity, and by this the channel conductance. Channel conductance and 
potassium concentration are instead not affected by changes in the cavity 
size, once the intracellular gate is wider than in the KvAP experimental 
structure. In the PNP theory electrostatic interactions are the only driving 
forces acting on ions. Thus, the present analysis shows that the details and 
the variation of the mechanism of potassium transport are governed by 
electrostatic interactions. 
A correlation between potassium concentration in the intracellular cavity and 
channel conductance emerged as a propriety of the KcsA channel. Potassium 
concentration and electric potential in the channel cavity are the driving 
forces acting on the ions in the selectivity filter. The intracellular vestibule 
may modulate these driving forces, and consequently the channel 
conductance. Despite all the numerical simulations refer to the KcsA 
channel, we are prone to suggest the concentration-conductance correlation 
as a general propriety of potassium channels. The hypothesis is supported by 
the structural conservation of the selectivity filter in the potassium channel 
family. Structural changes in the intracellular vestibule, like single residue 
mutations, are not likely to affect the selectivity filter. The filter may be 
regarded as a functional unit conserved among different potassium channels. 
In this context the intracellular vestibule, like other channel moieties, defines 
the boundaries conditions perceived by the selectivity filter, i.e. the ion 
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concentrations and the electric potential. The intracellular cavity couple the 
selectivity filter to the intracellular compartment, and it may play a pivotal 
role on the conductivity of potassium channels. 
 

 Most of the content of this chapter has been published in: D. Gómez-Varela, C. Contreras-
Jurado, S. Furini, R. García-Ferreiro, W. Stühmer, L. Pardo, “Different relevance of 
inactivation and F468 residue in the mechanisms of hEag1 channel blockage by astemizole, 
imipramine and Dofetilide”. FEBS Lett, 580(21):5059-66, 2006 
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 Molecular Determinants of Blockage 
in hEag1 K+ Channels 
The voltage-gated potassium channel hEag1 was detected in tumor cells of 
diverse origin. The antihistamine drug astemizole and the antidepressant 
drug imipramine reduce cancer cell proliferation, apparently through 
inhibition of the hEag1 current. The structural determinants required for 
hEag1 blocking by these (and other) drugs were probed by mutating a 
residue at the C-terminal end of the S6 helix (inner helix), and also by 
generating mutant channels showing C-type inactivation. Introducing C-type 
inactivation decreased the affinity and slowed the block recovery caused by 
astemizole and dofetilide – an antiarrhythmic drug – but not imipramine, 
indicating that these drugs bind different sites. Mutation of the residue 
Phe468 in hEag1 increased the affinity for astemizole and imipramine, but 
only slightly that of dofetilide. Moreover dofetilide is not trapped by hEag1, 
in contrast to hErg (a closely related potassium channel) suggesting that 
structural differences exist between these channels. Atomic models of hEag1 
and hErg were defined by homology modeling. Afterwards, a docking 
procedure was used to identify the binding sites for astemizole, imipramine 
and dofetilide in these channel models. The experimental data presented in 
this chapter are from the research group headed by Prof. Luis A. Pardo at the 
Max Planck Institute for Experimental Medicine (Goettingen, Germany). 
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5.1 Introduction 
The voltage-gated potassium channel Eag1 is mainly expressed in the central 
nervous system. Outside the central nervous system Eag1 shows an 
unparalleled specificity for tumor tissue (Gavrilova-Ruch, 2002; Ludwig, 
1994), and its inhibition using the antihistamine astemizole (Ouadid-
Ahidouch, 2001) or the tricyclic antidepressant imipramine (Gavrilova-
Ruch, 2002) reduces proliferation of tumor cells. As a consequence, Eag1 is 
a potential target for the development of novel therapeutic approaches in 
oncology. The usage of hEag1 blockers in anticancer therapy is hampered by 
side effects on a closely related potassium channel, named hErg. hErg is 
expressed in different tissues, but mainly in the hearth where it is responsible 
for the repolarizing IKr current, required for cardiac action potential 
repolarization (Sanguinetti, 1995). Unfortunately, all known hEag1 blockers 
(including imipramine and astemizole, (Suessbrich, 1996), (Zhou, 
1999),(Teschemacher, 1999)) also inhibit hErg, which represents a serious 
difficulty both for research purposes (due to a lack of specific inhibitors to 
dissect the functions of hEag1) and from a clinical point of view (because of 
the potential hErg-dependent cardiac complications of an hEag1-based 
treatment). The synthesis of a potent and specific hEag1 blocker will need to 
exploit structural differences in the blocking process between these channels. 
Additionally, lessons learned from the differences in the blockage 
mechanisms of hEag1 and hErg may suggest strategies by which hErg 
inhibition can be avoided in general, thereby minimizing the cardiac 
complications of many drugs. 
Previous studies clarified some of the biophysical details of the blocking 
mechanism of hEag1 channels by astemizole and imipramine (Garcia-
Ferreiro, 2004). Both drugs are open channel blockers and although their 
binding sites seem to overlap, their mechanism of action is probably 
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different. However, the structural determinants important for the binding 
underlying these differences are still unknown.  
Amino acid residues located at the base of the pore helix and along the S6 
segment are predicted to face toward the central cavity of potassium 
channels, and are very important for the block of potassium channels by 
different compounds (Decher, 2004). A second class of aminoacids 
important for the blockage of hEag1 and hErg are the residues involved in C-
type inactivation (Mitcheson, 2000a). Inactivation of a voltage-gated channel 
is the reduction of the channel current, even though the activating voltage is 
maintained. Different region of the channel may contribute to the 
inactivation processes, thus different inactivation modality were defined. C-
type inactivation is an inactivation processes related to structural changes at 
the extracellular side of the channel (Baukrowitz, 1995). Recent 
experimental data pointed out that structural changes at selectivity filter are 
likely the cause of C-type inactivation (Cordero-Morales, 2006). In hErg 
channels an intact C-type inactivation is crucial for the high-affinity binding 
of diverse drugs (Ficker, 1998; Herzberg, 1998; Lees-Miller, 2000; Wang, 
1997). Similarly, introduction of C-type inactivation in a non-inactivating 
bovine Eag channel (bEag) by mutations at positions T432 and A443, both 
located in the pore region, increased the bEag affinity for Dofetilide (Ficker, 
2001). Two residues at the C-terminal end of the S6 helix of hErg (Y652 and 
F656) are also crucial for the blockage by several compounds, (Sanchez-
Chapula, 2002), (Kamiya, 2001). However, the importance of analogous 
residues located at the carboxyl end of the S6 helix of hEag1 remains to be 
determined. 
In the study presented in this chapter, it is examined how the introduction of 
C-type inactivation into hEag1 (by targeting the pore residues T432 and 
A443), and how the aminoacid F468 affect the blockage by astemizole, 
imipramine and dofetilide. Clear differences emerged in how the effects of 
the drugs are altered, suggesting that at the molecular level the blocking 
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mechanism for hErg and hEag1 is distinct. Finally, to extract structural 
information from these experimental findings in silico molecular modeling, 
based on the crystal structure of the open mammalian Kv1.2 channel (Long, 
2005), was performed using hEag1 and hErg homology models. The results 
from the modeling are in good agreement with the experimental 
observations. The major conclusions are that i) depending on the blocker, 
different residues in hEag1 channel are required for blocking, and ii) that 
structural differences between hEag1 and hErg exist that could be exploited 
in the rational design of specific compounds to specifically block hEag1, but 
not hErg channels. Such compounds would facilitate the study of Eag1 
function in different tissues and could provide information as to how to 
eliminate the undesirable hErg blockage characteristic of many drugs. 
 
5.2 Materials and Methods 
5.2.1.1 Molecular Biology. 
Mutations were introduced into the pSGEM-hEag1 (Pardo, 1999) using the 
QuikChange XL site-directed mutagenesis kit (Stratagene). All constructs 
were thereafter sequenced in full. The forward primer used to generate 
hEag1F468C was (5’-3’; the reverse primer had the complementary 
sequence):TATGCCACCATCTGCGGGAATGTGACG. 
hEag1T432S/A443S was constructed sequentially (first T432S and then 
A443S). The forward oligonucleotides used were: 
TCTCCTCGTTGTATTTCACAATGTCCAGCCTCACC (T432S) and 
TGGGAACATCTCCCCATCCACAGACATTG (A443S). Oocyte 
preparation and electrophysiological recordings were performed as described 
elsewhere (Stuhmer, 1992). 
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5.2.1.2 Data Analysis. 
Curve-fittings were performed using Igor Pro (WaveMetrics). IC50 values 
(drug concentration that blocks half of the current) and Hill coefficients (h) 
were obtained through fittings to the Hill equation. Deactivation kinetics was 
determined by exponential fitting. Data are represented as mean ± s.e.m., 
where n=number of oocytes. Statistical significance was considered at 
p<0.01 in two-tailed t test. 
 
5.2.1.3 Drugs. 
Astemizole, N-methyl-astemizole, dofetilide and MK-499, were diluted from 
a DMSO stock solution. The final concentration of DMSO was always 0.1%, 
a concentration that showed no effects on hEag1 currents (data not shown). 
Imipramine was used from stocks in distilled water. Astemizole and 
imipramine were purchased from Sigma. Pfizer and Merck and Co. kindly 
supplied Dofetilide and MK-499, respectively. 
 
5.2.1.4 Molecular Modeling 
Structural models of hEag1 and hErg were built by homology modelling (see 
section 2.5). The Kv1.2 Protein Data Bank entry 2A79 (Long, 2005) was 
used as a template for the open state. Proteins were aligned with the program 
T-Coffee (Table 5-1) (Notredame, 2000). The amino acid sequence of the 
pore helix and S6 is highly conserved among these three channels, which 
should facilitate homology modeling of the channels’ inner vestibule. 
Aligned sequences were submitted to SWISS-MODEL (Schwede, 2003) to 
obtain the protein structures. These structures were replicated in four 
identical units, symmetrically placed around the pore axis to build the 
tetrameric channels. Finally, channel molecules were energy minimized by 
500 steps of steepest descent, using AMBER (Case, 2004). Since energy 
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minimizations were performed in the absence of solvent and lipid bilayer, 
the protein backbone was restrained with a force constant of 7 Kcal mol-1Å-2. 
Imipramine, astemizole and dofetilide were modeled in the protonated state. 
Partial atomic charges of all the drugs were parameterized by the 
ANTECHAMBER module of AMBER. Protein atomic charges were defined 
according to the AMBER99 force field. 
The docking procedure (see section 2.3) was performed using the 
AUTODOCK 3.0 software (Garret, 1998). AUTODOCK performs the 
automated docking of a flexible ligand in a rigid receptor, minimizing an 
empirical energy function on a 3D grid. All bound angles in the ligands were 
free to rotate. The grid was defined to cover the whole internal vestibule of 
the channels and the energy was minimized by the Lamarckian genetic 
algorithm. In order to achieve a broad statistical analysis, every binding 
position search was carried out by 150 docking runs (Hetenyi, 2002). The 
results were clustered according to the root mean square distance (RMSD). 
Binding positions with a RMSD lower than 2 Å were placed in the same 
cluster (Hetenyi, 2002). The binding position with the lowest energy in the 
group of most populated cluster was selected for the Rclosest analysis. 
 
 Pore Helix Filter  Inner Helix 
hEag1 YISSLYFTMTST SVGFG NIAPSTI EKIFAVAIMMIGSLLYATIFGV 
Herg1 YVTALYFTFSST SVGFG NVSPNTS EKIFSICVMLIGSLMYASIFGV 
Kv1.2 IPDAFWWAVVST TVGYG DMVPTTG GKIVGSLCAIAGVLTIALPVPI 
Table 5-1 Alignement of hEag1, hErg1 and Kv1.2 channels from the pore helix 
region to the final residue of the S6 segment 
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5.3 Results 
5.3.1 Charged Astemizole – hEag1 Channels 
Previous research showed that N-methyl-imipramine, a permanently charged 
form of imipramine, blocks hEag1 channels from the intracellular side as it 
was able to inhibit the current when applied to the bathing solution of inside-
out patches, but not that of outside-out patches (Garcia-Ferreiro, 2004). 
Astemizole however blocks a significant amount of the hEag1 current when 
applied to such patches in the outside-out configuration. Although the 
kinetics of this blockage seem to correspond to those of drug equilibration 
across the membrane (Garcia-Ferreiro, 2004), the existence of a binding site 
on the extracellular side of the hEag1 channel protein could not be excluded. 
To obtain clearer evidence for an intracellular blockage of hEag1 by 
astemizole, we used the permanently charged, quaternary derivative of this 
drug (N-methyl-astemizole, NMA). Application of NMA (100 µM) to the 
bathing solution of oocytes under two-electrode voltage clamp reduced 
current amplitudes by approximately 20 %, therefore with an IC50 larger than 
100 µM (inset Figure 5-1). Using the same oocyte, 10 µM astemizole (AST), 
in contrast, blocked approximately 90 % of the current (Figure 5-1). 
The lack of a NMA effect when added to the oocyte bathing solution is not 
due to loss of affinity for hEag1, because NMA is able to reduce the current 
amplitude when applied to the intracellular side of inside-out patches in a 
time period with no significant rundown of hEag1 currents in the patches. 
Addition of 100 nM NMA to inside-out patches led to a virtual abolition of 
the hEag1 current (Figure 5-2A, left traces); under these conditions, the IC50 
for this NMA effect was 30 nM i.e. three times smaller than the IC50 for AST 
in the same situation (91 nm, Figure 5-2B). 
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Figure 5-1 Lack of inhibition of hEag1 currents expressed in Xenopus 
oocytes by NMA. 
(A) hEag1 currents in the presence of increasing concentrations of NMA and 10 
µM AST. Traces elicited by test pulses applied every 20 s, from a holding 
potential of -80 mV to +40 mV for 2 s and return to -80 mV. The dashed line 
indicates the zero current level. (B) Time course of normalizing current 
amplitude (n=4) in the presence of the NMA concentrations indicated in A (for 
clarity we indicated only the addition of 100 µM NMA), after the NMA washout 
(NMA Washout), in the presence of 10 µM AST and after the AST washout 
(AST Washout). Currents were measurement at the end of the pulse at +40 mV 
and were normalized to the amplitude of the current before the addition of the 
NMA (Control in A). Inset, NMA dose-response curves of normalized mean 
data (n=10) obtained using the same protocol as described in A. Additionally the 
Hill fit according to the Hill equation described in the Material and Methods is 
shown. The respective Hill coefficients were 262.5 and 1.4. 
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It is formerly possible that AST acts both extra- and intra-cellulary at two 
independent binding sites, and that NMA has lost the affinity for the 
extracellular site. This explanation however does not agree with previous 
data on blockage by AST (Garcia-Ferreiro, 2004). Based on these previous 
studies, our interpretation of the data is that both AST and NMA block the 
channel from the intracellular side and that the charged form of AST (and 
therefore NMA) blocks more effectively (Garcia-Ferreiro, 2004). 
 
 
Figure 5-2 Blocking of hEag1 currents in inside-out patches of Xenopus oocytes 
by AST and NMA 
(A) hEag1 currents in inside-out patches in the presence of increasing 
concentrations of NMA and AST. Traces elicited by test pulses applied every 20 s, 
from a holding potential of -80 mV to +40 mV for 2 s and return to -80 mV. The 
dashed line indicates the zero current level. (B) Dose-response curves of 
normalized mean data (n=4-6) obtained using the same protocol described in A. 
Currents were normalized to the amplitude of the current elicited at the end of the 
pulse at +40 mV before the addition of the drugs (Control in A). Additionally the 
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Hill fit according to the Hill equation described in the Material and Methods is 
shown. Respective Hill coefficients were 30.91 and 1.46 for NMA, and 89.42 and 
1.11 for AST. 
 
5.3.2 Astemizole - Mutations T432S/A443S and F468C 
Although not always necessary for the blockage of hErg by drugs 
(Mitcheson, 2000a), intact C-type inactivation in hErg channels seems to be 
an important requisite for the high-affinity block by methanesulfonanilides 
(Ficker, 1998). Similarly, introduction of C-type inactivation into bovine Eag 
channels by a double mutation (T432S/A443S) increases the potency of 
blockage by Dofetilide (Ficker, 2001). We tested if introduction of C-type 
inactivation had any effect in AST blockage using hEag1 T432S/A443S. 
Analogously to the data reported for bovine Eag1 (Ficker, 2001), these 
mutations in the context of hEag1 produce C-type inactivation, as shown in 
Figure 5-3 (T432S/A443S traces). Although the most evident, the 
appearance of inactivation is not the only kinetic parameter altered by the 
double mutation. The deactivation of the mutant channel is slowed at all 
voltages between -70 and -140 mV, and the voltage-dependence of the 
activation process is shifted (the mutant starts to activate 10-15 mV more 
negatively than the wild type). The possible importance of these kinetic 
alterations in the blocking process will be discussed below. 
We next determined the IC50 values obtained for AST with hEag1 and hEag1 
T432S/A443S and found that the double mutation increased the affinity of 
AST for the channel (Figure 5-3). To determine the IC50 values, a steady 
state blockage was first achieved for each AST concentration (which 
requires 2-3 minutes), prior to measuring the current at the end of a 2 second 
+40 mV depolarization. In this way, we showed that AST has an IC50 of 2.82 
µM for hEag1 WT (n=10, Figure 5-3B). To determine the IC50 of AST for 
hEag1 T432S/A443S, we applied the same pulse protocol as above, but 
rather than measuring the currents at the end of the pulse (due to the 
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inactivation), this was performed in the peak at +40 mV. This was possible 
because AST did not affect the activation or inactivation kinetics of the 
mutant channel under these conditions (data not shown). Using this strategy, 
the IC50 of AST for hEag1 T432S/A443S was determined to be 1.19 µM 
(n=8; Figure 5-3B). 
In conclusion, as reported for the effect of dofetilide on bovine Eag channels 
(Ficker, 2001), the introduction of C-type inactivation into the hEag1 
channel increases the potency of blocking by AST. 
It is well documented that amino acid residues located in the C-terminal end 
of the S6 segment are important for the blockage of potassium channels by 
different compounds (Decher, 2004). Phe at position 656 in hErg channels is 
crucial for the binding of AST (Ficker, 2002) and other open channel 
blockers. To test the involvement of the corresponding residue for the AST-
mediated block of hEag1, we mutated the analogous aromatic residue 
(F468C) and studied its effect on this process. 
The current amplitudes obtained after expression of this mutant were greatly 
reduced when compared with wild type channels. However, the poor 
functional expression of the mutant channel compromised its kinetic 
characterization and we did not detect significant differences in either the 
activation or the deactivation process. We cannot though discard the 
possibility that the channel’s kinetics has been altered, which is a 
documented consequence of a mutation in the equivalent hErg channel 
residue (Fernandez, 2004). 
A higher AST concentration was required to reduce the current amplitude by 
50% in the mutant channel when compared to wild type hEag1 (Figure 5-3A, 
F468C traces). We determined an IC50 of 49.8 µM (n=7), approximately 20 
times higher than the IC50 for wild type channels. Steady state blockage was 
reached in 3-4 minutes when using the same pulse protocol as that described 
above for hEag1 WT. 
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This result strongly suggests that F468, putatively located at the entrance of 
the internal vestibule of hEag1, plays a crucial role in the blocking of these 
channels by AST. 
 
 
Figure 5-3 Concentration-dependent block of hEag1 WT, T432S/A443S 
and F468C by AST 
(A) hEag1 currents after the steady-state blockage with the concentrations of 
AST indicated for WT (upper traces), T432S/A443S (middle traces) and 
F468C (lower traces). Traces elicited by test pulses applied every 20 s, from 
a holding potential of -80 mV to +40 mV for 2 s and return to -80 mV. The 
dashed line indicates the zero current level. (B) Dose-response curves of 
normalized mean data (n=7-10) obtained using the same protocol as 
described in A. Currents were measured at the end of the pulse at +40 mV in 
WT (open circles) and F468C (closed squares) and at the peak at +40 mV for 
T432S/A443S (closed circles). Currents were normalized to the amplitude of 
the current prior to the addition of the drugs (Control in A). Additionally the 
Hill fit according to the Hill equation described in the Material and Methods 
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is shown. The respective Hill coefficients were 2.82 and 1.11 for WT, 1.19 
and 1.01 for T432S/A443S, and 49.82 and 0.81 for F468C. 
 
5.3.3 Imipramine - Mutations T432S/A443S and F468C 
AST and IMI competitively inhibit hEag1 channels, suggesting that both 
drugs have an overlapping intracellular binding site. However, the different 
affinity and altered voltage dependence of blockage (Garcia-Ferreiro, 2004) 
suggests that the overlap is not perfect, and the binding sites are subtly 
different. 
We studied how the various mutations reported here affect the IMI blockage 
and measured the IC50 values of IMI for hEag1, hEag1 T432S/A443S and 
hEag1 F468C channels. Figure 5-4A shows representative traces recorded 
using the same protocol as described above in Figure 5-3. Measuring the 
current at the end of the +40 mV pulse, the IC50 of IMI for hEag1 WT 
channels was 40.2 µM (n=10, Fig. 4B). This value is 10 times higher than 
that for AST, in good agreement with the differences determined previously 
in hEag1 expressing HEK293 cells (Garcia-Ferreiro, 2004). We also 
observed a rising phase in the first milliseconds of the wild type hEag1 
current traces at intermediate IMI concentrations (30 and 50µM, Figure 
5-4A) that may represent equilibration between the association and 
dissociation processes prior to the establishment of the steady state block 
(Garcia-Ferreiro, 2004). 
To study the effects of IMI on hEag1 T432S/A443S (Figure 5-4A), we 
applied the same pulse protocol as for AST, because IMI did not change the 
activation and inactivation kinetics of this mutant channel (data not shown). 
The IC50 of IMI for hEag1 T432S/A443S was 71.5 µM (n=8, Fig. 4B). 
Therefore the introduction of C-type inactivation in hEag1 did not reduce the 
IC50 of IMI, but instead increased it. Therefore, the introduction of 
inactivation affects IMI- and AST-mediated blocking of hEag1 channels 
differently, suggesting that a distinct binding site exists for each drug. 
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We also studied the blockage of hEag1 F468C by IMI. Using the pulse 
protocol described above, a steady state block was attained at all drug 
concentrations. The highest concentration tested (100 µM) was unable to 
block more than 30% of the current (Figure 5-4A). We did not analyze the 
effect of IMI concentrations greater than 100 µM and so did not determine a 
more accurate IC50. However, as the IC50 is higher than 100 µM, this 
mutated channel has lost its sensitivity to IMI. 
 
 
Figure 5-4 Concentration-dependent block of hEag1 WT, T432S/A443S 
and F468C by IMI 
(A) hEag1 currents after the steady-state blockage with the indicated 
concentrations of IMI for WT (upper traces), T432S/A443S (middle traces) 
and F468C (lower traces). Traces were elicited by the same protocol as for 
Figure 5-3. The dashed line indicates the zero current level. (B) Dose-
response curves of normalized mean data (n=8-10) obtained using the 
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protocol described in Figure 5-3. Currents were measured and normalized as 
in Figure 5-3. Additionally the Hill fit according to the Hill equation 
described in the Material and Methods is shown. The respective Hill 
coefficients were 40.2 and 1.11 for WT, 71.5 and 1.05 for T432S/A443S, 
and 202.5 and 1.39 for F468C. 
 
5.3.4  Dofetilide - Mutations T432S/A443S and F468C 
In a previous study, introduction of C-type inactivation into bovine Eag 
channels induced an increase in the blocking potency of Dofetilide (Ficker, 
2001). Because both C-type inactivation and Phe656 residue are crucial for 
the DOF block in hErg channels (Ficker, 1998; Lees-Miller, 2000), we 
decided to characterize DOF binding to hEag1 WT, T432S/A443S and 
F468C channels. 
As shown in Figure 5-5B, a steady state block of hEag1 WT channels was 
achieved with a DOF IC50 value of 29.6 µM (n=9). This value is in 
agreement with that previously reported for bovine Eag channels (31.8 
µM;(Ficker, 2001)). 
The introduction of inactivation in hEag1 channels increased the potency of 
blocking by DOF. DOF did not change the activation and inactivation 
kinetics of this mutant (data not shown), and the IC50 calculated for hEag1 
T432S/A443S was 8.21 µM (Figure 5-5B; n=10). Therefore similarly to 
bEAG (Ficker, 2001), these mutations clearly reduce the IC50 value relative 
to the wild type hEag1 channel. This result confirms the assumption that the 
molecular determinants of DOF blocking are very alike for the hEag1 
channel and the bovine isoform. 
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Figure 5-5 Concentration-dependent block of hEag1 WT, T432S/A443S 
and F468C by DOF 
(A) hEag1 currents after the steady-state blockage with the indicated 
concentrations of DOF for WT (upper traces), T432S/A443S (middle traces) 
and F468C (lower traces). Traces were elicited by the same protocol as for 
Figure 5-3. The dashed line indicates the zero current level. (B) Dose-
response curves of normalized mean data (n=9-10) obtained using the 
protocol described in Figure 5-3. Currents were measured and normalized as 
in Figure 5-3. Additionally the Hill fit according to the Hill equation 
described in the Material and Methods is shown. The respective Hill 
coefficients were 29.6 and 1.04 for WT, 8.2 and 1.4 for T432S/A443S, and 
67.7 and 1.14 for F468C. 
 
Dofetilide blocked hEag1 F468C with an IC50 of 67.7 µM (Figure 5-5B; 
n=10). Although this IC50 value is 2-fold greater than that for hEag1 WT, the 
loss of affinity is not as dramatic as that for hErg where a mutation in F656 
increases the IC50 of DOF 100 fold (Lees-Miller, 2000). Therefore, although 
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our data suggest that the F468 residue plays a role in DOF binding to hEag1 
channels, its importance seems to be less significant than that in hErg 
channels. A possible structural explanation for these data will be discussed 
later. 
Mutations T432S/A443S and F468C alter the recovery from AST-, IMI- and 
DOF- mediated blockage in different ways. As we described above, 
introduction of C-type inactivation into hEag1 increases the blocking 
potency of AST and DOF, but not IMI, strongly suggesting that the binding 
site for IMI is different from the other two drugs. This hypothesis was 
further reinforced by studies on the block recovery. 
After blocking the hEag1 WT current (Figure 5-6) with either 10 µM AST, 
100 µM IMI or 100 µM DOF, between 40% and 90% recovery was achieved 
after a 5 minute wash. This strongly indicates that none of these drugs are 
trapped in the hEag1 channels during closing. In contrast, T432S/A443S and 
F468C mutations significantly slow the recovery from the block mediated by 
AST and DOF, but not that by IMI. After a 5 minute wash, the recovery 
percentages of T432S/A443S were 6.7% (AST) and 6.6% (DOF), and for 
F468C 31.2% (AST) and 11% (DOF). In contrast, as shown in Figure 5-6, 
recovery from IMI blocking was much faster for both mutants: 61% 
(T432S/A443S) and 96.2% (F468C).  
In this experimental study, we applied the drug concentration necessary to 
obtain the maximum block. When lower concentrations of AST and DOF 
were used, sufficient only to block 50% of the T432S/A443S current, only 
7.1% and 6.8% of the current after AST and DOF exposure, respectively, 
was recovered after 5 minute (not shown). This finding argues against the 
idea that the less efficient IMI-mediated hEag1 inhibition is responsible for 
the differences observed on the speed of recovery between the three drugs. 
Similarly, the slower recovery from AST and DOF treatment is probably not 
due to the low stimulation frequency used during the washing period, 
because we did not observe any significant increase in the recovery induced 
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by 20 preconditioning pre-pulses of 400 ms to +40 mV. This is similar to the 
described effects on bEag1 (Ficker, 2001). We believe that the differences in 
the recovery kinetics substantiate our hypothesis that the binding site in 
hEag1 shared, at least to some degree, by AST and DOF is different from 
that of IMI. 
 
 
 
Figure 5-6 Differences in AST, IMI and DOF levels of block recovery 
between hEag1 WT, T432S/A443S and F468C channels. 
(Upper traces). hEag1 WT, T432S/A443S and F468C currents prior to the 
block (C), after the steady-state block (B) and after the washout (W) of 10 
µM AST and 100 µM IMI. Traces were elicited by the same protocol as in 
Figure 5-3. The dashed line indicates the zero current level. (Lower plot) 
Percentage of current at +40 mV recovered after 5 min of washing. Current 
at +40 mV was measured as indicated in Figure 5-3. The blocked current 
recovered after 5 minutes of washing was normalized to the total current 
blocked by each drug. The bars represent the SEM of 5-8 oocytes. 
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5.3.5 Dofetilide and MK-499 in hEag1 Channels. 
In cardiac myocytes, DOF blocks the IKr current by a trapping mechanism 
(Carmeliet, 1992). A similar mechanism might be involved in the blockage 
of hErg in heterologous systems, because the washout of dofetilide is slower 
than in bEAG channels (Ficker, 1998). In the same way, dofetilide does not 
block hEag1 by a trapping mechanim (Figure 5-7A), as a DOF-mediated 
steady-state block using a concentration of 100 µM, is completely alleviated 
by a 5 minutes wash and the current is restored. 
In order to extend this study to other methanesulfonanilide compounds we 
characterized the blocking mechanism of hEag1 by MK-499 (Figure 5-7A), 
which blocks hEag1 with an IC50 of 43.5 µM (n=4, data not shown). 
Recovery is complete in 5 minutes (Figure 5-7A), strongly indicating that for 
both DOF and MK-499 hEag1 blocking does not involve a drug trapping 
mechanism, in contrast to hErg channels (Mitcheson, 2000a). Recovery 
occurs with a time constant of 106.8 s for MK-499 and 82.6 s for DOF 
(Figure 5-7B). Additionally, a “foot in the door” mechanism (Kamiya, 2001) 
appears not to be implicated in the block of hEag1 by methanesulfonalinides, 
because the drugs do not alter the kinetics of deactivation, as can be deduced 
from the overlapping, normalized tail currents at -90 mV before and after the 
blocking with 40 µM MK-499 (Figure 5-7C). Exponential fits to the elicited 
tail current (Figure 5-7C) gave time constants of deactivation of 1.31±0.14 
ms before, and 1.33±0.16 ms after the blocking (n=4). 
Altogether, these results strongly indicate that, unlike in hErg channels, both 
MK-499 and DOF dissociate from hEag1 before it closes, and therefore 
blockage is not based on the trapping of the drug in the channel inner cavity 
during deactivation. 
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Figure 5-7 Mechanisms of block in hEag1 WT channels for DOF and MK-499 
(A) hEag1 currents before the block (Control), in the presence of 40 µM MK-499 
(left traces) and 100 µM DOF (right traces) and after washing (Washout). Traces 
were produced by the indicated protocol every 20 s. The dashed line corresponds to 
the zero current level. (B) Blocking recovery time-course during the washout of 40 
µM MK-499 (open circles) and 100 µM DOF (closed circles). Currents were 
measured and normalized as in Figure 5-3. Additionally exponential fits to the 
currents according to the exponential equation described in the Material and 
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Methods are shown.  The respective parameters were 1.04, -0.5 and 0.0093 for MK-
499 and 1.09, -0.94 and 0.012 for DOF, respectively. (C) hEag1 WT currents in the 
absence (Control) and presence of 40 µM MK-499. Traces were produced 
according to the indicated protocol. The pulse at +40 mV had a duration of 2 s. 
Right panel, tail current traces recorded at -90 mV, in the absence (Control) and 
presence of 40 µM MK-499. The dashed line indicates the zero current level and 
the dotted line is the scaled tail current after addition of 40 µM MK-499 to the 
Control current level, allowing a better comparison of closing kinetics before and 
after the blocking to be made. Additionally, exponential fits to the currents 
according to the exponential equation under Material and Methods are shown. The 
respective parameters were -5.5, -2.55 and 762 for WT, and -6.79, -2.59 and 791 for 
MK-499. 
 
5.4 Discussion 
Many studies have shown that C-type inactivation and residues located at the 
C-terminal end of the S6 helix are key requirements for hErg channel 
blockage by several potent drugs (Kamiya, 2001; Wang, 1997). We have 
studied how the introduction of C-type inactivation into hEag1 channels and 
the mutation of a residue in the base of the S6 helix (Phe 468) affect AST, 
IMI and DOF blockage.  
Similarly to bEag (Ficker, 2001) and hErg (Ficker, 1998) channels, C-type 
inactivation in the context of hEag1 increases the potency of blockage by 
DOF. We observed an equivalent effect for AST, but not for IMI. These 
three drugs ((Ficker, 1998), (Garcia-Ferreiro, 2004)), block Eag1 channels 
from the intracellular side. Current models predict that C-type inactivation of 
hErg results in a twisting of the S6 helices and a repositioning of Phe656 and 
Tyr652, to increase the sensitivity of the channel (Chen, 2002). Therefore, a 
similar movement is possible in the inner helices of hEag1 channels during 
C-type inactivation, thereby changing the position of some amino acids and 
increasing the affinity for AST and DOF but not IMI. Consequently, the 
increases in the potency of DOF and AST mediated channel block due to C-
type inactivation represents an allosteric effect whereby changes in the 
structural conformation of the protein favor the binding of these two drugs, 
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but not IMI. In this study we additionally demonstrated that introduction of 
C-type inactivation into hEag1 renders DOF and AST blockage, but not that 
of IMI, irreversible (trapping). Interestingly, García-Ferreiro et al. 
demonstrated that AST and IMI compete for their binding site, which 
indicates that both drugs require common structures for the binding to hEag1 
channels. In this study, we offer a plausible explanation for this competition, 
since we show that the activity of both drugs is sensitive to the Phe468 
mutation. This suggests that the hydrophobic pocket formed by the Phe 
residues of the four subunits is important for the binding of both drugs. In 
conclusion, these data strongly suggest that the IMI binding site is different 
from that of AST and DOF, although it remains possible that some residues 
may still be common. 
We detected clear differences between the blockage of hErg and hEag1 by 
distinct drugs. It is well established that mutations of hErg Phe656 increase 
the IC50 of DOF by 100-fold (Lees-Miller, 2000). However, mutation of the 
analogous Phe468 residue in hEag1 results in only a 2-fold increase in the 
IC50 value. While DOF is a high affinity, nanomolar hErg blocker, it has low, 
micromolar affinity for hEag1. However other low affinity hErg blockers, 
such as propafenone (Witchel, 2004), quinidine (Lees-Miller, 2000), 
chloroquine (Sanchez-Chapula, 2002) and vesnarinone (Kamiya, 2001) also 
are affected by mutations of the Phe656 residue. Furthermore, we also show 
that another low affinity blocker of hEag1 (IMI) is sensitive to Phe468 
mutation. Taking this information together indicates that the various 
affinities of DOF for hErg and hEag1 are not the basis for the different 
sensitivities to the hEag1 Phe468 mutation. In addition, we also describe 
here that blockage mediated by DOF, AST, IMI and MK-499 is reversible in 
hEag1 channels, which contrasts with the extremely slow or non-reversible 
blocking (trapping) of these drugs in hErg channels (Mitcheson, 2000b; 
Snyders, 1996; Suessbrich, 1996; Teschemacher, 1999). All these features 
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highlight the clear differences that exist between hEag1 and hErg in terms of 
their sensitivity to various blockers. 
In order to understand our results and for the design of further experiments, 
we generated a molecular model of hEag1 using the crystal structure of the 
mammalian Kv1.2 channel in the open state conformation (Long, 2005). It is 
important to note that Kv1.2 shows a Pro-Val-Pro motif in the S6 domain 
that has been described to be important for curving the inner helices during 
channel activation (del Camino, 2000), while the hEag1 channel, like KvAP, 
has a Gly residue in the corresponding position. Although we reached 
identical conclusions when using either KvAP or Kv1.2 as a template, 
probably because the Gly residue in KvAP also produces a curvature of the 
inner helices (Long, 2005), we will only comment on our results obtained 
employing Kv1.2. 
Figure 5-8 shows the docking model for AST and DOF in the hEag1 
vestibule. At first glance, it is clear that the hydrophobic rings of AST are 
closer than those of DOF to the Phe residue rings. It is also interesting to 
note that, although the conformation of the inactivating mutant 
(T432S/A443S) could not be predicted, our model suggests that the effects 
observed in the double mutant T432S/A443S could be allosteric, since 
neither of these two residues are in close proximity to the drugs. The in silico 
analysis also predicts that other residues in the selectivity filter could interact 
with the drugs and be important for their stabilization inside the inner 
vestibule, as has been described for some residues at the base of the pore 
helix of hErg and hEag1 (Mitcheson, 2000a). Interestingly, our model 
suggests that all three drugs could interact with Tyr464 (one helical turn 
away from Phe468) to make a cation-" interaction, which is the most 
important interaction between the analogous residue in hErg and the tertiary 
nitrogen of cisapride, terfenadine and MK-499 (Fernandez, 2004). 
Furthermore, the model suggests that the permanently charged AST 
derivative, NMA, would have an increased capacity to block hEag1 relative 
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to AST itself, since the charged nitrogen in NMA would be close enough to 
establish a cation-" interaction with the Tyr464 residue. Further mutagenesis 
studies will be necessary to elucidate the role of these residues in the 
blocking process of hEag1 by different drugs. 
 
 
 
Figure 5-8 Docking of AST and DOF within the cavity of the hEag1 K
+
 channel 
as constructed by homology 
A. Homology model showing the S5-S6 domains of two hEag1 subunits with a 
docked molecule of AST (left panel) and DOF (right panel). F468 (red), T432 
(blue) and A443 (yellow) residues are shown as balls and sticks. 
 
Molecular modeling also provides us with a possible explanation for the 
effects of the Phe468 mutation. It is accepted that a "-" stacking interaction 
between two hydrophobic aromatic rings is energetically favorable 
dependent on the orientation and proximity of the phenyl groups (Hunter, 
1991; McGaughey, 1998). The distance between the carbon atoms of the 
interacting rings (Rclosest) must be between 3.4 and 4.5 Å (Hunter, 1991; 
McGaughey, 1998). To predict interactions between the different drugs and 
the Phe468 residue, we measured Rclosest between the four Phe rings of the 
channel and the atoms of the various aromatic groups of the drugs. Three of 
the phenyl groups of AST, nearly two in IMI and practically none in DOF 
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show Rclosest values within the 3.4-4.5 Å interval with respect to one or 
several phenylalanine hydrophobic rings. Figure 5-9 and Figure 5-10 
indicate all the Rclosest values close to this interval for the three different 
drugs. This might explain the weak effect that the Phe468 mutation has on 
the block achieved by DOF and the large effect observed for AST and IMI. 
 
 
 
 
 
Figure 5-9 Distances between blocking drugs and the Phe residues in S6 
Close-up views of the C-terminal end of the S6 helix showing the four F468 residues 
and the relative position of the drugs. The upper panels and lower left panel 
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correspond to hEag1 homology models with AST (yellow, upper left), IMI (blue, 
upper right) and DOF (red, lower left). For AST and DOF and for better observation, 
the structures are rotated about the Y axis with respect to the structures in Figure 5-8. 
The lower right panel is the hErg homology model with DOF (in light blue) and the 
F656 residues of the four subunits in red. In all four panels, the closest distances 
between the aromatic rings atoms of the phenylalanine residues and the drugs (Rclosest) 
are indicated as dashed lines with the values in Å. 
 
In order to validate the usefulness of the Rclosest parameter as an indication 
for possible "-" stacking interactions, we also developed a model of hErg 
using Kv1.2 as the template (Figure 5-9, lower right) and studied the docking 
of DOF. Interestingly, Rclosest analysis shows that DOF is closer to the Phe 
residues in hErg than in hEag1 channels (Figure 5-10). This would fit with 
recent studies that suggest that the orientation of the S6 aromatic residues 
with respect to the central cavity of hErg differs from those of Eag channels 
(Chen, 2002). Although other interactions must be important for DOF 
binding to hErg channels, this data could explain why a mutation in these 
Phe residues affects DOF binding more to hErg than to hEag1. 
In summary, the experimental differences detected in this study between the 
AST, IMI and DOF binding process to hEag1 channels correlates well with 
information obtained from our molecular modeling approach. This 
demonstrates that a mutagenesis analysis together with an in silico approach 
are good tools to construct a general pharmacophore model that may 
represent a template for the future synthesis of a specific and potent hEag1 
blocker. 
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Figure 5-10 $ interactions between blocking drugs and Phe aromatic ring 
Aromatic ring ($% stacking) interactions in terms of phenylalanine aromatic ring 
atoms within the 3.4-4.5 Å of the drug phenyl ring atoms. This interval was taken to 
be the optimal inter-atomic distance of aromatic ring atoms that give rise to 
favorable $-stacking interactions (McGaughey, 1998). All the inter-atomic 
distances within the interval and beyond this interval are indicated for AST-hEag1 
docking (empty circles), IMI-hEag1 docking (empty squares), DOF-hEag1 docking 
(empty triangles) and DOF-hErg docking (full triangles). The dashed lines represent 
the Rclosest values of 3.4 and 4.5 Å. 
 
 

  
Chapter 6 
 
 Water Fluxes Through the KcsA 
Potassium Channel 
 
The KcsA potassium channel has an osmotic permeability coefficient of 4.8 
! 10-12 cm3/s, higher than the osmotic permeability coefficient of some 
membrane channels specialized in water transport (Saparov, 2004). This 
high osmotic permeability requires the channel to be depleted from 
potassium ions, which otherwise would slow down the water permeation. 
The structure of the potassium-depleted KcsA channel, as the mechanisms of 
water permeation, are still unknown, and are here analyzed by all-atom 
molecular dynamics simulations, in conjunction with an umbrella sampling 
strategy and a novel approach to simulate pressure gradients (Zhu, 2002). 
Equilibrium molecular dynamics simulations (60 ns) identified a possible 
structure of the potassium-depleted KcsA channel, and umbrella sampling 
calculations revealed that this structure is not permeable by water molecules 
moving along the channel axis. The simulation of a pressure gradient across 
the channel (30 ns) identified an alternative permeation pathway, with 
sustained osmotic permeability. Water fluxes along this pathway did not 
proceed through collective water motions or transitions to vapor state. All 
the major results were robust against variations in a wide set of simulation 
parameters (force field, water model, membrane model, and channel state). 
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6.1 Introduction 
Potassium ions and water molecules move through potassium channels in a 
concerted way. Experimental data and numerical simulations support a 1:1 
ratio between the number of water molecules and potassium ions crossing a 
K+ channel (Alcayaga, 1989; Berneche, 2001). The accepted view is that 
water and ions move through the selectivity filter (SF) of K+ channels in 
single file, as exemplified by numerous molecular dynamics (MD) 
simulations (Aqvist, 2000; Berneche, 2000; Compoint, 2004; Domene, 
2003). However, what happens when the concentration of K+ is so low that 
the channel is depleted of ions? Saparov and Pohl (Saparov, 2004) measured 
water flow through potassium-depleted KcsA, and found a surprisingly high 
osmotic permeability coefficient, pf = 4.8 ! 10
-12 cm3/s. This osmotic 
permeability is about two orders of magnitude larger than those of some 
specialized water-conducting pores of the aquaporin family (Yang, 1997). A 
quick back-of-the-envelope calculation for the “intrinsic flux”,
! 
"
0
= 2 pf Vw  
(de Groot, 2002), using the KcsA value for pf and the water volume 
! 
V
w
 = 30 
Å3, suggests that in equilibrium ~300 water molecules cross the KcsA 
channel per nanosecond. Considering the timescales associated with these 
permeation events, water fluxes should be detected in nanosecond MD 
simulations of KcsA. In this chapter, we report on such simulations and 
provide a detailed atomic picture of the water dynamics, and the structural 
changes that the channel undergoes in the absence of potassium ions. 
The occupation of potassium ions has been shown to strongly affect the SF 
structure. In high-K+ concentrations, the carbonyl oxygens of the SF point 
towards the central pore, as revealed by X-Ray crystallography, and each 
potassium ion is coordinated by eight backbone carbonyl oxygens (Doyle, 
1998). Five potassium-binding sites were identified inside the SF, and are 
named S0 (intracellular side of the SF) to S4 (extracellular side of the SF), as 
outlined in section 1.2. In high-K+ concentration two ions occupy the SF on 
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average, with a water molecule between them. Two configurations of ions 
and water, K+-water-K+-water and water-K+-water-K+, are thought to be the 
most stable ones in the KcsA K+-channel. A low energetic barrier (~2-
3Kcal/mol) between these two configurations allows rapid K+ conduction 
through the SF (Berneche, 2001). The X-ray structure of the SF changes 
dramatically in low potassium concentration. At low potassium 
concentration the average occupancy of the SF is one potassium ion (Zhou, 
2001). The carbonyl oxygen of Val76 does not point towards the filter 
lumen, Gly77 adopts a new conformation, and K+ ions are only observed in 
S1 and S4. It is easily imagined that total absence of potassium ions in the 
SF would prompt further rearrangements in its atomic structure. Indeed, the 
SF of K+ channels is far from being a rigid structure. MD simulations of 
KcsA (Berneche, 2000; Domene, 2003; Noskov, 2004a), and KirBac1.1 
(Domene, 2004) described certain degree of flexibility in the SF, even in the 
presence of potassium ions. Depletion of potassium ions cause severe 
distortions of the SF both in KcsA and KirBac1.1 (Domene, 2004; Domene, 
2003), which can be explained by the repulsion between carbonyl oxygens in 
the absence of stabilizing potassium ions. 
The MD simulations reported in this chapter aim at shedding light on the 
nature of the transport of water molecules through the KcsA K+-channel in 
the absence of ions, and at describing at atomic detail the structural changes 
that the SF undergoes. We began by performing equilibrium MD simulations 
of the system, using two different protein force fields and water models. As 
expected, in the absence of potassium ions, the X-Ray structure in high-K+ 
concentration was no longer stable, and the SF evolved towards a new 
structure. The equilibrium MD simulations failed to capture the experimental 
high water permeation rates, and potential of mean force calculations 
showed that a significant energy barrier (~7Kcal/mol) hampers the water 
movements along the pore axis. To investigate alternative pathways for 
water permeation, simulations of KcsA were performed under the equivalent 
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of an osmotic pressure difference across the SF, employing a method 
proposed by Zhu et al. (Zhu, 2002). Pressure gradients induced appreciable 
water fluxes across KcsA, along a permeation pathway extending behind the 
SF. Permeation along this pathway does not proceed trough liquid-vapor 
oscillations. Transitions to vapor state were proposed as a possible 
mechanism explaining the high osmotic permeability of KcsA (Saparov, 
2004), but were never observed in the whole simulated time (~100 ns). All 
the numerical simulations were repeated restraining the SF to the X-Ray 
structure in high-K+ concentration. No water flux was detected across this 
configuration of the SF, which proves that structural changes are required for 
water permeation. 
 
6.2 Methods 
6.2.1 Equilibrium Molecular Dynamics Simulations 
The osmotic permeability of a channel (
! 
pf ) is defined by: 
 
! 
Jw = pf"C  Equation 6-1 
 
where 
! 
"C  is the concentration gradient, and 
! 
J
w
 is the water flux. If no 
concentration gradient is applied, like in equilibrium MD simulations, the net 
water flux is zero. Water molecules may travel through the channel pore, but 
the outwards and inwards fluxes (
! 
J
outward
 and 
! 
J
inward
) will cancel each other 
on average. The ratio between the unidirectional water-flux, 
! 
Jeq = Joutward = Jinward , and the water concentration 
! 
C
w
 defines the diffusion 
permeability of the channel, 
! 
pd = Jeq /CW = JeqVw (where the volume of a 
water molecule,
! 
V
w
 = 30 Å3, was employed to define 
! 
C
w
). If water molecules 
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move in a single file, the diffusion permeability is related to the osmotic 
permeability by:  
 
! 
pf =
pd
N +1
 Equation 6-2 
 
where N is the number of water molecules in the single-file (Zhu, 2004). 
Unidirectional fluxes are simply the number of water molecules permeating 
the pore per unit time, directly obtained from equilibrium MD simulations. 
Within the single file assumption, Equation 6-2 can be used to estimate the 
osmotic permeability, once the length of the single-file column is known. 
Several equilibrium MD simulations were performed, using different: i) 
channel models; ii) force fields and water models; iii) membrane 
compositions; iv) restraints on the selectivity filter (see Table 6-1 for 
details). Simulations denoted MD_GU, MD_GR, and MD_NUC used a 
KcsA model based on the X-Ray structure at 2 Å resolution in high-K+ 
concentration (Protein Data Bank entry 1K4C (Zhou, 2001)). An acetyl 
group was added to the N-terminal (residue Ala23), and the C-terminal 
(residue Gly123) was protonated. All the residues were in the default 
protonation state, except Glu71 which was protonated to form a diacid 
hydrogen bond with the carboxylate group of Asp80, following the results 
presented by Ranatunga et al. (Ranatunga, 2001), and Bernerche and Roux 
(Berneche, 2002).  
A model of the KcsA channel in the open state was used for the simulations 
denoted MD_NU, MD_NUP, and MD_NR. The open model of KcsA was 
defined as in section 4.2.1, using the crystallographic structure of MthK as a 
template. 
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 Simulation 
Type 
Channel 
State 
Membrane Force-
Field 
Water 
Model 
Selectivity 
Filter 
[ns] 
MD_GU MD Closed POPC GROMOS-
96 
SPC Unrestrained 15 
MD_GR MD Closed POPC GROMOS-
96 
SPC Restrained to 
high-K+ 
15 
MD_K MD Closed POPC GROMOS-
96 
SPC K+ in S1 and 
S3 
5 
MD_NU MD Open Octane CHARMM
-27 
TIP3 Unrestrained 15 
MD_NUP MD Open POPC CHARMM
-27 
TIP3 Unrestrained 15 
MD_NUC MD Closed Octane CHARMM
-27 
TIP3 Unrestrained 15 
MD_NR MD Open Octane CHARMM
-27 
TIP3 Restrained to 
high-K+  
15 
US_U Umbrella 
Sampling 
Closed POPC GROMOS-
96 
SPC Unrestrained 2x40 
US_R Umbrella 
Sampling 
Closed POPC GROMOS-
96 
SPC Restrained 2x40 
PRS_U 
 
Pressure MD 
#P=200MPa 
Open Octane CHARMM
-27 
TIP3 Unrestrained 7.5 
PRS_UP 
 
Pressure MD 
#P=200MPa 
Open POPC CHARMM
-27 
TIP3 Unrestrained 7.5 
PRS_UC 
 
Pressure MD 
#P=200MPa 
Closed POPC CHARMM
-27 
TIP3 Unrestrained 7.5 
PRS_R Pressure MD 
#P=200MPa 
Open Octane CHARMM
-27 
TIP3 Restrained to 
high-K+ 
7.5 
Table 6-1 Summary of simulations 
 
An octane membrane was used in the simulations MD_NU, MD_NR, and 
MD_NUC, while a POPC membrane was used in the simulations MD_GU, 
MD_GR, and MD_NUP. The channel was inserted in a pre-equilibrated 
membrane (516 octane molecules, or 256 POPC molecules), with the pore 
axis orthogonal to the membrane boundaries. The extracellular aromatic belt 
(aminoacids Tyr45) was aligned to the upper boundary of the membrane. 
Membrane molecules closer than 1.2 Å from protein atoms were removed. 
The system was solvated, and chloride ions were added to neutralize the 
protein charges. 
Simulations denoted by MD_GU and MD_GR were performed with 
GROMACS3.3 (Van der Spoel, 2005), using the GROMOS-96 (43a2) united 
atom force field (van Gunsteren, 1996), and the simple point charge (SPC) 
model for water molecules (Hermans, 1994). The LINCS algorithm was used 
to preserve the bond lengths, in order to use a 2 fs time step (Hess, 1997). 
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The coordinates were saved every 10 ps. Long-range electrostatic 
interactions were treated by the Particle Mesh Ewald algorithm (Essmann, 
1995), and a 10 Å cut-off was used for the Van der Waals interactions. The 
pressure was controlled at 1 bar by coupling to a pressure bath (time constant 
of 1 ps), and temperature was kept at 300 K by coupling to a temperature 
bath (time constant 0.1 ps) (Berendsen, 1984). Energy was first minimized 
by a steepest descent procedure, followed by an equilibration period (200 ps) 
where harmonic restraints were applied to the protein atoms. After 
equilibration, MD simulations were run for 15 ns. In MD-GU all the atoms 
were unrestrained, while in MD-GR the backbone atoms of the SF were 
restrained to the crystallographic structure in high-K+ concentration (Zhou, 
2001) by a harmonic potential (force constant 2 Kcal*mol-1* Å -2). 
The MD simulations denoted MD_NU, MD_NR, MD_NUC, and MD_NUP 
were run using NAMD2.6 (Kale, 1999), and the CHARMM-27 all atom 
force field (MacKerell, 1998) with the TIP3 water model (Jorgensen, 1983). 
The time step was set to 2 fs (SHAKE algorithm (Ryckaert, 1977)), and the 
coordinates were saved every 10 ps. Long-range electrostatic interactions 
were treated by the Particle Mesh Ewald algorithm (Essmann, 1995), and a 
10 Å cut-off was used for the Van der Waals interactions. Langevin 
dynamics controlled the temperature at 300K, with a dumping factor of 5 ps-
1. The Langevin piston Nose-Hover method (Feller, 1995; Martyna, 1994) 
was used to keep a pressure of 1 bar (piston period was 200 fs and the 
dumping time scale was 100 fs). Harmonic restraints were applied to the 
protein backbone, and the energy was minimized by 10,000 steps of steepest 
descent. Constraints on backbone atoms were then gradually removed. A 5ns 
MD was run to equilibrate the simulations with the open channel model 
(MD_NU, MD_NUP, and MD_NR), while a 200 ps MD was run to 
equilibrate the simulation with the closed channel model (MD_NUC). After 
equilibration, MD simulations of 15 ns (MD_NU, MD_NR) or 5 ns 
(MD_NUP, MD_NUC) were run. In MD_NU, MD_NUP, and MD_NUC all 
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the atoms were unrestrained, while in MD_NR the backbone atoms of the SF 
were restrained to the X-Ray structure in high-K+, as in MD_GR. 
 
6.2.2 Umbrella Sampling 
The umbrella sampling technique (Torrie, 1974) was used to compute the 
potential of mean force (PMF) for a water molecule moving along the 
channel axis. Calculations were confined to a 2 Å long region, which extends 
from the intracellular side of the SF, Thr75, to its extracellular side, Gly79. 
This region was divided in 40 windows, and 2 ns of MD were run for each 
window. The atomic system and the simulation parameters were as in 
MD_GU. The starting configurations were selected from the last 5 ns of 
MD_GU, choosing snapshots where a water molecule was closest to the 
center of the window. This water molecule was restrained to the window 
center by a harmonic potential (force constant set to 2 Kcal*mol-1* Å -2), and 
its coordinates were saved every 1 ps. The harmonic restraints were applied 
along the channel axis only (z axis), while water molecules were free to 
move in the orthogonal plane (x-y plane). The first 500 ps of each simulation 
were discarded for the analysis. The remaining data were divided in three 
sets, each including 500 ps of MD. The unbiased PMF was computed by the 
weighted histogram analysis method on each data set, recombining the 
biased distributions of the z position of the restrained water molecules 
(Kumar, 1992). The PMF was estimated as the mean value of the three data 
sets with the standard deviation of the data sets providing an estimate of the 
error. 
Outside the SF, the PMF can be related to the equilibrium density of water 
molecules in MD simulations (
! 
n(z) ) by: 
 
! 
G(z) = "kT ln
n(z)
n0
+G0  Equation 6-3 
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where 
! 
n
0
 is the water density far from the channel, and 
! 
G
0
 is the free energy 
of the reference state. The water density along the channel axis was defined 
by the trajectory of the MD simulation denoted MD_GU. The PMF defined 
by Equation 6-3 was combined to the PMF computed by the umbrella 
sampling technique, matching the two PMF profiles at the boundaries of the 
SF. 
The same procedure was used to compute the PMF through the SF restrained 
to the X-Ray structure in high-K+. A MD simulation with potassium ions 
inside the channel was run to generate the starting configurations for this set 
of umbrella calculations (MD_K). The atomic model for MD_K was defined 
as in MD_GU, but keeping the crystallographic potassium ions at the 
binding sites S1 and S3 and in the cavity. This simulation was run for 5ns, 
using the same settings of MD_GU. The starting configurations for the 
umbrella simulations were picked from the last 3 ns, choosing the snapshots 
with a water molecule or a potassium ion closer to the center of the window 
to be simulated. All the potassium ions inside the channel and three chloride 
ions in bulk solution were then artificially mutated to water molecules. In the 
umbrella sampling simulations, the backbone atoms of the filter were 
restrained to the starting configuration by harmonic potentials. A force 
constant of 2 Kcal*mol-1* Å -2 was used. The restraints proved to be 
appropriate for keeping the SF in the high-K+ structure, with all the carbonyl 
oxygens pointing towards the channel axis on average, but allowing enough 
freedom to let the backbone adjust depending on the occupancy of the filter. 
Outside the SF the PMF was defined by Equation 6-3, using the data of the 
simulation MD_GR to compute the water density along the channel axis.  
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6.2.3 Pressure Molecular Dynamics 
Equation 6-1 defines the water flux produced by a concentration gradient, 
! 
"C . In a dilute solution the same water flux results from a pressure gradient, 
! 
"P = RT"C , where 
! 
R is the gas constant and 
! 
T  is the temperature. As a 
consequence, the osmotic permeability can be simply estimated in MD 
simulations, by applying a pressure gradient across the channel. Zhu et al. 
(Zhu, 2002) proposed a method to generate a pressure gradient in MD 
simulations. The idea is to apply a constant force (
! 
f ) to all the water 
molecules in a slab away from the region of interest. If these forces are 
orthogonal to the slab, a net force equal to 
! 
nf  (
! 
n  being the number of water 
molecules in the slab) acts on the boundary surface, in the direction of the 
forces. This net force is equivalent to a pressure gradient across the slab of 
 
A
nf
P =!  Equation 6-4 
 
where 
! 
A  is the area of the boundary surfaces. In order to apply the pressure 
gradient across a protein channel in a simulation with periodic boundary 
conditions, the upper and lower surfaces of the slab are placed respectively 
at the extracellular and intracellular side of the channel, and the force 
! 
f  is 
applied outside these surfaces (Figure 6-1). 
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Figure 6-1 Simulated molecular system. 
A longitudinal slice of the simulated molecular system is shown, using a 
licorice representation for the octane molecules, the cartoon modality for 
the two subunits of the KcsA channel, and lines for the water molecule. 
The black horizontal lines edge the region where the forces used to mimic 
a pressure gradient are not applied. 
 
MD simulations with pressure gradient were performed with NAMD2.6 
(Kale, 1999) in the NVT ensemble. Four different MD were simulated 
(Table 6-1) In PRS_U and PRS_R the atomic system was defined using the 
last step of MD_NU and MD_NR respectively. The atomic system of 
PRS_UC was defined as in MD_GU, thus using a POPC lipid membrane and 
the closed structure for the KcsA channel. A POPC lipid membrane was 
used also in PRS_UR, but combined with the open model of the KcsA 
channel. The additional force, 
! 
f , was applied to all the water molecules 
above z = +10 Å or below z = -9 Å (Figure 6-1). Since the geometrical 
center of the SF was in z = 0 Å, and the filter extended from z = -6 Å to z = 
+6 Å, the dynamic of water molecules in the filter was not biased by the 
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additional forces. The value of the applied forces was assigned in order to 
simulate a pressure gradient of 200 MPa. Harmonic potentials (force 
constant 0.04 Kcal*mol-1* Å -2) were applied to the &-carbon atoms of the 
protein (with the exception of segment Thr74 to Leu81) and to the carbon 
atoms of the membrane (octane or POPC molecules) to avoid the translation 
of the membrane in the simulation-box. In the simulations PRS_U, PRS_UC 
and PRS_UP, the SF was not restrained, while in the simulation PRS_R, the 
backbone atoms of the SF were restrained by harmonic potentials (force 
constant 2 Kcal*mol-1Å -2) to the X-Ray structure in high-K+ concentration. 
The length of the MD simulations with pressure gradient was 7.5ns; the last 
7ns were used for the water flux analysis. 
 
6.3 Results 
6.3.1 Unrestrained Selectivity Filter 
In the simulation denoted MD_GU (closed channel model, in POPC bilayer, 
with unrestrained SF), the SF adopted a new stable structure after 2 ns 
(Figure 6-2). A cluster analysis was performed on the last 13 ns of the 
simulation using the algorithm described in (Daura, 1999). Structures where 
the root mean square distance (RMSD) of the SF backbone atoms was less 
than 1 Å were included in the same cluster. More than 90% of the MD 
snapshots belonged to a single cluster. The average structure of the SF in this 
cluster is shown in Figure 6-3. The potassium depleted SF is far from being 
symmetric, and the four SF monomers are no longer aligned along the axis. 
As a consequence, carbonyl oxygens belonging to analogous residues on 
different monomers do not face each other. Two subunits come closer than 
in the high-K+ structure of the channel (Figure 6-3). These subunits adopt an 
hourglass shape, with the carbonyl oxygen of the aminoacids Val76 pointing 
outward. The other two subunits of the filter adopt a geometrical structure 
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more similar to that of the X-Ray structure in high-K+ concentration (Figure 
6-3). The structure of the SF observed in MD_GU is almost closed between 
Val76 and Gly77. No water molecule moved across the SF in 15 ns, which it 
is translated in low diffusion permeability, and according to Equation 6-2, 
low osmotic permeability. 
 
 
Figure 6-2 Root mean square deviation of the backbone atoms of the 
selectivity filter in several of the classical molecular dynamics 
simulations. 
The root mean square deviation refers to the crystal structure of the SF in 
high-K+ (Zhou, 2001). 
 
Liquid-vapor oscillations were suggested as a possible mechanism 
explaining the high osmotic permeability of KcsA (Saparov, 2004). In order 
to test this hypothesis the water density was monitored. The number of water 
molecules closer than 3 Å to any backbone atoms of the SF was 8±2, and 
this distribution did not show any sharp fluctuation, which excludes the 
transition of liquid water to the vapor state, at least on the simulated time-
scale. 
The MD_GU simulation failed to produce any appreciable water flux, in 
contrast to what it should be expected from the experimental results. 
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Therefore, in order to analyze the underlying free energy landscape of water 
permeation through the channel, the PMF for water in the potassium-free 
KcsA filter was computed (Figure 6-4). The most favorable position for a 
water molecule along the filter axis was at the intracellular side of the 
aminoacids Val76. Actually, a water molecule is confined in this position in 
the 15 ns of MD_GU (mean square displacement below 1 Å2). The low 
water mobility together with the high energetic barrier (6.7±0.7Kcal/mol for 
outward movement between the aminoacids Val76 and Gly77) suggests that 
water fluxes through this structure of the SF are unlikely. 
The MD simulation denoted MD_NU (open channel model, in octane slab, 
with unrestrained filter) provided equilibrium water fluxes similar to 
MD_GU. Only two water molecules moved across the SF in the 15 ns of 
MD_NU. As in MD_GU, the SF shortly stabilizes (~500ps) into a new 
structure (Figure 6-2), where the four-fold symmetry was lost (Figure 6-3). 
A cluster analysis was performed on the last 13 ns of the trajectory by the 
same algorithm used for MD_GU. Most of the SF structures in this period of 
time (95%) were in the same cluster. The average structure of the SF in 
MD_NU was ~2 Å far from the average structure of the SF in MD_GU 
(RMSD of the backbone atoms). The extracellular side of the SF is wider in 
MD_NU, and consequently the number of water molecules close to the SF is 
higher (13±2 in MD_NU, versus 8±2 in MD_GU). In spite of these 
differences, several structural characteristics of the SF are conserved. Both in 
MD_NU and MD_GU, two subunits of the SF approach each other forming 
an hourglass shape, while the other two subunits stay apart. The SF is almost 
closed between the aminoacids Val76 and Gly77, and water molecules 
cannot move through this narrowing of the filter. Moreover, the number of 
water molecules close to the SF did not show any sharp fluctuation in 
MD_NU, as in MD_GU. 
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Figure 6-3 Structure of the selectivity filter depleted from 
K+ ionsAverage backbone structures from three molecular dynamics 
simulation runs (MD_GU. MD_NU, PRS_U) shown in licorice 
representation: top view from the extracellular side, and two side views 
where the two sidechains orthogonal to the figure plane are not shown. 
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Figure 6-4. PMF of a water molecule along the channel axis, with no 
restrains on the selectivity filter. 
Dotted line is used for the PMF defined according to the water density 
(Equation 6-3), continuous line is used for the PMF computed by umbrella 
sampling. The width of the line shows the standard deviation on the PMF 
(see Methods section). Ticks on the x-axis refer to the position of the 
carbonyl oxygen rings of each amino acid in the TVGYG motif, the x-axis 
goes from the intracellular to the extracellular compartment. 
 
These characteristics of the potassium depleted SF were conserved also in 
the MD simulations denoted MD_NUP and MD_NUC. MD_NUP differs 
from MD_NU only in the membrane, which was made of POPC molecules 
in MD_NUP and octane molecules in MD_NUC. While MD_NUC and 
MD_NU differ only for the adopted channel model: closed in MD_NUC and 
open in MD_NU (Table 6-1). The average structure of the SF in MD_NUP 
was analogous to the average structure in MD_NU (RMSD of the backbone 
atoms below 1 Å), which suggests a marginal role of the membrane 
compositions on the SF structure. A higher difference emerged between the 
average structure of the SF in MD_NUC and MD_NU (RMSD of the 
backbone = 1.4 Å), but again the overall structure (two subunits with 
hourglass shape; closure between Val76 and Gly77) was preserved. The 
number of water molecules close to the SF did not show any sharp 
fluctuations in MD_NUP and MD_NUC, and no water fluxes through the SF 
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were observed in both the MD simulations (only one water molecule crossed 
the SF in MD_NUC). 
Although no appreciable water flux across the SF was observed in the 
equilibrium MD simulations, they gave some insights into a possible 
mechanism for water transport. A few water molecules crossed the filter in 
equilibrium MD simulations (2 in MD_NU; 1 in MD_NUC). These water 
molecules did not move along the channel axis, but their trajectories 
protruded between two adjacent subunits of the SF. The PMF showed in 
Figure 6-4 refers to water movements along the channel axis. In the umbrella 
sampling calculations, water molecules are free to explore the plane 
perpendicular to the pore axis. However, alternative pathways situated 
behind the SF may be difficult to explore. If water molecules do not actually 
move along the actual pore, the PMF could exhibit artificially high energetic 
barriers. The existence of additional permeation pathways implies that the 
PMFs, do not fully describe water permeation through the filter region. 
In order to simulate the water transport without previous assumptions on the 
water trajectories, the PRS_U simulation was run. Here, a pressure gradient 
across the SF is simulated, using the method proposed by Zhu et al. (Zhu, 
2002) (see Methods section). 
The stability of the SF was not affected by the applied pressure gradient 
(Figure 6-2). The average structure of the SF was close to the average 
structure revealed in MD_NU, but somewhat wider (Figure 6-3). The RMSD 
of the filter backbone atoms, between the MD_NU and the PRS_U average 
structures was ~1 Å. The number of water molecules within 3 Å of the filter 
backbone atoms increased from 13±2 in the equilibrium simulation 
(MD_NU) to 19±3 when the pressure gradient was applied. An increase in 
the number of water molecules in the channel as a result of the applied 
pressure gradient was previously observe in MD simulations of the Aqp1 
channel (Zhu, 2002). The additional water molecules in PRS_U were located 
between adjacent subunits, and were crucial for water movements. As in 
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equilibrium MD simulations, the number of water molecules close to the SF 
did not show sharp fluctuations. 
In the last 7 ns of the PRS_U simulation, 77 water molecules moved across 
the SF towards the extracellular side. A net flux of 77 water molecules in 7 
ns with a 200 MPa pressure gradient corresponds to an osmotic permeability 
of 2.3 ! 10-13 cm3/s. This osmotic permeability is an order of magnitude 
higher than the one computed for the aquaporin channel Aqp1 by the same 
computational technique (7.1 ! 10-14 cm3/s) (Zhu, 2004), and it is still an 
order of magnitude smaller than the experimental value measured in KcsA 
(4.8 ! 10-12 cm3/s) (Saparov, 2004). Figure 6-5 shows the position of a water 
molecule that crosses the SF; all the snapshots of the PRS_U simulation are 
superimposed. As already revealed in equilibrium MD simulations, the water 
movement is not confined to the filter axis. While crossing the pore region, 
water molecules can squeeze between two adjacent subunits (Figure 6-6). 
The simulation denoted PRS_UP (open channel model, in POPC bilayer, 
with unrestrained filter) gave similar results, both regarding the filter 
structure and the water fluxes. The average structure of the SF in PRS_UP 
has a RMSD for the backbone atoms of 1.2Å, both from the PRS_U and the 
MD_NU average structures of the SF. A net flux through the SF of 13 water 
molecules per nanosecond was observed, which corresponds to an osmotic 
permeability of 2.7 ! 10-13cm3/s. In contrast, no water flux was observed in 
PRS_UC. In agreement with experimental data, the closed structure of the 
KcsA channel proved to be non-permeable by water. The average structure 
of the SF in PRS_UC was 1.4 Å far from the average structure in MD_NU. 
Again, this structure showed a narrowing of the SF pore between the 
aminoacids Val76 and Gly77, and the number of water molecules in its 
proximity did not show sharp fluctuations. 
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Figure 6-5. Trajectories of water molecules in the molecular 
dynamics simulation where a pressure gradient was applied and the 
selectivity filter was unrestrained (PRS_U). 
Positions of the oxygen atoms of the water molecules crossing the SF 
are represented as spheres. All the snapshots are superimposed. The 
KcsA channel is shown in the cartoon modality the last snapshot is 
shown for simplicity. Using the last snapshot is justified as no 
appreciable changes occurred in the 8ns of simulation. 
 
  
Figure 6-6. Trajectory of a water molecule crossing the selectivity 
filter. 
Stereo-view of the trajectory of a water molecule traveling through 
the SF. For the sake of clarity only one snapshot of the protein is 
shown and the subunit in foreground is absence. 
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6.3.2 Restrained Selectivity Filter 
As the “collapsed” SF failed to reproduce the experimental permeation 
coefficient of water, we also performed a set of simulations where the SF 
was artificially restrained to the X-Ray structure in high-K+ concentration 
(Zhou, 2001). No water flux was observed at equilibrium regardless of the 
force field and water model adopted. In MD_GR (closed model, in POPC 
bilayer, with restrained filter) three water molecules were confined at S0, S1 
and S2 binding sites; water molecules in S3 and S4 showing some transitions 
to S2 and S3. Water molecules also occupied the binding sites S3 and S4, but 
at these binding sites the water molecules frequently exchanged with the 
extracellular compartment. In MD_NR only the water molecule in S2 is 
confined to the binding site, while water molecules in S0/S1 and S3/S4 
frequently exchanged with the intracellular and extracellular compartment 
respectively. 
To further investigate the behaviour of water in the high-K+ configuration of 
the SF, the PMF along the filter axis was computed (Figure 6-7). No 
significant energy barrier hampers the movement of water in the interior of 
the SF. The highest energy barrier is located at the intracellular entrance of 
the SF pore, both for the outward and the inward movements 
(7.8±0.4Kcal/mol and 5.0±0.5Kcal/mol respectively). The low water 
permeability of the SF in the high-K+ configuration was also confirmed by 
the PRS_R simulation (open channel model, in octane slab, with restrained 
filter), where a pressure gradient of 200 MPa was applied across the filter. 
Despite this large pressure gradient, water movements through the filter were 
not observed in the 7ns MD. Three water molecules were confined at the 
binding sites S1, S2 and S3 for the whole trajectory. The artificial restraints 
on the SF prevent the transition to a collapsed state, which could open up a 
secondary permeation pathway behind the filter. 
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Figure 6-7. PMF of a water molecule along the axis of the closed KcsA 
channel, with the selectivity filter restrained to the potassium 
conductive configuration. 
The dotted line shows the PMF calculated from the water density 
(Equation 6-3) and the continuous line denotes the PMF computed by 
umbrella sampling. The width of the line shows the standard deviation of 
the PMF (see Methods section). Ticks on the x-axis show the position 
along the channel axis of the carbonyl oxygens of the SF residues. 
 
6.4 Discussion 
Potassium channels evolved to transport potassium ions across the cell 
membrane. Thus, it is surprising the high osmotic permeability of the KcsA 
potassium channel. Indeed, according to experimental data by Saparov and 
Pohl (Saparov, 2004), water molecules move through KcsA 1,000 times 
faster than potassium ions. Transitions to vapor state were suggested as a 
possible mechanism responsible for the high osmotic permeability. MD 
simulations have already been used to describe liquid-vapor oscillations in 
nanopores (Beckstein, 2003), or more generally to analyze water transport in 
biological channels (de Groot, 2005). Here, MD simulations have been used 
to investigate water movements through the KcsA K+ channel, in order to 
reveal the molecular basis of the high osmotic permeability. The major 
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conclusions are: i) the SF of the KcsA channel undergoes conformational 
changes in the absence of K+ ions; ii) water molecules can flow at a high rate 
through KcsA, however, instead of doing it through the SF, they travel 
through paths behind it; iii) transitions to vapor state were not observed. 
The relation between the filter structure and the concentration of potassium 
ions is a well established phenomenon (Zhou, 2001), which is confirmed by 
our simulations. Depletion of potassium ions caused severe structural 
rearrangements of the filter in all the MD simulations performed. The 
structure of the potassium depleted SF was sensible to the simulation set-up. 
However, the main characteristics of the potassium-free SF are conserved 
throughout the MD simulations. The filter is almost closed between the 
aminoacids Val76 and Gly76, and water molecules cannot move along the 
channel axis. All the results of the equilibrium MD simulations concur to 
define low water permeability along the SF axis, also confirmed by umbrella 
sampling calculations. 
The unlikelihood of water translocation along the pore axis was the reason 
for performing the simulations in the presence of a pressure gradient. By 
means of this simulation technique, an unexpected pathway for high-rate 
water permeation in KcsA was identified. At a glance, the high water fluxes 
induced by the simulation of a pressure gradient seem inconsistent with the 
absence of any water flux in equilibrium MD simulations. This apparent 
contradiction is solved if the osmotic pressure acts as a stimulus, switching 
the filter from a non-permeable to a permeable state. Certainly, in the 
presence of a pressure gradient the SF structure widens slightly, and the 
number of water molecules around the filter increases. These structural 
changes are critical to allow permeation of water at high-rate trough the 
KcsA SF. 
The computed osmotic permeability of KcsA, although larger than the 
permeability of some protein channels specialized in water transport, is still 
an order of magnitude lower than the experimental value proposed for KcsA. 
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Part of the discrepancy with the experimental data could be related to the 
degree of uncertainty of the experimental value. This uncertainty is mainly 
caused by difficulties in estimating precisely the number of ion channels per 
unit area. As an example, the osmotic permeabilities of the Aqp1 channel are 
in the range 1 to 16 ! 10-14 cm3/s (Heymann, 1999), which embrace the 
distance between our numerical result and the experimental data. Another 
reason for the discrepancies with the experimental data could be related to 
the limited time-scale of the MD simulations. On longer time scales, the SF 
may evolve towards a different structure, with higher osmotic permeability. 
Besides, in the MD simulations with the SF unrestrained and under a 
pressure gradient, water flow just between two adjacent subunits of the SF. 
KcsA is a tetrameric structure with axial symmetry, which suggests that an 
identical permeation pathway could exist between the other two subunits. 
The presence of various permeation pathways would obviously increase 
water fluxes through KcsA. This might be achieved if longer simulation time 
scales were accessible, which allows water to explore alternative pathways.  
The length of the present simulations amounts over 100 ns, and throughout 
all the simulated time no fluctuation in the water density inside the SF has 
been observed. Even if the presence of liquid-vapor oscillations on a longer 
time scale cannot be ruled out, we are prone to exclude this phenomenon as 
the mechanism explaining the high osmotic permeability of KcsA. 
According to our results, transitions to vapor state in the SF of KcsA are rare 
events. It is unlikely for these rare events to sustain a high osmotic 
permeability. 
The MD simulations presented here provide a detailed atomic description of 
water transport in KcsA. According to our results, structural rearrangements 
of the SF of KcsA take place in the absence of K+ ions. Recent experimental 
data has revealed that the SF of potassium channels adjusts depending upon 
its functional states (Cordero-Morales, 2007; Zhou, 2001). Studying the 
KcsA channel in the absence of potassium ions could improve our 
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understanding on the structures accessible to the SF, and on their functional 
role in potassium channels. 
 
 
  
Chapter 7 
 
 Oligomerization State of the &-
Hemolysin Channel 
 
In recent years #-Hemolysin has received great attention, mainly due to its 
possible usage as sensing element. In this chapter a study on the &-
Hemolysin oligomerization state is presented. We measured the ion-currents 
through single #-Hemolysin channels, and confirmed the presence of two 
conductance levels, of (465
! 
±30)pS and (280
! 
±30)pS respectively. Different 
oligomerization state could be responsible for these two conductances. 
Actually, a heptameric structure of the channel was revealed by X-Ray 
crystallography, while atomic force microscopy (AFM) revealed a 
hexameric structure. Due to the low resolution of AFM, the atomic details of 
the hexameric structure are still unknown, and are here predicted by 
computational methods. A set of hypothetic atomic structures of the 
hexameric state were defined, and simulated by molecular dynamics. The 
conductances of these channel models were computed, by a numerical 
method based on the Poisson-Nernst-Planck electrodiffusion theory, and 
compared to experimental data. In this way, a model of the #-Hemolysin 
hexameric state with conductance characteristics consistent with the 
experimental data was identified. Since the oligomerization state of the 
channel may affect its behaviour as a molecular sensor, knowing the atomic 
structure of the hexameric state may be useful for the bio-technological 
applications of #-Hemolysin. 
 
Oligomerization State of the &-Hemolysin Channel 
134 
7.1 Introduction 
#-Hemolysin is a pore forming toxin, which is secreted by the bacterium 
Staphylococcus Aureus, and is a major determinant of the bacterial 
pathogenicity (Bhakdi, 1991). In spite of the wide knowledge about the 
functioning and the structure of #-Hemolysin, the oligomerization state of 
the protein is still under debate. A heptameric structure was revealed by X-
Ray crystallography (Song, 1996), while a hexameric structure was 
suggested according to Atomic Force Microscopy (AFM) data (Czajkowsky, 
1998). Due to the low resolution of AFM, the atomic details of the 
hexameric structure are still unknown, and are here predicted by numerical 
simulations. 
The interest in the atomic structure of the hexameric state is justified by the 
technological relevance of the #-Hemolysin channel. Several characteristics 
make #-Hemolysin an ideal candidate as sensing element in bio-
technological applications. #-Hemolysin may bind directly to the molecules 
of a lipid membrane (i.e. phosphatidylcholine and cholesterol) (Ferreras, 
1998; Meunier, 1997), and the binding does not require any auxiliary 
molecule, or special experimental conditions. Once bound to the lipid bilayer 
#-Hemolysin spontaneously oligomerizes to form a transmembrane channel 
(Valeva, 1997), and the open state of the channel is stable and highly 
conductive (Menestrina, 1986). The possible usage of #-Hemolysin as 
sensing element has already been demonstrated in various fields, including: 
i) sensing of divalent metal ions (Braha, 2000); ii) sensing of organic 
molecules (Gu, 1999); iii) analysis of single stranded RNA or DNA 
molecules (Kasianowicz, 1996); iv) detection of specific DNA or RNA 
sequences (Howorka, 2001). The oligomerization state may affect the 
affinity of the channel for blocking molecules, and consequently its function 
as a molecular sensor. In this context the knowledge of the atomic structure 
of the different oligomerization states will be useful. 
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The presence of two oligomerization states is supported by 
electrophysiological measurements. Current measurements in planar lipid 
bilayer reveled two distinct conductances for the #-Hemolysin channel 
(Belmonte, 1987), with a 1:1.5 ratio between the high and the low 
conductance value. The two conductances were associated to different 
oligomerization state of the channel protein. 
Thanks to X-Ray crystallography a heptameric structure of the channel is 
known at atomic resolution (Song, 1996). In the crystallographic structure 
seven identical monomers are symmetrically arranged around the channel 
axis (Figure 7-1). The transmembrane domain of the channel has a '-barrel 
structure; each monomer contributing to the '-barrel by two anti-parallel '-
sheets. The '-barrel pore is connected to the extracellular compartment, by a 
wide opening (CAP). Since the crystallographic structure of the #-
Hemolysin channel was solved, this heptameric structure was associated to 
the high-conductance state of the channel. Numerical simulations by 
different approaches (Aksimentiev, 2005; Noskov, 2004b) confirmed this 
hypothesis. The association between the heptameric structure and the high-
conductance state suggests the association between the low-conductance 
state and a hexameric structure. Actually, a hexameric state of #-Hemolysin 
was experimentally revealed by atomic force microscopy (AFM) in lipid 
bilayer (Czajkowsky, 1998).  
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Figure 7-1 Heptameric 
structure of the !H channel 
Side and top (extracellular) view 
of the #H channel in the 
heptameric state, in cartoon 
representation. Different colors 
are used for the seven 
monomers. The figure was 
generated with the molecular 
viewer software CHIMERA 
(Pettersen, 2004). 
 
 
In order to identify the atomic structure of the #-Hemolysin channel in the 
hexameric state, we took advantage of the experimental data about the 
heptameric state (Song, 1996). We supposed that the overall structure of the 
channel is analogous in the heptameric and in the hexameric form. The 
symmetrical structure revealed by AFM supports this hypothesis. By analogy 
with the heptameric structure, the transmembrane pore of the hexameric 
channel would include 12 '-sheets, with each monomer providing a couple 
of anti-parallel sheets to the '-barrel. It is known that the hydrogen bond 
network and the packing of the sidechains restrict the admissible atomic 
structures in a '-barrel channel (Murzin, 1994a; Murzin, 1994b).  According 
to these restrictions, we defined a set of atomic models for the 
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transmembrane pore of the hexameric #-Hemolysin channel. The 
conductances of these hypothetic structures were computed by an approach 
based on the Poisson-Nernst-Planck theory (Furini, 2006), and compared to 
experimental data. The analysis allowed identifying a model of the 
hexameric #-Hemolysin channel with conductance characteristics consistent 
with the experimental data. 
 
7.2 Methods 
7.2.1 Heptameric Channels 
Atomic coordinates of the heptameric #-Hemolysin channel were taken from 
the crystallographic structure at 1.89Å resolution by Song et. al. (Protein 
Data Bank entry 7AHL) (Song, 1996). Residues with missing atoms in the 
X-Ray structure were built using the software psfgen of NAMD2 (Kale, 
1999). The default protonation state was used for all the aminoacids. 
Histidines were protonated at the delta position. N and C terminals were 
respectively acetylated and amidated. The 818 water molecules of the 
crystallographic structure were included in the model. 
The channel was embedded in a pre-equilibrated lipid bilayer, made up of 
512 dimyristoylphosphatidylcholine (DMPC) molecules. Membrane was 
oriented in the x-y plane, and the #-Hemolysin pore was oriented along the 
z-axis. The hydrophobic belt of the #-Hemolysin '-barrel (aminoacids 
Tyr118-Gly126 and Ile132-Ile142) was centered in the lipid bilayer. DMPC 
molecules closer than 0.12nm to protein atoms were removed, together with 
crystallographic waters closer than 0.2nm to DMPC molecules. The system 
was solvate by 19395 water molecules. Potassium and Chloride ions were 
added to the water solution to reach a 150mM concentration, yielding a 
neutral system. The heptameric channel model based on the crystallographic 
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structure of #-Hemolysin will be refereed as HEPTA-CAP. The total system 
size was 142840 atoms. 
A simplified model of heptameric #-Hemolysin was also defined (HEPTA-
BARREL). This simplified model included only the '-barrel domain of the 
channel. The structure of the aminoacids Thr109-Val149 was modeled as in 
the HEPTA-CAP model, using analogous termini. The same procedure of 
the HEPTA-CAP model was used to insert the channel in the membrane, and 
to add water molecules and ions. The HEPTA-BARREL model included 
12276 water molecules, 17 potassium ions, 17 chloride ions, and 118 DMPC 
molecules. The total system size was 54700 atoms. 
 
7.2.2 Hexameric Channels 
The '-sheet is one of the most common structural domains found in protein. 
In protein channels with a '-barrels structure, each '-sheet is bounded both 
to the previous and the next '-sheet in the sequence, by hydrogen bonds. The 
main geometrical features of a '-barrel are function of two parameters: the 
number of '-sheets (
! 
N ) and the shear number (
! 
S).  The shear number is 
defined as follow. Starting from the residue 
! 
k  in the first '-sheet, move 
perpendicularly to the strand around the barrel (H-bonds direction) until the 
first '-sheet is crossed again. If 
! 
l is the residue at the intersection, the shear 
number is 
! 
l " k  (Figure 7-2). Contiguous residues along a '-sheet have 
opposite orientation, while contiguous residues along the H-bond direction 
have the same orientation. As a consequence 
! 
S  is an even number. 
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Figure 7-2 Unrolled '-barrel structures. 
'-sheet arrangements in '-barrels are schematically shown, unrolling the '-
barrel surface on a plane. Continuous lines show the '-sheet directions, 
empty circles are used for aminoacids pointing outward, and filled circles for 
aminoacids pointing towards the pore lumen. Dashed lines run orthogonal to 
the '-sheets on the '-barrel surface, and are used to define the sheer numbers 
(
! 
S). In the bottom-left picture the aminoacid nomenclature used in the text is 
defined. 
 
The relation between the number of '-sheets and the shear number defines 
the packing of the aminoacids in the '-barrel. If 
! 
b is defined as the '-sheet 
index and 
! 
r  as the residue index in the '-sheet, the residues closer to the 
residue 
! 
b,r[ ]  are: 
! 
b,r + 2[ ] , 
! 
b +1,r[ ] , 
! 
b +1,r + 2[ ] , 
! 
b + 2,r + 2[ ]  (Figure 7-2). 
The distances among these residues are affected by 
! 
N  and 
! 
S . In '-barrels 
with 
! 
S > 2N  the sidechain of 
! 
b,r[ ]  approaches the sidechain of 
! 
b + 2,r + 2[ ] , 
due to high tilt angle of the '-sheets. Because of the short distance between 
residues 
! 
b,r[ ]  and 
! 
b + 2,r + 2[ ] , these structures are unlikely to be found. A 
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similar argument applies to '-barrel with 
! 
S < N , where the low tilt angle 
brings the sidechains of residues 
! 
b,r[ ]  and 
! 
b +1,r[ ]  close together. 
Consequently, the '-barrel structures are usually characterized by 
! 
N " S " 2N  (Murzin, 1994b). Simple geometrical criteria identify the 
! 
S = N + 4  relation as the optimal one, with twist and coil angles of the '-
sheets closest to optimal values (Murzin, 1994a).   
The '-barrel of the hexameric #-Hemolysin channel has 6 couples of anti-
parallel '-sheets, one couple from each subunit (
! 
N =12).  Four different 
starting structures were generated with 
! 
S =12 , 
! 
S =16 , 
! 
S = 20  and 
! 
S = 24  
respectively. The alpha-carbons (C#) were placed on a cylindrical surface 
with radius (
! 
R) defined by: 
 
! 
R =
d
H
2sin
"
N
# 
$ 
% 
& 
' 
( cos )( )
) = tan*1
Sd
C
Nd
H
# 
$ 
% 
& 
' 
( 
 Equation 7-1 
 
ere 
! 
d
H
 is the distance between consecutive, set to 0.44nm; 
! 
d
C
 is the C#- C# 
distance along the '-sheet, set to 0.33nm; and & is the '-sheet tilt angle with 
respect to the channel axis. Each strand included 17 C# atoms. Residues in 
odd '-sheets were numbered from 109 to 126; residues in even '-sheets 
were numbered from 132 to 149 in the opposite direction.  Each number 
identifies the #-Hemolysin residues to be modeled. C' atoms were added to 
each residue, excluding glycines. The direction of C' atoms interchanged 
along the '-sheets, with consecutive residues having C' atoms alternating 
inwards and outwards (residues Thr109 and Ile132 pointed respectively 
inward and outward, as in the heptameric structure of #-Hemolysin). The 
remaining backbone heavy-atoms were added to each residue on a plane 
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tangent to the '-barrel surface. The heptameric structure of #-Hemolysin was 
exploited to model the atomic structure in the hexameric oligomerization 
state. The i-th residue of the heptameric structure was moved to the 
analogous residues in the hexameric structure, using the C' atom and the 
backbone atoms for the fitting. The new atom positions were used to define 
residue i in the hexameric structure. The procedure was repeated for all the 
monomers in the hexameric structure. Then, Residues Asp127-Lys131 of the 
heptameric structure where moved, using residue Gly126 and Ile132 for the 
fitting, to define the intracellular loops between '-sheets.  
Each hexameric model was embedded in a DMPC lipid bilayer and solvated 
using the same procedure described before. Labels HEXA-S12, HEXA-S16, 
HEXA-S20 and HEXA-S24 will be used for the various hexameric models 
with sheer number, respectively 12, 16, 20 and 24.  
 
7.2.3 Molecular Dynamics 
The same protocol was used for the molecular dynamics (MD) simulation of 
all the molecular models (HEPTA-CAP; HEPTA-BARREL; HEXA-S12; 
HEXA- S16; HEXA-S20; HEXA-S24). Energy was first minimized by a 
steepest descent procedure (10000 steps), followed by an equilibration 
period (500ps) where harmonic potentials were applied to the backbone 
atoms of the protein (force constant set to 4Mcalmol-1nm-2). Harmonic 
restraints on protein atoms were then removed, and unrestrained MD was run 
for 4ns in the NPT ensemble. 
The MD simulations were performed using the NAMD2 software (Kale, 
1999). The CHARMM27 force field (MacKerell, 1998) was used for protein 
and lipids, together with the TIP3 model for water molecules (Jorgensen, 
1983). Periodic boundary conditions were adopted and the long-range 
electrostatic interactions were treated by the Particle Mesh Ewald algorithm 
(Essmann, 1995). A 1.2nm smoothed cutoff was used for the Van der Waals 
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interactions. Hydrogen bonds lengths were fixed by the SHAKE algorithm 
(Ryckaert, 1977), in order to use a 2fs time step. The temperature was 
controlled by the Langevin algorithm at 300K, with a damping coefficient of 
5ps-1. Pressure was kept at 1atm by the Nose-Hoover Langevin piston 
pressure control (Feller, 1995), with a piston period of 200fs, and a damping 
time constant of 100fs.  
 
7.2.4 Poisson-Nernst-Planck Parameters 
PNP equations were solved on a cylindrical grid, having the z-axis along the 
channel axis. The grid length was 13nm in the axial direction, and 6nm in the 
radial direction. The number of grid points was 130 in the axial direction, 
120 in the radial direction, and 72 in the angular direction. Partial atomic 
charges were from the CHARMM27 force field. Atomic radii were defined 
according to the value proposed by Nina et al. (Nina, 1997). Relative 
dielectric constant was set to 2 for the protein, and 80 for the solution. A 
waterproof slice was placed around the channel, orthogonally to the pore. 
This slice was introduced to mimic the lipid bilayer; its relative dielectric 
constant was set to 2 and its width to 2.9nm. The center of the slice was set 
to the center of the hydrophobic belt of #-Hemolysin (aminoacids Tyr118-
Gly126 and Ile132-Ile142). 
Outside the channel the diffusion coefficients were set to the experimental 
values for diffusion in free solution  (
! 
D
K
+ = 1.96 ! 10
-9 m2/s and 
! 
D
Cl
" = 2.03 
! 10-9 m2/s (Lide, 2004)). Diffusion coefficients were reduced inside the 
channel, to take into account the confinement effects due to the pore finite 
size. The analytical expression proposed by Noskov et al. (Noskov, 2004b) 
was used to define the diffusion coefficients on each slice of the cylindrical 
grid inside the channel: 
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! 
D =
Dbulk
6.43*10
"1
+ 4.40*10
"4
e
Rion
0.069Rpore + 3.56*10
"1
e
Rion
0.19Rpore
 
Equation 7-2 
 
Where 
! 
Rpore  is the radius of the pore; 
! 
R
ion
 is the radius of the diffusing ion; 
! 
D
bulk
 is the diffusion coefficient in free solution; and the numerical values 
were obtained fitting the diffusion coefficients of spherical particles in 
cylindrical pores by Paine and Scherr (Paine, 1975). 
PNP equations were solved by an iterative algorithm (see section 2.4), with a 
tolerance of 10-10mV for the Poisson equations, and 10-10mM for the Nernst-
Planck equation. In order to take into account the movements of the protein, 
PNP calculations were repeated on several snapshots of the molecular 
dynamic trajectories. The selected structures were from the last 3ns of the 
MD trajectories, sampling the trajectory every 0.5ns. 
 
7.2.5 Experimental Measurements 
The planar lipid bilayer workstation from Warner Instrument was used for 
single channel recording. The bilayer apparatus consists of two chambers 
(1ml each), connected by a 150µm orifice through a Delrin® cap. Lipid 
bilayers of #-phosphatidylcholine were formed by the painting method, 
using a diluted phosphatidylcholine solution in decane (15mg/ml). Ag/AgCl 
electrodes connected the bathing solutions to the recording systems. The 
electrode in the cis chamber - where #-Hemolysin was added - was 
connected to the virtual ground. A positive potential indicates a higher 
potential in the trans chamber, and positive currents flew from trans 
(intracellular side of the channel) to cis (extracellular side of the channel). 
Bathing solutions contained 0.5M KCl, 10mM EGTA, 10mM HEPES (pH 
7.5 with KOH). Signals were recorded with an Axopatch 200B amplifier, 
and data were analyzed by pCLAMP 9 (Axon Instruments Inc, Union City, 
CA, USA). Signals were sampled at 10KHz and filtered at 5 kHz, by a 4-
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pole low-pass Bessel filter. Experiments were conducted at a room 
temperature of 20 ± 2ºC. All the reagents were from Sigma, Milan, Italy. 
  
7.3 Results 
7.3.1 Molecular Dynamic Simulations 
Both the heptameric channel models (HEPTA-CAP and HEPTA-BARREL) 
proved to be stable for the 4ns MD trajectories (Figure 7-3). Removing the 
extracellular cap did not affect the structural stability of the '-barrel domain. 
The higher root mean square deviation (RMSD) of the backbone atoms 
showed by the HEPTA-BARREL model is mostly due to atomic movements 
at the extracellular side, where N and C terminal aminoacids gain mobility as 
a consequence of the extracellular cap removal. 
The moment of inertia tensor of the '-barrel domain was used to evaluate the 
geometrical features of the pore, namely the tilting of the pore respect to the 
lipid membrane and the eccentricity of the '-barrel cross-section. As a 
consequence of the cylindrical structure of the '-barrel, a principal axis of 
inertia is directed along the pore axis. The angle between this principal axis 
and the z-axis measures the tilting of the channel with respect to the lipid 
membrane. The pore axis was aligned to the z-axis in the starting structure, 
and no drift in the tilt angle was observed in the 4ns trajectories. The 
maximum tilt was below 5 degrees, in both of the heptameric models. To 
estimate the cross-section eccentricity, the inertia moments along the 
principal axes orthogonal to the pore were used. The ratio between the minor 
and the major of these two inertia moments is 1 in a '-barrel with circular 
cross-section, while it decreases in a '-barrel with elliptical cross-section. 
The mean ratio was 0.97 in both the heptameric channel models, which 
points out an almost circular cross-section. A cross-section more 
asymmetrical, but again close to circular, was observed by Aksimentiev et al. 
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in a 50ns MD simulation of #-Hemolysin (Aksimentiev, 2005) (ratio 
between inertia moments around 0.9). The longer simulation and the 
different method used to estimate the cross-section asymmetry may explain 
the difference. 
 
 
Figure 7-3 Root Mean Square Deviation of '-barrel domain 
Root mean square deviation was computed on the backbone atoms of 
residues from Thr109 to Val149. 
 
The number of hydrogen bonds in the '-barrel backbone was compared 
between the two heptameric models.  Donor and acceptor atoms were 
counted as involved in a hydrogen bond when their distance was below 
0.4nm and the angle donor-hydrogen-acceptor between 160 degrees and 200 
degrees (Mills, 1996). The mean number of hydrogen bonds was 180 and 
172 in the HEPTA-CAP and HEPTA-BARREL models respectively. The 
greater mobility on the extracellular side causes the reduction in the number 
of hydrogen bonds in the HEPTA-BARREL model. 
The four hexameric models (HEXA-S12, HEXA-S16, HEXA-S20 and 
HEXA-S24) were stable for the 4ns MD simulations (Figure 7-3). The tilting 
of the pore with respect to the membrane and the asymmetry of cross-section 
were analyzed as described for the heptameric models. The pore axis was 
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orthogonal to the lipid membrane in the channel models HEXA-S12 and 
HEXA-S16, with maximum deviations below 3 degrees. A higher deviation 
was observed both in the HEXA-S20 model (around 14 degrees), and in the 
HEXA-S24 model (around 10 degrees). The cross-section was almost 
circular in the HEXA-S12 and HEXA-S16 models (ratio between the inertia 
moments equals to 0.98 in both the models). The cross-section asymmetry 
was more pronounced in the HEXA-S20 and HEXA-S24 models (ratio 
equals to 0.88 and 0.85 respectively). The mean number of hydrogen bonds 
was 120 in the HEXA-S20 model, and close 140 in HEXA-S12, HEXA-S16 
and HEXA-S24. This number of hydrogen bonds corresponds to a 57% of 
oxygen backbone atoms involved in hydrogen bonds. The same percentage 
of backbone oxygen atoms is involved in hydrogen bonds in the HEPTA-
BARREL model. 
   
7.3.2 Channel Conductances 
Experimental measurements in 0.5M KCl revealed two different current-
voltage relations for the #-Hemolysin channel. Data were associated to the 
high or low conductance state according to the conductance at 40mV, using 
a value of 400pS as threshold level. The high and low conductances at 40mV 
were (465
! 
±30)pS and (280
! 
±30)pS (Figure 7-4). The current-voltage 
relations of #-Hemolysin are slightly asymmetric, with higher conductance 
at positive membrane potential. The ratio between the channel conductances 
at +40mV and -40mV is 1.2, both for the high and the low conductance state. 
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Figure 7-4 Experimental !-Hemolysin currents in 0.5M KCl 
symmetric solutions 
Single channel currents in the high (continuous red line) and low (dotted 
blue line) conductance state of the #-Hemolysin channel. Mean values and 
standard deviations were defined using 10 independent measurements. 
 
The PNP approach provided a channel conductance of (680
! 
±25)pS for the 
HEPTA-CAP model (membrane potential set to 40mV), which 
overestimated the high-conductance value by 1.5 fold (Figure 7-5). The 
mean value and the standard deviation were computed repeating the PNP 
calculations on different snapshots of the MD simulation. The low standard 
deviation proves that the specific snapshot does not affect the results, which 
justifies the usage of the PNP steady-state model.  
The asymmetry in the current-voltage relation was well reproduced by the 
PNP approach. The ratio between the computed channel conductances at 
+40mV and -40mV is 1.2, in agreement with the experimental data. 
Moreover, the computation method properly reproduced the selectivity of the 
#-Hemolysin channel. The HEPTA-CAP model was slightly selective to 
anions, having a ratio between cationic and anionic fluxes equal to 
(0.77
! 
±0.18). In order to better estimate the selectivity, channel currents were 
computed in presence of concentration gradients, and the reversal potentials 
were then estimated. The reversal potential is related to the channel 
selectivity by the Goldman-Hodgkin-Katz equation: 
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Where 
! 
P
K
 and 
! 
P
Cl
 are the permabilities to potassium and chloride ions; and 
! 
C[ ]
e
 and 
! 
C[ ]
i
 are the ionic concentrations in the extracellular and 
intracellular compartments. The reversal potential was -3.4mV with 
! 
C[ ]
e
=1M  and 
! 
C[ ]
i
= 0.2M  (
! 
P
K
/P
Cl
= 0.8); and +5.6mV with 
! 
C[ ]
e
= 0.2M  
and 
! 
C[ ]
i
=1M  (
! 
P
K
/P
Cl
= 0.7). Under the same conditions, Gu et al. 
experimentally measured a reversal potential of -3.7mV and +9.1mV 
respectively. 
 
 
Figure 7-5 Current-Voltage relations in the high-conductance state 
The figure shows the experimental currents of the high-conductance state 
(continuous red line), and the computed currents in the HEPTA-CAP model 
(dotted blue line), and in the HEPTA-BARREL model (dashed green line). 
Mean values and standard deviations of the computed currents were defined 
using 6 different snapshots of the MD simulations. Potassium and chloride 
concentrations in the intracellular and extracellular compartments were 0.5M, 
both for the experimental and the numerical data. 
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The analysis of the HEPTA-BARREL model provided analogous results. 
Minor changes were observed in the channel conductance, current-voltage 
relation and in the channel selectivity (Figure 7-5;  
Table 7-1). Since removing the extracellular domain did not strongly affect 
the computed currents, the theoretical conductance of the hexameric models, 
lacking the extracellular cap, can be compared to the experimental data on 
the low-conductance state. 
The hexameric models (HEXA-S12, HEXA-S16, HEXA-S20, and HEXA-
S24) showed very different conductivity (Figure 7-6).  The ionic currents 
through the HEXA-S20 and HEXA-S24 models overestimate the 
experimental data, respectively by 3 and 7 folds; while the HEXA-S12 
model underestimates the experimental data. The HEXA-S16 model shows 
good agreement with the experimental low-conductance value. The predicted 
conductance at 40mV was (370
! 
±25)pS, which overestimates the low-
conductance experimental value by 1.3 folds. It is noteworthy that the 
HEPTA-BARREL model overestimates the experimental high-conductance 
by a similar amount (1.5 folds). 
 
 
 HEPTA-CAP HEPTA-BARREL HEXA-S16 
G+40  [pS] 680
! 
±25 730
! 
±30 370
! 
±25 
G+40/G-40 1.2
! 
±0.1 1.3
! 
±0.1 1.1
! 
±0.1 
J+/J- 0.77
! 
±0.18 0.79
! 
±0.10 0.63
! 
±0.14 
 
Table 7-1 Conduction characteristics 
G+40 and G-40 are the channel conductance with a membrane potential of +40mV and 
-40mV respectively. J+ and J- are the cationic and anionic currents. 
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Figure 7-6 Current-Voltage relations in the low-conductance state 
The figure shows the experimental currents of the low-conductance state 
(continuous red line), and the computed currents in the HEXA-S12 model 
(dotted blue line), HEXA-S16 model (dashed green line), HEXA-S20 
model (dot-dashed light blue line), and HEXA-S24 model (continuous 
yellow line). Mean values and standard deviations of the computed 
currents were defined using 6 different snapshots of the MD simulations. 
Potassium and chloride concentrations in the intracellular and extracellular 
compartments were 0.5M, both for the experimental and the numerical 
data. 
 
The current-voltage relation of the HEXA-S16 model is slightly asymmetric, 
in agreement with the experimental results, and the anionic selectivity is 
somewhat higher than in the heptameric models ( 
Table 7-1). The reversal potential was -9.1mV with 
! 
C[ ]
e
=1M  and 
! 
C[ ]
i
= 0.2M  (
! 
P
K
/P
Cl
= 0.6); and +7.9mV with 
! 
C[ ]
e
= 0.2M  and 
! 
C[ ]
i
=1M  
(
! 
P
K
/P
Cl
= 0.6). The tighter packing of the charged residues in the HEXA-
S16 model, compared to the heptameric models, justifies the higher anionic 
selectivity. 
The electrostatic potential and the ion distributions inside the channel were 
analyzed, in order to compare the HEPTA-CAP, the HEPTA-BARREL and 
the HEXA-S16 models (Figure 7-7). In all the channel models, the change in 
the electrostatic potential is confined to the extracellular and the intracellular 
entrances of the '-barrel domain. Far from these regions, the electrostatic 
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potential is almost constant. In the heptameric models the most noticeable 
characteristic in the ion distribution is the potassium depletion, and the 
chloride enrichment, at the extracellular entrance of the '-barrel domain. 
This characteristic is preserved both in the HEPTA-CAP and in the HEPTA-
BARREL model. The strong similarity in electrostatic potential and ion 
distributions between the heptameric models supports the hypothesis that the 
'-barrel domain is the major determinant of the conduction characteristics, 
while the extracellular cap plays a minor role. 
The HEXA-S16 differs from the heptameric models in the electrostatic 
potential and ion distributions inside the channel (Figure 7-7). The chloride 
concentration is higher in HEXA-S16, both at the extracellular and at the 
intracellular entrances of the '-barrel, and the potassium depletion from 
these regions is stronger. These characteristic correlates with the higher 
anionic selectivity of the HEXA-S16 model. The different electrostatic 
potential and ion distributions inside the channel may affect the interaction 
with blocking molecules. 
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Figure 7-7 Electrostatic potential and ion distributions. 
The electrostatic potential on a longitudinal section of the channel is shown. 
Membrane potential is set to +100mV; extracellular and intracellular ion 
concentrations to 500mM. 
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7.4 Discussion 
The #-Hemolysin channel may exist in different oligomerization states, 
namely heptameric and hexameric. While the atomic structure of the 
heptameric state was solved by X-Ray crystallography, the hexameric 
structure is known only at low resolution. Thanks to the '-barrel architecture 
of the transmembrane domain, a set of possible atomic structure of the 
hexameric channel was defined. The conduction characteristics of these 
hypothetic structures were determined by computational methods, and 
compared to experimental data. The experimental conductance was well 
reproduced by the hexameric model with sheer number equal to 16, which 
we propose as the atomic structure of the #-Hemolysin channel in the 
hexameric state. 
To compute the channel conductance a simplified approach based on the 
PNP theory, was preferred to more accurate methodologies, like MD 
simulations. In MD no arbitrary parameter – except the adopted force field - 
is used, and the atomistic motions involved in the conduction process are 
fully described. The experimental conductance of the #-Hemolysin channel 
has been estimated by Aksimentiev et al. through MD simulations, and the 
atomistic details of the conduction process were revealed (Aksimentiev, 
2005). The counter-price of this atomistic detail is the high computational 
load. The problem is particularly severe in the present case, where the 
conduction characteristics of several channel models need to be compared. 
The usage of a computational method based on the PNP equations widely 
decreases the computational load, allowing a comparison between different 
channel models at different boundary conditions (membrane potential and 
ion concentrations). 
Nevertheless, the PNP approach suffers from two main shortcomings: i) ions 
are described by a continuum distribution, ignoring their discrete nature; and 
ii) the atomic motions in the channel protein are neglected. In order to value 
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the role of atomic motions on the channel conductance, the PNP calculations 
were repeated on several snapshots of the MD trajectories. The methodology 
used to compute the channel conductance was first tested in the hexameric #-
Hemolysin channel. In both the heptameric models, with and without the 
extracellular cap, the PNP approach overestimates the experimental high-
conductance value by 1.5 folds, in agreement with previous results by 
Noskov et al. (Noskov, 2004b). However, it is important to remark that: i) no 
parameter was used to fit the experimental data; and ii) the linearization of 
the current-voltage relation and the channel selectivity are well reproduced. 
Besides, the purpose of the present study was to identify the hexameric 
structure of the #-Hemolysin channel, not to validate the PNP approach.  In 
this context, the overestimation of the experimental conductance is partially 
irrelevant. Once the overestimation is known, the same overestimation will 
be expected in the hexameric models. The low-sensitivity of the PNP results 
to the specific MD snapshots, together with the agreement with the 
selectivity and linearization experimental data, suggest that the PNP 
approach provides a reliable description of conduction in the #-Hemolysin 
channel, and that can be used to analyze the hexameric models. 
The analysis of the hexameric structures was focused on the '-barrel 
domain, since the conduction characteristics of the #-Hemolysin channel are 
mainly governed by this domain, as proved both by experimental data (Gu, 
2001; Gu, 2000), previous computational analyses (Misakian, 2003; Noskov, 
2004b), and our results on the HEPTA-CAP and the HEPTA-BARREL 
models. The '-barrel domain is not only crucial for the conduction 
proprieties; it also plays an important role in the channel interaction with 
several compounds, i.e. cyclodextrin. The pivotal role of the '-barrel domain 
justifies the restriction of the modeling to this region. 
The hexameric models proved to be stable in a 4ns MD simulation. The 
temporal scale of the MD simulation does not allow a comparison on the 
energetic stability of the different channel structures. According to MD data, 
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all the hexameric models are equally stable. The calculation of the channel 
conductances allowed discrimination among the hexameric models. The 
hexameric model with sheer number equal to 16 was the one in better 
agreement with the experimental data. Noteworthy is the fact that the 
overestimation of the low-conductance value by the HEXA-S16 model is 
similar to the overestimation of the high-conductance value by the 
heptameric channel models, which strengthens the identification of the 
HEXA-S16 model as the proper structure of the hexameric #-Hemolysin 
channel. 
A different structure of the hexameric #-Hemolysin channel, with sheer 
number equal to 12, was proposed by Smart et al.(Smart, 1998), according to 
experimental data by Korchev et al.(Korchev, 1995). In (Korchev, 1995) a 
1:10 ratio between the low and the high conductance value is suggested. On 
the contrary, our experimental data show a 1:1.5 ratio, in accordance with 
previous results by Menestrina (Menestrina, 1986). The high and low 
conductances revealed in our measurements refereed to different channels. 
Once a channel enters in the lipid membrane, it showed a specific 
conductance (high or low) and no transitions to a different value were 
observed. This behavior is consistent with the idea that the channel may 
enter in the membrane in different oligomerization states, characterized by 
different conductances. A different protocol was used by Korchev et al. 
(Korchev, 1995). They measured the current through a single ion channel, 
and they revealed changes in the channel conductance. Since the high and 
low conductance values refer to the same ion channel, it is unlikely they are 
related to different oligomerization states. A change in the oligomerization 
state requires breaking and recreating a high number of hydrogen bonds, 
which is unlikely to occur once the channel is inserted in the lipid 
membrane. The high and low conductance values showed in (Korchev, 
1995) are more likely related to different functional states of the channel, not 
to different oligomerization states. 
Oligomerization State of the &-Hemolysin Channel 
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The PNP approach allowed analyzing the current-voltage relation and the 
selectivity of the hexameric channels. As expected, these were very similar 
to the analogous properties of the heptameric channel. A slight increase in 
the channel selectivity was revealed. This increment is too small to be 
experimentally tested, but it suggests a different behaviour of hexameric and 
heptameric channels, which could also play a role in the affinity of the 
channel to blocking molecules. Studying these differences could help to 
further characterize the hexameric state, and may be useful for the usage of 
#-Hemolysin as sensing element in bio-technological application. 
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APPENDIX A: PSEUDO-CODE OF THE POISSON-NERNST-
PLANCK NUMERICAL SOLVER 
 
A.1. Partial Differential Equation Solver 
A,b,x  Matrix and arrays of the linear system Ax=b 
x0  First trial solution 
TOL  Required tolerance for the linear system solution 
MAX_IT  Maximum number of iterations 
 
T is used for the transpose, and || for the norm 
 
int Solve(A,b,x0,x) { 
r0=b-Ax0; 
for (i=1; i<MAX_IT; i++) 
  rhoi-1=r0
Tri-1; 
  if rhoi-1 == 0 return 1; /*ERROR*/ 
  if (i == 1) 
   pi=ri-1; 
  else 
   betai-1=(rhoi-1/rhoi-2)(alphai-1/wi-1); 
   pi=ri-1+betai-1(pi-1-wi-1vi-1); 
  end if 
  vi=Api; 
  alphai=rhoi-1/(r0
Tvi); 
  s=ri-1-alphaivi; 
  if (|s|<TOL) 
   xi=xi-1+alphaipi; 
   return 0; /*SOLUTION REACHED*/ 
end if 
t=As; 
wi=(t
Ts)/(tTt); 
xi=xi-1+alphaipi+wis; 
ri=s-wit; 
if (|ri| < TOL) return 0; /*SOLUTION REACHED*/ 
end for 
} 
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A.2. Iterative Algorithm 
AP,bP Matrix and arrays of the linear system (APxP=bP) 
associated with the Poisson equation 
AK,bK,KNP Matrix and arrays of the linear system (AKKNP=bK) 
associated with the Nernst-Planck equation for 
potassium ions 
AC,bC,CNP Matrix and arrays of the linear system (ACCNP=bC) 
associated with the Nernst-Planck equation for chloride  
ions 
"i,Ki,Ci Electrostatic potential,  potassium concentrations and 
chloride concentration and the i-th iteration step 
wP,wNP Updating-weight of the Poisson and Nernt-Planck equations 
 
"0=K0=C0=0; 
for(i=1; i<MAX_IT; i++) 
  
/*Updating of the Poisson linear system*/ 
UpdatePoisson(Ki-1,Ci-1,bP); 
/*Solution of the Poisson equation*/ 
Solve(AP,bP,"i-1, "P); 
/*Updating electrostatic potential*/ 
"i=(1-wP) "i-1+wP"P; 
 
/*Updating Nernst-Planck linear system*/ 
UpdateNernst("i,AK,bK,ACl,bCl); 
/*Solution of the Nernst-Planck equations*/ 
 Solve(AK,bK,Ki-1, KNP); 
Solve(ACl,bCl,Ci-1, CNP); 
/*Updating potassium and chloride concentrations*/ 
Ki=(1-wNP) Ki-1+wNPKNP; 
Ci=(1-wNP) Ci-1+wPCNP; 
 
/*Convergence test*/ 
If  ( ( |"i - "i-1| < TOL ) and ( |Ki - Ki-1| < TOL )  
and ( |Ci - ci-1| < TOL ) )  
return 0; /*SOLUTION REACHED*/ 
end 
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