Abstract: Content-based video retrieval technology holds the key to the efficient management and sharing of video content from different sources, in different scales, across different platforms, and over different communication channels. In this work fast video shot retrieval algorithms based on the geometry of video sequence traces in the principal component space are presented. Techniques to address scale (spatial and temporal) issues, in addition to noise and other possible distortions, such as frame dropping, are discussed. Experimental results demonstrate the effectiveness of the proposed approach.
Introduction
With the proliferation of digital video capturing, storage and communication devices, the amount of information in video form is growing rapidly in personal entertainment, security, and military applications. To share and manage video content effectively presents a technical challenge to existing information management systems. Semantic-label-based retrieval systems require substantial amounts of manual labelling of the content, and are therefore limited in their capability in handling retrieval scenarios where labels are not present, or difficult to derive.
Consider the following example representing an application addressed by this work. A mobile phone user has just watched a low visual quality (e.g., QCIF size, 10 fps), short (e.g., 5 s) segment of a soccer game from some advertisement for the season. Now the user wants to locate the complete game in SDTV format from their personal soccer game video collection, or some content provider's collections. The system will therefore need to search a video database based on this 5 s segment and return the locations of the full size program, if it exists. The semantic labels are clearly not present in this 5 s querying segment. The matching has thus to be 'content-based'. In addition, the variance in temporal and spatial scale, in addition to the noise and distortion incurred during the communication must also be addressed.
Content-based retrieval approaches have been investigated extensively by many researchers [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Such approaches are typically based on the visual features of video frames and a similarity metric defined on these features. Visual features are typically of high dimensionality and the commonly used ones are colour, shape, texture and motion. Drawbacks of such approaches are the computational expense associated with the extraction and matching of visual features, and the fact that the video sequence is treated as a collection of images and the collective temporal behaviour of the sequence is typically not well addressed. The retrieval performance can also be negatively affected by the scale variance, noise and quantisation distortion of the video content.
In the proposed approach, instead of extracting interpretable image sequence features like colour, shape, texture and object=camera motion parameters, and then performing retrieval based on these features, we develop a retrieval method that is based on the video trace geometry matching. Video sequences are viewed as temporal traces in some high dimensional luminance space. Each video clip has its unique way of winding through the luminance space. Our belief that this trace geometrical signature contains sufficient information for the retrieval is verified experimentally. For a video frame size of W by H pixels, the dimension of the luminance space is W Â H. However since the image formation process has many constraints on the luminance random field, video sequences typically reside in a subspace of much lower dimension. This low dimensional space can be identified via principal component analysis (PCA) [11, 12] . Using PCA to reduce feature space dimensions for image=video retrieval and other visual analysis and learning applications has been employed routinely by various researchers as, for example, in [13 -15] . In our work, video sequence over time is mapped into a trace in the PCA reduced space with minimum amount of information loss. This trace provides sufficient statistics to differentiate it from other sequences. Therefore the matching of video sequences becomes a problem of matching the geometry of the traces; when the dimensionality of the trace space is small, the trace representation is very compact and the matching can be implemented efficiently.
2 Video trace in principal component space for retrieval A video frame luminance field of size W Â H pixels can be viewed as a point in R WÂH . This is a very high dimensional space that contains more information than typically needed for retrieval. In addition, the same video sequence can exist in different spatial formats, for example, CIF and QCIF. Clearly we want the same sequence to have the same trace geometry signature in different spatial scales. Furthermore, since various distortions owing to, for example, coding quantisation and communication loss are present in copies of the same video sequence, it is desirable to keep the video trace geometry robust and consistent under these distortions. For these purposes, we first scale down the video frame size to a common retrieval spatial scale of w Â h through bilinear scaling. The actual choice of the retrieval scale is application dependent and reflects the balance between the fidelity of trace geometry signature and the need for noise and scale variance suppression.
Since the image sequence formation process imposes additional constraints on the scaled down w Â h luminance field, the traces spanned by video sequences reside in a much lower dimensional subspace of R wÂh . The basis of this subspace is obtained via PCA analysis [12] . Let the dimension of this subspace be d, then a frame f j is now represented by a d-dimensional vector x j as,
where f 0 is the mean of all video frames in R wÂh , and the PCA subspace basis V is formed by the first d eigen basis functions of the covariance matrix of an N-frame collection f f j j j ¼ 1; . . . ; Ng. Notice that V is sample dependent and its accurate computation requires correct modelling of the covariance of the video frames with a large number of samples, N.
The choice of the dimension d reflects the trade off between compactness of the feature space and fidelity of the trace geometry. Example PCA subspace basis functions and energy loss plots obtained for the retrieval scale w Â h ¼ 8 Â 6 from N ¼ 4000 randomly selected frame samples are shown in Fig. 1 . For a total of d ¼ 11 PCA dimensions, 91% of the energy is preserved in the trace. For the scale 11 Â 9, 91% of the energy is preserved at d ¼ 20. Energy loss is not the only consideration in determining an appropriate dimension d for retrieval, the video database size is also an important factor. When the database size is small, the trace space is sparsely populated. In this case a smaller d appears adequate for the retrieval, as is demonstrated by the simulation results. After the PCS projection each video frame is reduced to a point in the d-dimensional PC space. To visualise the video trace we use an example with w ¼ 8, h ¼ 6, and d ¼ 2. Video traces for the 'foreman', 'Stefan', 'mother-daughter' and 'fish' sequences are illustrated in Fig. 2 . Notice that different video sequences start and end at different locations and pass through different parts of the feature space with different trace geometry. It appears that even the 2-D traces of these four sequences contain enough information to distinguish one from the others. The proposed video shot retrieval solutions are based on these observations. This PCA trace is also a very compact representation of the sequence compared with other image features like colour, shape, and texture, which are typically of much higher dimensionality.
Video shot retrieval
With the w-h-d principal component space trace representation of the video sequence, the video shot retrieval task is reduced to the problem of matching the trace geometry between the querying clip and the database collection clips. There are many algorithms to match two d-dimensional curves. In this Section we present two practical and effective solutions, one based on the minimum projection distance criterion and the other on the differential trace matching of the video sequences.
Minimum-projection-distance-based metric
To match precisely a querying video clip to an element of a large video collection with different scale and noise level in both temporal and spatial dimensions, we first propose a matching metric based on the average projection distance of the querying frame points from the collection sequence traces in a common spatial scale PC space.
Consider a q-frame querying video clip with a certain w-h-d space trace representation Q ¼ fx 1 ; x 2 ; . . . ; x q g, and a p-frame ð p > qÞ video collection with the same d-dimensional space representation D ¼ fy 1 ; y 2 ; . . . ; y p g. Let the distance between Q and a sub-segment of D starting at frame k be 
When there are frame drops in the querying clip but the time stamp information is preserved, the missing frames are not used in calculating the distance which is evaluated according to
where it is mentioned again that original frame f is represented by x in the chosen w-h-d space.
When the time stamp information is also lost in the querying clip, which is not a typical scenario in applications, the projection distance can be computed according to,
where dðx j ; SÞ is the minimum distance of x j to the curve S representing the points of a video shot in the database. The continuous curve can be constructed by simply connecting the points in Y k with straight lines, or utilising higher order curves.
The noise and scale variation issues are addressed by projecting both querying and collection video sequences into a common w-h-d space. The projection distance metric appears to be a robust solution for the precise matching of video shots, as supported by the experimental results.
Differential-trace-based-metric
Alternatively, we propose the use of a scalar feature of the video trace for faster retrieval performance. For a video shot ð6Þ with x j ðiÞ denoting the i-th component of the d-dimensional vector x j . The differential trace can be computed in a low dimensional space by using only the first several dimensions identified by PCA. Differential traces of the 'foreman' sequence computed from for w ¼ 8, h ¼ 6 and d ¼ 6 and 2, are shown in Fig. 3 . Clearly, the similarity among differential traces is preserved across varied dimensions. Notice that the differential trace captures the temporal behaviour of the sequence. As shown in Fig. 3 , frames 1 -200 contain a talking head with little visual changes, thus the differential trace value remains low for this period.
There is a hand waving occluding part of the face around frames 253 -259, thus we have spikes corresponding to this segment of the differential trace. There is the camera panning motion around frames 274-320, thus we have high values in that part of the differential trace. Examples of differential traces for nine 60-frame video shots from the sequences 'fish', 'container', 'coast guard', 'fun fair', 'cubicle', 'calendar', 'Stefan', 'pingpong' and 'toy train' are plotted in Fig. 4 . The common spatial scale used is 8 Â 6, with d ¼ 6 (denoted as 8-6-6 space). The differential trace reflects the uniqueness of each sequence's image formation process over time, and is a very compact representation of the video sequence for the retrieval.
Let the differential trace of an m-frame query clip be denoted by
. . . ; l Q m È É and the differential trace of a n-frame database clip ðn > mÞ by L ¼ fl 1 ; l 2 ; . . . ; l n g. The mean squared error distance then between the query clip and a database clip of length m starting at frame k is given by,
We determine that the query clip exists in the database if
and the location of the offset k Ã is determined by
If there are missing frames in the query clip but the time stamps are preserved, various interpolation schemes can be used for generating the missing information in the differential trace. For example, linear interpolation can be used, and if frame f k is missing, the differential trace values at times k and k þ 1, denoted respectively by l k and l kþ1 are computed as l k ¼ l kþ1 ¼ ð1=2Þjx kþ1 À x kÀ1 j. We found out experimentally that this simple approach is effective when only one or two consecutive frames are missing. When the timestamp information is also lost on the query clip side, assuming the query frames are in temporal order, a dynamic programming solution similar to the edit distance can be developed, but with high computational cost. Otherwise, a more reasonable solution is to use the projection distance metric in (5) instead.
Simulation results

Simulation set up
In our simulations we set up two data groups for testing. The first group consists of about 3600 frames from 53 different shots from uncompressed YUV video sources in CIF, QCIF, and sub QCIF sizes at 30 fps. The frames originated primarily from sequences used in our MPEG video codec development work, such as 'foreman', 'coastguard', 'Stefan', and others. The purpose of this data set is to test the retrieval performance under frame size variation and additive noise, which is easier to manipulate with uncompressed sequences. The second group of test data consists of about 120 000 frames of CIF size at 25 fps in MPEG-1 format from the MPEG-7 data set [16] , which includes various programs of news, sports, music shows, and movie clips. The purpose of this data set is to test the retrieval performance with a much larger video collection from a wide variety of programs.
Then 'positive' and 'negative' queries are set up for the retrieval test. A positive query is a segment from a clip known to be part of the database, with its precise location and length known, while a negative query is a segment from a clip known not to be part of the database. In the test we expect the system will be able to identify correctly positive query clip locations and reject negative query clips. The database and query clips are selected from these collections to test various query scenarios. Frame size variations and various levels of noise and number of frame drops are added to the querying clips to test the robustness of the algorithm.
Since there is noise and frame drops in the query clips, the geometry distance metric developed will not result in zero distance for the matching clips. To account for this we introduce a retrieval relevance measure, given by the exponential mapping R ¼ expðÀaDÞ, where D is the distance between video traces and a a normalising parameter that controls how fast the relevance goes to zero as D diverges from zero. A perfect match, D ¼ 0, will give a relevance value of 1.0. A rejection relevance threshold R min is selected to determine the presence ðR ! R min Þ or absence ðR < R min Þ of the query clip. Parameters a and R min together control the trade-off between precision and recall performance of the system. The actual choice of a and R min is application dependent. We experimented with a number of retrieval space scales and dimensions. Obviously smaller scales and number of dimensions give a more compact representation of the video trace and is a desirable feature, but the cost is the degradation of the retrieval performance. In our simulation, we use only two scales, 8 Â 6 and 11 Â 9. For the 8 Â 6 model, we use a maximum of d ¼ 6 dimensions in the retrieval, which preserves 83% of the energy in the trace, and for the 11 Â 9 model, the maximum number of dimensions used is d ¼ 12, which preserves 85:6% of the energy in the trace.
Frame rate variation
The differences in temporal resolution between querying and database sequences can be addressed by pre-computing or computing 'on the fly' the traces and differential traces of the sequences in the database at different frame rates, for example, 10, 15, 20, 25 and 30 fps. For a given frame rate in the query clip, we just match the database features that have the same timestamp offset with the querying clips.
Retrieval performance results
Working with data set 1, we set up tests on retrieval performance under additive noise and frame size variation. For the spatial scale variance test we set up 10 queries each from the CIF and sub QCIF sized sequences that exist in the database; the retrieved clip locations are all correct in this test.
When spatial noise is present in the query clips, the retrieval performance is degraded, as expected. We set up tests for various noise levels in the query clips at different clip lengths. The retrieval accuracy rates in percentile for the 8-6-6 scale are summarised in Table 1 for the differential trace metric and in Table 2 for the minimum projection distance metric. Similarly, the noisy retrieval performance results for the 11-9-12 scale are summarised in Tables 3 and 4 . The rows correspond to different query lengths in number of frames, m, while the columns reflect the different levels of noise in the query clip as measured by PSNR. The retrieval relevance parameters are set at a ¼ 0:01 and R min ¼ 0:90. Notice that the projectiondistance-metric-based retrieval accuracy is reasonably good for all query lengths and all noise levels tested, while the differential-trace-metric-based retrieval performance degrades dramatically when PSNR < 32 dB and query length m < 30.
Although test group 1 is of limited database size, we used it because the noise manipulation is easier with the uncompressed source, and several video clips exist in multiple frame sizes that are helpful for the spatial scale variation test. The next step is to find out how the proposed algorithms perform with a much wider variety of the real world data. First we provide a retrieval test on a soccer game program from the MPEG-7 data set [16] . Four randomly selected 2 s (50 frames) query clips are set up from the 18000-frame program. The retrieval is performed by trace matching in the 8-6-4 space with a ¼ 0:05 and R min ¼ 0:9. All four retrievals are correct, as identified by the frame numbers retrieved from maximum relevance points. The results are shown in Fig. 5 .
For a more comprehensive test on the performance with a large size video data set, we set up test group 2, for which 1200 video clips of length 100 frames each are collected. For each retrieval test, a database of 80 clips is selected randomly from the 1200 clip collections. Then 80 positive 2 s (50 frames) query examples are set up from the database clips, and 20 negative 2 s query examples are selected randomly from the clips not in the database. The retrieval performance for both 11 Â 9 and 8 Â 6 scales and various PCA dimensions is summarised in Table 5 , for a ¼ 0:05 and R min ¼ 0:90. Note that the projection distance metric performs well in both trace space scales and all dimensions used. The differential trace performance is much better in the 8 Â 6 scale than in the 11 Â 9 scale. The reason could be that the loss of fidelity in differential trace representation is higher in the 11 Â 9 scale case. Overall, the differential trace metric is not as robust as the projection distance metric, for large size databases, but the compactness of the differential trace representations, and the low computational cost in retrieval still has advantages in certain applications. The performance of the projection distance metric in (4) with frame drops is summarised in Table 6 , for a ¼ 0:05 and R min ¼ 0:90. The retrieval performance is quite robust to frame drops. This is because the retrieval is based on trace matching, and as long as the overall trace geometry is not severely distorted, which is the case for random frame drops, the performance is not degraded. Alternatively, differential trace is much more sensitive to frame drops, and its performance degrades significantly with even a small number of frame drops, for which we did not produce simulation results.
Conclusion and future work
In this paper we have presented an example based video retrieval solution through video trace geometry matching. Video traces are projected to a low-dimensional linear subspace by scaling and PCA analysis for robustness and consistency. Retrieval is based on two trace matching algorithms, projection distance and differential trace distance. The proposed solutions offer compact representations of video sequences and fast retrievals, and can be useful in a wide range of practical applications that require real time response to video queries.
In the future, we will improve the robustness of the differential-trace-based retrieval, especially under noise and frame drop situations. We will also investigate robust video shot segmentation and efficient indexing solutions to further speed up the retrieval. This will be achieved through the segmentation of sequences into video shots, and then build an R Ã -tree [17] like indexing structure for video shots. The indexing efficiency will be further improved by applying a Fisher Discriminant Analysis [18] with video shot labels to further reduce the dimension of the video trace space.
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