Super-Resolution of Complex Exponentials from Modulations with Unknown
  Waveforms by Yang, Dehui et al.
Super-Resolution of Complex Exponentials from
Modulations with Unknown Waveforms
Dehui Yang, Gongguo Tang, and Michael B. Wakin∗†
January 2016; Last Revised August 2016
Abstract
Super-resolution is generally referred to as the task of recovering fine details from coarse
information. Motivated by applications such as single-molecule imaging, radar imaging, etc., we
consider parameter estimation of complex exponentials from their modulations with unknown
waveforms, allowing for non-stationary blind super-resolution. This problem, however, is ill-
posed since both the parameters associated with the complex exponentials and the modulating
waveforms are unknown. To alleviate this, we assume that the unknown waveforms live in a
common low-dimensional subspace. Using a lifting trick, we recast the blind super-resolution
problem as a structured low-rank matrix recovery problem. Atomic norm minimization is then
used to enforce the structured low-rankness, and is reformulated as a semidefinite program that
is solvable in polynomial time. We show that, up to scaling ambiguities, exact recovery of
both of the complex exponential parameters and the unknown waveforms is possible when the
waveform subspace is random and the number of measurements is proportional to the number
of degrees of freedom in the problem. Numerical simulations support our theoretical findings,
showing that non-stationary blind super-resolution using atomic norm minimization is possible.
1 Introduction
1.1 Motivation
Super-resolution refers to techniques for enhancing the resolution of imaging systems. It finds
applications in a variety of practical problems, including single-molecule microscopy, computational
photography, astronomy, radar imaging. For example, in single-molecule imaging [2, 3], one is
interested in studying the individual behavior of molecules from measurements of an ensemble of
molecules. The measurements, however, only contain the average characteristics of the molecules
with fine details smeared out by the point spread function of the imaging process. Super-resolution
aims to recover these fine details by localizing individual molecules, and consequently, enhance the
performance of the imaging system.
In this paper, we consider super-resolution of unknown complex exponentials from their modu-
lations with unknown waveforms. This extends super-resolution to the blind and non-stationary1
∗The authors are with the Department of Electrical Engineering and Computer Science, Colorado School of Mines,
Golden, CO 80401 USA (e-mail: dyang@mines.edu; gtang@mines.edu; mwakin@mines.edu). D. Yang and M. B. Wakin
were partially supported by NSF CAREER grant CCF-1149225 and NSF grants CCF-1409258, CCF-1409261. G.
Tang was supported by NSF grant CCF-1464205.
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1Our choice of the term “non-stationary” is inspired by its use in non-stationary deconvolution [4].
1
ar
X
iv
:1
60
1.
03
71
2v
2 
 [c
s.I
T]
  8
 A
ug
 20
16
scenario. More specifically, consider the observation model
y(n) =
J∑
j=1
cje
−i2pinτjgj(n), (1)
where {y(n) ∈ C} are samples of a continuous-time output, {cj} ⊂ C and {τj} ⊂ [0, 1) are unknown
coefficients and parameters associated with the complex exponentials, and {gj(n)} are samples of
unknown waveforms, whose forms vary with the index j. Our goal is to recover {τj} and {cj}, as
well as the samples of the unknown waveforms {gj(n)}. To make this otherwise ill-posed problem
well-posed, we assume that the unknown waveforms
{
gj
}
belong to a common and known low-
dimensional subspace.
Model (1) encompasses a wide spectrum of applications. Here we list three stylized examples
that can be modeled using our general mathematical framework.
Super-resolution with unknown point spread functions: In applications such as single-
molecule microscopy, one is interested in super-resolving and localizing unknown point sources
from their convolutions with point spread functions. Quite often, the point spread function, how-
ever, cannot be perfectly known. The point spread function may also depend on the locations of
the point sources. This is the case in 3D single-molecule microscopy [5], where the point spread
function depends on the depth (z-axis) of the target, demanding a super-resolution technique that
handles unknown and space-varying system functions. Another example is the non-stationary blind
deconvolution of seismic data [4]. Here the goal is to retrieve the time domain reflectivity of the
earth from its convolution with (non-stationarily) attenuated seismic waves from samples of the
seismic trace. Yet other non-stationary blind super-resolution applications include computational
photography [6] and astronomy [7]. Finally, one further application involving simultaneous super-
resolution and calibration of unknown waveforms is the blind multi-path channel identification
problem in multi-user communication systems [8]. At the receiver, one must estimate the multi-
path delays of unknown waveforms set by different users. For all of these applications, the goal is
to determine the unknown delays {τj} and coefficients {cj} from observations of the form
y(t) =
J∑
j=1
cjgj(t− τj) (2)
with {gj(t)} being the unknown point spread functions. By taking Fourier transform on both sides
of (2), we obtain
ŷ(f) =
J∑
j=1
cje
−i2pifτj ĝj(f), (3)
which takes the form of (1) when sampled. The goal is to simultaneously recover {cj}, {τj} and
samples of the point spread functions {ĝj(f)}.
Parameter estimation in radar imaging: In radar imaging [9], one is concerned with estimating
the distances and velocities of the targets relative to the radar. These quantities can be inferred
by estimating the unknown delay-Doppler parameters (µj , νj), from the following signal model:
y(t) =
J∑
j=1
cje
i2piνjtx(t− µj), (4)
where both the transmitted waveform x(t) and the received waveform y(t) are known. We note
that νj and µj can be arbitrary and do not necessarily lie on a grid. It is easy to see that sampling
2
(4) also produces (1).
Frequency estimation with damping: In applications such as nuclear magnetic resonance
spectroscopy [10], the signal is the superposition of complex exponentials with unknown frequencies
{fj} and damping factors {ςj}:
y(t) =
J∑
j=1
cje
i2pifjte−ςjt. (5)
By sampling the continuous variable t in (5), we again obtain an instance of (1). Here the modu-
lating waveforms gj(n) are samples of the damping terms e
−ςjt.
In some cases, to help regularize the inverse problems above, it may be appropriate to assume,
as we do, that the unknown waveforms
{
gj
}
belong to a known low-dimensional subspace. In super-
resolution imaging, for example, point spread functions can often be modeled as Gaussians; see [2,5]
and references therein. When the widths of the point spread functions are unknown, however, a
dictionary can be constructed consisting of Gaussian functions with different variances. Applying
principal component analysis (PCA) on the constructed dictionary reveals an approximate low-
dimensional subspace structure that captures the unknown point spread functions. We demonstrate
this in our numerical experiments in Section 4. Further, in multi-user communication systems it
may be reasonable to assume that the unknown waveforms transmitted by different users belong to
a subspace; in addition, the multiple received copies of a single user’s waveform will all be identical
(save for a delay, which becomes part of the modulation term in (1)). On the other hand, in radar
imaging, the subspace spanned by sampled, shifted copies of the transmitted waveform may not
always have a low dimension. Related works such as [9] may give sharper guarantees in this case.
1.2 Related Work
In the past few years, super-resolution via convex programming has become a popular approach
since convex methods usually come with strong theoretical guarantees and robustness to noise and
outliers. In [11], a general mathematical framework for super-resolution using total variation (TV)
norm minimization is proposed. The goal there is to super-resolve the unknown locations in [0, 1)
of point sources from low-frequency samples of the spectrum. This TV norm minimization problem
can be recast as a computationally efficient semidefinite program (SDP) [12]. It is shown that
one can super-resolve J point sources from O(J) samples under a minimum separation condition.
We note that this approach, however, requires perfect information of the point spread function.
Based on [11], [13, 14] study the robustness of TV norm minimization for super-resolution by
considering the noisy data case; [15] extends the super-resolution problem to the case when the
point sources are positive; [16] examines the recovery property of sparse spikes using TV norm
minimization through studying the non-degeneracy of the dual certificate. Recent work [17] studies
the super-resolution problem without separation. In [18], the author considers super-resolution
for demixing and super-resolution of multiple signals with a common support. In [19], driven
by applications in line spectral estimation, an atomic norm minimization scheme is proposed for
super-resolution of arbitrary unknown frequencies from random time samples of a superposition
of complex exponentials. It has been shown that the sample complexity is proportional to the
number of frequencies (up to a polylogarithmic factor) for exact frequency estimation. It is also
worth mentioning subsequent work based on [11, 19]. In [20, 21], the authors study the problem
of frequency estimation when multiple measurement vectors (MMV) are available. [22] proposes
an enhanced matrix completion algorithm for frequency estimation from limited time samples by
converting spectral sparsity in the model into a low-rank structure of the block Hankel matrix.
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Another line of related work addresses the blind deconvolution problem. In [23], the bilinear
blind deconvolution problem is reformulated as a rank-one matrix sensing problem. A nuclear
norm minimization program is then utilized for rank-one matrix recovery. It is shown that by
employing subspace models for both signals, one can recover two length-L vectors from their circular
convolution when L = O(Q+K), whereQ andK are the dimensions of the two subspaces. Following
this general idea of lifting for blind deconvolution using convex programming, [24] considers the
problem of blind deconvolution when multiple unknown inputs belong to a known and diverse
subspace; [25] extends the work in [23] from rank-one case to a general rank-r matrix sensing
problem, achieving simultaneous blind deconvolution and demixing. In [26], the authors propose an
alternating minimization scheme for blind deconvolution under a sparsity model for the underlying
signals. In [27], the authors propose a nuclear norm minimization algorithm for blind deconvolution
using random masks. More recently, [28] generalizes the problem studied in [27] by considering the
effect of subsampling in the measurement process. Other related works along this line include
[29,30], which study conditions for the uniqueness of blind deconvolution.
Our work is most closely related to the recent works [31, 32]. In [32], a biconvex problem for
simultaneous sparse recovery and unknown gain calibration is studied. In their work, a subspace
model is employed for the unknown gains to make the problem well-posed. It is worth mentioning
that they use `1 minimization as a convex program, which is different from ours. Then, a sample
complexity bound that is suboptimal is derived for sparse recovery and self-calibration. Inspired
by [32], [31] considers a super-resolution problem that has a similar setup to [11], except that the
point spread function is assumed unknown. By employing a subspace model for the point spread
function, an atomic norm minimization program is formulated for simultaneous super-resolution of
point sources and recovery of the unknown point spread function. The atomic norm minimization
problem therein is recast as an SDP. The sample complexity bound derived there, however, is
suboptimal. As we explain in Section 1.3, our work further generalizes the model in [31] to the
non-stationary case, where the point spread functions can vary with the point sources.
In [9], super-resolution radar is formulated as a convex optimization program. In particular,
the signal is modeled as a superposition of delayed and Doppler shifted versions of the template
waveform, which is the same as model (4). It should be pointed out that our model (1) can
be utilized for this problem as well. Therefore, our proposed blind super-resolution method can
conceivably be used for super-resolution radar.
Lastly, we would like to mention that the signal model in our work has both low-rank and
spectrally sparse structures, and thus is simultaneously structured. Consistent with [33], we can
achieve the information-theoretic limit on the measurement bound (up to a polylogarithmic factor)
not by a combination of convex objectives but rather through a single convex objective—in this
case via atomic norm minimization.
1.3 Main Contributions
Our contributions are twofold. First, we propose a general model for non-stationary blind super-
resolution, which arises in a variety of disciplines. Our non-stationary blind super-resolution prob-
lem is naturally non-convex. By utilizing a subspace model for the unknown waveforms and a
lifting trick [23,34], we relax the non-stationary blind super-resolution problem using atomic norm
minimization, which can be further formulated as an SDP. Second, we derive a sample complexity
bound that is near information-theoretically optimal under assumptions on the minimum separa-
tion of the τj ’s and on the randomness and incoherence properties of the subspace. Specifically,
assuming that the subspace has dimension K, we show that when the number of measurements is
proportional to the number of degrees of freedom in the problem, i.e., O(JK) (up to a polylogarith-
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mic factor), the non-stationary blind super-resolution problem is solvable by an SDP. Furthermore,
we can faithfully recover {τj}, {cj}, and the samples of the unknown waveforms {gj(n)}.
It is also worth mentioning the recent work [31], which can be viewed as a special case of our
general non-stationary blind super-resolution framework by assuming all of the unknown waveforms
are the same. Our model is more realistic and powerful due to its generality. As illustrated by
the examples in the introduction, our framework also covers a wider range of non-convex inverse
problems beyond the super-resolution problem with unknown point spread functions, including
blind multi-path channel identification in communication systems, parameter estimation in radar
imaging and frequency estimation with damping. Additionally, on the theoretical side, we improve
the sample complexity bound in [31] from O(J2K2) to O(JK), up to a polylogarithmic factor. We
elaborate on comparisons with [31] in Section 3.2.
1.4 Notation and Organization of the Paper
Throughout the paper, the following notation is adopted. We use boldface letters X,Y and x,y
to denote matrices and vectors, respectively. For a vector v, ‖v‖2 is used to denote the `2 norm
of v. For a matrix X, ‖X‖ and ‖X‖F represent the operator norm and the Frobenius norm of
the matrix X, respectively. An M × N zero matrix is denoted as 0M×N . We also use 0M and
IM to denote an M ×M zero matrix and an M ×M identity matrix, respectively. We use the
matrix inequality notation X  Y to represent that Y −X is positive semidefinite. Conventional
notations 〈·, ·〉, trace(·), (·)H , (·)T and (·)∗ are used to denote the inner product, trace, Hermitian,
transpose, and conjugate operations, respectively. For a set Ω, we use |Ω| to denote its cardinality.
E[·] and P {·} denote expectation and probability of the underlying event. We use a calligraphic
letter B to denote a linear operator.
The rest of the paper is organized as follows. Section 2 introduces our problem setup, its
connection to the atomic norm minimization framework via a lifting trick, and an exact SDP
reformulation of the atomic norm minimization. In Section 3, we present the main theorem and
discuss its implications. Section 4 provides some numerical simulations to support and illustrate
our theoretical findings. The detailed proof of our main theorem is presented in Section 5. Finally,
concluding remarks are given in Section 6.
2 Problem Formulation
2.1 Problem Setup via Atomic Norm Minimization
Consider the model
y(n) =
J∑
j=1
cje
−i2pinτjgj(n), n = −2M, . . . , 2M, (6)
where y(n) ∈ C are observations, (cj , τj) are unknown parameters of complex exponentials cje−i2pinτj ,
and gj(n) are samples of unknown waveforms. Without loss of generality, we assume that τj ∈
[0, 1), j = 1, . . . , J . Our goal is to recover τj , cj , and gj(n) from the samples y(n). It is apparent
that one can only recover cj and gj(n) up to a scaling factor due to the multiplicative form in (6).
Unfortunately, this problem is severely ill-posed without any additional constraints on gj since
the number of samples in (6) is N := 4M + 1, while the number of unknowns in (6) is O(JN),
which is larger than N . To alleviate this, we solve our problem under the assumption that all gj
live in a common low-dimensional subspace spanned by the columns of a known N ×K matrix B
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with K ≤ N , which we denote as
B =
[
b−2M b−2M+1 · · · b2M−1 b2M
]H
with bn ∈ CK×1. In other words, gj = Bhj for some unknown hj ∈ CK×1. Henceforth, we
assume that ‖hj‖2 = 1 without loss of generality. Under the subspace assumption, recovery of gj
is guaranteed if hj can be recovered. Therefore, the number of degrees of freedom in (6) becomes
O(JK), which can possibly be smaller than the number of samples N when J,K  N .
Under the subspace assumption, we can rewrite (6) as
y(n) =
J∑
j=1
cje
−i2pinτjbHn hj . (7)
Defining
a(τ) =
[
ei2pi(−2M)τ · · · ei2pi(0)τ · · · ei2pi(2M)τ ]T ,
we have
y(n) =
J∑
j=1
cja(τj)
Henb
H
n hj
= trace
enbHn J∑
j=1
cjhja(τj)
H

=
〈
J∑
j=1
cjhja(τj)
H , bne
H
n
〉
,
(8)
where we have defined 〈X,Y 〉 = trace(Y HX) and used en, −2M ≤ n ≤ 2M , to denote the
(n+ 2M + 1)th column of the N ×N identity matrix IN . We see that (8) leads to a parametrized
rank-J matrix sensing problem, which we write as
y = B(Xo),
where the linear operator B : CK×N → CN is defined as [B(Xo)]n =
〈
Xo, bne
H
n
〉
, n = −2M, · · · , 2M
with Xo =
∑J
j=1 cjhja(τj)
H . Here we choose the number of measurements N = 4M + 1, which is
purely for ease of theoretical analysis. We note that our result is not restricted to the symmetric
case presented here and does not necessarily require that N should be an odd number. We refer
the interested reader to Appendix A of [19] for a discussion of how to modify the argument for the
general case.
In many scenarios, the number of complex exponentials J is small. Therefore, we use the atomic
norm to promote sparsity. As in [31], define the atomic norm [35] associated with the following set
of atoms
A = {ha(τ)H : τ ∈ [0, 1), ‖h‖2 = 1,h ∈ CK×1}
as
‖X‖A = inf {t > 0 : X ∈ tconv(A)}
= inf
ck,τk,‖hk‖2=1
{∑
k
|ck| : X =
∑
k
ckhka(τk)
H
}
.
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To enforce the sparsity of the atomic representation, we solve
minimize
X
‖X‖A
subject to y(n) = 〈X, bneHn 〉, n = −2M, · · · , 2M.
(9)
Standard Lagrangian analysis shows that the dual of (9) is given by
maximize
λ
〈λ,y〉R subject to ‖B∗(λ)‖∗A ≤ 1 (10)
where 〈λ,y〉R = Re (〈λ,y〉), B∗ : CN → CK×N denotes the adjoint operator of B and B∗(λ) =∑
n λ(n)bne
H
n , and ‖ · ‖∗A is the dual norm of the atomic norm.
The following proposition characterizes the optimality condition of program (9) with the vector
polynomial q(τ) serving as a dual certificate to certify the optimality of Xo in the primal problem
(9).
Proposition 2.1. Suppose that the atomic set A is composed of atoms of the form ha(τ)H with
‖h‖2 = 1, τ ∈ [0, 1). Define the set D = {τj , 1 ≤ j ≤ J}. Let X̂ be the optimal solution to (9).
Then X̂ = Xo is the unique optimal solution if the following two conditions are satisfied:
1) There exists a dual polynomial
q(τ) = B∗(λ)a(τ)
=
2M∑
n=−2M
λ(n)ei2pinτbn
(11)
satisfying
q(τj) = sign(cj)hj , ∀ τj ∈ D (12)
‖q(τ)‖2 < 1, ∀ τ /∈ D. (13)
Here λ is a dual optimizer and sign(cj) :=
cj
|cj | .
2)


...
a(τj)
Henb
H
n
...
 , j = 1, · · · , J
 is a linearly independent set.
We include the proof of Proposition 2.1 in Appendix A.
2.2 SDP Characterization
Since the convex hull of the set of atoms A can be characterized by a semidefinite program, ‖X‖A
admits an equivalent SDP representation.
Lemma 2.1. [20, 21] For any X ∈ CK×N ,
‖X‖A = inf
u,T
{
1
2N
trace (Toep(u)) +
1
2
trace(T ) :
[
Toep(u) XH
X T
]
 0
}
,
where u is a complex vector whose first entry is real, Toep(u) denotes the N×N Hermitian Toeplitz
matrix whose first column is u, and T is a Hermitian K ×K matrix.
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Hence, (9) can be solved efficiently using off-the-shelf SDP solvers such as CVX [36]. With many
SDP solvers, one can also obtain a dual optimal solution λ to (10) for free by solving the primal
program (9), and as we discuss below, this can be used to localize the supports of the point sources.
We note that the dual optimal solution is not unique in general. As discussed in [19], the recovered
support set from the dual solution must contain the true support set when the optimal primal
solution is Xo. Though it is possible that the recovered support set contains spurious parameters,
solving the SDP with the interior point method will avoid this pathological situation and recover
the true support exactly. See [19] for more technical discussions on this.
Now, given the dual optimal solution λ, consider the trigonometric polynomial:
p(ei2piτ ) = 1− ‖q(τ)‖22
= 1− q(τ)Hq(τ)
= 1−
4M∑
n=−4M
une
i2pinτ ,
where q(τ) is defined in terms of λ in (11), and un are some scalars that can be computed from
q(τ) explicitly. To localize the supports of the point sources, one can simply compute the roots
of the polynomial p(z) on the unit circle. This method allows for the recovery of point sources to
very high precision as shown in [11].
Another way to recover the support is by discretizing τ ∈ [0, 1) on a fine grid up to a desired
accuracy. Then, one can check the `2 norm of the dual polynomial q(τ) and identify the {τj} by
selecting the values of τ such that ‖q(τ)‖2 = ‖
∑2M
n=−2M λ(n)e
i2pinτbn‖ ≈ 1. We use this heuristic
in our numerical simulations.
Given an estimate of {τj}, say {τ̂j}, one can plug these values back into (8) to form the following
overdetermined linear system of equations:a(τ̂1)
He−2MbH−2M · · · a(τ̂J)He−2MbH−2M
...
. . .
...
a(τ̂1)
He2Mb
H
2M · · · a(τ̂J)He2MbH2M

c1h1...
cJhJ
 =
y(−2M)...
y(2M)
 .
A unique solution for {cjhj}Jj=1 can be obtained by a simple least squares since the columns of
the above matrix are linearly independent. However, we note that one cannot resolve the inherent
scaling ambiguity between each cj and the corresponding hj .
3 Recovery Guarantee
3.1 Sample Complexity Bound for Exact Recovery
Given samples of the form y(n) = 〈Xo, bneHn 〉, n = −2M, . . . , 2M , we wish to quantify precisely
how large the number of measurements N = 4M+1 should be so that the atomic norm minimization
(9) exactly recovers Xo.
Before presenting the main result of our work, we discuss the assumptions that are used in
the main theorem. The assumptions can be grouped into three categories: (a) randomness and
incoherence of the subspace spanned by the columns of B, (b) minimum separation of the τj , and
(c) uniform distribution of hj on the complex unit sphere CSK−1.
We assume that the columns of the matrix BH , namely, bn,−2M ≤ n ≤ 2M , are independently
sampled from a population F with the following properties [37]:
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• Isotropy property: We assume that the distribution F obeys the isotropy property in that
EbbH = IK , b ∼ F . (14)
• Incoherence property: We assume that F satisfies the incoherence property with coherence
µ in that
max
1≤p≤K
|b(p)|2 ≤ µ, b ∈ F (15)
holds almost surely, where b(p) is the pth element of b. For ease of theoretical analysis,
hereafter we also assume that µK ≥ 1, which can always be ensured by choosing µ sufficiently
large. In particular, when the incoherence property (15) holds almost surely, the isotropy
property (14) ensures that µ ≥ 1 and thus that µK ≥ 1.
Furthermore, we require the following conditions on the parameters of the complex exponentials
and the rotations of gj in the subspace B, namely, hj .
• Minimum separation: We assume that
∆τ = min
k 6=j
|τk − τj | ≥ 1
M
where the distance |τk − τj | is understood as the wrap-around distance on [0, 1).
• Random rotation: We assume that the coefficient vectors hj are drawn i.i.d. from the
uniform distribution on the complex unit sphere CSK−1.
Theorem 3.1. Assume that the minimum separation condition ∆τ ≥ 1M is satisfied and that
M ≥ 64. Also, assume that gj = Bhj with the columns of BH , namely, bn, being i.i.d. samples
from a distribution F that satisfies the isotropy and incoherence properties with coherence parameter
µ. Additionally, assume that hj are drawn i.i.d. from the uniform distribution on the complex unit
sphere CSK−1. Then, there exists a numerical constant C such that
M ≥ CµJK log
(
MJK
δ
)
log2
(
MK
δ
)
(16)
is sufficient to guarantee that we can recover Xo via program (9) with probability at least 1− δ.
3.2 Discussion
Inspired by [31], we use the same assumptions on the random subspace model (the isotropy and
incoherence properties) in order to prove our Theorem 3.1. The randomness assumption on the
subspace does not appear to be critical in practice, as evidenced by our numerical experiments in
Section 4; being able to replace this with a deterministic condition would increase the relevance of
our theory to the applications discussed in the introduction.
Also, as noted in the introduction, our work generalizes the model in [31] to the non-stationary
case. It may also be possible to extend the result developed in [31] to the non-stationary case;
however, the sample complexity would still be O(J2K2), up to a polylogarithmic factor. In contrast,
we reduce the sample complexity to O(JK), which is information theoretically optimal, up to a
polylogarithmic factor. In order to do this, in the proof of Lemma 5.5 in Section 5, we apply a matrix
Bernstein’s inequality instead of Talagrand’s concentration inequality which was used by [31]. Our
theorem also relies on an additional assumption that was not present in [31], namely that the
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coefficient vectors hj are drawn randomly. We do not believe that this randomness assumption is
important in practice and suspect that it is merely an artifact of our proof.
Our bound on M suggests that when µ is a constant (e.g., when the rows of B are drawn from a
sub-Gaussian distribution, µ can be bounded by a constant times logK with high probability [37]),
M = O(JK) is sufficient for exact recovery and this matches the number of degrees of freedom
in the problem, up to a polylogarithmic factor. Thus, our sample complexity bound is tight and
there is little room for further improvement. When the dimension of the subspace is bounded by
a constant, M = O(J) (up to a polylogarithmic factor) is sufficient for exact recovery. This bound
matches the one in the deterministic super-resolution framework [11], where N = O(J) suffices to
exactly localize the unknown spikes under the same minimum separation condition used here. We
also see that our bound improves the one derived in [31] even when gj = Bh, i.e., when gj has no
dependence on j. We note that the number of degrees of freedom in that problem is O(J + K).
It would be interesting to see if further improvement upon our bound is possible in the stationary
scenario.
Finally, when the measurements are contaminated by noise, one can extend the observation
model as
y = B(Xo) + z,
where ‖z‖2 ≤ δnoise and δnoise is a parameter controlling the noise level. To recover an estimate of
Xo, we propose to solve the following inequality constrained program:
minimize
X
‖X‖A subject to ‖y − B(X)‖2 ≤ δnoise. (17)
We leave robust performance analysis of (17) for future research.
4 Numerical Simulations
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Figure 1: (a) The `2-norm of the dual polynomial ‖q(τ)‖2 and the locations of the true spikes when
entries of B are built from the standard real Gaussian distribution. (b) The magnitude of samples
of the waveforms g1, g2, g3 and their estimates ĝ1, ĝ2, ĝ3 from least squares (best viewed in color).
In this section, we provide synthetic numerical simulations to support our theoretical findings.
In all of the simulations, we solve the atomic norm minimization problem (9) using CVX. We
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Figure 2: (a) The probability of success of non-stationary blind super-resolution using atomic
norm minimization when N = 64 is fixed. (b) The phase transition of non-stationary blind super-
resolution using atomic norm minimization when the dimension of subspace is fixed, K = 4. (c) The
phase transition of non-stationary blind super-resolution using atomic norm minimization when the
number of spikes is fixed, J = 4.
start with a simple example to illustrate how to localize unknown spikes using the dual polynomial
q(τ) and recover samples of the unknown waveforms gj(n). For the sake of illustration, we set
N = 64, J = 3 and K = 4 and randomly generate the locations of J spikes on [0, 1) from a uniform
distribution. We regenerate the set of locations if a particular minimum separation condition is
violated; in particular, we ensure that the minimum separation ∆τ between spikes is not less than
1
N , which is slightly smaller than
1
M required by our theorem. Each cj is generated randomly with
a dynamic range of 20dB and uniform phase. We build B with entries generated randomly from
the standard Gaussian distribution. Each hj is also generated using i.i.d. real Gaussian random
variables and is then normalized. Figure 1(a) shows the `2-norm of the dual polynomial, namely,
‖q(τ)‖2 on a discretized set of points on [0,1] with discretization step size 10−4. Once the τj ’s are
identified, we solve a least squares problem using a pseudo-inverse to estimate the hj ’s. Because
we cannot exactly recover the hj ’s, hence the gj ’s, due to phase rotations, we plot the magnitude
of the gj ’s and the estimated ĝj ’s in Figure 1(b). We also compute |〈hj , ĥj〉|, j = 1, 2, 3, which
equal 0.99999984, 0.99999973 and 0.99999996, respectively. For j = 1, 2, 3, the agreements on the
magnitude of gj and ĝj and on the absolute inner product between hj and ĥj confirm that we can
faithfully recover gj .
Next, we characterize the phase transition of atomic norm minimization (9). We run 50 trials
for each pair of the underlying changing variables. For each trial, we declare success if the relative
reconstruction Frobenius norm error of Xo is less than 10
−4. In the first experiment, we fix N = 64
and vary the values of J and K. Other specifications are the same as the warm-up experiment
above. Figure 2(a) shows the phase transition in this situation. From Figure 2(a), we can roughly
see that the success transition curve behaves like a hyperbola, which matches the bound appearing
in Theorem 3.1. In the second experiment, we fix the dimension of the subspace K = 4 and study
the phase transition between N and J . Figure 2(b) indicates a linear relationship between N and
J when K is fixed. Finally, we test the phase transition between N and K when the number of
spikes J is fixed. We set J = 4 and vary N and K in the experiment. Figure 2(c) shows the phase
transition in this situation and also implies a linear relationship between N and K.
Finally, we test the atomic norm minimization (9) for localization of spikes in a more practical
scenario where the matrix B is generated by extracting the principal components of a structured
matrix, and thus has less randomness. To set up the experiment, we set J = 3 and generate the
locations of {τj} uniformly at random between 0 and 1 under the minimum separation ∆τ = 4N ,
11
−0.5 0 0.5−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Waveforms of columns of B
 
 
B(: ,1)
B(: ,2)
B(: ,3)
B(: ,4)
B(: ,5)
(a)
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
τ
‖
q
(τ
)‖
2
 
 
dual polynomial
locations of spikes
(b)
Figure 3: (a) Plot of orthonormal columns of B. (b) The `2-norm of the dual polynomial ‖q(τ)‖2
and the locations of the true spikes when B is built from the left singular vectors of the low-rank
approximation of the dictionary Dg.
which is roughly the same as what Theorem 3.1 requires. We assume that gj(n) are samples of the
zero mean Gaussian waveform gσ2(t) =
1√
2piσ2
e−
t2
2σ2 with unknown variance σ2 ∈ [0.1, 1]. We take
N = 100 samples around the origin with sampling interval ∆t = 0.01. To obtain the matrix B, we
first build a dictionary as follows:
Dg =
[
gσ2=0.1 gσ2=0.11 gσ2=0.12 · · · gσ2=1
]
,
where columns of Dg are from the samples of Gaussians with a discretized set of variances σ
2 ∈
[0.1, 1]. Then, we apply PCA on Dg and obtain the best rank-5 approximation, which we denote as
Dg,5. Finally, we construct B by taking its columns to be the left singular vectors of Dg,5. Figure
3(a) depicts the waveforms of the columns ofB. We note thatDg,5 gives a very good approximation
to Dg due to the sharp decay of the singular values of Dg. In particular, ‖Dg −Dg,5‖F / ‖Dg‖F =
1.9860× 10−8. We generate each gj(n) by choosing its variance uniformly at random between 0.1
and 1, and then we build the measurements {y(n)}. In particular, we note that {gj} do not
necessarily belong to the columns of Dg. Finally, we solve (9) using CVX. Figure 3(b) shows
the `2-norm of the dual polynomial, namely, ‖q(τ)‖2, on a discretized set of points on [0,1] with
discretization step size 10−4. We can see that one can still localize {τj} even when there is model
mismatch between the subspace spanned by the columns of B and gj(n).
5 Proof of Theorem 3.1
In this section, we prove Theorem 3.1, the main result of this paper. We divide the proof into
three subsections. In Subsection 5.1, we construct the pre-certificate dual polynomial q(τ). In
Subsections 5.2 and 5.3, we show that our constructed dual polynomial q(τ) satisfies conditions
(12) and (13), respectively.
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
b−2MeH−2Ma(τ1) · · · b2MeH2Ma(τ1)
...
. . .
...
b−2MeH−2Ma(τJ) · · · b2MeH2Ma(τJ)
−i2pi(−2M)b−2MeH−2Ma(τ1) · · · −i2pi(2M)b2MeH2Ma(τ1)
...
. . .
...
−i2pi(−2M)b−2MeH−2Ma(τJ) · · · −i2pi(2M)b2MeH2Ma(τJ)

λ(−2M)...
λ(2M)
 =

sign(c1)h1
...
sign(cJ)hJ
0K×1
...
0K×1

.
(21)
5.1 Construction of the Dual Polynomial q(τ)
According to Proposition 2.1, our goal is to explicitly construct a dual polynomial q(τ) such that
conditions (12) and (13) hold. To proceed, we require that for all τj ∈ D
q(τj) = sign(cj)hj , (18)
− q′(τj) = 0K×1. (19)
Note that (18) is exactly the same as (12), while (18) and (19) together form a necessary condition
for (13) to hold. We construct the dual polynomial in (11) by finding a proper λ from solving
the following weighted least energy minimization program with diagonal weighting matrix W =
diag
([
w−2M · · · w2M
])
to be determined later, wn > 0,−2M ≤ n ≤ 2M :
minimize
λ
‖Wλ‖22
subject to q(τj) = sign(cj)hj , j = 1, · · · , J,
− q′(τj) = 0K×1, j = 1, · · · , J.
(20)
We can see that the equality constraints in (20) can be written as a linear system of equations (21).
For notational simplicity, we denote equation (21) as
Aλ = p.
The optimality condition ensures that the optimal λ has the form
λ =
(
WHW
)−1
AH
[
α
β
]
=
(
WHW
)−1 J∑
j=1
a(τj)
He−2MbH−2M
...
a(τj)
He2Mb
H
2M
αj + J∑
j=1
i2pi(−2M)a(τj)
He−2MbH−2M
...
i2pi(2M)a(τj)
He2Mb
H
2M
βj
 ,
for some [
α
β
]
=
[
αH1 · · · αHJ βH1 · · · βHJ
]H
,αj ,βj ∈ CK×1
satisfying the normal equation
A
(
WHW
)−1
AH
[
α
β
]
= p.
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Inserting λ back into (11), we obtain the dual polynomial
q(τ) =
2M∑
n=−2M
λ(n)ei2pinτbn
=
J∑
j=1
(
2M∑
n=−2M
1
w2n
e−i2pinτjbHn αje
i2pinτbn +
2M∑
n=−2M
i2pin
w2n
e−i2pinτjbHn βje
i2pinτbn
)
=
J∑
j=1
(
2M∑
n=−2M
1
w2n
ei2pin(τ−τj)bnbHn αj +
2M∑
n=−2M
i2pin
w2n
ei2pin(τ−τj)bnbHn βj
)
=
J∑
j=1
KM (τ − τj)αj +
J∑
j=1
K ′M (τ − τj)βj ,
where
KM (τ) =
2M∑
n=−2M
1
w2n
ei2pinτbnb
H
n
and
K ′M (τ) =
2M∑
n=−2M
i2pin
w2n
ei2pinτbnb
H
n ,
which is the entry-wise derivative of KM (τ) with respect to τ . In the following, we choose wn =√
M
gM (n)
, where gM (n) is the convolution of two triangle functions given below:
gM (n) =
1
M
min {n+M,M}∑
k=max {n−M,−M}
(
1− |k|
M
)(
1− |n− k|
M
)
.
This particular choice of weights ensures that
2M∑
n=−2M
1
w2n
ei2pinτ =
1
M
2M∑
n=−2M
gM (n)e
i2pinτ
=
[
sin(piMτ)
M sin(piτ)
]4
=: KM (τ),
where KM (τ) is known as the squared Feje´r kernel. Consequently, KM (τ),K
′
M (τ) ∈ CK×K are
the random matrix kernels produced from the squared Feje´r kernel. They have the form
KM (τ) =
1
M
2M∑
n=−2M
gM (n)e
i2pinτbnb
H
n
and
K ′M (τ) =
1
M
2M∑
n=−2M
(i2pin)gM (n)e
i2pinτbnb
H
n .
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Denoting K`M (τ) as the `th entry-wise derivative of KM (τ), we have
EK`M (τ) =
1
M
2M∑
n=−2M
(i2pin)`gM (n)e
i2pinτE
[
bnb
H
n
]
= K`M (τ)IK ,
where the second equation comes from the isotropy property of bn.
We define
q`(τ) =
J∑
j=1
[
EK`M (τ − τj)
]
αj +
J∑
j=1
[
EK`+1M (τ − τj)
]
βj
=
J∑
j=1
K`M (τ − τj)αj +
J∑
j=1
K`+1M (τ − τj)βj ,
(22)
where αj and βj are solutions of the following linear system of equations:
q(τs) =
J∑
j=1
KM (τs − τj)αj +
J∑
j=1
K ′M (τs − τj)βj
= sign(cs)hs, τs ∈ D,
−q′(τs) = −
 J∑
j=1
K ′M (τs − τj)αj +
J∑
j=1
K ′′M (τs − τj)βj

= 0K×1, τs ∈ D.
We note that q(τ) is the vector dual polynomial constructed in [21] for the full data multiple
measurement vectors problem. Thus, the vector dual polynomial q(τ) constructed in our work is a
random version of q(τ), with the randomness introduced by bn.
5.2 Showing (12)
To show (12), our effort becomes to explicitly find αj and βj such that (12) holds. To accomplish
this, for all τs ∈ D, we plug the form of q(τ) back into (18) and (19). Thus, we can write
q(τs) =
J∑
j=1
KM (τs − τj)αj +
J∑
j=1
K ′M (τs − τj)βj
= sign(cs)hs,
−q′(τs) = −
 J∑
j=1
K ′M (τs − τj)αj +
J∑
j=1
K ′′M (τs − τj)βj

= 0K×1.
Equivalently, we have the following linear system of equations D0
1√
|K′′M (0)|
D1
− 1√
|K′′M (0)|
D1 − 1|K′′M (0)|D2
[ α√|K ′′M (0)|β
]
=
[
h
0JK×1
]
,
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where h =
[
(sign(c1)h1)
H . . . (sign(cJ)hJ)
H
]H
, [D`]sj = K
`
M (τs−τj), andK
′′
M (0) = −4pi
2(M2−1)
3 .
Denote
D =
 D0
1√
|K′′M (0)|
D1
− 1√
|K′′M (0)|
D1 − 1|K′′M (0)|D2
 ∈ C2JK×2JK .
Thus, as long as D is invertible, one can obtain αj and βj . To show the invertibility of D, we
first show that ED is invertible under the minimum separation condition in Lemma 5.1. Then, in
Lemma 5.3, we verify that D is invertible with high probability after arguing that D is close to
ED given enough measurements in Lemma 5.2. Defining
E(n) =

ei2pinτ1
...
ei2pinτJ
−i2pin√
|K′′M (0)|
ei2pinτ1
...
−i2pin√
|K′′M (0)|
ei2pinτJ

,
we have
D =
1
M
2M∑
n=−2M
((
gM (n)E(n)E(n)
H
)⊗ (bnbHn ))
and
ED =
1
M
2M∑
n=−2M
((
gM (n)E(n)E(n)
H
)⊗ IK)
= D′ ⊗ IK ,
where
D′ =
 D
′
0
1√
|K′′M (0)|
D′1
− 1√
|K′′M (0)|
D′1 − 1|K′′M (0)|D
′
2
 ∈ C2J×2J
with [D′`]sj = K`M (τs − τj).
Lemma 5.1. Suppose that ∆τ ≥ 1M . Then, ED is invertible and
‖I2JK − ED‖ ≤ 0.3623,
‖ED‖ ≤ 1.3623,∥∥∥(ED)−1∥∥∥ ≤ 1.568.
The proof of Lemma 5.1 is given in Appendix B. We denoteD′−1 =
[
L′ R′
]
, where L′ ∈ C2J×J
and R′ ∈ C2J×J . To have a concentration of measure result for D as given in the following lemma,
we note that
D − ED = 1
M
2M∑
n=−2M
((
gM (n)E(n)E(n)
H
)⊗ (bnbHn − IK)) ,
which is a sum of independent matrices of zero mean. It is derived in Lemma 2 of [31].
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Lemma 5.2. [31] For any ε1 ∈ (0, 0.6376), 0 < δ1 < 1, if M ≥ 80µJKε21 log
(
4JK
δ1
)
and ∆τ ≥ 1M ,
then ‖D − ED‖ ≤ ε1 with probability at least 1− δ1.
Lemma 5.3. Under the assumptions of Lemma 5.2, D is invertible with probability at least 1− δ1.
Proof.
‖I2JK −D‖ ≤ ‖I2JK − ED‖ + ‖ED −D‖
≤ 0.3623 + ε1
< 1,
where the first inequality uses the triangle inequality, and the second inequality follows from Lem-
mas 5.1 and 5.2.
For ε1 > 0, we define the event E1,ε1 = {‖D − ED‖ ≤ ε1}. The following lemma will also be
useful later in our analysis.
Lemma 5.4. [19, 31] Under the event E1,ε1 with ε1 ∈
(
0, 14
]
, we have∥∥D−1 − (ED)−1∥∥ ≤ 2∥∥(ED)−1∥∥2 ε1,
and ∥∥D−1∥∥ ≤ 2 ∥∥(ED)−1∥∥ .
Therefore, the construction of the dual polynomial ensures that condition (12) is satisfied auto-
matically. It should also be pointed out that Lemma 5.3 essentially guarantees that the set formed
in the second condition of Proposition 2.1 is linearly independent. In the following subsection, we
focus on showing (13): ‖q(τ)‖2 < 1 for all τ /∈ D. The proof is partitioned into the following three
major steps:
• Showing that the random dual polynomial q(τ) concentrates around q(τ) on a discrete set
ΩGrid.
• Then, showing that the random dual polynomial q(τ) concentrates around q(τ) everywhere
in [0, 1).
• Eventually, showing that ‖q(τ)‖ < 1, τ /∈ D.
This proof strategy was first developed in [19] for compressed sensing off the grid, and was later
adopted by [20,21] for line spectrum estimation with multiple measurement vectors and by [31] for
blind sparse spikes deconvolution.
5.3 Showing (13)
We first show that q`(τ) concentrates around q`(τ) on a finite discrete set ΩGrid, whose size |ΩGrid|
will be determined later on. For this purpose, we introduce
V `(τ) =
1√|K ′′M (0)|`

K`M (τ − τ1)H
...
K`M (τ − τJ)H
1√
|K′′M (0)|
K`+1M (τ − τ1)H
...
1√
|K′′M (0)|
K`+1M (τ − τJ)H

17
=
1
M
2M∑
n=−2M
gM (n)
(
−i2pin√|K ′′M (0)|
)`
e−i2pinτE(n)⊗ bnbHn ∈ C2JK×K .
Taking the expectation of the above leads to
EV `(τ) =
1
M
2M∑
n=−2M
gM (n)
(
−i2pin√|K ′′M (0)|
)`
e−i2pinτE(n)⊗ IK
=
1√|K ′′M (0)|`

K`M (τ − τ1)∗
...
K`M (τ − τJ)∗
1√
|K′′M (0)|
K`+1M (τ − τ1)∗
...
1√
|K′′M (0)|
K`+1M (τ − τJ)∗

⊗ IK
=: v`(τ)⊗ IK .
Setting D−1 =
[
L R
]
, with L,R ∈ C2JK×JK and using the fact that
D
[
α√|K ′′M (0)|β
]
=
[
h
0JK×1
]
,
we have
1√|K ′′M (0)|`q`(τ) =
J∑
j=1
1√|K ′′M (0)|`K`M (τ − τj)αj +
J∑
j=1
√
|K ′′M (0)|
1√|K ′′M (0)|`+1K`+1M (τ − τj)βj
= V `(τ)
HD−1
[
h
0JK×1
]
= V `(τ)
HLh.
We decompose V `(τ)
HLh into three parts as follows:
V `(τ)
HLh = (V `(τ)− EV `(τ) + EV `(τ))H
(
L−L′ ⊗ IK +L′ ⊗ IK
)
h
= [EV `(τ)]H
(
L′ ⊗ IK
)
h+ (V `(τ)− EV `(τ))HLh+ [EV `(τ)]H
(
L−L′ ⊗ IK
)
h
= [EV `(τ)]H
(
L′ ⊗ IK
)
h+ I`1(τ) + I
`
2(τ),
where we have defined
I`1(τ) = (V `(τ)− EV `(τ))HLh,
I`2(τ) = [EV `(τ)]
H (L−L′ ⊗ IK)h.
For the first term [EV `(τ)]H (L′ ⊗ IK)h above, we notice that
[EV `(τ)]H
(
L′ ⊗ IK
)
h = (v`(τ)⊗ IK)H(L′ ⊗ IK)h
= (v`(τ)⊗ IK)H
[
L′ ⊗ IK R′ ⊗ IK
] [ h
0JK×1
]
= (v`(τ)⊗ IK)H
(
D′ ⊗ IK
)−1 [ h
0JK×1
]
= (v`(τ)⊗ IK)H
[
α√|K ′′M (0)|β
]
,
(23)
18
where α =
[
αH1 · · · αHJ
]H
and β =
[
β
H
1 · · · βHJ
]H
. Matching (23) to (22), we have
[EV `(τ)]H
(
L′ ⊗ IK
)
h =
1√|K ′′M (0)|`q`(τ).
As a consequence, we obtain the following decomposition for 1√
|K′′M (0)|
`q
`(τ):
1√|K ′′M (0)|`q`(τ) =
1√|K ′′M (0)|`q`(τ) + I`1(τ) + I`2(τ). (24)
We now present the roadmap for the rest of the proof. First, we demonstrate that
∥∥I`1(τ)∥∥2 and∥∥I`2(τ)∥∥2 are small on the set of grid points ΩGrid in Sections 5.3.1 and 5.3.2, respectively. Section
5.3.3 combines these facts to establish that 1√
|K′′M (0)|
`q
`(τ) is close to 1√
|K′′M (0)|
`q
`(τ) on ΩGrid.
Finally, in Section 5.3.4, we extend the argument in Section 5.3.3 to the whole continuous domain
[0, 1) and show that ‖q(τ)‖2 < 1, τ ∈ [0, 1) \ D.
5.3.1 Bound
∥∥I`1(τ)∥∥2 on the set of points ΩGrid
In order to bound
∥∥I`1(τ)∥∥2, we will apply the matrix Bernstein inequality by exploiting the ran-
domness of hj . For this purpose, we first need to control
∥∥(V `(τ)− EV `(τ))HL∥∥, which further
requires estimating ‖V `(τ)− EV `(τ)‖. The latter is established in Lemma 5.5, whose proof uses
the matrix Bernstein inequality and is provided in Appendix C.
Lemma 5.5. Fix τ ∈ [0, 1), and let 0 < ε2 < 1. Then, for ` = 0, 1, 2, 3, ‖V `(τ)− EV `(τ)‖ ≤ ε2
holds with probability at least 1− 4δ2 provided that M ≥ 640·42`µJK3ε22 log
(
2JK+K
δ2
)
.
We define the event E2,ε2 = {‖V `(τ)− EV `(τ)‖ ≤ ε2, ` = 0, 1, 2, 3}. The following two lemmas
control
∥∥∥(V `(τ)− EV `(τ))H L∥∥∥ and ‖V `(τ)− EV `(τ)‖F , respectively.
Lemma 5.6. Assume that ε1 ∈ (0, 14 ]. Consider the finite set of grid points ΩGrid = {τd}, whose
cardinality |ΩGrid| will be determined later. We have
P
{
sup
τd∈ΩGrid
∥∥∥(V `(τd)− EV `(τd))H L∥∥∥ ≥ 4ε2, ` = 0, 1, 2, 3
}
≤ |ΩGrid|4δ2 + P
(Ec1,ε1)
provided that M ≥ 640·42`µJK
3ε22
log
(
2JK+K
δ2
)
.
Lemma 5.6 is a consequence of Lemmas 5.4 and 5.5. Its proof is given in Appendix D.
Lemma 5.7. Conditioned on the event E2,ε2, we have
‖V `(τ)− EV `(τ)‖F ≤
√
K ‖V `(τ)− EV `(τ)‖ ≤
√
Kε2.
Based on Lemmas 5.6 and 5.7, the following lemma shows that
∥∥I`1(τ)∥∥2 can be well-controlled
on the set of points ΩGrid with high probability.
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Lemma 5.8. Assume that hj ∈ CK , j = 1, . . . , J , are i.i.d. symmetric random samples from the
complex unit sphere CSK−1. There exists a numerical constant C such that if
M ≥ CµJK max
{
1
ε24
log
( |ΩGrid|JK
δ
)
log2
( |ΩGrid|K
δ
)
, log
(
JK
δ
)}
,
then we have
P
{
sup
τd∈ΩGrid
∥∥∥I`1(τd)∥∥∥
2
≤ ε4, ` = 0, 1, 2, 3
}
≥ 1− 12δ.
We provide the detailed proof in Appendix E, which is based on an application of the matrix
Bernstein inequality for the vector case.
5.3.2 Bound
∥∥I`2(τ)∥∥2 on the set of points ΩGrid
The strategy for bounding
∥∥I`2(τ)∥∥2 is similar to the one in Section 5.3.1. First of all, we use the
following lemma to bound
∥∥∥(L−L′ ⊗ IK)H EV `(τ)∥∥∥2
F
. Its proof is given in Appendix F.
Lemma 5.9. Conditioned on the event E1,ε1 with ε1 ∈ (0, 14 ], we have∥∥∥(L−L′ ⊗ IK)H EV `(τ)∥∥∥2
F
≤ CKε21
for some constant C.
Lemma 5.9 together with the matrix Bernstein inequality ensure that
∥∥I`2(τ)∥∥2 is small on the
set of points ΩGrid with high probability.
Lemma 5.10. Assume that each hj ∈ CK is an i.i.d. symmetric random sample from the complex
unit sphere CSK−1. There exists a numerical constant C such that if
M ≥ CµJK
ε25
log
(
JK
δ
)
log2
( |ΩGrid|K
δ
)
,
we have
P
{
sup
τd∈ΩGrid
∥∥∥I`2(τd)∥∥∥
2
≤ ε5, ` = 0, 1, 2, 3
}
≥ 1− 8δ.
The proof of Lemma 5.10 is provided in Appendix G.
5.3.3 Show that 1√
|K′′M (0)|
`q
`(τ) is close to 1√
|K′′M (0)|
`q
`(τ) on the set of points ΩGrid
Define the event
E =
{
sup
τd∈ΩGrid
∥∥∥∥∥ 1√|K ′′M (0)|`q`(τd)−
1√|K ′′M (0)|`q`(τd)
∥∥∥∥∥
2
≤ ε
3
, ` = 0, 1, 2, 3
}
.
Lemmas 5.8 and 5.10 along with the decomposition (24) immediately result in the following
proposition.
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Proposition 5.1. Assume that ΩGrid ⊂ [0, 1) is a finite set of points. Let δ ∈ (0, 1) be the failure
probability. Then, there exists a numerical constant C such that when
M ≥ CµJK max
{
1
ε2
log
( |ΩGrid|JK
δ
)
log2
( |ΩGrid|K
δ
)
, log
(
JK
δ
)}
,
we have
P(E) ≥ 1− δ.
5.3.4 Show that ‖q(τ)‖2 < 1 everywhere, τ ∈ [0, 1) \ D
The following lemma shows that 1√
|K′′M (0)|
`q
`(τ) is close to 1√
|K′′M (0)|
`q
`(τ) everywhere in [0, 1). The
proof, which involves Bernstein’s polynomial inequality, is given in Appendix H.
Lemma 5.11. Assume that ∆τ ≥ 1M . Then for all τ ∈ [0, 1) and ` = 0, 1, 2, 3, the following holds
with probability at least 1− δ∥∥∥∥∥ 1√|K ′′M (0)|`q`(τ)−
1√|K ′′M (0)|`q`(τ)
∥∥∥∥∥
2
≤ ε
provided that M ≥ CµJK max{ 1
ε2
log
(
MJK
εδ
)
log2
(
MK
εδ
)
, log
(
JK
δ
)}
for some numerical constant
C.
Next, we show that ‖q(τ)‖2 < 1 everywhere, τ ∈ [0, 1) \ D. To do this, define
Ωnear =
J⋃
j=1
[τj − τb,1, τj + τb,1],
Ωfar = [0, 1) \ Ωnear
with τb,1 = 8.245×10−2 1M . An immediate consequence of Lemma 5.11 is the following result, which
verifies that ‖q(τ)‖2 < 1, ∀ τ ∈ Ωfar.
Lemma 5.12. Assume that ∆τ ≥ 1M and that
M ≥ CµJK log
(
MJK
δ
)
log2
(
MK
δ
)
,
for some positive numerical constant C. Then
‖q(τ)‖2 < 1, ∀ τ ∈ Ωfar
with probability at least 1− δ.
Proof. Taking ε = 10−5 in Lemma 5.11, we obtain that
‖q(τ)‖2 ≤ ‖q(τ)− q(τ)‖2 + ‖q(τ)‖2
≤ 10−5 + ‖q(τ)‖2 .
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In order to bound ‖q(τ)‖2, it remains to control ‖q(τ)‖2 for τ ∈ Ωfar. From (23), note that
‖q(τ)‖2 = sup
u:‖u‖2=1
uH
(
[EV (τ)]H (L′ ⊗ IK)h
)
= sup
u:‖u‖2=1
uH
(
(v(τ)⊗ IK)H(L′ ⊗ IK)h
)
= sup
u:‖u‖2=1
J∑
j=1
(
v(τ)HL′
)
(j)(uHsign(cj)hj)
≤ 0.99992,
where for the third line above we have, with some abuse of notation, denoted
(
v(τ)HL′
)
(j) as the
jth entry of the row vector v(τ)HL′. The fourth line follows from the fact that |uHsign(cj)hj | ≤ 1
and from the proof of Lemma 2.4 in [11] for τ ∈ Ωfar. Thus, we have shown
‖q(τ)‖2 < 1, ∀ τ ∈ Ωfar.
The next lemma shows that ‖q(τ)‖2 < 1 when τ ∈ Ωnear.
Lemma 5.13. Assume that τ ∈ Ωnear. Then as long as
M ≥ CµJK log
(
MJK
δ
)
log2
(
MK
δ
)
,
we have
‖q(τ)‖2 < 1, ∀ τ ∈ Ωnear
with probability at least 1− δ.
Proof. First of all, for τj ∈ D, we have d‖q(τ)‖
2
2
dτ |τ=τj = 2〈q′(τj), q(τj)〉R = 0. The Taylor’s expansion
of ‖q(τ)‖22 in the interval [τj − τb,1, τj + τb,1] is given by
‖q(τ)‖22 = ‖q(τj)‖22 +
d ‖q(τ)‖22
dτ
|τ=τj (τ − τj) +
1
2
d2 ‖q(τ)‖22
dτ2
|τ=ξ(τ − τj)2,
for some ξ ∈ [τj − τb,1, τj + τb,1]. This implies that in order to show ‖q(τ)‖2 < 1, τ ∈ Ωnear, it is
sufficient to verify that
1
2
d2 ‖q(τ)‖22
dτ2
=
∥∥q′(τ)∥∥2
2
+ Re
{
q′′(τ)Hq(τ)
}
< 0
for τ ∈ Ωnear. Note that
1
|K ′′M (0)|
∥∥q′(τ)∥∥2
2
=
∥∥∥∥∥ 1√|K ′′M (0)|q′(τ)
∥∥∥∥∥
2
2
=
∥∥∥∥∥ 1√|K ′′M (0)|
(
q′(τ)− q′(τ) + q′(τ))∥∥∥∥∥
2
2
≤ ε2 + 2ε
∥∥∥∥∥ 1√|K ′′M (0)|q′(τ)
∥∥∥∥∥
2
+
∥∥∥∥∥ 1√|K ′′M (0)|q′(τ)
∥∥∥∥∥
2
2
,
22
where the inequality above follows from Lemma 5.11. We also need the following estimate on
‖q′(τ)‖2: ∥∥q′(τ)∥∥
2
≤ 1.5765M
as given in Appendix I. Therefore, we have
1
|K ′′M (0)|
∥∥q′(τ)∥∥2
2
< ε2 + 1.7383ε+
∥∥∥∥∥ 1√|K ′′M (0)|q′(τ)
∥∥∥∥∥
2
2
= ε2 + 1.7383ε+
1
|K ′′M (0)|
∥∥q′(τ)∥∥2
2
,
where the inequality above follows from the fact that 1√|K′′M (0)| <
1
M
√
3
pi2
for M ≥ 2.
Next, we bound 1|K′′M (0)|Re
{
q′′(τ)Hq(τ)
}
:
1
|K ′′M (0)|
Re
{
q′′(τ)Hq(τ)
}
= Re
{(
1
|K ′′M (0)|
(
q′′(τ)− q′′(τ))+ 1|K ′′M (0)|q′′(τ)
)H
(q(τ)− q(τ) + q(τ))
}
= Re
{(
1
|K ′′M (0)|
(
q′′(τ)− q′′(τ)))H (q(τ)− q(τ))}+ Re{( 1|K ′′M (0)|q′′(τ)
)H
q(τ)
}
+ Re
{(
1
|K ′′M (0)|
(
q′′(τ)− q′′(τ)))H q(τ)}+ Re{( 1|K ′′M (0)|q′′(τ)
)H
(q(τ)− q(τ))
}
≤ ε2 + 4.2498ε+ Re
{(
1
|K ′′M (0)|
q′′(τ)
)H
q(τ)
}
,
where in the last inequality we have used Lemma 5.11, the fact that ‖q(τ)‖2 ≤ 1.0361 for τ ∈ Ωnear,
and the fact that ‖q′′(τ)‖2 ≤ 21.1451M2 for τ ∈ Ωnear from Appendix I. Thus, we have
1
|K ′′M (0)|
1
2
d2 ‖q(τ)‖22
dτ2
=
1
|K ′′M (0)|
{∥∥q′(τ)∥∥2
2
+ Re
{
q′′(τ)Hq(τ)
}}
< 2ε2 + 5.9881ε+
1
|K ′′M (0)|
{∥∥q′(τ)∥∥2
2
+ Re
{
q′′(τ)Hq(τ)
}}
≤ 2ε2 + 5.9881ε+ 1|K ′′M (0)|
(−0.3756M2)
< 2ε2 + 5.9881ε− 0.0285
< 0,
where in the fourth line above we have used the fact that ‖q′(τ)‖22+Re
{
q′′(τ)Hq(τ)
} ≤ −0.3756M2
from Appendix I; see also [21] for a similar argument. The fifth line follows because |K ′′M (0)| <
4pi2M2
3 and the last line follows by choosing ε small enough, say ε = 10
−5. This completes the proof
of Lemma 5.13.
Combining Lemmas 5.12 and 5.13 immediately shows that ‖q(τ)‖2 < 1 everywhere, τ ∈ [0, 1)\D.
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6 Conclusions
In this paper, we developed a new model for non-stationary blind super-resolution. In our model,
the problem is naturally non-convex. Using the lifting trick, we formulated the problem as a convex
program under a subspace assumption for the unknown waveforms. A sample complexity bound
that is proportional to the number of degrees of freedom in the problem was derived for exact
recovery under the condition that the locations of the point sources are sufficiently separated.
Numerical simulations were provided to validate our proposed approach. Future directions include
extending our model and provable recovery guarantee to the noisy data case, testing our proposed
approach for real data applications such as blind super-resolution for single-molecule imaging, and
relaxing the subspace assumption to a sparse dictionary model.
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A Proof of Proposition 2.1
The proof strategy follows quite straightforwardly from that in Proposition II.4 of [19]. First of all,
any dual vector λ satisfying (12) and (13) in Proposition 2.1 is dual feasible. To see this, note that
‖B∗ (λ) ‖∗A = sup
‖X‖A≤1
〈B∗ (λ) ,X〉R
= sup
τ∈[0,1),‖h‖2=1
〈B∗ (λ) ,ha(τ)H〉R
= sup
τ∈[0,1),‖h‖2=1
〈∑
n
λ(n)bne
H
n ,ha(τ)
H
〉
R
= sup
τ∈[0,1),‖h‖2=1
Re(hHq(τ))
≤ sup
τ∈[0,1)
‖q(τ)‖2
≤ 1.
Here, the second equality comes from the fact that the atoms
{
ha(τ)H
}
comprise all of the extremal
points of the atomic unit ball {X : ‖X‖A ≤ 1}. Furthermore, for any λ that satisfies (12) in
Proposition 2.1, we have
〈λ,y〉R = 〈B∗(λ),Xo〉R
=
〈
B∗(λ),
J∑
j=1
cjhja(τj)
H
〉
R
=
J∑
j=1
Re
(
c∗j trace
(
a(τj)h
H
j B∗(λ)
))
=
J∑
j=1
Re
(
c∗jh
H
j q(τj)
)
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=J∑
j=1
Re
(
c∗j sign(cj)
)
=
J∑
j=1
|cj | ≥ ‖Xo‖A,
where the fifth line follows from (12) in Proposition 2.1, and the last line follows from the definition
of the atomic norm. On the other hand, by Ho¨lder’s inequality, we have
〈λ,y〉R = 〈B∗(λ),Xo〉R
≤ ‖B∗(λ)‖∗A ‖Xo‖A
≤ ‖Xo‖A .
This implies that any λ satisfying (12) and (13) also satisfies 〈λ,y〉R = ‖Xo‖A. Therefore, we have
shown that the primal and dual problems have zero duality gap achieved by the primal feasible
solution Xo and dual feasible solution λ, which means that λ is dual optimal and Xo is primal
optimal.
Finally, as we show below, condition (13) ensures that Xo is the unique optimal solution. To
see this, suppose that there exists another optimal solution X˜ =
∑
j c˜jh˜ja(τ˜j)
H . Then we can see
that
〈λ,y〉R =
〈
B∗(λ), X˜
〉
R
=
〈
B∗(λ),
∑
j
c˜jh˜ja(τ˜j)
H
〉
R
=
∑
τj∈D
Re
(
c˜∗j h˜
H
j q(τ˜j)
)
+
∑
τ` /∈D
Re
(
c˜∗` h˜
H
` q(τ˜`)
)
<
∑
τj∈D
|c˜j |+
∑
τ` /∈D
|c˜`|
= ‖X˜‖A.
To show that {cjhj} are also unique, we can form the following linear system of equations:a(τ1)
He−2MbH−2M · · · a(τJ)He−2MbH−2M
...
. . .
...
a(τ1)
He2Mb
H
2M · · · a(τJ)He2MbH2M

c1h1...
cJhJ
 =
y(−2M)...
y(2M)
 .
The linearly independent condition in Proposition 2.1 ensures that {cjhj , j = 1, · · · , J} are unique.
Thus, Xo is the unique optimal solution of the atomic norm minimization (9) if conditions (12),
(13), and the linearly independent condition are satisfied.
B Proof of Lemma 5.1
We need the following supporting lemmas for proving Lemma 5.1.
Lemma B.1. For arbitrary two matrices A and B, the non-zero singular values of their Kronecker
product A⊗B are σi(A)σj(B), where σi(A) and σj(B) are the non-zero singular values of A and
B, respectively. In particular, we have
‖A⊗B‖ = ‖A‖ ‖B‖ .
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Lemma B.2. [11] Suppose ∆τ ≥ 1M . Then D′ is invertible and∥∥I2J −D′∥∥ ≤ 0.3623,∥∥D′∥∥ ≤ 1.3623,∥∥D′−1∥∥ ≤ 1.568.
According to Lemma B.1, we have
‖ED‖ = ∥∥D′ ⊗ IK∥∥
=
∥∥D′∥∥
≤ 1.3623
and
‖I2JK − ED‖ =
∥∥(I2J −D′)⊗ IK∥∥
=
∥∥I2J −D′∥∥
≤ 0.3623.
As a result, we have ∥∥∥(ED)−1∥∥∥ ≤ 1.568.
C Proof of Lemma 5.5
We use the matrix Bernstein inequality for proving Lemma 5.5.
Lemma C.1. [38] (Matrix Bernstein: Rectangular Case) Consider a finite sequence {Xk} of
independent, random matrices with dimension d1 × d2. Assume that each random matrix satisfies
EXk = 0 and ‖Xk‖ ≤ R almost surely.
Define
σ2 := max
{
‖
∑
k
E(XkXHk )‖, ‖
∑
k
E(XHk Xk)‖
}
.
Then, for all t ≥ 0,
P
{
‖
∑
k
Xk‖ ≥ t
}
≤ (d1 + d2) · exp
( −t2/2
σ2 +Rt/3
)
≤
{
(d1 + d2) exp
(
−3t2
8σ2
)
, t ≤ σ2/R
(d1 + d2) exp
(−3t
8R
)
, t ≥ σ2/R.
First of all, we can write
V `(τ)− EV `(τ) = 1
M
2M∑
n=−2M
gM (n)
 −i2pin√
|K ′′M (0)|
` e−i2pinτE(n)⊗ (bnbHn − IK)
=
2M∑
n=−2M
Y `n,
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where we have defined
Y `n =
1
M
gM (n)
 −i2pin√
|K ′′M (0)|
` × e−i2pinτE(n)⊗ (bnbHn − IK) .
It is easy to see that
{
Y `n
}
are independent random matrices with zero mean due to the isotropy
properties of bn. Thus, we apply the matrix Bernstein inequality for bounding ‖V `(τ)− EV `(τ)‖.
Before establishing this, we need to compute the quantities R and σ2 in the matrix Bernstein
inequality. The following elementary bound [11,19] will be useful at this moment:
‖gM (n)‖∞ ≤ 1,∣∣∣∣∣∣ 2pin√|K ′′M (0)|
∣∣∣∣∣∣ ≤ 4, when M ≥ 2,
and
‖E(n)‖22 ≤ 14J, when M ≥ 4.
Thus, we have
∥∥∥Y `n∥∥∥ =
∥∥∥∥∥∥∥
1
M
gM (n)
 −i2pin√
|K ′′M (0)|
` e−i2pinτE(n)⊗ (bnbHn − IK)
∥∥∥∥∥∥∥
≤ 1
M
4` ‖E(n)‖2
∥∥bnbHn − IK∥∥
≤ 1
M
4`
√
14J max {µK, 1}
≤ 4
`+1
√
JµK
M
=: R,
where the second line uses the fact that ‖gM (n)‖∞ ≤ 1, | −i2pin√|K′′M (0)| | ≤ 4 and ‖A⊗B‖ = ‖A‖ ‖B‖
for arbitrary two matrices A and B. The third line follows from the fact that ‖E(n)‖22 ≤ 14J and
‖A−B‖ ≤ max {‖A‖ , ‖B‖} for two positive semidefinite matrices A and B. The fourth line uses
the assumption that µK ≥ 1.
Then, we compute the variance term
∥∥∥∥∥∑
n
EY `n
H
Y `n
∥∥∥∥∥ = 1M2
∥∥∥∥∥∥∥
2M∑
n=−2M
E|gM (n)|2
∣∣∣∣∣∣ −i2pin√|K ′′M (0)|
∣∣∣∣∣∣
2`
× (EHn ⊗ (bnbHn − IK)) (En ⊗ (bnbHn − IK))
∥∥∥∥∥∥∥
≤ 1
M2
42`
∥∥∥∥∥
2M∑
n=−2M
‖En‖22 E(bnbHn − IK)2
∥∥∥∥∥
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≤ 4
2`µK
M2
∥∥∥∥∥
2M∑
n=−2M
‖En‖22 IK
∥∥∥∥∥
=
42`µK
M2
2M∑
n=−2M
‖En‖22
≤ 80 · 4
2`µJK
M
=: σ2,
where the second line follows from the fact that ‖gM (n)‖∞ ≤ 1 and | −i2pin√|K′′M (0)| | ≤ 4, the third line
uses the fact that ‖bn‖22 bnbHn  µKbnbHn , µK ≥ 1 and that EbnbHn = IK due to the incoherence
property (15) and the isotropy property (14), and the last inequality uses the fact that ‖E(n)‖22 ≤
14J when M ≥ 4.
Applying Lemma C.1, we can see that for a fixed `,
P
{
‖
∑
n
Y `n‖ ≥ ε2
}
≤ (2JK +K) · exp
(−3ε22
8σ2
)
.
In order to make this failure probability less than δ2, we require
log
(
(2JK +K) · exp
(−3ε22
8σ2
))
≤ log δ2,
which leads to the following bound on M ,
M ≥ 640 · 4
2`µJK
3ε22
log
(
2JK +K
δ2
)
.
Applying a union bound for ` = 0, 1, 2, 3, we obtain that
P
{
‖
∑
n
Y `n‖ ≥ ε2, ` = 0, 1, 2, 3
}
≤ 4δ2,
provided that M ≥ 640·42`µJK
3ε22
log
(
2JK+K
δ2
)
. This completes the proof.
D Proof of Lemma 5.6
In Lemma 5.5, we showed that for ` = 0, 1, 2, 3, ‖V `(τ)− EV `(τ)‖ ≤ ε2 with probability at least
1−4δ2 provided M ≥ 640·42`µJK3ε22 log
(
2JK+K
δ2
)
. Conditioned on the events E1,ε1 with ε1 ∈ (0, 14 ] and⋂
τd∈ΩGrid
{‖V `(τd)− EV `(τd)‖ ≤ ε2, ` = 0, 1, 2, 3}
we have ∥∥∥(V `(τd)− EV `(τd))H L∥∥∥ ≤ ‖V `(τd)− EV `(τd)‖ ‖L‖
≤ ‖V `(τd)− EV `(τd)‖
∥∥D−1∥∥
≤ ε22
∥∥(ED)−1∥∥
≤ 4ε2,
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where the third line uses the fact that L is a submatrix of D−1, and the fourth and fifth lines follow
from Lemmas 5.4 and 5.1, respectively.
Applying the union bound leads to
P
{
sup
τd∈ΩGrid
∥∥∥(V `(τd)− EV `(τd))H L∥∥∥ ≥ 4ε2, ` = 0, 1, 2, 3
}
≤ |ΩGrid|4δ2 + P
(Ec1,ε1) .
E Proof of Lemma 5.8
We need the following lemma in the proof of Lemma 5.8.
Lemma E.1. Assume that hj ∈ CK are i.i.d. random samples on the complex unit sphere CSK−1.
Then we have EhjhHj = 1K IK .
Proof. Denote Σ = EhjhHj . By unitary invariance, we have EUhj (Uhj)
H = Σ, which implies
that UΣUH = Σ for any unitary matrix U . This indicates that Σ is diagonal. Furthermore,
if U is a permutation matrix, UΣUH permutes the diagonal entries of Σ. This shows that the
diagonal entries of Σ have equal values. Lastly, trace(Σ) = Etrace(hjhHj ) = 1. Thus, we have
Σ = 1K IK .
For any τd ∈ ΩGrid, define
Q := (V `(τd)− EV `(τd))HL
=
[
Q1 Q2 . . . QJ
]
,
where each block Qj is a K ×K matrix. Also, define the event
E3 :=
{
sup
τd∈ΩGrid
∥∥∥(V `(τd)− EV `(τd))H L∥∥∥ ≤ 4ε2, ` = 0, 1, 2, 3
}
.
We can write
I`1(τd) = (V `(τd)− EV `(τd))HLh
=
∑
j
Qjsign(cj)hj
=:
∑
j
Zj .
Note that EZj = 0K×1 due to the randomness assumption of hj . Before applying the matrix
Bernstein inequality for bounding
∥∥∥∑j Zj∥∥∥, we need to upper bound the operator norm ‖Zj‖ and
compute the variance term appearing in the expression of matrix Bernstein inequality. Conditioned
on E3,
‖Zj‖2 =
∥∥Qjsign(cj)hj∥∥2
≤ ∥∥Qj∥∥
≤ ‖Q‖
≤ 4ε2
=: R
where the third line uses the fact that Qj is a submatrix of Q.
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Next, conditioned on the event E3 (note that event E3 includes event E1,ε1∈(0, 14 ] and E2,ε2), we
bound the variance term:∥∥∥∥∥∥
∑
j
EZHj Zj
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j
E(sign(cj)hj)HQHj Qjsign(cj)hj
∥∥∥∥∥∥
=
∑
j
Etrace
(
QHj Qjhjh
H
j
)
=
∑
j
trace
(
QHj QjE
[
hjh
H
j
])
=
∑
j
trace
(
QHj Qj
1
K
IK
)
=
1
K
‖Q‖2F ,
where the third line follows by exchanging the order of the trace operation and expectation, the
fourth line uses Lemma E.1. Furthermore, we can bound 1K ‖Q‖2F as follows:
1
K
‖Q‖2F ≤
1
K
∥∥LH∥∥2 ‖V `(τd)− EV `(τd)‖2F
≤ 4 · 1.568
2
K
Kε22
≤ 12ε22
=: σ2,
where the first line follows from the fact that ‖AB‖2F ≤ ‖A‖2 ‖B‖2F for arbitrary two matrices A
and B, the second line follows from the fact that L is a submatrix of D−1 and Lemmas 5.7, 5.4
and 5.1.
Applying the matrix Bernstein inequality and the union bound, we get
P
{
sup
τd∈ΩGrid
∥∥∥I`1(τd)∥∥∥
2
≥ ε4
∣∣∣∣∣E3
}
≤ |ΩGrid|P
‖∑
j
Zj‖ ≥ ε4
∣∣∣∣∣E3

≤ |ΩGrid|(K + 1) · exp
( −ε24/2
σ2 +Rε4/3
)
≤
{
|ΩGrid|(K + 1) exp
(−3ε24
8σ2
)
, ε4 ≤ σ2/R
|ΩGrid|(K + 1) exp
(−3ε4
8R
)
, ε4 ≥ σ2/R.
Taking ε22 =
640·42`µJK
3M log
(
2JK+K
δ2
)
and applying Lemma 5.6 yield
P
{
sup
τd∈ΩGrid
∥∥∥I`1(τd)∥∥∥
2
≥ ε4
}
≤

|ΩGrid|(K + 1) exp
(−3ε24
8σ2
)
+ |ΩGrid|4δ2 + P
(Ec1,ε1) , ε4 ≤ σ2/R
|ΩGrid|(K + 1) exp
(−3ε4
8R
)
+ |ΩGrid|4δ2 + P
(Ec1,ε1) , ε4 ≥ σ2/R.
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According to Lemmas 5.5 and 5.6, for the second term |ΩGrid|4δ2 ≤ δ, it is sufficient to have
M ≥ 640 · 4
2`µJK
3ε22
log
(
4|ΩGrid|(2JK +K)
δ
)
.
To make the failure probability less than or equal to δ for the first term, we choose
96ε22 =
3ε24
log
( |ΩGrid|(K+1)
δ
) , ε4 ≤ σ2/R,
32ε2 =
3ε4
log
( |ΩGrid|(K+1)
δ
) , ε4 ≥ σ2/R.
Equivalently, when ε4 ≤ σ2/R, one has
M ≥ 640 · 4
2`µJK
3ε22
log
(
4|ΩGrid|(2JK +K)
δ
)
=
640 · 96 · 42`µJK
9ε24
log
(
4|ΩGrid|(2JK +K)
δ
)
log
( |ΩGrid|(K + 1)
δ
)
.
When ε4 ≥ σ2/R, one has
M ≥ 640 · 4
2`µJK
3ε22
log
(
4|ΩGrid|(2JK +K)
δ
)
=
322 · 640 · 42`µJK
27ε24
log
(
4|ΩGrid|(2JK +K)
δ
)
log2
( |ΩGrid|(K + 1)
δ
)
.
Finally, according to Lemma 5.2, for the third term P
(Ec1,ε1) ≤ δ, we have
M ≥ 80µJK
ε21
log
(
4JK
δ
)
.
Setting ε1 =
1
4 , absorbing all of the constants into one and applying the union bound for ` = 0, 1, 2, 3,
we can see that
P
{
sup
τd∈ΩGrid
∥∥∥I`1(τd)∥∥∥
2
≥ ε4, ` = 0, 1, 2, 3
}
≤ 12δ
provided
M ≥ CµJK max
{
1
ε24
log
( |ΩGrid|JK
δ
)
log2
( |ΩGrid|K
δ
)
, log
(
JK
δ
)}
for some constant C.
F Proof of Lemma 5.9
Observe that
‖EV `(τ)‖2F =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
1√|K ′′M (0)|`

K`M (τ − τ1)∗
...
K`M (τ − τJ)∗
1√
|K′′M (0)|
K`+1M (τ − τ1)∗
...
1√
|K′′M (0)|
K`+1M (τ − τJ)∗

⊗ IK
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
F
31
= K
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
1√|K ′′M (0)|`

K`M (τ − τ1)∗
...
K`M (τ − τJ)∗
1√
|K′′M (0)|
K`+1M (τ − τ1)∗
...
1√
|K′′M (0)|
K`+1M (τ − τJ)∗

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
2
≤ CK
for some numerical constant C, where the inequality above follows from proof of Lemma IV.9 in [19].
The key to being able to obtain such a bound of order O(K) is because {τj} are well separated,
implying that the sequence
{
K`M (τ − τj)
}
decreases rapidly if properly ordered. Then, conditioned
on the event E1,ε1 with ε1 ∈ (0, 14 ], we have∥∥∥(L−L′ ⊗ IK)H EV `(τ)∥∥∥2
F
≤
∥∥∥(L−L′ ⊗ IK)H∥∥∥2 ‖EV `(τ)‖2F
≤ (2 · 1.5682ε1)2CK
=: CKε21
for some redefined numerical constant C. The first inequality above uses the fact that ‖AB‖2F ≤
‖A‖2 ‖B‖2F for two arbitrary matrices A and B, and the second inequality above follows from the
fact that L−L′ ⊗ IK is a submatrix of D−1 − ED−1 and from Lemmas 5.4 and 5.1.
G Proof of Lemma 5.10
To begin with, for any τd ∈ ΩGrid, define
Q˜ := [EV `(τd)]H
(
L−L′ ⊗ IK
)
=
[
Q˜1 Q˜2 . . . Q˜J
]
,
where each block Q˜j is a K ×K matrix. Then, we have
I`2(τd) = [EV `(τd)]
H (L−L′ ⊗ IK)h
=
∑
j
Q˜jsign(cj)hj
=:
∑
j
Z˜j .
Again, we bound
∥∥I`2(τd)∥∥2 using the matrix Bernstein inequality. First of all, we have EZ˜j = 0K×1
due to the randomness assumption of hj . Conditioned on E1,ε1 with ε1 ∈ (0, 14 ],∥∥∥Z˜j∥∥∥ = ∥∥∥Q˜jsign(cj)hj∥∥∥
≤ ‖Q˜‖
≤ ∥∥L−L′ ⊗ IK∥∥ ‖EV `(τd)‖
32
=
2 · 1.5682ε1√|K ′′M (0)|`
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

K`M (τ − τ1)∗
...
K`M (τ − τJ)∗
1√
|K′′M (0)|
K`+1M (τ − τ1)∗
...
1√
|K′′M (0)|
K`+1M (τ − τJ)∗

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
≤ Cε1
=: R.
for some small universal constant C. For the variance term, we have∥∥∥∥∥∥
∑
j
EZ˜
H
j Z˜j
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j
E(sign(cj)hj)HQ˜
H
j Q˜jsign(cj)hj
∥∥∥∥∥∥
=
∑
j
Etrace
(
Q˜
H
j Q˜jhjh
H
j
)
=
∑
j
trace
(
Q˜
H
j Q˜jE
[
hjh
H
j
])
=
∑
j
trace
(
Q˜
H
j Q˜j
1
K
IK
)
≤ 1
K
CKε21
= Cε21
=: σ2
where the third line follows by exchanging the trace operation and expectation, the fourth line uses
Lemma E.1, and the fifth line follows from Lemma 5.9.
The matrix Bernstein inequality and the union bound yield
P
{
sup
τd∈ΩGrid
∥∥∥I`2(τd)∥∥∥
2
≥ ε5
∣∣∣∣∣E1,ε1
}
≤ |ΩGrid|P
‖∑
j
Z˜j‖ ≥ ε5
∣∣∣∣∣E1,ε1

≤ |ΩGrid|(K + 1) · exp
( −ε25/2
σ2 +Rε5/3
)
≤
{
|ΩGrid|(K + 1) exp
(−3ε25
8σ2
)
, ε5 ≤ σ2/R
|ΩGrid|(K + 1) exp
(−3ε5
8R
)
, ε5 ≥ σ2/R.
Therefore, we can write
P
{
sup
τd∈ΩGrid
∥∥∥I`2(τd)∥∥∥
2
≥ ε5
}
≤
{
|ΩGrid|(K + 1) exp
(−3ε25
8σ2
)
+ P
(Ec1,ε1) , ε5 ≤ σ2/R
|ΩGrid|(K + 1) exp
(−3ε5
8R
)
+ P
(Ec1,ε1) , ε5 ≥ σ2/R.
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When ε5 ≤ σ2/R, to ensure the first term less than δ, it is sufficient to choose
ε21 =
3ε25
8C log
( |ΩGrid|(K+1)
δ
)
for the same constant C that appears in the variance bound above.
To make the second term P
(Ec1,ε1) less than δ, according to Lemma 5.2, we have
M ≥ 80µJK
ε21
log
(
4JK
δ
)
=
8C · 80µJK
3ε25
log
(
4JK
δ
)
log
( |ΩGrid|(K + 1)
δ
)
=: C
µJK
ε25
log
(
JK
δ
)
log
( |ΩGrid|K
δ
)
with a redefined numerical constant C.
Similarly, when ε5 ≥ σ2/R, to ensure the first term less than δ, we can take
ε1 =
3ε5
8C log
( |ΩGrid|(K+1)
δ
) ,
for the same constant C shown in the bound of
∥∥∥Z˜j∥∥∥.
To make the second term less than δ, we have
M ≥ 80µJK
ε21
log
(
4JK
δ
)
=
(8C)2 · 80µJK
9ε25
log
(
4JK
δ
)
log2
( |ΩGrid|(K + 1)
δ
)
=: C
µJK
ε25
log
(
JK
δ
)
log2
( |ΩGrid|K
δ
)
for a redefined numerical constant C.
Combining the two different cases above and applying the union bound with respect to ` =
0, 1, 2, 3 complete the proof.
H Proof of Lemma 5.11
Denote the pth column of V `(τ) as V `(τ ; p), whose `2-norm can be bounded as follows:
‖V `(τ ; p)‖2 =
∥∥∥∥∥∥ 1M
2M∑
n=−2M
gM (n)
(
−i2pin√|K ′′M (0)|
)`
e−i2pinτE(n)⊗ bnb∗n(p)
∥∥∥∥∥∥
2
≤ (4M + 1)4
`
M
µ
√
K ‖E(n)‖2
≤
√
14 · (4M + 1)4`
M
µ
√
JK
= Cµ
√
JK
34
for some constant C, where we have used the fact that |bn(p)| ≤ √µ in the first inequality and the
fact that ‖E(n)‖22 ≤ 14J when M ≥ 4 in the second inequality.
We define the pth entry of q`(τ) as q`(τ ; p). Conditioned on the event E1,ε1 with ε1 ∈ (0, 14 ], we
have ∣∣∣∣∣ 1√|K ′′M (0)|`q`(τ ; p)
∣∣∣∣∣ = ∣∣V `(τ ; p)HLh∣∣
≤ ‖V `(τ ; p)‖2 ‖L‖ ‖h‖2
≤ CµJ
√
K
for some constant C.
Applying Bernstein’s polynomial inequality [19,39], we have∣∣∣∣∣ 1√|K ′′M (0)|`q`(τa; p)−
1√|K ′′M (0)|`q`(τb; p)
∣∣∣∣∣
≤ |ei2piτa − ei2piτb | sup
z=ei2piτ
∣∣∣∣∣∣∣
d 1√
|K′′M (0)|
`q
`(z; p)
dz
∣∣∣∣∣∣∣
≤ 4pi|τa − τb|2M sup
τ
∣∣∣∣∣ 1√|K ′′M (0)|`q`(τ ; p)
∣∣∣∣∣
≤ CMµJ
√
K|τa − τb|
for some numerical constant C. Therefore, we have∥∥∥∥∥ 1√|K ′′M (0)|`q`(τa)−
1√|K ′′M (0)|`q`(τb)
∥∥∥∥∥
2
≤ CµJKM |τa − τb|
≤ CM2|τa − τb|,
where the second line follows when M ≥ µJK. We choose ΩGrid such that for any τ ∈ [0, 1), there
exists a point τd ∈ ΩGrid with |τ − τd| ≤ ε3CM2 . Note that |ΩGrid| ≤ 3CM
2
ε .
Using such a choice of ΩGrid and conditioned on the event E1,ε1 with ε1 ∈ (0, 14 ] and event E ,
we have ∥∥∥∥∥ 1√|K ′′M (0)|`q`(τ)−
1√|K ′′M (0)|`q`(τ)
∥∥∥∥∥
2
≤
∥∥∥∥∥ 1√|K ′′M (0)|`q`(τ)−
1√|K ′′M (0)|`q`(τd)
∥∥∥∥∥
2
+
∥∥∥∥∥ 1√|K ′′M (0)|`q`(τd)−
1√|K ′′M (0)|`q`(τd)
∥∥∥∥∥
2
+
∥∥∥∥∥ 1√|K ′′M (0)|`q`(τd)−
1√|K ′′M (0)|`q`(τ)
∥∥∥∥∥
2
≤ CM2|τ − τd|+ ε
3
+ CM2|τ − τd|
≤ ε, ∀ τ ∈ [0, 1)
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where the first inequality follows from the triangle inequality, the second inequality follows from
Proposition 5.1. With such a choice of grid size and by applying Proposition 5.1, we can immediately
get the following bound on M :
M ≥ CµJK max
{
1
ε2
log
(
MJK
εδ
)
log2
(
MK
εδ
)
, log
(
JK
δ
)}
with a redefined numerical constant C. This finishes the proof of Lemma 5.11.
I Supplementary Materials for Lemma 5.13
First of all, we record some useful results from the proof of Lemmas 2.3 and 2.4 in [11].
Assume that ∆τ ≥ 1M ,M ≥ 64. Then, we have
0.9539 ≤ K(τ) ≤ 1, τ ∈ [−τb,1, τb,1],
−13.572M2 ≤ K ′′(τ) ≤ −11.692M2, τ ∈ [−τb,1, τb,1],∑
τj∈D
|K ′(τ − τj)| ≤ 1.2722M, τ ∈ [−τb,1, τb,1],
∑
τj∈D
|K ′′′(τ − τj)| ≤ 194.0560M3, τ ∈ [−τb,1, τb,1],
∑
τj∈D\0
|K(τ − τj)| ≤ 6.279× 10−3, τ ∈ Ωnear \ [−τb,1, τb,1],
∑
τj∈D\0
|K ′′(τ − τj)| ≤ 4.2200M2, τ ∈ Ωnear \ [−τb,1, τb,1].
We know that
q(τ) =
J∑
j=1
KM (τ − τj)αj +
J∑
j=1
K ′M (τ − τj)βj .
It was shown in [21] that
1− 8.824× 10−3 = αmin ≤ ‖αj‖2 ≤ αmax = 1 + 8.824× 10−3
and ∥∥βj∥∥2 ≤ βmax = 1.647M × 10−2.
Without loss of generality, in the following, we assume that 0 ∈ D. Thus, we have
‖q(τ)‖2 =
∥∥∥∥∥∥
∑
τj∈D
K(τ − τj)αj +
∑
τj∈D
K ′(τ − τj)βj
∥∥∥∥∥∥
2
≤ αmax
∑
τj∈D
|K(τ − τj)|+ βmax
∑
τj∈D
|K ′(τ − τj)|
≤ 1.008824× (1 + 6.279× 10−3) + 1.647× 10
−2
M
× (1.2722M)
= 1.0361,
36
∥∥q′(τ)∥∥
2
=
∥∥∥∥∥∥
∑
τj∈D
K ′(τ − τj)αj +
∑
τj∈D
K ′′(τ − τj)βj
∥∥∥∥∥∥
2
≤ αmax
∑
τj∈D
|K ′(τ − τj)|+ βmax|K ′′(τ)|+ βmax
∑
τj∈D\0
|K ′′(τ − τj)|
≤ 1.008824× (1.2722M) + 1.647× 10
−2
M
× (13.572M2 + 4.2200M2)
= 1.5765M,
∥∥q′′(τ)∥∥
2
=
∥∥∥∥∥∥
∑
τj∈D
K ′′(τ − τj)αj +
∑
τj∈D
K ′′′(τ − τj)βj
∥∥∥∥∥∥
2
≤ αmax|K ′′(τ)|+ αmax
∑
τj∈D\0
|K ′′(τ − τj)|+ βmax
∑
τj∈D
|K ′′′(τ − τj)|
≤ 1.008824× (13.572M2 + 4.2200M2) + 1.647× 10
−2
M
× (194.0560M3)
= 21.1451M2,
q′′H(τ)q(τ)
=
∑
τj∈D
K ′′(τ − τj)αj +
∑
τj∈D
K ′′′(τ − τj)βj
H
×
∑
τj∈D
K(τ − τj)αj +
∑
τj∈D
K ′(τ − τj)βj

= ‖αk‖22K ′′(τ)K(τ) +αHk K ′′(τ)
∑
τj∈D\0
K(τ − τj)αj
+αHk K
′′(τ)
∑
τj∈D
K ′(τ − τj)βj +
 ∑
τj∈D\0
K ′′(τ − τj)αj
H q(τ)
+
∑
τj∈D
K ′′′(τ − τj)βj
H q(τ).
Now we upper bound the following terms:
‖αk‖22K ′′(τ)K(τ) ≤ α2min × (−11.692M2)× 0.9539
= −10.9570M2,
Re
αHk K ′′(τ) ∑
τj∈D\0
K(τ − τj)αj
 ≤ α2max|K ′′(τ)| ∑
τj∈D\0
|K(τ − τj)|
≤ 1.0088242 × (13.572M2)× (6.279× 10−3)
= 0.0867M2,
37
Re
αHk K ′′(τ) ∑
τj∈D
K ′(τ − τj)βj
 ≤ αmaxβmax|K ′′(τ)|∑
τj∈D
|K ′(τ − τj)|
≤ 1.008824× 1.647× 10
−2
M
× (13.572M2)× (1.2722M)
= 0.2869M2,
Re

 ∑
τj∈D\0
K ′′(τ − τj)αj
H q(τ)
 ≤ αmax ∑
τj∈D\0
|K ′′(τ − τj)| ‖q(τ)‖2
≤ 1.008824× (4.2200M2)× 1.0361
= 4.4109M2,
Re

∑
τj∈D
K ′′′(τ − τj)βj
H q(τ)
 ≤ βmax ∑
τj∈D
|K ′′′(τ − τj)| ‖q(τ)‖2
≤ 1.647× 10
−2
M
× (194.0560M3)× 1.0361
= 3.3115M2.
Combining the above upper bounds, we have
Re(q′′H(τ)q(τ)) ≤ (−10.9570 + 0.0867 + 0.2869 + 4.4109 + 3.3115)M2
= −2.8610M2.
Consequently, we have∥∥q′(τ)∥∥2
2
+ Re(q′′H(τ)q(τ)) ≤ (1.5765M)2 − 2.8610M2
= −0.3756M2.
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