Abstract. We consider a perturbation of an infinite-dimensional Ornstein-Uhlenbeck process by a class of singular nonlinear non-autonomous maximal monotone time-dependent drifts F 0 . The only further assumption on F 0 is that it is bounded by a radially symmetric nonnegative function (of arbitrary growth). First we introduce a new notion of generalized solutions for such equations which we call pseudo-weak solutions and prove that they always exist and obtain some pathwise estimates in terms of the data of the equation. Finally, we prove that their laws are always absolutely continuous with respect to the law of the Ornstein-Uhlenbeck process. In addition, we obtain higher integrability estimates of the associated Girsanov densities. In particular, pseudo-weak solutions always have continuous sample paths. Some of our results concern non-random equations as well, while probabilistic results are new even in finite-dimensional autonomous situations.
Introduction
The aim of this paper is to study solutions to the following stochastic differential equation on a real separable Hilbert space H with an inner product ·, · and the corresponding norm | · | H (1.1) dX t = (AX t + F 0 (t, X t )) dt + σdW t , X 0 = x ∈ H.
Here W t is a cylindrical Wiener process in H on some filtered probability space (Ω, F , F t , P), satisfying the usual conditions of right continuity and P-completeness for all t 0. For the precise setting we refer to Section 2.1. Equation (1.1) can be viewed as a nonlinear non-autonomous perturbation of the stochastic differential equation corresponding to an Ornstein-Uhlenbeck process. In fact it is a long standing open problem to find (close to) optimal conditions on F 0 so that (1.1) has a solution under the usual condition that A generates a C 0 -semigroup on A (see e.g. [8] , [5] and the references therein). A natural condition is to assume that F 0 (t, ·) is the minimal section of a maximal monotone multivalued map on some domain D F ⊂ H (see [5] ). If F 0 is maximal monotone with D F = H, then rewriting (1.1) as the random equation (1.2) dZ t = AZ t + F 0 (t, Z t + W 0,A,σ (t)) dt, Z 0 = x, where Z t = X t − W 0,A,σ (t) and W 0,A,σ solves (1.1) for F 0 ≡ 0, x = 0, one easily obtains a unique solution by classical results due to Rockafellar and Kato/Komura (see [24] and [13] , [14] respectively). However, this case excludes many interesting examples. Therefore, (as in [5] , [8] ) we include the case D F ⊂ H. The first main result of this paper is that for such F 0 , if A is strictly dissipative, (1.1) and the underlying Ornstein-Uhlenbeck process takes values in D F dt ⊗ P-a.e., then (1.1) always has a solution in a generalized sense under some (non-polynomial) growth condition on F 0 . We introduce such generalized solutions and call them pseudo-weak solutions in Section 3.1 below.
The main parts of the paper include a proof of existence of pseudo-weak solutions, pathwise a priori estimates of these solutions in Section 4, a proof of absolute continuity of the law of these solutions with respect to the law of the Ornstein-Uhlenbeck process, and finally integral estimates of the corresponding Radon-Nikodym density in Section 5. Our approach can be interpreted as an extension of the classical use of Girsanov transformation to find a solution for a stochastic differential equation with a nonzero (but at most linearly growing) drift. The main idea behind results such as Theorem 2.8 is that we can find a suitable finite generalized moment for the solutions by looking at the behavior of the nonlinearity F 0 at infinity.
We would like to comment on some of the previous results both in terms of the assumptions we make and the techniques we use. We describe the setting in Section 2.1 in detail, including the assumptions on the coefficients of the non-autonomous equation (1.1). The approach we use does not rely on an invariant measure (which is not available for non-autonomous equations), and therefore we do not use typical assumptions such as finite moments of the invariant measure and on integrability properties of the nonlinear drift with respect to this measure. The paper consists of three major parts which are intertwined: we introduce a notion of pseudo-weak solutions to (1.1) in Section 2.2, and prove their existence in Section 5.1. We use monotonicity of the coefficients of the equation to prove a priori pathwise bounds in Theorem 2.8.
In general one expects that Assumptions 2.1 and 2.3 below would imply uniqueness (appealing to Gronwall's lemma), but this seems out of reach for now in a general setting such as ours. For pathwise uniqueness one of the best available results in our case is [6] , where the assumptions are more restrictive: A is assumed to be symmetric, and the approximations to the equation are not just Yosida, but also finite-dimensional, thus introducing certain restrictions on the results. For weak (martingale solutions) uniqueness we refer to [25] , where A is assumed to be symmetric in addition to other assumptions on the nonlinearity F 0 . For results on uniqueness for analytically weak solutions with non-Lipschitz coefficients see [20] . We refer to [3, 5] for a discussion of when and how martingale solutions to (1.1) can be constructed, and for more details on such solutions. Finally, we observe that Assumption 2.1 on the operator A is satisfied for reaction-diffusion equations as in [5, Section 9.2] .
The motivation for our study includes a better understanding of equations such as (1.1) with time dependent drifts of not necessarily polynomial growth. Note that our results can be considered as an improvement of infinite-dimensional estimates by Gatarek and Go ldys in [11, 12] , or even of finite-dimensional estimates by Krylov [16] and [17, Chapter IV, §3] (see also [18] ).
Setting and main results
2.1. Setting and assumptions. Let H be a real separable Hilbert space with an inner product ·, · and the corresponding norm | · | H . We denote the space of bounded linear operators equipped with the operator norm · by B (H). The Hilbert-Schmidt norm is denoted by · HS . We suppose that the coefficients A, F and B in Equation (1.1) satisfy the following assumptions. 
and for any α > 0 and t ∈ [0, ∞)
We refer to [1, Section II.3] and [2, Chapter 3] for basic facts about dissipative maps, as well as to the exposition in [28] . In particular, it is known that in a Hilbert space a map is m-dissipative if and only if it is maximal dissipative, that is, it has no proper dissipative extensions. By [1, Proposition 3.5(iv), Chapter II] for any (t, x) ∈ [0, ∞) × D F , the set F (t, x) is non-empty, closed and convex, and so we can consider a well-defined map
Using the Yosida approximation to F described in Section 3 we see that the function F 0 (t, x) is Borel-measurable.
The next assumption is similar to the ones introduced in [7, 12] .
Assumption 2.4. We assume that there is an increasing function
We are mostly interested in the case when lim u→∞ a (u) = ∞. [23] assumes that F α is continuous in time, but it is clear that this assumption is not essential, and it is enough to assume joint measurability in time and space, and Lipschitz continuity in space, with the Lipschitz constant uniform in time, which holds for F α (see Section 3.2 below). The stochastic differential equation
has a mild solution X x α,t = X α (t, x) , t 0. Even though we have dependence on α in this equation, we will prove (2.5) below with the right hand side not depending on α, so that we can take the sup over all α. Z In what follows, unless stated otherwise, a pseudo-weak limit means an L 0 ([0, ∞) × Ω; H; dt × P)-pseudo-weak limit, in the sense of Definition 3.1 below.
Definition 2.5. An adapted H-valued process X x t is a pseudo-weak solution to (1.1) if it is a pseudo-weak limit point of the approximating processes X x α,t defined in (2.4). Remark 2.6. Obviously, such pseudo-weak limit points are automatically adapted. Surprisingly, by Theorem 2.10 below they are also automatically continuous in H P-a.s.
The main results of our paper are summarized in the following three theorems. We start with pathwise a priori estimates. For this purpose we introduce the space M:
(1) ϕ is a strictly increasing convex function which is C 2 on (0, ∞); (2) the limit
For the properties of functions in the space M we refer to the statements and examples in Section 4.
Theorem 2.8 (Uniform pathwise a priori ϕ-estimates). Under Assumptions 2.1, 2.2, 2.3, 2.4, for every ϕ ∈ M we have the following estimates for any pseudo-weak solution
Here K ϕ (t) and K ϕ,β,a (t) are random functions defined in Notation 4.5 below. These functions only depend on β, σ, A and a. 
Theorem 2.9 (Pseudo-weak solutions). Under Assumptions 2.1, 2.2, 2.3, 2.4, there exists a pseudo-weak solution
In the next theorem we prove a Girsanov-type result with respect to the law of the Ornstein-Uhlenbeck process W x,A,σ defined by (4.1) below. 
We prove Theorem 2.8 in Section 4 and Theorem 2.9 in Section 5, where we provide more detailed statements as well. These results are illustrated by Examples 4.2, 4.3 4.4 and 5.4. Note that Theorem 2.10 addresses the absolute continuity of the laws which is a long-standing question that has been implicitly stated in a number of publications such as [26, 27] .
3. Preliminaries: Pseudo-weak convergence and Yosida approximations 3.1. Pseudo-weak convergence. Let (S, F , µ) be a σ-finite measure space and H a separable real Hilbert space with an inner product ·, · and the corresponding norm | · | H . Let L 2 (S; H, µ) denote the space of H-valued square-integrable functions on S. Below for A ∈ F we set µ A := ½ A µ.
is pseudo-weakly convergent to F , denoted by
if there exists a strictly increasing continuous function ψ 0 : R → R such that ψ 0 (0) = 0 and for ψ : H → H defined by
for any A ∈ F with µ(A) < ∞, where "− −− ⇀ n→∞ " as usual denotes weak convergence in a Banach space. In this case we say that F is an L 0 (S; H, µ)-pseudo-weak limit of the sequence
(1) Typical examples for ψ 0 above are ψ 0 (r) = r or ψ 0 (r) = r 1+|r| , r ∈ R. So, in particular weak convergence implies pseudo-weak convergence. (2) Observe that the pseudo-weak limit is unique, that is, if
implies pseudo-weak convergence, but these two types of convergence are not equivalent in general.
Proof. The assertion is an easy consequence of the Banach-Saks Theorem applied to the Hilbert space L 2 (S; H, µ). Here, however, we include a more elementary proof based on Fatou's Lemma. Recall that H is assumed to be separable, therefore there exists a sequence h n ∈ H, n ∈ N such that
Then we have that for µ-a.e. y ∈ S and all k ∈ N h k , F (y) lim sup n→∞ |F n (y)| H and the assertion follows.
Proof. Let A ∈ F , µ(A) < ∞ and ψ 0 , ψ as in Definition 3.1. Then by Proposition 3.3 applied with µ A replacing µ we have that on the set
Applying the inverse of ψ 0 to both sides of this inequality and using that µ is σ-finite proves the desired result.
then there exists F ∈ L 0 (S; H, µ) such that for some subsequence {n k } k∈N
Proof. Let ψ 0 be any ψ 0 as in Definition 3.1 which is bounded and let B R (0) denote the open ball in H with centre 0 and radius R ∈ (0, ∞). Define ψ −1 :
0 is the inverse function of ψ 0 . Then ψ −1 is easy to check to be the inverse map of ψ with ψ as in (3.1). Now let A ∈ F , µ(A) < ∞, and
. Since a subsequence of the Cesaro mean of a subsequence of (V n k ) k∈N converges µ A -a.e. to V and since µ is σ-finite, V does not depend on A. By Proposition 3.3 we have on {V = 0}
hence µ-a.e. by the σ-finiteness of µ, and thus by assumption V ∈ B |ψ 0 | ∞ (0) and
is well-defined. Obviously, by definition
3.2. Yosida approximations to F and A. Recall that to define pseudo-weak solutions in Definition 2.5, we used the Yosida approximation to F satisfying Assumption 2.3. While there are standard references for this approximation such as [1, 2, 4] ), and in the setting similar to the one considered in this paper in [5, 6, 28] , we include details for completeness: Fix t ∈ [0, ∞) and set F := F (t, ·). Then for any α > 0 we define
Then each F α is single-valued, dissipative, Lipschitz continuous with Lipschitz constant less than 2 α and satisfies
It is clear from the last inequality that for each
In addition, we need the Yosida approximations A λ to A for large enough λ, in particular, we will use the fact that such A λ satisfy Assumption 2.1. Surprisingly, it is not easy to find a reference to this fact, so again we include it for completeness.
We start by recalling some standard facts about C 0 -semigroups and their generators, most of this goes back to Hille and Yosida. We refer to [10, Chapter II] for most of the material below. Let ρ (A) be the resolvent set, then the resolvent of A is defined as
Recall that for λ > 0 we have R λ (A) 1/λ. In addition,
Finally the Yosida approximations to A are defined by
Since (A, D A ) as a generator of a contractive C 0 -semigroup is m-dissipative, A λ is a special case of F α in (3.3), more presicely A λ = F 1 λ . The Yosida approximations to A satisfy the following properties.
We include some of the proofs of these properties, as we use them to show stability of Assumption 2.1 under Yosida approximations. For example, to show (3.9) we can use that for any x ∈ H we have (3.10)
Thus for all x ∈ H by (3.9)
Now we can use (3.7) to see that for λ ≥ 1 the Yosida approximations A λ satisfy Assumption 2.1. We will use the following notation for the maximum process Next we establish some properties of the functions in M depending on the value of L ϕ . We shall see that functions in M satisfy the standard condition in the de la Vallée-Poussin Theorem. We also find sharp constants that might be useful for finding ϕ-moments depending on the growth of F 0 (as measured by the function a). 
The constant C can be chosen as follows.
where u 0 := max (
Since L ϕ > 1, we see that there exists K > 0 such that
for all large enough u.
. Then
which implies that
It is enough to check that for B ∈ (0, βL ϕ )
and so there is a u 0 > 0 such that
Then we can choose
and so
Recall that we can take C to be the maximum of the following function
First we take the derivative of this function
By assumption ϕ is an increasing convex function, and therefore ϕ ′′ and ϕ ′ are non-negative, so, since β − B > 0, f ′ (u) 0 for any u u 0 = max 
In this case L ϕ = p. To see how we can find C in (4.6), observe that for any 0 < B < pβ
for which
Then the maximum of f is attained at u 0 =
. Therefore
In this example L ϕ = p, and so by Lemma 4.1 for any 0 < B < β we can choose
In this case L ϕ = ∞, so we can take any positive constant B. For example, if B = β/2, then for
In this case L ϕ = 1, so we can take any 0 < B < β and then C can be chosen by finding the maximum of the function
Note that for u > . We will use a rough estimate for u ∈ 0,
Thus we can take
Notation 4.5. For any ϕ ∈ M and for all t > 0 we denote the following random functions by
Note that these functions are finite a.s.
Remark 4.6. We will make use of the following elementary inequalities: for any a, b 0, and p 1
.
We are now in position to prove pathwise estimates in Theorem 2.8.
Proof of Theorem 2.8. Suppose ϕ ∈ M and let for λ ≥ 1, α > 0, Z x λ,α,t be the (continuous in t) solution to
(which exists and is unique since the coefficients on the right hand side of (4.8) are Lipschitz). Then for Lebesgue-a.e. t > 0
where we used (3.11), (3.5), Assumption 2.3 and (2.2). By Lemma 4.1 taking B = β/2 and
we obtain for all u ∈ (0, ∞)
Now by Gronwall's inequality we see that for all t 0
It is well-known and elementary to prove that Z x λ,α,t −→ Z x α,t locally uniformly in t ∈ [0, ∞) (for P-a.e. ω ∈ Ω). So, since ϕ is continuous (4.9) holds for Z x α,t replacing Z x λ,α,t . Now we can use (4.7) and the fact that ϕ is convex to see that for the solution X 
where
We define the measure P x α on (Ω, F , F t , P) by
α , and we denote by E x α the expectation with respect to the probability measure P (which does not depend on α although the measure P x α does depend on α which is important in (5.12) below). and
Then W x,α is a cylindrical Wiener process under P
in the mild sense.
Remark 5.3 (On localization). As a side remark we would like to mention that in infinite dimensions the processes in (5.12) are not semimartingales in general (unlike in [21] ), one might want to use localization to introduce
Then we can define ρ α (x, t) as a limit as n → ∞, if the limit exists. However, the localization can not be used easily for the equations with non-smooth coefficients because interchanging the limits as n → ∞ and α → 0 may be problematic. We use stopping times in a different way in (5.21).
Estimates of the Girsanov densities.
Proof of Theorem 2.10. In this proof we assume that r, T > 0 are fixed, and |x| < r, t ∈ [0, T ]. Therefore we abuse notation, and drop dependence on r, T although our estimates do depend on r, T .
By (5.9) we have for all Borel-measurable ψ :
, where ρ x α is the density defined by (5.9) . Note that by [22] the distribution of ( W x,α , X x ) under the measure P x α is the same as the distribution of (W, X x α ) under the measure P. In particular, by Assumption 2.3
We can estimate E½ A | ρ x α | p for A ∈ F as follows.
Note that the first term in the last formula is equal to the expectation of the stochastic exponential for the martingale 2p
, dW s , and so its expectation is 1. Therefore,
Choosing p = 2 and combining (5.16), Proposition 5.1 and Lemma 5.2, because D F = H we deduce that
Then we can estimate, using (5.19) and Chebyshev's inequality,
For y ∈ exp(5(a(0) σ −1 ) 2 T ), ∞ we define n(y) as the maximal integer 0 such that
Since we assume that a(n) is increasing and unbounded, we have that n(y) is increasing in y and lim But the existence of such a ψ is e.g. easily seen as follows: Since y → p(y) decreases to zero as y → ∞, we can find a sequence (y k ) k∈N in (0, ∞) such that y k + 3 < y k+1 , k ∈ N, and p(y) Let M denote the set of all such functions G • ψ from above. Since ψ in (3.1) is one-toone, we can find a countable set M 0 ⊂ M, which separates the points in X . Indeed, let {e i | i ∈ N}, {q i | i ∈ N} be orthonormal bases of H and L 2 ([0, T ]; R, dt) respectively. Define maps G ij : X → R, i, j ∈ N, G ij (w) := for some c 3 > 0, which depends on c 1 , c 2 , r, T .
