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NEGLIGIBITY OF ELLIPTIC ELEMENTS IN ASCENDING
HNN-EXTENSIONS OF Zm
MOTIEJUS VALIUNAS
Abstract. We study ascending HNN-extensions G of finitely generated free abelian groups:
examples of such G include soluble Baumslag-Solitar groups and fundamental groups of orient-
able prime 3-manifolds modelled on Sol geometry. In particular, we study the elliptic subgroup
A ≤ G, consisting of all elements that stabilise a point in the Bass-Serre tree of G. We consider
the density of A with respect to ball counting measures corresponding to finite generating sets
of G, and we show that A is exponentially negligible in G with respect to such sequences of
measures. As a consequence, we show that the set of tuples (x0, . . . , xr) ∈ G
r+1, such that the
(r + 1)-fold simple commutator [x0, . . . , xr] vanishes, is exponentially negligible in G
r+1 with
respect to sequences of ball counting measures.
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1. Introduction
The growth of soluble Baumslag-Solitar groups, G = BS(1, N) = 〈a, t | tat−1 = aN 〉, has been
widely studied. For instance, it has been shown that they have rational growth with respect to
the standard generating set, with an explicitly calculated growth series [3]. Moreover, the growth
series for a ‘higher dimensional’ generalisation of BS(1, 3) – the ascending HNN-extension of
Zm given by the ‘cubing homomorphism’ u 7→ 3u – has been calculated in [12] with respect to
standard generators.
Some results on growth of Baumslag-Solitar groups that are independent of the choice of a
generating set are also known; in particular, the minimal exponential growth rates (with respect
to an arbitrary finite generating set) for BS(1, N) have been calculated in [1]. This paper aims
to provide additional results of this nature.
Growth of horocyclic subgroups 〈a〉 ∼= Z of Baumslag-Solitar groups G = BS(p, q) has been
also studied, as this is usually the first step to understanding the growth of G itself: see [4].
Here we study the growth of the normal closure A = 〈〈a〉〉 ∼= Z
[
1
N
]
of the horocyclic subgroup
of BS(1, N). We say a subset A ⊆ G is exponentially negligible in a group G with respect
to a finite generating set X if the proportion of elements that are inside A, counted over the
ball of radius n in the Cayley graph Γ(G,X), tends to zero exponentially fast as n → ∞ (see
Definition 2.3).
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Theorem 1.1 (see Theorem 2.7). Let G = BS(1, N) with |N | ≥ 2 and let A⊳G be the normal
closure of the horocyclic subgroup in G. Then A is exponentially negligible in G with respect to
any finite generating set.
Another class of groups this paper aims to study are certain cyclic extensions of Zm. In
particular, we study the semidirect products G = Zm ⋊ Z = Zm ⋊T Z, where the action of
the generator 1 ∈ Z on Zm is represented by a matrix T ∈ SL(m,Z) that has an eigenvalue
λ ∈ C with |λ| > 1. In the case m = 2, such groups are known to be 3-manifold groups: they
are fundamental groups of orientable prime 3-manifolds modelled on Sol geometry – one of the
eight geometries of 3-manifolds appearing in Thurston’s Geometrisation Conjecture [13].
Such groups G = Zm ⋊T Z are soluble (in fact, metabelian), but not virtually nilpotent; in
particular, such a group G must have exponential growth. There has been some interest in
growth properties of these groups in the case m = 2. Specifically, it is known that a finite-index
subgroup of such a group G has rational growth with respect to some generating set [11], and
in certain cases (in which G itself has rational growth) the growth series of G was explicitly
computed [10]. Here we study growth of the base subgroup Zm of the extension G = Zm ⋊T Z.
Theorem 1.2 (see Theorem 2.7). Let G = Zm ⋊T Z be a cyclic extension of Zm, where
T ∈ SL(m,Z) has an eigenvalue λ ∈ C with |λ| > 1. Then the base group Zm is exponentially
negligible in G with respect to any finite generating set.
As an application of Theorems 1.1 and 1.2, we study ‘probabilistic nilpotence’ of these classes
of groups. In particular, for r ∈ N and a group G, define
(1.1) Nr(G) = {(x0, . . . , xr) ∈ G
r+1 | [x0, . . . , xr] = 1} ⊆ G
r+1,
where we define [x0, x1] = x
−1
0 x
−1
1 x0x1, and, inductively,
[x0, . . . , xr] = [[x0, . . . , xr−1], xr].
In [9, Theorem 1.9], Martino, Tointon, Ventura and the author showed that if a group G
is finitely generated and not virtually nilpotent, then the probability that a random walk on
a Cayley graph of Gr+1 will end in Nr(G) after n steps tends to zero as n → ∞. It is not
known whether the same result holds if a ‘random walk measure’ is replaced by a ‘ball counting
measure’ – see [9, Question 1.32] and discussion before Theorem 2.9. However, the following
result answers this question affirmatively for our particular classes of groups.
Theorem 1.3 (see Theorem 2.9). Let G be either BS(1, N) with |N | ≥ 2 or the cyclic extension
Zm⋊TZ where T ∈ SL(m,Z) has an eigenvalue λ ∈ C with |λ| > 1. Then Nr(G) is exponentially
negligible in Gr+1 with respect to any finite generating set of G.
In Section 2, we give statements of the main results of this paper, Theorems 2.7 and 2.9,
which apply for ascending HNN-extensions of Zm. An observation that the latter class of
groups includes both the Baumslag-Solitar groups BS(1, N) and the cyclic extensions Zm ⋊ Z
mentioned above allows us to deduce Theorems 1.1, 1.2 and 1.3. In Section 3, we classify
ascending HNN-extensions of Zm in terms of their growth: see Proposition 2.5. We prove
Theorem 2.7 in Section 4 and Theorem 2.9 in Section 5.
Acknowledgements. The author would like to thank his PhD supervisor, Armando Mar-
tino, without whose guidance and support this work would not have been completed, and the
anonymous referee for valuable comments.
2. Main definitions and results
To study soluble Baumslag-Solitar groups and cyclic extensions Zm ⋊Z, we consider a more
general class of groups. In particular, we study ascending HNN-extensions of finitely generated
free abelian groups. Such groups can be parametrised by square matrices with integer entries
and non-zero determinant:
Definition 2.1. Let m ∈ N and let T be an m×m matrix with integer entries and detT 6= 0.
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(i) Define the group G(m,T ) by the presentation
G(m,T ) =
〈
a1, · · · , am, t
∣∣∣∣ aiaj = ajai for 1 ≤ i < j ≤ mtaut−1 = aTu for all u ∈ Zm
〉
,
where av denotes av11 · · · a
vm
m for any v = (v1, . . . , vm) ∈ Z
m. It is easy to see that each
element of G can be expressed (although non-uniquely) as t−rauts for some r, s ≥ 0
and u ∈ Zm.
(ii) Consider the homomorphism τ : G(m,T )→ Z given by the t-exponent sum: let τ(ai) =
0 for 1 ≤ i ≤ m and τ(t) = 1. Define the elliptic subgroup A(m,T ) of G(m,T ) as
A(m,T ) = ker τ E G(m,T );
notice that A(m,T ) is abelian.
Remark 2.2. As an alternative construction, note that G(m,T ) can be expressed as an ascending
HNN-extension of Zm:
G(m,T ) ∼= (Zm)∗φ,
where φ : Zm
∼=
−→ T (Zm) is defined by φ(u) = Tu. We may define A(m,T ) in terms of the action
of the group G(m,T ) on its Bass-Serre tree T , corresponding to this HNN-decomposition. In
particular, we define A(m,T ) to be the union of all point stabilisers with respect to the action
of G(m,T ) on T . Since this action fixes an end of T , the set A(m,T ) turns out to be a (normal)
subgroup.
Notice that the family of groups G(m,T ) includes both soluble Baumslag-Solitar groups and
aforementioned cyclic extensions. Indeed, for m = 1 and T =
(
N
)
for some non-zero N ∈ Z we
have G(m,T ) ∼= BS(1, N), whereas if T ∈ SL(n,Z) then G(m,T ) ∼= Zm ⋊T Z. Moreover, the
‘higher Baumslag-Solitar groups’ studied in [12] are just G(m, 3Im), where Im is the identity
matrix.
It is worth mentioning that in the case T ∈ SL(2,Z), if in addition m = 2 then the groups
G(m,T ) appear in the theory of 3-manifolds. Specifically, we have G(2, T ) ∼= π1(M) for an
orientable prime 3-manifold M modelled on Euclidean, Nil or Sol geometry – these are three
out of eight geometries appearing in the classification of 3-manifolds; see [13]. Moreover, the
geometry on which M is modelled can be recognised from T : it is Sol if T has two distinct real
eigenvalues, Nil if T is not diagonalisable, and Euclidean otherwise.
In the present paper we are interested in the growth of the elliptic subgroup A(m,T ) relative
to the growth of G(m,T ). As mentioned above, this subgroup is the normal closure of the
horocyclic subgroup in a soluble Baumslag-Solitar group in the casem = 1, or the base subgroup
of the cyclic extension Zm ⋊T Z if T ∈ SL(m,Z). In order to study the growth of A(m,T ), we
first need to introduce some terminology.
Fix a finitely generated infinite group G and let Y be a finite generating set of G. This allows
us to define the word metric | · |Y for G, by letting |g|Y to be the minimal word-length of g ∈ G
with respect to Y . For n ∈ Z≥0, let
BY (n) = {g ∈ G | |g|Y ≤ n}
be the ball in G with respect to Y of radius n.
For any r ∈ N, we may characterise ‘small’ and ‘large’ subsets of the r-fold direct product
Gr =
r︷ ︸︸ ︷
G× · · · ×G by using ball counting measures, as follows.
Definition 2.3. Let Y ⊂ G be a finite generating set, let r ∈ N, and let A ⊆ Gr be a subset.
Let
γYn (A) =
|A ∩BY (n)
r|
|BY (n)|r
.
(i) We say A is negligible in Gr with respect to Y if
lim sup
n→∞
γYn (A) = 0.
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(ii) We say A is exponentially negligible in Gr with respect to Y if
lim sup
n→∞
n
√
γYn (A) < 1.
It is clear that an exponentially negligible subset of Gr is also negligible.
(iii) We say A has exponential growth in Gr with respect to Y if
lim inf
n→∞
n
√
|A ∩BY (n)r| > 1.
These concepts are not new: for instance, closely related notions of natural density and
exponential density of subsets in groups were introduced in [2]. Similar, although not equivalent,
notions of negligible and strongly negligible subsets of direct products of groups were considered
in [7].
Remark 2.4. It is easy to construct subsets A ⊆ Gr of a group G of exponential growth such
that A is (exponentially) negligible with respect to some generating set but not with respect to
another one. For instance, if G = F2 × F3 is a direct product of two free groups of ranks 2 and
3, and if Xi is a basis for Fi (i ∈ {2, 3}), then {1} × F3 is not negligible in G with respect to
the ‘union’ of the generating sets, Y∪ = (X2 × {1}) ∪ ({1} ×X3), but exponentially negligible
with respect to their ‘product’, Y× = (X
±1
2 ∪ {1}) × (X
±1
3 ∪ {1}). Indeed, note that we have
BY∪(n) =
n⋃
i=0
(BX2(i)×BX3(n − i)) and BY×(n) = BX2(n)×BX3(n).
This allows us to calculate sizes of balls in G and their intersections with {1} ×F3 explicitly to
obtain asymptotics
|BY∪(n)|, |({1} × F3) ∩BY∪(n)|, |({1} × F3) ∩BY×(n)| ∼ 5
n and |BY×(n)| ∼ 15
n,
where we write f(n) ∼ g(n) if f(n)g(n) → C for some C ∈ (0,∞) as n→∞.
On the other hand, note that the inequality lim infn→∞
n
√
|A ∩BY (n)r| > 1 is independent
of the generating set Y (as all word metrics on G are bi-Lipschitz equivalent), and hence if a
subset has exponential growth with respect to some finite generating set, then it has exponential
growth with respect to all of them. Thus we may simply say that A has exponential growth in
Gr (without referring to a particular generating set).
We now return to the case of a group G = G(m,T ) and its elliptic subgroup A = A(m,T ),
as in Definition 2.1. It is well-known that in many cases, A will have exponential growth in G:
that is, we have lim infn→∞
n
√
|A ∩BY (n)| > 1 for every finite generating set Y of G. More
precisely, we have
Proposition 2.5. (i) If all eigenvalues of T are equal to 1, then the group G(m,T ) is
nilpotent.
(ii) If absolute values of all eigenvalues of T are equal to 1, then the group G(m,T ) is
virtually nilpotent.
(iii) Otherwise, G(m,T ) has exponential growth, and A(m,T ) has exponential growth in
G(m,T ).
We prove Proposition 2.5 in Section 3.
As a corollary of Proposition 2.5, we immediately obtain the well-known facts that the group
BS(1, N) with |N | ≥ 2 and the fundamental group of a 3-dimensional Sol-manifold both have
exponential growth. These facts allow us to deduce Theorems 1.1 and 1.2 from Theorem 2.7,
as well as Theorem 1.3 from Theorem 2.9.
Remark 2.6. We do not claim all of the statements in Proposition 2.5 to be original: for instance,
if |det(T )| ≥ 2 then the Bass-Serre tree of G (see Remark 2.2) has infinitely many ends, and in
this case it is known (see [6]) that G has uniformly exponential growth (and hence exponential
growth). Nevertheless, we are not aware of any reference in the literature which includes these
statements, and thus we prove Proposition 2.5 here for completeness.
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Note that the group G/A ∼= Z has linear growth – in particular, the number of cosets of A
in G that intersect BY (n) non-trivially grows linearly with n (for any finite generating set Y of
G). Hence we might expect A to be ‘large’ in G. However, our first general main result states:
Theorem 2.7. If G(m,T ) has exponential growth, then A(m,T ) is exponentially negligible in
G(m,T ) with respect to any finite generating set.
We prove Theorem 2.7 in Section 4.
Remark 2.8. Note that G = G(m,T ) is metabelian, as A = A(m,T ) is abelian and the sequence
(2.1) 1→ A →֒ G
τ
−→ Z→ 1
is exact; furthermore, the vector space A⊗Q is m-dimensional over Q. We suspect that, under
some additional technical results, our proof of Theorem 2.7 generalises to any groups G and
A E G such that A is abelian, (2.1) is exact, and A ⊗ Q is finite-dimensional. In other words,
we may expect to generalise the argument in the case when the matrix T has rational entries
that are not necessarily integers. Details of this are left to the interested reader.
As an application of Theorem 2.7, we study ‘probabilistic nilpotence’ of the groups G(m,T ).
In particular, for r ∈ N and a group G, define Nr(G) ⊆ Gr+1 as in (1.1). Notice that Nr(G) =
Gr+1 if and only if G is nilpotent of class at most r. This suggests that measuring Nr(G) will
tell us how close to being nilpotent a group is. In [9], Martino, Tointon, Ventura and the author
defined the degree of r-nilpotence of G with respect to a sequence of measures M = (µn)
∞
n=1 on
G as
dckM (G) = lim sup
n→∞
(µn × · · · × µn)(Nr(G)).
It was shown in [9, Theorem 1.8] that if G is finitely generated and the sequence (µn) measures
index uniformly – that is, µn(xH) → [G : H]
−1 uniformly over all x ∈ G and all subgroups
H ≤ G, where by convention [G : H]−1 = 0 if H has infinite index in G – then dckM (G) > 0 if
and only if G is virtually k-step nilpotent. A particular case of special interest of this are the
‘random walk measures’: it was shown in [14, Theorem 14] that if µ is a symmetric, finitely
supported generating probability measure on G with µ(1) > 0, and ifM = (µ∗n) is the sequence
of measures corresponding to the steps of the random walk on G with respect to µ, then M
measures index uniformly on G.
Instead of random walk measures, here we consider ‘ball counting measures’: that is, we
replace the sequence (µ∗n) with the sequence (γYn ) as in Definition 2.3. Intuitively, this can
be thought of as avoiding ‘overcounting’ whilst measuring a subset: while µ∗n(A) counts all
random walks of length n ending up in A ∩ BY (n), where Y is the support of µ, the number
γYn (A) counts every element of A ∩BY (n) exactly once.
In general, the sequence (γYn )
∞
n=1 need not measure index uniformly, even if we restrict to
groups of the form G(m,T ) – see Remark 2.10. However, we do not know if there exists a finitely
generated group G = 〈Y 〉 that is not virtually nilpotent, such that Nr(G) is not negligible in
Gr+1 with respect to Y – see [9, Question 1.32]. The following result follows from Theorem 2.7
and shows that a group of the form G(m,T ) of exponential growth cannot be taken as such an
example, even though (by Proposition 2.5) it has an abelian subgroup A(m,T ) of exponential
growth in G(m,T ).
Theorem 2.9. If G = G(m,T ) has exponential growth, then Nr(G) is exponentially negligible
in Gr+1 with respect to any finite generating set.
We prove Theorem 2.9 in Section 5.
Remark 2.10. To show that Theorem 2.9 does not follow directly from [9, Theorem 1.8], consider
the following example. Let T =
(
2 0
0 1
)
, and let
G = G (2, T ) = 〈a1, a2, t | [a1, a2] = [t, a2] = 1, ta1t
−1 = a21〉
∼= BS(1, 2) × Z.
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Let X = {a1, a2, t} be the standard generating set. Let H = 〈a1, t〉 ≤ G, so that G = H × 〈a2〉
and H ∼= BS(1, 2). It is known that if B{a1,t}(n) is a ball in H with respect to {a1, t} of
radius n, then B{a1,t}(n)/2
n → C for some C ∈ (0,∞): see [3]. A calculation then shows that
lim supn→∞ γ
X
n (H) =
1
3 > 0, even though H has infinite index in G. In particular, the sequence
of measures (γXn ) does not measure index uniformly, and so we cannot apply [9, Theorem 1.8]
in this case.
3. Classification of the groups G(m,T )
In this section we specify which groups Theorems 2.7 and 2.9 can be applied to. Specifically,
we notice that any group G(m,T ) is either virtually nilpotent or has exponental growth; by
Gromov’s Polynomial Growth Theorem [5], this is just saying that there are no groups G(m,T )
of intermediate growth. More precisely, we give a necessary and sufficient condition on the
matrix T for the group G(m,T ) to have exponential growth (see Proposition 2.5).
For the rest of the paper, fix an integerm ∈ N and anm×mmatrix T , and write G = G(m,T )
and A = A(m,T ). Let λ1, . . . , λm ∈ C be the eigenvalues of T (counted with multiplicity), and
suppose without loss of generality that |λ1| ≤ · · · ≤ |λm|. Let λ = |λm|, and note that since
λm ≥
m∏
i=1
|λi| = |detT | ≥ 1,
we have λ ≥ 1, with equality if and only if |λi| = 1 for all i.
The following two lemmas will be used in the proofs of Proposition 2.5 and Theorem 2.7.
The first of these is easy to check and its proof is left as an exercise.
Lemma 3.1. The map ϕ defined by setting ϕ(tnaut−n) = T nu for n ∈ Z and u ∈ Zm can be
extended to an injective homomorphism ϕ : A→ Qm. 
The next Lemma allows us to construct exponentially many elements in G of given word-
length.
Lemma 3.2. If |λi| 6= 1 for some i, then there exist constants R ∈ N and j ∈ {1, . . . ,m} with
the following property. For any k ∈ N and ε = (ε0, . . . , εk) ∈ {0, 1}k+1, let
gε = a
ε0
j t
Raε1j t
R · · · tRaεkj ∈ G.
Then gε 6= gεˆ for any two distinct elements ε, εˆ ∈ {0, 1}
k+1.
Proof. Let ϕ : A→ Qm be as in Lemma 3.1. For gε, gεˆ as in the statement, we have
ϕ(gεg
−1
εˆ
) = (ε0 − εˆ0)ej + (ε1 − εˆ1)T
Rej + · · ·+ (εk − εˆk)T
kRej ,
where {ei | 1 ≤ i ≤ n} is the standard basis for Zm, so that ai = aei . Thus, by injectivity of ϕ,
it is enough to find R ∈ N and j ∈ {1, . . . ,m} such that
‖T kRej‖ >
k−1∑
i=0
‖T iRej‖
for all k ∈ N with a suitable choice of norm ‖ · ‖. In particular, it is enough to require
(3.1)
‖T kRej‖
‖T (k−1)Rej‖
≥ 2
for all k ∈ N. We will use Jordan normal forms to define a norm ‖ · ‖ and to approximate
‖T kRej‖ for k large.
Let x ∈ {1, . . . ,m − 1} be such that |λx| < |λx+1| = |λx+2| = · · · = |λm| (and x = 0 if
|λ1| = |λm|). Let S ∈ N be such that both |λx|S + 1 ≤ 12 |λm|
S and |λm|
S ≥ 2, and consider the
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Jordan normal form PT SP−1 for T S (where P ∈ GLm(C)): it is a block-diagonal matrix with
blocks X,Y1, . . . , Yz where
X =


λS1 α1
λS2
. . .
. . . αx−1
λSx

 ∈ GLx(C) and Yi =


λˆSi 1
λˆSi
. . .
. . . 1
λˆSi

 ∈ GLyi(C)
for some α1, . . . , αx−1 ∈ {0, 1} and some y1, . . . , yz ∈ N where, without loss of generality,
y1 ≤ · · · ≤ yz, and where |λˆi| = |λm|. Furthermore, let w ∈ {1, . . . , z − 1} be such that
yw < yw+1 = · · · = yz (and w = 0 if y1 = yz), let λ = |λm| and let y = yz. Define a norm on
Cm by
‖u‖ = ‖Pu‖∞ = max{|(Pu)i| | 1 ≤ i ≤ m},
and let j ∈ {1, . . . ,m} be such that the last entry of Pej is non-zero (such a choice is possible
since the Pei span Cm). The idea is now to approximate ‖T nSej‖ by a constant multiple of( nS
y−1
)
λnS−y+1 when n is large.
Since the ℓ1-norm of any row of X is at most |λx|S + 1 ≤
λS
2 , we get ‖Xu‖∞ ≤
λS
2 ‖u‖∞ for
any u ∈ Cx, and so ‖Xnu‖∞ ≤
(
λS
2
)n
‖u‖∞. Moreover, we have
Y ni =


λˆni nλˆ
n−1
i
(n
2
)
λˆn−2i · · ·
( n
yi−1
)
λˆn−yi+1i
λˆni nλˆ
n−1
i · · ·
( n
yi−2
)
λˆn−yi+2i
. . .
. . .
...
λˆni nλˆ
n−1
i
λˆni

 .
Now let w ∈ {1, . . . , z − 1} be such that yw < yw+1 = · · · = yz (with w = 0 if y1 = yz), and
let y = yz. Then the above calculations imply that if we denote
PT nSej = (β
(n)
1 , . . . , β
(n)
x , γ
(n)
1,1 , . . . , γ
(n)
1,y1
, . . . , γ
(n)
z,1 , . . . , γ
(n)
z,yz),
then
lim
n→∞
|β
(n)
i |(
nS
y−1
)
λnS−y+1
= 0
and
lim
n→∞
|γ
(n)
i,l |(
nS
y−1
)
λnS−y+1
=
{
|γ
(0)
i,yi
| if l = 1 and i > w,
0 otherwise.
Since by the choice of j we have γ
(0)
z,yz 6= 0, it follows that there exists a constant n0 ∈ N such
that for n ≥ n0 we have
1
2
≤
‖T nSej‖( nS
y−1
)
λnS−y+1max{|γ
(0)
i,yi
| | w + 1 ≤ i ≤ z}
≤
3
2
.
By increasing n0 further, we may also assume that n0 ≥ 3 and ‖T
n0Sej‖ ≥ 2‖ej‖. Let R = n0S.
Then, since |λx|
S + 1 ≤ λ
S
2 and in particular λ
S ≥ 2, we have
‖T kRej‖
‖T (k−1)Rej‖
≥
1
2
(kn0S
y−1
)
λkn0S−y+1
3
2
((k−1)n0S
y−1
)
λ(k−1)n0S−y+1
≥
λn0S
3
≥
λ3S
3
≥
8
3
> 2
for all k ≥ 2, and also, by assumption on n0, ‖T
Rej‖/‖ej‖ ≥ 2. Thus (3.1) holds, as required.

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Proof of Proposition 2.5. (i) We proceed by induction on m. If m = 0, then G(m,T ) ∼= Z is
abelian, so nilpotent.
Let v = (v1, . . . , vm) ∈ ker(T −I) be a non-zero element. Since T −I has integer entries,
we can pick v in such a way that vi/vj ∈ Q whenever vj 6= 0. Thus, by rescaling v if
necessary, we may assume that vi ∈ Z for all i and gcd(v1, . . . , vm) = 1. Thus v is a direct
summand of Zm, so after a change of basis we may assume that v = em.
It follows that
T =
(
Tˆ 0
uT 1
)
for some (m− 1)× (m− 1) matrix Tˆ with integer entries and some u ∈ Zm−1. Note that
χT (x) = (x− 1)χTˆ (x), where χU (x) = det(xI − U) for a matrix U , and so all eigenvalues
of Tˆ are equal to 1. Then it is easy to check that
G(m,T )/〈am〉 ∼= G(m− 1, Tˆ )
and so G(m,T )/〈am〉 is nilpotent by induction hypothesis.
Now we have [am, ai] = 1 for all i and tamt
−1 = aTem = aem = am, so the element am is
central in G(m,T ). Since G(m,T )/〈am〉 is nilpotent, it follows that G(m,T ) is nilpotent
as well.
(ii) A theorem by Kronecker [8], whose proof we sketch here, shows that if a monic polynomial
p has integer coefficients and all roots on the unit circle, then all roots of p are roots of
unity. Indeed, if p(X) =
∏m
i=1(X − λi) is such a polynomial, then the coefficients of p are
symmetric polynomials in the λi that generate (over Q) the subalgebra of Q[λ1, . . . , λm]
consisting of all symmetric polynomials. It follows that for any n ∈ N, the polynomial
pn(X) =
∏m
i=1(X − λ
n
i ) has rational coefficients; but as the λi are algebraic integers, so
are the coefficients of pn, and so the coefficients of pn are integers. Since |λi| = 1 for all i,
the coefficient of Xk in pn is bounded by
(m
k
)
for each k ∈ {0, . . . ,m}. It follows that the
set {pn | n ∈ N} contains only finitely many polynomials. Thus there exists a polynomial
pˆ(X) =
∏m
i=1(X − νi) and an infinite subset I ⊆ N such that pn(X) = pˆ(X) for all n ∈ I.
This means that for all n ∈ I, there exists a permutation σ = σn ∈ Sym{1, . . . ,m} such
that λni = νσ(i) for each i. Since Sym{1, . . . ,m} is finite, there exist two distinct elements
n1, n2 ∈ I such that σn1 = σn2 . This implies that λ
n1
i = λ
n2
i for each i, and so λi is
|n1 − n2|-th root of unity, as required.
Since the polynomial χT has integer coefficients and all roots on the unit circle, the
argument above shows that there exists n ∈ N such that all eigenvalues of T n are equal
to 1. Define a map τn : G(m,T ) → Z/nZ by setting τn(ai) = 0 for all i and τn(t) = 1:
that is, τn is τ followed by reduction modulo n, where τ is as in Definition 2.1. Now
ker τn ∼= G(m,T
n) is nilpotent by part (i) and has index n in G(m,T ), and so G(m,T ) is
virtually nilpotent, as required.
(iii) It is enough to show that A(m,T ) has exponential growth in G(m,T ). This follows easily
from Lemma 3.2. Indeed, given an integer k the set
{gεt
−kR | ε ∈ {0, 1}k+1}
contains 2k+1 distinct elements of A(m,T ), and each of these elements has word length at
most k + 1 + 2kR ≤ (k + 1)(2R + 1) over X = {a1, . . . , am, t}. Thus
|A(m,T ) ∩BX((2R + 1)(k + 1))| ≥ 2
k+1
for all k ∈ N, which implies
lim inf
n→∞
log |A(m,T ) ∩BX(n)|
n
≥
log 2
2R+ 1
> 0,
as required. 
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4. Negligibility of the elliptic subgroup
In this section we prove Theorem 2.7. As a consequence of Proposition 2.5, we restrict to
matrices T that have eigenvalues of absolute value not equal to 1.
Let G = G(m,T ) and A = A(m,T ). By Proposition 2.5, there exists a constant α > 1 such
that |A ∩BY (n)| ≥ α
n for all sufficiently large n. Fix β ∈ (1, α1/2m), and let d = detT . Let Y
be a finite generating set for G.
Let ϕ : A→ Qm be as in Lemma 3.1. Define the sets
Z+ = {g ∈ A | β
|g|Y ≤ ‖ϕ(g)‖∞}
and
Z− =
{
{g ∈ A | d⌊|g|Y log β/ log |d|⌋ϕ(g) /∈ Zm} if |d| ≥ 2,
∅ if |d| = 1,
and let Z = Z+ ∪ Z−.
Lemma 4.1. Elements of Z are generic in A with respect to Y : that is, |Z∩BY (n)||A∩BY (n)| → 1 as
n→∞.
Proof. Suppose first that |d| 6= 1. Note that for each k1 > 0 and k2 ∈ N, the number of elements
in the set
{u ∈ Qm | ‖u‖∞ ≤ k1, k2u ∈ Z
m} ⊆ Qm
is at most (2k1k2 + 1)
m ≤ 3mkm1 k
m
2 . As |d|
log β/ log |d| = β and β2m < α, we get
lim sup
n→∞
|(A \ Z) ∩BY (n)|
|A ∩BY (n)|
≤ lim sup
n→∞
|{u ∈ Qm | βn > ‖u‖∞, d⌊n log β/ log |d|⌋u ∈ Zm}|
|A ∩BY (n)|
≤ 3m lim sup
n→∞
(
β2m
α
)n
= 0.
If instead |d| = 1, then T ∈ GLn(Z) and so A = {au | u ∈ Zn}, hence we obtain
lim sup
n→∞
|(A \ Z) ∩BY (n)|
|A ∩BY (n)|
≤ lim sup
n→∞
|{u ∈ Zm | βn > ‖u‖∞}|
|A ∩BY (n)|
≤ 3m lim sup
n→∞
(
βm
α
)n
= 0,
as required. 
For a path ω = y1 · · · yn (with yi ∈ Y ) in the Cayley graph Γ(G,Y ), we may consider its
image in the quotient G/A ∼= Z. In particular, define the maximal height, minimal height and
total height of ω as the numbers
h+(ω) = max{τ(y1 · · · yi) | 0 ≤ i ≤ n},
h−(ω) = min{τ(y1 · · · yi) | 0 ≤ i ≤ n}
and
h(ω) = max{h+(ω),−h−(ω)},
respectively, where τ is as in Definition 2.1. Note that h−(ω) ≤ 0 ≤ h+(ω) for any word ω.
Lemma 4.2. There exists a constant δ > 0 such that if ω is a geodesic word representing g ∈ Z
with |g|Y sufficiently large, then h(ω) ≥ δ|g|Y .
Proof. Since each element of Y can be expressed as t−rauts for some u ∈ Zm and 0 ≤ r, s ≤ c, it
is easy to see – by induction on the length of ω, say – that ϕ(g) ∈ dh−(ω)−cZm. Thus if g ∈ Z−
(and so Z− 6= ∅, implying that |d| ≥ 2) then we have
h(ω) ≥ −h−(ω) >
log β
log |d|
|g|Y − c ≥
log β
2 log |d|
|g|Y
if |g|Y ≥ 2c log |d|/ log β.
Suppose now g ∈ Z+. Then we have
(4.1) |g|Y ≤ log ‖ϕ(g)‖∞/ log β.
10 MOTIEJUS VALIUNAS
Let ω = y1 · · · yn with yi ∈ Y , and let L = max{‖T‖op, ‖T
−1‖op}, where ‖ · ‖op denotes the
operator norm with respect to the ℓ∞-norm on Cm. Note that, since G has exponential growth,
T has an eigenvalue λ with |λ| 6= 1 by Proposition 2.5, and so L > 1.
It is easy to show – by induction on i, say – that
‖ϕ(y1 · · · yit
−τ(y1···yi))‖∞ ≤ L
h(y1···yi)
i∑
j=1
‖ϕ(yjt
−τ(yj))‖∞
for 1 ≤ i ≤ n, and hence
(4.2) ‖ϕ(g)‖∞ ≤ c0L
h(ω)|g|Y ,
where c0 = max{‖ϕ(yt
−τ(y))‖∞ | y ∈ Y }. Combining (4.1) and (4.2) yields
|g|Y ≤
1
log β
(log c0 + h(ω) log L+ log |g|Y )
and hence
h(ω) ≥
1
logL
(|g|Y log β − log |g|Y − log c0) .
Now if |g|Y is big enough then we have log |g|Y + log c0 ≤
log β
2 |g|Y ; substituting this yields
h(ω) ≥
log β
2 logL
|g|Y ,
so by setting δ = log β/2 log(max{L, |d|}) we are done. 
The next Lemma shows that there exists a particular subset A ⊆ Z such that, given an
element g ∈ A, there are ‘many’ words over Y representing g that are ‘not too long’. More
specifically, for n, p, q ∈ N with p ≤ n and for h ∈ Z, define
A(n) = Ap,h(n) = {g1g2 | g1 ∈ t
hA ∩BY (p), g2 ∈ t
−hA ∩BY (n− p)} ∩ Z,
and define the map
µn,p,q,h : [t
hA ∩BY (p + q)]× [t
−hA ∩BY (n− p+ q)]→ A ∩BY (n + 2q),
(g1, g2) 7→ g1g2.
Furthermore, let X = {a1, . . . , am, t} be the standard generating set for G. Since the word
metrics | · |X and | · |Y are bi-Lipschitz equivalent, there exists a constant c ∈ N such that
|g|X ≤ c|g|Y and |g|Y ≤ c|g|X
for all g ∈ G.
Lemma 4.3. Let R ∈ N be given by Lemma 3.2. Then for any δˆ > 0, any n, p, k ∈ N with
p ≤ n and k ≤ δˆn/R, any h ∈ Z with |h| ≥ ⌊δˆn⌋, and any g ∈ Ap,h(n), we have
|(µn,p,c(c+1)k,h)
−1(g)| ≥
(⌊δˆn/R⌋
k
)
.
Proof. Let A = Ap,h(n) and µ = µn,p,c(c+1)k,h. Let P be the set of all subsets of {1, . . . , ⌊δˆn/R⌋}
of cardinality k. We will find an injection P → µ−1(g), B 7→ (lB,1, lB,2), which will prove our
claim.
Suppose first that h > 0. As g ∈ A, there exists an expression g = g1g2, where g1 ∈
thA ∩ BY (p) and g2 ∈ t
−hA ∩BY (n− p). Let ω1 = y1 · · · yr and ω2 = yr+1 · · · y|g|Y be geodesic
paths representing g1 and g2, respectively, where yi ∈ Y . Given B ∈ P, we ‘modify’ (g1, g2) in
a way that preserves the product g1g2, as follows; this construction is illustrated in Fig. 1.
Let B ∈ P, and write B = {b1, . . . , bk}, where 1 ≤ b1 < b2 < · · · < bk ≤ ⌊δˆn/R⌋. Note
that |y|X ≤ c for all y ∈ Y , which implies that |τ(y)| ≤ c for all y ∈ Y . Since τ(g1) =
−τ(g2) = h ≥ ⌊δˆn⌋, it follows that for each s ∈ {1, . . . , ⌊δˆn⌋}, there exist integers j1, j2 with
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ω1
ω2h
biR−
c
2 biR+
c
2
qi,1
qi,2
τ
biR
yji,1
yji,1+1
yji,2
yji,2+1
aj
tqi,2 tqi,2aj
tqi,1 tqi,1
yji,1
yji,1+1
yji,2
yji,2+1
Figure 1. Construction of the words ψB,1 and ψB,2 in the proof of Lemma 4.3.
0 ≤ j1 ≤ r ≤ j2 ≤ |g|Y such that |τ(y1 · · · yj1) − s| ≤
c
2 and |τ(yj2+1 · · · y|g|Y ) + s| ≤
c
2 . In
particular, for each i ∈ {1, . . . , k}, there exist integers ji,1, ji,2 such that
(4.3) |τ(y1 · · · yji,1)− biR| ≤
c
2
and |τ(yji,2+1 · · · y|g|Y ) + biR| ≤
c
2
.
Let j be as in Lemma 3.2, and define the words ψB,1 and ψB,2 as follows. For ψB,1, start
with the word ω1, and for each i ∈ {1, . . . , k}, insert a geodesic subword representing t
−qi,1ajt
qi,1
between yji,1 and yji,1+1, where qi,1 = τ(y1 · · · yji,1)− biR. For ψB,2, start with the word ω2, and
for each i ∈ {1, . . . , k}, insert a geodesic subword representing t−qi,2a−1j t
qi,2 between yji,2 and
yji,2+1, where qi,2 = −τ(yji,2+1 · · · y|g|Y )− biR.
Let lB,1 and lB,2 be the elements represented by words ψB,1 and ψB,2, respectively. Then
commutativity of A and the choice of the qi,1 and the qi,2 implies that lB,1lB,2 = g1g2 = g.
Furthermore, it is clear that τ(lB,1) = τ(g1) = h and τ(lB,2) = τ(g2) = −h. Finally, by (4.3)
we have |qi,1|, |qi,2| ≤
c
2 for each i, so every fragment inserted into ω1 (or ω2) to form ψB,1 (or
ψB,2) has word-length at most c+ 1 with respect to X, and so at most c(c+ 1) with respect to
Y . It follows that
|lB,1|Y ≤ |g1|Y + c(c+ 1)k ≤ p+ c(c+ 1)k
and |lB,2|Y ≤ |g2|Y + c(c+ 1)k ≤ n− p+ c(c+ 1)k.
Thus indeed (lB,1, lB,2) ∈ µ
−1(g), as required.
Finally, to show that the map P → µ−1(g), B 7→ (lB,1, lB,2) is injective, we use Lemma 3.2.
Indeed, if B,C ∈ P are distinct, then
ϕ(lB,1l
−1
C,1) =
k∑
i=1
(1B(i)− 1C(i))T
iRej = ϕ(g1Bg
−1
1C
),
where ϕ is as in Lemma 3.1 and 1B,1C : {1, . . . , k} → {0, 1} are the indicator functions for B
and C, defined by
1B(i) =
{
1 if i ∈ B,
0 otherwise.
In particular, by Lemmas 3.1 and 3.2 we have lB,1l
−1
C,1 6= 1, and so (lB,1, lB,2) 6= (lC,1, lC,2),
completing the proof in the case h > 0.
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If instead h < 0, then a very similar argument, obtained essentially by ‘turning Fig. 1 upside
down’, works. 
Theorem 2.7 can now be deduced from the following Theorem, which at first glance seems to
be marginally weaker than Theorem 2.7.
Theorem 4.4. Let f : N→ [0,∞) be a function such that f(n)→ 0 as n→∞. Then
log |A ∩BY (n)| − log |BY (n)| ≤ −nf(n)
for all sufficiently large n.
It would seem that Theorem 2.7 would only follow from Theorem 4.4 if we were allowed to
take f in Theorem 4.4 to be a strictly positive constant function. However, using a general
argument on sequences, we can actually deduce Theorem 2.7 from Theorem 4.4.
Proof of Theorem 2.7. Suppose for contradiction that A(m,T ) is not exponentially negligible
in G(m,T ) with respect to a finite generating set Y . This is equivalent to saying that
ci =
log |A(m,T ) ∩BY (ni)| − log |BY (ni)|
ni
→ 0 as i→∞
for some (without loss of generality, strictly increasing) sequence (ni)
∞
i=1 in N. Note that,
as A(m,T ) 6= G(m,T ), we have Y * A(m,T ) and so ci < 0 for all i. Define a function
f : N→ [0,∞) by
f(n) =
{
−2ci if n = ni for some i,
0 otherwise.
Then f(n) → 0 as n → ∞, and so it would follow from Theorem 4.4 that −nici ≥ −2nici for
i large enough, which gives a contradiction. Therefore A(m,T ) is exponentially negligible in
G(m,T ) with respect to Y , as required. 
Proof of Theorem 4.4. The proof uses Lemmas 4.1 and 4.2 to find a subset of A of the form A(n)
(as defined before Lemma 4.3) that is ‘large’ in an appropriate sense, and then uses Lemma 4.3
to give bounds.
We first show that a generic element of A is ‘not too short’ in terms of word length. Let
µ > 1 be the growth rate of G with respect to Y : that is, µ = lim supn→∞
n
√
|BY (n)|, and
recall that by Proposition 2.5 there exists α > 1 such that |A ∩BY (n)| ≥ α
n for all sufficiently
large n. Fix ζ ∈
(
0, logαlog(µ+1)
)
. For n sufficiently large we have |BY (⌊ζn⌋)| ≤ (µ + 1)
ζn by the
definition of µ, thus
|A ∩BY (⌊ζn⌋)|
|A ∩BY (n)|
≤
|BY (⌊ζn⌋)|
|A ∩BY (n)|
≤
(µ+ 1)ζn
αn
=
(
(µ + 1)ζ
α
)n
for sufficiently large n, and so |A∩BY (⌊ζn⌋)||A∩BY (n)| → 0 as n→∞. It follows from this and Lemma 4.1
that
(4.4)
|Z ∩ (BY (n) \BY (⌊ζn⌋))|
|A ∩BY (n)|
→ 1 as n→∞.
We now construct a subset of |A∩BY (n)| of the form A(n) that contains ‘enough’ elements.
For any g ∈ G, choose be a geodesic word ωg representing g. If g ∈ Z and ζn < |g|Y ≤ n, then
it is clear that h(ωg) ≤
cn
2 ; on the other hand, by Lemma 4.2 we have h(ωg) ≥ δζn when n
is large enough, for some (universal) constant δ > 0. This gives at most cn2 possible values of
h(ωg), and so by pidgeonhole principle there exists some h0 = h0(n) ∈ N with δζn ≤ h0 ≤ cn2
such that
|{g ∈ Z ∩BY (n) | h(ωg) = h0}| ≥
2
cn
|Z ∩ (BY (n) \BY (⌊ζn⌋))|.
By the definition of h(ωg), it follows that for some h = h(n) ∈ {±h0}, at least a half of the
elements in {g ∈ Z ∩ BY (n) | h(ωg) = h0} can be written as g = g1g2, where g1 ∈ t
hA and
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|g|Y = |g1|Y + |g2|Y . By using the pidgeonhole principle on the set {1, . . . , n − 1} of possible
values for p = |g1|Y , we see that
|Ap,h(n)| ≥
1
cn2
|Z ∩ (BY (n) \BY (⌊ζn⌋))|
for some p = p(n), where A(n) = Ap,h(n) is as defined before Lemma 4.3. Combining this with
(4.4) yields
(4.5) |A(n)| ≥
1
2cn2
|A ∩BY (n)|
for all sufficiently large n.
By Fekete’s Lemma, it follows that if we write
log |BY (n)| = (log µ+ εn)n,
then εn ≥ 0 for all n and εn → 0 as n → ∞. Note that we also have δζn ≤ h0 ≤ cp, and so
p(n) ≥ δζn/c; similarly, n− p(n) ≥ δζn/c. Therefore, p(n)→∞ and n− p(n)→∞ as n→∞,
and so there exists a function F : N→ [0,∞) such that
F (n) ≥ f(n),
log n
n
, εp(n), εn−p(n) for all n, and F (n)→ 0 as n→∞.
By replacing F (n) with ⌈nF (n)⌉/n if necessary, we may furthermore assume that nF (n) ∈ Z
for all n.
We now apply Lemma 4.3 with n sufficiently large (so that F (n) ≤ δζ/R), with p = p(n) and
h = h(n) as above, with δˆ = δζ and with k = nF (n). It then follows that |µ−1(g)| ≥
(⌊δ0n⌋
k
)
for
each g ∈ A(n), where µ = µn,p,c(c+1)nF (n),h and δ0 = δζ/R, and therefore
(4.6)
|A(n)| ≤
|thA ∩BY (p+ c(c+ 1)nF (n)| × |t
−hA ∩BY (n− p+ c(c+ 1)nF (n)|( ⌊δ0n⌋
nF (n)
)
≤
|BY (p+ c(c + 1)nF (n)| × |BY (n − p+ c(c + 1)nF (n)|( ⌊δ0n⌋
nF (n)
)
≤
|BY (p)| × |BY (n− p)| × |BY (c(c + 1)nF (n)|
2( ⌊δ0n⌋
nF (n)
) ,
where the last inequality comes from the submultiplicativity of the function n 7→ |BY (n)|.
The Theorem can now be deduced from the results above via a few calculations. Considering
each term in (4.6) separately and taking logarithms, we get the following bounds:
log |BY (p)| ≤ p log µ+ pεp,
log |BY (n− p)| ≤ (n− p) log µ+ (n− p)εn−p,
log |BY (c(c + 1)nF (n))| ≤ c(c + 1)nF (n) log |Y |,
and log
( ⌊δ0n⌋
nF (n)
)
=
nF (n)∑
i=1
log
(
⌊δ0n⌋ − i+ 1
i
)
≥ nF (n) log
(
⌊δ0n⌋ − nF (n)
nF (n)
)
≥ nF (n) log(δ0/2− F (n))− nF (n) log F (n),
where the last inequality comes from the bound ⌊δ0n⌋ ≥ δ0n/2, which is true for n large.
Combining these bounds and using (4.5) and (4.6) gives
− log 2c− 2 log n+ log |A ∩BY (n)| ≤ log |A(n)| ≤ n log µ+ pεp + (n− p)εn−p
+ 2c(c + 1)nF (n) log |Y | − nF (n) log(δ0/2− F (n)) + nF (n) log F (n),
which can be rearranged to yield
log |A ∩BY (n)| − n log µ ≤ log 2c+ 2 log n+ pεp + (n − p)εn−p + 2c(c + 1)nF (n) log |Y |
− nF (n) log(δ0/2 − F (n)) + nF (n) log F (n).
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It follows from the definition of F (n) that, for n sufficiently large, all the terms on the right
hand side except for the last one can be bounded by a constant multiple of nF (n). Therefore,
we have
lim sup
n→∞
(
log |A ∩BY (n)| − n log µ
nF (n)
− log F (n)
)
<∞.
But since log F (n)→ −∞ as n→∞, and since log |BY (n)| ≥ n log µ for all n, we see that
log |A ∩BY (n)| − log |BY (n)|
nF (n)
≤
log |A ∩BY (n)| − n log µ
nF (n)
≤ −1
for all sufficiently large n. As F (n) ≥ f(n), this implies the result. 
5. Degree of nilpotence
In this section we prove Theorem 2.9. We let G = G(m,T ) and A = A(m,T ), and let Y be
a finite generating set for G. We assume, as in the previous section, that G has exponential
growth.
To show Theorem 2.9, we use the following general Lemma.
Lemma 5.1. Suppose, given a group G generated by a finite set Y , that there exist a subset
N ⊆ G and a function f : Z≥0 → [0, 1] satisfying (for all integers n ≥ 0)
(5.1)
|N ∩BY (n)|
|BY (n)|
≤ f(n)
and
(5.2)
|{h ∈ BY (n) | [g, h] ∈ N}|
|BY (n)|
≤ f(n)
for all g ∈ G \ N . Then
|{(x0, . . . , xr) ∈ BY (n)
r+1 | [x0, . . . , xr] ∈ N}|
|BY (n)|r+1
≤ (r + 1)f(n)
for all integers r, n ≥ 0.
Proof. Induction on r. The base case r = 0 follows from (5.1).
For r ≥ 1, write x¯ for [x0, . . . , xr−1]. Then we have∑
x0,...,xr−1∈BY (n)
x¯∈N
|{xr ∈ BY (n) | [x¯, xr] ∈ N}|
|BY (n)|r+1
≤ |{(x0, . . . , xr−1) ∈ BY (n)
r | x¯ ∈ N}| ×
|BY (n)|
|BY (n)|r+1
≤ |BY (n)|
rrf(n)× |BY (n)|
−r = rf(n)
by the induction hypothesis, and∑
x0,...,xr−1∈BY (n)
x¯/∈N
|{xr ∈ BY (n) | [x¯, xr] ∈ N}|
|BY (n)|r+1
≤
∑
x0,...,xr−1∈BY (n)
x¯ /∈N
|BY (n)|f(n)
|BY (n)|r+1
≤ |BY (n)|
r ×
|BY (n)|f(n)
|BY (n)|r+1
= f(n)
by (5.2). This gives
|{(x0, . . . , xr) ∈ BY (n)
r+1 | [x0, . . . , xr] ∈ N}|
|BY (n)|r+1
=
∑
x0,...,xr−1∈BY (n)
|{xr ∈ BY (n) | [x¯, xr] ∈ N}|
|BY (n)|r+1
≤ rf(n) + f(n) = (r + 1)f(n),
as required. 
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For a subgroup H ≤ G, let {1} = Z0(H)E Z1(H)E Z2(H)E · · · be the upper central series
for H. We will use Lemma 5.1 with N =
⋃∞
i=0 Zi(H) for a particular subgroup H. To show
(5.1), the following Lemma will be enough.
Lemma 5.2. Let H = 〈a1, . . . , am, t
N 〉 ≤ G, where N ∈ N. Then there exists a polynomial p
such that
|N ∩BY (n)| ≤ p(n)
for all n ∈ N, where N =
⋃∞
i=0 Zi(H).
Proof. Recall that every element of G can be expressed as t−rauts for some r, s ≥ 0 and
u ∈ Zm. We first show that N ⊆ A. Suppose for contradiction that there exists an element
g = t−rauts ∈ Zi(H) with r 6= s; after replacing g with g
−1 if necessary, we may assume that
r > s. Then, for all v ∈ Zm we have av ∈ H, and so
avZi−1(H) = ga
vg−1Zi−1(H) = t
−rau+T
s
v−ut−rZi−1(H) = t
s−ravtr−sZi−1(H).
Moreover, since g ∈ H we have N | τ(g) = s − r, and so ts−r ∈ H. This implies that ts−r ∈
Zi(H), and so any (i+1)-fold simple commtator [g1, t
s−r, g2, . . . , gi] vanishes for g1, . . . , gi ∈ H.
In particular, since [au, ts−r] = a(T
r−s−I)u, we have
(5.3) 1 = [au,
i︷ ︸︸ ︷
ts−r, . . . , ts−r] = a(T
r−s−I)iu
for all u ∈ Zm, and so (T r−s − I)i = 0. Thus all eigenvalues of T r−s are equal to 1, and so
all eigenvalues of T are roots of unity. As we assumed that G has exponential growth, this
contradicts Proposition 2.5. Thus t−rauts /∈ Zi(H) whenever r 6= s, and so Zi(H) ≤ A, as
required.
Therefore, N ⊆ A. If au ∈ Zi(H) then (5.3) holds (with r = N and s = 0, say) and so
u ∈ U ∩ Zm, where U =
⋃∞
i=1 ker(T
N − I)i ≤ Cm. Therefore,
(5.4) Zi(H) = {t
−rautr | u ∈ Zm, r ≥ 0, (TN − I)iu = 0}.
The strategy of the proof is now to show that if ‖ · ‖ is a norm on U , then ‖u‖ will be bounded
by a polynomial in |au|Y when u ∈ U ∩ Zm.
Consider the Jordan normal form PTNP−1 for TN (where P ∈ GLm(C)): it is a block-
diagonal matrix with blocks Xˆ, Yˆyˆ1 , . . . , Yˆyˆzˆ for some yˆ1, . . . , yˆzˆ ∈ N with (without loss of gen-
erality) yˆ1 ≤ · · · ≤ yˆzˆ, where X ∈ GLxˆ(C) has no eigenvalues equal to 1 and
Yˆyˆ =


1 1
1
. . .
. . . 1
1

 ∈ GLyˆ(C)
for yˆ ∈ N. For an element u ∈ Cm, write
Pu = (u1, . . . , uxˆ, u1,1, . . . , u1,yˆ1 , . . . , uzˆ,1, . . . , uzˆ,yˆzˆ).
Define a seminorm on Cm by setting
‖u‖ = ‖πUPu‖∞ = max{|ui,j | | 1 ≤ i ≤ zˆ, 1 ≤ j ≤ yˆi}
where πU is the projection of Cm onto PU obtained by setting the first xˆ coordinates of PU to
zero, and note that ‖ · ‖ becomes a norm when restricted to U . Note that
Yˆ nyˆ =


1 n
(
n
2
)
· · ·
(
n
yˆ−1
)
1 n · · ·
( n
yˆ−2
)
. . .
. . .
...
1 n
1


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for all yˆ ∈ N and n ∈ Z, where for any n ∈ R and r ∈ N we define
(
n
r
)
=
∏r
i=1
n−i+1
i . It follows
from the above that
‖T nNv‖ ≤ ‖v‖
yˆ−1∑
i=0
∣∣(n
i
)∣∣
for all v ∈ Cm, where yˆ = yˆzˆ. Since
∣∣∣(nˆi)∣∣∣ ≤ (nˆ+ii ) ≤ (n+ii ) whenever n ≥ nˆ ≥ 0 and since(nˆ
i
)
= (−1)i
(−nˆ+i−1
i
)
for nˆ < 0, it follows that
‖T nˆNv‖ ≤ ‖v‖p0(n),
where p0(n) =
∑yˆ−1
i=0
(n+i
i
)
, whenever n ∈ R and nˆ ∈ Z with |nˆ| ≤ n. Since any element
g ∈ BY (n) has h(ωg) ≤ cn (where ωg is a geodesic word representing g), it follows that if
au ∈ BX(n) then
‖u‖ ≤ d0np0(cn/N)
where d0 = max{‖ei‖ | 1 ≤ i ≤ m}. Now since U ∩ Zm is free abelian, we may pick a basis
u1, . . . ,uj for U ∩ Zm and define a norm on C〈U ∩ Zm〉 by∥∥∥∥∥
j∑
i=1
αiui
∥∥∥∥∥
′
= max{|αi| | 1 ≤ i ≤ j}.
As any two norms on a finite dimensional vector space are bi-Lipschitz equivalent, we obtain
‖u‖′ ≤ b0‖u‖ ≤ b0d0np0(cn/N)
for some constant b0 > 0 whenever u ∈ U ∩Zm and |au|Y ≤ n. But by the construction of ‖ · ‖′,
there are at most (2k + 1)j elements u ∈ U ∩ Zm with ‖u‖′ ≤ k, and so
|N ∩ 〈a1, . . . , am〉 ∩BY (n)| ≤ p1(n)
where p1(n) = (2b0d0np0(cn/N) + 1)
j is a polynomial.
Finally, since h(ωg) ≤ cn for all g ∈ BY (n), it follows that any element g ∈ N ∩ BY (n) can
be written as g = t−cnautcn for some u ∈ Zm, and so
au = tcngt−cn ∈ N ∩ 〈a1, . . . , am〉 ∩BY (n + 2cn).
Since conjugation by tcn gives a bijection, we obtain
|N ∩BY (n)| ≤ |N ∩ 〈a1, . . . , am〉 ∩BY (n+ 2cn)| ≤ p1(n+ 2cn),
and the right hand side is a polynomial, as required. 
Now let N ∈ N be such that all eigenvalues λ of T that are roots of unity satisfy λN = 1.
The key fact justifying this choice of N is that if T rv = v for some v ∈ Cm and some r 6= 0,
then also TNv = v, and so we have an inclusion of eigenspaces ker(T r − I) ≤ ker(TN − I) for
every r 6= 0. Let H ≤ G and N ⊆ G be as in Lemma 5.2.
Lemma 5.3. For any g ∈ G, let CNG (g) = {h ∈ G | [g, h] ∈ N}. Then there exists a polynomial
q such that
|CNG (g) ∩BY (n)| ≤ q(n)
for all g ∈ G \A and n ∈ N.
Proof. To show this, we will express the condition [g, h] ∈ N in terms of a linear equation, and
use this and Lemma 5.2 to bound |CNG (g) ∩ t
kA ∩ BY (n)| by a polynomial for any k ∈ Z. By
summing over all possible values of k ∈ Z the result will then follow easily.
Let k ∈ Z and let g = t−rauts ∈ G with g /∈ A (that is, r 6= s). For any h = t−r0au0ts0 , we
have
[g, h] = t−sa−utr−s0a−u0tr0−rauts−r0au0ts0
= t−s−s0(ts0a−ut−s0)(tra−u0t−r)(tr0aut−r0)(tsau0t−s)ts+s0
= t−s−s0a−T
s0u−T ru0+T r0u+T su0ts+s0.
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By (5.4), it follows that
(5.5) [g, t−r0au0ts0 ] ∈ Zi(H) ⇔ (T
N − I)i ((T r0 − T s0)u+ (T s − T r)u0) = 0.
Now take any two elements hj = t
−rjauj tsj ∈ CNG (g) ∩ t
kA for j = 1, 2 for some k ∈ Z. Let
i ∈ N be such that [hj , g] ∈ Zi(H) for j = 1, 2. Let ℓ = r1 − r2 (and so ℓ = s1 − s2 since
τ(h1) = τ(h2) = k). Then by (5.5) we have
(TN − I)i(T s − T r)u1 = (T
N − I)i(T s1 − T r1)u = (TN − I)i(T s2 − T r2)T ℓu
= T ℓ(TN − I)i(T s2 − T r2)u = T ℓ(TN − I)i(T s − T r)u2,
and so (TN − I)i(T s − T r)(T ℓu2 − u1) = 0. Since T is invertible over Q, this gives
(TN − I)i(T s−r − I)(T ℓu2 − u1) = 0.
Now by the choice of N , and since by assumption on g we have r 6= s, it follows that
ker(T s−r − I) ≤ ker(TN − I), and so (TN − I)i+1(T ℓu2 − u1) = 0. Hence, by (5.4), either
au1−T
ℓ
u2 ∈ Zi+1(H) (if ℓ ≥ 0) or t
ℓaT
−ℓ
u1−u2t−ℓ ∈ Zi+1(H) (if ℓ < 0), and since Z(H) is
characteristic in H (and so normal in G), the conjugate h1h
−1
2 is also in Zi+1(H). Note that
if h1, h2 ∈ BY (n) then we have |h1h
−1
2 |Y ≤ 2n, and so Lemma 5.2 implies (by fixing h1 and
letting h2 vary) that
|CNG (g) ∩ t
kA ∩BY (n)| ≤ |N ∩BY (2n)| ≤ p(2n)
for a polynomial p (which does not depend on g or k). Since any h ∈ BY (n) has |τ(h)| ≤ cn, at
most 2cn+ 1 cosets of A intersect BY (n), and so we have
|CNG (g) ∩BY (n)| ≤ (2cn + 1)p(2n),
where the right hand side is a polynomial, as required. 
Proof of Theorem 2.9. By Theorem 2.7, there exists β > 1 such that |A∩BY (n)||BY (n)| ≤ β
−n for all
n ∈ N. Let α ∈ (1, β), and let N , H be as above. We aim to show that γYn (Nr(G)) ≤ α
−n for
all sufficiently large n. In order to prove this, we will show that the conditions of Lemma 5.1
are satisfied with N as above and a function f such that f(n) ≤ β−n for n sufficiently large.
This will imply the result.
For (5.1), the inequality is immediate by Lemma 5.2. For (5.2), the inequality is immediate
by Lemma 5.3 if g ∈ G \ A, hence we are left with the case g ∈ A \ N . Since A is abelian we
have
|{h ∈ BY (n) ∩A | [g, h] ∈ N}|
|BY (n)|
=
|A ∩BY (n)|
|BY (n)|
≤ β−n
for all n ∈ N and g ∈ A, so it is enough to show that {h ∈ G | [g, h] ∈ N} ⊆ A for all g ∈ A\N .
Thus, let g ∈ A\N , and suppose that [g, h] ∈ N for some h = t−r0au0ts0 ∈ G: [g, h] ∈ Zi(H),
say. Then (5.5) implies that (TN − I)i(T r0−s0 − I)u = 0, where u ∈ Zm is such that au is
conjugate to g. If we had r0 6= s0 then we would have ker(T
r0−s0 − I) ≤ ker(TN − I) by the
choice of N , and so (TN − I)i+1u = 0. This would imply that g ∈ Zi+1(H), contradicting
g /∈ N . Hence indeed r0 = s0 and so h ∈ A, as claimed. 
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