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Abstract--For 1 < k < n -  1, we study the existence of multiple positive solutions to the singular 
(k, n - k) conjugate boundary value problem 
(-1)'~-k~ ('~) = l(t,y), o < t < i, 
y(0(0) =0,  0<i< k -  1, 
y(J)(1) =0,  0<j  ~n-k -1 .  
We show that there are at least two positive solutions if f(t, y) is superlinear at c~ and singular at 
u = 0, t = 0, and t = 1. The arguments involve only positivity properties of Green's function and a 
fixed-point heorem in cones. Moreover, the explicit formula of Green's function can be found in this 
paper. (~) 2000 Elsevier Science Ltd. All rights reserved. 
Keywords - -S ingu lar  boundary value problem, Existence, Superlinear, Fixed-point heorem. 
1. INTRODUCTION AND MAIN RESULTS 
During the last two decades, singular nonlinear two-point boundary value problems have been 
studied extensively. For details, see, for instance, papers [1,2] and the references therein. How- 
ever, there are only a few works on singular boundary value problems for superlinear ODEs (cf. 
[2-4]). As far as the author knows, the works on the existence of multiple positive solutions to 
the singular boundary value problems for superlinear ODEs are quite rarely seen. 
In paper [2], Agarwal and O'Regan considered the singular boundary value problem 
y" + q(t) f (t ,  y) = O, 0 < t < 1, 
(1.1) 
y(o)  = y (1)  = o, 
where q • C(0,1) with q > 0 on (0,1) and f lq (s )  ds < oc, and f : [0,1] × (0, oc) ~ [0, oc) is 
continuous. For example, they considered the singular boundary value problem 
y,, + a(y-a + y5 + 1) = 0, 0 < t < 1, (1.2) 
y(0) = y(1) = 0, a > 0 a constant, 
The work was supported by NNSF of China. 
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with 0 <_ a < 1 and b _> 0, and showed that problem (1.2) has at least one positive solution under 
restriction on a. We notice that they allowed b > 1 (the superlinear problem). 
In another ecent paper [1], Eloe and Henderson investigated the following singular (k, n - k) 
conjugate boundary value problem: 
(--1)n-ky (n) = f ( t ,y) ,  
= O, 
y0)(1)  = 0, 
O<t<l, 
0<i<k-1 ,  
O<j<_n-k -1 ,  
(1.3) 
for fixed 1 < k < n - 1, under the following assumptions: 
(A1) f(t ,  y): (0, 1) x (0, co) --* (0, co) is continuous, 
(A2) f(t ,  y) is decreasing in y for each fixed t, 
(A3) fd f(s,  y) ds < co, for each fixed y, 
(A4) limu-.0+ f(t,  y) = co uniformly on compact subsets of (0, 1), 
(As) l imy_~ f(t,  y) = 0 uniformly on compact subsets of (0,1), 
(A6) for each fixed 0 > 0, 
/o 1 0 < f(s, Og(s)) ds < co, g(t) := tk(1 -- t) n-k. 
The existence of positive solutions are established for the BVP (1.3). Their arguments involve 
positivity properties of Green's function, an iteration, and a fixed-point heorem due to [5] for 
mappings that decrease with respect o a cone in a Banach space. However, the explicit formula 
of Green's function cannot be found in [1]. 
Very recently, Jiang and Liu [6] have dealt with the BVP (1.3) with f(t, y) = a(t)Q(y) for the 
cases when Q is superlinear or sublinear, and a(t) may be singular at t = 0, 1. Their arguments 
are different from [1] for dealing with positivity properties of Green's function. The explicit 
formula of Green's function can be found in [6] when k = n - 1. 
Motivated by the results mentioned above, the purpose of this paper is to establish the existence 
of multiple positive solutions to the BVP (1.3), where f(t,  y) is superlinear at oc and singular at 
u = 0, t = 0, and t = 1. Moreover, we find that Green's function G(t, s) to the boundary value 
problem 
(--1)n-ky ('~) = O, 
y(')(0) = 0, 
y(J)(1) = o, 
O<t<l, 
O<i<k-1 ,  
O<j<n-k -1  
can be explicitly given by (see Section 2) 
f (1 -  t)n-k z '~-k - l [ ( l - t )x+t -s ]k - ldx ,  O<s<t<l ,  a(t,s) = (k - T ) ! -~- -£ -  1)! (1.4) 
tk k - 1)!j~l 1)!(n-  (1 - x )k - l ( s -  tx) ~-k- l  dx, 0 < t < s < 1. 
(k 
In Section 2, we will state and prove the following theorem, which is fundamental for our 
existence result. 
THEOREM 1. Let g(t) := tk(1-t )  n-k and h(s) := sn-k(1-s)  k. There exist two positive numbers 
A > 0 and B > 0 such that 
ABg(t)h(s) <_ G(t, s) < Bh(s) on [0, 1] x [0, 1], 
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where G(t, s) is defined by (1.4), and 
1 1 
A . - - -  B := 
n -  1' (k -  1)!(n-  k -  1)!' 
REMARK 1.1. When n = 2, A = B = 1, g(t) = h(t) = t(1 - t). 
Motivated by the example f(t,  y) = a(y -~ + yb), 0 < a < min{n -- k + 1, k + 1}, b _> 0, a > 0, 
we will establish the following existence results in Section 3. 
THEOREM 2. Assume that f(t,  y) = q(t)[g(t, y) + Q(t, y)], and 
(H1) q(t) E C(O, 1) is nonnegative function and there exist a,/3 c (0, 1) such that 
~01 ~01 sn-k-~(1 s)k-~q(s)ds < oo, 0 < h(s)q(s) ds <_ 
where g(t), h(s) are defined by Theorem 1, 
(H2) F(t, y): [0, 1] x (0, oo) --* [0, oc) is continuous, 
(H3) F(t, y) is nonincreasing in y > O, for each fixed t, 
(H4) for each fixed 0 > O, 
f01 f01 sn-k-~(1 -0 < h(s)q(s)F(s, Og(s))ds <_ s)k-~q(s)F(s, Og(s))ds < oc, 
(Hs) Q(t, y):  [0,1] x [0, o~) ~ [0, oo) is continuous and nondecreasing for y _> 0, 
(H6) u 
>1,  sup 
u~(o,oo) B f l  h(s)q(s) [F(s, Aug(s)) + Q(s, u)] ds 
where A, B are defined by Theorem 1. 
Then BVP (1.3) has at least one positive solution. 
REMARK 1.2. If limy--.oo Q(t, y)/y = 0 uniformly on [0,1], then (H6) in Theorem 2 holds. 
THEOREM 3. Assume that (H1)-(Hs) in Theorem 2 hold, and 
(H~) there is a p > 0 such that 
P >1,  
B f :  h(s)q(s)IF(s, Apg(s)) + Q(s,p)] ds 
(H~) limy--.oo Q(t, y)/y = co uniformly on compact subsets of (0,1). 
Then the BVP (1.3) has at least two positive solutions. 
Clearly, our hypotheses allow but does not require f(t ,  y) to be singular at y = 0, t = 0, and 
t= l .  
In this paper, we obtain multiple positive solutions to the BVP (1.3) by arguments involving 
only positivity properties of Green's function and a fixed-point theorem in cones. 
2. PROOF OF THEOREM 1 
In this section, we will seek for the explicit formula of Green's function and explore some 
positive properties of Green's function, which will be used in the next section. 
Let ~(t) E C[0, 1] and ~(t) > 0 on (0,1). Then, it is well known from reference [1] that the 
linear (k, n - k) conjugate boundary value problem 
(-1)n-ky ('~) = ~(t), 0 < t < 1, 
y(i)(O) = O, 0 < i < k - 1, (2.1) 
y(J)(1) = 0, 0 <_ j <_ n -  k - 1 
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has a unique positive solution y(t), which can be represented as 
fo 
y(t) = C(t, s)((s) ds, O<t<l .  
At first we assume that n - k < k. 
Since y E Cn[0, 1], we have the Taylor expansion 
an-1 •n-1 (_ l )n-k  j£t 
y( t )=ao+al t+. . .+  (n -  1)!- + ('-n--_~.w ( t - s )n - l~(s )ds '  O<t<l .  
It follows from (2.1) that ao = al . . . . .  ak-1 = O, and 
ak an- 1 - -+ . . .+  
(k - j)! (n - 1 - j)! 
( - I )  n-k fo I "Jr- (n--~i=-j)!  (1 - -  8)n-l-J~(s) d8 -~ O, 
for 0 < j < n - k - 1. And hence, by Cramer's rule, we obtain 
~01 m,sn_m_l ( l _  8) k m-k Cm-k(--1) (l_k~sff~(s) ds ' 
am = (k -  1).--~(m-- k --~-.'(nL'm - 1)! ~ i m-k-~ 
i=0 
for m : k , . . . ,n -1 .  
Let j=m-k( j=0,1 , . . . ,n -k -1 ) ,and  
P(t, s) := 
n-k-1 8n_k_l_Jtj+ k j _ s)k+ i
j=oE (k_  ~- - -k - - - l _ j ) !  E C~ k~-~ " 
From (2.2)-(2.5) and the arbitrariness of F(s), we conclude that 
since 
So we have 
P(t,s), O < t < s < l, 
(-1)n--~-k (t - ~)n-,, 0 < ~ < t < 1, C(t,s) = P(t,s) + (n -  1)[ 
~cj ( -1 ) J - ' ( l# j _~ - ( -~-y (1 -T )~- 'd , .  
i=O 
t k f l  , -k -1  (_tT)JSn_k_l_ j 
P(t,s) = ~ L (1 - -  T) k-1 E jVTn--- ~-  ~---~[ dv (k j=O 
t k ~ss 1 = (k - 1)!(n - k - 1)[ (1 - T)k-l(s - tT) ~-k-1 tiT. 
When n - k > k, we can get the same results for (2.6) and (2.7). 
Similarly, we have 
Y( t )=b°+bl (1 - t )+ ' "+ bnn~-11~(1-t)n-l-~ (-1)a ~t' ( - ). (n---~! (s - t )~- lF (s )  ds, O < t < l .  
It follows again from (2.1) that bo = bl . . . . .  bn-k-1 = 0, and 
bn-k bn-1 +. . .+  
(n -  k -  i)! (n -  1 - i)[ 
(_ l)k ]~1 
sn- I -~(S) ds = O, 
+ (n -~-  i)! 
(2.2) 
(2 .3 )  
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.s) 
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for 0 < i < k - 1, and hence, by Cramer's rule and the similar way above, we obtain 
( -1)k  ( s - t )  n- l ,  O<t<s<l ,  
a(t ,  s) = Q(t, s) + (n - 1)------~ 
Q(t,s),  O<s<t<l ,  
(2.9) 
where 
(~l.-('t)---nk- 1 )1L '  Q(t,s)  = v~-k - l ( (1 - -  t)T + t -- s)k- l  dr. (2.10) (k- 
From (2.6), (2.7), (2.9), and (2.10), we can get the explicit formula of Green's function (1.4). 
REMARK 2.1. Notice that 
Q(t, s) = (k - 1)! 
( i  - t )  n -k  
= (k -  i)! 
_ t)n-ksn-k 
L s rn -k - l ( (  1 _ t)r + t - S) k-1 dr 
s k-1 
~0 Tn-k-1 E C~-1[ (1  - t )wV( t  - s)k-l-J dr  
j=o  
k -1  
EC~_ 1 [(1 - t)s] j (t - s )  k - l - j  
-F-4U j=O 
(2 .11)  
and 
n-k-1 [t(1 - s)] j _ t)n_k_l_ j tk(1- -S)k E J (s CJn-k-1 P(t ,s )  = (k -1 ) ! (n -k -1 ) !  k+j  
j=0  
Green's function (1.2) can be given by 
a(t, s) = { 
tk(1 _ s) k n -k -1  [t(1 - s)]J t )n_k_ l _  j 
Cn-k- 1 ~ (k-1).-~(~::F-~)~ j=o ~ ~ k j (s- 
k- I  (1-  t)'~-ks "-k V'c~ [(1--t)sp 
(k - 1)!(n - k - 1)! j=Z=9 k-1 ?2 -- k q- j (t -- S) k-  1- j  
O<t<s<l ,  
O<s<t<l .  
(2 .12)  
(2 .13)  
From (2.12), we obtain 
P(t, s) < 
< Bh(s) ,  
n-k-1 tk(1 -- s) k 
Cn_ k_ (k-1)!(n-k-1)! ~ J l[t(1-s)]J(s-t)n-k-l-J 
j=0  
tk(1 -- S)k [t(1 -- s) + (s -- t)] n-k-1 
(k - 1--~-.(n'---;- 1)1 
1 t)n_k_lsn_k_l (  1 
(k -  1 ) ! (n -  k -  1)! tk(1 - - s)k 
0<t<s<l .  
(2.14) 
Also, we can have 
n-k-1 
tk(1 - s)k 
P(t ,s )  > (n - 1)(k - 1)!(n - k - 1)! ~ C~-k- l [ t (1 - s)]J(s - t )n -k - l - J  
j=0  
1 (2.15) 
= - t )n -k - l sn -k - l (1  _ S) k 
(n -  1 ) (k -  1 ) ! (n -  k -  1)! tk(1 
> ,kBg(t)h(s), 0 < t < s < 1. 
In the same way as above, we can prove Theorem 1 for Q(t, s). This completes the proof of 
Theorem 1. 
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For example, when k = n - 1, Green's function G(t, s) is explicitly given by 
tn-l(1 - s )n - l !~t -s )  n-1 
a( t ,s )= - -  - - -~-  , O<s<t<l ,  
tn - l ( l _s )  n-1 
N:~ o<t<,<l .  
REMARK 2.3. Let y(t) be the unique solution to the 
f01 y(t) <_ B h(s)~(s) ds, 0 < t < 1, 
i.e., 
Ilyl[ := max{ly(t)l; 0 < t < 1} <_ B h(sK(s) ds, 
and hence, /01 y(t) >_ ABg(t) h(s)~(s) ds >_ AllyJlg(t), o < t < 1. 
boundary value problem (2.1). Then 
(2.16) 
(2.17) 
3. PROOF OF THEOREMS 2 AND 3 
We say that y(t) E C(n)(0, 1) ~ C[0, 1] is a solution to the BVP (1.3), if it solves the integral 
equation 
/0' y(t) = a(t, s)f(s, y(s)) ds. (3.1) 
The proof of Theorems 2 and 3 will be based on an application of the following fixed-point 
theorem due to Krasnoselskii [7]. 
LEMMA 3.1. Let E be a Banach space, and let K C E be a cone in E. Assume ftl, ~2 are open 
subsets orE with 0 E ~-~1, ~1 C ~2, and let 
(I) : K M (~2 \ f~l) -+ K 
be a completely continuous operator such that either 
(i) II(I)yll _< Ilyl[ Vy E K N 0121 and II(I)yll _> Ilyll Vy E K N 0f~2, or 
(ii) II~Yll - IlYll Vy C g n 0a l  and II~Yll - IIYll Vy ~ K n 0a> 
Then 4) has a fixed point in K n (1)2 \ ftl). 
In the following argument, we will only give the proof of Theorem 3, since the proof of Theo- 
rem 2 can be done in a similar way. 
PROOF OF THEOREM 3. It follows from (H3) and (H4) that there exists a 5 E (0, 1/4) such that 
0 < h(s)q(s)F(s, pg(s)) ds <__ h(s)q(s)F(s, p5 n) ds. (3.2) 
Let r > 0 such that 
r<min{phn,  ABg(2)  f51-~h(s)q(s)F(s,phn)ds}. 
Let f*(t,y) = q(t)[F*(t,y) + Q(t,y)], and 
Y(t, O*g(t)), 
F*(t,y) := F(t,y), 
where O* = Ar. 
if y <_ O* g(t), 
if y _ O*9(t), 
(3.3) 
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We now consider the modified boundary value problem 
( - -1 )n -ky  (n) = f * ( t ,y ) ,  0 < t < 1, 
y(0(0) = 0, 0 < i < k -  1, 
y(J)(1) = 0, 0 _< j _< n -  k -  1. 
Let K be a cone in E given by 
K := {y • E; y(t) >_ ~Xg(t)llYll, on [o, 1]}, 
while E is the Banach space of continuous functions defined on [0, 1] with the norm 
Ilyll :-- max{ ly ( t ) l  : o <_ t _< 1}. 
Let us define an operator ep : K --* K by 
(ey)(t)  = a(t ,  s) /*(s,  y(s)) ds. 
Prom Theorem 1 and the definition of ~, we have for any y • K, 
0 < (~y)(t) < B h(s)f*(s,y(s))ds, 0 < t < 1, 
fO e (~y)(t) >_ ABg(t) h(s)f*(s, y(s))ds >_ Ag(t)ll~ylJ, 0 < t < 1, 
(¢y) ( i ) (0)=(Oy)( J ) (1)=0,  0<i<k-1 ,  0<j<_n-k -1 .  
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(3.4) 
(3.5) 
(¢y)(t) = 
where ~tl := {y • E ;  [[yH < r}. 
Let y • K with [lYll = 
we have 
Ilmyil > ilyii vy  • g n o~,  (3.6) 
p, then y(t) > Apg(t) _> 8*g(t). It follows from (3.2), (3.3), and (H~), 
o G(t, s)f*(s, y(s)) ds 
/o I /o 1 B h(s)q(s)F(s, y(s)) ds + B h(s)q(s)Q(s, y(s)) ds 
/o' /o B h(s)q(s)F(s, )~pg(s)) ds + B h(s)q(s)Q(s, p) ds 
p--I lyl l ,  
which implies that 
(1) 
(~y) = 2,s f*(s,y(s))ds 
>_ ABg h(s)q(s)F(s, r) ds 
>_ ABg h(s)q(s)F(s, p5 n) ds 
> r = Ilyil, 
This shows that ¢~(K) C K and each fixed point of • is a solution to BVP (3.4). 
Moreover, we have the following lemma which will be proved at the end of this section. 
LEMMA 3.2. • : K --* K is completely continuous. 
Now, let y e K with IlylL = r, then y(t) >_ O*g(t). It follows from (3.2), (3.3), and (H3),(H4), 
we have 
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which implies that 
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II yll < Ilyll Vy e K n 0 2, (3.7) 
IlCyII > ][yi] Vy E K M 0f~3. (3.12) 
Therefore, it follows from (3.7), (3.12), and the first part of Lemma 3.1, and we conclude that 
has a fixed point in K O (~3 \ 9t2). Let y(t) be the fixed point, it follows from (3.7),(3.12) that 
IiylI ¢ p and ]]yi] ¢ R. Thus, 0 < p < ]]YII < R. This shows that the fixed point y(t) is a positive 
solution to BVP (3.4). 
Consequently, there exist two positive solutions xl in K rq ((~2 \ f~l) and x2 in K N ((~3 \ ~2) 
to BVP (3.4). Since 0 < r < [IxliI < p < IIx21I, and 
zi(t) >_ )~rg(t) = O*g(t), i = 1, 2, 
xl and x2 are also two positive solutions to BVP (1.3). The proof is therefore complete. 
PROOF OF LEMMA 3.2. Now let D be a bounded subset of K and M > 0 is the constant such 
that IIY]I <- M for y E D. Then we have 
/ol I[¢yil <_ B h(s)f*(s,y(s))ds 
(3.13) I' /01 <_ B h(s)q(s)F(s, O* g(s)) ds + B h(s)q(s)Q(s, M) ds, 
which implies the boundedness of ¢(D). 
This shows that 
( )yo 
> •S 9 h(s)q(s)Q(s, y(s)) ds 
d 60 
where f~2 := {Y E E; IiyiI < p}. 
Therefore, from the second part of Lemma 3.1, we conclude that • has a fixed point in K M 
(~2 \ f~l). Let y(t) be the fixed point, it follows from (3.6) and (3.7) that IlYI] ¢ r and I]YI] ~ P. 
Thus, 0 < r < Iiyl] < p. This shows that the fixed point y(t) is a positive solution to BVP (3.4). 
By (H1), the constant 50 E (0, 1/4) is chosen so that 
1-5o 
so := h(s)q(s) ds > 0. (3.8) 
J ho 
In the sequel, 50 always satisfies (3.8). Moreover, M > 0 is chosen so that 
a°A2B9 (\21) 5'~M > 1. (3.9) 
Since limu__,~ Q(s, y)/y = ~ on [6o, 1 - 6o], there exists an R > p such that 
Q(s, y) >_ My whenever y > 62R, s E [6o, 1 - 50]. (3.10) 
Let D3 := {Y E E : ]IylI < R). Since y E K with IiyiI = R implies that 
y(t) > A6~R, on [50, 1 - 60], (3.11) 
it follows from (3.8)-(3.11) that 
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From (2.11)-(2.13), it is easy to obtain that 
i td * jft ld (Oy)'(t) = -~Q(t ,s) f  (s,y(s))ds + P(t,s)f*(s,y(s))ds, 0 < t < 1. (3.14) 
Moreover, we first assume that n - k _> 2, then we have 
jfs I (1 fs  t dp( t , s )  Ct k-1 - -x )k - l ( s - - tx )n -k - ldx+Ct  k (1 - -X)k - l ( s - - tx )n -k -2dx  <_ 
< Ctk- l (1  - s)ks n-k-a + Ctk(1 -- S)kS n-k-2 (3.15) 
< C l tk - l (1  - s)ks n-k- l ,  0 < t < s < 1. 
When n - k = 1, we can get (3.15) in a similar way above. 
Also, in the same way above, we have 
d Q(t, t )n -k - l (1  S)k-lS n-k, 0 < < t < 1. 8) <_ C2(1 S (3.16) 
For any y E D and 0 < t < 1, it follows from (3.14)-(3.16), we have 
It1-~(1 - t ) l -~(~y) ' ( t ) l  < t l -~(1 - t) 1-~ C2(1 - t )n -k - l (1  - s)k-lsn-kZ*(s,y(S))ds 
+ t l -~(1 - t) 1-~ Cltk-l(1 - s)ksn-k- l f*(s,  y(s)) ds 
_< C2 (1 - S)k-~Sn-kf*(s, y(s)) ds 
/1 
+ C1(1 - s)ksn-k-~f*(s,y(s))ds (3.17) 
fO l sn-k-a(1 _ <_ C3 s)k-Z f*(s, y(s)) ds 
f0 1 sn-k-~(1 _ <_ C3 s)k-~q(s)F(s, O* g(s)) ds 
+ Ca sn-k-a(1 -- s)k-eq(s)Q(s, M) ds 
=C4. 
Then for 0 <_ s,t _< 1, we get 
I(~y)(t) - (¢y)(s)l < .£t(e~y)'(z) dx 
~_ C4 ~txa-l(1 ~ X~ l dx  
<_ C'lt - sl x-v, 
where 3' = max(1 - a, 1 - ~) < 1 and C'  is a positive constant independent of y E D and 
t, s E [0, 1]. Therefore, ¢ (D)  is equicontinuous. 
We are now going to prove that  the mapping • is continuous on D. 
Let {ym(t)}~= o C D be arbitrarily chosen and let ym(t) converge to yo(t) uniformly on [0, 1] 
as  fn, --* (N3. 
From (H1)-(Hs), we know that 
0 < f*(t,  ym(t)) ~_ q(t)[F(t, O*g(t)) + Q(t, M)], 
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and hence, 
0 <_ a(t, s)f*(s, y,,(s)) <_ Bh(s)H(s) on (0, 1), 
where H(t) := q(t)IF(t, O*g(t))+ Q(t, M)] and h(t)H(t) is an integrable function defined on [0, 1]. 
Consequently, we apply the dominated convergence theorem to get 
lim (Oym)(t) = G(t, s)f*(s, ym(S)) ds 
m-- -*oo  
= G(t,s)f*(s, yo(s))ds 
= (Oyo)(t), t • [0, 1], 
which shows that the mapping • is continuous on D. Thus, the proof of Lemma 3.2 is complete. 
4. AN EXAMPLE 
Consider the singular boundary value problem 
y,, + a (y -~ + yb) = 0, 0 < t < 1, (4.1) 
y(0) = y(1) = 0, a > 0 a constant, 
w i th0<a<2andb_>0.  Put  
F(t,y) = ay -a, Q(t,y) = ay b, q(t) = 1, 0 < a ,~ < min{1,2 -  a}. 
Applying Theorem 2, we can find that BVP (4.1) has at least one positive solution under the 
following conditions: 
(i) 0<_b<l ,  or 
(ii) b = 1, (r < [f01 s(1 - s) ds] -1 = 6. 
Applying Theorem 3, BVP (4.1) has two positive solutions if b > 1 and 
6 
(4.2) (7 < 
[c(a + 1)/(5 - 1)] (b-1)/(a+b) + c[c(a + 1)/(5 - 1)1 -(a+l)/(~+b) ' 
where c = 6 f01[s(1 - s)] 1-a ds. 
To see that, we put 
C T(x) := x b-1 + xa+----- ~ ,  x > 0. 
Then T(x) is decreasing for 0 < x < P0 and increasing for x > Po, where 
po = [c(%+_11)1/(a+b) 
Let p := P0, if a satisfies (4.2), we have a < 6/T(p), 1.e., 
fo 1 s(1 - s)q(s) [F(s,ps(1 - s)) + Q(s,p)] ds 
>1.  
Thus, (Hi) in Theorem 3 is satisfied. 
Obviously, (H1)-(Hs) and (H~) in Theorem 3 are satisfied. 
Superlinear Higher-Order ODEs 
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