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Les relations qui lient les agents économiques sont de plus en plus complexes du 
fait de la mondialisation. Cette complexité pousse les chercheurs à se surpasser sans cesse 
en trouvant des meilleures techniques de visualisation des réseaux. Au cours de ces dix 
dernières années, des avancées significatives dans les techniques de visualisation ont été 
accomplies dans l’étude des réseaux financiers afin de faire ressortir toutes les 
informations cachées [Marti et al. (2017)]. En analyse des réseaux financiers, les 
institutions financières comme les banques, les compagnies d’assurances, les fonds de 
pension, les fonds d’investissement, etc. sont représentées par des nœuds et les relations 
entre celles-ci sont représentées par des arêtes. A partir d’une approche statique ou 
dynamique, des applications intéressantes peuvent en découler en conception d’un 
portefeuille, en gestion de portefeuille, en stratégies de trading, en gestion des risques, en 
étude du risque systémique et en élaboration des politiques monétaires et financières. 
Les Etats-Unis d’Amérique et l’Europe continuent encore d’influencer toutes les 
économies mondiales. Ces marchés étant matures et des liens forts et historiques existent 
depuis des siècles entre les différents acteurs de ces économies. C’est justement pour cette 
raison que la crise des « subprimes » s’est propagée très rapidement du système financier 
américain vers les banques européennes. Aujourd’hui encore, certains bouleversements 
économiques (crises des dettes souveraines, risque de fragmentation des économies, 
crise sanitaire, etc.) trouvent encore leur origine de cette crise du fait de la fragilité du 
système financier qui en a découlé. Une étude des réseaux financiers a donc tout son sens 
dans la mesure où elle permettrait d’expliquer en profondeur sa complexité. Plusieurs 
études ont déjà été menées en utilisant cette approche en réseau sur des indices globaux 
de référence comme le S&P500, le STOXX600, le BEL20, etc. Cependant, très peu ont 
comparé les différences entre deux indices dans un secteur particulier comme le secteur 
bancaire et financier. 
Pour comprendre comment les réseaux bancaires américain et européen diffèrent 
dans les propriétés topologiques et les structures, nous allons utiliser les données issues 
des marchés financiers sur une période de quinze ans. En utilisant une approche 
dynamique, les indices S&P Banks et STOXX Banks seront modélisés comme des réseaux 
pouvant prendre la forme d’un réseau original, d’un arbre hiérarchique (HT), d’un arbre 
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à portée minimale (MST) et d’un graphe triangulé filtré au maximum (TMFG). Pour 
chaque réseau filtré, les propriétés topologiques et les structures seront 
systématiquement analysées. Une analyse approfondie de ces réseaux nous montre qu’ils 
évoluent en permanence, qu’ils sont denses et qu’ils sont différents sur plusieurs aspects. 
Notre travail sera structuré de la manière suivante : La première partie présente 
une revue littéraire sur l’analyse théorique des réseaux. Le chapitre 1 rappelle brièvement 
quelques concepts de la théorie des graphes, le chapitre 2 explique le processus de 
formation des réseaux bancaires et le chapitre 3 explique trois méthodes de filtrage 
d’arêtes pour simplifier les réseaux, à savoir, l'arbre hiérarchique (HT), l'arbre à portée 
minimale (MST) et le graphe triangulé filtré au maximum (TMFG). La deuxième partie 
présente une application empirique sur les réseaux bancaires européen et américain afin 
de savoir comment ils se comportent d’un point de vue structurel. Le chapitre 4 présente 
la méthodologie, le chapitre 5 analyse les données et le chapitre 6 présente une discussion 
générale des résultats obtenus. Ce mémoire se clôture par une conclusion dans laquelle nous 




Analyse théorique : Revue littéraire sur 
l’analyse des réseaux 
Les structures en réseau occupent une place importante dans la sphère 
économique.  Au niveau microéconomique, les réseaux informels offrent une possibilité 
de communication et de répartition des biens et services qui ne sont pas présents dans 
les marchés financiers. Parmi ces biens et services, nous pouvons citer entre autres, les 
invitations aux évènements, les offres d'emploi, les rencontres professionnelles, etc. Au 
niveau macroéconomique, les réseaux formels permettent de mieux cerner les questions 
liées à la productivité, au bien-être, au bonheur, etc. Dans ces deux contextes, la place d’un 
agent économique dans le réseau, peut affecter sa productivité, son efficacité, son pouvoir 
de négociation, ce qui peut se refléter sur la structure du réseau.  
Les chapitres 1 à 3 nous donnerons une analyse théorique des réseaux bancaires 
et financiers en se focalisant principalement sur leurs structures et processus de 
formation. Le chapitre 1 donne une introduction à la théorie des graphes. Le chapitre 2 
nous présente la formation des réseaux bancaires et financiers et leurs structures. Enfin, 
le chapitre 3 nous présente quelques approches de filtrage de l’information dans l’analyse 
des réseaux bancaires et financiers. 
Chapitre 1 : Introduction aux graphes et réseaux 
Depuis la publication de Leonhard Euler (1736) sur le problème des Sept Ponts de 
Köningsberg, multiples domaines que ce soit dans les sciences humaines (économie, 
finances, droit, sociologie, etc.) ou les sciences pures (mathématiques, informatiques, 
physiques, biologie, etc.) ont eu recours à la théorie des graphes pour expliquer certaines 
caractéristiques rencontrées dans les réseaux complexes réels. En effet, la théorie des 
graphes permet de modéliser des systèmes complexes en caractérisant les interactions 
par paires entre objets d'intérêt. Récemment encore, les mesures de centralité et de 
structures liées à la théorie des réseaux ont été utilisées pour modéliser le risque de 
contagion et identifier les institutions systémiques.  
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Une des découvertes a été de constater que lorsqu’on modélise les systèmes réels 
(réseaux sociaux, biologiques, technologiques, de connaissances, financiers ou bancaires) 
sous forme de réseau, ceux-ci comportent les mêmes caractéristiques que les réseaux 
complexes. L’objectif de ce chapitre sera donc de fournir au lecteur un aperçu de la 
recherche sur la science des réseaux complexes en économie et finance en présentant à la 
section 1.1 les réseaux bancaires et financiers et à la section 1.2, quelques concepts de 
base concernant la théorie des graphes.  
Section 1.1 : Réseaux bancaires et financiers 
A partir de la théorie des graphes, il est possible de modéliser une série de réseaux 
réels tels que les réseaux sociaux, biologiques et écologiques, de connaissances, 
technologiques, financiers et bancaires. Nous allons nous focaliser ici sur une brève 
présentation du contexte dans lequel les réseaux financiers et bancaires ont été 
modélisés. 
La crise financière de 2007-2009 a remis au jour les liens de nature diverse qui 
existent entre les institutions financières. Les connexions dans le monde financier sont 
multiples et les dépendances proviennent à la fois de l’actif et du passif du bilan de ces 
institutions. De façon générale, un réseau financier est un concept décrivant un ensemble 
d’entités financières ayant des liens par le biais de certaines opérations directes ou 
indirectes. Prenons un exemple simple des relations qui découlent des prêts 
interbancaires. Pour la banque prêteuse, le prêt figurera à l'actif de son bilan, tandis que 
la banque emprunteuse détiendra le prêt comme un passif. La structure des liens entre 
ces institutions dans un système financier peut être réalisée en utilisant une 
représentation en réseau. Cette approche en réseau appliquée à un système financier est 
importante pour évaluer la stabilité financière et peut être un instrument d’analyse du 
risque systémique ou d’amélioration de la régulation prudentielle préventive.  
Plus fondamentalement, l’analyse des réseaux financiers aborde deux types de 
questions : les effets sur la structure de réseau d’une part et le processus de formation des 
réseaux d’autre part. Le premier type de question permet d’étudier des phénomènes sur 
des réseaux fixes. Par exemple, nous pouvons étudier les effets de la contagion sur la 
structure d’un réseau financier. Nous pouvons montrer que les structures de réseau se 
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comportent différemment en fonction de la propagation du choc et la fragilité du système 
dépend de la localisation de l’institution initialement affectée dans le réseau. Le second 
type de question étudie comment les institutions financières forment des connexions. 
Plusieurs études réalisées dans ce sens permettent de mieux comprendre des questions 
liées au risque systémique.  
Les premières études réalisées ont permis de modéliser des phénomènes 
économiques. Les études sur le marché du travail ont montré par exemple comment le 
réseau peut jouer un rôle important dans la transmission de l’information entre les 
employeurs et les travailleurs. En effet, il a été prouvé qu’en moyenne 50 % des personnes 
obtiennent du travail grâce aux contacts personnels [Rees (1966) ; Granovetter (1995)] 
et, en moyenne 40 à 50 % des employeurs recrutent du personnel par l’intermédiaire de 
leurs travailleurs actuels [Holzer (1987)]. Au-delà du marché de travail, d’autres études 
ont été effectuées sur les marchés en général. Certains chercheurs considèrent par 
exemple que les marchés sont centralisés alors que d’autres considèrent qu’ils sont 
décentralisés [Kirman (1997)]. Une structure en réseau a permis par exemple d’expliquer 
pourquoi les agents n’interagissent pas avec tous les autres agents de façon simultanée 
mais uniquement avec leurs voisins dans le réseau [Ellison (1993) ; Durlauf (1996)].  
D’autres études empiriques toujours en économie ont également été réalisées sur 
les réseaux de partage de risque [Fafchamps et Gubert (2006) ; Bramoulle et Kranton 
(2007)], de diffusion et d’adoption de produit [Katz et Shapiro (1994)], de recherche et 
développement (R&D) [Goyal et al. (2005)], d’accords commerciaux [Furusawa and 
Konishi (2005)] et d’intermédiation entre les vendeurs et les acheteurs [Gale et Kariv 
(2007)]. Toutes ces études en économie ont été très utiles pour comprendre comment 
l’analyse des réseaux pourrait s’appliquer à la finance. 
S’agissant de la modélisation des réseaux financiers, deux approches 
méthodologiques sont possibles : la modélisation économique des réseaux et la 
modélisation des réseaux dans les domaines non économiques. La modélisation 
économique des réseaux montre comment les phénomènes économiques et sociaux 
peuvent être expliqués par les choix des agents rationnels qui comparent les coûts et les 
bénéfices. En économie, il existe des mécanismes qui expliquent comment les agents sont 
supposés former ou rompre des liens grâce à des jeux de formation de réseau menant à 
un ou plusieurs équilibres. Ces études ont tout d’abord été réalisées sur les équilibres 
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statiques [Myerson (1991) ; Jackson et Wolinski (1996) ; Bala et Goyal (2000) ; Gilles et 
Sarangi (2005) ; Bloch et Jackson (2007)] avant de progressivement s’orienter vers des 
processus dynamiques dans lesquels le réseau évolue graduellement au cours du temps 
[Jackson et Watts (2002) ; Dutta et al. (2005) ; Page et al. (2005) ; Mauleon et 
Vannetelbosch (2004)]. En plus de s’intéresser aux jeux de formation de réseaux, d’autres 
études ont mis un accent particulier sur les comportements dans les réseaux. C’est le cas 
par exemple des études de réseaux concernant l’apprentissage [Bala et Goyal (1998, 
2001)], les croyances [Gale et Kariv (2003, 2005) ou l’investissement dans les biens 
publics [Bramoulle et Kranton (2007)]. 
La deuxième approche qui est plus mécanique, utilise des procédures 
stochastiques empruntées de domaine des sciences pures (physique, mathématique, 
statistique, biologie). Plusieurs études poursuivant cette approche empirique ont montré 
que plusieurs réseaux du monde réel présentent des caractéristiques similaires telles que 
des propriétés small-world, une distribution inégale de degrés et de fort regroupement 
[Newman (2003)].  En analysant les systèmes financiers, les chercheurs ont pu 
expérimenter cette deuxième approche. Nous pouvons par exemple utiliser des modèles 
de propagation d’une maladie contagieuse pour comprendre les phénomènes de 
contagion dans les systèmes financiers. Il a été prouvé que cette deuxième approche est 
plus appropriée pour étudier les processus complexes dans les systèmes financiers.  
En conclusion, nous pouvons dire qu’adopter l’une ou l’autre approche dépendra 
des stratégies du chercheur. Une modélisation économique en réseau nécessite que les 
acteurs connaissent bien la forme du réseau et les gains potentiels alors qu’une approche 
mécanique nous fournira un aperçu sur les causes et les effets. 
Section 1.2 : Eléments de théorie des graphes  
Pour décrire la formation des réseaux bancaires et financiers, nous allons rappeler 
quelques notions essentielles de théorie des graphes car, les réseaux financiers sont 
fortement basés sur la théorie des réseaux qui fait elle-même partie de la théorie des 
graphes, théorie qui donne une représentation visuelle des relations entre divers objets. 
Dans cette section, nous allons donner quelques concepts de base qui seront utilisés tout 
au long des chapitres suivants. Pour avoir plus de détail sur la théorie des graphes, nous 
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vous invitons à consulter les livres de référence tels que : [Berge (1976)] ; [Bang-Jensen 
et Gutin (2001)] ; [Albert et Barabási (2001)] ; [Diestel (2005)] et [Kolaczyk et Csárdi 
(2014)]. 
Sous-section 1.2.1 : Définitions 
Un graphe G(V, E) (non) orienté est une représentation visuelle constituée d'un 
ensemble non vide de sommets ou nœuds (V) (« vertex » en anglais) et d’un ensemble de 
paires (non) ordonnées de sommets (E) appelés arcs ou arêtes (« edge » en anglais). Le 
nombre de nœuds N est l’ordre du graphe tandis que le nombre d’arêtes |E| désigne la 
taille du graphe. Le graphe est dit fini si V est fini. Si les nœuds i, j ∈ V avec i ≠ j, et {i, j} ∈ 
E, alors, on dira des nœuds i et j qu’ils sont connectés (c’est-à-dire qu’ils sont voisins), et 
dans ce cas, les nœuds i et j sont appelés extrémités de l’arête e = (i, j). Dans ce contexte, 
une boucle est alors une arête dont les extrémités coïncident. Ainsi, deux nœuds seront 
adjacents lorsqu’ils seront reliés par une arête et le degré d’un sommet i sera le nombre 
d’arêtes dont ce sommet est l’extrémité. Précisons que pour un sommet relié à plusieurs 
arêtes dont au moins une arête est une boucle, le nombre de degré est compté deux fois 
pour la boucle. 
L'ensemble des sommets du graphe G est souvent appelé V(G) et l'ensemble des 
arêtes E(G). Dans l'analyse des réseaux et l’étude des réseaux complexes, les termes 
réseau et graphe sont souvent utilisés de façon interchangeable. Le réseau étant 
généralement utilisé pour désigner une représentation visuelle sous forme de graphe de 
certaines données concrètes et le graphe est généralement utilisé pour désigner une 
structure abstraite et formelle de ces données. Sauf mention explicite, nous allons 
également adopter ces deux termes de façon interchangeable.  
Dans un graphe, les connexions entre les sommets peuvent être directes ou 
indirectes. Voici quelques concepts de base relatifs aux graphes qui sont nécessaires et 
utiles pour la suite de la discussion : 
 Sous-graphe : un sous-graphe G' d'un graphe G est un graphe où V(G') ⊆ V(G) et E(G') 
⊆ E(G) ; 
 Un graphe dirigé (ou orienté) : un graphe dans lequel l’arête (i, j) est différente le 
l’arête (j, i). En opposition, il sera non dirigé (ou non orienté) si l’arête (i, j) est 
similaire à l’arête (j, i) ; 
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 Graphe complet ou plein : Un graphe dans lequel chaque sommet est connecté à tous 
les autres sommets ; 
 Graphe connecté : un graphe dans lequel un chemin existe entre toutes les paires de 
sommets du graphe ; 
 Composant : Un sous-graphe connecté dans lequel aucun sommet n'est connecté à 
d'autres sommets que le sous-graphe ; ainsi, un graphe non connecté est divisé en 
composants ; 
 Clique : Un sous-graphe complet ou plein de trois sommets ou plus ; 
 Le voisinage d’un sommet i : Ensemble des sommets qui sont adjacents à i ; 
 Chemin du sommet i au sommet j : séquence d'arêtes reliant i à j dans laquelle aucun 
sommet n’apparaît deux fois ; 
 Longueur du chemin : Nombre d'arêtes dans le chemin ; 
 Distance géodésique : La longueur du chemin le plus court entre deux sommets ; 




                                                                                                                        (1.1)  
où Li,j est la distance géodésique qui sépare le ie sommet du je sommet pour toutes les 
paires de sommet ij dans le graphe, avec i≠j. N est le nombre de sommets. 
 Sommet isolé : un sommet avec degré zéro et donc non lié à d'autres sommets ; 
 Diamètre d’un composant connecté : la plus grande distance entre deux sommets d’un 
composant. 
Sous-section 1.2.2 : Représentation graphique 
Lorsqu’on représente un graphe sur un papier ou sur ordinateur, la question que 
l’on se pose est de savoir si le graphe G reflète exactement toute l’information souhaitée. 
Intuitivement, nous pouvons supposer que pour les graphes de taille réduite, le dessin 
sera exact alors que pour les graphes de grande taille, la représentation sera toujours 
biaisée. Cela suggère donc qu’il sera toujours préférable de tracer des graphes à l’aide des 
méthodes automatiques qui comportent diverses spécifications rigides ou souples sur les 
conventions de dessin, l’esthétique et les contraintes [Voir di Battista et al. (1999) et 
Kolaczyk (2009, 2014)]. 
En utilisant les méthodes automatiques, la construction d’un graphe devient ainsi 
une question d’optimisation formelle sous contrainte de certains ou de tous les 
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paramètres. Une telle optimisation est généralement difficile à résoudre en temps réel 
pour des graphes de grande taille. Par conséquent, pour rapidement arriver à une solution 
réalisable mais pas optimale, nous faisons appel à l’usage de l’heuristique et l’imposition 
des priorités. Même quand l’algorithme exécuté serait correct, il faut toujours garder en 
vue que la représentation visuelle d’un graphe peut être trompeuse. La Figure 1.1 nous 










Sous-section 1.2.3 : Stockage informatique des données 
Plusieurs approches peuvent être exploitées afin de coder les données relatives 
aux graphes en informatique. Les deux approches les plus utilisées étant la matrice 
d’adjacence et la liste d’arêtes. D'autres approches basées sur l'utilisation de matrices 
d'incidence ou de liste de successeurs sont utilisées en recherche opérationnelle pour 
traiter des flux.  
Pour illustrer ces deux approches, considérons un graphe G, caractérisé par un 
ensemble de sommets notés par V(G) avec N nœuds, ainsi qu’un ensemble d’arêtes notées 
par E(G). Le codage de la liste d’arêtes consiste simplement à enregistrer toutes les arêtes 
en E(G) sous forme de liste, chaque élément étant une arête de E(G). Le principal avantage 
d'une telle approche est que seule la présence d’arêtes est enregistrée et par conséquent, 
elle prend peu d’espace. Par ailleurs, Cormen et al. (1990) ont montré que la liste d’arêtes 
a un espace de stockage O(|E|) qui varie entre O(|1|) et O(|V|2). L’inconvénient de cette 
approche est qu’il est difficile de travailler avec la liste d’arêtes car il faut avoir 
Figure 1.1. Représentation 
graphique des réseaux de 
treillis et de blogs – Source : 
[Kolaczyk et Csárdi (2014)].  
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connaissance à priori du nombre total de sommets sinon, il sera difficile de reconstruire 
le graphe. 
Inversement, une matrice d’adjacence peut être obtenue en stockant les 
informations pour chaque paire de sommets. La matrice N x N, doit satisfaire aux critères 
suivants : 
𝑋𝑋𝑖𝑖𝑖𝑖 = �
1 𝑠𝑠𝑠𝑠 {𝑠𝑠, 𝑗𝑗} ∈ 𝐸𝐸,
0 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠          
 
La matrice d’adjacence a un avantage d’un point de vue mathématique, puisqu’elle 
permet d’utiliser les théories d’algorithme et d’algèbre linéaire. Toutefois, elle nécessite 
O(|N|2) d’espace de stockage et de mémoire. La Figure 1.2 ci-dessous nous présente par 
exemple un réseau avec N=9 nœuds encodés selon  
 la liste d’arêtes {𝑋𝑋13, 𝑋𝑋14, 𝑋𝑋21, 𝑋𝑋34, 𝑋𝑋38, 𝑋𝑋48, 𝑋𝑋59, 𝑋𝑋65, 𝑋𝑋78, 𝑋𝑋79, 𝑋𝑋84} 









0 0 1 1 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 1
0 0 0 1 0 0 0 0 0










   
Figure 1.2. Un exemple d’un réseau orienté avec 9 sommets et 
11 arêtes, dans lequel nous attribuons à chaque arête une 
composante de la matrice d'adjacente X. 
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Chapitre 2 : Formation des réseaux bancaires et 
financiers 
Au chapitre précédent, nous avons rappelé quelques concepts de base de la théorie 
des graphes. Dans ce chapitre, nous allons continuer notre discussion sur les graphes en 
l’orientant sur les questions liées à la formation d’un réseau bancaire. Pour cela, nous 
allons présenter à la section 2.1, le processus de formation et quelques statistiques 
descriptives et à la section 2.2, quelques propriétés structurelles. 
Section 2.1 : Formation d’un réseau et quelques statistiques 
descriptives  
Au chapitre 1, nous avons défini un graphe (non) orienté comme une 
représentation visuelle constituée d'un ensemble non vide de sommets ou nœuds (V) et 
d’un ensemble de paires (non) ordonnées de sommets (E). Partant de cette définition, 
nous pouvons construire un réseau interbancaire à partir des étapes suivantes : 
Premièrement, nous devons définir les nœuds et les arêtes. Chaque nœud identifiera une 
banque et chaque arête permettra de lier deux banques. Nous devons définir l’objet de la 
liaison entre les banques. Ce lien peut être les actifs, les passifs, les rendements, les 
expositions, etc.  La plupart des auteurs utilise les rendements boursiers car ils sont plus 
facilement accessibles. Deuxièmement, nous devons construire la matrice d’adjacente. Et 
enfin troisièmement, nous pouvons construire notre graphe. Précisons tout de même que 
selon l’objet du lien (actif, passifs, rendements boursiers, etc.), d’autres étapes 
intermédiaires seront nécessaires afin de respecter la méthodologie de référence. 
En utilisant cette méthode, Co-Pierre Georg (2013) construit d’une part, la matrice 
adjacente A(G) = [aij] de dimension n x n, et d’autre part, la matrice des expositions 
bilatérales W(G) = [wij] d’un marché interbancaire G avec n banques où les éléments (ou 
entrées) wij représentent l'exposition de la banque i à la banque j. Rappelons que 
l’exposition est la perte qui découlerait de la réalisation d'un certain risque. Que ce soit la 
matrice des expositions bilatérales ou la matrice d’adjacente, ils doivent satisfaire aux 
critères suivants : 
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𝐴𝐴𝑖𝑖𝑖𝑖 𝑠𝑠𝑜𝑜 𝑊𝑊𝑖𝑖𝑖𝑖 = �
1 s′il existe une exposition entre 𝑠𝑠 et 𝑗𝑗 
0 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠                                                          
  
Une fois que ces matrices ont été construites, nous pouvons définir quelques 
statistiques comme l'interconnectivité, la taille et le coefficient de clustering de chaque 
banque dans le graphe G. Rappelons que l'interconnexion (ou interconnectivité) 
financière est généralement définie comme un ensemble de relations parmi les 
participants aux marchés financiers. Elle a une très grande importance puis qu’elle sert 
de canal à la contagion. L'impact de la faillite d'une grande entité interconnectée peut se 
propager rapidement à travers le système financier, au point de provoquer une instabilité 
financière mondiale. En théorie des graphes, la mesure d’interconnectivité d’une banque 
i dans un graphe G(V, E) peut être défini comme le degré entrant 𝑑𝑑𝑖𝑖𝑖𝑖(𝑠𝑠) et sortant 𝑑𝑑𝑜𝑜𝑜𝑜𝑜𝑜(𝑠𝑠) 
du sommet et s’exprime par les relations suivantes :  
𝑑𝑑𝑖𝑖𝑖𝑖(𝑠𝑠) =  ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖=1  𝑒𝑒𝑒𝑒 𝑑𝑑𝑜𝑜𝑜𝑜𝑜𝑜(𝑠𝑠) =  ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖=1                                                                                      (2.1)  
La taille d'une banque i étant la valeur en degré entrant (mesure du passif de la 
banque i) et sortant (mesure de l’actif de la banque i) et s’exprime par les relations 
suivantes : 










 ∈ [0,1]                                 (2.2) 
avec ∑ 𝑤𝑤𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖=1 = 𝑎𝑎𝑖𝑖   et ∑ 𝑤𝑤𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖=1 =  𝑙𝑙𝑖𝑖 .  ai et li étant respectivement les actifs et passifs de la 
banque i.  
Supposons par exemple trois banques i, j et k, où i prête à j et j prête à k, alors le 
coefficient de clustering quantifie la fréquence des triangles connectés dans un réseau. 
C’est-à-dire la fréquence relative à laquelle les triples connectés (sous-graphe de trois 
sommets reliés par deux bords) se rapprochent pour former des triangles. Ainsi, comme 
le montrent Onnela, Kaski et Kertesz (2004), le coefficient de clustering (aussi appelé 
coefficient d'agglomération, de connexion, de regroupement, d'agrégation ou de 
transitivité) d’une banque et le coefficient de clustering global, utilisés pour décrire la 
typologie d'un réseau sont alors définis respectivement par les relations : 
𝐶𝐶𝑖𝑖(𝐴𝐴) ∶=
1














                     (2.3) 
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où 𝑒𝑒𝑖𝑖 est le nombre de triangles reliés au sommet i et 𝑇𝑇𝑖𝑖 le nombre de tous les triangles 
possibles que i  peut former. Précisons que (𝐴𝐴3)𝑖𝑖𝑖𝑖 est le ième élément de la diagonale 
principale de 𝐴𝐴3 = 𝐴𝐴𝐴𝐴𝐴𝐴. Chaque produit 𝑎𝑎𝑖𝑖𝑖𝑖𝑎𝑎𝑖𝑖ℎ𝑎𝑎𝑖𝑖ℎ compte si un triangle existe ou non 
autour de i. Par ailleurs, V′ est l'ensemble des sommets i avec 𝑑𝑑𝑖𝑖 = 𝑑𝑑𝑖𝑖𝑖𝑖(𝑠𝑠) + 𝑑𝑑𝑜𝑜𝑜𝑜𝑜𝑜(𝑠𝑠)  ≥ 2. 
𝑑𝑑𝑖𝑖 étant le degré du sommet i.  
Pour avoir plus de détail sur toutes les statistiques décrivant un graphe ou réseau, nous 
vous invitons à consulter les références tels que : Wasserman et Faust (1994) ; Scott 
(2004) ; Brandes et Erlebach (2005), Newman (2010) et [Kolaczyk et Csárdi (2014)]. 
Section 2.2 : Propriétés structurelles des réseaux 
Pour analyser un réseau, une série de questions peut être formulée comme par 
exemple, mesurer l’importance d’un sommet. En effet, l’importance d’un sommet peut 
être saisie par les mesures de centralité. Cette notion de centralité consiste à identifier les 
sommets les plus importants du graphe en fonction de plusieurs dimensions : le degré, la 
proximité, l’intermédiarité, les vecteurs propres, etc.  
Nous avons déjà expliqué précédemment la mesure de la centralité de degré. Nous 
allons à présent nous intéresser à trois autres mesures de la centralité des sommets, à 
savoir la centralité de proximité (« closeness centrality » en anglais), la centralité 
d'intermédiarité (« betweenness centrality » en anglais) et la centralité des vecteurs 
propres (« eigenvector centrality » en anglais), respectivement.  
Les mesures de centralité de proximité (« closeness centrality ») tentent de saisir 
la notion qu'un sommet est central s'il est proche de nombreux autres sommets. 
L'approche standard, introduite par Sabidussi (1966), consiste à calculer l'inverse de la 
somme de la distance moyenne d’un sommet par rapport à tous les autres sommets du 
graphe comme suit,  
𝐶𝐶𝐶𝐶𝐶𝐶(𝑣𝑣) = 1 ∑ 𝑑𝑑𝑠𝑠𝑠𝑠𝑒𝑒(𝑣𝑣, 𝑜𝑜)𝑜𝑜∈𝑉𝑉⁄                                                                                                (2.4)  
où 𝑑𝑑𝑠𝑠𝑠𝑠𝑒𝑒(𝑣𝑣, 𝑜𝑜) est la distance géodésique entre les sommets u,v ∈ V. Cette mesure de 
centralité peut être normalisée à [0,1] par multiplication par un facteur 𝑁𝑁𝑣𝑣 − 1. 
Les mesures de centralité d'intermédiarité (« betweenness centrality ») visent à 
estimer dans quelle mesure un sommet est situé entre d'autres paires de sommets. 
Freeman (1977) montre que cette mesure peut être déterminée en calculant le nombre 
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moyen de chemins dans lesquels un sommet sert d’intermédiaire entre d'autres paires de 
sommets comme suit, 




                                                                                                               (2.5) 
où 𝜎𝜎(𝑠𝑠, 𝑒𝑒|𝑣𝑣) est le nombre total de chemins les plus courts entre s et t qui passent par v, et 
𝜎𝜎(𝑠𝑠, 𝑒𝑒) est le nombre total de chemins les plus courts entre s et t (qu'ils passent par v ou 
non). Cette mesure de centralité peut être normalisée à [0,1] par division par un facteur 
(𝑁𝑁𝑣𝑣 − 1)(𝑁𝑁𝑣𝑣 − 2) 2⁄ . 
Enfin, les mesures de centralité des vecteurs propres tentent à saisir l'idée que plus 
les voisins d'un sommet sont centraux, plus le sommet lui-même est central. Katz (1953) 
et Bonacich (1972) expliquent que ces mesures peuvent être exprimées en termes de 
solutions de vecteurs propres de systèmes d’équations linéaires selon la forme 
𝐶𝐶𝐸𝐸𝑖𝑖(𝑣𝑣) =  𝛼𝛼 � 𝐶𝐶𝐸𝐸𝑖𝑖(𝑜𝑜)
{𝑜𝑜,𝑣𝑣}∈𝐸𝐸
                                                                                                                 (2.6) 
Le vecteur 𝐶𝐶𝐸𝐸𝑖𝑖(𝑣𝑣) = (𝐶𝐶𝐸𝐸𝑖𝑖(1), … , 𝐶𝐶𝐸𝐸𝑖𝑖(𝑁𝑁𝑣𝑣))𝑇𝑇 est la solution au problème de la valeur propre 
𝐴𝐴𝑣𝑣𝐸𝐸𝑖𝑖 =  𝛼𝛼−1𝑣𝑣𝐸𝐸𝑖𝑖 , où A est la matrice d’adjacence du réseau G.  
Précisons également que les mesures de centralité ont deux limites importantes. 
La première limite est qu'une mesure de centralité qui est optimale pour une application 
n'est pas forcément optimale pour une autre application. En effet, s'il en était autrement, 
on n'aurait pas besoin de tant de notions différentes de centralité. Comme l’expliquent 
Phillip Bonacich (1987) et Stephen P. Borgatti (2005), les mesures de centralité sont 
explicitement conçues pour produire uniquement un classement qui permet d'obtenir des 
indications sur les sommets les plus importants. Ils ne sont pas conçus pour mesurer 
l'influence des sommets en général. Récemment, les physiciens des réseaux ont 
commencé à élaborer des mesures de l'influence des sommets pour résoudre ce 
problème. La deuxième limite est que les mesures de centralité identifient uniquement 
les sommets les plus importants mais pour les autres sommets, le classement n’est pas 
forcément correct. Cela explique par exemple pourquoi seuls les premiers résultats 
apparaissent dans un ordre raisonnable en ce qui concerne la recherche d’images et le 
référencement web sur Google. Comme l’explique Glenn Lawyer (2015), vu que la mesure 
optimale dépend de la structure du réseau des sommets les plus importants, une mesure 
qui est optimale pour ces sommets est sous-optimale pour le reste du réseau. 
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Chapitre 3 : Méthodes de clustering 
Ce dernier chapitre clôturant la partie théorique sera consacré aux techniques de 
classification permettant de visualiser les réseaux bancaires et financiers.  
Au cours des vingt dernières années, plusieurs méthodes de clustering ont été 
mises au point pour regrouper et visualiser les réseaux financiers. Nous pouvons citer 
entre autres, l'arbre hiérarchique (HT), l'arbre à portée minimale (MST), les graphes 
planaires à filtrage maximal (PMFG), le graphe triangulé filtré au maximum (TMFG), le 
graphe des actifs (AG), le réseau de corrélation partielle, etc. Le point de départ de toutes 
ces méthodes c’est la publication de Mantegna (1999) sur la structure hiérarchique des 
marchés financiers. Pour plus de détail sur l’évolution de ce sujet, nous vous invitons à 
consulter la revue de Marti et al. (2017). 
Section 3.1 : Hierarchical tree (HT) 
Rappelons que le clustering ou la classification consiste à mettre en évidence des 
groupes d’individus ou de caractères sur base de similarités. Elle est utile dans les bases 
de données ayant beaucoup d’observations. Le but étant de savoir si les observations sont 
similaires et si on peut les regrouper. Les méthodes de classification hiérarchique peuvent 
être regroupées en deux catégories : agglomérative (de bas en haut), basées sur le 
grossissement successif des partitions par le processus de fusion ; soit divisive (de haut 
en bas) basées sur le raffinement successif des partitions par le processus de scission [Jain 
et Dubes (1988) ; Kaufman et Rousseeuw (1990)] (voir figure 3.1 ci-dessous).  
Afin de décider quels groupes doivent être combinés (pour les méthodes 
agglomératives) ou si un groupe doit être divisé (pour les méthodes divisives), une 
mesure de dissimilarité doit être choisie. Dans la plupart des méthodes de regroupement 
hiérarchique, ceci est réalisé par l'utilisation d'une métrique appropriée comme par 
exemple la distance euclidienne : 
𝑑𝑑(𝑥𝑥, 𝑦𝑦) = �∑ (𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖)2𝑖𝑖𝑖𝑖=1  ,  
ou toute autre distance telle que le carré de la distance euclidienne, la distance 
rectangulaire, la distance maximale, la distance Chi-2, etc. 
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L’algorithme (voir algorithme 1 ci-dessous) de classification hiérarchique 
agglomérative utilise généralement comme entrée une matrice de dissimilarité sur les 
éléments initiaux. Cet algorithme commence avec des clusters à un point et fusionne 
récursivement deux ou plusieurs clusters les plus appropriés. Dans cette méthode, chaque 
observation est d’abord assignée à son propre groupe. Ensuite, nous calculons la 
similarité entre chaque paire et nous joignons les deux plus proches. Par la suite, nous 
répétons les étapes deux et trois jusqu'à ce qu'il ne reste plus qu’un seul groupe.  Dans la 
classification divisive, nous commençons par un groupe formé de toutes les observations 
et nous divisons récursivement ce groupe en deux groupes moins similaires. Le processus 
se poursuit de manière récursive jusqu'à ce que l'on atteigne un critère d'arrêt (par 
exemple, le nombre k de groupe souhaité).   
  
Algorithme 1 : Spécification de toutes les méthodes de classification hiérarchique 
agglomérative 








Commencez par N grappes : en gros, chaque objet est un groupe 
et calculez la matrice de proximité pour N groupes 
 
Trouver la distance minimale dans la matrice de proximité et 
fusionner les deux groupes avec la distance minimale 
Mise à jour de la matrice de proximité 
Jusqu’à ce que tous les objets se trouvent dans un groupe 
Figure 3.1 A gauche : Partitionnement du réseau de karaté obtenu par la méthode de 
classification hiérarchique agglomérative. A droite : Le dendrogramme correspondant pour 
ce partitionnement – Source : [Kolaczyk et Csárdi (2014)]. 
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Section 3.2 : Minimum spanning tree (MST) 
Introduit pour la première fois par Nesetril et al. (1926), le MST est un graphe sans 
cycle, dans lequel tous les sommets sont connectés et les arêtes sont sélectionnées afin de 
minimiser la somme des distances. Le nombre total d'arêtes est 𝑁𝑁 − 1, où N est le nombre 
de sommets. Cette méthode de classification a été rendue populaire grâce au travail de 
Mantegna (1999) sur la structure hiérarchique des marchés financiers et sa méthodologie 
et été adoptée comme la référence pour l’étude des réseaux financiers. 
La construction du MST consiste tout d’abord à obtenir une matrice de corrélation 
entre les différentes entités. Soient N le nombre d’actifs et 𝑃𝑃𝑖𝑖(𝑒𝑒) le prix journalier de l’actif 
i au temps t, avec 1 ≤ 𝑠𝑠 ≤ 𝑁𝑁. Supposons que le rendement logarithmique (« log-return » 
en anglais) au temps t de l’actif i est donné par  
𝑟𝑟𝑖𝑖(𝑒𝑒) = 𝑙𝑙𝑠𝑠𝑙𝑙 𝑃𝑃𝑖𝑖(𝑒𝑒) − 𝑙𝑙𝑠𝑠𝑙𝑙 𝑃𝑃𝑖𝑖(𝑒𝑒 − 1)                                                                                             (3.1) 
En utilisant le log-return, le coefficient de corrélation de Pearson entre chaque 
pair i j peut être calculé selon la formule 
𝜌𝜌𝑖𝑖𝑖𝑖 =






                                                                                             (3.2) 
où 〈… 〉 représente la moyenne sur la période étudiée. Le coefficient de corrélation 𝜌𝜌𝑖𝑖𝑖𝑖 a 
des valeurs allant de -1 à +1, où -1 et +1 signifient que deux entités i et j, sont 
complètement anti-corrélées et corrélées, respectivement. Si 𝜌𝜌𝑖𝑖𝑖𝑖 = 0, les entités i et j sont 
non corrélées. Les coefficients 𝜌𝜌𝑖𝑖𝑖𝑖 forment une matrice symétrique 𝑁𝑁 ∗ 𝑁𝑁 dont les 
éléments diagonaux sont égaux à l'unité. Nous appliquons la matrice des coefficients de 
corrélation pour construire le MST. 
En effet, le MST est généré à partir d'un graphe complet en sélectionnant les 
corrélations les plus importantes entre les entités. Le MST réduit l'espace d'information 
de (𝑁𝑁(𝑁𝑁 − 1)/2) à (𝑁𝑁 − 1) arêtes. Par conséquent, c’est est un arbre avec (𝑁𝑁 − 1) arêtes 
qui minimisent la somme des distances entre les arêtes dans un graphe pondéré. Les 
distances des arêtes satisfont aux trois axiomes suivants de la distance euclidienne :  
(𝑠𝑠) 𝑑𝑑𝑖𝑖𝑖𝑖 = 0  𝑠𝑠𝑠𝑠 𝑒𝑒𝑒𝑒 𝑠𝑠𝑒𝑒𝑜𝑜𝑙𝑙𝑒𝑒𝑠𝑠𝑒𝑒𝑠𝑠𝑒𝑒 𝑠𝑠𝑠𝑠 𝑠𝑠 = 𝑗𝑗, 
(𝑠𝑠𝑠𝑠) 𝑑𝑑𝑖𝑖𝑖𝑖 = 𝑑𝑑𝑖𝑖𝑖𝑖 , 
(𝑠𝑠) 𝑑𝑑𝑖𝑖𝑖𝑖 ≤ 𝑑𝑑𝑖𝑖𝑖𝑖 + 𝑑𝑑𝑖𝑖𝑖𝑖 
18 
 
𝑑𝑑𝑖𝑖𝑖𝑖 exprime la distance entre chaque paire i et j. Nous devons convertir le coefficient de 
corrélation par des fonctions appropriées afin que ces trois axiomes puissent être 
appliqués. La fonction appropriée (3.3) ci-dessous a été trouvée par Mantegna (1999) et 
Mantegna et Stanley (2000). 
𝑑𝑑𝑖𝑖𝑖𝑖 = �2(1 − 𝜌𝜌𝑖𝑖𝑖𝑖)                                                                                                                                              (3.3)  
où la distance 𝑑𝑑𝑖𝑖𝑖𝑖 peut se situer à 0 ≤ 𝑑𝑑𝑖𝑖𝑖𝑖 ≤  2, tandis que les corrélations vont de -1 à +1. 
Des corrélations élevées correspondent à de petites valeurs de 𝑑𝑑𝑖𝑖𝑖𝑖 . 
Nous pouvons utiliser ces distances pour construire la matrice des distances. Cela 
nous permettra de construire le MST reliant l'ensemble des éléments. Le MST est 
construit progressivement en reliant toutes les entités entre elles dans un graphe 
caractérisé par une distance minimale entre les séries temporelles en commençant par la 
distance la plus courte. L’algorithme le plus utilisé pour l’implémenter est celui de Kruskal 
[Kruskal (1956), Cormen et al. (1990), West (1996)]. 
L'algorithme de Kruskal (voir algorithme 2) se compose des étapes suivantes : 
dans un premier temps, nous choisissons une paire d’entités ayant la distance la plus 
proche et nous les connectons avec une ligne proportionnelle à la première distance la 
plus proche. Dans la deuxième étape, nous connectons également une paire d’entités avec 
la deuxième distance la plus proche. Dans la troisième étape, nous connectons également 
la paire la plus proche qui n'est pas connectée par le même arbre. Nous répétons la 
troisième étape jusqu'à ce que toutes les entités soient connectées dans un seul et même 
arbre. L'intérêt du MST est qu'il fournit un arrangement d’entités qui sélectionne les 
connexions les plus pertinentes de chaque élément de l'ensemble. 
Algorithme 2 : Algorithme de Kruskal 
  1 : procedure BUILDMST��𝑑𝑑𝑖𝑖𝑖𝑖� 1≤𝑖𝑖,𝑖𝑖≤𝑁𝑁� 
  2 :      ▷ Commencer avec a graphe entièrement déconnecté 𝐺𝐺 = (𝑉𝑉, 𝐸𝐸) 
  3 :      𝐸𝐸 ← ∅ 
  4 :      𝑉𝑉 ← {𝑠𝑠} 1≤𝑖𝑖,𝑖𝑖≤𝑁𝑁 
  5 :      ▷ essayer d’ajouter des arêtes en augmentant les distances 
  6 :      for (𝑠𝑠, 𝑗𝑗) ∈ 𝑉𝑉2 ordonner en augmentant 𝑑𝑑𝑖𝑖𝑖𝑖 do 
  7 :           ▷ vérifier que 𝑠𝑠 𝑒𝑒𝑒𝑒 𝑗𝑗 ne sont pas déjà connectés par un chemin 
  8 :           if (𝑠𝑠, 𝑗𝑗) n’est pas connecté then 
  9 :                   ▷ Ajouter l’arête (𝑠𝑠, 𝑗𝑗) pour connecter 𝑠𝑠 𝑒𝑒𝑒𝑒 𝑗𝑗 
10 :                 𝐸𝐸 ← 𝐸𝐸 ∪ {(𝑠𝑠, 𝑗𝑗)} 
11 :      ▷ 𝐺𝐺 est le MST résultant 
12 :     return 𝐺𝐺 = (𝑉𝑉, 𝐸𝐸)  
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Section 3.3 : Triangulated Maximally Filtered Graph (TMFG) 
Deux approches utilisant les coefficients de corrélation pour filtrer l’information 
ont été principalement étudiées pour construire des réseaux complexes. Il s’agit des 
méthodes MST (« Minimum Spanning Tree » en anglais [Mantegna (1999)] et PMFG 
(« planar maximally filtered graph » en anglais [Tumminello et al. (2005)]. Ces deux 
méthodes consistent à filtrer une matrice de poids en conservant le sous-graphe le plus 
grand et le plus significatif tout en imposant certaines contraintes sur sa topologie.  
Dans l’approche MST, nous avons expliqué à la section précédente que les arêtes 
ayant les plus grands poids sont conservées tout en imposant le sous-graphe à être 
globalement un arbre. Dans l’approche PMFG que nous ne décrivons pas ici, les plus 
grands poids sont conservés tout en imposant le sous-graphe à être globalement un 
graphe planaire. Le PMFG est en fait une solution du problème WMPG (« Weighted 
Maximum Planar Graph » en anglais) qui consiste à trouver un sous-graphe planaire qui 
soit maximal et tel que la somme des poids des arêtes soit maximale en supposant à priori 
qu’on ait un graphe complet à arêtes pondérées.  
Il a été prouvé que le PMFG est plus dense que le MST (le PMFG a (3N − 6) arêtes, 
tandis que le MST a (N − 1) arêtes, où N est le nombre de sommets). Cependant, le PMFG 
reste encore un réseau peu dense car il filtre (3N − 6) arêtes sur (N(N − 6)/2) du graphe 
complet. Malgré ses nombreuses applications en finance (par exemple pour diversifier le 
risque financier en construisant un portefeuille), l'algorithme proposé pour le construire 
est trop coûteux en termes de calcul et ne peut pas être appliqué à des données massives 
(« big data » en anglais) [Song et al. (2012)]. En réponse aux problèmes rencontrés au 
niveau de son implémentation, Massara et al. (2016) introduisent l’approche TMFG 
(« Triangulated Maximally Filtered Graph » en anglais). 
En effet, l’approche TMFG permet d’obtenir un sous-graphe planaire en optimisant 
une fonction objective appelée fonction score (« score function » en anglais) sous 
contraintes des mouvements topologiques (T1, T2 et A) et d’un opérateur S d’échange de 
sommet (« vertex-swap » an anglais). Massara et al. (2016) nous expliquent clairement 
comment ces paramètres (T1, T2, A et S) agissent sur le graphe : « Le mouvement T1 agit 
sur deux triangles qui partagent une arête et remplace l'arête partagée par une nouvelle 
arête qui va lier les sommets précédemment opposés. Le mouvement T2 ajoute un 
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sommet à l'intérieur d'un triangle et relie ce sommet aux sommets du triangle par trois 
nouvelles arêtes. Le mouvement A opère sur deux triangles qui partagent une arête en 
supprimant l'arête partagée, en ajoutant un nouveau sommet à l'intérieur du losange 
résultant et en reliant le sommet ajouté aux sommets du losange. Finalement, l'opérateur 
S échange deux sommets du graphe en maintenant fixes les voisins ». 
L'algorithme TMFG (voir Algorithme 3 ci-dessous) part d’une clique d’ordre 4 et 
ajoute des sommets en utilisant le déplacement T2. A chaque étape, l’algorithme optimise 
la fonction score (par exemple, la somme des poids des arêtes) en ajoutant n’importe quel 
sommet restant à l’intérieur d’un triangle. L’un des avantages c’est le maintien et la mise 
à jour du cache contenant des informations sur le meilleur appariement possible. Le cache 
est une structure composée de deux vecteurs (MaxGain et BestVertex). Le vecteur 
MaxGain contient la valeur du gain maximal sur tous les sommets restants pour toutes les 
faces triangulaires.  
𝑀𝑀𝑎𝑎𝑥𝑥𝐺𝐺𝑎𝑎𝑠𝑠𝑠𝑠 = � max
𝑣𝑣∈{𝑣𝑣1…𝑣𝑣𝑘𝑘}
𝑆𝑆(𝑣𝑣, 𝑒𝑒1), max𝑣𝑣∈{𝑣𝑣1…𝑣𝑣𝑘𝑘}
𝑆𝑆(𝑣𝑣, 𝑒𝑒2), … , max𝑣𝑣∈{𝑣𝑣1…𝑣𝑣𝑘𝑘}
𝑆𝑆(𝑣𝑣, 𝑒𝑒𝑚𝑚)�                              (3.4) 
Le vecteur BestVertex contient à l'intérieur la liste des sommets qui atteignent le 
gain maximum pour la face triangulaire spécifique.  
𝐵𝐵𝑒𝑒𝑠𝑠𝑒𝑒𝑉𝑉𝑒𝑒𝑟𝑟𝑒𝑒𝑒𝑒𝑥𝑥 = �arg max
𝑣𝑣∈{𝑣𝑣1…𝑣𝑣𝑘𝑘}
𝑆𝑆(𝑣𝑣, 𝑒𝑒1),  arg max
𝑣𝑣∈{𝑣𝑣1…𝑣𝑣𝑘𝑘}
𝑆𝑆(𝑣𝑣, 𝑒𝑒2), … ,  arg max
𝑣𝑣∈{𝑣𝑣1…𝑣𝑣𝑘𝑘}
𝑆𝑆(𝑣𝑣, 𝑒𝑒𝑚𝑚)�                       (3.5) 
Lorsqu'un sommet 𝑣𝑣ℎ est ajouté à une certaine face triangulaire 𝑒𝑒𝑖𝑖 , les deux 
vecteurs de cache doivent être mis à jour en supprimant le sommet 𝑣𝑣ℎ de la liste des 
sommets restants, en retirant la face 𝑒𝑒𝑖𝑖 et en ajoutant trois nouvelles faces. L'algorithme 
TMFG peut être étendu aussi aux mouvements T1 et A et l’opérateur S si l’on souhaite 
améliorer d’avantage le gain. Cependant, par souci de simplification, il est préférable de 
travailler uniquement avec le déplacement T2. Il est prouvé également que le temps de 
calcul dans l’implémentation du TMFG est beaucoup plus rapide par rapport à la méthode 
PMFG. Le TMFG est donc plus performant que le PMFG pour une large classe de matrices 








Algorithme 3 : L'algorithme TMFG 
Input : 𝓦𝓦 Une matrice carré dense 𝑁𝑁 × 𝑁𝑁 avec des poids positifs (par exemple, 
une matrice des coefficients de corrélation au carré) 
Output : P une matrice creuse, une version filtrée de 𝓦𝓦 remplissant la contrainte 
de planéité 
  1    C1 ← Tétraèdre,  {𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3, 𝑣𝑣4} , avec le score total global le plus élevé ; 
        // Assigner les quatre faces triangulaires de C1 au tableau T 
  2    T  ←  �{𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3} , {𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣4} , {𝑣𝑣1, 𝑣𝑣3, 𝑣𝑣4} , {𝑣𝑣2, 𝑣𝑣3, 𝑣𝑣4}� ; 
        // Mettre les 𝑁𝑁 − 4 sommets n'appartenant pas à C1 dans le tableau 𝒱𝒱 
  3    𝒱𝒱 ← �𝑣𝑣5, . . . 𝑣𝑣𝑝𝑝� ; 
         // Créer une liste vide de séparateurs 
  4    S ← ∅ ; 
         // Assigner le premier tétraèdre à la liste des cliques 
  5    C ← C1 ; 
  6    P ← 𝒲𝒲(C1 , C1  ) ; 
  7    Calculer MaxGain pour T et 𝒱𝒱 comme à l’équation (4.4) ;   
  8    Calculer BestVertex pour T et 𝒱𝒱 comme à l’équation (4.5) ;   
         // Insérer 𝑁𝑁 − 4 sommets via 𝑇𝑇2 
  9   While 𝒱𝒱 est non vide do 
10     Trouvez les 𝑒𝑒𝑖𝑖 ∈ T et 𝑣𝑣𝑖𝑖 ∈ 𝒱𝒱 qui atteignent le maximum dans MaxGain ; 
11      Insérer 𝑣𝑣𝑖𝑖 dans 𝑒𝑒𝑖𝑖 // cela crée trois nouveaux triangles  𝑒𝑒𝑎𝑎 , 𝑒𝑒𝑏𝑏 , 𝑒𝑒𝑐𝑐 
12      𝒱𝒱  ← 𝒱𝒱 \ 𝑣𝑣𝑖𝑖 ; 
13      T ← (T \{𝑒𝑒𝑖𝑖}) ∪  {𝑒𝑒𝑎𝑎 , 𝑒𝑒𝑏𝑏 , 𝑒𝑒𝑐𝑐} ;  
14      Si ← {𝑒𝑒𝑖𝑖} ; 
15      S ← S ∪ Si ; 
16      Ci  ← {𝑒𝑒𝑎𝑎 , 𝑒𝑒𝑏𝑏 , 𝑒𝑒𝑐𝑐} ; 
17      C ← C ∪ Ci ; 
18     P ← P + 𝒲𝒲(Ci , Ci  ) – 𝒲𝒲(Si , Si) ; 
19      Mise à jour de MaxGain et BestVertex pour refléter les changements dans T et 𝒱𝒱 ;  
20 end ; 




Application empirique   
Dans ce mémoire, nous allons étudier les réseaux bancaires européen et américain 
afin de savoir comment ils se comportent d’un point de vue structurel. En utilisant 
l’analyse en réseau, l’objectif de cette étude sera de savoir s’il existe des points de 
similitude entre ces deux réseaux. Pour se faire, nous allons adopter la méthodologie de 
référence en termes d’étude des réseaux financiers [Mantegna (1999)]. C’est d’ailleurs 
cette approche qui a inspiré Tang et al. (2018) dans l’étude de la complexité de la 
dynamique topologique des réseaux financiers afin de modéliser les marchés boursiers 
émergents et développés. Notre étude s’inspirera principalement de ces auteurs.  
Ainsi, au chapitre 4, nous allons présenter les données et expliquer comment nous 
avons procédé dans l’étude. Au chapitre 5, nous allons analyser les données, et enfin au 
chapitre 6, une discussion générale sera menée sur les implications observées dans notre 
analyse.    
Chapitre 4 : Données et traitement de données 
Nous nous concentrons sur les marchés financiers européen et américain compte 
tenu de la grande influence qu’ils ont sur toutes les économies mondiales. Pour ce faire, 
nous allons exclusivement nous focaliser sur les titres qui composent d’une part les 
indices S&P500 et S&P400 Banks et d‘autre part, l’indice STOXX Europe 600 Banks. Nous 
avons choisi de regrouper les indices S&P 500 Banks et S&P 400 Banks pour avoir 
sensiblement le même nombre de titres que dans l’indice STOXX Europe 600 Banks. Notre 
étude couvrira une période de quinze ans allant du 03/01/2005 au 03/02/2020. Une 
étude sur le long terme est utile par exemple pour visualiser comment les marchés se sont 
comportés ou reconfigurés face aux multiples chocs que l’économie mondiale a pu subir 
comme la crise financière de 2007-2009. 
Section 4.1 : Choix des indices  
Pour modéliser les réseaux bancaires en Europe et aux Etats-Unis, nous avons 
choisi des indices qui reflètent à plus de 70 % l’économie du pays ou de la région. Pour 
satisfaire à ce critère, nous avons choisi aux Etats-Unis les indices S&P 500 et S&P 400 car 
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ils représentent des parts importantes du marché boursier américain et sont considérés 
comme des références pour le secteur financier. En choisissant de combiner l’indice S&P 
500 et l’indice S&P400, nous avons ainsi un indice qui représente plus de 85 % de la 
capitalisation boursière américaine. Précisons que le S&P 500 est un indice boursier qui 
mesure les performances boursières de 500 plus grandes entreprises cotées en bourse 
aux États-Unis. C'est l'un des indices boursiers les plus couramment suivis, et beaucoup 
le considèrent comme l'une des meilleures représentations du marché boursier 
américain. Cet indice est considéré comme le meilleur indicateur des actions américaines 
de grande capitalisation. Aucun indice n’est en mesure de surpasser cet indice et par 
conséquent, il existe de nombreux fonds conçus pour suivre ses performances (les ETF 
(« Exchange traded funds ») par exemple). L’indice S&P 400 quant à lui, sert de baromètre 
pour le secteur des actions américaines à moyenne capitalisation. C’est l’indice à moyenne 
capitalisation le plus largement suivi. 
En Europe, notre choix s’est tourné vers l’indice STOXX Europe 600 qui est un 
indice boursier composé de 600 des principales capitalisations boursières de 17 pays 
européens. Avec une couverture d'environ 90 % de la capitalisation boursière flottante 
du marché européen des actions, le STOXX Europe 600 offre un accès large, liquide et 
facilement négociable à l'Europe. Ce qui offre par conséquent aux investisseurs une 
répartition par pays et par secteur très représentative du marché du sous-jacent. Une des 
particularités de cet indice, c’est qu’il reflète à la fois les performances des actions de 
grande capitalisation mais également les surperformances relatives des actions de petite 
et moyenne capitalisation. De plus, ce qui est très intéressant c’est que dans le contexte 
actuel de faibles taux d'intérêt, le STOXX Europe 600 parvient à offrir des rendements en 
dividendes bien supérieurs à l'ensemble des autres marchés développés. 
Vu que ces deux indices procèdent également à des regroupements d’actions selon 
les super secteurs, nous n’avons pas eu de difficultés à trouver les informations sur le 
super secteur bancaire. Il en existe 19 super secteurs selon l'indice Benchmark de la 
classification des industries (ICB). Dans ce classement, les entreprises sont classées en 
fonction de leur principale source de revenus. Nous avons des super secteurs tel que les 
produits chimiques, la construction et matériaux, les services financiers, l'alimentation et 
les boissons, les soins de santé, les banques, etc. 
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Section 4.2 : Données  
Pour réaliser cette étude, nous avons récolté les données financières de l’indice 
S&P 1500 Banks (indice regroupant le S&P500, le S&P400 et le S&P100) et de l’indice 
STOXX Europe 600 Banks à la clôture sur une fréquence journalière couvrant une période 
de quinze ans allant du 03/01/2005 au 03/02/2020. Pour l’analyse, nous avons retiré les 
données concernant le S&P 100 dans l’indice S&P 1500 et conservé uniquement les 
données concernant le S&P 500 et le S&P 400. Ces données ont été obtenues sur la 
plateforme Macrobond qui est une plateforme d'analyse économique et financière fondée 
en 2008 avec la vision d'offrir une meilleure façon pour les professionnels de travailler. 
Ainsi, Macrobond propose de nouveaux moyens de recherche, d'analyse, de 
représentation graphique et de publication de données de séries chronologiques et de 
titres, le tout sur une plateforme intégrée unique. 
Macrobond a comme avantage qu’il permet une synchronisation avec d’autres 
logiciels comme Microsoft Office afin d’extraire les données. En effet, pour extraire les 
données de Macrobond depuis Excel, la procédure est la suivante : Une fois que la suite 
Office et que le logiciel Macrobond sont installés sur votre ordinateur, il suffit d’ouvrir 
l’application Excel, d’aller sur l’onglet Macrobond, de cliquer sur la rubrique « All series » 
et une nouvelle interface appelée « Create time series data set » apparaîtra. Dans cette 
interface, cliquer sur l’onglet « Times series », puis « Equity-Prices », puis « Index 
constituents » et cliquer enfin sur les pays ou la région concernée. En cliquant sur les 
Etats-Unis, un nouveau menu déroulant apparaît composé de Dow Jones, Nasdaq et S&P. 
Dans la rubrique S&P, cliquer sur la rubrique « Industry Group » et vous verrez à ce niveau 
la classification des super secteurs et ainsi, vous pouvez donc accéder à la rubrique « 1500 
Banks Index » et obtenir enfin les données sur les 51 banques des indices S&P 500 et 400 
Banks qui composent l’indice S&P 1500 Banks.  Cette procédure peut être reproduite pour 
l’indice STOXX Europe 600 en cliquant sur l’onglet « Times series », puis successivement 
sur les rubriques « Equity-Prices », « Index constituents », « Europe », « STOXX », « 600 
Banks Index » et ainsi, vous pouvez avoir accès aux 47 banques qui composent cet indice. 
A présent que, nous avons pu accéder aux données des indices S&P 1500 Banks et 
STOXX Europe 600 Banks, nous devons définir quelques informations telles que la date 
de début (03/01/2005) et la date de fin (03/02/2020), la fréquence et l’abréviation du 
nom des banques accessible dans la rubrique « Additional fields » et cliquer sur « 
25 
 
Security.Tiker ». Un des inconvénients de Macrobond c’est qu’il faut cliquer 
successivement sur chaque entreprise pour encoder les données, ce qui prend 
énormément de temps. Au final, après avoir cliqué sur toutes les entreprises d’un indice, 
il faut télécharger les données en cliquant sur la rubrique « Convert to document data 
set ». Vous pouvez à titre d’illustration voir en annexe 1 comment de l’interface 
Macrobond se présente sur Excel une fois terminé le paramétrage de toutes les 
informations utiles pour l’analyse.   
Section 4.3 : Traitement des données  
Les prix des actions récupérés de Macrobond et enregistrés sur Excel se présentent 
sous forment d’un tableau comprenant des lignes et des colonnes. En colonne, nous avons 
tous les prix des actions de chaque banque sur la période d’étude. En ligne, nous avons le 
prix enregistré pour chacune des banques sur un jour ouvrable.  
Le traitement des données s’est fait selon la procédure suivante. Tout d’abord, 
nous avons importé nos données dans le logiciel statistique R et créé 15 sous-ensembles 
qui représentent chacune une année. A la première étape, nous avons calculé pour chaque 
sous-ensemble les rendements logarithmiques selon la formule de l’équation (3.1). Nous 
avons calculé les coefficients de corrélation, construit la matrice de corrélation selon 
l’équation (3.2) et effectué un test de significativité des corrélations de paires d’actifs. La 
matrice de corrélation et les test de significativité ont été réalisés sur R par les 
commandes cor() et rcorr(). A la deuxième étape, nous avons construit la matrice 
d’adjacence et dessiner les réseaux bancaires européen et américain grâce à aux 
commandes graph.adjacency() et plot(). A la troisième étape, nous avons pu comparer 
nos deux réseaux dans le temps en nous focalisant sur les éléments de structures 
topologiques tels que le degré (degree()), la distribution de degré (hist()), le coefficient 
de clustering (transitivity()), la longueur du chemin moyen (mean_distance()) et les 
mesures de centralité (closeness(), betweenness(), evcent()$vector).  
Et enfin, à la quatrième étape, nous avons sur base des informations sur la matrice 
de distance, exécuté des algorithmes de classification pour extraire les structures de 
regroupement des actions. Nous avons donc filtré nos réseaux selon les méthodes HT 
(library(igraph), hclust() et plot()), MST (library(vegan), spantree() et plot()) et TMFG 
(library("bootnet"), library("psychTools"), estimateNetwork() et plot()).  
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Pour rappel, dans la méthode de classification hiérarchique agglomérative (voir 
l’algorithme 1), chaque observation est d’abord assignée à son propre groupe. Ensuite, 
nous calculons la similarité entre chaque paire, et nous joignons les deux plus proches. 
Ensuite, nous répétons les étapes précédentes jusqu'à ce qu'il ne reste plus qu’un seul 
groupe.  Dans la classification hiérarchique divisive, nous commençons par un groupe 
formé de toutes les observations et nous divisons récursivement ce groupe en deux 
groupes moins similaires. Le processus se poursuit de manière récursive jusqu'à ce que 
l'on atteigne un critère d'arrêt (par exemple, le nombre k de groupe souhaité).   
La méthode Minimum Spanning Tree (voir l'algorithme 2) consiste dans un 
premier temps, à choisir une paire d’entités ayant la distance la plus proche et les 
connecter avec une ligne proportionnelle à la première distance la plus proche. Dans un 
second temps, nous connectons également une paire d’entités avec la deuxième distance 
la plus proche. Dans un troisième temps, nous connectons également la paire la plus 
proche qui n'est pas connectée par le même arbre. Nous répétons l’étape précédente 
jusqu'à ce que toutes les entités soient connectées dans un seul et même arbre. L'intérêt 
du MST est qu'il fournit un arrangement d’entités qui sélectionne les connexions les plus 
pertinentes de chaque élément de l'ensemble. 
Et enfin, la méthode Triangulated Maximally Filtered Graph (voir l'algorithme 3) 
part d’une clique d’ordre 4 et ajoute des sommets en utilisant le déplacement T2. A chaque 
étape, l’algorithme optimise la fonction score (par exemple, la somme des poids des 
arêtes) en ajoutant n’importe quel sommet restant à l’intérieur d’un triangle. L’un des 
avantages c’est le maintien et la mise à jour du cache contenant des informations sur le 
meilleur appariement possible. Le cache est une structure composée de deux vecteurs 
(MaxGain et BestVertex). Le vecteur MaxGain contient la valeur du gain maximal sur tous 
les sommets restants pour toutes les faces triangulaires. Le vecteur BestVertex contient à 
l'intérieur, la liste des sommets qui atteignent le gain maximum pour la face triangulaire 
spécifique. Il a été prouvé que la méthode TMFG contient plus d’informations et est 
meilleur pour explorer les réseaux bancaires et financiers par rapport aux méthodes HT, 
MST et PMFG [Tang et al. (2018) ; Massara et al. (2016) ; Wang et al. (2015)].   
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Chapitre 5 : Analyse des données 
L’objectif de cette étude sera de comparer l’indice S&P500-400 Bank et l’indice 
STOXX Europe 600 Banks sur base de l’analyse de réseaux.  Pour cela, nous allons analyser 
leurs propriétés topologiques et structures hiérarchiques. Dans l’analyse des propriétés 
topologiques, nous allons principalement nous focaliser sur les éléments tels que le degré 
et la distribution des degrés, le coefficient de clustering, la longueur moyenne du chemin, 
les mesures de centralité et les composants. Dans l’analyse des structures hiérarchiques, 
nous allons principalement nous intéresser à trois méthodes de classification à savoir : la 
méthode de classification divisive (HT), la méthode Minimum Spanning Tree (MST) et la 
méthode Triangulated Maximally Filtered Graph (TMFG). Dans la suite de ce travail, nous 
allons dénommer l’indice S&P500-400 Banks par S&P Banks et STOXX Europe 600 Banks 
par STOXX Banks. Par ailleurs les banques seront dénommées par leur sigle comme 
mentionné en annexe 2. 
Section 5.1 : 2005  
La figure 5.1.1 nous montre visuellement que le réseau de l’indice S&P Banks est 
plus dense que celui de l’indice STOXX Banks. Cependant, il faut garder en vue que 
l’analyse visuelle peut être trompeuse. Pour connaître le niveau de densité d’un réseau, il 
faudrait au minimum obtenir certaines propriétés topologiques tels que le degré et la 
distribution des degrés, le coefficient de clustering, la longueur moyenne du chemin, les 
mesures de centralité et les composants.  
Pour rappel, le degré d’un sommet i est le nombre d’arêtes dont ce sommet est 
l’extrémité. Le degré et la distribution des degrés décrivent les connectivités globales des 
sommets. Le coefficient de clustering est une indication de la transitivité et de la densité 
d'un réseau. C’est la probabilité que deux nœuds soient connectés sachant qu'ils ont un 
voisin en commun. La longueur moyenne du chemin est une propriété globale indiquant 
comment le réseau s'étend. Les mesures de centralité de proximité tentent de saisir la 
notion qu'un sommet est central s'il est proche de nombreux autres sommets. Les 
mesures de centralité d'intermédiarité visent à estimer dans quelle mesure un sommet 
est situé entre d'autres paires de sommets. Les mesures de centralité des vecteurs 
propres tentent à saisir l'idée que plus les voisins d'un sommet sont centraux, plus le 
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sommet lui-même est central. Et enfin les composants décrivent les phénomènes de 
regroupement des sous-structures des réseaux. 
 
Le tableau 2.1 en annexe 3 nous présente un résumé des différentes propriétés 
topologiques des deux indices. Concernant l’indice S&P Banks, il en ressort que les degrés 
moyen, minimum et maximum des nœuds du réseau sont respectivement 35, 4 et 45 ; ce 
qui se confirme par la distribution des degrés en annexe 3. Nous observons que la 
Bancorpsouth Bank (banco) est la banque la plus connectée et possède les mesures de 
centralité les plus élevées ; ce qui signifie qu’elle occupe une place centrale et proche des 
autres banques. Par contre, Intl Bancshares (Intbc) est la moins connectée et possède des 
mesures de centralité les plus faibles.   
Concernant l’indice STOXX Banks, l’analyse du tableau 2.1 en annexe 3 nous 
indique que les degrés moyen, minimum et maximum des nœuds du réseau sont 
respectivement 9, 0 et 23 ; ce qui se confirme par la distribution des degrés. Nous 
observons que Banco Bilbao Vizcaya Argentaria (banb) a le plus de connexions et dispose 
des mesures de centralité les plus élevées. Dès lors, elle occupe une place centrale et 
proche des autres banques du réseau. De plus, nous remarquons que Banco De Sabadell 
(bands), Bper Banca (bcapr), Natixis (cren) et Sydbank (desydb) n’ont pas de connexion 
avec le réseau et elles disposent des mesures de centralité les plus faibles. Vu que leur 
corrélation n’est pas significative, nous pouvons supposer que leurs rendements 
journaliers n’évoluent pas avec les rendements des autres banques pour cette année 
d’analyse. 




Par ailleurs, le tableau 2.1 en annexe 3 nous montre que le coefficient de clustering 
et la longueur moyenne du chemin sont respectivement de 1.23 et 0.88 pour le réseau S&P 
et de 1.76 et 0.56 pour le réseau STOXX. Ce qui démontre que le réseau S&P est plus dense 
que le réseau STOXX. 
Par la suite, nous avons procédé à une analyse de leur structure hiérarchique afin 
d’identifier le groupe qui influence le plus le réseau et de comparer leur structure via la 
force des liens qui lie l’ensemble des banques. Pour cela nous avons utilisé trois méthodes 
de classification (HT, MST et TMFG). La figure 5.1.2 nous présente le dendrogramme des 
réseaux S&P et STOXX. Nous constatons que le groupe fires-soun pour les réseaux S&P et 
le groupe bnp-socg pour le réseau STOXX sont les moins distants des autres groupes. Nous 
pouvons constater à la figure 5.2.3 concernant le processus de filtrage grâce à la méthode 
du MST que ces groupes ont plus de deux connexions alors que la plupart d’autres 
banques ne sont pas bien connectées présentant des degrés de seulement 1 ou 2 ; ce qui 
confirme que ces groupes ont une place centrale et proche des autres banques du réseau. 
Globalement, nous constatons que les méthodes HT et MST regroupent les banques en 
fonction de la distance dans un premier temps et essayent aussi dans un second temps de 
leur regrouper en fonction de leur localisation géographique ; ce qui est en accord avec 
plusieurs publications scientifiques [Mantegna (1999)]. Vous verrez par exemple le 
cluster Bnp Paribas-Societe Generale et le cluster swsven-swspas-swnorho-swskaa qui 
compose les banques suédoises, etc.  





Vu qu’il est difficile de visualiser avec exactitude nos différents groupes avec ces 
deux méthodes, nous allons utiliser la méthode TMFG pour visualiser les différents 
composants et identifier la force des liens entre les banques en testant leur niveau de 
significativité. Plusieurs auteurs ont évalué cette méthode sur de nombreux sujets et ont 
démontré son utilité sur n’importe quelles données [Epskamp (2018)].  
Comme l’approche HT et MST, la méthode TMFG est également une méthode de 
filtrage des arêtes. Le fait de considérer la formation des cliques jusqu’à 4 sommets 
révèlent de nouvelles informations sur la structure des réseaux bancaires. Dès lors, il est 
préférable d’utiliser le TMFG au lieu du MST car le TMFG est beaucoup plus riche en 
informations. La figure 5.1.4 nous présente les réseaux TMFG S&P et STOXX. Nous 
constatons que la position des actions n’a pas changé, les actions les mieux connectées 
occupent toujours une place centrale et proche des autres actions et les actions les moins 
connectées sont à leur place à l’extrémité du réseau. Le tableau 2.2 en annexe 3 nous 
permet d’identifier plus précisément à partir du TMFG les banques qui ont le plus 
d’influence dans le réseau. C’est le cas des banques fift, chemf, catba, natib et utdb pour le 
réseau S&P et des banques banb, swnorho, bnp, swspas et swsven pour le réseau STOXX.  
L’avantage ici c’est qu’on peut voir apparaître d’autres liens du fait de la formation 
des cliques et ainsi, on arrive à visualiser tous les composants mais également la force des 
liens représentée par des couleurs (rouge, blanc et bleu ciel ou foncé). Pour connaître avec 
Figure 5.1.3 : Minimum Spanning Tree 2005 des réseaux S&P et STOXX 
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un niveau de significativité de 5% la force des liens entre deux banques, nous allons 
utiliser un test fourni par Epskamp (2018) : le bootstrapped difference test. En effet, ce test 
permet de montrer la précision des pondérations des arêtes et de comparer les arêtes 
entre elles. L’idée est de savoir si une arête spécifique A-B est significativement plus 
grande qu'une autre arête A-C. L’hypothèse nulle est que les arêtes sont équivalentes. Si 
le boostrapped Confidence Interval (CI) inclut 0, alors non rejet de l’hypothèse nulle et on 
conclut que la moyenne estimée pour l'arête A-B ne diffère pas de l'arête A-C.  
Les tableaux 2.3 et 2.4 en annexe 3 nous présentent les résultats du boostrapped 
difference test pour l’ensemble des paires d’arêtes grâce au package "bootnet" de R. La 
couleur des cases indique si les poids des arêtes diffèrent sensiblement les uns des autres 
(case colorée en noir) ou ne diffèrent pas sensiblement (case colorée en gris). La ligne 
diagonale indique la force des poids des arêtes, passant du rouge (associations négatives), 
au blanc (représentant les arêtes les plus faibles) et finalement au bleu foncé 
(représentant les arêtes les plus fortes). Dans l’ensemble, ce test nous indique que les 
poids des arrêtes ne diffèrent pas significativement les uns des autres. Cependant, 
quelques arêtes diffèrent significativement les unes des autres. Il s’agit des arêtes 
swnorho--swsven, bnp--socg, swnorho--swskaa, swnven--swspas, swspas--swskaa et 
swskaa--swsven pour le réseau STOXX. Si on s’intéresse uniquement à la diagonale des 
tableaux 2.3 et 2.4 en annexe 3, nous constatons que le réseau S&P a plus de liens forts et 
moins de liens faibles que le réseau STOXX.     
  Figure 5.1.4 : Triangulated Maximally Filtered Graph 2005 des réseaux S&P et STOXX 
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Section 5.2 : 2006  
La figure 5.2.1 nous montre que le réseau S&P Banks est plus dense que le réseau 
STOXX Banks. Ceci peut se confirmer par l’analyse du tableau 3.1 en annexe 4  de leurs 
propriétés topologiques. En effet, l’analyse du réseau S&P nous indique que les degrés 
moyen, minimum et maximum des nœuds du réseau sont respectivement 33, 3 et 45 ; ce 
qui se confirme par la distribution des degrés. Cette moyenne est inférieure à celle 
observée en 2005. Nous constatons que United Bankshares Inc. (utdb) est la plus 
connectée et possède les mesures de centralité les plus élevées ; ce qui signifie qu’elle 
occupe une place centrale et proche des autres banques. Par contre, Signature Bank 
(sigbk) est la moins connectée et possède des mesures de centralité les plus faibles.  
Concernant le réseau STOXX Banks, l’analyse du tableau 3.1 en annexe 4 nous 
indique que les degrés moyen, minimum et maximum des nœuds du réseau sont 
respectivement 15, 0 et 26 ; ce qui se confirme par la distribution des degrés. Nous 
observons que Ing Groep (Intl) et Nordea Bank (swnorho) ont le plus de connexions et 
disposent des mesures de centralité les plus élevées. Dès lors, elles occupent une place 
centrale et proche des autres banques du réseau. Nous remarquons que pour cette année 
d’analyse, Natixis (cren) n’a pas de connexion avec le réseau ; ce qui signifie que sa 
corrélation n’est pas significative. Nous supposons que ses rendements journaliers 
n’évoluent pas avec les rendements des autres banques pour cette année. 
Pour terminer, le tableau 3.1 en annexe 4 nous montre que le coefficient de 
clustering et la longueur moyenne du chemin sont respectivement de 1.27 et 0.84 pour le 
réseau S&P et de 1.64 et 0.73 pour le réseau STOXX. Ce qui démontre que le réseau S&P 
est plus dense que le réseau STOXX. 
 
Figure 5.2.1 : 
Graphes originaux 
des réseaux S&P 





La figure 5.2.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
constatons que le groupe fires-regl-soun pour les réseaux S&P et le groupe deut-socg pour 
le réseau STOXX sont les moins distants des autres groupes. Nous pouvons constater à la 
figure 5.2.3 concernant le processus de filtrage grâce à la méthode du MST que ces 
groupes sont bien situés au cœur du réseau ; ce qui confirme que ces banques ont une 
place centrale et proche des autres banques du réseau. Par ailleurs, Nous constatons que 
certaines banques se regroupent en fonction de la localisation géographique ; c’est le cas 
par exemple des groupes swnorho-swskaa, banb-bans et hsbc-stan. 
 
  
Figure 5.2.2 : Dendrogramme des réseaux 2006 S&P et STOXX 
Figure 5.2.3: Minimum Spanning Tree des réseaux 2006 S&P et STOXX 
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La figure 5.2.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte un peu plus 
d’informations sur le réseau et nous permet de confirmer tout ce dont nous avons formulé 
précédemment. Dans les réseaux TMFG S&P et STOXX, nous confirmons que les banques 
ayant le plus de connexions et les mesures de centralité les plus élevées occupent bien des 
positions centrales.  Par ailleurs, le tableau 3.2 en annexe 4 nous permet d’identifier plus 
précisément à partir du TMFG les banques qui ont le plus d’influence dans le réseau. C’est 
le cas des banques regf, fires, stab, catba et soun pour le réseau S&P et des banques socg, 
bnp, bans, barc et deut pour le réseau STOXX. 
S’agissant de la force du lien entre les banques, les tableaux 3.3 et 3.4 en annexe 4 
nous présentent les résultats du boostrapped difference test pour l’ensemble des paires 
d’arêtes grâce au package "bootnet" de R. Ce test nous indique les groupes de banques 
ayant des associations négatives (couleur rouge), des liens faibles (couleur blanche) et 
des liens forts (couleur bleu). Dans l’ensemble, ce test nous indique que les poids des 
arrêtes ne diffèrent pas significativement les uns des autres que ce soit pour le réseau S&P 
ou pour le réseau STOXX. Si on s’intéresse uniquement à la diagonale des tableaux 3.3 et 
3.4 en annexe 4, nous constatons que le réseau S&P a plus de liens forts et moins de liens 
faibles que le réseau STOXX.     
 
 
Figure 5.2.4 : Triangulated Maximally Filtered Graph 2006 des réseaux S&P et STOXX 
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Section 5.3 : 2007  
Pour cette année d’analyse, la figure 5.3.1 nous montre que le réseau de l’indice 
S&P Banks est plus dense que celui de l’indice STOXX Banks. Ceci peut se confirmer par 
l’analyse du tableau 4.1 en annexe 5 de leurs propriétés topologiques. En effet, l’analyse 
du réseau S&P nous indique que les degrés moyen, minimum et maximum des nœuds du 
réseau sont respectivement 44, 29 et 47 ; ce qui se confirme par la distribution des degrés 
en annexe 5. Nous remarquons que cette moyenne est supérieure aux moyennes 
observées en 2005 et 2006. Nous constatons que 14 banques ont 47 degrés de connexion 
et possèdent les mesures de centralité les plus élevées ; ce qui signifie que ces banques 
occupent une place centrale et proche des autres banques. Par contre, Home Bancshares 
(hoba) est la moins connectée et possède des mesures de centralité les plus faibles.  
Concernant l’indice STOXX Banks, l’analyse du tableau 4.1 en annexe 5 nous 
indique que les degrés moyen, minimum et maximum des nœuds du réseau sont 
respectivement 21, 0 et 32 ; ce qui se confirme par la distribution des degrés. Nous 
observons que Ing Groep (Intl) possède plus de connexions avec les autres banques (26 
degrés de connexion) et dispose des mesures de centralité les plus élevées. Dès lors, elle 
a une place centrale et proche des autres banques du réseau. Nous remarquons que pour 
cette année d’analyse, Bper Banca (bcapr) n’a pas de connexion avec le réseau ; ce qui 
signifie que sa corrélation n’est pas significative. Nous supposons que ses rendements 
journaliers n’évoluent pas avec les rendements des autres banques pour cette année. 
Pour terminer, le tableau 4.1 en annexe 5 nous montre que le coefficient de 
clustering et la longueur moyenne du chemin sont respectivement de 0.95 et 1.06 pour le 
réseau S&P et de 0.81 et 1.36 pour le réseau STOXX. Ce qui démontre que le réseau S&P 
est plus dense que le réseau STOXX. 
 
 
Figure 5.3.1 : Graphes 
originaux des réseaux 




La figure 5.3.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
constatons que le groupe umphc-fnbcp-umbf pour les réseaux S&P et le groupe deut- 
socg-bnp-crags-banb-Intl pour le réseau STOXX sont les moins distants des autres 
groupes. Nous pouvons constater à la figure 5.3.3 concernant le processus de filtrage par 
la méthode du MST que ces groupes sont bien situés au cœur du réseau ; ce qui confirme 
que ces banques ont une place centrale et proche des autres banques du réseau. Par 
ailleurs, Nous constatons que certaines banques se regroupent en fonction de la 
localisation géographique ; c’est le cas par exemple des groupes swspas-swskaa, crags-




Figure 5.3.2 : Dendrogramme des réseaux 2007 S&P et STOXX 
Figure 5.3.3 : Minimum Spanning Tree 2007 des réseaux S&P et STOXX 
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La figure 5.3.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte un peu plus 
d’informations sur le réseau et nous permet de confirmer tout ce dont nous avons formulé 
précédemment. Dans les réseaux TMFG S&P et STOXX, nous confirmons que les banques 
ayant le plus de connexions et les mesures de centralité les plus élevées occupent bien des 
positions centrales.  Par ailleurs le tableau 4.2 en annexe 5 nous permet d’identifier plus 
précisément à partir du TMFG les banques qui ont le plus d’influence dans le réseau. C’est 
le cas des banques soun, catba, comi, fnbcp et umbf pour le réseau S&P et des banques 
banb, bnp, intl, barc et swnorho pour le réseau STOXX. 
Pour terminer cette comparaison, analysons la force du lien entre les banques. Les 
tableaux 4.3 et 4.4 en annexe 5 nous présentent les résultats du "boostrapped difference 
test" pour l’ensemble des paires d’arêtes grâce au package "bootnet" de R. Ce test nous 
indique que les poids des arrêtes ne diffèrent pas significativement les uns des autres que 
ce soit pour le réseau S&P ou pour le réseau STOXX. Cependant, quelques arêtes diffèrent 
significativement les unes des autres. Il s’agit des arêtes bnp--crags, bnp--socg, crags--
socg, swskaa--swspas, et barc--llot. Si on s’intéresse uniquement à la diagonale des 
tableaux 4.3 et 4.4 en annexe 5, nous constatons que pour cette année d’analyse, le réseau 
S&P a sensiblement autant de liens forts que le réseau STOXX. C’est le même constat pour 
les liens faibles et les associations négatives.    
Figure 5.3.4 : Triangulated Maximally Filtered Graph 2007  des réseaux S&P et STOXX 
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Section 5.4 : 2008  
Pour cette année d’analyse, la figure 5.4.1 nous montre que les réseaux S&P Banks 
et STOXX Banks sont très denses. Ceci peut se confirmer par l’analyse du tableau 5.1 en 
annexe 6 de leurs propriétés topologiques. En effet, l’analyse du réseau S&P nous indique 
que les degrés moyen, minimum et maximum des nœuds du réseau sont respectivement 
46, 44 et 47 ; ce qui se confirme par la distribution des degrés en annexe 6. Cette moyenne 
est supérieure aux moyennes observées en 2005, 2006 et 2007. Nous observons que 
presque toutes les banques sont connectées les unes aux autres et possèdent les mesures 
de centralité similaires. Bancorpsouth Bank (banco), Comerica (comi), Fifth Third 
Bancorp (fift) et Home Bancshares (hoba) sont les seules banques ayant des degrés de 
connexion inférieurs à 47.  
Concernant l’indice STOXX Banks, l’analyse du tableau 5.1 en annexe 6 nous 
indique que les degrés moyen, minimum et maximum des nœuds du réseau sont 
respectivement 34, 0 et 37. Ce qui se confirme par la distribution des degrés. Nous 
constatons que 10 banques ont 47 degrés de connexion et possèdent les mesures de 
centralité les plus élevées. ; ce qui signifie que ces 10 banques occupent une place centrale 
et proche des autres banques dans le réseau. Nous remarquons que pour cette année 
d’analyse, Close Bros Group (clos) n’a pas de connexion avec le réseau ; ce qui signifie que 
sa corrélation n’est pas significative. Nous supposons que ses rendements journaliers 
n’évoluent pas avec les rendements des autres banques pour cette année.  
Pour terminer, le tableau 5.1 en annexe 6 nous montre que le coefficient de 
clustering et la longueur moyenne du chemin sont respectivement de 0.9974 et 1.0026 
pour le réseau S&P et de 0.9819 et 1.0412 pour le réseau STOXX. Ce qui démontre que ces 
deux réseaux sont très denses. 
 
 
Figure 5.4.1 : Graphes 
originaux des réseaux 





La figure 5.4.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
constatons que le groupe hanh-culfb-fnbcp-fires-wasfe pour le réseau S&P et le groupe 
deut-bans-banb pour le réseau STOXX sont les moins distants des autres groupes. Nous 
pouvons constater à la figure 5.4.3 concernant le processus de filtrage par la méthode du 
MST que ces groupes sont bien situés au cœur du réseau ; ce qui confirme que ces banques 
ont une place centrale et proche des autres banques du réseau. Par ailleurs, Nous 
constatons que certaines banques se regroupent en fonction de la localisation 
géographique ; c’est le cas par exemple des groupes swsven-swspas-swnorho-swskaa, 
crags-socg et banb-bans. 
 
 
Figure 5.4.2 : Dendrogramme 2008 des réseaux S&P et STOXX 
Figure 5.4.3 : Minimum Spanning Tree 2008 des réseaux S&P et STOXX 
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La figure 5.4.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte un peu plus 
d’informations sur le réseau et nous permet de confirmer tout ce dont nous avons formulé 
précédemment. Dans les réseaux TMFG S&P et STOXX, nous confirmons que les banques 
ayant le plus de connexions et les mesures de centralité les plus élevées occupent bien des 
positions centrales.  Par ailleurs le tableau 5.2 en annexe 6 nous permet d’identifier plus 
précisément à partir du TMFG les banques qui ont le plus d’influence dans le réseau. C’est 
le cas d’une part, pour le réseau S&P des banques telles que culfb, hanh, fires, utdb et wasfe 
et d’autre part, pour le réseau STOXX des banques telles que deut, bans, bnp, roya et medi. 
Pour terminer cette comparaison, analysons la force du lien entre les banques. Les 
tableaux 5.3 et 5.4 en annexe 6 nous présentent les résultats du "boostrapped difference 
test" pour l’ensemble des paires d’arêtes grâce au package "bootnet" de R. Dans 
l’ensemble, ce test nous indique que les poids des arrêtes ne diffèrent pas 
significativement les uns des autres que ce soit pour le réseau S&P ou pour le réseau 
STOXX. Cependant, quelques arêtes diffèrent significativement les unes des autres. Il s’agit 
des arêtes bans--deut, banb--deut, banb--bans, cragr--crei, barc--roya et hscb--stan. Par 
ailleurs, la diagonale des tableaux 5.3 et 5.4 en annexe 6 nous montre que pour cette année 
d’analyse, le réseau S&P a sensiblement autant de liens forts que le réseau STOXX. C’est le 
même constat pour les liens faibles et les associations négatives.    
Figure 5.4.4 : Triangulated Maximally Filtered Graph 2008  des réseaux S&P et STOXX 
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Section 5.5 : 2009  
La figure 5.5.1 nous montre que le réseau S&P Banks est plus dense que le réseau 
STOXX Banks. Ceci peut se confirmer par l’analyse du tableau 6.1 en annexe 7 de leurs 
propriétés topologiques. En effet, les propriétés topologiques du réseau S&P Banks nous 
indique que les degrés moyen, minimum et maximum des nœuds sont respectivement 46, 
42 et 47 ; ce qui se confirme par la distribution des degrés en annexe 7. Nous remarquons 
que cette moyenne est sensiblement égale à celle observée en 2007. Presque toutes les 
banques sont connectées les unes aux autres. Seules cinq banques (natib, bkoto, c, hanh, 
pinfiet pcn) présentent des degrés de connexion inférieurs à 47. 
Concernant l’indice STOXX Banks, l’analyse des propriétés topologiques nous 
indique que les degrés moyen, minimum et maximum des nœuds sont respectivement 30, 
13 et 38. Banco Bilbao Vizcaya Argentaria (banb), Bnp Paribas (bnp) et Unicredit (crei) 
possèdent le plus de connexons et les mesures de centralité les plus élevées ; ce qui 
signifie que ces trois banques occupent une place centrale et proche des autres banques 
dans le réseau. Mediobanca Banca Di Credito Finanziario (medi) est la banque la moins 
connectée et dispose des mesures de centralité les plus faibles. Pour la première fois 
depuis 2005, nous observons que toutes les banques ont au moins une connexion.  
Pour terminer, le tableau 6.1 en annexe 7 nous montre que le coefficient de 
clustering et la longueur moyenne du chemin sont respectivement de 0.9959 et 1.0044 
pour le réseau S&P et de 0.8782 et 1.1862 pour le réseau STOXX. Ce qui démontre que le 
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La figure 5.5.2 nous présente le dendrogramme des réseaux S&P Banks et STOXX 
Banks. Nous constatons que les groupes 1stfb-proba et comi-keys pour le réseau S&P et 
le groupe bans-banb pour le réseau STOXX sont les moins distants des autres groupes. 
Nous pouvons constater à la figure 5.5.3 concernant le processus de filtrage par la 
méthode du MST que ces groupes sont bien situés au cœur du réseau ; ce qui confirme que 
ces banques ont une place centrale et proche des autres banques du réseau. Par ailleurs, 
Nous constatons que certaines banques se regroupent en fonction de la localisation 
géographique ; c’est le cas par exemple des groupes swsven-swspas-swnorho-swskaa, 
crags-socg et banb-bans. 
 
  
Figure 5.5.2 : Dendrogramme 2009 des réseaux S&P et STOXX 
Figure 5.5.3 : Minimum Spanning Tree 2009 des réseaux S&P et STOXX 
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La figure 5.5.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte un peu plus 
d’informations sur le réseau et nous permet de confirmer tout ce dont nous avons formulé 
précédemment. Dans les réseaux TMFG S&P et STOXX, nous confirmons que les banques 
ayant le plus de connexions et les mesures de centralité les plus élevées occupent bien des 
positions centrales.  Par ailleurs le tableau 6.2 en annexe 7 nous permet d’identifier plus 
précisément à partir du TMFG les banques qui ont le plus d’influence dans le réseau. C’est 
le cas d’une part, pour le réseau S&P des banques telles que tecab, culfb, fires, assb et 1stfb 
et d’autre part, pour le réseau STOXX des banques telles que bnp, bans, socg, swspas et 
deut. 
Pour terminer cette comparaison, analysons la force du lien entre les banques. Les 
tableaux 6.3 et 6.4 en annexe 7 nous présentent les résultats du "boostrapped difference 
test" pour l’ensemble des paires d’arêtes grâce au package "bootnet" de R. Dans 
l’ensemble, ce test nous indique que les poids des arrêtes ne diffèrent pas 
significativement les uns des autres que ce soit pour le réseau S&P ou pour le réseau 
STOXX. Cependant, quelques arêtes diffèrent significativement les unes des autres. Il s’agit 
des arêtes 1stfb--proba et comi--keyc pour le réseau S&P et des arêtes banb--bans, iralli-
-roya, swnorho--swspas, swnorho--swskaa, swskaa--swsven, swskaa--swspas, swnorho--
swsven et iralli--irbanir pour le réseau STOXX. Par ailleurs, la diagonale des tableaux 6.3 
et 6.4 en annexe 7 nous montre que pour cette année d’analyse, le réseau S&P a plus de 
liens forts que le réseau STOXX. 
Figure 5.5.4 : Triangulated Maximally Filtered Graph 2009 des réseaux S&P et STOXX 
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Section 5.6 : 2010  
La figure 5.6.1 nous montre que les réseaux S&P et STOXX Banks ont des niveaux 
de densité pratiquement similaires. Afin de confirmer cette observation, analysons tout 
d’abord le tableau 7.1 en annexe 8 concernant leurs propriétés topologiques. En effet, le 
réseau S&P Banks nous indique que les degrés moyen, minimum et maximum des nœuds 
sont respectivement 37, 3 et 46 ; ce qui se confirme par la distribution des degrés en 
annexe 8. Nous remarquons que cette moyenne est inférieure aux moyennes observées 
en 2007, 2008 et 2009. Nous observons quatre banques (catba, fnbcp, soun et trus) les 
plus connectées et la banque la moins connectée est Cit Group (cigin). Par ailleurs, ces 
quatre banques présentent les mesures de centralité les plus élevées ; Nous pouvons 
supposer à ce stade que ces banques occupent une place centrale dans le réseau. 
Concernant l’indice STOXX Banks, l’analyse des propriétés topologiques nous 
indique que les degrés moyen, minimum et maximum des nœuds sont respectivement 32, 
11 et 39. Nous remarquons que cette moyenne est supérieure à celle enregistrée l’année 
précédente. Nous constatons d’une part que Credit Agricole (crags), Deutsche Bank 
(deut) et Lloyds Banking Group (llot) sont les plus connectées et présentent les mesures 
de centralité les plus élevées ; ce qui signifie qu’elles occupent une place centrale et proche 
des autres banques dans le réseau. D’autre part, Komercni Bank (czkomb) est la banque 
la moins connectée du réseau et possède les mesures de centralité les plus faibles. 
Pour terminer, le tableau 7.1 en annexe 8 nous montre que le coefficient de 
clustering et la longueur moyenne du chemin sont respectivement de 0.8628 et 1.2270 
pour le réseau S&P et de 0.8915 et 1.1615 pour le réseau STOXX. Nous pouvons affirmer 
que le réseau S&P est moins dense que le réseau STOXX.  
 
 








La figure 5.6.2 nous présente le dendrogramme des réseaux S&P et STOXX Banks. 
Nous constatons que les groupes norw-fires-soun-stab et deut-bnp-intl respectivement 
pour les réseaux S&P et STOXX sont les moins distants des autres groupes. Nous pouvons 
constater à la figure 5.6.3 concernant le processus de filtrage par la méthode du MST que 
ces groupes sont bien situés au cœur du réseau ; ce qui confirme que ces banques ont une 
place centrale et proche des autres banques du réseau. Par ailleurs, Nous constatons que 
certaines banques se regroupent en fonction de la localisation géographique ; c’est le cas 
par exemple des groupes swsven-swspas-swnorho-swskaa, crags-socg, stan-barc-llot-
hsbc et dejysb-desydb. 
 
 
 Figure 5.6.2 : Dendrogramme 2010 des réseaux S&P et STOXX 
Figure 5.6.3 : Minimum Spanning Tree 2010 des réseaux S&P et STOXX 
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La figure 5.6.4 nous présente les réseaux S&P et STOXX Banks après le processus 
de filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte un peu plus 
d’informations sur nos deux réseaux et nous permet de visualiser précisément les 
composants. Par ailleurs avec cette méthode, nous pouvons confirmer tout ce dont nous 
avons formulé précédemment. Dans les réseaux TMFG S&P et STOXX, nous confirmons 
que les banques ayant le plus de connexions et les mesures de centralité les plus élevées 
occupent bien des positions centrales.  Par ailleurs le tableau 7.2 en annexe 8 nous permet 
d’identifier plus précisément à partir du TMFG les banques qui ont le plus d’influence dans 
le réseau. C’est le cas d’une part, pour le réseau S&P des banques telles que trus, soun, 
fires, norw et 1stfb et d’autre part, pour le réseau STOXX des banques telles que bnp, deut, 
bans, banb et crags. 
Pour terminer la comparaison des deux réseaux pour cette année d’analyse, 
analysons la force du lien entre les banques. Les tableaux 7.3 et 7.4 en annexe 8 nous 
présentent les résultats du "boostrapped difference test" pour l’ensemble des paires 
d’arêtes grâce au package "bootnet" de R. Dans l’ensemble, ce test nous indique que les 
poids des arrêtes ne diffèrent pas significativement les uns des autres que ce soit pour le 
réseau S&P ou pour le réseau STOXX. Cependant, quelques arêtes diffèrent 
significativement les uns des autres. Il s’agit des arêtes natib--chem, natib--pnc et fift--
hunt pour le réseau S&P et des arêtes banb--bans et iralli--irbanir pour le réseau STOXX. 
Par ailleurs, la diagonale des tableaux 7.3 et 7.4 en annexe 8 nous montre que pour cette 
année d’analyse, le réseau STOXX a plus de liens forts que le réseau S&P. 
Figure 5.6.4 : Triangulated Maximally Filtered Graph 2010 des réseaux S&P et STOXX 
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Section 5.7 : 2011  
La figure 5.7.1 nous présente les réseaux S&P et STOXX Banks. Visuellement, nous 
remarquons que le réseau S&P est plus dense que le réseau STOXX. Afin de confirmer cette 
observation, analysons tout d’abord le tableau 8.1 en annexe 9 concernant leurs 
propriétés topologiques. En effet, le réseau S&P Banks nous indique que les degrés moyen, 
minimum et maximum des nœuds sont respectivement 44, 12 et 49 ; ce qui se confirme 
par la distribution des degrés en annexe 9. Nous remarquons que cette moyenne est 
supérieure à la moyenne observée l’année précédente. Nous observons trois banques les 
plus connectées et la banque la moins connectée est First Republic Bank (fireb). Par 
ailleurs, ces trois banques présentent les mesures de centralité les plus élevées ; Nous 
pouvons supposer à ce stade que ces banques occupent une place centrale dans le réseau. 
Concernant l’indice STOXX Banks, l’analyse des propriétés topologiques nous 
indique que les degrés moyen, minimum et maximum des nœuds sont respectivement 21, 
0 et 31. Nous remarquons que cette moyenne est inférieure aux moyennes enregistrées 
les quatre années précédentes. Nous observons d’une part que banb et bans possèdent le 
plus de connexons et les mesures de centralité les plus élevées ; ce qui signifie que ces 
deux banques occupent une place centrale et proche des autres banques dans le réseau. 
D’autre part, crica et czkomb n’ont pas de connexions avec le réseau et possèdent les 
mesures de centralité les plus faibles. Nous pouvons supposer que leurs rendements 
journaliers n’évoluent pas avec les rendements des autres banques pour cette année.  
Par ailleurs, le tableau 8.1 en annexe 9 nous montre que le coefficient de clustering 
et la longueur moyenne du chemin sont respectivement de 0.9477 et 1.0848 pour le 
réseau S&P et de 0.8127 et 1.4040 pour le réseau STOXX. Nous pouvons affirmer que le 
réseau S&P est plus dense que le réseau STOXX.  
 
 
Figure 5.7.1 : Graphes 
originaux des réseaux 




La figure 5.7.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
constatons que le groupe 1stfb-utdb-fnbcp-trus pour le réseau S&P et les groupes bcv-crei 
et banb-bans pour le réseau STOXX sont les moins distants des autres groupes. Nous 
pouvons constater à la figure 5.7.3 concernant le processus de filtrage par la méthode du 
MST que ces groupes sont bien situés au cœur du réseau ; ce qui confirme que ces banques 
ont une place centrale et proche des autres banques du réseau. Par ailleurs, Nous 
constatons que certaines banques se regroupent aussi en fonction de la localisation 
géographique ; c’est le cas par exemple des groupes swsven-swspas-swnorho-swskaa, 
bnp-socg, clos-stan-barc-roya et dedendb-dejysb-desydb. Ce qui est en accord avec 
plusieurs publications scientifiques [Mantegna (1999)]. 
 Figure 5.7.2 : Dendrogramme 2011 des réseaux S&P et STOXX 
Figure 5.7.3 : Minimum Spanning Tree 2011 des réseaux S&P et STOXX 
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La figure 5.7.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte un peu plus 
d’informations sur nos deux réseaux et nous permet de visualiser précisément les 
différents composants. Par ailleurs avec cette méthode, nous pouvons confirmer tout ce 
dont nous avons formulé précédemment. Dans les réseaux TMFG S&P et STOXX, nous 
confirmons que les banques ayant le plus de connexions et les mesures de centralité les 
plus élevées occupent bien des positions centrales.  Par ailleurs, le tableau 8.2 en annexe 
9  nous permet d’identifier plus précisément à partir du TMFG les banques qui ont le plus 
d’influence dans le réseau. C’est le cas d’une part, pour le réseau S&P des banques telles 
que fulf, comba, trus, fnbcp et intbc et d’autre part, pour le réseau STOXX des banques 
telles que bcv, socg, bans, banb et crei. 
Pour terminer la comparaison des deux réseaux pour cette année d’analyse, 
analysons la force du lien entre les banques. Les tableaux 8.3 et 8.4 en annexe 9 nous 
présentent les résultats du "boostrapped difference test" pour l’ensemble des paires 
d’arêtes grâce au package "bootnet" de R. Ce test nous indique que dans l’ensemble, les 
poids des arrêtes ne diffèrent pas significativement les uns des autres que ce soit pour le 
réseau S&P ou pour le réseau STOXX. Cependant, quelques arêtes diffèrent 
significativement les unes des autres. Il s’agit des arêtes banb--bans, bcv--crei et bands--
banie pour le réseau STOXX.  Par ailleurs, la diagonale des tableaux 8.3 et 8.4 en annexe 9 
nous montre que pour cette année d’analyse, le réseau S&P a plus de liens forts que le 
réseau STOXX. 
Figure 5.7.4 : Triangulated Maximally Filtered Graph 2011 des réseaux S&P et STOXX 
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Section 5.8 : 2012  
La figure 5.8.1 nous présente les réseaux S&P et STOXX Banks. Visuellement, nous 
remarquons que le réseau S&P est plus dense que le réseau STOXX. Afin de confirmer cette 
observation, analysons tout d’abord le tableau 9.1 en annexe 10 concernant leurs 
propriétés topologiques. En effet, le réseau S&P nous indique que les degrés moyen, 
minimum et maximum des nœuds sont respectivement 47, 36 et 49 ; ce qui se confirme 
par la distribution des degrés en annexe 10. Nous remarquons que cette moyenne est 
supérieure aux moyennes observées depuis 2005. Nous observons 24 banques les plus 
connectées et la banque la moins connectée est Peoples United Financial (peob). Par 
ailleurs, ces 24 banques présentent les mesures de centralité les plus élevées ; nous 
pouvons supposer à ce stade que ces banques occupent une place centrale dans le réseau. 
Concernant l’indice STOXX Banks, l’analyse des propriétés topologiques nous 
indique que les degrés moyen, minimum et maximum des nœuds sont respectivement 35, 
14 et 40. Nous remarquons que cette moyenne est supérieure aux moyennes enregistrées 
depuis 2005. Nous constatons qu’il y a 5 banques qui possèdent le plus de connexons. 
Celles-ci possèdent également les mesures de centralité les plus élevées ; ce qui signifie 
que ces cinq banques occupent une place centrale et proche des autres banques dans le 
réseau. D’autre part, Bankia (banki) est la banque la moins connectée du réseau et 
possède les mesures de centralité les plus faibles. 
Par ailleurs, le tableau 9.1 en annexe 10 nous montre que le coefficient de 
clustering et la longueur moyenne du chemin sont respectivement de 0.9678 et 1.0375 
pour le réseau S&P et de 0.9344 et 1.1049 pour le réseau STOXX. Nous pouvons affirmer 
que le réseau S&P est plus dense que le réseau STOXX.  
 
 
Figure 5.8.1 : 
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La figure 5.8.2 nous présente le dendrogramme des réseaux S&P et STOXX Banks. 
Nous constatons que le groupe comba-culfb pour le réseau S&P et les groupes crags-socg 
et banb-bans pour le réseau STOXX sont les moins distants des autres groupes. Nous 
pouvons constater à la figure 5.8.3 concernant le processus de filtrage par la méthode du 
MST que ces groupes sont bien situés au cœur du réseau ; ce qui confirme que ces banques 
ont une place centrale et proche des autres banques du réseau. Par ailleurs, Nous 
constatons que certaines banques se regroupent aussi en fonction de la localisation 
géographique ; c’est le cas par exemple des groupes swsven-swspas-swnorho-swskaa, 
crags-socg, llot-roya-hsbc- barc-stan, dedendb-dejysb-desydb et banpo-bcpdv. Ce qui est 
en accord avec plusieurs publications scientifiques [Mantegna (1999)].  
    Figure 5.8.2 : Dendrogramme 2012 des réseaux S&P et STOXX 
Figure 5.8.3 : Minimum Spanning Tree 2012 des réseaux S&P et STOXX 
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   La figure 5.8.4 nous présente les réseaux S&P et STOXX Banks après le processus 
de filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte un peu plus 
d’informations sur nos deux réseaux et nous permet de visualiser précisément les 
différents composants. Les réseaux TMFG S&P et STOXX nous permettent de confirmer 
que les banques ayant le plus de connexions et les mesures de centralité les plus élevées 
occupent bien des positions centrales.  Par ailleurs, le tableau 9.2 en annexe 10  nous 
permet d’identifier plus précisément à partir du TMFG les banques qui ont le plus 
d’influence dans le réseau. C’est le cas d’une part, pour le réseau S&P des banques telles 
que valnb, umphc, 1stfb, fnbcp et comi et d’autre part, pour le réseau STOXX des banques 
telles que deut, csr, bnp, bcv et stan.  
Pour terminer la comparaison des deux réseaux pour cette année d’analyse, 
analysons la force du lien entre les banques. Les tableaux 9.3 et 9.4 en annexe 10 nous 
présentent les résultats du "boostrapped difference test" pour l’ensemble des paires 
d’arêtes grâce au package "bootnet" de R. Ce test nous indique que dans l’ensemble, les 
poids des arrêtes ne diffèrent pas significativement les uns des autres que ce soit pour le 
réseau S&P ou pour le réseau STOXX. Cependant, quelques arêtes diffèrent 
significativement les unes des autres. Il s’agit des arêtes banb--bans, crags--socg et bcv--
crei pour le réseau STOXX. Si on s’intéresse uniquement à la diagonale des tableaux 9.3 et 
9.4 en annexe 10, nous constatons que le réseau S&P Banks a plus de liens forts que le 
réseau STOXX Banks. 
 
Figure 5.8.4 : Triangulated Maximally Filtered Graph 2012 des réseaux S&P et STOXX 
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Section 5.9 : 2013  
La figure 5.9.1 nous montre que le réseau S&P Banks est plus dense que le réseau 
STOXX Banks. Ceci peut se confirmer par l’analyse du tableau 10.1 en annexe 11 de leurs 
propriétés topologiques. En effet, le réseau S&P Banks nous indique que les degrés moyen, 
minimum et maximum des nœuds sont respectivement 46, 23 et 49 ; ce qui se confirme 
par la distribution des degrés en annexe 11. Nous remarquons que cette moyenne est 
inférieure à celle observée l’année précédente. Nous observons que dix banques sont en 
connexion avec chacune des banques du réseau et la banque la moins connectée est Cit 
Group (cigin). Par ailleurs ces dix banques présentent également les mesures de centralité 
les plus élevées ; ce qui signifie qu’elles occupent une position centrale dans le réseau et 
sont proches des autres banques.  
Concernant le réseau STOXX Banks, l’analyse des propriétés topologiques nous 
indique que le degré moyen des nœuds est de 27 ; Nous remarquons que cette moyenne 
est inférieure à celle observée l’année précédente. Nous observons trois banques (swskaa, 
socg, et crags) ayant le plus de connexions et des mesures de centralité les plus élevées ; 
ce qui signifie qu’elles occupent une place centrale et proche des autres banques dans le 
réseau. Par ailleurs, nous observons que Bankia (banki) est la banque la moins connectée 
et possède les mesures de centralité les plus faibles. 
Pour terminer, le tableau 10.1 en annexe 11 nous montre que le coefficient de 
clustering et la longueur moyenne du chemin sont respectivement de 0.9628 et 1.0506 
pour le réseau S&P et de 0.8774 et 1.3390 pour le réseau STOXX. Nous pouvons affirmer 
que le réseau S&P est plus dense que le réseau STOXX. 
 
Figure 6.9.1 : 
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La figure 5.9.2 nous présente le dendrogramme des réseaux S&P et STOXX Banks. 
Nous observons que le groupe banh-fulf pour le réseau S&P et le groupe bcpdv-bcv-crei 
pour le réseau STOXX sont les moins distants des autres groupes. Nous pouvons constater 
à la figure 5.9.3 que ces groupes sont bien situés au cœur du réseau ; ce qui confirme que 
ces banques ont une place centrale et proche des autres banques du réseau. Nous 
observons également que certaines banques se regroupent en fonction de la localisation 
géographique ; c’est le cas par exemple des groupes swsven-swspas-swnorho-swskaa, 




Figure 5.9.2 : Dendrogramme 2013 des réseaux S&P et STOXX 
Figure 5.9.3 : Minimum Spanning Tree 2013 des réseaux S&P et STOXX 
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La figure 5.9.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte plus 
d’informations sur nos deux réseaux et nous permet de mieux visualiser les différents 
composants. Ainsi, les réseaux TMFG S&P et STOXX nous confirment que les banques 
ayant le plus de connexions et les mesures de centralité les plus élevées occupent bien des 
positions centrales.  Par ailleurs, le tableau 10.2 en annexe 11 nous permet d’identifier 
plus précisément à partir du TMFG les banques qui ont le plus d’influence dans le réseau. 
C’est le cas pour le réseau S&P des banques telles que banh, fulf, hunt, regf et assb ; et pour 
le réseau STOXX des banques telles que bcv, banpo, socg, bcpdv et crei. Pour terminer, les 
résultats du "boostrapped difference test" nous indique d’une part que les poids des 
arrêtes ne diffèrent pas significativement les uns des autres dans les deux réseaux. D’autre 
part, la diagonale des tableaux 10.3 et 10.4 en annexe 11 nous permet de constater que le 
réseau S&P Banks a légèrement plus de liens forts que le réseau STOXX Banks. 
 
  
Figure 5.9.4 : Triangulated Maximally Filtered Graph 2013 des réseaux S&P et STOXX 
56 
 
Section 5.10 : 2014  
Pour cette année d’analyse, la figure 5.10.1 nous montre que le réseau S&P Banks 
est plus dense que le réseau STOXX Banks. Ceci peut se confirmer par l’analyse du tableau 
11.1 en annexe 12 des propriétés topologiques des deux réseaux. 
En effet, le réseau S&P Banks nous indique que les degrés moyen, minimum et 
maximum des nœuds sont respectivement 48, 45 et 49 ; ce qui se confirme par la 
distribution des degrés en annexe 12. Nous remarquons que cette moyenne est 
supérieure aux moyennes observées depuis 2005. Pour cette année d’analyse, nous 
observons que presque toutes les banques sont en connexion avec chacune des banques 
du réseau sauf sept banques. De plus nous constatons que ces quarante-sept banques les 
plus connectées présentent également les mesures de centralité similaires ; Ce qui signifie 
que pour cette année d’analyse, presque toutes les banques sont proches l’une de l’autre 
dans le réseau. 
Concernant le réseau STOXX Banks, l’analyse des propriétés topologiques nous 
indique que le degré moyen des nœuds est de 25 ; Nous remarquons que cette moyenne 
est inférieure à celle observée l’année précédente. Nous observons que Banco Bilbao 
Vizcaya Argentaria (banb) et Erste Group Bank (auersb) sont les banques les plus 
connectées dans le réseau. L’analyse des mesures de centralité nous montre que ces deux 
banques ont également des mesures de centralité les plus élevées ; ce qui signifie qu’elles 
occupent une place centrale et proche des autres banques dans le réseau. Par ailleurs, 
nous observons que Komercni Bank (czkomb) est la banque la moins connectée du réseau 
et possède les mesures de centralité les plus faibles.  
 
Figure 5.10.1 : 
Graphes originaux 




Pour terminer l’analyse des propriétés topologiques, le tableau 11.1 en annexe 12 
nous montre que le coefficient de clustering et la longueur moyenne du chemin sont 
respectivement de 0.9946 et 1.0057 pour le réseau S&P et de 0.8060 et 1.3995 pour le 
réseau STOXX. Nous pouvons affirmer que le réseau S&P est plus dense que le réseau 
STOXX.   
La figure 5.10.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
observons que les groupes banco-1stfb et banh-comba pour le réseau S&P et le groupe 
banb-bans pour le réseau STOXX sont les moins distants des autres groupes. Nous 
pouvons constater à la figure 5.10.3 que ces groupes sont bien situés au cœur du réseau ; 
ce qui confirme que ces banques ont une place centrale et proche des autres banques du 
réseau. Nous observons également que certaines banques se regroupent en fonction de la 
localisation géographique ; c’est le cas par exemple des groupes socg-crags-bnp, swsven-
swspas et bcpdv-banpo-bcapr. Après le processus de filtrage par la méthode du MST, la 
figure 5.10.3 nous montre que le groupe de banques le plus connecté dans les deux 
réseaux est encore bien connecté à d'autres banques ; ce qui confirme que ces banques 
jouent un rôle clé dans la contribution des connectivités du réseau. Cependant, nous 
constatons qu’avec cette méthode, la plupart des banques ne sont pas bien connectées et 
présente des degrés de seulement 1 ou 2. 




La figure 5.10.4 nous présente les réseaux S&P et STOXX Banks après le processus 
de filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte plus 
d’informations sur nos deux réseaux et nous permet de mieux visualiser les différents 
composants. Ainsi, les réseaux TMFG S&P et STOXX nous confirment que les banques 
ayant le plus de connexions et les mesures de centralité les plus élevées occupent bien des 
positions centrales.  Par ailleurs, le tableau 11.2 en annexe 12 nous permet d’identifier 
plus précisément à partir du TMFG les banques qui ont le plus d’influence dans le réseau. 
C’est le cas pour le réseau S&P des banques telles que banh, hanh, banco, intbc et assb ; et 
pour le réseau STOXX des banques telles que bans, banb, bnp, socg, crags. Pour terminer, 
les résultats du "boostrapped difference test" nous indique d’une part que les poids des 
arrêtes ne diffèrent pas significativement les uns des autres dans les deux réseaux. D’autre 
part, la diagonale des tableaux 11.3 et 11.4 en annexe 12 nous permet de constater que le 
réseau S&P Banks a plus de liens forts que le réseau STOXX Banks. 
 
  
Figure 5.10.3 : Minimum Spanning Tree 2014 des réseaux S&P et STOXX Banks 
Figure 5.10.4 : 
Triangulated Maximally 
Filtered Graph 2014 




Section 5.11 : 2015  
Pour cette année d’analyse, la figure 5.11.1 nous montre que le réseau S&P Banks 
est plus dense que le réseau STOXX Banks. Ceci peut se confirmer par l’analyse du tableau 
12.1 en annexe 13 des propriétés topologiques des deux réseaux. 
En effet, le réseau S&P Banks nous informe que chaque banque est en connexion 
avec toutes les autres banques du réseau puisque nous observons qu’elles ont chacune 
des degrés de connexion égale à 50 et des mesures de centralité similaires ; Ce qui se 
confirme par la distribution des degrés en annexe 13. A ce stade, les propriétés 
topologiques nous informent juste que toutes les banques sont proches l’une de l’autre 
dans le réseau mais ne nous permettent pas de détecter celles qui ont un rôle central ou 
celles qui ont le plus d’influence dans le réseau.  
Concernant le réseau STOXX Banks, l’analyse des propriétés topologiques nous 
indique que le degré moyen des nœuds du réseau est de 28 ; Nous remarquons que cette 
moyenne est supérieure aux moyennes des deux années précédentes. Nous observons 
que Barclays (barc), Bnp Paribas (bnp) et Credit Agricole (crags) sont les banques les plus 
connectées dans le réseau et présentent les mesures de centralité les plus élevées ; ce qui 
signifie qu’elles occupent une place centrale et proche des autres banques dans le réseau.  
Pour terminer l’analyse des propriétés topologiques, le tableau 12.1 en annexe 13 
nous montre que le coefficient de clustering et la longueur moyenne du chemin sont 
respectivement de 1 et 1 pour le réseau S&P et de 0.8577 et 1.3742 pour le réseau STOXX. 





Figure 5.11.1 : 
Graphes originaux 




La figure 5.11.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
observons que le groupe assb-winfc pour le réseau S&P et le groupe cren-crei-bnp-socg 
pour le réseau STOXX sont les moins distants des autres groupes. Nous pouvons constater 
à la figure 5.11.3 que ces groupes sont bien situés au cœur du réseau et jouent un rôle clé 
dans la contribution des connectivités du réseau ; Nous pouvons donc supposer que ces 
banques ont une place centrale et proche des autres banques du réseau. Nous observons 
également que certaines banques se regroupent en fonction de la localisation 
géographique ; c’est le cas par exemple des groupes bnp-socg et bcpdv-banpo-bcapr.   
  
 
Figure 5.11.2 : Dendrogramme 2015 des réseaux S&P et STOXX 
 
Figure 5.11.3 : Minimum Spanning Tree 2015 des réseaux S&P et STOXX Banks 
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La figure 5.11.4 nous présente les réseaux S&P et STOXX Banks après le processus 
de filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte plus 
d’informations sur nos deux réseaux et nous permet de mieux visualiser les différents 
composants. Les réseaux TMFG S&P et STOXX nous confirment que les banques ayant le 
plus de connexions et les mesures de centralité les plus élevées occupent bien des 
positions centrales. Par ailleurs, le tableau 12.2 en annexe 13 nous permet d’identifier 
plus précisément à partir du TMFG les banques qui ont le plus d’influence dans les deux 
réseaux. C’est le cas pour le réseau S&P des banques telles que fnbcp, assb, catba, sigbk et 
winfc ; et pour le réseau STOXX des banques telles que crei, socg, cren, bnp et bands. Pour 
terminer, les résultats du "boostrapped difference test" nous indique d’une part que les 
poids des arrêtes ne diffèrent pas significativement les uns des autres dans les deux 
réseaux. D’autre part, la diagonale des tableaux 12.3 et 12.4 en annexe 13 nous permet de 




   
Figure 5.11.4 : Triangulated Maximally Filtered Graph 2015 des réseaux S&P et STOXX Banks 
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Section 5.12 : 2016  
Pour cette année d’analyse, la figure 5.12.1 nous montre que les réseaux S&P et 
STOXX sont très denses Banks. Afin de comparer ces deux réseaux, nous allons tout 
d’abord nous focaliser sur l’analyse de leurs propriétés topologiques. 
En effet, s’agissant du réseau S&P, le tableau 13.1 en annexe 14 nous indique que 
chaque banque est en connexion avec toutes les autres banques du réseau puisque nous 
observons qu’elles ont chacune des degrés de connexion égale à 50 et des mesures de 
centralité similaires ; Ce qui se confirme par la distribution des degrés en annexe 13. A ce 
stade, les propriétés topologiques nous informent juste que toutes les banques sont 
proches l’une de l’autre dans le réseau mais ne nous permettent pas de détecter celles qui 
ont un rôle central ou celles qui ont le plus d’influence dans le réseau. 
Concernant le réseau STOXX Banks, l’analyse des propriétés topologiques nous 
indique que le degré moyen des nœuds est de 42 ; Nous remarquons que cette moyenne 
est largement supérieure aux moyennes observées depuis 2005. Nous observons que huit 
banques sont en connexion avec chacune des banques du réseau et la banque la moins 
connectée du réseau est Aib Group (iralli). Par ailleurs, nous observons que ces huit 
banques ont également des mesures de centralité les plus élevées ; ce qui signifie qu’elles 
occupent une place centrale et proche des autres banques dans le réseau.  
Pour terminer l’analyse des propriétés topologiques, le tableau 13.1 en annexe 14 
nous montre que le coefficient de clustering et la longueur moyenne du chemin sont 
respectivement de 1 et 1 pour le réseau S&P et de 0.9917 et 1.0374 pour le réseau STOXX. 
Nous pouvons affirmer que le réseau S&P Banks et STOXX Banks sont très denses. 
Figure 5.12.1 : Graphes 




La figure 5.12.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
observons que le groupe natib-c pour le réseau S&P et le groupe banb-bans pour le réseau 
STOXX sont les moins distants des autres groupes. Nous observons à la figure 5.12.3 que 
le groupe banb-bans est bien situé au cœur du réseau et joue un rôle clé dans la 
contribution des connectivités du réseau ; Nous pouvons supposer que ces banques ont 
une place centrale et proche des autres banques du réseau. Par contre, la figure 5.12.3 
nous montre que le groupe natib-c n’a pas une place centrale dans le réseau. Nous 
observons également que certaines banques se regroupent en fonction de la localisation 
géographique ; c’est le cas par exemple des groupes comm-deut et barc-hscb. 
 
 
Figure 5.12.2 : Dendrogramme 2016 des réseaux S&P et STOXX 
 




La figure 5.12.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte plus 
d’informations sur nos deux réseaux et nous permet de mieux visualiser les différents 
composants. Le réseau TMFG STOXX nous confirme que les banques ayant le plus de 
connexions et les mesures de centralité les plus élevées occupent bien des positions 
centrales. Le réseau TMFG S&P nous confirme que le groupe natib-c qui est le moins 
distant des autres groupes selon la méthode HT n’occupe pas une position centrale selon 
la méthode TMFG. Par ailleurs, le tableau 13.2 en annexe 14 nous permet d’identifier plus 
précisément à partir du TMFG les banques qui ont le plus d’influence dans les deux 
réseaux. C’est le cas pour le réseau S&P des banques telles que pnc, fnbcp, comba, regf et 
trus ; et pour le réseau STOXX des banques telles que banb, bans, bnp, socg et intl. Nous 
constatons également que le réseau S&P ne possède pas d’associations négatives. Pour 
terminer, les résultats du "boostrapped difference test" nous indique d’une part que les 
poids des arrêtes ne diffèrent pas significativement les uns des autres dans les deux 
réseaux. Ce test nous indique quand même quelques arêtes qui diffèrent significativement 
les unes des autres. Il s’agit de l’arête banb--bans pour le réseau STOXX et de l’arête natib-
c pour le réseau S&P. D’autre part, la diagonale des tableaux 13.3 et 13.4 en annexe 14 
nous permet de constater que le réseau S&P a plus de liens forts que le réseau STOXX.  
 
Figure 5.12.4 : Triangulated Maximally Filtered Graph 2016 des réseaux S&P et STOXX Banks 
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Section 5.13 : 2017  
Pour cette année d’analyse, la figure 5.13.1 nous montre que le réseau S&P Banks 
est plus dense que le réseau STOXX Banks. Ceci peut se confirmer par l’analyse du tableau 
14.1 en annexe 15 des propriétés topologiques des deux réseaux. 
En effet, le réseau S&P Banks nous indique que les degrés moyen, minimum et 
maximum des nœuds sont respectivement 48, 23 et 50 ; ce qui se confirme par la 
distribution des degrés en annexe 15. Nous observons vingt-deux banques les plus 
connectées et la banque la moins connectée est New York Community Bancorp (quec). De 
plus, ces vingt-deux banques présentent également les mesures de centralité les plus 
élevées ; Nous pouvons supposer à ce stade que ces banques occupent une place centrale 
dans le réseau.  
Concernant le réseau STOXX Banks, l’analyse des propriétés topologiques nous 
indique que le degré moyen des nœuds est de 35 ; Nous remarquons que cette moyenne 
est inférieure à celle enregistrée en 2016. Nous observons d’une part que Kbc Groep 
(kred) est la banque la plus connectée et possède les mesures de centralité les plus 
élevées ; ce qui signifie qu’elle occupe une place centrale et proche des autres banques 
dans le réseau. D’autre part, Komercni Bank (czkomb) est la banque la moins connectée 
et possède les mesures de centralité les plus faibles. 
Pour terminer, le tableau 14.1 en annexe 15 nous montre que le coefficient de 
clustering et la longueur moyenne du chemin sont respectivement de 0.9897 et 1.0212 
pour le réseau S&P et de 0.9193 et 1.2766 pour le réseau STOXX. Nous pouvons affirmer 
que le réseau S&P est plus dense que le réseau STOXX. 
Figure 5.13.1 : Graphes 
originaux des réseaux 
S&P et STOXX Banks 
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La figure 5.13.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
observons que le groupe keyc-ziob pour le réseau S&P et le groupe bnp-socg pour le 
réseau STOXX sont les moins distants des autres groupes. Nous observons à la figure 
5.13.3 que ces groupes sont bien situés au cœur du réseau et jouent un rôle clé dans la 
contribution des connectivités du réseau ; Nous pouvons donc supposer que ces banques 
ont une place centrale et proche des autres banques du réseau. Nous observons également 
que certaines banques se regroupent en fonction de la localisation géographique ; c’est le 
cas par exemple des groupes bnp-socg, crags-cren et swnorho-swsven- swskaa-swspas. 
 Figure 5.13.2 : Dendrogramme 2017 des réseaux S&P et STOXX 
 




La figure 5.13.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte plus 
d’informations sur nos deux réseaux et nous permet de mieux visualiser les différents 
composants. Les réseaux TMFG S&P et STOXX nous confirment que les banques ayant le 
plus de connexions et les mesures de centralité les plus élevées occupent bien des 
positions centrales. Par ailleurs, le tableau 14.2 en annexe 14 nous permet d’identifier 
plus précisément à partir du TMFG les banques qui ont le plus d’influence dans les deux 
réseaux. C’est le cas pour le réseau S&P des banques telles que fnbcp, assb, catba, sigbk et 
winfc ; et pour le réseau STOXX des banques telles que crei, socg, cren, bnp et bands.  
Pour terminer, les résultats du "boostrapped difference test" nous indique d’une 
part que les poids des arrêtes ne diffèrent pas significativement les uns des autres dans 
les deux réseaux. Ce test nous indique quand même quelques arêtes qui diffèrent 
significativement les unes des autres. Il s’agit des arêtes bnp--socg, bans--crica et banki--
crica pour le réseau STOXX. D’autre part, la diagonale des tableaux 14.3 et 14.4 en annexe 




Figure 5.13.4 : Triangulated Maximally Filtered Graph 2017 des réseaux S&P et STOXX Banks 
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Section 5.14 : 2018  
Pour cette année d’analyse, la figure 5.14.1 nous montre que le réseau S&P Banks 
est plus dense que le réseau STOXX Banks. Ceci peut se confirmer par l’analyse du tableau 
15.1 en annexe 16 des propriétés topologiques des deux réseaux. 
En effet, s’agissant du réseau S&P, le tableau 15.1 en annexe 16 nous informe que 
chaque banque est en connexion avec toutes les autres banques du réseau puisque nous 
observons qu’elles ont chacune des degrés de connexion égale à 50 et des mesures de 
centralité similaires ; Ce qui se confirme par la distribution des degrés en annexe 16. Sur 
la base des propriétés topologiques, nous pouvons supposer que toutes les banques sont 
proches l’une de l’autre dans le réseau mais il est difficile de détecter à ce stade celles qui 
ont un rôle central ou qui ont le plus d’influence dans le réseau.  
Concernant le réseau STOXX Banks, l’analyse des propriétés topologiques nous 
indique que le degré moyen des nœuds est de 33 ; Nous remarquons que cette moyenne 
est inférieure aux moyennes enregistrées en 2016 et 2017. Le réseau nous indique que 
Societe Generale (socg) est la banque la plus connectée et possède les mesures de 
centralité les plus élevées ; ce qui signifie qu’elle occupe une place centrale et proche des 
autres banques dans le réseau. D’autre part, Aib Group (iralli) est la banque la moins 
connectée et possède les mesures de centralité les plus faibles. 
Pour terminer l’analyse des propriétés topologiques, le tableau 15.1 en annexe 16  
nous montre que le coefficient de clustering et la longueur moyenne du chemin sont 
respectivement de 1 et 1 pour le réseau S&P et de 0.8572 et 1.2803 pour le réseau STOXX. 






Figure 6.14.1 : 
Graphes originaux 
des réseaux S&P 
et STOXX Banks 
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La figure 5.14.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
observons que le groupe c-chem pour le réseau S&P et le groupe julbg-csr-ubsgr pour le 
réseau STOXX sont les moins distants des autres groupes. Nous observons à la figure 
5.14.3 que le groupe julbg-csr-ubsgr est bien situé au cœur du réseau et joue un rôle clé 
dans la contribution des connectivités du réseau ; Nous pouvons donc supposer que ces 
banques ont une place centrale et proche des autres banques du réseau. Par contre, la 
figure 5.14.3 nous montre que le groupe c-chem n’a pas une place centrale dans le réseau. 
Nous observons également que certaines banques se regroupent en fonction de la 
localisation géographique ; c’est le cas par exemple des groupes banb-bans, swnorho-
swsven- swskaa-swspas et banpo-bcapr. 
Figure 5.14.2 : Dendrogramme 2018 des réseaux S&P et STOXX 
 




La figure 5.14.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte plus 
d’informations sur nos deux réseaux et nous permet de mieux visualiser les différents 
composants. Le réseau TMFG STOXX nous confirme que les banques ayant le plus de 
connexions et les mesures de centralité les plus élevées occupent bien des positions 
centrales. Le réseau TMFG S&P nous confirme que le groupe c-chem qui est le moins 
distant des autres groupes selon la méthode HT n’occupe pas une position centrale. Par 
ailleurs, le tableau 15.2 en annexe 16 nous permet d’identifier plus précisément à partir 
du TMFG les banques qui ont le plus d’influence dans les deux réseaux. C’est le cas pour le 
réseau S&P des banques telles que comi, fnbcp, intbc, catba et peob ; et pour le réseau 
STOXX des banques telles que banb, bnp, bans, cren et csr.  
Pour terminer, les résultats du "boostrapped difference test" nous indique d’une 
part que les poids des arrêtes ne diffèrent pas significativement les uns des autres dans 
les deux réseaux. Ce test nous indique quand même quelques arêtes qui diffèrent 
significativement les unes des autres. Il s’agit des arêtes c--chem, natib--chem et natib--c 
pour le réseau S&P et des arêtes csr--ubsgr, julbg--ubsgr et, banb--bans pour le réseau 
STOXX. D’autre part, la diagonale des tableaux 15.3 et 15.4 en annexe 16 nous permet de 
constater que le réseau S&P a plus de liens forts que le réseau STOXX.  
 
Figure 5.14.4 : Triangulated Maximally Filtered Graph 2018 des réseaux S&P et STOXX Banks 
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Section 5.15 : 2019  
Pour cette année d’analyse, la figure 5.15.1 nous montre que le réseau S&P Banks 
est plus dense que le réseau STOXX Banks. Ceci peut se confirmer par l’analyse du tableau 
16.1 en annexe 17 des propriétés topologiques des deux réseaux. 
En effet, le réseau S&P nous indique que les degrés moyen, minimum et maximum 
des nœuds sont respectivement 47, 24 et 50 ; ce qui se confirme par la distribution des 
degrés en annexe 17. Nous observons seize banques ayant le plus de connexions et la 
banque la moins connectée est New York Community Bancorp (quec). De plus, ces seize 
banques présentent également les mesures de centralité les plus élevées ; Nous pouvons 
supposer à ce stade que ces banques occupent une place centrale dans le réseau.  
Concernant le réseau STOXX Banks, l’analyse des propriétés topologiques nous 
indique que le degré moyen des nœuds est de 35 ; Nous remarquons que cette moyenne 
est inférieure aux moyennes enregistrées en 2017 et 2018. Le réseau nous indique que 
barc, intl et kred sont les banques les plus connectées et possèdent les mesures de 
centralité les plus élevées ; ce qui signifie qu’elles occupent une place centrale et proche 
des autres banques dans le réseau. D’autre part, czkomb est la banque la moins connectée 
et possède les mesures de centralité les plus faibles. 
Pour terminer l’analyse des propriétés topologiques, le tableau 16.1 en annexe 17  
nous montre que le coefficient de clustering et la longueur moyenne du chemin sont 
respectivement de 0.9897 et 1.0212 pour le réseau S&P et de 0.9193 et 1.2766 pour le 






Figure 5.15.1 : 
Graphes originaux 
des réseaux S&P 
et STOXX Banks 
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La figure 5.15.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
observons que le groupe comi-hunt pour le réseau S&P et le groupe bnp-crags pour le 
réseau STOXX sont les moins distants des autres groupes. Nous observons à la figure 
5.13.3 que ces groupes sont bien situés au cœur du réseau et jouent un rôle clé dans la 
contribution des connectivités du réseau ; Nous pouvons donc supposer que ces banques 
ont une place centrale et proche des autres banques du réseau. Nous observons également 
que certaines banques dans le réseau STOXX se regroupent en fonction de la localisation 




Figure 5.15.2 : Dendrogramme 2019 des réseaux S&P et STOXX 
 




La figure 5.15.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte plus 
d’informations sur nos deux réseaux et nous permet de mieux visualiser les différents 
composants. Les réseaux TMFG S&P et STOXX nous confirment que les banques ayant le 
plus de connexions et les mesures de centralité les plus élevées occupent bien des 
positions centrales. Par ailleurs, le tableau 16.2 en annexe 17 nous permet d’identifier 
plus précisément à partir du TMFG les banques qui ont le plus d’influence dans les deux 
réseaux. C’est le cas pour le réseau S&P des banques telles que culfb, pinfi, citfg, hunt et 
utdb ; et pour le réseau STOXX des banques telles que bnp, crags, deut, bcv et banb. 
Pour terminer, les résultats du "boostrapped difference test" nous indique d’une 
part que les poids des arrêtes ne diffèrent pas significativement les uns des autres dans 
les deux réseaux. Ce test nous indique quand même quelques arêtes qui diffèrent 
significativement les unes des autres. Il s’agit de l’arête comi--hunt pour le réseau S&P et 
des arêtes bnp--crags et bcv--crei pour le réseau STOXX. D’autre part, la diagonale des 
tableaux 16.3 et 16.4 en annexe 17 nous permet de constater que le réseau S&P a plus de 




Figure 5.15.4 : Triangulated Maximally Filtered Graph 2019 des réseaux S&P et STOXX Banks 
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Section 5.16 : 2020  
Pour cette dernière année d’analyse, la figure 5.16.1 nous montre que le réseau 
S&P Banks est plus dense que le réseau STOXX Banks. Ceci peut se confirmer par l’analyse 
du tableau 16.1 en annexe 18 des propriétés topologiques des deux réseaux. 
En effet, le réseau S&P nous indique que les degrés moyen, minimum et maximum 
des nœuds sont respectivement 40, 4 et 48 ; ce qui se confirme par la distribution des 
degrés en annexe 18. Nous observons quatre banques ayant le plus de connexions et la 
banque la moins connectée est Signature Bank (sigbk). Par ailleurs, ces quatre banques 
présentent également les mesures de centralité les plus élevées ; Nous pouvons supposer 
à ce stade que ces banques occupent une place centrale dans le réseau.  
Concernant le réseau STOXX Banks, l’analyse des propriétés topologiques nous 
indique que le degré moyen des nœuds du réseau est de 28 ; Nous remarquons que c’est 
le faible score enregistré depuis 2015. Le réseau nous indique que Ing Groep (intl) est la 
seule banque la plus connectée et elle possède les mesures de centralité les plus élevées ; 
ce qui signifie qu’elle occupe une place centrale et proche des autres banques dans le 
réseau. D’autre part, Metro Bank (metbp) est la banque la moins connectée et possède les 
mesures de centralité les plus faibles. 
Pour terminer l’analyse des propriétés topologiques, le tableau 16.1 en annexe 18  
nous montre que le coefficient de clustering et la longueur moyenne du chemin sont 
respectivement de 0.9052 et 1.1820 pour le réseau S&P et de 0.7662 et 1.3968 pour le 





Figure 5.16.1 : Graphes 
originaux des réseaux 
S&P et STOXX Banks 
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La figure 5.16.2 nous présente le dendrogramme des réseaux S&P et STOXX. Nous 
observons que le groupe assb-keyc pour le réseau S&P et le groupe swnorho-swsven pour 
le réseau STOXX sont les moins distants des autres groupes. Nous observons à la figure 
5.16.3 que le groupe assb-keyc est bien situé au cœur du réseau et joue un rôle clé dans la 
contribution des connectivités du réseau ; Nous pouvons donc supposer que ces banques 
ont une place centrale et proche des autres banques du réseau. Par contre, la figure 5.16.3 
nous montre que le groupe swnorho-swsven n’a pas une place centrale dans le réseau. 
Nous observons également que certaines banques se regroupent en fonction de la 




Figure 5.16.2 : Dendrogramme 2020 des réseaux S&P et STOXX 
 




La figure 5.16.4 nous présente les réseaux S&P et STOXX après le processus de 
filtrage des arêtes selon la méthode TMFG. Cette méthode nous apporte plus 
d’informations sur nos deux réseaux et nous permet de mieux visualiser les différents 
composants. Le réseau TMFG S&P nous confirme que les banques ayant le plus de 
connexions et les mesures de centralité les plus élevées occupent bien des positions 
centrales. Le réseau TMFG STOXX nous confirme que le groupe swnorho-swsven qui est 
le moins distant des autres groupes selon la méthode HT n’occupe pas une position 
centrale. Par ailleurs, le tableau 17.2 en annexe 18 nous permet d’identifier plus 
précisément à partir du TMFG les banques qui ont le plus d’influence dans les deux 
réseaux. C’est le cas pour le réseau S&P des banques telles que culfb, comi, fnbcp, catba et 
hanh ; et pour le réseau STOXX des banques telles que bcv, medi, intl, auraib et crags. 
Pour terminer, les résultats du "boostrapped difference test" nous indique d’une 
part que les poids des arrêtes ne diffèrent pas significativement les uns des autres dans 
les deux réseaux. Ce test nous indique quand même quelques arêtes qui diffèrent 
significativement les unes des autres. Il s’agit des arêtes natib--chem, proba--umbf, natib-
-c, fift--stab et comi--fnbcp pour le réseau S&P et des arêtes hsbc—stan, swnorho--swsven 
et banpo--bcpdv pour le réseau STOXX. D’autre part, la diagonale des tableaux 17.3 et 17.4 





Figure 5.16.4 : Triangulated Maximally Filtered Graph 2020 des réseaux S&P et STOXX Banks 
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Chapitre 6 : Discussion générale 
Au chapitre 5, nous avons réalisé pour les années 2005 à début 2020 une analyse 
en réseau du secteur bancaire américain et européen en comparant les propriétés 
topologiques et structures hiérarchiques des indices S&P et STOXX Banks. A présent, il 
sera question de donner une analyse plus globale des résultats obtenus. 
Section 6.1 : Discussion générale 
Premièrement, nous avons constaté que l’indice S&P Banks a largement surpassé 
l’indice STOXX Banks en termes de densité. Les figures en annexe 19 nous présentent 
l’évolution sur la période d’étude de la longueur moyenne du chemin, du coefficient de 
clustering et du degré moyen de nos différents réseaux. En effet, comme vous pouvez le 
constater, la longueur moyenne du chemin est plus faible dans le réseau S&P Banks ; le 
degré moyen et le coefficient de clustering sont plus élevés dans le réseau S&P Banks. La 
seule exception à cette tendance générale c’est en 2010. Cette observation nous permet 
d’affirmer qu’il y a un lien entre ces trois statistiques. En effet, si un réseau est dense, alors 
la distance moyenne entre chaque pair de nœud est faible et le degré moyen et le 
coefficient de clustering sont plus élevés et réciproquement. Les résultats du 
"boostrapped difference test" nous ont également permis de constater que le S&P Banks 
a plus de liens forts que le STOXX Banks. Nous pouvons affirmer également qu’il existe un 
lien entre la densité du réseau et la force du lien entre les banques. En effet, si un réseau 
est dense, alors il possède plus de liens forts et réciproquement. 
Deuxièmement, l’analyse de l’évolution de ces différentes statistiques nous ont 
permis d’identifier trois périodes majeures qui ont marqué l’économie mondiale ces 
quinze dernières années. Durant la période 2007-2009, nous observons un pic en 2008 
dans les deux réseaux, suivi directement par la baisse du niveau de connexion. Cette 
période correspond à la crise financière de 2007-2009 qui a précipité les Etats-Unis dans 
une crise des « subprimes » et propagé la contagion du système financier américain vers 
les banques européennes, au point de nécessiter des recapitalisations massives pour 
éviter l’effondrement de tout le système interbancaire. Durant la période 2010-2012, 
nous observons dans le réseau européen un pic à 2010 et un autre à 2012. Ces moments 
correspondent la crise des dettes souveraines et à l’épisode d’une possible fragmentation 
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des marchés financiers de la zone euro. Sans l’intervention vigoureuse de la BCE de 
décembre 2011 à février 2012 qui venait s’ajouter à une série de mesures non 
conventionnelles adoptées en Août 2011, le secteur bancaire européen se serait effondré.  
Le dernier pic observé se situe durant l’année 2016 au cours de laquelle les citoyens 
britanniques ont voté favorablement pour le retrait du Royaume-Uni de l’Union 
européenne (vote couramment appelé « brexit »). Bien que l’effet « bresit » ait été limité 
avec l’intervention de la Banque d’Angleterre, il a quand même été ressenti dans les 
marchés financiers car ce vote complique la circulation des capitaux et des personnes et 
freine les investissements directs étrangers. Ces trois périodes nous ont permis de 
constater qu’en période de crise, il règne un sentiment de méfiance entre les institutions 
financières qui leur amène à réduire le niveau de connexion afin de limiter le risque de 
faillite. Par ailleurs, un aspect qui a retenu notre attention, c’est l’impact d’une crise dans 
une région sur le niveau de connexion d’une autre région. Alors que la crise de 2007-2009 
a entraîné la baisse du niveau de connexion en Europe, les crises survenues dans la zone 
euro n’ont pas affecté le niveau de connexion du réseau américain. 
Troisièmement, nous avons remarqué que nos différents réseaux ne sont pas 
statiques. Ils évoluent en permanence, se reconfigurent, se contractent, se densifient, se 
concentrent, etc. Cette dynamique est pour une part liée aux évolutions des relations entre 
les entités financières en réponse au contexte économique global. Cette dynamique a pu 
s’observer d’une part, à partir de l’évolution des différentes statistiques et d’autre part, à 
partir des méthodes de filtrage de l’information. Comme attendu, nous avons pu constater 
qu’en termes de visualisation, la méthode TMFG surpasse largement les méthodes HT et 
MST. Puisque la méthode TMFG contient plus d’informations, elle est donc meilleure pour 
explorer les réseaux bancaires et financiers par rapport aux méthodes HT, MST et PMFG 
[Tang et al. (2018) ; Massara et al. (2016) ; Wang et al. (2015)]. Ainsi, la méthode TMFG 
nous a permis de constater que le secteur bancaire américain ou européen se concentre 
globalement autours de cinq banques qui ont une influence sur tout le réseau. Le tableau 
en annexe 20 présente l’évolution du classement des cinq banques qui ont influencé le 
plus le réseau ces quinze dernières années. Il en ressort que Bnp Paribas a le plus 
influencé le réseau bancaire européen. Aux Etats unis, par contre, aucune banque n’est 
parvenue à elle seule, à influencer tout le réseau pendant quinze ans. Nous observons 
simplement que l’influence d’une banque aux Etats-Unis dépend de l’année. 
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Section 6.2 : Aller un peu plus loin  
Nous avons expliqué au chapitre 2 que les mesures de centralité sont explicitement 
conçues pour produire uniquement un classement qui permet d'obtenir des indications 
sur les sommets les plus importants (Phillip Bonacich (1987) et Stephen P. Borgatti 
(2005)). Pendant longtemps, ces indicateurs n’étaient pas capables de mesurer l'influence 
des sommets en général. Or récemment, les physiciens et statisticiens des réseaux ont 
commencé à élaborer des mesures de l'influence des sommets pour résoudre ce 
problème.  Le "boostrapped difference test" fourni par Epskamp (2018) en est une 
parfaite illustration. En suivant la méthodologie élaborée par Epskamp (2018), nous 
pouvons réaliser une étude plus approfondie afin de déterminer la précision de 
l’inférence des réseaux financiers en suivant les trois étapes suivantes : (A) estimation de 
la précision des pondérations des arêtes ; (B) évaluer la stabilité des indices de centralité 
après avoir sous-dimensionné les données ; et (C) tester si les pondérations d'arête et les 
centralités diffèrent les unes des autres. Une telle étude se justifie parfaitement car nous 
avons constaté tout au long de notre travail que les banques diffèrent sensiblement dans 
leurs estimations des mesures de centralité. Il serait donc important d’évaluer la précision 
de la structure des réseaux et la stabilité des indices de centralité afin de savoir si ces 
différences d’estimations de centralité sont interprétables ou non. 
En prouvant la stabilité des mesures de centralité et en montrant que les 
différences observées dans la fonction centralityPlot du paquet qgraph de R ne sont pas 
susceptibles d'être interprétées comme de véritables différences, les résultats de la force 
des différents nœuds (voir la diagonale du tableau 21.3 en annexe 21) nous donnent une 
alternative à la pondération des nœuds qui serviront par exemple en finance dans 
l’analyse du risque de portefeuille (analyse des moments, de la VaR, de l’ES, etc.) et dans 
l’analyse de la performance ajustée au risque d’un portefeuille (CAPM, APT, Fama et 
French, etc.). Ainsi, en gestion de portefeuille, nous pourrions par exemple comparer les 
caractéristiques d’un portefeuille équipondéré (EWP), d’un portefeuille efficient (EP), 
d’un portefeuille de variance minimale (GMVP), d’un portefeuille tangent (TP), d’un 
portefeuille ciblant le rendement attendu le plus élevé (MP) et un portefeuille dont les 




Conclusion   
Dans ce mémoire, nous avons étudié les propriétés topologiques et les structures 
des réseaux bancaires. En utilisant des prix journaliers à la clôture de deux séries 
d'actions des indices S&P Banks et STOXX Banks, sur une période de Janvier 2005 à 
Février 2020, nous avons construit une matrice des distances à partir des matrices de 
corrélations des rendements journaliers. Sur base de cette matrice des distances, nous 
avons construit des réseaux originaux avec comme sommets des banques et comme 
arêtes les relations de corrélation. Afin de comparer le niveau de densité des réseaux 
originaux, nous avons systématiquement étudié les propriétés topologiques, à savoir, les 
mesures de centralité, le coefficient de clustering et la longueur moyenne du chemin. Par 
la suite, nous avons systématiquement appliqué des méthodes de filtrage d’arêtes pour 
simplifier les réseaux, à savoir, l'arbre hiérarchique (HT), l'arbre à portée minimale (MST) 
et le graphe triangulé filtré au maximum (TMFG). Pour chaque réseau filtré, nous avons 
pu tirer le maximum d’informations. 
En partant de l’hypothèse prouvée par Mantegna (1999) selon laquelle les 
rendements des actions d’un même secteur évoluent ensemble dans un indice global, il 
était intéressant d’effectuer une analyse plus approfondie sur un secteur plus spécifique, 
en l’occurrence le secteur bancaire, afin d’extraire le maximum d’informations. Comme 
attendu, nous avons pu constater que les réseaux bancaires américain et européen sont 
densement connectés affichant des niveaux de densité supérieur à 75% et frôlant presque 
les 100% dans le réseau bancaire américain. Le secteur bancaire étant celui qui transmet 
la politique monétaire décidée par les banques centrales au monde réel, l’évolution de son 
niveau de connexion nous a permis de déceler trois périodes qui ont marqué les Etats-
Unis d’Amérique, l’Europe et le reste du monde. Il s’agit de la crise financière de 2007-
2009, la crise des dettes souveraines 2010-2012 en Europe et le vote du « bresit » en 2016 
au Royaume-Uni.  Comme attendu, nous avons vérifié que les périodes de grandes crises 
précèdent toujours un pic de connexion [Mantegna (1999) et Billio et al. (2012)]. 
Par ailleurs les méthodes de filtrage d’arêtes nous ont permis de vérifier que la 
méthode TMFG surpasse les méthodes HT et MST car elle contient plus d’informations 
[Tang et al. (2018) ; Massara et al. (2016) ; Wang et al. (2015)]. Ainsi à partir du TMFG, il 
serait intéressant pour un trader de développer des stratégies de couverture à partir des 
81 
 
informations révélées comme par exemple la vente à découvert qui est l’une des 
principales stratégies utilisées par les fonds spéculatifs. Cette stratégie consisterait dans 
ce cas à vendre à découvert les actions d’un composant et à acheter les actions d’un autre 
composant. De plus, le TMFG nous a révélé que cinq banques influencent le plus réseau. Il 
serait intéressant de mettre en place des stratégies de gestion des risques afin d’éviter 
que ces banques provoquent un effondrement du système bancaire en cas de mauvaise 
performance et plonger à nouveau le monde dans un période de crise profonde comme ce 
fût le cas durant la crise bancaire de 2007-2009. 
Pour terminer, nous avons constaté que la plupart d’études de filtrage d’arêtes des 
réseaux bancaires et financiers utilisent la méthodologie de Mantegna (1999) sans se 
préoccuper des rendements des actions d’origine. Or ce qui serait intéressant pour un 
gestionnaire de fonds, c’est de trouver des techniques lui permettant d’ajuster et 
d’optimiser son portefeuille. Ainsi, il serait intéressant d’explorer la méthodologie 
élaborée par Epskamp (2018) permettant de calculer précisément l’influence d’un 
sommet à partir des techniques de « bootstrapping ». Ainsi, nous pourrions comparer les 
caractéristiques d’un portefeuille équipondéré (EWP), d’un portefeuille efficient (EP), 
d’un portefeuille de variance minimale (GMVP), d’un portefeuille tangent (TP), d’un 
portefeuille ciblant le rendement attendu le plus élevé (MP) et un portefeuille dont les 
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Annexe 3 : Propriétés topologiques des indices S&P 
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Annexe 4 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2006 
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Annexe 5 : Propriétés topologiques des indices S&P 
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Annexe 6 : Propriétés topologiques des indices S&P 
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Annexe 7 : Propriétés topologiques des indices S&P 
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Annexe 8 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2010 
     mean_distance transitivity
S&P500-400 Banks 1.227041 0.8628466
STOXX 600 Banks 1.161538 0.8915483




   
Tableau 7.2 : Graphe des mesures de centralité à partir du réseau TMFG 
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   Tableau 7.3 : Boostrapped difference test de S&P 
Tableau 7.4 : Boostrapped difference test de STOXX 
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Annexe 9 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2011  
  mean_distance transitivity
S&P500-400 Banks 1.084898 0.9477433
STOXX 600 Banks 1.403983 0.8127061




Tableau 8.2 : Graphe des mesures de centralité à partir du réseau TMFG 
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  Tableau 8.3 : Boostrapped difference test de S&P 
Tableau 8.4 : Boostrapped difference test de STOXX 
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Annexe 10 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2012 
     mean_distance transitivity
S&P500-400 Banks 1.037551 0.9678376
STOXX 600 Banks 1.104878 0.9344432




   
Tableau 9.2 : Graphe des mesures de centralité à partir du réseau TMFG 
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Tableau 9.3 : Boostrapped difference test de S&P 
Tableau 9.4 : Boostrapped difference test de S&P 
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Annexe 11 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2013 
   mean_distance transitivity
S&P500-400 Banks 1.050612 0.9627659
STOXX 600 Banks 1.339024 0.8777418





   
Tableau 10.2 : Graphe des mesures de centralité à partir du réseau TMFG 
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Tableau 10.3 : Boostrapped difference test de S&P 
Tableau 10.4 : Boostrapped difference test de STOXX 
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Annexe 12 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2014 
   mean_distance transitivity
S&P500-400 Banks 1.005714 0.9945992
STOXX 600 Banks 1.399535 0.8059974
Tableau 11.1 : Mesures de centralité 
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Tableau 11.2 : Graphe des mesures de centralité à partir du réseau TMFG 
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  Tableau 11.4 : Boostrapped difference test de S&P 
Tableau 11.5 : Boostrapped difference test de STOXX 
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Annexe 13 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2015 
   mean_distance transitivity
S&P500-400 Banks 1 1
STOXX 600 Banks 1.374207 0.8577446
Tableau 12.1 : Mesures de centralité 
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Tableau 12.2 : Graphe des mesures de centralité à partir du réseau TMFG 
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Tableau 12.3 : Boostrapped difference test de S&P 
Tableau 12.4 : Boostrapped difference test de STOXX 
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Annexe 14 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2016 
    mean_distance transitivity
S&P500-400 Banks 1 1
STOXX 600 Banks 1.037374 0.9917541





   






Tableau 13.3 : Boostrapped difference test de S&P 
Tableau 13.4 : Boostrapped difference test de STOXX 
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Annexe 15 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2017 
  mean_distance transitivity
S&P500-400 Banks 1.021176 0.989681
STOXX 600 Banks 1.276596 0.9192993
Tableau 14.1 : Mesures de centralité 
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Tableau 14.2 : Graphe des mesures de centralité à partir du réseau TMFG 
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  Tableau 14.3 : Boostrapped difference test de S&P 
Tableau 14.4 : Boostrapped difference test de STOXX 
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Annexe 16 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2018 








Tableau 15.2 : Graphe des mesures de centralité à partir du réseau TMFG 
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   Tableau 15.3 : Boostrapped difference test de S&P 
Tableau 15.3 : Boostrapped difference test de STOXX 
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Annexe 17 : Propriétés topologiques des indices S&P 
Banks et STOXX Banks pour l’année 2019 








Tableau 16.2 : Graphe des mesures de centralité à partir du réseau TMFG 
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  Tableau 16.3 : Boostrapped difference test de S&P 
Tableau 16.3 : Boostrapped difference test de STOXX 
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Annexe 18 : Propriétés topologiques des indices S&P 










   
Tableau 17.2 : Graphe des mesures de centralité à partir du réseau TMFG 
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  Tableau 17.3 : Boostrapped difference test de S&P 
Tableau 17.3 : Boostrapped difference test de STOXX 
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Annexe 20 : Classement des cinq banques les plus 
influentes  
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Annexe 21 : Analyse de la précision de l’inférence sur 
la période 2017-2020  
 
 
      
  




Tableau 21.2 : Boostrapped difference test pour le poids des arrêtes des réseaux TMFG S&P (en haut) 






Tableau 21.3 : Bootstrapped stability test pour mesurer la "force du nœud" dans les réseaux TMFG S&P (en haut) 
et STOXX (en bas) 
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Annexe 22 : R code 
################################################################################## 
 





S_P500400Banks <- read_excel("D:/Mémoire/Projet R/S&P500400Banks.xlsx") 
STOXXBanks <- read_excel("D:/Mémoire/Projet R/STOXXBanks.xlsx") 
 
 
####################################  2005  ###################################### 
 




SP.Banks2005 <- S_P500400Banks[1:260,2:52] 
SP.Banks2005 <- SP.Banks2005[-c(7,9,17,21)] 
end <- length(SP.Banks2005) 
RL.SP.Banks2005 <- log(SP.Banks2005[2:end,]) - log(SP.Banks2005[1:(end-1),]) 
 
# Matrice de corrélation 
rcorr.SP2005 <- rcorr(as.matrix(RL.SP.Banks2005), type=c("pearson")) 
corr.SP2005 <- rcorr.SP2005$r  
 
# Matrice d'adjacence   
adj.SP.Banks2005 <- ifelse(rcorr.SP2005$P > 0.05, 0, 1) 
diag(adj.SP.Banks2005)<-0 
 
#Représentation du réseau 




     edge.arrow.size=0.01, vertex.color="skyblue" , vertex.size=6,  
     main = "Réseau 2005 de S&P500-400 Banks") 
 
# 1 Propriétés topologiques 
#### Degré et la distribution des degrés 
 
hist(degree(graph.adj.SP.2005), col="lightblue",  
     xlim=c(0, 50), xlab="Degré", ylab="Fréquence",  
     main="Distribution des degrés 2005 de S&P500-400 Banks") 
#### Mesures de centralité et les composants 












#### Longueur moyenne du chemin 
mean_distance(graph.adj.SP.2005) 
 
Mes.cen1.SP <- cbind(degree(graph.adj.SP.2005),closeness(graph.adj.SP.2005),  
                    betweenness(graph.adj.SP.2005), 
evcent(graph.adj.SP.2005)$vector) 
Mes.cen2.SP <- cbind(mean_distance(graph.adj.SP.2005), 
transitivity(graph.adj.SP.2005)) 
colnames(Mes.cen1.SP) <- c("degree","closeness","betweenness","evcent$vector") 
colnames(Mes.cen2.SP) <- c("mean_distance","transitivity") 
row.names(Mes.cen2.SP) <- c("S&P500-400 Banks") 
 
 
# 2 Structures hiérarchiques 
# Matrice de distance  
dist_function = function(x){return(sqrt(2*(1-x)))} 
dist_SP2005 <- as.dist(dist_function(corr.SP2005)) 
# Hierarchical tree (HT) 
hclust(dist_SP2005, method = "single")  
plot(hclust(dist_SP2005, method = "single"),  
     sub="", xlab="", ylab="Distance", main="Dendogram 2005 de S&P Banks") 
# Minimum spanning tree (MST) 
library(vegan)  
spantree(dist_SP2005)  
plot(spantree(dist_SP2005), main = "Minimal Spanning Tree 2005 de S&P Banks",  
     type="t" , axes=F , cex=0.6 , ylim = c(-1,3), xlab="", ylab="") 
# Triangulated Maximally Filtered Graph (TMFG) 
library(EGAnet) 
MyFunction <- function(corr.SP2005){ 
        corr.SP2005 <- rcorr.SP2005$r  
        dist_function <- sqrt(2*(1-corr.SP2005)) 
        return(dist_function) 
} 
dt_SP2005 <- MyFunction() 
 




STOXX.Banks2005 <- STOXXBanks[1:260,2:48] 
STOXX.Banks2005 <- STOXX.Banks2005[-c(1,4,8,13,14,23,27,33,36,44,47)] 
end <- length(STOXX.Banks2005) 
RL.ST.Banks2005 <- log(STOXX.Banks2005[2:end,]) - log(STOXX.Banks2005[1:(end-1),]) 
 
# Matrice de corrélation 
rcorr.ST2005 <- rcorr(as.matrix(RL.ST.Banks2005), type=c("pearson")) 
corr.ST2005 <- rcorr.ST2005$r  
 
# Matrice d'adjacence   
adj.ST.Banks2005 <- ifelse(rcorr.ST2005$P > 0.05, 0, 1) 
diag(adj.ST.Banks2005)<-0 
 
#Représentation du réseau 




     edge.arrow.size=0.01, vertex.color="skyblue" , vertex.size=6, 





# 1 Propriétés topologiques 
#### Degré et la distribution des degrés 
 
hist(degree(graph.adj.ST.2005), col="lightblue",  
     xlim=c(0, 50), xlab="Degré", ylab="Fréquence",  
     main="Distribution des degrés 2005 STOXX Banks") 
 
#### Mesures de centralité et les composants 








#### Coefficient de clustering 
transitivity(graph.adj.ST.2005) 
#### Longueur moyenne du chemin 
mean_distance(graph.adj.ST.2005) 
 
Mes.cen1.ST <- cbind(degree(graph.adj.ST.2005),closeness(graph.adj.ST.2005),  
                     betweenness(graph.adj.ST.2005), 
evcent(graph.adj.ST.2005)$vector) 
Mes.cen2.ST <- cbind(mean_distance(graph.adj.ST.2005), 
transitivity(graph.adj.ST.2005)) 
colnames(Mes.cen1.ST) <- c("degree","closeness","betweenness","evcent$vector") 
colnames(Mes.cen2.ST) <- c("mean_distance","transitivity") 
row.names(Mes.cen2.SP) <- c("STOXX 600 Banks") 
 
 
# 2 Structures hiérarchiques 
# Matrice de distance  
dist_function <- function(x){return(sqrt(2*(1-x)))} 
dist_ST2005 <- as.dist(dist_function(corr.ST2005)) 
# Hierarchical tree (HT) 
hclust(dist_ST2005, method = "single")  
plot(hclust(dist_ST2005, method = "single"),  
     sub="", xlab="", ylab="Distance", main="Dendogram 2005 de STOXX 600 Banks") 
# Minimum spanning tree (MST) 
library(vegan)  
spantree(dist_ST2005)  
plot(spantree(dist_ST2005), main = "Minimal Spanning Tree de STOXX",  
     type="t" , axes=F , cex=0.9 , ylim = c(-1,2), xlab="", ylab="") 
# Triangulated Maximally Filtered Graph (TMFG) 
library(EGAnet) 
MyFunction <- function(corr.ST2005){ 
        corr.ST2005 <- rcorr.ST2005$r  
        dist_function <- sqrt(2*(1-corr.ST2005)) 
        return(dist_function) 
} 








#####################  Comparaison des deux réseaux   #################  
# Prix et rendements 
par(mfrow=c(3,2)) 
plot(apply(SP.Banks2005, 1, sum),  type="l", col = "Blue", ylab= "S&P500-400 Banks 
Close price") 
plot(apply(RL.SP.Banks2005, 1, sum),  type="l", col = "Blue", ylab= "S&P500-400 
Banks Daily return") 
plot(apply(STOXX.Banks2005, 1, sum),  type="l", col = "Blue", ylab= "STOXX Banks 
Close price") 
plot(apply(RL.ST.Banks2005, 1, sum),  type="l", col = "Blue", ylab= "STOXX Banks 
Daily return") 
 




     edge.arrow.size=0.01, vertex.color="skyblue" , vertex.size=6,  
     main = "S&P Banks") 
plot(graph.adj.ST.2005, layout=layout.kamada.kawai(graph.adj.ST.2005), 
vertex.label.dist=0.7, 
     edge.arrow.size=0.01, vertex.color="skyblue" , vertex.size=6,  
     main = "STOXX Banks") 
par(mfrow=c(1,1)) 
 
# 1. Propriétés topologiques 
Mes.cen1.SP <- cbind(degree(graph.adj.SP.2005),closeness(graph.adj.SP.2005),  
                     betweenness(graph.adj.SP.2005), 
evcent(graph.adj.SP.2005)$vector) 
Mes.cen2.SP <- cbind(mean_distance(graph.adj.SP.2005), 
transitivity(graph.adj.SP.2005)) 
colnames(Mes.cen1.SP) <- c("degree","closeness","betweenness","evcent$vector") 
colnames(Mes.cen2.SP) <- c("mean_distance","transitivity") 
row.names(Mes.cen2.SP) <- c("S&P500-400 Banks") 
 
Mes.cen1.ST <- cbind(degree(graph.adj.ST.2005),closeness(graph.adj.ST.2005),  
                     betweenness(graph.adj.ST.2005), 
evcent(graph.adj.ST.2005)$vector) 
Mes.cen2.ST <- cbind(mean_distance(graph.adj.ST.2005), 
transitivity(graph.adj.ST.2005)) 
colnames(Mes.cen1.ST) <- c("degree","closeness","betweenness","evcent$vector") 
colnames(Mes.cen2.ST) <- c("mean_distance","transitivity") 
row.names(Mes.cen2.ST) <- c("STOXX 600 Banks") 
 
Mes.cen2 <- rbind(Mes.cen2.SP,Mes.cen2.ST) 
 
par(mfrow=c(1,2)) 
hist(degree(graph.adj.SP.2005), col="lightblue",  
     xlim=c(0, 50), xlab="Degré", ylab="Fréquence",cex.lab=1.5,  
     main="Distribution des degrés S&P Banks",cex.main=2) 
hist(degree(graph.adj.ST.2005), col="lightblue",  
     xlim=c(0, 50), xlab="Degré", ylab="Fréquence",cex.lab=1.5,  




# 2.  Structures hiérarchiques 
# Hierarchical tree (HT) 
par(mfrow=c(1,2)) 
plot(hclust(dist_SP2005, method = "single"),  
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     sub="", xlab="", ylab="Distance", main="Dendrogramme S&P Banks",cex.main=2) 
plot(hclust(dist_ST2005, method = "single"),  
     sub="", xlab="", ylab="Distance", main="Dendrogramme STOXX Banks",cex.main=2) 
par(mfrow=c(1,1)) 
 
# Minimum spanning tree (MST) 
plot(spantree(dist_SP2005), main = "Minimal Spanning Tree S&P Banks",  
     type="t" , axes=F , cex=0.9 , ylim = c(-1,2), xlab="", ylab="", cex.main=1.5) 
plot(spantree(dist_ST2005), main = "Minimal Spanning Tree STOXX Banks",  
     type="t" , axes=F , cex=0.9 , ylim = c(-1,2), xlab="", ylab="", cex.main=1.5) 
 
# Triangulated Maximally Filtered Graph (TMFG) 
NetworkSP <- estimateNetwork(dt_SP2005, default = "TMFG") 
NetworkST <- estimateNetwork(dt_ST2005, default = "TMFG") 
par(mfrow=c(1,2)) 
plot(NetworkSP, layout ="spring", vsize=4, title="TMFG S&P", label.cex = 2) 
plot(NetworkST, layout ="spring", vsize=4, title="TMFG STOXX",label.cex = 2) 
par(mfrow=c(1,1)) 
 
centralityPlot(NetworkSP, include =  
                      c("Strength","ExpectedInfluence","Betweenness","Closeness")) 
centralityPlot(NetworkST, include =  
                      c("Strength","ExpectedInfluence","Betweenness","Closeness")) 
 
### Non-parametric bootstrap ### 
# Bootstrap 1000 values, using 8 cores: 
ResultSP <- bootnet(NetworkSP, nBoots = 1000, nCores = 8) 
ResultST <- bootnet(NetworkST, nBoots = 1000, nCores = 8) 
 
# Plot bootstrapped edge CIs: 
plot(ResultSP, labels = FALSE, order = "sample") 
plot(ResultST, labels = FALSE, order = "sample") 
 
# Plot significant differences (alpha = 0.05) of edges: 
plot(ResultSP, "edge", plot = "difference",onlyNonZero = TRUE, 
     order = "sample") 
plot(ResultST, "edge", plot = "difference",onlyNonZero = TRUE, 
     order = "sample") 
 
# Plot significant differences (alpha = 0.05) of node strength: 
plot(ResultSP, "strength", plot = "difference") 
plot(ResultST, "strength", plot = "difference") 
 
differenceTest(ResultSP,  "banb", "bnp", "strength") 





######## Répéter la même procédure pour les années suivantes jusqu'à 2020 ######## 
 
 
 
