Stochastic Volatility (SV) models are widely used in the financial sector while Long Short-Term Memory (LSTM) models have been successfully used in many large-scale industrial applications of Deep Learning. Our article combines these two methods non trivially and proposes a model for capturing the dynamics of financial volatility process, which we call the LSTM-SV model. The proposed model overcomes the short-term memory problem in conventional SV models, is able to capture non-linear dependence in the latent volatility process, and often has a better out-of-sample forecast performance than SV models. The conclusions are illustrated through simulation studies and applications to three financial time series datasets: US stock market weekly index SP500, Australian stock weekly index ASX200 and Australian-US dollar daily exchange rates. We argue that there are significant differences in the underlying dynamics between the volatility process of SP500 and ASX200 datasets and that of the exchange rate dataset. For the stock index data, there is strong evidence of long-term memory and non-linear dependence in the volatility process, while this is not the case for the exchange rates. An user-friendly software package together with the examples reported in the paper are available at https://github.com/vbayeslab.
Introduction
The volatility of a financial time series, such as stock returns or exchange rates, at a particular time point or during a particular time interval, is defined as the variance of the returns and serves as a measure of the uncertainty about the returns. The volatility, which is often of great interest to financial econometricians, is unobserved so that it is necessary to model it statistically in order to estimate it. The two model classes most frequently used in volatility modelling are the GARCH and SV models. The Generalized Autoregressive Conditional Heteroscedastic (GARCH) model (Bollerslev, 1986) formulates the current volatility, conditional on the previous returns and volatilities, as a deterministic and linear function of the squared return and the conditional volatility in the previous time. SV models (Taylor, 1982 (Taylor, , 1986 , on the other hand, use a latent stochastic process to model the volatility, and this process is governed by a first order autoregressive process. It is well documented that the GARCH and SV models are able to capture important effects exhibited in the variance of financial returns.
For example, the volatilities in financial returns are observed to be highly autocorrelated in certain time periods and exhibit periods of both low and high volatility (Mandelbrot, 1967) . This so-called volatility clustering phenomenon can be modeled by the volatility processes introduced in the GARCH and SV models, making these volatility models widely employed in financial time series modelling.
Although the GARCH and SV models were independently and almost concurrently introduced, the GARCH models were initially more widely adopted as it is much easier to estimate GARCH models than SV models. This is because the likelihood of a GARCH model can be obtained explicitly, while the likelihood of a SV model is intractable as it is an integral over the latent volatilities. However, the conditional variance process of GARCH models is deterministic and hence GARCH models cannot efficiently capture the random oscillatory behavior of financial volatility (Nelson, 1991) . SV models are considered as an attractive alternative to GARCH models because they overcome this limitation (Kim et al., 1998; Yu, 2002) . Recent advances in Bayesian computation such as particle Markov chain Monte Carlo (PMCMC) (Andrieu et al., 2010) allow straightforward estimation and inference for such models.
Standard SV models (Taylor, 1982) still cannot appropriately capture some important features naturally arising in financial volatility. For example, a large amount of both theoretical and empirical evidence indicates that there exists long-range persistence in the volatility process of many financial returns (see, e.g, (Lo, 1991; Ding et al., 1993; Crato and de Lima, 1994; Bollerslev and Mikkelsen, 1996) ). The long-memory property of a time series implies that the decay of the autocorrelation of the series is slower than exponential. The standard SV model uses an AR(1) process to model the log of the volatility and hence might fail to capture this type of persistence (Breidt et al., 1998) . Another line of the literature shows strong evidence of non-linear auto-dependence in the volatility process of some stock and currency exchange returns (Kiliç, 2011) and that the simple linear AR(1) process cannot effectively capture the underlying non-linear volatility dynamics. Breidt et al. (1998) proposed the Long Memory Stochastic Volatility (LMSV) model to overcome the short-memory limitation of the standard SV model. LMSV incorporates an ARFIMA process (Granger and Joyeux, 1980) as an alternative to the AR(1) process to capture the long-memory dependence of the conditional volatility. The empirical evidence in Breidt et al. (1998) suggests that the LMSV model is able to reproduce the long-memory volatility behavior in some stock return datasets. However, the literature is unclear on whether the LMSV model can capture non-linear dynamics within the volatility process, because the ARFIMA model is linear. Additionally, it is challenging to estimate the LMSV model as its likelihood is intractable. We are unaware of any available software package that implements this methodology. In another approach, Yu et al. (2006) introduced a family of non-linear SV (N-SV) models to capture the possible departure from the log transform commonly used in SV models. In the standard SV model, the logarithm of volatility is assumed to follow an AR(1) process; N-SV uses other non-linear transformations, such as the Box-Cox power function, of the volatility. The simulation studies and empirical results on currency exchange and option pricing data in Yu et al. (2006) show that the N-SV model using the Box-Cox transformation is able to detect some interesting effects in the underlying volatility process. The general use of N-SV models requires the user to select an appropriate non-linear transformation for the dataset under consideration, and this might be a challenging model selection problem. Both Breidt et al. (1998) and Yu et al. (2006) did not clearly discuss the out-of-sample forecast performance of their LSVM and N-SV models.
Recurrent neural networks (RNN) including the Long Short-Term Memory (LSTM) model of Hochreiter and Schmidhuber (1997) in the Deep Learning literature have been successfully deployed in a large number of industrial-level applications (language translation, image captioning, speech synthesis, etc.). The LSTM model and its variants are well-known for their ability to efficiently capture the long-range memory and non-linear dependence existing within various types of sequential data, and are considered as the state-of-the-art models for many sequence learning problems (Lipton et al., 2015) . Many researchers and practitioners have used Deep Learning techniques for price forecasting in financial time series analysis, but the general consensus is that these machine learning models do not clearly outperform the traditional time series models such as ARMA and ARIMA (see, e.g., Makridakis et al. (2018); Zhang (2003) ). Makridakis et al. (2018) note that without careful modifications, Machine Learning models are usually less accurate than statistical ones that have been extensively investigated in the financial time series literature. We are unaware of any existing work that uses RNN to model the latent volatility dynamic. This lack of research is probably because of two reasons. First, it is non-trivial to sensibly incorporate RNN into statistical volatility models; simple adaptations of RNN to volatility models easily overlook the important stylized facts exhibited in financial volatility such as volatility clustering. Second, a volatility model that incorporates a RNN into its latent process is highly sophisticated and thus challenging to estimate. This paper combines the SV and LSTM models in a non-trivial way, and proposes a new model, called the LSTM-SV model. The LSTM-SV model retains the essential components of the SV model and improves it by using the LSTM model to capture the potential longmemory and non-linear dependence in the volatility dynamics that cannot be picked up by an AR(1) process. The LSTM-SV model belongs to the class of state space models whose Bayesian inference can be performed using recent advances in the particle MCMC literature (Andrieu et al., 2010) . The simulation studies and empirical results on stock returns and currency exchange rates suggest that the LSTM-SV model can efficiently capture the potential non-linear and long-memory effects in the underlying volatility dynamics, and provide better out-of-sample forecasts than the standard SV and N-SV models. A Matlab software package implementing Bayesian estimation and inference for LSTM-SV together with the examples reported in this paper are available at https://github.com/vbayeslab.
The article is organized as follows. Section 2 briefly reviews the SV and LSTM models, and presents the LSTM-SV model. Section 3 discusses in detail Bayesian estimation and inference for the LSTM-SV model. Section 4 presents the simulation study and applies the LSTM-SV model to analyze three benchmark financial datasets. Section 5 concludes. The Appendix gives details of the implementation and further empirical results.
2 The LSTM-SV model
The SV model and its possible weaknesses
Let y = {y t , t = 1, ..., T } be a series of financial returns. We consider the basic version of SV models (Taylor, 1982) y t = e 1 2 zt y t , y t ∼ N (0, 1), t = 1, 2, ..., T
(1)
The persistence parameter φ is assumed to be in (−1,1) to enforce stationarity of both the z and y processes. In this SV model, the volatility process z is assumed to follow an AR(1) model. It is well documented in the financial econometrics literature that financial time series data often exhibit a long-term dependence, which forces the persistence parameter φ to be close to 1 (Jacquier et al., 1994; Kim et al., 1998) . Write p(z|θ) for the density of z given the model parameters θ = (µ,φ,σ 2 ) and p(y|z) for the density of the data y conditional on z. One can view p(z|θ) as the prior, θ as the hyper-parameters and p(y|z) as the likelihood (Jacquier et al., 1994) . Under this perspective, the SV model (1)-(2) puts non-zero prior mass on AR(1) stochastic processes, and zero or almost-zero mass on stochastic processes that are far from being well approximated by an AR(1). This means that the SV model in (1)-(2) might be not able to capture more complex dynamics, such as long-term memory or non-linear autodependence, in the posterior behavior of the volatility process z, and that a more flexible prior distribution should be put on z. This paper will design such a flexible prior by combining the attractive features from both SV and LSTM time series modeling techniques. Yu et al. (2006) proposed the class of non-linearity N-SV models as a variant of SV which allows a more flexible link between the variance Var(y t |z t ) and the AR(1) process z. Their N-SV model, using the Box-Cox transformation for Var(y t |z t ), is written as
where δ is the auxiliary parameter that measures the degree of non-linearity rather than the log transform. As δ →0 , (1+δz t ) 1/2δ →e 1 2 zt and hence the N-SV model includes the SV model as a special case. The term non-linearity here might cause some confusion, as it does not refer to the non-linear auto-dependence within the volatility process z, but any non-linearity transforms rather than the log transform in the standard SV model. In this paper, we will use the standard SV and N-SV models as the benchmark to evaluate our LSTM-SV model.
The LSTM model
There are at least two approaches to modeling time series data. One approach is to represent time effects explicitly via some simple function, often a linear function, of the lagged values of the time series. This is the mainstream time series data analysis approach in the statistics literature with the well-known models such as AR or ARMA. The alternative approach is to represent time effects implicitly via latent variables, which are designed to store the memory of the dynamics in the data. These latent variables, also called hidden states, are updated in a recurrent manner using the information carried over by their values from the previous time steps and the information from the data at the current time step. Recurrent neural networks (RNN), first developed in cognitive science and successfully used in computer science, belong to the second category. Another class of models that represent time implicitly is state space models, which are widely used in econometrics and statistics. The SV model discussed in Section 2.1 is an example of state space models.
For the purpose of this section, denote our time series data as {D t = (x t ,z t ),t = 1,2,...} where x t is the vector of inputs and z t the output. For the purpose of this paper, it is useful to think of z t as scalar; however, the LSTM technique is often efficiently used to model multivariate time series. If the time series of interest has the form {z t ,t = 1,2,...}, it can be written as {(x t ,z t ),t = 2,...} with x t = z t−1 . Our goal is to model the conditional distribution p(z t |x t ,D 1:t−1 ). If one ignores the serial dependence structure, then a feedforward neural network (FNN) can be used to transform the raw input data x t into a set of hidden units h t , often called learned features, for the purpose of explaining or predicting z t . However, this approach is not suitable for time series data as the time effects or the serial correlation are totally ignored. The main idea behind RNN is to let the set of hidden units h t to feed itself using its value h t−1 from the previous time step t−1. Hence, RNN can be best thought of as a FNN that allows a connection of the hidden units to their value from the previous time step, which enables the network to possess the memory. Mathematically, this RNN model (Elman, 1990 ) is written as
where v, w, b, β 0 and β 1 are model parameters, h(·) is a non-linear activation function (e.g. tanh or sigmoid functions), and p(z t |η t ) a distribution depending on the learning task. For example, if z t is continuous, then typically p(z t |η t ) is a normal distribution with mean η t ; if z t is binary, then z t |η t follows a Bernoulli distribution with probability σ(η t ), where σ(·) is the sigmoid function. Usually we can set h 0 =0, i.e. the neural network initially doesn't have any memory. The RNN model (5)- (7) can be illustrated graphically as in Figure 1 . We follow Goodfellow et al. (2016) and use a black square to indicate the delay of a single time step in the circuit diagram (Left). The circuit diagram can be interpreted as an unfolded computational graph (Right) where each node is associated with a particular time step. The unfolded graph in Figure 1 suggests that the hidden state at time t is the output of a composite function
Given L t (z t ) the loss function of the model (5)- (7) at time step t, one can calculate the gradient of L t with respect to a model parameter W , using the the chain rule, as
Figure 1: Graphical representation of the RNN model in (5)- (7).
where h (·) is the derivative of the activation function h(·). It is noticed that the derivative h (·) is always between 0 and 1 if h(·) is the tanh or sigmoid activation function. Consequently, the gradient in (10) might either explode or vanish if t is sufficiently large and w is not equal to 1, as the exponentially fast decaying or growing factor w t−1 is the most dominant term in (10) (Bengio et al., 1993 (Bengio et al., , 1994 . The exploding gradient problem occurs when the gradient gets too large, thus making the optimization for the model parameters (e.g., using gradient descent) becomes highly unstable. The vanishing gradient problem occurs when the gradient is close to zero, making the learning process too slow as the earlier hidden states have little effect on the later ones. This difficulty caused by an exploding and vanishing gradient explains why the basic RNN is not efficient to learn long-term dependencies in long data sequences (Hochreiter and Schmidhuber, 1997) . The exploding gradient problem does not commonly arise in practice and can be easily overcome, for example, by setting a threshold on the gradient to prevent it from getting too large (Bengio et al., 1994) . Vanishing gradient, however, is a much more serious problem.
The LSTM model was proposed in Hochreiter and Schmidhuber (1997) (see also Gers et al. (2000) ) as the most efficient solution to mitigate the vanishing gradient problem. The LSTM model extends the basic RNN by introducing three extra hidden units, called the input gate, output gate and forget gate, that work with each other to control the flow of information through the network. The left diagram in Figure 2 illustrates the structure of a Simple Recurrent Network (SRN) such as the one of the basic RNN model in (5)- (7), and the right diagram shows the structure of a LSTM cell. Mathematically, this LSTM cell is written as
Output Gate (14)
where σ(·) is the sigmoid function and denotes element-wise multiplicative operation. The cell state C t , which also operates in a recurrent manner, is the most crucial part that helps LSTM mitigate the vanishing gradient problem. Similar to (9)- (10), it is straightforward to derive the gradient ∂L t /∂W of the LSTM model in (11)- (16) as
where C i−1 represents the remaining terms of
t are also functions of h t−1 , and hence C t−1 . It is clear that the gradient in (18) does not involve any exponentially fast decaying or growing factors as shown in the gradient (10) of the simple RNN model, and hence effectively prevents the network from the gradient vanishing and exploding problem. More specifically, the special structure of LSTM allows the gates g (18) not converge to zero as t becomes large. In this manner, the network learns to decide when to forget unimportant information (by letting their gradients to vanish) and when to keep important information (by preserving their gradients) during the training process on long data sequences. As the result, the RNN network with LSTM cells can efficiently capture non-linear and long-range dependence often exhibited in sequential data such as text, voice or video. See Hochreiter and Schmidhuber (1997) ; Gers et al. (2000) ; Goodfellow et al. (2016) for more comprehensive discussions on how LSTM networks work and overcome the limitations in the basic RNN networks.
We denote the functional learning structure in (11)- (16) as h t =LSTM(x t ,h t−1 ), which takes x t , the data at time t, and h t−1 , the output of LSTM cell at time t−1, as input arguments. For a discussion on variants of LSTM see, for example, Goodfellow et al. (2016) and Greff et al. (2017) .
The LSTM-SV model
This section proposes the LSTM-SV model that combines SV and LSTM for modelling financial time series data. The key idea is that we use LSTM to model the long-term memory and non-linear auto-dependence in the volatility dynamics that cannot be picked up by the basic SV model. This leads to a prior distribution for the volatility process z that is much more flexible than the AR(1) prior (c.f. Section 2.1). The LSTM-SV model is written as
This model retains the measurement equation (19) and the linear part in the AR(1) process from the standard SV model, and captures the non-linear and long-memory part η t =z t −φz t−1 by LSTM. We therefore follow the SV literature and assume that |φ| < 1. The z process, thus the y process, is probably non-stationary unless β 1 =0 and
. Nonstationarity, although might be mathematically unappealing as autocorrelation and related concepts are no longer valid, is often argued to be more realistic in practice (van Bellegem, 2012) . We note that, as h t is always bounded between −1 and 1, the non-stationary z process in the LSTM-SV model is guarded against being exploded. The vector of model parameters θ consists of β 0 , β 1 , φ, σ 2 and the parameters in the LSTM model. The graphical representation and fully-written version of the LSTM-SV model (19)- (22) can be found in the Appendix. The parameter β 1 measures all the effects in the underlying volatility process z rather than the linear effect captured by the AR(1) process. We refer to β 1 as the non-linearity long-memory coefficient. It might be interesting to develop a hypothesis testing with the null β 1 = 0, which is equivalently a goodness of fit test between SV and LSTM-SV. We, however, do not pursue this idea further in this present paper. Lastly, β 0 plays the role of the scale factor τ = e β 0 /2 for the variance of y t . One could set β 0 = 0 and modify (19) to y t = τ e 1 2 zt y t ; however, this parameterization might be less statistically efficient in terms of Bayesian inference (see, also Kim et al., 1998) .
It is straightforward to extend the LSTM-SV model in (19)- (22) by incorporating other advances in the SV literature. For example, we can use a Student's t distribution instead of a Gaussian for the measurement shock y t and take into account the leverage effect by correlating y t with the volatility shock η t . We do not consider these extensions in this paper, because using the most basic version will make it easier to understand the strengths and weaknesses of the new model developed.
Bayesian inference
This session discusses Bayesian estimation and inference for the LSTM-SV model. For a generic sequence {x t } we use x i:j to denote the series (x i ,...,x j ). The LSTM-SV model is a state-space model with the measurement equation
and the state transition equation
We are interested in sampling from the posterior distribution with density
where p(y 1:T |θ) is the likelihood function, p(θ) the prior and p(y 1:T ) = Θ p(y 1:T |θ)p(θ)dθ the marginal likelihood. Recall that the vector of model parameters θ consists of β 0 , β 1 , φ, σ 2 and the 12 parameters within the LSTM model (11)-(16).
The likelihood function in (25) is
which is computationally intractable for non-linear, non-Gaussian state space models like SV and LSTM-SV. Andrieu et al. (2010) proposed the particle MCMC method for Bayesian inference in state space models, in which the intractable likelihood is estimated unbiasedly by a particle filter. Denote by p(y 1:T |θ,u) the unbiased estimator of the likelihood p(y 1:T |θ), with u the set of pseudo random numbers used within the particle filter to construct the estimated likelihood. The particle MCMC sampler accepts a proposal (θ ,u ) with the acceptance probability
The efficiency of particle MCMC depends on the variance of the estimated likelihood, and hence, on the number of particles used in the particle filter. Pitt et al. (2012) suggested that the particle MCMC approach works efficiently when the variance of the log of the estimated likelihood is around 1. For some state space models like LSTM-SV, a large number of particles might be required to obtain a likelihood estimator with log variance to be around 1. To tackle this problem, Tran et al. (2016) proposed the Block Pseudo-Marginal (BPM) approach that updates the pseudo-random numbers u in blocks. That is, BPM divides u into blocks and updates θ together with one block of u at a time in a component-wise MCMC manner. This blocking strategy makes the current u and proposal u correlated, and helps reduce the variance of the ratio p(y 1:T |θ ,u )/ p(y 1:T |θ,u) in (27), thus leading to a better mixing Markov chain. See Deligiannidis et al. (2018) for an alternative way of correlating u and u . The next section discusses in detail the BPM sampler for sampling in LSTM-SV and Section 3.2 presents how to compute the marginal likelihood of the LSTM-SV model using the Importance Sampling Squared method of Tran et al. (2013) .
The Block Pseudo-Marginal Algorithm
Let u be the vector of random numbers used in the particle filter for computing the likelihood estimate p(y 1:T |θ,u). BPM divides u into G blocks u = (u (1) ,...,u (G) ). Algorithm 1 summarizes the BPM sampler for sampling from the posterior distribution of the model parameters θ in the LSTM-SV model.
Algorithm 1 Block Pseudo-Marginal Algorithm
For each MCMC iteration:
1. Sample θ from the proposal density q(θ |θ).
2. Sample the block index K with Pr(K = k) = 1/G for any k = 1,...,G.
Sample
3. Compute the estimated likelihood p(y 1:T |θ ,u ) using a particle filter (see Algorithm 3 in the Appendix).
4. Accept the proposal (θ ,u ) with the probability Tran et al. (2016) showed that the correlation between the logs of the estimated likelihood at the proposed and current values of model parameters is approximately ρ=1− 1 G . If we set G too large then some blocks u (k) might be not updated, making the Markov chain significantly depend on the initial set of u and the obtained posterior samples may not be exactly from the correct target posterior. If G is too small, on the other hand, the correlation coefficient ρ is small and it is difficult to accept proposed values of θ. In this paper, we set G = 200 as the default value which is large enough to produce stable results for the LSTM-SV model. However, the users might use different values for G in our software package .
We follow Garthwaite et al. (2010) and use a random walk proposal for q(θ |θ) with the covariance matrix adaptively modified using a scaling factor and hence we can robustly maintain a specified overall acceptance probability. In the examples, we set this overall acceptance probability to be 25%.
Marginal likelihood and model choice
We estimate the marginal likelihood of the LSTM-SV model using the importance sampling squared (IS 2 ) method of Tran et al. (2013) . The marginal likelihood is useful for in-sample model comparison. Using the samples of θ from the BPM sampler, we construct a proposal density g IS (θ) for θ, which we choose to be a mixture of normal densities and use Algorithm 2 to estimate the marginal likelihood p(y 1:T ).
Step 1 in Algorithm 2 is parallelizable, which makes the IS 2 method computationally efficient for estimating the marginal likelihood, especially when we can construct a good proposal density based on samples from BPM. The IS 2 estimator of the marginal likelihood enjoys many nice properties such as unbiasedness, having a finite variance and asymptotic normality (Tran et al., 2013) . (b) Calculate the estimated likelihood p(y 1:T |θ i ) of θ i using a particle filter (see Algorithm 3 in the Appendix).
(c) Compute the importance weight for each θ i
The marginal likelihood is estimated as
w(θ i ).
Simulation studies and applications
This section evaluates the performance of LSTM-SV in comparison to SV and N-SV using a range of simulation studies and applications. The BMP sampler is used to perform Bayesian inference and the IS 2 algorithm is used for estimating the marginal likelihood in all models. For BPM, we use N = 200 particles in the particle filter (Algorithm 3) to compute the estimated likelihood and divide the set of random numbers u into G=200 blocks. Each block is a vector with the length of roughly N × T G , where T is length of the time series. In all the examples, we run BPM with 100,000 MCMC iterations, then discard the first 10,000 iterations as burn-ins and thin the rest by keeping every 5th iteration. We initialize the BPM sampler by sampling from the priors shown in Table 1 For the N-SV and SV parameters, we use the priors specified in Yu et al. (2006) and Kim et al. (1998) , respectively. For LSTM-SV, we set the priors for φ and σ 2 to be the same as those in SV and N-SV. We found that the marginal posterior of β 1 is bimodal with the two modes symmetric about zero, we therefore impose an inverse-Gamma prior on β 1 to make the posterior distribution of β 1 to be unimodal. Empirical results from the LSTM literature show that the values for the LSTM parameters are often small, we therefore use a normal prior with a zero mean and a small variance for these parameters. Finally, we set a normal prior for the intercept β 0 in LSTM-SV and µ in SV and N-SV. For the IS 2 algorithm, we use N IS 2 =2000 particles to compute the likelihood estimates and M IS 2 =5000 importance samples of θ to estimate the marginal likelihood. In all the examples, we use the posterior mean of θ for Bayesian inference and forecasting.
We use the following predictive scores to measure the out-of-sample performance. The first is the partial predictive score evaluated on a test dataset D test and scaled by its sample size
The second is the number of violations defined as the number of times over the test data D test the observation y t is outside its 99% one-step-ahead forecast interval. One of the main applications of volatility modelling is to forecast the Value at Risk (VaR). The α%-VaR is the α-quantile of the one-step-ahead forecast distribution p(y t |y 1:t−1 , θ). The performance of a method that produces VaR forecasts is often measured by the quantile score (Taylor, 2019 )
where q t,α is the α-VaR forecast of y t , conditional on y 1:t−1 . The smaller the quantile score, the better the VaR forecast. We follow Taylor (2019) and also use the hit percentage, defined as the percentage of y t in the test data that is below its α-VaR forecast. The hit percentage is expected to be close to α. It's worth noting that these predictive performance measures complement each other. For example, one can make the number of violations small by increasing the forecast volatility, but this will increase the PPS and QS scores. A volatility modelling method that minimizes all the PPS, QS scores and number of violations, and has the hit percentage close to α, is arguably the most preferred one.
All the examples are implemented in Matlab and the users can easily run BPM and IS2 for LSTM-SV on a desktop computer with a moderate hardware specification using our software package.
Simulation studies
We consider the following non-linear stochastic volatility model:
where σ 2 = 0.1, z t ∼ N (0,1) and y t ∼ N (0,1). These parameters are set to somewhat resemble real financial time series data having the volatility clustering effect. This underlying data generating process is a modification of the standard SV model by adding two non-linear components to the volatility process.
We generate a time series of 2000 observations from model in (28)- (29), in which the first T = 1000 are used for model estimation and the rest 1000 for out-of-sample analysis. Table 2 shows the posterior mean estimates for the parameters of SV, N-SV and LSTM-SV with the posterior standard deviations in brackets; for LSTM-SV we only show the results for the main parameters and put the LSTM parameters in Table 10 in the Appendix. The last column in this table shows the marginal likelihood estimated by the IS 2 algorithm outlined in Section 3.2, averaged over 10 replications (i.e., 10 different datasets generated from the model in (28)- (29)). The efficiency of the BPM sampler is measured by the Integrated Autocorrelation Time (IACT) which is computed using the CODA R package of Plummer et al. (2006) . The IACT values are shown in bold. A few observations can be drawn from Table 2 . First, the small IACT values across the three models show that BPM is an efficient sampler for statespace models. The N-SV parameters in general have a higher IACT since this model does not impose any constraints to ensure the positivity of the conditional volatility and hence makes the estimation process more challenging. Second, all the Monte Carlo standard errors (shown in the brackets) of the estimated log marginal likelihood are small, which illustrates the efficiency of IS 2 as a method for marginal likelihood estimation. Third, LSTM-SV has the highest marginal likelihood among the three models, showing that the LSTM-SV model is best fit to the data. The difference between the log marginal likelihood estimates is equivalent to a Bayes factor (of LSTM-SV compared to SV and N-SV) of roughly 10 5 , which strongly supports the LSTM-SV model. The non-linearity long-memory coefficient β 1 is more than two standard deviations from zero, which implies that there is a strong evidence of non-linear and long-memory dependence in the volatility dynamics, and that the LSTM structure within the volatility process of LSTM-SV is able to capture such dependence. Table 2 : Simulation studies: Posterior means of the parameters with the posterior standard deviations in brackets, and the IACT values in bold. The last column shows the estimated log marginal likelihood with the Monte Carlo standard errors in brackets, averaged over 10 different replications. Table 3 reports the forecast performance, averaged over 10 replications. LSTM-SV outperforms SV and N-SV in all of the forecast scores, which is consistent with the in-sample analysis showing that LSTM-SV is best fit for this simulation data. This result illustrates the impressive out-of-sample forecast ability of the LSTM-SV model. The results on real data Table 3 : Experimental studies: forecast performance of SV, N-SV and LSTM-SV, averaged over 10 different runs.
applications in the next section will further confirm this claim.
Applications
This section applies the LSTM-SV model to three financial time series SP500 index, ASX200 index and AUD/USD currency exchange rate, which are common benchmark datasets used in the volatility modeling literature to evaluate statistical models.
The datasets and exploratory data analysis
The stock index SP500, ASX200 and AUD/USD currency exchange datasets are downloaded from the Yahoo Finance database. We use the adjusted closing prices {P t , t = 1,...,T P } and calculate the demeaned return process as
and use the first T =1000 returns for in-sample analysis and the rest for out-of-sample analysis. Table 4 : Descriptions for the SP500, ASX200 and AUD/USD datasets.
The time series plots of these returns in Figure 8 in the Appendix show that there exists the volatility clustering effect commonly seen in financial data. Table 5 reports some descriptive statistics for these three datasets together with the modified R/S test (Lo, 1991) for longrange memory in the logarithm of the squared returns. Lo's modified R/S test is widely used in the financial time series literature; see, e.g., Lo (1991) ; Giraitis et al. (2003) ; Breidt et al. (1998) . The index data SP500 and ASX200 exhibit some negative skewness, a highly excess kurtosis and a higher variation compared to the exchange rate data. All of this suggests that there might be non-linear dependence in the volatility dynamics of the index data, while it Table 5 : Descriptive statistics for the demeaned returns of the SP500, ASX200 and AUD/USD datasets. V n (q) shows the test statistics of Lo's modified R/S test of long memory with lag q. The asterisks indicate significant at the 5% level.
might not be the case for the exchange data. The result of Lo's modified R/S test for longmemory dependence with several different lags q indicates that there is a significant evidence of long-memory dependence in the stock indexes. For the two stock index datasets, the null hypothesis of short-memory dependence is rejected at 5% level of significance in all cases of q = 5, 20 and 35. For the exchange rate data, however, the evidence of long memory is less clear as the null hypothesis of short memory is not rejected at 5% level of significance when q = 35. The above exploratory data analysis suggests that there is evidence of non-linear and long-memory dependence in the volatility process of the stock market index data, and that this is not the case for the exchange data. Table 6 summarizes the estimation results of fitting SV, N-SV and LSTM-SV to the three datasets. For LSTM-SV, we show only the results of key parameters and put the rest in Table  10 of the Appendix. Some conclusions are drawn from Table 6 . First, the small IACT values of all parameters across the three datasets show that the Markov chains are well mixing and that BPM is an efficient Bayesian sampler for SV, N-SV and LSTM-SV. Second, the marginal likelihood estimates show that LSTM-SV is best fit for the index data, but not so for the exchange data. This is consistent with the exploratory data analysis conclusions in Section 4.2.1 that, in the volatility process of the exchange data, there is no non-linear and longmemory dependence for the LSTM mechanism to capture. Third, the estimation result for the non-linearity long-memory parameter β 1 of LSTM-SV gives further evidence of the nonlinearity long-memory effect in the index data: The estimate value of β 1 is far beyond three standard deviations from zero for the index data SP500 and ASX200, but less than three standard deviations from zero for the exchange data. Finally, it's worth noting that, in all cases, the persistence parameter φ in LSTM-SV is smaller than the persistence parameters in SV and N-SV, as the long-term memory has been stored in the η t process by the LSTM architecture.
In-sample analysis
Using the posterior mean estimates in Table 6 , the filtered volatilities of the three models can be estimated using the particle filter. Table 7 summarizes the mean and standard deviation of the filtered volatilities, in which the LSTM-SV's filtered volatilities always have the smallest standard deviation in all three datasets. Figures 3 and 9 , 12 (Appendix) show the filtered volatility processes together with the in-sample data for SP500, AXS200 and AUD/USD returns, respectively. In general, the three filtered volatility processes have a similar pattern and capture well the volatility clustering effect. However, a closer look at these figures reveals Table 8 summarizes some of their statistics together with a Ljung-Box (LB) test of autocorrelation. The results are mixed. The QQ-plots show that the three models perform quite well but there are still some outliers that cannot be explained by the models. Similar to Kim et al. (1998); Yu et al. (2006) , we find that these outliers correspond to the extremely small and large values of |y t |. A small p-value in the LB test shows evidence of autocorrelation between the residuals. According to this, the p-values in Table 8 indicate some evidence of autocorrelation between the residuals for the SP500 data, but not for the other two datasets. That is, there is still some autocorrelation structure in the SP500 indices that cannot be picked up by all the SV, N-SV and LSTM-SV methodologies. All the kurtosis values are close to each other, and close to 3, the kurtosis of the standard normal distribution. The residuals exhibit some negative skewness in all cases. We conjecture that extending the LSTM-SV model by incorporating other advances in the SV literature, such as using a Student's t distribution instead of a Gaussian for the measurement shock y t and taking into account the leverage effect by correlating y t with the volatility shock η t , will probably lead to better diagnostics of the residuals. We do not, however, consider these extensions here.
Out-of-sample analysis Figure 5 plots 99% one-step-ahead forecast intervals on the out-of-sample data of SP500 returns. See Figures 11 and 14 in the Appendix for the ASX200 and exchange data. Overall, the three models have similar forecast bands. However, an important observation can be drawn: both SV and N-SV, compared to LSTM-SV, produce a smaller forecast volatility in low volatility regions and a higher volatility forecast in high volatility regions. This is similar to the filtered volatility discussed before. It can be seen that the SV and N-SV forecasts depend largely on the return at the previous step, as the persistence parameters φ in SV and N-SV are larger than the persistence parameter of LSTM-SV. LSTM-SV intervals seem to track better the returns, especially during the periods of high volatilities. The reader is encouraged to examine the zoom-in plot in Figure 6 to convince themselves. LSTM-SV gives a safe buffer against abrupt changes in low volatility regions (it maintains a wider forecast band), while SP500 ASX200 AUD/USD does not produce over-large forecast intervals in high volatility regions. Therefore, LSTM-SV is less sensitive to the data values in a short period of time, and maintains a good trade-off between the information in a few recent observations and the information in the long-term memory. Table 9 provides the out-of-sample performance of LSTM-SV, SV and N-SV. The table indicates that LSTM-SV consistently has the best out-of-sample performance in all of the predictive measures for the index data SP500 and ASX200. For the exchange data, LSTM-SV has a similar performance as SV, with N-SV slightly better than the other two. This is consistent with the in-sample performance discussed earlier. This analysis indicates that the underlying volatility dynamics in the exchange data is different from those of the index data. It is probably that the latent volatility process of AUD/USD exchange data does not exhibit non-linear and long-memory dependencies as those observed in the volatility dynamics of SP500 and ASX200 returns. 
Conclusions
This paper proposes a long short-term memory stochastic volatility model, namely LSTM-SV, by combining LSTM and SV models in a non-trivial way. We use the Blocking Pseudo Marginal method to sample from the posterior distribution of LSTM-SV and estimate the marginal likelihood, for model choice, using the Importance Sampling Squared algorithm. The simulation studies and applications confirm that the LSTM-SV model is able to capture the potential long-memory and non-linear dependence in volatility dynamics, and that LSTM-SV is able to produce highly accurate forecast volatilities. Our analysis also reveals a significant difference in the dynamics of the underlying volatility process between the stock index data SP500, ASX200 and the exchange rate data.
Extending the LSTM-SV model by incorporating advances in volatility modelling such as modelling the leverage effect is an interesting research question. Another interesting research question is to extend the present LSTM-SV model to the case with multivariate financial time series. The LSTM architecture is more powerful with multivariate inputs as it can naturally capture the interaction between the inputs. These research is in progress. Table 9 : Applications: forecast performances of SV, N-SV and LSTM-SV. The particle filter for LSTM-SV Algorithm 3 describes the particle filter for LSTM-SV. We use Z t = (Z 1 t ,...,Z N t ) to denote the vector of particles at time t. The set of normal random numbers U includes two sources of randomness: {U P t,k ,t = 1,...,T ;k = 1,...,N } is the set of random numbers used to propose new particles in each time step and {U R t,k ,t = 1,...,T −1;k = 1,...,N } is the set of random numbers used in the resampling step. For the resampling step, we use multinomial resampling to obtain the vector ancestor indexes {A k t−1 ,k = 1,...,N } used to propose particles at time t. The multinomial resampling scheme in step 2a generates the ancestor index A k t−1 ,k=1,...,N, from the multinomial distribution denoted as F(·|p,u) with p the vector of parameters of the multinomial distribution and u the uniform random number used within a multinomial random number generator. In the resampling step, we use the cumulative distribution function Φ(·) of standard normal to transform the normal random numbers U R t−1,k to the uniform random numbers.
Additional results in section 4.2 Table 10 
