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Abstract
An exact transformation method is introduced that reduces the governing equations
of a continuum structure coupled to strong nonlinearities to a low dimensional
equation with memory. The method is general and well suited to problems with
point discontinuities such as friction and impact at point contact. It is assumed
that the structure is composed of two parts: a continuum but linear structure and
finitely many discrete but strong nonlinearites acting at various contact points of
the elastic structure. The localised nonlinearities include discontinuities, e.g., the
Coulomb friction law. Despite the discontinuities in the model, we demonstrate
that contact forces are Lipschitz continuous in time at the onset of sticking for
certain classes of structures. The general formalism is illustrated for a continuum
elastic body coupled to a Coulomb-like friction model.
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I. BACKGROUND
One of the greatest concerns of engineers is modelling friction and impact. These two
strong nonlinearities occur in many mechanical structures, e.g., underplatform dampers of
turbine blades (Firrone, 2009; Petrov, 2008), tyre models (Pacejka & Besselink, 1997), or
in general any jointed structure (Quinn, 2012; Segalman, 2006). The most common way
of modelling such systems is to take a finite dimensional approximation assuming that the
omitted dynamics has only a small effect on the overall result. Such models can then be ana-
lysed using the well established theory of non-smooth dynamical systems (di Bernardo et al.,
2008; Filippov & Arscott, 2010). The application of this theory to engineering structures
provides a great insight, even though not all phenomena could be experimentally confirmed
(Oestreich et al., 1997). Recent results however indicate significant deficiencies that question
the predictive power of finite dimensional non-smooth models. It was shown that when a
rigid constraint becomes slightly compliant in a friction-type system small-scale instabilities
develop (Sieber & Kowalczyk, 2010). This means that refining the model by including more
degrees of freedom can lead to qualitatively disagreeing results. The solution can also be-
come non-deterministic (Colombo & Jeffrey, 2011; Nordmark et al., 2011) or non-unique in
forward time for an otherwise well specified initial condition. Therefore a better modelling
framework is necessary that either eliminates inconsistency and non-determinism or at least
provides a hint about the physical mechanism that causes such behaviour.
The most apparent problem with finite dimensional non-smooth models of mechanical
systems is that they use rigid body dynamics to describe the motion. This includes finite
mode approximation of elastic structures, where each mode has a non-zero modal mass
(Ewins, 2000). When two contacting elastic bodies slip and then suddenly stick their contact
points will experience a jump in acceleration. In case of a finite mass at the contact point,
the contact force also has a jump. In reality, however, the mass of the contact point or
contact surface is zero, which implies that the contact force must be continuous. For this
reason standard finite mode description of elastic bodies is qualitatively inaccurate. The
continuity of contact force should be preserved by mechanical models.
In this paper we propose a formalism that helps better understand and perhaps solve the
above problems. We investigate mechanical systems that consist of linear elastic structures
coupled at isolated points of contact with strong nonlinearities. This class of problems in-
clude mechanisms with Coulomb-like friction models. The dynamics of impact is considered
in a companion paper (Szalai, 2013). Our formalism accounts for the zero mass of the con-
tact point without artificially introducing coupling springs as in (Melcher et al., 2013) to
regularise the problem. To achieve such model reduction and still provide an exact descrip-
tion we introduce memory terms. Within this new framework the dynamics is described
by a low-dimensional delay equation. We show that in our formulation contact forces are
Lipschitz or continuous for certain classes of structures when the solution transitions onto
the discontinuity surface. The new formalism also leads to well defined dynamics, since small
perturbations of the reduced model do not affect the qualitative features of the dynamics in
general.
Time-delayed models have already been in use when modelling friction (Hess & Soom,
1990; Putelat et al., 2011). In these cases, however the delay parameters are fitted to
experimental observations. We hope that through our theory these empirical parameters
can gain physical meaning.
The paper is organised as follows. In section II we present our general mechanical model.
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Figure II.1 (colour online) A linear elastic structure with contact points χj . Each contact point has
a three-dimensional motion, however we project that motion to vectors φj to obtain a scalar valued
resolved variable yj . If we need to resolve more than one direction of the motion of the contact point
χj , we attach multiple labels χj = χj+1 = χj+2 to the same point. Then the motion is projected
by the linearly independent vectors φj , φj+1, φj+2 to yield the resolved variables yj , yj+1, yj+2. By
this definition we ensure a one-to-one mapping between indices of labels χj and vectors φj .
In section III we describe our model reduction technique, discuss the convergence of the
method and its implications to non-smooth systems. The derivation of the memory term is
illustrated through the examples of a pre-tensed string and a cantilever beam. In section V
we present the example of a bowed string. We demonstrate the properties of the transformed
equation of motion in particular its convergence as the number of vibration modes goes to
infinity.
II. MECHANICAL MODEL
The mechanical model of our structure is divided into two parts, a linear elastic body and
several discrete non-smooth nonlinearities that are coupled to the continuum structure. First
we describe our assumptions on the linear but infinite dimensional part of the model and
then we explain how non-smooth nonlinearities are coupled to the system. The description
is sufficiently general to describe friction oscillators and impact phenomena. For simplicity,
we only focus on a single elastic structure, but our framework is trivially extensible to
mechanisms involving multiple linear structures coupled at (strongly) nonlinear joints.
We assume that the displacement of a material point χ of the structure at time t is
represented by u(χ, t). We also assume that the motion u(χ, t) can be expressed as a series
u(χ, t) =
∞∑
k=1
ψk(χ)xk(t), (II.1)
where ψk(χ) are three dimensional vector valued functions depending on the spatial co-
ordinates of the structure only. The generalised coordinates xk can be arranged into a
vector x = (x1, x2, . . .)T ∈ R∞ to simplify the notation. Due to linearity the governing
equations can be written as
x¨(t) +Cx˙(t) +Kx(t) = f e(t), (II.2)
where C and K are the damping and stiffness matrices, respectively, both assumed being
multiplied by the inverse mass matrix from the left. The forcing term f e(t) acts as a
placeholder for the non-smooth part of the system and will be replaced with with specific
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terms. Equation (II.2) allows for internal resonances. We assume that these resonances are
restricted to arbirarily large but finite dimensional subspaces of the state space, which is
necessary to guarantee basic convergence properties of the solution x(t) as shown in appendix
C. We also assume that (II.2) is stable in the Lyapunov sense for the same reason.
When C and K matrices are simultaneously diagonalisable the equation of motion can
be written in the form of
x¨(t) + 2DΩx˙(t) + Ω2x(t) = f e(t), (II.3)
where Ω = diag(ω1, ω2, . . .) and D = diag(D1, D2, . . .). In the unforced case (f e = 0), the
vector components of x on the left side of equation (II.3) are decoupled, which means that
the homogeneous equation can be solved for each xk independently. Therefore xk(t) and
ψk(χ) are called the modes and mode shapes of the system, respectively, with ωk natural
frequencies and Dk damping ratios (Ewins, 2000). System (II.3) are called modal equations
describing the motion through the modal coordinates x. Our results do not require that the
equations of motion assume the form (II.3), however in section III.E some restriction on the
eigenvalues of (II.2) is necessary to characterise the convergence of the reduced equations of
motion.
In order to take into account the coupling of the contact points to non-smooth nonlin-
earities we need to characterise their motion. For simplicity we assume point contact. Let
us denote the motion of the j-th contact point at χj along the direction of vector φj by
yj(t) = φj · u(χj, t) (II.4)
as illustrated in Fig. II.1. We call the positions yj(t) and the velocities y˙j(t) of the
contact points resolved variables. We assume M contact points, thus we define y =
(y1, . . . , yM , y˙1, . . . , y˙M)
T . Substituting (II.1) into (II.4) we obtain the motion of the contact
points as a function of the solution of equation (II.2)
yj(t) = nj · x(t), (II.5)
where
nj =
(
φj ·ψ1(χj),φj ·ψ2(χj), . . .
)T
. (II.6)
Vectors nj are assumed to be linearly independent, spanning an M dimensional subspace of
R∞.
The nonlinearities are incorporated into the model through the forcing term f e(t). We
assume that the nonlinearities only depend on the resolved variables. They are also piecewise
continuous with isolated discontinuities. Thus the contact forces acting at contact points χj
in the direction φj are written as fj(y(t), t). Summing up all the nonlinearities completes
our model description by providing the right-hand side of equation (II.3) in the form of
f e(t) =
M∑
j=1
njfj(y(t), t). (II.7)
III. REDUCTION OF THE MECHANICAL MODEL
We aim to reduce the number of dimensions of our mechanical model (II.7) to an equation
that only involves the 2M number of resolved variables all contained in the vector y. To
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achieve this we use the Mori-Zwanzig formalism (Chorin et al., 2000) to arrive at a 2M
dimensional first order delay equation. The solution of the reduced system agrees with the
solution of the full system for the resolved variables, while the rest of the variables are
discarded. Our method can be viewed as a way of producing a Green’s function for only
parts of the system. In this formalism a convolution with the resolved variables represents
the effect of the eliminated variables on the dynamics of the resolved variables. The technical
details of the transformation are described in appendices A and B.
To simplify our calculation we transform equation (II.3) into a first order form of
z˙(t) = Rz(t) + f(t), (III.1)
where
R =
(
0 I
−K −C
)
and f(t) =
(
0
f e(t)
)
. (III.2)
We already have a way of obtaining the resolved variables from the generalised coordinates
x through a dot product with vectors nj as shown in equation (II.5). In a matrix-vector
notation we write the conversion as
y(t) = V z(t), with V =
 vT1...
vT2M
 andvj = ( nj0
)
, vM+j =
(
0
nj
)
. (III.3)
To obtain our reduced model we construct a projection matrix S that acts on the generalised
coordinates and has a 2M dimensional range. In order to do that we also define a lifting
operator in the form of
z(t) = Wy(t), withW =
(
w1 · · · w2M
)
. (III.4)
Note that the lifting operator withW does not reproduce the full solution from the resolved
variables, it is merely used as a technical tool. Moreover,W does not depend on the physical
system, it can be chosen to suite the reduction procedure. By combining matrices V and
W we obtain our projections S = WV and Q = I − S on the condition that mk satisfy
mk · nl = 0 if k 6= l and mk · nk = 1. This constraint can also be expressed as I = VW
(note the order of the two matrices).
To guarantee that the terms in the reduced equation are bounded the choice ofW needs
to be further restricted. Therefore we assume that the range of W is invariant under R,
that is,
Rwj ∈ span(w1,w2, . . . ,w2M), for j = 1, 2, . . . , 2M. (III.5)
Equivalently, wj can be constructed as linear combinations of 2M number of eigenvectors
of R, since eigenvectors are invariant by definition. This assumption is key to our analysis.
In case of the modal equations (II.3) the columns of W can be explicitly constructed in
the form of
wj =
(
mj
0
)
and wM+j =
(
0
mj
)
. (III.6)
Due to the block diagonal form of R condition (III.5) holds when themj vectors are chosen
such that they only have M number of non-zero components:
[mj]p = 0, for p < P and p ≥ P +M. (III.7)
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As the last step before arriving at the reduced equations we define
A = V RW , ∈ R2M×2M (III.8)
H(t)z(s) = V RQeR(t−s)z(s), ∈ R2M (III.9)
Lj(τ) = V e
RτvM+j −AV
ˆ τ
0
eRθvM+jdθ, ∈ R2M (III.10)
where z(s) is the initial condition of equation (III.1) at time s and eRt is the funda-
mental matrix of equation (III.1). The matrix A is bounded if condition (III.5) holds,
while H(t)z(s) is bounded if the initial condition z(s) is bounded, too. To obtain the
memory kernel Lj(τ), one needs to solve the first order system (III.1) for M different initial
conditions vM+j. This solution may not be bounded which we rectify by integrating it (see
sections III.B and III.E).
Using the expression (II.7) of the forcing term our reduced equation that is equivalent to
(III.1) in the resolved variables becomes
y˙(t) = Ay(t) +
M∑
j=1
[
Lj(0)fj(y(t), t) +
ˆ t−s
0
dτLj(τ)fj(y(t− τ), t− τ)
]
+H(t)z(s),
(III.11)
where the integral is understood in the Riemann-Stieltjes sense (see section III.A). The
formal equivalence of (III.1) and (III.11) is proved in appendix A and the formulae of A,
H(t)z(s) and Lj(τ) are derived in appendix B. It turns out that for mechanical systems the
alternative form of (III.11) given below by equation (III.20) is more appropriate.
A. The meaning of the Riemann-Stieltjes integral
To provide some intuition about the interpretation of the integral in (III.11) we remark
that if Lj(τ) is differentiable, the symbol dτLj(τ) can be replaced by d/dτLj(τ) · · · dτ to
arrive at an ordinary Riemann integral. Similar simplification can be achieved if Lj(τ)
is Lipschitz continuous, however dτLj(τ) is replaced by the left derivative of Lj(τ). A
discontinuity of Lj(τ) at τ ? translates into a discrete delay term Lj(τ ?)fj(y(t− τ ?), t− τ ?),
where Lj(τ ?) is the gap in the function at τ ?. Therefore if Lj(τ) is piecewise differentiable
(or piecewise Lipschitz), with finite number of isolated discontinuities, the integral in (III.11)
can be replaced by a sum of Riemann integrals and discrete delays. In particular, assuming
that the discontinuities occur at τ ?p , p = 1, . . . , P and that τ ?0 = 0 and τ ?P+1 = t we can write
ˆ t−s
0
dτLj(τ)f(t−τ)dτ =
P∑
p=0
ˆ τ∗p+1−s
τ?p
[
d
dτ
Lj(τ)
]
f(t−τ)dτ+
P∑
p=1
Lj(τ
?
p )f(t−τ ?p ), (III.12)
where Lj(τ ?) = limτ→τ∗+0Lj(τ)− limτ→τ∗−0Lj(τ).
One can interpret the memory kernels Lj(τ) as an indication how waves travel within
the structure from contact point χj to all contact points including them returning to χj.
Indeed, the tail part of Lj(τ) for τ > 0 describes how a force applied in the past is affecting
the contact points at current time. This notion is therefore analogous to having waves that
depart from point χj and arrive at all contact points χl, l = 1, . . . ,M τ time later. In
particular if waves do not disperse, they arrive simultaneously at a give material point χl
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exactly τ ? time later and that corresponds to a discrete delay represented by a discontinuity
in Lj(τ) at τ = τ ?.
The time delay in (III.11) tends to infinity, since the history of y(t) to be taken into
account grows with time. However, if Lj(τ) tends to a constant as τ →∞, the integrals in
(III.11) may be truncated at a finite delay time to produce an approximate model. In case
of a conservative equation (II.3), the delay cannot be truncated at a finite time, because the
motion of the free structure will never stop due to the conservation of the kinetic energy.
This is illustrated in section III.C.
B. An alternative form of the reduced equations
It was mentioned before that Lj(τ) may not be a bounded function. Therefore we in-
tegrate the convolution in equation (III.11) by parts, so that the integral of Lj(τ) and the
derivative of the contact force fj appear in the rewritten equation. However, to be able
to integrate Lj(τ) and ensure that the integral does not grow out of bound, we need to
decompose Lj(τ) into a constant and an oscillatory term
Lj(τ) = L
∞
j +L
0
j(τ), (III.13)
where
L∞j = lim
t→∞
1
t
ˆ t
0
Lj(τ)dτ. (III.14)
Since we have a formal expression for Lj(τ) in the form of equation (III.10), we can calculate
the integral ˆ t
0
Lj(τ)dτ =
ˆ t
0
(
V eRτ −AV
ˆ τ
0
eRθdθ
)
dτvM+j. (III.15)
From the simple rule of differentiating an exponential we find that
´ τ
0
eRθdθ =
R−1
(
eRτ − I). Using this formula twice in equation (III.15), we are left with
ˆ t
0
Lj(τ)dτ =
(
V R−1
(
eRt − I)−AV R−1 (R−1 (eRt − I)− t))vM+j. (III.16)
Assuming that V
´ τ
0
eRθdθvM+j is bounded (see section III.E) the limit (III.14) becomes
L∞j = AV R
−1vM+j. (III.17)
Note that V R−1vM+j is the static displacement of the contact points under a static unit
load at contact point χj. Indeed, by expanding equation R (x,y)
T = (0,nj)
T we get
Kx = nj and y = 0, where x is the static displacement of the generalised coordinates,
hence, V x = V R−1vM+j is the static displacement of the contact points.
Our definition (III.13) of L0j(τ) implies that either L
0
j(τ)→ 0 exponentially if the system
is dissipative or L0j(τ) oscillates with zero mean. Therefore we define the integral
L1j(t) =
ˆ t
0
L0j(τ)dτ. (III.18)
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Figure III.1 Schematic of a string (a) and a beam (b). The displacement of material points is
described by u(ξ, t), which represents motion in the direction of the arrows.
The boundedness and smoothness of (III.18) is discussed in section III.E. By virtue of (III.18)
the forcing terms in (III.11) can be integrated by parts as follows
Lj(0)f(t) +
ˆ t−s
0
dτLj(τ)fj(y(t− τ), t− τ) =
= L∞j fj(t) +L
0
j(t− s)fj(s) +
ˆ t−s
0
dτL
1
j(τ)
d
dt
[fj(y(t− τ), t− τ)], (III.19)
which has only bounded terms if the derivative d
dt
[fj(t)] exists and is bounded almost every-
where and condition (III.34) in section III.E holds. Using this transformation the governing
equation becomes
y˙(t) = Ay(t) +
M∑
j=1
[
L∞j fj(t) +
ˆ t−s
0
dτL
1
j(τ)
d
dt
[fj(y(t− τ), t− τ)]
]
+ g(t), (III.20)
where g(t) = H(t)z(s) +
∑M
j=1L
0
j(t− s)fj(s).
It is important to note that according to the theory of delay equations (Hale & Lunel,
1993) if the terms in equation (III.20) are slightly perturbed, the solution of (III.20) changes
only slightly under general conditions. This is a clear advantage over the finite dimensional
description where perturbation generally leads to qualitatively disagreeing solutions (Sieber
& Kowalczyk, 2010).
C. Vibrations of a pre-tensed string
In this section we illustrate the calculation of A and L1j(t) for a pre-tensed string without
bending stiffness. We keep the calculation as general as possible so that it applies to systems
with a single contact point that can be written in the form of II.3. The schematic of the
string is shown in Fig. III.1(a), whose motion is described by the equation
∂2u
∂t2
= c2
∂2u
∂ξ2
+ δ(ξ − ξ?)Fc(t) + damping, (III.21)
where c is the wave speed, u(t, ξ) is the deflection of the string, t stands for time and
0 ≤ ξ ≤ 1 is the coordinate along the string. The boundary conditions u(0, t) = 0 and
u(1, t) = 0 express that there is no movement at the two ends of the string. Equation
(III.21) indicates damping, which explicitly appears in the mode decomposed system (II.3)
with non-zero damping ratios. The string is forced at ξ = ξ? by a contact force Fc(t), which
is represented by the Dirac delta function in equation (III.21).
The first step is to provide a mode decomposition in the form of equation (II.3), so that
the vibration of the string is expressed by (II.1), where the mode shapes are the scalar
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valued ψk(ξ) = sin (kpiξ). The natural frequencies of the system are ωk = ckpi and we
assume uniform damping Dk = 1/10 for all modes, which gives us
Ω = diag(cpi, c2pi, . . .), and D = diag(1/10, 1/10, . . .). (III.22)
The vibration at the contact point can be expressed as a linear combination of all the modes
u(ξ?, t) = n · x(t), where n = (sin (piξ?) , sin (2piξ?) , . . .)T . The resolved variables therefore
are y1(t) = n · x(t) and y2(t) = y˙1(t). We also choose m = (1/sinpiξ?, 0, 0, . . .)T in formula
(III.6), thus
A =
(
0 1
−ω21 −2D1ω1
)
. (III.23)
Next we calculate the function eRtv2 that appears in the expression (III.10) of L(τ). The
equation whose solution we are seeking is z˙ = Rz, which is expanded into
z˙1,k = z2,k, z˙2,k = −2Dkωkz2,k − ω2kz1,k, k = 1, 2, 3, . . . . (III.24)
The initial conditions that correspond to z(0) = v2 are z1,k(0) = 0 and z2,k(0) = [n]k. The
solution for the modes are
z1,k(t) = [n]k e
−Dkωkt sin
√
1−D2kωkt√
1−D2kωk
. (III.25)
Without assuming the form of z1,k(t) and evaluating formula (III.10) we find that
[L(t)]1 = v1 · eRtv2 − v2 ·
ˆ t
0
eRθdθv2 = 0 and
[L(τ)]2 = v2 · eRtv2 + 2D1ω1v1 · eRtv2 + ω21v1 ·
ˆ t
0
eRθdθv2
=
∞∑
k=1
[n]k
(
d
dt
z1,k(t) + 2D1ω1z1,k(t) + ω
2
1
ˆ t
0
z1,k(t)dθ
)
. (III.26)
Eventually substituting (III.25) into (III.26) in the conservative case (Dk = 0) [L(t)]2 of our
system (III.21) becomes
[L(t)]2 =
∞∑
k=1
sin2 kpiξ?
ω21
ω2k
+
∞∑
k=2
sin2 kpiξ?
(
1− ω
2
1
ω2k
)
cosωkt, (III.27)
which is a divergent Fourier series, therefore equation (III.11) cannot be utilised to describe
the dynamics. The constant term in equation (III.26) regardless of the damping ratios
assumes the form
[L∞]2 = −ω21v1R−1v2 =
∞∑
k=1
[n]2k
ω21
ω2k
. (III.28)
Note that this is −ω21 times the static displacement of the string under unit load at ξ = ξ?.
Using the expressions for z1,k(t) and integrating [L(t)]2− [L∞]2 as per definition (III.18) we
get[
L1(τ)
]
2
=
∞∑
k=1
[n]2k
e−tDkωk√
1−D2kω3k
{
2ω21Dk
√
1−D2k cos
(
t
√
1−D2kωk
)
+
(
ω21
(
2D2k − 1
)
+ (2D1ω1 + 1)ω
2
k
)
sin
(
t
√
1−D2kωk
)}
− [n]2k
2ω21Dk
ω3k
. (III.29)
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(a) (b)
Figure III.2 (colour online) Graph of
[
L1(τ)
]
2
for the string equation (III.21) with at ξ? = 0.4,
c = 1. The blue line represents the conservative case and the red corresponds to the damped
case with Dk = 1/10. (b) Graph of the function
[
L1(τ)
]
2
when truncating the series (III.29) at
20, 40, 80, 160 terms, denoted by ×,4, and #, respectively.
Assuming that Dk = D are constant, the right limit of
[
L1(τ)
]
2
becomes
lim
τ→0+
[
L1(τ)
]
2
=
cos−1D
2pic
√
1−D2 (III.30)
The detailed calculation of (III.30) can be found in appendix E, which also indicates the
boundedness of
[
L1(τ)
]
2
. The graph of
[
L1(τ)
]
2
for c = 1 is illustrated in Fig. III.2(a) for
both the conservative and the damped case.
Note that the convolution kernel L1(τ) for Dk = 0 is periodic and therefore the delay
that occurs as the effect of nonlinearities is infinite. If damping is introduced L1(τ) decays
in time so that the past of the system will have a smaller effect. This is illustrated by the
red line in Fig III.2(a). For non-zero damping, as an approximation one can truncate the
delay to a finite time-interval. Truncation is a reasonable choice for most practical purposes,
but it is not quite clear what are the theoretical implications (Farkas & Stépán, 1992).
It is worth noting that equation (III.21) in the conservative case can be solved using
D’Alembert’s formula that also leads to a delay-differential equation (Stépán & Szabó, 1999),
which is similar to (III.20).
D. Euler-Bernoulli cantilever beam
We choose the Euler-Bernoulli beam as our second example to illustrate the theory. This
model can support waves of infinite speed, therefore its physical validity is questionable.
Nevertheless it is worth investigating how this property of the Euler-Bernoulli beam trans-
lates into the properties of the memory kernel. The non-dimensional governing equation
and boundary conditions are
∂2u
∂t2
= −∂
4u
∂ξ2
+ damping, u(t, 0) = u′(t, 0) = u′′(t, 1) = u′′′(t, 1) = 0. (III.31)
The natural frequencies of (III.31) are determined by the equation 1+cos
√
ωk cosh
√
ωk = 0,
which can be approximated by cos
√
ωk ≈ 0 for ωk sufficiently large. Therefore ωk ≈
10
(a) (b)
Figure III.3 (colour online) The graph of
[
L1(τ)
]
2
for the Euler-Bernoulli cantilever beam. The
blue curves correspond to the conservative case and the red curves represent the damped system
with Dk = 1/50. The conservative case illustrates the lack of smoothness of
[
L1(τ)
]
2
for τ > 0.
Panel (b) illustrates that
[
L1(τ)
]
2
is not differentiable at τ = 0.
(kpi − pi/2)2. We use this estimate as a starting point to numerically find more accurate
ωk values. The mode shapes at the free end of the beam assume the values given by vector
n = (2,−2, 2,−2, . . .)T .We choosem = (1/2, 0, 0, . . .)T in formula (III.6), so thatW satisfies
our assumption (III.5).
The general formulae that were derived in section III.C still apply to equation (III.31) with
the appropriate ωk, Dk and [n]k values. In particular, we use (III.29) to plot the memory
kernel in Fig. III.3. The graph of
[
L1(τ)
]
2
in Fig. III.3(a) shows that the quadratically
growing natural frequencies make the function non-smooth in the conservative case. When
damping is introduced the function becomes smooth for τ > 0. Fig. III.3(b) shows that
for 0 ≤ τ  1 [L1(τ)]
2
grows like a power curve τ p, 0 < p < 1. Therefore
[
L1(τ)
]
2
is not
differentiable at τ = 0.
E. The convergence of L1j (τ)
So far we derived the reduced equation of motion (III.20) without any consideration
whether intermediate terms are well-defined. To make the analysis rigorous we introduce
infinite dimensional vector spaces
X = {x ∈ R∞ :
∑
i
x2i <∞} and Z = X2 (III.32)
that contain the solutions of the second (II.2) and first order system (III.1), respectively.
One can check that in the previous two examples vM+j /∈ Z, because their norm is infinite.
This also implies that ‖V ‖ = ∞. Even if we know that ∥∥eRτ∥∥ ≤ M0 < ∞, the bound
of L1j(τ) cannot be directly estimated in the straightforward way, because
∥∥V eRτvM+j∥∥ ≤
‖V ‖∥∥eRτ∥∥ ‖vM+j‖ = ∞. However the two examples in the previous sections show that
L1j(τ) can be bounded, but not necessarily smooth. In case of the string and without
damping, L1j(τ) is a piecewise-smooth function, while L
1
j(τ) appears to be continuous but
non-differentiable for the undamped Euler-Bernoulli beam. If damping is introduced, L1j(τ)
becomes smooth for τ > 0 and discontinuity or non-differentiability occurs only at τ = 0 in
both examples.
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Boundedness and smoothness depends on the eigenvalues of R, which are directly related
to the natural frequencies and damping ratios of system (II.2). First we assume that all the
eigenvalues σ(R) are in the left half of the complex plane including the imaginary axis, that
is,
σ(R) ⊂ {λ ∈ C : <λ ≤ 0}. (III.33)
This guarantees that eRt is a strongly continuous semigroup with
∥∥eRt∥∥ ≤ C0 as shown
in appendix C. This does not guarantee continuity or boundedness of L1j(τ), but it is a
necessary condition. However when condition∣∣λnl · (K + λC + λ2)−1nj∣∣ ≤Mj,l for λ ∈ {C : <λ = γ > 0} (III.34)
is satisfied as well, appendix D shows that L1j(τ) is bounded.
Smoothness of L1j(τ) can be guaranteed if we replace (III.33) and (III.34) with a stronger
assumptions. We assume that there exists a D0 > 0 such that the eigenvalues of R satisfy
σ(R) ⊂ {λ ∈ C : <(λ) ≤ −D0 |=(λ)|}, (III.35)
in other words the eigenvalues of R are contained in a sector of the imaginary half-plane.
Instead of (III.34) we assume that∣∣λnl · (K + λC + λ2)−1nj∣∣ ≤Mj,l for λ ∈ {C : |arg λ| = pi/2 + δ}, 0 < δ < tan−1D0.
(III.36)
In case of the modal equations (II.3), assumption (III.35) holds if there is a D0 such that
for the damping ratios
0 < D0 ≤ Dk. (III.37)
Condition (III.35) ensures that unforced vibrations dissipate faster for higher natural fre-
quencies which is essential for the smoothness of solutions. According to the theory of
semigroups (Pazy, 1983) if (III.35) holds the fundamental matrix eRt of equation (III.1) is
a holomorphic function of t, in other words, its Taylor series converges in a sector about the
non-negative real axis t ≥ 0 within the complex plane. Appendix D proves that if (III.35)
and (III.36) are satisfied L1j(τ) is smooth for τ > 0.
Condition (III.34) has a mechanical meaning. When the structure is forced at contact
point χj with fj(t) = eγt cosωt, γ > 0, the velocity response yM+l(t) when scaled back
with the exponential growth must be bounded independent of the forcing frequency ω,
that is |yM+l(t)e−γt| ≤ Mj,l. For smoothness of L1j(τ) we require that the decaying forcing
fj(t) = e
−δωt cosωt produces a similarly decaying velocity with
∣∣yM+l(t)eδωt∣∣ ≤ Mj,l for
0 < δ < D0 independent of ω.
In general, it is not straightforward to check whether (III.34) holds. Let us consider the
modal equations (II.3) without damping and assume that the natural frequencies scale as
ωk = ω0k
/`2, where ` = 2, 3, 4, . . . . We also assume that supk
∣∣[nj]k [nl]k∣∣ ≤ Cj,l, which
implies that
∣∣λnl · (K + λ2)−1nj∣∣ ≤ Cj,l ∞∑
k=1
λ
ω20k
` + λ2
= Cj,l
(∑`
r=1
ψ
(−(−1)r/`λ2/`)
`ω
2/`
0 (−1)r−r/`λ1−2/`
− 1
λ
)
,
(III.38)
where ψ(·) is the logarithmic derivative of the Euler Gamma function (Abramowitz & Stegun,
1964). Function ψ has isolated singularities on the negative real axis, otherwise it is bounded.
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Therefore a γ > 0 of (III.34) can be chosen such that none of the arguments of ψ goes through
these singularities. This means that there is an Mj,l such that |λnl · (K + λ2)−1nj| ≤Mj,l.
In particular, for the two examples of the string and the beam we have
∣∣λnl · (K + λ2)−1nj∣∣ ≤ Cj,l

∣∣∣pi coth piλ/ω02ω0 − 12λ∣∣∣ ≤ pi2ω0 sinh 2piγω0 +1cosh 2piγ
ω0
−1 +
1
2γ
, ` = 2∣∣∣∣∣ 4
√−1pi
(
cot
( 4√−1pi√λ√
ω0
)
+coth
( 4√−1pi√λ√
ω0
))
4
√
λω0
− 1
2λ
∣∣∣∣∣ , ` = 4 . (III.39)
Note that for ` < 2, the sum (III.38) is not uniformly bounded, due to the λ1−2/` term in
the denominator.
IV. NON-SMOOTH DYNAMICS
We are now in the position to include the strongly nonlinear contact forces (II.7) into the
reduced model (III.20) and investigate their effect. For sake of simplicity in this section we
assume a single contact force Fc(y), so that the governing equation becomes
y˙(t) = Ay(t) +L∞Fc(y(t)) +
ˆ t−s
0
dτL
1(τ)
d
dt
[Fc(y(t− τ))] + g(t), (IV.1)
where g(t) = H(t)z(s) + L0(t − s)Fc(y(s)). The properties of solutions of (IV.1) strongly
depend on both L1(τ) and Fc(y). We also assume that L1(τ) is smooth for τ > 0 as it is
outlined in section III.E.
Our definition of solution at the discontinuities of Fc(y) is based on a mechanical ana-
logy. If the elastic bodies stick together there is an algebraic constraint that restricts the
trajectories to sticking motion and one must be able to calculate the contact force implicitly
from equation (IV.1). If these contact forces are admissible by physical law, the bodies will
stick, otherwise they will continue slipping.
To formalise this definition, we assume that Fc(y) is discontinuous along a smooth surface
defined by h(y) = 0, which stands for the algebraic constraint of sticking. We call Σ = {y ∈
R2M : h(y) = 0} the switching surface. The physical bound of the contact force can be
defined as the two limits of Fc(y) on the two sides of Σ, that is,
∀y ∈ Σ, F+c (y) = lim
y¯→y,h(y¯)>0
Fc(y¯) and F−c (y) = lim
y¯→y,h(y¯)<0
Fc(y¯). (IV.2)
Without restricting generality we assume that F−c (y) < F+c (y). Alternatively, F−c and F+c
can be defined on the switching surface Σ independently of Fc, when one wants to distinguish
between static and dynamic friction.
According to our physical interpretation of the solution, when a trajectory reaches the
switching surface Σ the trajectory either crosses Σ or becomes part of Σ, which means
sticking in the physical sense. The algebraic constraint of sticking is h(y(t)) = 0. While
sticking the contact force F ?c (t) must stay within physical bounds
F−c (y) ≤ F ?c (t) ≤ F+c (y) (IV.3)
and the vector field must be tangential to Σ, that is,
∇h(y(t)) · y˙(t) = 0, (IV.4)
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so that the solution continues on the switching surface. If such a contact force cannot be
found the solution crosses the switching surface and a discontinuity develops in the contact
force. To calculate the contact force F ?c (t) that makes the solution restricted to Σ we
substitute (IV.1) into (IV.4), which yields
0 = ∇h(y(t)) ·
{
Ay(t) +L∞F ?c (t) +
ˆ t−s
0
dτL
1(τ)
d
dt
[F ?c (t− τ)] + g(t)
}
. (IV.5)
Equation (IV.5) involves the history of the contact force, which is either F ?c (t) = Fc(y(t)) if
h(y(t)) 6= 0 or it is calculated from (IV.5).
The question is whether the contact force F ?c (t) is well defined during the stick phase by
equation (IV.5), which is an integral equation for F ?c (t). To answer this we need to consider
possible singularities of L1(τ) at τ = 0. Since L1(τ) is bounded one can find a maximal
0 ≤ α ≤ 1 and a positive constant C such that ∥∥L1(τ)∥∥ < Cτα. This is called the Hölder
condition and α is the Hölder exponent. If α < 1 we can also find a constant L1+ and
positive C0 such that ∥∥L1(τ)−L1+τα∥∥ < C0τ.
This means that L1(τ) is a sum of the singular L1+τα and a differentiable function. There
are three cases to consider:
1. α = 1, so that L1(τ) is differentiable. We assume that ∇h(y(t)) ·L(0) 6= 0.
2. α = 0, so that L1(τ) is discontinuous and L1+ = limτ→0+L1(τ). We assume that
∇h(y(t)) ·L1+ 6= 0.
3. 0 < α < 1, when L1(τ) is not differentiable, but continuous. Similarly, we assume
that ∇h(y(t)) ·L1+ 6= 0.
In case 1, when L1(τ) is continuously differentiable on [0,∞), the integral term can be
expressed using L(τ) as in equation (III.11). This is the case when the governing equations
are finite dimensional or nj have finite norms. Therefore the same dynamical phenomena
should occur as in finite dimensional systems, which cannot be resolved by our method.
Applying (IV.4) to equation (III.11) we find that the contact force obeys the integral equation
F ?c (t) =
−∇h(y(t))
∇h(y(t)) ·L(0) ·
{
Ay(t) +
ˆ t−s
0
dτL(τ)F
?
c (t− τ) +H(t)z(s)
}
. (IV.6)
Due to the differentiability of L1(τ) its derivative L0(τ) and therefore L(0) must be bounded.
When calculating the contact force by equation (IV.6) can result in a discontinuity of F ?c (t)
at the onset of the stick phase. Another cause of singularity is when ∇h(y(t)) · L(0) = 0,
which can occur in case of the two-fold singularity (Colombo & Jeffrey, 2011).
The pre-tensed string model falls into case 2. Due to the discontinuity of L1(τ), equation
(IV.5) can be rearranged as a delay differential equation with d/dtF ?c (t) on the left-hand side,
that is,
d
dt
F ?c (t) =
−∇h(y(t))
∇h(y(t)) ·L1+ ·
{
Ay(t)+L∞F ?c (t)+
ˆ t−s
0+
dτL
1(τ)
d
dt
[F ?c (t−τ)]+g(t)
}
. (IV.7)
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At the onset of stick at t? the initial condition is F ?c (t?) = limt→t?−0 Fc(y(t)). Since all the
terms in (IV.7) are bounded d/dtF ?c (t?) must also be bounded. Therefore F ?c (t) is a Lipschitz
continuous function of time when the solution gets restricted to Σ and all throughout the
stick phase. At the transition from stick to slip F ?c (t) is continuous if F±c (y) is the limit
of Fc(y) defined by (IV.2). If in addition the slope of Fc(y) on the relevant side of Σ is
finite, F ?c (t) is Lipschitz continuous. It remains to be investigated what are the dynamical
consequences when ∇h(y(t)) ·L1+ = 0 and whether the uniqueness of solution is preserved
through such a singularity.
The Euler-Bernoulli beam falls into case 3. First we note thatˆ t−s
0
dττ
α d
dt
[F ?c (t− τ)] =
ˆ t
s
(t− θ)α−1 d
dθ
[F ?c (θ)]dθ, (IV.8)
which is by definition −Γ(α) times the α fractional integral of d/dtF ?c (t) (McBride, 1979).
We assume that the stick phase starts at time t?. Using the rules of fractional integration
we find thatˆ t
t?
(t− θ)−α
(ˆ θ−t?
0
dττ
α d
dt
[F ?c (θ − τ)]
)
dθ =
αpi
sinαpi
(F ?c (t)− F ?c (t?)) . (IV.9)
By separating the singular component of equation (IV.5) we get
ˆ t−t?
0
dττ
α d
dt
[F ?c (t− τ)] =
−∇h(y(t))
∇h(y(t)) ·L1+ ·
(
Ay(t) +L∞F ?c (t)+
+
ˆ t−t?
0
dτ
(
L1(τ)−L1+τα) d
dθ
[F ?c (t− τ)] +
ˆ t−s
t−t?
dτL
1(τ)
d
dt
[F ?c (t− τ)] + g(t)
)
. (IV.10)
Since we assumed that ∇h(y(t)) ·L1+ 6= 0, it follows that all the terms on the right side of
(IV.10) are bounded by C1. Therefore we fractional integrate (IV.10) with 1− α exponent
exactly as in (IV.9) and get∣∣∣ αpi
sinαpi
(F ?c (t)− F ?c (t?))
∣∣∣ ≤ ˆ t
t?
(t− θ)−αC1dθ = C1 (t− t
?)1−α
1− α . (IV.11)
This means that if ∇h(y(t)) ·L1+ 6= 0, F ?c (t) is Hölder continuous with exponent 1−α. We
note that Hölder continuity implies continuity in the traditional sense, therefore the friction
force is continuos during the transition from slip to stick.
V. STICK-SLIP MOTION OF A BOWED STRING
To see our theory applied to a mechanical system consider the example of a bowed string
in Fig. V.1(a). We consider the same equation of motion as in section III.C, where we
derived all the necessary ingredients of the reduced model apart from the contact force.
Because L1(τ) has a discontinuity at τ = 0 this example falls into case 2. of section IV.
To complete the model we define the contact force Fc of equation (IV.1) as the friction
force between the bow and the string. We assume that the string is being bowed at ξ = ξ?
with velocity v0 that generates the friction force
fc(vrel) = signvrel (µ− κ+ κ exp (−σ |vrel|)) , (V.1)
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Figure V.1 (colour online) (a) Schematic of a bowed string. The bow is pulled with a constant
velocity v0, while the string exhibits a stick-slip vibration generated by the friction between the
bow and the string. (b) Graph of the Coulomb-like friction force.
where vrel is the relative velocity of the string and the bow. The graph of the friction force
function can be seen in Fig. V.1(b). In this example the static friction force is within the
interval [−µ, µ]. The relative velocity between the string and the bow is expressed as a
function of a resolved variable vrel = y2(t) − v0. We also use the relative velocity to define
the switching surface Σ by h(y(t)) = vrel. Therefore the contact force of equation (IV.1)
becomes Fc(y(t)) = fc(h(y(t))).
A. Numerical method
We use a simple explicit Euler method to approximate the solutions of (IV.1) and (IV.5).
We assume that time is quantised in ε chunks, so that yq = y(qε), fc,q = fc(qε), where
q = 0, 1, 2, . . .. In case of slipping the only unknown is the state variable yq that is calculated
using the formula
yq+1 = yq + ε
(
Ayq +L
∞fc,q +
n∑
j=0
L0(jε) (fc,q−j − fc,q−j−1)
+L0(qε)fc,0 +H(qε)z(0)
)
, (V.2)
where the friction force fc,q = Fc
([
yq
]
2
− v0
)
is used. The integration is approximated by
the rectangle rule. For just illustrating the theory such a crude approximation is sufficient
while for better accuracy and efficiency higher order methods, such as the Runge-Kutta
(Iserles, 1996) method could be used. In our calculations we keep the step size reasonably
short at ε = 5× 10−4.
If the relative velocity h(yq) =
[
yq
]
2
− v0 of the string and the bow becomes zero there
are two possibilities. Either the trajectory crosses the switching surface Σ or it will stay on
Σ satisfying the equation
∇h(yq) · (yq+1 − yq) = 0, (V.3)
that is, the discretised version of h(y(t)) · y˙(t) = 0. To test which case applies, we substitute
(V.2) into (V.3) and solve for the friction force fc,q that would hold the string and the bow
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Figure V.2 Solution trajectories of equations (II.3) and (IV.1). (a) Displacement of the string and
(b) velocity of the string at the contact point. (c) Friction force between the bow and string using
equation (IV.1). The continuous lines denote slip, the dash-dotted lines represent sticking motion.
(d) The discontinuity of the friction force at the onset of sticking disappears in the continuum limit.
N indicates the considered number of modes.
together, which becomes
fc,q =
−∇h(yq)
∇h(yq) · (L∞ +L0(0))
(
−L0(0)fc,q−1 +Ayq +
q∑
j=1
L0(j) (fc,q−j − fc,q−j−1)
+L0(qε)fc,0 +H(qε)z(0)
)
. (V.4)
If the calculated friction force satisfies −µ ≤ fc,q ≤ µ, the bow and the string stick together.
For the stick phase of motion we use equation (V.2) to advance the solution together with
this dynamic friction force of equation (V.4).
B. Numerical results
To illustrate the properties of the dimension reduced equation (IV.1) we calculated a
typical stick-slip trajectory starting at a the initial condition z(0) = y1(0)w1 +y2(0)w2 with
y1(0) = −2.9224 and y2(0) = −2.7668. The parameters of the friction force in equation
(V.1) are µ = 4, κ = 0.32, σ = 1, the speed of the bow is v0 = 3/2, the damping ratios
are Dk = 1/10, k = 1, . . . , N and the wave speed on the string is c = 1. The string is
bowed at ξ? = 0.4.1 We solved equation (II.3) using Matlab’s ode113 solver and (IV.1)
using our method described in section V.A. The results of the the simulation for reduced
and the full model shown in Figure V.2(a,b) are nearly indistinguishable, because the only
approximations are within the numerical methods. The blue curves denote the solution of
1 The choice of these parameters was guided by the desire of producing stick-slip motion rather than physical
consideration.
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(IV.1) and the (almost invisible) red curve underneath represents the solution of (II.3) using
solution techniques described by Piiroinen & Kuznetsov (2008).
Initially the solution spends short time intervals on the switching surface and then settles
into a periodic stick-slip motion. The stick phases can be recognised in Fig. V.2(b) as short
horizontal sections at y2 = 1.5. In Fig. V.2(c) the friction force is represented by the blue
lines and the green dash-dotted lines for the slipping and the sticking motion, respectively.
The friction force also appears to be discontinuous. To calculate this solution we did not use
the converged L1(τ), instead we used a series of mode truncations shown in Fig. (III.2)(b).
On a smaller scale Fig. V.2(d) shows that the gap in the friction force (dashed line) between
the slipping segment (continuous line) and the sticking segment (dash dotted line) of the
friction force vanishes as increasing number of modes of system (II.3) are considered. As
the theory dictates the gap should vanish in the infinite dimensional case.
VI. CONCLUSIONS
In this paper we considered vibrations of structures that are composed of linear elastic
bodies coupled through strongly nonlinear contact forces such as friction. The coupling was
assumed to occur at point contacts. We introduced an exact transformation based on the
Mori-Zwanzig formalism that reduces the infinite dimensional system of ordinary differential
equations to a description with time delay involving small number of variables. We found
that the model reduction technique converges and contact forces become continuous even
though the governing equation is discontinuous. We illustrated this novel technique through
the example of a bowed string.
Through examples we found that if natural frequencies scale linearly with the mode
number, the contact forces are Lipschitz continuous during the transition from slip to stick.
This is the case of the elastic string. If the natural frequencies increase faster than linear, the
contact forces are only continuous. The Euler-Bernoulli beam exhibits such a behaviour, but
it also allows infinite wave speed, which can be though of as not physical. In reality however,
every structure will have small scale longitudinal vibration components with linearly scaled
frequencies similar to the Timoshenko beam model (Szalai, 2013). We expect that if all
the details are considered for a linear structure, the contact forces must always be Lipschitz
continuous in time. This finding together with the new form of governing equations could
be used in further studies to understand the source of non-deterministic motion (Colombo
& Jeffrey, 2011).
The reduced equations are also structurally stable. Small perturbations to the memory
kernel or other terms only deform solutions but do not change their qualitative behaviour as
long as the qualitative features of the memory kernel are preserved. This is a clear advantage
over finite dimensional approximation of non-smooth systems, where small perturbations can
cause qualitatively different solutions. Therefore once the qualitative form of the memory
kernel is established non-smooth mechanical systems can be approximated more successfully
using our description.
How non-smooth phenomena of low dimensional systems manifest in continuum struc-
tures is an open question. For low dimensional systems many singularities can occur that
lead to chaotic and resonant vibration on invariant polygons (Szalai & Osinga, 2008), the
Painleve paradox (Nordmark et al., 2011) and other types of discontinuity induced bifurc-
ations. It remains to investigate how these phenomena occur in systems involving elastic
structures and hence equations with memory.
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Our theory is developed for linear structures coupled to strong nonlinearities. It is however
possible to extend this framework to cases where the underlying structure is nonlinear.
For the weakly nonlinear case the Hartman-Grobman theorem (Coddington & Levinson,
1955; Kuznetsov, 2004) guarantees the existence of a transformation that takes any weakly
nonlinear system into a linear system about an equilibrium if that system is not undergoing
a stability change. This generalisation is currently being worked on by the author.
We also assumed point contacts in our derivations. This is a significant simplification
since most contact problems occur along a surface. The difficulty arises when one needs to
deal with contacting surfaces that slip at one part of the contact surface while stick at others.
An interesting question is if it is possible to develop a similar model reduction technique of
such problems to involve only finite number of variables.
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Appendix A: Model transformation
In this appendix we show that the infinite dimensional system (III.1) can be transformed
into a finite dimensional delayed equation. The delay equation involves convolution integrals
that can be related to Green’s functions, but only for part of the system. The procedure is
based on the variation-of-parameters formula.
Consider the following linear forced system
z˙(t) = Rz(t) + vf(t), (A.1)
where z(t),v ∈ R2N , f(t) ∈ R and R ∈ R2N×2N . Assume matrices V ∈ R2M×2N and
W ∈ R2N×2M such that S = WV is a projection matrix S = S2 with a 2M dimensional
range. S is a projection if and only if VW = I2M , where I2M is the 2M dimensional
identity. Also, define the complementary projection matrix Q = I − S and the resolved
coordinates y(t) = V z(t). With this notation we rewrite equation (A.1) into
z˙(t) = RSz(t) +RQz(t) + vf(t). (A.2)
Assume that the solution of z˙(t) = RQz(t) can be computed for specific initial conditions.
Therefore the solution of (A.2) can formally be expressed using the variation-of-parameters
or Dyson’s (Coddington & Levinson, 1955) formula as
z(t) = eRQ(t−s)z(s) +
ˆ t−s
0
eRQτ (RSz(t− τ) + vf(t− τ)) dτ. (A.3)
Substituting this result into the second term on the right side of (A.2) we get
z˙(t) = RSz(t) + vf(t)
+RQ
{
eRQ(t−s)z(s) +
ˆ t−s
0
eRQτ (RSz(t− τ) + vf(t− τ))
}
dτ. (A.4)
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Note that Sz(t) = WV z(t) = Wy(t) and project (A.4) using V , to get
y˙(t) = V RWy(t) + V vf(t)
+ V RQ
{
eRQ(t−s)z(s) +
ˆ t−s
0
eRQτ (RSz(t− τ) + vf(t− τ))
}
dτ, (A.5)
which is the reduced equation for only the resolved coordinates y(t). Note that RQeRQτ =
d/dτeRQτ hence the integrals can be rewritten with Riemann-Stieltjes integrals as
y˙(t) = Ay(t) +
ˆ t−s
0
dτK(τ)y(t− τ) +
ˆ t−s
0
dτL(τ)f(t− τ) +V vf(t) +H(t)z(s), (A.6)
where
A = V RW , ∈ R2M×2M (A.7)
H(t)z(s) = V RQeRQ(t−s)z(s), ∈ R2M (A.8)
K(τ) = V eRQτRW , ∈ R2M×2M (A.9)
L(τ) = V eRQτv. ∈ R2M (A.10)
If the range of W is invariant under R, then K(τ) = A constant. This occurs because
the image of the range of W is in the kernel of Q. Consequently the integral with K(τ)
vanishes.
Note that this procedure is a simplified version of the Mori-Zwanzig formalism (Chorin
et al., 2000; Evans & Morriss, 2008) for linear systems. Therefore our procedure can be ex-
tended to nonlinear systems. In the nonlinear case Ay,K(τ)y and L(τ)f become nonlinear
functions of y and f , respectively.
Appendix B: The memory kernels
In this appendix we show that the memory kernel can be obtained from the solution of
the first order system (III.1) if condition (III.5) holds. Condition (III.5) implies that there
is a 2M × 2M matrix X such that RW = WX. If we multiply this expression by V from
the left we get the identity A = V RW = VWX = X. As a consequence for any integer
p we must have
RpW = WAp. (B.1)
To investigate the expression eRQt that occurs in the definition of the memory kernel
(A.10) we define
Φ(t) = eRQte−Rt (B.2)
so that eRQt = Φ(t)eRt. The power series expansion of Φ(t) can be written as Φ(t) =∑∞
n=0
tn
n!
dn
dtn
Φ(t)
∣∣
t=0
. The derivatives are calculated as
dn
dtn
Φ(t)
∣∣∣∣
t=0
=
n∑
k=0
(
n
k
)
(R−RS)k (−R)n−k
=
n∑
k=0
(
n
k
) ∑
pi+qi=1
Rp1 (−RS)q1 · · ·Rpk (−RS)qk (−R)n−k . (B.3)
20
We can transform the products in (B.3) to simpler expressions. Assume that in the second
summation for a fixed r ∈ {0, . . . , k}, qr = 1 and qi = 0 if i > r, while the rest of qi
are arbitrary. The sets of pi, qi are disjoint for different r values and their union covers all
possible pi, qi values once. Using formula (B.1) and RS = WAV we find that
Rp1 (−RS)q1 · · ·Rpk (−RS)qk = (−1)
∑
qiWArV Rk−r. (B.4)
The sum of all terms corresponding to each r 6=0 can be written as
r−1∑
l=0
(
r − 1
l
)
(−1)l+1WArV Rk−r =
{
−WAVRk−1 if r = 1
0 if r > 1
. (B.5)
For r = 0, the sum is Rk. Therefore the n-th derivative for n > 0 reads
dn
dtn
Φ(t)
∣∣∣∣
t=0
= (−R)n +
n∑
k=1
(
n
k
)(
Rk −WAVRk−1) (−R)n−k (B.6)
=
n∑
k=0
(
n
k
)
Rk (−R)n−k −
n∑
k=1
(
n
k
)
WAVRk−1 (−R)n−k (B.7)
= (−1)nWAVRn−1. (B.8)
Substituting the derivatives into the power series we are left with
Φ(t) = I −
∞∑
n=1
tn
n!
(−1)n−1WAVRn−1 = I −WAV
ˆ t
0
e−Rτdτ. (B.9)
Multiplying Φ(t) from the right by eRt we get the formula
eRQt = eRt −RS
ˆ t
0
eR(t−τ)dτ = eRt −RS
ˆ t
0
eRτdτ. (B.10)
With this result the forcing term and the memory kernels become
H(t)z(s) = V RQeR(t−s)z(s), K(τ) = A, L(τ) =
(
V eRτ −AV
ˆ τ
0
eRθdθ
)
v.
Appendix C: Strong continuity of eRt
In order to justify our analysis we need to show that eRt is a strongly continuous semig-
roup. We use the Hille-Yosida theorem (Hille & Phillips, 1957; Pazy, 1983), which states
that eRt is a strongly continuous semigroup satisfying
∥∥eRt∥∥ ≤M0 if and only if D(R) = Z
and ∥∥(R− λI)−n∥∥ ≤M0λ−n (C.1)
for λ > 0 and n = 1, 2, 3, . . ., where Z is defined by equation (III.32).
First we show that if R satisfies (III.33) and that each eigenvalue of R has finite multipli-
city then condition (C.1) is satisfied. Using a linear transformation matrixR can be brought
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into its block diagonal Jordan normal form. Each block in the diagonal of the Jordan normal
form corresponds to an eigenvalue λk of R and has size lk. The form of such a block is
Jk =

λk 1 0 0
0 λk
. . . 0
0
. . . . . . 1
0 0 0 λk
 . (C.2)
After inversion the component of (R− λI)−n that corresponds to Jk becomes
(Jk − λI)−n =

(λk − λ)−n −n (λk − λ)−n−1 · · · (−1)l
(
n+lk−1
lk
)
(λk − λ)−n−lk
0 (λk − λ)−n . . . ...
0 0
. . . −n (λk − λ)−n−1
0 0 0 (λk − λ)−n
 . (C.3)
The norm of this Jordan block can be estimated by
∥∥(Jk − λI)−n∥∥ ≤ |λk − λ|−n + n |λk − λ|−n−1 + · · ·+ (n+ lk − 1
lk
)
|λk − λ|−n−lk . (C.4)
Note that |λk − λ| ≥ |<λk − λ|. Since λ > 0 ≥ <λk one can find an Mk such that∥∥(Jk − λI)−n∥∥ ≤Mkλ−n (C.5)
Considering this estimate for all Jordan blocks we find that∥∥(R− λI)−n∥∥ ≤ sup
k
Mkλ
−n ≤M0λ−n, (C.6)
where M0 = supkMk. This proves (C.1).
To conclude the proof we show that D(R) = Z. Again, we use the Jordan normal form.
We partition every vector in Z such that z = (z1, z2, . . .)T , where zk are of the size of a
Jordan block. Let z ∈ Z and construct zP = (z1, z2, . . . ,zP , 0, . . .)T such that it has P
number of non-zero components. This guarantees that for any zP ,
∥∥RzP∥∥ < ∞, hence
zP ∈ D(R). It is also clear that ‖limP→∞ zP‖ < ∞ due to its construction, thus we have
shown that D(R) = X.
Appendix D: Boundedness and smoothness of L1j (τ)
The definition (III.18) with (III.13) of L1j(τ) has two terms both including the expression
Υj(τ) = V
´ τ
0
eRθvM+jdθ. Therefore we only need to consider Υj(τ) in our analysis to show
boundedness and smoothness of L1j(τ).
We use the inverse Laplace transform (Pazy, 1983) to obtain
eRτx =
1
2pii
ˆ
Γ0
eλτ (λI −R)−1 xdλ, (D.1)
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where Γ0 = {λ ∈ C : <λ = γ > 0}. Using integration rules for the Laplace transform and
multiplying (D.1) by vectors vM+j and v` from the left and right, respectively, we get
[Υj(τ)]` =
1
2pii
ˆ
Γ0
eλτv` · (λI −R)−1 vM+j dλ
λ
, (D.2)
The equality makes sense if the integral converges. Evaluating the inverse operator in (D.2)
we find that
(λI −R)−1
(
0
nj
)
=
( −(K + λC + λ2)−1nj
−λ(K + λC + λ2)−1nj
)
. (D.3)
Note that it is sufficient to consider [Υj(τ)]M+l since [Υj(τ)]l is the integral of [Υj(τ)]M+l.
Substituting (D.3) into (D.2) we are left with
[Υj(τ)]M+l =
1
2pii
ˆ
Γ0
eλτnl · (K + λC + λ2)−1njdλ. (D.4)
The integral of the inverse Laplace transform (D.2) converges for all t ≥ 0 if∣∣λnl · (K + λC + λ2)−1nj∣∣ ≤Mj,l for λ ∈ Γ0 (D.5)
and for j, l = 1, . . . ,M . Indeed, by estimating the bound we get∣∣∣∣ˆ τ
0
[Υj(τ)]M+l
∣∣∣∣ ≤ 12piiMj,l
∣∣∣∣ˆ
Γ0
eλτ
dλ
λ
∣∣∣∣ = Mj,l. (D.6)
This implies that L1j is bounded.
If the stronger conditions (III.35) and (III.36) are satisfied, we can alter the contour of
integration so that it is within the left half of the complex plane, Γδ = {λ ∈ C : |arg λ| =
pi/2 + δ}, where δ > 0 is sufficiently small so that all the eigenvalues of R are on the left of
Γδ. We parametrise the contour Γδ by λ = κe±i(pi/2+δ), κ ≥ 0. Using this contour we find
that the derivative
[Υj(τ)]M+l =
1
2pii
ˆ
Γδ
eλτλnl · (K + λC + λ2)−1njdλ (D.7)
can be estimated by
∣∣[Υj(τ)]M+l∣∣ ≤ 1pi
ˆ ∞
0
Mj,le
−κτ cos 2δdκ =
1
τ
(
Mj,l
pi cos 2δ
)
. (D.8)
This means that the derivative of L1j is also bounded but only for τ > 0. Due to eRτ being
a strongly continuous semigroup (Theorem 2.5.2 in Pazy (1983)) higher derivatives are also
bounded
1
n!
dn−1
dτn−1
∣∣[Υj(τ)]M+l∣∣ ≤ (Cj,leτ
)n
, (D.9)
for Cj,l <∞ which proves that L1j is smooth for τ > 0.
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Appendix E: Discontinuity of the memory kernel of the pre-tensed string
Here we show that the memory kernel L1(τ) of the bowed string is discontinuous at τ = 0.
In equation (III.29) the terms that cause discontinuity are divided by the lowest power of
ωk. The other terms are continuous and add up to zero at τ = 0. Therefore, after using
Dk = D and ωk = ckpi the following identity holds:
lim
τ→0+
[
L1(τ)
]
2
= lim
τ→0+
∞∑
k=1
κk(τ), κk(τ) =
e−kpicDτ sin2 kpiξ?
kpic
√
1−D2 sin
(
kpic
√
1−D2τ
)
. (E.1)
One can expand κk(τ) in (E.1) as a sum of exponentials
κk(τ) =
1
4kpic
√
D2 − 1
(
ekpic(
√
D2−1−D)τ − e−kpic(
√
D2−1+D)τ +
1
2
e−kpi(c(
√
D2−1+D)τ+2iζ)
− 1
2
ekpi(c(
√
D2−1−D)τ−2iζ) +
1
2
e−kpi(c(
√
D2−1+D)τ−2iζ) − 1
2
ekpi(c(
√
D2−1−D)τ+2iζ)
)
. (E.2)
Since
∑∞
k=1
eka
k
= − log(1− ea), the limit (E.1) can be written as
lim
τ→0+
[
L1(τ)
]
2
= lim
τ→0+
−1
4pic
√
D2 − 1
{
log(1− ea1)− log(1− ea2) + 1
2
6∑
l=3
(−1)l+1 log(1− eal)
}
,
(E.3)
where
a1 = pic
(√
D2 − 1−D
)
τ, a2 = −pic
(√
D2 − 1 +D) τ, (E.4)
a3,4 = ∓pi
(
c
(√
D2 − 1 +D
)
τ + 2iζ
)
, a5,6 = ∓pi
(
c
(√
D2 − 1 +D) τ − 2iζ) , (E.5)
Discontinuity occurs if the path of 1−eal(τ) crosses the non-positive real axis (including zero)
at τ = 0. This is possible for a1 and a2 only if 0 < ξ < 1, ξ 6= 1/2. Since we are taking a limit,
it is sufficient to use a first order approximation at τ = 0, that is, 1− eal(τ) ≈ −al(τ). Also
note that log x = log |x|+ i arg x and that |a1| = |a2| = picτ . The limit therefore becomes
lim
τ→0+
[
L1(τ)
]
2
=
−1
4pic
√
1−D2
(
arg
(√
D2 − 1−D
)
− arg
(
−
√
D2 − 1−D
))
. (E.6)
Assuming that D = cosφ, 0 ≤ φ ≤ pi/2, we get arg (√D2 − 1−D) = pi − φ and
arg
(−√D2 − 1−D) = pi + φ, hence
lim
τ→0+
[
L1(t)
]
2
=
cos−1D
2pic
√
1−D2 . (E.7)
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