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Kurzzusammenfassung
Das Angebot von Kommunikations- und Informationsdiensten richtet sich einer-
seits nach den individuellen Bedu¨rfnissen der Nutzer, andererseits aber auch nach
den Mo¨glichkeiten der verwendeten Netztechniken. Um einen optimal auf den Nut-
zer angepassten Dienst bereitstellen zu ko¨nnen, muss dessen Kontext beru¨cksichtigt
werden. Ein Dienstzugriﬀ soll dabei mo¨glichst ﬂexibel und unabha¨ngig vom Netz
erfolgen. Den mobilen Zugriﬀ auf solche Dienste ko¨nnen Infrastrukturnetze, durch
ihre Topologie bedingt, nicht u¨berall bedienen. Mobile Ad-hoc-Netze sind dagegen an
keine Infrastruktur gebunden und deshalb sehr ﬂexibel einsetzbar. Durch deren dy-
namische Topologie ergeben sich jedoch gegenu¨ber den herko¨mmlichen Netzen auch
spezielle Anforderungen an die Routen- und Dienstsuche. Konventionelle Verfahren
sind hierbei in der Regel weder nutzbar noch fu¨r einen Einsatz in heterogenen Um-
gebungen geeignet. Gerade mit der fortschreitenden Konvergenz der Netze ist aber
eine netzu¨bergreifende Lo¨sung unumga¨nglich.
Die vorliegende Arbeit befasst sich deshalb mit den Themen Ad-hoc-Netze sowie
den hierbei eingesetzten Routingprotokollen und -verfahren. Es werden Mo¨glichkei-
ten zur Dienstsuche erla¨utert und gegenu¨bergestellt. Mit den Erkenntnissen daraus
wird ein Architekturkonzept entwickelt, das die Dienstsuche sowohl in Ad-hoc- als
auch in herko¨mmlichen Infrastrukturnetzen erlaubt. Die Dienstsuche erfolgt dabei in
Verbindung mit einem fu¨r diesen Zweck erweiterten Routingverfahren. Warum diese
Art einer Dienstsuche auf Netzwerkebene vorteilhaft ist, wird erla¨utert und begru¨n-
det. Kernstu¨ck der entwickelten Architektur bilden die so genannten Kontextrouter,
die eine Dienstsuche unabha¨ngig von der Adresse eines Dienstanbieters unterstu¨t-
zen. Auch der Nutzer beno¨tigt keine Kenntnis u¨ber eine solche Adresse. Eine Suche
erfolgt lediglich u¨ber den Dienst und den zur Verfu¨gung stehenden Informationen
u¨ber den Kontext des Nutzers. Damit wird ein auf den Nutzer optimal angepasster
Dienst ausgewa¨hlt. Das Konzept unterstu¨tzt die Weiterleitung von Daten zu einem
alternativen Server, sofern der urspru¨ngliche Server ausfa¨llt, und bietet Providern
die Mo¨glichkeit, steuernd auf die Dienstsuche und -kommunikation einzuwirken.
Das Veriﬁzieren des vorgestellten Konzeptes erfolgt auf Basis praktischer Realisie-
rungen. Das dazu aufgebaute Demonstratornetzwerk dient fu¨r eine Reihe von Tests
zum Nachweis der Funktionen und der Leistungsfa¨higkeit der Architektur. Die da-
raus resultierenden Ergebnisse beweisen, dass das Konzept den gestellten Anforde-
rungen genu¨gen kann. Abschließend werden in der Arbeit Vorschla¨ge fu¨r zuku¨nftige
Weiterentwicklungen unterbreitet.

Abstract
Communication and information services both depend on the individual needs of
the users and on the possibilities of the used network techniques. To provide an
optimal service level adapted to the user, his context must be considered. Thereby,
service access should be carried out as ﬂexibly and independently from the network
as possible. Infrastructure networks, due to their topology, cannot give mobile access
to such services everywhere. Mobile ad hoc networks are not bound to any infra-
structure and are therefore very ﬂexibly applicable. As a result of their dynamic
topology, there are special requirements to routing and service discovery compared
to conventional networks. Conventional methods usually are neither usable in ad
hoc networks, nor suitable in heterogeneous environments. Especially because of the
progressive convergence of the networks a network-wide solution is inevitable.
This work therefore is concerned with the topics of ad hoc networks as well as routing
protocols and procedures which are used for these. Possibilities for service discovery
are described and compared. Based on this, an architectural concept is developed,
which permits service discovery both in ad hoc networks and in conventional infra-
structure networks. Service discovery is combined with a routing protocol especially
extended for this purpose. Why this kind of service discovery on network level is
advantageous is described and well founded. Principal components of the developed
architecture are the so-called context-routers, which support service discovery inde-
pendently of the address of a service provider. Thus, the user does not need to know
such an address. Service discovery is, therefore, depending on the service itself and
on the available information about the context of the user. Hence, a service optimally
adapted to the user is selected. The concept supports rerouting data messages to an
alternative server, if the original server breaks down, and oﬀers the possibility for
the provider to control service discovery and communication.
A veriﬁcation of the presented concept is carried out with practical implementations.
The demonstrator network developed for this is used for a set of tests to verify the
functions and the eﬃciency of the architecture. The results prove that the concept
can meet the requirements. Finally, suggestions for future advancements conclude
this dissertation.
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1. Einleitung
Die vorliegende Dissertation beschreibt eine Architektur zur Dienstsuche in heteroge-
nen Netzwerkumgebungen. Zwar existiert schon eine Reihe von Suchverfahren. Diese
beru¨cksichtigen jedoch nur unzureichend den Kontext des Nutzers und die in den
letzten Jahren einsetzende Netzkonvergenz. Darauf gehen die folgenden Abschnitte
ein und zeigen, welche Ma¨ngel bei aktuellen Verfahren zur Dienstsuche diese Arbeit
motivierten. Außerdem wird die Zielstellung der Dissertation erla¨utert. Abschlie-
ßend wird auf die Gliederung eingegangen und damit die Bedeutung der Kapitel
sowie bestehende Zusammenha¨nge zwischen diesen beleuchtet.
1.1 Motivation
Die Evolution der Netze ha¨ngt unmittelbar mit der Evolution der Dienste zusammen.
So entwickelte sich das Angebot von Streaming-Diensten im Internet beispielsweise
mit Einfu¨hrung der Netzzugangstechnologie Digital Subscriber Line (DSL). Durch
diese Evolution bedingt, werden auch neue Verfahren notwendig, die eine eﬃziente
Suche nach Diensten erlauben. Die herko¨mmliche Diensterbringung in den Netz-
werken beruht darauf, dass der Nutzer bzw. dessen Gera¨t die Adresse des dienst-
erbringenden Servers kennt. Dementsprechend sind die einzelnen Verfahren an das
jeweilige Netz und dessen Topologie angepasst. Diese Methode gelangt jedoch bei
Ad-hoc-Netzen an ihre Grenzen, da solche Netzwerke eine dynamische Topologie
besitzen. Dadurch sind Ad-hoc-Netze zwar a¨ußerst ﬂexibel aber auch sehr kom-
plex in ihrer Funktion. Neue Netzknoten, und damit auch Diensterbringer, ko¨nnen
sta¨ndig hinzukommen oder das Netzwerk verlassen. Aktuell zur Verfu¨gung stehen-
de Serveradressen ko¨nnen einem Nutzer also erst zum Zeitpunkt der Dienstanfrage
bereitgestellt werden.
Hinzu kommt, dass sich in einem Netz mehrere Server beﬁnden ko¨nnen, die den glei-
chen oder einen a¨hnlichen Dienst anbieten. In diesem Fall ist es sinnvoll, den Server
auszuwa¨hlen, der am besten auf den Kontext des Nutzers angepasst ist. Dem kommt
auch die aktuelle Entwicklung entgegen, dass Netzteilnehmer dienstorientierter und
individueller bedient werden mo¨chten. Der Nutzer selbst interessiert sich dabei nicht
fu¨r den Server oder dessen Adresse. Er mo¨chte lediglich den fu¨r ihn geeignetsten
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Dienst nutzen. Deshalb ist eine Anfrage nach einem Service unter Angabe aktu-
ell verfu¨gbarer Kontexttypen sinnvoller, als die Dienstanfrage an eine bestimmte
Serveradresse zu richten, bei der nicht gewa¨hrleistet werden kann, dass zum Anfra-
gezeitpunkt der Server auch tatsa¨chlich erreichbar ist.
Aktuelle Forschungs- und Entwicklungsarbeiten (z. B. [Eber06, KrDS07]) zeigen,
dass herko¨mmliche Infrastrukturnetze trotz der Entwicklung von Ad-hoc-Netzen
nichts an ihrer Attraktivita¨t verloren haben. Werden solche Netzwerke na¨her un-
tersucht, lassen sich drei aktuelle Trends erkennen. Zum Ersten setzen sich paket-
vermittelte U¨bermittlungsverfahren und hierbei speziell die Verwendung des Inter-
net Protocols (IP) durch. Zum Zweiten fu¨hrt gerade die Internettechnologie zum
Verschmelzen verschiedener U¨bertragungstechnologien, sodass mittlerweile Dienste
auch in hybriden Netzwerkumgebungen angeboten werden. Zum Dritten fu¨hrt der
Erfolg des Internets zu einer sta¨ndigen Entwicklung von neuen Diensten, wobei hier
personalisierte bzw. kontextsensitive Dienste immer bedeutender werden. Nicht un-
wesentlich ist auch der Fakt, dass der Nutzer in solchen Netzwerken mobil sein kann.
Fu¨r ihn ist also auch hier wieder weniger interessant, u¨ber welche Adresse er einen
Diensterbringer erreichen kann. Er mo¨chte einfach einen Dienst nutzen, der optimal
auf ihn angepasst ist.
Da, wie oben bereits erwa¨hnt, Ad-hoc-Netze eine dynamische Topologie besitzen,
ist deren Routing verglichen mit dem in anderen Netzwerken am anspruchsvollsten.
Hier erscheint außerdem die Kopplung von Routing und Dienstsuche aus Gru¨nden
der Verkehrslast als sehr eﬀektiv. Sofern bei der Dienstsuche auch der Kontext des
Nutzers beru¨cksichtigt werden kann, wird dies als kontextsensitives Routing bezeich-
net. Um den Anspru¨chen in heterogenen Netzwerken genu¨gen zu ko¨nnen, muss somit
ein zu entwickelndes Routingprotokoll, das kontextsensitives Routing unterstu¨tzt,
mindestens den Anspru¨chen eines Ad-hoc-Netzes genu¨gen. Erfolgt mit einem sol-
chen Protokoll eine Anfrage nach einem kontextsensitiven Dienst, muss diese bis zu
einem geeigneten Server weitergeleitet bzw. geroutet werden. Um dieses Szenario zu
unterstu¨tzen, ist der Einsatz entsprechender Router erforderlich. Da es sich dabei um
eine Erweiterung bestehender Netzwerke handelt, ha¨tte dies auch keine Auswirkun-
gen auf das herko¨mmliche IP-Routing. Die Idee des kontextsensitiven Routings kann
somit eine Mo¨glichkeit der Diensterbringung unabha¨ngig von der Netztopologie dar-
stellen. Da die Dienstsuche auf Routingebene erfolgt, ist ein solches Verfahren sehr
eﬃzient, ﬂexibel und zu den anwendungsorientierten Protokollschichten transparent.
Die vorliegenden Arbeit untersucht deshalb Mo¨glichkeiten, eine Architektur fu¨r das
kontextsensitive Routing zu entwickeln, die den dargestellten Anforderungen genu¨-
gen kann. Das im Ergebnis vorgeschlagene Konzept basiert dabei auf Untersuchungen
zu Ad-hoc-Netzen, zu den dafu¨r geeigneten Routingprotokollen und zu aktuellen Ar-
chitekturen fu¨r eine allgemeine sowie kontextsensitive Diensterbingung bzw. -suche.
1.2 Zielsetzung der Arbeit
Die folgende Arbeit soll untersuchen, inwieweit das kontextsensitive Routing den tat-
sa¨chlichen Anforderungen einer kontextsensitiven Diensterbringung genu¨gen kann.
Ziel dieser Arbeit ist deshalb, eine Architektur zu entwickeln, die eine kontextsensiti-
ve Dienstsuche wa¨hrend des Routingprozesses in einem Ad-hoc-Netz unterstu¨tzt. Die
1.3. Gliederung der Arbeit 3
Dienstsuche soll dabei mit Ru¨cksicht auf den Nutzerkontext erfolgen. Ein entspre-
chendes Protokoll ist zu speziﬁzieren. Das Dienstsuchverfahren muss sowohl in sepa-
raten Ad-hoc- und Infrastrukturnetzen als auch in heterogenen Netzwerkumgebun-
gen realisierbar sein. Großer Wert ist hierbei auf die Interoperabilita¨t zu herko¨mmli-
chen Netzwerkprotokollen und Verfahren der Dienstsuche zu legen. Den Schwerpunkt
bilden hierbei Netzwerke, die das IP in der Version 4 (IPv4 [Post81a]) unterstu¨tzen.
Daneben sind aber auch die Anforderungen fu¨r einen Einsatz unter der Version 6
(IPv6 [DeHi98]) zu beru¨cksichtigen, sodass die Architektur zuku¨nftig mo¨glichst ein-
fach portiert werden kann.
Neben der theoretischen Konzeption der Routingarchitektur soll diese auch simu-
liert und/oder praktisch umgesetzt werden. Dazu mu¨ssen entsprechende Ansa¨tze
aufgezeigt und untersucht werden. Fu¨r die praktische Realisierung ist ein Demons-
trator aufzubauen, der die entwickelte Architektur unterstu¨tzt und in ein produktives
Netzwerk u¨berfu¨hrt werden kann. Mit Hilfe dieses Demonstrators ko¨nnen erste Er-
fahrungen gesammelt und mo¨gliche Schwa¨chen der Architektur aufgezeigt werden.
Die dazu durchzufu¨hrenden Tests dienen auch zum Nachweis der Funktionen und
erlauben erste Aussagen u¨ber das Verkehrsverhalten.
Die kontextsensitive Routingarchitektur unterstu¨tzt neben der Dienstsuche auch den
Transport der zur Erbringung des Dienstes notwendigen Daten. Dagegen bleibt die
eigentliche Diensterbringung den Protokollen der ho¨heren Schichten u¨berlassen und
ist nicht Bestandteil dieser Arbeit.
1.3 Gliederung der Arbeit
Die Gliederung folgt der Zielsetzung in Abschnitt 1.2.
Das folgende Kapitel 2 widmet sich den Ad-hoc-Netzen. Es wird auf die Eigenschaf-
ten solcher Netzwerke eingegangen und gezeigt, welche Unterschiede und Heraus-
forderungen zu herko¨mmlichen Infrastrukturnetzen bestehen. Damit wird die Basis
geschaﬀen, um eine kontextsensitive Routingarchitektur konzipieren zu ko¨nnen, die
auf die Bedu¨rfnisse von Ad-hoc-Netzen angepasst und trotzdem interoperabel zu
Infrastrukturnetzen ist. Daru¨ber hinaus werden dort auch Netzwerktechniken be-
schrieben, die Ad-hoc-Netze unterstu¨tzen. Basierend auf diesen Informationen wird
dann die am besten geeignete Lo¨sung fu¨r die praktische Realisierung innerhalb eines
Demonstrators ausgewa¨hlt.
Das sich anschließende Kapitel 3 diskutiert aktuelle Routingverfahren fu¨r Ad-hoc-
Netze. Dazu werden die Anforderungen an ein Routingprotokoll erla¨utert und die
Besonderheiten fu¨r Ad-hoc-Netze aufgezeigt. Es wird eine Vielzahl aktueller Rou-
tingprotokolle gegenu¨bergestellt und verglichen. Die daraus resultierenden Ergeb-
nisse dienen als Entscheidungshilfe bei der Wahl eines geeigneten Basisprotokolls
fu¨r das kontextsensitive Routing wa¨hrend der Konzeptionierung der Architektur in
Kapitel 6.
In Kapitel 4 werden Begriﬀe aus dem Bereich der kontextsensitiven Diensterbringung
deﬁniert. Diese Deﬁnitionen ermo¨glichen vor allem ein besseres Versta¨ndnis fu¨r das
Thema Kontext. Außerdem wird beschrieben, wie sich der Begriﬀ Dienst in diese
Arbeit einordnet und welche Informationen fu¨r eine Suche nach kontextsensitiven
Diensten relevant sind. Schließlich zeigt das Kapitel auch, warum kein aktuelles
Verfahren den Anforderungen einer solchen Dienstsuche gerecht wird.
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Kapitel 5 beschreibt, welche Mo¨glichkeiten bestehen, um eine Dienstsuche auf Rou-
tingebene durchzufu¨hren. Die verschiedenen Ansa¨tze werden gegenu¨bergestellt und
verglichen. Daraus geht das kontextsensitive Routing als beste Lo¨sung hervor. Es
u¨berzeugt dabei auch im Vergleich mit den herko¨mmlichen Verfahren aus Kapitel 4.
Der Ansatz des kontextsensitiven Routings dient nun als Basis fu¨r die Entwicklung
eines Architekturkonzeptes in Kapitel 6. Die fu¨r das Konzept relevanten Lo¨sungs-
ansa¨tze werden vorgestellt und verglichen. Die im Ergebnis entstandene Architektur
wird ausfu¨hrlich beschrieben. Neben der Funktionsweise der beteiligten Netzknoten
erfolgt auch eine detaillierte Beschreibung der Kommunikations- und Protokollab-
la¨ufe.
Kapitel 7 erla¨utert, warum fu¨r die weitere Entwicklung des kontextsensitiven Rou-
tings Simulationen als sinnvoll erachtet werden. Außerdem bietet es Lo¨sungsansa¨tze,
um das Architekturkonzept in eine vorhandene Simulationsumgebung einbinden zu
ko¨nnen.
Vorschla¨ge zur praktischen Realisierung der das Konzept umfassenden Bestandtei-
le erfolgen dann in Kapitel 8. Die hier vorgestellten Implementierungen und deren
Funktionen werden beschrieben. Sie bilden die Basis fu¨r den im nachfolgenden Ka-
pitel verwendeten Demonstrator.
Kapitel 9 erla¨utert die Durchfu¨hrung verschiedener Tests und Messungen mit Hilfe
eines dafu¨r errichteten Demonstratornetzwerkes. Die Ergebnisse der Untersuchungen
dienten dazu, die Funktionsfa¨higkeit der Architektur nachweisen und erste Aussagen
zur Leistungsfa¨higkeit treﬀen zu ko¨nnen.
Kapitel 10 erla¨utert Vorschla¨ge zu zuku¨nftigen Forschungs- und Entwicklungsarbei-
ten, um spa¨ter einen produktiven Einsatz des kontextsensitiven Routings zu ermo¨g-
lichen.
Abschließend fasst Kapitel 11 die Arbeit sowie deren Ergebnisse zusammen und
bewertet diese.
Es wird darauf hingewiesen, dass alle im Text enthaltenen englischen Begriﬀe beibe-
halten und durch kursive Schrift gekennzeichnet wurden. Die Kennzeichnung entfa¨llt
jedoch bei solchen Begriﬀen, die sich bereits in den deutschen Sprachgebrauch ein-
gefu¨gt haben (z. B. Internet).
2. Ad-hoc-Netze
Soll ein kontextsensitives Routingverfahren entwickelt werden, das in einer hetero-
genen Netzwerkumgebung arbeitet, d. h. verschiedene Netzarten unterstu¨tzt, muss
es den Anforderungen des komplexesten Netzes genu¨gen. Diesbezu¨glich sind derzeit
mobile Ad-hoc-Netze am anspruchsvollsten. Woraus sich diese Aussage ergibt und
welche Eigenschaften diese Netze besitzen, zeigt das folgende Kapitel auf. Es fu¨hrt
dazu in den Aufbau und die Funktionsweise von Ad-hoc-Netzen ein. Außerdem wird
gezeigt, welche aktuellen Techniken diese Netze unterstu¨tzen und welche Herausfor-
derungen sich gerade fu¨r die Netzzugangsschicht ergeben. Das Kapitel bildet damit
auch eine Grundlage fu¨r die im anschließenden Kapitel 3 gefu¨hrte Diskussion u¨ber
das Routing in Ad-hoc-Netzen.
2.1 Einfu¨hrung
Drahtlose mobile Netze ko¨nnen in Infrastruktur- und Ad-hoc-Netze gegliedert wer-
den. Bei Infrastrukturnetzen erfolgt die Kommunikation zwischen den Teilnehmern
immer u¨ber einen Zugangspunkt, dem so genannten Access Point bzw. der Basissta-
tion. Abbildung 2.1 zeigt ein Beispiel fu¨r ein solches Netz. Die Basisstationen sind
hierbei stationa¨r und direkt oder indirekt miteinander verbunden. Sie ko¨nnen die
Daten ihrer mobilen Teilnehmer untereinander austauschen und somit große Netz-
werke bilden. Bei Infrastrukturnetzen ist immer nur der Teilnehmer mobil. Außerdem
wird fu¨r die Kommunikation mindestens ein Hop1 bis zum (mobilen) Nachbarn und
maximal ein Hop bis zum stationa¨ren Netz beno¨tigt. Daraus folgt auch, dass die
Teilnehmer niemals direkt miteinander kommunizieren. Gera¨te, die sich außerhalb
der Funkreichweite der Basisstationen beﬁnden, sind damit von einer Kommunikati-
on ausgeschlossen – selbst dann, wenn sich benachbarte Netzknoten in unmittelbarer
Na¨he beﬁnden und diese theoretisch als Relay-Stationen verwendet werden ko¨nnten.
Allerdings sind die Endgera¨te in Infrastrukturnetzen verha¨ltnisma¨ßig einfach gehal-
ten, da sie keine Netzwerkmanagementfunktionen erbringen mu¨ssen. Voraussetzung
fu¨r den Aufbau von Infrastrukturnetzen ist eine vorausgehende Planung. So muss
unter anderem festgelegt werden, wo und in welcher Gro¨ßenordnung Basisstationen
1Ein Hop entspricht einem Sprung aus einer vermittelnden Instanz.
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aufgebaut werden sollen, was wiederum von der zu erzielenden Abdeckung abha¨ngt.
Bekannte Beispiele hierfu¨r sind WLANs (Wireless Local Area Networks), die im In-
frastruktur-Modus arbeiten, aber auch die aktuellen o¨ﬀentlichen Mobilfunknetze. So
arbeiten unter anderem GSM (Global System for Mobile Communications) – incl.
dessen Erweiterungen HSCSD (High Speed Circuit Switched Data), GPRS (General
Packet Radio Service), EDGE (Enhanced Data Rates for GSM Evolution) – und
UMTS (Universal Mobile Telecommunication Service) als Infrastrukturnetze.
Abbildung 2.1: Drahtloses Infrastrukturnetz
Bei der Planung von Infrastrukurnetzen mu¨ssen auch bereitzustellende Dienste wie
Namensauﬂo¨sung, Authentiﬁzierung o. a¨. beru¨cksichtigt werden. Die Verwaltung
und Administration erfolgt in der Regel zentral. Diese Netze haben aber auch einen
entscheidenden Nachteil. Sie sind sehr anfa¨llig gegenu¨ber Natur-, Umwelt- oder von
Menschen verursachten Katastrophen. Ist die Infrastruktur zersto¨rt, wird viel Zeit
beno¨tigt, um ein neues Netz aufzubauen bzw. zu rekonstruieren. Daru¨ber hinaus ko¨n-
nen sich Infrastrukturnetze nicht dynamisch an Lastvera¨nderungen anpassen. Einmal
dimensioniert arbeiten sie fu¨r eine bestimmte Teilnehmeranzahl optimal. In Ausnah-
mesituationen (z. B. Silvester) ist dann jedoch mit Kommunikationsschwierigkeiten
zu rechnen. Ein weiterer großer Nachteil besteht darin, dass es aus o¨konomischen
Gesichtspunkten unvorteilhaft ist, solche Netze in du¨nn besiedelten Gebieten auf-
zubauen. So mu¨ssen bestimmte Gruppen, fu¨r die solche Gebiete interessant sind,
wie beispielsweise Forscher, Wissenschaftler aber auch das Milita¨r, nach anderen
Kommunikationsmo¨glichkeiten suchen.
Eine solche Mo¨glichkeit stellen die aktuell in Erforschung und Erprobung stehenden
Ad-hoc-Netze oder mobilen Ad-hoc-Netze (MANET – Mobile Ad Hoc Network) dar.
Im Folgenden werden Ad-hoc-Netz und MANET synonym behandelt. Solche Netze
bieten einen vo¨llig anderen Ansatz. Eine gute Deﬁnition liefert [ChMi01]. Danach
sind mobile Ad-hoc-Netze:
Deﬁnition 2.1 (Ad-hoc-Netze)
”
... a collection of wireless nodes, all of which
may be mobile, dynamically create a wireless network among themselves without
using any such infrastructure or administrative support.“
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Bei dieser Art von Netz fehlt also jegliche Infrastruktur. Eine Kommunikation zwi-
schen zwei Knoten muss trotz dynamischer Topologiea¨nderungen unterstu¨tzt wer-
den. Außerdem ko¨nnen alle an einer Kommunikation beteiligten Knoten (hier im
Sinne von Netzknoten bzw. Teilnehmerendgera¨ten) mobil sein. Die Knoten kommu-
nizieren dabei mit mindestens einem ihrer direkten Nachbarn. Liegen zwei Kommuni-
kationspartner außerhalb ihrer Funkreichweite, ko¨nnen andere dazwischen liegende
Knoten als Relay-Stationen (so genannte Zwischenknoten) verwendet werden. So-
mit muss jedes an einem Ad-hoc-Netz beteiligte Gera¨t auch als Router arbeiten
ko¨nnen. Dieses Szenario ist in Abbildung 2.2 dargestellt. Knoten A kann dort mit
allen (direkten) Nachbarn kommunizieren. Knoten E beﬁndet sich jedoch außerhalb
der Funkreichweite von A. Die Knoten B und D routen die Daten deshalb an den
Knoten E weiter.
Funkreichweite
eines Knoten
Knoten A Knoten B
Knoten E
Knoten C
Knoten D
Direkte
Kommunikation
Abbildung 2.2: Mobiles Ad-hoc-Netz
Mit der dargestellten Funktionsweise ergeben sich Anwendungsgebiete, die mit her-
ko¨mmlichen drahtlosen Infrastrukturnetzen nicht erschlossen werden konnten. Bei-
spielhaft sollen hier zwei Einsatzgebiete kurz beschrieben werden.
• Schule/Universita¨t: Lehrer und Schu¨ler ko¨nnen wa¨hrend des Unterrichts mit
ihren Laptops o. a¨. spontan lokale Netzwerke aufbauen. Dadurch kann an Auf-
gabenstellungen gemeinsam und interaktiv gearbeitet werden. Das Netz ist von
der o¨rtlich zur Verfu¨gung stehenden Netztechnik unabha¨ngig. Die ra¨umliche
Verlagerung von Unterrichtsstunden ist damit unproblematisch. Ein solches
Szenario wird beispielsweise von den Gera¨ten des Ausbildungsprojektes
”
One
Laptop per Child“ [OLPC08] unterstu¨tzt. Kindern auf der ganzen Welt soll
somit der Zugang zu Computern und gemeinsames Lernen ermo¨glicht wer-
den. Deshalb wurden kostengu¨nstige Laptops entwickelt, die auch in Gebieten
mit gering ausgebauter bzw. keiner Telekommunikationsinfrastruktur einge-
setzt werden ko¨nnen. Zum Datenaustausch unterstu¨tzen diese eine Kommuni-
kation via Ad-hoc-Netz.
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• Telematikanwendungen im Verkehr: Beispielsweise ko¨nnte, wie in Abbil-
dung 2.3 dargestellt, Netzwerktechnik in Kraftfahrzeugen implementiert wer-
den. Dadurch wa¨ren die Verkehrsteilnehmer in der Lage, gesammelte aktuelle
Informationen an benachbarte Teilnehmer zu senden (z. B. Stauinformatio-
nen). Jedes Kraftfahrzeug wird auch als Router genutzt, sodass eine Infor-
mationsweiterleitung u¨ber gro¨ßere Strecken erfolgen kann. Staus ko¨nnen so
beispielsweise fru¨h erkannt und die perso¨nliche Streckenplanung entsprechend
gea¨ndert werden.
ad
ho
c
Abbildung 2.3: Vernetzung von Verkehrsteilnehmern [Schi03]
In den genannten Beispielen kommunizieren die Teilnehmer u¨ber ein drahtloses aber
vermaschtes Netz. Bevor hier eine Kommunikation erfolgen kann, muss ein entspre-
chender Weg zwischen den jeweiligen Kommunikationspartnern gefunden werden.
Dabei wird abha¨ngig vom verwendeten Wegewahlverfahren ggf. auch eine Lastver-
teilung beru¨cksichtigt.
Eine weitere Strategie verfolgen die sogenannten opportunistischen Netze (Oppor-
tunistic Networks [PePC06]). Diese arbeiten verzo¨gerungstolerant und ohne her-
ko¨mmliche Routenﬁndung zwischen Quelle und Ziel. Eine Nachricht wird gesendet
und sucht sich von Knoten zu Knoten den besten Weg, um das Ziel zu erreichen.
Hierbei kann es durchaus passieren, dass die Nachricht auf dem aktuellen Knoten
zwischengespeichert wird, bis eine geeignete Weiterleitung zum Ziel gefunden wird.
Opportunistische Netze sind zwar gegenwa¨rtig Mittelpunkt vielfa¨ltiger aktueller For-
schungsaktivita¨ten, werden aber in den folgenden Betrachtungen nicht gesondert
behandelt, da dieses Thema durch die Ad-hoc-Netze sowie durch Aussagen zur Un-
terstu¨tzung hybrider Netze (z. B. Abschnitt 6.2.4) ausreichend beru¨cksichtigt wird.
Wie in diesem Abschnitt dargestellt, mu¨ssen Ad-hoc-Netze ein Ho¨chstmaß an Fle-
xibilita¨t unterstu¨tzen. Welche Eigenschaften sich daraus fu¨r solche Netze ergeben,
zeigt der folgende Abschnitt.
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2.2 Eigenschaften von Ad-hoc-Netzen
Zwei große Vorteile, die in engem Zusammenhang mit dem infrastrukturlosen Aufbau
von Ad-hoc-Netzen stehen, sind, dass diese Netze keiner vorausgehenden Planung
bedu¨rfen und u¨ber ein dezentrales Netzmanagement organisiert werden. Sie sind
relativ unanfa¨llig gegenu¨ber a¨ußeren Einﬂu¨ssen und damit auch hervorragend fu¨r
den schnellen Einsatz in Katastrophengebieten geeignet.
Das dezentrale Netzmanagement kann mit drei Merkmalen zusammengefasst wer-
den –
”
self-creating“,
”
self-organizing“ und
”
self-administering“. D.h., ein Netz kann
spontan aufgebaut werden, ohne dass der Nutzer administrativ eingreifen muss. Die
Knoten mu¨ssen also auch in der Lage sein, sich selbsta¨ndig in dieses Netz zu inte-
grieren. Erst wenn diese Voraussetzungen erfu¨llt sind, wird es als Ad-hoc-Netz be-
zeichnet. Somit muss jeder Netzknoten ein gleiches Mindestmaß an Funktionalita¨t
unterstu¨tzen. Allerdings erho¨ht dies die Komplexita¨t der Knoten, da jeder einzelne
die gesamte Netzintelligenz besitzt. Im Gegensatz dazu beﬁndet sich die Netzin-
telligenz bei Infrastrukturnetzen hauptsa¨chlich im Netzzugangspunkt und dem als
Backbone dienenden Festnetz.
Die Topologie des Netzes ermo¨glicht im einfachsten Fall eine direkte Kommunikation
zwischen zwei Endgera¨ten. Aufgrund der verwendeten Funkstandards (z. B. WLAN)
besitzen die an einem Ad-hoc-Netz beteiligten Gera¨te eine entsprechend begrenz-
te Reichweite. Deshalb muss jedes Gera¨t in der Lage sein, als Router arbeiten zu
ko¨nnen, um ggf. als Weiterleitungsstation zu dienen. Prinzipiell sind also Multihop-
Verbindungen u¨ber die mobilen Knoten mo¨glich. Die Wegewahl in einem solchen
Netz erfolgt mit Hilfe spezieller Routingverfahren. Auf die dort zu beru¨cksichtigen-
den Probleme und die Verfahren selbst wird in den Kapiteln 3 und 5 eingegangen.
Da drahtlose Ad-hoc-Netze Funktechniken verwenden, mu¨ssen deren besondere Ei-
genschaften beru¨cksichtigt werden. Funknetze nutzen beispielsweise abha¨ngig vom
Verfahren entsprechende Frequenzbereiche. Die Anzahl der nutzbaren Kana¨le un-
terscheidet sich dann je nach Verfahren. Daraus folgt, dass die Zahl gleichzeitig
kommunizierender Knoten innerhalb eines Gebietes begrenzt ist bzw. sich direkt auf
die nutzbare Bitrate auswirkt. Des Weiteren ko¨nnen Sto¨rungen auf den Funkstre-
cken auftreten, die schwer vorhersagbar bzw. berechenbar sind. Diese Eigenschaften
betreﬀen aber auch drahtlose Infrastrukturnetze.
Neben der großen Anzahl von Vorteilen der Ad-hoc-Netze bleibt aber auch noch eine
Vielzahl von Fragen oﬀen. So werden beispielsweise gegenwa¨rtig Forschungen dazu
durchgefu¨hrt, inwieweit Ad-hoc-Netze mit anderen Netzwerken zusammenarbeiten
(Interoperabilita¨t) oder wie Dienstgu¨te bzw. Quality of Service (QoS) bereitgestellt
werden ko¨nnen. Die klassischen Ansa¨tze, wie sie aus dem Festnetz bekannt sind,
versagen hier ha¨uﬁg. Ein großes Problem stellt weiterhin die Energieversorgung der
mobilen Knoten dar. Gegenwa¨rtig werden diese mit herko¨mmlichen Batterien oder
Akkumulatoren gespeist. Betriebsdauer, Reichweite und Bewegungsfreiheit sind da-
durch aber stark begrenzt. Die Zuverla¨ssigkeit der Kommunikation zwischen zwei
Knoten sinkt daru¨ber hinaus, weil auch ein sich dazwischen beﬁndender Knoten,
der als Router verwendet wird, wegen Energiemangel ausfallen kann und deswegen
die Kommunikation unterbrochen wird. Weiterhin ist auch ungekla¨rt, wie die Si-
cherheit in einem solchen Netz gewa¨hrleistet werden kann. Z. B. muss beru¨cksichtigt
werden, dass prinzipiell jeder Nutzer Daten anderer Nutzer weiterleiten und seine
10 2. Ad-hoc-Netze
eigene Kommunikation mit Hilfe der Gera¨te anderer Nutzer erfolgen kann. Es ist
also zum einen sicherzustellen, dass eine Kommunikation nicht von Dritten abge-
ho¨rt werden kann. Zum anderen du¨rfen Nutzer, die einen Knoten zur Weiterleitung
von Daten verwenden, darauf keinen Schaden (z. B. Einbruch, Systemabsturz usw.)
verursachen ko¨nnen. Diese Problematik wird beispielsweise in [Gren04] diskutiert.
Dort werden auch einige Vorschla¨ge ero¨rtert, um die Sicherheit in Ad-hoc-Netzen
zu erho¨hen. Daru¨ber hinaus ist bis jetzt auch der Zugang zu den verschiedensten
Diensten ungekla¨rt. Die Schwierigkeit beim Zugriﬀ auf einen Dienst besteht na¨mlich
darin, dass die IP-Adresse des zugeho¨rigen Servers einerseits nicht bekannt ist, ande-
rerseits auch nicht gewa¨hrleistet werden kann, dass dieser Server u¨berhaupt im Netz
existiert. Das betriﬀt beispielsweise Webdienste, Fileserver, Server zur Namensauf-
lo¨sung usw. Zwar gibt es hierfu¨r erste Ansa¨tze (siehe [ToGM04, LiLa05]), die sich
allerdings bis jetzt nicht durchsetzen konnten. U¨bergangsweise wird auch versucht,
mit bekannten Systemen aus den Infrastruktur- bzw. Festnetzen zu arbeiten. Diese
Verfahren stoßen jedoch im Bereich der Ad-hoc-Netze an ihre Grenzen.
An dieser Stelle muss auch darauf hingewiesen werden, dass es von der Lo¨sung der
zuletzt genannten Probleme abha¨ngen wird, inwieweit sich Ad-hoc-Netze allgemein
durchsetzen ko¨nnen. Ein Nutzer wird kein unsicheres unzuverla¨ssiges Netz fu¨r seine
Gescha¨fte, zum Abruf von Diensten oder einfach zur Kommunikation verwenden.
Sicherheit (Security) und Vertrauen (Trust) sind fu¨r eine allgemeine Akzeptanz bei
potentiellen Nutzern unerla¨sslich. Sehr interessant ist an dieser Stelle auch die Fra-
ge, wie oﬀen ein System sein darf bzw. sein muss. Darf beispielsweise ein Nutzer
dazu gezwungen werden, dass er sein in das Netz involvierte Gera¨t als Router zur
Verfu¨gung stellt oder kann er das Netz zwar benutzen, braucht aber sein Gera¨t zur
Weiterleitung von Daten nicht zur Verfu¨gung zu stellen? Diese Frage kann wohl
letztlich nur u¨ber Kosten- und Tarifmodelle geregelt werden. Einen ersten Ansatz
dafu¨r beschreibt beispielsweise [Klei06]. Bei dem dort vorgestellten und bereits rea-
lisierten Konzept teilen sich mehrere registrierte Nutzer einen WLAN-Access-Point
fu¨r den Zugriﬀ auf das Internet. Dieser Access Point wird von einem Nutzer privat
(z. B. via DSL) bereitgestellt. Ein Tarifmodell sieht dabei vor, dass der Besitzer des
zur Verfu¨gung gestellten Access Points selbst Zugriﬀ auf andere zur Gemeinschaft
geho¨rende Access Points erha¨lt. Bei einem anderen Tarif erha¨lt er dagegen einen
Unkostenbeitrag fu¨r die Nutzung. Diese einfachen Varianten lassen sich auch auf
Ad-hoc-Netze abbilden. Sicherlich gibt es hier die vielfa¨ltigsten Mo¨glichkeit fu¨r eine
Tariﬁerung, was aber nicht weiter Bestandteil dieser Arbeit sein soll.
Anhand der hier dargelegten Fakten zu den Eigenschaften und zum Einsatzzweck der
Infrastruktur- und Ad-hoc-Netze ist relativ deutlich abzusehen, dass Infrastruktur-
netze und Ad-hoc-Netze zuku¨nftig eher weniger miteinander konkurrieren als sich
vielmehr erga¨nzen und somit ihren Anteil zum so genannten
”
pervasive and ubi-
quitous Computing“ beitragen werden. Aktuelle universita¨re Forschungen wie bei-
spielsweise [Eber06] sind ein Beleg dafu¨r. Auch große Provider besta¨tigen diesen
Trend, zumal beispielsweise Festnetzanschlu¨sse nach deren Aussage [Koss06] auch
in zehn Jahren immer noch einen Geschwindigkeitsvorteil von Faktor 10 gegenu¨ber
den Funktechniken besitzen werden.
Zum Schluss dieses Abschnittes soll ein kleines Beispiel noch einmal die Komplexita¨t
von Ad-hoc-Netzen verdeutlichen. In Abbildung 2.4 bewegen sich die Netzknoten A
und B geradlinig gleichfo¨rmig in entgegengesetzter Richtung. Ab dem Zeitpunkt t0
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Knoten A Knoten B
Bewegungsrichtung Bewegungsrichtung
Funkreichweite R
Abbildung 2.4: Bewegung zweier kommunizierender Netzknoten
beﬁnden sich beide Knoten in Funkreichweite zueinander und ko¨nnen direkt kom-
munizieren. Die Knoten bewegen sich aneinander vorbei und entfernen sich dann
wieder. Zum Zeitpunkt t1 bricht dann die Kommunikation ab. Fu¨r dieses Szenario
zeigt Tabelle 2.1 Beispiele fu¨r die maximale Zeitdauer einer solchen Kommunikation
in Abha¨ngigkeit verschiedener Funkreichweiten und Geschwindigkeiten. Die Zeit t,
die dafu¨r zur Verfu¨gung steht, ist direkt proportional zur Reichweite R und indi-
rekt proportional zur Geschwindigkeit v eines Knotens. Bewegen sich beide Knoten
gleichzeitig und gleich schnell, fu¨hrt dies zur Verdoppelung der Geschwindigkeit.
Die Gesamtstrecke der Kommunikation, die wa¨hrend der Kommunikation zuru¨ckge-
legt wird, ist gleich der zweifachen Reichweite. Damit ergibt sich bei kreisfo¨rmigen
Richtcharakteristiken der Antennen folgende bekannte Formel:
t =
2R
2v
=
R
v
mit t = t1 − t0 (2.1)
v in km/h
R in m
10 20 50 100 200
5 7,2 s 14,4 s 36 s 72 s 144 s
10 3,6 s 7,2 s 18 s 36 s 72 s
20 1,8 s 3,6 s 9 s 18 s 36 s
30 1,2 s 2,4 s 6 s 12 s 24 s
Tabelle 2.1: Kommunikationsdauer zwischen zwei mobilen Knoten
Damit kann beispielsweise eine Kommunikation bei einer Geschwindigkeit von
5 km/h pro Knoten maximal 72 s aufrecht erhalten werden, wenn die Funkreich-
weite fu¨r jeden Knoten 100 m betra¨gt. Danach mu¨ssen alternative Routen u¨ber
Zwischenknoten gesucht und die Routingtabellen aktualisiert werden. Davon sind
auch die beteiligten Zwischenknoten betroﬀen. Außerdem wiederholt sich diese Pro-
zedur nach max. 36 s wieder, sofern die Zwischenknoten nicht mobil sind und auf der
Bewegungsgeraden liegen. Dies ist jedoch sehr unwahrscheinlich, sodass mit weitaus
geringeren Zeiten gerechnet werden kann. Selbst fu¨r dieses einfache Beispiel wu¨r-
de die Prozedur bei einer Kommunikationsdauer von nur 10 Minuten 16 mal wie-
derholt werden, wenn auch die Wegesuche bei Initiierung der Kommunikation in
die Berechnung mit einﬂießt. Zu beachten ist, dass hier noch nicht die Mobilita¨t
der Zwischenknoten, a¨ußere Einﬂu¨sse auf die Reichweite, die Abha¨ngigkeit zwischen
Empfangsleistung, Reicheite sowie Bitrate usw. beru¨cksichtigt sind. Diese tragen zu
einer weiteren Verringerung von t und damit zu einer Erho¨hung der Komplexita¨t
bei.
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2.3 U¨bertragungstechniken
Ad-hoc-Netze oder MANETs umfassen typischerweise die Schichten 1 bis 3 des ISO/
OSI-Referenzmodells2 bzw. die unteren beiden Schichten (Rechner-Netzanschluss
und Internetschicht) des TCP/IP-Modells3. Den Netzzugang bilden dabei herko¨mm-
liche drahtlose Netzwerke, deren Speziﬁkation den Ad-hoc-Modus unterstu¨tzen.
Diesbezu¨glich werden in der Literatur als Beispiele am ha¨uﬁgsten HIPERLAN (High
Performance Radio Local Area Network), WLAN und Bluetooth aufgeza¨hlt. Diese
Speziﬁkationen beinhalten lediglich die Funktionen der ersten und zweiten Schicht
des ISO/OSI-Referenzmodells. Die Adressierung erfolgt dort typischerweise u¨ber Me-
dia Access Control -Adressen (MAC-Adressen). Funktionen der Vermittlungsschicht
sind nicht implementiert und mu¨ssen fu¨r ein Ad-hoc-Netz, wie es in den vorherigen
Abschnitten beschrieben wurde, noch aufgesetzt werden. Eine Gegenu¨berstellung
von Techniken fu¨r Infrastruktur- und Ad-hoc-Netze zeigt Abbildung 2.5.
drahtlose Netze
IEEE 802.11
HIPERLAN 1/2
Infrastrukturnetze
GSM
UMTS
GPRS
HIPERLAN 3/4
... ...
Bluetooth
...
Ad-hoc-Netze
(bzw. infrastrukturlose 
Netze)
Abbildung 2.5: Netztechniken fu¨r Infrastruktur- und Ad-hoc-Netze
Die verschiedenen HIPERLAN-Varianten wurden vom European Telecommunicati-
ons Standards Institute (ETSI) entwickelt und standardisiert. Ad-hoc-Netze ko¨nnen
jedoch nur mit HIPERLAN 1/2 realisiert werden. Diese arbeiten im lizenzfreien
ISM4-Band von 5 GHz. Sie unterstu¨tzen Entfernungen von bis zu 50 m innerhalb
von Geba¨uden sowie bis zu 150 m im freien Feld. HIPERLAN 1 erreicht dabei U¨ber-
tragungsraten von 23,5 MBit/s. Bei HIPERLAN 2 sind es dagegen 54 MBit/s. Die
Sendeleistung betra¨gt bei beiden Varianten max. 1 W. Leider wurde wa¨hrend des
Entwicklungsprozesses versa¨umt, solche Firmen und Hersteller mit einzubeziehen,
die auch entsprechende Produkte bzw. Telekommunikationshardware produzieren
ko¨nnen. So besteht seitens der Hersteller bis heute kaum ein Interesse daran, Gera¨te
anzufertigen, die diesen Standard unterstu¨tzen. Diese konzentrieren sich vielmehr
auf Techniken wie WLAN und Bluetooth.
WLAN (IEEE5 802.11) unterstu¨tzt neben dem Infrastruktur- auch den Ad-hoc-
Modus. In diesem Modus ko¨nnen Knoten, die sich in Funkreichweite beﬁnden, di-
2ISO International Organization for Standardization (von gr. ”isos“)
OSI Open Systems Interconnection
3TCP Transmission Control Protocol
4ISM Industrial, Scientiﬁc, and Medical
5IEEE Institute of Electrical and Electronics Engineers
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rekt miteinander kommunizieren. WLAN nutzt dabei ebenfalls die Frequenzen aus
den lizenzfreien ISM-Ba¨ndern (2,4 GHz bzw. 5 GHz). Es werden Bruttobitraten
von 11 Mbit/s (IEEE 802.11b) und 54 Mbit/s (IEEE 802.11a/g) unterstu¨tzt. Wie
[Hess05] belegt, ist damit durchaus auch eine U¨bertragung multimedialer Daten
mo¨glich. Im neuesten Standard sollen sogar bis zu 600 Mbit/s (802.11n [W11n07])
erreicht werden. Die in Europa maximal zula¨ssige Sendeleistung betra¨gt 100 mW
im 2,4-GHz- und 1 W im 5-GHz-Bereich. Damit ko¨nnen Reichweiten von mehreren
100 Metern erreicht werden, was jedoch sehr stark von den a¨ußeren Bedingungen ab-
ha¨ngt. Hinzu kommt, dass die Bitrate mit gro¨ßer werdender Entfernung abnimmt.
Aufgrund der verwendeten Zugriﬀsverfahren tritt derselbe Eﬀekt auch mit Erho¨-
hung der Anzahl der Teilnehmer auf. Tabelle 2.2 zeigt in einer kurzen U¨bersicht die
derzeit aktuellen Varianten des WLAN-Standards 802.11. Die Speziﬁkation fu¨r den
Standard IEEE 802.11n ist noch nicht verabschiedet, deshalb muss die Tabelle 2.2
vorerst unvollsta¨ndig bleiben.
802.11 a b b+ g
Frequenzband 5 GHz 2,4 GHz 2,4 GHz 2,4 GHz
(Europa)
Kanalbandbreite 20 MHz 22 MHz 22 MHz 22 MHz
Anzahl der Kana¨le 19 13 13 13
U¨bertragungsrate 54 Mbit/s 11 Mbit/s 22 Mbit/s 54 Mbit/s
(brutto)
max. Sendeleistung 1 W 100 mW 100 mW 100 mW
Tabelle 2.2: Vergleich verschiedener WLAN-Standards [SDHT07]
Bluetooth (IEEE 802.15.1) ist ein Funkstandard, der aus einem Zusammenschluss
verschiedener Firmen heraus entwickelt wurde. Zu diesen Firmen za¨hlen beispiels-
weise Ericsson, Nokia, IBM und Toshiba, die 1998 die Bluetooth-SIG6 gru¨ndeten.
Urspru¨nglich wurde diese Funktechnik konzipiert, um Peripheriegera¨te drahtlos und
mo¨glichst einfach mit einem PC zu verbinden. Mittlerweile sind die Anwendungen
aber weitaus vielfa¨ltiger geworden, sodass Bluetooth in allen Bereichen der Kommu-
nikationstechnik wiederzuﬁnden ist. Die Technik arbeitet wie WLAN und HIPER-
LAN 1 im ISM-Band von 2,4 GHz. Da dieses Band in verschiedenen La¨ndern unter-
schiedlich breit ist, werden dort entweder 23 oder 79 Tra¨gerfrequenzen unterstu¨tzt.
Die Kanalbandbreite betra¨gt 1 MHz. Bis zur Version 1.2 wird eine Bruttobitrate von
1 Mbit/s unterstu¨tzt. Version 2.0 unterstu¨tzt bis zu 3 MBit/s [Blue04]. Gegenwa¨r-
tig wird an der Version 3 gearbeitet, die noch einmal eine Bitratenerho¨hung liefern
wird. Um die U¨bertragung mit Bluetooth sto¨rungssicherer zu gestalten, werden Fre-
quenzsprungverfahren eingesetzt. Mit den derzeit speziﬁzierten Leistungsklassen von
1 mW, 10 mW und 100 mW sind Reichweiten von bis zu 100 m mo¨glich. Im Out-
doorbereich ko¨nnen durchaus auch gro¨ßere Entfernungen erreicht werden [Gren02].
Aufgrund des urspru¨nglich vorgesehenen Einsatzfeldes unterscheidet sich die Netz-
philosophie bei Bluetooth erheblich von der bei WLAN. Bluetooth wurde fu¨r so
genannte Ad-hoc-Piconetze konzipiert. Ad-hoc deshalb, weil der Nutzer mo¨glichst
wenig Know-how braucht, um ein Gera¨t in so ein Netz einzubinden. Die Netze sollen
6SIG Special Interest Group
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sich auch hier, wie in Abschnitt 2.2 beschrieben, mo¨glichst selbsta¨ndig und ohne
Eingriﬀ des Nutzers verbinden. Deshalb werden standardisierte Proﬁle verwendet.
Wollen zwei Gera¨te u¨ber eine Anwendung miteinander kommunizieren, mu¨ssen beide
das gleiche und vor allen Dingen das zur Anwendung geho¨rende Proﬁl verwenden. Die
Proﬁle werden sta¨ndig erweitert und den aktuellen Bedu¨rfnissen sowie dem Stand
der Technik angepasst. Soll z. B. ein IP-Netzwerk unter Nutzung von Bluetooth
realisiert werden, ko¨nnte das Proﬁl Personal Area Network (PAN) verwendet wer-
den. Hier wird das Bluetooth-speziﬁsche Bluetooth Network Encapsulation Protocol
(BNEP) eingesetzt. Dieses bildet dann die Basis fu¨r die Protokolle der IP-Suite. De-
taillierte Beschreibungen zu den Proﬁlen bzw. zum Protokollstack sind beispielsweise
in [Hoﬀ04], [Fo¨rs05] und [Blue07] zu ﬁnden.
In einem Piconetz wechseln beim Frequenzsprung alle beteiligten Gera¨te auf dieselbe
neue Frequenz. Allerdings ist die Anzahl der Gera¨te innerhalb eines Netzes begrenzt.
Es ko¨nnen zwar bis zu 256 Gera¨te zu einem Piconetz geho¨ren, jedoch maximal acht
Endgera¨te gleichzeitig miteinander kommunizieren. Ein Gera¨t muss dabei die Rolle
des so genannten Masters u¨bernehmen, alle anderen Gera¨te stellen die Slaves dar. Der
Master steuert die Kommunikation im Netz. Außerdem wird jegliche Kommunikation
u¨ber ihn gefu¨hrt. Die Slaves ko¨nnen also nicht direkt miteinander kommunizieren.
Solche Einschra¨nkungen wu¨rden jedoch die Nutzbarkeit des Netzes sehr eingrenzen.
Sollen deshalb mehr als acht Gera¨te miteinander kommunizieren, helfen so genannte
Scatternetze weiter. Wie in Abbildung 2.6 dargestellt, wird darunter die Kopplung
mehrerer Piconetze verstanden. Ein Gera¨t ist hierbei gleichzeitig Mitglied in beiden
zu verbindenden Netzen. Das Gera¨t kann in diesen Netzen jeweils die Rolle eines
Slaves u¨bernehmen bzw. in einem Netz ein Slave und in dem anderen Netz ein
Master sein, niemals aber in beiden Netzen als Master arbeiten.
Scatternetz
Piconetz 2Piconetz 1
Slave
Master
Slave
Slave
Slave (Piconetz 1)
Master (Piconetz 2)
Slave
Slave
Slave
Slave
Slave
Piconetz 3
Slave Master
Slave
Slave (Piconetz 2)
Slave (Piconetz 3)
Abbildung 2.6: Pico- und Scatternetz [SDHT07]
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Da sowohl WLAN als auch Bluetooth im 2,4-GHz-ISM-Band arbeiten, bleiben ge-
genseitige Sto¨rungen beim gleichzeitigen Betrieb beider Standards nicht aus. Davon
ist Bluetooth jedoch weniger betroﬀen als WLAN. Dies wurde beispielsweise durch
Messungen in [HiPa04] nachgewiesen. Bluetooth arbeitet mit schmalbandigen Kana¨-
len und einem Frequenzsprungverfahren. Hier ist der Einﬂuss von Sto¨rungen deshalb
geringer. WLAN nutzt dagegen einen fest gewa¨hlten Kanal, der zudem breitbandiger
ist. Somit werden hier zum Zeitpunkt der Sto¨rung wesentlich gro¨ßere Pakete bescha¨-
digt als bei Bluetooth. Diesen Umstand versucht Bluetooth in der Version 1.2 unter
Nutzung des AFH (Adaptive Frequency Hopping) zu beseitigen. Dieses Verfahren
u¨berpru¨ft, welche Frequenzen bzw. Kana¨le schon belegt sind und la¨sst diese beim
Sprung zu einer anderen Tra¨gerfrequenz außen vor. Dieser Mechanismus soll dafu¨r
sorgen, dass WLAN-Gera¨te durch Bluetooth weniger gesto¨rt werden.
Bei Funkverfahren, die den Medienzugriﬀ im Gegensatz zu Bluetooth nicht zentral
steuern, kann aber noch eine weitere Problematik auftreten. U¨ber den Medienzu-
griﬀ wird geregelt, wann welcher Teilnehmer einen Kanal benutzen darf. Bedingt
durch die oben beschriebene Reichweitencharakteristik von WLAN ko¨nnen hier die
herko¨mmlichen Zugriﬀsverfahren aus den drahtgebundenen Netzen nicht verwendet
werden, da das so genannte Hidden-Node- und das Exposed-Node-Problem zu be-
ru¨cksichtigen sind.
A CB
Abbildung 2.7: Hidden-Node-Problem [SDHT07]
Das Hidden-Node-Problem ist in Abbildung 2.7 dargestellt. Es beschreibt den Ein-
ﬂuss entfernter und fu¨r den aktuellen Sender verborgener Netzknoten auf die Kom-
munikation zwischen ihm und seinen Nachbarknoten. In Abbildung 2.7 mo¨chte Kno-
ten A an Knoten B Daten senden. Gleichzeitig sendet Knoten C auf dem gleichen
Kanal an Knoten B. Damit empfa¨ngt Knoten B nur gesto¨rte Datenpakete. Die Sen-
der (Knoten A und C) selber merken davon aber nichts und versuchen weiterhin auf
dem fu¨r sie scheinbar freien Kanal zu senden
A CB D
Abbildung 2.8: Exposed-Node-Problem [SDHT07]
Das Exposed-Node-Problem beschreibt den Einﬂuss exponierter Netzknoten, d. h.
den Fall eines scheinbar belegten aber tatsa¨chlich nutzbaren Kanals, was zu einer
ineﬃzienten Ausnutzung des Frequenzspektrums fu¨hrt und somit freie Kapazita¨ten
ungenutzt la¨sst. Abbildung 2.8 verdeutlicht dieses Pha¨nomen noch einmal. Knoten
B mo¨chte Daten zu Knoten A und Knoten C Daten zu Knoten D senden. Da Knoten
B auch die Daten von Knoten C empfa¨ngt, gilt der dort verwendete Kanal als belegt
und es wird von Knoten B ein anderer
”
freier“ Kanal gewa¨hlt. Normalerweise ha¨tte
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dort fu¨r eine Kommunikation mit Knoten A der gleiche Kanal verwendet werden
ko¨nnen, da dieser ungesto¨rt ist.
Um die oben beschriebenen Probleme zu vermeiden, nutzt beispielsweise WLAN
andere Zugriﬀsverfahren als das beim Ethernet eingesetzte Carrier Sense Multi-
ple Access with Collision Detection (CSMA/CD). Dort werden CSMA with Colli-
sion Avoidance (CSMA/CA), Request To Send/Clear To Send (RTS/CTS) und die
Point Coordination Function (PCF) eingesetzt. Auf detailliertere Informationen zu
den U¨bertragungs- und Zugriﬀsverfahren wird an dieser Stelle verzichtet, da dies
den Rahmen dieser Arbeit sprengen wu¨rde. Weitergehende Informationen liefert je-
doch beispielsweise [SDHT07]. Die Zusammenha¨nge bezu¨glich der Zugriﬀsverfahren
mu¨ssen gerade bei Ad-hoc-Netzen mit sehr vielen Netzknoten beru¨cksichtigt werden.
Dort haben sie einen wesentlichen Einﬂuss auf Aussagen zur Performance und zum
Verkehrsverhalten, da die Anzahl der zur Verfu¨gung stehenden Kana¨le begrenzt ist.
Neben den in diesem Abschnitt erwa¨hnten U¨bertragungsverfahren und Netzwerk-
techniken unterstu¨tzt nach [CoGi07] auch der im Standard IEEE 802.16 speziﬁzier-
te Worldwide Interoperability for Microwave Access (WiMAX) Ad-hoc-Netze. Es
werden Reichweiten von ca. 50 km und Bitraten von bis zu 70 MBit/s unterstu¨tzt.
Allerdings wurde diese Technik entwickelt, um den Nutzern einen alternativen Breit-
bandzugang zum Internet anbieten zu ko¨nnen. Dem ist auch der physische Aufbau
geschuldet. In [Renh05] wird beschrieben, dass in der Referenzkonﬁguration Basissta-
tionen enthalten sind. Dies widerspricht jedoch den in Abschnitt 2.1 beschriebenen
Anforderungen an ein Ad-hoc-Netz.
Zuku¨nftig werden auch so genannte Sensornetzwerke, die ebenfalls als Ad-hoc-Netz
realisiert sein ko¨nnen, eine große Rolle spielen. Da der Fokus bei diesen Netzen je-
doch nur auf der Erfassung und Weiterleitung von Sensordaten liegt, sind sie fu¨r die
U¨bertragung gro¨ßerer Datenmengen wenig geeignet. Anwendungen, wie sie in Ab-
schnitt 2.1 beschrieben wurden, sind damit nicht realisierbar. ZigBee (IEEE 802.15.4)
ist der bekannteste Vertreter fu¨r Sensornetze. Es unterstu¨tzt Bitraten von bis zu
250 KBit/s und Reichweiten von 75 m.
Im Gegensatz dazu erscheint Ultra Wide Band (UWB) als U¨bertragungstechnik im
Bereich Ad-hoc-Netze als vielversprechend. Nach [Wenz07b] soll zuku¨nftig mit dieser
Technik eine Bruttobitrate von bis zu 2 GBit/s erreicht werden, wobei die dabei mo¨g-
liche Funkreichweite aufgrund der geringen zula¨ssigen Sendeleistung auf 10 Meter
begrenzt sein wird. Bedingung fu¨r einen kommerziellen Erfolg von UWB ist jedoch
die Schaﬀung von gesetzlichen Grundlagen fu¨r einen breiten Einsatz. Gegenwa¨rtig
besteht diesbezu¨glich aber noch Nachholbedarf.
In Tabelle 2.3 sind die in diesem Abschnitt beschriebenen U¨bertragungstechniken
noch einmal gegenu¨bergestellt und deren Eigenschaften bewertet worden. Die Bewer-
tungen (+) fu¨r positiv, (o) neutral und (–) fu¨r negativ wurden im direkten Vergleich
zwischen den einzelnen Verfahren vergeben. Die Spalte
”
Verfu¨gbarkeit“ bezieht sich
auf die Unterstu¨tzung aktuell vorhandener Gera¨te. Im Gegensatz zu HIPERLAN 1/2
wird sich dies in den na¨chsten Monaten zwar auch fu¨r ZigBee, UWB und WiMAX
verbessern, trotzdem ist auch dann die von WLAN- und Bluetooth-Produkten vor-
handene Durchdringung noch lange nicht erreicht. Die Angaben unter
”
Reichweite“
beziehen sich auf die Werte fu¨r den Freiraum. Dort wurden die Techniken, deren
Standards Reichweiten gro¨ßer als 100 m speziﬁzieren mit (+), Reichweiten zwischen
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50 m und 100 m mit (o) und Reichweiten mit weniger als 50 m mit (–) bewertet.
Die Reichweiten stellen dabei gleichzeitig ein Maß fu¨r die Flexibilita¨t eines Netzes
dar. In der Spalte
”
Datenrate“ wurden die Bruttowerte gro¨ßer als 10MBit/s mit
(+), zwischen 1 und 10 MBit/s mit (o) und bei weniger als 1 MBit/s mit (–) be-
wertet. Schließlich beschreibt das
”
Kommunikationsschema“ mit (+), ob eine direk-
te Knoten-zu-Knoten-U¨bertragung mo¨glich ist. Eine Master-Slave-Kommunikation
wird mit (o) bewertet, weil dies zu einem Flaschenhals fu¨hrt. Dagegen erfu¨llt die
Kommunikation u¨ber feste Basisstationen u¨berhaupt nicht die Anforderungen an
die Mobilita¨t und erha¨lt deswegen ein (–). Die Auswertung der Tabelle 2.3 fu¨hrt
zu dem Ergebnis, dass WLAN den gestellten Anforderungen derzeit am besten ent-
spricht und in Bezug auf verschiedene Einsatzfa¨lle am ﬂexibelsten ist.
Verfahren Verfu¨gbarkeit Reichweite Datenrate Kommunikations-
schema
HIPERLAN 1 – + + +
HIPERLAN 2 – + + o
WLAN + + + +
Bluetooth + o o o
ZigBee o o – +
UWB – – + +
WiMAX o + + –
Tabelle 2.3: U¨bertragungstechniken fu¨r Ad-hoc-Netze im Vergleich
2.4 Kapitelzusammenfassung
Bei Ad-hoc-Netzen handelt es sich um drahtlose mobile Netzwerke mit einer dyna-
mischen Topologie. Durch ihre Flexibilita¨t ko¨nnen sie an Orten eingesetzt werden,
wo herko¨mmliche Infrastrukturnetze aus technischen oder o¨konomischen Gru¨nden
versagen. Das ero¨ﬀnet in vielen Bereichen des gesellschaftlichen Lebens neue Kom-
munikationsmo¨glichkeiten. Momentan sind die vielfa¨ltigen Einsatzmo¨glichkeiten von
Ad-hoc-Netzen nur schwer abzuscha¨tzen. Als sicher erscheint jedoch, dass diese Net-
ze die Kommunikationslandschaft in den na¨chsten Jahren entscheidend mitpra¨gen
werden. Neben den Vorzu¨gen gibt es auch eine Reihe von oﬀenen Fragen sowie einige
Nachteile, die die Aussage zulassen, dass sich herko¨mmliche drahtlose Infrastruktur-
netze und Ad-hoc-Netze nicht ausschließen, sondern erga¨nzen werden.
Im Rahmen der vorliegenden Arbeit ist der Aufbau eines Demonstrators vorgesehen.
Werden dazu die bisherigen Aussagen beru¨cksichtigt, la¨sst sich zu diesem Zeitpunkt
bereits ableiten, welches U¨bertragungsverfahren dort eingesetzt werden muss. Ak-
tuell ko¨nnen Ad-hoc-Netze durch bekannte Funkverfahren wie WLAN, Bluetooth
oder HIPERLAN 1/2 realisiert werden. Daru¨ber hinaus gibt es Entwicklungen wie
ZigBee, welches jedoch vorerst als Technologie fu¨r Sensornetze dient und den Anfor-
derungen eines Ad-hoc-Netzes im Sinne dieser Arbeit nicht genu¨gt. Ebenso verha¨lt
es sich mit WiMAX, das als Zugangstechnologie fu¨r Breitbandnetze entwickelt wur-
de. Auch auf UWB als Technik kann momentan nicht zuru¨ckgegriﬀen werden. Es
handelt sich hierbei zwar um eine vielversprechende Entwicklung, aber deren lizenz-
rechtlichen Rahmenbedingungen sind noch nicht vollsta¨ndig gekla¨rt. Daru¨ber hinaus
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sind nicht ausreichend Hardwarekomponenten am Markt verfu¨gbar, um ein Netzwerk
u¨berhaupt realisieren zu ko¨nnen. Des Weiteren entfallen HIPERLAN 1/2 als mo¨g-
liche Techniken fu¨r einen Demonstrator, da sich diese Standards nicht durchsetzen
konnten und auch hierfu¨r nur vereinzelt Hardware existiert.
Letztlich verbleiben fu¨r einen Einsatz noch Bluetooth und WLAN. Hierbei ist zu
beru¨cksichtigen, dass Bluetooth eine geringere Reichweite und niedrigere Bitraten
als WLAN unterstu¨tzt. Hinzu kommt, dass bei Bluetooth ein Flaschenhals durch
die zwingende Kommunikation u¨ber den Master entsteht, was sich nachteilig auf den
Verkehr auswirkt. Anhand der in diesem Kapitel festgestellten Eigenschaften wird
deutlich, dass WLAN durch die Mo¨glichkeit der direkten Kommunikation zweier
Knoten, der problemlosen Netzerweiterung und der Unterstu¨tzung hoher Bitraten
besonders fu¨r die Realisierung von Ad-hoc-Netzen geeignet ist. Dem Aufbau eines
Demonstrators kommt weiterhin entgegen, dass sich WLAN in seinen verschiedenen
Standardisierungen etabliert hat und vielfa¨ltige Hard- und Software unterstu¨tzend
zur Verfu¨gung stehen.
Dieses Kapitel verdeutlicht, dass die Kommunikationsabla¨ufe in Ad-hoc-Netzen sehr
komplex sind, wobei hier lediglich auf die Eigenschaften der U¨bertragungstechni-
ken Bezug genommen wurde. Diese Techniken umfassen zwar keine Funktionen der
Vermittlungsschicht und damit keine Routingfunktionen, schaﬀen aber die dafu¨r
notwendigen Voraussetzungen. Ebenso wie auf der Sicherungsschicht die Zugriﬀs-
verfahren an die speziellen Eigenschaften der Ad-hoc-Netze angepasst sind, mu¨ssen
auf der Vermittlungsschicht entsprechend angepasste Verfahren zur Wegeﬁndung
bzw. zum Routing eingesetzt werden. Die Wegewahl ist prima¨r fu¨r die Funktion
eines jeden Netzes verantwortlich, wobei gerade die speziellen Eigenschaften eines
Ad-hoc-Netzes besonderer Mechanismen bedu¨rfen. Im folgenden Kapitel soll deshalb
speziell auf das Problem des Routings eingegangen werden.
3. Routing in Ad-hoc-Netzen
In Kapitel 2 wurden, basierend auf der dort eingefu¨hrten Deﬁnition 2.1, bereits Ad-
hoc-Netze speziﬁziert und deren Funktionsweise erla¨utert. Dabei sind auch die ver-
schiedenen U¨bertragungsverfahren beleuchtet worden. Diese Verfahren beschreiben
den Datenaustausch zwischen benachbarten Netzknoten. Um aber Daten zwischen
zwei Knoten austauschen zu ko¨nnen, die nur u¨ber weitere Zwischenknoten erreich-
bar sind, muss zuna¨chst ein verfu¨gbarer U¨bertragungsweg gefunden werden. Diese
Funktion wird durch die U¨bertragungsverfahren jedoch nicht erbracht. Dafu¨r sind
Routingverfahren notwendig, die den hohen Anspru¨chen der Ad-hoc-Netze genu¨gen.
Diese sollen im Folgenden untersucht werden. Der Abschnitt 3.1 fu¨hrt dazu in die
Thematik des Routings fu¨r Ad-hoc-Netze ein. In Abschnitt 3.2 wird auf allgemei-
ne Probleme eingegangen, die sich aus der Komplexita¨t der Ad-hoc-Netze ergeben.
Abschnitt 3.3 beschreibt dann die Anforderungen, die die Routingverfahren erfu¨llen
mu¨ssen. Schließlich wird in Abschnitt 3.4 ein U¨berblick u¨ber die wichtigsten aktuel-
len Routingprotokolle gegeben, wa¨hrend Abschnitt 3.5 auf einige spezielle Protokolle
eingeht und somit die Vielfalt der Realisierungmo¨glichkeiten widerspiegelt. Das vor-
liegende Kapitel stellt insgesamt die Voraussetzung dafu¨r dar, um ein geeignetes
Routingverfahren fu¨r das kontextsensitive Routing modellieren zu ko¨nnen.
3.1 Einfu¨hrung
Das Ziel des Routings besteht darin, einen geeigneten Weg fu¨r die zu einer Kommu-
nikation zwischen Sender und Empfa¨nger geho¨renden Datenu¨bertragung zu ﬁnden.
Mit Hilfe entsprechender Routingprotokolle werden die Wege zu den interessierenden
Zielknoten ermittelt und diese Informationen ggf. im Netz verbreitet. Die Routing-
protokolle ko¨nnen verschiedene Kriterien verwenden, um bei einer Wahl zwischen
mehreren Mo¨glichkeiten die beste Route zu ﬁnden. Neben diesen Protokollen gibt
es auch solche, die die eigentlichen Nutzdaten der Teilnehmer durch das Netz wei-
terleiten bzw. vermitteln. Fa¨lschlicherweise werden solche Protokolle ha¨uﬁg auch als
Routingprotokolle bezeichnet. Bekanntester Vertreter ist hier das IP. Dieses Proto-
koll der Vermittlungsschicht nutzt die durch das Routingprotokoll ermittelten Infor-
mationen, um eine Wegewahl in den Netzknoten bzw. Routern treﬀen zu ko¨nnen.
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IP funktioniert diesbezu¨glich in Ad-hoc-Netzen genauso wie in paketvermittelten In-
frastrukturnetzen. Wie bereits erwa¨hnt, ist dies fu¨r die Routingprotokolle nicht der
Fall. Eine weitere Besonderheit besteht darin, dass Routingprotokolle u¨blicherwei-
se nicht in der Vermittlungs- bzw. Internetschicht angesiedelt sind, sondern Trans-
portprotokolle nutzen und deshalb auf diese aufsetzen. In Abbildung 3.1 ist dies
beispielhaft fu¨r das Border Gateway Protocol (BGP) dargestellt. Bezogen auf das
TCP/IP-Referenzmodell ist BGP in der Anwendungsschicht angeordnet und setzt
auf TCP auf.
Anwendung
Transport
Internet
Netzzugang
BGP
TCP
IP
(z. B.) Ethernet
TCP/IP-
Referenzmodell
BGP-
Protokollstack
Abbildung 3.1: Einordnung des BGP in das TCP/IP-Referenzmodell
Mit den ersten Ansa¨tzen fu¨r Ad-hoc-Netze trat sofort das Problem der Routensuche
in den Vordergrund der Forschung. Dieses Thema ist auch bis heute ein Schwer-
punkt vielfa¨ltiger Untersuchungen geblieben. Mittlerweile gibt es eine ganze Reihe
verschiedener Lo¨sungen dafu¨r, wie eine passende Route fu¨r die Kommunikation zwi-
schen zwei Netzknoten gefunden werden kann. Die Wichtigsten sollen im Folgenden
vorgestellt werden. Daneben wird gezeigt, wo die Schwierigkeiten einer erfolgreichen
Vermittlung liegen.
Eine Analyse der IP- oder Vermittlungsschicht in einem Ad-hoc-Netz fu¨hrt zu dem
Ergebnis, dass dort die gleichen Adressen genutzt werden, wie sie aus dem paket-
vermittelten Infrastrukturnetz bekannt sind. Da die eingesetzten Netztechniken aus
Kapitel 2 den Netzzugang darstellen und Funktionalita¨ten der Schichten 1 und 2
des ISO/OSI-Referenzmodells realisieren, ko¨nnen dort die herko¨mmlichen Protokol-
le IPv4 und IPv6 aufgesetzt werden. Das kommt auch dem Wunsch der Entwickler
entgegen, Ad-hoc-Netze in herko¨mmliche Netze einbinden zu ko¨nnen bzw. diese zu
erga¨nzen. Die Datenu¨bertragung mit diesen Protokollen funktioniert aber nur, wenn
alle Knoten die Topologie des Netzes kennen und diese auf ihre Routingtabelle abbil-
den ko¨nnen. Bei Ad-hoc-Netzen mit ihrer dynamischen Topologie stellt das jedoch
ein komplexes Problem dar. Deshalb ko¨nnen fu¨r das Erstellen der Routingtabel-
len nicht die bis dato aus den Infrastrukturnetzen bekannten Protokolle verwendet
werden.
Bei Ad-hoc-Netzen handelt es sich um paketvermittelte Netze. Ihre Topologie er-
mo¨glicht im einfachsten Fall eine direkte Kommunikation zwischen zwei Endgera¨-
ten. Aufgrund der verwendeten Funkstandards (z. B. WLAN) besitzen die an einem
Ad-hoc-Netz beteiligten Knoten jedoch eine begrenzte Reichweite, sodass nicht in je-
dem Fall eine direkte Kommunikation unterstu¨tzt werden kann. Deshalb sollte jedes
am Netz beteiligte Gera¨t in der Lage sein, Anfragen und Daten anderer Teilneh-
mer weiterzuleiten. Jeder Knoten muss also in der Lage sein, nicht nur als Endgera¨t
sondern auch als Relay-Station bzw. Router arbeiten zu ko¨nnen. Damit sind dann
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auch Multihop-U¨bertragungen mo¨glich, die eine paketvermittelte Kommunikation
u¨ber gro¨ßere Entfernungen unterstu¨tzen. Die dazu in der Vermittlungsschicht an-
gebotenen Funktionen zur Wegewahl sind aus Sicht des TCP/IP-Referenzmodells
unabha¨ngig vom Netzzugang bzw. vom U¨bertragungsverfahren. Ist das Zielsystem
innerhalb eines Ad-hoc-Netzes gefunden und eine Datenu¨bertragung mo¨glich, ver-
halten sich die miteinander kommunizierenden Endgera¨te wie bei herko¨mmlichen
Netzwerken.
3.2 Allgemeine Probleme
Wie in Abschnitt 2.2 bereits beschrieben, ist die Topologie von Ad-hoc-Netzen dy-
namisch. Das hat direkte Auswirkungen auf die Wegewahl, weil damit auch die
mo¨glichen Routen dynamisch sind. Die Routeninformationen werden innerhalb der
einzelnen Knoten in den Routingtabellen abgelegt. Das heißt, dass diese Informatio-
nen je nach Mobilita¨t der Teilnehmer veralten und dann nicht mehr die tatsa¨chliche
Struktur des Netzes repra¨sentieren. Deshalb muss die Wegewahl in einem solchen
Netz mit Hilfe spezieller an Ad-hoc-Netze angepasster Routingverfahren erfolgen.
Trotzdem arbeiten erste fu¨r solche Netze entwickelte Protokolle mit konventionellen
jedoch leicht modiﬁzierten Algorithmen. Abschnitt 3.5 wird erga¨nzend dazu auch
einige neue Ansa¨tze vorstellen.
Ein Aspekt, der fu¨r das Routing eine wesentliche Herausforderung darstellt, ist der
Handover. Als Handover wird die Prozedur bezeichnet, bei der wa¨hrend einer Kom-
munikation zwischen zwei Endgera¨ten ein Umschalten von einer aktuell genutzten
Route zu einer alternativen Route stattﬁndet. Dies wird beispielsweise dann notwen-
dig, wenn die aktuelle Route nicht mehr aufrechterhalten werden kann, weil sich zwei
an der Kommunikation beteiligte Netzknoten außer Reichweite voneinander bewegt
haben. Im Idealfall merkt der Teilnehmer wa¨hrend seiner Kommunikation nichts
davon. Da das Netz dynamisch ist und im schlimmsten Fall alle beteiligten Knoten
mobil sein ko¨nnen, kommt es praktisch sta¨ndig zu solchen
”
Verbindungsu¨berga¨ngen“,
was sehr hohe Anspru¨che an das jeweilige Routingverfahren stellt, um einen naht-
losen Handover zu erreichen. Praktisch kann das gegenwa¨rtig nur durch redundante
Routen gewa¨hrleistet werden. Es sei an dieser Stelle noch erwa¨hnt, dass neben dem
Begriﬀ Handover ha¨uﬁg auch der Begriﬀ Handoﬀ in der gleichen Bedeutung verwen-
det wird.
Allgemein wird zwischen vertikalem und horizontalem Handover unterschieden. Ein
horizontaler Handover bezeichnet alle Handovervorga¨nge, die innerhalb eines Netzes
erfolgen, das durch eine einzige Netzwerktechnik realisiert ist. Zum einen ko¨nnen
hier die kommunizierenden Endgera¨te durch ihre Mobilita¨t sta¨ndig Handover initi-
ieren. Zum anderen kommt erschwerend hinzu, dass die bei dieser Kommunikation
als Router dienenden Knoten ebenfalls mobil sind. Dementsprechend treten auch
Handover zwischen den Routern auf. Einen durch einen routenden Knoten verur-
sachten Handover zeigt Abbildung 3.2, wobei dort die Route zwischen Quelle und
Ziel zum Zeitpunkt t0 und zu einem spa¨teren Zeitpunkt t1 dargestellt ist. Bei t1 hat
sich der betrachtete Netzknoten außer Funkreichweite der Quelle bewegt und kann
nicht mehr als weiterleitender Knoten verwendet werden. Deshalb wurde ein Hand-
over auf die untere Route notwendig. Bei den drahtlosen Infrastrukturnetzen war ein
Handover lediglich auf die Beziehung Endgera¨t–Basistation begrenzt. Somit spielten
22 3. Routing in Ad-hoc-Netzen
dort Verzo¨gerungszeiten bzw. Umschaltzeiten nur beim Wechsel der Basisstation ei-
ne Rolle. In Ad-hoc-Netzen ko¨nnen zu jedem Zeitpunkt und zwischen allen Gera¨ten
Handover auftreten. Die Komplexita¨t dieser Vorga¨nge steigt dementsprechend mit
der Anzahl der zu einem Netzwerk geho¨renden Gera¨te.
Quelle
Ziel
Bewegungsrichtung
des Netzknotens
neuer
Übertragungsweg (t1)
alter
Übertragungsweg (t0)
Abbildung 3.2: Beispiel eines horizontalen Handovers [SDHT07]
Ein vertikaler Handover bezieht sich auf den Wechsel zwischen verschiedenen Netz-
techniken (z. B. Bluetooth, WLAN, GPRS, UMTS). Das ist beispielsweise der Fall,
wenn sich ein Teilnehmer aus dem Bereich eines Bluetooth-Netzes herausbewegt,
aber auf eine WLAN-Umgebung zuru¨ckgreifen kann und automatisch dort einge-
bucht wird. Bei einem solchen Handover ist dann nicht ausgeschlossen, dass selbst
ein Wechsel des Backbone-Netzes no¨tig wird, da sich die Kommunikation, wie in
Abbildung 3.3 dargestellt, zwischen zwei Teilnehmern u¨ber mehrere Netztechniken
erstrecken kann.
Abbildung 3.3: Vertikaler Handover mit Wechsel des Backbone-Netzes [SDHT07]
Wie in [Nowa06] nachgewiesen wurde, haben Handover einen starken Einﬂuss auf
Multimedia- und Echtzeitanwendungen. Natu¨rlich muss hierbei beru¨cksichtigt wer-
den, dass die Messungen nur mit einem Routingprotokoll – dem Optimized Link
State Routing (OLSR) – durchgefu¨hrt wurden. Es ko¨nnen damit aber auch durch-
aus allgemeine Aussagen bezu¨glich des Einﬂusses von Handovern mit Hilfe tabellen-
basierter Routingverfahren auf die Echtzeitfa¨higkeit eines Ad-hoc-Netzes getroﬀen
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werden. Fu¨r die Messungen diente als Netzwerkzugang WLAN nach IEEE 802.11b.
Ein Ergebnis der Arbeit war, dass mit einem solchen Routingprotokoll derzeit keine
oder nur in geringem Maße Multimedia- und Echtzeitanwendungen unterstu¨tzt wer-
den. Das liegt vor allem am Alterungsprozess der Routingtabellen und der deshalb
notwendigen Aktualisierungen. Die Echtzeitfa¨higkeit kann durch Netzwerktechni-
ken mit ho¨herer Bitrate zwar verbessert werden, anderseits wu¨rde sich das Verhal-
ten beispielsweise durch eine zunehmende Mobilita¨t der Knoten verschlechtern. Die
Messungen wurden nur fu¨r den horizontalen Handover durchgefu¨hrt. Jedoch las-
sen sich damit auch Schlussfolgerungen fu¨r einen vertikalen Handover ziehen. Da
dort zusa¨tzlich auch Verzo¨gerungseﬀekte durch den Wechsel der Netzwerktechnik
und den Zugang zum alternativen Netz hinzukommen, kann das Verhalten bezu¨g-
lich Multimedia- und Echtzeitanwendungen nur noch schlechter werden. Deshalb
sollten gerade beim vertikalen Handover Techniken verwendet werden, die die Ver-
zo¨gerungszeit im Bereich des Netzzuganges minimieren. Erreicht werden kann das
beispielsweise, indem mehrere alternative Netzzuga¨nge parallel oﬀen gehalten wer-
den oder der Zeitpunkt zu einem alternativen Netz so fru¨hzeitig gewa¨hlt wird, dass
die Routensuche schon vor dem anstehenden Handover beendet werden kann. Die
hier angedeutete Komplexita¨t der Handovervorga¨nge zeigt deutlich den großen For-
schungsbedarf im Bereich des Handovers bei Ad-hoc-Netzen.
Problematisch ist neben dem eigentlichen Handover die Gewa¨hrleistung der Interope-
rabilita¨t zwischen den verschiedenen Netzen und (Routing-)Protokollen. Zu beru¨ck-
sichtigen sind unter anderem unterschiedliche Adressierungsverfahren und Bitraten
sowie die mehr oder weniger gute Unterstu¨tzung von QoS-Parametern. Wa¨hrend
bei Ad-hoc-Netzen paketorientierte Vermittlungsverfahren verwendet werden, sind
es beispielsweise bei den klassischen Telefonnetzen leitungsorientierte Vermittlungs-
verfahren. Selbst die Zusammenarbeit mit den aus dem Internet bekannten Proto-
kollen ist auf Grund der dynamischen Netzstruktur nicht unproblematisch. Auch
diese Themen werden gegenwa¨rtig noch untersucht.
Zu den in diesem Abschnitt beschriebenen Herausforderungen kommen auch noch
die in Kapitel 2 dargestellten Eigenschaften der beiden unteren Protokollschichten
hinzu. Dort auftretende U¨bertragungssto¨rungen wirken sich direkt auf die Vermitt-
lungsschicht aus. Fa¨llt z. B. ein routender Knoten wegen eines leeren Akkus aus,
muss fu¨r alle daru¨ber ausgefu¨hrten Datenu¨bertragungen eine neue Route zwischen
Quelle und Ziel gefunden werden. Welche Anforderungen sich aus den dargestellten
Problemen ergeben, zeigt der folgende Abschnitt.
3.3 Anforderungen an Routingverfahren
Werden die in den Abschnitten 3.1 und 3.2 diskutierten Eigenschaften von Ad-hoc-
Netzen beru¨cksichtigt, muss fu¨r eine korrekte Funktion der dort eingesetzten Rou-
tingprotokolle und -algorithmen eine Vielzahl von Anforderungen erfu¨llt sein. Hierbei
kann zwischen unbedingten Anforderungen, die der Funktionsfa¨higkeit dienen, und
optionalen Anforderungen, die die Routingfunktionalita¨t optimieren, unterschieden
werden. Diese Diﬀerenzierung spiegelt auch Tabelle 3.1 wider.
Zur ersten Kategorie geho¨rt beispielsweise die Schleifenfreiheit. Der Routingalgo-
rithmus muss also so beschaﬀen sein, dass eine Route durch das Netz in jedem
Fall endlich ist. Gleichzeitig muss eine stabile Kommunikation gewa¨hrleistet wer-
den, d. h., dass die Verbindung fu¨r die Zeit der Kommunikation aufrecht erhalten
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wird. Wichtig ist auch, dass die Teilnehmer eindeutig adressiert werden ko¨nnen. Und
schließlich tra¨gt auch ein Mindestmaß an Sicherheit (z. B. Schutz vor Manipulation
der Routinginformationen) zu einer einwandfreien Funktionsweise bei. Ohne das Er-
fu¨llen der beschriebenen Anforderungen wa¨re eine Wegeﬁndung in einem Netzwerk
praktisch unmo¨glich.
In die Kategorie der Optimierung von Funktionalita¨ten ordnen sich z. B. Mechanis-
men zur Lastverteilung ein. Weitere Beispiele hierfu¨r wa¨ren Routingprotokolle, die
auch erweiterte Sicherheitsaspekte wie Vertraulichkeit o. a¨. beru¨cksichtigen, oder
Verfahren, die Ru¨cksicht auf den Energieverbrauch nehmen, da in der Regel gerade
bei Ad-hoc-Netzen jeder Knoten seine eigene unabha¨ngige Energiequelle mitbringt.
Auch die Unterstu¨tzung von QoS-Parametern1 stellt eine Optimierung der Netz-
funktionen dar. Wie bereits diskutiert, ist fu¨r Ad-hoc-Netze die Fa¨higkeit Handover
zu unterstu¨tzen ebenfalls von großer Bedeutung. Des Weiteren muss in vielen Fa¨l-
len eine Kommunikation zwischen heterogenen Netzen unterstu¨tzt werden, d. h. die
Interoperabilita¨t zwischen den Netzen ist zu optimieren. In die hier diskutierte Ka-
tegorie passen auch jegliche Mechanismen, die allgemein eine ho¨here Stabilita¨t der
Kommunikation gewa¨hrleisten. Letztlich sind ggf. auch Eigenschaften wie Multicast-
fa¨higkeit, geringer Overhead o. a¨. zu beru¨cksichtigen. Weitere Beispiele sind Tabel-
le 3.1 zu entnehmen, wobei die dortige Einteilung keine Auskunft daru¨ber gibt, mit
welcher Qualita¨t die einzelnen Anforderungen tatsa¨chlich umgesetzt werden ko¨nnen.
Unbedingte Anforderungen Optionale Anforderungen
• Schleifenfreiheit • Lastverteilung
• hohe Stabilita¨t der Kommunikation • Vertraulichkeit
• eindeutige Adressierung • niedriger Energieverbrauch
• Sicherheit • geringer Overhead
• dienstgu¨tebehafteter Handover
• Dienstlokalisierung
• Unterstu¨tzung mobiler Dienste
• Unterstu¨tzung von Multicast
• Kompatibilita¨t zu anderen Netzen
• Minimierung der Hopanzahl
• QoS-Parameter
Tabelle 3.1: Anforderungen an Routingprotokolle [SDHT07]
Wird die Liste der Anforderungen analysiert, bildet sich mo¨glicherweise der Wunsch
heraus, ein Routingprotokoll zu entwickeln, das die meisten oder sogar alle Anfor-
derungen erfu¨llt. Dieser Wunsch scheitert jedoch an einem Widerspruch. Je mehr
Funktionen ein Protokoll unterstu¨tzt bzw. je mehr Anforderungen erfu¨llt werden,
desto mehr Informationen mu¨ssen durch das Netzwerk transportiert werden. Der
Overhead steigt also mit der Menge der Funktionen an. Das wiederum schra¨nkt
die eigentlich fu¨r Daten zur Verfu¨gung stehende Bitrate ein. Des Weiteren ko¨nnen
sich verschiedene Anforderungen auch gegenseitig ausschließen. So kann beispiels-
weise die Wahl einer Route mit mo¨glichst wenigen Hops zu sto¨ranfa¨lligen und damit
1Als QoS ist an dieser Stelle nicht das grundsa¨tzliche Aufrechterhalten einer Kommunikati-
on beispielsweise durch alternative Routen gemeint, sondern die Garantie von Bitrate, Laufzeit,
minimaler Bitfehlerrate usw.
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zu unzuverla¨ssigen U¨bertragungen fu¨hren, da sich durch die gro¨ßeren Funkstrecken
das Signal-Rausch-Verha¨ltnis verschlechtert. Als Erkenntnis aus diesen Aussagen
la¨sst sich schlussfolgern, dass bei der Entwicklung von Routingprotokollen immer
ein Kompromiss zwischen Protokollfunktionalita¨t, Anforderungen und Gro¨ße der
Overheaddaten gefunden werden muss. Es ist somit a¨ußerst unwahrscheinlich, dass
es zuku¨nftig ein Protokoll oder ein allgemeingu¨ltiges Routingverfahren geben wird,
das alle Anforderungen erfu¨llen kann. Es wird auf der einen Seite immer Routing-
protokolle geben, die nur wenige Anforderungen erfu¨llen, dafu¨r aber ein breites Ein-
satzgebiet unterstu¨tzen. Auf der anderen Seite werden parallel dazu auf verschiedene
Netze und Anwendungsfa¨lle hin optimierte Routingprotokolle existieren, was deren
gegenwa¨rtige Anzahl auch beweist.
Die in diesem Abschnitt aufgeza¨hlten Anforderungen stellen eine repra¨sentative
U¨bersicht dar, die die wichtigsten technischen Fa¨higkeiten von Routingverfahren
betreﬀen. Daru¨ber hinaus ist die Speziﬁkation zusa¨tzlicher Anforderungen mo¨glich.
So ko¨nnen beispielsweise auch wirtschaftliche Aspekte (z. B. Kosten einer Route)
eine Rolle spielen. Auf eine vollsta¨ndige Aufza¨hlung muss jedoch verzichtet werden,
weil sich durch die stetige Entwicklung neuer Einsatzzwecke im Bereich der Routing-
protokolle auch neue Anforderungen ergeben. Beispielsweise ko¨nnen Fa¨higkeiten, wie
das Lokalisieren von Diensten bzw. die Unterstu¨tzung mobiler Dienste, die bisher
kaum eine Rolle gespielt haben, an Bedeutung gewinnen und fu¨r bestimmte Anwen-
dungsfa¨lle unerla¨sslich sein.
3.4 U¨bersicht u¨ber aktuelle Routingverfahren
Um ein Paket in einem Netz weiterleiten zu ko¨nnen, muss der betreﬀende Knoten
Informationen daru¨ber besitzen, wie das gewu¨nschte Ziel erreicht werden kann. Die
Router nutzen hierfu¨r drei Arten von Informationen. Es werden nach [ChMi01] In-
formationen unterschieden, die den lokalen Status (local state), den globalen Status
(global state) oder den aggregierten (zusammengefassten) globalen Status (aggrega-
ted global state) beschreiben. Der local state umfasst Informationen u¨ber das eigene
Gera¨t und seinen unmittelbaren Nachbarn. Dazu geho¨ren beispielsweise die ver-
fu¨gbare CPU-Kapazita¨t, Verzo¨gerungen durch Warteschlangen, Aussagen u¨ber die
Bandbreite sowie u¨ber die Metrik abgehender Links. Diese Informationen sind im-
mer verfu¨gbar. Der global state dagegen umfasst Informationen u¨ber das gesamte
Netz. Hierzu geho¨ren z. B. der Verbindungsstatus und verschiedene Informationen
aus dem local state der im Netz beheimateten Gera¨te. Um diese Informationen auf
dem aktuellen Stand zu halten, sind in bestimmten Absta¨nden Updates no¨tig. Der
Abstand zwischen zwei Updates muss an die Dynamik des Netzes angepasst sein,
um den Fehler zwischen gespeicherter Information u¨ber den Status des Netzes und
dem tatsa¨chlichem Zustand mo¨glichst gering zu halten. Jedes Update wirkt sich je-
doch negativ auf die Verkehrslast aus. Hier ist ein Kompromiss zwischen mo¨glichst
hoher Genauigkeit der Informationen und geringer Erho¨hung der Verkehrslast zu su-
chen. Der aggregierte globale Status spielt bei hierarchischen Netzen eine Rolle. Ist
ein Netz in so genannte Cluster aufgeteilt, werden hier die globalen Informationen
u¨ber den Cluster gesammelt. Welche Informationsarten und welche Informationen
beno¨tigt werden, ha¨ngt vom verwendeten Routingprotokoll ab.
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Erste Routingverfahren und -protokolle, die fu¨r Ad-hoc-Netze entwickelt wurden,
sind stark an die Protokolle der paketvermittelten Infrastrukturnetze angelehnt. Das
zeigt auch die Gegenu¨berstellung in Abbildung 3.4. Hier werden die Routingproto-
kolle in zwei Gruppen basierend auf der Methode des Managements ihrer Routing-
informationen gegliedert. [Toh02] teilt die Protokolle dazu in Table Driven, Source-
initiated On-Demand Driven und Hybrid ein.
2
3
4 5 6 7
8
9 11
10
Abbildung 3.4: Klassische Ad-hoc-Netz-Routingprotokolle [Toh02]
Tabellengesteuerte (Table Driven) Routingverfahren basieren auf dem Distance
Vector- bzw. Link State-Routingalgorithmus. Es handelt sich hierbei um proaktive
Verfahren, bei denen die Routinginformationen vor der eigentlichen Benutzung einer
Route gesammelt und bei Bedarf sofort darauf zugegriﬀen werden kann. Abgelegt
werden diese Informationen in den Routingtabellen der jeweiligen Knoten. Hierbei
muss jedoch das so genannte Table Aging beru¨cksichtigt werden. Die Routingin-
formationen werden aufgrund des dynamischen Charakters des Ad-hoc-Netzes mit
zunehmendem Alter ungenauer. Deshalb mu¨ssen, wie bereits bei den Statusinforma-
tionen beschrieben, die Routingtabellen in bestimmten Zeitabsta¨nden aktualisiert
werden. Der Zusammenhang zwischen Genauigkeit der Routinginformationen und
Ho¨he der Verkehrslast fu¨hrt zu zwei Erkenntnissen. Erstens muss bei der Verwen-
dung von Table Driven-Verfahren ein geeignetes Optimum zwischen dem zeitlichen
Abstand zweier Updates und der durch die Updates verursachten aber noch zu ak-
zeptierenden Verkehrslast gefunden werden. Und zweitens sind solche Algorithmen
fu¨r hochgradig mobile Teilnehmer u¨berhaupt nicht geeignet. Hier muss nach anderen
Lo¨sungen gesucht werden.
Bei den bedarfsgesteuerten (Source-initiated On-Demand Driven) Routingverfahren
handelt es sich um reaktive Mechanismen, bei denen die Route zum Ziel erst dann
ermittelt wird, wenn sie der Sender wirklich beno¨tigt. Diese Informationen werden
2DSDV Destination-Sequenced Distance-Vector
3CGSR Cluster-Head Gateway Switch Routing
4WRP Wireless Routing Protocol
5AODV Ad hoc On-Demand Distance Vector
6DSR Dynamic Source Routing
7LMR Lightweight Mobile Routing
8TORA Temporally-Ordered Routing Algorithm
9ABR Associativity-Based Routing
10SSR Signal Stability Routing
11ZRP Zone Routing Protocol
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ebenfalls in entsprechenden Routingtabellen abgelegt und mu¨ssen, solange sie gu¨ltig
sind, in bestimmten Zeitabsta¨nden aktualisiert werden. Ein wesentlicher Nachteil
dieser Verfahren besteht in der
”
verlorenen“ Zeit, die von der Suche einer geeigneten
Route bis zum ersten Datenaustausch vergeht. Der Vorteil besteht in der Aktualita¨t
der nutzbaren Routinginformationen. Im schlechtesten Fall wird das Netz bei diesem
Verfahren mit einer Wegesuchanfrage geﬂutet, wodurch alle Gera¨te im Netz ein
Request erhalten und ein großer Anstieg der Verkehrslast zu verzeichnen ist. Danach
gelten fu¨r die Aktualisierung der Routeninformationen im Wesentlichen die gleichen
Bemerkungen wie oben.
Es gibt auch Ansa¨tze, die die beiden eben beschriebenen Verfahren kombinieren.
Ein Beispiel hierfu¨r wa¨re das Zone Routing Protocol (ZRP [HaPS02]). Bei diesem
Protokoll hat jeder Knoten Kenntnisse u¨ber die Netzwerktopologie in seiner unmit-
telbaren lokalen Region – seiner speziﬁschen Routing Zone. Die dazu notwendigen
Routinginformationen werden proaktiv ermittelt. Eine Routensuche zu einem Kno-
ten außerhalb der Zone basiert dagegen auf dem reaktiven Ansatz und erfolgt somit
erst bei Bedarf.
Ein Problem fu¨r sa¨mtliche Verfahren besteht darin, ihre zum Routing notwendigen
Informationen sta¨ndig zu aktualisieren. Bei Ad-hoc-Netzen nimmt die Komplexita¨t
mit gro¨ßer werdenden Netzwerken stark zu. Das bedeutet auch, dass eine mit der
Anzahl der Netzknoten wachsende Bitrate beno¨tigt wird, um Update-Informationen
auszutauschen. Das ZRP begrenzt z. B. den Aufwand fu¨r das Management von Rou-
tinginformationen, indem Informationen nur u¨ber solche Knoten gesammelt werden,
die in der eigenen Zone liegen. Damit mu¨ssen nur die Routen innerhalb dieser Zone
aktualisiert werden. Informationen zu außerhalb liegende Knoten werden erst bei
einem konkreten Kommunikationswunsch ermittelt und sind nur fu¨r die Dauer der
Kommunikation valid.
Ein weiterer bekannter Ansatz ist, das Netz wie beim Cluster Based Routing Protocol
(CBRP [JiLi99]) in Cluster einzuteilen. Hier geho¨rt jeder Knoten zu einer bestimm-
ten Gruppe (dem Cluster). Die Knoten innerhalb eines Clusters ko¨nnen sich alle
untereinander erreichen. Einer der Knoten (der Cluster Head) kennt alle Mitglieder
des Clusters und besitzt auch Informationen u¨ber die Routen zu anderen Clustern.
Jeder Knoten besitzt Informationen daru¨ber, welche Nachbarn sich im Umkreis von
zwei Hops beﬁnden, unabha¨ngig davon, zu welchem Cluster sie geho¨ren. Damit ist
zwar das Wissen der einzelnen Knoten aber auch der no¨tige Informationsaustausch
fu¨r Routing-Updates begrenzt. Das spart Bitrate und der Verwaltungsaufwand ver-
ringert sich.
Die Zahl der Routingprotokolle wa¨chst sta¨ndig weiter. Eine umfangreiche Liste lie-
fert hier die Enzyklopa¨die Wikipedia [AdhR07]. Tabelle 3.2 spiegelt dagegen einen
repra¨sentativen U¨berblick u¨ber die aktuell wichtigsten Routingprotokolle und deren
Funktions- bzw. Arbeitsweise wider. Als Basis dieser Tabelle diente [Born01]. Die
dort verglichenen Routingverfahren wurden von [Kram05] u¨bernommen, aktualisiert
und erweitert. Trotzdem waren die Aussagen bezu¨glich der angegebenen Eigenschaf-
ten noch sehr lu¨ckenhaft. Die Tabelle 3.2 wurde nun im Rahmen dieser Arbeit er-
ga¨nzt und vervollsta¨ndigt. Sie spiegelt den aktuellen Stand wider. Außerdem ist sie
um das Spine-Routing erweitert worden. Die Bedeutung der einzelnen Abku¨rzungen
sind aufgelistet. Die wichtigsten Quellen, die die Aussagen in der Tabelle belegen,
sind ebenfalls angegeben. Die Tabelle selbst beschreibt die Art der Routenbestim-
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mung und triﬀt Aussagen daru¨ber, ob das jeweilige Protokoll QoS unterstu¨tzt, wie
die Verwaltung der Routinginformationen erfolgt und ob Multicastkommunikation
mo¨glich ist. Da alle aufgelisteten Protokolle u¨ber la¨ngere Beobachtungszeitra¨ume
schleifenfrei sind, wurde auf eine explizite Angabe verzichtet. Einzelne in der Ta-
belle aufgelisteten Eigenschaften konnten nicht immer zweifelsfrei besta¨tigt werden,
weil dazu aktuell keine aussagekra¨ftigen Informationen existieren bzw. vero¨ﬀentlicht
sind. Die Abku¨rzung k. A. (
”
keine Angabe“) kennzeichnet dies.
Routing- Routen- QoS ﬂach/ Multi- Nachweise / Quellen
verfahren bestimmung hierarchisch cast
ABR reaktiv ja ﬂach nein [Toh99]
AODV reaktiv ja20 ﬂach ja20 [BRPD03], [PeBR01],
[RoPe99]
CBRP12 hybrid nein hierarchisch nein [JiLi99]
CEDAR13 hybrid ja hierarchisch ja20 [SiSB98], [SiSB99]
CGSR proaktiv nein hierarchisch ja20 [CCGe97], [ChGZ98]
DSDV proaktiv ja20 ﬂach nein [PeBh94], [ChTG97],
[JaWu05]
DSR reaktiv ja20 ﬂach ja20 [JoHM07], [LLPC+01],
[JHMJ01]
FSR14 proaktiv ja hierarchisch k. A. [GePH02]
LMR reaktiv nein ﬂach nein [CoEp95]
OLSR15 proaktiv ja20 ﬂach ja20 [JaCl03], [BaAg07],
[LeCF06], [JMLV+01]
PARO16 reaktiv ja20 ﬂach k. A. [GCNB01], [Gome02]
RDMAR17 reaktiv ja ﬂach ja [AgTa99b], [AgTa99a]
Spine hybrid nein hierarchisch ja [SiDB98]
SSR reaktiv nein ﬂach nein [DRWT97]
STAR18 proaktiv nein ﬂach k. A. [AcSB99]
TBRPF19 proaktiv nein ﬂach ja20 [OgTL04], [Ogie01]
TORA reaktiv ja20 ﬂach ja21 [PaCo01], [LeCa98]
WRP proaktiv nein ﬂach ja20 [MuGLA96], [LSHG+00]
ZRP hybrid ja hierarchisch ja20 [HaPS02], [ZhJa04]
Tabelle 3.2: Vergleich verschiedener Routingprotokolle
12CBRP Cluster Based Routing Protocol
13CEDAR Core Extraction Distributed Ad hoc Routing
14FSR Fisheye State Routing
15OLSR Optimized Link State Routing
16PARO Power-Aware Routing Optimization
17RDMAR Relative Distance Micro-discovery Ad hoc Routing
18STAR Source Tree Adaptive Routing
19TBRPF Topology Dissemination Based On Reverse-Path Forwarding
20mit Erweiterung bzw. Aufsatz
21Voraussetzung IMEP (Internet MANET Encapsulation Protocol)
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3.5 Spezielle Routingverfahren
In der Regel nutzen Routingverfahren bei der Auswahl eines mo¨glichen Weges die
Variante mit der ku¨rzesten Strecke. Daneben gibt es noch eine Vielzahl anderer Rou-
tingverfahren, die auf spezielle Anforderungen bzw. Anwendungsfa¨lle hin entwickelt
wurden. Eine kleine Auswahl an Anforderungen zeigt die folgende Aufza¨hlung:
• geringste Kosten – Kosten ko¨nnen hierbei u¨ber Last, Bitrate, tatsa¨chliche Kos-
ten o. a¨. bewertet werden.
• robustester/widerstandsfa¨higster/sta¨rkster Pfad – kann als Maß der Zuverla¨s-
sigkeit benutzt werden.
• geringster Energieaufwand – es wird die Route verwendet, bei der der routende
Knoten die geringste Sendeleistung beno¨tigt.
• positionsbasiert – da die Position der einzelnen Knoten bekannt ist, kann da-
raus eine optimale Route ermittelt werden.
• QoS – der Weg wird entsprechend der QoS-Anforderungen gewa¨hlt.
Des Weiteren sind natu¨rlich auch solche Routingverfahren vorstellbar, die gleich-
zeitig mehreren oben genannten Anforderungen gerecht werden. Bei genauerer Be-
trachtung dieser Routingprotokolle ist festzustellen, dass diese fu¨r die Verwendung
in Ad-hoc-Netzen teilweise besser geeignet sind als die in Abschnitt 3.4 beschrie-
benen. So sind hier vor allem positionsbasierte Verfahren sinnvoll, da sich durch
die dynamische Struktur des Netzes die Position der einzelnen Knoten sta¨ndig a¨n-
dert. Optimale Routen ko¨nnen jedoch nur gefunden werden, wenn die Positionen
der einzelnen Knoten bekannt sind. So dient z. B. beim Position-based Routing in
Ad Hoc Networks [Stoj02] die Position der zum Netz geho¨renden Knoten zur To-
pologiebeschreibung und Routenﬁndung. Diese Verfahren arbeiten wiederum nach
verschiedenen Ansa¨tzen. Beispielsweise wird mit relativen Positionsangaben oder di-
rekt mit Daten aus dem Global Positioning System (GPS) gearbeitet. Fu¨r heterogene
Netze sind solche Verfahren weniger geeignet, da die Knoten in Infrastrukurnetzen
entweder ortsgebunden sind oder aber u¨ber eine Basisstation kommunizieren. Ein
positionsbasiertes Verfahren erbringt hier keine Vorteile gegenu¨ber herko¨mmlichen
Routingprotokollen.
Mobile Knoten beno¨tigen eine unabha¨ngige Energiequelle, weswegen diese Gera¨te
in der Regel u¨ber Akkus versorgt werden. Je mehr Rechenleistung ein Knoten be-
no¨tigt, desto mehr Energie wird verbraucht und die Betriebsdauer nimmt ab. Das
heißt, der Energieverbrauch nimmt mit rechenintensiven Routingverfahren, durch
sta¨ndige Routinganfragen bzw. durch sogenannte
”
Leuchtfeuer“ (Beacons) und auch
beim eigentlichen Weiterleiten von Paketen, zu. Deshalb wurden auch schon Verfah-
ren entwickelt, die dahingehend optimiert sind, dass beim Routing mo¨glichst wenig
Energie verbraucht wird. Dies wird als Power-Eﬃcient Routing oder batteriespa-
rendes Routing bezeichnet. Hierzu geho¨ren beispielsweise das Conditional Max-Min
Battery Capacity Routing (CMMBCR) [Toh01] und das Power-Aware Routing Op-
timization (PARO).
Wieder andere Routingprotokolle sind auf die Zusammenarbeit mit verschiedenen
Netzwerken optimiert. So wird beispielsweise versucht mit Hilfe des Region-Based
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Routings (RBR) [Teng06] Ad-hoc-Netze mit dem Internet zu vereinen. Der Rou-
tingalgorithmus betrachtet zur Routenﬁndung nur kleine topologische Bereiche. Der
Overhead wird damit gegenu¨ber ﬂooding-basierten Routingalgorithmen verringert.
Jedoch wird auch hier kein einheitliches Protokoll fu¨r das hybride Netz verwendet. Im
Bereich des Festnetzes kommen herko¨mmliche Routingprotokolle zur Anwendung.
Die Liste der Protokolle, die fu¨r spezielle Anwendungsbereiche entwickelt wurden,
ko¨nnte noch erweitert werden. Die hier gezeigte Auswahl soll lediglich den aktu-
ellen Trend darstellen und die wichtigsten Entwicklungsrichtungen aufzeigen. Dem
entspricht auch die Klassiﬁzierung aktueller Routingprotokolle in [CoGi07]. Dort
werden neben proaktiven, reaktiven und hybriden Protokollen sowie hierarchischen
Routingverfahren positionsbasierte und energieoptimierte Protokolle identiﬁziert.
Kernkomponenten
Routenermittlung
• Proaktiv
• Reaktiv
• Hybrid
Routenwahl durch
• Sendeknoten
• Zielknoten
• Zwischenknoten
Darstellung und 
Metrik von Routen
• Exakte Route
• Wegeführung
Routenverwaltung
• Aktualisierung von Routen
• Fehlerbearbeitung
• Annullierung von Routen 
Datenweiterleitung
• Tabellenbasiert
• Selbstroutend
• Broadcast und 
Filtern der 
Nachbarknoten
• Fluten
Zusatzkomponenten
Ermittlung und Verwal-
tung von Nachbarknoten
Hierarchische Struktur
Multicast
Sicherheit
Abbildung 3.5: Routingkomponenten [LZHJ+06]
Fu¨r Ad-hoc-Netze werden ebenso wie fu¨r herko¨mmliche Netzwerke immer neue
Dienste entwickelt. Des Weiteren werden die angebotenen Dienstfunktionen im-
mer komplizierter. Deshalb wird aktuell versucht, verschiedene Routingansa¨tze so
zu kombinieren, dass die Anforderungen fu¨r die jeweilige Anwendung erfu¨llt werden.
Eine solche Flexibilita¨t soll mit dem komponentenbasierten Ansatz erreicht werden.
In [LZHJ+06] wird dazu das Component-Based Routing Protocol (CBR) vorgeschla-
gen. Die zugeho¨rige Taxonomy ist in Abbildung 3.5 dargestellt. Bei diesem Konzept
werden die Funktionalita¨ten des Protokolls in Blo¨cke untergliedert und zwischen
Kern- und Zusatzkomponenten unterschieden. Die Kernkomponenten enthalten die
Funktionalita¨ten, die unbedingt von einem Routingprotokoll gefordert werden. Die
Zusatzkomponenten werden zwar fu¨r eine Funktion von Routingprotokollen nicht
unbedingt beno¨tigt, verbessern aber deren Performance. Innerhalb dieser Kompo-
nenten werden die Funktionen in weiteren Blo¨cken untergliedert. Letztlich wird die
Flexibilita¨t dieses Ansatzes dadurch erreicht, dass alle Blo¨cke mit verschiedenen
Funktionalita¨ten belegt und miteinander kombiniert werden ko¨nnen. Damit soll eine
optimale Anpassung an gegebene Anforderungen ermo¨glicht werden. Inwieweit ein
solcher Ansatz tatsa¨chlich umgesetzt werden kann, bleibt abzuwarten, da sich das
CBR noch in der Entwicklung beﬁndet.
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3.6 Kapitelzusammenfassung
Aufgrund der Aktualita¨t des Themas und der daraus resultierenden vielfa¨ltigen For-
schungen existiert eine große Menge an Routingprotokollen. Damit wird auch die
Bedeutung der Thematik widergespiegelt. Das vorliegende Kapitel kann nur einen
U¨berblick u¨ber die wichtigsten Routingverfahren und -protokolle fu¨r Ad-hoc-Netze
geben. Diese Protokolle und aktuelle Entwicklungstrends wurden gegenu¨bergestellt.
Anforderungen, die an die Routingprotokolle gestellt werden ko¨nnen, wurden dis-
kutiert und mo¨gliche Probleme in der Funktionsweise analysiert. Neben den auf-
gelisteten proaktiven, reaktiven und hybriden Routingverfahren ist auch auf solche
eingegangen worden, die auf spezielle Anforderungen bzw. Anwendungsfa¨lle hin ent-
wickelt wurden. Trotz der Protokollvielfalt bleiben aber weiterhin viele Fragen oﬀen,
die beispielsweise die Abrechnung fu¨r eine Datenu¨bertragung oder Sicherheitsaspek-
te betreﬀen. Auch muss festgestellt werden, dass hochgradig mobile Teilnehmer mit
den gegenwa¨rtigen Routingalgorithmen nur in geringem Maß oder u¨berhaupt nicht
unterstu¨tzt werden.
Es wurde die Komplexita¨t des Routings innerhalb eines Ad-hoc-Netzes aufgezeigt
und darauf eingegangen, welche Besonderheiten zu beru¨cksichtigen sind. Da ein sol-
ches Routingverfahren die Anforderungen eines Ad-hoc-Netzes erfu¨llen muss, kann
es wiederum die Basis einer Kommunikation in jeglichem Netzwerk darstellen und
damit die Grundlage fu¨r das kontextsensitive Routing bilden. Zwei Punkte sollten
bei der Auswahl eines Routingprotokolls auf jeden Fall beru¨cksichtigt werden:
1. Es muss ein Protokoll gewa¨hlt werden, was ein mo¨glichst breites Anwendungs-
spektrum unterstu¨tzt, um die Funktion des Ad-hoc-Netzes im Sinne von Ka-
pitel 2 zu gewa¨hrleisten.
2. Es mu¨ssen die Anforderungen, die sich aus dem kontextsensitiven Routing
ergeben, erbracht werden.
Um die im zweiten Punkt genannten Anforderungen identiﬁzieren zu ko¨nnen, ist
zuna¨chst zu untersuchen, was zu einer kontextsensitiven Diensterbringung notwendig
ist, da diese durch das kontextsensitive Routing unterstu¨tzt werden soll. Das folgende
Kapitel widmet sich dieser Aufgabe.
4. Kontextsensitive
Diensterbringung
Zum besseren Versta¨ndnis der Notwendigkeit fu¨r die Entwicklung des kontextsensi-
tiven Routings wird in diesem Kapitel zuna¨chst der Begriﬀ Kontext deﬁniert und
beschrieben, wie dieser mit Hilfe von Kontexttypen klassiﬁziert werden kann. Nach
einer Einfu¨hrung in die Thematik wird diskutiert, welche Informationen beno¨tigt
werden, um den Nutzerkontext beschreiben zu ko¨nnen. Danach wird darauf einge-
gangen, wie dieser Kontext erfasst und die sich daraus ergebenden Kontextinformati-
onen fu¨r die Anwendungen aufbereitet werden ko¨nnen. Es folgt eine Diskussion u¨ber
den in dieser Arbeit gebrauchten Dienstbegriﬀ. Anschließend werden aktuelle Archi-
tekturen und Systeme, die kontextsensitive Dienste unterstu¨tzen, gegenu¨bergestellt
und deren Deﬁzite aufgezeigt.
4.1 Einfu¨hrung
Wie in Abschnitt 1.1 bereits festgestellt wurde, ist die Evolution der Netze unmit-
telbar mit dem Entstehen neuer Dienste verbunden. Gegenwa¨rtig erfolgt eine stetige
Integration aller Kommunikationsnetzwerke. Diese hat zum Ziel, einem Nutzer den
Zugriﬀ zu einer Vielzahl von Diensten unabha¨ngig von Ort und Zeit zu ermo¨gli-
chen. In diesem Zusammenhang ist ha¨uﬁg auch die Rede vom pervasive and ubiqui-
tous (durchdringenden und allgegenwa¨rtigen) Computing, dessen Entwicklung schon
durch [Weis91] vorhergesagt wurde. Dem Nutzer stehen in diesem Szenario u¨berall
(z. B. integriert in Kleidungsstu¨cken, Schmuckwaren, Kfz, Werkzeugen, ...) Prozes-
soren bzw. Computer jeglicher Art und Gro¨ße zur Verfu¨gung. Diese unterstu¨tzen
ihn bei der Nutzung verschiedenster Dienste. D. h., dass zuku¨nftig Dienste netz-
werku¨bergreifend in einem System von dezentralen Computern angeboten werden.
Dem Nutzer selbst sollen diese Systeme verborgen bleiben.
Neben der Mo¨glichkeit, Dienste u¨berall und zu jeder Zeit nutzen zu ko¨nnen, wer-
den diese auch immer individueller angeboten. Es erfolgt also eine Personalisierung
des Dienstangebotes. Damit wird versucht, auf individuelle Bedu¨rfnisse des Nutzers
angepasste Dienste optimal bereitzustellen. Diese mu¨ssen dazu beispielsweise auf In-
formationen zugreifen ko¨nnen, die Auskunft daru¨ber geben, in welchem Umfeld sich
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der Nutzer beﬁndet. Je mehr Informationen u¨ber den Nutzer bzw. dessen Kontext
also bekannt sind, desto besser ko¨nnen bestimmte Dienste auf ihn angepasst werden.
Allgemein werden solche Dienste, die abha¨ngig von einem Kontext erbracht werden,
als kontextsensitive Dienste bezeichnet. Was hierbei unter Kontext zu verstehen ist,
diskutiert der folgende Abschnitt.
4.2 Kontext
Eine Beobachtung der aktuellen Entwicklung des Angebotes von Diensten la¨sst fol-
genden Trend sehr deutlich erkennen. Zuku¨nftig werden neben den allgemeinen
Diensten vermehrt auch Dienste angeboten, die speziell auf den Dienstnutzer an-
gepasst sind. Mit Anpassung sind hierbei nicht nur die Bedu¨rfnisse des einzelnen
Individiums gemeint, vielmehr wird auch dessen aktuelle Situation bzw. Kontext
beru¨cksichtigt. Dienste, die diesen Kontext einbeziehen, sind die so genannten kon-
textsensitiven Dienste. Der Begriﬀ
”
Kontext“ ist vielschichtig und wird sehr unter-
schiedlich gebraucht. Deshalb soll an dieser Stelle eine Deﬁnition fu¨r den Gebrauch
in dieser Arbeit eingefu¨hrt werden. Dieses Gebiet ist aktuell Gegenstand vielfa¨ltiger
Untersuchungen. So wird in [DeLS05] ausfu¨hrlich daru¨ber diskutiert, welche Deﬁni-
tion den Begriﬀ Kontext am besten erkla¨rt. Ein Ergebnis ist dabei, dass die Nutzung
des Begriﬀes sehr stark von dessen Verwendungszweck und Einsatzgebiet abha¨ngt. So
wird Kontext beispielsweise an bestimmte Eigenschaften gebunden. In [BrBC97] sind
dies die Position des Nutzers, die Identiﬁkation von Personen um den Nutzer herum,
die Tageszeit, die Jahreszeit sowie die Temperatur. [RyPM97] deﬁniert den Kontext
a¨hnlich. Zur Beschreibung des Kontextes dienen hier aber nur Nutzerposition, Um-
gebung, Identita¨t und Zeit. In beiden Fa¨llen werden zur Erkla¨rung des Kontextes
jedoch lediglich Kontexttypen verwendet, anstatt tatsa¨chlich eine allgemeine Deﬁni-
tion zu bieten. Weiter gefasst ist der Begriﬀ dagegen in [SKATL+99], weil hier neben
den schon erwa¨hnten Eigenschaften auch die Situation und der Status des Nutzers
mit beru¨cksichtigt wird. Noch allgemeiner ist die Aussage von [PaRM98], wo der
Kontext als Teilmenge eines physischen oder konzeptionellen Zustandes beschrieben
wird. Darauf bauen auch verschiedene Arbeiten von A. Dey und G. Abowd auf (z. B.
[DeAb99, Dey00a, Dey00b]), in welchen der Begriﬀ des Kontextes weiterentwickelt
wurde. Im Ergebnis ergab sich fu¨r A. Dey schließlich in [Dey01] folgende Variante:
Deﬁnition 4.1 (Kontext)
”
Context is any information that can be used to cha-
racterize the situation of an entity. An entity is a person, place, or object that is
considered relevant to the interaction between a user and an application, including
the user and applications themselves.“
Aus dieser Deﬁnition ergeben sich folgende Schlussfolgerungen. Kontext umfasst be-
stimmte Informationen, die die Situation einer betrachteten Person, eines Ortes oder
Objektes beschreiben. Hierbei sind jedoch nicht wirklich alle dieser Entita¨ten von
Relevanz. In Betracht kommen nur solche, die fu¨r die aktuelle Interaktion zwischen
Nutzer und Anwendung von Bedeutung sind. Der Kontext kann daru¨ber hinaus wei-
ter unterteilt werden. [Gens06] nimmt hierfu¨r beispielsweise eine Unterscheidung in
Prima¨r- und Sekunda¨rkontext vor. Der Prima¨rkontext umfasst Eigenschaften, die
ausreichend sind, um eine aktuelle Situation eindeutig zu beschreiben. Der Sekun-
da¨rkontext liefert dagegen zusa¨tzliche Informationen, die den Kontext zwar genauer
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beschreiben, jedoch auf dem Prima¨rkontext aufbauen. Die Schwierigkeit besteht dar-
in, zu ermitteln, welche Informationen das sind. Dazu ist zuna¨chst zu speziﬁzieren,
wessen Kontext gemeint ist. In [DeSe03] werden hierzu zwei Sichtweisen fu¨r Netzwer-
ke unterschieden. Dabei handelt es sich zum einen um den Kontext des Netzwerkes,
d. h. fu¨r die kontextsensitiven Anwendungen sind die Positionen der Netzknoten, die
Verkehrslast, Netzu¨berga¨nge, Handover usw. von Bedeutung. Zum anderen besteht
die Mo¨glichkeit, dass die Anwendung auf den Kontext des Nutzers angewiesen ist.
Erga¨nzend dazu wird in [DeLS05] auch noch der Kontext des Endgera¨tes eingefu¨hrt.
Damit werden alle Kommunikationsinstanzen eines Netzwerkes umfasst.
Im Rahmen dieser Arbeit wird der Begriﬀ Kontext vorrangig auf den Nutzer bezogen.
Es ist aber durchaus auch mo¨glich, den Kontext von Netzwerk und Endgera¨t mit zu
beru¨cksichtigen.
Um den Kontext abbilden zu ko¨nnen, mu¨ssen dessen Eigenschaften beschrieben wer-
den. Der folgende Abschnitt zeigt, wie dies mit Hilfe von Kontexttypen unterstu¨tzt
wird.
4.3 Kontexttypen
Je mehr Informationen u¨ber den Kontext bekannt sind, desto besser kann dieser
beschrieben bzw. abgebildet werden. Wu¨rde also versucht werden, aus den zur Ver-
fu¨gung stehenden Informationen einen bestimmten Kontext zu beschreiben, na¨hme
die Genauigkeit dieser Beschreibung mit der Menge der Informationen zu. Eine voll-
sta¨ndige U¨bereinstimmung zwischen beiden scheitert aber spa¨testens an der Hei-
senbergschen Unscha¨rferelation. Daraus wird ersichtlich, dass es unmo¨glich ist, den
Kontext eines Nutzers vollsta¨ndig abzubilden. Eine genaue Kopie bzw. Reproduktion
einer Entita¨t kann also niemals erfolgen. Andererseits besteht dazu aber auch kei-
ne Notwendigkeit, da die kontextsensitiven Dienste in der Regel nur eine begrenzte
Anzahl von Informationen fu¨r eine Anpassung beno¨tigen. Fu¨r einen einzelnen kon-
textsensitiven Dienst sind somit nur ganz bestimmte Informationen relevant, die
systematisch durch Kontexttyp und Kontextinformation beschrieben werden:
Deﬁnition 4.2 (Kontexttyp) Als Kontexttyp wird ein charakteristischer Be-
standteil eines Kontextes bezeichnet, der durch seinen Informationsgehalt zur Be-
schreibung dieses Kontextes beitra¨gt. Ein Kontexttyp kann dabei in weitere unterge-
ordnete Kontexttypen gegliedert sein, die dann die komplette Information beinhalten.
Deﬁnition 4.3 (Kontextinformation) Die Kontextinformation stellt eine Gro¨ße
dar, mit der der Kontexttyp charakterisiert wird. Dabei kann ein Kontexttyp durch
mehrere Kontextinformationen beschrieben werden.
Abbildung 4.1 zeigt noch einmal den Zusammenhang zwischen Kontext, Kontexttyp
und Kontextinformation. Der Kontext wird dabei durch verschiedene Kontextty-
pen dargestellt. Diese ko¨nnen durch weitere Subtypen untergliedert und dann durch
Kontextinformationen beschrieben werden. Eine andere Mo¨glichkeit besteht darin,
die Kontextinformationen direkt an den Kontexttyp zu binden. Natu¨rlich ko¨nnten
auch die Subtypen noch weiter untergliedert werden. Am Ende einer solchen Hie-
rarchie muss jedoch immer mindestens eine Kontextinformation den jeweiligen Typ
beschreiben.
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Kontext
Kontexttyp
Kontextsubtyp
KontextsubtypKontexttyp
Kontexttyp
Kontextinformation
Kontextinformation
Kontextinformation
Kontextinformation
Kontextinformation
Kontextinformation
Abbildung 4.1: Einordnung von Kontext, Kontexttyp und Kontextinformation
Um die einzelnen Kontextinformationen charakterisieren zu ko¨nnen, wird in der Lite-
ratur ha¨uﬁg zuerst eine Klassiﬁkation des Kontextes vorgenommen. Fu¨r den Nutzer
unterscheidet [DeAb97] z. B. drei Kategorien des Kontextes (physisch, basierend auf
Nutzeraktionen und emotional). Jeder Kategorie werden verschiedene Kontexttypen
zugeordnet, die durch die jeweiligen Kontextinformation na¨her beschrieben werden.
Der physische Kontext umfasst die Position des Nutzers, seine Orientierung, die Zeit,
das Datum usw. Zum Kontext, der die Nutzeraktionen beschreibt, geho¨ren beispiels-
weise aktuelle Bewegungen und Handlungen des Nutzers. Schließlich beinhaltet der
emotionale Kontext den gefu¨hlsma¨ßigen Zustand des Nutzers. Zu beru¨cksichtigen ist
bei dieser Klassiﬁkation, dass sich die einzelnen Kategorien nicht nur auf den Nutzer
selbst sondern auch auf andere Personen und Objekte in seiner Umgebung abbilden
lassen. Eine direkte Verbindung zwischen diesen und dem Nutzer fehlt jedoch. In
[LeDS05] wird dagegen zwischen perso¨nlichem, technischem und Umgebungskontext
unterschieden. Im Gegensatz zur ersten Kategorisierung beinhaltet lediglich der per-
so¨nliche Kontext Informationen u¨ber den Nutzer als Person. Der technische Kontext
dagegen umfasst solche Gera¨te, Werkzeuge, Hilfsmittel usw., die der Nutzer ver-
wendet. Schließlich geho¨ren zum Umgebungskontext Informationen zur Umwelt des
Nutzers. Dazu geho¨ren beispielsweise seine Position, andere Personen in der Na¨he
und das Wetter. Wie leicht zu erkennen ist, beziehen sich diese Kategorien direkt auf
den Nutzer, schließen aber dessen Umgebung, im Gegensatz zu [DeAb97] direkt mit
ein. Dadurch wird diese Klassiﬁzierung wesentlich ﬂexibler und kann den Kontext
eines Nutzers besser beschreiben.
Die Kontexttypen ko¨nnen zwar einzelnen Kategorien zugeordnet werden. Deren
Spektrum ist jedoch sehr vielfa¨ltig und wa¨chst mit der Entwicklung neuer kontext-
sensitiver Dienste immer weiter. Allerdings wird noch einmal darauf hingewiesen,
dass die Verwendung der Kontexttypen auf den jeweiligen Anwendungsfall bzw.
Dienst zugeschnitten sein sollte. Tabelle 4.1 zeigt dazu ein Beispiel, dass sich an
[LeDS05, Lewa07] anlehnt. Dort ist ein Datenbankeintrag dargestellt, der verschie-
dene Kontexte, Kontexttypen und die zugeho¨rigen Informationen entha¨lt. Die Kon-
texttypen sind hierbei untergliedert (siehe Spalten 2 bis 4). Es werden einige re-
pra¨sentative Vertreter aufgelistet und beschrieben. Bei der Auswahl werden auch
zugeho¨rige mo¨gliche Kontextinformationen angegeben, um zu zeigen, wie speziﬁsch
solche Informationen dargestellt werden ko¨nnen. Zu beachten ist auch, dass die Kon-
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texttypen in einigen Fa¨llen auch noch weiter untergliedert werden, was gerade fu¨r
die Verwaltung in Datenbanken von Vorteil sein kann.
x für vorhanden; --- für nicht vorhanden 
ID 0176PERSONALANGABEN 
Name Anna
Hobbys Musik 
BENUTZERDATEN 
INTERESSE 
aktuelle Interessen Einkaufen 
Einzelperson xGRUPPEMITGLIED-
SCHAFT 
ZUGEHÖRIGKEIT 
Gruppe ---
Herzfrequenz (Schläge/Minute) 70
Blutdruck (mmHg) 120/80 
Körpertemperatur (°C) 36,2 
KÖRPERFUNKTIONEN 
Zuckerspiegel (mg/dl) ---
Langsam ---
Normal x
STATUS
BEWEGUNGS-
GESCHWINDIGKEIT 
Schnell ---
Art SehbehinderungP
ER
SÖ
N
LI
C
H
ER
 K
O
N
TE
X
T 
BEHINDERUNGEN/  
EINSCHRÄNKUNGEN Grad (%) 50
TYP Pocket PC 
Stationär ---MOBILITÄT 
Mobil x
Auflösung (dpi) 240x320 DISPLAY 
Farbe Monochrom 
Anzahl 4HARDWARETASTEN 
Notruf x
AUDIOAUSGANG x
SPRACHSYNTHESE x
Ladezustand (%) 30
GERÄT
BATTERIESTATUS (%) 
Restlaufdauer (Minuten) 35
ISDN ---
GSM/ GPRS xT
E
C
H
N
IS
C
H
E
R
 K
O
N
T
E
X
T
 
TECHNISCHE 
UMWELT
NETZ 
WLAN ---
ART verfügbare Zeit (Stunden) 2,5 
Datum 15.12.2004 
ZEIT 
TYP
Uhrzeit 08:30:46 
außerhalb von Gebäuden xORT
innerhalb von Gebäuden ---
GPS 10°56´22´´öL 
50°40´57´´nB 
GSM ---
POSITION 
ART
RFID-Daten ---
Richtung NordORIENTIERUNG ORIENTIERUNGSART 
Koordinaten  ---
Temperatur (°C) 10U
M
G
E
B
U
N
G
SK
O
N
T
E
X
T
UMGEBUNG WETTERBEDINGUNGEN 
Niederschlag Regen
Kontexttyp Kontextsubtyp Kontextsubsubtyp Kontextinformation Kontext 
Tabelle 4.1: Datenbankeintrag zur Kontextbeschreibung nach [LeDS05, Lewa07]
Die bis heute entwickelten Systeme und Dienste belegen, dass bei der Vielzahl mo¨g-
licher Kontexttypen zwei von essentieller Bedeutung sind. Zum einen ist dies die Zeit
und zum anderen die Position des Nutzers.
Die Zeit ist deshalb wichtig, weil der Kontext (von einem Nutzer) unmittelbar von
der Zeit abha¨ngt. D. h., ein Nutzer besitzt zu unterschiedlichen Zeitpunkten verschie-
dene Kontexte. Inwieweit sich das auf die Kontextbeschreibung auswirkt, ha¨ngt da-
von ab, welche Kontexttypen verwendet bzw. ausgewertet werden. Das auftretende
Problem der Alterung der Kontextinformationen und der damit in Zusammenhang
stehenden Aktualita¨t und Gu¨ltigkeit wirkt sich auch auf die Diensterbringung aus.
Dem Nutzer kann nur dann ein optimal auf ihn angepasster Dienst angeboten wer-
den, wenn die zu ihm korrelierenden Kontextinformationen gu¨ltig sind. Dazu wird
auch in [Nies02] richtig festgestellt, dass die Ha¨uﬁgkeit der Aktualisierung von Kon-
textinformationen an das dynamische Verhalten des Kontextes angepasst werden
muss.
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Die Position stellt dagegen eine elementare Information des Umgebungskontextes
dar. Das ist gerade fu¨r kommerzielle Dienstleister interressant, die ihre Angebote
dann dem Nutzer unterbreiten ko¨nnen, wenn sich dieser in der Na¨he des Dienstleis-
ters beﬁndet (z. B. fu¨r Werbung) oder aber den Dienst tatsa¨chlich beno¨tigt (z. B.
fu¨r eine ortsgebundene Informationsbereitstellung in einem Museum). Wenn bei der
Diensterbringung nur die Position des Nutzers eine Rolle spielt, werden diese auch
als Location Based Services (LBS) bezeichnet. Dabei ist es vom Dienst abha¨ngig,
wie genau eine Positionsbestimmung erfolgen muss.
Ebenso wichtig ist die korrekte Auswahl der beno¨tigten Kontexttypen. Natu¨rlich
kann eine Gesamtu¨bersicht u¨ber Kontexttypen niemals vollsta¨ndig sein, da sich
auch die kontextsensitiven Anwendungen immer weiterentwickeln werden. D. h., In-
formationen, die heute noch vollkommen irrelevant sind, ko¨nnten in Zukunft zur
unabdingbaren Voraussetzung fu¨r bestimmte Anwendungen werden. Dessen unge-
achtet sollten immer nur die wirklich beno¨tigten Kontexttypen in den Prozess der
Diensterbringung einﬂießen. Irrelevante Informationen erho¨hen den Overhead und
ko¨nnen sich damit negativ auf die Performance des gesamten Systems auswirken.
Dem kann durch optimierte Prozesse bei der Kontexterfassung und -verarbeitung
entgegengewirkt werden. Welche Einﬂu¨sse hierbei eine Rolle spielen, zeigt der fol-
gende Abschnitt.
4.4 Kontexterfassung und -verarbeitung
Bevor Kontextinformationen von einer Anwendung oder einem Dienst genutzt wer-
den ko¨nnen, mu¨ssen diese erfasst und u¨bertragen werden. Die Erfassung von Kon-
textinfomationen stellt damit die Basis eines jeden kontextsensitiven Systems dar.
Ha¨uﬁg ist zusa¨tzlich auch noch eine Anpassung des Datenformats an den Dienst
notwendig, der die Kontextinformation nutzt. Die Methoden zur Erfassung von Kon-
textinformationen sind so vielfa¨ltig wie die Kontexttypen selbst. In [LeDS05] wurde
diese Thematik ausfu¨hrlich vorgestellt. Ein Ergebnis daraus ist eine Klassiﬁzierung
zur Art und Weise, wie diese Informationen erfasst werden ko¨nnen. Es werden ex-
plizites (explicit), implizites (implicit) und sensorisches (sensory) Feedback unter-
schieden. Diese drei Methoden erga¨nzen sich und ko¨nnen in Kombination zu einer
sehr guten Beschreibung des Kontextes fu¨hren.
Beim expliziten Feedback wird der Nutzer, dessen Kontext erfasst werden soll, direkt
befragt. Das kann u¨ber einen Fragebogen, eine interaktive Eingabe o. a¨. erfolgen. Die-
se Methode kann sehr genaue Informationen liefern. Die Befragung nimmt jedoch
auch Zeit des Nutzers in Anspruch und kann ihn ggf. bei seiner aktuellen Ta¨tig-
keit sto¨ren. Hinzu kommt, dass der Nutzer nur wenig oder keine Motivation besitzt,
Fragen zu beantworten. Die Gefahr des Demotiviertseins steigt dabei mit der Zahl
der Fragen. Außerdem ist der Nutzer hier als Fehlerquelle zu betrachten. So kann er
beispielsweise Fragen falsch interpretieren, was sich negativ auf das Ergebnis auswir-
ken wu¨rde. Deshalb ist es wichtig, dass solche Fragen einfach und eindeutig gestellt
werden. Die erwarteten Informationen sollten dabei mo¨glichst zeitinvariant sein, um
wiederholtes Fragen zu vermeiden.
Beim impliziten Feedback wird versucht Kontextinformationen zu sammeln, indem
der Nutzer und dessen Interaktionen mit seinen Gera¨ten beobachtet werden. Ruft ein
Nutzer beispielsweise eine bestimmte Information mit seinem Gera¨t ab, registriert
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dies das System, klassiﬁziert die Anfrage und kann so einzelne Interessen oder Be-
du¨rfnisse des Nutzers erkennen. Mit diesem Wissen ko¨nnen dem Nutzer dann andere
ihn (vielleicht) interessierende Informationen bzw. Dienste angeboten werden. Von
den Prozessen der Kontexterfassung bemerkt der Nutzer nichts und wird dadurch
auch nicht bela¨stigt. Andererseits ist eine gewisse Anzahl von Informationen no¨tig,
bevor korrekte Aussagen u¨ber dessen Bedu¨rfnisse oder Interessen mo¨glich sind.
Das sensorische Feedback erlangt mit fortschreitender Technik immer gro¨ßere Be-
deutung. Hierbei werden die Kontextinformationen mit Hilfe von Sensoren ermittelt.
Diese ko¨nnen sich beispielsweise in der Umgebung des Nutzer, in dessen Gera¨ten,
seiner Kleidung oder als Implantat in seinem Ko¨rper beﬁnden. Es ko¨nnen bestimmte
physikalische Werte aufgenommen und an das Kontextsystem geliefert werden. Der
Begriﬀ Sensor kann dabei sehr weit gefasst sein. Dazu geho¨ren einfache Schaltun-
gen (z. B. Temperaturfu¨hler) genauso wie komplexe Gera¨te (z. B. Mobilfunktelefone
zur Positionsbestimmung, Kameras). Hinzu kommt auch die Klasse der Labels, die
zur Markierung von Objekten dienen. Darunter za¨hlen Barcodes, Radio Frequency
Identiﬁcation Tags (RFID-Tags) usw. Es werden passive und aktive Labels unter-
schieden. Im Gegensatz zur passiven Variante besitzen aktive Labels eine eigene
Energiequelle. Diese Energiequelle ermo¨glicht z. B. bei einem aktiven RFID-Tag das
Versenden der bei ihm gespeicherten Informationen. Das passive RFID-Tag nutzt
dagegen die Energie der von einem potentiellen Interessenten gesendeten elektroma-
gnetischen Welle, um seine Informationen zu versenden. Bei der U¨bertragung sind
deshalb die Reichweiten von passiven RFID-Tags geringer als bei aktiven Kompo-
nenten. Als Bedingung fu¨r den Einsatz von Labels wird in [Bo¨ri02] ausgefu¨hrt, dass
diese in einem bestimmten Bereich eindeutig identiﬁzierbar sein mu¨ssen. Die Gro¨ße
ist dabei von der Verwendung der Daten abha¨ngig. RFID-Tags u¨bertragen ihre Infor-
mationen nur auf eine Anfrage hin. Komponenten, die dagegen stetig Informationen
an die Umgebung senden, werden auch hier als Leuchtfeuer (Beacons) bezeichnet.
Damit ko¨nnen eindeutige Identiﬁkatoren (z. B. zur Positionsbestimmung) oder auch
gro¨ßere Informationsmengen (z. B. zu Sehenswu¨rdigkeiten an diesem Standort) ver-
breitet werden.
Neben der Erfassung der Kontextinformationen ist natu¨rlich auch der dafu¨r gewa¨hlte
Zeitpunkt ein wesentlicher Faktor. Dieser kann wiederum als Kontexttyp betrachtet
werden. Viele der Kontextinformationen sind nur fu¨r den Zeitpunkt ihrer Erfassung
gu¨ltig bzw. werden, wie in Abschnitt 4.3 beschrieben, mit zunehmendem Alter unge-
nauer. Um dann den aktuellen Kontext des Nutzers trotzdem beschreiben zu ko¨nnen,
ist eine wiederholte Abfrage dieser Informationen no¨tig. Fu¨r die zeitlichen Absta¨nde
dieser Wiederholungen ist ein Optimum zu ﬁnden. Ist die Anzahl der Wiederho-
lungen zu hoch, sind die Informationen fu¨r die kontextsensitive Diensterbringung
irrelevant und wirken sich negativ auf die Performance des Systems bzw. auf die
Verkehrslast des Netzwerkes aus. Die Ha¨uﬁgkeit der Erfassung und U¨bermittlung
einzelner Kontextinformationen ha¨ngt wiederum vom Kontexttyp ab. Das kann ein-
malig (z. B. Art und Grad der Behinderung eines Nutzers), periodisch (z. B. Position
bei mobilen Nutzern) oder ereignisbasiert (z. B. Wetterinformationen, Herzfrequenz
des Nutzers) erfolgen.
Wie in Abschnitt 4.3 bereits dargelegt, spielt neben der Zeit als bedeutendem Kon-
texttyp auch die Position fu¨r viele kontextsensitiven Dienste eine herausragende
Rolle. Die Anforderungen des jeweiligen Dienstes bestimmen dabei die beno¨tigte
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Genauigkeit der Positionsbestimmung. Aktuell eingesetzte Verfahren im freien Feld
nutzen beispielsweise verschiedene Varianten von GPS aber auch Mobilfunksyste-
me. So sind mit GPS in Verbindung mit EGNOS (European Geostationary Navi-
gation Overlay System) Genauigkeiten von weniger als 4 Meter [Pott04] mo¨glich.
In Kombination mit Referenzpunkten wie beispielsweise RFIDs ko¨nnen die Werte
noch wesentlich verbessert werden. Weitere Methoden zur Erfassung der Position im
freien Feld wurden im Rahmen von Forschungen zum Einsatz fu¨r kontextsensitive
Dienste in [Pott03, Heer05, Gens06] untersucht und hinsichtlich ihrer Genauigkeit
und Verfu¨gbarkeit bewertet. Die Positionsbestimmung in Geba¨uden erfolgt ha¨uﬁg
mit Hilfe fest installierter Systeme. Genutzt werden hierfu¨r beispielsweise, wie in
[Wint03] beschrieben, Infrarot, Funkbaken oder Ultraschall. Aber auch netzwerk-
gestu¨tzte Systeme ko¨nnen eingesetzt werden. In [DeSW04] wird dazu z. B. WLAN
verwendet.
Die U¨bertragung der Kontextinformationen kann u¨ber die herko¨mmlichen Netzwerk-
techniken erfolgen, wobei ggf. bei großen Datenmengen die dort unterstu¨tzten Bit-
raten beru¨cksichtigt werden mu¨ssen. Zur Beschreibung und U¨bertragung des Kon-
textes bzw. der Kontextinformationen sollte dann ein allgemein akzeptiertes Format
genutzt werden. In [DeLS05] wird dafu¨r z. B. XML (Extensible Markup Language)
vorgeschlagen. Diese Beschreibungssprache wurde fu¨r die U¨bertragung von struktu-
rierten Daten entwickelt und ist plattformunabha¨ngig.
Neben der Erfassung und U¨bertragung von Kontextinformationen ist gerade bei
Sensordaten auch eine Anpassung an die jeweilige Anwendung oder den Dienst not-
wendig. So liefern z. B. viele GPS-Empfa¨nger lediglich Daten nach dem Standard
NMEA0183 [Pott03]. Diese mu¨ssen noch entsprechend aufbereitet werden, damit ei-
ne Angabe der Position des Nutzers bzw. seines Gera¨tes in Breiten- und La¨ngengrad
mo¨glich ist. Zur Navigation mit Hilfe einer Karte mu¨ssen diese Daten dann wiederum
dafu¨r angepasst werden. Durch eine Filterung und Wichtung der Kontextinformati-
onen werden nur die tatsa¨chlich fu¨r einen Dienst no¨tigen Informationen verarbeitet.
Außerdem kann dadurch die Reihenfolge bei der Verarbeitung entsprechend ihrer Be-
deutung erfolgen. Wurden die Kontextinformationen erfasst und u¨bertragen, kann
der Kontext abgebildet und dem Nutzer ein optimal auf ihn angepasster Dienst an-
geboten werden. Dazu wird im folgenden Abschnitt diskutiert, wie der Dienstbegriﬀ
im Rahmen dieser Arbeit einzuordnen ist.
4.5 Dienstbegriﬀ
Der Begriﬀ Dienst wird im Allgemeinen verku¨rzt fu¨r Dienstleistung verwendet. Dabei
handelt es sich im volkswirtschaftlichen Sinne nach [DefD07] um
”
. . . eine von einer
natu¨rlichen Person oder einer juristischen Person zu einem Zeitpunkt oder in einem
Zeitrahmen erbrachte Leistung zur Befriedigung eines Bedu¨rfnisses“. Um den Begriﬀ
auf technische Belange abzubilden, wurde die Deﬁnition fu¨r die vorliegende Arbeit
verallgemeinert:
Deﬁnition 4.4 (Dienst)
”
Ein Dienst ist eine von einer Entita¨t zu einem Zeitpunkt
oder in einem Zeitrahmen erbrachte Leistung zur Befriedigung eines Bedu¨rfnisses
einer anderen Entita¨t“.
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Nach Nutzung und Einsatzgebiet wird heutzutage zwischen einer Vielzahl von Diens-
ten unterschieden. In der Telekommunikation ﬁnden sich beispielsweise U¨bermitt-
lungs- und Teledienste, welche wiederum in Basis-, Zusatz- und/oder Mehrwert-
dienste gegliedert werden ko¨nnen. U¨bermittlungsdienste umfassen dabei die Funk-
tionen des Netzwerkes, d. h. die Schichten 1–3 des OSI-Referenzmodells, wa¨hrend es
beim Teledienst die Schichten 1–7 sind. Nach [SDHT07] beschreibt der Teledienst die
Funktionen des Endgera¨tes. Er wird auf Basis von U¨bermittlungsdiensten erbracht
und bietet dem Nutzer eine Schnittstelle. In den Schichtenmodellen fu¨r Kommunika-
tionssysteme wird der Dienst als eine Menge von Funktionen einer Schicht beschrie-
ben, die der ihr u¨bergeordneten Schicht angeboten wird. Bezu¨glich der kontextsen-
sitiven Dienste, wie sie in dieser Arbeit verwendet werden, wa¨ren dies Dienste, die
in der Anwendungsschicht angeboten werden. Das ko¨nnen zum einen Anwendungen
sein, die auf dem Endgera¨t des Nutzers arbeiten. Zum anderen sind solche Dienste
gemeint, die in irgendeiner Form einem Nutzer zur Verfu¨gung gestellt werden. Eine
klassische Einteilung in U¨bermittlungs- und Teledienste ist damit nur in Grenzen
mo¨glich und muss im Einzelnen abgekla¨rt werden. In der Regel werden die Dienste
aber von Dienstleistern angeboten, die sich in einer ra¨umlichen Distanz zum Nutzer
beﬁnden. Die Diensterbringung erfolgt dann nach dem klassischen Client-Server-
Prinzip. Mit der Entwicklung des Web 2.0 beginnt sich jedoch die Grenze zwischen
Dienstleister und Nutzer aufzulo¨sen. Somit ist es mo¨glich, dass ein Nutzer durchaus
auch Dienstleister fu¨r andere Nutzer sein kann.
Dienste lassen sich vielfa¨ltig klassiﬁzieren. Im Folgenden werden aber nur die wich-
tigsten Dienstarten beru¨cksichtigt, um das Spektrum der fu¨r die vorliegende Arbeit
interessierenden Dienste aufzuzeigen. Unterschieden werden z. B. Dienste, die im
Pull - oder Push-Verfahren arbeiten. Bei der ersten Variante muss der Nutzer eine
Anfrage stellen, um auf einen Dienst zuzugreifen (z. B. Telefonauskunft). Dagegen
wird beim Push-Verfahren der Dienst ohne eine explizite Anfrage des Nutzers bereit-
gestellt (z. B. Fernsehen). Daru¨ber hinaus werden Dienste unterschieden, mit denen
der Nutzer direkt interagiert (z. B. Informationsdienste), als auch solche, bei denen
der Nutzer nur passiv Einﬂuss ausu¨bt. Letzteres betriﬀt z. B. Dienste der Hausau-
tomation. Dort ko¨nnte die Lichtsteuerung basierend auf der Position des Nutzers
erfolgen. [Gens06] beschreibt diese Dienste als reaktiv und proaktiv. Daru¨ber hin-
aus muss in Anlehnung an Kapitel 2 beru¨cksichtigt werden, dass Dienste heutzutage
durchaus auch mobil sein ko¨nnen. Das stellt natu¨rlich erho¨hte Anforderungen an
die Dienstsuche und anschließende Kommunikation. Schließlich ist noch zu erwa¨h-
nen, dass davon ausgegangen wird, dass die Dienstanfrage mindestens elektronisch
kommuniziert wird. Die Diensterbringung selbst muss dagegen nicht elektronisch
erfolgen.
Der bis hierhin deﬁnierte Dienst wird noch um das Attribut kontextsensitiv erwei-
tert. In Verbindung mit den Abschnitten 4.2 und 4.3 bedeutet dies, dass der Dienst
mit Hilfe von Kontextinformationen optimal an die Bedu¨rfnisse des Nutzers ange-
passt und diesem bereitgestellt werden kann. Welche Kontexttypen beno¨tigt werden,
bestimmt der jeweilige Dienst selbst. Hierbei wird zwischen obligatorischen und op-
tionalen Kontexttypen unterschieden. Die Anzahl unterliegt keiner Beschra¨nkung
und kann bei einzelnen Diensten abha¨ngig vom Nutzer schwanken. Diese Annah-
me fu¨hrt zu einer interessanten Schlussfolgerung. Dazu wird ein kontextsensitiver
Dienst mit einem herko¨mmlichen (nicht kontextsensitiven) Dienst verglichen. Hier-
bei ko¨nnte es sich beispielsweise um Informationsdienste handeln, die auf die gleiche
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Datenbasis zugreifen. Unterscheidet dann der kontextsensitive Dienst zur Ermittlung
des Kontextes nur, ob und mit welchem Grad ein Nutzer behindert ist, liefert er das
gleiche und optimale Ergebnis wie ein herko¨mmlicher Dienst, wenn der anfragende
Nutzer nicht behindert war. In diesem Spezialfall wa¨re keine U¨bermittlung und Aus-
wertung des Behinderungsgrades no¨tig. Damit bildet der herko¨mmliche Dienst eine
Untermenge des kontextsensitiven Dienstes. Dem gegenu¨ber kann der Fall eintreten,
dass ein kontextsensitiver Dienst bestimmte Kontextinformationen unbedingt beno¨-
tigt, um ein Ergebnis liefern zu ko¨nnen. Wenn diese Informationen aber nicht zur
Verfu¨gung stehen, muss im Einzelnen entschieden werden, ob dem Nutzer ein alter-
nativer Dienst angeboten werden kann. Das Ergebnis ist dann zwar nicht optimal,
aber dafu¨r mo¨glicherweise noch nutzbar. Sofern keine Alternative besteht, ist die
Dienstanfrage negativ zu beantworten.
Damit sich kontextsensitive Dienstangebote ﬂa¨chendeckend durchsetzen ko¨nnen,
spielen neben der allgemeinen Benutzerfreundlichkeit der Gera¨te und Anwendun-
gen auch Datenschutz und Sicherheit eine wichtige Rolle. Schon in [Diet05] wurde
fu¨r LBS richtig festgestellt, dass die Nutzer nicht bereit sind, sta¨ndig und u¨berall
mit Werbung konfrontiert zu werden. Außerdem besteht mit solchen Diensten die
Mo¨glichkeit den Nutzer zu u¨berwachen und ohne sein Wissen Proﬁle anzulegen. Kon-
textsensitive Dienste ko¨nnen dabei durch die enorme Anzahl von mo¨glichen Kontext-
informationen eine noch bessere Plattform bieten. Fu¨r einen Erfolg solcher Dienste
mu¨ssen deshalb deren Anbieter dem Nutzer den gro¨ßtmo¨glichen Schutz bieten.
Die Anzahl der bereits in konventionellen Netzen vorhandenen kontextsensitiven
Dienste steigt im Zuge der Personalisierung sta¨ndig an. Zu den bekanntesten Vertre-
tern geho¨ren derzeit Informations- und Benachrichtigungsdienste, Dienste zum Loka-
lisieren, Touristenfu¨hrer und Geda¨chtnishilfen. Zur Realisierung innerhalb von Kom-
munikationsnetzen werden Architekturen beno¨tigt, die einen einfachen und schnellen
Zugriﬀ auf die Dienste erlauben. Der folgende Abschnitt beschreibt diesbezu¨glich den
aktuellen Stand.
4.6 Aktuelle Methoden zur Dienstbereitstellung
Um Dienste bereitstellen zu ko¨nnen, bedarf es entsprechender Architekturen, die
sowohl die Dienstsuche und -auswahl als auch die Kommunikation zwischen Dienst-
erbringer und Dienstleister unterstu¨tzen. Grundlage fu¨r eine Diensterbringung bil-
det die zu Beginn stattﬁndende Suche nach dem Dienst. Die dafu¨r notwendi-
gen Kommunikationsprozesse werden durch entsprechende Protokolle unterstu¨tzt.
Diese Protokolle und Architekturen werden in diesem Abschnitt hinsichtlich ihrer
Kommunikations- und Netzwerkeigenschaften gegenu¨bergestellt. Dabei kann jedoch
nur ein U¨berblick u¨ber die wichtigsten Techniken gegeben werden. Anhand dieser
wird aufgezeigt, wo die grundsa¨tzlichen Ma¨ngel heutiger Dienstarchitekturen liegen.
4.6.1 Art der Dienstsuche
Die einzelnen Dienstarchitekturen lassen sich nach [Renh07b] prinzipiell in zwei
Gruppen gliedern. Dies erfolgt u¨ber die Art der Verwaltung der Dienste. Damit
ein Nutzer einen Dienst abrufen kann, muss er dessen Adresse bzw. die des zugeho¨-
rigen Servers kennen. Die diesbezu¨glichen Informationen mu¨ssen im Netz bereitge-
stellt werden. Eine Mo¨glichkeit dafu¨r zeigt Abbildung 4.2. Dort wird ein zentraler
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Verzeichnisdienst verwendet, bei dem alle Diensterbringer oder Server und deren
Adressen aufgelistet sind. Die Server mu¨ssen dazu ihre Dienste registrieren (1). Ge-
funden werden die Verzeichnisdienste in der Regel u¨ber ein Broad- oder Multicast.
Die Clients ko¨nnen ihre Anfragen (2) jetzt an diesen Verzeichnisdienst stellen. Sie
erhalten dann von dort die entsprechenden Informationen (3). Daraufhin kann der
Client direkt mit dem Server kommunizieren und auf den gewu¨nschten Dienst zugrei-
fen (4). Diese Art der Dienstsuche wird ha¨uﬁg in Infrastrukturnetzen angewendet.
Mit dem zentralen Verzeichnisdienst ist eine Lastverteilung bezogen auf die Server
gut skalierbar.
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(4) Dienstzugriff & Kommunikation
(3) Antwort
Abbildung 4.2: Dienstsuche auf Basis eines zentralen Verzeichnisdienstes
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Abbildung 4.3: Dienstsuche ohne zentralen Verzeichnisdienst
Wird bei Ad-hoc-Netzen die dynamische Topologie beru¨cksichtigt, erscheinen zentra-
le Verzeichnisdienste als ungeeignet. Deshalb werden hier in der Regel verzeichnislose
Architekturen wie in Abbildung 4.3 favorisiert. Zur Verbreitung der Informationen
u¨ber Dienstangebote (1) und zur anschließenden Suche nach Diensten werden wie-
derum Broad- und Multicasts genutzt. Diese Informationen werden je nach Archi-
tektur bzw. Protokoll durch zwei Speicherstrategien im Netzwerk vorgehalten. Zum
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einen ko¨nnen, wie in Abbildung 4.3 durch (2) dargestellt, alle Knoten empfangene
Dienstinformationen zwischenspeichern. Zum anderen ko¨nnen diese aber auch ent-
sprechend bestimmter Algorithmen im Netzwerk verteilt werden. Ein Client sendet
seine Anfrage (3) einfach in das Netzwerk. Diese wird dann bis zu einem Knoten
weitergeleitet, der darauf antworten kann (4). Mit den erhaltenen Adressinforma-
tionen ko¨nnen nun Client und Server wieder direkt miteinander kommunizieren (5).
Trotz der ﬂexibleren Gestaltung kann in diesen Systemen nicht garantiert werden,
dass ein Dienst tatsa¨chlich gefunden wird. Die Wahrscheinlichkeit fu¨r eine erfolgrei-
che Dienstsuche ist aber wesentlich ho¨her, als bei Architekturen mit einem zentralen
Verzeichnisdienst.
Natu¨rlich besteht auch prinzipiell die Mo¨glichkeit beide Modi zu kombinieren. So
unterstu¨tzt beispielsweise das Service Location Protocol (SLP) [GPVD99] beide Be-
triebsarten.
4.6.2 Architekturen und Protokolle zur Dienstsuche
Entsprechend der Vielzahl von Diensten existiert auch eine große Anzahl an ver-
schiedenen Dienstarchitekturen und -protokollen. Viele davon nutzen zur Dienstsu-
che sogenannten Attribute. Diese dienen einer genaueren Dienstbeschreibung. Damit
kann beispielsweise ein Dienst
”
Drucker“ mit dem Attribut
”
Laser“ na¨her bestimmt
werden. Dies kann einerseits auch als Kontexttyp interpretiert werden. Andererseits
ist eine solche Dienstbeschreibung statisch. D. h., die sich aus den Attributen erge-
benden Kontextinformationen a¨ndern sich nicht mit dem Kontext des Nutzers. Eine
kontextsensitive Diensterbringung ist somit nur sehr begrenzt mo¨glich.
Viele der Architekturen und Protokolle zur Dienstsuche sind fu¨r bestimmte Anwen-
dungen und Einsatzzwecke entwickelt worden. [Renh07b] unterscheidet beispiels-
weise drei Entwicklergruppen (Forschung, Softwareha¨user und Industriestandards),
deren unterschiedlichen Anforderungen und Bedu¨rfnisse in den jeweiligen Speziﬁka-
tionen beru¨cksichtigt wurden. Deshalb sind diese Verfahren auch ha¨uﬁg inkompati-
bel zueinander. Viele wissenschaftliche Arbeiten bescha¨ftigen sich mit dieser The-
matik, da sie durch die stetige Weiterentwicklung der Dienste nie an Attraktivita¨t
verliert. Daraus ergibt sich notwendigerweise auch, dass beispielsweise verschiede-
ne fru¨here Ansa¨tze aufgrund neuer Netzwerktechnologien mittlerweile veraltet sind
oder sich bis heute nicht durchsetzen konnten. In Anlehnung an die U¨bersichten in
[Wang02, Edwa06, Renh07b] zeigt Tabelle 4.2 auf Seite 46 verschiedene Eigenschaf-
ten einer repra¨sentativen Auswahl aktueller Dienstarchitekturen und -protokolle, in
die im Folgenden kurz eingefu¨hrt werden soll.
AODV-SD (AODV-Service Discovery1)[ToGM04] ist ein fu¨r Ad-hoc-Netze entwi-
ckeltes Protokoll zur Dienstsuche. Dabei handelt es sich um eine Erweiterung des
reaktiven AODV, basierend auf den Vorschla¨gen in [KoPe02]. Die dort verwendeten
Pakete zur Routensuche enthalten auch die Dienstanfrage des Clients und die zuge-
ho¨rigen Dienstattribute. Das entsprechende Antwortpaket liefert dann den Uniform
Resource Locator (URL) des gesuchten Dienstes zuru¨ck. Die Suche nach Diensten
ist auf das Ad-hoc-Netz beschra¨nkt. Fu¨r den Zugriﬀ der Anwendungen auf die Ar-
chitektur dient ein spezielles Application Programming Interface (API).
1Im Original bedeutet AODV-SD ”AODV with extensions for service discovery“.
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Bonjour ist eine von der Apple Inc. entwickelte Architektur fu¨r IP-Netzwerke,
welche auf dem Domain Name System (DNS) basiert. Die Funktionen werden
dabei durch spezielle Erweiterungen ermo¨glicht. Die Dienstsuche erfolgt mit dem
DNS-Based Service Discovery (DNS-SD) [ChKr06a]. Das multicast DNS (mDNS)
[ChKr06b] unterstu¨tzt die Nutzung von Bonjour, wenn kein DNS-Server zur Verfu¨-
gung steht.
DEAPspace [HHMN+01] ist ein von der IBM Research Devision entwickeltes Fra-
mework und arbeitet als verteiltes System. Dabei wurden speziell die Erfordernisse
fu¨r Ad-hoc-Netze beru¨cksichtigt. Jeder Knoten besitzt eine Liste mit Diensten und
nutzt Broadcasts, um die eigenen Dienste bekannt zu machen. Da es sich um ein Pu-
sh-System handelt, lassen sich damit auch relativ einfach LBS realisieren. Zwar ist
DEAPspace fu¨r Ad-hoc-Netze entwickelt worden, jedoch ist nach [HHMN+01] auch
ein Einsatz in Infrastrukturnetzen mo¨glich. Nach [Renh07b] dienen die unterstu¨tzten
Attribute zur detaillierten Dienstbeschreibung. Allerdings erfolgt mit DEAPspace
keine explizite Dienstsuche.
Das GSD (Group-based Service Discovery Protocol) [CJFY02] ist ebenfalls speziell
fu¨r Ad-hoc-Netze entwickelt worden. Bei diesem Protokoll zeigt ein Knoten seinem
Nachbarn die von ihm angebotenen Dienste mittels Advertisements an. Das Beson-
dere an GSD ist, dass die Dienstbeschreibung mit Hilfe von Darpa Agent Markup
Language und Ontology Inference Layer (DAML+OIL) erfolgt. Dadurch ko¨nnen
Dienste auch in Gruppen, Klassen sowie Subklassen gegliedert und abgebildet wer-
den. Jeder Knoten eines Ad-hoc-Netzes besitzt Informationen u¨ber das Dienstange-
bot seiner Nachbarn. Diese Dienste werden gruppiert und die Gruppeninformationen
beim Verbreiten des eigenen Dienstangebotes mit u¨bertragen. Die Bekanntmachung
der Dienste erfolgt in periodischen Absta¨nden. Daru¨ber hinaus ist auch eine Dienst-
suche via Broadcast mo¨glich. Attribute werden dabei zwar nicht unterstu¨tzt, eine
beliebig genaue Speziﬁkation ist aber u¨ber die Gruppierung mo¨glich. Fu¨r Infrastruk-
turnetze ist diese Methode der Dienstverbreitung jedoch ineﬃzient. Dort ist inner-
halb eines Subnetzes keine Gruppierung no¨tig, weil alle Knoten direkt miteinander
kommunizieren.
Jini [Sun 01] ist eine von Sun entwickelte Architektur und basiert auf Java. Der
Dienstzugriﬀ erfolgt mit Hilfe der Remote Method Invocation (RMI). Dazu werden
die Dienste bei einem Lookup Service (LUS) registriert, indem dort entsprechend
Java-Objekte hinterlegt werden. Der LUS ist wahlweise u¨ber Multicast oder Unicast
erreichbar. Er kann auch Informationen zu anderen LUS in
”
fremden“ Netzen vorhal-
ten. Knoten, die einen Dienst nutzen mo¨chten, laden den Code vom LUS und greifen
damit auf den Dienst zu. Wa¨hrend [Wang02] Jini auch in mobilen Umgebungen fu¨r
geeignet ha¨lt, erkla¨rt [ToGM04], dass es nicht fu¨r Ad-hoc-Netze geeignet ist. Jini
unterstu¨tzt auch die Verwendung von Attributen.
LSD (Lightweight Service Discovery) [LiLa05] ist ebenfalls fu¨r Ad-hoc-Netze ent-
wickelt worden. Es basiert auf dem proaktiven OLSR und unterliegt deshalb den
gleichen netzwerktechnischen Einschra¨nkungen wie AODV-SD. Das Besondere an
LSD ist, dass es sowohl mit Verzeichnissen als auch verzeichnislos arbeiten kann.
Um eine Dienstanfrage zu starten, wird auch hier die Mo¨glichkeit der Paketerwei-
terung von OLSR genutzt. Daru¨ber erfolgen das Anzeigen der Dienste im Netz,
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Dienstanfragen, -antworten und die Registrierung der Dienste im Verzeichnis. Lei-
der erla¨utert [LiLa05] nicht na¨her, ob eine Unterstu¨tzung von Attributen vorgesehen
ist.
Salutation [Cons00] ist ein Protokoll des Salutation Consortium. Diese Vereinigung
aus verschiedenen Firmen hat sich zwar 2005 aufgelo¨st [Renh07b], der Vollsta¨ndig-
keit wegen wird es aber mit aufgefu¨hrt. Außerdem dient dieses Protokoll durch seine
Eigenschaften und Flexibilita¨t auch heute noch fu¨r viele Entwickler als Maßstab.
Nach [Wang02] bestand das Ziel der Entwicklung darin, eine Architektur zu ent-
wickeln, die plattform-, betriebssystem- und netzwerkunabha¨ngig ist. Dabei dient
der sogenannte Salutation Manager (SM) zum Registrieren der Services, zur Dienst-
suche, zum Test der Dienstverfu¨gbarkeit und zur Kommunikationssteuerung. Mit
Hilfe eines API ist die Interaktion einer Anwendung mit dem Salutation-Protokoll
mo¨glich. Auch [Pasc01] belegt, dass mit dieser Philosophie eine Zusammenarbeit
mit anderen Architekturen zur Dienstsuche mo¨glich ist. Dementsprechend werden
auch Attribute unterstu¨tzt. Zusa¨tzlich kann Salutation auf jede Netzwerktechnologie
aufsetzen, was dessen Einsatzfa¨higkeit a¨ußerst ﬂexibel macht.
SDP (Service Discovery Protocol) [Blue04] wurde fu¨r Bluetooth entwickelt und dient
dort zur Dienstsuche, welche auch mit Hilfe von Attributen erfolgen kann. Da Blue-
tooth, wie in Abschnitt 2.3 beschrieben, immer u¨ber einen Master kommuniziert,
erfolgt auf diese Art und Weise auch die Dienstsuche. SDP setzt direkt auf dem
Logical Link Control and Adaption Protocol (L2CAP) auf, was in der Sicherungs-
schicht des Bluetooth-Protokollstacks liegt. Deshalb ist gegenwa¨rtig eine Suche nach
Diensten nur u¨ber einen Hop mo¨glich. Die Basis des autokonﬁgurierten Zugriﬀes
auf Dienste bilden die so genannten Proﬁle. Die entsprechende Speziﬁzierung erfolgt
u¨ber die Bluetooth-SIG.
SLP (Service Location Protocol) wurde von der Internet Engineering Task Force
(IETF) speziﬁziert und umfasst die RFCs 2608 [GPVD99], 2609 [GuPK99], 2614
[KeGu99], 3059 [Gutt01] und 3082 [KeGo01]. Das Protokoll setzt auf IP auf und sieht
drei Agenten vor. Der Nutzeragent (User Agent) sucht einen Dienst. Der Dienstagent
(Service Agent) bietet diesen Dienst an und der optionale Verzeichnisagent (Directo-
ry Agent) stellt ein Verzeichnis bereit, bei dem die Dienste registriert und abgerufen
werden ko¨nnen. Die zugeho¨rige Adresse wird manuell konﬁguriert oder via Multi-
cast gesucht. Nach [Renh07b] kann sie dem Client auch mit Hilfe des Dynamic Host
Control Protocols (DHCP) vermittelt werden. Daru¨ber hinaus bietet SLP auch die
Mo¨glichkeit direkt nach einem Dienst zu suchen. Attribute werden unterstu¨tzt.
UPnP (Universal Plug and Play) [UPnP06] ist eine von der Microsoft Corporation
entwickelte Architektur, die fu¨r kleinere Heimnetzwerke bestimmt ist. Es dient zur
Suche und Steuerung von Gera¨ten und Diensten in einem IP-Netzwerk. Dazu muss
im Netzwerk mindestens ein Steuergera¨t arbeiten. Alle Gera¨te, die an das Netzwerk
angeschlossen werden, mu¨ssen ihre Dienste u¨ber das Simple Service Discovery Pro-
tocol (SSDP) am Steuergera¨t anmelden. SSDP arbeitet hierbei mit Multicast. Des
Weiteren kann das Steuergera¨t daru¨ber im Netz auch nach Diensten anfragen. Au-
ßergewo¨hnlich dabei ist, dass UPnP keine attributbehaftete Dienstsuche unterstu¨tzt
[Wang02, Edwa06].
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Verfahren Funk- Verzeich- Reich- Netz- Flexi- Steuer- Kontext
tionalita¨t nisdienst weite werke bilita¨t barkeit
AODV-SD Netzwerk ohne – – + – o
Bonjour Anwendung mit – o + – –
DEAPspace Anwendung ohne – + + – –2
GSD Anwendung ohne – o + – o2
Jini Anwendung mit + o o – o
LSD Netzwerk beides – – + – –2
Salutation Anwendung mit + + + – o
SDP Anwendung mit – – – – o
SLP Anwendung beides +3 o + – o
UPnP Anwendung ohne – o o – –
Tabelle 4.2: Aktuelle Verfahren zur Dienstsuche
Die in Tabelle 4.2 dargestellten Verfahren werden auf solche Eigenschaften vergli-
chen, die essentielle Anforderungen fu¨r eine allgemeine Dienstarchitektur darstellen.
Die folgende Auﬂistung beschreibt die Bedeutung dieser Eigenschaften.
Funktionalita¨t: Mit Funktionalita¨t wird beschrieben, wie die Verfahren arbeiten.
Die Einteilung ist an den Protokollstack angelehnt. Ein Verfahren kann ent-
weder Funktionen realisieren, die bis zur Anwendungsschicht reichen oder es
arbeitet lediglich auf den Schichten, die Netzwerkfunktionen (incl. Routing-
protokolle) anbieten.
Verzeichnisdienst: Beim Verzeichnisdienst wird eine Aussage daru¨ber getroﬀen,
ob bei der in Abschnitt 4.6.1 beschriebenen Art der Dienstsuche, mit zentralen
Verzeichnissen gearbeitet wird. Nach [LiLa05] bieten Architekturen mit einem
Verzeichnisdienst in der Regel eine bessere Skalierbarkeit bei einer großen An-
zahl von Dienstangeboten im Netzwerk. Problematisch ist jedoch die Nutzung
in Ad-hoc-Netzen.
Reichweite: Die Reichweite gibt an, durch welche Grenzen das jeweilige Verfah-
ren netzwerktechnisch eingeschra¨nkt ist. (–) bezeichnet hierbei Verfahren, die
nur innerhalb einer administrativen Doma¨ne einsetzbar sind. Mit (+) werden
solche bewertet, die u¨ber Doma¨nengrenzen hinweg arbeiten ko¨nnen.
Hierbei ist fu¨r IP-Infrastrukturnetze zu beru¨cksichtigen, dass Router heutzu-
tage in der Regel aus Sicherheitsgru¨nden keine Broad- und Multicasts weiter-
leiten. Diese sind somit in ihrer Reichweite auf ein Subnetz begrenzt, was einer
”
administrativen Doma¨ne“ entspricht. Ad-hoc-Netze sind in der Theorie dage-
gen nicht an Subnetze gebunden. Es existieren aber Lo¨sungen, um Daten an
jeden Knoten innerhalb eines solchen Netzes zu senden (siehe z. B. [PeBRD01]).
In der Regel wird dafu¨r Multicast verwendet. Damit ist ein Ad-hoc-Netz einer
”
administrativen Doma¨ne“ gleichzusetzen.
Netzwerke: Diese Eigenschaft beschreibt, in welcher Netzwerkumgebung das je-
weilige Verfahren arbeitet. Dabei wird unterschieden, ob nur Infrastruktur-
2siehe Text
3sofern Verzeichnisagent genutzt wird
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oder nur Ad-hoc-Netze (–) unterstu¨tzt werden oder ob es fu¨r beide Varian-
ten geeignet ist (+). Mit (o) werden solche Verfahren bewertet, die zwar fu¨r
einen Netzwerktyp entwickelt wurden, deren Einsatz in bestimmten Grenzen
aber auch im jeweiligen Pendant mo¨glich wa¨re, ohne dass dazu Zusa¨tze oder
Modiﬁkationen notwendig sind.
Flexibilita¨t: Stellt ein Maß dafu¨r dar, inwieweit die Art der Nutzung der Dienste
von dem jeweiligen Verfahren abha¨ngig ist. Dabei wird unterschieden, ob we-
nige fest speziﬁzierte (–) oder viele (o) verschiedene Dienstarten unterstu¨tzt
werden ko¨nnen. Mit (+) werden solche Verfahren bewertet, bei denen diesbe-
zu¨glich keine Einschra¨nkungen existieren bzw. deren Funktionen zur Erbrin-
gung des Dienstes unabha¨ngig von Transport- und Anwendungsprotokollen ist.
Steuerbarkeit: Diese Eigenschaft beschreibt die Mo¨glichkeit fu¨r Netzprovider, den
Datenverkehr wa¨hrend der Kommunikation bei der Dienstsuche und -bereit-
stellung zu u¨berwachen und zu monitoren. So ko¨nnen daru¨ber beispielswei-
se Abrechnungsvorga¨nge entsprechend dem tatsa¨chlichen Verkehrsaufkommen
erfolgen. Es geho¨ren weiterhin Mittel dazu, mit denen der Netzbetreiber den
Verkehr steuern kann. Das schließt z. B. die Verwaltung von Zugriﬀen auf die
Server (Lastverteilung) oder die Verweigerung von Dienstangeboten ein. (–)
bedeutet hierbei, dass diesbezu¨glich keine, und (+), dass eine Unterstu¨tzung
erfolgt.
Kontext: Kontext beschreibt, inwieweit ein Verfahren den Kontext des Nutzers
bei der Suche nach einem Dienst beru¨cksichtigt. Unterschieden wird hierbei,
ob keine (–) bzw. einzelne Kontexttypen (o) einﬂießen oder ob eine vollsta¨ndige
Unterstu¨tzung (unabha¨ngig von den Kontexttypen) (+) mo¨glich ist.
In Tabelle 4.2 ist auf Aussagen daru¨ber verzichtet worden, wie die Kommunikati-
on bei den einzelnen Verfahren realisiert wird (Broad-, Multi- oder Unicast) und
welche Auswirkungen sich dadurch auf die Gesamtbilanz des Verkehrs ergeben. Be-
gru¨ndet ist dies durch die komplexen Kommunikationsprozesse und die damit in
Zusammenhang stehende unzureichende Mo¨glichkeit theoretischer Aussagen. Inwie-
weit ein Verfahren das Netzwerk tatsa¨chlich belastet, ha¨ngt beispielsweise nicht nur
vom Overhead der Pakete, die bei einer Initialkommunikation (Dienstregistrierung
oder -anfrage) ausgetauscht werden, ab. Vielmehr spielen hier die notwendige Kom-
munikationsprozesse, die die Funktionen der Dienstarchitektur in ihrer Gesamtheit
realisieren, eine entscheidende Rolle.
Der Vergleich in Tabelle 4.2 zeigt, dass lediglich die zwei erweiterten Routingver-
fahren (AODV-SD und LSD) auf Netzwerkebene arbeiten, obwohl dies Vorteile be-
zu¨glich der Flexibilita¨t gegenu¨ber den anwendungsbezogenen Architekturen bringen
wu¨rde. So mu¨ssen dort die Netzknoten lediglich die Protokolle fu¨r die Vermittlungs-
funktionen auswerten ko¨nnen, wa¨hrend bei den anderen Dienstarchitekturen in der
Regel mehr Aufwand no¨tig ist. Die Einbindung und Bereitstellung der Dienste in
den Architekturen erfolgt dabei u¨ber alle Schichten bis zur Anwendungsebene. Hinzu
kommt, dass bei den erweiterten Routingverfahren die Kommunikation zwischen Cli-
ent und Server nach dem Auﬃnden des Dienstes vo¨llig unabha¨ngig von den Mecha-
nismen der Dienstsuche ist. Die Routen- und Dienstsuche erfolgt parallel. Dadurch
wird der Overhead gegenu¨ber einer aufeinander folgenden Suche reduziert. Durch
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die Trennung von Dienstsuche und Diensterbringung wird mehr Flexibilita¨t geschaf-
fen. Dies besta¨tigt auch [GMTo05], wo entsprechende Messungen in einem Ad-hoc-
Netz durchgefu¨hrt wurden. Diese Messungen belegen, dass bei einer Dienstsuche auf
Netzwerkschicht der Overhead durch Kontrolldaten geringer ist und Dienste schnel-
ler gefunden werden als bei einer Dienstsuche auf Anwendungsschicht. Damit ist ein
solches Verfahren im Ad-hoc-Netz bezu¨glich der Bandbreitenausnutzung und dem
Energieverbrauch eﬃzienter.
Sehr deutlich wird auch der Bezug zwischen den
”
fru¨heren“ Anforderungen an die
einzelnen Verfahren und der unterstu¨tzten Reichweite im Netzwerk sowie der Kom-
patibilita¨t zu den Netzwerken. In der Regel sind die Architekturen auf spezielle Netz-
werke und Anwendungsbereiche optimiert, was ihr Einsatzspektrum daru¨ber hinaus
eingrenzt. Eine Suche nach kontextsensitiven Diensten wird entweder gar nicht oder
aber nur unzureichend unterstu¨tzt. Dem Netzwerkbetreiber bietet keines der Verfah-
ren Zugriﬀspunkte. Damit ist es diesem auch nicht mo¨glich Kommunikationsprozesse
z. B. durch Lastverteilung zu optimieren.
4.6.3 Spezielle Dienstarchitekturen
Wie an der in Abschnitt 4.6.2 zusammengestellten U¨bersicht leicht zu erkennen ist,
gibt es bei den heutigen Verfahren zur Dienstsuche noch Deﬁzite. Eine wichtige Er-
kenntnis besteht darin, dass eine Dienstsuche auf Netzwerkebene sinnvoll erscheint.
Um ein solches Verfahren entwickeln zu ko¨nnen und dabei mit Ru¨cksicht auf Kom-
patibilita¨tsfragen einen mo¨glichst breiten Einsatz zu schaﬀen, mu¨ssen zusa¨tzlich die
Anforderungen anderer existierender Architekturen und Protokolle untersucht wer-
den. Diese lassen sich in drei Kategorien gliedern, wie durch die in den folgenden
Abschnitten erla¨uterten repra¨sentativen Beispiele belegt werden kann. Dazu geho¨-
ren:
• Architekturen, die fu¨r Funktionen wie Dienstsuche, -zugriﬀ und sa¨mtliche
Kommunikationsprozesse herko¨mmliche Protokolle verwenden bzw. auf diesen
basieren.
• Architekturen, mit denen Dienste deﬁniert und bereitgestellt werden ko¨nnen.
• Verfahren, die auf so genannten mobilen Agenten basieren.
4.6.3.1 Architekturen auf Basis herko¨mmlicher Protokolle
Die zu dieser Kategorie geho¨renden Dienstarchitekturen nutzen in der Regel als
Basis bereits etablierte Netzwerk- und Anwendungsprotokolle. Der Vorteil besteht
darin, dass weniger Zeit bei der Entwicklung beno¨tigt wird und auf die Erfahrung
mit bestehenden Protokollen zuru¨ckgegriﬀen werden kann. Außerdem ist die Imple-
mentierung solcher Systeme in bestehende Netzwerke einfacher durchzufu¨hren, da
keine Kompatibilita¨tsschwierigkeiten bestehen. Das Spektrum der Einsatzmo¨glich-
keiten in diesem Bereich ist sehr groß und wa¨chst gerade durch die aktuelle Tendenz
zu personalisierten und kontextsensitiven Diensten sta¨ndig weiter. Die Techniken
fu¨r solche Dienste entwickelten sich aus den ersten Architekturen fu¨r LBS. Dazu
geho¨rt z. B. das an der Universita¨t von Lancaster entwickelte und unter anderem in
[Born03] vorgestellte Guide-System. Hierbei werden dem Nutzer mit Hilfe eines mo-
bilen Endgera¨tes (z. B. Personal Digital Assistent (PDA)) Informationen zu seiner
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aktuellen Umgebung geliefert. Implementiert ist auch eine Navigation, die dadurch
das ganze System zum virtuellen Touristenfu¨hrer macht.
Aktuell erlangen neben Touristeninformationssystemen auch kontextsensitive Sys-
teme, die behinderte Menschen im Alltag unterstu¨tzen, eine immer bedeutendere
Rolle. Dort haben neben der Position auch andere Kontextinformationen großen
Einﬂuss. In [DHST03] werden z. B. Proﬁle fu¨r ein Touristisches Assistenzsystem
(TAS) beschrieben, die Informationen zum Nutzer (z. B. Art und Grad der Behin-
derung) und zum Endgera¨t (z. B. Art, Displaygro¨ße, Batteriestatus) widerspiegeln.
Die dort vorgehaltenen Daten werden durch aktuelle Kontextinformationen zum
Nutzer (z. B. Position, Wetter) erga¨nzt. Damit kann das System den Nutzer ent-
sprechend seiner Behinderung und seines Kontextes navigieren und ihm angepasste
Informationen zukommen lassen. In [Vosw04] werden ein solches Nutzer- und Gera¨-
teproﬁl sowie deren Implementierung beschrieben. Deutlich wird bei dieser Lo¨sung
die Komplexita¨t der Informationsverwaltung, -darstellung und auch -verknu¨pfung.
Andererseits fu¨hrt die Entwicklung der Rechentechnik zu immer leistungsfa¨higeren
Verfahren. Deshalb werden schon heute sehr ﬂexible Architekturen entwickelt, die
nicht nur eine bestimmte Zielgruppe bedienen, sondern allgemein dort einsetzbar
sind, wo kontextsensitive Dienste angeboten werden. Dazu geho¨rt beispielsweise die
in [Lewa07] beschriebene Architektur SFINKS.
Ein weiteres aktuelles Beispiel aus der Forschung ist der Sonderforschungsbereich
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”
Umgebungsmodelle fu¨r mobile kontextbezogene Systeme“ (Nexus) [SFB06] der
Deutschen Forschungsgemeinschaft (DFG). Der Fokus des dort gefo¨rderten For-
schungsprojektes liegt auf der Entwicklung einer Plattform zur Bereitstellung von
Kontextinformationen und zur Modellierung des Kontextes, sodass verschiedene An-
wendungen darauf zugreifen und diese Daten nutzen ko¨nnen [Nick07]. Schwerpunkt
bei Nexus bilden die LBS. Erwa¨hnt wird dabei im Teilprojekt
”
Kontextbezogene
Kommunikation“ [SFB07] auch eine kontextabha¨ngige Vermittlung. Hierbei kann
jedoch nicht von einer klassischen Dienstanfrage ausgegangen werden, da fu¨r die
Versorgung der Clients mit Daten ein Push-Dienst mit Hilfe eines Overlay-Netzes
auf Anwendungsebene verwendet wird [GeDu¨07]. Nachrichten, die als so genannte
Contextcasts versendet werden, sind damit nur fu¨r Empfa¨ngergruppen mit einem
bestimmten Kontext erreichbar. Da alle Knoten ihre Attribute den Routerinstanzen
mitteilen mu¨ssen und Contextcasts die Empfa¨nger nicht beliebig genau eingren-
zen ko¨nnen, erzeugt diese Methode allerdings eine hohe Verkehrslast (siehe auch
[GeDu¨07]). Mittlerweile besteht Nexus aus 17 Teilprojekten, was den Umfang der
Thematik verdeutlicht. Zusammenfassend kann festgestellt werden, dass auch die
Nexus-Plattform keine an das Routing gekoppelte Anfrage nach kontextsensitiven
Diensten fu¨r einzelne Clients unterstu¨tzt.
4.6.3.2 Architekturen zur Dienstbereitstellung
Die bekanntesten Vertreter dieser Kategorie sind die Open Services Gateway Initiati-
ve (OSGi) [OSGi07] und die Common Object Request Broker Architecture (CORBA)
[Obje04]. Diese Architekturen stellen oﬀene Plattformen dar, u¨ber die Dienste be-
reitgestellt werden ko¨nnen. OSGi beno¨tigt dazu eine Java Virtual Machine (JVM)
und bietet die Mo¨glichkeit zur Laufzeit dynamisch Anwendungen einzuspielen, zu
aktualisieren und zu entfernen. OSGi wird ha¨uﬁg in der Haus- und Geba¨udeau-
tomatisierung sowie im Automotivbereich eingesetzt. CORBA stellt dagegen eine
objektorientierte Middleware dar. Damit sollte ein einheitliches Rahmenwerk fu¨r
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die Softwareentwicklung in verteilten Systemen geschaﬀen werden [ALSS03]. Um
die Interoberabilita¨t herstelleru¨bergreifend unterstu¨tzen zu ko¨nnen, wird dort auf
die Implementierung einer bestimmten Programmiersprache verzichtet. So ko¨nnen
Dienstangebote in unterschiedlichen Sprachen programmiert und fu¨r unterschiedli-
che Betriebssysteme angeboten werden. Beide Plattformen arbeiten unabha¨ngig von
der Netzwerkschicht und bieten daru¨ber hinaus selbst keine Dienstsuche, die daher
u¨ber Zusa¨tze erbracht werden muss.
4.6.3.3 Mobile Agenten
Mobile Agenten, die zur Dienstsuche verwendet werden, deﬁniert [Wang02] folgen-
dermaßen:
Deﬁnition 4.5 (Mobiler Agent)
”
A mobile Agent is an identiﬁable software en-
tity that consists of program code and the associated internal global and execution
states, and has the ability to perform the task delegated by the user or another entity
autonomously, and, of its own choosing, to move from one system to another within
the network during execution.“
Es handelt sich also um identiﬁzierbare Software, die selbsta¨ndig Aufgaben ausfu¨hren
und sich wa¨hrenddessen u¨ber das Netzwerk von einem System zum anderen bewegen
kann. Ein Beispiel ist die in [Wang02] vorgestellte auf Agenten basierende Plattform
CHAPLET, die fu¨r mobile Netzwerkumgebungen entwickelt wurde und auch eine
kontextsensitive Suche erlaubt. Die Architektur ist fu¨r drahtlose Infrastrukturnetze
entwickelt worden, funktioniert aber auch fu¨r Ad-hoc-Netz, sofern dieses an ein Fest-
netz angebunden ist. Ein solches System arbeitet auf den oberen Protokollschichten.
Abha¨ngig von der Gro¨ße der Agenten eines solchen Systems und inwieweit tatsa¨chlich
der Code im Netz u¨bertragen wird, ist hierdurch eine Mehrbelastung des Netzwerk-
verkehrs zu erwarten. Der Weg des Agenten ist im Netzwerk nicht an bestimmte
Knotenpunkte gebunden, sodass der Netzprovider auch hier keine Mo¨glichkeit hat,
Einﬂuss auf den Datenverkehr zu nehmen. Schließlich ist dieses Verfahren auch sehr
ressourcenintensiv, weil auf jedem beteiligten Netzknoten die entsprechende Archi-
tektur implementiert und die zugeho¨rigen Funktionen realisiert sein mu¨ssen. Wie in
Abschnit 2.2 dargelegt, ist dies gerade fu¨r Knoten in Ad-hoc-Netzen problematisch,
weil deren Energievorrat begrenzt ist.
Insgesamt ko¨nnen u¨ber die in diesem Abschnitt vorgestellten Architekturen folgen-
de Schlu¨sse gezogen werden. Die Verfahren aus allen drei vorgestellten Kategorien
arbeiten oberhalb der Netzwerkschichten. Sofern die Architekturen eine Dienstsuche
unterstu¨tzen, basieren diese auf herko¨mmlichen Protokollen und damit gelten die
Schlussfolgerungen aus Abschnitt 4.6.2. Sofern zur Dienstsuche zusa¨tzliche Funk-
tionen in die Architekturen und Dienstplattformen implementiert werden mu¨ssen,
erho¨ht sich deren Komplexita¨t. Dabei ist zu beru¨cksichtigen, dass auf mobile Agen-
ten basierende Architekturen sehr ressourcenintensiv sein ko¨nnen.
4.7 Kapitelzusammenfassung
Die Diskussion zur kontextsensitiven Diensterbringung hat gezeigt, dass es sich um
ein sehr vielschichtiges Thema handelt. Zu Beginn des Kapitels ist deshalb auf den
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Begriﬀ Kontext eingegangen und dabei festgestellt worden, dass fu¨r die vorliegen-
de Arbeit nur der Kontext des Nutzers von Interesse ist. Zur Beschreibung dieses
Kontextes dienen die Kontexttypen und Kontextinformationen. Es konnte gezeigt
werden, dass ein Kontext niemals vollsta¨ndig beschrieben werden kann. Dies fu¨hrt
aber zu keinen Einschra¨nkungen, weil lediglich so viele Informationen beno¨tigt wer-
den, dass ein Dienst optimal an den Nutzer angepasst werden kann. Des Weiteren
wurde erla¨utert, wie der Kontext schließlich erfasst und verarbeitet werden muss,
damit dessen Beschreibung mo¨glich ist und die Kontextinformationen zur Erbrin-
gung eines Dienstes genutzt werden ko¨nnen. Der Begriﬀ Dienst wurde diesbezu¨glich
erla¨utert und fu¨r diese Arbeit um das Attribut
”
kontextsensitiv“ erweitert.
Einen wesentlichen Aspekt stellt die Dienstsuche dar, weil sie die Basis der eigentli-
chen Dienstnutzung ist. Es wurden deshalb verschiedene existierende Architekturen
und Protokolle zur Dienstsuche untersucht, gegenu¨bergestellt und verglichen. Im
Ergebnis zeigte sich, dass die auf Netzwerkebene arbeitenden Verfahren, nur eine
beschra¨nkte Reichweite besitzen. Sie sind deshalb nicht fu¨r eine Dienstsuche u¨ber
Netzgrenzen hinaus geeignet. Bei Verfahren, die auf Anwendungsebene arbeiten,
ist dies von der jeweiligen Speziﬁkation abha¨ngig. Von allen Verfahren wird der
Kontext des Nutzers nicht oder kaum beru¨cksichtigt. Des Weiteren hat der Netz-
werkprovider keine Mo¨glichkeit steuernd auf den Suchprozess und die anschließende
Dienstkommunikation einzugreifen. Die Untersuchung weiterer Architekturen, die
auf herko¨mmlichen Protokollen basieren, verschiedener Dienstplattformen und der
Dienstbereitstellung mittels Agenten zeigte, dass auch diese Techniken keine befrie-
digende Lo¨sung bieten.
Andererseits ko¨nnte aber ein kontextsensitives Routingverfahren die bereits vor-
handenen Dienstarchitekturen und Dienstplattformen unterstu¨tzen und diesen als
Netzwerk mit integrierter kontextsensitiver Dienstsuche dienen. Ein weiterer Vorteil
der kontextsensitiven Dienstsuche auf Netzwerkebene besteht dabei in der Trennung
von Dienstsuche und Diensterbringung. Damit wird die Flexibilita¨t bezu¨glich des ge-
nutzten Netzwerkes und der unterstu¨tzten Dienstarten erho¨ht. Außerdem resultiert
aus dieser Flexibilta¨t die Mo¨glichkeit, ein Verfahren zur Dienstsuche zu entwickeln,
das sowohl in Infrastruktur- als auch in Ad-hoc-Netzen arbeitet und eine netzu¨ber-
greifende Dienstsuche unterstu¨tzt.
Oﬀen bleibt auch die Frage, wie mit Hilfe eines solchen Verfahrens realisiert werden
kann, dass Netzwerkprovider steuernd auf die Kommunikationsprozesse einwirken
ko¨nnen und somit eine Skalierung des Netzwerkes mo¨glich wird. Wie die Funktions-
weise eines solchen Routingverfahrens aussehen ko¨nnte, wird im folgenden Kapitel
diskutiert.
5. Verbindung von Dienstsuche
und Routing
Eine wesentliche These in Kapitel 4 war, dass die Dienstsuche auf Routingebene
eﬃzienter als in der Anwendungsschicht gestaltet werden kann. Deshalb soll dieser
Ansatz auch fu¨r die Entwicklung einer Architektur zur Suche nach kontextsensiti-
ven Diensten verwendet werden. Das folgende Kapitel beschreibt, welche Einﬂu¨sse
bei der Entwicklung eines solchen Verfahrens eine Rolle gespielt haben, welche be-
stehenden Ansa¨tze untersucht wurden und wodurch diese sich unterscheiden. Die
daraus resultierenden Ergebnisse fu¨hren zu einem neuen Ansatz, welcher das kon-
textsensitive Routing einbindet. Die Funktionsweise wird erla¨utert und mit Hilfe
einer vergleichenden Gegenu¨berstellung bewertet.
5.1 Einfu¨hrung
Derzeit existiert schon eine Vielzahl von verschiedenen (spezialisierten) Routingpro-
tokollen, die fu¨r bestimmte Umgebungsbedingungen (z. B. Netzwerktechniken) ent-
wickelt wurden. Um aber auf die Bedu¨rfnisse des Nutzers netzu¨bergreifend eingehen
zu ko¨nnen, muss eine Lo¨sung gefunden werden, die auch in heterogenen Umgebungen
arbeitet. Sicherlich kann auch der schon in Kapitel 3.5 dargestellte komponentenba-
sierte Ansatz aus [LZHJ+06] zu einem optimierten Routing fu¨hren. Allerdings wird
hierbei nicht auf den Kontext des Teilnehmers eingegangen. Vielmehr wird mit dem
dort verwendeten CBR-Protokoll versucht, ein optimales Routingverfahren bezu¨glich
der Eigenschaften der genutzten Netzwerktechnik anzubieten. Ziel dieser Arbeit soll
jedoch ein allgemeingu¨ltiges kontextsensitives Routingverfahren sein, welches auch
den Kontext des Teilnehmers unabha¨ngig von der Netzwerktechnik beru¨cksichtigt.
Ausgangspunkt der Untersuchung von Mo¨glichkeiten fu¨r eine kontextsensitive
Dienstsuche war die Fragestellung, wie diese in einem Ad-hoc-Netz gestaltet wer-
den kann. Es konnte festgestellt werden, dass es dort nicht sinnvoll ist, eine Suche
nach mobilen Diensten u¨ber die IP-Adresse des zugeho¨rigen Servers durchzufu¨hren.
In der Regel steht die IP-Adresse bis zur Initialisierung eines Knotens im Ad-hoc-
Netz noch nicht fest. Praktischer ist also eine direkte Suche nach einem Dienst. Dies
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kommt schließlich auch den Nutzern entgegen, die nicht an der IP-Adresse eines
Servers, sondern an den dort angebotenen Diensten interessiert sind. Bei na¨herer
Betrachtung musste jedoch festgestellt werden, dass eine auf ein Ad-hoc-Netz be-
schra¨nkte Sichtweise nicht ausreicht. So ist beispielsweise davon auszugehen, dass
auch zuku¨nftig viele Dienste, auf die mobile Nutzer zugreifen mo¨chten, in einem
Infrastrukturnetz angeboten werden. Im Zuge der derzeitigen Netzintegration ist es
deshalb notwendig, ein solches Verfahren fu¨r heterogene Netzwerkumgebungen zu
entwickeln. Netzintegration bedeutet hierbei die Zusammenfu¨hrung verschiedener
Netzwerktechniken. Aktuell erfolgt diese Vereinigung mit der Tendenz zu einem pa-
ketvermittelten Netz hin. Als gemeinsames Vermittlungsprotokoll dient hierbei IP.
Damit wird den Nutzern eine einheitliche Schnittstelle fu¨r die U¨bertragung ihrer
Daten zur Verfu¨gung gestellt. Dennoch mu¨ssen die Eigenschaften der verschiedenen
Netzzugangstechiken gerade im Bereich der Ad-hoc-Netze (siehe Kapitel 2) beru¨ck-
sichtigt werden. Durch deren dynamische Topologie stellen sie die gro¨ßte Herausfor-
derung bei der Entwicklung eines geeigneten Verfahrens zur Dienstsuche dar. Wie
auch in Abschnitt 4.6 gezeigt, existieren bereits Verfahren fu¨r Ad-hoc-Netze, die auf
Netzwerkebene arbeiten. Diese unterstu¨tzen jedoch keinen Dienstzugriﬀ u¨ber eine
administrative Doma¨ne bzw. Netzgrenze hinweg.
Damit besteht also die Frage, wie ein Verfahren zur Dienstsuche theoretisch gestaltet
werden muss, damit es die folgenden Anforderungen im Gegensatz zu den Verfahren
aus Abschnitt 4.6.2 vollsta¨ndig erfu¨llen kann:
• Unterstu¨tzung kontextsensitiver Dienste
• Dienstanfrage auf Netzwerkebene
• Unterstu¨tzung heterogener Netzwerkumgebungen
• Adressierung u¨ber den Dienst
5.2 Ansa¨tze fu¨r eine kontextsensitive Dienstsuche
Der Entwicklung eines Verfahrens zur kontextsensitiven Dienstsuche, das die in Ab-
schnitt 5.1 genannten Anforderungen erfu¨llen kann, gingen Untersuchungen zu zwei
vielversprechenden Ansa¨tzen voraus. Im Folgenden werden diese Ansa¨tze vorgestellt.
Es wird deren Funktionsweise erla¨utert und darauf eingegangen, welche Vor- und
Nachteile sich daraus ergeben. Im Ergebnis zeigt sich, dass keines der beiden Ver-
fahren die gestellten Anforderungen zufriedenstellend erfu¨llen kann. In Kombination
bilden die Funktionen beider Ansa¨tze jedoch die Basis der fu¨r diese Arbeit ent-
wickelten Lo¨sung zur Realisierung des kontextsensitiven Routings, welche dann in
Abschnitt 5.3 vorgestellt wird.
5.2.1 Anycast
Anycast [PaMM93] stellt einen Adressierungstyp in Netzwerken dar. Es arbeitet auf
den netzwerkbezogenen Protokollschichten und wird aktuell auch schon zum Abruf
von Diensten verwendet. Bekanntestes Beispiel ist die Adressierung von Namensser-
vern im DNS nach [Hard02]. Anycast bietet somit die Mo¨glichkeit, Dienstanfragen
in der Netzwerkschicht durchzufu¨hren.
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5.2.1.1 Funktionsweise
Beim Anycast wird eine Anfrage in das Netzwerk gesendet. Der erste Server, der
die Anfrage erha¨lt, beantwortet diese. Die Realisierung von Anycast kann sehr un-
terschiedlich sein. [PaMM93] beschreibt dazu verschiedene Mo¨glichkeiten der Adres-
sierung. Hierbei wird vorgeschlagen, Well-Known-Adressen aus Adressbereichen der
Subnetze oder aus einer separaten Adressklasse (a¨hnlich dem Multicast) zu verwen-
den. Beide Ansa¨tze ko¨nnen auch miteinander verbunden werden. Zum Beispiel be-
steht die Mo¨glichkeit, 256 Adressen aus einem Klasse-C-Netz als Anycast-Adressen
zu reservieren. Einem Server ko¨nnen daraus eine oder mehrere Anycast-Adressen zu-
geordnet werden. Fu¨r den in dieser Arbeit verfolgten Ansatz einer Dienstsuche mu¨ss-
te dann eine Anycast-Adresse mit genau einem Dienst korrelieren und die Dienst-
suche u¨ber diese Adresse erfolgen. Die anschließende Kommunikation kann dagegen
auch via Unicast erfolgen (siehe [WSWZ04]).
Je nach Realisierung sind beim Anycast erho¨hte Anforderungen an das Routing zu
stellen. Um Dienste erreichen zu ko¨nnen, die sich außerhalb einer administrativen
Doma¨ne beﬁnden, mu¨ssen die dafu¨r no¨tigen Routen z. B. durch entsprechende Rou-
tingprotokolle verbreitet werden. Beim Global IP-Anycast (GIA) [KaWr00] erfolgt
dies auf Basis des BGP [ReLi95]. Innerhalb einer administrativen Doma¨ne sind dage-
gen Vorkehrungen zu treﬀen, um Adresskonﬂikte durch ein Angebot gleicher Diens-
te zu vermeiden. In [PaMM93] wird beispielsweise vorgeschlagen, dazu das fu¨r die
Adressauﬂo¨sung verantwortliche Address Resolution Protocol (ARP) zu verwenden.
Obwohl der Nutzer beim Senden einer Dienstanfrage eine IP-Adresse verwendet, be-
sitzt er kein Wissen daru¨ber, von welchem Server der Dienst letztlich erbracht wird.
Um kontextsensitive Dienste zu unterstu¨tzen, mu¨sste ein Anycast mindestens um
Informationen zu den vom Client bereitgestellten Kontexttypen erweitert werden.
So ko¨nnte nach einem Server gesucht werden, der einen optimal auf den Nutzer und
dessen Kontext angepassten Dienst anbietet.
5.2.1.2 Diskussion
Mit den genannten Voraussetzungen stehen technische Mo¨glichkeiten zur Verfu¨gung,
um die in Abschnitt 5.1 geforderten Eigenschaften zu realisieren. Selbst der Forde-
rung nach einer Dienstadressierung wird in gewisser Weise entsprochen. Wird davon
ausgegangen, dass beim Anycast eine bestimmte IP-Adresse mit einem bestimmten
Dienst korreliert, kann dies durchaus auch als Dienstadressierung bezeichnet wer-
den. Es ist lediglich festzulegen, wie die Adressen einander zugeordnet sind. Das
fu¨hrt aber dazu, dass mindestens so viele Adressen vorgehalten werden mu¨ssen, wie
auch Dienste existieren. Da die Anzahl der freien und fest zuzuordnenden Adressen
gerade beim IPv4 sehr begrenzt ist, kann dadurch auch nur ein sehr beschra¨nktes
Angebot von Diensten vorgehalten werden. Sind nun bei der Auswahl eines passen-
den Servers auch die bei einer Anfrage zur Verfu¨gung stehenden Kontexttypen zu
beru¨cksichtigen, bieten sich zwei Varianten an:
1. Die Kontextinformationen werden als Optionen innerhalb eines Anycasts u¨ber-
tragen.
2. Jeder Dienst bildet zusammen mit einer bestimmten Kombination aus Kon-
texttypen einen eigensta¨ndigen neuen Dienst, nach welchem dann die Anfrage
erfolgt.
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Bei der ersten Variante erfolgt die Suche nach einem Dienst, wie in Abschnitt 5.2.1.1
bereits beschrieben. Allerdings werden bei dieser noch keine Kontexttypen beru¨ck-
sichtigt. D. h., der auf das Anycast antwortende Server reagiert allein auf die Dienst-
information. Um die Kontexttypen auszuwerten, mu¨ssen deshalb zusa¨tzliche Funk-
tionen integriert werden. Solche Funktionen ko¨nnen z. B. durch die Server selbst
u¨bernommen werden. Dies entspricht allerdings nicht mehr dem urspru¨nglichen
Anycast-Ansatz. Eine Suche nach kontextsensitiven Diensten auf Netzwerkebene ist
damit nicht mo¨glich.
Die zweite Variante verfolgt dagegen stringent den Anycast-Ansatz und entspricht
der Forderung einer Dienstsuche auf Netzwerkebene. Hierbei ist ein Dienst incl. des-
sen unterstu¨tzte Kontexttypen an eine Well-Known-Adresse gebunden. Das bedeutet
auch, dass gleiche Dienste, die unterschiedliche Kontexttypen unterstu¨tzen, verschie-
denen Adressen zugeordnet sind. Durch die begrenzte Anzahl von IP-Adressen fu¨hrt
dies jedoch zu einer weiteren Verringerung mo¨glicher adressierbarer Dienste. Fu¨r die
folgenden Vergleiche mit den anderen in diesem Kapitel vorgestellten Ansa¨tzen dient
diese Variante der kontextsensitiven Dienstsuche via Anycast als Referenz.
Mehr Mo¨glichkeiten fu¨r die Nutzung von Anycasts bietet das Vermittlungsprotokoll
IPv6 aufgrund der neuen Adressstruktur. Dabei ist nicht festgelegt, welcher Algo-
rithmus zur Realisierung benutzt wird. [WeCh04] gibt hier einen U¨berblick u¨ber
verschiedene Ansa¨tze. Trotzdem stellt sich auch hier die statische Bindung zwischen
IP-Adresse und Dienst als Nachteil fu¨r den Nutzer bzw. Client dar. Diese sind auf das
Wissen u¨ber die Well-Known-Adressen angewiesen. Dazu ko¨nnen zwar Listen vor-
gehalten werden, deren Pﬂege ist allerdings bedingt durch die Evolution der Dienste
sehr aufwa¨ndig.
Aktuell existieren auch Lo¨sungsansa¨tze, die Anycast innerhalb eines Ad-hoc-Netzes
ermo¨glichen. [WSWZ04] nutzt dazu fu¨r die betreﬀenden Gera¨te zwei IP-Adressen.
Der dienstanbietende Knoten kann u¨ber eine zugeordnete Anycast-Adresse gesucht
bzw. gefunden werden. Die Kommunikation mit dem Client erfolgt dann jedoch u¨ber
seine eindeutige Unicast-Adresse. Durch zusa¨tzliche Routeneintra¨ge in einem Kno-
ten kann ermittelt werden, welches Mitglied einer Anycast-Gruppe sich am na¨chsten
zu ihm beﬁndet. Zur prototypischen Umsetzung wurde in [WSWZ04] das Routing-
protokoll AODV erweitert. Trotz dieser Umsetzung erfolgt auch hier eine statische
Zuordnung von IP-Adresse zu Dienst bzw. kontextsensitivem Dienst. Hinzu kommt
auch, dass dieses Verfahren lediglich in Ad-hoc-Netzen arbeitet. Infrastrukturnetze
werden nicht unterstu¨tzt.
Ein Vorteil des Anycast-Ansatzes bestu¨nde darin, dass durch den Einsatz mehre-
rer Server, die die gleichen Dienste anbieten, eine Lastverteilung realisiert werden
kann. Des Weiteren stehen bei Ausfall eines Servers Alternativen zur Verfu¨gung, was
wiederum zu einer Erho¨hung der Verfu¨gbarkeit und Stabilita¨t beitra¨gt.
5.2.2 Zentrale Datenbank
Eine Dienstsuche mit Hilfe von Anycasts ist, wie bereits begru¨ndet wurde, nicht sehr
ﬂexibel. Deshalb wurde im Rahmen dieser Arbeit nach einer anderen Lo¨sung fu¨r die
Dienstsuche geforscht. Im Folgenden wird gezeigt, dass die Verwendung einer zen-
tralen Datenbank bessere Mo¨glichkeiten fu¨r die Nutzung kontextsensitiver Dienste
bieten kann.
56 5. Verbindung von Dienstsuche und Routing
5.2.2.1 Funktionsweise
Bei diesem Ansatz wird in einem Netzwerk eine Datenbank zur Verfu¨gung gestellt,
die sa¨mtliche Dienstanfragen beantworten kann. Die Dienste mu¨ssen dort regis-
triert werden. Daru¨ber hinaus entha¨lt die Datenbank Informationen zu den einzel-
nen Kontexttypen, die von den jeweiligen Diensten unterstu¨tzt werden. Mo¨chte ein
Client einen kontextsensitiven Dienst abrufen, sendet er seine Anfrage an den Daten-
bankserver. Dort wird anhand der mitgelieferten Kontexttypen der optimal auf den
Nutzer angepasste Dienst ausgewa¨hlt. Daraufhin erha¨lt der Client als Antwort die
IP-Adresse des entsprechenden Servers. Alternativ kann auch der Datenbankserver
selbst verschiedene Dienste anbieten.
Um den Datenbankserver erreichen zu ko¨nnen, ist nur eine IP-Adresse no¨tig. Da
die bei der Dienstsuche verwendete IP-Adresse und der jeweilige Dienst nicht direkt
aufeinander abgebildet sondern vollkommen unabha¨ngig voneinander sind, kann ein
sehr breites Spektrum von Diensten verwaltet werden. Gleiche Dienste, die aber
unterschiedliche Kontexttypen unterstu¨tzen, sind diﬀerenzierbar. Des Weiteren ko¨n-
nen Algorithmen implementiert sein, sodass bestimmte Server bevorzugt ausgewa¨hlt
werden.
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Abbildung 5.1: Kommunikationsarchitektur fu¨r das TAS nach [LeDS05]
Die zentrale Datenbank kann verschiedene Netzwerke bedienen. Abbildung 5.1 zeigt
hierfu¨r ein Beispiel. Dort ist die Architektur fu¨r das bereits erwa¨hnte Projekt TAS
dargestellt. Diese Datenbank kann u¨ber verschiedene Netzwerke abgerufen werden.
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Dienstanbieter ko¨nnen sowohl u¨ber einen ISDN1-Router als auch u¨ber das Internet
auf die Datenbank zugreifen, um ihre Angebote zu vero¨ﬀentlichen. Die Dienstan-
fragen der Nutzer ko¨nnen daru¨ber hinaus auch mobil u¨ber WLAN-Zugriﬀspunkte
erfolgen. Wie in Abschnitt 4.6.2 gezeigt wurde, erfolgt eine Dienstanfrage gerade in
einem Ad-hoc-Netz am eﬃzientesten auf der Routingebene. Anstatt erst eine Route
zu suchen und anschließend eine Dienstanfrage durchzufu¨hren, werden beide Suchan-
fragen gleichzeitig gesendet. Deshalb ist die in Abbildung 5.1 dargestellte Kommu-
nikationsarchitektur noch zu modiﬁzieren, um die Anforderungen – Dienstanfrage
auf Netzwerkebene – aus Abschnitt 5.1 zu erfu¨llen und damit auch Ad-hoc-Netze
optimal zu unterstu¨tzen. Zur Dienstsuche beim aktuellen Ansatz ist das Auﬃnden
der Datenbank no¨tig. Die anschließende Kommunikation erfolgt dann u¨ber ho¨here
Schichten. Ansonsten erfu¨llt dieser Ansatz ebenfalls wie das Anycast alle u¨brigen
Anforderungen. Es ko¨nnen damit auch heterogene Netzwerke bedient werden. Kon-
textsensitive Dienste werden unterstu¨tzt. Daneben erfolgt auch die Suche nach einem
passenden Dienstanbieter u¨ber den Dienst selbst. Ein passender Dienstanbieter wird
nur mit Hilfe der Informationen zum gewu¨nschten Dienst und den verfu¨gbaren Kon-
texttypen in der Datenbank gesucht und ausgewa¨hlt.
5.2.2.2 Diskussion
Der Ansatz
”
zentrale Datenbank“ ist zwar sehr ﬂexibel bezu¨glich der Diensterbrin-
gung, hat aber den entscheidenden Nachteil, dass das System insbesondere in Ad-
hoc-Netzen nicht sehr zuverla¨ssig arbeitet. Schon der Verlust der Route zwischen
Netz und System oder ein kleiner Fehler in der Datenbank kann dazu fu¨hren, dass
es zu einem netzweiten Systemausfall kommt. Dem kann durch Spiegelung der Da-
tenbank (siehe Abbildung 5.1) entgegengewirkt werden. Es ist dabei jedoch zu be-
ru¨cksichtigen, dass die gespiegelten Systeme entweder mit der gleichen Adresse ar-
beiten oder die jeweiligen Adressen der gespiegelten Systeme den Clients manuell
u¨bergeben bzw. in deren Konﬁguration beru¨cksichtigt werden mu¨ssen. Allerdings ist
dann der administrative Aufwand und die Gefahr von Inkonsistenzen zwischen den
Datenbanken entsprechend ho¨her. Die Kosten fu¨r Anschaﬀung und Betrieb steigen
entsprechend der Zahl der Spiegelungen. Existiert tatsa¨chlich nur eine Datenbank,
kommt hinzu, dass sich die ganze Last fu¨r die Bearbeitung der Dienstanfragen auf
die zentrale Datenbank konzentriert. Ebenso kommt es zu einer Verkehrskonzentra-
tion im Umfeld der Datenbank, was durchaus zur Bildung von Flaschenha¨lsen fu¨hren
kann. Diese Eigenschaften machen das System damit auch anfa¨llig fu¨r Angriﬀe.
5.3 Ein neuer Ansatz – Router mit Kontextwissen
Beide zuvor vorgestellten Ansa¨tze zur Dienstsuche erfu¨llen grundsa¨tzlich die in Ab-
schnitt 5.1 beschriebenen Anforderungen. Trotzdem ergeben sich aus der Funkti-
onsweise auch Nachteile bezu¨glich der Flexibilita¨t und Verfu¨gbarkeit. Wa¨hrend sich
beim Anycast die Abha¨ngigkeit zwischen IP-Adresse und Dienst als unﬂexibel dar-
stellt, kann in einem Ad-hoc-Netz die Verfu¨gbarkeit einer zentralen Datenbank nicht
ausreichend gewa¨hrleistet werden. Deshalb wurde ein Ansatz entwickelt, in dem die
Nachteile u¨berwunden und dafu¨r die Vorteile beider Verfahren zusammengefu¨hrt
sind.
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Wie bereits erla¨utert, ist eine Dienstsuche dann am ﬂexibelsten, wenn diese in Ver-
bindung mit den Vermittlungsfunktionen realisiert wird. Des Weiteren wurde festge-
stellt, dass gerade im Ad-hoc-Netz eine Dienstsuche dann am eﬃzientesten ist, wenn
diese in Kombination mit dem dort eingesetzten Routingverfahren erfolgt. Wird
dann bei der Festlegung der Route zur Kommunikation zwischen Client und Server
auch der Kontext des Teilnehmers beru¨cksichtigt, fu¨hrt dies zum kontextsensitiven
Routing.
5.3.1 Kontextsensitives Routing
Das kontextsensitive Routing setzt sich aus zwei Bestandteilen zusammen – einer
Dienstsuche und einer Wegewahl. Basierend auf der Suche nach einem kontextsen-
sitiven Dienst erfolgt die Vermittlung eines Servers, der diesen Dienst anbietet. In
Abschnitt 4.5 wurde gezeigt, dass der Dienst die zu seiner Erbringung obligatorischen
und optionalen Kontexttypen bestimmt. Da die zugeho¨rigen Kontextinformationen
dynamisch sein ko¨nnen, mu¨ssen sie ggf., wie in Abschnitt 4.4 diskutiert, in bestimm-
ten Absta¨nden aktualisiert werden. Das Routing wird hierdurch nicht beeinﬂusst,
weil der urspru¨nglich gewa¨hlte Server auch bei A¨nderung der Kontextinformation
des Nutzers beibehalten wird. Daraus ist zu schlussfolgern, dass zur Suche eines kon-
textsensitiven Dienstes lediglich die zu seiner Erbringung genutzten Kontexttypen
beru¨cksichtigt werden mu¨ssen. Damit ergibt sich folgende Deﬁnition:
Deﬁnition 5.1 (Kontextsensitives Routing) Kontextsensitives Routing ist eine
Form der Wegewahl in einem paketvermittelten Netzwerk, bei der die Entscheidung
fu¨r einen Weg (Route) zu einem dienstanbietenden Netzknoten (Server) in Abha¨ngig-
keit von dem gesuchten Dienst und den zu seiner Erbringung vom dienstsuchenden
Netzknoten (Client) bereitgestellten Kontexttypen erfolgt.
Um eine allgemeingu¨ltige Deﬁnition angeben zu ko¨nnen, wurden die Kontexttypen
und damit der Kontext noch nicht na¨her speziﬁziert. Mit Ru¨cksicht auf Abschnitt 4.2
sei aber noch einmal darauf verwiesen, dass fu¨r die vorliegende Arbeit prima¨r der
Nutzerkontext von Interesse ist.
5.3.2 Funktionsweise
Im Folgenden wird erla¨utert, welche Funktionsweise sich hinter dem kontextsensiti-
ven Routing verbirgt, welche Voraussetzungen dazu ein Netzwerk erfu¨llen muss und
welche Unterschiede sich gegenu¨ber den anderen Ansa¨tzen ergeben.
5.3.2.1 Allgemein
In Abbildung 5.2 ist die Funktionsweise des kontextsensitiven Routing anhand eines
einfachen Beispiels dargestellt. Dort beﬁnden sich zwei Nutzer in einem Ad-hoc-Netz.
Die Dienstanbieter (Server) sind dagegen u¨ber das Internet und das herko¨mmliche
Fernsprechnetz/Intelligente Netz (IN) erreichbar. Die zwei Nutzer wollen nun den
gleichen Dienst abrufen (z. B. Bestellen eines Taxis). Sie unterscheiden sich bezu¨glich
ihres Kontextes nur in der Art der Behinderung. Andere Kontexttypen wie beispiels-
weise die Position sollen vorerst aus Gru¨nden der Einfachheit nicht mit beru¨cksich-
tigt werden. Nutzer 2 ist im Gegensatz zu Nutzer 1 auf einen Rollstuhl angewiesen.
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Beide senden ihre Anfrage nach dem Dienst in das Netzwerk und werden an einen
Knoten weitergeleitet, der diese Anfragen unter Beru¨cksichtigung der mitgelieferten
Kontexttypen bearbeiten kann. Fu¨r Nutzer 1 wird kein spezielles Angebot beno¨tigt.
Deshalb wird eine Route ausgewa¨hlt, die seine Anfrage an den na¨chsten in Frage
kommenden Server (z. B. allgemeine Taxiangebote) weiterleitet. Dagegen wird fu¨r
den Nutzers 2 eine Route zu einem Server ausgewa¨hlt, die zwar u¨ber eine ho¨here
Anzahl von Hops erreichbar ist, aber dafu¨r zu einem Dienst fu¨hrt, der optimal auf
den Nutzer angepasst ist (z. B. Taxidienste fu¨r behindertengerechte Transporte).
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Abbildung 5.2: Beispielszenario fu¨r das kontextsensitive Routing
Wie aus dem vorgestellten Szenario leicht zu erkennen ist, mu¨ssen in einem Netzwerk
spezielle Router implementiert sein, die die Dienstanfragen bearbeiten ko¨nnen. Auf
deren Funktionsweise soll nun eingegangen werden.
5.3.2.2 Kontextrouter
Knoten, die das kontextsensitive Routing unterstu¨tzen, werden im Folgenden als
Kontextrouter bezeichnet. Einen ersten Ansatz fu¨r die Funktionsweise eines solchen
Routers wurde bereits in [DeSe03] vorgestellt. Abbildung 5.3 zeigt eine pra¨zisierte
Darstellung. Sie umfasst die wesentlichen Bestandteile, die fu¨r eine kontextsensitive
Dienstsuche realisiert werden mu¨ssen. An dem Router bzw. Kontextrouter ist eine
unbestimmte Anzahl von Clients angeschlossen, mit Hilfe derer die Nutzer auf die
kontextsensitiven Dienste zugreifen ko¨nnen. Zur Diensterbringung steht ebenfalls
eine unbestimmte Anzahl an Servern bereit.
Damit der Kontextrouter Anfragen von Nutzern korrekt bearbeiten kann, beno¨tigt er
Informationen u¨ber die im Netzwerk vorhandenen Dienste. Dazu mu¨ssen die entspre-
chenden Server mit den dort angebotenen Diensten und den zugeho¨rigen Kontextty-
pen auf dem Router registriert werden. In Abbildung 5.3 wird dies als Kontextwissen
beschrieben. Da die Dienstsuche auf der Routingschicht erfolgen soll, mu¨ssen die dort
verwendeten Pakete um mindestens zwei Informationen erweitert werden. Wie in Ab-
bildung 5.4 dargestellt, werden zusa¨tzlich zu den allgemeinen Adressinformationen
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Abbildung 5.3: Funktionsweise des Kontextrouters
der gesuchte Dienst und die zu den verfu¨gbaren Kontextinformationen geho¨renden
Kontexttypen u¨bertragen. Die allgemeine Adressinformation wird beno¨tigt, um den
Kontextrouter erreichen zu ko¨nnen. Sofern das als Basis dienende Routingprotokoll
weitere Optionen unterstu¨tzt oder ggf. Optionen fu¨r das Kontextrouting vorgesehen
werden, sind diese in der Paketstruktur ebenfalls zu beru¨cksichtigen.
Adresse (Kontextrouter) ggf.  OptionenDienst Kontexttypen
Abbildung 5.4: Aufbau des modiﬁzierten Routingpaketes
Der Kontextrouter kann jetzt die Dienstanfragen der Clients mit Hilfe seines Kon-
textwissens auswerten und den Server auswa¨hlen, der den geeignetsten Dienst fu¨r
den Nutzer anbietet. Dabei werden nur die registrierten Dienste beru¨cksichtigt, die
mit dem angefragten u¨berstimmen. Daru¨ber hinaus muss jedoch auch ein Vergleich
zwischen den vom jeweiligen Dienst unterstu¨tzten und den vom Client gelieferten
Kontexttypen erfolgen. Konnte durch den Router ein passender Server gefunden wer-
den, erha¨lt der Client die entsprechenden Informationen daru¨ber. Er ist nun in der
Lage auf den kontextsensitiven Dienst zuzugreifen.
Damit die Server und Clients einen Kontextrouter ﬁnden ko¨nnen, muss eine geeig-
nete Methode zur Verbreitung seiner Adresse verwendet werden. Hierbei ist zu be-
achten, dass die Vorteile des kontextsensitiven Routings erhalten bleiben. Es ist dem
Nutzer beispielsweise nicht zuzumuten, dass er die Adressen der ihm zur Verfu¨gung
stehenden Router kennen muss. Da die Verbreitung der Adresse jedoch unabha¨ngig
vom kontextsensitiven Routing selbst erfolgt, soll an dieser Stelle nicht na¨her darauf
eingegangen werden. Bei der Entwicklung einer Architektur zum kontextsensitiven
Routing muss dies aber unbedingt beru¨cksichtigt werden. In Abschnitt 6.3.1 wird
diese Thematik deshalb ausfu¨hrlich behandelt.
5.3.3 Diskussion
In den beschriebenen Szenarien wurde bis jetzt lediglich ein einzelner Kontextrouter
verwendet. Da es sich jedoch um einen erweiterten herko¨mmlichen Router handelt,
kann dessen Anzahl und damit die Verfu¨gbarkeit beliebig erho¨ht werden. Dadurch
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wird dieses Verfahren besonders interessant fu¨r Ad-hoc-Netze, wo nach Deﬁnition
jeder Netzknoten auch als Router arbeitet. Durch Verwendung mehrerer Router
mit Kontextwissen ko¨nnte hier eine einfache Erho¨hung der Robustheit bzw. Verfu¨g-
barkeit erfolgen. Außerdem sind Algorithmen vorstellbar, die eine Kommunikation
zwischen den Routern erlauben und somit beispielsweise auch eine Lastverteilung
innerhalb des Netzwerkes unterstu¨tzen. Wa¨hrend sich bei der in Abschnitt 5.2.2
beschriebenen zentralen Datenbank einerseits Probleme durch die Gro¨ße der Daten-
bank selbst und anderseits durch den eingeschra¨nkten Adresspool ergeben ko¨nnen,
wirken sich diese Eigenschaften beim kontextsensitiven Routing weniger negativ aus.
Es mu¨ssen hier lediglich die Routinginformationen vorgehalten werden, wobei Inkon-
sistenzen deswegen keine Rolle spielen, weil alle Kontextrouter unabha¨ngig und in-
dividuell betrieben werden. Jeder Server ist dabei selbst fu¨r die Registrierung seiner
Dienste verantwortlich. Außerdem kann der Netzbetreiber die Adressen der Kontext-
router frei wa¨hlen, ohne dass diese den Nutzern bekannt sein mu¨ssen, da vorgesehen
ist, die Adressinformationen automatisch im Netzwerk zu verbreiten.
Natu¨rlich werden sa¨mtliche Vorteile durch eine Erho¨hung der Komplexita¨t der Rou-
ter erkauft. Allerdings wird die Prozessortechnik immer leistungsfa¨higer, sodass sich
das kontextsensitive Routing nur unwesentlich auf die Performance der Hardware
bzw. des Netzwerkes auswirken wird. Erga¨nzend soll auch erwa¨hnt werden, dass ei-
ne Erho¨hung der Komplexita¨t der Routerfunktionen eines Knotens im Ad-hoc-Netz
gleichbedeutend mit einem erho¨hten Energieverbrauch ist. Das wiederum schra¨nkt
die Laufzeit des Knotens ein. Andererseits betreﬀen diese Probleme auch die beiden
anderen Ansa¨tze, sodass dies im direkten Vergleich keinen Nachteil darstellt.
Das kontextsensitive Routing baut auf einem Routingprotokoll auf. Unabha¨ngig da-
von, ob bei einer Umsetzung ein neues Protokoll entwickelt oder ein bereits beste-
hendes verwendet wird, muss das Konzept auch die in Abschnitt 3.3 aufgefu¨hrten
unbedingten Anforderungen bezu¨glich des Routings erfu¨llen.
5.4 Vergleich und Bewertung
Das kontextsensitive Routing und der damit verbundene Einsatz von Kontextrou-
tern vereint die Vorteile aus Anycast-Ansatz und zentraler Datenbank ohne dabei
deren Nachteile zu u¨bernehmen. Tabelle 5.1 vergleicht dazu noch einmal alle drei An-
sa¨tze. Von den urspru¨nglichen Anforderungen an ein Verfahren zur Dienstsuche aus
Abschnitt 5.1 wurden die Dienstanfrage auf Netzwerkebene, die Unterstu¨tzung he-
terogener Netzwerke und die Mo¨glichkeit der Dienstadressierung bewertet. Da alle
drei Ansa¨tze gleichermaßen die Suche nach einem kontextsensitiven Dienst unter-
stu¨tzen, gilt diese Anforderung als gleichwertig erfu¨llt. Zusa¨tzlich stellt die Tabelle
weitere grundsa¨tzliche Eigenschaften gegenu¨ber, in denen sich die Routingansa¨tze
unterscheiden. Dabei wird jeweils der schlechteste Ansatz mit (–), der beste mit (+)
der sich dazwischen beﬁndende Ansatz mit (o) bewertet.
Die Tabelle ist folgendermaßen zu interpretieren:
Dienstanfrage: Lediglich beim Anycast und beim kontextsensitiven Routing er-
folgt die Dienstanfrage auf Netzwerkebene. Fu¨r die zentrale Datenbank ist
eine entsprechende Erweiterung no¨tig.
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Ansatz Dienst- heterogene Dienst- Flexi- Robust- Eﬃ- Skalier-
anfrage Netzwerke adressierung bilita¨t heit zienz barkeit
Anycast + o – – + – o
zentrale – – + + – – –
Datenbank
Kontext- + + + + + + +
router
Tabelle 5.1: Vergleich der Routingansa¨tze
heterogene Netzwerke: Zwar werden von allen drei Ansa¨tzen heterogene Netz-
werke unterstu¨tzt, allerdings ist der dazu no¨tige Aufwand sehr unterschiedlich.
Der Anycast-Ansatz bietet Lo¨sungen fu¨r Infrastruktur- und Ad-hoc-Netze. Fu¨r
einen gleichzeitigen Betrieb in beiden Netzwerken sind jedoch zusa¨tzliche Maß-
nahmen no¨tig. Die zentrale Datenbank kann theoretisch in einem Ad-hoc-Netz
verwendet werden. Praktisch ist der Zugriﬀ auf diese jedoch durch den zentra-
len Ansatz sehr eingeschra¨nkt. Die Kontextrouter ko¨nnen ohne Einschra¨nkun-
gen in heterogenen Netzwerken arbeiten.
Dienstadressierung: Hierbei wird unterschieden, inwieweit ein Dienst an eine IP-
Adresse gebunden ist. Am ﬂexibelsten gestalten sich hier die Ansa¨tze der zen-
tralen Datenbank und des kontextsensitiven Routings, weil die IP-Adressen der
Server vollkommen unabha¨ngig von den dort angebotenen Diensten sind. Beim
Anycast-Ansatz ist der kontextsensitive Dienst direkt an eine Anycast-Adresse
gebunden. Die Adressierung der Server ist damit von vornherein eingeschra¨nkt.
Vor allem in IPv4-Netzwerken kann damit das mo¨gliche Dienstangebot auf
Grund der beschra¨nkten Anzahl von Anycast-Adressen im Verha¨ltnis zu den
anderen Ansa¨tzen nur sehr klein sein.
Flexibilita¨t: Diese Eigenschaft bewertet den Einﬂuss auf die Dienstsuche, wenn
beispielsweise neue Dienste eingefu¨hrt werden und alte Dienste wegfallen. Hier
besteht ein unmittelbarer Zusammenhang zur Adressierung. Systeme, deren
Server unabha¨ngig zum angebotenen Dienst adressiert werden, sind bei A¨n-
derung des Dienstangebotes viel ﬂexibler als solche, die Well-Known-Adressen
verwenden.
Robustheit: Die Robustheit bezieht sich auf die Ausfallsicherheit bzw. Fehleran-
fa¨lligkeit der einzelnen Ansa¨tze. Wie bereits beschrieben, bietet dafu¨r ein zen-
traler Ansatz die wenigsten Mo¨glichkeiten. Bei Anycast und kontextsensitivem
Routing existieren dagegen keine Beschra¨nkungen. Hier kann die Robustheit
mit steigender Zahl von Servern bzw. Kontextroutern beliebig erho¨ht werden.
Eﬃzienz: Die Eﬃzienz bewertet aus Sicht des Routings, welcher Ansatz sich bei
der Suche nach einem Dienst mit Ru¨cksicht auf die Anforderungen eines Ad-
hoc-Netzes als am eﬀektivsten zeigt. Beim Anycast und auch bei der zentralen
Datenbank ist die Suche nach einer Route zum Server bzw. zur Datenbank
unabha¨ngig von der Dienstsuche. D. h., es sind mindestens zwei Kommuni-
kationsprozesse (Routensuche und Dienstanfrage) no¨tig. Im Gegensatz dazu
wird die Dienstanfrage beim kontextsensitiven Routing schon bei der Suche
nach einem Weg zum Kontextrouter mitgesendet.
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Skalierbarkeit: Diese Eigenschaft bewertet, inwieweit es mo¨glich ist, den jeweiligen
Ansatz an die Bedu¨rfnisse des Netzwerkes (Anzahl der Clients, Server, Verkehr
usw.) anzupassen. Die zentrale Datenbank kann zwar eine Lastverteilung bei
den registrierten Servern vornehmen, sie selbst stellt aber bei Dienstanfragen
einen Flaschenhals dar. Mit Anycast kann eine Lastverteilung realisiert aber
nur schwer gesteuert werden. Das kontextsensitive Routing ist aufgrund des
Wissens u¨ber die verfu¨gbaren Server im Netzwerk sehr gut skalierbar. Eine
gezielte Steuerung ist dabei durchaus mo¨glich. Zusa¨tzlich kann der Netzwerk-
verkehr u¨ber die Zahl der Kontextrouter und der dort vorgehaltenen Daten
u¨ber kontextsensitive Dienste und den zugeho¨rigen Servern skaliert werden.
5.5 Kapitelzusammenfassung
Das vorliegende Kapitel hat zwei Ansa¨tze fu¨r eine Dienstsuche, die die Hauptan-
forderungen nach
”
Unterstu¨tzung kontextsensitiver Dienste“,
”
Unterstu¨tzung hete-
rogener Netzwerkumgebungen“ und
”
Adressierung u¨ber den Dienst“ erfu¨llen, gegen-
u¨bergestellt. Im Gegensatz zum Anycast erfu¨llt dabei die zentrale Datenbank nicht
die Anforderung nach einer
”
Dienstanfrage auf Netzwerkebene“. Trotzdem weist der
Datenbankansatz gerade in Bezug auf Adressierung und Flexibilita¨t Vorteile auf, die
bei der Entwicklung einer geeigneteren Architektur mit zu beru¨cksichtigen sind.
Die Funktionsweisen der beiden Ansa¨tze wurden beschrieben. Ihre Vor- und Nachtei-
le wurden aufgeza¨hlt und diskutiert. Die daraus resultierenden Ergebnisse verbunden
mit den Erkenntnissen aus Kapitel 4 fu¨hrten zu einer neuen Lo¨sung. Diese basiert
auf Routern mit Kontextwissen. Ein solcher Kontextrouter kann bei einer Suche
nach einem kontextsensitiven Dienst einen auf die Bedu¨rfnisse des Nutzers optimal
angepassten Dienst bzw. Server ﬁnden. Die sich daraus ergebende Wegewahl wird als
kontextsensitives Routing bezeichnet. Die notwendigen Funktionen wurde beschrie-
ben und diskutiert. Mit dieser Lo¨sung wird es mo¨glich, alle Hauptanforderungen
an ein Verfahren zur kontextsensitiven Dienstsuche zu erfu¨llen. Im anschließenden
Vergleich aller drei Ansa¨tze erwies sich das kontextsensitive Routing als am vielver-
sprechendsten. Es vereint die Vorteile von Anycast und zentraler Datenbank, ohne
deren diskutierten Nachteile zu u¨bernehmen. Lediglich eine gewisse Erho¨hung der
Komplexita¨t kann als negativ empfunden werden. Dafu¨r u¨berwiegen aber die Vortei-
le bezu¨glich der Flexibilita¨t, Robustheit, Eﬃzienz und Skalierbarkeit. Da der Ansatz
auf Routingebene realisiert wird, ist er transparent bei der Einbindung in bestehende
Systeme bzw. interoperabel zu neuen Systemen, sofern diese IP unterstu¨tzen.
Damit ist das kontextsensitive Routing eine vielversprechende Alternative zur her-
ko¨mmlichen Dienstsuche. Prinzipiell kann dieser Ansatz auch die in Tabelle 4.2 auf-
gefu¨hrten Eigenschaften erfu¨llen. Das ha¨ngt jedoch von dem endgu¨ltigen Konzept
fu¨r eine praktische Realisierung ab. Ein Vorschlag dazu wird im folgenden Kapitel
diskutiert.
6. Architekturkonzept
Der in Abschnitt 5.3 vorgeschlagene Lo¨sungsansatz des kontextsensitiven Routings
wird derzeit von keinem Routingverfahren unterstu¨tzt. Auch die in Abschnitt 4.6
vorgestellten aktuellen Architekturen zur Dienstsuche basieren auf anderen Mecha-
nismen. Dort wird weder eine Suche nach kontextsensitiven Diensten unterstu¨tzt,
noch sind diese Verfahren fu¨r heterogene Netzwerke geeignet. Hinzu kommt, dass die
meisten Verfahren auf der Anwendungsschicht und somit in Ad-hoc-Netzen ineﬃzi-
ent arbeiten. Mit der Entwicklung eines Konzeptes zur Realisierung des kontextsen-
sitiven Routings soll eine ﬂexible Architektur zur Dienstsuche geschaﬀen werden, die
die beschriebenen Nachteile behebt und auch heterogene IP-Netzwerkumgebungen
unterstu¨tzt.
Die folgenden Abschnitte beschreiben detailliert einen Vorschlag fu¨r eine solche Ar-
chitektur. Dazu wird in Abschnitt 6.1 zuna¨chst deren Aufbau und Funktionswei-
se eingefu¨hrt, die beno¨tigten Netzwerkkomponenten vorgestellt und ihre Aufgaben
erla¨utert. In Abschnitt 6.2 erfolgt eine vergleichende Gegenu¨berstellung verschiede-
ner Routingprotokolle, um das fu¨r die Architektur geeignetste Protokoll auswa¨h-
len zu ko¨nnen. Daraufhin werden die Funktionsweise dieses Protokolls und daran
durchzufu¨hrende notwendige Erweiterungen fu¨r das kontextsensitive Routing erla¨u-
tert. Abschnitt 6.3 beschreibt detailliert, welche Funktionen in den einzelnen zur
Architektur geho¨renden Komponenten realisiert werden mu¨ssen und wie die dafu¨r
notwendigen Modiﬁkationen der entsprechenden Protokolle aussehen. Abschließend
wird das entwickelte Konzept in Abschnitt 6.4 bewertet und mit den in Abschnitt 4.6
aufgefu¨hrten Verfahren verglichen.
6.1 Einfu¨hrung
Das Gesamtkonzept der Routingarchitektur ist in Abbildung 6.1 dargestellt. Das
Netzwerk wird symbolisch durch drei Subnetze repra¨sentiert, die u¨ber den Kon-
textrouter miteinander verbunden sind. Der Kontextrouter stellt dabei die zentrale
Komponente fu¨r die Kommunikation dar. Das Konzept unterstu¨tzt aber auch die
Mo¨glichkeit, dass mehrere Kontextrouter gleichzeitig dieselben Subnetze bedienen
oder sich innerhalb eines einzelnen Ad-hoc-Netzes beﬁnden ko¨nnen. U¨ber die in der
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Abbildung 6.1: Die Komponenten der kontextsensitiven Routingarchitektur
Abbildung dargestellten Clients greifen die Nutzer auf die Dienste zu, welche von
den Servern angeboten werden. Der Begriﬀ Server ist an dieser Stelle zu erweitern.
Im Allgemeinen wird damit ein System bezeichnet, das einen Dienst anbietet. Im
Speziellen ko¨nnen bei den Servern jedoch drei Typen unterschieden werden. Dazu
geho¨ren Server, die:
• nur herko¨mmliche Dienste anbieten (Server 2 in Abbildung 6.1).
• die sowohl kontextsensitive als auch herko¨mmliche Dienste unterstu¨tzen (Ser-
ver 5 in Abbildung 6.1).
• die ausschließlich kontextsensitive Dienste bereitstellen (Server 1, 3 und 4 in
Abbildung 6.1).
Die beiden letzteren Typen werden auch als kontextsensitive Server bezeichnet. Die
Unterscheidung der einzelnen Server ist genau dann wichtig, wenn auf eine Anfrage
eines Clients hin der passende Dienst gefunden und zugeordnet werden muss. Um dies
realisieren zu ko¨nnen, mu¨ssen sich die kontextsensitiven Server beim Kontextrouter
registrieren und die jeweils unterstu¨tzten Kontexttypen angeben.
Mo¨chte nun ein Nutzer einen kontextsensitiven Dienst verwenden, ruft er diesen mit
seinem Gera¨t ab. Dazu wird auf dem Client eine entsprechende Anwendung gestartet,
die eine Anfrage mit Angabe der von ihm unterstu¨tzten Kontexttypen an einen
Kontextrouter sendet. Der Kontextrouter wertet anhand des angeforderten Dienstes
und der mitgesendeten Kontexttypen aus, welcher Server als Diensterbringer in Frage
kommen kann. Wurde ein passender Server gefunden (siehe Abbildung 6.1: Nutzer
1 ⇒ Server 3, Nutzer 2 ⇒ Server 4) und dieser durch den Client akzeptiert, kann
die weitere Kommunikation nach zwei verschiedenen Methoden erfolgen.
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1. Der Router kann die nun folgenden Dienstanfragen direkt an den Server weiter-
senden und im weiteren Verlauf als Proxy zwischen Client und Server arbeiten.
Dieses Szenario kann auch als
”
Proxykommunikation“ betrachtet werden.
2. Der Router kann die Adresse des gefundenen Servers an den Client zuru¨ck-
geben. Der Client kann dann direkt mit dem Server kommunizieren, deshalb
wird dies als
”
direkte Kommunikation“ bezeichnet.
Der Nutzer bemerkt keinen Unterschied zwischen beiden Varianten. Die Vor- und
Nachteile der beiden Methoden werden im Folgenden erla¨utert.
Bei der Proxykommunikation kann sofort auf Serverausfa¨lle reagiert werden. Ist ein
Server nicht mehr erreichbar, wa¨hlt der Router anhand der gespeicherten Daten einen
anderen Server, der aber den gleichen Dienst anbieten muss. Diese Auswahl ist prin-
zipiell zu jedem Zeitpunkt mo¨glich. Damit ko¨nnen auch auf einfache Weise Backuplo¨-
sungen implementiert werden. Die Flexibilita¨t des Systems la¨sst sich damit so weit
erho¨hen, dass in bestimmten Absta¨nden u¨berpru¨ft werden kann, ob der verwendete
Server noch optimal fu¨r die aktuell zu beru¨cksichtigenden Kontexttypen ist oder
ob ein neu ins Netz hinzugekommener Server bessere Ergebnisse liefert. In diesem
Fall ist dann ein Wechsel zu dem anderen Server mo¨glich. Damit erha¨lt der Nutzer
immer den fu¨r ihn am besten angepassten Dienst. Der Server bleibt fu¨r den Nutzer
zu jedem Zeitpunkt
”
unsichtbar“. Da der gesamte Verkehr der Kommunikation u¨ber
den Router gefu¨hrt wird, kann dieser auch Verwaltungs- und Monitoringfunktionen
u¨bernehmen. An dieser Stelle wa¨ren z. B. Funktionen zum Abrechnungsmanagement
denkbar. Die Proxykommunikation hat aber auch Nachteile. So erho¨ht sich beispiels-
weise die Komplexita¨t des Routers, da dieser ein Großteil der Funktionalita¨t fu¨r die
Kommunikation erbringen muss. Das kann seine Rechenleistung beeintra¨chtigen. Da
der Server
”
unsichtbar“ ist, hat der Nutzer nur begrenzten Einﬂuss auf dessen Aus-
wahl. Dies ko¨nnte bei unserio¨sen Providern durchaus zu Problemen fu¨hren.
Fa¨llt dagegen wa¨hrend einer direkten Kommunikation ein Server aus, muss erst
erneut eine Anfrage an den kontextsensitiven Router gesendet werden. Dieser wa¨hlt
einen neuen Server aus, der am besten fu¨r den Nutzer geeignet ist, und sendet
dessen Adresse an den Client zuru¨ck. Nun kann dieser wieder direkt mit dem Server
kommunizieren. Entsprechend umsta¨ndlich wu¨rde sich dann auch der Serverwechsel
gestalten, wenn sich wa¨hrend einer laufenden Kommunikation die Anforderungen
bezu¨glich der Kontexttypen a¨ndern. Der Nutzer hat dafu¨r jedoch die Mo¨glichkeit
bei der Wahl des Servers ggf. einzuschreiten. Durch die gelieferte Zieladresse kann
der Server identiﬁziert werden. Wie in den folgenden Abschnitten noch gezeigt wird,
la¨sst sich dies aber auch mit der Proxykommunikation realisieren. Vorteilhaft ist die
geringere Belastung der Router, was gerade bei Ad-hoc-Netzen sinnvoll ist, da die
dortigen Netzknoten nur begrenzte Energiereserven besitzen. Jedoch verlagert sich
jetzt die Intelligenz zur Realisierung des Algorithmus zum Client. Dort muss die
Routingsoftware auch die zusa¨tzlichen Kommunikationsabla¨ufe u¨bernehmen.
Im Gegensatz dazu ist anzumerken, dass zum einen die Anzahl der Kontextrouter
abza¨hlbar sein wird. Zum anderen werden diese mit großer Wahrscheinlichkeit vor-
zugsweise an den Netzu¨berga¨ngen eingesetzt werden, d. h., es handelt sich um durch-
aus leistungsfa¨hige Netzknoten. Diese verbinden auch weiterhin Netze bzw. Subnetze
miteinander. Damit kann beim Einsatz einer Proxykommunikation bei den Clients
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Energie gespart werden, da der ho¨here Rechenaufwand bei den Routern liegt. Nach-
dem der Client einen Vorschlag vom Kontextrouter erhalten hat, steht dem Provider
keine Mo¨glichkeit mehr zur Verfu¨gung, den Verkehr zu monitoren oder steuernd auf
die Kommunikation einzuwirken
Wie aufgezeigt wurde, haben beide Kommunikationsvarianten ihre Vor- und Nach-
teile. Aufgrund der Mo¨glichkeiten zum Monitoring und des Kostenmanagements
wurde sich fu¨r die Methode
”
Proxykommunikation“ entschieden. Hinzu kommen die
Robustheit bzw. Backupmo¨glichkeiten bei Ausfall eines Servers. Hier kann mit der
Proxykommunikation schnell reagiert werden, ohne dass der Nutzer oder Client et-
was von diesem Ausfall bemerkt.
Im folgenden Abschnitt wird untersucht, welches Routingverfahren fu¨r das Archi-
tekturkonzept geeignet ist, damit nach einer entsprechenden Wegewahl eine Kom-
munikation zwischen Client und Server erfolgen kann.
6.2 Routingverfahren
Um die in Abschnitt 6.1 beschriebenen Funktionen realisieren zu ko¨nnen, mu¨ssen
die einzelnen Netzwerkkomponenten miteinander kommunizieren ko¨nnen. Die Basis
dafu¨r bildet das kontextsensitive Routing selbst. Da es sich hierbei um ein neues
Verfahren der Routenﬁndung handelt, resultiert daraus die Frage, ob ein Protokoll
existiert, das mo¨glicherweise den Anforderungen entsprechend modiﬁziert werden
kann. Dazu wird im folgenden Abschnitt daru¨ber diskutiert, welches herko¨mmliche
Routingprotokoll dafu¨r in Frage kommen ko¨nnte oder ob es sinnvoller ist, ein kom-
plett neues Routingprotokoll zu entwickeln. In Abschnitt 6.2.3 wird dann erkla¨rt, wie
mit Hilfe dieses Protokolls die Kontexttypen und die vom Nutzer initiierte Dienst-
anfrage u¨bertragen werden. Der Abschnitt 6.2.4 diskutiert schließlich das Verhalten
in unterschiedlichen Netzwerkumgebungen.
6.2.1 Auswahl des Basisroutingverfahrens
Um abscha¨tzen zu ko¨nnen, inwieweit ein neues Routingprotokoll entwickelt werden
muss, ist eine Analyse der bereits existierenden Protokolle no¨tig. Diese sind auf ihre
Erweiterbarkeit hin zu untersuchen, sodass wa¨hrend einer Routensuche sowohl die
Kontexttypen als auch der angeforderte Dienst zum Kontextrouter u¨bertragen wer-
den ko¨nnen. In Kapitel 2 wurde bereits dargelegt, dass gerade Routingprotokolle fu¨r
Ad-hoc-Netze als geeignet erscheinen und auch heterogene Netzwerkumgebungen un-
terstu¨tzen ko¨nnen. Auf eine Untersuchung von Festnetzprotokollen kann deshalb an
dieser Stelle verzichtet werden. Des Weiteren mu¨ssen die in Frage kommenden Pro-
tokolle den bereits in den Kapiteln 3 und 5 aufgefu¨hrten Anforderungen genu¨gen. Da
das kontextsensitive Routing auf vorhandene Funktionen bestehender Routingproto-
kolle aufbaut, ist davon auszugehen, dass auf die Entwicklung eines komplett neuen
Routingprotokolls verzichtet werden kann. Unter diesen Voraussetzungen werden die
noch verbliebenen Ad-hoc-Netz-Routingprotokolle auf ihre Eignung hin untersucht.
Hierbei kann auf Protokolle, die fu¨r spezielle Anwendungsbereiche entwickelt wur-
den (z. B. positionsbasierte Routingverfahren), vorerst verzichtet werden, da ein
allgemeines Verfahren gesucht ist. Dieses soll trotzdem netzu¨bergreifend arbeiten,
mo¨glichst ﬂexibel einsetzbar und nicht auf bestimmte Anwendungsfa¨lle beschra¨nkt
68 6. Architekturkonzept
sein. Zuku¨nftige Forschungsarbeiten und Entwicklungen mu¨ssen diese Routingpro-
tokolle jedoch nicht ausschließen, sofern sie die nachfolgenden Anspru¨che erfu¨llen.
Bei der Auswahl des geeignetsten Verfahren sind die
”
Unbedingten Anforderungen“
an Routingprotokolle (siehe Tabelle 3.1 aus Abschnitt 3.3) zu beru¨cksichtigen. Des
Weiteren sind folgende Anforderungen von Bedeutung:
Simulator: Da das hier eingefu¨hrte kontextsensitive Routing auch mit Hilfe von
Simulationen untersucht werden soll, werden bevorzugt Protokolle verwendet,
die schon im network simulator version 2.xx (ns-2) implementiert sind oder fu¨r
die bereits Softwarelo¨sungen existieren, die in den ns-2 implementiert werden
ko¨nnen. Dadurch ist eine Minimierung des Aufwandes fu¨r die Programmierung
eines Routingprotokolls mo¨glich, sodass bei einer vorhandenen Implementie-
rung lediglich die Kontexterweiterung in das Protokoll eingebunden werden
muss. Detaillierte Informationen zu dieser Thematik ﬁnden sich in Kapitel 7.
Verfu¨gbarkeit: Es werden bevorzugt die Protokolle ausgewa¨hlt, fu¨r die es bereits
praktische Implementierungen gibt. Das dabei unterstu¨tzte Betriebssystem
spielt eine untergeordnete Rolle.
Standardisierung: Die Standardisierung bzw. der Standardisierungsstatus ist in-
sofern wichtig, weil durch diese Information abgescha¨tzt werden kann, ob das
Protokoll von der
”
Netzgemeinde“ angenommen wurde bzw. werden wird. Die-
ser Punkt ist fu¨r Entwicklungsvorhaben auch deshalb wichtig, weil fu¨r nicht
standardisierte Protokolle ha¨uﬁg nur unzureichende oder u¨berhaupt keine Do-
kumentationen bzw. Beschreibungen vorliegen.
Erweiterbarkeit: Soll ein vorhandenes Protokoll als Basis dienen, muss dieses er-
weiterbar sein. Erweiterbar sind solche Protokolle, die fu¨r die Kommunikation
Nachrichtenformate verwenden, deren Paketkopf (Header) freie Kapazita¨ten
aufweist. Eine andere Mo¨glichkeit besteht darin, dass die Speziﬁkation des
betrachteten Routingprotokolls eine Erweiterung des gesamten Paketformats
erlaubt. Damit wird es mo¨glich, weitere Informationen wie verschiedene Kon-
texttypen und den angeforderten Dienst zu u¨bertragen. Bei der Beurteilung
dieser Anforderung stellen die nicht standardisierten Protokolle das gro¨ßte Pro-
blem dar. Teilweise sind auch die Drafts diesbezu¨glich nicht sehr aussagekra¨ftig.
Deshalb ko¨nnen zum gegenwa¨rtigen Zeitpunkt auch nicht zu jedem Protokoll
Aussagen getroﬀen werden.
Multicast: Wie in Abschnitt 6.3 gezeigt wird, muss das Routingverfahren auch
Broadcasts oder Multicasts unterstu¨tzen, um die Adresse des Kontextrouters
allen Netzknoten mitteilen zu ko¨nnen. In Ad-hoc-Netzen werden zur Adressie-
rung mehrerer oder aller Knoten vorzugsweise Multicasts verwendet. Daru¨ber
hinaus unterstu¨tzt IPv6 im Gegensatz zu IPv4 nur Multicast. Damit die Funk-
tionen des Architekturkonzepts fu¨r beide IP-Versionen kompatibel sind, muss
das auszuwa¨hlende Protokoll auch Multicasts unterstu¨tzen.
Eine Auswertung der Tabelle 3.2 in Kombination mit der in [Pasc05] erstellten sowie
fu¨r diese Arbeit aktualisierten und erweiterten Tabelle 6.1 fu¨hrt zu dem Ergebnis,
dass gegenwa¨rtig nur AODV, DSR, OLSR und TORA die gestellten Anforderungen
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Routing- Simulator Verfu¨gbarkeit Standardi- Erweiter- Multicast
verfahren sierung barkeit
ABR nein k. A. IETF-Draft ja nein
AODV ja Windows, Unix RFC 3561 ja ja1
CBRP ja k. A. IETF-Draft k. A. nein
CEDAR nein k. A. IETF-Draft k. A. ja1
CGSR nein k. A. nein k. A. ja1
DSDV ja k. A. nein k. A. nein
DSR ja Windows, Unix RFC 4728 ja ja1
FSR ja k. A. IETF-Draft ja k. A.
LMR nein k. A. nein k. A. nein
OLSR ja Windows, Unix RFC 3626 ja ja1
PARO nein k. A. IETF-Draft k. A. k. A.
RDMAR nein k. A. IETF-Draft ja ja1
Spine nein k. A. nein k. A. ja1
SSR nein k. A. nein k. A. nein
STAR nein k. A. IETF-Draft nein k. A.
TBRPF nein Unix RFC 3684 ja ja1
TORA ja Unix IETF-Draft ja ja2
WRP nein k. A. nein k. A. ja1
ZRP ja k. A. IETF-Draft ja ja1
Tabelle 6.1: Vergleich der Auswahlkriterien fu¨r verschiedene Routingverfahren
erfu¨llen ko¨nnen. Beim Vergleich der Routingprotokolle ist zuna¨chst auf die zusa¨tzlich
in [Pasc05] aufgefu¨hrte Anforderung
”
Eﬃzienz“ verzichtet worden, da die dortigen
Aussagen u¨ber den Einﬂuss auf die Verkehrslast subjektiv getroﬀen wurden und
dabei lediglich die Gro¨ße des jeweiligen Paketkopfes beru¨cksichtigt wird. Dies reicht
aber zur Abscha¨tzung der durch das Routingprotokoll verursachten Verkehrslast
nicht aus. Eine Recherche nach vergleichende Messergebnissen blieb erfolglos und
der Aufwand eigener Messungen im Rahmen dieser Arbeit war zu hoch, sodass dazu
aktuell keine Informationen vorliegen.
AODV, DSR, OLSR und TORA sind im ns-2 implementiert. Außerdem sind sie
erweiterbar und unterstu¨tzen Multicast. Da fu¨r AODV, DSR und OLSR sowohl Im-
plementierungen fu¨r die Betriebssysteme Unix-/Linux- als auch fu¨r Windows exis-
tieren, wurden diese gegenu¨ber TORA favorisiert. Somit wird eine hohe Flexibilita¨t
fu¨r die praktische Realisierung eines Netzwerkes und bei der Gestaltung von Testsze-
narien gewa¨hrleistet. Des Weiteren haben diese Protokolle bereits den Status eines
RFC erreicht. DSR besaß zum Zeitpunkt der Protokollauswahl noch den Status ei-
nes IETF-Drafts [JoMH03], sodass es ebenfalls ausschied. Die Vero¨ﬀentlichung als
RFC 4728 [JoHM07] erfolgte erst im Februar 2007. Die ﬁnale Entscheidung ﬁel zu-
gunsten des AODV, da einerseits die zur Verfu¨gung stehenden Implementierungen
am geeignetsten erschienen, es sich andererseits um ein reaktives Protokoll han-
delt (siehe Tabelle 3.2). OLSR ist dagegen ein proaktives Protokoll. In Abschnitt 3.4
wurde bereits auf die unterschiedlichen Arbeitsweisen eingegangen. Da reaktive Pro-
1mit Erweiterung bzw. Aufsatz
2Voraussetzung: IMEP
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tokolle nur auf Anforderung arbeiten, ist AODV fu¨r das kontextsensitive Routing
eﬃzienter. Eine Routensuche muss hier erst bei einer Dienstanfrage initiiert werden.
Fu¨r die Auswahl eines geeigneten Protokolls ist es von wesentlicher Bedeutung, wel-
che Zukunftsaussichten es besitzt. Trotz der großen und stets wachsenden Protokoll-
vielfalt spielt AODV auch heute noch eine bedeutende Rolle. Aktuell wird es z. B.
im WLAN-Standard IEEE 802.11s eingesetzt, welcher WLAN-Mesh-Netze speziﬁ-
ziert [Hier07]. Dies kommt der Interoperabilita¨tsanforderung gegenu¨ber heterogenen
Netzwerkarchitekturen auch beim zuku¨nftigen Einsatz entgegen. Daru¨ber hinaus be-
sta¨tigt [CoGi07], dass auch noch aktiv an dem Protokoll entwickelt wird. Letztlich
erfu¨llt AODV alle gestellten Anforderungen und soll deshalb als Basis fu¨r das kon-
textsensitive Routing dienen. Die in der Tabelle aufgefu¨hrten Eintra¨ge
”
k. A.“ be-
deuten wiederum
”
keine Angabe“. Dieser Fall tritt beispielsweise dann auf, wenn ein
Protokoll nicht standardisiert ist und bestimmte Eigenschaften auch durch intensive
Recherche nicht be- oder widerlegt werden konnten.
Aus der oben durchgefu¨hrten Untersuchung wird ersichtlich, dass auf die Entwick-
lung eines vollsta¨ndig neuen kontextsensitiven Routingprotokolls verzichtet werden
kann. AODV erfu¨llt alle Voraussetzungen hinsichtlich einer Modiﬁkation zu einem
kontextsensitiven Routingprotokoll. Die Funktionen des in Abschnitt 6.1 dargestell-
ten Konzeptes ko¨nnen damit vollsta¨ndig umgesetzt werden. Eine Neuentwicklung
wird somit nicht als notwendig erachtet, da der Aufwand in keinem Verha¨ltnis zum
Nutzen steht. Ein neu entwickeltes Protokoll ist außerdem kein Garant fu¨r eine bes-
sere Routingperformance, wa¨hrenddessen sich AODV bereits in der Praxis bewa¨hrt
hat.
6.2.2 Funktionsweise des Basisroutingverfahrens
Um die in Abschnitt 6.3 beschriebenen Kommunikationsabla¨ufe nachvollziehen zu
ko¨nnen, wird an dieser Stelle zuna¨chst die Funktionsweise des AODV-Protokolls be-
schrieben. AODV ist ein tabellenbasiertes, reaktives Routingverfahren. Wie bereits
in Kapitel 3 erla¨utert, wird bei einem solchen Routingverfahren erst dann eine Rou-
te gesucht, wenn auch Daten zu einem bestimmten Ziel u¨bertragen werden sollen.
AODV ist im RFC 3561 [BRPD03] speziﬁziert. Es ist schleifenfrei und bestimmt
die Routen fu¨r eine Unicast-/Multicastkommunikation. Fu¨r die Routensuche wird
als Transportprotokoll das User Datagram Protocol (UDP) verwendet. In den Netz-
knoten bzw. Routern, die AODV unterstu¨tzen, existieren Routingtabellen, die eine
bidirektionale Kommunikation ermo¨glichen. Es wird hierbei zwischen dem eigentli-
chen Routing und dem Reverse Routing unterschieden. Die Tabelleneintra¨ge fu¨r das
Routing werden zur Wegewahl zum Zielknoten hin genutzt. Die Eintra¨ge fu¨r das Re-
verse Routing dienen dazu, von anderen Knoten erhaltene Antworten (Route Reply
bzw. RREP) an den Initiator der Wegesuche zuru¨ckzusenden. Auch Daten ko¨nnen
u¨ber solche Routen gesendet werden. In der Routingtabelle werden neben der Ziel-
adresse beispielsweise die Anzahl der Hops bis zum Ziel, das Netzwerkinterface, die
Lebensdauer des Eintrags, verschieden Flags (z. B. valid, invalid, . . . ) usw. verwaltet.
Des Weiteren wird noch eine Tabelle angelegt, die die empfangenen Anfragen (Route
Requests bzw. RREQs) dokumentiert. Durch diese History-Funktion ist es mo¨glich,
Duplikate eines RREQ-Paketes zu entdecken und zu verwerfen. Letztlich wird noch
eine Liste angelegt, die diejenigen Nachbarknoten entha¨lt, die aktuell kein RREP-
Paket empfangen ko¨nnen. Das ist notwendig, da bei mehreren von verschiedenen
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Nachbarknoten empfangenen identischen RREQ-Paketen nur das erste ausgewertet
wird. Dieses RREQ ko¨nnte aber von einem Nachbarknoten initiiert worden sein, der
ru¨ckwa¨rts keine RREP-Pakete empfangen kann. Damit wu¨rde kein Weg zum Ziel
gefunden werden, da alternative Routen ignoriert wu¨rden. Die in der so genann-
ten Black List aufgenommenen Eintra¨ge sind nur fu¨r eine bestimmte Dauer gu¨ltig.
Dieses Timeout wird ebenfalls in der Liste vorgehalten.
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Abbildung 6.2: AODV-Paketformate
Insgesamt werden zum Finden und Managen von Routen vier Nachrichten genutzt.
Der Aufbau dieser Nachrichten ist in Abbildung 6.2 dargestellt. Die Nachricht fu¨r
ein RREQ wird verwendet, um einen Knoten (den Zielknoten) und damit eine Route
zu diesem zu ﬁnden. Mit einem RREP erfolgt die Antwort, sobald der Zielknoten
bzw. der Weg zum Zielknoten gefunden wurde. Wird mit dem RREP eine Besta¨ti-
gung fu¨r dessen Empfang gefordert (A-Flag gesetzt), erfolgt dies mit einem Route
Reply Acknowledgement (RREP ACK). Schließlich wird ein Route Error (RERR)
gesendet, wenn bestehende Routen unterbrochen wurden. Die Bedeutung der in den
Nachrichtenformaten verwendeten Felder werden im Folgenden kurz erla¨utert:
Type - beschreibt den Typ des Nachrichtenformats (
”
1“ = RREQ;
”
2“ = RREP;
”
3“ = RERR;
”
4“ = RREP-ACK).
J - Join-Flag ist reserviert fu¨r Multicast.
R - Repair -Flag ist reserviert fu¨r Multicast.
G - Gratuitous-Flag kennzeichnet, dass ein Zwischenknoten ein so genanntes Gra-
tuitous-RREP zum im Feld
”
Destination IP Address“ angegebenen Knoten
senden muss, sofern dieser Zwischenknoten direkt auf das RREQ antwortet.
D - Destination Only-Flag kennzeichnet, dass nur der Zielknoten auf dieses RREQ
antworten soll.
U - Unknown Sequence Number -Flag wird gesetzt, wenn die Sequenznummer fu¨r
den Zielknoten unbekannt ist, d. h., wenn z. B. noch keine Route zu dem
Zielknoten existiert.
A - Acknowledgment-Flag wird gesetzt, wenn die Gefahr besteht, dass die U¨bertra-
gungsstrecke fehleranfa¨llig oder unidirektional ist. Der Empfa¨nger des RREP
muss daraufhin ein RREP-Ack zuru¨ck senden.
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N - No Delete-Flag wird gesetzt, wenn ein Knoten die Wiederherstellung eines
lokalen Links initialisiert hat und somit die Route in den anderen Knoten in
Richtung Upstream nicht gelo¨scht werden soll.
Reserved - reservierter und damit ungenutzter Bereich.
Hop Count - Anzahl der Hops vom Initiatorknoten bis zu dem Knoten, der die
Anfrage bearbeitet.
RREQ ID - kennzeichnet zusammen mit der IP-Adresse des Initiatorknotens ein
RREQ eindeutig.
Destination IP Address - ist die IP-Adresse des Zielknotens.
Destination Sequence Number - ist die aktuelle bzw. zuletzt bekannte Squenz-
nummer vom Zielknoten.
Originator IP Address - ist die IP-Adresse des Knotens, der das RREQ-Paket
initiiert hat.
Originator Sequence Number - ist die aktuelle Sequenznummer des Knotens,
der das RREQ initiiert hat.
Preﬁx Sz - sofern der Wert (Preﬁx Size) nicht Null ist, gibt er das Subnetz an.
So gekennzeichnete Routen ko¨nnen dann fu¨r jeden Knoten mit der gleichen
Subnetzmaske wie der eigentliche Zielknoten verwendet werden.
Lifetime - ist die Zeit in Millisekunden nach dem Empfang des RREP-Paketes, fu¨r
die eine Route als valid gilt.
DestCount - ist die Anzahl nicht erreichbarer Ziele, die im RERR-Paket enthalten
sind, und muss deshalb mindestens 1 betragen.
Unreacheable Destination IP Address (1) - ist die IP-Adresse des nicht er-
reichbaren Knotens. Weitere IP-Adressen ko¨nnen ebenfalls angegeben werden
(Feld: Additional Unreachable Destination Sequence Numbers (if needed)).
Unreachable Destination Sequence Number (1) - ist die Sequenznummer,
die in der Routingtabelle dem nicht erreichbaren Zielknoten zugeordnet ist.
Sofern weitere IP-Adressen nicht erreichbarer Knoten angegeben werden, sind
auch die zugeho¨rigen Sequenznummern zu u¨bertragen (Feld: Additional Un-
reachable Destination IP Addresses (if needed)).
AODV zeichnet sich durch einen kleinen Overhead aus, was die Verkehrslast positiv
beeinﬂusst. Die Funktionsweise von AODV soll anhand einer Routensuche allgemein
erla¨utert werden. Fehler- und Ausnahmesituationen werden dabei vernachla¨ssigt.
Fu¨r eine detaillierte Beschreibung wird auf den RFC 3561 verwiesen. In Abbildung
6.3 ist ein Beispiel fu¨r eine Routensuche dargestellt. Knoten A mo¨chte hier Daten
zu Knoten I u¨bertragen. Dazu wird ein RREQ an alle Nachbarn gesendet. Direkt
erreichbare Nachbarn sind in der Abbildung mit einer Linie verbunden. Diese leiten
die Anfrage wiederum an ihre Nachbarn weiter, sofern der Zielknoten nicht bekannt
ist oder das D-Flag gesetzt ist. Duplikate werden dabei erkannt und gelo¨scht. Jeder
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Knoten der ein RREQ erha¨lt, speichert die Routeninformation zum ru¨ckwa¨rtigen
Erreichen des Initiators der Anfrage ab. Wurde der Zielknoten erreicht (Darstellung
d© in Abbildung 6.3), sendet dieser ein RREP an den Initiator (Knoten A) zuru¨ck.
Das RREP ﬁndet den Weg zur Quelle u¨ber die Reverse-Route-Eintra¨ge der Knoten.
Gleichzeitig aktualisiert jeder Knoten, der das RREP weiterleitet, seine Routingta-
belle und kennt damit auch den Weg zum Knoten I.
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Abbildung 6.3: AODV-Routingalgorithmus [Pasc05]
Erga¨nzend sei noch erwa¨hnt, dass der RFC 3561 AODV basierend auf IPv4 be-
schreibt. Mittlerweile beﬁndet sich auch das
”
Ad hoc On-Demand Distance Vector
(AODV) Routing for IP version 6“ [PeRD00] in der Standardisierungsphase. Prinzi-
piell arbeitet dort das Routingverfahren genauso wie unter IPv4. Die Paketformate
wurden dahingehend erweitert, dass nun 128-Bit-lange Quell- und Ziel-IP-Adressen
(Source IP Address, Destination IP Address) verwendet werden. Beim RREQ wird
des Weiteren auf die Flags D und U verzichtet. Damit erweitert sich der reservier-
te Bereich um 2 Bit. Die RREQ ID wird durch die gleichlange Flooded Packet ID
ersetzt. Da IPv6 keine Broadcast-Adressen kennt, wird zur Routensuche mit Multi-
cast gearbeitet. Hierzu ist in der Speziﬁkation eine Multicast-Adresse deﬁniert, die
im aktuellen Subnetz wie ein Broadcast funktioniert, sodass alle Knoten des Sub-
netzes erreicht werden ko¨nnen. Na¨here Details zur Konﬁguration des AODV unter
IPv6 ﬁnden sich in [PeRD00].
6.2.3 Erweiterung des Basisroutingverfahrens
Das in dieser Arbeit vorgestellte Konzept sieht nur die U¨bertragung von Kontextty-
pen mit Hilfe des AODV vor. Die U¨bertragung der zu den Kontexttypen zugeho¨ri-
gen Werte wird nach Abschnitt 5.3.1 als wenig sinnvoll erachtet. Die Anfrage mittels
RREQ-Paket dient lediglich dazu einen passenden Server zu ﬁnden, der den ange-
forderten Dienst erbringen bzw. die angegebenen Kontexttypen verarbeiten kann.
Im Anschluss an die Wegewahl werden die Kontextinformationen direkt zwischen
Anwendung und Dienst bzw. Client und kontextsensitivem Server ausgetauscht. Der
Wegewahlprozess wird diesbezu¨glich somit entlastet.
Zur Erweiterung bzw. Modiﬁkation der AODV-Pakete stehen zwei Varianten zur
Verfu¨gung:
1. Verwendung nicht genutzter (reservierter) Felder im Paketformat
2. Erweiterung des Paketes um zusa¨tzliche Felder
Fu¨r die Nutzung der ersten Variante stehen in verschiedenen Nachrichtenformaten
Felder zur Verfu¨gung, die in Abbildung 6.2 durch
”
Reserved“ gekennzeichnet sind.
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Reservierte Bereiche gibt es fu¨r RREQ- (11 Bit bei IPv4, 13 Bit bei IPv6), RREP-
(9 Bit bei IPv4, 7 Bit bei IPv6) und RERR-Pakete (15 Bit fu¨r IPv4 und IPv6). Da der
Teilnehmer bei einer Dienstsuche als erstes eine entsprechende Anfrage an das Netz
sendet, sind an dieser Stelle auch die Kontexttypen und der gewu¨nschte Dienst mit
zu u¨bertragen. Ein Netzknoten, der diese Anfrage dann auswerten kann (also in der
Architektur der Kontextrouter), liest die gesuchten Kontexttypen aus und verarbei-
tet diese entsprechend. Aus dieser Funktionsweise heraus ergibt sich, dass lediglich
das RREQ-Paket zur U¨bermittlung dieser zusa¨tzlichen Informationen beno¨tigt wird.
Mit diesem Paket stehen elf freie Bits zur Verfu¨gung. D. h., es ko¨nnen theoretisch bis
211−1 = 2047 verschiedene Kontexttypen unterstu¨tzt werden. Aktuelle Entwicklun-
gen und Forschungsarbeiten (z. B. [LeDS05, DeLS05, SFB06, Lewa07]) zeigen aber,
dass kontextsensitive Anwendungen mehrere Kontexttypen gleichzeitig beru¨cksich-
tigen und beno¨tigen. Um beliebige Kombinationen von diesen Typen mittels RREQ
u¨bertragen zu ko¨nnen, mu¨sste pro Kontexttyp ein Bit reserviert werden. Das bedeu-
tet jedoch, dass nur 11 verschiedene Kontexttypen verwendet werden ko¨nnen. Wie
aber schon in Kapitel 4 gezeigt wurde, reicht diese Anzahl bei weitem nicht aus.
Hinzu kommt, dass mit der Weiterentwicklung der Technik eine immer genauer wer-
dende Beschreibung des Kontextes mo¨glich wird. Kontexttypen, die heute vielleicht
messtechnisch noch nicht erfassbar sind (z. B. der mentale Zustand eines Individi-
ums), ko¨nnen dann aufgenommen und ausgewertet werden. Diese Eigenschaft wird
die Zahl der verwertbaren Kontexttypen auch zuku¨nftig noch ansteigen lassen.
Eine bessere Alternative gegenu¨ber der Nutzung reservierter Bits bietet die zweite
Variante einer Modiﬁkation. Hierfu¨r unterstu¨tzt AODV nach RFC 3561 die Erwei-
terung der Formate von RREQ- und RREP-Paketen. Die Nutzung dieser Erweite-
rungsmo¨glichkeiten wird auch in [KoPe02] vorgeschlagen. Allerdings sind dort wie
auch beim davon abgeleiteten AODV-SD keine Mo¨glichkeiten in den Paketerweite-
rungen vorgesehen um Kontexttypen zu u¨bertragen, womit eine Nutzung innerhalb
der kontextsensitiven Routingarchitektur ausscheidet. Weitere Deﬁzite dieses Proto-
kolls wurden bereits in Abschnitt 4.6.2 ero¨rtert.
Mit den RREQ- und RREP-Paketen ko¨nnen jeweils bis zu 255 Byte an zusa¨tzlichen
Daten u¨bertragen werden. Dazu wird das Paketformat um die in Abbildung 6.4
dargestellten Anteile erweitert. Mit dem Feld Type kann eine Kategorisierung der
angeha¨ngten Daten erfolgen. Der Wert 1 ist hierbei schon fu¨r das Hello Interval
Extension-Format vergeben. Das Length-Feld gibt die Anzahl der zu u¨bertragenden
Daten in Bytes an. Das Feld type-speciﬁc data entha¨lt die eigentlichen Daten.
0 7 15 23 31
Type Length type-specific data …
Abbildung 6.4: Erweiterung fu¨r RREQ- und RREP-Pakete
Mit den in den Erweiterungen der RREQ- und RREP-Paketen zur Verfu¨gung ste-
henden 255 Bytes ko¨nnen theoretisch bis zu 255∗8−1 = 2039 verschiedene Kontext-
typen gleichzeitig u¨bertragen werden. Zusa¨tzlich mu¨ssen auch noch der gewu¨nschte
Dienst und eventuell zusa¨tzliche Informationen beru¨cksichtigt werden, sodass sich
diese Zahl entsprechend verringert. Trotzdem bietet diese Mo¨glichkeit auch in ab-
sehbarer Zukunft genu¨gend Reserven. Zu beachten ist jedoch, dass sich die Gro¨ße
der RREQ-/RREP-Pakete bei Verwendung aller Bytes um etwa 11 mal vergro¨ßert.
Eine Eﬃzienzsteigerung diesbezu¨glich ko¨nnte dann durch die variable Nutzung des
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La¨ngenfelds erfolgen, weil damit die Gro¨ße des Datenfelds an die aktuell zu u¨ber-
tragenden Kontexttypen angepasst werden kann. Neben diesen Feststellungen ist zu
diskutieren, inwiefern es sinnvoll ist, die Daten strukturiert zu u¨bertragen. Vorschla¨-
ge dazu werden in Abschnitt 6.3.2.4 unterbreitet.
Damit das kontextsensitive Routing mit Hilfe von erweiterten RREQ auch tatsa¨ch-
lich funktioniert, ist im Paketkopf das D-Flag per Default zu setzen. Der Grund liegt
in der Arbeitsweise des AODV. Empfa¨ngt ein Zwischenknoten ein RREQ, u¨berpru¨ft
dieser in seiner Routingtabelle, ob ihm die Route zum Ziel schon bekannt ist. Ist
dies nicht der Fall, erfolgt ein Broadcast an alle benachbarten Knoten. Kennt der
Zwischenknoten jedoch schon eine Route zum Ziel, antwortet er sofort mit einem
RREP. Mit dem Setzen des D-Flags wird nun sichergestellt, dass das RREQ tat-
sa¨chlich zum Ziel weitergeleitet wird. Die Nutzung des D-Flags im Konzept wirkt
sich auch auf die Kompatibilita¨t bei Verwendung des IPv6 aus, da es in dem zuge-
ho¨rigen Internet Draft [PeRD00] nicht vorgesehen ist. Vielmehr werden dort zusa¨tz-
lich modiﬁzierte RREQ- und RREP-Paketformate angeboten, mit denen 255 Bytes
Nutzdaten direkt zum Ziel gesendet werden ko¨nnen. Bezeichnet werden diese als Op-
tionen/Alternativen. Eine Anfrage erfolgt dann mit dem Flood Data Option-Format
und eine Antwort mit dem Flood Data Reply Option-Format.
Werden die Erweiterungen der RREQ-/RREP-Pakete, wie in diesem Abschnitt be-
schrieben, genutzt, hat das keine Auswirkungen auf solche AODV-Knoten, die keine
Kontextdaten auswerten ko¨nnen. Die Erweiterung wird ignoriert und das Paket als
solches weitergeleitet. Ein konkretes Beispiel fu¨r die erweiterten RREQ-/RREP-
Pakete gibt Abschnitt 6.3.4.
6.2.4 Verhalten in heterogenen Netzwerkumgebungen
Um abscha¨tzen zu ko¨nnen, wie sich das kontextsensitive Routingverfahren in he-
terogenen Netzen verhalten wird, muss dessen Protokollstruktur na¨her beleuchtet
werden. Hierbei unterscheidet sich das AODV nicht von der modiﬁzierten Variante
aus der konzipierten Routingarchitektur. Nach RFC 3561 setzt das Routingprotokoll
auf UDP auf. UDP ist ein verbindungsloses Transportprotokoll, was wiederum IP
auf der Vermittlungsschicht nutzt.
AODV
UDP
IP
Netzwerkzugang
(z.B. Bluetooth, 
WLAN, …)
Abbildung 6.5: Protokollstack fu¨r AODV
Abbildung 6.5 zeigt den vollsta¨ndigen Protokollstack. Aus dieser Darstellung lassen
sich bereits einige Eigenschaften bezu¨glich des Verhaltens in heterogenen Netzen
ableiten. Z. B. spielt die verwendete Netzwerktechnik keine Rolle, sofern diese das
IP unterstu¨tzt. Mittlerweile ko¨nnen das sehr viele Netze, unabha¨ngig davon, ob
diese fu¨r den Sprach- oder Datenverkehr konzipiert wurden. Stellvertretend seien
hier ATM (Asynchronous Transfer Mode), POTS (Plain Old Telephone Service),
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ISDN, GSM, GPRS, Ethernet, WLAN, Bluetooth etc. genannt. Auch Teilnehmer-
zugangstechniken wie sa¨mtliche Varianten von DSL erfu¨llen diese Voraussetzungen.
In Abbildung 6.6 sind stellvertretend einige Beispiele fu¨r mo¨gliche IP-Protokollstacks
aufzeigt.
IP
AAL 5
ATM
SONET
IP
PPP
B-Kanal
IEEE 802.3 
CSMA/CD
IP
MAC
Funk (GSM)
RLC
LLC
SNDCP LLC
MAC
IP
2
1
3
ATM ISDN GPRS Ethernet OSI-SchichtADSL
MAC
LLC
PPPoE
PPP
IEEE 802.3 
CSMA/CD
IP
Bedeutung: AAL 5 (ATM Adaptation Layer 5 ); LLC (Logical Link Control); PPP (Point-to-Point Protocol); PPPoE
(PPP over Ethernet); RLC (Radio Link Control); SNDCP (Subnetwork Dependent Convergence Protocol); SONET
(Synchronous Optical Network)
Abbildung 6.6: IP-Protokollstacks fu¨r verschiedene U¨bertragungstechniken
Nach RFC 3561 wird fu¨r AODV der UDP-Port 654 verwendet. Fu¨r das IP-Paket
(IPv4) ist die Broadcast-Adresse (255.255.255.255) zu setzen. Es handelt sich um ein
Limited Broadcast, womit die AODV-Pakete im Ad-hoc-Netz weitergeleitet werden.
Im IP-Infrastrukturnetz wird ein solches Broadcast zumindest an alle Knoten im ei-
genen IP-Subnetz gesendet. Damit ist die korrekte Funktion innerhalb des Subnetzes
unabha¨ngig von der verwendeten Netztechnik gewa¨hrleistet. Problematisch wird die
globale Kommunikation u¨ber IP-Subnetzgrenzen hinweg. IP-Router, die Netze oder
Subnetze miteinander verbinden, leiten in der Regel keine Broadcasts oder Multicasts
weiter. Auf diese Funktionalita¨ten wird aus Sicherheitsgru¨nden verzichtet. Die Wei-
terleitung von Limited Broadcasts ist dabei strikt verboten. Im RFC 2644 [Seni99]
ist fu¨r Router daru¨ber hinaus explizit vorgeschrieben, dass diese in der Grundkonﬁ-
guration keine Directed Broadcasts weiterleiten du¨rfen. Directed Broadcasts werden
an alle Knoten eines bestimmten Netzes oder Subnetzes gesendet. Andererseits ent-
scheiden die Betreiber der Netze letztlich selber, inwieweit sie Broadcasts und Mul-
ticasts in die Subnetze unterstu¨tzen. AODV-RREQs verbleiben damit jedoch per
Default in den urspru¨nglichen Subnetzen, d. h. in den Netzen, in denen sie initiiert
wurden. Auch bei IPv6 bleibt dieses Ergebnis unvera¨ndert, da diese Version keine
Broadcasts unterstu¨tzt. Dafu¨r wird aber eine Multicast-Adresse bereitgestellt, mit
der alle Knoten eines Subnetzes erreichbar sind.
Die Auswirkungen auf die in Abschnitt 1.2 beschriebene Zielsetzung der Arbeit blei-
ben jedoch aus folgendem Grund minimal. Heutige kontextsensitive Dienste stehen
meist unmittelbar in Bezug zur Position des Nutzers. Daraus ergibt sich, dass der
Nutzer vorrangig Dienste abrufen wird, die lokal, d. h. in seinem Umfeld, ange-
boten werden. Dadurch lohnt es sich wiederum mindestens einen kontextsensiti-
ven Router innerhalb solcher Netze bzw. administrativer Doma¨nen zu betreiben.
So werden beispielsweise bei der Suche nach bestimmten Restaurants, Gescha¨ften
etc. geeignete Wege zu einem Zielpunkt erwartet, die sich im Umfeld des Nutzers
beﬁnden. Beschreibt der Kontext beispielsweise den Gesundheitszustand des Nut-
zers, ist es bei einem kritischen Zustand am sinnvollsten, vom Endgera¨t automatisch
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die na¨chstgelegene geeignete Hilfe zu rufen. Nutzer, Dienst und Position stehen also
bei vielen kontextsensitiven Diensten in unmittelbarer Beziehung. Sicherlich lassen
sich hier noch weitere Beispiele ﬁnden. Deutlich wird jedoch, dass die kontextsen-
sitiven Router in solchen Netzen platziert werden mu¨ssen, in denen eine Vielzahl
von kontextsensitiven Diensten direkt abgerufen werden sollen. Dadurch kann auf
eine RREQ-Anfrage u¨ber Subnetzgrenzen hinweg verzichtet werden. Nicht beno¨tig-
te AODV-Funktionen (z. B. Hello-Pakete) sollten von den betreﬀenden Netzknoten
allerdings in IP-Infrastrukturnetzen vermieden werden, da sich diese negativ auf die
Verkehrsbilanz auswirken.
Werden heterogene Netzwerke betrachtet, ist dabei zu beru¨cksichtigen, dass die Nut-
zer und damit die Clients mobil sein ko¨nnen. Deshalb erfolgen dort auch notwen-
digerweise Handover. Das ko¨nnen sowohl vertikale als auch horizontale Handover
sein. Auf diese Problematik wurde bereits in Abschnitt 3.2 eingegangen. Der Verlust
einer Route fu¨hrt im Ad-hoc-Netz zum Versenden eines RREQ, d. h. zu einer neuen
Routensuche und damit zum horizontalen Handover. Komplexer gestaltet sich die
Situation, sobald ein vertikaler Handover zwischen verschiedenen Netztechniken er-
folgen soll. Erste Untersuchungen, wie zwischen diesen Handover erfolgen ko¨nnen,
werden in [Pein04] na¨her beleuchtet. Eine praktische Implementierung beschreibt
[Ever04], bei der bereits ein Handover zwischen GPRS und WLAN realisiert wurde.
Dort wurde auch gezeigt, dass ein nahtloser Handover mo¨glich ist und somit ein sta¨n-
diger Zugang zum IP-Netz erfolgen kann. Die Funktionalita¨t des kontextsensitiven
Routings wird also weiterhin vollsta¨ndig unterstu¨tzt.
Daneben mu¨ssen auch so genannte Server-Handover bzw. ein Rerouting unterstu¨tzt
werden. Die Notwendigkeit dazu ergibt sich beispielsweise, wenn ein Server ausfa¨llt
oder die Kommunikation zu einem Client wegen U¨berlastung abgebrochen wurde.
Steht in diesem Fall ein alternativer Server zur Verfu¨gung, so sollte ein Rerouting
dorthin erfolgen. Im Idealfall bemerkt der Nutzer nichts davon. In Anbetracht der
im Architekturkonzept vorgeschlagenen Proxykommunikation ko¨nnen die dazu not-
wendigen Funktionalita¨ten nur vom Kontextrouter erbracht werden. Was dabei zu
beru¨cksichtigen ist, wird in Abschnitt 6.3.2.6 na¨her beschrieben.
6.3 Kommunikationsprozesse
Dieses Kapitel geht detailliert auf die Kommunikationsabla¨ufe zwischen den kon-
textsensitiven Komponenten ein. Es wird dabei beschrieben, welche Aufgaben die
kontextsensitiven Server, Kontextrouter und Clients u¨bernehmen und welche Vor-
aussetzungen sie erfu¨llen mu¨ssen. Grundlage dafu¨r bildet im folgenden Kapitel die
Diskussion daru¨ber, wie die Verbreitung der zu den Kontextroutern geho¨renden
Adressinformationen im Netzwerk erfolgen soll.
6.3.1 Adressierung
Bei dem in diesem Kapitel vorgeschlagenen Architekturkonzept basiert die Kom-
munikation auf der Nutzung von IP. Dementsprechend wird die Adressierung aus
diesem Protokoll verwendet. Damit die Netzknoten sich untereinander erreichen ko¨n-
nen, mu¨ssen diese die Adressen der jeweiligen Kommunikationspartner kennen. Die
zentrale Komponente bildet hier der Kontextrouter. Um mit diesem kommunizie-
ren zu ko¨nnen, mu¨ssen entweder die Server und Clients die IP-Adresse des Rou-
ters kennen oder aber der Router kennt die IP-Adressen potentiell zu erreichender
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Netzknoten. Aus verkehrstheoretischen und funktionalen Erwa¨gungen heraus ist es
sinnvoller, dass die Routeradresse den kontextsensitiven Servern und Clients bereit-
gestellt wird. Zum einen fragen die Clients bei Bedarf nach einem kontextsensitiven
Dienst, zum anderen mu¨ssen sich die Server beim Kontextrouter registrieren. Beide
Knotentypen sind damit Initiator einer Kommunikation und beno¨tigen deshalb die
Router-IP-Adresse. Die Initiierung der Kommunikation geht also immer von den Cli-
ents und Servern aus. Des Weiteren ko¨nnen sich die kontextsensitiven Server, wie in
Abschnitt 6.2.4 beschrieben, in anderen Subnetzen beﬁnden. Fu¨r den Kontextrouter
wa¨ren sie dann nicht
”
sichtbar“. Wird dabei beru¨cksichtigt, dass fu¨r eine Dienstan-
frage an den Router ein erweitertes AODV-RREQ versendet werden soll, ergeben
sich die im Folgenden beschriebenen Kommunikationsmo¨glichkeiten.
6.3.1.1 Mo¨glichkeiten der Adressierung
Verschiedene Mo¨glichkeiten bezu¨glich der Adressierung des Kontextrouters wurden
bereits in [Schm05] diskutiert. Die Ergebnisse dienten als Ausgangspunkt, wurden
aber fu¨r die folgende Gegenu¨berstellung weiterentwickelt. Dabei wird davon aus-
gegangen, dass die jeweils genannte Kommunikationsart vom Client bzw. Server
lediglich dazu verwendet wird, um den Kontextrouter direkt erreichen zu ko¨nnen.
Unicast: Hierbei handelt es sich um eine Punkt-zu-Punkt-Kommunikation. Das
bedeutet fu¨r den Client bzw. Server, dass er bei einer Kommunikation mit dem
Kontextrouter dessen IP-Adresse kennen muss. Um diese Adresse im Netzwerk
bekannt zu machen, stehen folgende Varianten zur Verfu¨gung:
Variante 1: Es werden Adressen festgelegt, die fu¨r jedes Netz gelten. Diese
so genannten Well-Known-Adressen sind dann reserviert und du¨rfen in
jedem Netz nur fu¨r die Kontextrouter zur Verfu¨gung stehen.
Variante 2: Der Nutzer muss sich beim Systemadministrator erkundigen,
welche Kontextrouter fu¨r ihn in Frage kommen. Perspektivisch ko¨nnte
dies fu¨r Netzwerke, die mit dem DHCP arbeiten, automatisiert werden.
Dazu mu¨sste aber das DHCP um diese Mo¨glichkeit erweitert werden.
Variante 3: Zur Verbreitung ihrer IP-Adressinformationen nutzen die Kon-
textrouter so genannte Leuchtfeuer (Beacons). Der Router sendet diese
Informationen periodisch in kurzen zeitlichen Absta¨nden via Broadcast
in das Netzwerk.
Variante 4: Der Router sendet periodisch so genannte Advertisement-Pakete
in das Netzwerk. Dadurch ist jedem Netzknoten bekannt, wie die Adresse
des Routers lautet. Das Advertisement-Paket wird per Broadcast bzw.
Multicast u¨bertragen. Im Gegensatz zu Beacons ist der zeitliche Abstand
zwischen zwei gesendeten Advertisements wesentlich gro¨ßer. Die Knoten
ko¨nnen deshalb die Adressinformationen auch mit Hilfe von Solicitation-
Paketen anfordern.
Anycast: Eine Erkla¨rung des Anycast-Mechanismus erfolgte bereits in Ab-
schnitt 5.2. Bei dieser Art der Kommunikation wird eine Anfrage in das Netz-
werk gesendet. Der erste Netzknoten, der sich fu¨r diese Anfrage verantwortlich
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zeichnet, antwortet. Ein solcher Ansatz kann auch zum Auﬃnden der Kontext-
router verwendet werden. Danach wu¨rde ein AODV-RREQ an alle Netzkno-
ten einer administrativen Doma¨ne gesendet werden. Der erste Kontextrouter
wu¨rde auf diese Anfrage antworten. Allerdings setzt eine Adressierung mit
Hilfe von Anycasts voraus, dass alle Kontextrouter neben ihrer eindeutigen
Unicast-Adresse auch eine gemeinsame Anycast-Adresse besitzen. Dies wu¨rde
die Komplexita¨t der Architektur erho¨hen, da zusa¨tzliche Installationen auf den
Gera¨ten, die Anycast unterstu¨tzen sollen, notwendig sind. Des Weiteren wa¨re
keine dedizierte Auswahl eines alternativen Kontextrouters mo¨glich.
Multicast: Bei der Nutzung von Multicasts wu¨rden die Kontextrouter eine spe-
zielle Multicast-Adresse erhalten. Hierbei handelt es sich bei IPv4 um eine
Adresse aus dem Klasse-D-Netz (224.0.0.0 - 239.255.255.255). Bei IPv6 wu¨r-
de dies eine Adresse aus dem Bereich ﬀ00::/8 sein. Die Nutzung wird durch
die Internet Assigned Numbers Authority (IANA) [MIPv08, MIPv07] reguliert.
Bei einer Kommunikation u¨ber eine Multicast-Adresse wu¨rden die Daten an
alle erreichbaren Kontextrouter gesendet werden, die dann auch entsprechend
darauf reagieren mu¨ssten.
Concast: Beim Concast gibt es mehrere Sender und einen Empfa¨nger. Im hier
betrachteten Szenario tritt dieser Fall ein, wenn mehrere Nutzer parallel eine
Anfrage an einen Kontextrouter senden wu¨rden. Damit ist dies ein Spezielfall
des Unicast und es gelten die dort getroﬀenen Aussagen.
Broadcast: Bei einem Broadcast sendet ein Knoten an alle anderen Knoten des
Netzes. Dadurch wu¨rde bei dem hier betrachteten Konzept das gesamte Netz
mit der Anfrage nach einem Kontextrouter
”
geﬂutet“. Zur gezielten Adressie-
rung bestimmter Netzknoten ist diese Methode nicht geeignet.
6.3.1.2 Gegenu¨berstellung
Adresstyp Adressbezug Initiator Art der Reich- Proxy- alternative
Adresse weite komm. Auswahl
Unicast manuell — well-known + + +
individuell + + +
Beacons Router individuell – + +
Advertisement Router individuell – + +
Solicitation Clients; individuell – + +
Server
Anycast manuell — well-known + o –
Multicast manuell — well-known – – –
Bedeutung: + → ja, o → eingeschra¨nkt, – → nein
Tabelle 6.2: Gegenu¨berstellung der Adressierungsmo¨glichkeiten
Die vorgestellten Adressierungsmo¨glichkeiten besitzen verschiedene Eigenschaften,
die in Tabelle 6.2 gegenu¨bergestellt sind. Broadcasts werden dabei aus den oben ge-
nannten Gru¨nden nicht mit betrachtet. Zu jedem vom Kontextrouter unterstu¨tzten
”
Adresstyp“ wird aufgefu¨hrt, wie die Clients und Server dessen IP-Adresse erhalten
ko¨nnen (Spalte:
”
Adressbezug“) und welcher der Netzknoten die Verbreitung der
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Routeradresse initiiert (Spalte:
”
Initiator“). Dafu¨r gibt es drei Mo¨glichkeiten. Die
IP-Adresse wird manuell vom Nutzer oder einem Administrator u¨bergeben, die Kon-
textrouter senden ihre Adresse in das Netzwerk (Advertisement, Beacons) oder die
Knoten suchen selbsta¨ndig nach Kontextroutern (Solicitations). In der Spalte
”
Art
der Adresse“ wird angegeben, welche IP-Adressen fu¨r die Kontextrouter verwendet
werden. Well-known-Adressen sind hierbei durch ihre statische Zuordnung als un-
ﬂexibel zu bewerten. Im Gegensatz dazu werden indiviuell konﬁgurierbare Adressen
als vorteilhaft betrachtet. Weiterhin ist in der Spalte
”
Reichweite“ fu¨r die jeweiligen
Adresstypen aufgefu¨hrt, ob diese das Auﬃnden von Kontextroutern u¨ber die Gren-
zen einer administrativen Doma¨ne hinaus unterstu¨tzen. Die folgende Spalte
”
Proxy-
komm.“ triﬀt eine Aussage daru¨ber, ob die im Architekturkonzept vorgeschlagene
Proxykommunikation realisiert werden kann. Hierbei vermittelt der Kontextrouter
die Daten bei der Kommunikation zwischen Client und Server (siehe Abschnitt 6.1).
Dazu muss die IP-Adresse des Kontextrouters innerhalb einer administrativen Do-
ma¨ne jedoch eindeutig sein. Die Spalte
”
Alternative Auswahl“ beschreibt, ob mit
dieser Adressierung ein individueller Zugriﬀ auf verschiedene Kontextrouter mo¨glich
ist.
6.3.1.3 Bewertung
Die einzelnen Adressierungsvarianten werden im Folgenden weiter untersucht, um
eine fu¨r das kontextsensitive Routing geeignete Methode zu ﬁnden.
Multicasts unterstu¨tzen theoretisch eine Kommunikation u¨ber Subnetzgrenzen hin-
weg. In der Praxis wird diese Funktion von den Routern in IP-Infrastrukturnetzen
aus Sicherheitsgru¨nden nicht realisiert bzw. ist bei diesen deaktiviert. Deshalb ko¨n-
nen nur Kontextrouter innerhalb einer administrativen Doma¨ne gefunden werden.
Die Adresse des Kontextrouters ist den Clients/Servern manuell zu u¨bergeben. Die
Proxykommunikation ist bei Multicastadressierung nur dann realisierbar, wenn sich
nur ein einziger Kontextrouter im Subnetz beﬁndet. Im Ad-hoc-Netz ist jedoch ein
Angebot alternativer Kontextrouter erwu¨nscht. Eine Auswahl einzelner Kontextrou-
ter durch Client/Server ist damit ebenfalls nicht mo¨glich.
Anycast ist innerhalb einer administrativen Doma¨ne nur mit erho¨htem Aufwand
umsetzbar, da den Routern neben der Anycast-Adresse auch individuelle Adressen
zugewiesen werden mu¨ssen. Erst in diesem Fall kann eine Proxykommunikation un-
terstu¨tzt werden. Diese Methode ist, wie bereits in Abschnitt 5.2.1.2 beschrieben,
prototypisch fu¨r WLANs umgesetzt worden. Allerdings wu¨rde dann die Kommunika-
tion nach dem Auﬃnden des Kontextrouters wieder u¨ber eine Unicast-Adressierung
erfolgen. Eine Kommunikation u¨ber Subnetzgrenzen hinweg ist mo¨glich. Der Zugriﬀ
auf einzelne individuell ausgewa¨hlte Kontextrouter ist nach dem Anycast-Ansatz
nicht mo¨glich, da immer der erste als Kontextrouter erkannte Netzknoten verwendet
wird.
Alle Unicast-Varianten unterstu¨tzen sowohl eine Proxykommunikation als auch den
individuellen Zugriﬀ auf einzelne Kontextrouter. Im Detail fu¨hrt ein Vergleich zu
folgenden Ergebnissen:
Variante 1: Werden Well-Known-Adressen verwendet, mu¨ssen diese fu¨r jeden ein-
zelnen Kontextrouter festgelegt und deren Gu¨ltigkeit im Netzwerk garantiert
werden. Das muss ggf. u¨ber eine Standardisierung erfolgen. Daru¨ber hinaus ist
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dies fu¨r IPv4 im Infrastrukturnetz aufgrund der Strukturierung der Adress-
bereiche nur schwer umsetzbar. Bei IPv6 ist dies a¨hnlich, da es auch hier
unterschiedliche Subnetze gibt. Die Vergabe eines von den Netzwerken un-
abha¨ngigen IP-Adresspools entfa¨llt, da der Kontextrouter eine IP-Adresse aus
dem eigenen IP-Subnetz beno¨tigt. Eine Lo¨sung dagegen wa¨re, einen endlichen
Pool von IP-Adressen aus verschiedenen Netzwerken bzw. Subnetzen bereit-
zustellen, um dann die einzelnen Netze bedienen zu ko¨nnen. Diese Lo¨sung
ist jedoch sehr unﬂexibel, da die Anzahl der Kontextrouter begrenzt und auf
bestimmte Netze reduziert wa¨re. Daneben bestu¨nde auch die Mo¨glichkeit ein
IP-Adressschema zu verwenden, das dem von herko¨mmlichen Routeradressen
angelehnt ist. Es ko¨nnte z. B. festgelegt werden, dass die gro¨ßte IP-Adresse
des Subnetzes, um 2 minimiert, verwendet wird. In diesem Fall, besteht aber
einerseits die Unsicherheit, dass diese Adresse schon vergeben ist, da sich auch
mehrere Kontextrouter in einem Netz beﬁnden ko¨nnen. Andererseits arbeitet
jeder Netzknoten in einem Ad-hoc-Netz auch als Router, sodass dort dieses
Adressschema nicht verwendet werden kann.
Variante 2: Auch die zweite Unicast-Variante, bei der zum Bezug der Routeradres-
se erst eine Anfrage beim Systemadministrator erfolgen muss, gestaltet sich als
unﬂexibel. Die Adressen mu¨ssen manuell bei den Clients und Servern eingetra-
gen werden. Eine Realisierung per DHCP erscheint hier als sehr vielverspre-
chend, hat aber zwei entscheidende Nachteile. Zum einen besitzt DHCP kei-
ne vollsta¨ndige Netzdurchdringung. D. h., viele Netze arbeiten mit statischen
Konﬁgurationen. Zum anderen mu¨sste die Speziﬁkation des DHCP erweitert
werden, damit es die Clients mit zusa¨tzlichen Informationen u¨ber Kontextrou-
ter versorgen kann. Eine diesbezu¨gliche A¨nderung der Speziﬁkation wird mit
Sicherheit aber erst dann erfolgen, wenn sich das kontextsensitive Routing in
der Praxis bewa¨hrt hat.
Variante 3: Fu¨r das vorgeschlagene Architekturkonzept ist die Nutzung von Be-
acons ungeeignet, weil sich die Verkehrslast durch die kurzen Zeitabsta¨nde
fu¨r das Versenden der Daten stark erho¨ht. Mit jedem weiteren Kontextrouter
innerhalb einer administrativen Doma¨ne wird der durch Beacons verursach-
te Verkehr vervielfacht. Eine Verbreitung der IP-Adresse ist auch mit dieser
Variante nur innerhalb einer administrativen Doma¨ne mo¨glich.
Variante 4: Bei dieser Variante verbreitet ein Kontextrouter die Informationen
u¨ber seine Anwesenheit und seine IP-Adresse selbst. In Verbindung mit So-
licitation ko¨nnen die Absta¨nde zwischen einzelnen Advertisements relativ groß
gewa¨hlt werden. Deshalb ist die Bilanz fu¨r die Verkehrslast wesentlich besser
als bei der Verwendung von Beacons. Die Verbreitung der Adresse des Kontext-
routers erfolgt nur innerhalb der administrativen Doma¨ne. Dabei ist jedoch zu
beru¨cksichtigen, dass Router auch als Verbindungsglied zwischen verschiedenen
Netzen bzw. Subnetzen dienen ko¨nnen. Advertisements werden in diesem Fall
in alle angeschlossenen Netze gesendet. Eine Weiterleitung u¨ber die Grenzen
dieser administrativen Doma¨nen hinaus ist aber in einem Infrastrukturnetz in
der Regel nicht mo¨glich. Das Gleiche gilt fu¨r Solicitations. Eine gro¨ßere Reich-
weite kann beispielsweise u¨ber den Einsatz von Relay-Agenten oder Proxys
erreicht werden. Leiten diese nur die Advertisements und Solicitations weiter,
ko¨nnen andere Multicast-/Broadcast-Daten trotzdem blockiert werden. Eine
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Realisierung ist jedoch nur mit entsprechender Unterstu¨tzung der Netzwerk-
provider mo¨glich.
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Abbildung 6.7: Die Verbreitung der Adresse des Kontextrouters
Durch die Verknu¨pfung der Unicast-Varianten 2 und 4, wie dies in Abbildung 6.7
dargestellt ist, und mit Ru¨cksicht auf die Aussagen u¨ber die o¨rtliche Abha¨ngig-
keit der Anfragen nach kontextsensitiven Diensten in Abschnitt 6.2.4 kann auf eine
Weiterleitung von Advertisements/Solicitation u¨ber Netzgrenzen hinweg verzichtet
werden. Der Router versendet, wie im vorangegangenen Absatz beschrieben, Ad-
vertisements in die angebundenen Netze. Es wird davon ausgegangen, dass sich die
Clients nach den Ausfu¨hrungen in Abschnitt 6.2.4 in einer der zugeho¨rigen adminis-
trativen Doma¨nen beﬁnden. Server, die sich außerhalb dieser administrativen Do-
ma¨ne beﬁnden, ko¨nnen die IP-Adresse des Kontextrouters manuell beziehen. Da
dadurch auf den Einsatz von Relay-Agenten bzw. Proxys verzichtet werden kann,
muss auf die Belange einzelner Netzwerkprovider keine Ru¨cksicht genommen werden.
Existieren mehrere Kontextrouter im Netzwerk, kann der Client zwischen den ver-
schiedenen Alternativen wa¨hlen. Die Kombination aus den beiden Unicast-Varianten
stellt gegenwa¨rtig das beste und eﬀektivste Lo¨sungskonzept dar. Diese Variante ist
in allen IP-Netzwerken anwendbar. Deshalb wird vorgeschlagen, diese Lo¨sung fu¨r
das kontextsensitive Routing zu verwenden. Daraus resultierend ergeben sich fu¨r die
einzelnen Komponenten der Routingarchitektur die in den folgenden Abschnitten
beschriebenen Kommunikationsprozesse.
6.3.2 Kontextrouter
Der Kontextrouter stellt das zentrale Element in der Routingarchitektur dar. Er
registriert die kontextsensitiven Server, beantwortet Anfragen von Clients und ver-
waltet die Kommunikation zwischen Client und Server. Um diese Aufgaben erfu¨llen
zu ko¨nnen, muss der Kontextrouter, die in den folgenden Abschnitten beschriebenen
grundlegenden Funktionalita¨ten erfu¨llen.
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6.3.2.1 Advertisements
Damit ein Netzknoten die Funktionen des Kontextrouters in Anspruch nehmen kann,
muss ihm dessen IP-Adresse bekannt sein. Dazu wird diese aus den in Abschnitt 6.3.1
dargelegten Gru¨nden mit Advertisement-Paketen im Netz vero¨ﬀentlicht. Eine sol-
che Mo¨glichkeit wird bereits bei Mobile IP [Perk02] angewendet. Dort wird die-
se Funktion u¨ber eine Erweiterung des ICMP (Internet Control Message Protocol
[Post81b]), die so genannte ICMP Router Discovery Message, realisiert. Der zugeho¨-
rige RFC 1256 [Deer91] beschreibt diese Erweiterung fu¨r IPv4. In Abbildung 6.8 ist
ein entsprechendes ICMP-Advertisement-Paket dargestellt. Die ersten 4 Byte stim-
men dabei mit denen eines herko¨mmlichen ICMP-Paketes u¨berein. Im Einzelnen
haben die Felder folgende Bedeutung:
Type - ist der Typ der Nachricht (Advertisement = 9).
Code - dient einer detaillierten Speziﬁkation. Fu¨r das
”
normale“ Advertisement
wird per Default die 0 gesetzt.
Checksum - ist die Pru¨fsumme.
Num Addrs - ist die Anzahl der Routeradressen, die mit dieser Nachricht vero¨f-
fentlicht werden.
Addr Entry Size - gibt die Anzahl von 32-Bit-Wo¨rtern wieder, aus denen sich die
Informationen u¨ber die jeweilige Routeradresse zusammensetzen (= Gesamt-
zahl der Bits aus Router Address[i] und Preference Level[i] ÷ 32).
Lifetime - ist die Dauer in Sekunden, fu¨r die die Adressen der Router als gu¨ltig
betrachtet werden.
Router Address[i] - sind die gesendeten Router-IP-Adressen mit (i=1. . .Num
Addrs).
Preference Level[i] - ist ein Wert fu¨r die Priorita¨t der jeweiligen Adresse i.
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Abbildung 6.8: ICMP-Advertisement-Paket
Das Versenden eines Advertisement-Paketes reicht jedoch noch nicht aus, um den
Netzknoten mitzuteilen, dass sich hinter dem Sender ein Kontextrouter verbirgt. Da-
raus ist lediglich ersichtlich, dass sich ein Router im Netzwerk beﬁndet. Zur speziellen
Kennzeichnung eines Kontextrouters kann beispielsweise das Feld Code verwendet
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werden. Zu beachten ist an dieser Stelle, dass nach RFC 1256 alle Hosts solche Ad-
vertisements verwerfen. Allerdings muss auf den Clients und Servern, die kontextsen-
sitives Routing unterstu¨tzen, spezielle Software implementiert werden, die die dafu¨r
erforderlichen Funktionalita¨ten ermo¨glicht. Dort ist dann auch das Verhalten des
Hosts dahingehend zu vera¨ndern, dass Advertisement-Pakete mit einem Code-Feld
ungleich Null nicht verworfen, sondern entsprechend ausgewertet werden. Entspricht
der Wert des Feldes dem, der fu¨r einen Kontextrouter festgelegt wurde, wird die mit-
gelieferte IP-Adresse akzeptiert und u¨bernommen. Somit ko¨nnen alle Netzknoten,
die kontextsensitives Routing unterstu¨tzen, diese Advertisement-Pakete auswerten.
Fu¨r alle anderen Knoten sind diese Pakete transparent und werden verworfen. Damit
bleibt die Kompatibilita¨t erhalten. Ein a¨hnlicher Weg ist fu¨r Mobile IP in [Schi03]
beschrieben. Dort wird neben der Mobilita¨tserweiterung des Advertisementpaketes
das Verhalten der Netzknoten beim Empfang eines solchen Paketes mit Hilfe ver-
schiedener Codes (0 und 16) gesteuert. Aktuell bereits reservierte Werte fu¨r das Feld
Code sind in [TyNo08] vero¨ﬀentlicht und fu¨r die vorliegende Arbeit beru¨cksichtigt.
Die Advertisement-Pakete werden nur in der administrativen Doma¨ne verbreitet,
in der sich der Initiator der Sendung beﬁndet. Dazu wird bevorzugt die Multicast-
Adresse 224.0.0.1 oder alternativ die Limited -Broadcast-Adresse verwendet. Ad-hoc-
Netze unterstu¨tzen in der Regel eine Verbreitung mit diesen Adressen nicht. Dennoch
ko¨nnen mit existierenden Multicast-Ansa¨tzen (z. B. [RoPe99, PeBRD01]) alle Kno-
ten eines AODV-Netzes erreicht werden. Fu¨r das Architekturkonzept mu¨ssen die
Advertisement-Pakete dann entsprechend adressiert werden.
Die Verbreitung der Advertisement-Pakete erfolgt in bestimmten zeitlichen Absta¨n-
den. Nach RFC 1256 liegt der maximale Abstand im Intervall zwischen 4 und 1800
Sekunden. Der Defaultwert betra¨gt 600 Sekunden. Natu¨rlich besteht immer die
Wahrscheinlichkeit, dass ein Knoten innerhalb dieses Zeitraums einen Kontextrouter
beno¨tigt. So ein Fall liegt zum Beispiel vor, wenn ein Rechner neu gestartet wurde.
Er mu¨sste jetzt im schlechtesten Fall die gesamte Intervallzeit auf eine Adressinfor-
mation warten. Bei Verwendung des Defaultwertes sind das 10 Minuten. Netzknoten,
denen diese Zeit nicht zur Verfu¨gung steht, ko¨nnen den Kontextrouter dazu veran-
lassen, ihnen fru¨her diese Information zukommen zu lassen. Auf diese Funktionalita¨t
wird im na¨chsten Abschnitt detaillierter eingegangen.
6.3.2.2 Solicitation
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Abbildung 6.9: ICMP-Solicitation-Paket
Beno¨tigt ein Netzknoten in ku¨rzester Zeit die Adresse des Kontextrouters, kann er
diese mit einem Solicitation anfordern. Hierbei handelt es sich um ein sehr kurzes
Paket, das ebenfalls im RFC 1256 speziﬁziert ist. Wie Abbildung 6.9 zeigt, besteht
das Paketformat im Wesentlichen aus dem Header des ICMP. Die Bedeutung der
Felder entspricht denen des oben beschriebenen Advertisement-Paketes. Der Wert
von Type betra¨gt jetzt allerdings 10. Dem Header folgt ein 32 Bit langes Feld, welches
reserviert ist und mit Nullen aufgefu¨llt wird. Im Header des unter dem ICMP liegen-
den IP-Paketes beﬁndet sich als Quelladresse der Initiator der Solicitation-Nachricht.
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Als Ziel wird hier die Multicast-Adresse 224.0.0.2 oder alternativ wieder die Limi-
ted -Broadcast-Adresse verwendet. Fu¨r Ad-hoc-Netze gelten die gleichen Aussagen
wie in Abschnitt 6.3.2.1. Daru¨ber hinaus ist die dort vorgeschlagene Modiﬁkation
des Feldes Code zu u¨bernehmen.
Der Kontextrouter selbst verha¨lt sich nach dem Erhalt eines Solicitation-Paketes
wie in RFC 1256 beschrieben. Danach antwortet er mit einem Advertisement, das
entweder via Unicast direkt an den Initiator des Solicitations oder mittels Multicast
bzw. (alternativ) mittels Broadcast in das Netz gesendet wird.
Auch IPv6 unterstu¨tzt ICMP (RFC 4443 [CoDG06]) sowie Advertisements und So-
licitations (RFC 2461 [NaNS98]), sodass die in den Abschnitten 6.3.2.1 und 6.3.2.2
beschriebenen Funktionen realisierbar sind. Die Paketformate sind entsprechend den
RFCs zu beru¨cksichtigen. Außerdem wird eine Adressierung der ICMP-Pakete mit-
tels Broadcast nicht unterstu¨tzt.
6.3.2.3 Registrierung von kontextsensitiven Diensten
Ein Server, der kontextsensitive Dienste anbietet, soll diese auf dem Kontextrou-
ter registrieren ko¨nnen. Eine Registrierung darf erst erfolgen, wenn sich der Server
authentiﬁziert hat. Hierfu¨r kann vorerst z. B. ein Challenge-Response-Verfahren ver-
wendet werden, wie es beispielsweise bei GSM unter Nutzung des A3-Algorithmus
zur Authentiﬁzierung eingesetzt wird. Der Kontextrouter sendet dazu dem Server
eine Zufallszahl. Der Server verschlu¨sselt mit dieser Zufallszahl sein Passwort und
sendet das Ergebnis an den Kontextrouter zuru¨ck. Bei diesem ist das Passwort eben-
falls hinterlegt. Zum Vergleich verschlu¨sselt auch der Kontextrouter das Passwort mit
der Zufallszahl. Stimmt das Ergebnis mit den vom Server empfangenen Daten u¨ber-
ein, war der Authentiﬁzierungsvorgang erfolgreich. Die anschließende Kommunika-
tion kann bei Bedarf ebenfalls verschlu¨sselt durchgefu¨hrt werden. Andere Varianten
der Authentiﬁzierung und Verschlu¨sselung sind ebenfalls denkbar. Zu erwa¨hnen wa¨-
re hierbei beispielsweise der Secure Sockets Layer (SSL), auf dem eine Reihe von
Anwendungsprotokollen aufsetzen ko¨nnen. Derzeit existieren mehrere bewa¨hrte Lo¨-
sungen, die die Aufgaben dieses Kommunikationsteils sehr gut u¨bernehmen ko¨nnen.
Darauf wird bei der praktischen Realisierung in Kapitel 8 zuru¨ckgegriﬀen.
Nach der erfolgreichen Anmeldung kann der Server die von ihm bereitgestellten kon-
textsensitiven Dienste und die zugeho¨rigen Kontexttypen ablegen. Zur U¨bertragung
der Daten wird auf herko¨mmliche Protokolle zuru¨ckgegriﬀen. Die Dienste und Kon-
texttypen werden dazu kodiert und ko¨nnen beispielsweise mit Hilfe von Hypertext
Markup Language (HTML), XML o. a¨. u¨bertragen werden. Wichtig ist an dieser Stel-
le, dass eine deﬁnierte Schnittstelle in der Routerarchitektur existiert, u¨ber die diese
Daten abgelegt werden ko¨nnen. Als einfachste Variante ko¨nnte eine bina¨re Kodie-
rung fu¨r die U¨bertragung der Daten genutzt werden. Dabei besitzt jeder Dienst und
jeder Kontexttyp eine eindeutige bina¨re Kennung. Unabha¨ngig davon, wie die Ko-
dierung letztlich realisiert wird, ist sie unbedingt in Anlehnung an die Beschreibung
des Dienstes und der Kontexttypen innerhalb eines RREQ vorzunehmen. Damit
ko¨nnen diese Daten ohne großen Umrechnungsaufwand im Kontextrouter abgelegt
und miteinander verglichen werden. Das bei der U¨bertragung vom Server zum Cli-
ent verwendete Datenformat sollte auf jeden Fall erweiterbar sein. Dadurch wird es
mo¨glich, zusa¨tzliche in Zukunft als relevant angesehene Informationen, die der Ent-
scheidungsﬁndung bei der Auswahl des Servers dienlich sein ko¨nnen, einzubinden.
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Die u¨bertragenen Daten werden dann in einer Tabelle auf dem Kontextrouter ab-
gelegt. Tabelle 6.3 ist ein Vorschlag dafu¨r, wie eine solche Tabelle aussehen ko¨nnte.
Neben Dienst und zugeho¨rigem Kontexttyp muss mindestens auch die IP-Adresse
des Servers aufgelistet sein. Weitere Optionen wie Kosten, Hopanzahl (gerade beim
Ad-hoc-Netz) usw. sind mo¨glich und ko¨nnen in zuku¨nftigen Erweiterungen als Ent-
scheidungskriterium bei der Auswahl eines fu¨r den Nutzer passenden Servers dienen.
Verschiedene Informationen ko¨nnen hierfu¨r auch u¨ber die regula¨re Routingtabelle
bezogen werden (z. B. Interfaces und Hops in Tabelle 6.3). Nach der Registrierung
muss sich der Server in regelma¨ßigen Absta¨nden beim Kontextrouter melden und
seine Eintra¨ge erneuern. Erfolgt in der vorgegebenen Zeit kein Update, wird der
Eintrag wieder aus der Tabelle gelo¨scht. Der Startzeitpunkt des Timers ist hierbei
von den anderen Servereintra¨gen und dem Senden von Advertisements unabha¨ngig.
Damit wird gewa¨hrleistet, dass die Wahrscheinlichkeit von Verkehrsspitzen durch
gleichzeitiges Senden vieler/aller Registrierungsinformationen gering bleibt.
Server Dienste Kontexttyp IP-Adresse Interface Hops
S1 1 4, 5, 8, 7 129.187.39.54 2 9
S2 1 1, 2, 3 141.24.92.184 1 –
27 7
S3 1 1, 5, 6 141.24.93.161 1 –
13 9
15 5, 7, 10, 14
S4 1 – 141.24.92.61 1 –
S5 1 2, 3, 9, 10 141.30.2.2 3 10
15 5, 7
29 12, 28, 36
S6 1 1, 4 130.149.4.134 2 8
Tabelle 6.3: Beispiel fu¨r eine Server-Routing-Tabelle
6.3.2.4 Anfrage nach kontextsensitiven Diensten
Die Anfrage nach einem kontextsensitiven Dienst erfolgt mit einem erweiterten
AODV-RREQ vom Client aus. Erha¨lt der Kontextrouter ein solches Paket, liest
er die darin enthaltenen Informationen (Dienst, Kontexttypen) aus. Um die Aus-
wahl eines geeigneten Servers diﬀerenzierter und ﬂexibler gestalten zu ko¨nnen, wird
die U¨bertragung einer weiteren Information vorgeschlagen. Dabei handelt es sich um
die Priorisierung der einzelnen Kontexttypen. Die Notwendigkeit einer Priorisierung
ergibt sich beispielsweise aus deren in Abschnitt 4.4 beschriebenen unterschiedlichen
Bedeutung fu¨r die Anwendung. Danach ist z. B. nicht jeder vom Client bzw. Nutzer
bereitgestellter Kontexttyp fu¨r das Erbringen des geforderten Dienstes no¨tig. Dar-
u¨ber hinaus ko¨nnen in einem Netzwerk zur selben Zeit auch mehrere gleichartige
Dienste angeboten werden, welche aber unterschiedliche Kontexttypen beru¨cksich-
tigen (siehe auch den folgenden Abschnitt 6.3.2.5). In diesem Fall unterstu¨tzt eine
Priorisierung die Auswahl eines geeigneten Servers. Zu beachten ist allerdings, dass
die in Abschnitt 4.5 erla¨uterten obligatorischen Kontexttypen zur Erbringung des
Dienstes vom Client bereitgestellt und bei der Anfrage zwingend mitgesendet wer-
den. Da Anwendungen in der Regel auf die jeweiligen Dienste abgestimmt sind, ist
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davon auszugehen, dass ihnen diese Kontexttypen bekannt sind. Im Folgenden wird
deshalb vorausgesetzt, dass die obligatorischen Kontexttypen per Default in einer
Dienstanfrage enthalten sind.
Im Anschluss an die Anfrage muss verglichen werden, inwieweit der angeforderte
Dienst mit den beim Router registrierten Diensten u¨bereinstimmen. U¨ber eine ent-
sprechende Auswahllogik wird dann entschieden, welcher Server den geeignetsten
Dienst anbietet. Hierfu¨r legt der Kontextrouter eine interne Reihenfolge, eine
”
Ser-
verrangliste“, fu¨r in Frage kommende Server fest. Aus Gru¨nden der Flexibilita¨t sollte
die Implementierung der Auswahllogik auf dem Router so gestaltet werden, dass sie
auf bestimmte Anforderungen hin angepasst werden kann. Auf die Auswahllogik
wird in Abschnitt 6.3.2.5 detaillierter eingegangen.
Ist eine Auswahl getroﬀen worden, sendet der Router ein erweitertes AODV-RREP
an den Client zuru¨ck, welches entweder den passendsten Server mit den dort unter-
stu¨tzten Kontexttypen entha¨lt oder die Anfrage negativ beantwortet. Eine Antwort
ist dann negativ, wenn kein entsprechender Dienst auf dem Kontextrouter regis-
triert ist (siehe auch Abschnitt 6.3.4). Eine wiederholte Anfrage durch den Client
ist dann mo¨glich, wenn der Nutzer den vorgeschlagenen Server nicht in Anspruch
nehmen will. Daraufhin bietet der Kontextrouter dem Client als Alternative den
Server an, der im Auswahlprozess den na¨chsten Rang belegt hat. Handelt es sich um
den letzten alternativen Server, wird in der Antwort das so genannte No Alterna-
tives-Flag gesetzt, welches mit dieser Routingarchitektur neu eingefu¨hrt wird. Ein
Vorschlag fu¨r den konkreten Aufbau der erweiterten RREQ-/RREP-Pakete erfolgt
in Abschnitt 6.3.4. Dort wird auch noch einmal detailliert auf den Anfrageprozess
aus Sicht des Clients eingegangen. Mit dem Antwortpaket u¨bergibt der Router auch
einen Identiﬁkator und eine Sitzungsnummer an den Client. Anhand dieser Werte
ist dem Kontextrouter eine Zuordnung zwischen Client und Server mo¨glich. Eine
detaillierte Erkla¨rung der Funktionsweise erfolgt in Abschnitt 6.3.2.6.
Nachdem der Anfrage-/Antwortprozess beendet wurde, kann die Serverrangliste wie-
der gelo¨scht werden, sofern diese nicht fu¨r zusa¨tzliche optionale Funktionen des Kon-
textrouters beno¨tigt wird. Aus Gru¨nden der Aktualita¨t muss aber die Liste eine be-
grenzte
”
Lebensdauer“ besitzen. Erha¨lt der Router ein RREQ ohne Kontexterweite-
rung, hat er diese Anfrage wie ein herko¨mmliches Routingpaket zu behandeln. D. h.,
es wird auf das Paket mit einem RREP geantwortet, sofern die Route zum Ziel be-
kannt ist. Ist dies nicht der Fall, wird das RREQ-Paket mit einem Broad-/Multicast
an die benachbarten Knoten weitergeleitet.
6.3.2.5 Serverauswahl
Die Auswahl eines kontextsensitiven Servers, der einer Anforderung eines Clients
entspricht, kann auf unterschiedliche Weise erfolgen. So spielen neben dem vom je-
weiligen Server unterstu¨tzten Dienst und den eigentlichen Kontexttypen auch de-
ren vom Nutzer vergebenen Priorita¨ten eine Rolle. Der Einﬂuss der Priorita¨ten,
die den Kontexttypen zugeordnet wurden, und verschiedene optionale Werte aus
der Routingtabelle ko¨nnen wa¨hrend des Auswahlprozesses unterschiedlich beru¨ck-
sichtigt werden. So sind Kriterien wie Anzahl der Hops zum Server, Kosten und
QoS-Unterstu¨tzung als zusa¨tzliche Entscheidungsmerkmale mo¨glich. Diese ko¨nnen
auch miteinander kombiniert werden. Die Liste der Kriterien ist damit beliebig er-
weiterbar. Die Auswahlkriterien sind so vielfa¨ltig, dass eine Implementierung der
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Auswahllogik sehr ﬂexibel gestaltet sein sollte. Dem Provider muss es damit ermo¨g-
licht werden, diese entsprechend den Bedu¨rfnissen des Nutzers anzupassen. Dazu
ko¨nnen auf dem Kontextrouter beispielsweise verschiedene alternative Auswahlal-
gorithmen angeboten werden. Es sind auch Implementierungen denkbar, mit denen
die kontextsensitive Anwendung bzw. der Nutzer u¨ber die gewu¨nschte Auswahllo-
gik entscheiden und diese auswa¨hlen kann. Eine weitere Herausforderung ist damit
die Entwicklung allgemeingu¨ltiger Algorithmen, die eine zuku¨nftige Erweiterung auf
zusa¨tzliche Auswahlkriterien auf einfache Weise ermo¨glichen.
Das eigentliche Ziel des Auswahlalgorithmus besteht darin, nach einer Anfrage durch
einen Client mittels erweitertem RREQ-Paket eine Rangfolge der in Frage kommen-
den Server zu erstellen. Diese Rangfolge soll dabei mit der Eignung der dort bereit-
gestellten Dienste fu¨r den Nutzer korrelieren. Der angeforderte Dienst gilt hierbei
als Ausschlusskriterium. Dem Nutzer braucht kein Dienst angeboten zu werden, den
er nicht angefordert hat. Daneben ko¨nnen die Kontexttypen und deren Priorita¨ten
direkt zu einer Bewertung der Eignung eines Dienstes und damit als Kriterien zum
Erstellen der Rangliste beitragen. Die Einteilung der Priorita¨ten erfolgt in 8 Stu-
fen. Dazu werden, wie spa¨ter in Abschnitt 6.3.4 beschrieben, 3 Bit bereitgestellt.
Eine feinere Granularita¨t ist fu¨r den Nutzer wenig sinnvoll. Schließlich muss er u¨ber
die Priorisierung entscheiden. Alternativ kann dies aber auch von der jeweiligen
Anwendung u¨bernommen werden. Im Folgenden soll anhand von drei Beispielen
verdeutlicht werden, wie die Beru¨cksichtigung der Kontexttypen und ihrer Priorita¨-
ten zu unterschiedlichen Ranglisten fu¨hren kann. Kontexttypen mit der Priorita¨t 0
bilden dabei eine Besonderheit. Damit sind solche Kontexttypen gemeint, die nicht
von der Anwendung bzw. dem Nutzer gefordert sind, aber zur Verfu¨gung stehen.
Solche Informationen ko¨nnen dann beispielsweise vom Server bzw. Provider fu¨r an-
dere Dienste (z. B. Kontextinformationen u¨ber die Interessen des Nutzers fu¨r eine
angepasste Werbung) gezielt genutzt werden.
Lineare Auswahl
Die einfachste Form der Auswahl beru¨cksichtigt als Entscheidungskriterium die ab-
solute Gro¨ße der Priorita¨t einzelner Kontexttypen. Die Rangfolge der Server ergibt
sich nach dem in Abbildung 6.10 dargestellten Schema. Auf eine mathematische
Darstellung des Auswahlverfahrens wird an dieser Stelle verzichtet, da es sich hier
um einen einfachen Gro¨ßenvergleich zwischen verschiedenen Werten handelt. Der
Algorithmus arbeitet wie folgt:
1. Zuerst werden die vom Client bereitgestellten Kontexttypen (KtC) mit denen
der Server, die den gesuchten Dienst anbieten, verglichen. Dazu wird fu¨r jeden
betreﬀenden Server eine Reihenfolge der geforderten und unterstu¨tzten Kon-
texttypen (KtS) entsprechend ihrer Priorita¨t (P ) gebildet. Diese beginnt der
ho¨chsten und endet mit der kleinsten Priorita¨t.
2. Server, deren unterstu¨tzte Kontexttypen mit den gleichen Priorita¨ten begin-
nen, bilden eine gemeinsame Gruppe. Von den so entstandenen Gruppen wird
wieder eine Rangfolge erstellt. Die Gruppe mit der ho¨chsten Priorita¨t steht an
oberster Stelle in der Rangliste. Danach kommt die Gruppe mit den Servern,
deren Kontexttypen die na¨chst kleinere Priorita¨t besitzen usw.
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3. Jetzt erfolgt die gleiche Vorgehensweise fu¨r jede einzelne Gruppe, sofern dort
mehr als ein Server enthalten ist. Dabei mu¨ssen jedoch die bereits verglichenen
Priorita¨ten unberu¨cksichtigt bleiben. Innerhalb jeder Gruppe wird die Priorita¨t
gema¨ß Punkt 2 bestimmt. Damit ergibt sich eine Rangfolge innerhalb einer
jeden Gruppe. Zu beachten ist hierbei, dass Server bzw. deren Dienste, die
keine weiteren Kontettypen unterstu¨tzen, den Wert Null erhalten und somit
den Platz am Ende der Rangliste innerhalb der aktuell betrachteten Gruppe
einnehmen. Die Vorgehensweise wird dann so oft wiederholt, bis nur einzelne
oder vollkommen gleichwertige Server u¨brig bleiben.
4. Am Ende sind alle Server in eine Rangfolge eingeordnet. Tritt der Fall auf, dass
zwei gleichwertige Server eine gemeinsamen Rang einnehmen, ko¨nnen zusa¨tzli-
che Entscheidungsmerkmale (z. B. Hopanzahl zum Server, Lastverteilung, ...)
verwendet werden, um eine optimale Serverauswahl treﬀen zu ko¨nnen.
geordnet nach 
Prioritäten
Clientanforderung
1(7), 2(5), 3(4), 4(6), 5(3), 
6(1), 7(2), 8(3), 9(4), 10(0)jeweils mit Kontexttyp(Priorität): 1(7), 4(6), 2(5), 3(4), 9(4), 5(3), 8(3), 7(2), 6(1) , 10(0)
Serverauswahl
Server und die vom Dienst 
unterstützten Kontexttypen KtS
Server 6
KtS: 1, 4
Server 2
KtS: 1, 2, 3
Server 3
KtS: 1, 5, 6
Server 1
KtS: 4, 5, 8, 7
Server 5
KtS: 2, 3, 9, 10
Server 4
KtS: ohne
Bildung von Gruppen, deren 
höchste Priorität gleich ist, und 
Erstellen einer Rangfolge
Server 2
KtS: 1, 2, 3
Server 3
KtS: 1, 5, 6
Server 6
KtS: 1, 4
Server 5
KtS: 2, 3, 9, 10
Server 1
KtS: 4, 5, 8, 7
Server 4
KtS: ohne
Gruppen mit mehr als einem 
Server:
- Löschen der höchsten Priorität
- Bildung von Untergruppen, deren
höchste Priorität gleich ist
- Erstellen einer Rangfolge
Server 3
KtS: 5, 6
Server 6
KtS: 4
Server 2
KtS: 2, 3
Platzierung in der 
Serverrangliste
2 (Server 2)
1 (Server 6)
3 (Server 3)
4 (Server 1)
6 (Server 4)
5 (Server 5)
Abbildung 6.10: Entscheidungsalgorithmus fu¨r die lineare Auswahl
Nachteilig bei dem oben beschriebenen Auswahlverfahren ist, dass nur die Wertigkei-
ten der Priorita¨ten nicht aber die Menge der unterstu¨tzten Kontexttypen beru¨cksich-
tigt werden. Somit wird beispielsweise ein Server bevorzugt, der vielleicht nur einen
einzigen Kontexttyp, welcher aber die ho¨chste Priorita¨t besitzt, unterstu¨tzt. Ein
Server, der eine Vielzahl von geforderten Kontexttypen bereitstellt, denen aber eine
kleinere Priorita¨t zugeordnet ist, wird erst dahinter in der Rangliste aufgenommen.
Ein Verfahren, das die Anzahl der unterstu¨tzten Kontexttypen mit beru¨cksichtigt,
wird im folgenden Abschnitt beschrieben.
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Kumulierte Auswahl
Bei diesem Auswahlalgorithmus wird versucht, neben den Priorita¨ten auch die An-
zahl der bei den einzelnen Servern zur Verfu¨gung stehenden Kontexttypen zu beru¨ck-
sichtigen. Mit anderen Worten – es wird ein Maßstab zum Ausdruck der mittleren
Kontextdichte gesucht. Dazu kann zum Beispiel ein prozentualer Vergleich durchge-
fu¨hrt werden. Ein Server, der einen Dienst anbietet, dessen unterstu¨tzte Kontext-
typen und deren Priorita¨ten genau den geforderten des Clients entsprechen, erha¨lt
damit 100%.
Fu¨r die Menge der vom Client geforderten n Kontexttypen kt gilt hierbei:
KtC = {kti} mit i = 1, . . . , n; i ∈ N (6.1)
Jedem einzelnen kti ist die Priorita¨t P (kti) zugeordnet. Vorausgesetzt ein Server k
(k ∈ N) bietet den gesuchten Dienst des Clients an, dann gilt fu¨r die Anzahl m der
von ihm unterstu¨tzten Kontexttypen kt:
KtSk = {kti} mit i = 1, . . . , m; i ∈ N (6.2)
Ein Vergleich zwischen bereitgestellten Kontexttypen eines Clients und den dazu
vorhandenen Angebot eines Servers k fu¨hrt dann allgemein zu:
Matchk(kt) =
{
1, wenn kt ∈ KtSk
0, wenn kt ∈ KtSk (6.3)
Damit ergibt sich fu¨r den Server k folgender Vergleichswert fu¨r die Auswahlliste:
Xk =
∑
∀kti∈KtC
(P (kti) + 1) ·Matchk(kti)
∑
∀kti∈KtC
(P (kti) + 1)
· 100% (6.4)
Xk ist hierbei ein prozentualer Wert, der ausdru¨ckt, inwieweit der Dienst des Servers
k mit der Anforderung des Clients bezu¨glich der Kontexttypen u¨bereinstimmt. Der
Za¨hler ergibt sich aus der Summe der Priorita¨ten der vom Client bereitgestellten
Kontexttypen, die von dem angebotenen Dienst auf dem Server k beru¨cksichtigt
werden. Der Nenner setzt sich aus der Summe aller Priorita¨ten der vom Client un-
terstu¨tzten Kontexttypen zusammen. Die einzelnen Priorita¨ten werden um jeweils 1
erho¨ht, damit der Nenner stets gro¨ßer als Null ist. Mit Gleichung 6.4 ergibt sich die
in Tabelle 6.4 dargestellte Serverrangliste. Die Werte fu¨r Xk sind hierbei auf die erste
Dezimalstelle nach dem Komma gerundet. Verbleiben im Ergebnis einmal gleichran-
gige Server, wird wie in Abschnitt 6.3.2.5 unter Punkt 4 des Auswahlalgorithmus
verfahren.
Mit den Ergebnissen in Tabelle 6.4 werden jetzt zwar alle Kontexttypen beru¨cksich-
tigt, allerdings ist hier keine Mo¨glichkeit gegeben, die einzelnen Priorita¨ten unter-
schiedlich zu wichten. Eine Lo¨sung dafu¨r wird im na¨chsten Abschnitt dargestellt.
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k KtSk ∩KtC Xk in % Platzierung
(mit Angabe der Priorita¨t)
1 4(6), 5(3), 8(3), 7(2) 40,0 2
2 1(7), 2(5), 3(4) 42,2 1
3 1(7), 5(3), 6(1) 31,1 5
4 – 0,0 6
5 2(5), 3(4), 9(4), 10(0) 37,7 3
6 1(7), 4(6) 33,3 4
Tabelle 6.4: Serverrangliste nach kumulierter Auswahl
Gewichtete Auswahl
Um ho¨heren Priorita¨ten auch bei der Auswahlentscheidung eine gro¨ßere Wichtung
zukommen lassen zu ko¨nnen, muss die Gleichung 6.4 modiﬁziert werden. Dazu eig-
net sich beispielsweise das Potenzieren der Priorita¨ten. Je gro¨ßer die Wahl der Ex-
ponenten ist, desto ho¨her wird der Einﬂuss großer Priorita¨ten. Natu¨rlich ko¨nnen fu¨r
die Priorita¨ten einzelner Kontexttypen auch unterschiedliche Exponenten verwendet
werden. Die folgende Gleichung zeigt ein Beispiel fu¨r die Nutzung eines einheitlichen
Exponenten. Vorausgesetzt werden hier wieder die Gleichungen 6.1, 6.2 und 6.3:
Xk =
∑
∀kti∈KtC
[(P (kti) + 1) ·Matchk(kti)]j
∑
∀kti∈KtC
[P (kti) + 1]j
· 100% mit j > 1 (6.5)
Der prozentuale Wert Xk stellt wiederum einen Vergleichswert fu¨r den kontext-
sensitiven Dienst eines Servers k in Bezug auf die U¨bereinstimmung zu dem vom
Client geforderten Dienst und die hierfu¨r bereitgestellten Kontexttypen dar. Aller-
dings wird jetzt im Gegensatz zu Gleichung 6.4 die unterschiedliche Wichtung der
Priorita¨ten beru¨cksichtigt. Dazu werden die Priorita¨ten der einzelnen Kontexttypen
aus dem bereits erla¨uterten Grund inkrementiert, mit j potenziert und anschließend
summiert. Der Wert j stellt dabei das Maß fu¨r die Wichtung der Priorita¨ten dar.
Je nach Anforderung kann dieser Parameter durch den Nutzer selbst bestimmt oder
aber mit dem implementierten Algorithmus festgelegt werden. Bei gleichwertigen
Servern, d. h. die Werte Xk sind gleich, wird wiederum wie in Abschnitt 6.3.2.5
unter Punkt 4 der Auswahllogik verfahren.
Tabelle 6.5 zeigt, welches Ergebnis sich nun fu¨r das obige Beispiel ergeben wu¨rde,
wenn j = 2 gesetzt wird. Auch hier ist wieder Xk auf die erste Dezimalstelle nach
dem Komma gerundet. Im Ergebnis der Serverauswahl ist zwar auch hier der erste
Platz durch Server 2 belegt, allerdings belegt nun Server 6 den zweiten Rang, da dies
der einzige Server ist, dessen Dienst die zwei Kontexttypen mit den beiden ho¨chsten
Priorita¨ten unterstu¨tzt. Obwohl andere Server mehr Kontexttypen beru¨cksichtigen,
erfolgt durch die geringere Wichtung der Priorita¨ten eine Abwertung.
Bei allen drei Algorithmen werden Anfragen ohne die Angabe eines Kontexttypes
nicht beru¨cksichtigt. Es wu¨rde sich hierbei um eine allgemeine Dienstanfrage han-
deln. Der Router kann dieser Anfrage einen beliebigen Server zuordnen, der die-
sen Dienst erbringt. Eine Auswahl bei mehreren alternativen Servern ko¨nnte dabei
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k KtSk ∩KtC Xk in % Platzierung
(mit Angabe der Priorita¨t)
1 4(6), 5(3), 8(3), 7(2) 36,7 3
2 1(7), 2(5), 3(4) 51,0 1
3 1(7), 5(3), 6(1) 34,3 5
4 – 0,0 6
5 2(5), 3(4), 9(4), 10(0) 35,5 4
6 1(7), 4(6) 46,1 2
Tabelle 6.5: Serverrangliste nach gewichteter Auswahl
mit Ru¨cksicht auf die Lastverteilung erfolgen. Sicherlich gibt es noch eine Vielzahl
von Auswahlmo¨glichkeiten. Hinzu kommt, dass die Algorithmen miteinander kom-
biniert werden ko¨nnen. Bisher wurden zur Entscheidungsﬁndung auch noch keine
Routinginformationen einbezogen. Fu¨r zuku¨nftige Entwicklungen bietet dies einen
interessanten Ansatzpunkt. Letztlich muss die Praxis zeigen, welches Verfahren am
geeignetsten ist.
Nachdem die Auswahl des Servers abgeschlossen ist, wird dies dem Client mitge-
teilt. Wie die daran anschließende Kommunikation mit dem Server erfolgen kann,
beschreibt der folgende Abschnitt.
6.3.2.6 Weiterleitungsfunktion
Hat der Client die Antwort des Kontextrouters empfangen und den ausgewa¨hlten
Server akzeptiert, kann er die Kommunikation mit ihm initiieren. Wie in den Ab-
schnitten 5.3 und 6.1 beschrieben, wa¨ren dafu¨r sowohl eine direkte als auch eine
indirekte Kommunikation denkbar. Im zuletzt genannten Abschnitt wurde die indi-
rekte Kommunikation als vorteilhafter analysiert. Deshalb wird sich im Folgenden
auf diese bezogen.
Server
Adresse: 10.0.0.100
Client
Adresse: 192.168.0.100
Zieladresse: 192.168.255.254
Identifikator: 10.0.0.100
Kontextrouter
Zieladresse: 10.0.0.100
Identifikator: 192.168.0.100
Zieladresse: 10.0.0.254
Identifikator: 192.168.0.100
Zieladresse: 192.168.0.100
Identifikator: 10.0.0.100
IP-Paket
Nutzdaten Header
10111...1101 10111...1101
10011...010110011...0101
Inte
rface:
192.168
.255.254
In
te
rfa
ce
:
10
.0
.
0.
25
4
Abbildung 6.11: Weiterleitung durch den Kontextrouter
Der Client sendet seine Daten weiterhin an den Kontextrouter und dieser leitet sie an
den entsprechenden Server weiter. Abbildung 6.11 beschreibt dieses Szenario. Emp-
fa¨ngt der Kontextrouter ein IP-Paket, ordnet er dies anhand der Quelladresse und
des mit dem Client fu¨r diese Kommunikation vereinbarten Identiﬁkators dem ausge-
wa¨hlten Zielserver zu. Im aktuellen Konzept handelt es sich bei diesem Identiﬁkator
um die IP-Adresse des Zielservers. Der Kontextrouter tauscht nun die Adresse des
IP-Paketes aus. Dieses erha¨lt als Ziel die IP-Adresse des Servers. Der Identiﬁkator
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wird dabei ebenfalls ersetzt. Fu¨r diesen wird die IP-Adresse des Clients verwendet.
In entgegengesetzter Richtung werden die vom Server zuru¨ckgesendeten Pakete wie-
der mit Hilfe des Identiﬁkators eindeutig dem entsprechenden Client zugeordnet.
Der Kontextrouter kann dadurch das IP-Paket direkt an den Client weiterleiten. An
diesem Beispiel lassen sich folgende Eigenschaften fu¨r den Identiﬁkator ableiten:
• Der Identiﬁkator ist ein Wert, der vom Kontextrouter festgelegt wird und einem
IP-Interface zugeordnet ist.
• Ein Client kann gleichzeitig mit verschiedenen Servern kommunizieren. Der
Kontextrouter unterscheidet dies anhand der Identiﬁkatoren. Diese korrelieren
bei der Kommunikation zwischen Client und Kontextrouter mit den jeweiligen
Servern.
• Ein Server kann gleichzeitig mit verschiedenen Clients kommunizieren. Aller-
dings korrelieren jetzt die Identiﬁkatoren bei der Kommunikation zwischen
Kontextrouter und Server mit dem jeweiligen Client.
• Eine gleichzeitige Kommunikation zwischen Anwendungen auf einem Client
und verschiedenen Diensten auf ein und demselben Server ist mo¨glich. Eine
Unterscheidung erfolgt dann genauso wie in herko¨mmlichen IP-Netzen in ho¨-
heren Protokollschichten (z. B. mit Hilfe des Ports).
Der Kontextrouter kann somit fu¨r die Kommunikation mit verschiedenen IP-
Interfaces von Clients und Servern die gleichen Identiﬁkatoren verwenden. Diese
mu¨ssen aber in der Kombination mit der jeweiligen Adresse des Interfaces einein-
deutig sein. Außerdem ist es nicht zwingend notwendig IP-Adressen zur Kennzeich-
nung der Identiﬁkatoren zu verwenden. Stattdessen ko¨nnen auch beliebige Werte
eingesetzt werden, sofern diese die aufgefu¨hrten Anforderungen erfu¨llen.
Tritt wa¨hrend der Kommunikation mit dem Server der Fall ein, dass der Kontextrou-
ter keine Antwort innerhalb einer bestimmten Zeit erha¨lt, sendet er eine Meldung an
den Client (z. B. mit einer entsprechenden ICMP-Nachricht) zuru¨ck und lo¨scht alle
zu diesem Server geho¨renden Eintra¨ge in seinen Tabellen. In diesem Fall ist davon
auszugehen, dass der Server vom Netz getrennt ist. Alternativ kann der Kontext-
router die folgende Kommunikation auch auf einen gleichwertigen Server, d. h. der
den gleichen Dienst mit denselben Kontexttypen unterstu¨tzt, umleiten bzw. rerou-
ten. Wie in [Renh06] richtig festgestellt wurde, ist an dieser Stelle problematisch,
dass die bis dahin empfangenen Informationen und aufgenommenen Kontextdaten
verloren gehen. Bei einigen kontextsensitiven Diensten ko¨nnte dies zu Problemen
fu¨hren. Hat der Nutzer beispielsweise einen Navigationsdienst verwendet, kennt der
alternative Server zwar die aktuelle Position des Nutzers, die gewa¨hlte Route ist ihm
aber unbekannt. Da es von der Anwendung abha¨ngig ist, ob die
”
historischen“ Daten
beno¨tigt werden, sollte die Entscheidung fu¨r ein Rerouting dem Client u¨berlassen
werden. So kann dieser schon mit dem Senden des erweiterten RREQ durch Setzen
eines Flagbits angeben, ob bei Ausfall eines Servers automatisch auf einen alternati-
ven Server umgeleitet werden soll. Dieses Flag wird in den folgenden Abschnitten als
No Reroute-Flag (NR-Flag) bezeichnet. Ist es gesetzt, wird kein automatisches Re-
routing auf einen alternativen Server gewu¨nscht. Aus Abbildung 6.2 ist bekannt, dass
im Paketkopf der RREQ- und RREP-Pakete reservierte Bereiche existieren. Davon
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kann ein Bit fu¨r das NR-Flag verwendet werden. Es reicht, dieses Flag innerhalb der
RREQ-Pakete vorzusehen. Fu¨r die Realisierung des Konzeptes wird vorgeschlagen,
das erste freie Bit nach den regula¨ren Flags im Paketkopf zu verwenden.
Erha¨lt der Kontextrouter ein (ungu¨ltiges) IP-Paket, welches zwar an ihn adressiert
ist, wofu¨r er aber keine Zuordnung zwischen Absender-IP-Adresse und Identiﬁka-
tor besitzt, muss dieses Paket verworfen werden. Das gilt sowohl fu¨r Pakete, die
vom Client, als auch fu¨r solche, die vom Server gesendet wurden. Eine Reaktion
des Kontextrouters beispielsweise u¨ber ICMP ist nicht notwendig. IP-Pakete, deren
Optionen keinen Identiﬁkator enthalten, werden als regula¨re Daten wie bei einem
herko¨mmlichen Router weitergeleitet.
Fu¨r ein Rerouting der IP-Pakete bei Ausfall des Zielservers reicht der Identiﬁka-
tor jedoch nicht aus. Infolge der Umleitung zu einem alternativen Server, kann der
Fall auftreten, dass dieser Server bereits mit dem Client kommuniziert. Ausgangs-
punkt fu¨r ein Beispiel ist hier wieder Abbildung 6.11. Es wird angenommen, dass der
dort dargestellte Server (IP-Adresse: 10.0.0.100) ausgefallen ist und die Daten nun
alternativ an den in Abbildung 6.12 dargestellten Server (IP-Adresse: 10.0.0.200)
weitergeleitet werden. Dieser Server kommuniziert aber bereits mit dem Client. Der
Kontextrouter kann in diesem Fall nicht mehr eindeutig entscheiden, welche Pakete
am Interface 10.0.0.254 zu der bereits bestehenden und welche zu der neuen Kommu-
nikation geho¨ren. Die IP-Adressen und Identiﬁkatoren sind bei allen Paketen gleich.
Um dem Kontextrouter die Mo¨glichkeit zu geben, trotzdem die entsprechenden IP-
Pakete der urspru¨nglichen Kommunikation zuzuordnen, muss folglich eine weitere
Kennung zu deren Identiﬁkation u¨bertragen werden. Diese wird als Sitzungsnummer
bezeichnet und vom Kontextrouter vergeben, wenn dieser auf eine Anfrage des Cli-
ents antwortet. Damit wird die Kommunikation u¨ber das gesamte Netzwerk hinweg
eineindeutig. Die Kommunikation zwischen Kontextrouter und Client bleibt trotz der
Umleitung unvera¨ndert, d. h. die IP-Adresse und der Identiﬁkator sind hier gleich
geblieben. Dies ist beabsichtigt, da der Client von einem mo¨glichen Serverwechsel
nichts bemerken soll.
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Abbildung 6.12: Paketumleitung bei Serverausfall
In Abbildung 6.12 sind die umgeleiteten Pakete mit der Sitzungsnummer 1 und die
Pakete der regula¨ren Kommunikation mit 2 gekennzeichnet. Natu¨rlich ko¨nnte an
dieser Stelle von Anfang an mit eineindeutigen Nummern gearbeitet und auf den
Identiﬁkator verzichtet werden. Nachteilig wa¨re in diesem Fall jedoch, dass der Kon-
textrouter alle Kommunikationsbeziehungen fu¨r die Dauer ihres Bestehens speichern
mu¨sste, damit die IP-Pakete den Kommunikationsbeziehungen zugeordnet werden
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ko¨nnen. Dagegen ist bei Verwendung eines Identiﬁkators eine Zuordnung der IP-
Pakete fu¨r U¨bertragungen, die kein Rerouting beno¨tigen, mo¨glich, ohne dass dazu
Informationen auf dem Router vorgehalten werden mu¨ssen. Lediglich bei einer Um-
leitung wird die Sitzungsnummer beno¨tigt. Diese Nummern mu¨ssen fu¨r jede Kom-
munikationsbeziehung eines Client eindeutig sein. Verschiedene Clients ko¨nnen auch
gleiche Nummern verwenden.
Fu¨r die U¨bertragung des Identiﬁkators wird sowohl auf der Teilstrecke Client–Router
als auch auf der Teilstrecke Router–Server das beim Internetprotokoll vorgesehene
Feld fu¨r Optionen genutzt. Beim IPv6 ko¨nnen solche Optionen durch die Nutzung
eines Extended Headers angegeben werden. Dort sind dann jeweils die Vorgaben aus
den entsprechenden Speziﬁkationen zu beru¨cksichtigen. Wenn die IP-Adressen, wie
hier vorgeschlagen, als Identiﬁkatoren verwendet werden, eru¨brigt sich eine Kontrolle
fu¨r eine doppelte Vergabe. Die Zuordnungen sind dann fu¨r diese Weiterleitung ein-
deutig. In Abbildung 6.13 ist der Aufbau des Options-Feldes fu¨r das IPv4 dargestellt.
Verpﬂichtend ist hierbei das erste Byte fu¨r den Option-Type. Dieses ist wiederum
in drei Felder gegliedert und folgt direkt der Ziel-Adresse (Destination Address) im
IP-Paketheader. Die einzelnen Felder haben dabei folgende Bedeutung:
Copied Flag (C) - wird gesetzt, wenn die Option bei einer Fragmentierung in
jedes Teilfragment kopiert werden soll.
Option Class (OC) - Folgende Klassen sind vergeben: 0 = Control (Steuerung);
2 = Debbuging and Measurement (Fehlersuche und Messen); 1 und 3 sind
reserviert fu¨r zuku¨nftige Anwendungen.
Option Number (ON) - Die Werte 0–4 und 7–9 sind bereits fu¨r folgende Optio-
nen vergeben: End of Operation, No Operation, Security, Loose Source Rou-
ting, Strict Source Routing, Record Route Stream ID und Internet Timestamp.
0 7 15 (N*32)-1
C Padding
Option-Type
OC ON Option-Length Option-Data
Options
Destination Adress
Abbildung 6.13: Das Options-Feld im IPv4
Ein weiteres Byte ist no¨tig, sobald zusa¨tzlich auch Bereiche zur U¨bertragung weiterer
Optionsdaten (Option-Data) beno¨tigt werden. Das zugeho¨rige Feld heißt Option-
Length und gibt die Gesamtzahl aller fu¨r die Optionen verwendeten Bytes an. Das
Padding-Feld ist dann so aufzufu¨llen, dass die La¨nge des gesamten IP-Paketkopfes
ein Vielfaches von 32 Bit ergibt.
Abbildung 6.14 zeigt einen Vorschlag fu¨r die Implementierung des Optionen-Feldes
innerhalb der Architektur fu¨r das kontextsensitive Routing. Das Copied Flag ist
gesetzt, damit die Optionen eines jeden Teils eines fragmentierten IP-Pakets den
Kontextrouter erreichen und von ihm ausgewertet werden ko¨nnen. Das Feld fu¨r Op-
tion Class kann auf 0 gesetzt werden, da es sich beim kontextsensitiven Routing
um eine Steuerungsfunktion handelt. Die Option Number kann bis auf die verge-
benen Werte (0-4 und 7-9) frei gewa¨hlt werden. Mit Ru¨cksicht auf den RFC 4727
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Abbildung 6.14: Belegung des Options-Feldes (IPv4)
[Fenn06] und die Vorgaben der IANA wurde 30 gewa¨hlt und dem Context Sensitive
Routing zugeordnet. Diese Option Number steht speziell fu¨r Testzwecke zur Verfu¨-
gung und muss im Falle eines zuku¨nftigen produktiven Einsatzes gea¨ndert werden.
Das La¨ngenfeld hat den Wert 8, da davon ausgegangen wird, dass 2 Byte fu¨r die
Sitzungsnummer (Session) und 4 Byte fu¨r die Vergabe von Identiﬁkatoren (Identi-
ﬁer) ausreichen. Hinzu kommt, dass sowohl das Byte fu¨r das Option-Types- als auch
fu¨r das Option-Length-Feld mitgeza¨hlt werden. Das Padding-Feld des IP-Paketes
entfa¨llt. Fu¨r IPv6 muss die Formatierung entsprechend angepasst werden, was zum
einen die La¨nge des Identiﬁkators (128 Bit) und zum anderen die Einbindung in den
Extension Header betriﬀt.
Fu¨r die Kommunikation zwischen Kontextrouter und kontextsensitivem Server ko¨nn-
te die eindeutige Zuordnung der Daten auch mit Hilfe des Network Address Translati-
on (NAT) realisiert werden. Allerdings wu¨rde hierbei auf Protokolle ho¨herer Schich-
ten wie TCP/UDP, die sich in der Transportschicht beﬁnden, zuru¨ckgegriﬀen. Dies
erho¨ht die Rechenlast und Komplexita¨t des Routers, weil damit zwischen Server
und Client keine direkte Ende-zu-Ende-Kommunikation auf der Transportschicht
mo¨glich ist. Mit der hier vorgestellten Lo¨sung und der Verwendung von Identiﬁkato-
ren auf der Vermittlungsschicht werden auch die durch NAT verursachten Probleme
(siehe RFC 3027 [SrHo01]) vermieden. Das kontextsensitive Routing bleibt also le-
diglich auf die Netzfunktionen beschra¨nkt. Fu¨r die ho¨heren Protokollschichten, die
Ende-zu-Ende-Funktionen erfu¨llen, ist es vollkommen transparent.
Abbildung 6.15 zeigt ein Message Sequence Chart (MSC), das die einzelnen Kom-
munikationsprozesse des Architekturkonzeptes anhand eines einfachen Beispiels mit
einem Server, einem Client und einem Kontextrouter zusammenfassend beschreibt.
Hier ist der Fall dargestellt, dass Client und kontextsensitiver Server die IP-
Adresse des Kontextrouters u¨ber Advertisements erhalten. Danach authentiﬁziert
sich der Server entsprechend dem Vorschlag aus Abschnitt 6.3.2.3 mittels Challenge-
Response-Verfahren. Im Anschluss an die erfolgreiche Authentiﬁzierung registriert
der Server seine Dienste und die von ihnen unterstu¨tzten Kontexttypen beim Router.
Zu einem beliebigen spa¨teren Zeitpunkt fragt der Client beim Kontextrouter mit Hil-
fe eines erweiterten AODV-RREQ nach einem kontextsensitiven Dienst an und erha¨lt
u¨ber ein erweitertes AODV-RREP eine positive Antwort. Der darin vorgeschlagene
Server wird vom Client akzeptiert und es erfolgt nun u¨ber den Kontextrouter der
Zugriﬀ auf den angeforderten Dienst, d. h. Client und Server ko¨nnen miteinander
kommunizieren.
Wie bereits erwa¨hnt, wa¨re prinzipiell mit dem hier vorgeschlagenen Konzept auch
eine direkte Kommunikation zwischen Client und Server unabha¨ngig vom Kontext-
router mo¨glich. Dabei wird auf die Weiterleitungsfunktion eines Routers verzichtet.
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Abbildung 6.15: Kommunikationsprozesse des Architekturkonzeptes
Es sind dann auch keine Sitzungsnummer und kein Identiﬁkator im RREP-Paket
mehr no¨tig. Der Client teilt dafu¨r im RREP zusa¨tzlich die Zieladresse des aus-
gewa¨hlten Servers mit. Damit ko¨nnen dann Client und Server direkt miteinander
kommunizieren – allerdings mit den in Abschnitt 6.1 aufgeza¨hlten Nachteilen.
Das hier vorgestellte Modell des Kontextrouters kann natu¨rlich noch erweitert wer-
den. So ist beispielsweise vorstellbar, dass auch eine Liste alternativer Kontextrouter
vorgehalten wird. Diese Router ko¨nnen wiederum ihr Wissen u¨ber kontextsensitive
Server austauschen. Damit wa¨re es dann auch mo¨glich, Anfragen, die von einem
Kontextrouter nicht beantwortet werden ko¨nnen, an einen anderen Kontextrouter
weiterzuleiten. Daneben sind auch Strategien zur Last- und Funktionsteilung denk-
bar. Die Liste ko¨nnte noch beliebig fortgefu¨hrt werden, soll aber Thema zuku¨nftiger
Forschungsarbeiten sein.
6.3.3 Kontextsensitiver Server
Nachdem die Funktionen des Kontextrouters festgelegt wurden, deﬁniert dieser Ab-
schnitt die Mindestanforderungen an einen kontextsensitiven Server, damit dieser in
die kontextsensitive Routingarchitektur eingebunden werden kann. Der Server muss
die von einem Kontextrouter empfangenen Advertisement-Pakete auswerten ko¨nnen.
Die so erhaltenen IP-Adressen werden abgespeichert. Sie bleiben fu¨r eine bestimmte
Zeit gu¨ltig. Nach RFC 1256 wa¨ren das beispielsweise 30 Minuten. Erha¨lt der Server
innerhalb dieser Zeit keine weiteren Advertisements von einem Router, ist dieser aus
der Liste der bekannten Kontextrouter wieder zu entfernen. Besitzt der Server keine
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Adresseintra¨ge (z. B. nach einem Neustart), kann er durch Senden von Solicitation-
Paketen eventuell im Netz vorhandene Kontextrouter dazu veranlassen, ihm ihre
IP-Adresse mitzuteilen. Zu beachten ist, dass Solicitations auch wiederholt gesen-
det werden du¨rfen, sofern innerhalb einer bestimmten Zeit keine Reaktion in Form
einer Antwort durch einen Kontextrouter erfolgte. Allerdings ist hierfu¨r die Anzahl
der Solicitation-Pakete begrenzt. Im Wesentlichen sollte sich bei der Umsetzung des
Verhaltens beim Empfang von Advertisement-Paketen und der zu realisierenden So-
licitations an den RFC 1256 gehalten werden. Zusa¨tzlich ist vorzusehen, dass dem
Server die Adressen von kontextsensitiven Routern auch manuell u¨bergeben werden
ko¨nnen.
Der Server kann nun auf allen ihn bekannten Kontextroutern seine kontextsensiti-
ven Dienste und die von ihnen unterstu¨tzten Kontexttypen registrieren, sofern er
dort die entsprechenden Zugangsrechte besitzt. Zur Registrierung muss er sich beim
Kontextrouter authentiﬁzieren. Wie bereits in Abschnitt 6.3.2.3 beschrieben, ko¨n-
nen die Authentiﬁzierung und die anschließende Kommunikation zur Registrierung
der Dienste und Kontexttypen u¨ber herko¨mmliche Protokolle erfolgen. Eine Modi-
ﬁkation ist nicht no¨tig. Der Server muss dem Kontextrouter seine Anwesenheit im
Netzwerk in deﬁnierten Absta¨nden mitteilen, da sonst die dort gespeicherten Eintra¨-
ge veralten und gelo¨scht werden. Die Anwesenheitsmitteilung sollte auch die aktuell
angebotenen Dienste und die zugeho¨rigen Kontexttypen enthalten. Dadurch ko¨nnen
die Daten auf dem Kontextrouter aktuell gehalten werden, selbst wenn zwischen-
zeitlich Dienste auf dem Server aus- bzw. wegfallen oder neu hinzukommen.
Empfa¨ngt der Server eine Anfrage nach einem kontextsensitiven Dienst und erha¨lt er
mit dem zugeho¨rigen empfangenen IP-Paket eine Sitzungsnummer und einen Iden-
tiﬁkator, so muss er diese Werte beim Antworten der Anfrage in das zu sendende
IP-Paket kopieren. Prinzipiell kann der Server auch Anfragen von Netzknoten beant-
worten, die ihm nicht als Kontextrouter bekannt sind. Die Kommunikation mit der
kontextsensitiven Anwendung selbst wird oberhalb der Vermittlungsschicht erbracht
und ist nicht Bestandteil dieser Arbeit.
6.3.4 Client
Dieser Abschnitt beschreibt die Funktionen, die mindestens vom Client erbracht wer-
den mu¨ssen, um die Dienste der kontextsensitiven Routingarchitektur in Anspruch
nehmen zu ko¨nnen. Die hier vorgeschlagene Syntax und Semantik zur Beschreibung
der Dienste innerhalb der erweiterten RREQ- und RREP-Pakete ist dabei sehr ein-
fach gehalten. Zum Veriﬁzieren der Funktionen der Routingarchitektur soll die hier
verwendete Lo¨sung aber vorerst ausreichen. Bei zuku¨nftigen Forschungen ist jedoch
zu untersuchen, wie die Beschreibung der Dienste weiter optimiert werden kann.
Bevor der Client ein erweitertes AODV-RREQ-Paket zur Anfrage nach einem kon-
textsensitiven Dienst senden kann, beno¨tigt er die Adresse eines Kontextrouters.
Um diese zu erhalten, ko¨nnen prinzipiell die gleichen Mechanismen, wie sie in Ab-
schnitt 6.3.3 beschrieben wurden, verwendet werden. Allerdings stellt hier der ma-
nuelle Eintrag der IP-Adresse eine Ausnahme (z. B. zum Festlegen eines Default-
Kontextrouters) dar, da sich die Clients, wie bereits in Abschnitt 6.2.4 begru¨ndet,
in der gleichen administrativen Doma¨ne wie die Kontextrouter beﬁnden.
Um einen kontextsensitiven Dienst zu nutzen, sendet der Client ein erweitertes
AODV-RREQ an einen Kontextrouter. Dazu muss im RREQ-Header das D-Flag
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gesetzt werden. Unter Nutzung des IPv6 wird beim dort verwendeten AODV die
Flood Data Option verwendet. Beides ist notwendig, damit nur das eigentliche Ziel
– na¨mlich der Kontextrouter – auf eine Anfrage antwortet. Die Angabe des kontext-
sensitiven Dienstes erfolgt in der Erweiterung des AODV-Paketes. Ein Vorschlag,
wie diese Erweiterung genutzt werden kann, ist in Abbildung 6.16 dargestellt. Dabei
bleibt das Format aus RFC 3561 erhalten. Im Feld Type wird gekennzeichnet, dass
es sich um eine Anfrage nach einem kontextsensitiven Router handelt. Der Wert ist
dabei frei wa¨hlbar, darf aber noch nicht fu¨r andere Erweiterungen vergeben sein. Da
1 schon fu¨r das Hello Interval Extension Format vergeben ist, kann fu¨r das vorliegen-
de Szenario beispielsweise 2 verwendet werden. Mit dem Datenteil werden schließlich
der Identiﬁkator, der angeforderte Dienst, die Kontexttypen und deren Priorisierung
u¨bertragen. Dazu wird vorerst eine relativ einfache Codierung vorgeschlagen. Die
ersten 4 Bytes dienen zur U¨bertragung des Identiﬁkators. Dort wird der fu¨r die ak-
tuelle Dienstanfrage der zuletzt vom Kontextrouter erhaltene Identiﬁkator abgelegt.
Das erste RREQ erha¨lt eine 0. Die darauf folgenden 2 Bytes, beschreiben den an-
geforderten Dienst (Service). Insgesamt ko¨nnen somit 65535 verschiedene Dienste
unterschieden werden. Im Gegensatz dazu wird beim AODV-SD die Adressierung
auf die Angabe einer URL beschra¨nkt, was aber weniger eﬃzient und nicht so ﬂexi-
bel ist. Von den verbleibenden 253 Bytes werden vorerst 50 Bytes genutzt, um die
Kontexttypen (Context type (Ct)) zu u¨bertragen. Bestimmt werden diese durch die
Position im Paket. Eine Strukturierung erfolgt nicht, d. h. mit Ct ko¨nnen sowohl
in einem Oberbegriﬀ zusammengesetzte als auch untergliederte Kontexttypen (z. B.
Kontextsubtypen – siehe Abschnitt 4.3) angegeben werden. Zu jedem Kontexttyp
wird auch dessen Priorita¨t angegeben. Zur Priorisierung sind 3 Bit, in Abbildung
6.16 als P gekennzeichnet, vorgesehen. Damit sind 7 Priorita¨tsstufen mo¨glich, wobei
die Priorita¨t mit dem Wert steigt (0 = keine Priorita¨t; 7 = ho¨chste Priorita¨t). Ein
Bit wird als Flag (F) verwendet, um zu kennzeichnen, dass der jeweilige Kontexttyp
gewa¨hlt wurde. Damit werden pro Byte zwei Kontexttypen und deren Priorita¨ten be-
schrieben. Insgesamt ko¨nnen also 100 Kontexttypen kombiniert u¨bertragen werden.
Das La¨ngenfeld (Length) erha¨lt somit den Wert 56. Die Erweiterung ist insgesamt
58 Bytes groß. Natu¨rlich kann dieses Format noch bis auf die maximal mo¨gliche
Gro¨ße erweitert werden. Das ha¨ngt von den in Zukunft tatsa¨chlich deﬁnierten bzw.
verwendeten Kontexttypen ab. Andererseits ko¨nnen auch beispielsweise Priorita¨ten
fu¨r Eigenschaften (z. B. Verfu¨gbarkeit) angegeben werden, die dann bei der Auswahl
eines Servers beru¨cksichtigt werden.
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Abbildung 6.16: Kontexterweiterung des AODV-RREQ
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Nach dem Versenden des erweiterten AODV-RREQ wartet der Client eine deﬁnier-
te Zeit (Timeout) auf das zugeho¨rige RREP. Kommt keine Antwort zuru¨ck, kann
die Anfrage mit einer endlichen Anzahl von Versuchen entsprechend der AODV-
Speziﬁkation RFC 3561 wiederholt werden. Bleibt dies erfolglos, gilt der Kontext-
router als nicht erreichbar. Die Informationen u¨ber ihn werden gelo¨scht. Entweder
ist nun ein alternativer Kontextrouter zu wa¨hlen oder es wird ein Solicitation-Paket
gesendet, um neue Kontextrouter zu ﬁnden. Bleiben beide Varianten erfolglos, ist
kein kontextsensitives Routing mo¨glich. Es erfolgt dann eine herko¨mmliche Dienst-
anfrage ohne kontextsensitives Routingverfahren, sofern dies die kontextsensitive
Anwendung unterstu¨tzt.
Erha¨lt der Client eine Antwort auf das erweiterte RREQ, erfolgt diese in Form eines
erweiterten RREP. D. h., es wird bei diesem Paketformat ebenfalls die Mo¨glichkeit
der Paketerweiterung genutzt. Wie in Abbildung 6.17 zu sehen ist, werden dort
die Sitzungsnummer (Session), der Identiﬁkator (Identiﬁer), der Dienst (Service)
und die vom Server unterstu¨tzten Kontexttypen (Ct) angegeben. Das Format der
Erweiterung ist dem des RREQ-Paketes angelehnt. Das Feld Type ist jetzt jedoch mit
dem Wert 3 belegt. Dadurch wird die Erweiterung eindeutig dem RREP zugeordnet.
Natu¨rlich kann hier aber auch ein anderer noch nicht vergebener Wert verwendet
werden. Vom Datenfeld werden die ersten 2 Bytes fu¨r die Sitzungsnummer und die
folgenden 4 Bytes fu¨r den Identiﬁkator verwendet. Danach folgen 2 Bytes fu¨r den
Dienst und 13 Bytes fu¨r die Kontexttypen. Die freien Stellen des letzten Bytes, das
fu¨r die Kontexttypen verwendet wird, werden mit Nullen aufgefu¨llt, da das Format
nur ganzzahlige Bytegro¨ßen zula¨sst. Das Feld Length erha¨lt somit den Wert 21.
Insgesamt hat die Erweiterung also eine Gro¨ße von 23 Bytes. Zusa¨tzlich beﬁndet
sich im reservierten Bereich des Paketheaders das No Alternatives-Flag (NA-Flag),
das auf 0 gesetzt ist, solange bei der Serverwahl nicht das Ende der Serverrangliste
erreicht ist. Es wird vorgeschlagen, fu¨r das NA-Flag das erste Bit im Feld Reserved
des RREP-Pakets (siehe Abbildung 6.2) zu verwenden.
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Abbildung 6.17: Kontexterweiterung des AODV-RREP
Der Identiﬁkator dient dem Kontextrouter, wie in Abschnitt 6.3.2.6 beschrieben,
zur eindeutigen Zuordnung bei der Weiterleitung der eigentlichen Daten. Da es sich
dabei um die IP-Adresse des ausgewa¨hlten Servers handelt, kann der Nutzer bzw.
Client entscheiden (z. B. anhand einer
”
Schwarzen Liste“ oder Blacklist), ob er die-
sen Server akzeptiert. Zusa¨tzlich ko¨nnen in diesen Entscheidungsprozess auch die
mitgelieferten Kontexttypen einﬂießen. Hierbei handelt es sich um solche Typen, die
von dem ausgewa¨hlten Server und damit den dort angebotenen Dienst auch tatsa¨ch-
lich unterstu¨tzt werden. Daraus ergeben sich folgende Mo¨glichkeiten einer Reaktion
durch den Client:
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1. Der Client lehnt den Server ab und stellt keine neue Anfrage an den Kontext-
router.
2. Der Client lehnt den Server ab und stellt eine neue Anfrage an den Kontextrou-
ter. In der neuen Anfrage wird der Identiﬁkator des letzten RREP mitgesendet.
Dadurch kann der Kontextrouter die neue Anfrage zuordnen und einen alter-
nativen Server anbieten. Diese Variante ist nur mo¨glich, wenn kein NA-Flag
im vorhergehenden RREP gesetzt war.
3. Der Client lehnt den Server ab und stellt eine neue Anfrage an den Kontext-
router, wobei die Kontexttypen oder deren Priorita¨ten in der neuen Anfrage
modiﬁziert wurden. Es spielt hierbei keine Rolle, welchen Wert der einzuset-
zende Identiﬁkator erha¨lt. Der Kontextrouter erkennt dies als neue Anfrage.
4. Der Client akzeptiert den Server. Er verwendet den mitgelieferten Identiﬁkator
fu¨r die anschließende Kommunikation.
Als Beispiel zeigt Abbildung 6.18 ein MSC fu¨r den Fall, dass der vom Kontext-
router vorgeschlagene Server abgelehnt wurde. Daraufhin wa¨hlt der Kontextrouter
einen alternativen Server aus, setzt aber das No Alternatives-Flag, da das Ende der
Rangliste erreicht ist. Der Client akzeptiert den zweiten Server und beginnt mit die-
sem zu kommunizieren. Zu beachten ist, dass in der Abbildung darauf verzichtet
wurde, die Sitzungsnummer mit anzugeben, da sich diese wa¨hrend der Kommunika-
tionsvorga¨nge nicht a¨ndert. Außerdem sei darauf verwiesen, dass die Auswahlfunk-
tion nicht unbedingt zur Realisierung des kontextsensitiven Routing notwendig und
deshalb optional ist.
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Abbildung 6.18: Auswahl eines Servers durch den Client
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Die Anfrage nach einem weiteren Dienst ist unabha¨ngig von der aktuellen Entschei-
dung zu jedem Zeitpunkt mo¨glich, da vom Client durch die Angabe des Dienstes
innerhalb des RREP eine eindeutige Zuordnung erfolgen kann. Erha¨lt der Client ein
RREP-Paket, bei dem eines der Felder fu¨r den Identiﬁkator (Id) oder den Dienst
den Wert 0 hat, wurde die Anfrage vom Kontextrouter abgelehnt.
Hat der Client schließlich einen Server akzeptiert, kann die eigentliche Kommunikati-
on mit diesem beginnen. Dazu werden die IP-Pakete entsprechend Abschnitt 6.3.2.6
pra¨pariert. Der Identiﬁkator wird aus dem letzten RREP-Paket u¨bernommen. Fa¨llt
wa¨hrend der Kommunikation der Server aus, kann der Kontextrouter die Kommuni-
kation automatisch auf einen gleichwertigen Server umleiten. Wie im eben erwa¨hnten
Abschnitt beschrieben, ist dies nicht in jedem Fall sinnvoll. Deshalb kann der Client
beim Senden des erweiterten RREQ das bereits in Abschnitt 6.3.2.6 beschriebene
NR-Flag setzen und diesen Automatismus vermeiden.
Schließlich obliegt es dem Client zu entscheiden, ob eine aktuelle Anfrage durch ei-
ne Anwendung u¨berhaupt einen kontextsensitiven Dienst verlangt. Dazu muss der
Client bzw. die dort implementierte Software fu¨r das kontextsensitive Routing eine
geeignete Schnittstelle bereitstellen, an der diese Informationen u¨bergeben werden
ko¨nnen. Damit ist der Client mit den in diesem Abschnitt unterbreiteten Vorschla¨gen
in der Lage, einen kontextsensitiven Dienst mit Hilfe der kontextsensitiven Routing-
architektur zu ﬁnden und zu nutzen.
6.3.5 Anmerkungen zu den optionalen Funktionen
Zusa¨tzlich zum kontextsensitiven Routing wurden auch optionale Funktionen disku-
tiert. Dazu geho¨ren die Auswahl eines alternativen Servers in Verbindung mit der
Nutzung einer
”
Schwarzen Liste“ und das Rerouting. Diese Funktionen stehen in
unmittelbarem Zusammenhang, was beim praktischen Einsatz beru¨cksichtigt wer-
den muss. Das Rerouting wurde mit der Maßgabe konzipiert, dass der Nutzer nichts
von einem Wechsel des Servers bemerkt. Damit kann er beispielsweise auch nicht
bestimmen, ob der neu gewa¨hlte Server zugelassen werden soll. Deshalb kann ein
Client in diesem Fall auf die Nutzung einer
”
Schwarzen Liste“ verzichten. Anderer-
seits kann der Algorithmus mo¨glicherweise auch erweitert bzw. modiﬁziert werden,
sodass sich diese Funktionen nicht ausschließen. Dies soll aber Thema zuku¨nftiger
Forschungsarbeiten sein.
Wird auf das Rerouting verzichtet, kann auch die Sitzungsnummer weggelassen wer-
den. Ebenso kann als Identiﬁkator jede beliebige Zahl verwendet werden. Bei der
Implementierung ist hierbei auf Eindeutigkeit zu achten. Die Identiﬁkatoren mu¨ssen
nicht auf bestimmte Server mappen, sofern auf eine Serverauswahl durch den Client
verzichtet wird.
Schließlich muss auch untersucht werden, inwieweit die Funktion des Reroutings
Einﬂuss auf die Sicherheit hat.
6.4 Bewertung
Wird das vorliegende Architekturkonzept mit den Verfahren fu¨r eine Dienstsuche
aus Abschnitt 4.6 verglichen und Tabelle 4.2 entsprechend um das kontextsensitive
Routing erga¨nzt, ergibt sich daraus Tabelle 6.6. Mit dieser Tabelle wird deutlich,
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dass das kontextsensitive Routing alle Anforderungen an die Dienstsuche erfu¨llt.
Zwar arbeitet die Architektur mit Hilfe von Verzeichnissen. Allerdings kann deren
Anzahl so angepasst werden, dass die Verfu¨gbarkeitsanforderungen in einem Ad-hoc-
Netz gewa¨hrleistet werden ko¨nnen. Das System kann bei Bedarf u¨ber Netzgrenzen
hinweg kommunizieren. Es unterstu¨tzt sowohl Infrastruktur- als auch Ad-hoc-Netze.
Eine hohe Flexibilita¨t wird durch die Unabha¨ngigkeit zwischen Dienstsuche und An-
wendungskommunikation erreicht. Außerdem ist es das einzige Verfahren, das einem
Provider erlaubt, den Datenverkehr wa¨hrend der Dienstsuche und -kommunikation
zu monitoren und zu steuern. Und schließlich unterstu¨tzt dieses Konzept die Suche
nach einem Dienst unter Beru¨cksichtigung der vom Nutzer bereitgestellten Kontext-
typen, ohne dabei auf bestimmte Kontexttypen beschra¨nkt zu sein.
Verfahren Funk- Verzeich- Reich- Netz- Flexi- Steuer- Kontext
tionalita¨t nisdienst weite werke bilita¨t barkeit
AODV-SD Netzwerk ohne – – + – o
Bonjour Anwendung mit – o + – –
DEAPspace Anwendung ohne – + + – –
GSD Anwendung ohne – o + – o
Jini Anwendung mit + o o – o
LSD Netzwerk beides – – + – –
Salutation Anwendung mit + + + – o
SDP Anwendung mit – – – – o
SLP Anwendung beides + o + – o
UPnP Anwendung ohne – o o – –
kontextsensi- Netzwerk mit + + + + +
tives Routing
Die Bewertung bezieht sich auf die in Abschnitt 4.6.2 aufgestellten Anforderungen an eine Dienstarchitektur
und erfu¨llt diese mit: + → sehr gut; o → teilweise; – → ungenu¨gend
Tabelle 6.6: Kontextsensitives Routing im Vergleich
Damit eignet sich das vorgestellte Konzept des kontextsensitiven Routings sehr gut
fu¨r eine Dienstsuche und -kommunikation in heterogenen Netzwerkumgebungen, so-
fern diese auch IP unterstu¨tzen. Die Suche nach einem geeigneten Server und der
zugeho¨rigen Route erfolgt dabei in Abha¨ngigkeit der durch den Client bereitgestell-
ten Kontextinformationen bzw. der sich daraus ergebenden Kontexttypen.
6.5 Kapitelzusammenfassung
Das im vorliegenden Kapitel beschriebene Architekturkonzept stellt die Basis fu¨r
das kontextsensitive Routing dar. Der Aufbau und die Funktionsweise wurden aus-
fu¨hrlich beschrieben. Es erfolgte ein Vergleich verschiedener in Frage kommender
Routingverfahren. Im Ergebnis erwies sich AODV als das geeignetste Routingproto-
koll. Durch eine den Anforderungen an das kontextsensitive Routing entsprechende
Modiﬁkation des Protokolls konnte deshalb auf eine komplette Neuentwicklung ver-
zichtet werden. Die Funktionen der drei Komponenten des Konzeptes – Client, kon-
textsensitiver Server und Kontextrouter – wurden detailliert dargestellt und die zu
realisierenden Kommunikationsprozesse beschrieben. Das Kernstu¨ck der vorgeschla-
genen Architektur bildet der Kontextrouter, der einerseits seine Adresse im Netz
verbreiten muss, die verfu¨gbaren kontextsensitiven Server vorha¨lt sowie die Auswahl
eines passenden Servers fu¨r den Client u¨bernimmt und andererseits schließlich die
Kommunikation zwischen Client und Server unterstu¨tzt. Durch die Weiterleitungs-
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und Reroutingfunktionen sowie den Algorithmus zur Auswahl eines passenden Ser-
vers unterscheidet sich das kontextsensitive Routing von einem herko¨mmlichen Aus-
kunftsdienst.
Die Anforderungen, die in diesem und den vorhergehenden Kapiteln an das kontext-
sensitive Routing gestellt wurden, ko¨nnen mit dem vorliegenden Konzept realisiert
werden. Es ist so interoperabel angelegt, dass es in bestehende Netze eingepﬂegt wer-
den kann. Ein Betrieb in heterogenen Netzen ist mo¨glich. Das Konzept ist aktuell
fu¨r IPv4 ausgelegt, kann aber fu¨r IPv6 u¨bernommen werden. Die dazu notwendigen
Modiﬁkationen wurden beschrieben.
Die Funktionen werden beim kontextsensitiven Routing auf der Vermittlungsschicht
realisiert. Darunter liegende Schichten werden dadurch nicht beeinﬂusst. Fu¨r ho¨here
Schichten arbeitet das System ebenfalls transparent. Das schließt die kontextsensi-
tiven Dienste mit ein. Die als Clients und Server arbeitenden Netzknoten mu¨ssen
jedoch um die fu¨r das Konzept no¨tige Software erweitert werden. Dazu sind neben
der Routingerweiterung auch Schnittstellen zur U¨bergabe von Dienst- bzw. Anwen-
dungsinformationen bereitzustellen.
Vorerst sind alle Komponenten der Architektur so ausgelegt, dass sie die Mindest-
funktionalita¨t fu¨r das kontextsensitive Routing erfu¨llen. Zuku¨nftige Erweiterungen
sind aber mo¨glich. Damit ist das System noch ausbaufa¨hig. So ko¨nnen beispielsweise
Szenarien entwickelt werden, bei denen Kontextrouter netz- oder weltweit Informa-
tionen austauschen. Am Prinzip des kontextsensitiven Routings a¨ndert sich dadurch
aber nichts.
Vollkommen unberu¨cksichtigt sind bis dato Sicherheitsbetrachtungen. Da bei dem
vorliegenden Konzept in der Regel auf bestehende Standards bzw. Speziﬁkationen
zuru¨ckgegriﬀen wurde, kann an diesen Stellen von keinem erho¨hten Risiko ausgegan-
gen werden. Ob und inwieweit die kontextsensitive Routingarchitektur aber insge-
samt neue Sicherheitslu¨cken aufweist, muss noch untersucht werden. Es ist weiter-
hin zu erforschen, wie die Eﬃzienz der U¨bertragung von Dienst und Kontexttypen
durch Nutzung von Kodierungsverfahren erho¨ht werden kann. Teilweise wurde beim
Konzept auf die Beschreibung konkreter Konﬁgurationswerte (z. B. Timeouts) ver-
zichtet, da deren Gro¨ße ﬂexibel in bestimmten Grenzen gewa¨hlt werden kann. Es sei
an dieser Stelle auf die die in diesem Kapitel aufgefu¨hrten Standards verwiesen, die
diesbezu¨glich eindeutige Vorgaben machen.
Das hier vorgestellte Konzept beschreibt alle notwendigen Funktionalita¨ten fu¨r das
kontextsensitive Routing. Es wurde diskutiert, welche Anforderungen von den Kom-
ponenten der Architektur erfu¨llt werden mu¨ssen. In den folgenden Kapiteln wird
gezeigt, dass dieses Konzept realisierbar ist und den gestellten Anforderungen ge-
nu¨gt. In Kapitel 7 werden dazu zuna¨chst Ansa¨tze fu¨r eine simulative Umsetzung
aufgezeigt.
7. Simulation
Zum Veriﬁzieren neuer Netzwertechniken und -protokolle werden ha¨uﬁg Simulatio-
nen durchgefu¨hrt. Diese stellen eine kostengu¨nstige Alternative zu einer praktischen
Realisierung dar. Auch im Rahmen dieser Arbeit wurde zuna¨chst ein solcher An-
satz gewa¨hlt, um das in Kapitel 6 vorgeschlagene Architekturkonzept bewerten zu
ko¨nnen. In dem vorliegenden Kapitel erfolgt deshalb ein U¨berblick u¨ber die dazu
durchgefu¨hrten Arbeiten. Nach einer Einleitung in die Thematik werden das ausge-
wa¨hlte Simulationswerkzeug vorgestellt und der aktuelle Stand bei der Einbindung
der Routingarchitektur ero¨rtert.
7.1 Einfu¨hrung
Um die Funktionsweise einer neuen Netzwerkarchitektur veriﬁzieren und vorfu¨hren
zu ko¨nnen, reicht in der Regel ein praktischer Versuchsaufbau aus. Sollen jedoch Aus-
sagen daru¨ber getroﬀen werden, wie sich ein Netzwerk unter verschiedenen Verkehrs-
bedingungen verha¨lt, ist in der Regel eine große Anzahl von Quellen (Teilnehmer,
Clients, Server usw.) no¨tig. In Ad-hoc-Netzen kommt hinzu, dass diese auch noch
mobil sein ko¨nnen. Die Komplexita¨t solcher Szenarien la¨sst eine reale Umsetzung
sowohl in der Entwicklungsphase als auch danach nur schwer zu. Ein praktischer
Versuchsaufbau fu¨hrt außerdem mit gro¨ßer werdenden Netzwerken zwangsla¨uﬁg zu
einem steigenden Kostenaufwand. Die ho¨her werdende Komplexita¨t kann daru¨ber
hinaus durch den damit verbundenen Organisationsaufwand fu¨r die Messszenarien
zu Fehlern fu¨hren.
Eine Alternative bieten Simulationen. Mit Hilfe von Softwarewerkzeugen wird hier
das zu untersuchende Netzwerk nachgebildet. Je mehr Umgebungsparameter ein
solches Werkzeug dabei beru¨cksichtigt, desto besser entsprechen die Ergebnisse der
Simulation denen der Realita¨t. Daru¨ber hinaus lassen sich Simulationsergebnisse
genau reproduzieren, da sie nicht durch a¨ußere Einﬂu¨sse verfa¨lscht werden ko¨n-
nen. Es ist theoretisch mo¨glich, reale Umgebungen bis zu einem beliebigen Grad an
Detailtreue nachzubilden. Dabei ist jedoch immer abzuwa¨gen, ob diese Detailtreue
beno¨tigt wird, da dadurch ein gro¨ßerer Rechenaufwand und ho¨here Entwicklungs-
kosten erzeugt werden. Am Markt sind deshalb verschiedenste Simulationswerkzeu-
ge verfu¨gbar, die sich auf bestimmte Netzwerke, Protokolle oder Netzwerktechniken
106 7. Simulation
spezialisiert haben. Diese wurden bereits in [Born02] gegenu¨bergestellt. Die dort
fu¨r Ad-hoc-Netze als am besten geeigneten Simulatoren sind der network simulator
version 2.xx (ns-2) [NS208] und die Global Mobile Information Systems Simulation Li-
brary (GloMoSim) [GloM08]. Beide werden bis heute weiter entwickelt und gelten
immer noch als die bekanntesten Vertreter fu¨r Netzwerksimulatoren. Daneben hat
sich in letzter Zeit mit OPNET [OPNE08] ein weiterer Simulator etabliert. Dieser
ist zwar auch mit kostenlosen Forschungslizenzen erha¨ltlich, allerdings sind im Ge-
genzug Forschungsergebnisse an die OPNET Technologie Inc. weiterzugeben, was zu
einer gewissen Abha¨ngigkeit fu¨hrt. Der Systemkern des Simulators ist nicht quellof-
fen, sodass es bei Entwicklungsarbeiten unter Umsta¨nden zu Einschra¨nkungen kom-
men ko¨nnte. Schließlich wird mit dem Objective Modular Network Testbed in C++
(OMNeT++) [OMNe08] ein weiterer Simulator angeboten, der fu¨r nichtkommerzi-
elle Zwecke kostenlos genutzt werden kann. Mittlerweile hat sich dieser Simulator
ebenfalls im Forschungs- und Enwicklungsbereich etabliert.
Zum Zeitpunkt der Entscheidung daru¨ber, welcher Netzwerksimulator genutzt wer-
den sollte, bot der ns-2 im Gegensatz zu GloMoSim mehr Flexibilita¨t, da er neben
mobilen auch verdrahtete und hybride Netzwerke unterstu¨tzte. Auf OPNET wurde
aufgrund der Abha¨ngigkeiten bezu¨glich des Lizenzmodells verzichtet. Dagegen war
beim OMNeT zum Auswahlzeitpunkt der Funktionsumfang wesentlich kleiner als bei
den anderen Simulatoren. Die Wahl ﬁel damit auf den ns-2. Dieser ist frei verfu¨gbar,
vollsta¨ndig quelloﬀen und somit modiﬁzier- und erweiterbar. Mittlerweile gibt es fu¨r
diesen Simulator eine große Entwicklergemeinde und entsprechende Mailinglisten,
was vor allem fu¨r die Unterstu¨tzung bei auftretenden Problemen sehr wichtig ist.
Um die Einsatzmo¨glichkeiten des ns-2 besser darstellen zu ko¨nnen, wird im folgenden
Abschnitt in dessen Funktionsweise eingefu¨hrt.
7.2 Die Simulationsumgebung ns-2
Der Netzwerksimulator ns-2 basiert auf der Programmiersprache C++. Der Zugriﬀ
auf die Simulationsumgebung, die U¨bergabe von Parametern und die Steuerung
der Simulationen erfolgen mit Hilfe der Object Tool command language (OTcl). Die
Simulationsszenarien werden in Skripten beschrieben und an den ns-2 u¨bergeben. Es
ko¨nnen dabei die Funktionen der verschiedenen Protokollschichten simuliert werden.
Der ns-2 stellt bereits eine Reihe von Protokollen zur Verfu¨gung. Unterstu¨tzt werden
unter anderem auch Routingprotokolle fu¨r Ad-hoc-Netze – wie beispielsweise das
AODV.
Der ns-2 wurde fu¨r Unix/Linux-Systeme entwickelt. Er kann aber auch mit Hilfe
von Unix-Emulatoren (z. B. cygwin [cygw08]) unter Windows verwendet werden.
Die Bedienung bzw. der Aufruf des ns-2 erfolgt textzeilenbasiert. Die Ergebnisse
der Simulation werden in einer Trace-Datei abgelegt. Zur Auswertung bietet die
ns-2-Umgebung zwei Werkzeuge. Mit dem network animator (nam) ko¨nnen die Simu-
lationen visualisiert und mit Xgraph die Verkehrsdaten dargestellt werden. Daru¨ber
hinaus bieten andere Entwickler weitere Werkzeuge zur anschaulichen Darstellung
von Ergebnissen an. Ein bekanntes Beispiel hierfu¨r ist Trace Graph [Male08]. Zur
Visualisierung gibt es neben dem nam weitere Hilsmittel, die spezielle Bedu¨rfnisse
beru¨cksichtigen. Abbildung 7.1 zeigt die Darstellung eines Simulationsverlaufes mit
Hilfe des Programms viewtraﬃc. Dabei handelt es sich um eine in [Born02] vorge-
stellte Softwarelo¨sung, die bei einer Simulation die aktuell zwischen den Netzknoten
vorhandenen Routen ausgibt.
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Abbildung 7.1: Visualisierung einer dem Manhattan-
Modell angelehnten Simulation mit viewtraﬃc [Born02]
7.3 Simulationsszenarien
Simulationen werden insbesondere fu¨r Perfomanceuntersuchungen eingesetzt. Dabei
ist fu¨r die Gestaltung des Simulationsszenarios das jeweilige Ziel der Untersuchung
zu beru¨cksichtigen. So ko¨nnen allgemeine Aussagen zu Verkehrscharakteristiken in-
nerhalb bestimmter Umgebungsbedingungen getroﬀen werden. Es ko¨nnen aber auch
Szenarien entwickelt werden, die versuchen eine reale Situation mo¨glichst genau zu
repra¨sentieren. Fu¨r Ad-hoc-Netze wu¨rde dies bedeuten, dass beispielsweise die Be-
wegungen von mobilen Netzknoten entsprechend den Bewegungen realer Teilneh-
mer nachgebildet werden. Dazu mu¨ssen geeignete Bewegungsmodelle erstellt und
in den Simulator eingepﬂegt werden. In [Born02] wurden diesbezu¨glich verschiede-
ne Modelle aus [Jugl00] untersucht. Die daraus resultierenden Ergebnisse fu¨hrten
zu der Aussage, dass die allgemeingu¨ltigen Bewegungsmodelle aus dem zellenba-
sierten Mobilfunkbereich wie beispielsweise Fluid-Flow-Modelle [ThGM88] oder das
Hong/Rappaport-Modell [HoRa86] gar nicht oder nur schlecht in Simulationen fu¨r
Ad-hoc-Netzen verwendet werden ko¨nnen. Andere Modelle aus diesem Bereich wie
z. B. die Modelle nach Gue´rin [Gue´r87], nach Zonoozi [ZoDa97] oder solche, die auf
der Brownschen Bewegung beruhen [LeRo97, LeRo98], lassen sich dagegen sehr gut
nutzen. Dies gilt nach [Born02] ebenso fu¨r das in [ETSI98] beschriebene Manhattan-
Modell fu¨r UMTS (siehe Abbildung 7.1) oder Gebietsmodelle, bei denen sich die
Netzknoten entsprechend dem Gebiet, in dem sie sich beﬁnden, verhalten.
Es ist dabei zu beachten, dass jedes Modell nur eine begrenzte Aussagekraft besitzt
und in der Regel nicht allgemeingu¨ltig angewendet werden kann. Fu¨r eine Simulation
muss dann das Bewegungsmodell gewa¨hlt werden, welches den realen Gegebenheiten
am besten entspricht. Die Ergebnisse sind also immer mit Ru¨cksicht auf die jeweiligen
Simulationsparameter zu bewerten. Neue Bewegungsmodelle ko¨nnen zwar mit einer
beliebigen Genauigkeit an eine bestimmte Umgebung angepasst werden. Allerdings
wu¨rden die Simulationen dann trotz des großen Aufwandes nur fu¨r dieses eine Gebiet
gelten. Die anderen Modelle liefern dagegen nicht so genaue Ergebnisse, ko¨nnen dafu¨r
aber ﬂexibel eingesetzt werden.
Die Bedeutung von Bewegungsmodellen wird auch durch [CoGi07] besta¨tigt. Danach
gehen viele Simulationen nur von zufa¨lligen Bewegungen aus, die jedoch nirgendwo
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in der Praxis zu ﬁnden sind. Dementsprechend sind dann auch die Simulationsergeb-
nisse zu bewerten. Zusammenfassend betrachtet, bilden die in [Born02] vorgestellten
fu¨r Ad-hoc-Netze geeigneten Bewegungsmodelle eine gute Basis fu¨r Simulationen,
die das Verhalten der in dieser Arbeit vorgestellten kontextsensitiven Routingarchi-
tektur widerspiegeln ko¨nnen.
7.4 Aktueller Stand
Mit der praktischen Realisierung zu [Pasc05] wurde erstmals das im ns-2 integrier-
te AODV fu¨r das kontextsensitive Routing modiﬁziert. In diesem Ansatz wurden
die Kontexttypen allerdings noch, wie in Abbildung 7.2 gezeigt, im reservierten Be-
reich des AODV-RREQ-Pakets angeordnet. Hier wird genau ein Byte genutzt, um
die Kontexttypen (Ct) zu u¨bertragen. Somit ko¨nnen maximal 8 verschiedene Kon-
texttypen gleichzeitig oder aber 255 verschiedene Kontexttypen einzeln u¨bertragen
werden. Da zum Zeitpunkt der Implementierung in den ns-2 noch keine Entschei-
dung bezu¨glich der Methodik zur Adressierung der Kontextrouter getroﬀen war,
wurde deshalb der folgende Ansatz verwendet: Die Anfrage eines Clients erfolgt mit
einer Adresse, die keinem Knoten zugeordnet ist. Dadurch wird die Anfrage durch
das gesamte Netzwerk gefu¨hrt und schließlich nur beim Knoten, der Informationen
zu diesem Kontexttyp besitzt (dem Kontextrouter) ausgewertet. Ein Dienst wurde
hier noch nicht speziﬁziert und auch die Kommunikation zwischen Client und Ser-
ver blieb unberu¨cksichtigt. Dies wurde allerdings auch nicht beno¨tigt, da das Ziel
darin bestand, Aussagen u¨ber das Verkehrsverhalten beim Routingprozess treﬀen zu
ko¨nnen.
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Abbildung 7.2: Format des erweiterten RREQ im ns-2
Als problematisch erwies sich bei der Implementierung die Tatsache, dass innerhalb
eines Simulationsszenarios lediglich Netzknoten desselben Typs verwendet werden
konnten. D. h., dass Simulationen entweder nur mit Kontextroutern, die jeweils die
gleichen Informationen besitzen, oder nur mit herko¨mmlichen AODV-Knoten mo¨g-
lich waren. Ein Netzwerk mit verschiedenen Knoten konnte nicht realisiert werden.
Entsprechend wurde auf Simulationen großer Netzwerke verzichtet, da deren Aussa-
gekraft keine Bedeutung besessen ha¨tte. Es konnte jedoch in [Pasc05] das korrekte
Verhalten eines als Kontextrouter implementierten Knotens nachgewiesen werden.
Dieser antwortet auf erweiterte RREQs, sofern in der Anfrage dem Router bekannte
Kontexttypen enthalten sind. Werden dagegen Pakete empfangen, die unbekannte
oder keine Kontexttypen u¨bertragen, ist das Verhalten des Kontextrouters entspre-
chend dem AODV und es erfolgt eine Weiterleitung an benachbarte Netzknoten. Aus
diesen ersten Simulationen wurden wesentliche Erkenntnisse fu¨r die Entwicklung des
in Kapitel 6 beschriebenen Konzepts gewonnen.
7.4. Aktueller Stand 109
Inzwischen ist in [Henn06] analysiert worden, warum in [Pasc05] nur Knoten des
gleichen Typs simuliert werden konnten. Die Ergebnisse fu¨hrten zu einer Implemen-
tierung, die Simulationen mit verschiedenen Knotentypen unterstu¨tzt. Somit lassen
sich zuku¨nftig die AODV-Erweiterungen des aktuellen Architekturkonzeptes analog
zu den bereits in den ns-2 eingepﬂegten Varianten implementieren.
Wa¨hrend der Arbeiten zu [Pasc05] wurden zusa¨tzlich in [Schm05] Untersuchungen
dazu durchgefu¨hrt, welche Mo¨glichkeiten der Adressierung eines Kontextrouters be-
stehen (siehe auch Abschnitt 6.3.1) und wie die ausgewa¨hlte Lo¨sung in den ns-
2 implementiert werden kann. Es wird dort vorgeschlagen, die Kontextrouter mit
Hilfe von Multicast-Adressen zu adressieren. Dazu musste das bereits im ns-2 im-
plementierte AODV um die Funktionalita¨t des Multicast erweitert werden. Hierbei
wurde auf die Implementierung aus [ZhKu04] zuru¨ckgegriﬀen. Zum Zeitpunkt der
Entscheidung fu¨r die Multicastadressierung erwies sich diese Lo¨sung mit Ru¨cksicht
auf die bis dato vorhandenen Entwicklungsergebnisse aus [Pasc05] und dem dama-
ligen Konzeptstatus als beste Variante. Die Simulationsergebnisse fu¨hrten jedoch
dazu, eine andere Adressierungsvariante fu¨r das Konzept zu verwenden. Diese ist in
Abschnitt 6.3.1 beschrieben und begru¨ndet.
Sowohl die Arbeit von [Pasc05] als auch diejenige von [Schm05] vermittelten einen
Eindruck der Komplexita¨t, die sich durch die Implementierung einer kontextsensiti-
ven Routingarchitektur in den ns-2 ergibt. Die Entwicklung des Architekturkonzeptes
erfolgte parallel zu diesen Arbeiten, sodass Schwachstellen aufgedeckt und bei der
weiteren Entwicklung beru¨cksichtigt werden konnten.
Zu Beginn der Entwicklung der Simulationsumgebung war der dafu¨r notwendige
zeitliche Aufwand nur schwer abscha¨tzbar. Deshalb wurde fru¨hzeitig damit be-
gonnen, auch Mo¨glichkeiten einer praktischen Umsetzung zu untersuchen (z. B.
[Kram05, Renh06]). Wa¨hrend der Arbeiten an der Simulationsumgebung stellte sich
dann heraus, dass vor allem Versionskonﬂikte beim ns-2 deren Entwicklungsfort-
schritt behinderten. Beispielsweise basierte die bei [Schm05] verwendete AODV-
Multicastimplementierung auf einer a¨lteren Softwareversion des ns-2 als die Ar-
beit von [Pasc05]. Wegen Kompatibilita¨tsproblemen konnte deshalb die Arbeit von
[Schm05] nicht in diejenige von [Pasc05] eingebunden werden. Weiterfu¨hrende Arbei-
ten wa¨ren mit einem erho¨hten Zeitaufwand verbunden gewesen, um die bestehenden
Probleme zuna¨chst zu beseitigen und zuku¨nftig zu verhindern. Ein Erfolg der Arbei-
ten war nicht garantiert. Die Ergebnisse von [Kram05] und [Renh06] wiesen dagegen
auf sehr gute Erfolgsaussichten fu¨r eine praktische Realisierung hin. Im direkten
Vergleich mussten schließlich die Arbeiten an den Simulationen als nicht zielfu¨hrend
eingestuft werden. Dieser Erkenntnis folgend, wurde die Entscheidung getroﬀen, den
Schwerpunkt zuku¨nftig auf eine praktische Realisierung zu legen. Somit konnte ge-
wa¨hrleistet werden, dass die Funktionen des Architekturkonzeptes innerhalb eines
vertretbaren Entwicklungszeitraumes veriﬁzierbar sein wu¨rden.
Aus aktueller Sicht wird diese Entscheidung durch [CoGi07] besta¨tigt. Hier wurden
die Simulationsergebnisse von ns-2, GloMoSim und OPNET miteinander verglichen.
Die Simulatoren oﬀenbarten dabei sowohl bedeutende quantitative (Gro¨ße von abso-
luten Werten) als auch qualitative (Verhalten) Unterschiede. Dies wird in [CoGi07]
unter anderem auf die unterschiedlichen in den Simulatoren verwendeten Modelle fu¨r
die Bitu¨bertragungsschicht zuru¨ckgefu¨hrt. Dementsprechend besteht bei den Simu-
latoren selbst noch Entwicklungsbedarf. Sollten trotzdem damit Simulationen durch-
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gefu¨hrt werden, mu¨ssen deren Ergebnisse kritisch hinterfragt werden. Hier kann auch
eine praktische Realisierung helfen, zuku¨nftige Simulationen bzw. deren Ergebnisse
zu veriﬁzieren.
Wie spa¨ter in Kapitel 8 erla¨utert wird, ﬁel die Entscheidung bei der praktischen
Realisierung des Kontextrouters auf das Softwarewerkzeug Click. Diese Entschei-
dung erwies sich auch deshalb als vorteilhaft, da Click eine Schnittstelle fu¨r den
ns-2 bereitha¨lt. Das stellt eine gute Voraussetzung fu¨r zuku¨nftige Entwicklungen auf
dem Gebiet der Simulationen dar, weil damit praktisch realisierte Router in den ns-2
integriert werden ko¨nnen.
7.5 Kapitelzusammenfassung
Um die Vorteile des kontextsensitiven Routings auch in großen Netzwerken nachwei-
sen zu ko¨nnen, sind Untersuchungen mit Hilfe von Simulationen notwendig. Hierzu
ist einfu¨hrend auf die Bedeutung von Bewegungsmodellen und deren Einﬂuss auf die
Simulationsergebnisse eingegangen worden. Es wurde daru¨ber hinaus beschrieben,
warum als Simulationswerkzeug der ns-2 ausgewa¨hlt wurde. Spezielle Eigenschaften
dieses Simulators wurden ero¨rtert. Es sind Implementierungen vorgestellt worden,
die als Basis fu¨r die Simulation der Kommunikationsprozesse in der Routingarchi-
tektur dienen ko¨nnen.
Aus den in diesem Kapitel beschriebenen Gru¨nden ist entschieden worden, das Archi-
tekturkonzept fu¨r das kontextsensitive Routing u¨ber eine praktische Realisierung zu
veriﬁzieren. Im Falle zuku¨nftiger Simulationen ist unbedingt auch der Entwicklungs-
stand des Simulators zu beru¨cksichtigen. Wie gezeigt wurde, gibt es hier gerade bei
der Realisierung der Bitu¨bertragungsschicht noch Deﬁzite. Eine Aussage daru¨ber,
inwieweit zuku¨nftige Simulationsergebnisse als repra¨sentativ eingestuft werden ko¨n-
nen, ist durch den direkten Vergleich mit praktisch realisierten Szenarien mo¨glich.
Dazu bietet sich beispielsweise der im Rahmen dieser Arbeit entwickelte Demons-
trator fu¨r das kontextsensitive Routing an. Die fu¨r diesen entwickelten Implemen-
tierungen beschreibt das folgenden Kapitel 8.
8. Praktische Realisierung des
Konzeptes
Wa¨hrend sich Simulationen fu¨r verkehrstheoretische Untersuchungen anbieten, eig-
nen sich praktische Realisierungen im Rahmen eines Demonstrators insbesondere fu¨r
den Nachweis der Funktionsfa¨higkeit eines Architekturkonzeptes. Der Vorteil besteht
darin, dass sich Sta¨rken und Schwa¨chen fu¨r den produktiven Einsatz eines Systems
besser abscha¨tzen lassen. Eventuelle Interoperabilita¨tsprobleme zwischen Protokol-
len und Techniken ko¨nnen direkt aufgedeckt werden. Ma¨ngel einer Architektur sind
sofort sichtbar. Lo¨sungsansa¨tze zu deren Behebung ko¨nnen direkt am System ent-
wickelt und getestet werden. Zusa¨tzlich sind auch Aussagen u¨ber den Aufwand der
Implementierung unter Verwendung diverser Netzwerktechniken mo¨glich. Daru¨ber
hinaus steht eine Basis zum Veriﬁzieren zuku¨nftiger Erweiterungen und Innovationen
bereit.
In den folgenden Abschnitten wird beschrieben, wie die Netzknoten fu¨r das Archi-
tekturkonzept des kontextsensitiven Routings praktisch realisiert werden ko¨nnen.
Verschiedene Mo¨glichkeiten der Implementierung werden vorgestellt und verglichen.
Es erfolgen eine Beschreibung des aktuellen Entwicklungsstandes der einzelnen zum
Architekturkonzept geho¨renden Komponenten sowie der Mo¨glichkeiten zuku¨nftiger
Erweiterungen.
8.1 Einfu¨hrung
Wie in Kapitel 6 beschrieben, sind Kontextrouter, Client und Server die wesentli-
chen Bestandteile des kontextsensitiven Routings. Basierend auf den im Konzept
speziﬁzierten Anforderungen, wurden diese Komponenten praktisch realisiert. Ziel
dabei war, Implementierungen zu entwickeln, die so modular und ﬂexibel gestaltet
sind, dass ein mo¨glichst breites Spektrum an Tests und Messungen unterstu¨tzt wird.
Die Implementierungen ko¨nnen als Middleware betrachtet und wie in Abbildung 8.1
innerhalb eines Systems eingeordnet werden. Sowohl Kontextrouter als auch Ser-
ver und Client ko¨nnen auf die gleiche Hardware aufsetzen und sind deshalb einfach
zwischen den in einem Netzwerk beteiligten Knoten portierbar. Die Anwendungen
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wiederum, die auf die jeweilige Implementierung zugreifen, ko¨nnen dem Knoten-
typ entsprechend spezialisiert sein. In Abbildung 8.1 soll dies die gestrichelte Linie
verdeutlichen.
Kontextrouter ServerClient
Abbildung 8.1: Softwareimplementierungen
Die Implementierungen selbst sollen dem Nutzer Mo¨glichkeiten zur Konﬁguration
und Anpassung an die jeweilige Einsatzumgebung bieten. Dies triﬀt im Besonde-
ren auf den Kontextrouter zu, da er den Mittelpunkt des kontextsensitiven Rou-
tings bildet. Um Zusammenha¨nge wa¨hrend einer Kommunikation bzw. das Verhalten
der Netzwerkumgebung besser verstehen zu ko¨nnen, mu¨ssen deshalb Schnittstellen
vorgesehen werden, die die A¨nderung von einzelnen Konﬁgurationsparametern wie
beispielsweise Timeouts ermo¨glichen. Dadurch sind auch bei zuku¨nftigen Arbeiten
Optimierungen bzw. eine Anpassung des Netzwerkverhaltens mo¨glich.
Weil das Konzept allgemein die Unterstu¨tzung von IP-Netzwerken fordert, wur-
den die Implementierungen so realisiert, dass mo¨glichst unterschiedliche Netz-
werktechniken unterstu¨tzt werden. Mindestens sind aber im Rahmen eines IP-
Demonstratornetzwerkes ein LAN als Infrastrukturnetz und ein Ad-hoc-Netz not-
wendig, damit die im Konzept beschriebenen Funktionen nachgewiesen werden ko¨n-
nen. Fu¨r das Ad-hoc-Netz wird dabei vorzugsweise WLAN als Technik verwendet,
was sich nach Kapitel 2 als das dafu¨r am besten geeignete erwies.
Das Ad-hoc-Netz bildete bei der Umsetzung des Konzeptes eine besondere Her-
ausforderung, da es gegenwa¨rtig leider noch sehr wenige Implementierungen gibt,
die entsprechende Protokolle unterstu¨tzen. Erste Erfahrungen mit Ad-hoc-Netzen
wurden in [Kram05] gesammelt. Dort wurden verschiedene Implementierungen fu¨r
Routingprotokolle getestet. Es erfolgte eine Gegenu¨berstellung von sowohl am Markt
verfu¨gbaren Implementierungen als auch von Softwarewerkzeugen zur Realisierung
von Ad-hoc-Netzen. Das gestattete eine erste Vorauswahl geeigneter Software, auf
der die folgenden Entwicklungen aufbauen konnten.
8.2 Kontextrouter
Die praktische Realisierung des Routers erfolgte gema¨ß den im Konzept speziﬁzier-
ten Anforderungen. Die Konﬁgurations- bzw. Protokollparameter orientieren sich
nach den entsprechenden RFCs. Des Weiteren wurde Wert darauf gelegt, dass solche
Parameter mit Ru¨cksicht auf einen mo¨glichst ﬂexiblen Einsatz in Testumgebungen
modiﬁziert werden ko¨nnen.
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8.2.1 Mo¨glichkeiten der Umsetzung
Um die geforderten Funktionen des kontextsensitiven Routers umsetzen zu ko¨n-
nen, bedurfte es einer detaillierten Untersuchung der aktuellen Implementierungen.
Entsprechende Recherchen wurden in [Renh06] durchgefu¨hrt. Die dabei ermittelten
Routerarchitekturen ko¨nnen nach ihrer Implementierung Hardware- und Software-
realisierungen gegliedert werden. Ist die Architektur der jeweiligen Implementierung
bekannt oder sind die beno¨tigten Schnittstellen oﬀen gelegt, ko¨nnen diese fu¨r Ent-
wicklungszwecke modiﬁziert oder auch erweitert werden.
Stellvertretend fu¨r Hardwarerouter sollen die Marktfu¨hrer im Enterprise-Segment –
Cisco und Juniper – kurz betrachtet werden. Diese besitzen ﬁrmenspeziﬁsche Be-
triebssysteme (Cisco: Internetwork Operating System (IOS); Juniper: Juniper Ope-
rating System (JunOS)). Die darauf basierenden Router haben zwar auf Seiten der
Performance Vorteile, leider besteht aber kaum eine Mo¨glichkeit, auf deren Imple-
mentierung zuzugreifen. Die Betriebssysteme der beiden Hersteller sind nicht quellof-
fen und bieten keine Schnittstellen fu¨r einen Zugriﬀ. Damit wird dem Entwickler die
Mo¨glichkeit der Modiﬁkation bzw. der Implementierung neuer Funktionen verwehrt.
Daneben gibt es auch Hardwarerouter (z. B. WRT54GL von Linksys), die mit ei-
nem quelloﬀenen Betriebssystem ausgeru¨stet sind bzw. werden ko¨nnen. Die Firm-
ware solcher Router basiert meistens auf Linux. Stellvertretend seien hier DD-WRT
[wrt008] und OpenWRT [owrt08] genannt, die schon an der Bezeichnung WRT erken-
nen lassen, dass die Implementierungen urspru¨nglich fu¨r Router der Firma Linksys
entwickelt wurden. Mittlerweile werden aber auch Router anderer Hersteller von die-
sen Betriebssystemen unterstu¨tzt. Modiﬁkationen ko¨nnen an einer solchen Firmware
zwar erfolgen, jedoch kommen die Router aus dem Heimbereich, was mit einer re-
lativ geringen Speichergro¨ße und Rechenleistung verbunden ist. Das kann ggf. die
Erweiterung bestehender und die Entwicklung neuer Funktionen oder auch Proto-
kolle einschra¨nken.
Dagegen scheinen komplette Softwarelo¨sungen wa¨hrend der Entwicklungsphase neu-
er Systeme besser geeignet zu sein. Herko¨mmliche Rechnersysteme ko¨nnen hierbei
als Router verwendet werden. Dies wird in der Regel von den aktuellen Betriebssys-
temen unterstu¨tzt. Vor allem UNIX-Derivate bzw. Linux spielen hierbei eine große
Rolle, da dafu¨r der Quellcode oﬀen gelegt ist. Das Konﬁgurationswerkzeug iptables
als bekanntester Vertreter unterstu¨tzt beispielsweise umfangreiche Filter- und Mani-
pulationsfunktionen. Des Weiteren sind in den Betriebssystemen teilweise Routing-
protokolle wie das Routing Information Protocol (RIP), Open Shortest Path First
(OSPF) o. a¨. implementiert. Zu beachten ist auch bei einer Softwarelo¨sung, dass hier
letztlich Hardware fu¨r die Netzwerkkommunikation beno¨tigt wird. Bei gewo¨hnlicher
PC-Technik als Hardwareplattform ko¨nnen sich deshalb die fu¨r die Anbindung von
Netzwerkkarten verwendeten Bussysteme durchaus als Flaschenhals erweisen. So un-
terstu¨tzt beispielsweise der Peripheral Component Interconnect-Bus (PCI-Bus) mit
einer Taktrate von 33,33 MHz und einem U¨bertragungsvolumen von 32 Bit pro
Takt eine maximale Transferrate von 133 MByte/s. Dies ko¨nnte sich beispielsweise
auf den Betrieb einer Gigabit-Ethernetkarte mit 4 Ports (z. B. Intel PWLA8494GT)
negativ auswirken. Aktuell gibt es aber auch schon Bussysteme mit einer maximalen
Transferrate von bis zu 8 GByte/s (PCI Express 2.0 x16) [Wind07]. Wichtig fu¨r den
Einsatz in einem Produktionsnetz ist also eine ausreichende Dimensionierung der
Hardware.
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Auch Microsoft gestattet den Zugriﬀ auf seine Betriebssysteme, um Routingfunktio-
nen nutzen bzw. diese modiﬁzieren zu ko¨nnen. Allerdings ist dort der Quellcode des
Kernels nicht oﬀen. Soll ein Protokoll oder Router von Grund auf neu programmiert
werden, ist jedoch ein Zugriﬀ auf die Kernelfunktionen notwendig. Sofern Microsoft
entsprechende APIs anbietet, sind diese im Allgemeinen eingeschra¨nkt zuga¨nglich,
kostenpﬂichtig und/oder unterliegen ggf. zusa¨tzlichen Nutzungsbeschra¨nkungen.
Unabha¨ngig davon, ob der Quellcode frei zuga¨nglich ist oder nicht, erweist sich die
Programmierung des Kernels sowohl fu¨r Windows als auch fu¨r Linux als sehr kom-
plex. An diesem Punkt setzt das Softwarewerkzeug Click an. Dieses ist speziell an
die Bedu¨rfnisse der Entwickler von Routersoftware angepasst. Es vereint die Vor-
zu¨ge der bereits beschriebenen Softwarelo¨sungen und ist fu¨r die Entwicklung von
Routingprotokollen bzw. Routerfunktionen viel komfortabler, da der direkte Zugriﬀ
auf die Kernelfunktionen eines Betriebssystems entfa¨llt. Eine Beschreibung von Click
erfolgt in Abschnitt 8.2.2.
System Konzept Lizenz Erweiter- Komfort
barkeit
IOS Firmware Cisco – –
JunOS Firmware Juniper – –
Networks
DD-WRT, Firmware Open Source o +
OpenWrt
Linux PC-Betriebssystem Open Source + +
Windows PC-Betriebssystem Microsoft + o
Click Sofware (Linux) Open Source + ++
Tabelle 8.1: Vergleich typischer Routerkonzepte
Tabelle 8.1 stellt die verschiedenen Routerkonzepte noch einmal gegenu¨ber. Im Ein-
zelnen werden folgende Eigenschaften verglichen:
Konzept beschreibt, auf welcher Ebene die Funktionen des Routers initiiert werden.
Lizenz gibt Auskunft u¨ber die Nutzungsrechte.
”
Open Source“ bezeichnet freie Soft-
ware, deren Quelltext verfu¨gbar ist und an der Erweiterungen bzw. Modiﬁka-
tionen erlaubt sind.
Erweiterbarkeit bewertet, inwieweit das Routingsystem erweitert bzw. modiﬁziert
werden kann. Diesbezu¨glich werden (–) fu¨r keine, (o) fu¨r eingeschra¨nkte und
(+) fu¨r weitreichende Mo¨glichkeiten unterschieden.
Komfort stellt ein Maß fu¨r die Entwicklerfreundlichkeit dar. Mit (–) werden die
Systeme bewertet, die keinen Zugriﬀ erlauben. (o) kennzeichnen solche Syste-
me, deren Architektur umfangreiche Kenntnisse voraussetzen bzw. fu¨r die nur
kommerzielle APIs als Werkzeug zur Verfu¨gung stehen. Sofern systemeigene
Werkzeuge zum Zugriﬀ auf das Routingsystem bereitgestellt werden, wurde
dies mit (+) bewertet. Die Routersoftware Click wurde deshalb mit (++) be-
wertet, weil sie durch ihr modulares und objektorientiertes Konzept den An-
spru¨chen der Routerentwicklung am meisten entspricht.
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Tabelle 8.1 zeigt deutlich die Vorzu¨ge von Click. Es ist sehr ﬂexibel und bietet im
Vergleich mit den anderen Varianten die komfortabelsten Schnittstellen fu¨r Ent-
wickler. Trotzdem ist durch die Quelloﬀenheit ein beliebig tiefer Zugriﬀ sowohl in
die Routingsoftware als auch in das Betriebssystem mo¨glich. Damit stellt Click den
vielversprechendsten Ansatz dar, um einen Router bzw. ein neues Routingprotokoll
zu realisieren.
8.2.2 Click
Click [CMRP07] ist ein Entwicklungswerkzeug, das auf der Programmiersprache
C++ basiert. Es erlaubt durch seine modulare und objektorientierte Struktur, Rou-
tingprotokolle und Router mit relativ geringem Aufwand umzusetzen und zu ent-
wickeln. Die Software arbeitet unter Linux und kann sowohl im Userlevel -Modus
als auch im Kernel -Modus betrieben werden. Der Userlevel -Modus dient eigent-
lich dazu, Entwicklern eine Test- und Entwicklungsumgebung fu¨r Routersoftware zu
liefern, wa¨hrend der fertiggestellte Router beim Einsatz im Produktionsnetz im Ker-
nel -Modus arbeitet. In diesem Modus werden die betriebssystemspeziﬁschen Paket-
operationen durch in Click implementierte Mechanismen ersetzt. Da die Funktionali-
ta¨ten direkt in den Kernel compiliert werden, erho¨ht sich auch die Leistungsfa¨higkeit
des Routers bezu¨glich der Datenrate im Netzwerk. Andererseits ist dieser Modus fu¨r
eine Test-/Entwicklungsumgebung unﬂexibel, da der Kernel nach jeder A¨nderung
der Routerkonﬁguration erst neu compiliert werden muss.
Der modulare Aufbau von Click basiert auf der Verwendung so genannter Elemente.
Diese besitzen bestimmte Funktionen sowie Ein- und Ausga¨nge. Elemente ko¨nnen
modiﬁziert oder auch neu erstellt werden. Sie sind u¨ber Ein- und Ausga¨nge (Ports)
miteinander verbunden. Die Kommunikation erfolgt dann mittels Pakete, die ent-
sprechend der Ports der Elemente mit oder ohne Auﬀorderung gesendet werden ko¨n-
nen. Elemente besitzen dazu Ports fu¨r Push-, Pull - oder Agnostic-Verbindungen.
Wa¨hrend die Pakete bei Push-Verbindungen ohne explizite Auﬀorderung versen-
det werden, erfolgt dies bei Pull -Verbindungen nur mit einer Auﬀorderung an die
Quelle. Die Agnostic-Ports unterstu¨tzten zwar beide Arten, bei der Initialisierung
wird jedoch entsprechend den Randbedingungen nur eine ausgewa¨hlt. So werden in
dem Beispiel aus Abbildung 8.2 mit dem Element FromDevice(eth0) an der Netz-
werkschnittstelle
”
eth0“ eintreﬀende Pakete ausgelesen und an das Element Counter
weitergeleitet. Dort werden dann die Pakete geza¨hlt und schließlich mit Hilfe des Ele-
mentes Discard verworfen. Counter besitzt zwei Agnostic-Ports, die entsprechend ei-
ner Push-Verbindung arbeiten, weil sowohl der Ausgangsport von FromDevice(eth0)
als auch der Eingangsport von Discard fu¨r eine Push-Verbindung ausgelegt sind.
Detailliertere Informationen und eine sehr gute Einfu¨hrung in die Thematik erfolgt
in [Wenz06]. Hier ist auch der aktuelle Entwicklungsstand der Software dargestellt.
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Abbildung 8.2: Beispielkonﬁguration mit Click [Wenz06]
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8.2.3 Implementierung
Eine erste Realisierung des Kontextrouters mit Hilfe von Click erfolgte in [Wenz07a].
Der dort umgesetzte Routingalgorithmus baut auf einer AODV-Implementierung
von [Brae05] auf. Die Realisierung des Kontextrouters basiert auf dem Konzept in
Kapitel 6. Neben den Erweiterungen fu¨r das kontextsensitive Routing werden auch
weiterhin das AODV nach RFC 3561 [BRPD03] und IPv4 nach RFC 791 [Post81a]
jeweils ohne Erweiterungen unterstu¨tzt. Der Einsatz in herko¨mmlichen IP-Netzen
ist deshalb unproblematisch, wie in Abschnitt 9.3.4 noch nachgewiesen wird.
8.2.3.1 Funktionen
In der aktuellen Version sind fu¨r das kontextsensitive Routing folgende Funktionen
realisiert:
• Generieren von Advertisements
• Antworten auf Solicitations
• Auswerten erweiterter AODV-RREQ
• Auswahl eines geeigneten Servers
• Auswahl alternativer Server
• Antwort mit erweitertem AODV-RREP
• Unterstu¨tzung des Rerouting
• Registrierung fu¨r Server incl. Update-Prozeduren
• Unterstu¨tzung der Kommunikation zwischen Client und Server (Weiterleitung
von herko¨mmlichen und der fu¨r das kontextsensitive Routing modiﬁzierten
IP-Pakete)
Da die aufgelisteten Funktionen dem Konzept aus Kapitel 6 entsprechen, wird hier
nicht noch einmal darauf eingegangen. Fu¨r Details wird auf [Wenz07a] verwiesen. Es
werden im Folgenden lediglich solche Eigenschaften erla¨utert, die u¨ber das Konzept
hinaus bei der praktischen Umsetzung beru¨cksichtigt werden mussten.
Algorithmen fu¨r die Serverauswahl
Beim Rerouting wird eine sogenannte dynamische Rangliste verwendet. D. h., dass
bei jedem Reroutingversuch eine neue Liste mit aktuellen Servern zusammengestellt
wird. Dabei werden als Alternative nur Server ausgewa¨hlt, die genau die Menge der
geforderten Kontexttypen unterstu¨tzen oder sich ho¨chstens um einen bestimmten
Maximalwert von dieser Menge unterscheiden.
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Registrierung der Dienste
In Abschnitt 6.3.2.3 wurde allgemein auf die Anforderungen bei der Registrierung
von Diensten auf dem Kontextrouter eingegangen und vorgeschlagen, zur Authen-
tiﬁzierung ein Challenge-Response-Verfahren zu nutzen. Fu¨r die Kommunikation
zwischen Client und Server wird nun die Secure-Shell (SSH) verwendet. Nach der er-
folgreichen Authentiﬁzierung kann der Server seine Dienste und die zugeho¨rigen un-
terstu¨tzten Kontexttypen via Datei u¨bermitteln. Im konkreten Fall erfolgen Authen-
tiﬁzierung und verschlu¨sseltes U¨bertragen mittels zur SSH geho¨rendem Kopierbefehl
scp. Es wird dabei mit asymmetrischer Verschlu¨sselung gearbeitet. Das Schlu¨sselpaar
(o¨ﬀentlicher und privater Schlu¨ssel) wird vom Dienstanbieter (Server) generiert und
bei beiden Kommunikationspartnern hinterlegt. Der o¨ﬀentliche Schlu¨ssel wird auf
dem Kontextrouter und der private auf dem Server gespeichert. Beim Registrie-
rungsvorgang kann der Server mit Hilfe des o¨ﬀentlichen Schlu¨ssels die Identita¨t des
Servers feststellen. Eine Passwortabfrage erfolgt nicht. Damit diese Prozedur funktio-
niert, muss ein Login auf dem Kontextrouter angelegt werden. Der Pfad, in dem die
Registrierungsdatei abgelegt werden soll, ist u¨ber die Paramter des Kontextrouters
(siehe Anhang A) konﬁgurierbar.
Fu¨r die U¨bertragung der Registrierungsdatei gelten folgende Vereinbarungen. Der
Dateiname wird aus der IP-Adresse des Servers und der Endung
”
.list“ gebildet. Die
Angabe der IP-Adresse erfolgt, indem die vier Bytes der Adresse entsprechend der
Network Byte Order umgestellt und deren Bina¨rwerte zu einer Zahl zusammenge-
fu¨gt werden. Die sich daraus ergebende eindeutige Dezimalzahl dient schließlich der
Bezeichnung der Datei. Das Format wurde deshalb gewa¨hlt, weil es die Weiterverar-
beitung im Router erleichtert. Die IP-Adresse 10.0.0.30 wu¨rde somit beispielsweise
durch 503316490 dargestellt werden. Der Inhalt der Datei besteht ebenfalls aus De-
zimalzahlen. Dabei repra¨sentiert jede Zeile einen Dienst. Folgendes Beispiel einer
solchen Datei soll das verdeutlichen:
1 4 5 7 8;
3 1 5 6;
12 1 2 5;
27 2 57 79 99;
Die erste Zahl kennzeichnet hierbei den Dienst und die folgenden die vom Dienst in
aufsteigender Reihenfolge unterstu¨tzten Kontexttypen. Es werden somit vier Dienste
(1, 3, 12 und 27) angeboten. Dienst 1 unterstu¨tzt dabei die Kontexttypen 4, 5, 7
und 8, Dienst 3 die Kontexttypen 1, 5 sowie 6 usw. Alle Zahlen mu¨ssen durch
Leerzeichen voneinander getrennt werden. Entsprechend den fu¨r das kontextsensitive
Routing erweiterten AODV-Paketen werden 65535 verschiedene Dienste und 100
Kontexttypen unterstu¨tzt. Jede Zeile ist mit einem Semikolon abzuschließen.
8.2.3.2 Besonderheiten
Da das AODV als Protokoll nicht fu¨r Infrastrukturnetze entwickelt wurde, sind fu¨r
die Implementierung einige Besonderheiten zu beru¨cksichtigen.
Erweiterte RREQ- und RREP-Pakete
Die Knoten des IP-Infrastrukturnetzes ko¨nnen keine Sequenznummern fu¨r RREQ-
und RREP-Pakete vergeben oder die eines betreﬀenden Zieles ermitteln. Das ergibt
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sich aus der Tatsache, dass diese AODV-Pakete hier lediglich zur Dienstsuche genutzt
werden. Eine Routensuche entfa¨llt, da sich alle an der Kommunikation beteiligten
Gera¨te in einem Subnetz beﬁnden. Da die Paketformate fu¨r das erweiterte AODV
beibehalten werden, erhalten die entsprechenden Felder fu¨r die Sequenznummern den
Wert Null. Die Sequenznummer dient eigentlich dazu, Schleifen bei Routenanfragen
zu vermeiden. Da die Anfrage aber nur innerhalb eines IP-Subnetzwerkes stattﬁndet,
kann dort auf diese Funktion verzichtet werden. Aus dem gleichen Grund werden fu¨r
solche Netzwerke beim erweiterten RREP-Paket die Werte fu¨r Preﬁx Size, Hop Count
und Destination Sequence Number auf den Wert Null gesetzt.
Die Implementierungen verwenden an den Netzwerkinterfaces fu¨r die IP-Infrastruk-
turnetze außer den erweiterten RREQ- und RREP-Paketen keine weiteren Funktio-
nen des AODV.
ICMP Router Discovery Messages
Gema¨ß Architekturkonzept aus Kapitel 6 ist vorgesehen, Advertisements mit Hilfe
von Multi- oder Broadcasts im Netzwerk zu verbreiten. Die Implementierung der
Multicastfunktionalita¨t erwies sich jedoch als sehr komplex. In einem ersten Schritt
wurde deshalb diese Funktion mittels Limited Broadcasts realisiert. Daru¨ber hinaus
wird mit dem Advertisement nur eine einzelne Routeradresse u¨bertragen und deshalb
der Wert fu¨r den Preference Level auf Null gesetzt. In zuku¨nftigen Erweiterungen
ko¨nnen hier z. B. zusa¨tzlich auch die IP-Adressen alternativer Kontextrouter u¨ber-
tragen werden. Sowohl im Advertisement- als auch im Solicitation-Paket wurde fu¨r
das Feld Code der Wert 10 gewa¨hlt. Dieser Wert ist nach [TyNo08] nicht vergeben,
sodass diesbezu¨glich keine Konﬂikte zu erwarten sind.
Routingtabellen
Die Servertabelle entha¨lt neben der IP-Adresse, dem Diensttyp und den zu den
Diensten geho¨renden Kontexttypen auch einen Zeitstempel. Der Server muss sich
nach dem Architekturkonzept innerhalb bestimmter Zeitabsta¨nde beim Kontext-
router melden, damit dieser Zeitstempel aktualisiert wird. Erfolgt dies nicht, wird
der Eintrag gelo¨scht. Die anderen in Tabelle 6.3 dargestellten Informationen werden
durch herko¨mmliche Routingtabellen des Betriebssystems bereitgestellt.
Um die Funktionen der Weiterleitung und des Rerouting realisieren zu ko¨nnen, wurde
in [Wenz07a] auch eine Client-Routingtabelle vorgesehen. Diese entha¨lt den Identiﬁ-
kator, die Sitzungsnummer und den Dienst der Kommunikation. Außerdem werden
ein Zeitstempel sowie die IP-Adressen des zuerst ausgewa¨hlten Servers und des ak-
tuellen Servers gespeichert. Um die Algorithmen zur Serverauswahl wa¨hrend des
Rerouting unterstu¨tzen zu ko¨nnen, werden schließlich auch noch die Kontexttypen
des urspru¨nglichen Servers und die vom Client bereitgestellten Kontexttypen mit
ihren Priorita¨ten aufgenommen.
Speicherverwaltung bei Click
Durch die in [Wenz07a] beschriebenen Compiler-Eigenschaften bedingt, ko¨nnen im-
mer nur Paketformate umgesetzt werden, deren Gro¨ße ein Vielfaches von 32 Bit
besitzen. Daraus folgt, dass alle im Konzept (Kapitel 6) beschriebenen Pakete, die
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diese Maßgabe nicht erfu¨llten, angepasst werden mussten. Im konkreten Fall be-
deutet dies, dass die betreﬀenden Pakete um die entsprechende Anzahl Bytes er-
weitert und mit Nullen belegt wurden. So musste beispielsweise das AODV-RREQ
mit Kontexterweiterung um 2 Bytes erga¨nzt werden. Einﬂuss auf die Funktionsweise
des kontextsensitiven Routings haben diese Erweiterungen nicht. Auch das dadurch
entstehende zusa¨tzliche Datenaufkommen ist nur minimal.
8.2.3.3 Aktueller Stand
Die aktuelle Implementierung des Kontextrouters arbeitet mit Click der Version
1.6.0. Im Folgenden werden noch einige Eigenschaften und Funktionen erla¨utert,
die u¨ber den in [Wenz07a] beschriebenen Entwicklungsstand hinausgehen.
Rerouting und NA-Flag
Die Entscheidung daru¨ber, welcher Server bei einem Rerouting bzw. bei der Suche
nach einem alternativen Server verwendet wird, ha¨ngt von der Serverrangliste ab,
die vom Kontextrouter mit Hilfe des entsprechenden Auswahlalgorithmus zusam-
mengestellt wird. Die Zusammenstellung der Liste kann dabei entweder bei jedem
Rerouting oder alternativen Anfrage neu – also dynamisch – ermittelt werden. Oder
die Auswahl eines geeigneten Servers erfolgt mit einer statischen Rangliste. Diese Lis-
te wird dann bei der ersten Anfrage wa¨hrend der Dienstsuche beim Kontextrouter
angelegt und bei jedem weiteren Rerouting verwendet. Beide Implementierungsvari-
anten sind aktuell realisiert, wobei beim Rerouting mit statischer Rangliste die vom
alternativen Server unterstu¨tzten Kontexttypen beliebig vom urspru¨nglichen Ser-
ver abweichen ko¨nnen. Die Implementierungen haben Vor- und Nachteile bezu¨glich
Reaktionszeit und Aktualita¨t und sollten je nach Anwendungsszenario ausgewa¨hlt
werden.
Der vom Kontextrouter verwendete Algorithmus fu¨r die Auswahl eines fu¨r den Nut-
zer geeigneten Servers kann einfach ausgetauscht und modiﬁziert werden. Die U¨ber-
gabe der dazu notwendigen Parameter an den Router erfolgt u¨ber Telnet. Daru¨ber
hinaus kann natu¨rlich auch der per Default voreingestellte Algorithmus gea¨ndert
werden. Allerdings muss dann die Software des Routers compiliert werden.
Abmelden von Servern
Im Ad-hoc-Netz kann mit den Funktionen des AODV (z. B. wiederholtes RREQ)
festgestellt werden, ob ein Netzknoten noch erreichbar ist. Ein Server ist in einem
Infrastrukturnetz in der Regel nur dann nicht erreichbar, wenn er ausgeschaltet wird
oder aber irgendein Fehler aufgetreten ist. Ein Fehlerfall sollte dabei im Infrastruk-
turnetz die Ausnahme sein. Es ko¨nnen nun verschiedene Algorithmen gewa¨hlt wer-
den, um die beschriebenen Fa¨lle zu beru¨cksichtigen. Aktuell hat der Server die Mo¨g-
lichkeit, sich vor dem Herunterfahren beim Kontextrouter abzumelden, indem er mit
der Registrierungsdatei eine spezielle Nachricht sendet. Der Router kann damit die
zugeho¨rigen Routingtabellen aktualisieren. Daru¨ber hinaus muss sich ein Server in
bestimmten Absta¨nden beim Kontextrouter melden (siehe auch Abschnitt 8.2.3.2),
da sein Eintrag sonst automatisch gelo¨scht wird. Diese Maßnahmen sind zum stabi-
len Betrieb des Demonstrators vollkommen ausreichend.
120 8. Praktische Realisierung des Konzeptes
8.2.3.4 Routergraph
Click bietet zur Darstellung der Funktionen des Routers die Mo¨glichkeit, einen Rou-
tergraph zu erzeugen. Dieser zeigt die einzelnen Elemente des Routers und deren
Verknu¨pfung untereinander. Aus dem Routergraph der aktuellen Implementierung
ergibt sich die in Anhang B beﬁndliche vereinfachte Darstellung. Dort sind aus Gru¨n-
den der U¨bersichtlichkeit nur die Elemente und Elementklassen1 beru¨cksichtigt, die
Funktionen zum eigentlichen Routingprozess beitragen. Dagegen wurde auf die Dar-
stellung von Kontroll- und Sicherungsfunktionen (z. B. Kontrolle der Header Check-
sum im IP-Paket), welche allgemein u¨blich und in der Protokollwelt bekannt sind,
verzichtet. Bei Elementen, die mehrfach genutzt werden, ist an den betreﬀenden Stel-
len im Graphen die verwendete Instanz angegeben. Auf das urspru¨ngliche Element
wird verwiesen. Das zugeho¨rige aktuelle Skript des Kontextrouters beﬁndet sich in
Anhang C. Die im Routergraph enthaltenen Elemente sind in Anhang D aufgelis-
tet. Dort wird auch angegeben, inwieweit diese Elemente aus den Originalquellen
von [CMRP07] und [Brae05] u¨bernommen oder modiﬁziert bzw. im Rahmen dieser
Arbeit neu entwickelt wurden. Im Routergraph unterstu¨tzt die Netzwerkschnittstel-
le eth0 ein Ethernet. Alle anderen Netzwerkschnittstellen ethi (mit i=1, 2,. . . , N)
bedienen AODV-Ad-hoc-Netze. Gegenwa¨rtig sind davon zwei (N=2) realisiert. Der
Routergraph la¨sst sich in vier funktionale Einheiten aufgliedern, die im Folgenden
na¨her erla¨utert werden sollen. Alleinstehende schwarz umrandete Elemente dienen
als Parameter fu¨r andere Elemente. Dort werden Tabellen und Konﬁgurationsdaten
verwaltet und anderen Elementen bereitgestellt.
Eingangseinheit
FromDevice(eth0) FromDevice(eth1)
HostEtherFilter(eth0) HostEtherFilter(eth1)
ClassifyARP(eth0) ClassifyARP(eth1)
classifyip1
AODVTrackNeighbours
AddressInfo(eth0)
AddressInfo(eth1)
ARPQuerier(eth0) ARPQuerier(eth1)
Queue Queue
FromDevice(ethN)
HostEtherFilter(ethN)
ClassifyARP(ethN)
...
...
...
AddressInfo(ethN)
.
.
.
ARPQuerier(ethN)
Queue
...
...
classifycip2 classifyaodv2
Eingang
1: Instanz von IPClassifier
2: Instanz von Classifier
Abbildung 8.3: Die Eingangseinheit des Kontextrouters
Der in Abbildung 8.3 dargestellte Eingangsbereich u¨bernimmt die an den Netz-
werkschnittstellen ankommenden Pakete und leitet diese entsprechend ihrer Aufgabe
1Elementklassen bestehen i. R. aus mehreren Elementen. Siehe auch Anhang D.
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an die einzelnen Funktionseinheiten bzw. Elemente weiter. Das Element FromDevi-
ce(ethi) liest alle an der zugeho¨rigen Netzwerkschnittstelle i eintreﬀenden Pakete.
Der Parameter AddressInfo(ethi) entha¨lt die zu dieser Schnittstelle i zugeho¨rigen
Adresseinformationen mit MAC-, IP-Adresse und Subnetzmaske. Mit deren Hilfe
und dem Element HostEtherFilter(ethi) werden alle Pakete verworfen, die nicht fu¨r
die Netzwerkschnittstelle i bestimmt sind. Die Elementklasse ClassifyARP unter-
scheidet die Pakete des ARP nach Anfragen, Antworten und restlichem IP-Verkehr.
ARP-Antworten, die als Reaktion auf urspru¨nglich u¨ber das Interface gesendete
ARP-Anfragen empfangen wurden, werden zur Auswertung an das zugeho¨rige Ele-
ment ARPQuerier(ethi) aus der Ausgangseinheit u¨bergeben. ARP-Anfragen, die das
Interface i selbst betreﬀen, werden beantwortet und zum Versenden an das Element
Queue in der Ausgangseinheit geleitet. Pakete, die nicht zum ARP geho¨ren, werden
im Falle des Ethernets (ClassifyARP(eth0)) direkt an das Element classifyip ge-
reicht. Bei den zu den AODV-Netzen geho¨renden Elementen (Elementklassen Clas-
sifyARP(eth1) bis ClassifyARP(ethN)) erfolgt die Weiterleitung zuerst an AODV-
TrackNeighbours. Dort werden Hello- und RREP-Pakete des AODV erkannt und die
zugeho¨rigen Timer in den AODV-Routingtabellen aktualisiert. classifyip unterschei-
det schließlich AODV-Pakete und IP-Pakete und leitet diese an die entsprechenden
Funktionseinheiten weiter.
AODV-Einheit
In dieser Einheit (Abbildung 8.4) werden alle Funktionen ausgefu¨hrt, die das AODV
betreﬀen. AODVGenerateRREQ ist verantwortlich fu¨r das Initiieren von Anfragen
zur Routensuche. Dies erfolgt in Abstimmung mit dem Senden von Hello-Paketen
(AODVHelloGenerator), um Redundanzen zu vermeiden. Die Pakete werden dann
zum Versenden an outputcl aus der Ausangseinheit u¨bergeben.
Daneben unterscheidet classifyaodv bei den von classifyip u¨bergebenen Pakete zwi-
schen fu¨nf Typen – RERR, RREQ, RREP, HELLO und sonstige Pakete. RERR-
Pakete werden an AODVGenerateRERR u¨bergeben, was die betreﬀenden Knoten
aus den Routingtabellen lo¨scht und die Pakete zur Weiterleitung im Netzwerk an
die Ausgangseinheit ausliefert.
Wa¨hrend von classifyaodv klassiﬁzierte sonstige Paktete mit Discard gelo¨scht wer-
den, erfolgt dies bei Hello-Paketen erst, nachdem u¨ber AODVUpdateNeighbours die
Eintra¨ge in der Routingtabelle aktualisiert wurden.
RREQ-Pakete u¨bergibt classifyaodv an AODVUpdateNeighbours. Dort werden ggf.
die Adressinformationen der AODV-Routingtabelle aktualisiert. Das folgende Ele-
ment AODVKnownClassiﬁer u¨berpru¨ft mit Hilfe der Routingtabelle, ob die Route
zum gesuchten Knoten bekannt ist. Gilt die Route als unbekannt, muss mit rreq-
fwclass unterschieden werden, ob die Anfragen an ein Ad-hoc-Netz oder ein ver-
bundenes IP-Infrastrukturnetz (hier Ethernet) gerichtet sind. Anfragen fu¨r ein Ad-
hoc-Netz werden zur Verbreitung in allen Ad-hoc-Netzen an outputcl aus der Aus-
gangseinheit u¨bergeben. Anfragen zum Ethernet (bzw. IP-Subnetz) muss der Kon-
textrouter selbst beantworten, da herko¨mmliche IP-Knoten kein AODV-Protokoll
benutzen. Der Router dient damit auch als Bindeglied zwischen heterogenen Netzen.
Die Beantwortung u¨bernimmt GenerateGWRREP, dessen Ausgabe dann wieder an
outputarpcl aus der Ausgangseinheit gereicht wird. outputarpcl ist deswegen no¨tig,
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IP
ForwardCIPICMPErrorToHost
AODVLookUpRoute
rreqfwclass2
GenerateGWRREP
AODVGenerateRREP
AODVGenerateRERR
AODVUpdateNeighbours
AODVDestinationClassifier
RouteDiscovery
discoverycipclass2
AODVGenerateRREQ
AODVHelloGenerator
AODVNeighbours(Interfaces)
CServers
CClients
AODVInterfaces(eth1...ethN)
outputcl3 outputarpcl3
AODV
classifyip1
classifyaodv2
Discard
AODVUpdateNeighboursAODVUpdateNeighbours
GenerateCRREP rreqclass2
AODVKnownClassifier
1: Instanz von IPClassifier
2: Instanz von Classifier
3: Instanz von OutputClass
Abbildung 8.4: Die AODV-Einheit des Kontextrouters
weil das neu generierte RREP noch um Header-Informationen der Schicht 2 erga¨nzt
werden mu¨ssen.
Sofern AODVKnownClassiﬁer feststellt, dass das Ziel des RREQ-Paketes bekannt
ist, wird das Paket an das Element rreqclass geleitet. Dort wiederum wird zwischen
herko¨mmlichen und fu¨r das kontextsensitive Routing erweiterte RREQ-Pakete unter-
schieden. Herko¨mmliche RREQ-Pakete erha¨lt AODVGenerateRREP, das daraufhin
entsprechende RREP-Pakete erzeugt und an outputarpcl aus der Ausgangseinheit
u¨bergibt. Erweiterte RREQs werden von GenerateCRREP verarbeitet. Als Ergeb-
nis wird ein erweitertes RREP erzeugt. Dem Element sind als Parameter CSer-
vers, CClients und Neighbours zu u¨bergeben, die den Zugriﬀ auf die verschiedenen
Routingtabellen erlauben. CServers realisiert dabei auch den Auswahlalgorithmus,
mit dem die Rangliste fu¨r die Server erzeugt wird. CClients verwaltet Informa-
tionen zu den anfragenden Clients, die beispielsweise als Basis fu¨r die Weiterlei-
tungsfunktion oder das Rerouting dienen. Mit AODVNeighbours(Interfaces) wird
die AODV-Routingtabelle verwaltet. Dieses Element steht daru¨ber hinaus natu¨rlich
auch allen anderen Elementen der AODV-Einheit zur Verfu¨gung, die Zugriﬀ auf die
AODV-Routingtabelle erhalten. Der in Neighbours u¨bergebene Parameter AODVIn-
terfaces(eth1...ethN) entha¨lt dabei Konﬁgurationsinformationen (Name, IP-Adresse,
MAC-Adresse) u¨ber die am Router angeschlossenen Netzwerkschnittstellen. Schließ-
lich erfolgt die U¨bergabe der erweiterten RREPs an outputarpcl aus der Ausgangs-
einheit.
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Schließlich werden die von classifyaodv als RREP eingeordneten Pakete ebenfalls
an AODVUpdateNeighbours u¨bergeben. Nach der Aktualisierung der Routingtabelle
teilt AODVDestinationClassiﬁer die Pakete danach ein, ob sie urspru¨nglich fu¨r den
Kontextrouter selbst oder fu¨r andere Knoten bestimmt waren. RREP-Pakete, die
den Router betreﬀen, werden an RouteDiscovery u¨bergeben, um eine eventuell noch
aktive zugeho¨rige Routensuche zu beenden. Außerdem erhalten daru¨ber zwischen-
gespeicherte IP-Pakete die bis dato gesuchte Adresse, sodass diese wiederum u¨ber
outputarpcl aus der Ausgangseinheit weiter verarbeitet werden ko¨nnen. Pakete, die
dagegen fu¨r andere Knoten bestimmt sind, gehen entweder direkt zu outputarpcl aus
der Ausgangseinheit oder ebenfalls zur Elementklasse RouteDiscovery, sofern keine
Route zum Ziel bekannt ist. RouteDiscovery u¨bernimmt in diesem Fall die Routen-
suche und sendet entsprechende RREQs u¨ber outputarpcl aus der Ausgangseinheit.
Fu¨r die Generierung der Anfragen wird mit einer Parameteru¨bergabe intern auf die
Funktionen von AODVGenerateRREQ zuru¨ckgegriﬀen.
Das Element AODVLookUpRoute u¨bernimmt die IP-Pakete aus der IP-Einheit, die
fu¨r die AODV-Netzwerkschnittstellen bestimmt sind, und fu¨hrt diejenigen mit be-
kannter Zieladresse outputcl in der Ausgangseinheit zu. Pakete, die unbekannte
Adressen besitzen, werden an RouteDiscovery u¨bergeben, das wiederum einen Such-
prozess mittels RREQ initiiert. An ausgefallene oder nicht mehr existente Knoten
adressierte Pakete werden an AODVGenerateRERR u¨bergeben, welches dann ein
RERR generiert und an outputcl der Ausgangseinheit leitet.
Die Anzahl der Versuche von RouteDiscovery, eine Route zu ﬁnden, ist begrenzt.
Ist die Suche auch bei der maximal erlaubten Anzahl erfolglos, werden die bis dato
zwischengespeicherten Pakete bis auf das letzte verworfen. Dieses letzte IP-Paket
wird an discoverycipclass u¨bergeben, wo es in die IP-Einheit zuru¨ckgegeben wird.
Herko¨mmliche IP-Pakete werden dort an ICMPError u¨bergeben, das die in IP spe-
ziﬁzierten Fehlermeldungen generiert und mit ToHost an den Kernel des Systems
u¨bergibt, der sich um die weitere Behandlung ku¨mmert. Erweiterte IP-Pakete erha¨lt
ForwardCIP. Ein solches Paket geho¨rt zu einer bis dato aktiven Kommunikation
zwischen Client und Server. ForwardCIP u¨berpru¨ft die Werte der Paketfelder Iden-
tiﬁkator, Session und Diensttyp mit den Daten der entsprechenden Servertabelle.
Korrelieren die Werte, muss davon ausgegangen werden, dass der Server nicht mehr
erreichbar ist, und er wird aus der Tabelle entfernt. Weitere Erla¨uterungen zu For-
wardCIP sind in der nachfolgenden Beschreibung der IP-Einheit zu ﬁnden.
IP-Einheit
Die Funktionseinheit fu¨r das IP ist in Abbildung 8.5 dargestellt. Die vom Element
classifyip in der Eingangseinheit selektierten IP-Pakete werden an classifycip u¨ber-
geben. Dort erfolgt eine Selektion nach herko¨mmlichen und fu¨r das kontextsensitive
Routing erweiterte IP-Pakete.
Die herko¨mmlichen IP-Pakete werden an FilterLocalhost u¨bergeben. Dieses erkennt
wiederum an den Kontextrouter gerichtete Solicitations und initiiert durch U¨ber-
gabe an ICMPRouterAdvert(ethi) ein Advertisement fu¨r die Netzwerkschnittstelle
i, was zum Versenden direkt an outputcl der Ausgangseinheit weitergeleitet wird.
Nicht zuzuordnende Solicitations werden verworfen. Daneben sendet ICMPRouter-
Advert(ethi) in bestimmten Absta¨nden Advertisements u¨ber das jeweilige Interface
i, sofern wa¨hrend dieser Zeit kein Solicitation empfangen wird. Die Zeitdauer ist
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mit Hilfe von AdvertConﬁg konﬁgurierbar. Erkennt FilterLocalhost IP-Pakete, die
an eines der Subnetze gerichtet sind, werden diese u¨ber outputcl der Ausgangseinheit
an das entsprechende Interface gereicht. Dies entspricht einem herko¨mmlichen IP-
Routing. Schließlich erkennt FilterLocalhost auch solche IP-Pakete, welche direkt an
den Kontextrouter gesendet wurden. Davon werden die ICMP-Echo-Request-Pakete
beantwortet und die verbleibenden Pakete u¨ber ToHost an den Kernel des Betriebs-
systems gesendet.
classifyip1
classifycip2
FilterLocalhost ForwardCIPICMPError
ToHost classifycipout1
FixCIPSrc(ethN)
AODVLookUpRoute
ICMPRouterAdvert(eth0)
FromHost
CServers
CClients
AdvertConfig
FixCIPSrc(eth0) FixCIPSrc(eth1) ...ICMPRouterAdvert(eth1)
ICMPRouterAdvert(ethN)
.
.
.
outputcl3 outputarpcl3
IP
1: Instanz von IPClassifier
2: Instanz von Classifier
3: Instanz von OutputClass
Abbildung 8.5: Die IP-Einheit des Kontextrouters
Die fu¨r das kontextsensitive Routing erweiterten IP-Pakete werden von classifycip an
ForwardCIP u¨bergeben. Dieses Element realisiert mit Hilfe von CServers und CCli-
ents die Weiterleitungs- und Reroutingfunktion. Dazu wird der Header der Pakete
entsprechend den Vorgaben des Konzeptes modiﬁziert und an classifycipout u¨ber-
geben. Ko¨nnen erweiterte IP-Pakete anhand der Routingtabellen keiner Kommuni-
kation zugeordnet und ein Rerouting nicht initiiert werden, meldet dies ICMPError
dem Kernel u¨ber ToHost.
Das Element classifycipout ist verantwortlich dafu¨r, dass die fu¨r ein Subnetz i be-
stimmten Pakete an das zugeho¨rige FixCIPSrc(ethi) weitergefu¨hrt werden. Dort er-
halten die Pakete einen virtuellen Header. Dieser beinhaltet Zusatzinformationen,
die auch dann eine Weiterleitung der Pakete an einen Zielknoten erlauben, wenn
dieser mehr als ein Hop entfernt ist. Beispielsweise kann ARPQuerier(ethi) in der
Ausgangseinheit damit Adressinformationen u¨ber den unmittelbaren Nachbarkno-
ten, der fu¨r die Weiterleitung verantwortlich ist, erhalten.
Wenn das IP-Paket fu¨r das Ethernet bestimmt war, wird es direkt an outputarpcl
aus der Ausgangseinheit u¨bergeben. Pakete fu¨r die Ad-hoc-Netzwerkschnittstellen
werden an AODVLookUpRoute der AODV-Einheit zur Weiterverarbeitung u¨berge-
ben. Deren Funktion wurde bereits oben erla¨utert. Ebenso wird mit IP-Paketen
verfahren, die vom Kernel des Systems u¨ber FromHost u¨bergeben werden.
Ausgangseinheit
Fu¨r die U¨bergabe der Pakete an die einzelnen Netzwerkschnittstellen ist die in Ab-
bildung 8.6 gezeigte Ausgangseinheit verantwortlich. outputcl weist den zu versen-
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denden Paketen die Warteschlange Queue der zugeho¨rigen Netzwerkschnittstelle i
zu. Pakete, die an outputarpcl u¨bergeben werden, besitzen noch keinen Schicht-2-
Rahmen und damit auch keine MAC-Adresse. Ist die MAC-Adresse des Ziels zudem
nicht bekannt, wird eine ARP-Anfrage in das Netzwerk gesendet und zusammen mit
ClassifyARP(ethi) aus der Eingangseinheit ausgewertet. Bleibt diese Anfrage erfolg-
los, werden die zugeho¨rigen Pakete verworfen. ToDevice(ethi) stellt schließlich die
Schnittstelle zur eigentlichen Netzwerkkarte des Netzwerks i dar.
ARPQuerier(eth0) ARPQuerier(eth1)
Queue Queue
ToDevice(eth0) ToDevice(eth1)
ARPQuerier(ethN)
Queue
ToDevice(ethN)
...
...
...
outputcl1 outputarpcl1
Ausgang
EingangIP AODV
1: Instanz von OutputClass
Abbildung 8.6: Die Ausgangseinheit des Kontextrouters
8.3 Client
Bei der Realisierung des Clients wurden die in Abschnitt 6.3.4 beschriebenen Funk-
tionen umgesetzt. Dabei war wie beim Kontextrouter zu beachten, dass die Anforde-
rungen an das erweiterte AODV im Infrastrukturnetz abweichen. Bestimmte Funk-
tionen (z. B. Hello-Pakete) sind dort u¨berﬂu¨ssig, weshalb darauf verzichtet wird. Die
den Client betreﬀenden Funktionen des kontextsensitiven Routings mu¨ssen dagegen
vollsta¨ndig unterstu¨tzt werden, um die korrekte Funktion des Architekturkonzeptes
nachweisen zu ko¨nnen. Dazu geho¨ren entsprechend dem Konzept aus Kapitel 6:
• Generieren von Solicitations
• Auswerten von Advertisements
• Generieren erweiterter AODV-RREQ
• Auswerten erweiterter AODV-RREP
• Unterstu¨tzung der erweiterten IP-Pakete
• ggf. Rerouting-Option
• ggf. Unterstu¨tzung einer Black List
• ggf. manuelle Eingabe von Kontextrouteradressen
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8.3.1 Aktueller Stand
Prinzipiell kann die Software Click auch zur Programmierung der eigentlichen Kom-
munikationspartner Client und Server verwendet werden. Diesbezu¨glich wurden in
[Wenz07a] verschiedene Elemente programmiert, die es ermo¨glichten den Kontext-
router zu testen. Mit den zugeho¨rigen Skripten ko¨nnen folgende Funktionen des
Clients realisiert werden:
• Generierung einzelner Solicitations
• Generierung einzelner erweiterter RREQs
• Generierung erweiterter IP-Pakete
Bei den Skripten fu¨r die ersten beiden Funktionen wird jeweils ein einzelnes ent-
sprechend den Anforderungen pra¨pariertes Paket gesendet, wa¨hrend es sich bei der
Generierung erweiterter IP-Pakete um einen Datenstrom aus modiﬁzierten ICMP-
Ping-Paketen handelt. Diese Funktionen reichen vollkommen zum Veriﬁzieren des
Architekturkonzeptes aus.
Software AODV- AODV- UoB- UoBWinAODV Kernel-
UU UIUC JAdhoc AODV
RFC 3561 ja nein ja ja ja
Modiﬁkation User- User- User- User- Kernel
Routing Space Space Space Space
Plattform Linux Linux unabha¨ngig Windows XP Linux
(Java)
Kernel 2.4 & 2.6 2.4 – NT 5.1 2.4
letzte Version 0.9.5 0.5 0.21 0.15 2.2.2
vom 23.07.2007 30.07.20042 12.04.2005 21.03.2005 15.04.2004
Tabelle 8.2: AODV-Implementierungen
Daru¨ber hinaus wurde bereits untersucht, wie eine Implementierung fu¨r ein Produk-
tionsnetz realisiert werden kann. Ein Ergebnis aus [Renh07a] ist dabei, dass fu¨r die
Umsetzung des Clients zwar ebenfalls Click nutzbar wa¨re, aber auch geeignetere Lo¨-
sungen existieren. Das liegt vor allem daran, dass Click entwickelt wurde, um Router
mo¨glichst komfortabel zu realisieren. Clients sind aber Netzknoten, die selbst im Ad-
hoc-Netz auf verschiedene Funktionen eines Kontextrouters verzichten ko¨nnen, und
somit andere Anforderungen an eine Auswahl geeigneter Software stellen. Hier sind
bereits existierende Implementierungen, die AODV unterstu¨tzen, besser als Basis
geeignet, da sich kleinere Modiﬁkationen eﬃzienter als bei Click durchfu¨hren lassen.
Einen U¨berblick aktuell verfu¨gbarer Software zeigt Tabelle 8.2. Es handelt sich hier-
bei ausschließlich um Entwicklungen von Universita¨ten und Forschungsinstituten.
Bis auf die Software AODV-UIUC [KaTG03] unterstu¨tzen alle Implementierungen
die Funktionen fu¨r AODV nach dem RFC 3561. Damit ko¨nnten zwar UoB-JAdhoc
[UoBJ07], UoBWinAODV [UoBW07] und Kernel-AODV [Klei07] als Basis fu¨r den
2bezieht sich auf die letzte A¨nderung der zugeho¨rigen Bibliothek
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Client dienen. Tatsa¨chlich werden diese Versionen aber seit la¨ngerer Zeit nicht mehr
gepﬂegt. Hinzu kommt, dass der Routingalgorithmus beim Kernel-AODV nur im
Kernel modiﬁziert werden kann. Jede A¨nderung mu¨sste durch neues Compilieren
des Kernels in das System u¨bernommen werden. Im Gegensatz dazu unterstu¨tzt
dies das auf der Programmiersprache C basierende AODV-UU [Nord07] im so ge-
nannten User-Space, d. h. im Anwendungsbereich. Außerdem wird diese Software
aktuell weiter entwickelt bzw. gepﬂegt und arbeitet auch in Linuxsystemen, die auf
dem Kernel der Version 2.6 basieren. Damit ist diese AODV-Implementierung am
besten als Basis fu¨r die Realisierung des Clients geeignet.
Die Entscheidung daru¨ber, AODV-UU fu¨r die Realisierung des Clients zu nutzen,
hatte auch unmittelbar Einﬂuss auf die Festlegung des Wertes fu¨r das Type-Feld in
den Erweiterungen von RREQ- und RREP-Paketen (siehe Abbildungen 6.16 bzw.
6.17 in Abschnitt 6.3.4). Da beim AODV-UU schon verschiedene Werte fu¨r dieses
Feld vergeben sind und mit Ru¨cksicht auf den RFC 3561 [BRPD03], gilt fu¨r das
kontextsensitive Routing folgende Vereinbarung: 16 fu¨r RREQ und 17 fu¨r RREP.
8.3.2 Zuku¨nftige Arbeiten
Wie bereits beschrieben, existieren erste prototypische Implementierungen, die die
Funktionen des Clients realisieren. Daneben wird gegenwa¨rtig an einer integrierten
Lo¨sung sa¨mtlicher Clientfunktionen auf Basis von AODV-UU gearbeitet. Erste Er-
gebnisse wurden bei [Renh07a] vorgestellt. Danach erfolgt die U¨bergabe der Anfrage
nach kontextsensitiven Diensten vorerst textbasiert. Ziel ist die vollsta¨ndige Um-
setzung der zu Beginn von Abschnitt 8.3 dargestellten Funktionen innerhalb einer
Implementierung, die als Basis fu¨r einen zuku¨nftigen Einsatz in einem Produktions-
netz dient.
Eine besondere Herausforderung wird bei zuku¨nftigen Forschungs- und Entwick-
lungsarbeiten die Schnittstelle zur Anwendungsschicht darstellen. Es muss hierfu¨r
eine Lo¨sung gefunden werden, die es den Anwendungen auf einfache Weise erlaubt,
den gesuchten Dienst und die aktuell zur Verfu¨gung stehenden Kontexttypen zu
u¨bergeben. Die vom Client unterstu¨tzten Kontexttypen ko¨nnen dabei einerseits di-
rekt von der Anwendung u¨bernommen werden. Andererseits ko¨nnte dies auch vom
System und somit unabha¨ngig von der Anwendung erfolgen. Damit wu¨rden bei einer
Dienstsuche von Anfang an alle zur Verfu¨gung stehenden Kontexttypen beru¨cksich-
tigt. Die Anwendung muss nur erkennen ko¨nnen, ob der Client die obligatorischen
Kontexttypen erbringen kann. Ist das nicht der Fall, wird dies dem Nutzer mit ei-
ner Fehlermeldung angezeigt. Werden diese Kontexttypen unterstu¨tzt, erfolgt die
weitere Dienstsuche unabha¨ngig von der Anwendung. Der Client u¨bertra¨gt dazu
alle verfu¨gbaren (obligatorischen und optionalen) Kontexttypen. Die sich daraus er-
gebenden Kontextinformationen werden dann vielleicht nicht unmittelbar fu¨r die
Anwendung beno¨tigt, ko¨nnen aber zur verbesserten Diensterbringung beitragen. Da
sich die Dienste beispielsweise immer weiter entwickeln, ko¨nnten diese durchaus zu-
ku¨nftig mehr Kontexttypen auswerten als urspru¨nglich einmal vorgesehen war.
Daru¨ber hinaus muss noch erforscht werden, welche Ansa¨tze zur Realisierung dieser
Schnittstelle zu bevorzugen sind. Eine Mo¨glichkeit wa¨re beispielsweise, eine einzel-
ne Schnittstelle zu deﬁnieren, u¨ber die die entsprechenden Anwendungen zugreifen
ko¨nnen. Eine andere Mo¨glichkeit besteht darin, ein API zur Verfu¨gung zu stellen,
wodurch den Programmierern von Anwendungen eine ﬂexible Zugangsmo¨glichkeit
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geboten wu¨rde. Allerdings ist diese Lo¨sung auch komplexer. Letztlich mu¨ssen zu-
ku¨nftige Forschungs- und Entwicklungsarbeiten entscheiden, wie eine entsprechende
Schnittstelle gestaltet werden kann.
8.4 Server
Im Gegensatz zum Kontextrouter und zum Client beno¨tigt der Server keine Funk-
tionen, die eine Dienstsuche unterstu¨tzen. Auch wird nur dann das AODV-Protokoll
beno¨tigt, wenn sich der Server in einem entsprechenden Ad-hoc-Netz beﬁndet. Fu¨r
diesen Fall kann beispielsweise auf die in Abschnitt 8.3.1 favorisierte Implementie-
rung AODV-UU zuru¨ckgegriﬀen werden. Fu¨r den Server mu¨ssen mit den Anforde-
rungen aus Kapitel 6 somit folgende Funktionen realisiert werden:
• Generieren von Solicitations
• Auswerten von Advertisements
• Registrierung beim Kontextrouter
• Unterstu¨tzung der erweiterten IP-Pakete
• ggf. manuelle Eingabe von Kontextrouteradressen
8.4.1 Aktueller Stand
Fu¨r den Test des Kontextrouters wurde ebenfalls in [Wenz07a] ein Skript fu¨r Click
entwickelt. Dieses Skript wertet empfangene fu¨r das kontextsensitive Routing mo-
diﬁzierte ICMP-Ping-Pakete aus und antwortet entsprechend. Realisiert wird die
Funktionalita¨t mit Hilfe eines zusa¨tzlichen Elementes.
Eine weitere Implementierung basiert auf der Programmiersprache C und wurde im
Rahmen von [Domb07] entwickelt. Damit ko¨nnen die Solicitation-/Advertisement-
Funktionen ausgefu¨hrt werden. Diesbezu¨glich musste jedoch noch eine Anpassung
auf Limited -Broadcast-Adressen erfolgen. Daru¨ber hinaus ko¨nnen mit der Imple-
mentierung auch Dienste beim Kontextrouter registriert werden. Fu¨r die U¨bergabe
der Dienste und unterstu¨tzten Kontexttypen steht eine Web-Schnittstelle bzw. der
direkte Zugriﬀ auf die entsprechenden Dateien zur Verfu¨gung. Die erzeugte Liste
mit den vom Server unterstu¨tzten Diensten und Kontexttypen wird mit Hilfe der
in Abschnitt 8.2.3.1 bereits beschriebenen Prozedur via SSH an den Kontextrouter
u¨bertragen.
Beide vorgestellten Implementierungen erga¨nzen sich und unterstu¨tzen somit eine
vollsta¨ndige Veriﬁkation des Architekturkonzeptes und insbesondere des Kontext-
routers.
8.4.2 Zuku¨nftige Arbeiten
Im Zuge weiterer Entwicklungsarbeiten sollte die Software fu¨r den Server aus
[Domb07] um die Mo¨glichkeit der Kommunikation mit erweiterten IP-Paketen er-
ga¨nzt werden. In einem weiteren Schritt und zu Testzwecken ko¨nnen dann ﬁktive
Dienste generiert werden, auf die der Server bei entsprechenden Anfragen reagiert
(z. B. Dateitransfer). Zum Nachweis der Funktionsfa¨higkeit des kontextsensitiven
Routings wird dies zwar nicht beno¨tigt. Allerdings muss zuku¨nftig auch fu¨r den
Server ein Gesamtkonzept bezu¨glich eines praktischen Einsatz bereitgestellt werden.
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8.5 Kapitelzusammenfassung
Im vorliegenden Kapitel wurde beschrieben, wie die fu¨r das Konzept aus Kapitel 6
beno¨tigten Funktionseinheiten bzw. Netzknoten praktisch realisiert wurden. Aktuell
existieren Implementierungen fu¨r den Kontextrouter, den Client und den kontext-
sensitiven Server. Es wurde gezeigt, dass fu¨r die Realisierung des Kontextrouters die
Nutzung des Softwarewerkzeugs Click am sinnvollsten ist. Anhand des beschriebenen
Routergraphen konnte die Funktionsweise des Kontextrouters erkla¨rt werden. Alle
Anforderungen aus dem Konzept wurden erfu¨llt.
Des Weiteren stehen fu¨r den Client Skripte in Click bereit, mit denen die Architektur
fu¨r das kontextsensitive Routing vollsta¨ndig veriﬁziert werden kann. Aktuell wird
daru¨ber hinaus eine Software basierend auf AODV-UU entwickelt, die das Spektrum
der Funktionen des Clients innerhalb einer einzelnen Implementierung realisiert. Fu¨r
den kontextsensitiven Server steht bereits eine Implementierung zur Verfu¨gung, die
in Verbindung mit einem weiteren Click-Skript ebenfalls sa¨mtliche in dem Konzept
geforderten Funktionen realisiert.
Der Schwerpunkt bei der Umsetzung des Architekturkonzeptes nach Kapitel 6 lag
bisher auf der Entwicklung des Kontextrouters. Client und Server dienen aktuell
lediglich als Testinstrumente und sollen zuku¨nftig weiter ausgebaut werden. Dazu
wurden erste Ansa¨tze und Vorschla¨ge beschrieben. Besondere Beachtung sollte beim
Client die Verbindung zwischen Routingsoftware und Anwendung ﬁnden.
Bei allen Implementierungen wurde und wird darauf geachtet, dass eine Kom-
patibilita¨t zu herko¨mmlichen IP-Netzwerken besteht. Damit ist eine einfache IP-
Kommunikation genauso mo¨glich wie eine einfache Dienstanfrage auch. Außerdem
werden sowohl Schnittstellen zum Ad-hoc-Netz als auch zum Infrastrukturnetz un-
terstu¨tzt. Ob die Funktionen nach den Vorgaben des Konzeptes realisiert wurden
und was das kontextsensitive Routing tatsa¨chlich leistet, ko¨nnen nur entsprechende
Tests und Messungen nachweisen. Diesem Thema widmet sich das folgende Kapitel.
9. Veriﬁkation der praktischen
Realisierung
Das folgende Kapitel weist die erfolgreiche Umsetzung des Architekturkonzeptes
nach. Nach einer Einfu¨hrung in die Thematik werden dazu die Messumgebung vor-
gestellt und die durchgefu¨hrten Tests zu den im Konzept geforderten Funktionen
sowie die zugeho¨rigen Ergebnisse erla¨utert. Daru¨ber hinaus wird ein erster Test hin-
sichtlich der Leistungsfa¨higkeit durchgefu¨hrt.
9.1 Einfu¨hrung
Da zu Beginn keinerlei Erfahrungen auf dem Gebiet der Realisierung von Ad-hoc-
Netzen existierten, erfolgten diesbezu¨glich im Vorfeld der Umsetzung des Archi-
tekturkonzeptes mehrere Untersuchungen und Testaufbauten. Stellvertretend sol-
len hierfu¨r [Kram05, Marr06, Nowa06, Psch06] genannt werden. Dort wurden zum
einen verschiedene AODV- und OLSR-Implementierungen auf ihre Funktion hin un-
tersucht. Dabei wurde auf unterschiedliche Hardware (PCs, Laptops, PDAs) und
Betriebssysteme (z. B. Windows 2000, Windows XP, diverse Linux-Distributionen)
zuru¨ckgegriﬀen. Zum anderen erfolgten bereits Untersuchungen hinsichtlich des Ver-
haltens in heterogenen Netzwerkumgebungen sowie der Unterstu¨tzung multimedia-
ler und kontextsensitiver Anwendungen. Zwar wurden die zuletzt genannten Un-
tersuchungen zu den Eigenschaften von Ad-hoc-Netzen mit dem proaktiven OLSR
durchgefu¨hrt. Trotzdem lassen sich die Ergebnisse auf AODV-Netzwerke u¨bertragen,
sofern sich diese auf Eigenschaften beziehen, die u¨ber die eigentliche Routensuche
hinaus gehen. So kann beispielsweise ein Betrieb in heterogenen Netzwerkumgebun-
gen nur u¨ber Hilfsmittel (z. B. Gateways) erfolgen. Auch spielt die Verwendung
eines Ad-hoc-Netzes fu¨r das Erbringen kontextsensitiver Dienste nur dann eine Rol-
le, wenn diese echtzeitkritisch und die Netzknoten sehr mobil sind. Problematisch ist
hier, wie bereits in Abschnitt 3.2 beschrieben, die Umschaltzeit fu¨r einen Handover.
Dies ist jedoch lediglich fu¨r die Realisierung des jeweiligen Dienstes von Bedeutung
und liegt nicht im Fokus dieser Arbeit. Außerdem hat das kontextsensitive Routing
keinen zusa¨tzlichen Einﬂuss auf diese Eigenschaft, da es die Wegeﬁndung des her-
ko¨mmlichen AODV nicht vera¨ndert, sondern lediglich dessen Funktionen erweitert.
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Daru¨ber hinaus konnten auch bezu¨glich der Messszenarien Erfahrungen gesammelt
werden. Als ein ha¨uﬁg auftretendes Problem stellte sich dabei die Realisierung von
deﬁnierten Handovern heraus. Die betreﬀenden Knoten mussten dazu außerhalb
der gegenseitigen Reichweite bewegt werden. Sto¨rungen durch zusa¨tzliche
”
frem-
de“ WLANs, Geba¨udestrukturen, Personen im Messumfeld usw. a¨ußerten sich dabei
durch unterschiedliche Reichweiten und Umschaltzeiten beim Handover. Als hilf-
reich erweist sich hier der Wireless Network Topology Emulator (WNTE [wnte03]),
mit dem auf einfache Art und Weise ein Handover erzwungen werden kann. Mit
dem in diesem Softwarepaket enthaltenen Werkzeug iptmac ko¨nnen auf einem Kno-
ten die MAC-Adressen von bestimmten benachbarten Knoten gesperrt werden, so-
dass diese sich u¨ber andere Knoten ein Weg zu ihrem Kommunikationsziel suchen
mu¨ssen. Dadurch ko¨nnen theoretisch auch mit statischen Knoten beliebige Ad-hoc-
Netz-Topologien konﬁguriert werden.
Um die Funktionen des Konzeptes jedoch praktisch veriﬁzieren zu ko¨nnen, musste
ein Demonstrator bzw. ein Demonstratornetzwerk aufgebaut werden. Dazu waren
alle Funktionseinheiten des Architekturkonzeptes umzusetzen. Neben dem Kontext-
router beinhaltet dies wenigstens einen Server und einen Client. Fu¨r Tests, die das
Rerouting oder die A¨nderung der Topologie im Ad-hoc-Netz betreﬀen, sind entspre-
chend mehr Knoten notwendig. Den Aufbau des aktuellen Demonstratornetzwerkes
beschreibt der folgende Abschnitt.
9.2 Messumgebung
Kontextrouter
Ad-hoc-Netz (Ethernet) Ad-hoc-Netz (WLAN)
IP-Infrastrukturnetz
Switch
Knoten 1
IP: 10.0.0.20Knoten 4
IP: 192.168.2.20
Knoten 5
IP: 192.168.2.30
Knoten 1
IP: 192.168.1.20
Knoten 3
IP: 192.168.1.30
Knoten 2
IP: 10.0.0.30
IP: 192.168.2.10
IP: 192.168.1.10
IP: 10.0.0.10
Abbildung 9.1: Demonstrator
In Abbildung 9.1 ist der Demonstrator in seiner aktuellen Konﬁguration und mit den
derzeit verfu¨gbaren Knoten dargestellt. Hierbei handelt es sich um ein unabha¨ngiges
und eigensta¨ndiges Netzwerk. Herzstu¨ck bildet dabei der als Kontextrouter arbeiten-
de PC. Dessen Realisierung mit Hilfe von Click wurde bereits in Kapitel 8 beschrie-
ben. Der Kontextrouter verbindet mehrere Subnetze miteinander. Die IP-Adressen
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der dort implementierten Knoten sind in der Abbildung angegeben. Zu beachten
ist, dass die IP-Adressen 192.168.1.20 und 10.0.0.20 jeweils demselben physischen
Knoten (mit zwei Schnittstellen zu den entsprechenden Netzwerken) in der Mess-
umgebung zugeordnet wurden.
In der aktuellen Konﬁguration werden an den Schnittstellen des Kontextrouters drei
verschiedene Netzwerktypen realisiert. Neben einem IP-Infrastrukturnetz und einem
Ad-hoc-Netz, das entsprechend den Erkenntnissen aus Abschnitt 2.3 mit WLAN rea-
lisiert wurde, ist ein zweites Infrastrukturnetz implementiert, das allerdings ebenfalls
Ad-hoc-Netz-Funktionalita¨t besitzt. Der Einsatz dieses Ethernets erfolgte bereits in
[Wenz07a] unter Verwendung von Click. Der weiterleitende Knoten 4 ist dazu mit
zwei Ethernetkarten ausgestattet, die beide eine logische Schnittstelle bilden. U¨ber
diese Schnittstelle kann dann mit dem Kontextrouter und mit dem benachbarten
Knoten kommuniziert werden. Allerdings stellt ein solches Netz lediglich eine Hilfs-
maßnahme dar. Der Grund fu¨r eine solche Realisierung bestand zum einen darin,
dass zu Beginn des Demonstratoraufbaus nur eine begrenzte Anzahl von WLAN-
Karten bzw. Endgera¨ten zur Verfu¨gung stand. Zum anderen bietet die Hardware
des Kontextrouters bessere Mo¨glichkeiten, mehrere Ethernetschnittstellen gleichzei-
tig bereitzustellen als dies mit WLAN-Karten mo¨glich wa¨re. Mit Hilfe von Ethernet-
Netzwerkkarten ko¨nnen somit auch zuku¨nftig auf einfache Art und Weise mehrere
Ad-hoc-Netze parallel emuliert werden. Fu¨r Funktionstests ist diese Variante zwar
nutzbar, bei Performancetests sollte darauf jedoch verzichtet werden, weil sich die
Eigenschaften (z. B. unterstu¨zte Bitraten, Medienzugriﬀ usw.) bei WLAN und Ether-
net doch sehr unterscheiden.
Der in Abbildung 9.1 dargestellte Demonstrator la¨sst sich beliebig erweitern. Durch
Modiﬁkation des in Abschnitt 8.2.3.4 vorgestellten Routergraphes lassen sich beim
Kontextrouter weitere Schnittstellen hinzufu¨gen. Die Zahl der Knoten in den ein-
zelnen Subnetzen kann ebenfalls beliebig vera¨ndert werden. Alle derzeit involvierten
Knoten arbeiten mit einem Linux-Betriebssystem. Die dabei verwendete Distributi-
on Gentoo nutzt den Linux-Kernel Version 2.6. Die einzelnen Knoten ko¨nnen sowohl
als Server als auch als Clients verwendet werden. Die dazu beno¨tigte Software wurde
ebenfalls bereits in Kapitel 8 beschrieben. Zum besseren Versta¨ndnis der Testergeb-
nisse werden in den folgenden Abbildungen zu den Versuchsanordnungen fu¨r jeden
Knoten der Name und fu¨r die zugeho¨rigen Netzwerkschittstellen die IP- sowie MAC-
Adressen angegeben.
An die Hardware der Knoten wurden keine besonderen Anforderungen gestellt. Da
Linux sehr ressourcenschonend arbeitet, reichen die Minimalanforderungen aus. So-
mit ko¨nnen die Knoten innerhalb des Demonstrators auch untereinander leicht aus-
getauscht werden. Als Kontextrouter dient beispielsweise ein PC mit einem Pentium-
III-Prozessor (800 MHz) und 256 MByte Hauptspeicher. Dort haben sich weder
die graﬁsche Oberﬂa¨che von Linux noch die Erweiterung um Netzwerkschnittstellen
auf dessen Leistungsfa¨higkeit ausgewirkt. Sollten jedoch gro¨ßere Netzwerke realisiert
oder ressourcenintensive Performancetests durchgefu¨hrt werden, kann dies durchaus
Auswirkungen auf die Messergebnisse haben und ist entsprechend zu beru¨cksichti-
gen. Fu¨r Funktionstests spielt dies jedoch keine Rolle. Alle bei den folgenden Tests
beteiligten Rechner sind mit ihren Leistungsdaten in Anhang E aufgefu¨hrt.
In der aktuellen Entwicklungsstufe ist es mo¨glich, dem Kontextrouter den Algorith-
mus fu¨r die Auswahl eines passenden Servers via Option zu u¨bergeben. Daru¨ber
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hinaus kann eine Vielzahl von Parametern u¨ber eine Konﬁgurationsdatei modiﬁziert
werden. Ein Auszug dieser Parameter beﬁndet sich im Anhang A. Der Kontextrou-
ter wird dadurch zu einem ﬂexiblen Testwerkzeug und bildet somit auch eine solide
Basis fu¨r zuku¨nftige Forschungen. Im Folgenden werden die einzelnen Funktions-
tests und deren Ergebnisse erla¨utert. Die Auswertung der Kommunikationsprozesse
erfolgte mit Hilfe des Werkzeugs Wireshark und ggf. den Debug-Ausgaben der fu¨r die
Kommunikation eingesetzten Software. Wireshark eignet sich hierbei besonders gut
fu¨r die Analyse von Frames und Paketen. Die Analysemo¨glichkeiten dieser Software
werden in Abschnitt 9.3.1.2 na¨her erla¨utert.
9.3 Funktionstest
Die nachfolgend beschriebenen Tests dienten zum Nachweis der relevanten Funktio-
nen des Architekturkonzeptes. Die Reihenfolge richtete sich dabei nach den kausalen
Abha¨ngigkeiten. Damit konnten bereits getestete Funktionen jeweils als Basis nach-
folgender Funktionstests dienen. Ausgangspunkt war die Initialisierung des Kontext-
routers und der Netzknoten. Daran schloss sich die Dienstregistrierung durch einen
Server, die Dienstanfrage durch einen Client und die Weiterleitung der Daten bei der
Dienstkommunikation zwischen diesen beiden Knoten an. Daru¨ber hinaus erfolgten
sowohl Tests zur Weiterleitung unmodiﬁzierter IP-Pakete als auch zum Rerouting
und zum Verhalten in einer konventionellen AODV-Umgebung.
9.3.1 Advertisements und Solicitation
In diesem Test wurde u¨berpru¨ft, ob die Funktionen fu¨r Advertisements und Solici-
tations entsprechend den Abschnitten 6.3.2.1 und 6.3.2.2 ausgefu¨hrt werden. Dazu
geho¨ren zum einen das selbsta¨ndige Versenden von Advertisements durch den Kon-
textrouter nach dessen Initialisierung und wa¨hrend des laufenden Betriebs. Zum
anderen muss der Kontextrouter auf Solicitations anderer Netzknoten korrekt rea-
gieren.
9.3.1.1 Durchfu¨hrung
Kontextrouter
IP: 10.0.0.10
MAC: 00:02:2d:49:8c:ff
Knoten 1
IP: 10.0.0.20
MAC: 00:09:5b:bb:36:08
Server (Knoten 2)
IP: 10.0.0.30
MAC: 00:e0:00:d1:d0:34
Ad-hoc-Netz (WLAN)
Abbildung 9.2: Anordnung fu¨r Advertisement/Solicitation-Test
Die Durchfu¨hrung dieses Tests erfolgte im Ad-hoc-Netz, sodass auch veriﬁziert wer-
den konnte, ob eine Multihop-Kommunikation mo¨glich ist. Abbildung 9.2 zeigt die
dabei beteiligten Knoten. Die aktuelle Version von AODV-UU unterstu¨tzt kein
Broadcast, deshalb wird auf Knoten 1 ein spezielles Click-Skript benutzt, das die
Weiterleitung von Advertisements/Solicitations mit Hilfe von Limited Broadcasts
realisierte. Auf Knoten 2 wurde der in Abschnitt 8.4.1 beschriebene Server von
[Domb07] zusammen mit AODV-UU eingesetzt. Da sich in diesem Test alle Kno-
ten und der Kontextrouter unmittelbar in gegenseitiger Reichweite befanden, wurde
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der Knoten 2 mit Hilfe von iptmac so konﬁguriert, dass dieser die Pakete des Kon-
textrouters ignoriert. Da der Kontextrouter selbst im Userlevel -Modus lief, iptmac
jedoch nur auf Kernelebene arbeitet, musste die Konﬁguration dort im Routerskript
erfolgen. Dieses wurde um einen entsprechenden Eintrag (siehe Anhang C) erga¨nzt,
sodass der Kontextrouter nun alle von Knoten 2 empfangenen Pakete ignoriert hat.
9.3.1.2 Auswertung
Wie bereits erwa¨hnt, wurde zur Auswertung der in diesem Kapitel durchgefu¨hr-
ten Tests das Programm Wireshark verwendet. Zum besseren Versta¨ndnis der dabei
aufgenommenen Analysedaten erfolgt mit Hilfe der Abbildung 9.3 eine kurze Ein-
fu¨hrung in das Programm. Neben dem allgemein u¨blichen Menu¨bereich1, verfu¨gt
das Programm u¨ber einen Filter, der das gezielte Anzeigen von Paketen (z. B. nach
Protokollzugeho¨rigkeit) ermo¨glicht. Wireshark verfu¨gt u¨ber drei Ausgabefenster, um
die an der betreﬀenden Netzwerkschnittstelle erkannten Pakete (hier als Frames be-
zeichnet) auszuwerten. Im oberen Ausgabefenster werden die Frames angezeigt. Dort
wird unter anderem auch das zu den Daten im jeweiligen Frame geho¨rende Protokoll
der ho¨chsten Protokollschicht angegeben. Das mittlere Ausgabefenster zeigt die ana-
lysierten Daten eines Frames an und ordnet diese den einzelnen Protokollschichten
zu. Des Weiteren wird hier die Bedeutung der zu den einzelnen Protokollen geho¨ren-
den Daten ausgegeben, sofern diese bekannt bzw. speziﬁziert sind. Das untere Aus-
gabefenster des Programmes ist vor allem fu¨r den Bereich der Protokollentwicklung
interessant. Dort wird der Inhalt des jeweiligen Frames hexadezimal ausgegeben. Da-
mit ist es mo¨glich, auch neue und noch nicht standardisierte Werte eines Protokolls
zu u¨berpru¨fen. Zusa¨tzlich ist der Oﬀset der Daten (links im Ausgabefenster) und,
falls dies mo¨glich ist, deren ASCII-Kodierung (rechts) zu sehen. Die beiden unteren
Ausgabefenster von Wireshark lassen sich fu¨r ein einzelnes Frame auch zusammen in
einem separaten Fenster anzeigen.
Abbildung 9.3: Wireshark auf Knoten 2: Solicitation und Advertisement
Die Ergebnisse des durchgefu¨hrten Tests zur U¨berpru¨fung von Solicitations und Ad-
vertisements sind wie folgt zu interpretieren. Beim Start des Kontextrouters sendete
1Im Folgenden wird bei Screenshots von Wireshark auf die Darstellung von Menu¨ sowie unte-
rem Rand verzichtet und jeweils nur noch ein Auszug mit den fu¨r die Testauswertung relevanten
Informationen gezeigt.
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dieser entsprechend dem RFC 1256 [Deer91] in alle Netzwerke zwei Advertisement-
Pakete im Abstand von 16 s. Die weiteren Absta¨nde wurden dann zufa¨llig aus einem
Intervall zwischen 450 s und 600 s gewa¨hlt. Der Kontextrouter besta¨tigte dies durch
folgende Ausgabe:
ICMPAdvert: next advertisement in 16000ms at 192.168.1.10
ICMPAdvert: next advertisement in 16000ms at 192.168.2.10
ICMPAdvert: next advertisement in 16000ms at 10.0.0.10
...
ICMPAdvert: next advertisement in 16000ms at 192.168.1.10
ICMPAdvert: next advertisement in 16000ms at 192.168.2.10
ICMPAdvert: next advertisement in 16000ms at 10.0.0.10
ICMPAdvert: next advertisement in 578939ms at 192.168.1.10
ICMPAdvert: next advertisement in 578939ms at 192.168.2.10
ICMPAdvert: next advertisement in 578939ms at 10.0.0.10
IMCPAdvert: solicit received from 10.0.0.30
ICMPAdvert: next advertisement in 485003ms at 10.0.0.10
...
ICMPAdvert: next advertisement in 511212ms at 10.0.0.10
ICMPAdvert: next advertisement in 579469ms at 192.168.1.10
ICMPAdvert: next advertisement in 579469ms at 192.168.2.10
Nachdem der Kontextrouter von Knoten 2 ein Solicitation empfangen hatte, wur-
de in das betreﬀende Netzwerk ein Advertisement gesendet. An dieser Stelle ist
anhand der Ausgabe des Kontextrouters zu sehen, dass die Behandlung der Adver-
tisements fu¨r die einzelnen Netzwerke tatsa¨chlich unabha¨ngig voneinander war. Die
Zeitdauer zwischen zwei Advertisements unterscheidet sich hier fu¨r das Netzwerk
10.0.0.0 von den anderen beiden Netzwerken. Dass das Solicitation-Paket gesendet
und darauf ein Advertisement empfangen wurde, illustriert auch die Ausgabe von
Wireshark auf dem Knoten 2 in Abbildung 9.3. Auﬀa¨llig ist dort, dass alle Pakete
anscheinend dupliziert wurden. Anhand der MAC-Adressen ließ sich aber nachvoll-
ziehen, dass es sich eigentlich nur um drei empfangene Advertisements handelte.
Nach diesen wurde beim Knoten 2 ein Solicitation initiiert, worauf der Kontextrou-
ter mit einem weiteren Advertisement reagierte. Na¨here Untersuchungen ergaben
dann, dass Wireshark alle an einer Schnittstelle ankommenden Pakete unabha¨ngig
ihrer weiteren Verarbeitung anzeigt. In Abbildung 9.4 werden die scheinbar dupli-
zierten Solicitation-Pakete miteinander verglichen. Dort stimmen die IP-Adressen
(siehe Zeile: Internet Protocol) von Quelle und Ziel u¨berein. Anhand der MAC-
Adressen (siehe Zeile: Ethernet II) wird jedoch ersichtlich, dass hier sowohl das
Solicitation des Knotens 2 (MAC 00:E0:00:D1:D0:34) als auch das weitergeleitete
Paket von Knoten 1 (MAC 00:09:5B:BB:36:08) angezeigt wird. Auch die Zeitstem-
pel besta¨tigen dies. Es wird immer das Paket der urspru¨nglichen Quelle zuerst und
danach das vom weiterleitenden Knoten ausgegeben. Natu¨rlich wird dabei vom Kon-
textrouter nur das weitergeleitete Paket ausgewertet. Deshalb antwortet dieser auch
mit nur einem Advertisement.
Entsprechend den Vorschla¨gen aus den Abschnitten 6.3.2.1 und 6.3.2.2 sowie den
Ausfu¨hrungen zur praktischen Umsetzung in Abschnitt 8.2.3.2 wurde das Feld Code
verwendet, um die Solicitations/Advertisements zum Suchen/Finden eines Kontext-
routers zu kennzeichnen. Deshalb wird in Abbildung 9.4 fu¨r das Feld Code der Wert
10 angezeigt.
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Abbildung 9.4: Vergleich der Solicitation-Pakete
Insgesamt konnte mit diesem Test nachgewiesen werden, dass sich der Kontextrouter
beim Versenden von Advertisements entsprechend den Parametern der Speziﬁkati-
on RFC 1256 verha¨lt. Ebenso werden Solicitation-Pakete beantwortet. Die Konﬁ-
guration der Knoten zeigt, dass es keine Interoperabilita¨tsprobleme zwischen der
AODV-Implementierung mittels Click (Kontextrouter, Knoten 1) und AODV-UU
(Knoten 2) gibt. Die Tests sind genauso erfolgreich mit Directed Broadcasts absol-
viert worden. Diese Adressierung entspricht zwar nicht dem RFC 1256, ist aber einer
Multicast-Adresse fu¨r ein Subnetz a¨hnlich.
Leider hatte sich gezeigt, dass die Filterung von MAC-Paketen zu unvorhergese-
henen Eﬀekten fu¨hrt. Die Analyse der Kommunikationsdaten wird beispielsweise
dadurch unu¨bersichtlich, weil alle an einer Schnittstelle ankommenden incl. der ei-
gentlich geﬁlterten Pakete von Wireshark angezeigt werden. Das betriﬀt auch andere
Sniﬃng-Werkzeuge wie z. B. tcpdump. Weitere Tests zeigten auch Probleme bei der
Kommunikation mit ho¨heren Protokollen, sofern daru¨ber direkt auf den Kontext-
router zugegriﬀen wurde. Es ist aber davon auszugehen, dass diese sich lo¨sen, sobald
der Kontextrouter im Kernel -Modus betrieben wird. Dann kann WNTE tatsa¨chlich
als sehr eﬃzientes Hilfsmittel zur Topologiesteuerung dienen. Um aktuell die Ergeb-
nisse jedoch nicht weiter zu beeinﬂussen, wurde im Folgenden auf die Mo¨glichkeit
der MAC-Filterung verzichtet und die Kommunikation u¨ber Knotengrenzen hinweg
durch ra¨umlichen Abstand realisiert.
9.3.2 Dienstregistrierung
Mit diesem Test sollte veriﬁziert werden, ob sich ein Server beim Kontextrouter rich-
tig registriert. Dazu muss sich der Server authentiﬁzieren uns die von ihm bereitge-
stellten Dienste mit den jeweils unterstu¨tzten Kontexttypen auf dem Kontextrouter
hinterlegen.
9.3.2.1 Durchfu¨hrung
Fu¨r eine Dienstregistrierung ist zwischen Kontextrouter und Server eine sichere Ver-
bindung via SSH-Protokoll aufzubauen. Initiiert wird dies durch den Server selbst.
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Er muss u¨ber die Verbindung seine angebotenen Dienste und die dabei unterstu¨tzten
Kontexttypen u¨bermitteln. Die Ablage hat dann in einem bestimmten Verzeichnis
(z. B. /home/register) zu erfolgen. Dieses Verzeichnis ist durch den Kontextrouter
vorgegeben und muss bei der Konﬁguration der Serverimplementierung beru¨cksich-
tigt werden.
Es wurde dieselbe Messanordnung wie in Abschnitt 9.3.1 verwendet. Auch die Kon-
ﬁguration der Knoten blieb gleich.
9.3.2.2 Auswertung
Bei diesem Test war zu beru¨cksichtigen, dass Click im Userlevel -Modus betrieben
wird, der eigentlich nur fu¨r Testzwecke entwickelt wurde. Aus diesem Grund ko¨nnen,
wie am Ende des Abschnitts 9.3.1.2 erwa¨hnt, Komplikationen auftreten, wenn mit
dem Kontextrouter u¨ber ho¨here Protokolle kommuniziert wird. So wurden bei diesem
Test die von der Netzwerkschnittstelle an Click u¨bergebenen Daten zwar an das Be-
triebssystem weitergereicht. Die Antwort der Anwendung ist dann jedoch vom Kernel
an die Netzwerkschnittstelle u¨bergeben worden. Der Kernel versuchte, direkt (ohne
Click) eine Verbindung zum anfragenden Server aufzubauen. Da sich das Ziel weiter
als ein Hop vom Kontextrouter entfernt befand, konnte aber u¨ber die zum Kernel
geho¨rende Routingtabelle keine passende Route zum Ziel gefunden werden, obwohl
Click diese Information besaß. Als Folge konnte der SSH-Verbindungsaufbauwunsch
nicht beantwortet werden. Alternativ ist deshalb fu¨r den hier beschriebenen Funkti-
onstest manuell die Routeninformation u¨bergeben worden. Damit war ebenfalls eine
Dienstregistrierung per SSH u¨ber mehrere Hops mo¨glich. Wie bereits erwa¨hnt, sollte
diese Problematik im Kernel -Modus nicht auftreten, weil dort die Funktionen von
Click in den Kernel eingebunden sind (siehe Abschnitt 8.2.2).
Vom Server wurden wa¨hrend des erfolgreichen Verbindungsaufbaus folgende Ergeb-
nisse ausgegeben:
ROUTER FOUND
New transmission
Router address: 10.0.0.10
Server has sent the file "503316490.list" to "register@10.0.0.10"
Wait 540 seconds
New transmission
Router address: 10.0.0.10
Server has sent the file "503316490.list" to "register@10.0.0.10"
Wait 540 seconds
...
ROUTER FOUND zeigt an, dass ein Advertisement erfolgreich empfangen wurde. Darauf-
hin wurde eine SSH-Verbindung zum Kontextrouter (IP-Adresse: 10.0.0.10) aufge-
baut und die Datei 503316490.list dorthin u¨bertragen. Der Dateiname entspricht den
Konventionen aus Abschnitt 8.2.3.1 und korreliert mit dem als Server arbeitenden
Knoten 2. Der Server hatte die Datei nach 540 Sekunden erneut u¨bertragen, damit
ihn der Kontextrouter nicht aus seiner Servertabelle lo¨scht. Dieser Wert la¨sst sich
an die Anforderungen des Kontextrouters anpassen. Er wurde hier gewa¨hlt, weil der
Kontextrouter im regula¨ren Betrieb alle Eintra¨ge aus der Tabelle lo¨scht, die a¨lter als
10 Minuten sind.
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Abbildung 9.5: SSH-Verbindungsaufbau wa¨hrend der Registrierung
Dass die Datei tatsa¨chlich u¨bertragen worden ist, konnte durch eine U¨berpru¨fung
des entsprechenden Verzeichnisses (aktuell: /home/register) nachgewiesen werden.
Wie Abbildung 9.5 verdeutlicht, ist die Verbindung auch mit Hilfe von Wireshark
auf dem Server nachzuweisen gewesen. In der Abbildung ist der Aufbau der ers-
ten SSH-Verbindung zu sehen. Auﬀa¨llig sind dabei die relativ ha¨uﬁg auftretenden
Wiederholungssendungen, die beispielsweise ein Zeichen fu¨r eine schlechte Funkver-
bindung oder durch die parallele Funktion von Click und dem Kernel hervorgerufen
sein ko¨nnen. Die Funktionsweise wurde dadurch nicht beeintra¨chtigt, sodass mit die-
sen Ergebnissen auch die Dienstregistrierung als erfolgreich implementiert betrachtet
wird.
9.3.3 Dienstanfrage
Dieser Test diente zum Nachweis der in Abschnitt 6.3.2.4 beschriebenen Funktionen
zur Anfrage eines Dienstes. Hierbei wurde auch die im Architekturkonzept vorge-
schlagene optionale Funktion einer alternativen Serverauswahl veriﬁziert.
9.3.3.1 Durchfu¨hrung
Der vorhergehende Versuchsaufbau (Abbildung 9.2) ist auch wieder bei diesem Funk-
tionstest beibehalten worden. Knoten 2 sollte nun zur Dienstanfrage ein erweitertes
AODV-RREQ-Paket an den Kontextrouter senden. Dieser musste daraufhin einen
fu¨r den Client geeigneten Server anbieten. Um die Funktion der alternativen Aus-
wahl durch den Client zu veriﬁzieren, wurde ein zweiter Test durchgefu¨hrt. Der
vorgeschlagene Server sollte hier vom Client abgelehnt und eine weitere Anfrage an
den Kontextrouter gestellt werden. Der daraufhin vorgeschlagene Server war dann
vom Client zu akzeptieren.
In diesem Testszenario wurde auf dem Knoten 1 AODV-UU eingesetzt, um die In-
teroperabilita¨t zu einer von Click verschiedenen AODV-Implementierung zu testen.
Die Anfragen durch den Client auf Knoten 2 wurden unter Verwendung der in Ab-
schnitt 8.3.1 erwa¨hnten Skripte mit Hilfe von Click realisiert. Gewa¨hlt wurde dabei
ein ﬁktiver Dienst mit der Kennung 1. Das erweiterte RREQ war so konﬁguriert, dass
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es dem Beispiel aus Abbildung 6.10 in Abschnitt 6.3.2.5 entspricht. Die einzelnen
Kontexttypen besaßen somit folgende Priorita¨ten:
Kontexttyp(Priorita¨t): 1(7), 2(5), 3(4), 4(6), 5(3), 6(1), 7(2), 8(3), 9(4), 10(0)
Auf dem Kontextrouter wurden durch Ablage der entsprechenden Dateien zwei Ser-
ver registriert. Da die korrekte Registrierung bereits in Abschnitt 9.3.2 nachgewiesen
worden ist, konnte hier auf reale Server verzichtet werden. Die in den Registrierungs-
dateien enthaltenen unterstu¨tzten Kontexttypen entsprachen denen der Server S1
und S2 aus Abschnitt 6.3.2.5. Angenommen wurde dabei, dass es sich bei S1 um
Knoten 1 (192.168.1.30) und bei S2 um Knoten 3 (10.0.0.20) der Demonstratoran-
ordnung handelt. Der Kontextrouter nutzte bei der Erstellung der Serverrangliste
die statische gewichtete Auswahl (siehe Abschnitt 8.2.3.3).
9.3.3.2 Auswertung
Die Anfrage des Knotens 2 zeigt Abbildung 9.6. Dort ist der Beginn des eigent-
lichen AODV-Paketes gekennzeichnet. Das D-Flag ist gesetzt, damit nur der Ziel-
knoten (Kontextrouter) antwortet. Das U-Bit ist gesetzt, weil die Destination Se-
quence Number nicht bekannt ist. Schließlich ist das NR-Flag nicht gesetzt, woru¨ber
der Client dem Kontextrouter mitteilt, dass ein Rerouting erlaubt ist. Dieses Flag
belegt das erste Bit im reservierten Bereich des AODV-Headers (siehe auch Abbil-
dung 6.2 in Abschnitt 6.2.2). Der in Abbildung 9.6 enthaltene Rahmen umfasst die
Daten der erweiterten RREQ-Paketstruktur. Das Feld Type hat entsprechend der
Vereinbarung in Abschnitt 8.3.1 den Wert 16. Die La¨nge der Erweiterung ist aus
den in Abschnitt 8.2.3.2 beschriebenen Gru¨nden um 2 Byte gro¨ßer als im Konzept
beschrieben. Session besitzt den Wert 1, der Identiﬁer entspricht dem gefundenen
Server. Der Service sowie die Kontexttypen werden entsprechend dem Konzept aus
Abschnitt 6.3.4 angezeigt.
Type = 16
Length = 58
Identifier = 0
Service = 1
Ct(P): 1(7), 2(5), 3(4), 4(6), 5(3), 6(1), 7(2), 8(3), 9(4), 10(0)
= Erweiterung des AODV-RREQAnfang des 
AODV-Paketes
Flags:
D, U = 1, NR = 0
Initiator des RREQ
Abbildung 9.6: RREQ-Paket fu¨r eine Dienstanfrage
Im ersten Test war beim Kontextrouter nur ein fu¨r die Anfrage geeigneter Server
(S1) registriert. Der Kontextrouter wertete diese mit folgenden Ergebnissen aus:
CServers: entry with id 192.168.1.30 inserted
CServers: found best server with x_k 36.734695 and service 1 at id
192.168.1.30 na-flag is 1
CClients: inserted service 1 at 10.0.0.30 with server 192.168.1.30
Die Ausgabe besta¨tigt die U¨bernahme der Registrierungsdaten in die Servertabel-
le des Kontextrouters. Dabei wurde mit Hilfe des Auswahlalgorithmus festgestellt,
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dass die vorhandenen Kontexttypen der aktuellen Anfrage zu 36,7% mit den vom
Dienst unterstu¨tzten Kontexttypen u¨bereinstimmen. Dies entspricht genau dem be-
rechneten Wert aus Tabelle 6.5. Weiterhin ist der angeforderte Dienst (service 1)
und der zugeho¨rige Server ausgegeben worden. Schließlich wurde das NA-Flag fu¨r
das Antwortpaket gesetzt, da es keine weiteren Server gegeben hatte, die diesen
Dienst anbieten. Die Daten unter CClients wurden in die zu den Clients geho¨renden
Tabellen des Kontextrouters eingetragen. Die Ausgabe von Wireshark hat die vom
Kontextrouter ausgegebenen Informationen besta¨tigt. In Abbildung 9.7 ist dazu das
Antwortpaket des Kontextrouters dargestellt. Das Feld Type der RREP-Erweiterung
ist hier mit Ru¨cksicht auf die Vereinbarung in Abschnitt 8.3.1 mit 17 belegt. Die La¨n-
ge der Paketerweiterung betra¨gt 22. Das ist aus den in Abschnitt 8.2.3.2 beschrie-
benen Gru¨nden ein Byte mehr als im Konzept vorgeschlagen. Das NA-Flag ist, wie
erwartet, gesetzt. Das Flag belegt das erste im AODV-RREP-Paket reservierte Bit
(siehe Abbildung 6.2 in Abschnitt 6.2.2). Die Sitzungsnummer (Session) hat den
Wert 1 und der Identiﬁer entspricht dem ausgewa¨hlten Server. Daru¨ber hinaus sind
alle vom Server S1 unterstu¨tzten Kontexttypen abgebildet.
Type = 17 Length = 22Session = 1
Identifier = 192.168.1.30
Service = 1
Ct: 4, 5, 7, 8
= Erweiterung des AODV-RREP
NA-Flag = 1
Anfang des 
AODV-Paketes
Initiator des 
ursprünglichen RREQ
Abbildung 9.7: RREP-Paket des Kontextrouters
Im zweiten Test wurden nun die Registrierungsdateien beider Server auf dem Kon-
textrouter hinterlegt. Um die Tabellen des Kontextrouters zuru¨ckzusetzen, ist dieser
außerdem neu gestartet worden. Dies war no¨tig, da die Serverauswahl mit der stati-
schen Rangliste erfolgte und diese erst nach einem speziﬁschen Timeout aktualisiert
wird. Die Ausgabe des Kontextrouters besta¨tigte nun wieder die U¨bernahme der
Daten in die Servertabelle. Der beste Server (S2) wurde ausgewa¨hlt. Er besaß eine
51%ige U¨bereinstimmung in den Kontexttypen. Das NA-Flag war nun nicht gesetzt.
Somit wurde dem Client angezeigt, dass bei Bedarf eine Alternative zur Verfu¨gung
steht. Im Einzelnen gestaltete sich die Ausgabe wie folgt:
CServers: entry with id 192.168.1.30 inserted
CServers: entry with id 10.0.0.20 inserted
CServers: found best server with x_k 51.020409 and service 1 at id
10.0.0.20 na-flag is 0
CClients: inserted service 1 at 10.0.0.30 with server 10.0.0.20
Die Ergebnisse werden auch durch Abbildung 9.8 besta¨tigt. Dort ist das aufgezeich-
nete Antwortpaket des Kontextrouters dargestellt. Das NA-Flag ist, wie bereits er-
wa¨hnt, dieses Mal nicht gesetzt. Die weitere Belegung der Paketerweiterung ent-
spricht im Wesentlichen der aus Abbildung 9.7. Allerdings werden nun der zum S2
geho¨rende Identiﬁer und die von diesem Server unterstu¨tzten Kontexttypen ange-
zeigt.
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Identifier = 10.0.0.20
Service = 1 Ct: 1, 2, 3 = Erweiterung des AODV-RREPNA-Flag = 0Anfang des 
AODV-Paketes
Abbildung 9.8: RREP-Paket nach erster Anfrage durch den Client
Der Client musste den gefundenen Server nach Empfang des RREP ablehnen und
dafu¨r erneut eine Anfrage senden. Laut Konzept war dabei der Identiﬁer des letzten
RREP-Paketes mit zu u¨bertragen. Ein auf dieses RREP folgendes RREQ-Paket
ist in Abbildung 9.9 dargestellt. Im Gegensatz zu Abbildung 9.6 hat der Identiﬁer
nun den Wert des zuletzt vorgeschlagenen Servers. Die anderen Werte der AODV-
Paketerweiterung sind unvera¨ndert.
Type = 16
Length = 58
Identifier = 10.0.0.20
Service = 1
Ct(P): 1(7), 2(5), 3(4), 4(6), 5(3), 6(1), 7(2), 8(3), 9(4), 10(0)
= Erweiterung des AODV-RREQAnfang des 
AODV-Paketes
Abbildung 9.9: Wiederholtes erweitertes RREQ-Paket vom Client
Session = 2
Identifier = 192.168.1.30
Service = 1 Ct: 4, 5, 7, 8 = Erweiterung des AODV-RREQ
Anfang des 
AODV-Paketes
NA-Flag = 1
Abbildung 9.10: RREP-Paket nach wiederholter Anfrage durch den Client
Nach dem Empfang des zweiten RREQs wa¨hlte der Kontextrouter den na¨chsten
Server (S1) in der Rangliste aus und sendete, wie in Abbildung 9.10 dargestellt, ein
RREP zuru¨ck. Dort wurde fu¨r die anschließende Kommunikation ein neuer Wert
fu¨r Session und der aktualisierte Identiﬁer u¨bertragen. Des Weiteren waren nun
die vom Server S1 unterstu¨tzten Kontexttypen enthalten. Das NA-Flag war gesetzt,
wodurch dem Client angezeigt wurde, dass es keine weitere Server gibt, die diesen
Dienst unterstu¨tzen.
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Mit den vorangegangenen Tests konnte die korrekte Struktur der erweiterten RREQ-
und RREP-Pakete und die richtige Funktionsweise des Kontextrouters anhand ei-
ner Auswahlfunktion erfolgreich nachgewiesen werden. Die Kommunikation erfolgte
dabei u¨ber zwei Hops. Das Verfahren ist damit fu¨r Ad-hoc-Netze geeignet. Dabei ar-
beitete es mit der Implementierung AODV-UU zusammen. Das fu¨hrt zu der Schluss-
folgerung, dass auch die regula¨ren AODV-Funktionen des Kontextrouters nach Stan-
dard arbeiten.
9.3.4 Weiterleitungsfunktion
Nach einer Dienstregistrierung kann ein Client mit dem gefundenen Server kom-
munizieren. Der Kontextrouter leitet dazu die zugeho¨rigen Daten entsprechend Ab-
schnitt 6.3.2.6 weiter. Dazu muss der Identiﬁer eines ankommenden IP-Paketes aus-
getauscht und das modiﬁzierte Paket an den gewu¨nschten Zielserver weitergesendet
werden. Herko¨mmlicher IP-Verkehr ist vom Kontextrouter dagegen konventionell zu
routen.
9.3.4.1 Durchfu¨hrung
Um die Weiterleitungsfunktion zu veriﬁzieren, wurde die Testanordnung aus Ab-
bildung 9.11 verwendet. Bei diesem Test konnte darauf verzichtet werden, Regis-
trierungsdateien von Servern beim Kontextrouter abzulegen, weil der Router alle
IP-Pakete weiterleitet, sofern diese die entsprechenden Erweiterungen besitzen und
der Identiﬁer eine IP-Adresse repra¨sentiert, deren Route bekannt ist. Es sei an dieser
Stelle noch einmal darauf hingewiesen, dass das Konzept des kontextsensitiven Rou-
tings nicht vorschreibt, dass als Identiﬁer die IP-Adresse des in Frage kommenden
Zielservers verwendet werden muss. Es ko¨nnen auch andere eindeutige Kennungen
genutzt werden. Allerdings erschwert dies die Nutzung einer Blacklist durch den
Client.
Kontextrouter
Ad-hoc-Netz (WLAN)IP-Infrastrukturnetz
IP: 10.0.0.10
MAC: 00:02:2d:49:8c:ff
IP: 192.168.1.10
MAC: 00:50:04:ee:96:52 Knoten 1
IP: 10.0.0.20
MAC: 00:09:5b:bb:36:08
Knoten 3
IP: 192.168.1.30
MAC: 00:05:5d:d3:d5:ec
Knoten 2
IP: 10.0.0.30
MAC: 00:e0:00:d1:d0:34
Abbildung 9.11: Anordnung fu¨r Weiterleitungstest
Zum Test wurde vom Knoten 2 aus ein speziell pra¨pariertes Ping-Paket (ICMP-Echo-
Request) entsprechend dem in Abschnitt 6.3.2.6 vorgestellten Konzept zur Weiter-
leitung von IP-Paketen gesendet. Dazu sind die in Abschnitt 8.3.1 erwa¨hnten Click-
Skripte verwendet worden. Im Testszenario befand sich der Knoten 2 außer Reichwei-
te des Kontextrouters, sodass Knoten 1 zur Weiterleitung der Pakete genutzt wurde.
Dieser Knoten arbeitete dabei wieder mit AODV-UU. Zur Weiterleitung der Pakete
musste der Kontextrouter deren IP-Header entsprechend dem Konzept modiﬁzie-
ren und an den Zielserver (Knoten 3) senden. Dieser Knoten sollte dann ebenfalls
mit einem fu¨r das kontextsensitive Routing pra¨parierten ICMP-Echo-Reply-Paket
9.3. Funktionstest 143
antworten. Die Antwort war wieder an den Kontextrouter zu u¨bertragen, wo der
IP-Header entsprechend dem Konzept modiﬁziert und das Paket u¨ber Knoten 1 an
Knoten 2 gesendet werden sollte.
Neben der Weiterleitungsfunktion wurde mit dieser Anordnung auch getestet, ob die
herko¨mmliche IP-Kommunikation u¨ber Netzgrenzen hinweg funktioniert. Dazu ist
mit Hilfe eines herko¨mmlichen Ping versucht worden, Knoten 3 von Knoten 2 aus
zu erreichen und umgekehrt. Einzige Voraussetzung dafu¨r war, dass bei den mitein-
ander kommunizierenden Knoten 2 und 3 der Kontextrouter als Default-Gateway
eingetragen ist, da es den Betriebssystemen sonst nicht mo¨glich ist, Zieladresse und
Netzwerkschnittstelle richtig zuzuordnen.
9.3.4.2 Auswertung
Die richtige Funktionsweise konnte wieder mit Hilfe von Wireshark nachgewiesen
werden. Abbildung 9.12 zeigt dazu die Ausgabe der ICMP-Pakete an den Schnitt-
stellen, die den Zugang zu den an der Kommunikation beteiligten Netzwerken bil-
den. Im oberen Teil der Abbildung beﬁndet sich die Ausgabe fu¨r das Ad-hoc-Netz
und im unteren Teil die des Ethernets. Anhand der Zeitstempel ist ersichtlich, dass
Knoten 2 (IP: 10.0.0.30) ein ICMP-Echo-Request u¨ber Knoten 1 an den Kontext-
router (IP: 10.0.0.10) gesendet hat. Dieser leitete es u¨ber das Ethernet-Interface
(IP: 192.168.1.10) an den Knoten 3 (IP: 192.168.1.30) weiter. Die Antwort in um-
gekehrter Richtung kann mit dem ICMP-Echo-Reply nachverfolgt werden. Dieses
erscheint in Abbildung 9.12 jeweils zweimal an der Ad-hoc-Netz-Schnittstelle, da
Wireshark auch die U¨bermittlung von Knoten 1 zu Knoten 2 registriert hatte.
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Abbildung 9.12: Weiterleitung von Paketen beim Kontextrouter
Eine weitere Analyse der markierten Pakete zeigt Abbildung 9.13. Dort stimmt der
Aufbau des Options-Feldes von IPv4 mit dem Vorschlag aus Abschnitt 6.3.2.6 u¨ber-
ein. Das Copied Flag ist gesetzt, die Option Class hat den Wert 0 und die Option
Number den Wert 30. Die La¨nge des Options-Feldes betra¨gt 8 Bytes. In diesem Fall
hat die Session die Kennung 1. Diese ist, wie vorgeschrieben, bei beiden Paketen
gleich. Bei den zu Knoten 2 geho¨renden ICMP-Echo-Requests ist der auf Knoten 3
mappende Identiﬁer enthalten. Dieser wurde vom Kontextrouter ausgetauscht und
durch den auf den Knoten 2 mappenden Identiﬁer ersetzt. Anhand der Protokollda-
ten kann auch nachvollzogen werden, dass die ICMP-Daten in beiden Fa¨llen identisch
waren.
Abschließend wurde die U¨bertragung mit herko¨mmlichen IP-Verkehr getestet. Dazu
wurde das Click-Skript auf dem Knoten 2 so modiﬁziert, dass
”
normale“ ICMP-Echo-
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C = 1, OC = 0, ON = 30
Option Length = 8 Bytes
Session = 1
Identifier = 192.168.1.30
9e:
08:
00 01:
c0 a8 01 1e:
C = 1, OC = 0, ON = 30
Option Length = 8 Bytes
Session = 1
Identifier = 10.0.0.30
9e:
08:
00 01:
c0 a8 01 1e:
Abbildung 9.13: Das Option-Feld im modiﬁzierten ICMP-Echo-Request
Request-Pakete versendet werden konnten. Die U¨bertragung erfolgte problemlos. In
Abbildung 9.14 sind IP-Quelle und -Ziel zu sehen. Außerdem ist wieder anhand
der MAC-Adressen zu erkennen, dass die Kommunikation u¨ber Knoten 1 und den
Kontextrouter erfolgte.
Abbildung 9.14: Versand herko¨mmlicher Ping-Pakete
Der Kontextrouter erfu¨llt damit alle an ihn gestellten Vermittlungsaufgaben. Da
der Test mit Ping-Paketen eine Kommunikation in beide Richtungen erfordert, ist
damit bewiesen, dass die Kommunikation unabha¨ngig vom Netzwerktyp, d. h. in
heterogenen Netzwerkumgebungen, funktioniert. Bei einer Anfrage vom Ethernet
aus muss er dazu allerdings die Routensuche im Ad-hoc-Netz u¨bernehmen.
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9.3.5 Rerouting
Fa¨llt ein Server wa¨hrend der aktuellen Dienstkommunikation aus, ist der Kontext-
router in der Lage den zugeho¨rigen Verkehr an einen alternativen Server weiterzu-
leiten. Der folgende Test diente zum Nachweis dieser Funktion.
9.3.5.1 Durchfu¨hrung
Das Veriﬁzieren des Reroutings erfolgte mit dem Versuchsaufbau aus Abbil-
dung 9.15. Die in diesem Szenario eingesetzte Software entspricht derjenigen aus
Abschnitt 9.3.4. Der Kontextrouter war so konﬁguriert, dass zur Bestimmung ei-
nes geeigneten Servers der Algorithmus fu¨r die gewichtete Auswahl genutzt wird.
Die vom alternativen Server unterstu¨tzten Kontexttypen konnten dabei beliebig von
denen des urspru¨nglichen Servers abweichen. In der dynamischen Variante des Aus-
wahlalgorithmus kann diese Abweichung auch begrenzt werden.
Kontextrouter
Ad-hoc-Netz (WLAN)IP-Infrastrukturnetz
IP: 10.0.0.10
MAC: 00:02:2d:49:8c:ff
IP: 192.168.1.10
MAC: 00:50:04:ee:96:52
S2 (Knoten 1)
IP: 10.0.0.20
MAC: 00:09:5b:bb:36:08
S1 (Knoten 3)
IP: 192.168.1.30
MAC: 00:05:5d:d3:d5:ec
Client (Knoten 2)
IP: 10.0.0.30
MAC: 00:e0:00:d1:d0:34
Abbildung 9.15: Anordnung fu¨r Rerouting-Test
Knoten 2 arbeitete bei diesem Test als Client und war bereits im Besitz der Router-
IP-Adresse. Er sollte eine Dienstanfrage starten und dabei dem Kontextrouter mit-
teilen, dass ein Rerouting erlaubt ist (NR-Flag ist nicht gesetzt). Der Dienst und
die vom Client bereitgestellten Kontexttypen sowie deren Priorisierung entsprachen
den Vorgaben aus der Dienstanfrage in Abschnitt 9.3.3. Das Gleiche gilt fu¨r die
Registrierungsdateien der Server S1 und S2, die bereits auf dem Kontextrouter ab-
gelegt waren. Die weitere Kommunikation sollte dann entsprechend dem Konzept
erfolgen. Danach muss der Kontextrouter nach Empfang des erweiterten RREQs S2
als den geeignetsten Server fu¨r den Client identiﬁzieren. Nach einer entsprechenden
Antwort des Kontextrouters ko¨nnen dann Client und Server miteinander kommu-
nizieren. Dazu sendet der Client entsprechend modiﬁzierte Ping-Pakete. Wa¨hrend
dieser Kommunikation verla¨sst dann S2 das Ad-hoc-Netz bzw. gera¨t außer Reichwei-
te. Entsprechend dem Konzept von AODV (RFC 3561), versucht der Kontextrouter
daraufhin, eine neue Route zu dem Server zu ﬁnden. Die Anzahl der Versuche ist
dabei begrenzt. Wird keine Route gefunden, leitet der Router alle Anfragen an einen
alternativen Server – den na¨chsten in der Serverrangliste – weiter.
9.3.5.2 Auswertung
Wa¨hrend der Versuchsdurchfu¨hrung konnte u¨ber die folgenden Ausgaben des Kon-
textrouters der Reroutingprozess analysiert werden:
CServers: found best server with x_k 51.020409 and service 1 at id 10.0.0.20 na-
flag is 0
CClients: inserted service 1 at 10.0.0.30 with server 10.0.0.20
CClients: found entry with id 10.0.0.30 and sid 1
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CIPForward: entry found, forwarding to server 10.0.0.20
CClients: found entry with id 10.0.0.30 and sid 1
CIPForward: entry found, forwarding to client 10.0.0.30
CClients: found entry with id 10.0.0.30 and sid 1
...
CIPForward: entry found, forwarding to server 10.0.0.20
CServers: entry with 10.0.0.20 deleted
cservers: file /home/register/335544330.list deleted
CClients: found entry with id 10.0.0.30 and sid 1
...
CIPForward: found alternative server 192.168.1.30, forwarding packet with src
10.0.0.10 dst 192.168.1.30 id 10.0.0.30 to network
CClients: update - delete ls 10.0.0.20, insert ns 192.168.1.30 at entry 10.0.0.30
CClients: found entry with id 10.0.0.30 and sid 1
CIPForward: entry found, forwarding to client 10.0.0.30
CClients: found entry with id 10.0.0.30 and sid 1
Bei der Anfrage des Clients wurde Server S2 (id 10.0.0.20) ausgewa¨hlt und in die
zu den Servern und Clients zugeho¨rigen Tabellen eingetragen. Danach erhielt der
Kontextrouter ein fu¨r das kontextsensitive Routing modiﬁziertes Ping-Paket vom
Client, u¨berpru¨fte die entsprechende Tabelle in CClients und leitete dann das Paket
an S2 weiter. Die Antwort wurde dementsprechend von S2 an den Client weiterge-
leitet. Dann
”
verließ“ S2 das Ad-hoc-Netz. Der Kontextrouter konnte deshalb keine
ICMP-Echo-Request-Pakete mehr an ihn u¨bergeben. Nachdem auch nach mehre-
ren AODV-RREQ-Anfragen keine Route zu S2 gefunden worden war, leitete der
Kontextrouter das Rerouting ein. Die zum S2 geho¨renden Eintra¨ge in der Server-
Routing-Tabelle und die entsprechende Registrierungsdatei wurden gelo¨scht. Der
Kontextrouter griﬀ daraufhin auf den zweiten Server in der Rangliste zu (alternative
server 192.168.1.30) und aktualisierte alle zugeho¨rigen Tabellen. Dadurch konnten
die Daten jetzt an den Server S1 weitergeleitet werden. Wie im Konzept gefordert,
blieb hierbei die Kennung der Session (sid 1) gleich. Das Rerouting war also erfolg-
reich.
In Abbildung 9.16 ist das erste erfolgreiche Antwortpaket nach dem Rerouting fu¨r
beide Schnittstellen dargestellt. Die Sequencenummern stimmen in beiden Fa¨llen
u¨berein (Sequence number: 10). Die Erweiterung des IP-Paketes fu¨r die Kommu-
nikation zwischen S1 und Kontextrouter beinhaltet den Identiﬁer fu¨r den Client
(10.0.0.30). Das Paket an der Schnittstelle zum Ad-hoc-Netz u¨bermittelt dagegen
den urspru¨nglichen zum Server S2 geho¨renden Identiﬁer (10.0.0.20). Der Client
hatte entsprechend dem Konzept nichts von einem Wechsel des Servers bemerkt. Da
das Rerouting zwischen verschiedenen Netzwerktypen stattfand, ist auch hier wieder
die Interoperabilita¨t des Verfahrens nachgewiesen.
Der aktuelle Ansatz des Rerouting ist fu¨r Ad-hoc-Netze sehr gut geeignet und wurde
fu¨r die dortigen Anforderungen auch eingefu¨hrt. Im Infrastrukturnetz mu¨ssen fu¨r ein
erfolgreiches Rerouting zusa¨tzliche Maßnahmen getroﬀen werden. Aktuell kann sich
ein Server dort beim Kontextrouter u¨ber die Registrierungsdatei abmelden. Wird al-
so beim Rerouting ein Auswahlalgorithmus mit dynamischer Rangliste genutzt, kann
wa¨hrend des Reroutingprozesses festgestellt werden, ob der alternative Server noch
anwesend ist. Allerdings wird ein Ausfall wa¨hrend einer laufenden Kommunikation
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Abbildung 9.16: Rerouting von Server S2 zu Server S1
mit diesem Server nicht bemerkt. Dies ko¨nnte in einer weiteren Entwicklungsstufe
verbessert werden, indem der Server vor Verlassen des Netzwerkes dem Kontext-
router beispielsweise mit Hilfe von entsprechenden Nachrichten mitteilt, dass nun
sa¨mtliche Routertabellen, die diesen Vorgang betreﬀen, aktualisiert werden mu¨ssen.
9.3.6 AODV-Funktionalita¨t
Der Kontextrouter soll sich nach dem Architekturkonzept in einem Ad-hoc-Netz wie
ein mobiler Knoten verhalten. Deshalb war zum Abschluss der Funktionstests noch
die Funktion des AODV bei einem horizontalen Handover (siehe Abschnitt 3.2) zu
veriﬁzieren.
9.3.6.1 Durchfu¨hrung
Fu¨r den Nachweis der AODV-Funktionalita¨t erfolgten zwei Tests. Hierbei wurde
wieder die Versuchsanordnung aus Abbildung 9.2 verwendet. Im ersten Testszenario
kommunizierte Knoten 1 mit dem Kontextrouter. Knoten 2 befand sich diesmal
allerdings zuerst direkt in Reichweite von Knoten 1 und Kontextrouter. Er wurde
dann vom Router weg bewegt, blieb aber wa¨hrend des gesamten Tests in Reichweite
von Knoten 1. War der Abstand zwischen Knoten 2 und Kontextrouter so groß
geworden, dass keine direkte Kommunikation mehr mo¨glich war, musste folglich ein
Handover auf Knoten 1 stattﬁnden. Fu¨r das zweite Testszenario haben die gleichen
Ausgangsbedingungen gegolten, allerdings kommunizierten diesmal Knoten 1 und 2
direkt miteinander. Sobald sich dann beide außer Reichweite bewegten, sollte der
Kontextrouter als Zwischenknoten dienen.
Zur Realisierung der beiden Szenarien wurde auf beiden Knoten AODV-UU ein-
gesetzt. Die Konnektivita¨t zwischen den jeweiligen Knoten ist mit Ping getestet
worden. Wireshark arbeitete auf dem Knoten 2, was an dieser Stelle von Bedeutung
ist, da es die angezeigten duplizierten ICMP-Pakete erkla¨rt.
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9.3.6.2 Auswertung
Wie die Tests zeigten, gliedert sich der Kontextrouter vollsta¨ndig in ein Ad-hoc-Netz
ein. Abbildung 9.17 illustriert dazu die Paketdaten fu¨r das erste Testszenario. Im
oberen Ausgabefenster von Wireshark ist das letzte ICMP-Echo-Reply-Paket der di-
rekten Kommunikation zwischen Knoten 2 und Kontextrouter zu sehen. Nach diesem
Zeitpunkt bewegte sich Knoten 2 außer Reichweite des Kontextrouters und die Rou-
te ging verloren. Der Knoten 2 versuchte nun den Kontextrouter u¨ber Konten 1 zu
ﬁnden. Zu sehen ist dies an der Ziel-MAC-Adresse des ICMP-Echo-Request-Pakets
(Nr. 664, mittlere Paketdarstellung in Abbildung 9.17), die zum Knoten 1 geho¨rt.
Die Ziel-IP-Adresse ist hierbei gleich geblieben. Das erste darauf folgende erfolgrei-
che ICMP-Echo-Reply-Paket ist das Paket Nr. 681, dessen Inhalt in Abbildung 9.17
unten dargestellt ist. Der Abstand zwischen Anfrage und Antwort betra¨gt dabei ca.
3,6 s. In dieser Zeit wurden 4 unbeantwortete ICMP-Echo-Requests gesendet. Bei
den anderen angezeigten Requests handelte es sich um die
”
mitgeho¨rten“ Anfragen
vom Zwischenknoten zum Kontextrouter.
Abbildung 9.17: Handover beim ersten Szenario
Im zweiten Testszenario – Kontextrouter als Zwischenknoten – ergab sich das glei-
che Verhalten. In Abbildung 9.18 ist dazu ein Spezialfall dargestellt, bei dem die
Kommunikation wa¨hrend des Handovers u¨ber verschiedene Wege erfolgte. Dort ist
anhand der MAC-Adressen zu sehen, dass das ICMP-Echo-Request zwar u¨ber den
Kontextrouter weitergeleitet worden ist, Knoten 1 aber direkt dem Knoten 2 geant-
wortet hat. Dieser Eﬀekt trat bei dieser Messung deshalb versta¨rkt auf, weil die
Sendeleistung der Netzwerkkarte am Knoten 1 gro¨ßer war als beim Kontextrouter
und beim Knoten 2. D. h., dass in der Phase eines Handovers alle Gera¨te zwar Da-
ten vom Knoten 2 direkt empfangen, aber nicht direkt an ihn senden konnten. Bei
Knoten 1 wurden also alle beteiligten Gera¨te als direkte Nachbarn erkannt, wa¨hrend
bei Knoten 2 nur der Kontextrouter als unmittelbarer Nachbar zur Verfu¨gung stand.
Dass es sich um die zur Anfrage geho¨rende Antwort handelte, ist in Abbildung 9.18
an der identischen Sequenznummer zu erkennen.
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Sequenznummer
Abbildung 9.18: Handover beim zweiten Szenario
9.4 Performancetest
Die im Rahmen des Perfomancetest durchgefu¨hrten Messungen sollten erste Aussa-
gen u¨ber die Leistungsfa¨higkeit des Kontextrouters wa¨hrend des Reroutings liefern.
9.4.1 Durchfu¨hrung
Fu¨r die Messungen wurde die Versuchsanordnung aus Abbildung 9.15 genutzt. Dabei
wurde mit Hilfe von Wireshark die Zeit gemessen, die zwischen dem Ausfall eines Ser-
vers bis zum Finden eines alternativen Servers verging. Die Messung erfolgte an der
WLAN-Schnittstelle des Kontextrouters. Zur Aufnahme der Zeit diente der Abstand
zwischen erstem ankommenden ICMP-Echo-Request-Paket, welches den Server S2
nicht mehr erreichen konnte und dem ersten erfolgreich vom alternativen Server
empfangenen ICMP-Echo-Reply-Paket. Um die Zeit zu erhalten, die allein fu¨r den
Reroutingprozess no¨tig ist, musste die Dauer, die das Ping-Paket vom Kontextrouter
zum alternativen Server und wieder zuru¨ck beno¨tigt hat, abgezogen werden.
9.4.2 Auswertung
Insgesamt wurden 60 Messungen durchgefu¨hrt (siehe Anhang F). Die einzelnen Wer-
te schwankten zwischen 7,66 s und 8,51 s. Der Durchschnitt betrug 8,16 s. Diese
Werte erscheinen im ersten Moment als sehr hoch. Zu beru¨cksichtigen ist dabei je-
doch, dass sich der Kontextrouter innerhalb eines Ad-hoc-Netzes bei Routenverlust,
wie in Abschnitt 9.3.5 erla¨utert, nach RFC 3561 verha¨lt. So wird per Default dreimal
versucht, eine neue Route zu einem Netzknoten zu ﬁnden. Bei jedem Versuch muss
eine bestimmte Zeit auf eine eventuelle Antwort gewartet werden, bevor ein wei-
teres RREQ-Paket gesendet werden darf oder aber ein Rerouting eingeleitet wird.
Unter diesen Voraussetzungen ist zuku¨nftig noch eine Optimierung des Rerouting-
prozesses mo¨glich. Allerdings ko¨nnen dabei die Anzahl und die zeitlichen Absta¨nde
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der Versuche, eine neue Route zu ﬁnden, nicht beliebig minimiert werden. Aufgrund
der stetigen Topologiea¨nderung wu¨rde sich dann gerade in mobilen Netzwerken die
Anzahl der Reroutingprozesse stark erho¨hen. Hinzu kommt, dass der Optimierungs-
prozess auch von der jeweiligen Netzgro¨ße abha¨ngig ist.
Zu beachten ist außerdem, dass sich der alternative Server bei der aktuellen Messung
im IP-Infrastrukturnetz befand. Sobald sich dieser ebenfalls im Ad-hoc-Netz aufha¨lt,
ko¨nnen sich die gemessenen Zeiten mo¨glicherweise weiter erho¨hen. Es muss dann
zusa¨tzlich erst noch eine Wegesuche zum alternativen Server eingeleitet werden.
Spu¨rbar wird dies aber erst, wenn der Server u¨ber mehrere Hops erreichbar und die
Netztopologie sehr dynamisch ist.
Eine weitere Mo¨glichkeit, diesbezu¨glich die Reaktionszeit beim Rerouting zu ver-
ringern, besteht darin, mehrere Routen zu gleichwertigen Servern gleichzeitig zu
betreiben oder zumindest fu¨r die Dauer der Kommunikation
”
oﬀen“ zu halten. So-
bald dann der kommunizierende Server nicht mehr erreichbar ist, ko¨nnen die vor-
gehaltenen Routen sofort genutzt werden. Sicherlich gibt es diesbezu¨glich noch eine
Reihe weiterer Ansa¨tze (z. B. parallele Routen zu demselben Server), die aber The-
ma zuku¨nftiger Forschungen sein mu¨ssen. Einen ersten Eindruck u¨ber die dabei
zu beru¨cksichtigenden Probleme hat der durchgefu¨hrte Performancetest aufgezeigt.
Weitere Betrachtungen gehen jedoch u¨ber den Rahmen dieser Arbeit hinaus.
9.5 Kapitelzusammenfassung
Die vorliegenden Funktionstests sind konzeptioniert worden, um das in Kapitel 6
vorgeschlagene Architekturkonzept und insbesondere den Kontextrouter als Kern-
element testen zu ko¨nnen. Die wa¨hrend der Durchfu¨hrung verwendeten Versuchsan-
ordnungen und Hilfsmittel wurden beschrieben, sodass alle Ergebnisse reproduzier-
bar sind. Die Funktionstests wurden auf Versuche im WLAN-Ad-hoc-Netz und dem
IP-Infrastrukturnetz beschra¨nkt, weil das beim Demonstrator auf Basis des Ethernet
realisierte Ad-hoc-Netz diesbezu¨glich bereits in [Wenz07a] gepru¨ft wurde.
Somit konnte nun fu¨r den gesamten Demonstrator nachgewiesen werden, dass der
Kontextrouter die an ihn gestellten und im Konzept aufgefu¨hrten Anforderungen
erfu¨llt. Dazu geho¨ren:
• das Versenden von Advertisements und die Reaktion auf Solicitations.
• das Registrieren von Diensten.
• die Bearbeitung von Dienstanfragen.
• die Unterstu¨tzung einer alternativen Serverwahl durch den Client.
• das Routing bzw. die Weiterleitung von fu¨r kontextsensitive Dienste modiﬁ-
ziertem IP-Verkehr.
• das Routing bzw. die Weiterleitung von herko¨mmlichem IP-Verkehr.
• das Rerouting bei einem Serverausfall.
• der Einsatz als mobiler Knoten im Ad-hoc-Netz.
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Die Tests fanden in der Regel u¨ber mehrere Hops im AODV-Netz statt. Dabei wurde
auch die Interoperabilita¨t zu AODV-UU erfolgreich getestet. Schließlich konnte mit
den vorliegenden Tests auch nachgewiesen werden, dass das System in heterogenen
Netzwerkumgebungen funktioniert. Der Aufbau und die Erweiterung der im Kon-
zept vorgeschlagenen Pakete haben sich bei allen Tests bewa¨hrt und sind zu den
herko¨mmlichen Protokollen kompatibel.
Mit dem Performance-Test konnte gezeigt werden, wie sich das System unter den
Vorgaben von AODV (RFC 3561) verha¨lt, nachdem ein Netzknoten nicht mehr er-
reichbar ist. Hier besteht noch Bedarf an weiteren Forschungen, um die Zeiten fu¨r
den Reroutingprozess zu verbessern. Dazu wurden erste Lo¨sungsansa¨tze vorgestellt.
So kann beispielsweise das Verhalten von AODV fu¨r den Fall einer erfolglosen Rou-
tensuche modiﬁziert werden. Eine weitere Variante wa¨re die gleichzeitige Nutzung
bzw. Aufrechterhaltung von Routen zu mehreren Servern.
Wa¨hrend der Tests sind auch kleinere Probleme aufgetreten, die letztlich aber nicht
das Konzept des kontextsensitiven Routings beeintra¨chtigen, sondern auf den Be-
trieb des Routers im Userlevel -Modus zuru¨ckzufu¨hren sind. Folgende wesentliche
Erfahrungen wurden gesammelt:
• Pings vom Kernel selbst werden an Click nicht u¨bergeben. Deshalb besitzen
die Click-Skripte eine eigene Funktion zur Bearbeitung von Ping-Paketen. Au-
ßerdem ist bei Tests mit Ping diese Funktion im Linux-Kernel zu unterbinden,
da die Ergebnisse sonst durch Duplikate verfa¨lscht werden.
• Es ist zu beru¨cksichtigen, dass der Kontextrouter im Userlevel -Modus arbei-
tet. Kommunikationsdaten von Anwendungsprotokollen (z. B. SSH) u¨bergibt
der Kernel jedoch direkt an die Netzwerkschnittstelle. Die vom Kernel verwal-
tete Routingtabelle ist mit der des AODV jedoch nicht identisch, sodass eine
Kommunikation u¨ber mehrere Hops fehlschla¨gt.
• Die Eigenschaften des Ad-hoc-Netzes waren stark von den Umgebungspara-
metern abha¨ngig. Gerade fu¨r zuku¨nftige Verkehrsmessungen wird es deshalb
notwendig sein, eine Umgebung zu schaﬀen, die von a¨ußeren Einﬂu¨ssen (z. B.
durch weitere WLANs) weitestgehend frei ist.
• Die Performancetests sind stark von der verwendeten Hardware abha¨ngig.
Zuku¨nftig ko¨nnen bei solchen Messungen schon deshalb bessere Ergebnis-
se erwartet werden, weil sich die Bitrate durch den Einsatz von WLAN-
Netzwerkkarten, die die neuesten Speziﬁkationen umsetzen, erho¨hen la¨sst. Der
Kontextrouter unterstu¨tzt gegenwa¨rtig nur 11 MBit/s. Die Daten der anderen
Netzknoten sind in Anhang E enthalten.
Die Tests haben alle Hauptfunktionen der kontextsensitiven Routingarchitektur er-
folgreich nachgewiesen. Natu¨rlich sind daru¨ber hinaus noch viele weitere Versuche
mo¨glich und fu¨r die weitere Entwicklung unumga¨nglich. Allerdings zeigen die Er-
gebnisse, dass der vorgestellte Demonstrator eine solide Basis dafu¨r bilden kann. Er
stellt daru¨ber hinaus auch ein ﬂexibles Mittel zum Test von realen kontextsensitiven
Diensten dar.
10. Ausblick
Die vorgestellte Architektur fu¨r das kontextsensitive Routing bildet eine solide
Grundlage fu¨r zuku¨nftige Arbeiten und Forschungen. Um das Konzept in einer IPv6-
Umgebung einsetzen zu ko¨nnen, muss lediglich eine Anpassung der betroﬀenen Pro-
tokolle erfolgen.
Zur Erga¨nzung sollte die Demonstratorumgebung in der na¨chsten Entwicklungs-
phase multicastfa¨hig gestaltet werden. Fu¨r die Routingarchitektur ist deshalb ei-
ne Multicastkommunikation zu bevorzugen, weil Ad-hoc-Netze in der Regel keine
Weiterleitung von Teilnehmerdaten via herko¨mmlichen Broadcast unterstu¨tzen. Die
Multicastunterstu¨tzung bildet auch die Voraussetzung fu¨r eine Umstellung des De-
monstrators auf IPv6.
Vor einem produktiven Einsatz sind Simulationen und zusa¨tzliche Tests notwen-
dig. Dazu ist der Demonstrator weiter auszubauen. Mit Hilfe von Virtualisierungs-
software ko¨nnen dabei mehrere Endgera¨te auf einer Hardwareplattform realisiert
werden, sodass zuku¨nftig auch sehr große Testnetzwerke realisierbar sind. Fu¨r Simu-
lationen bietet sich die ns-2-Schnittstelle zur Routersoftware Click an.
Einen weiteren Schwerpunkt der zuku¨nftigen Forschungsarbeit sollte der Bereich
des Rerouting bilden. So ist beispielsweise die Dauer des Reroutingprozesses noch
zu optimieren. Diesbezu¨gliche Lo¨sungsansa¨tze wurden in Abschnitt 9.4 vorgestellt.
Aber auch im Zusammenspiel mit der Mo¨glichkeit der Ablehnung eines Servers durch
den Client, ist die Kommunikationsprozedur weiter zu entwickeln. Eine mo¨gliche
Variante ko¨nnte darin bestehen, dass der Client zu Beginn im RREQ eine Liste
mit unerwu¨nschten Servern an den Kontextrouter mit u¨bermittelt und dort auch
angibt, inwieweit im Falle eines Rerouting die vom Dienst unterstu¨tzen Kontexttypen
eines alternativen Servers vom urspru¨nglichen Angebot abweichen du¨rfen. Genauso
ko¨nnte dem Client auch die Mo¨glichkeit gegeben werden, zu entscheiden, welcher
Algorithmus zur Auswahl eines Servers verwendet werden soll.
Es ist auch weiter zu untersuchen, inwieweit die Konﬁgurationsparamter des Kon-
textrouters (z. B. Zeiten fu¨r Alterung der Tabellen) optimiert werden ko¨nnen. Dazu
ließe sich das Konzept um vielfa¨ltige Funktionen erweitern. Beispielsweise ko¨nnten
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den Clients und Servern innerhalb eines Advertisement-Paketes alternative Kontext-
router vorgeschlagen werden. Daru¨ber hinaus ko¨nnte auch eine Kommunikation zwi-
schen verschiedenen Kontextroutern helfen, Informationen u¨ber verfu¨gbare Server
auszutauschen. Damit werden auch Algorithmen zur Last- und Funktionsverteilung
realisierbar. Bei U¨berlastung eines Kontextrouters wa¨re es dann mo¨glich, Anfragen
von Clients an andere alternative Kontextrouter weiterzuleiten. Aber auch innerhalb
des Kontextrouters sollten Mechanismen bzw. Algorithmen vorgesehen werden, die
eine ausgewogene Verteilung der Last unter den registrierten Servern unterstu¨tzen.
A¨hnlich dem DNS ko¨nnte zusa¨tzlich u¨ber eine Kaskadierung oder Baumtopologie
eine Anfrage, die von einem Kontextrouter nicht beantwortet werden kann, an einen
Nachbarrouter weitergegeben werden. Aktuell werden die Informationen u¨ber einen
Kontextrouter nur innerhalb eines an diesem angeschlossenen IP-Subnetzes bzw.
des Ad-hoc-Netzes verbreitet. Soll eine Verbreitung u¨ber Netzwerkgrenzen hinweg
erfolgen, ko¨nnten als Relay-Agenten arbeitende Netzknoten bzw. Router eingesetzt
werden.
Auch die Middleware fu¨r Client und Server bedarf noch weiterer Entwicklun-
gen. Ziel sollten hierbei integrierte Lo¨sungen sein, die die entsprechenden Diens-
te/Anwendungen einbinden. Zwar ko¨nnen mit den derzeitigen Implementierungen
alle Funktionen des kontextsensitiven Routings realisiert werden, fu¨r einen produk-
tiven Einsatz reicht dies aber noch nicht aus. Im Speziellen mu¨sste fu¨r den Client
untersucht werden, wie eine Kommunikation zwischen herko¨mmlichen kontextsensi-
tiven Anwendungen und dem erweiterten AODV erfolgen kann. Einen vielverspre-
chenden Ansatz hierzu liefert [Renh08]. Als aussichtsreich erscheint dabei die Ent-
wicklung und Bereitstellung einer API. U¨ber diese ko¨nnte dann jede Anwendung
angepasst werden. Aktuell wurde zur besseren Handhabbarkeit und eﬃzienten Ver-
waltung des Kontextrouters mit Arbeiten an einer graﬁschen Oberﬂa¨che begonnen.
Auch fu¨r die Serververwaltung soll zuku¨nftig ein Graphical User Interface (GUI)
folgen. Weitere detaillierte Vorschla¨ge fu¨r zuku¨nftige Arbeiten an Clients und Server
wurden bereits in den Abschnitten 8.3.2 und 8.4.2 diskutiert.
Die Routingprotokolle sind einer stetigen Weiterentwicklung ausgesetzt. Deshalb ist
bei zuku¨nftigen Arbeiten darauf zu achten, welche dieser Protokollentwicklungen
in Bezug auf das kontextsensitive Routing attraktiv wa¨ren und ggf. sogar Vorteile
gegenu¨ber dem AODV besitzen. Es muss dann jeweils entschieden werden, ob die
Routerarchitektur dem
”
neuen“ Routingprotokoll anzupassen ist.
Schließlich ist die Architektur auch auf Sicherheitsrisiken hin zu untersuchen. Bei den
in Click realisierten Kontextrouter wird außerdem eine U¨berfu¨hrung in den Kernel -
Modus empfohlen.
11. Zusammenfassung
Die vorliegende Arbeit war von den Herausforderungen mobiler Ad-hoc-Netze mo-
tiviert. Durch deren dynamische Topologie ko¨nnen bisher aus Infrastrukturnetzen
bekannte Verfahren zur Nutzung und zum Verwalten von Netzwerken nicht einfach
u¨bernommen werden. Dies gilt insbesondere fu¨r die Routingverfahren und fu¨r die
Suche nach Diensten sowie deren Bereitstellung. Aus dieser Erkenntnis heraus wur-
de nach einer Mo¨glichkeit gesucht, um den Nutzern eines solchen Netzwerkes den
Zugriﬀ auf Dienste zu ermo¨glichen. Der Trend zu kontextsensitiven Diensten war
dabei zu beru¨cksichtigen.
Bereits in der Einleitung (Kapitel 1) wurde darauf hingewiesen, dass zur Lo¨sung
dieser Aufgabe eine Zusammenfu¨hrung von Routing und Dienstsuche als sehr gu¨ns-
tig erschien, weil so ein fu¨r den Nutzer auf ihn am besten passender Dienstanbie-
ter gefunden werden kann. Daru¨ber hinaus mu¨ssen zur Bereitstellung von Diensten
zwar netzu¨bergreifende Lo¨sungen geschaﬀen werden, Ad-hoc-Netze stellen hierbei
durch ihre dynamische Topologie aber eine besondere Herausforderung dar. Eine
weitere Feststellung war, dass die Kommunikation in heterogenen Netzwerken auch
zuku¨nftig vorrangig u¨ber das IP erfolgen wird. Zur Schaﬀung einer breiten Wissens-
grundlage fu¨r die Konzeption eines kontextsensitiven Routingverfahrens wurden als
erstes die Themengebiete Ad-hoc-Netze und Routing untersucht. Grundlage fu¨r de-
ren Auswahl war dabei die Erkenntnis, dass in Bezug auf das Routing Ad-hoc-Netze
gegenu¨ber Infrastrukturnetzen anspruchsvoller sind.
Um die Anforderungen fu¨r ein solches Netz ermitteln zu ko¨nnen, ging Kapitel 2 zu-
na¨chst auf die Eigenschaften von Ad-hoc-Netzen und die sich dadurch ergebenden
Herausforderungen ein. Dabei konnte die Komplexita¨t der Kommunikationsprozesse
und die Besonderheiten gegenu¨ber den Infrastrukturnetzen aufgezeigt werden. Ad-
hoc-Netze bieten durch ihre Philosophie aber auch viele Vorteile. Sie sind selbstorga-
nisierend und bedu¨rfen keinerlei Infrastruktur. Ein Erfolg von Ad-hoc-Netzen wird
hauptsa¨chlich mit der Art ihrer Realisierung zusammenha¨ngen. Allerdings werden
sich Ad-hoc- und Infrastrukturnetze im Umfeld des pervasive and ubiquitous Com-
puting sehr gut erga¨nzen. Am Ende des Kapitels wurden die aktuellen verfu¨gbaren
Technologien fu¨r Ad-hoc-Netze verglichen und gegenu¨bergestellt. Im Ergebnis zeig-
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te sich, dass aus heutiger Sicht WLANs am geeignetsten fu¨r die Realisierung von
Ad-hoc-Netzen sind.
Anschließend erfolgte in Kapitel 3 eine Erla¨uterung der sich aus den Eigen-
schaften von Ad-hoc-Netzen ergebenden Anforderungen fu¨r Routingprotokolle und
-verfahren. Es konnten die Herausforderungen und Probleme aufgezeigt werden, die
sich aus dem dynamischen Charakter der Ad-hoc-Netze ergeben. Handover nehmen
dabei einen zentralen Stellenwert ein. Die sich aus den beschriebenen Eigenschaften
ergebenden unbedingten und optionalen Anforderungen an Routingprotokolle wur-
den erla¨utert. Weiterhin erfolgte ein U¨berblick u¨ber aktuelle Routingansa¨tze. De-
ren Spektrum umfasst reaktive, proaktive, hybride und auf spezielle Anforderungen
(positionsbasierte, energiesparende, usw.) hin entwickelte Protokolle. Die dabei ge-
nutzten Funktionsprinzipien wurden vorgestellt. Die
”
speziellen“ Routingprotokolle
erwiesen sich fu¨r den in dieser Arbeit verfolgten Ansatz als nicht geeignet. Allge-
mein ergab sich aus den Erkenntnissen, dass zur Umsetzung des kontextsensitiven
Routings nur ein solches Ad-hoc-Netz-Protokoll als Basis dienen kann, das ein mo¨g-
lichst breites Anwendungsspektrum unterstu¨tzt und trotzdem den Anforderungen
des kontextsensitiven Routings genu¨gt.
Kapitel 4 ging deshalb auf die Thematik der kontextsensitiven Diensterbringung ein.
Fu¨r die Begriﬀe Kontext, Kontexttyp und Kontextinformation wurden Deﬁnitionen
vorgestellt und erla¨utert. Dabei konnte festgestellt werden, dass eine vollsta¨ndige
Beschreibung des Kontextes weder mo¨glich noch no¨tig ist. Daru¨ber hinaus erfolgte
eine Erla¨uterung der notwendigen Voraussetzungen fu¨r eine kontextsensitive Dienst-
erbringung wie Kontexterfassung und -verarbeitung. Der Begriﬀ Dienst wurde fu¨r
diese Arbeit neu deﬁniert und dabei um das Attribut
”
kontextsensitiv“ erweitert.
Des Weiteren fanden Untersuchungen zu aktuellen Methoden der Dienstbereitstel-
lung statt. Dadurch konnten deren Einsatzmo¨glichkeiten fu¨r das kontextsensitive
Routing bewertet werden. Im Ergebnis stellte sich heraus, dass die vorgestellten
Verfahren kontextsensitive Dienste nicht oder nur unzureichend unterstu¨tzen. Zu-
dem hat der Netzprovider keine Mo¨glichkeiten auf die Kommunikationsvorga¨nge
einzuwirken (z. B. fu¨r Monitoring, Lastverteilung). Es konnte auch gezeigt und be-
gru¨ndet werden, dass durch die Trennung von Dienstsuche und Diensterbringung die
Flexibilita¨t des Verfahrens erho¨ht wird. Eine weitere wichtige Erkenntnis war, dass
eine Dienstsuche auf Netzwerkebene eﬃzienter als auf Anwendungsebene ist.
Das Kapitel 5 baute auf die in den vorangegangenen Kapiteln gesammelten Erkennt-
nisse auf und stellte zwei verschiedene Ansa¨tze fu¨r die Suche nach kontextsensitiven
Diensten gegenu¨ber. Der Anycast-Ansatz erwies sich bei der Mo¨glichkeit Dienste
zu adressieren und auszuwa¨hlen als nicht sehr ﬂexibel. Der Ansatz einer zentralen
Datenbank bot dagegen keine ausreichende Verfu¨gbarkeit. Diese Ergebnisse verbun-
den mit den Erkenntnissen aus Kapitel 4 fu¨hrten zu einem Architekturvorschlag,
bei dem bestimmte Netzknoten – die Kontextrouter – u¨ber Kontextwissen verfu¨-
gen. Er vereinigt die Vorteile der beiden urspru¨nglichen Ansa¨tze und zeichnet sich
durch seine Robustheit, Skalierbarkeit sowie Eﬃzienz aus. Der neue Architekturvor-
schlag unterstu¨tzt heterogene Netzwerke und ermo¨glicht eine unabha¨ngige ﬂexible
Dienstadressierung. Der Einsatz von Kontextroutern bietet die Mo¨glichkeit, zuku¨nf-
tig Lastverteilungsmechanismen zu integrieren. Der Ansatz ist durch die Trennung
von Dienstsuche und Diensterbringung interoperabel zu den herko¨mmlichen Verfah-
ren und erfu¨llt dennoch alle an eine zuku¨nftige Architektur gestellten Anforderungen.
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Dem Architekturvorschlag folgend, wurde der Begriﬀ des kontextsensitiven Routings
erla¨utert und deﬁniert.
Diese Ergebnisse dienten nun in Kapitel 6 als Basis fu¨r ein detailliertes Konzept zur
Umsetzung der Architektur. Zu Beginn erfolgte dazu eine Erla¨uterung sa¨mtlicher
Kommunikationsvorga¨nge. Daraus ergaben sich zwei Mo¨glichkeiten, die Dienstkom-
munikation im Anschluss an die Dienstsuche zu realisieren. Die Proxykommunikati-
on bot dabei mehr Vorteile gegenu¨ber einer direkten Kommunikation und entsprach
besser den Anforderungen an das Konzept. Mit den Ergebnissen aus der Untersu-
chung der Routingprotokolle in Kapitel 3 und den sich aus Kapitel 5 ergebenden
Anforderungen erwies sich AODV am geeignetsten als Basis fu¨r das zu entwickelnde
Routingprotokoll. Daraufhin wurde dessen Verhalten in heterogenen Netzwerkum-
gebungen diskutiert und nachgewiesen, dass die Anforderungen des Konzeptes er-
fu¨llt werden. In der anschließenden konzeptionellen Diskussion entstanden als Er-
gebnis Lo¨sungen zu den einzelnen Kommunikationsfunktionen (z. B. Adressierung,
Dienstanmeldung, Dienstanfrage, Kommunikation zwischen Client und Server etc.).
Dabei ﬂossen die Schlussfolgerungen der vorhergehenden Kapitel als Anforderungen
mit in das Konzept ein. Sofern mehrere Lo¨sungen fu¨r die Realisierung bestimmter
Funktionen bereitstanden, wurden diese verglichen und die fu¨r das Konzept geeig-
netste ausgewa¨hlt (z. B. bei der Adressierung). Alle dafu¨r getroﬀenen Entscheidun-
gen wurden begru¨ndet. Es erfolgten detaillierte Beschreibungen zu den notwendigen
Modiﬁkationen an den beteiligten Protokollen (AODV, ICMP, IP). Besonderer Wert
lag bei der Entwicklung der Protokollerweiterungen auf Standardkonformita¨t. Auch
die Aufgaben der an der Routingarchitektur beteiligten Netzknoten wurden ausfu¨hr-
lich diskutiert und beschrieben. Daru¨ber hinaus erfolgten Vorschla¨ge zu optionalen
Funktionen (z. B. Auswahl alternativer Server, Mo¨glichkeit von Blacklists). Dies-
bezu¨glich konnten auch drei Auswahlalgorithmen entwickelt und vorgestellt werden,
mit denen u¨ber den Dienst und die beim Client zur Verfu¨gung stehenden Kontextty-
pen ein fu¨r den Nutzer geeigneter Server gefunden wird. Der aktuellen Entwicklung
geschuldet, gestalten sich alle Lo¨sungen fu¨r das Architekturkonzept so, dass dieses
auf IPv6 portierbar ist. Sofern bei den einzelnen Protokollen diesbezu¨glich Modiﬁ-
kationen notwendig sind, erfolgte an den entsprechenden Stellen eine Erla¨uterung.
Eine Gegenu¨berstellung mit den Verfahren zur Dienstsuche aus Abschnitt 4.6 be-
weist die U¨berlegenheit des vorgestellten Konzeptes. Zusammengefasst werden durch
das Konzept folgende Eigenschaften unterstu¨tzt:
• Umsetzung des kontextsensitiven Routings
• Dienstsuche unabha¨ngig von einer IP-Adresse
• Unterstu¨tzung von Ad-hoc-Netzen
• Unterstu¨tzung heterogener IP-Netzwerkumgebungen
• Interoperabilita¨t bzw. Kompatibilita¨t zu herko¨mmlichen Netzwerkprotokollen
und Verfahren zur Dienstsuche
• Einsatzmo¨glichkeit unter IPv6
• Eingriﬀsmo¨glichkeit fu¨r Provider
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• Unabha¨ngigkeit von der Diensterbringung
• hohe Robustheit
In Kapitel 7 wurde zuna¨chst die Notwendigkeit von Simulationen erla¨utert. Hierbei
erfolgte eine kritische Diskussion daru¨ber, wo deren Einsatz zweckma¨ßig ist und in
welcher Beziehung dazu Bewegungsmodelle stehen. Als Simulator erwies sich der ns-2
wegen seiner Quelloﬀenheit, dem Funktionsumfang und der Unterstu¨tzung verschie-
dener Netzarten als am geeignetsten. Dieser musste entsprechend dem Konzept an-
gepasst werden. Erste Arbeiten dazu ermo¨glichten eine Integration kontextsensitiver
Knoten in die Simulationsumgebung und boten eine Lo¨sung zur Adressierung dieser
Knoten. Auf der Basis der hierbei durchgefu¨hrten Simulationen konnten Ru¨ckschlu¨s-
se fu¨r das Konzept gewonnen werden, welches somit wesentlich verbessert wurde. Da
die Simulationen sich aber als sehr zeitaufwa¨ndig herausstellten und die U¨bertrag-
barkeit der Simulationsergebnisse in die Realita¨t u¨berpru¨ft werden musste, wurde
die Entscheidung getroﬀen, das Architekturkonzept im Rahmen einer praktischen
Realisierung mit Hilfe eines Demonstrators zu veriﬁzieren.
Eine Beschreibung der praktischen Realisierung aller zum Architekturkonzept geho¨-
renden Funktionseinheiten erfolgte dann in Kapitel 8. Die einzelnen Komponenten
– Kontextrouter, Client und Server – wurden hierbei als Middleware konzipiert, so-
dass sie ﬂexibel in Netzwerken eingesetzt werden ko¨nnen. Das Kernelement bildet
der Kontextrouter. Seine Funktionen wurden mit Hilfe der Routersoftware Click rea-
lisiert und ausfu¨hrlich beschrieben. Dieses Werkzeug stellte sich fu¨r die Realisierung
eines Routers im Vergleich mit anderen Mo¨glichkeiten als am geeignetsten heraus.
Die Beschreibung der Routerfunktionen erfolgte mit Hilfe eines Routergraphen. Auf
Besonderheiten, Modiﬁkationen und Erweiterungen bezu¨glich des Konzeptes wurde
ausfu¨hrlich hingewiesen. Mit der Software Click konnten alle vom Konzept geforder-
ten Funktionen umgesetzt werden. Außerdem wurden Implementierungen entwickelt,
die die Funktionen von Clients und Servern realisieren. Dazu existieren aktuell ein-
zelne Funktionseinheiten, die fu¨r einen produktiven Einsatz noch weiterentwickelt
werden. Insgesamt bieten die in diesem Kapitel vorgestellten Implementierungen
jedoch eine sehr gute Grundlage fu¨r ein Demonstratornetzwerk.
Kapitel 9 zeigte den erfolgreichen Nachweis der bei den Implementierungen realisier-
ten zum kontextsensitiven Routing notwendigen Funktionen. Dazu wurde ein De-
monstrator aufgebaut, der sowohl Ad-hoc- als auch Infrastrukturnetze unterstu¨tzt.
Fu¨r die jeweiligen im Konzept geforderten Funktionen fanden entsprechende Tests
statt. Dabei wurde die Funktionstu¨chtigkeit sowohl in Ad-hoc-Netzen als auch in
heterogenen Netzwerkumgebungen nachgewiesen. Auch die Interoperabilta¨t zum un-
modiﬁzierten AODV konnte besta¨tigt werden. Das in Kapitel 6 vorgeschlagene Ar-
chitekturkonzept ist somit veriﬁziert. Alle Messungen wurden detailliert beschrieben
und anschließend ausgewertet, sodass die Ergebnisse reproduzierbar sind. Ziel des
durchgefu¨hrten Perfomancetests war es, erste Aussagen u¨ber die Leistungsfa¨higkeit
des optionalen Reroutings zu ermo¨glichen. Die Ergebnisse sind jedoch noch durch die
Funktionsweise des AODV beeinﬂusst. Hier gibt es derzeit noch Entwicklungsbedarf
und Potential fu¨r zuku¨nftige Forschungen. Vorschla¨ge fu¨r Verbesserungsmo¨glichkei-
ten wurden unterbreitet. Insgesamt stellt der Demonstrator eine solide Basis fu¨r
zuku¨nftige Tests und Entwicklungen dar und ist gerade auch mit Unterstu¨tzung der
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optionalen Funktionen ein ﬂexibles Mittel zum Test von realen kontextsensitiven
Diensten.
Abgeschlossen wird die vorliegende Arbeit durch einen Ausblick, in dem Richtlini-
en fu¨r zuku¨nftige Forschungs- und Entwicklungsarbeiten an der kontextsensitiven
Routingarchitektur und deren Implementierungen vorgeschlagen werden. Diese bau-
en auf dem beschriebenen funktionstu¨chtigen kontextsensitiven Routing auf. Das
urspru¨ngliche Konzept bleibt dabei erhalten.
Zusammenfassend erfu¨llt das vorgestellte Architekturkonzept und der daraus ent-
wickelte Demonstrator somit alle gestellten Anforderungen und Erwartungen aus
Abschnitt 1.2. Die Realisierung des Demonstrators und die Ergebnisse der Tests
sind mit Hilfe der genannten Quellen und der Anha¨nge reproduzierbar.
A. Routerparameter
Die folgenden Tabellen A.1 und A.2 zeigen einen Auszug von ausgewa¨hlten Para-
metern, mit deren Hilfe bestimmte Kenngro¨ßen im Demonstrator gezielt vera¨ndert
werden ko¨nnen. Verwaltet werden diese Parameter in der Datei context_config.hh.
Sie werden sowohl vom Kontextrouter als auch von den u¨ber Click realisierten Test-
funktionen genutzt. Die aufgelisteten Werte waren wa¨hrend der Funktionstests und
Messungen als Default gesetzt.
Parameter Wert Beschreibung
CONTEXT_MAX_SERVICES 100 Unterstu¨tzung von 100
verschiedenen Diensten
CONTEXT_MAX_CTYPES 100 Unterstu¨tzung von 100 verschieden-
en Kontexttypen
CONTEXT_REFRESH_INTERVAL 5000 Intervall zwischen zwei gesendeten
erweiterten RREQ der Clientan-
wendung aus Abschnitt 8.3.1
CONTEXT_SERVERFILES_MAX_AGE 6000 max. Gu¨ltigkeit der Registrierungs-
dateien (600 s im regula¨ren Betrieb)
CONTEXT_SERVERFILES_PATH /home/register Verzeichnis fu¨r die Registrierungs-
dateien
CONTEXT_SERVERFILES_EXTENSION .list Endung fu¨r Registrierungsdateien
CONTEXT_SERVERFILES_EOL ; Begrenzung der zu einem Dienst
geho¨renden Informationen
CONTEXT_SERVERFILES_SHUTDOWN shutdown Nachricht zur Anzeige des Herunter-
fahrens eines Servers
CONTEXT_PRIO_WEIGHT 2 j = 2 bei Algorithmus zur gewich-
teten Auswahl
CONTEXT_RREQ_XTYPE 16 Feld Type in der Erweiterung des
RREQ
CONTEXT_RREP_XTYPE 17 Feld Type in der Erweiterung des
RREP
CONTEXT_CLIENTTABLE_MAX_AGE 15 Gu¨ltigkeitsdauer fu¨r ungenutzte
Eintra¨ge der Clienttabelle
CONTEXT_REROUTE_RULE 0 Rerouting zu Servern mit um
CONTEXT_REROUTE_MAX_SCOREDIFF
von Xk unterschiedlichen (0) oder
gleichem (1) Werten (nur bei dyna-
mischer Rangliste)
CONTEXT_REROUTE_MAX_SCOREDIFF 50 erlaubte prozentuale Abweichung
von Xk (nur bei dynamischer Rang-
liste
Tabelle A.1: Auszug der wichtigsten Parameter Teil 1
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Parameter Wert Beschreibung
CONTEXT_MAX_FOUND_SERVERS 100 Anzahl zu verwaltender Server
ICMP_ADVERT_INIT_INTERVAL 16000 Intervall in ms beim Initiieren von
Advertisements
ICMP_ADVERT_INIT_COUNT 3 Anzahl der nach Initiierung zu sen-
denden Advertisements
ICMP_ADVERT_MAX_INTERVAL 600000 max. Abstand zwischen zwei Adver-
tisements in ms
ICMP_ADVERT_CODE 10 Feld Code im ICMP-Advertisement-
Paket
ICMP_ADVERT_NUMADDRS 1 Anzahl der im ICMP-Advertise-
ment-Paket u¨bertragenen Router-
adressen
ICMP_ADVERT_RESPONSE_DELAY 2000 max. Verzo¨gerung in ms bis zur Be-
antwortung eines Solicitations
ICMP_SOLICIT_INTERVAL 10000 Intervall zwischen zwei Solicitations
in ms
ICMP_SOLICIT_CODE 10 Feld Code im ICMP-Solicitation-
Paket
ICMP_SOLICIT_RESERVED 0 Feld Reserved im ICMP-Solicita-
tion-Paket
Tabelle A.2: Auszug der wichtigsten Parameter Teil 2
B. Routergraph
FromDevice(eth0) FromDevice(eth1)
HostEtherFilter(eth0) HostEtherFilter(eth1)
ClassifyARP(eth0) ClassifyARP(eth1)
classifyip1
AODVTrackNeighbours
classifycip2 classifyaodv2
FilterLocalhost ForwardCIPICMPError
ToHost classifycipout1
FixCIPSrc(ethN)
AODVLookUpRoute
AddressInfo(eth0)
AddressInfo(eth1)
ICMPRouterAdvert(eth0)
ARPQuerier(eth0)
GenerateCRREP
rreqfwclass2
GenerateGWRREP
AODVGenerateRREP
AODVGenerateRERR
AODVUpdateNeighbours
AODVDestinationClassifier
RouteDiscovery
discoverycipclass2
ARPQuerier(eth1)
Queue Queue
ToDevice(eth0) ToDevice(eth1)
FromHost
AODVGenerateRREQ
AODVHelloGenerator
AODVNeighbours(Interfaces)
CServers
CClients
Eingangseinheit
FromDevice(ethN)
HostEtherFilter(ethN)
ClassifyARP(ethN)
...
...
...
AddressInfo(ethN)
.
.
.
AODVInterfaces(eth1...ethN)
AdvertConfig
FixCIPSrc(eth0) FixCIPSrc(eth1) ...ICMPRouterAdvert(eth1)
ICMPRouterAdvert(ethN)
.
.
.
ARPQuerier(ethN)
Queue
ToDevice(ethN)
...
...
...
outputcl3 outputarpcl3
IP
-E
in
he
it
AO
DV
-E
in
he
it
Ausgangseinheit
Discard
AODVUpdateNeighboursAODVUpdateNeighbours
rreqclass2
AODVKnownClassifier
1: Instanz von IPClassifier
2: Instanz von Classifier
3: Instanz von OutputClass
Abbildung B.1: Routergraph des Kontextrouters
C. Aktuelles Skript des
Kontextrouters
Das folgende Skript basiert auf [Wenz07a] und wurde seitdem im Rahmen der vorlie-
genden Arbeit stetig weiterentwickelt. Die hier gelistete Version stammt vom Ma¨rz
2008.
//*************** configure interfaces ***************
AddressInfo(mydev0 192.168.1.10/24 00:50:04:EE:96:52); //fixed network
AddressInfo(mydev1 192.168.2.10/24 00:50:04:EE:95:A8); //wired aodv network
AddressInfo(mydev2 10.0.0.10/24 00:02:2D:49:8C:FF); //wireless aodv network
interfaces::AODVInterfaces(eth1 192.168.2.10/24 00:50:04:EE:95:A8, eth3 10.0.0.10/24 00:02:2D:49:8C:FF);
//MAC filter configuration;
//for using MAC filter uncomment this region and region "with MAC filter"’ and comment region "without MAC filter"
//macfilter::Classifier(<OFFSET>/<MAC_ADRESSE>, -);
//macfilter::Classifier(6/001D7D38EC93, -);
//*************** configure routingtables ***************
neighbours :: AODVNeighbours(interfaces);
cservers :: CServers;
clients :: CClients;
aconfig :: AdvertConfig;
//*************** element classes ***************
elementclass OutputClass{
input[0]
-> ipsrc :: IPClassifier(src mydev0, src mydev1, src mydev2, -);
ipsrc[0]
-> [0]output;
ipsrc[1]
-> [1]output;
ipsrc[2]
-> [2]output;
ipsrc[3]
-> ipdst :: IPClassifier(dst net mydev0, dst net mydev1, dst net mydev2, -);
ipdst[0]
-> [0]output;
ipdst[1]
-> [1]output;
ipdst[2]
-> [2]output;
ipdst[3]
-> tee::Tee(3);
tee[0]
-> [0]output;
tee[1]
-> [1]output;
tee[2]
-> [2]output;
}
elementclass OutputEth0{
input[0]
-> Queue(2000)
-> ToDevice(eth0);
}
elementclass OutputEth1{
input[0]
-> Queue(2000)
-> ToDevice(eth1);
}
elementclass OutputEth3{
input[0]
-> Queue(2000)
-> todev::ToDevice(eth3);
}
elementclass InputEth0{
$myaddr_ethernet |
FromDevice(eth0)
-> HostEtherFilter($myaddr_ethernet, DROP_OWN false, DROP_OTHER true)
-> output;
}
elementclass InputEth1{
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$myaddr_ethernet |
FromDevice(eth1)
-> HostEtherFilter($myaddr_ethernet, DROP_OWN false, DROP_OTHER true)
-> Paint(0)
-> output;
}
//without MAC filter;
//for using MAC filter comment this region, set configuration parameters above and uncomment region "with MAC filter"
elementclass InputEth3{
$myaddr_ethernet |
FromDevice(eth3)
-> HostEtherFilter($myaddr_ethernet, DROP_OWN false, DROP_OTHER true)
-> Paint(1)
-> output;
}
//with MAC filter
/*
elementclass InputEth3{
$myaddr_ethernet |
FromDevice(eth3)
-> HostEtherFilter($myaddr_ethernet, DROP_OWN false, DROP_OTHER true)
-> macfilter::Classifier(6/00E000D1D034, -);
macfilter[0]
-> Discard;
macfilter[1]
-> Paint(1)
-> output;
}
*/
//end of MAC filter
elementclass ClassifyARP{
$myaddr |
input[0]
-> arpclass :: Classifier(12/0806 20/0001, 12/0806 20/0002, -); //arp request, arp reply, other
arpclass[0]
-> ARPResponder($myaddr, $myaddr)
-> [0]output;
arpclass[1]
-> [1]output
arpclass[2]
-> CheckIPHeader(OFFSET 14)
-> MarkIPHeader(14)
-> [2]output;
}
elementclass System{
FromHost(fake0, mydev0)
-> fromhost_cl :: Classifier(12/0806, -); //arp request, other
FromHost(fake1, mydev1)
-> fromhost_cl;
FromHost(fake2, mydev2)
-> fromhost_cl;
fromhost_cl[0]
-> ARPResponder(0.0.0.0/0 1:1:1:1:1:1)
-> ToHost(fake0);
fromhost_cl[1]
-> Strip(14)
-> CheckIPHeader
-> MarkIPHeader
-> output_cl :: IPClassifier(dst net mydev0, -);
output_cl[0]
-> [0]output;
output_cl[1]
-> [1]output;
input[0]
-> dstclass :: IPClassifier(dst net mydev0, dst net mydev1, dst net mydev2);
dstclass[0]
-> EtherEncap(0x0800, 1:1:1:1:1:1, mydev0)
-> CheckIPHeader(14)
-> MarkIPHeader(14)
-> ToHost(fake0);
dstclass[1]
-> EtherEncap(0x0800, 1:1:1:1:1:1, mydev1)
-> CheckIPHeader(14)
-> MarkIPHeader(14)
-> ToHost(fake1);
dstclass[2]
-> EtherEncap(0x0800, 1:1:1:1:1:1, mydev2)
-> CheckIPHeader(14)
-> MarkIPHeader(14)
-> ToHost(fake2);
}
elementclass FilterLocalhost{
input
//ping responder; if not desired comment region and uncomment region "without ping responder"
-> localhost :: IPClassifier(dst host mydev0, dst host mydev1, dst host mydev2, ip proto icmp && icmp type routersolicit, - );
//cip0, cip1, cip2, solicit, other
localhost[0]
-> ping :: ICMPPingResponder;
localhost[1]
-> ping;
localhost[2]
-> ping;
localhost[3]
-> Strip(14)
-> classifyicmpcode :: Classifier(21/0a, -) //icmp-code = 10
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// -> classifyadvertdst :: IPClassifier(dst net mydev0, dst net mydev1, dst net mydev2); //Broadcast x.x.x.255
-> classifyadvertdst :: Classifier(12/C0A801, 12/C0A802, 12/0A0000); //Broadcast 255.255.255.255
localhost[4]
-> classifyipdst :: IPClassifier(dst net mydev0, -);
ping[0]
-> Strip(14)
-> CheckICMPHeader
-> CheckIPHeader
-> MarkIPHeader
-> classifyipdst;
ping[1]
-> [0]output;
//without ping responder
/*
-> localhost :: IPClassifier(dst host mydev0, dst host mydev1, dst host mydev2, ip proto icmp && icmp type routersolicit, - );
//cip0, cip1, cip2, solicit, other
localhost[0]
-> [0]output;
localhost[1]
-> [0]output;
localhost[2]
-> [0]output;
localhost[3]
-> Strip(14)
-> classifyicmpcode :: Classifier(21/0a, -) //icmp-code = 10
-> classifyadvertdst :: IPClassifier(dst net mydev0, dst net mydev1, dst net mydev2);
localhost[4]
-> classifyipdst :: IPClassifier(dst net mydev0, -);
*/
//end of ping
classifyicmpcode[1]
-> Discard;
classifyadvertdst[0]
-> ICMPRouterAdvert(mydev0, 0, aconfig)
// -> IPEncap(1, mydev0, 192.168.1.255, TTL 2) //Broadcast 192.168.1.255
-> IPEncap(1, mydev0, 255.255.255.255, TTL 2) //Broadcast 255.255.255.255
-> EtherEncap(0x0800, mydev0, ff:ff:ff:ff:ff:ff)
-> [1]output;
classifyadvertdst[1]
-> ICMPRouterAdvert(mydev1, 0, aconfig)
// -> IPEncap(1, mydev1, 192.168.2.255, TTL 2) //Broadcast 192.168.2.255
-> IPEncap(1, mydev1, 255.255.255.255, TTL 2)//Broadcast 255.255.255.255
-> EtherEncap(0x0800, mydev1, ff:ff:ff:ff:ff:ff)
-> [1]output;
classifyadvertdst[2]
-> ICMPRouterAdvert(mydev2, 0, aconfig)
// -> IPEncap(1, mydev2, 10.0.0.255, TTL 2) //Broadcast 10.0.0.255
-> IPEncap(1, mydev2, 255.255.255.255, TTL 2)//Broadcast 255.255.255.255
-> EtherEncap(0x0800, mydev2, ff:ff:ff:ff:ff:ff)
-> [1]output;
classifyipdst[0]
-> [2]output;
classifyipdst[1]
-> [3]output;
}
elementclass RouteDiscovery{
$genrreq |
input[0]
-> [0]discovery :: AODVWaitingForDiscovery($genrreq,neighbours); //data
input[1]
-> [1]discovery; //rrep
discovery[0]
-> [0]output; //found
discovery[1] //not found
-> [1]output;
AODVLinkNeighboursDiscovery(neighbours,discovery);
}
//*************** element declarations ***************
outputcl :: OutputClass;
outputarpcl :: OutputClass;
outputeth0 :: OutputEth0;
outputeth1 :: OutputEth1;
outputeth3 :: OutputEth3;
classifyarpeth0 :: ClassifyARP(mydev0);
classifyarpeth1 :: ClassifyARP(mydev1);
classifyarpeth3 :: ClassifyARP(mydev2);
arpqueriereth0 :: ARPQuerier(mydev0);
arpqueriereth1 :: ARPQuerier(mydev1);
arpqueriereth3 :: ARPQuerier(mydev2);
classifyip :: IPClassifier(dst udp port 654, -); //AODV, other
classifyaodv :: Classifier(42/01, 42/03, 42/02 22/01, 42/02, - ); //RREQ, RERR, HELLO, RREP, other
classifycip :: Classifier(34/9E, -); //cip (on=30, cf=1; 34.Byte/ in Hex)
cipforwarder :: ForwardCIP(cservers, clients);
system :: System;
classifycipout :: IPClassifier(dst net mydev0, dst net mydev1, dst net mydev2, -);
filterlocalhost :: FilterLocalhost;
lookup :: AODVLookUpRoute(neighbours);
discoverycipclass :: Classifier(20/9E, -); //cip (on=16, cf=1), without ethernet-header
rreqclass :: Classifier(66/10, - ); //crreq (extension-type=4)
destinationclassifier :: AODVDestinationClassifier(neighbours);
setrrepheaders::AODVSetRREPHeaders()
routereply :: AODVGenerateRREP(neighbours,setrrepheaders);
rreqfwclass :: Classifier(50/C0A801, -); //destination net = 192.168.1.x
rerr:: AODVGenerateRERR(neighbours)
-> outputcl;
knownclassifier :: AODVKnownClassifier(neighbours);
hello::AODVHelloGenerator(neighbours)
-> outputcl;
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genrreq :: AODVGenerateRREQ(neighbours,knownclassifier)
-> hello;
routediscovery :: RouteDiscovery(genrreq);
//*************** element connections ***************
InputEth0(mydev0)
-> classifyarpeth0;
classifyarpeth0[0]
-> outputeth0; //arp request
classifyarpeth0[1]
-> [1]arpqueriereth0; //arp reply
classifyarpeth0[2]
-> classifyip; //other
InputEth1(mydev1)
-> classifyarpeth1;
classifyarpeth1[0]
-> outputeth1; //arp request
classifyarpeth1[1]
-> [1]arpqueriereth1; //arp reply
classifyarpeth1[2]
-> AODVTrackNeighbours(rerr, neighbours)
-> classifyip; //other
InputEth3(mydev2)
-> classifyarpeth3;
classifyarpeth3[0]
-> outputeth3; //arp request
classifyarpeth3[1]
-> [1]arpqueriereth3; //arp reply
classifyarpeth3[2]
-> AODVTrackNeighbours(rerr, neighbours)
-> classifyip; //other
classifyip[0]
-> classifyaodv;
classifyip[1]
-> classifycip;
classifycip[0] //cip
-> Strip(14)
-> CheckIPHeader
-> [0]cipforwarder
-> CheckIPHeader
-> MarkIPHeader
-> classifycipout;
classifycip[1] //ip
-> filterlocalhost;
icmperr::ICMPError(mydev1, 3, 1)
-> system;
cipforwarder[1]
-> icmperr;
classifycipout[0]
-> FixCIPSrc(mydev0)
-> outputarpcl;
classifycipout[1]
-> FixCIPSrc(mydev1)
-> Paint(3)
-> lookup;
classifycipout[2]
-> FixCIPSrc(mydev2)
-> Paint(3)
-> lookup;
classifycipout[3]
-> Paint(3)
-> lookup;
system[0]
-> outputarpcl
system[1]
-> Paint(3)
-> lookup;
filterlocalhost[0] //ip for system
-> Strip(14)
-> system;
filterlocalhost[1] //advert
-> outputcl;
filterlocalhost[2] //ip for others
-> Strip(14)
-> outputarpcl;
filterlocalhost[3] //ip for others
-> Paint(3)
-> lookup;
lookup[0] //known
-> StripToNetworkHeader
-> outputarpcl;
lookup[1] //unknown
-> [0]routediscovery;
lookup[2] //rerr
-> rerr;
routediscovery[0] //found
-> SetIPChecksum
-> StripToNetworkHeader
-> outputarpcl;
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routediscovery[1] //not found
-> discoverycipclass;
discoverycipclass[0] //cip
-> [1]cipforwarder
discoverycipclass[1] //ip
-> icmperr;
classifyaodv[0] //RREQ
-> AODVUpdateNeighbours(neighbours)
-> knownclassifier;
classifyaodv[1] //RERR
-> [1]rerr;
classifyaodv[2] //HELLO
-> AODVUpdateNeighbours(neighbours)
-> Discard;
classifyaodv[3] //RREP
-> AODVUpdateNeighbours(neighbours)
-> destinationclassifier;
classifyaodv[4] //other
-> Discard;
knownclassifier[0] //reply
-> rreqclass;
knownclassifier[1] //forward
-> rreqfwclass;
rreqclass[0] //CRREQ
-> GenerateCRREP(cservers,clients,neighbours,setrrepheaders)
-> setrrepheaders;
rreqclass[1] //CRREP
-> routereply;
destinationclassifier[0]
-> [1]routediscovery;
destinationclassifier[1]
-> SetIPChecksum
-> SetUDPChecksum
-> StripToNetworkHeader
-> outputarpcl;
destinationclassifier[2]
-> Paint(2)
-> [0]routediscovery;
rreqfwclass[0] //dst in net mydev0 -> reply
-> GenerateGWRREP(neighbours,setrrepheaders)
-> setrrepheaders;
rreqfwclass[1] //dst unknown -> forward
-> outputcl;
routereply
-> setrrepheaders
-> SetUDPChecksum
-> SetIPChecksum
-> outputarpcl;
outputcl[0]
-> outputeth0;
outputcl[1]
-> outputeth1;
outputcl[2]
-> outputeth3;
outputarpcl[0]
-> arpqueriereth0
-> outputeth0;
outputarpcl[1]
-> arpqueriereth1
-> outputeth1;
outputarpcl[2]
-> arpqueriereth3
-> outputeth3;
D. Elemente
Die Tabellen D.1 und D.2 listen die Elemente des im Anhang B dargestellten Rou-
tergraphen auf und identiﬁzieren die Herkunft des zu den Elementen geho¨renden
Quellcodes – fu¨r
”
AODV“ ist dies [Brae05] und fu¨r
”
Click“ [CMRP07]. Solche Ele-
mente, deren Quellcode im Rahmen der vorliegenden Arbeit modiﬁziert oder neu
entwickelt wurde, sind in der Spalte
”
Status“ entsprechend (mit
”
neu“/“modiﬁziert“)
gekennzeichnet.
Bei ClassifyARP(ethi), FilterLocalhost und RouteDiscovery handelt es sich um Ele-
mentklassen, die sich aus weiteren Elementen zusammensetzen. Die Strukturen und
Elemente basieren auf [Brae05] und wurden ggf. modiﬁziert. Die Elementklassen
selbst sind im Skript des Kontextrouters in Anhang C dargestellt.
Der Quellcode modiﬁzierter AODV-Elemente kann aus Gru¨nden des Copyrights
nicht vero¨ﬀentlicht werden, liegt aber unter [Debe08] vor. Fu¨r neue Elemente ist
der Quellcode in Anhang G aufgefu¨hrt, sofern dieser nicht bereits in [Wenz07a] be-
reitgestellt oder seitdem weiterentwickelt wurde. Die Angaben zum Quellcode dienen
der Reproduzierbarkeit der Ergebnisse der vorliegenden Arbeit.
Element Ursprung Status Quellcode
AddressInfo(ethi) Click original [CMRP07]
AdvertConﬁg neu neu Anhang G
AODVDestinationClassiﬁer AODV modiﬁziert [Debe08]
AODVGenerateRERR AODV modiﬁziert [Debe08]
AODVGenerateRREP AODV modiﬁziert [Debe08]
AODVGenerateRREQ AODV modiﬁziert [Debe08]
AODVHelloGenerator AODV modiﬁziert [Debe08]
AODVInterfaces(eth1 . . . ethN) neu neu Anhang G
AODVKnownClassiﬁer AODV modiﬁziert [Debe08]
AODVLookUpRoute AODV modiﬁziert [Debe08]
AODVNeighbours(Interfaces) AODV modiﬁziert [Debe08]
AODVTrackNeighbours AODV modiﬁziert [Debe08]
AODVUpdateNeighbours AODV modiﬁziert [Debe08]
ARPQuerier(ethi) Click original [CMRP07]
CClients neu neu Anhang G
Classiﬁer Click original [CMRP07]
CServers neu neu Anhang G
Discard Click original [CMRP07]
FixCIPSrc(ethi) Click modiﬁziert [Wenz07a]
ForwardCIP neu neu Anhang G
Tabelle D.1: Die Elemente des Routergraphs Teil 1
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Element Ursprung Status Quellcode
FromDevice(ethi) Click original [CMRP07]
FromHost Click original [CMRP07]
GenerateCRREP neu neu Anhang G
GenerateGWRREP neu neu [Wenz07a]
HostEtherFilter(ethi) Click original [CMRP07]
ICMPRouterAdvert(ethi) neu neu [Wenz07a]
ICMPError Click original [CMRP07]
IPClassiﬁer Click original [CMRP07]
OutputClass Click original [CMRP07]
Queue Click original [CMRP07]
ToDevice(ethi) Click original [CMRP07]
ToHost Click original [CMRP07]
Tabelle D.2: Die Elemente des Routergraphs Teil 2
E. Konﬁguration der Netzknoten
Die folgenden Tabellen E.1 und E.2 enthalten Informationen zur Hardwareausstat-
tung und Konﬁguration der bei den Tests und Messungen verwendeten Netzknoten.
Knoten 1
Prozessor Intel Pentium III 450 MHz
Speicher (RAM) 192 MByte
Betriebssystem Linux (Gentoo)
Kernel 2.6.23-gentoo-r3
Click 1.6.0
Netzwerk 3Com 3C900B-COMBO Netgear WG311v2
Netzwerkstandard IEEE 802.3a/i IEEE 802.11b/g
IP-Adresse 192.168.1.20 10.0.0.20
MAC-Adresse 00:10:5a:39:52:fc 00:09:5b:bb:36:08
Knoten 2 3
Prozessor Mobile Intel Pentium IV Intel Celeron MMX
2,2 GHz 300 MHz
Speicher (RAM) 768 MByte 192 MByte
Betriebssystem Linux (Gentoo) Linux (Gentoo)
Kernel 2.6.23-gentoo-r3 2.6.23-gentoo-r3
Click 1.6.0 1.6.0
Netzwerk Intersil Corporation Prism 2.5 D-Link DE-528
Netzwerkstandard IEEE 802.11b IEEE 802.3a/i
IP-Adresse 10.0.0.30 192.168.1.30
MAC-Adresse 00:e0:00:d1:d0:34 00:05:5d:d3:d5:ec
Tabelle E.1: Die Konﬁguration der Client-/Serverrechner
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Knoten Kontextrouter
Prozessor Intel Pentium III 800 MHz
Speicher (RAM) 256 MByte
Betriebssystem Linux (Gentoo)
Kernel 2.6.22-gentoo-r9
Click 1.6.0
Netzwerk 3Com Corporation 3C905B-TX Dell Drue Mobile
1150 Series PC Card
Netzwerkstandard IEEE 802.3i/u IEEE 802.11b
IP-Adresse 192.168.1.10 192.168.2.10 10.0.0.10
MAC-Adresse 00:50:04:ee:96:52 00:50:04:ee:95:a8 00:02:2d:49:8c:ﬀ
Tabelle E.2: Die Konﬁguration des Kontextrouters
F. Messreihen
Wa¨hrend des in Abschnitt 9.4 beschriebenen Performancetests wurden die in den
Tabellen F.1 und F.2 dargestellten Messreihen aufgenommen. Sie umfassen 60 Mes-
sungen aus zwei Messzyklen, die mit Hilfe von Wireshark ermittelt worden sind.
Nr. Beginn Ende Anfrage zum Antwort vom Dauer des
des Reroutings in s alternativen Server in s Reroutings in s
1 55,299172 63,798604 54,021442 54,023255 8,497619
2 246,288847 254,785825 245,010783 245,012639 8,495122
3 742,764217 751,278733 741,500124 741,502001 8,512639
4 895,327043 903,824280 894,047594 894,049369 8,495462
5 1334,528082 1342,384342 1332,610649 1332,612485 7,854424
6 1666,201821 1673,981551 1664,282803 1664,284600 7,777933
7 1772,907584 1780,597213 1771,023618 1771,025438 7,687809
8 1874,657394 1883,044086 1873,403402 1873,405297 8,384797
9 1957,469736 1965,139144 1955,564205 1955,566099 7,667514
10 2045,005345 2052,684849 2043,109991 2043,111840 7,677655
11 2126,223898 2134,523815 2124,948371 2124,950292 8,297996
12 2248,437082 2256,136629 2246,562374 2246,564229 7,697692
13 2334,206562 2342,515247 2332,940732 2332,942556 8,306861
14 2532,021832 2539,697952 2530,121803 2530,123686 7,674237
15 2715,908147 2724,217729 2714,642680 2714,644532 8,307730
16 2900,566098 2908,956599 2899,319764 2899,321562 8,388703
17 2989,388583 2997,092860 2987,500124 2987,501975 7,702426
18 3075,989846 3084,302452 3074,727358 3074,729144 8,310820
19 3157,780460 3166,108986 3156,532532 3156,534303 8,326755
20 3240,643498 3248,315758 3238,740536 3238,742301 7,670495
21 3324,988706 3333,290847 3323,716172 3323,718033 8,300280
22 3478,052169 3486,359743 3476,785775 3476,787600 8,305749
23 3559,238600 3566,948707 3557,373719 3557,375559 7,708267
24 3642,374649 3650,683713 3641,108681 3641,110450 8,307295
25 3730,241829 3738,552292 3728,977341 3728,979099 8,308705
26 3815,261400 3823,572767 3813,996880 3813,998664 8,309583
27 3896,433912 3904,129633 3894,548582 3894,550443 7,693860
28 3979,465039 3987,900059 3978,197860 3978,199712 8,433168
29 4112,833459 4121,142311 4111,567783 4111,569609 8,307026
30 4211,000641 4219,309168 4209,734749 4209,736587 8,306689
Tabelle F.1: Messreihe 1
Die Spalte
”
Nr.“ gibt die betreﬀende Messung an.
”
Beginn des Reroutings“ ist der
Zeitstempel fu¨r das an der Schnittstelle zum Ad-hoc-Netz eintreﬀende erste Paket,
das nach Ausfall des urspru¨nglichen Servers nicht mehr weitergeleitet werden kann.
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Nr. Beginn Ende Anfrage zum Antwort vom Dauer des
des Reroutings in s alternativen Server in s Reroutings in s
31 283,827381 292,234377 287,710233 287,712084 8,405145
32 420,518767 428,227451 423,771776 423,773548 7,706912
33 503,447326 511,746350 507,292270 507,294083 8,297211
34 592,126631 600,426080 595,971936 595,973820 8,297565
35 696,442046 704,150954 699,694543 699,696332 7,707119
36 777,228456 785,535017 781,081070 781,082904 8,304727
37 862,221817 870,520106 866,066239 866,068085 8,296443
38 944,249929 952,563952 948,107967 948,109799 8,312191
39 1027,022397 1035,384140 1030,928101 1030,929871 8,359973
40 1110,439025 1118,741234 1114,286449 1114,288229 8,300429
41 1194,169780 1202,476263 1198,022577 1198,024385 8,304675
42 1275,477713 1283,774835 1279,320731 1279,322624 8,295229
43 1357,002105 1365,303128 1360,848745 1360,850527 8,299241
44 1442,438958 1450,745757 1446,291966 1446,293756 8,305009
45 1524,368351 1532,665877 1528,212564 1528,214371 8,295719
46 1608,260945 1616,560803 1612,106643 1612,108433 8,298068
47 1757,717314 1766,117737 1761,569275 1761,571112 8,398586
48 1841,510881 1849,818600 1845,363831 1845,365599 8,305951
49 1925,217497 1933,526394 1929,071264 1929,073083 8,307078
50 2010,382381 2018,085973 2013,631957 2013,633811 7,701738
51 2097,632355 2105,297657 2100,831225 2100,833885 7,662642
52 2272,414110 2280,147072 2275,633757 2275,635680 7,731039
53 2357,958211 2366,272969 2361,819134 2361,821007 8,312885
54 2441,115270 2449,424740 2444,969706 2444,971544 8,307632
55 2525,653887 2534,028583 2529,510272 2529,512142 8,372826
56 2610,058380 2617,717927 2613,264220 2613,266133 7,657634
57 2694,455271 2702,759772 2698,306149 2698,307957 8,302693
58 2784,132515 2792,447452 2787,992348 2787,994210 8,313075
59 2877,010210 2885,324838 2880,870278 2880,872107 8,312799
60 2961,031050 2969,356618 2964,902886 2964,904707 8,323747
Tabelle F.2: Messreihe 2
”
Ende des Reroutings“ ist der Zeitstempel des ersten erfolgreich durch Rerouting an
der Schnittstelle zum Ad-hoc-Netz u¨bergebenen Antwortpaketes zur Weiterleitung
an den Client. Die dritte und die vierte Spalte zeigen die Zeitstempel fu¨r das Absen-
den des Ping-Paketes vom Kontextrouter zum alternativen Server und fu¨r den Emp-
fang der zugeho¨rigen Antwort. Die Zeitstempel der beiden Netzwerkschnittstellen
unterscheiden sich deswegen, weil die Messungen mit jeweils einer Wireshark-Instanz
je Schnittstelle durchgefu¨hrt wurden. Die Uhr startet bei Wireshark mit Aufruf der
Instanz, sodass sich die absoluten Werte der Zeitstempel zwischen den Netzwerk-
schnittstellen unterscheiden. Eine Zuordnung kann u¨ber die relativen Zeitabsta¨nde
zweier Kommunikationsvorga¨nge erfolgen. Schließlich gibt die letzte Spalte die Zeit
wieder, die allein fu¨r den Reroutingprozess aufgewendet wurde. Hier ist bereits die
Zeitdauer, die der Server fu¨r eine Antwort beno¨tigt (Spalten vier und fu¨nf), abgezo-
gen worden.
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Abbildung F.1 zeigt das zusammengefasste Ergebnis der Messungen. Durchschnitt-
lich wurden zum Rerouting 8,16 s beno¨tigt. Die Gru¨nde dafu¨r wurden bereits in
Abschnitt 9.4 erla¨utert. Daru¨ber hinaus ist aus den Ergebnissen in den Tabellen zu
schließen, dass der Einﬂuss der Antwortzeit durch den alternativen Server vernach-
la¨ssigbar ist. Die Schwankung des Zeitwertes fu¨r das Rerouting ergibt sich aus den
Netzwerkeigenschaften wie beispielsweise dem Medienzugriﬀ oder der Routenﬁndung
im Ad-hoc-Netz. So ist dort mit gro¨ßer werdender Struktur und ho¨herer Dynamik
in der Topologie auch mit einer gro¨ßeren Schwankungsbreite zu rechnen.
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Abbildung F.1: Dauer des Rerouting
G. Programmcode
Im Folgenden wird der Quellcode der Elemente aufgefu¨hrt, die nicht in [Wenz07a]
vero¨ﬀentlicht bzw. seitdem modiﬁziert oder aber neu entwickelt wurden (siehe An-
hang D). Ein funktionsfa¨higer Kontextrouter kann somit unter zusa¨tzlicher Verwen-
dung von [Debe08] rekonstruiert werden. Alle Tests sind reproduzierbar. Ein Ele-
ment setzt sich jeweils aus einer Header-Datei (<Datei>.hh) und einer Quelltext-
Datei (<Datei>.cc) zusammen. Die Programmierung und Modiﬁkation selbst erfolg-
te durch eine wissenschaftliche Hilfskraft im Rahmen dieser Arbeit (siehe [Debe08]).
AdvertConﬁg
context advertconﬁg.hh
#ifndef ADVERTCONFIG_HH
#define ADVERTCONFIG_HH
#include <click/element.hh>
CLICK_DECLS
class AdvertConfig : public Element {
public:
AdvertConfig();
~AdvertConfig();
const char *class_name() const { return "AdvertConfig"; }
const char *port_count() const { return "0"; }
const char *processing() const { return "h"; }
int configure(Vector<String> &, ErrorHandler *);
int initialize(ErrorHandler *);
void add_handlers();
int _max_interval;
private:
static int write_handler(const String&, Element*, void*, ErrorHandler*);
};
CLICK_ENDDECLS
#endif
context advertconﬁg.cc
#include <click/config.h>
#include <click/confparse.hh>
#include <click/error.hh>
#include "context_advertconfig.hh"
CLICK_DECLS
AdvertConfig::AdvertConfig()
{
}
AdvertConfig::~AdvertConfig()
{
}
int
AdvertConfig::configure(Vector<String> &conf, ErrorHandler *errh){
if (cp_va_parse(conf, this, errh, cpEnd) < 0)
return -1;
_max_interval = 600000;
return 0;
}
int
AdvertConfig::initialize(ErrorHandler *){
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return 0;
}
enum { H_INTERVAL };
int
AdvertConfig::write_handler(const String &str_in, Element *e, void *thunk, ErrorHandler *errh) {
String s = cp_uncomment(str_in);
AdvertConfig *adv = static_cast<AdvertConfig *>(e);
if ((uintptr_t)thunk == H_INTERVAL) {
if (!cp_integer(s, (int *)&adv->_max_interval))
return errh->error("’interval’ should be an integer");
if (adv->_max_interval < 0) {
adv->_max_interval = 600;
return errh->error("’interval’ should be greater than 0, setting back to 600000", adv->_max_interval);
}
click_chatter("ICMPAdvert: maximum advertisement interval changed to %dms", adv->_max_interval);
}
return 0;
}
void
AdvertConfig::add_handlers()
{
add_write_handler("interval", write_handler, (void *)H_INTERVAL);
}
CLICK_ENDDECLS
EXPORT_ELEMENT(AdvertConfig AdvertConfig-Context_AdvertConfig)
AODVInterfaces(eth1 . . . ethN)
aodv interfaces.hh
#ifndef AODVINTERFACES_HH
#define AODVINTERFACES_HH
#include <click/element.hh>
#include <click/hashmap.hh>
#include "click_aodv.hh"
CLICK_DECLS
struct iftable_entry{
IPAddress ipaddr;
IPAddress ipmask;
EtherAddress ethaddr;
String devname;
};
typedef HashMap<uint8_t,iftable_entry> InterfaceMap;
class AODVInterfaces : public Element {
public:
AODVInterfaces();
~AODVInterfaces();
const char *class_name() const { return "AODVInterfaces"; }
const char *port_count() const { return "0"; }
const char *processing() const { return "h"; }
int configure(Vector<String> &, ErrorHandler *);
int initialize(ErrorHandler *);
void insertInterfaces();
iftable_entry findIFbyID(uint8_t);
uint8_t findIFbyMAC(EtherAddress);
uint8_t getNumIF();
private:
InterfaceMap interfaces;
iftable_entry _entry[AODV_MAX_IF];
};
CLICK_ENDDECLS
#endif
aodv interfaces.cc
#include <click/config.h>
#include <click/confparse.hh>
#include <click/error.hh>
#include "aodv_interfaces.hh"
CLICK_DECLS
AODVInterfaces::AODVInterfaces()
{
}
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AODVInterfaces::~AODVInterfaces()
{
}
int
AODVInterfaces::configure(Vector<String> &conf, ErrorHandler *errh){
if (conf.size() == 0) {
errh->error("please specify at least one interface");
return -1;
}
if (conf.size() > AODV_MAX_IF) {
errh->error("to many interfaces specified");
return -1;
}
for (int i = 0; i < conf.size(); i++) {
Vector<String> parts;
cp_spacevec(conf[i], parts);
if (parts.size() != 3){
errh->error("expected ’NAME IPADDR/PREFIX ETHADDR’, got ’%s’", conf[i].c_str());
return -1;
}
if (cp_string(parts[0], &_entry[i].devname) &&
cp_ip_prefix(parts[1], &_entry[i].ipaddr, &_entry[i].ipmask, false) &&
cp_ethernet_address(parts[2], &_entry[i].ethaddr)){
//click_chatter("%i %s %s %s %s", i, _entry[i].devname.c_str(), _entry[i].ipaddr.s().c_str(), _entry[i].ipmask.s().c_str(), \
_entry[i].ethaddr.s().c_str());
}
else {
errh->error("expected ’NAME IPADDR/PREFIX ETHADDR’, got ’%s’", conf[i].c_str());
}
}
//insert every information in routing table
insertInterfaces();
return 0;
}
int
AODVInterfaces::initialize(ErrorHandler *){
// iftable_entry temp;
// temp = findIFbyID(1);
// click_chatter("%s", temp.devname.c_str());
// uint8_t i;
// i = getNumIF();
// click_chatter("%i", i);
return 0;
}
void
AODVInterfaces::insertInterfaces(){
uint8_t i = 0;
while (_entry[i].devname != "") {
interfaces.insert(i,_entry[i]);
//click_chatter("AODVInterfaces: inserted %s %s %s %s", _entry[i].devname.c_str(), _entry[i].ipaddr.s().c_str(), \
_entry[i].ipmask.s().c_str(), _entry[i].ethaddr.s().c_str());
i++;
}
}
iftable_entry
AODVInterfaces::findIFbyID(uint8_t id){
//return table entry by id
InterfaceMap::Pair* read = interfaces.find_pair(id);
iftable_entry buffer;
if (read) {
buffer.ipaddr = read->value.ipaddr;
buffer.ipmask = read->value.ipmask;
buffer.ethaddr = read->value.ethaddr;
buffer.devname = read->value.devname;
}
return buffer;
}
uint8_t
AODVInterfaces::getNumIF(){
//return number of interfaces
uint8_t i = 0;
for(InterfaceMap::const_iterator iter = interfaces.begin(); iter != interfaces.end(); ++iter)
i++;
return i;
}
uint8_t
AODVInterfaces::findIFbyMAC(EtherAddress eth){
//return interface id by mac address
uint8_t id = 0;
uint8_t i = 0;
for(InterfaceMap::const_iterator iter = interfaces.begin(); iter != interfaces.end(); ++iter){
if (iter.value().ethaddr == eth)
id = i;
i++;
}
return id;
}
//macro magic
#include <click/bighashmap.cc>
#if EXPLICIT_TEMPLATE_INSTANCES
template class HashMap<uint8_t,iftable_entry>;
#endif
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CLICK_ENDDECLS
EXPORT_ELEMENT(AODVInterfaces AODVInterfaces-AODV_Interfaces)
CClients
context cclients.hh
#ifndef CCLIENTS_HH
#define CCLIENTS_HH
#include <click/element.hh>
#include <click/hashmap.hh>
#include "context_config.hh"
CLICK_DECLS
typedef HashMap<IPAddress, struct clienttable> ClientMap;
class CClients : public Element {
public:
CClients();
~CClients();
const char *class_name() const { return "CClients"; }
const char *port_count() const { return "-"; }
const char *processing() const { return "a"; }
int configure(Vector<String> &, ErrorHandler *);
void insertClientEntry(struct FindClientCRREQ);
void deleteoldClientEntries();
uint16_t determineSessionID(uint32_t);
ResultClientCRREQ findClientEntry(uint32_t, uint16_t);
void deleteClientEntry(uint32_t, uint16_t);
void updateClientEntry(uint32_t, uint32_t, uint32_t);
ResultClientOSCT findOSCT(uint32_t, uint32_t, uint16_t);
void updateTimestamp(uint32_t, uint16_t);
ServerList findNextServer(FindNxtServer);
private:
ClientMap clients;
};
CLICK_ENDDECLS
#endif
context cclients.cc
#include <click/config.h>
#include <click/confparse.hh>
#include <click/error.hh>
#include "context_cclients.hh"
CLICK_DECLS
CClients::CClients()
{
}
CClients::~CClients()
{
}
int
CClients::configure(Vector<String> &conf, ErrorHandler *errh)
{
if (cp_va_parse(conf, this, errh, cpEnd) < 0) return -1;
return 0;
}
void
CClients::insertClientEntry(FindClientCRREQ data){
deleteoldClientEntries();
//if data.id is not in table, insert entry
if (!clients.find_pair(data.id)) {
clienttable buffer;
buffer.id = data.id;
buffer.ca[0].st = data.st;
buffer.ca[0].sid = data.sid;
buffer.ca[0].ts = data.ts;
buffer.ca[0].ls = data.ls;
buffer.ca[0].os = data.ls;
memcpy(buffer.ca[0].osct, data.osct, sizeof(data.osct));
memcpy(buffer.ca[0].ct, data.ct, sizeof(data.ct));
memcpy(buffer.ca[0].sl, data.sl, sizeof(data.sl));
clients.insert(buffer.id,buffer);
click_chatter("CClients: inserted service %u at %s with server %s", data.st, IPAddress(data.id).s().c_str(), \
IPAddress(data.ls).s().c_str());
}
//if data.id is in table, look for other conditions
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else {
//search in table
for(ClientMap::const_iterator iter = clients.begin(); iter != clients.end(); ++iter){
if (iter.value().id == data.id) {
int i = 0;
bool stpair = false;
bool ctpair = false;
int stpos = 0;
do {
//click_chatter("id %u st %u", iter.value().id, iter.value().ca[i]);
if (iter.value().ca[i].st == data.st) {
stpair = true;
//look, if any data.ct is different from table entry
for (int j = 0; j < CONTEXT_MAX_CTYPES/2; j++) {
//left side of uint8_t
if ((iter.value().ca[i].ct[j] >> 4) != (data.ct[j] >> 4)) {
ctpair = true;
stpos = i;
}
//right side of uint8_t
if ((iter.value().ca[i].ct[j] & 0xF) != (data.ct[j] & 0xF)) {
ctpair = true;
stpos = i;
}
}
//if session id has changed, update entry
if (iter.value().ca[i].sid != data.sid) {
ctpair = true;
stpos = i;
}
}
i++;
} while (iter.value().ca[i].st != 0);
clienttable buffer;
//insert entry with data.st, if not in table
if (stpair == false) {
buffer.id = iter.value().id;
memcpy(buffer.ca, iter.value().ca, sizeof(iter.value().ca));
buffer.ca[i].st = data.st;
buffer.ca[i].sid = data.sid;
buffer.ca[i].ts = data.ts;
buffer.ca[i].ls = data.ls;
buffer.ca[i].os = data.ls;
memcpy(buffer.ca[i].osct, data.osct, sizeof(data.osct));
memcpy(buffer.ca[i].ct, data.ct, sizeof(data.ct));
memcpy(buffer.ca[i].sl, iter.value().ca[i].sl, sizeof(iter.value().ca[i].sl));
clients.remove(buffer.id);
clients.insert(buffer.id,buffer);
click_chatter("CClients: %d append st %u at entry %s with server %s",i, data.st, \
IPAddress(data.id).s().c_str(),IPAddress(data.ls).s().c_str());
}
else {
//update ct in entry, if data.ct changed
if (ctpair == true) {
buffer.id = iter.value().id;
memcpy(buffer.ca, iter.value().ca, sizeof(iter.value().ca));
buffer.ca[stpos].st = data.st;
buffer.ca[stpos].sid = data.sid;
buffer.ca[stpos].ts = data.ts;
buffer.ca[stpos].ls = data.ls;
buffer.ca[stpos].os = data.ls;
memcpy(buffer.ca[stpos].osct, data.osct, sizeof(data.osct));
memcpy(buffer.ca[stpos].ct, data.ct, sizeof(data.ct));
memcpy(buffer.ca[stpos].sl, iter.value().ca[stpos].sl, sizeof(iter.value().ca[stpos].sl));
clients.remove(buffer.id);
clients.insert(buffer.id,buffer);
click_chatter("CClients: updated service %u at entry %s with sid %u and server %s", data.st, \
IPAddress(data.id).s().c_str(), data.sid, IPAddress(data.ls).s().c_str());
}
}
}
}
}
}
void
CClients::updateTimestamp(uint32_t id_in, uint16_t sid_in) {
ClientMap::Pair* read = clients.find_pair(id_in);
if (read) {
int i = 0;
while (read->value.ca[i].st != 0) {
if (read->value.ca[i].sid == sid_in) {
clienttable buffer;
buffer.id = read->value.id;
memcpy(buffer.ca, read->value.ca, sizeof(read->value.ca));
clients.remove(buffer.id);
Timestamp now = Timestamp::now();
buffer.ca[i].ts = now.sec();
clients.insert(buffer.id, buffer);
}
i++;
}
}
}
void
CClients::deleteoldClientEntries(){
//search in every table entry
ClientCRREQ buffer[CONTEXT_MAX_SERVICES];
for(ClientMap::const_iterator iter = clients.begin(); iter != clients.end(); ++iter){
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int i = 0;
int j = 0;
bool oldentries = false;
//click_chatter("deine mudder 1 %u %u", iter.value().id, iter.value().ca[i].ts);
while (iter.value().ca[i].st != 0) {
//look, if there’s an old entry
Timestamp now = Timestamp::now();
uint32_t ts = now.sec()-CONTEXT_CLIENTTABLE_MAX_AGE;
if (iter.value().ca[i].ts > ts) {
buffer[j] = iter.value().ca[i];
j++;
}
else {
oldentries = true;
}
i++;
}
if (oldentries == true) {
clients.remove(iter.value().id);
//if no st is left, delete whole entry
if (buffer[0].st != 0) {
clienttable entry;
entry.id = iter.value().id;
memcpy(entry.ca, buffer, sizeof(buffer));
clients.insert(entry.id, entry);
}
}
}
}
uint16_t
CClients::determineSessionID(uint32_t id) {
ClientMap::Pair* read = clients.find_pair(id);
int sid = 0;
if (read) {
int i = 0;
while (read->value.ca[i].st != 0) {
if (read->value.ca[i].sid > sid) {
sid = read->value.ca[i].sid;
updateTimestamp(id, sid);
deleteoldClientEntries();
}
i++;
}
}
sid++;
//click_chatter("sid %u at %u",sid, id);
return sid;
}
ResultClientOSCT
CClients::findOSCT(uint32_t src_in, uint32_t os_in, uint16_t st_in) {
ResultClientOSCT result;
result.f = false;
memset(result.osct, ’\0’, sizeof(result.osct));
ClientMap::Pair* read = clients.find_pair(src_in);
if (read) {
int i = 0;
while (read->value.ca[i].st != 0) {
if ((read->value.ca[i].os == os_in) && (read->value.ca[i].st == st_in)) {
memcpy(result.osct, read->value.ca[i].osct, sizeof(read->value.ca[i].os));
result.f = true;
updateTimestamp(src_in, read->value.ca[i].sid);
deleteoldClientEntries();
}
i++;
}
}
return result;
}
ResultClientCRREQ
CClients::findClientEntry(uint32_t src_in, uint16_t sid_in) {
updateTimestamp(src_in, sid_in);
deleteoldClientEntries();
ResultClientCRREQ result;
ClientMap::Pair* read = clients.find_pair(src_in);
if (read) {
int i = 0;
while (read->value.ca[i].st != 0) {
if (read->value.ca[i].sid == sid_in) {
click_chatter("CClients: found entry with id %s and sid %u", IPAddress(src_in).s().c_str(), sid_in);
result.id = read->value.id;
result.nr = read->value.nr;
result.ls = read->value.ca[i].ls;
result.os = read->value.ca[i].os;
result.st = read->value.ca[i].st;
memcpy(result.ct, read->value.ca[i].ct, sizeof(read->value.ca[i].ct));
}
else {
result.id = 0;
}
i++;
}
}
else {
result.id = 0;
}
return result;
}
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void
CClients::deleteClientEntry(uint32_t id_in, uint16_t sid_in){
//search in every table entry
ClientCRREQ buffer[CONTEXT_MAX_SERVICES];
ClientMap::Pair* read = clients.find_pair(id_in);
if (read) {
int i = 0;
int j = 0;
while (read->value.ca[i].st != 0) {
if (read->value.ca[i].sid != sid_in) {
click_chatter("CClients: delete entry at id %s with sid %u", IPAddress(read->value.id).s().c_str(), read->value.ca[i].sid);
buffer[j] = read->value.ca[i];
j++;
}
i++;
}
clients.remove(read->value.id);
//if no st is left, delete whole entry
if (buffer[0].st != 0) {
clienttable entry;
entry.id = read->value.id;
memcpy(entry.ca, buffer, sizeof(buffer));
clients.insert(entry.id, entry);
}
}
}
void
CClients::updateClientEntry(uint32_t id_in, uint32_t ls_in, uint32_t ns_in) {
ClientCRREQ buffer[CONTEXT_MAX_SERVICES];
ClientMap::Pair* read = clients.find_pair(id_in);
if (read) {
int i = 0;
while (read->value.ca[i].st != 0) {
buffer[i] = read->value.ca[i];
if (read->value.ca[i].ls == ls_in) {
click_chatter("CClients: update - delete ls %s, insert ns %s at entry %s", IPAddress(buffer[i].ls).s().c_str(), \
IPAddress(ns_in).s().c_str(), IPAddress(id_in).s().c_str());
buffer[i].ls = ns_in;
updateTimestamp(id_in, buffer[i].sid);
deleteoldClientEntries();
}
i++;
}
clients.remove(read->value.id);
clienttable entry;
entry.id = read->value.id;
memcpy(entry.ca, buffer, sizeof(buffer));
clients.insert(entry.id, entry);
}
}
ServerList
CClients::findNextServer(FindNxtServer data){
ServerList result;
result.id = 0;
for (int i = 0; i>CONTEXT_MAX_CTYPES; i++) {
result.ct[i] = 0;
}
result.na = 1;
ClientMap::Pair* read = clients.find_pair(data.client);
if (read) {
int i = 0;
while (read->value.ca[i].st != 0) {
int j = 0;
while (read->value.ca[i].sl[j].id != 0) {
//click_chatter("server %s %d", IPAddress(read->value.ca[i].sl[j].id).s().c_str(), read->value.ca[i].sl[j].id);
if (read->value.ca[i].sl[j].id == data.server) {
result.id = read->value.ca[i].sl[j+1].id;
memcpy(result.ct, read->value.ca[i].sl[j+1].ct, sizeof(read->value.ca[i].sl[j+1].ct));
if (read->value.ca[i].sl[j+2].id != 0)
result.na = 0;
}
j++;
}
i++;
}
}
return result;
}
//macro magic
#include <click/bighashmap.cc>
#if EXPLICIT_TEMPLATE_INSTANCES
template class HashMap<IPPair, void *>;
template class HashMap<IPAddress, int>;
#endif
CLICK_ENDDECLS
EXPORT_ELEMENT(CClients CClients-Context_CClients)
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context cservers.hh
#ifndef CSERVERS_HH
#define CSERVERS_HH
#include <click/element.hh>
#include <click/hashmap.hh>
#include "context_config.hh"
CLICK_DECLS
typedef HashMap<IPAddress, ctable> ContextMap;
class CServers : public Element {
public:
CServers();
~CServers();
const char *class_name() const { return "CServers"; }
const char *port_count() const { return "-"; }
const char *processing() const { return "a"; }
int configure(Vector<String> &, ErrorHandler *);
void add_handlers();
CRREQResult findRerouteContextEntry(CRREQFind);
CRREQResult findContextEntry(CRREQFind);
CRREQResult findContextEntryMethod0(CRREQFind);
CRREQResult findContextEntryMethod1(CRREQFind);
CRREQResult findContextEntryMethod2(CRREQFind);
CRREQResult findContextEntryMethod3(CRREQFind);
void addContextEntry();
void readContextEntry(uint32_t);
void deleteoldContextEntries();
void deleteContextFile(uint32_t);
void deleteContextEntry(uint32_t);
void updateContextEntry(struct ctable);
void insertContextEntry(struct ctable);
void readContextEntryByST(uint16_t);
void updateContextTable();
uint32_t _fmethod;
private:
static int write_handler(const String&, Element*, void*, ErrorHandler*);
ContextMap contexts;
};
CLICK_ENDDECLS
#endif
context cservers.cc
#include <click/config.h>
#include <click/confparse.hh>
#include <click/error.hh>
#include <dirent.h>
#include <sys/stat.h>
#include "context_cservers.hh"
CLICK_DECLS
CServers::CServers()
{
}
CServers::~CServers()
{
}
int
CServers::configure(Vector<String> &conf, ErrorHandler *errh)
{
if (cp_va_parse(conf, this, errh, cpEnd) < 0) return -1;
_fmethod = 1;
return 0;
}
CRREQResult
CServers::findRerouteContextEntry(CRREQFind data){
CRREQResult result;
float serverprio, clientprio, score, bufferscore, idfoundscore;
bool matchingct[CONTEXT_MAX_CTYPES];
bool idfound = false;
int entrycount = 0;
result.id = 0;
result.st = 0;
result.na = true;
result.sid = 0;
for (int i=0; i<CONTEXT_MAX_CTYPES; i++) {
result.ct[i] = 0;
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}
if (data.id != 0) {
memcpy(result.ct, data.osct, sizeof(data.osct));
}
else {
memset(result.ct, 0, sizeof(result.ct));
}
score = 0;
bufferscore = 0;
idfoundscore = 0;
//first: search, if data.id is in table
if (data.id != 0) {
ContextMap::Pair* read = contexts.find_pair(data.id);
if (read) {
int i = 0;
//search in servicetypes
while (read->value.ca[i].st != 0) {
//if servicetype fits, search for contexts
if (read->value.ca[i].st == data.st) {
serverprio = 0;
clientprio = 0;
memset(matchingct, false, sizeof(matchingct));
//search for fitting contexts and calculate score
for (int j = 0; j < CONTEXT_MAX_CTYPES/2; j++) {
//if data.contexttype[x]=1 -> clienttprio+=prio(contexttype[x])^j
//left
if ((data.ct[j] >> 7) == 1)
clientprio += pow((data.ct[j] >> 4) & 0x7, CONTEXT_PRIO_WEIGHT);
//right
if (((data.ct[j] & 0xF) >> 3) == 1)
clientprio += pow((data.ct[j] & 0xF) & 0x7, CONTEXT_PRIO_WEIGHT);
//if iter.contexttype[x]=1 -> serverprio+=prio(contexttype[x])^j
//even
if (read->value.ca[i].ct[j*2] == 1)
serverprio += pow((data.ct[j] >> 4) & 0x7, CONTEXT_PRIO_WEIGHT);
//odd
if (read->value.ca[i].ct[(j*2)+1] == 1)
serverprio += pow((data.ct[j] & 0xF) & 0x7, CONTEXT_PRIO_WEIGHT);
}
idfound = true;
idfoundscore = ((serverprio/clientprio) * 100) - CONTEXT_REROUTE_MAX_SCOREDIFF;
}
i++;
}
}
}
//search in table
for(ContextMap::const_iterator iter = contexts.begin(); iter != contexts.end(); ++iter){
int i = 0;
//search in servicetypes
while (iter.value().ca[i].st != 0) {
//if servicetype fits, search for contexts
if (iter.value().ca[i].st == data.st) {
serverprio = 0;
clientprio = 0;
memset(matchingct, false, sizeof(matchingct));
//search for fitting contexts and calculate score
for (int j = 0; j < CONTEXT_MAX_CTYPES/2; j++) {
//if data.contexttype[x]=1 -> clienttprio+=prio(contexttype[x])^j
//left
if ((data.ct[j] >> 7) == 1)
clientprio += pow((data.ct[j] >> 4) & 0x7, CONTEXT_PRIO_WEIGHT);
//right
if (((data.ct[j] & 0xF) >> 3) == 1)
clientprio += pow((data.ct[j] & 0xF) & 0x7, CONTEXT_PRIO_WEIGHT);
//if iter.contexttype[x]=1 -> serverprio+=prio(contexttype[x])^j
//even
if (iter.value().ca[i].ct[j*2] == 1) {
serverprio += pow((data.ct[j] >> 4) & 0x7, CONTEXT_PRIO_WEIGHT);
matchingct[j*2] = true;
}
//odd
if (iter.value().ca[i].ct[(j*2)+1] == 1) {
serverprio += pow((data.ct[j] & 0xF) & 0x7, CONTEXT_PRIO_WEIGHT);
matchingct[(j*2)+1] = true;
}
}
//if score is higher than score from last entry and data.id was not found
//choose server for result
if ((score < (serverprio/clientprio) * 100) && (idfound == false)) {
bufferscore = score;
score = (serverprio/clientprio) * 100;
result.id = iter.value().id;
result.st = iter.value().ca[i].st;
memcpy(result.ct, iter.value().ca[i].ct, sizeof(iter.value().ca[i].ct));
entrycount++;
}
else {
//if data id was found, choose reroute rule
if (CONTEXT_REROUTE_RULE) {
//if all context types are the same like at data.id
//and if the calculated score is > 0
//choose server for result
bool servermatches = true;
for (int j = 0; j < CONTEXT_MAX_CTYPES; j++) {
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if ((matchingct[j]) && (result.ct[j] != iter.value().ca[i].ct[j])) {
servermatches = false;
}
}
if ((servermatches) && (((serverprio/clientprio) * 100) > 0)) {
bufferscore = (serverprio/clientprio) * 100;
score = (serverprio/clientprio) * 100;
result.id = iter.value().id;
result.st = iter.value().ca[i].st;
memcpy(result.ct, iter.value().ca[i].ct, sizeof(iter.value().ca[i].ct));
entrycount++;
}
}
else {
//if scorees: (last found server < found server < data.id)
//choose server for result
if ((idfoundscore > (serverprio/clientprio) * 100) && (bufferscore < (serverprio/clientprio) * 100)) {
bufferscore = (serverprio/clientprio) * 100;
score = (serverprio/clientprio) * 100;
result.id = iter.value().id;
result.st = iter.value().ca[i].st;
memcpy(result.ct, iter.value().ca[i].ct, sizeof(iter.value().ca[i].ct));
entrycount++;
}
}
}
//if only one entry is found, set na-flag
if (entrycount > 1) {
result.na = false;
click_chatter("na-flag is %d", result.na);
}
}
i++;
}
}
//if only the data.id server was found, return 0
if (result.id == data.id) {
result.id = 0;
}
//if no server found, return only servicetype
if (result.id == 0) {
result.st = data.st;
click_chatter("cservers: no entry was found in the routingtable");
}
else {
click_chatter("CServers: found best server with x_k %f and service %u at id %s na-flag is %d", score, result.st, \
IPAddress(result.id).s().c_str(), result.na);
}
return result;
}
CRREQResult
CServers::findContextEntryMethod0(CRREQFind data){
CRREQResult result;
float serverprio, clientprio, score, idfoundscore;
bool idfound = false;
int entrycount = 0;
result.id = 0;
result.st = 0;
result.na = true;
result.sid = 0;
for (int i=0; i<CONTEXT_MAX_CTYPES; i++) {
result.ct[i] = 0;
}
score = -1;
idfoundscore = -1;
//first: search, if data.id is in table
if (data.id != 0) {
ContextMap::Pair* read = contexts.find_pair(data.id);
if (read) {
int i = 0;
//search in servicetypes
while (read->value.ca[i].st != 0) {
//if servicetype fits, search for contexts
if (read->value.ca[i].st == data.st) {
serverprio = 0;
clientprio = 0;
//search for fitting contexts and calculate score
for (int j = 0; j < CONTEXT_MAX_CTYPES/2; j++) {
//if data.contexttype[x]=1 -> clienttprio+=prio(contexttype[x])^j
//left
if ((data.ct[j] >> 7) == 1)
clientprio += pow((data.ct[j] >> 4) & 0x7, CONTEXT_PRIO_WEIGHT);
//right
if (((data.ct[j] & 0xF) >> 3) == 1)
clientprio += pow((data.ct[j] & 0xF) & 0x7, CONTEXT_PRIO_WEIGHT);
//if iter.contexttype[x]=1 -> serverprio+=prio(contexttype[x])^j
//even
if (read->value.ca[i].ct[j*2] == 1)
serverprio += pow((data.ct[j] >> 4) & 0x7, CONTEXT_PRIO_WEIGHT);
//odd
if (read->value.ca[i].ct[(j*2)+1] == 1)
serverprio += pow((data.ct[j] & 0xF) & 0x7, CONTEXT_PRIO_WEIGHT);
}
if (idfound == false) {
idfound = true;
idfoundscore = ((serverprio/clientprio) * 100);
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}
}
i++;
}
}
}
//search in table
for(ContextMap::const_iterator iter = contexts.begin(); iter != contexts.end(); ++iter){
int i = 0;
//search in servicetypes
while (iter.value().ca[i].st != 0) {
//if servicetype fits, search for contexts
if (iter.value().ca[i].st == data.st) {
serverprio = 0;
clientprio = 0;
//search for fitting contexts and calculate score
for (int j = 0; j < CONTEXT_MAX_CTYPES/2; j++) {
//if data.contexttype[x]=1 -> clienttprio+=prio(contexttype[x])^j
//left
if ((data.ct[j] >> 7) == 1)
clientprio += pow((data.ct[j] >> 4) & 0x7, CONTEXT_PRIO_WEIGHT);
//right
if (((data.ct[j] & 0xF) >> 3) == 1)
clientprio += pow((data.ct[j] & 0xF) & 0x7, CONTEXT_PRIO_WEIGHT);
//if iter.contexttype[x]=1 -> serverprio+=prio(contexttype[x])^j
//even
if (iter.value().ca[i].ct[j*2] == 1)
serverprio += pow((data.ct[j] >> 4) & 0x7, CONTEXT_PRIO_WEIGHT);
//odd
if (iter.value().ca[i].ct[(j*2)+1] == 1)
serverprio += pow((data.ct[j] & 0xF) & 0x7, CONTEXT_PRIO_WEIGHT);
}
//if score is higher than score from last entry and data.id was not found
//choose server for result
//click_chatter("score: %f, newscore: %f", score, (serverprio/clientprio)*100);
if ((score < (serverprio/clientprio) * 100) && (idfound == false)) {
score = (serverprio/clientprio) * 100;
result.id = iter.value().id;
result.st = iter.value().ca[i].st;
memcpy(result.ct, iter.value().ca[i].ct, sizeof(iter.value().ca[i].ct));
}
else {
//if scorees: (last found server < found server < data.id)
//choose server for result
if ((idfoundscore > (serverprio/clientprio) * 100) && (score < (serverprio/clientprio) * 100)) {
score = (serverprio/clientprio) * 100;
result.id = iter.value().id;
result.st = iter.value().ca[i].st;
memcpy(result.ct, iter.value().ca[i].ct, sizeof(iter.value().ca[i].ct));
}
}
if ((((serverprio/clientprio) * 100) > -1) && (iter.value().id != data.id)) {
entrycount++;
}
//if only one entry is found, set na-flag
if ((entrycount > 1) && (idfound == false)) {
result.na = false;
click_chatter("na-flag is now %d", result.na);
}
}
i++;
}
}
//if only the data.id server was found, return 0
if (result.id == data.id) {
result.id = 0;
}
//if no server found, return only servicetype
if (result.id == 0) {
result.st = data.st;
click_chatter("cservers: no entry was found in the routingtable");
}
else {
click_chatter("CServers: found best server with x_k %f and service %u at id %s na-flag is %d", score, result.st, \
IPAddress(result.id).s().c_str(), result.na);
}
return result;
}
CRREQResult
CServers::findContextEntryMethod1(CRREQFind data){
CRREQResult result;
float serverprio, clientprio;
ServerList serverlist[CONTEXT_MAX_FOUND_SERVERS];
for (int i=0; i<CONTEXT_MAX_FOUND_SERVERS; i++) {
serverlist[i].id = 0;
for (int j=0; j<CONTEXT_MAX_CTYPES; j++) {
serverlist[i].ct[j] = 0;
}
}
int fs = 0;
//search in table
for(ContextMap::const_iterator iter = contexts.begin(); iter != contexts.end(); ++iter){
int i = 0;
//search in servicetypes
while (iter.value().ca[i].st != 0) {
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//if servicetype fits, search for contexts
if (iter.value().ca[i].st == data.st) {
serverprio = 0;
clientprio = 0;
//search for fitting contexts and calculate score
for (int j = 0; j < CONTEXT_MAX_CTYPES/2; j++) {
//if data.contexttype[x]=1 -> clienttprio+=prio(contexttype[x])^j
if ((data.ct[j] >> 7) == 1) { //left
clientprio += pow(((data.ct[j] >> 4) & 0x7) + 1, CONTEXT_PRIO_WEIGHT);
if (iter.value().ca[i].ct[j*2] == 1)
serverlist[fs].ct[j*2] = 1;
if (iter.value().ca[i].ct[j*2] == 1) //even
serverprio += pow(((data.ct[j] >> 4) & 0x7) + 1, CONTEXT_PRIO_WEIGHT);
}
if (((data.ct[j] & 0xF) >> 3) == 1) { //right
clientprio += pow(((data.ct[j] & 0xF) & 0x7) + 1, CONTEXT_PRIO_WEIGHT);
if (iter.value().ca[i].ct[(j*2)+1] == 1)
serverlist[fs].ct[(j*2)+1] = 1;
if (iter.value().ca[i].ct[(j*2)+1] == 1) //odd
serverprio += pow(((data.ct[j] & 0xF) & 0x7) + 1, CONTEXT_PRIO_WEIGHT);
}
}
serverlist[fs].id = iter.value().id;
serverlist[fs].xk = (serverprio/clientprio) * 100;
fs++;
}
i++;
}
}
if (serverlist[0].id != 0) {
//determine number of found servers
int c = 0;
while (serverlist[c].id != 0) {
c++;
}
//sort that thing :)
for(int m = 0; m < c; m++) {
for(int n = 0; n < (c - 1); n++) {
if (serverlist[n].xk < serverlist[n+1].xk) {
ServerList temp;
temp = serverlist[n];
serverlist[n] = serverlist[n+1];
serverlist[n+1] = temp;
}
}
}
//first server in list = result
result.id = serverlist[0].id;
result.sid = 0;
result.st = data.st;
if (c > 1)
result.na = 0;
else
result.na = 1;
memcpy(result.ct, serverlist[0].ct, sizeof(serverlist[0].ct));
memcpy(result.sl, serverlist, sizeof(serverlist));
click_chatter("CServers: found best server with x_k %f and service %u at id %s na-flag is %d", serverlist[0].xk, result.st, \
IPAddress(result.id).s().c_str(), result.na);
}
else {
result.id = 0;
result.sid = 0;
result.st = data.st;
result.na = 1;
click_chatter("na-flag is now %d", result.na);
for (int i=0; i<CONTEXT_MAX_CTYPES; i++) {
result.ct[i] = 0;
}
for (int i=0; i<CONTEXT_MAX_FOUND_SERVERS; i++) {
result.sl[i].id = 0;
}
click_chatter("CServers: no entry was found in the routingtable");
}
return result;
}
CRREQResult
CServers::findContextEntryMethod2(CRREQFind data){
CRREQResult result;
float serverprio, clientprio;
ServerList serverlist[CONTEXT_MAX_FOUND_SERVERS];
for (int i=0; i<CONTEXT_MAX_FOUND_SERVERS; i++) {
serverlist[i].id = 0;
for (int j=0; j<CONTEXT_MAX_CTYPES; j++) {
serverlist[i].ct[j] = 0;
}
}
int fs = 0;
//search in table
for(ContextMap::const_iterator iter = contexts.begin(); iter != contexts.end(); ++iter){
int i = 0;
//search in servicetypes
while (iter.value().ca[i].st != 0) {
//if servicetype fits, search for contexts
if (iter.value().ca[i].st == data.st) {
serverprio = 0;
clientprio = 0;
186 G. Programmcode
//search for fitting contexts and calculate score
for (int j = 0; j < CONTEXT_MAX_CTYPES/2; j++) {
//if data.contexttype[x]=1 -> clienttprio+=prio(contexttype[x])^j
if ((data.ct[j] >> 7) == 1) { //left
clientprio += ((data.ct[j] >> 4) & 0x7) + 1;
if (iter.value().ca[i].ct[j*2] == 1)
serverlist[fs].ct[j*2] = 1;
if (iter.value().ca[i].ct[j*2] == 1) //even
serverprio += ((data.ct[j] >> 4) & 0x7) + 1;
}
if (((data.ct[j] & 0xF) >> 3) == 1) { //right
clientprio += ((data.ct[j] & 0xF) & 0x7) + 1;
if (iter.value().ca[i].ct[(j*2)+1] == 1)
serverlist[fs].ct[(j*2)+1] = 1;
if (iter.value().ca[i].ct[(j*2)+1] == 1) //odd
serverprio += ((data.ct[j] & 0xF) & 0x7) + 1;
}
}
serverlist[fs].id = iter.value().id;
serverlist[fs].xk = (serverprio/clientprio) * 100;
fs++;
}
i++;
}
}
if (serverlist[0].id != 0) {
//determine number of found servers
int c = 0;
while (serverlist[c].id != 0) {
c++;
}
//sort that thing :)
for(int m = 0; m < c; m++) {
for(int n = 0; n < (c - 1); n++) {
if (serverlist[n].xk < serverlist[n+1].xk) {
ServerList temp;
temp = serverlist[n];
serverlist[n] = serverlist[n+1];
serverlist[n+1] = temp;
}
}
}
//first server in list = result
result.id = serverlist[0].id;
result.sid = 0;
result.st = data.st;
if (c > 1)
result.na = 0;
else
result.na = 1;
memcpy(result.ct, serverlist[0].ct, sizeof(serverlist[0].ct));
memcpy(result.sl, serverlist, sizeof(serverlist));
click_chatter("CServers: found best server with x_k %f and service %u at id %s na-flag is %d", serverlist[0].xk, result.st, \
IPAddress(result.id).s().c_str(), result.na);
}
else {
result.id = 0;
result.sid = 0;
result.st = data.st;
result.na = 1;
click_chatter("na-flag is now %d", result.na);
for (int i=0; i<CONTEXT_MAX_CTYPES; i++) {
result.ct[i] = 0;
}
for (int i=0; i<CONTEXT_MAX_FOUND_SERVERS; i++) {
result.sl[i].id = 0;
}
click_chatter("CServers: no entry was found in the routingtable");
}
return result;
}
CRREQResult
CServers::findContextEntryMethod3(CRREQFind data){
CRREQResult result;
ServerList serverlist[CONTEXT_MAX_FOUND_SERVERS];
for (int i=0; i<CONTEXT_MAX_FOUND_SERVERS; i++) {
serverlist[i].id = 0;
for (int j=0; j<CONTEXT_MAX_CTYPES; j++) {
serverlist[i].ct[j] = 0;
}
}
int fs = 0;
//search in table
for(ContextMap::const_iterator iter = contexts.begin(); iter != contexts.end(); ++iter){
int i = 0;
//search in servicetypes
while (iter.value().ca[i].st != 0) {
//if servicetype fits, search for contexts
if (iter.value().ca[i].st == data.st) {
//search for fitting contexts and calculate score
for (int j = 0; j < CONTEXT_MAX_CTYPES/2; j++) {
//if data.contexttype[x]=1 -> clienttprio+=prio(contexttype[x])^j
if (((data.ct[j] >> 7) == 1) && (iter.value().ca[i].ct[j*2] == 1)) { //left
serverlist[fs].ct[j*2] = 1;
}
if ((((data.ct[j] & 0xF) >> 3) == 1) && (iter.value().ca[i].ct[(j*2)+1] == 1)) { //right
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serverlist[fs].ct[(j*2)+1] = 1;
}
}
serverlist[fs].id = iter.value().id;
serverlist[fs].xk = 0;
fs++;
}
i++;
}
}
if (serverlist[0].id != 0) {
//determine number of found servers
int c = 0;
while (serverlist[c].id != 0) {
c++;
}
//sort that thing :)
sortprio fsrvs[CONTEXT_MAX_FOUND_SERVERS];
//find found servers and put them into fsrvs
for (int i = 0; i < CONTEXT_MAX_FOUND_SERVERS; i++) {
fsrvs[i].id = 0;
if (serverlist[i].id != 0) {
fsrvs[i].id = serverlist[i].id;
for (int j = 0; j < CONTEXT_MAX_CTYPES; j++) {
fsrvs[i].prio[j] = 0;
if (serverlist[i].ct[j] == 1) {
if (j%2 == 0)
fsrvs[i].prio[j] = ((data.ct[j/2] >> 4) & 0x7);
else
fsrvs[i].prio[j] = ((data.ct[j/2] & 0xF) & 0x7);
}
}//sort prios of every server
for(int k = 0; k < CONTEXT_MAX_CTYPES; k++) {
for(int l = 0; l < (CONTEXT_MAX_CTYPES - 1); l++) {
if (fsrvs[i].prio[l] < fsrvs[i].prio[l+1]) {
uint8_t temp;
temp = fsrvs[i].prio[l];
fsrvs[i].prio[l] = fsrvs[i].prio[l+1];
fsrvs[i].prio[l+1] = temp;
}
}
}
}
}
//sort servers
for (int l = 0; l < CONTEXT_MAX_CTYPES; l++) {
for(int m = 0; m < c; m++) {
for(int n = 0; n < (c - 1); n++) {
if (fsrvs[n].prio[l] < fsrvs[n+1].prio[l]) {
ServerList temp;
temp = serverlist[n];
serverlist[n] = serverlist[n+1];
serverlist[n+1] = temp;
}
}
}
}
//first server in list = result
result.id = serverlist[0].id;
result.sid = 0;
result.st = data.st;
if (c > 1)
result.na = 0;
else
result.na = 1;
memcpy(result.ct, serverlist[0].ct, sizeof(serverlist[0].ct));
memcpy(result.sl, serverlist, sizeof(serverlist));
click_chatter("CServers: found best server with %u at id %s na-flag is %d", result.st, IPAddress(result.id).s().c_str(), \
result.na);
}
else {
result.id = 0;
result.sid = 0;
result.st = data.st;
result.na = 1;
click_chatter("na-flag is now %d", result.na);
for (int i=0; i<CONTEXT_MAX_CTYPES; i++) {
result.ct[i] = 0;
}
for (int i=0; i<CONTEXT_MAX_FOUND_SERVERS; i++) {
result.sl[i].id = 0;
}
click_chatter("CServers: no entry was found in the routingtable");
}
return result;
}
CRREQResult
CServers::findContextEntry(CRREQFind input){
CRREQResult result;
switch(_fmethod) {
case 0: result = findContextEntryMethod0(input); break;
case 1: result = findContextEntryMethod1(input); break;
case 2: result = findContextEntryMethod2(input); break;
case 3: result = findContextEntryMethod3(input); break;
default: result = findContextEntryMethod1(input); break;
}
return result;
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}
void
CServers::readContextEntry(uint32_t id){
//search for entry with data.id and put it in read
ContextMap::Pair* read = contexts.find_pair(id);
if (read) {
click_chatter("read ip %u",read->value.id);
int i = 0;
int j;
while (read->value.ca[i].st != 0) {
click_chatter("read st %u",read->value.ca[i].st);
for (j=0; j<CONTEXT_MAX_SERVICES; j++) {
if (read->value.ca[i].ct[j] == true) {
click_chatter("read ct %u", j+1);
}
}
i++;
}
click_chatter("========");
}
else {
click_chatter("no entry with id %u",id);
}
}
void
CServers::readContextEntryByST(uint16_t st){
//search for entries with servicetype = st
for(ContextMap::const_iterator iter = contexts.begin(); iter != contexts.end(); ++iter){
int i = 0;
while (iter.value().ca[i].st != 0) {
if (iter.value().ca[i].st == st) {
click_chatter("CServers: found st %u at id %s",st,IPAddress(iter.value().id).s().c_str());
}
i++;
}
}
}
void
CServers::deleteoldContextEntries(){
//delete old entries
for(ContextMap::const_iterator iter = contexts.begin(); iter != contexts.end(); ++iter){
//if entry too old, delete it
Timestamp now;
now = Timestamp::now();
uint32_t ts = now.sec()-CONTEXT_SERVERFILES_MAX_AGE;
if (iter.value().ts < ts) {
click_chatter("CServers: entry at id %s deleted, because %u < %u", IPAddress(iter.value().id).s().c_str(), iter.value().ts, \
now.sec()-CONTEXT_SERVERFILES_MAX_AGE);
contexts.remove(iter.value().id);
deleteContextFile(iter.value().id);
}
}
}
void
CServers::insertContextEntry(struct ctable data){
//if entry with data.id exists, don’t insert again
//click_chatter("id %u",data.id);
if (!contexts.find_pair(data.id)) {
//insert entry with key data.id
contexts.insert(data.id,data);
click_chatter("CServers: entry with id %s inserted", IPAddress(data.id).s().c_str());
//click_chatter("INSERTED1 ip %d with %d types", data.id, sizeof(data.ca));
}
}
void
CServers::deleteContextFile(uint32_t id) {
DIR *dir;
struct dirent *entry;
char path[255], filename[64];
uint32_t fid;
dir = opendir(CONTEXT_SERVERFILES_PATH);
do {
entry = readdir(dir);
if (entry && strstr(entry->d_name,CONTEXT_SERVERFILES_EXTENSION) && ((strstr(entry->d_name,\
CONTEXT_SERVERFILES_EXTENSION)-entry->d_name+1) == (strlen(entry->d_name)-4))) {
strcpy(path,CONTEXT_SERVERFILES_PATH);
strcat(path,entry->d_name);
memset(filename, ’\0’, sizeof(filename));
strncpy(filename, entry->d_name, strlen(entry->d_name)-5);
fid = strtoul(filename, NULL, 0);
if (fid == id) {
remove(path);
click_chatter("cservers: file %s deleted",path);
}
}
} while(entry);
}
void
CServers::deleteContextEntry(uint32_t id) {
if (contexts.find_pair(id)) {
contexts.remove(id);
click_chatter("CServers: entry with %s deleted", IPAddress(id).s().c_str());
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}
deleteContextFile(id);
}
void
CServers::updateContextEntry(struct ctable data){
ContextMap::Pair* read = contexts.find_pair(data.id);
contexts.remove(read->value.id);
contexts.insert(data.id,data);
click_chatter("CServers: entry with id %s updated", IPAddress(data.id).s().c_str());
}
void
CServers::addContextEntry(){
//file and dir handlers, some ints and the pathname
DIR *dir;
FILE *file;
int k,l,rowpos,colpos;
char path[255], filename[64];
//format for context table entry
struct ctable ctxt;
//format for stat.h -> determine date of change
struct stat buff;
//format for directory processing
struct dirent *entry;
//for current time
Timestamp now;
dir = opendir(CONTEXT_SERVERFILES_PATH);
do {
entry = readdir(dir);
if (entry) {
//if (".list" in filename) && (".list" is at end of filename) do...
if (strstr(entry->d_name,CONTEXT_SERVERFILES_EXTENSION) && ((strstr(entry->d_name,\
CONTEXT_SERVERFILES_EXTENSION)-entry->d_name+1) == (strlen(entry->d_name)-4))) {
//copy "path" to var path and append filename
strcpy(path,CONTEXT_SERVERFILES_PATH);
strcat(path,entry->d_name);
//cut fileextension from filename
memset(filename, ’\0’, sizeof(filename));
strncpy(filename, entry->d_name, strlen(entry->d_name)-5);
//convert string id to uint32_t
ctxt.id = strtoul(filename, NULL, 0);
//determine time of change of the file
if (stat(path, &buff) == 0) {
ctxt.ts = buff.st_ctime;
}
//if file is older than CONTEXT_SERVERFILES_MAX_AGE, don’t put data into routingtable
//and if id in routingtable, only update lifetime
now = Timestamp::now();
uint32_t ts = now.sec()-CONTEXT_SERVERFILES_MAX_AGE;
if (ctxt.ts > ts) {
//open file in readonly mode
file = fopen(path,"r");
//reset array
for (k=0; k<CONTEXT_MAX_SERVICES; k++) {
ctxt.ca[k].st = 0;
for (l=0; l<CONTEXT_MAX_CTYPES; l++) {
ctxt.ca[k].ct[l] = false;
}
}
rowpos = 0;
colpos = 0;
bool shutdown = false;
unsigned int buffer;
char shutdownstr[strlen(CONTEXT_SERVERFILES_SHUTDOWN)+1];
fgets(shutdownstr, strlen(CONTEXT_SERVERFILES_SHUTDOWN)+1, file);
if (strcmp(shutdownstr,CONTEXT_SERVERFILES_SHUTDOWN) == 0) {
click_chatter("CServers: server %s sent shutdown signal", IPAddress(ctxt.id).s().c_str());
shutdown = true;
}
else {
clearerr(file);
rewind(file);
while (fscanf(file, "%u", &buffer) > 0) {
//if we are on beginning of line (colpos), read the service type @ rowpos
if (colpos == 0) {
//click_chatter("server: %s, service: %u, row: %u", IPAddress(ctxt.id).s().c_str(), buffer, rowpos);
ctxt.ca[rowpos].st = buffer;
}
else {
ctxt.ca[rowpos].ct[buffer-1] = true;
//click_chatter("server: %s, context: %u, col: %u", IPAddress(ctxt.id).s().c_str(), buffer, colpos);
}
colpos++;
//if end of line do...
if (fgetc(file) == CONTEXT_SERVERFILES_EOL) {
rowpos++;
colpos = 0;
}
}
}
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fclose (file);
//if timestamp not expired, update it, else insert
if (ContextMap::Pair* read = contexts.find_pair(ctxt.id)) {
if ((read->value.ts < ctxt.ts) && (shutdown == false))
updateContextEntry(ctxt);
if (shutdown == true)
deleteContextEntry(ctxt.id);
}
else {
if (shutdown == false)
insertContextEntry(ctxt);
else {
remove(path);
click_chatter("CServers: file %s deleted", path);
}
}
}
else {
remove(path);
click_chatter("cservers: file %s deleted", path);
}
//reset array for the following entry
for (k=0; k<CONTEXT_MAX_SERVICES; k++) {
ctxt.ca[k].st = 0;
for (l=0; l<CONTEXT_MAX_CTYPES; l++) {
ctxt.ca[k].ct[l] = false;
}
}
}
}
} while (entry);
closedir(dir);
}
void
CServers::updateContextTable(){
addContextEntry();
deleteoldContextEntries();
}
enum { H_FMETHOD };
int
CServers::write_handler(const String &str_in, Element *e, void *thunk, ErrorHandler *errh) {
String s = cp_uncomment(str_in);
CServers *cs = static_cast<CServers *>(e);
if ((uintptr_t)thunk == H_FMETHOD) {
if (!cp_unsigned(s, (uint32_t *)&cs->_fmethod))
return errh->error("’fmethod’ should be an unsigned integer");
if (cs->_fmethod > 3) {
cs->_fmethod = 0;
return errh->error("’fmethod’ should have a value between 0 and 3, setting back to 0", cs->_fmethod);
}
click_chatter("CServers: selection method changed to %d", cs->_fmethod);
}
return 0;
}
void
CServers::add_handlers()
{
add_write_handler("fmethod", write_handler, (void *)H_FMETHOD);
}
//macro magic
#include <click/bighashmap.cc>
#if EXPLICIT_TEMPLATE_INSTANCES
template class HashMap<IPPair, void *>;
template class HashMap<IPAddress, int>;
#endif
CLICK_ENDDECLS
EXPORT_ELEMENT(CServers CServers-Context_CServers)
ForwardCIP
context forward cip.hh
#ifndef CONTEXT_FORWARDCIP_HH
#define CONTEXT_FORWARDCIP_HH
#include <click/element.hh>
#include "context_cservers.hh"
#include "context_cclients.hh"
CLICK_DECLS
class ForwardCIP : public Element {
public:
ForwardCIP();
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~ForwardCIP();
const char *class_name() const { return "ForwardCIP"; }
const char *port_count() const { return "2/2"; }
const char *processing() const { return "h"; }
int configure(Vector<String> &, ErrorHandler *);
Packet* forward(Packet *, context_ip_fwaddr);
void push(int, Packet *);
private:
CServers* context_table;
CClients* client_table;
};
CLICK_ENDDECLS
#endif
context forward cip.cc
#include <click/config.h>
#include <click/confparse.hh>
#include <click/error.hh>
#include <clicknet/icmp.h>
#include <clicknet/ip.h>
#include <clicknet/ether.h>
#include <click/packet_anno.hh>
#include <click/packet.hh>
#include "context_forward_cip.hh"
CLICK_DECLS
ForwardCIP::ForwardCIP()
{
}
ForwardCIP::~ForwardCIP()
{
}
int
ForwardCIP::configure(Vector<String> &conf, ErrorHandler *errh)
{
Element* context_table_element;
Element* client_table_element;
if (cp_va_parse(conf, this, errh,
cpElement, "CServers", &context_table_element,
cpElement, "CClients", &client_table_element,
cpEnd) < 0) {
return -1;
}
if (strcmp(context_table_element->class_name(), "CServers") != 0){
errh->error("Supplied Element is not CServers");
return -1;
}
if (!(context_table=(CServers*)context_table_element)){
errh->error("Supplied element is not a valid CServers element (cast failed)");
return -1;
}
if (strcmp(client_table_element->class_name(), "CClients") != 0){
errh->error("Supplied Element is not CClients");
return -1;
}
if (!(client_table=(CClients*)client_table_element)){
errh->error("Supplied element is not a valid CClients element (cast failed)");
return -1;
}
return 0;
}
Packet*
ForwardCIP::forward(Packet *p_in, context_ip_fwaddr addr_in){
assert(p_in);
//context_ip_header *cip_in = (struct context_ip_header *) p_in->network_header();
WritablePacket *p_out = p_in->uniqueify();
context_ip_header* cip_out = (struct context_ip_header*) p_out->data();
cip_out->dst = addr_in.dst;
cip_out->src = addr_in.src;
cip_out->oid = addr_in.id;
cip_out->chksum = 0;
cip_out->chksum += click_in_cksum((unsigned char *)cip_out, sizeof(struct context_ip_header));
//click_chatter("packet from %x to %x with id %x\npacket forw %x to %x with id %x", cip_in->src, cip_in->dst, cip_in->oid, \
cip_out->src, cip_out->dst, cip_out->oid);
p_out->set_dst_ip_anno(IPAddress(cip_out->dst));
p_out->set_network_header(reinterpret_cast<const unsigned char *>(cip_out), sizeof(struct context_ip_header));
return p_out;
p_in->kill();
}
void
ForwardCIP::push(int port, Packet *p_in){
assert(port >= 0 && port <= 1);
assert(p_in);
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Packet *p_out;
//incoming packets from input0 (from eth)
if (port == 0) {
context_ip_header *cip_in = (struct context_ip_header *) p_in->network_header();
context_ip_fwaddr addr;
//search in CClients for entry (incoming packet from client)
ResultClientCRREQ resultclient = client_table->findClientEntry(IPAddress(cip_in->src).addr(), ntohs(cip_in->osid));
//search in CClients for entry (incoming packet from server)
ResultClientCRREQ resultserver = client_table->findClientEntry(cip_in->oid, ntohs(cip_in->osid));
//if entry exists, forward packet to server from CClients table
if (resultclient.id != 0 || resultserver.id != 0) {
if (resultclient.id != 0) {
click_chatter("CIPForward: entry found, forwarding to server %s", IPAddress(resultclient.ls).s().c_str());
addr.src = cip_in->dst;
addr.dst = IPAddress(resultclient.ls);
addr.id = resultclient.id;
}
//if entry exists, forward packet to client with original server from CClients table
else {
click_chatter("CIPForward: entry found, forwarding to client %s", IPAddress(resultserver.id).s().c_str());
addr.src = cip_in->dst;
addr.dst = IPAddress(resultserver.id);
addr.id = resultserver.os;
}
}
//if no entry exists, stupidly forward the packet
else {
click_chatter("CIPForward: no entry found, stupid forwarding from %s to %s", IPAddress(cip_in->src).s().c_str(), \
IPAddress(cip_in->oid).s().c_str());
addr.src = cip_in->dst;
addr.dst = IPAddress(cip_in->oid);
addr.id = IPAddress(cip_in->src).addr();
}
//push to output0
p_out = forward(p_in, addr);
output(0).push(p_out);
}
//incoming packets from input1 (last packet from queue, when discovery failed at waitingfordiscovery)
else {
context_ip_header *cip_in = (struct context_ip_header *) p_in->network_header();
//destination unreachable -> delete it from CServers
context_table->deleteContextEntry(IPAddress(cip_in->dst).addr());
context_table->updateContextTable();
//look, if client wants rerouting (entry in CClients exists?)
ResultClientCRREQ findclient = client_table->findClientEntry(cip_in->oid, ntohs(cip_in->osid));
if ((findclient.id != 0) && (findclient.nr == 0)) {
//if client was found in CClients, search for id in CServers
//click_chatter("CIPForward: found entry in cclients, searching for alternative server");
uint32_t newserver;
if (context_table->_fmethod == 0) {
CRREQFind input;
input.id = findclient.ls;
input.st = findclient.st;
ResultClientOSCT osctresult = client_table->findOSCT(findclient.id, findclient.os, findclient.st);
memcpy(input.osct, osctresult.osct, sizeof(osctresult.osct));
memcpy(input.ct, findclient.ct, sizeof(findclient.ct));
CRREQResult result = context_table->findRerouteContextEntry(input);
newserver = result.id;
}
else {
FindNxtServer find;
find.server = findclient.ls;
find.client = cip_in->oid;
click_chatter("server %s client %x", IPAddress(findclient.ls).s().c_str(), find.client);
ServerList srv;
srv = client_table->findNextServer(find);
newserver = srv.id;
click_chatter("newserver %s",IPAddress(newserver).s().c_str());
}
//if server found -> update CClients-Entry, modify packet and push it to output0
if (newserver != 0) {
click_chatter("CIPForward: found alternative server %s, forwarding packet with src %s dst %s id %s to network", \
IPAddress(newserver).s().c_str(), IPAddress(cip_in->src).s().c_str(), IPAddress(newserver).s().c_str(), \
IPAddress(cip_in->oid).s().c_str());
client_table->updateClientEntry(cip_in->oid, findclient.ls, newserver);
context_ip_fwaddr addr;
addr.src = cip_in->src;
addr.dst = IPAddress(newserver);
addr.id = cip_in->oid;
p_out = forward(p_in, addr);
output(0).push(p_out);
}
else {
click_chatter("CIPForward: did not find any alternative server, generating icmp error");
output(1).push(p_in);
}
}
else {
click_chatter("CIPForward: unknown client or no reoruting allowed, generating icmp error");
output(1).push(p_in);
}
}
}
CLICK_ENDDECLS
EXPORT_ELEMENT(ForwardCIP ForwardCIP-Context_ForwardCIP)
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GenerateCRREP
context generate crrep.hh
#ifndef CONTEXT_GENERATECRREP_HH
#define CONTEXT_GENERATECRREP_HH
#include <click/element.hh>
#include "context_cservers.hh"
#include "context_cclients.hh"
#include "aodv_neighbours.hh"
#include "aodv_setrrepheaders.hh"
CLICK_DECLS
class GenerateCRREP : public Element { public:
GenerateCRREP();
~GenerateCRREP();
const char *class_name() const { return "GenerateCRREP"; }
const char *port_count() const { return "1/1"; }
const char *processing() const { return "h"; }
int configure(Vector<String> &, ErrorHandler *);
Packet* generate(CRREQResult, Packet *);
void push(int, Packet *);
private:
CServers* context_table;
CClients* client_table;
AODVNeighbours* neighbour_table;
AODVSetRREPHeaders* setrrepheaders;
const IPAddress * myIP;
uint8_t NumIF;
IPAddress MyIP[AODV_MAX_IF];
};
CLICK_ENDDECLS
#endif
context generate crrep.cc
#include <click/config.h>
#include <click/confparse.hh>
#include <click/error.hh>
#include <click/packet_anno.hh>
#include <clicknet/ip.h>
#include <clicknet/ether.h>
#include <clicknet/udp.h>
#include <arpa/inet.h>
#include "context_generate_crrep.hh"
#include "aodv_broadcastheader.hh"
CLICK_DECLS
GenerateCRREP::GenerateCRREP():
context_table(0),
neighbour_table(0)
{
}
GenerateCRREP::~GenerateCRREP()
{
}
int
GenerateCRREP::configure(Vector<String> &conf, ErrorHandler *errh)
{
Element* context_table_element;
Element* client_table_element;
Element* neighbour_table_element;
Element* setrrepheaders_element;
//copy elements
if (cp_va_parse(conf, this, errh,
cpElement, "CServers", &context_table_element,
cpElement, "CClients", &client_table_element,
cpElement, "AODVNeighbours", &neighbour_table_element,
cpElement, "AODVSetRREPHeaders", &setrrepheaders_element,
cpEnd) < 0) {
return -1;
}
if (strcmp(context_table_element->class_name(), "CServers") != 0){
errh->error("Supplied Element is not CServers");
return -1;
}
if (!(context_table=(CServers*)context_table_element)){
errh->error("Supplied element is not a valid CServers element (cast failed)");
return -1;
}
if (strcmp(client_table_element->class_name(), "CClients") != 0){
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errh->error("Supplied Element is not CClients");
return -1;
}
if (!(client_table=(CClients*)client_table_element)){
errh->error("Supplied element is not a valid CClients element (cast failed)");
return -1;
}
if (strcmp(neighbour_table_element->class_name(), "AODVNeighbours") != 0){
errh->error("Supplied Element is not AODVNeighbours");
return -1;
}
if (!(neighbour_table=(AODVNeighbours*)neighbour_table_element)){
errh->error("Supplied element is not a valid AODVNeighbours element (cast failed)");
return -1;
}
if (strcmp(setrrepheaders_element->class_name(), "AODVSetRREPHeaders") != 0){
errh->error("Supplied element is not an AODVSetRREPHeaders element but a %s",setrrepheaders_element->class_name());
return -1;
}
if (!(setrrepheaders=(AODVSetRREPHeaders*)setrrepheaders_element)){
errh->error("Supplied element is not a valid AODVSetRREPHeaders element (cast failed)");
return -1;
}
NumIF = neighbour_table->getNumIF();
for (uint8_t i = 0; i < NumIF; i++) {
MyIP[i] = neighbour_table->getIPbyID(i);
}
return 0;
}
Packet*
GenerateCRREP::generate(CRREQResult data, Packet * p_in){
int tailroom = 0;
int headroom = sizeof(click_ether) + sizeof(click_ip) + sizeof(click_udp);
int crrepsize = sizeof(struct aodv_crrep_header);
aodv_crreq_header *crreq_in = (aodv_crreq_header*) (p_in->data() + headroom);
WritablePacket *p_out = Packet::make(headroom, 0, crrepsize, tailroom);
if (!p_out) return 0;
memset(p_out->data(), 0, p_out->length());
aodv_crrep_header* crrep_out = (struct aodv_crrep_header*) p_out->data();
//am i the destination?
bool imdestination = false;
for (uint8_t i = 0; i < NumIF; i++) {
if (crreq_in->destination == MyIP[i])
imdestination = true;
}
if (imdestination) {
neighbour_table->updateMySequenceNumber(ntohl(crreq_in->destinationseqnr)); //RFC 6.1
}
//regular rrep header
crrep_out->type = CONTEXT_AODV_RREP;
crrep_out->ranreserved = 0;
crrep_out->ranreserved += CONTEXT_RREP_R << 7; //r-flag
crrep_out->ranreserved += CONTEXT_RREP_A << 6; //a-flag
crrep_out->ranreserved += data.na << 5; //no-alternatives-flag
crrep_out->reservedprefixsz = 0;
crrep_out->reservedprefixsz += CONTEXT_RREP_RESERVED << 4; //reserved field
crrep_out->reservedprefixsz += CONTEXT_RREP_PRFXSIZE & 0xFF; //prefix size
crrep_out->destination = crreq_in->destination;
if (imdestination){
crrep_out->destinationseqnr = htonl(neighbour_table->getMySequenceNumber());
crrep_out->lifetime = htonl(CONTEXT_SERVERFILES_MAX_AGE);
crrep_out->hopcount = 0;
} else {
uint32_t * destinationseqnr = neighbour_table->getSequenceNumber(crreq_in->destination);
assert(destinationseqnr); // if we don’t have a sequence number why are we responding...
crrep_out->destinationseqnr = htonl(*destinationseqnr);
crrep_out->lifetime = htonl(neighbour_table->getLifetime(crreq_in->destination));
crrep_out->hopcount = neighbour_table->getHopcount(crreq_in->destination);
delete destinationseqnr;
}
crrep_out->originator = crreq_in->originator;
//rrep header extension
crrep_out->xtype = CONTEXT_RREP_XTYPE;
crrep_out->length = sizeof(crrep_out->ident) + sizeof(crrep_out->service) + sizeof(crrep_out->contexttype) + \
sizeof(crrep_out->sessid);
crrep_out->sessid = htons(data.sid);
crrep_out->ident = data.id;
crrep_out->service = htons(data.st);
int i,j,k;
for (i = 0; i < CONTEXT_MAX_CTYPES; i++) {
j = i / 8;
k = i % 8;
if (data.ct[i] == true) {
crrep_out->contexttype[j] += 1 << (7-k);
}
else {
crrep_out->contexttype[j] += 0 << (7-k);
}
}
p_in->kill();
return p_out;
}
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void
GenerateCRREP::push (int port, Packet * p_in){
assert(port == 0);
Packet* p_out;
int headroom = sizeof(click_ether) + sizeof(click_ip) + sizeof(click_udp);
aodv_crreq_header *crreq_in = (aodv_crreq_header*) (p_in->data() + headroom);
const click_ip * ip_header = p_in->ip_header();
if (ntohs(crreq_in->service) != 0) {
//update routing tables
uint8_t ifid;
ifid = PAINT_ANNO(p_in);
IPAddress myip;
myip = IPAddress(neighbour_table->getIPbyID(ifid));
neighbour_table->updateRoutetableEntry(ip_header->ip_src,1, ip_header->ip_src, ifid);
context_table->updateContextTable();
//context_table->addContextEntry();
//context_table->deleteoldContextEntries();
//deliver data for table query
CRREQFind input;
input.st = ntohs(crreq_in->service);
input.id = (crreq_in->ident[1] << 16) + crreq_in->ident[0];
memcpy(input.ct, crreq_in->context, sizeof(input.ct));
CRREQResult result;
if ((context_table->_fmethod > 0) && (input.id != 0)) {
FindNxtServer find;
find.client = IPAddress(crreq_in->originator);
find.server = input.id;
ServerList srv;
srv = client_table->findNextServer(find);
result.id = srv.id;
result.st = input.st;
result.na = srv.na;
memcpy(result.ct, srv.ct, sizeof(srv.ct));
}
else
result = context_table->findContextEntry(input);
//insert crreq query in routingtable and determine session id
//if server was found
if ((result.id != 0)) {
FindClientCRREQ clientdata;
clientdata.id = IPAddress(crreq_in->originator).addr();
clientdata.nr = (crreq_in->jrgdureserved >> 2) & 0x1;
clientdata.st = input.st;
clientdata.sid = client_table->determineSessionID(clientdata.id);
result.sid = clientdata.sid;
//click_chatter("genrrep: genrrep sid: %u",clientdata.sid);
Timestamp now = Timestamp::now();
clientdata.ts = now.sec();
clientdata.ls = result.id;
memcpy(clientdata.osct, result.ct, sizeof(result.ct));
memcpy(clientdata.ct, input.ct, sizeof(input.ct));
memcpy(clientdata.sl, result.sl, sizeof(result.sl));
client_table->insertClientEntry(clientdata);
}
//generate crrep
p_out = generate(result, p_in);
//click_chatter("originator_ip %s %x",IPAddress(crreq_in->originator).s().c_str(),crreq_in->originator);
IPAddress* nexthop = neighbour_table->nexthop(IPAddress(crreq_in->originator));
assert(nexthop);
setrrepheaders->addRREP(p_out,nexthop);
Packet* buff = AODVBroadcastHeader::setBroadcastHeader(p_out,myip,250);
output(0).push(buff);
// p_out->kill();
}
else {
click_chatter("genrrep: wrong packet received");
}
//p_in->kill();
}
CLICK_ENDDECLS
EXPORT_ELEMENT(GenerateCRREP GenerateCRREP-Context_GenerateCRREP)
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