The links between spellings and sounds in a large set of English words with consonantvowel-consonant phonological structure were examined. Orthographic rimes, or units consisting of a vowel grapheme and a final consonant grapheme, had more stable pronunciations than either individual vowels or initial consonant-plus-vowel units. In 2 large-scale studies of word pronunciation, the consistency of pronunciation of the orthographic rime accounted for variance in latencies and errors beyond that contributed by the consistency of pronunciation of the individual graphemes and by other factors. In 3 experiments, as well, children and adults made more errors on words with less consistently pronounced orthographic rimes than on words with more consistently pronounced orthographic rimes. Relations between spellings and sounds in the simple monomorphemic words of English are more predictable when the level of onsets and rimes is taken into account than when only graphemes and phonemes are considered.
alphabetic. That is, spelling-sound relations are best described in terms of links between individual graphemes and individual phonemes, where a grapheme is a letter or group of letters that corresponds to a single phoneme (e.g., Venezky, 1970) . For example, the single-letter grapheme b usually corresponds to the phoneme /b/, and the two-letter grapheme ea usually corresponds to the phoneme /i/.
1 According to standard dual-route models of reading, skilled readers use links between graphemes and phonemes when pronouncing words (e.g., M. Coltheart, 1978; M. Coltheart, Curtis, Atkins, & Haller, 1993) . Similarly, the acquisition of links between graphemes and phonemes is thought to be an important part of learning to read.
However, just because the English writing system can be described, used, and learned as an alphabet, it does not necessarily follow that it must be described, used, and learned only at the level of graphemes and phonemes (Treiman, 1992) . We argue here that a consideration of orthographic and phonological units that are larger than single graphemes and single phonemes can shed new light on the nature, use, and acquisition of the English writing system. Specifically, we claim that letter groups that correspond to the rimes of spoken syllables, or units that include the vowel and any following consonants, play an important role in adults' and children's pronunciation of printed words.
The present hypothesis was suggested by evidence that the phonemes in spoken syllables are grouped into onset and rime units. Such evidence has been adduced by both linguists and psycholinguists and includes constraints on the distributions of phonemes in syllables, errors in the produc-tion of speech, and people's ability to learn word games that break syllables at various points (see Fowler, Treiman, & Gross, 1993; Treiman, 1989; Treiman, Fowler, Gross, Berch, & Weatherston, 1995) . The evidence suggests that the phonemes in a spoken syllable do not form a linear string, each phoneme equally tied to the phoneme that precedes it and the phoneme that follows it. In a spoken CVC (consonant-vowel-consonant) syllable, the vowel has a close bond with the following consonant, these two phonemes forming the rime of the syllable. The initial consonant or onset is less closely linked to the vowel.
This article has four parts. The topic of Part 1 is the description of English spelling-sound relations. Is English best described as an alphabet or are orthographic units corresponding to onsets and rimes also important? To address this question, we present two analyses of the relations between spellings and sounds in English words with CVC phonological structure. When we examine spelling-sound relations at the level of single graphemes and single phonemes, we find, as other researchers have reported, that vowel graphemes often have more than one possible pronunciation. For example, the grapheme ea is pronounced as lil in bead but as Is/ in head. In this and other cases, however, the consonant that follows the vowel helps to specify the vowel's pronunciation. The grapheme ea is sometimes pronounced as lei before /d/ but virtually never has the /el pronunciation before /p/. This special dependency between vowels and final consonants has not been systematically documented in past research. Thus, even though English spelling is not all that regular at the level of individual graphemes and individual phonemes, it becomes more regular when VC 2 (vowel + final consonant) letter clusters are taken into account. The orthographic VC 2 unit corresponds, of course, to the rime of the spoken syllable.
In the next three parts of our study, we provide evidence that adults and children take advantage of the relatively stable pronunciations of VC 2 units when reading words aloud. The topic of Part 2 is the use of English spellingsound relations by fluent adult readers. The data come from two studies in which adults pronounced large numbers of printed words with CVC phonological structures. The latency and error data were pooled over subjects for each word, and regression methods were used to study the linguistic factors associated with performance.
In Parts 3 and 4, we turn to more traditional small-scale experiments. In these experiments, the pronunciation consistency of the VC 2 and QV (initial consonant + vowel) units in printed words with CVC phonological structures were factorially manipulated. The two experiments reported in Part 3 involved college students. In Part 4, we report how we presented the same words used in one of the experiments with adults to children in the first, second, third, and fifth grades.
As mentioned earlier, the English writing system is typically considered an alphabet, or a system in which spelling is linked to sound at the level of phonemes. We argue that this characterization of the system is incomplete. In English, the pronunciations of vowel graphemes are sometimes affected by the identity of the following consonants. As a result, there is more stability in the pronunciations of orthographic VC 2 clusters than in the pronunciations of vowel graphemes or the pronunciations of CjV clusters. From an early age, readers take advantage of the relatively consistent pronunciations of orthographic rimes. Groups of letters that correspond to rimes, therefore, play a special role in the description, learning, and use of the English writing system.
In addition to making an important theoretical point about the nature of the English writing system and the way in which it is used by readers, we also seek to make two methodological points through this research. First, an understanding of the statistical characteristics of a to-belearned system-in this case, the writing system of English-is essential to an understanding of how the system is learned and used. Second, large-scale studies that are analyzed using regression methods, like the naming studies presented here, are an important complement to traditional factorial experiments.
Part 1: The Description of English Spelling-Sound Relations
Since the seminal work of Venezky (1970) , the relations between spellings and sounds in the monomorphemic words of English have generally been described at the level of single graphemes and single phonemes. For example, the grapheme ea is linked to the phoneme /i/; it has this pronunciation in numerous words such as bead and seamstress. The /e/ pronunciation of ea in head is atypical; it must be listed as an exception to a general rule. But is the /e/ pronunciation of ea in head all that unusual? A look at Venezky's (1970) list of words with /e/ pronunciations ofea reveals a number of words with final d, including bread, dread, tread, and head. The /ed/ pronunciation of ead is actually not that uncommon. In contrast, ea is rarely pronounced as /el when it is followed by p. In this and other cases, the following consonant grapheme appears to affect the pronunciation of a vowel grapheme.
Although the word lists compiled by Venezky (1970) suggest a role for VC 2 units in the translation from spelling to sound, Venezky did not systematically examine the extent to which the final consonant affects the pronunciation of the vowel, except for a few cases such as that of postvocalic r. Other investigators (Stanback, 1992; Wylie & Durrell, 1970) have observed that a number of English VC 2 s have relatively stable pronunciations (although the results of Aronoff & Koch, 1993 , suggest that only a few VC 2 s have very highly consistent pronunciations in which the vowel is pronounced differently than it is in other contexts). Previous researchers have not systematically compared the regularity of spelling-sound relations for VC 2 s to the regularity of spelling-sound relations for CjVs, which is our goal in the current study.
We designed the two analyses reported in Part 1 to examine the links between spellings and sounds for a variety of orthographic units, including individual consonant and vowel graphemes, VC 2 s, and CjVs. The primary question in both analyses was whether spelling-to-sound relations are more regular for VC 2 units than for C : V units.
Analysis A Method
The units of this analysis were the words of English whose spoken forms have a single initial consonant, a medial vowel, and a single final consonant, henceforth called CVC words. We fociised on CVC words for several reasons. First, the CVC is the simplest structure for which one can compare the stability of pronunciation of the orthographic unit that contains a vowel and a following consonant to the stability of pronunciation of the orthographic unit that contains a vowel and a preceding consonant. Yet CVC spoken words are common in the English language. Some of the earliest words that young readers learn, such as cat and Mom, have a CVC structure in their spoken form. Also, because we planned to use the CVC words of Analysis A in a naming study with adults (Part 2), we wanted to restrict ourselves to a manageable number of words. To select the CVC words for the analysis, we used a computerized version of the Merriam-Webster Pocket Dictionary (Nusbaum, Pisoni, & Davis, 1984) . This dictionary contained 19,750 entries. The pronunciation of each word was coded in terms of 27 consonant phonemes and 18 vowel phonemes. We extracted from the dictionary those 1,329 words that had a CVC pronunciation and that were likely to be known by college students.
2 Although these words were similar in their phonological structure, they varied in their orthographic structure. In particular, they were not always spelled as CVCs. Words such as cat, home, and guise were included in our study. Two-morpheme words such as bees and vied were not included because they are not listed as separate entries in the dictionary.
We examined the orthographic neighbors of each of the 1,329 CVC words. A neighbor was defined in our study as a word that shared one or more graphemes in the same position with the target word. Our first analyses were restricted to neighbors that were themselves monosyllabic. All monosyllabic words in the dictionary were included in these analyses, not just the CVC words. Several types of neighbors were examined: those that shared a single grapheme with the target word-either the initial consonant (C t ), the vowel (V), or the final consonant (C 2 )-and those that shared two adjacent graphemes with the target word-either the initial consonant and the vowel (CjV) or the vowel and the final consonant (VC 2 ). For each type of neighbor, we derived two measures to reflect how often the orthographic unit in the neighbor was pronounced in the same way as it was in the target word. These measures, which are discussed in more detail below, are measures of neighborhood consistency.
The first measure of neighborhood consistency, the type measure, weighted each neighbor equally. It was simply the proportion of words in the neighborhood in which the pronunciation of the orthographic unit in the neighbor was the same as the pronunciation of the orthographic unit in the target word. The type measure was the number of friends relative to the total number of friends plus enemies, where a friend is a word with the same orthographic unit and the same pronunciation and an enemy is a word with the same orthographic unit and a different pronunciation. The second measure of neighborhood consistency, the token measure, weighted each word in the neighborhood by its frequency of occurrence. Specifically, it was the summed frequency of the friends relative to the total summed frequency of friends and enemies. Common words thus had a greater impact on the token measure than did rare words.
As an example, consider the C x neighbors of heap. C r neighbors were words that began with the same consonant letter or group of consonant letters as the target. (For words such as guise, u was counted as a consonant letter because its presence ensures that the word will be pronounced with initial /g/.) Thus, the C t monosyllabic neighbors of heap were all 118 single-syllable words in the dictionary that began with h, including hand, he, hour, and so on. The size of the monosyllabic Q neighborhood of heap is 118. In 114 of these Q neighbors, h is pronounced as /h/, as it is in heap. The type measure of consistency was thus 114 out of 118, or .97. For the token measure, each neighbor was weighted by its frequency of occurrence. The Cj consistency of heap by tokens was .99. Hence, the great majority of words that share the h of heap also share the /h/ pronunciation. V neighbors were words that shared the vowel letter or letters of the target. The monosyllabic V neighbors of heap thus included seam, bleat, dead, and breath. Because ea is pronounced differently in a number of these words than it is in heap, the V consistency of heap was fairly low. By types, the V consistency value was .62. By tokens, the value was even lower, .42. The value was lower by tokens than by types because words in which ea is pronounced with a vowel other than /i/ tend to be rather frequent in English. In calculating V neighborhoods, we considered final e a part of the vowel. The V neighbors of cake thus included base and flame but not bat.
C 2 neighbors were words that had the same final consonant letter or group of consonant letters as the target. For example, the monosyllabic C 2 neighbors of heap were all of the single-syllable words in the dictionary that ended with p. The consistency of the C 2 of heap was very high, .99 by types and 1.00 by tokens.
Next we turn to neighbors that shared larger orthographic units with the target word. CjV monosyllabic neighbors were all singlesyllable words in the dictionary that matched the target word in both the initial consonant and the vowel. The C : V neighbors of heap included heal, health, and head. Because hea is pronounced differently in a number of these words than it is in heap, the QV consistency of heap was low, .33 by types and only .08 by tokens.
Finally, VC 2 neighbors shared the vowel and final consonant letters of the target, as with leap and cheap for heap. The VC 2 consistency of heap was 1.00 by types and by tokens. That is, all of the monosyllabic words in the neighborhood had the /ip/ pronunciation of eap, the same pronunciation as in heap. In calculating VC 2 neighborhoods, as in calculating V neighbors, we considered final e part of the vowel.
We also calculated neighborhood consistency measures based on all neighbors in the dictionary, not just the monosyllabic ones. In the calculations based on the full lexicon, the Cj neighbors of heap included words of more than one syllable such as hammer as well as single-syllable words such as hand. C x neighbors were all words that began with the same consonant grapheme as the target, and C 2 neighbors were all words that ended with the same consonant grapheme as the target. V neighbors were calculated in two ways. Vj neighbors were those whose first vowel grapheme matched that of the target word, and V 2 neighbors were those whose last vowel grapheme matched that of the target word. For example, the V x neighbors of heap include seam and meaty (but not anneal), and the V 2 neighbors of heap include seam and anneal (but not meaty). C 1 V l neighbors were words whose first consonant and vowel were the same as those of the target, and V 2 C 2 neigh-2 Specifically, we used words that had a familiarity rating of greater than 4.0 on a 7-point scale in the study by Nusbaum, Pisoni, and Davis (1984) . A total of 179 words were eliminated from the analysis because they had familiarity ratings lower than 4.0. These included words such as chon, rife, and pone. The meanings of these words were unknown to the Indiana University students who participated in the rating study of Nusbaum et al. and are probably unknown to Wayne State University students as well.
bors were words whose last vowel and consonant were the same as those of the target.
Results and Discussion
The top part of Table 1 shows the results of the consistency analysis based on monosyllabic neighbors only.
3 Consider, first, the results for neighbors that shared a single grapheme with the target. Q neighbors were highly consistent by both types and tokens. About 95% of the words that shared the Cj grapheme with the target had the same pronunciation of the G! unit. C 2 neighbors were somewhat lower in consistency than C t neighbors. Still, C 2 neighbors were over 90% consistent. Neighbors that shared a vowel with the target word were substantially lower in consistency than neighbors that shared a consonant. The difference in consistency between consonants and vowels was at least 30 percentage points. This difference meshes with previous reports that the irregularity of English spelling-to-sound correspondence lies largely in the vowels (Berndt, Reggia, & Mitchum, 1987; Venezky, 1970) .
Vowel consistency was substantially lower by tokens than by types when monosyllabic neighbors were considered. This difference arose because CVC words with unusual vowel pronunciations tend to be common in the English language, as witnessed by a small but significant negative correlation between vowel consistency and word frequency for the words of this study (median r across the various measures of vowel consistency = -.10). When frequent monosyllabic neighbors receive more weight than infrequent neighbors, as in the token measure, the consistency of vowel neighbors is thus especially low.
We now turn to the most important set of results, those for larger orthographic units. As Table 1 shows, VC 2 neighbor- hoods were more consistent than CjV neighborhoods, a difference of about 25 percentage points. Consideration of the initial consonant did not increase the consistency of pronunciation of the vowel, because CjV neighbors were similar in consistency or even lower in consistency than V neighbors. In contrast, VC 2 neighbors were substantially more consistent than V neighbors. Thus, the final consonant sometimes helps to specify the pronunciation of the vowel in a way that the initial consonant does not. Spelling-sound relations are more regular when vowels and final consonants are considered as units than when initial consonants and vowels are considered as units. Some of the inconsistency in pronunciation of C t V units could reflect the effects of postvocalic r. For example, the initial ba of bar is pronounced differently from that of bat, the final r influencing the pronunciation of the a. We thus repeated the calculations without considering words with postvocalic r. In this analysis, for example, bar was not counted as a QV neighbor of bat. The results were similar to those of the previous analysis in that VC 2 neighborhoods were again more consistent than CjV neighborhoods. However, the size of the difference was now about 15 percentage points rather than 25 (by types: 82% vs. 67%; by tokens: 78% vs. 62%). Thus, some of the variability in C t V pronunciations reflects the influence of postvocalic r, but not all of the variability can be explained in this manner. Note that the greater stability of VC 2 pronunciations than of QV or V pronunciations does not reflect the influence of final e on the pronunciation of vowels. As mentioned earlier, final e, if present, was considered part of the orthographic vowel.
The results of the analyses using all neighbors are shown at the bottom of Table 1 . The patterns are similar to those observed for monosyllabic neighbors.
To summarize, the main finding of Analysis A is that VC 2 orthographic units have more consistent pronunciations than C,V orthographic units. This finding goes beyond the results of previous studies by showing that the final consonant of a CVC word helps to specify the pronunciation of the vowel in a way that the initial consonant does not.
Analysis B
In Analysis A, the units of analysis were the CVC words of English. In Analysis B, spelling-sound relations were analyzed somewhat differently. This time, the units of analysis were the graphemes and grapheme clusters that appear in English words with CVC pronunciations, including the C 1? V, C 2 , CjV, and VC 2 units. For each orthographic unit, several measures of spelling-sound regularity were calculated. Our main question, as in Analysis A, was whether the pronunciations of VC 2 units were more predictable than the pronunciations of C a V units.
Note. C = consonant; V = vowel. Subscripts: 1 = initial; 2 final.
Method
Analysis B was based on the same CVC words that were used in Analysis A. We listed each of the C,s, Vs, and C 2 s that occurred in these words, as well as each of the C,V and VC 2 units. For example, the C,s include h and sh, the Vs include ea and a followed by final e, and the C 2 s include p and //. Sample QV units are hea and sha, and sample VC 2 units are ape and all.
For each grapheme and grapheme cluster, three measures of spelling-sound regularity were calculated. The first and simplest was the number of different ways in which the orthographic unit was pronounced in the monosyllabic words of the dictionary. For example, initial sh has only one pronunciation, ///, in the monosyllabic words under consideration, whereas initial hea is pronounced in several different ways. Two additional and more refined measures of the uncertainty that is involved in selecting a pronunciation for an orthographic unit used the information statistic H suggested by Fitts and Posner (1967) . This statistic is calculated as follows: Note. C = consonant; V = vowel. Subscripts: 1 = initial; 2 = final.
where p l is the probability of the first pronunciation of the orthographic unit, p 2 is the probability of the second pronunciation of the orthographic unit (if a second pronunciation exists), and so on for all n possible pronunciations of the unit. For a letter or letter cluster that has a single pronunciation, or one for which the mapping from orthography to phonology has no exceptions, the value of P! is 1 and the value of H is 0. H increases as the number of pronunciations of the orthographic unit increases and as the probabilities of the various pronunciations become more similar to one another. We calculated H both by types and by tokens. In the calculation of H by types, all words with a particular pronunciation of the orthographic unit contributed equally. In the calculation of H by tokens, the probabilities of the various pronunciations were weighted by the frequencies of the words in which they occurred.
To give an example, the H value of initial sh was 0 both by types and by tokens because this grapheme has only one pronunciation in the initial positions of monosyllabic words. The H values for hea were relatively high because the pronunciation of this orthographic unit varies across words such as heap and head. Table 2 shows the results of the analysis. Consider, first, the findings for orthographic units containing a single grapheme. Vowels had more different pronunciations than either initial consonants or final consonants. Also, H values for vowels were higher than those for consonants, which means that there is more uncertainty in the mapping from spelling to sound for vowels than there is for consonants. These results corroborate the finding of Analysis A and of previous studies (Bemdt et al., 1987; Venezky, 1970 ) that vowels are less consistently pronounced than consonants. The H measure, which is sensitive to the frequencies of alternate pronunciations in a way that the raw number of different pronunciations is not, further showed more uncertainty in spelling-sound correspondence for final consonants than for initial ones. This is the same result that was found in Analysis A.
Results and Discussion
The critical results are those for larger orthographic units. VC 2 s had fewer different pronunciations than CjVs. The H values for VC 2 units were lower than those for CjV units, which indicates that the uncertainty in translating from orthography to phonology is lower for VC 2 s than for C,Vs. These differences support the finding of Analysis A that VC 2 units are better guides to pronunciation than are QVs. In addition, H values were higher by tokens than by types. This difference may reflect the fact that frequent monosyllabic words tend to contain unusual spelling-sound correspondences. When frequent words receive a large weight, as in the calculation of H by tokens, the uncertainty involved in the translation of spelling to sound increases.
Interestingly, there were fewer VC 2 orthographic units than C]V orthographic units among the CVC words of our study (372 VC 2 s vs. 421 QVs). The discrepancy is even more striking when one considers that the possible number of VC 2 units is greater than the possible number of C t V units, because of the larger number of C 2 s than C,s. As a result, each individual VC 2 occurred more frequently than each individual QV among the printed words (M -6.31 occurrences for VC 2 s compared with 5.11 for QVs). Similar results have been found for spoken words, which suggests that there is statistical redundancy between vowels and final consonants in speech as well as in print (Dell, Juliano, & Govindjee, 1993; Kessler & Treiman, 1994) . Thus, as suggested by Brown and Ellis (1994) , readers may parse printed words into C, and VC 2 units in part on the basis of the characteristics of the orthography itself. Because VC 2 orthographic units tend to recur more frequently than CjV orthographic units, people may find it economical to recognize and represent common VC 2 patterns as units. That VC 2 orthographic units have more consistent pronunciations than C,V units should further increase the utility of parsing printed words at the boundary between the orthographic onset and the orthographic rime.
Overall Discussion of Analyses A and B
The results for individual graphemes paint a rather bleak picture of the English writing system. If we consider the monomorphemic words of English to be spelled in an alphabetic fashion and describe the relations between spellings and sounds only at the level of single graphemes and single phonemes, English is not very regular. For vowels, especially, a single grapheme often maps onto several phonemes (see also Berndt et al., 1987; Venezky, 1970) . If we incorporate larger orthographic and phonological units into our description of the English writing system, however, the picture becomes more encouraging. The pronunciations of orthographic units that contain a vowel grapheme and a final consonant grapheme are more consistent than the pronunciations of single vowel graphemes. For example, although the grapheme ea may be pronounced as /if or /el, among other possibilities, its pronunciation is virtually always lit when it is followed by p. As this example shows, one can sometimes rationalize the relations between spellings and sounds in English by viewing CVCs as made up of an initial C and a final VC 2 . C a V units are not as useful as VC 2 s as guides to pronunciation.
Thus, English is not purely an alphabetic writing system. In its spelling of words that contain more than one morpheme (words that, for the most part, are not included in the present study), English has some of the characteristics of a logography, or a system in which morphemes have consistent spellings. For example, the spelling heal is retained in health and the spelling courage is retained in courageous (Chomsky, 1970) . Even in its spelling of monomorphemic words, English is not purely an alphabet. It has a tendency to spell rimes in a consistent fashion.
Several investigators have observed that a number of VC 2 letter clusters in English have relatively stable pronunciations (Stanback, 1992; Venezky, 1970; Wylie & Durrell, 1970) . To our knowledge, however, the present study is the first to provide quantitative evidence that VC 2 units are better guides to pronunciation than CjVs or vowels alone. Because the present study is based on monosyllabic words, problems related to syllabification do not arise, as in the earlier studies of Stanback (1992) and Aronoff and Koch (1993) . Venezky (1970) pointed out a few cases in which the initial consonant systematically conditions the pronunciation of the following vowel (e.g., the case of wa, as in wasp vs. last). However, our results suggest that these cases are the exception to the general pattern.
The lexical statistics suggest that there is a potential way for readers to deal with the vowel irregularity that plagues the English writing system. By considering the consonant that follows the vowel, readers could improve their chance of pronouncing the vowel correctly. The statistical patterns that we have documented suggest that this approach will sometimes succeed. But do readers actually use it? Do they take advantage of orthographic units larger than single graphemes and do they use VC 2 units to a greater extent than CjV units? We addressed these questions in the remaining parts of this study, looking in Parts 2 and 3 at adult readers and in Part 4 at children learning to read. The results of Part 1 suggest that English orthography is more than an alphabet. In addition to relations between individual graphemes and individual phonemes, there are also links between VC 2 orthographic units and phonological rimes. Do fluent adult readers take advantage of these larger units in pronouncing monomorphemic words or do they use only alphabetic information? We address this question in Part 2 by analyzing the results from two large-scale studies of word pronunciation. In these studies, college students were shown one word at a time on a computer screen and read each word out loud. The time to initiate the pronunciation of each word was measured; any pronunciation errors were also noted. The times and errors for each word were pooled over all of the subjects. We then used multiple regression analyses to predict response times and error rates for each word from a number of linguistic variables. Data from two separate naming studies were analyzed. One study was carried out by us with students from Wayne State University. The second study was carried out by Seidenberg and Waters (1989) with students from McGill University. To the extent that analyses of two independent sets of data give similar results, we can gain confidence in the reliability of the findings.
Our primary question was whether the consistency measures calculated for each of the CVC words in Analysis A of Part 1 helped to predict performance in the naming task. To address this question, we included in the regression analyses measures of the consistency of pronunciation of the individual graphemes in the word (C 1; V, and C 2 ) as well as measures of the consistency of the multiple-grapheme units (Cj V and VC 2 ). If readers rely on correspondences between individual graphemes and individual phonemes, as in standard dual-route models of reading (e.g., M. Coltheart, 1978; M. Coltheart et al., 1993) , then consistency measures for individual graphemes should be associated with performance. If this is the only level at which spelling and sound are related, the consistency of larger units would not be expected to have additional effects. However, if readers use VC 2 units in pronouncing words, the consistency of the VC 2 should make a significant additional contribution to the regression once the consistency of the individual graphemes has been taken into account. Words with consistent VC 2 units, such as heap, should be relatively easy to pronounce even if their vowel graphemes, ea in this case, are not very consistent. Words with inconsistent VC 2 units, such as said, should take longer to pronounce than anticipated based on other factors. If readers use VC 2 units to a larger extent than CjV units, the consistency of the VC 2 should have a greater effect than the consistency of the C a V.
In the present study, the spelling-sound consistency of each orthographic unit was considered a continuous variable. Consistency values ranged from 1, meaning that all neighbors have the same pronunciation of the orthographic unit, to 0, meaning that no neighbors share the pronuncia-tion. Most previous researchers have considered consistency to be a dichotomous rather than a continuous variable. They have grouped words into categories such as regular consistent, regular inconsistent, and exception and have looked for differences among these categories. The classification of words as consistent or inconsistent, which stems from the seminal work of Glushko (1979) , is based on the word's VC 2 unit. A regular consistent word, such as haze, is one in which the VC 2 is pronounced in the same way as it is in all of the neighbors. In our terms, the consistency of the VC 2 is 1. Regular inconsistent words are those in which the V grapheme is pronounced in the typical manner in the target word but in which the VC 2 is pronounced differently than it is in at least some of the neighbors. In our terms, the consistency of the V is high, whereas the consistency of the VC 2 is lower. An example is wave, where a plus final e is usually pronounced as /e/ but ave is pronounced as /aev/ in the frequent word have. Finally, exception words are those in which at least one of the orthographic units is pronounced in an atypical manner. For example, have is an exception word because the consistency of the vowel is low; most neighbors have the /e/ pronunciation rather than the /as/ pronunciation. Given the nature of English spelling, the unusual aspect of most exception words is the vowel, as in this example. The orthographic units containing the vowel generally have low consistency values in exception words, too. However, there are some exception words with inconsistently pronounced consonants, such as chef. Our use of continuous variables to represent the consistency of pronunciation of GU V, C 2 , CjV, and VC 2 units allows us to examine regularity and consistency effects in a more finegrained manner than in previous research.
Pronunciation latencies tend to be longer for exception words than for regular words (Baron & Strawson, 1976; Glushko, 1979; Gough & Cosky, 1977; Stanovich & Bauer, 1978) . People sometimes make errors on exception words as well, often regularization errors. For example, readers may pronounce have as /hev/. The regularity effect appears to be modulated by word frequency. Whereas low-frequency words typically yield significant regularity effects, highfrequency words show no regularity effects or only small regularity effects (Andrews, 1982; Content, 1991; Rosson, 1985; Seidenberg, 1985; Seidenberg, Waters, Barnes, & Tanenhaus, 1984; Taraban & McClelland, 1987; Waters & Seidenberg, 1985; Waters, Seidenberg, & Bruck, 1984) .
Studies comparing regular consistent and regular inconsistent words have yielded somewhat variable results. Although Glushko (1979) and Andrews (1982) reported consistency effects in word naming, other researchers have not found such effects when subjects had no prior experimental exposure to words with alternative pronunciations of the orthographic rime (Stanhope & Parkin, 1987; Taraban & McClelland, 1987) . The discrepancy may reflect, in part, the frequency of the target word. Seidenberg et al. (1984) found significant differences between regular consistent words and regular inconsistent words only in the lower range of word frequency. However, the interaction between word frequency and consistency was not significant in other studies (Andrews, 1982; Balota & Ferraro, 1993; Taraban & McClelland, 1987) . More important may be the number or frequency of words whose pronunciations agree with that of the target relative to those whose pronunciations disagree. For low-frequency words, the penalty for inconsistency is relatively large if the word has many frequent enemies and few friends. The penalty is small if the word has few enemies and many friends (Kay & Bishop, 1987; . These latter results, together with those of Brown and Watson (1994) , suggest that VC 2 consistency is properly considered a continuous variable reflecting the number or frequency of friends relative to the total number or frequency of friends and enemies. We adopted a continuous rather than a dichotomous view of consistency in the present study.
The previous results led us to expect that VC 2 consistency would be associated with word naming performance above and beyond the association with grapheme-phoneme level consistency. This suggestion is bolstered by evidence from other tasks, including lexical decision and priming, for the importance of orthographic VC 2 units (Bowey, 1990 (Bowey, , 1993 Treiman, 1994; Treiman & Chafetz, 1987) . However, the prior findings offer little insight into the possible effects of CjV consistency. Because researchers have defined consistency in terms of the VC 2 unit, they have not usually considered whether the consistency of the QV might also influence performance. In the present study, we addressed this issue by including consistency measures for the CjV as well as for the VC 2 .
Although no studies of word naming have systematically compared the effects of QV and VC 2 consistency, several studies of nonword pronunciation have examined the effects of initial and final consonants on vowel pronunciation. Adults' pronunciations of vowels in nonwords are affected by the identity of the following consonant (D. Johnson & Venezky, 1976; Ryder & Pearson, 1980; Taft, 1992; Taraban & McClelland, 1987; Treiman & Zukowski, 1988) . In some studies (D. Johnson & Venezky, 1976; Kay, 1985 Kay, , 1987 Ryder & Pearson, 1980; Taraban & McClelland, 1987) , but not all (Taft, 1992; Treiman & Zukowski, 1988) , the initial consonant also affected the pronunciation of the vowel. However, suggested that the salience of VC 2 units relative to other units is greater in the pronunciation of real words than in the pronunciation of nonwords. Thus, findings with nonwords may not generalize to real words.
In addition to examining main effects of consistency on word naming, we also looked for interactions between consistency and word frequency. As discussed earlier, previous results suggest that effects of regularity and consistency may be larger for low-frequency words than for high-frequency words. To address this issue, we included interaction terms for each of the consistency measures with word frequency.
Another important question is whether consistency effects are governed by the numbers of friends and enemies or by the relative frequencies of friends and enemies. Within linguistics, it has generally been assumed that the number of words in which a linguistic pattern appears (type frequency) is critical. The frequency of usage of the words (token frequency) is thought to be less important. Jared et al. (1990, Experiment 3) attempted to disentangle the roles of type frequency and token frequency in the consistency effect for words. The latency results suggest that it is token frequency that matters, although the error results cloud the picture somewhat. According to Jared et al., the effect of token frequency is compatible with the Seidenberg and McClelland (1989) model. Within this model, the frequencies of a word's neighbors affect processing of the word. However, Kay's findings (cited in Kay & Marcel, 1981) suggest that the number of words that contain a given correspondence is more important than the total frequency of lexical entries embodying the correspondence. To investigate this issue, we carried out regression analyses using both token-based and type-based measures of consistency.
We also asked whether neighborhood size (the number or the summed frequency of the words that share a particular orthographic unit with the target) has effects above and beyond those of neighborhood consistency (the proportion of those words in which the orthographic unit is pronounced in the same way as it is in the target word). The most common measure of neighborhood size is N (M. Coltheart, Davelaar, Jonasson, & Besner, 1977) . According to the N measure, a word counts as a neighbor if it shares all but one letter in any position with the target word. For example, gruel and cruet are both neighbors of cruel. N is a type measure rather than a token measure in that all of the neighbors are weighted equally.
Several studies have examined the effects of N on adults' naming of words. Andrews (1989) found that words with large values of N were named faster than words with small values of N. Although the interaction between neighborhood size and word frequency was not significant, large neighborhoods appeared to be more beneficial for lowfrequency words than for high-frequency words. A later study (Andrews, 1992) yielded similar results. Lewellen, Goldinger, Pisoni, and Greene (1993) , using a slightly different type-based measure of neighborhood size, found that words from large neighborhoods were named more rapidly than words from small neighborhoods. The effect of neighborhood size did not interact with word frequency in this study. Grainger (1990) examined the effect of the frequency of a word's neighbors on word naming in Dutch. His stimuli were matched in N but differed in whether they had zero, one, or more than one higher frequency neighbor. Although there was no significant main effect of neighborhood frequency, increasing the number of higher frequency neighbors tended to facilitate the pronunciation of low-frequency words. Grainger's results suggest that, at least for lowfrequency words, the frequency of neighbors has an impact above and beyond the number of neighbors.
The results just reviewed suggest that large neighborhoods are beneficial in word naming. This may be especially true for low-frequency words. To examine these issues, we included N and the interaction of N and word frequency in some of our analyses.
The N metric is surely not an optimal measure of lexical similarity (see Andrews, 1992; Frauenfelder, Baayen, Hellwig, & Schreuder, 1993) . One potential problem is that the N measure weights all neighbors equally, regardless of their frequency. Another possible drawback is that neighbors derived from letter substitutions at each position receive equal weight. However, neighbors that share the orthographic rime unit with a monosyllabic stimulus may be more important than neighbors that share other units. For nonwords, there is evidence consistent with this claim. Treiman, Goswami, and Bruck (1990) found that first graders, third graders, and adults did better at pronouncing nonwords that shared their orthographic VC 2 unit with many real words (e.g., tain, goach) than nonwords that shared their VC 2 unit with fewer real words (e.g., taich, goan). The frequency of the VC 2 unit (whether measured as the number of words that shared this unit or the summed frequency of those words) accounted for a significant percentage of variance in nonword reading performance. The frequency of the C t V unit did not contribute to the regression. For monosyllabic nonwords, then, VC 2 neighbors may be more influential than C t V neighbors.
In an attempt to circumvent the above-mentioned limitations of the N measure, we developed separate measures of neighborhood size for C 1; V, C 2 , QV, and VC 2 neighbors. For the type measures, we simply counted the number of words that shared the orthographic unit with the target and in which the orthographic unit was in the same position as it was in the target word. For the token measures, we calculated the summed frequency of the words that shared each orthographic unit. In some of the regression analyses, we used these detailed measures of neighborhood size instead of the N measure. We compared type and token measures to determine whether one type of measure did better than the other. Thus, the present study represents the most comprehensive attempt so far to look at the microstructure of neighborhoods beyond the N metric.
In addition to measures of neighborhood consistency and neighborhood size, the regression analyses included measures of the frequency of the target word in printed text (Kucera & Francis, 1967) , subjective familiarity (Nusbaum, Pisoni, & Davis, 1984) , bigram frequency (Solso & Juel, 1981) , initial phoneme, number of letters, and homophony. Details of these measures are provided below.
Method Wayne State Study
Participants. The participants were 27 volunteers from upperlevel undergraduate psychology courses at Wayne State University. The students received course credit in exchange for participation. All were native speakers of English. None had a history of speech or hearing disorders, and none had uncorrected visual problems.
Stimuli. The stimuli were 1,327 of the 1,329 CVC monosyllables of Part 1. Two words were mistakenly omitted from the lists of stimuli. The words were randomly divided into three lists, two lists of 443 words and one list of 442 words. One word was inadvertently presented on two different lists; the results for this word were pooled across the two presentations. The order of presentation of the three lists was counterbalanced across subjects using a Latin square. The order of stimuli within a list was randomized for each participant.
Procedure. People were told to say each word into the microphone as quickly as possible after the word appeared on the screen. They were advised not to make any extraneous sounds such as coughs that could trigger the microphone. Students were asked to keep their lips about 4 inches from the microphone and to try to maintain this distance throughout the experiment.
Each student participated in three sessions, doing one list per session. The three sessions were always completed within a 1-week period. At the beginning of each session, 10 practice trials were presented. The practice stimuli were first names (names of rock stars from the 1960s and 1970s) in order to minimize their similarity to the test items.
On each trial, a prompt that read GET READY appeared for 2 s in the center of the screen. The prompt then went off and the screen went blank for 1 s. The stimulus word was then presented in uppercase letters. It remained on the screen until the voice key picked up the person's response. After the voice key triggered and the computer recorded the reaction time (RT), the word disappeared. There was a 1-s blank interval before the next warning message. After each 100 trials, the participant received a 1-min break.
Response latencies were timed from the onset of the word on the screen. When the voice key was triggered, a signal was sent to the computer to record the reaction time and begin the next trial sequence. Control and timing of the experiment were accomplished with the MEL software package (W. Schneider, 1988 ) on a 386 PC computer with Super VGA graphics. An Electro-voice RE 16 cardioid microphone was used together with a voice key button box supplied by MEL.
The experimenter sat in a sound-attenuated testing room with the participant during the experiment and manually recorded any pronunciation errors. Pronunciation errors fell into two categories: mispronunciation of the word and failure of the participant's voice to be loud enough to trigger the voice key. Trials on which the voice key did not trigger were eliminated from the data analyses. Mispronunciations were counted as true errors and entered into error data analyses. RTs were analyzed for correct trials only. Trials on which RTs were under 100 ms or over 2,000 ms were eliminated from the data analyses. Trials eliminated because of soft voice or extremely short or extremely long RTs constituted 0.5% of all trials.
McGill Study
The McGill study was reported by Seidenberg and Waters (1989) . The participants were 30 students from McGill University. The stimuli were 2,897 monosyllabic words, 1,153 of which were pronounced as CVCs and the rest of which had other phonological structures. The students were tested in their residence halls over the course of several sessions. In the analyses reported here, we considered only the data for the CVC words of the McGill study. Some of the CVC words in the Wayne State study were not used in the McGill study. These included words with relatively low familiarity ratings such as bode and gnash but also some very familiar words such as doze and fudge.
Independent Variables
The measures of neighborhood consistency that were calculated in Analysis A of Part 1 were used in the regression analyses. The Method section of Analysis A gives information about these measures and how they were calculated.
In addition, measures of neighborhood size especially developed for the present study were used in the regressions. For the analyses based on monosyllabic neighbors, the type measure of Cj neighborhood size was the number of monosyllabic words in the computerized dictionary that shared the initial consonant letter or letters of the target. The token measure was the summed frequency of those words. Type and token measures of neighborhood size were calculated similarly for V, C 2 , QV, and VC 2 monosyllabic neighbors.
In other analyses, we used neighborhood size measures based on the full lexicon. Specifically, we calculated type and token measures of neighborhood size for Cj neighbors (all words in the computerized dictionary that began with the same consonant grapheme as the target), Vj neighbors (words whose first vowel grapheme was the same as that of the target), V 2 neighbors (words whose last vowel grapheme was the same as that of the target), C 2 neighbors (words that ended with the same consonant letter or letters as the target), C 1 V 1 neighbors (words whose first consonant and vowel graphemes matched those of the target), and V 2 C 2 neighbors (words whose last vowel and consonant graphemes matched those of the target).
The N measure of neighborhood size (M. Coltheart et al., 1977 ) was used in other analyses. N was calculated by counting the number of words in the computerized dictionary, multisyllabic as well as monosyllabic, that could be created from the target word by changing one of the letters in the string to another letter, preserving letter position.
Word frequency was the number of times that the printed word occurred in a sample of approximately 1 million words of text (Kucera & Francis, 1967) . The Ku6era and Francis norms were chosen because they are widely used in studies of word recognition and reading. Familiarity ratings were taken from the study by Nusbaum et al. (1984) in which Indiana University students rated the familiarity of printed words on a 7-point scale. The scale ranged from 1, meaning that the word was unknown, through 4, meaning that the stimulus was recognized as a word but its meaning was unknown, to 7, meaning that the word was familiar and its meaning was well-known. Bigram frequency was the mean positional bigram frequency according to the norms of Solso and Juel (1981) . Number of letters in the C t , V, and C 2 graphemes was also coded. A word was counted as a homophone if it had the same pronunciation as some other word or words in the set of 1,329 monosyllabic CVCs. It was coded as a nonhomophone if no other word in the set shared its pronunciation.
The initial phoneme of each target word was coded in terms of 10 binary variables. There was one variable for voiced versus voiceless. Voiced initial phonemes were coded as 1, and voiceless initial phonemes were coded as 0. There were four dummy variables for manner of articulation (nasal versus other, fricative versus other, liquid or semivowel versus other, and affricate versus other) and five dummy variables for place of articulation (bilabial versus other, labiodental versus other, palataoalveolar and palatal versus other, velar versus other, and glottal versus other).
Results

Preliminary Analyses
For each study, RTs and errors were pooled over subjects for each word. Following the recommendations of Tabachnick and Fidell (1989) , we examined the distributions of the variables and applied transformations as necessary to reduce skew and kurtosis and improve normality. Word frequency was log transformed and familiarity was reflected, log transformed, and reflected again so that high numbers would indicate high familiarity. Mean bigram frequency was square root transformed, as were all of the measures involving summed frequency of neighbors. The transformed variables were used in the correlation and regression analyses that follow. The dependent variables, RT and error rate in the Wayne State study and RT and error rate in the McGill study, were positively skewed. Log transforms of these variables were used in the correlation and regression analyses. Following the suggestion of Aitken and West (1991) , we centered all of the continuous predictor variables before performing the regressions. Centering of variables aids in the interpretation of interactions.
For the 1,327 monosyllabic words for which naming data were available from the Wayne State study, the mean RT was 616 ms (SD = 88) and the mean error rate was 1.5% (SD = 4.1). For 1,151 of these words, naming data were also available from the McGill study. Response times for these words were significantly lower in the McGill study than in the Wayne State study, 560 ms versus 607 ms, ;(150) = 22.10, p < .001. There was a speed-accuracy trade-off, the error rate being higher in the McGill study than in the Wayne State study, 6.3% as compared to 1.2%, f(150) = 26.06, p < .001. RTs correlated .41 across the two studies (p < .001). Error rates correlated less highly, r = .17 (p < .001). In the Wayne State study, words that had longer RTs also tended to give rise to more errors, r = .43, p < .001. The correlation between RTs and errors was lower for the CVCs of the McGill study, r = .18, p < .001.
The regression analyses that follow use standard or simultaneous multiple regression. All of the independent variables enter the regression equation at once; each independent variable is evaluated in terms of what it adds to the prediction that is different from the predictability afforded by all of the other variables.
Regression Analyses Using Detailed Measures of Neighborhood Size
In the first regression analysis, we attempted to predict RT in the Wayne State study from the variables shown in Table 3 . The measures of neighborhood consistency and neighborhood size in this analysis were based on type counts with monosyllabic neighbors. The measures of neighborhood size included measures of C 1; V, and Q neighborhood size as well as measures of CjV and VC 2 neighborhoods. For each independent variable, the table shows the value of beta, or the standardized regression coefficient, t, and p. For variables that had significant independent effects (p < .05), the percentage of variance that was uniquely accounted for by the variable (sr 2 ) is also shown. Word frequency and word familiarity were only moderately correlated, r = .48 (p < .001). Thus, it was possible to use both variables in the same analysis.
As Table 3 shows, the percentage of variance explained by the regression was 38.2% (36.1% adjusted; p < .001).
The only two consistency variables that made significant contributions were the consistency of the C x and the consistency of the VC 2 . As the consistency of these units increased, RTs decreased. In addition, there was a reliable interaction between C x consistency and word frequency. The effect of Q consistency was stronger for low-frequency words than for high-frequency words. None of the other consistency measures made significant contributions to the regression. In particular, the consistency of the C t V unit was not reliably associated with RT. The only neighborhood size variable to have a significant effect was the number of words that shared the vowel with the target. Surprisingly, words with common vowel graphemes were responded to more slowly than words with less common vowel graphemes. A similar trend was observed for C 2 neighborhood size, but it was not significant. None of the neighborhood size variables interacted with word frequency.
Word frequency was also associated with RT. People responded more quickly to frequent words than to infrequent words. Familiarity showed a similar relation to RT, familiar words being responded to more quickly than unfamiliar words. The effect of subjective familiarity was stronger than the effect of frequency. There were no significant effects of bigram frequency or homophony, although there was a nonsignificant trend for response times to be slower to homophones than nonhomophones.
The length of the word was also associated with time to initiate its pronunciation. Response times increased as the number of letters in the C 1; V, and C 2 graphemes increased. The effect was largest for the vowel grapheme, perhaps because vowel graphemes vary more than consonant graphemes in the number of letters that they contain.
Finally, the initial phoneme was associated with RT. Voiced initial phonemes triggered the voice key faster than unvoiced phonemes. Fricatives and affricates tended to be slower than phonemes with other manners of articulation. Bilabial, labiodental, palatal and palatoalveolar, and glottal phonemes tended to yield faster responses than phonemes with other places of articulation.
In the analyses just reported, the measures of neighborhood consistency and neighborhood size were based on type counts with monosyllabic neighbors. We carried out a similar analysis using token counts with monosyllabic neighbors. We also carried out four analyses using the full lexicon, the measures of neighborhood consistency and neighborhood size being based on either types or tokens and on either the first vowel or the last vowel in the case of vowel measures. The results of these analyses were similar to the results just reported. However, two effects that missed significance in the preceding analysis were significant in all of the other analyses. One of these was the effect of homophony. Homophones were responded to more slowly than nonhomophones in all of the other analyses. Also, the effect of C 2 neighborhood size was significant in the other analyses. Words with common C 2 graphemes were responded to more slowly than words with less common C 2 graphemes. In the next set of analyses, the dependent variable was error rate in the Wayne State study. Table 4 shows the results of a regression using measures of neighborhood consistency and neighborhood size that were based on type counts with monosyllabic neighbors. This analysis is analogous to the analysis of the RT data shown in Table 3 . The percentage of variance explained by the regression was 26.2% (23.8% adjusted; p < .001). As before, analyses using alternative measures of neighborhood consistency and neighborhood size were also performed. The results of these analyses were largely similar to those reported.
The consistency of the Q and of the VC 2 made significant contributions to the prediction of error rate, just as they did to the prediction of RT. The consistency of the V also had a significant effect, words with inconsistent V neighbors yielding more errors than words with consistent V neighbors. Effects of C 2 consistency were limited to infrequent words, as shown by the significant interaction between C 2 consistency and word frequency. There was also an interaction between VC 2 consistency and word frequency. Although inconsistent VC 2 units were generally associated with high error rates, this was especially true for low-frequency words. No significant effects involving neighborhood size were found in this analysis of the error data. However, frequent words yielded fewer errors than infrequent words and familiar words yielded fewer errors than unfamiliar words. The effects of word length were more limited than they were for RTs. Only the length of the C a grapheme was significantly associated with error rate. There was a trend, not significant in the analysis that used neighborhood measures based on type counts with monosyllabic neighbors but significant in the analyses that used alternate measures, for the effects of C 1 length to be stronger for low-frequency words than for high-frequency words.
Initial phoneme had less impact on errors than on RTs. The only significant effect was that words with initial affricates yielded fewer errors than words whose initial phonemes had other manners of articulation.
In the next set of analyses, we sought to determine whether the findings generalized to an independent set of data, namely the data for CVCs from the McGill naming study. Table 5 shows the results for RT in the McGill data. This analysis used measures of neighborhood consistency and neighborhood size that were based on type measures and monosyllabic neighbors. The set of variables explained 49.5% of the variance in RT in the McGill data (47.6% adjusted, p < .001), this being higher than the 38.2% observed for the Wayne State data.
The effects of neighborhood consistency were similar to those in the Wayne State data. Words with consistent C x graphemes were responded to more rapidly than words with less consistent Q graphemes. Also, words with consistent VC 2 units were responded to more rapidly than words with inconsistent VC 2 s. There were no significant interactions involving consistency and word frequency.
None of the neighborhood size variables had reliable main effects. However, there was a significant interaction between V neighborhood size and word frequency. Lowfrequency words with many V neighbors tended to yield long RTs, whereas high-frequency words with many V neighbors tended to yield short RTs. The size of the VC 2 neighborhood also interacted with word frequency. Lowfrequency words from dense VC 2 neighborhoods tended to be responded to more quickly than low-frequency words from sparse VC 2 neighborhoods. For high-frequency words, the size of the VC 2 neighborhood was not influential.
As in the Wayne State study, response times to frequent words tended to be faster than those to infrequent words, and response times to familiar words tended to be faster than those to unfamiliar words. Homophones yielded longer RTs than nonhomophones. Response times increased as the number of letters in a word's graphemes increased. These effects were most pronounced for the vowel grapheme, as observed for RTs in the Wayne State study. The number of letters in the Q and V graphemes also interacted with word frequency such that multiple-letter graphemes were more detrimental for low-frequency words than for high-frequency words.
The initial phoneme had a much larger effect in the McGill study, where it explained 22.8% of the unique variance in RT, than in the Wayne State study, where it accounted for 5.2% of the unique variance. This difference may reflect the fact that the McGill students responded more quickly than the Wayne State students or were more likely to begin vocalizing the word before they had fully processed it. The details of the initial phoneme effect were somewhat different in the two studies, perhaps because different voice keys were used. The voicing of the initial phoneme was not significantly associated with RT in the McGill study as it was in the Wayne State study. Fricatives and affricates tended to yield slow response times; nasals, liquids, and semivowels tended to produce fast times. Bilabials, labiodentals, and glottals tended to yield faster responses than phonemes with other places of articulation.
Finally, Table 6 shows the analysis of errors in the McGill study using measures of neighborhood consistency and neighborhood size that were based on type measures and monosyllabic neighbors. The percentage of variance explained by the regression was much lower than in the preceding analyses, only 6.9% (3.4% adjusted, p < .001). The only variables to have significant effects were C x consistency, VC 2 consistency, word familiarity, and initial phoneme.
Regression Analyses Using N Measure of Neighborhood Size
In the analyses presented so far, we included separate measures of neighborhood size for the Cj, V, and C 2 graphemes and for the CjV and VC^ units. In the next set of analyses, we replaced these five separate measures with a single measure, TV. Recall that TV is a global measure of neighborhood size-the number of words (whether monosyllabic or more than one syllable) that share all but one letter with the target. Of particular interest is whether words with many neighbors have an advantage relative to words with few neighbors, especially if they are of low frequency.
For RT in the Wayne State study, the interaction of TV and word frequency was significant in all but one of the six analyses (two analyses based on monosyllabic neighbors and four analyses based on all neighbors). Low-frequency words from dense neighborhoods tended to be responded to more quickly than low-frequency words from sparse neighborhoods. For high-frequency words, the pattern of results was the opposite. A similar trend was observed in the analyses of error data from the Wayne State study, but the interaction between N and word frequency was significant in only one of the six analyses.
In the McGill study, the interaction of N and word frequency was not significant in any of the analyses of RT or errors. In one analysis there was a main effect of N such that words from dense neighborhoods were responded to more quickly than words from sparse neighborhoods.
Regression Analyses Including Age of Acquisition Ratings
Of the variables studied by Brown and Watson (1987) , rated age of acquisition (AOA) was the best predictor of naming latency, better than subjective familiarity and better than the frequency of the word in printed or spoken language. Given this finding, we included a measure of AOA from the Medical Research Council Psycholinguistic Data- base (Gilhooly & Logie, 1980) in our analyses. AOA ratings were available for 247 of the words. For this sample, AOA was more closely related to rated familiarity (r = -.45) than to printed word frequency (r = -.34; p < .001 for the difference between the correlation coefficients). The regression analyses were repeated for the words for which AOA ratings were available, including AOA as an additional predictor. AOA did not have above-chance effects. The findings must be interpreted with caution because only a subset of the words were included in the analyses, but AOA does not appear to make a contribution above and beyond the effects of word frequency and word familiarity. Note. Total percentage of variance accounted for = 6.9% (unique variability = 4.7%; shared variability = 2.2%). C = consonant; V = vowel. Subscripts: 1 = initial; 2 = final. a Total for initial phoneme.
Discussion
Do fluent readers of English treat the system purely as an alphabet when pronouncing simple CVC words or do they take advantage of larger orthographic and phonological units? The results support the latter view. Readers appear to have picked up the statistical regularity documented in Part 1-that VQ units are fairly reliable guides to pronunciation. Given a word whose VC 2 had a single pronunciation, people pronounced the word relatively quickly and accurately. When the VC 2 had multiple pronunciations, performance was comparatively poor. This was a robust finding, emerging in all of the regression analyses for both the Wayne State and McGill participants. Importantly, the con-sistency of the QV unit had no comparable effect. In none of our analyses were words with consistent QV units responded to more quickly or more accurately than words with less consistent CjV units. Thus, even though QV units vary in their consistency across the monosyllabic words of English, readers seemed not to be influenced by this variation.
Another robust finding was that words whose C 1 graphemes were consistently pronounced were responded to more quickly and accurately than words with less consistent C t graphemes. Although relatively few English CVCs have inconsistently pronounced CjS, such variability hurt performance when it occurred. Together with the effect of VC 2 consistency, this finding suggests that, at least in the speeded naming task, printed words are processed to a large extent in terms of orthographic units that correspond to onsets (Cj units) and orthographic units that correspond to rimes (VC 2 units). Adult readers do not rely only on an alphabetic strategy; they do not process words only in terms of individual graphemes and phonemes.
Although readers rely heavily on letter clusters that correspond to the intrasyllabic units of onsets and rimes, they may use an alphabetic strategy to some extent. At least in the Wayne State study, there were also some significant effects of V consistency and C 2 consistency, the latter just for low-frequency words. The Wayne State students apparently used links between spelling and sound for the individual graphemes of the rime as well as for the rime itself. The McGill students did not show this pattern. Possible reasons for this and other differences between the two groups of participants are discussed below.
For the Wayne State students, the detrimental effects of inconsistency tended to be greater for low-frequency words than for high-frequency words. This finding concurs with results reviewed earlier that differences between exception words and regular words and differences between regular consistent words and regular inconsistent words tend to be larger when the words are less frequent than when the words are more frequent. In most of the previous studies, the interaction between word frequency and irregularity was not examined in terms of the location of the irregular spellingto-sound correspondence within the word. We found interactions between frequency and consistency for Cj units in the RT data from the Wayne State study and for VC 2 and C 2 units in the error data from the Wayne State study. The McGill students, however, did not show interactions between consistency and word frequency. Content (1991; Content & Peereman, 1992) provided some evidence that, in the reading of French, irregularities at the beginning of a word are more detrimental than irregularities at the end of a word. When single graphemephoneme correspondences are considered, the present results support this claim. Exceptional grapheme-phoneme correspondences in the Cj position hurt performance; exceptions in the V and C 2 positions were less harmful. When correspondences between groups of graphemes and groups of phonemes are considered, however, irregularities at the ends of words (i.e., irregularities in the pronunciations of VC 2 units) were more detrimental than irregularities at the beginnings of words (i.e., irregularities in the pronunciations of CjV units). For short English words, then, early irregularities are not always more harmful than late irregularities. If longer words were considered, as in the studies of French, the position of the exceptional spelling-sound correspondence might have a stronger effect.
Turning to the effects of neighborhood size, we find an interaction between N and word frequency in the RT data from the Wayne State study. Words from dense neighborhoods were responded to more quickly than words from sparse neighborhoods if the words were of low frequency. For high-frequency words, the pattern of results was the opposite. This interaction is similar to that reported by Andrews (1989 Andrews ( ,1992 . The interaction between N and word frequency was not significant in the RT data from the McGill study. In those RT data, however, number of neighbors as defined by shared VC 2 units did interact with word frequency in the manner expected given Andrews's results. Specifically, low-frequency words from dense VC 2 neighborhoods tended to be responded to more quickly than low-frequency words from sparse VC 2 neighborhoods. For high-frequency words, the size of the VC 2 neighborhood did not appear to be influential. The result for low-frequency words in the McGill data is similar to the trend reported for nonwords by Treiman et al. (1990) . Thus, for neighbors defined in terms of shared multiple-grapheme units, an increase in the number of neighbors was associated with improved performance on low-frequency words when it had any effect at all.
For neighbors as defined in terms of single shared graphemes, any effects of neighborhood size were generally in the opposite direction. Specifically, increases in the number or frequency of words that shared a grapheme with the target were sometimes associated with poor performance, at least for low-frequency words. Such findings have not been reported before, to our knowledge. However, the variability of the neighborhood size results across the two sets of data makes interpretation difficult.
In general, words with high-frequency counts in printed text led to faster and more accurate responses than words with low-frequency counts. Similar results have been found in many studies of word naming (e.g., Balota & Chumbley, 1984 Butler & Hains, 1979; Cosky, 1976; Forster & Chambers, 1973; Frederiksen & Kroll, 1976; . The effect of subjective word familiarity was significant in all of the analyses. Words that were rated as familiar were responded to more quickly and more accurately than words that were rated as less familiar. Previous studies, too, have found strong effects of familiarity (Connine, Mullennix, Shernoff, & Yelen, 1990; Gernsbacher, 1984; Kreuz, 1987) . When the effects of objective word frequency were compared with those of subjective word familiarity, familiarity was the better predictor of performance. This was true for both RTs and errors in both sets of data. Brown and Watson's (1987) findings also suggest that familiarity is a better predictor of word naming latency than is written or spoken frequency. The reasons for this difference remain to be explored. Rated familiarity may be a "grab bag" variable that reflects the contribution of semantic factors and the ease or difficulty of accessing a word's pronunciation as well as objective frequency.
In none of the analyses did bigram frequency contribute significantly to the prediction of performance. Brown and Watson (1987) and Andrews (1992) also failed to find effects of bigram frequency on word naming. For word naming, as for tachistoscopic identification (McClelland & Johnston, 1977) , there is thus no evidence for an independent main effect of bigram frequency. One might expect bigram frequency and word frequency to interact such that low bigram frequency is detrimental for low-frequency words but not for high-frequency words. Such an outcome would mesh with the finding that orthographically unusual words (sometimes called strange words) are difficult to process only if they are uncommon (Balota & Ferraro, 1993; Seidenberg et al., 1984; Waters & Seidenberg, 1985) . The interaction between bigram frequency and word frequency was not significant in the analyses displayed in Tables 2 through 5, although the trends were generally in the predicted direction.
Homophones were named more slowly than nonhomophones. Although homophones have been reported to cause difficulty in sentence acceptability judgments (e.g., V. Coltheart, Avons, Masterson, & Laxon, 1991; Treiman, Freyd, & Baron, 1983) , semantic categorization (e.g., Van Orden, 1987) and lexical decision (Rubenstein, Lewis, & Rubenstein, 1971 ; but see Clark, 1973; M. Coltheart et al., 1977) , a detrimental effect of homophony on word naming has not been reported before, to our knowledge. The negative effect of homophony on word pronunciation may occur as people compare their planned output to the printed stimulus, a verification process similar to the kind envisaged in several models of word identification (e.g., Becker, 1976; Paap, Newsome, McDonald, & Schvaneveldt, 1982) . Given been, the response /bin/ could correspond to bin as well as to the stimulus that was actually presented. As a result, people may be delayed in saying /bin/.
Effects of word length also emerged in our analyses. Longer words tended to be responded to more slowly and less accurately than shorter words. Because all of the words in our analyses had three phonemes and one syllable, the effect of word length does not reflect the length of the phonological string to which the printed word corresponds. It must reflect, instead, the length of the printed word. Other researchers have also found effects of word length on naming latency (Butler & Hains, 1979; Cosky, 1976; Eriksen, Pollack, & Montague, 1970; Forster & Chambers, 1973; Frederiksen & Kroll, 1976; Richardson, 1976) . In the previous studies, however, phonological length and orthographic length have been confounded. Words that are equated for number of syllables but that differ in number of letters, as with the stimuli used by Frederiksen and Kroll, tend to differ in number of phonemes as well. Our results go beyond previous findings by suggesting that the number of letters in a printed word has an effect on naming latency above and beyond any effects of the number of phonemes or the number of syllables in the spoken word.
In some of our analyses, the effects of word length (in particular, the lengths of the Cj and V graphemes) interacted with word frequency. Increases in word length were more detrimental for low-frequency words than for highfrequency words. In the only previous study that we know of to have examined the interaction between word length and word frequency, reported a similar result.
In general, then, our results suggest that the effects of structural factors are modulated by word frequency. Unusual relations between spellings and sounds and increases in word length may have less impact on common, words than on rare words. Common words may be processed so rapidly and automatically and in such a holistic manner that irregular spelling-sound relations and variations in word length (at least within the relatively small range of word length examined here) have little impact on performance. This idea is consistent with other evidence that common words are processed as units (e.g., N. Johnson, 1975; V. Schneider, Healy, & Gesi, 1991) .
Finally, the initial phoneme had a strong effect on RT. This was especially true for the McGill students, whose response times were faster than those of the Wayne State students. Initial phoneme had less effect on error rates than on RTs.
In both data sets, the regression analyses using type measures of neighborhood consistency and neighborhood size and the regression analyses using token measures accounted for similar percentages of variance. Although the type-based analyses did slightly better in the prediction of RTs, the reverse tended to be true for errors. Thus, our results do not clarify the issue of whether type frequency or token frequency is a better predictor of performance Kay, cited in Kay & Marcel, 1981) . Nor were there any clear differences in percentage of explained variance between the analyses based on monosyllabic neighbors and the analyses based on all neighbors. The similarity is not surprising given the relatively high correlations among the alternate measures of neighborhood consistency and neighborhood size (median rs = .70 for type and token measures of neighborhood consistency; .58 for type and token measures of neighborhood size; .73 for neighborhood consistency measures based on monosyllabic neighbors and neighborhood consistency measures based on all neighbors; .92 for neighborhood size measures based on monosyllabic neighbors and neighborhood size measures based on all neighbors).
The percentage of variance that we were able to explain ranged from a low of 6.9% for errors in the McGill study (Table 6 ) to a high of 49.5% for RT in the McGill study (Table 5 ). How good is this? Some of the unexplained variance is surely error variance, but some of it may reflect factors that were not included in our analyses. To get an idea of how much of the unexplained variance may be due to factors that we have not considered, we examined the residuals. If some factor that was not included in our analyses affected the results of the Wayne State students and the McGill students in the same way, the residuals from the two studies should correlate highly. If the variance that is not explained by our regressions is primarily error variance, the residuals from the two studies should not correlate. The correlations between the residuals were low (r = .17 for RTs and r = .12 for errors for the analyses depicted in Tables 2 through 5) , though significant (p < .001 for both). These results suggest that we have explained most of the nonerror variance in the data, although we have not explained all of it.
Some of the variance that we have not explained may reflect semantic factors. Although Brown and Watson (1987) did not find significant effects of imageability, concreteness, or ambiguity in regression analyses that examined the factors associated with word naming latencies, Strain, Patterson, and Seidenberg (in press) reported that imageability was influential at least for low-frequency exception words. Also, it has been reported that words with more than one meaning are processed more rapidly than words with a single meaning in a lexical decision task (Jastrzembski, 1981; Kellas, Ferraro, & Simpson, 1988) . Jastrzembski (1981) suggested that this variable may be important in word naming as well. Because published semantic ratings were not available for many of the words in our corpus, we were not able to examine the effects of these variables.
In general, the results for the Wayne State University students were similar to the results for the McGill University students. However, there were some differences. The Wayne State students pronounced the words more slowly than the McGill students but made fewer errors. These differences may reflect differences in subject populations. McGill University is more selective than Wayne State University, and so McGill students may be, on the average, better readers. Differences in the testing situations could also have some effect. Wayne State students were tested in a laboratory, whereas McGill students were tested in the more informal setting of their residence halls. This could have contributed to differences between the two groups in the relative emphasis on speech versus accuracy. Whatever the reasons for the differences, the fast responses of the McGill students may have caused the word-initial phoneme to have an especially large impact on RT. In addition, because the McGill students responded so quickly, their errors may have been less influenced by linguistic factors than the errors of the Wayne State students.
Another difference between the studies lies in the effects of V consistency and C 2 consistency. The Wayne State students showed some effects of the consistency of these intra-rime units, whereas the McGill students did not. The different results may reflect differences between the groups in reading speed. The faster McGill readers may have relied largely on C l and VC 2 units, whereas the slower Wayne State readers may have used individual graphemes within the rime as well. In this view, higher levels of reading skill and speed are marked by increased use of larger units.
The Wayne State students showed some significant interactions between word frequency and consistency of the kinds previously reported in the literature. The McGill students did not show these interactions, even though some of the previous experiments finding larger regularity effects for low-frequency words than for high-frequency words were carried out at McGill (Seidenberg, 1985; Waters & Seidenberg, 1985; Waters et al., 1984) . Seidenberg (1985) reported that faster participants tended to show less difference between the size of the regularity effect for low-frequency words and the size of the regularity effect for high-frequency words than slower participants did. The quick responses of the McGill students in the present study may have prevented us from seeing the interaction between word frequency and consistency that emerged in the slower Wayne State readers.
The results of Part 2 may be briefly summarized as follows. When reading simple CVC words aloud, college students do not rely solely on an alphabetic strategy involving links between individual graphemes and individual phonemes. In addition, readers use larger orthographic and phonological units. The primary such units are the orthographic VC 2 and the phonological rime. Readers do not appear to use CjV units. Thus, fluent readers appear to have internalized the statistical regularities of English; they implicitly know that VC 2 units are better guides to pronunciation than C,V units. These conclusions are supported by the results of two independent studies in which college students pronounced a large number of words over the course of several sessions.
In Part 3, we turned to more traditional experiments involving factorial manipulations of C X V and VC 2 consistency. We asked whether such experiments point to conclusions similar to those of the mega-studies. This is an important question given that the percentage of variance accounted for by VC 2 consistency in the regression analyses was small. Although significant effects were found in analyses of both RTs and errors in both the Wayne State and the McGill data, stronger conclusions could be drawn if effects of VC 2 consistency also emerged in traditional factorial experiments.
Part 3: The Use of English Spelling-Sound Relations by Fluent Readers: Evidence From SmallScale Factorial Studies of Word Pronunciation
The regression approach of Part 2 has not been widely used. In Part 3, we ask whether more traditional small-scale experiments also yield evidence for the use of VC 2 units by fluent readers. Two word naming studies with Wayne State University students are reported. The stimuli were printed words that were pronounced as CVCs. Two variables were manipulated-the consistency of pronunciation of the CjV unit and the consistency of pronunciation of the VC 2 unit. Thus, there were four types of words: those with highly consistent CjVs and highly consistent VC 2 s (high C 1 V/high VC 2 ), those with highly consistent CjVs and less consistent VC 2 s (high QV/low VC 2 ), those with low consistent CjVs and high consistent VC 2 s (low CjV/high QV), and those for which both the QV and the VC 2 were low in consistency (low CjV/low VC 2 ). We attempted to equate the words in the four conditions for other variables that, based on the results of Part 2 and prior studies, influence RT and error rate.
As discussed earlier, authors of previous studies of word pronunciation have followed Glushko (1979) in defining consistency in terms of the VC 2 unit. The effects of the consistency of pronunciation of other orthographic units, such as the CjV, have not been systematically investigated. On the basis of the results of previous research and the results in Part 2, we predicted that VC 2 consistency would have a significant effect on performance. Participants would name words with consistent VC 2 s faster, more accurately, or both than words with less consistent VC 2 s. In contrast, we expected the effects of CjV consistency to be small or nonexistent. 
Experiment 3a Method
Participants. The participants were 34 volunteers from the same pool who possessed the same characteristics as the students in the Wayne State mega-study reported in Part 2. One additional volunteer was eliminated from the data analyses because this person's error rate exceeded 20%.
Stimuli. The stimuli were 60 monosyllabic CVC words from the same set used in Parts 1 and 2. The words are shown in Appendix A. All of the words had subjective familiarity values of 4 or greater on a 1-7 scale ranging from unfamiliar to familiar (Nusbaum et al., 1984) . The words varied in the consistency of pronunciation of their CjV and VC 2 units. Fifteen words were selected for each of the four experimental conditions of high CjV/high VC 2 , high QV/low VC 2 , low CjV/high VC 2 , and low CjV/low VC 2 . High consistency values were at or over 67% consistent according to the type measure of consistency with monosyllabic neighbors, which was used in Part 1, Analysis A. Low consistency values were at or below 50% consistent by the same measure (except for the words pose and chose in the high QV/low VC 2 condition, which were 60% consistent). Given the high correlation between type and token measures of consistency, the words in the four categories also differed in token measures of consistency (see Appendix A).
Attempts were made to control other variables across the four conditions. These variables included word frequency (Kucera & Francis, 1967) , word familiarity (Nusbaum et al., 1984) , number of letters, and consistency of the Q unit (see Appendix A). We also tried to control the manner class of the word-initial phoneme. Although it would have been ideal to equate the words in the four conditions for the identity of the initial phoneme, we were not able to do this because of the small number of words that could potentially be used in the experiment.
Procedure. Each participant received the same list of 10 practice words used in the Wayne State study of Part 2 and then one block of 60 randomized experimental trials. The procedure was otherwise similar to that of the Wayne State study in Part 2. Participants' responses were categorized as correct or incorrect by an experimenter who was with the participant throughout the experiment. Approximately 1.6% of trials were eliminated because of failure of the voice key to trigger, and approximately 0.3% were eliminated because the RT was less than 100 ms or greater than 2,000 ms.
Results and Discussion
The RTs and error rates for the four conditions are displayed in Table 7 . The data for this and the following experiments were analyzed both by subjects (Fj) and by items (F 2 ). Only those effects for which p < .05 in both analyses are reported as significant.
Analyses of variance were performed using the factors of VC 2 consistency (high vs. low) and C t V consistency (high vs. low). For the latency data, no significant main effects or interactions were observed. For the error data, only a significant main effect of VC 2 was obtained, Fj(l, 33) = 18.1, p < .001, F 2 (l, 56) = 5.5, p = .023. Mispronunciations were more frequent for words with low VC 2 consistency values than for words with high VC 2 consistency values, 6.3% versus 2.8%.
In this experiment, then, neither C X V nor VC 2 consistency had significant effects on naming latencies. However, VC 2 consistency affected the number of errors that people made when pronouncing the words. This result fits with the claim that fluent readers do not rely solely on an alphabetic strategy when pronouncing simple CVC words. The spelling-sound consistency of larger VC 2 units is an important factor in the pronunciation of monosyllabic CVC words. In contrast, CjV consistency did not have significant effects either in the regression analyses of Part 2 or in the present experiment.
Experiment 3b
The purpose of Experiment 3b was to replicate the findings of Experiment 3a with a somewhat different stimulus set and different criteria for choosing stimuli based on consistency values. In Experiment 3a, the stimuli were selected based on consistency values by type for monosyllabic neighbors. Although type and token consistency are highly correlated, they differ markedly for some words. In Experiment 3b, the criteria for selecting stimuli in terms of consistency values were more stringent. We classified words into high and low QV/VCj consistency categories by using both type and token counts of consistency based on monosyllabic neighbors.
Method
Participants. The participants were 40 volunteers from the same pool who possessed the same characteristics as the Wayne State participants of the previous experiments. An additional 8 people were eliminated because of error rates (mispronunciations, soft voice trials, and trials with RTs less than 100 ms or greater than 2,000 ms) above 20%. It is not clear why the proportion of people who had to be eliminated for this reason was so much greater in Experiment 3b than in Experiment 3a or the Wayne State mega-study reported in Part 2.
Stimuli. The stimuli consisted of 56 monosyllabic CVC words with 14 words per condition. They are shown in Appendix B. High consistency values were at or above 60% consistent (by type, by token, or both) for all words, and low consistency values were at or below 50% consistent (by type, by token, or both) for all words. As in Experiment 3a, we attempted to control other variables across the four conditions (see Appendix B). The frequency of the word in texts designed for children in third through ninth grades (Carroll, Davies, & Richman, 1971 ) was also controlled. This was done so that we could use the same set of words with children, as described in Part 4. Given the many constraints on the selection of the stimuli, we had to use 41 words from Experiment 3a and 15 new words not used previously to create the stimulus set.
Procedure. The procedure was identical to that of Experiment 3a except that people's responses were tape recorded for qualitative analysis of errors.
Results and Discussion
The RT and error data are displayed in Table 8 . In the latency data, the only effect to be significant by both subjects and items was the main effect of CjV consistency, 7^(1, 39) = 24.0, p < .001, F 2 (l, 52) = 4.14, p = .047. Unexpectedly, responses took longer to initiate when CjV consistency was high than when it was low, 619 ms versus 598 ms. In the error data, the only effect that was significant in both subjects and items analyses was the main effect of VC 2 , Fj(l, 39) = 60.6, p < .001, F 2 (l, 52) = 4.06, p = .049. People were more likely to mispronounce words with low VC 2 consistency values than words with high VC 2 consistency values, 6.6% versus 1.1%. Of the errors on words with low-consistency VC 2 s, 61% were regularizations in the sense that the participant pronounced the VC 2 in its most common way. Examples include /gon/ for gone and /wud/ for wood.
The results of Experiment 3b agree with those of Experiment 3a in demonstrating a significant effect of VC 2 consistency on pronunciation errors. In both experiments, people were more likely to mispronounce a word whose VC 2 had alternative pronunciations in other English words than a word whose VC 2 was highly consistent. These results also agree with the findings on error rates reported in Part 2. There, too, words whose VC 2 s were inconsistent were more likely to be mispronounced than words whose VC 2 s were more consistent. The results of the two experiments support the hypothesis that VC 2 consistency is an important factor in the conversion from print to sound. Fluent readers implicitly know that VC 2 s are good guides to pronunciation and benefit from this knowledge in pronouncing simple words. They do not rely purely on an alphabetic strategy involving individual graphemes and individual phonemes.
Although there was a significant effect of CjV consistency on response latencies in Experiment 3b, the effect was the opposite of what any theory about spelling-to-sound consistency would predict. That is, words with highly consistent CjV units yielded significantly longer RTs than words with less consistent CjV units. No such result was found in the regression analyses of Part 2 or in Experiment 3a. Thus, the unexpected finding of Experiment 3b with regard to CjV consistency is not robust. Combining the results of the regression analyses with the results of the experiments, there is no evidence that words with highly consistent QV units yield shorter RTs or fewer errors than words with less consistent C X V units.
Although the results of Experiments 3a and 3b support the general conclusion that units larger than single graphemes and single phonemes are important in the pronunciation of simple monomorphemic words, the results of the two smallscale experiments differ in one important way from the results presented in Part 2. In the mega-studies of Part 2, VC 2 consistency had significant effects on time to initiate pronunciation as well as on errors. In the small-scale experiments of Part 3, VC 2 consistency affected only errors. There are several possible reasons for this difference. It may reflect, in part, the imperfect control over initial phoneme in the experiments. The effects of VC 2 consistency may have emerged in the regression analyses of the response time data of Part 2 only because we were able to statistically control for the place, voicing, and manner of the word-initial phoneme. In the experiments of Part 3, we were not able to equate the stimuli in the four classes for initial phoneme. If this explanation is correct, it suggests that the difficulty of equating stimuli across categories in small-scale experiments can make these experiments less sensitive than largescale studies. The lack of significant effects on response time in Experiments 3a and 3b could also reflect the relatively small number of words in each category or the relatively high frequency of the words. In Parts 1 to 3, we have shown that orthographic and phonological units larger than single graphemes and single phonemes play a role in the description of English spellingsound relations and in their use by fluent readers. Rather than relating spelling to sound just at the level of single graphemes and single phonemes, adults also use larger units that correspond to the rimes of spoken syllables. But how does the use of these larger units develop? Do children begin by using a purely alphabetic strategy, decoding words one grapheme at a time in a left-to-right manner? Alternatively, do children use VC 2 units from the very beginning of reading acquisition?
To address this question, we presented children in Experiment 4 with the same words that were used with adults in Experiment 3b. Children were asked to read the words aloud and their pronunciation errors were noted. RT data were not collected because such data are extremely variable for young readers. We tested first graders at two points in the school year as well as second graders, third graders, and fifth graders. Our primary question was whether children, like adults, do better on words with consistent VC 2 s than on words with inconsistent VC 2 s. If so, when does a superiority for words with consistent VC 2 s emerge?
If people use VC 2 orthographic units in reading aloud because they have noticed that these letter groups tend to have consistent pronunciations, we would expect use of VC 2 units to increase with age and reading ability. Beginning readers may not use VC 2 units because they have not yet had enough experience to know that these units recur frequently and are good guides to pronunciation. They may prefer to decode words one grapheme at a time, assigning each grapheme to a phoneme regardless of the grapheme's context. This conception of early reading as sequential decoding has been put forward by Marsh, Friedman, Welch, and Desberg (1981) . In this view, use of larger orthographic and phonological units should emerge gradually with increases in reading skill.
Alternatively, children may use VC^ units from the beginning but may not use C X V units. This preference may reflect the phonological knowledge that children bring with them to the reading process. Research reviewed by Adams (1990) , Bryant (1990), and Treiman (1992) shows that even prereaders divide spoken syllables into onset and rime units. Treiman and Zukowski (1991) , for example, found that many preschoolers and kindergarteners could judge whether two words shared an onset or shared a rime. They had difficulty performing the analogous task with phonemes. As another example, the prereaders studied by Kirtley, Bryant, Maclean, and Bradley (1989) could pick the odd word out in a series such as man, mint, pick, and mug: that is, the word that did not share its onset with the other words. If children apply their knowledge of the structure of spoken syllables to the new task of reading, they may treat printed words in terms of letters or letter groups that correspond to phonological onsets and letters or letter groups that correspond to phonological rimes. Hence, even beginning readers should rely more heavily on VC 2 orthographic units than on C t V units.
Studies comparing children's ability to read words with consistent and inconsistent VC 2 s show that children are hurt by VC 2 inconsistency by second grade and perhaps earlier. Backman, Bruck, Hebert, and Seidenberg (1984) found that second and third graders with above average reading skills made more errors on words whose VC 2 units had more than one pronunciation (e.g., paid, clown) than on words whose VC 2 units had only a single pronunciation (e.g., safe). Zinna, Liberman, and Shankweiler (1986) reported similar results for third and fifth graders. The first graders studied by Zinna et al., who were tested in the spring of the school year, did not perform better on words with consistent VC 2 s than on words with inconsistent VC 2 s, however. Laxon, Masterson, and Moran (1994) found, similarly, that 9-yearolds showed significant consistency effects whereas 7-yearolds did not. V. Coltheart and Leahy (1992) reported effects of VC^ consistency for second graders. In this study, 6-7-year-olds tested in the middle and at the end of first grade also showed significant effects of VC 2 consistency. The effects were smaller for first graders than they were for older children, which led V. Coltheart and Leahy to suggest that first graders are less able to use rime-level units than children a year or two older.
Further evidence that children use VC 2 units as early as first grade comes from studies of children's ability to pronounce nonwords that vary in the frequency of their VC 2 units. Treiman et al. (1990) compared nonwords such as tain and goach, which contained common VC 2 units, with nonwords such as taich and goan, which contained less common VC 2 s. The two types of nonwords could be decoded using the same grapheme-phoneme correspondences, so any superiority for the ton-type nonwords must reflect the greater frequency of the ain unit. First graders tested during the last month of the school year and good and poor third-grade readers were better at pronouncing the nonwords with more common VC 2 units than the nonwords with less common VC 2 units. Bowey and Hansen (1994) replicated this result with above-average first-grade readers tested near the end of the school year, as well as with average second-grade readers and average and poor fourthgrade readers. However, below-average first grade readers did not show a significant superiority for nonwords such as tain and goach over nonwords such as taich and goan.
Other evidence for the importance of VC 2 units in early reading comes from studies that examined patterns of transfer. Goswami (1986 Goswami ( , 1988 Goswami ( , 1990 Goswami ( , 1991 Goswami ( , 1993 Goswami & Mead, 1992) showed that, given a "clue" word such as beak and told its pronunciation, 6-and 7-year-old children could use this information to help decode words such as peak and nonwords such as neak, which share the vowel and final consonant letters with the clue. In two of these studies (Goswami, 1986 (Goswami, ,1988 , even children who did not yet score on a standardized reading test could occasionally figure out how to pronounce the target word or nonword given the clue. This finding suggests that children treat printed words in terms of units that correspond to onsets and rimes from the very beginning. However, Ehri and Robbins (1992) suggested that children do not use orthographic onsets and rimes as early as Goswami claimed. In the study of Ehri and Robbins, only children with some decoding ability showed significantly more transfer based on shared rimes than on shared graphemes. Children who were not yet able to decode nonwords did not show such a difference.
The studies just reviewed indicate that children take advantage of VC 2 units when pronouncing words and nonwords, although there are questions about how early this strategy emerges. Do VC 2 units have a special status for children or are children equally likely to use any letter group that contains more than one grapheme? Some evidence that VC 2 units are special comes from the study by . The frequency of a nonword's VC 2 unit was a significant predictor of performance in a pronunciation task, but the frequency of the C a V unit was not. In the study by Zinna et al. (1986) , third graders' pronunciations of vowel diagraphs in nonwords were sometimes affected by the word-initial consonant as well as by the word-final consonant. However, Zinna and her colleagues did not systematically compare the magnitudes of the VQ and CjV effects.
Several studies have examined the importance of various orthographic units by comparing children's performance on words that were visually segmented at different points. Wise, Olson, and Treiman (1990) taught first graders words that were divided at the onset/rime boundary (e.g., cl ap, d ish) and words that were divided after the vowel (e.g., cri b, ri ch). Onset/rime segmentation was more helpful than postvowel segmentation in short-term learning of the words, although the difference was reduced when children were tested half an hour after the end of training. In a study by Santa (1976-77) , second graders, fifth graders, and adults judged whether a picture illustrated a word. The word was sometimes intact, as in blast; other times a space was inserted at various points, as in bl ast and bla st. Fifth graders and adults responded equally quickly in all conditions. Second graders did better when the orthographic onset and rime were intact, as with bl ast, than when spaces were inserted at other points.
Studies examining patterns of transfer in reading have also compared orthographic units that contain a vowel and final consonant (or consonant cluster) and orthographic units that contain an initial consonant (or cluster) and vowel (Bruck & Treiman, 1992; Goswami, 1986 Goswami, , 1988 Goswami, , 1991 Goswami, , 1993 Goswami & Mead, 1992) . In most of these studies, words that shared the orthographic rime of a target word or nonword (e.g., beak as a clue for peak or neak) were more helpful than words that shared the onset and vowel of the target (e.g., beak as a clue for bean or beat) in allowing 6-and 7-year-old children to pronounce the target. However, rime analogies do not necessarily yield best retention of the target words (Bruck & Treiman, 1992) .
Thus, children seem to prefer orthographic units that correspond to onsets and rimes over orthographic units that correspond to other groups of phonemes. Questions remain about when this priority emerges. In Experiment 4, we addressed this question by testing first graders at two points in the school year and also second graders, third graders, and fifth graders.
Experiment 4 Method
Participants. All of the children were native speakers of English. They attended schools located in middle-class neighborhoods in the Detroit area. These schools included phonics training as part of reading instruction. Twenty first graders were tested at two points during the school year. At the time of the first test, which took place in October, the children had a mean age of 6 years 4 months (range = 5 years 11 months to 6 years 11 months) and a mean grade equivalent on the reading subtest of the Wide Range Achievement Test-Revised (WRAT-R; Jastak & Wilkinson, 1984) of beginning first grade. The second test took place 5 months later, in the middle of March. The children's reading level at this time corresponded to mid second grade. The second graders, third graders, and fifth graders, 20 at each level, were tested one time only. The second graders were tested in late March and April when their mean age was 8 years 11 months (range = 8 years 4 months to 9 years 7 months) and their mean score on the reading subtest of the WRAT-R was at an end third-grade level. The third graders, who were tested in February and March, had a mean age of 9 years 11 months (range = 9 years 4 months to 10 years 11 months) and a mean reading level of end fourth grade. The fifth graders were also tested in February and March. They had a mean age of 11 years 10 months (range = 11 years 5 months to 12 years 11 months) and a mean reading level of end seventh grade.
Stimuli. The words were the same as those used in Experiment 3b (see Appendix B). There were 56 words varying in VC 2 consistency (high vs. low) and C t V consistency (high vs. low). Each word was printed on a 3 in. by 5 in. card in Modern Schoolbook font.
Procedure. The order of the cards was randomized for each child. The experimenter turned over the cards one at a time and instructed the child to read each word aloud. If the word was difficult, the child was encouraged to guess. Responses were transcribed phonetically. If no attempt was made within 10 s, the next word was presented. The experimenter provided general encouragement but did not tell the child whether his or her pronunciations were correct. The child's responses were tape recorded for later verification of scoring. The reading subtest of the WRAT-R was given in another session that took place within 1 week of the experimental reading test. Figure 1 shows the mean percentage of errors for each group of children on each type of word. The first graders did very poorly when tested in October. Although a few children were able to read a fair number of words, the modal number of correct responses for each category was either 0 or 1 (of 14 possible) and the mean error rates were over 80% for each word type. Thus, the data from the first test of first grade were not included in the main statistical analyses. By the second test, however, all of the first graders were able to read at least 3 words in each category and the scores were more normally distributed.
Results
The data from the second-semester first graders were included together with the data from the second, third, and fifth graders in analyses of variance using the factors of grade, VQ consistency (high vs. low) and CjV consistency (high vs. low). A main effect of grade was found in both the analysis by subjects and the analysis by items: F^S, 76) = 21.99, F 2 (3,156) = 73.19, p < .001 for both. As expected, performance improved across grades. Also found were a main effect of VC 2 consistency, F^l, 76) = 94.21, p < .001, F 2 (l, 52) = 8.00, p = .007, and an interaction between grade and VC 2 consistency, F^S, 76) = 9.71, F 2 (3, 156) = 5.77, p < .001 for both.
Given the interaction between grade and VC 2 consistency, the data for each grade were analyzed separately. The first-semester first graders showed no significant effects. For the second-semester first graders, there was a main effect of VC 2 consistency, F^l, 19) = 60.76, p < .001, F 2 (l, 52) = 10.88, p = .002. No other effects were significant both by subjects and by items. The second-semester first graders made 49.8% errors on words with less consistent VC 2 units compared with 27.9% errors on words with highly consistent VC 2 units, a sizeable difference between the two word types of 21.9%. For the second graders, the main effect of VC 2 consistency was also significant, Fj(l, 19) = 30.10, p < .001, F 2 (l, 52) = 6.01, p = .018. These children made 26.6% errors on words with less consistent VC 2 units and 12.3% errors on words with more consistent VC 2 s. The main effect of VC 2 consistency just missed significance by items for the third graders, F 2 (l, 52) = 3.55, p = .065, although it was significant by subjects, F x (l, 19) = 15.20, p = .001. For third graders, the mean error percentages were 16.4% for words with less consistent VC 2 units and 9.3% for words with more consistent VC 2 units. By fifth grade, children did quite well on all types of words, and the difference between words with less consistent VC 2 s and those with more consistent VC 2 s was no longer significant. However, the nonsignificant trend was in the same direction as for the younger children-8.9% errors on words with less consistent VC 2 s and 4.1% on words with more consistent VC 2 s.
We examined the children's errors on words with less consistent VC 2 s to determine how often children regularized the word by pronouncing the VC 2 in the most common way. For first-semester first graders, only 3.1% of the errors on words with less consistent VC 2 s were regularizations. Many children produced errors that shared the first letter of the presented word but were otherwise not similar to the target, as in win for wash. By the second test, however, 43% of the first graders' errors on words with less consistent VC 2 s were regularizations. The figures were 35% for second graders, 32% for third graders, and 50% for fifth graders.
Discussion
The results reveal that even young readers do not rely purely on individual graphemes and individual phonemes, as the sequential decoding hypothesis of Marsh et al. (1981) predicts. Rather, children use larger orthographic and phonological units, specifically VC 2 s, in their oral reading. A strong effect of VC 2 consistency was found for children tested in March of first grade, when their average reading level was mid second grade. At this time, children made 21.9% more errors on words with less consistent VC 2 units than on words with more consistent VC 2 s. They showed no comparable effect of C t V consistency. Earlier in first grade, most children performed very poorly on the reading test and did not show effects of either QV consistency or VCĉ onsistency. Across grades, children's performance in the oral reading task improved. The decrease in overall error rates makes it hard to compare the size of the VC 2 consistency effect at the different grade levels. As measured by difference scores, though, the effect appeared to decrease in magnitude across grade levels. By fifth grade, the effect of VC 2 consistency was no longer significant in this nonspeeded reading task, although a nonsignificant trend remained. On the surface, the null results for fifth graders conflict with the findings of Parts 2 and 3 that adults make more errors on words with less consistent VC 2 units than on words with more consis-tent VC 2 units. The apparent discrepancy probably reflects the lack of time pressure in this study compared with the time pressure that was present in the studies of Parts 2 and 3. When words are presented on a computer screen and people are asked to pronounce them as quickly as possible, even adults have some difficulty on words with inconsistent VC 2 s.
The results of this study support previous suggestions that children are sensitive to the spelling-sound consistency of VC 2 clusters from an early age (Backman et al., 1984; V. Coltheart & Leahy, 1992; Laxon et al., 1994; Zinna et al., 1986) . The results thus speak against the view that children in the early grades are limited to a sequential decoding strategy in which the pronunciation of a grapheme is uninfluenced by its context (Marsh et ah, 1981) . Our findings go beyond those of previous studies by showing that children do not have the same sensitivity to CjV units that they do to VC 2 units. That is, children do not use all possible multiplegrapheme units to the same degree. They prefer VC 2 s over QVs.
Earlier, we suggested two possible reasons why children may rely on orthographic VC 2 units. Children may use these units because they correspond to the phonological units of spoken syllables. In this view, even the earliest beginners should treat printed words in terms of letter groups that mirror the phonological units of onsets and rimes. Alternatively, children may come to use VC 2 clusters because they observe that these letter groups tend to recur frequently and to have stable pronunciations. In this view, the youngest readers should not show a special sensitivity to VC 2 units. Such a sensitivity should emerge gradually as children observe how words are spelled and how the spellings of words are related to their sounds.
The current results do not allow us to conclusively distinguish between the two possibilities just outlined. Effects of VC 2 consistency appeared early in the development of reading ability (second semester of first grade) but not at the very beginning (first semester of first grade). This result could be taken to suggest that children develop a sensitivity to VC 2 units based on their experience with the orthography and its relation to the phonology. If so, children must grasp the statistical regularities of the language quite quickly. After only 6 or 7 months of formal reading instruction, the first graders in our study already had an implicit knowledge that VC 2 orthographic units have more consistent pronunciations than CjV units. Alternatively, children may be sensitive to VC 2 clusters from the beginning. In this view, the task of pronouncing a large number of unfamiliar words was simply too difficult for the first-semester first graders. The children reverted to guessing based on the initial letters of the words. Even very young readers may possess a phonologically based strategy involving VC 2 units, but this strategy may emerge only when the children are given more time and experience with words.
We suspect that both phonological knowledge and exposure to print play a role in children's early sensitivity to VC 2 units. Children's phonological knowledge prepares them to divide short printed words into units that correspond to the onset and rime units of spoken words. This tendency is strengthened by the observations that orthographic rime units often have stable pronunciations and that these units recur frequently. Together, these factors may help explain why children show a sensitivity to VC 2 consistency from an early age but no comparable sensitivity to QV consistency.
General Discussion
We designed this study to investigate the correspondences between spellings and sounds that are embodied in the CVC words of English and to examine the learning and use of these correspondences. The study was motivated by the hypothesis that, although the English writing system is traditionally described as an alphabet in its treatment of monomorphemic words, this description of the system may be incomplete. Larger orthographic and phonological units may also be important. Likewise, adults may not be limited to an alphabetic strategy in translating from spelling to sound. They may use links between multiple-grapheme orthographic units and multiple-phoneme phonological units. The learning of such links may play an important part in learning to read words.
In Part 1, we studied the correlations between spellings and sounds in a subset of the English language-monosyllabic words that are pronounced as CVCs. In line with previous findings, we showed that vowels have a wider variety of pronunciations than do consonants. An important new finding was that the uncertainty in the pronunciation of a vowel is reduced if the following consonant is taken into account. In contrast, the initial consonant does not generally help to specify the pronunciation of the vowel. Thus, the recognition of VC 2 units helps to regularize the links between spelling and sound in the English writing system.
The lexical statistics suggest a potential way for readers to deal with the vagaries of the English writing system. Specifically, readers could use links between a word's vowel and final consonant letters and the word's phonological rime in addition to links between individual graphemes and individual phonemes. The studies described in Parts 2 and 3 show that adult readers use such rime-level correspondences and are not tied to a simple alphabetic strategy. Other things being equal, words in which the orthographic rime has a single pronunciation yield better performance in pronunciation tasks than do words in which the orthographic rime has several alternative pronunciations. Variability in the pronunciation of the initial consonant + vowel unit has no comparable effect.
In Part 4, we asked how the sensitivity to orthographic rimes develops. Even children with only 6 or 7 months of formal reading instruction did better on words with consistent VC 2 units than on words with less consistent VQ units. There was no sign that children used QV units, because performance was no better on words with consistent CjVs than on words with less consistent CjVs. Thus, an adultlike pattern of performance emerges at an early age. Even young children do not decode words on a simple grapheme-bygrapheme basis, pronouncing each grapheme independently of the others. The phonological knowledge that children bring to the reading task may prepare them to treat printed words in terms of units that correspond to the phonological units of onsets and rimes. This tendency may be strengthened as children observe that VC 2 units tend to have stable pronunciations and tend to recur frequently in print.
The ability to pronounce printed words is an important skill in itself, especially for children learning to read. Phonological mediation also appears to play an important role in silent word recognition and reading (e.g., V. Coltheart et al., 1991; Lukatela & Turvey, 1994; Perfetti & Bell, 1991; Perfetti, Bell, & Delaney, 1988; Pollatsek, Lesch, Morris, & Rayner, 1992; Treiman et al., 1983; Van Orden, 1987) . Thus, there has been a good deal of discussion of how people convert printed words into phonological forms. According to dual-route models (e.g., M. Coltheart, 1978; M. Coltheart et al., 1993) , readers have available two procedures for converting print to speech. The first, or lexical, route involves accessing the word's lexical entry from its printed form and retrieving the word's pronunciation from that entry. This route may be referred to as addressed phonology; the phonological form of the word is looked up in the mental lexicon. The second, or nonlexical, route involves assembled phonology. Readers have available a system of rules for constructing the pronunciations of letter strings; these rules can be used for unfamiliar words as well as for familiar words. For exception words such as pint, however, the rules give the wrong pronunciation.
Within a dual-route model, it is important to specify the nature of the nonlexical routine. According to M. Coltheart and his colleagues (M. Coltheart, 1978; M. Coltheart et al., 1993) , this route is restricted to the level of individual graphemes and individual phonemes. Other investigators proposed that the translation between spelling and sound can involve larger units as well (Patterson & Morton, 1985; Shallice, Warrington, & McCarthy, 1983 ). Shallice and his colleagues suggested that initial consonant and vowel letters can function as units, as can vowel plus final consonant letters. Patterson and Morton were more restrictive. They proposed that spelling-to-sound translation takes place at two levels. The first is the level of graphemes and phonemes, as in M. Coltheart's model. The second is the level of orthographic VC 2 units, which Patterson and Morton called bodies, and phonological rimes.
That the consistency of the Cj grapheme and the consistency of the VC 2 unit are both associated with performance in the word pronunciation task is consistent with modified dual-route models, like that of Patterson and Morton (1985) , that grant a role for VC 2 orthographic units. The lack of an effect for CjV consistency does not support the suggestion of Shallice et al. (1983) that readers use QV units as well as VC 2 units. Our results suggest that readers rely on some multiple-grapheme units to a greater degree than others.
Although our results are compatible with a dual-route model in which translation between spelling and sound can occur at the level of orthographic rimes and phonological rimes, they are more difficult to reconcile with a model in which the translation is restricted to the single graphemes and single phonemes. One could attempt to interpret our results in such a framework by postulating context-sensitive rules whereby a vowel's pronunciation is sometimes affected by the identity of the following consonant. The model of M. Coltheart et al. (1993) includes some such rules; detailed study would be needed to compare the model's output with the present data. In a model that is based on grapheme-phoneme rules, however, the regularity of the vowel grapheme and the final consonant grapheme would be expected to have some impact on performance. This was not true for the McGill students in Part 2, who showed consistency effects only for the initial consonant and the VC 2 unit. Also, there is no principled reason within the model of M. Coltheart et al. why contextual effects on vowel pronunciation should involve the following consonant to a greater degree than the preceding consonant.
Our findings may also be viewed within the framework of connectionist models such as that of Seidenberg and McClelland (1989) . According to Seidenberg and McClelland, there is a single procedure for translating orthographic representations to phonological representations that applies to both words and nonwords. The model is implemented as a three-layer network consisting of orthographic input units, hidden units, and phonological output units. The network is trained by presenting it with printed words and their phonological forms; the output pattern produced by the model is compared with the correct pattern, and the weights on the connections are adjusted accordingly. Seidenberg and McClelland (1989) 's model, like human readers, picks up the importance of VC 2 orthographic units. This happens not because these units are explicitly represented in the model but because of the statistical properties of written English. Our results show that English indeed has the properties that Seidenberg and McClelland assumed it to have. However, the model might be expected to pick up any regularities in the lexical input, including those (relatively rare, according to our results) that involve initial consonants and vowels as well as those that involve vowels and final consonants (Seidenberg & McClelland, 1989, p. 544) . Thus, the model might be expected to perform better on words that have consistently pronounced CjV units than on words that have inconsistently pronounced CjV units. Our participants showed no such pattern. Although this result is at first sight incompatible with Seidenberg and McClelland's model, the model may be able to account for our data. The greater covariation between vowels and final consonants in English may swamp the effects of initial consonant + vowel covariation. It would be necessary to test the model's performance with the present stimuli to determine whether it can explain our results.
Thus, our results may be compatible both with models in which units larger than single graphemes and single phonemes are explicitly represented, as in the dual-route model of Patterson and Morton (1985) , and with models in which structural effects emerge from the statistical properties of the set of words on which the model is trained, such as the model of Seidenberg and McClelland (1989) . Here, as in other domains (Dell et al., 1993) , it is difficult to distinguish between theories that include explicit linguistic rules and structures and theories in which structural effects emerge from the learning and storage of individual linguistic items.
Developmental studies may prove helpful in distinguishing between the two kinds of theories. In the area of reading, it will be necessary to examine the statistical properties of the words to which particular children are exposed and to determine when these children begin to use VC 2 units in their pronunciation of printed words. Does the preference for VC 2 s emerge only as the statistical evidence for these units accumulates or does it show up even before then, reflecting the knowledge of spoken language that children bring with them to the reading task?
A deeper question is why the English writing system has the statistical properties it does. Is it an accident that wordfinal consonants are more important than word-initial consonants in helping to specify the pronunciations of vowels, or is this fact related to the structure of words in spoken English? We suspect that the similarity is not accidental. When sound change occurs in spoken language, it may be more likely to involve vowels and following consonants than vowels and preceding consonants. If the spellings of words remain the same, as they typically do, certain VC 2 spellings would end up with "irregular" pronunciations that were nevertheless consistent for words sharing the same spelling. Thus, we suspect that the phonological structure of the language plays an important role in the development of spelling-sound correspondences in the language as well as in the development of literacy within the individual.
In addition to their theoretical implications, our results have implications for methodological issues in psycholinguistics. Many properties of words influence performance in reading and other tasks. These properties include word frequency, neighborhood characteristics, and length. Some of these properties are correlated with one another. For example, frequent words tend to have more neighbors than infrequent words (Frauenfelder et al., 1993; Landauer & Streeter, 1973) . These weak but ever-present correlations make it hard to choose stimuli for factorial experiments. Often, one cannot find large numbers of words that differ in the variable or variables of interest but that are matched for all of the other variables that are known to influence performance. The words that one does find may not be representative of those that occur in the language because of the need to match words across cells on a wide range of variables. We faced these problems ourselves in selecting the stimuli for the experiments in Parts 3 and 4. There was a small pool of potential stimuli from which to choose, and it was not possible to equate the words in the four classes for at least one important variable, that of initial phoneme.
In response to these problems, one could throw up one's hands and question whether it is possible to do psycholinguistics at all (Cutler, 1981) . But despair is not the only possible response. One can adopt the approach taken here and supplement traditional experiments with large-scale studies that are analyzed using regression methods. In such large-scale studies, there is no attempt to choose stimuli that differ on only the variable(s) of interest and that are matched on "nuisance" variables. Rather, the characteristics of the stimuli are allowed to vary as they will. Statistical techniques are used to examine the contribution of each variable above and beyond the contribution of all of the other variables.
Ideally, the results of the regression analyses will agree with the results of traditional small-scale experiments. Such agreement was found here for VC 2 consistency. The regression analyses of Part 2 and the results of the factorial experiments of Parts 3 and 4 all point to an influence of VC 2 consistency on word naming. When the two types of approaches agree in this way, we gain confidence in the reliability of the findings. In some cases, however, the two approaches may not yield the same results. For example, significant interactions between consistency and word frequency did not appear in the data of the McGill students analyzed in Part 2, whereas small-scale factorial experiments with this population have found such interactions (Seidenberg, 1985; Seidenberg et al., 1984; Waters & Seidenberg, 1985; Waters et al., 1984) . There are several reasons why the experiments may be more sensitive than the regression methods in this case. Factorial experiments use extreme groups of stimuli: for example, words with very high consistency values and words with very low consistency values, rather than words that vary over the whole range. The data from a large-scale study may be more noisy than the data from a small-scale study because of fluctuations in participants' performance over several lengthy sessions and uncontrolled trial-to-trial priming. Such priming can be avoided in a shorter experiment if words with shared orthographic units are excluded.
Although well-designed experiments with well-matched stimuli that are representative of the language as a whole can be very sensitive, such experiments can be quite difficult to achieve. We therefore urge researchers to supplement traditional factorial experiments with studies that make use of regression techniques. In addition to alleviating the difficulties involved in selecting stimuli, such studies allow one to compare the effects of a large number of different variables. Regression methods are especially useful now that statistical methods for examining interactions are widely available (Aitken & West, 1991) .
Behavioral studies must also be supplemented by detailed analyses of the structure of language itself. We attempted to do this here in the case of English spelling-to-sound relations. Such analyses can help us understand the statistical characteristics of words and the naturally occurring associations among their various properties. Lexical statistics become particularly important in light of models in which the processing of a particular linguistic item is influenced by the entire set of items that the participant knows, as in current connectionist models of reading (e.g., Seidenberg & McClelland, 1989 ) and other aspects of language processing (Dell et al., 1993; Rumelhart & McClelland, 1986) . If such models have a grain of truth, it is vital to understand the statistical characteristics of the input that is available to the learner.
