In the learning process of the conventional SOM, the neuron which is closer to the winner neuron learns more than the neuron which is farther away from the winner neuron. The neurons farther away from input are not able to learn properly and some dead units are left on the map. To decrease dead unit problem and improve the learning efficiency, an efficient Self-organzing map algorithm using group of neurons has been proposed. In this paper, we have divided the neurons on the map into two groups according to distance from input: normal and distant. The neurons which are far away from the input have been named distant neurons. We have done some changes in the kernel function for the distant neurons and then compared the learning efficiency of the algorithms by applying on standard input dataset. The results have been compared using three well known parameters, which are widely accepted for checking the learning efficiency of machine learning algorithms. It has been observed from the experimental results that proposed SOM successfully decrease dead units,while still preserving the topology of input data with lesser errors. The maps achieved by the proposed SOM have a lower error measure than the maps formed by SOM and false neighbor degree SOM (FN-SOM).
Introduction
A Self-organizing map (SOM) is an unsupervised learning algorithm 1 introduced by T. Kohonen. The SOM is a model of self-organizing process of the brain. A SOM map possesses a one or two dimensional (2-D) grid of nodes. Each node on the map can also be called a neuron. Each neuron on the map has a weight vector, which is of the same dimension as the input vector. A SOM obtains a statistical feature of the input data and is applied to a wide field of vector quantization, dimension has been proposed by De Sieno 7 . The Rival penalized competitive learning (RPCL) 8 and Rival penalized controlled competitive learning (RPCCL) [9] [10] were also proposed to prevent the same effect. Further, modifications in SOM have been proposed for better visualization 2, 11, 12 . A rival-model penalized self organizing map (RPSOM) learning algorithm 13 inspired by the idea of the rival penalized competitive learning (RPCL) and rival penalization controlled competitive learning (RPCCL) approach was proposed. For each input, the RPSOM chooses several rivals of the bestmatching unit (BMU) and penalizes their associated models a little far away from the input. Then an updated SOM with false neighbor degree (FN-SOM) 14 was
proposed. This FN-SOM worked on the false-neighbor of the neuron, which wins the least. The FN-SOM allocates false-neighbor degree between adjacent rows and columns. It increases the learning efficiency, but the neurons on same line increase simultaneously as an after-effect. This often produces the increase in FNDs between neurons having real neighbors as a side-effect. It often produces the twist of the map 15 . A Weighted Connections SOM (WC-SOM) 15 was proposed. In WC-SOM, all the connections between adjacent neurons are weighted to avoid false-neighbor effects unlike FN-SOM. These weights are known as false-neighbor weights (FNWs). WC-SOM changes the neighborhood relationship more flexibly according to the situation and the shape of data. But false-neighbor weights (FNWs) act as a burden and increase the complexity. A fast training SOM (ftSOM) method was proposed 16 . In ftSOM the steps of conventional SOM are rearranged and the learning speed is increased. A modification in SOM model was proposed 17 , where some BMUs were excluded so that they don't affect the others and become refractory for the rest of the process. Some other variants have been proposed to keep neighborhood aside or redefined 18, 19, 20 . A modified SOM was proposed to solve the problems related to the initialization of neurons. This approach used the Hilbert curve to initialize neurons and converged in less epochs 21 .
In SOM, neurons learn according to the distance from the winner on the map. The neurons farther away from the input are not able to learn properly and remain as dead units on the map. As a result, a degradation in the learning efficiency of SOM is noted. To decrease dead units and increase learning efficiency of SOM, we divide the neurons on the map into two groups accor- ding to the distance from the input: normal and distant as shown in Fig. 1 . We have considered twenty percent of the total neurons on the map as distant neurons according to a study 22 . Some changes in the kernel function for the distant neurons is done. The learning efficiency of E-SOM was compared with conventional SOM and FN-SOM by applying on standard input dataset. It is observed through the simulation results that E-SOM reduced dead units and enhanced the learning capabilities with lesser errors. The paper has been divided into 5 sections. In Section 2, we explain the SOM learning algorithm and E-SOM learning algorithm in section 3. In Section 4, we conduct the experiments to compare the performance of our approach with SOM and FN-SOM, followed by conclusion in Section 5.
Self-Organizing Map (SOM)
The SOM contains a set of artificial neurons, each with a weight vector 23 . In SOM, m neurons are located at a low-dimensional map, generally a 2-D map. For example, m × n neurons are connected with their neighbors to form a map. These neurons are connected with their neighbors according to topological connections.There are two common types of topologies for SOM map: rectangular and hexagonal [24] [25] . In rectangular topology, a neuron has four one-neighbor neurons and in hexagonal, a neuron has six one-neighbor neurons as shown in Fig. 2 . Each neuron has weight vector = ( , , … . . , ), where = 1, 2 … . . , which has the same dimension as the input dataset. In each iteration, an input ( )is randomly selected from the input dataset, and the winner neuron, which is also called the best matching unit (BMU), is found. The SOM is based on competitive learning, so all neurons on the map compete with each other to become the winner. The neuron with the least Euclidean distance between its weight vector and the input will be the BMU neuron. The learning algorithm of SOM is explained in the next subsection. 
Learning Algorithm
The conventional SOM learning algorithm can be explained as follows:
Step 1: The weight vectors of all the neurons on the map (i.e., m × n neurons) are initialized. The size of weight vector has to be same as input vector.
Step 2: An input vector ( ) is randomly selected from the input dataset and given to all the neurons on the map.
Step 3: The winner neuron (BMU) is found and its index c is stored using the following equation:
where . Euclidean distance measure and (t) is the weight vector of the neuron at iteration .
Step 4: The weight vectors of the neurons are updated using the following equation:
where t is the learning step and c is the index of BMU.
, ( )is the Gaussian neighborhood function, which is widely used as a neighborhood function 24 .The value of neighborhood function is maximum for the winner neuron and decreases with increasing distance from the BMU.
where is the distance between winner neuron c and neuron i on the map; and ( ) and ( ) are called the learning rate and width of neighborhood radius respectively. After each iteration t, ( ) and ( ) decrease using the following equation:
and
where T is the learning rate and (0) is the initial neighborhood radius.
Step 5: These steps are repeated for all the input data.
Efficient Self-Organizing Map (E-SOM)
To decrease the dead units and increase the learning efficiency, an efficient SOM (E-SOM) learning algorithm has been proposed using group of neurons on the map. In this approach, distant and normal neurons on the map for each input are identified. So we have made two groups of neurons on the map normal and distant.
The details of the E-SOM learning algorithm are explained as follows:
Step 1: The weight vectors of m × n neurons, where i= 1, 2,…., mn, are initialized.
Step 2: An input vector ( ) is randomly selected and it is input to all the neurons at the same time in parallel.
Step 3: The winner neuron c, i.e., BMU is found using "Eq. (1)".
Step 4: The distance of all neurons from the input ( ) is calculated using Euclidean formula, and 20% of these, which are most distant from this input are identified. These are the distant neurons of this input. In Fig. 1 , a map of size of 6 × 5, the six neurons in red color denote the distant neurons for the input vector ( ).
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Step 5: The weight vectors of winner and its neighbors except the distant neurons are updated using "Eq. (2)".
Step 6: The weight vectors of distant neurons are updated using the following equation: (6) where ( ) is the learning rate of the distant neurons, 0 d (t) < 0.1. It decreases monotonically with time using "Eq. (4)". The function , ( ) is the neighborhood function for distant neurons and is described using the following equation:
where . Euclidean distance measurement.
Step 7: The Steps 2 to 6 are repeated for all the input data.
Experimental Results
To compare the learning performance of the proposed SOM with SOM and FN-SOM, we have used three standard datasets from UCI machine learning repository 27 and three quality parameters are used.
Quality Criteria
The following three well-known quality criterions, which are widely accepted for comparing the learning efficiency of machine learning algorithms, have been used: (i) Quantization Error ( ): It measures the average distance from each input data to its winner
where N is total number of input data, is the weight vector of the corresponding winner for the input vector denotes the Euclidean distance. So should be small.
(ii) Topographic Error(Te): This describes how well the SOM preserves the topology of the input dataset 26 .
where N is the total number of input data. = 1 if the winner and the 2 nd winner are not 1-neighbors, otherwise = 0. A smaller value of means a better learning efficiency. (iii) Neuron Utilization (U): It measures the percentage of neurons on the map that have become winners for the input data for one or more times 13 .
where = 1 if the neuron i has won once or more; otherwise = 0. U = 1.0 means all the neurons become winner. So U nearer to 1.0 is required.
Experiments on Standard Datasets
The following three well-known standard input datasets from UCI machine learning repository 27 have been used to compare the results:
A. Experiment 1
A comparison on learning capabilities has been done using the Target dataset from UCI machine learning repository 27 . This input dataset has 770 points and has an outlier's problem. The experiment is done using different parameters as shown in Table 1 . It is not possible to visualize all results. The simulation results for map size = 12*15, (0) = 0.7, = 0.5, = 0.03, Epoch = 20 has been shown in Fig. 3 .
It can be observed from Fig. 3 that neurons learn the input distribution more precisely using E-SOM approach. Through our approach, the number of neurons inside the circle has decreased, thus decreasing the dead units. As can be seen, more neurons are now reaching closer to the outlier's data on all four corners. From Table 1 , it can be concluded that the E-SOM preserves the topology of input data in a better manner and increases the neuron utilization also. The smaller value of topographic error in comparison to SOM and FN-SOM thus indicates that topology of input data is better preserved in the output map using E-SOM. The results indicate that E-SOM learns the input data with less topographic and quantization error in comparison to SOM and FN-SOM.
B. Experiment 2
A comparison on the learning capabilities is carried out on TwoDiamonds dataset from UCI machine learning
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Copyright: the authors 27 . This dataset contains 800 points and has a cluster border defined by density. The experiment is done using different parameters as shown in Table 2 . It is not possible to visualize all the results. The simulation results for the map size 15×14, (0) = 0.8, = 0.5, = 0.04, Epoch = 20 are shown in Fig. 4 . It can be seen in Fig. 4 that using E-SOM, more neurons learnt the input distribution. In E-SOM, a very less number of neurons were found to be lying in between the two diamonds. So more neurons learn the given input dataset correctly than before, thus resulting in lesser dead units. The topographic and quantization error of E-SOM is smaller than SOM and FN-SOM as shown in Table 2 , which is desirable as it shows an enhancement in the learning capabilities. The neuron utilization U of E-SOM is larger than SOM and FN-SOM as shown in Table 2 . So from the experimental results, we can conclude that E-SOM decreases dead units with fewer errors and more neuron utilization.
C. Experiment 3
We have taken the mixture of six 2-D Gaussian distributions with mean ( 2.0, 1.5) , ( 0.5, 1.0) , ( 1.5, 0.5) , (1.0, 1.0) , (2.0, 0.75) , and (2.0, 1.5) with the covariance matrices 0.02I, 0.025I, 0.005I, 0.005I, 0.02I, and 0.002I respectively, as shown in Fig. 5 ., where T denotes the transpose operation of a matrix and I is the identity matrix. A dataset having 470 inputs is generated. The experiment is done using different parameters as shown in Table 3 . It is not possible to visualize all the results. The simulation results for map size 13*15, (0) = 0.9, = 0.4, = 0.04, Epoch = 20 has been shown in Fig. 5 .
The topographic and quantization error of the E-SOM are smaller than SOM and FN-SOM as shown in Table 3 . The neuron utilization U of E-SOM is larger than the conventional SOM and FN-SOM as shown in Table 3 . So from the results, it can be concluded that there is a significant improvement in the learning capabilities of neurons using E-SOM.
Conclusion
An efficient SOM learning algorithm to decrease dead units and improve learning efficiency of SOM has been proposed. The E-SOM makes two groups of the neurons on the map: normal and distant. The experimental results show that the neurons learnt the input data topology more precisely; and there are fewer dead units on the map using E-SOM in comparison to SOM and FN-SOM. Also, the results have much lower quantization and topographic error on an average using E-SOM in comparison to the SOM and FN-SOM. In addition to this, E-SOM leads to higher neuron utilization on an average in comparison to the SOM and FN-SOM.
