In this study, sinc-collocation method is introduced for solving Volterra-Fredholm integrodifferential equations of fractional order. Fractional derivative is described in the Caputo sense. Obtained results are given to literature as a new theorem. Some numerical examples are presented to demonstrate the theoretical results.
Introduction
Many problems, in science and engineering such as earthquake engineering, biomedical engineering, fluid mechanics can be modeled by fractional integro-differential equations. In order to better analysis these systems, it is required to obtain the solution of these equations. But, achieving the analytical solution of these equations can not be possible. Therefore, finding more accurate solutions using numerical schemes can be helpful. Some numerical algorithm for solving integrodifferential equation of fractional order can be summarized as follows: but not limited to; Adomian decomposition method [16, 18, 19] , Laplace decomposition method [32] , Taylor expansion method [9] , least squares method [17] differential transform method [5, 21] , Spectral collocation method [14] , Legendre wavelets method [24, 26] , Haar wavelets method [7] , Chebyshev wavelets method [29, 33, 37] , piecewise collocation methods [23, 36] , Chebyshev pseudo-spectral method [10, 31] , homotopy analysis method [1, 35, 38] , homotopy perturbation method [6, 20, 25] and variational iteration method [6, 20] .
The main advantage of the sinc-collocation method than other methods is that sinc-collocation method provides a much better rate of convergence and more efficient results in the presence of singularity. For more details about the sinc-collocation method see [2, 3, 4, 34] .
Particulary, in the present paper, as an original contribution to literature, sinc-collocation method is introduced for solving linear Volterra-Fredholm integro-differential equations of fractional order. Examined integro-differential equations in the present paper include singularities at some points. Obtained results are given in the form of a new theorem. Some numerical examples in the form of graphs and tables are given to illustrate the theoretical results.
In this study, Volterra-Fredholm integro-differential equations of fractional order are considered as follows: The structure of this paper is organized as follows; In section 2, some preliminaries and basic definitions related to fractional calculus and sinc functions are recalled. In the next section, sinccollocation method is constructed for solving integro-differential equations of fractional order. In section 4, numerical examples are presented. Finally, conclusions and remarks are given in the section 5.
Preliminaries
In this section, some preliminaries and notations related to fractional calculus and sinc basis functions are given. For more details see [8, 11, 12, 13, 15, 22, 27, 28, 30] .
→ R be a function, α a positive real number, n the integer satisfying n − 1 ≤ α < n, and Γ the Euler gamma function. Then, the left Caputo fractional derivative of order α of f (x) is given as follows:
The Sinc function is defined on the whole real line −∞ < x < ∞ by
Definition 2.3. For h > 0 and k = 0, ±1, ±2, ... the translated sinc function with space node are given by:
To construct approximation on the interval (a, b) the conformal map
is employed. The basis functions on the interval (a, b) are derived from the composite translated sinc functions
The inverse map of w = ϕ(z) is z = ϕ −1 (w) = a + be w 1 + e w . The sinc grid points z k ∈ (a, b) will be denoted by x k because they are real. For the evenly spaced nodes {kh} ∞ k=−∞ on the real line, the image which corresponds to these nodes is denoted by 
be the class of functions F that are analytic in D E and satisfy
where
and those on the boundary of D E satisfy
For the term of fractional in (1.1), the infinite quadrature rule must be truncated to a finite sum. The following theorem indicates the conditions under which an exponential convergence results. Theorem 2.8. If there exist positive constants α, β and C such that
then the error bound for the quadrature rule (2.3) is
The infinite sum in (2.3) is truncated with the use of (2.4) to arrive at the inequality (2.5). Making the selections
is an integer part of the statement and M is the integer value which specifies the grid size, then
We used these theorems to approximate the kernel integral and the arising integral in the formulation of the term fractional in (1.1).
Lemma 2.9. Let ϕ be the conformal one-to-one mapping of the simply connected domain D E onto D S , given by (2.2). Then
The sinc-collocation method
Let us assume an approximate solution for y(x) in Eq.(1.1) by finite expansion of sinc basis functions for as follows;
Here, the unknown coefficients c k in (3.1) are determined by sinc-collocation method via the following theorems.
Theorem 3.1. The first and second derivatives of y n (x) are given by
respectively.
Theorem 3.2. If ξ is a conformal map for the interval [a, x], then α order derivative of y n (x) for 0 < α < 1 is given by
Proof. If we use the definition of Caputo fractional derivative given in (2.1), it is written that
Now we use quadrature rule given by (2.5) to compute the above integral which is divergent on the interval [a, x]. For this purpose, a conformal map and its inverse image that denotes the sinc grid points are given by ξ(t) = ln t − a x − t and
Then, according to equality (2.5), we can write
This completes the proof.
q.e.d.
Application of equality (2.5) to the kernel integral in (1.1) gives the following two lemmas.
Lemma 3.3. The following relation holds
and y k denotes an approximate value of y(t k ).
Lemma 3.4. The following relation holds
where y k denotes an approximate value of y(t k ).
Replacing each term of (1.1) with the approximation given in (3.1)-(3.6), we obtain the following system
Then, multiplying the resulting equation by {(1/ϕ (x)) 2 }, we obtain
Here, by using the following equality
we can write
It's known from [18] 
So, we obtain the following theorem.
Theorem 3.5. If the assumed approximate solution of boundary value problem (1.1) is (3.1), then the discrete sinc-collocation system for the determination of the unknown coefficients
We now introduce some notations to rewrite in the matrix form for system (3.7). Let D(y) denotes a diagonal matrix whose diagonal elements are y(x −M ), y(x −M +1 ), , y(x N ) and non-diagonal elements are zero, let
denote a matrix and also let I (i) denote the matrices
(1) and I (2) are square matrices of order n × n. In order to calculate unknown coefficients c k in linear system (3.7), we rewrite this system by using the above notations in matrix form as Ac = B (3.8)
The notation " • " denotes the Hadamard matrix multiplication. Now we have linear system of n equations in the n unknown coefficients given by (3.8) . We can find the unknown coefficients c k by solving this system. 
Computational examples
In this section, two problems that have homogeneous boundary conditions will be tested by using the present method via Mathematica10. In the first example a problem that has the known exact solution for integer order derivative case is considered. So one could compare the obtained results from the proposed numerical algorithm with the exact solution. Then the second example is given to show the efficiency of the proposed method for the singular problems. In the both examples, we take h = π/ √ N , L = N = M . Example 1. Let us first consider the linear fractional integro-differential equation 15 , K 1 (x, t) = x − t and K 2 (x, t) = x 2 − t. The exact solution of this problem for α = 1 is y(x) = x 3 (x − 1). The numerical solutions which are obtained by using the present method for N = 32 and different values of α are presented in Table 1 . Also, the graphs of approximate solutions for different values of α are given in Figure 1 . Graphs in Figure  1 show that when α approaches to 1, the corresponding solutions of fractional order differential equation approach to the solutions of integer order differential equation. Example 2. Consider the linear singular fractional integro-differential equation .95385 sin(x), K 1 (x, t) = sin (x − t) and K 2 (x, t) = cos(x − t). The exact solution of this problem is y(x) = x 2 (1 − x). The numerical solutions which are obtained by using the present method for different values of N are presented in Table 2 . Also, the graphs of approximate solutions for different values of N are given in Figure 2 . 
Conclusion
In this paper, sinc-collocation method is used to solve a class of fractional Volterra-Fredholm integro differential equation. In order to illustrate the accuracy and effective of the method, it is applied to some examples and obtained results are compared with the exact ones. The comparisons in table and graphical forms show that the approximate solutions converge the exact ones when it is increased that the number of sinc grid points N and the present method is a powerful tool for solving fractional integro-differential equations with boundary conditions.
