Abstract. We prove the instability of a "critical" solitary wave of the generalized Korteweg -de Vries equation, the one with the speed at the border between the stability and instability regions. The instability mechanism involved is "purely nonlinear", in the sense that the linearization at a critical soliton does not have eigenvalues with positive real part. We prove that critical solitons correspond generally to the saddle-node bifurcation of two branches of solitons.
Introduction and main results
We consider the generalized Korteweg -de Vries equation in one dimension,
where f ∈ C ∞ (R) is a real-valued function that satisfies
Depending on the nonlinearity f , equation (1.1) may admit solitary wave solutions, or solitons, of the form u(x, t) = φ c (x − ct). Generically, solitons exist for speeds c from (finite or infinite) intervals of a real line. For a particular nonlinearity f , solitons with certain speeds are (orbitally) stable with respect to the perturbations of the initial data, while others are linearly (and also dynamically) unstable. We will study the stability of the critical solitons, the ones with the speeds c on the border of stability and instability regions. These solitons are no longer linearly unstable. Still, we will prove their instability, which is the consequence of the higher algebraic multiplicity of the zero eigenvalue of the linearized system. When f (u) = −3u 2 , (1.1) turns into the classical Korteweg -de Vries (KdV) equation
For f (u) = −u p , p > 1, we obtain the family of generalized KdV equations (also known as gKdV-k with k = p − 1) that have the form
(1.4)
They also have solitary wave solutions. All solitary waves of the classical KdV equation and of the subcritical generalized KdV equations (1 < p < 5) are orbitally stable; see [Ben72] , [Bon75] , [Wei87] , [ABH87] . Orbital stability is defined in the following sense:
Definition 1.1. The traveling wave φ c (x − ct) is said to be orbitally stable if for any ǫ > 0 there exists δ > 0 so that for any u 0 with u 0 − φ c H 1 ≤ δ there is a solution u(t) with u(0) = u 0 , defined for all t ≥ 0, such that
where H 1 = H 1 (R) is the standard Sobolev space. Otherwise the traveling wave is said to be unstable. (1.8)
Equation (1.1) is a Hamiltonian system, with the Hamiltonian functional
In Appendix A we specify conditions under which Assumption 1 is satisfied. Let N c and I c denote N (φ c ) and I(φ c ), respectively. By Assumption 1, N c and I c are C ∞ functions of c ∈ Σ. For the general KdV equation (1.1) with smooth f (u), Bona, Suganidis, and Strauss [BSS87] show that the traveling wave φ c (x − ct) is orbitally stable if
and unstable if instead N ′ c < 0. See Figure 1 . The criterion (1.9) coincides with the stability condition obtained in [GSS87] in the context of abstract Hamiltonian systems with U(1) symmetry (the theory developed there does not apply to the generalized Korteweg -de Vries equation). Remark 1.2. Note that, as one can readily show, the amplitude of solitary waves is monotonically increasing with their speed c, while the momentum N c does not have to. In [BSS87] it is stated that critical traveling waves φ c⋆ (x), that is c ⋆ such that N ′ c⋆ = 0, are unstable as a consequence of the claim that the set {c: φ c is stable} is open. This claim however is left unproved in [BSS87] . Moreover, this is not true in general. (This is demonstrated by the dynamical system in R 2 described in the polar coordinates byθ = sin θ,ṙ = 0. The set of stationary states is the line y = 0; the subset of stable stationary points, x ≤ 0, is closed.) The question of stability of critical traveling waves has been left open. We address this question in this paper, proving the instability under certain rather generic assumptions. This result is the analog of [CP03] for the generalized Korteweg -de Vries equation (1.1).
Remark 1.4. We will not consider the L 2 -critical KdV equation given by (1.4) with p = 5, when N c = const. In this case, the solitons are not only unstable but also exhibit a blow-up behavior. This blow-up is considered in a series of papers by Martel and Merle [Mer01, MM01a, MM02a, MM02b] .
The analysis of the instability of critical solitary waves (with no linear instability) requires better control of the growth of a particular perturbation. We achieve this employing the asymptotic stability methods. Pego and Weinstein [PW94] proved that the traveling wave solutions to (1.4) for the subcritical values p = 2, 3, 4, and also p ∈ (2, 5)\E with E a finite and possibly empty set are asymptotically stable in the weighted spaces. Their approach was extended in [Miz01] . For other deep results of stability see [MM01b, MM05] . The proofs extend, under certain spectral hypotheses, to solitary solutions to a generalized KdV equation (1.1) with c such that N ′ c > 0. Substituting u(x, t) = φ c (x − ct) + ρ(x − ct, t) into (1.1) and discarding terms nonlinear in ρ, we get the linearization at φ c :
where
In (1.10), both φ c (·) and ρ(·, t) are evaluated at x − ct, but we change variable and write x instead. The essential spectrum of JH c in L 2 (R) coincides with the imaginary axis. λ = 0 is an eigenvalue (with ∂ x φ c being the corresponding eigenvector). To use the asymptotic stability methods from [PW94] , we will consider the action of JH c in the exponentially weighted spaces. For s ∈ R and µ ≥ 0, we define H
where H s (R) is the standard Sobolev space of order s. We also denote L 2 µ (R) = H 0 µ (R). We define the operator A µ c = e µx • JH c • e −µx , where e ±µx are understood as the operators of multiplication by the corresponding functions, so that the action of
The domain of A 
(1.14)
The essential spectrum of A We need assumptions about the existence and properties of a critical wave.
Assumption 2. There exists c ⋆ ∈ Σ\∂Σ, c ⋆ > 0, such that N ′ c⋆ = 0.
Remark 1.5. Let us give examples of the nonlinearities that lead to the existence of critical solitary waves. Take f − (z) = −Az p + Bz q , with 2 < p < q, A > 0, B > 0, or f + (z) = Az p − Bz q + Cz r , with 2 < p < q < r, A > 0, B > 0, C > 0. In the case of f + , we require that B be sufficiently large so that f + (z) takes negative values on a nonempty interval I ⊂ R + . Then there will be traveling wave solutions φ c (x − ct) with c ∈ (0, c 1 ) (also with c = 0 in the case of f + ), for some c 1 > 0. 1 Elementary computations show that the value of the momentum N c goes to infinity as c ր c 1 . It also goes to infinity as c ց 0 if p > 5 (also if p = 5 in the case of f + ), so that there is a global minimum of N c at some point c ⋆ ∈ (0, c 1 ).
Assumption 4. At the critical value c ⋆ , the non-degeneracy condition I ′ c⋆ = 0 is satisfied. Here I c = I(φ c ) is the value of the mass functional (1.6) on the traveling wave φ c . Remark 1.6. If I ′ c⋆ = 0, then the eigenvalue λ = 0 of JH c⋆ corresponds to a Jordan block larger than 3 × 3. We will not consider this situation.
Our main result is that the critical traveling wave φ c⋆ (x) of the generalized KdV equation (1.1) is (nonlinearly) unstable. 
c is strictly negative and nonincreasing for c ∈ O(c ⋆ ), c > c ⋆ (or negative and nondecreasing for c < c ⋆ , or both). Then the critical traveling wave φ c⋆ (x) is orbitally unstable. More precisely, there exists ǫ > 0 such that for any δ > 0 there exists u 0 ∈ H 1 (R) with u 0 − φ c⋆ H 1 < δ and t > 0 so that
(1.15) Remark 1.7. For definiteness, we consider the case when N ′ c is strictly negative and nonincreasing for c > c ⋆ , c ∈ O(c ⋆ ). The proof for the case when N ′ c is strictly negative and nondecreasing for c < c ⋆ , c ∈ O(c ⋆ ) is the same.
Thus, we assume that there exists η 1 > 0 such that
Strategy of the proof and the structure of the paper.
In our proof, we develop the method of Pego and Weinstein [PW94] and derive the nonlinear bounds relating the energy estimate and the dissipative estimate (Lemmas 4.2, 4.3). We follow a center manifold approach; that is, we reduce the infinite-dimensional Hamiltonian system to a finite dimensional system which contains the main features of the dynamics. Specifically, we consider the spectral decomposition near the zero eigenvalue in Section 2 and a center manifold reduction is considered in Section 3, this part being similar to the approach in [CP03] . Estimates in the energy space and in the weighted space for the error terms are in Section 4 and 5. In this part of our argument we develop the approach of [PW94] . In Section 6, we complete the proof of Theorem 1. In Section 7, we give an alternative approach to the instability of the critical traveling wave φ c⋆ (x) by a normal form argument [Car81, IA98] , under additional hypothesis that the critical point c ⋆ of N c is non-degenerate:
The construction of traveling waves is considered in Appendix A. The details on the Fredholm Alternative for H c are in Appendix B. An auxiliary technical result is proved in Appendix C.
1 The value of c1 is determined from the system f (z1) + c1z1 = 0, F (z1) + c1z 2 Spectral decomposition in L 2 µ (R) near λ = 0 First, we observe that for any c ∈ Σ (see Assumption 1), the linearization operator JH c given by (1.11) satisfies the following relations:
JH c e 2,c = e 1,c , where
Let S (R) denote the Schwarz space of functions.
, m ≥ 0 to be the set of functions u ∈ C ∞ (R) such that χ + u ∈ S (R) and for any N ∈ Z, N ≥ 0 there exists C N > 0 such that
Note (i) The eigenvalue λ = 0 is of geometric multiplicity one, with the kernel generated by e 1,c .
(ii) Assume that c ∈ Σ is such that N ′ c = 0. Then the eigenvalue λ = 0 is of algebraic multiplicity two.
Then the eigenvalue λ = 0 is of algebraic multiplicity three.
Proof. First of all we claim that in S +,m (R) we have dim ker JH c = 1.
The differential equation H c ψ = 0 has two linearly independent solutions. According to (2.1), one of them is e 1,c , which is odd and exponentially decaying at infinity. The other solution is even and exponentially growing as |x| → ∞ and hence does not belong to S +,m (R); we denote this solution by Ξ c (x).
Observe 
we need v(x) → 0 for x → +∞, and therefore B = 0 and K = 0. Hence, v ∈ ker H c , proving that ker JH c = ker H c . This proves Proposition 2.2 (i). Let us introduce the function
is the only solution to the problem
According to Lemma B.1 (see Appendix B), if e 1,c , Θ c = φ c , ∂ c φ c = N ′ c = 0, then v(x) has exponential growth as x → −∞:
and therefore does not belong to S +,m (R). This finishes the proof of Proposition 2.2 (ii).
Let us now assume that N ′ c⋆ = 0 for some c ⋆ ∈ Σ. Then, again by Lemma B.1 with m = 0, there exists e 3,c⋆ (x) ∈ S +,0 (R) such that
Now let us consider w ∈ C ∞ (R) such that
+∞ e 3,c⋆ (y) dy; the function w(x) satisfies H c⋆ w = E. Taking the pairing of E with e 1,c⋆ , we get:
(In the first equality, the boundary term does not appear because when x → ±∞ the function E(x) grows at most algebraically while φ c decays exponentially.) By Lemma B.1, since e 1,c⋆ , E is nonzero, w(x) grows exponentially as x → −∞. This proves that the algebraic multiplicity of the eigenvalue λ = 0 is exactly three. Now we would like to consider JH c in the weighted space L 2 µ (R), µ > 0. This is equivalent to considering
In what follows, we always require that 0 < µ < min(µ 0 , µ 1 ), (2.10) with µ 0 from Assumption 3 and µ 1 from Lemma C.1.
We define e µ j,c = e µx e j,c , j = 1, 2; e 
Proof. As follows from Lemma A.1 in Appendix A,
Applying Lemma A.2 to (2.2) (for both x ≥ 0 and x ≤ 0), we also see that
, then e 3,c⋆ ∈ S +,0 (R) (belongs to S for x ≥ 0 and remains bounded for x ≤ 0). Moreover, applying Lemma A.2 to (2.7), we see that
14)
It follows that e µ 3,c⋆ ∈ L 2 (R). As follows from Proposition 2.2, the function e µx w(x) in (2.8) does not belong to L 2 (R), so the algebraic multiplicity of λ = 0 is precisely 3. (ii) λ c is a simple eigenvalue of the operator JH c considered in L 2 (R).
so that the frame where λ c equals
Proof. Due to the restriction (2.10) on µ, the essential spectrum of A µ c for c ≥ c ⋆ is given by (1.14) and is located strictly to the left of the imaginary axis. By Assumption 3, the discrete spectrum of A µ c⋆ consists of the isolated eigenvalue λ = 0, which is of algebraic multiplicity three by Corollary 2.3. We choose a closed contour γ ⊂ ρ(A µ c⋆ ) in C 1 so that the interval [0, Λ] of the real axis is strictly inside γ, where
Remark 2.5. The value of Λ is chosen so that all pure point eigenvalues of the operator JH c , c ∈ Σ, are bounded by Λ. Indeed, if ψ satisfies JH c ψ = λψ with λ ∈ R, then ψ ∈ H ∞ (R) and can be assumed real-valued. Therefore, we have:
We notice that for c from an open neighborhood of c ⋆ , γ belongs to the resolvent set ρ(A µ c ). Indeed, we have:
.
(2.18) ) is bounded by 1/2 as an operator in L 2 for all z ∈ γ and for all c sufficiently close to c ⋆ . We assume that η 1 > 0 is small enough so that
(2.19)
Integrating (2.18) along γ, we get a projection
Since rank P µ c⋆ = 3, we also have
The three-dimensional spectral subspace Range P µ c⋆ corresponds to the eigenvalue λ = 0 that has algebraic multiplicity three. According to Corollary 2.3, when N ′ c = 0, λ = 0 is of algebraic multiplicity two, therefore X For
In the frame {e According to the construction of e 3,c⋆ in Proposition 2.2, a c⋆ = λ c⋆ = 0 and b c⋆ = 1. We define
We compute: has the desired matrix form (2.15). Conjugating by means of e µx we get a corresponding frame {e j,c : j = 1, 2, 3} in L 2 µ , with e 3,c satisfying JH c e 3,c = e 2,c + λ c e 3,c , 
Using (2.24), we compute:
We conclude that satisfies JH c ψ c = λ c ψ c , and also lim x→+∞ ψ c (x) = 0. Thus, ψ c is an eigenvector of JH c ψ c that corresponds to λ c . Therefore, ψ c ∈ H ∞ (R). Since e c,1 , e c,2 ∈ H 1 (R) and λ c = 0, the statement of the lemma follows from the relation (2.26).
Let us also introduce the dual basis that consists of eigenvectors of the adjoint operator (JH c ) * = −H c J = −H c ∂ x which we consider in the weighted space
For any c ∈ Σ, the generalized kernel of (JH c ) * contains at least two linearly independent vectors:
The lower limit of integration ensures that lim x→−∞ g 2,c (x) = 0, so that g 2,c ∈ L 2 −µ (R).
Proof. The argument repeats the steps of the proof of Proposition 2.2. The function g 3,c⋆ is given by
−∞ e 2,c⋆ (y) dy remains bounded as x → +∞, while g 2,c⋆ , φ c⋆ = 0, the functionẽ 3,c⋆ (x) remains bounded as x → +∞. This follows from Lemma B.1 of Appendix B (after the reflection x → −x). Therefore, g 3,c⋆ (x) has a linear growth as x → +∞; g 3,c⋆ ∈ S −,1 (R) (defined similarly to S +,1 in Definition 2.1).
As in Lemma 2.4, one can show that there is an extension of g 3,c⋆ into an interval [c ⋆ ,
so that, similarly to (2.24) and (2.25),
Using the bases {e j,c ∈ H ∞ µ (R): j = 1, 2, 3}, {g j,c ∈ H ∞ −µ (R): j = 1, 2, 3}, we can write the projection operator e −µx •P µ c •e µx that corresponds to the discrete spectrum of JH c in the following form:
with T jk c being the inverse of the matrix
Let us introduce the functions
Since e j,c ∈ L 2 µ (R) and g j,c ∈ L 2 −µ (R), α c , β c , and γ c are continuous functions of c for c ∈ [c ⋆ , c ⋆ +η 1 ]. Recalling that g 2,c , e 1,c = g 2,c , JH c e 2,c = − H c Jg 2,c , e 2,c = g 1,c , e 2,c = φ c , ∂ c φ c = N ′ c , g 1,c , e 1,c = − φ c , ∂ x φ c = 0, we may write the matrix T in the following form:
Note that T c⋆ is non-degenerate, because N ′ c⋆ = 0 by the choice of c ⋆ , while α c⋆ = g 1,c⋆ , e 3,c⋆ = φ c⋆ , e 3,c⋆ = 1 2 (I ′ c⋆ ) 2 > 0 by (2.9).
Center manifold reduction
We first discuss the existence of a solution u(t) that corresponds to perturbed initial data. We will rely on the well-posedness results due to T. Kato.
Lemma 3.1. For any µ > 0 and
which solves (1.1) for 0 ≤ t < t 1 , where t 1 is finite or infinite, defined by
Proof. According to [Kat83, Theorem 10 .1], (1.1) is globally well-posed in H s (R) ∩ L 2 2µ (R) for any s ≥ 2, µ > 0 (for the initial data with arbitrarily large norm) if f satisfies
We modify the nonlinearity f (z) for |z| > 2 φ c⋆ H 1 so that (3.3) is satisfied; Let us call this modified nonlinearityf (z). Thus, for any
that solves the equation with the modified nonlinearity:
For 0 ≤ t < t 1 , with t 1 defined by (3.2), one has u(t) L ∞ ≤ u(t) H 1 < 2 φ c⋆ H 1 . Therefore, for 0 ≤ t < t 1 , u(t) solves both (3.5) and (1.1) sincef (z) = f (z) for |z| ≤ 2 φ c⋆ H 1 .
We fix µ satisfying (2.10). For the initial data
2µ (R)) that solves (1.1) for 0 ≤ t < t 1 , with t 1 from (3.2). We will approximate the solution u(x, t) by a traveling wave φ c moving with the variable speed c = c(t). Thus, we decompose the solution u(x, t) into the traveling wave φ c (x) and the perturbation ρ(x, t) as follows:
The functions ξ(t) and c(t) are yet to be chosen. Using (3.6), we rewrite the generalized KdV equation (1.1) as an equation on ρ:
with H c given by (1.11) and with JN given by
where we changed coordinates, denoting
µ (R) has algebraic multiplicity three. We decompose the perturbation ρ(x, t) as follows:
where e 3,c is constructed in Lemma 2.4. Note that the inclusions
. We would like to choose ξ(t), c(t) = c ⋆ + η(t), and ζ(t) so that
represents the part of the perturbation that corresponds to the continuous spectrum of JH c .
Proposition 3.2. There exist η 1 > 0, ζ 1 > 0, and δ 1 > 0 such that if η 0 and ζ 0 satisfy
then there is T 1 ∈ R + ∪ {+∞} such that:
and u(t) solves (1.1) for 0 ≤ t < T 1 .
(ii) There exist functions
such that the function υ(t) defined by (3.10) satisfies e µx υ(x, t) ∈ ker P µ c⋆+η(t)
, 0 ≤ t < T 1 .
(3.14)
(iii) The following inequalities hold for 0 ≤ t < T 1 : Proof. Since u 0 = φ c⋆+η 0 + ζ 0 e 3,c⋆+η 0 ∈ H 2 (R) ∩ L 2 2µ (R) and the conditions (3.11) are satisfied, by Lemma 3.1, there is a function u(t) ∈ C([0, ∞), H 2 (R) ∩ L 2 2µ (R)) and t 1 ∈ R + ∪ {+∞} such that u(t) solves (1.1) for 0 ≤ t < t 1 and, if t 1 < ∞, then u(t 1 ) H 1 = 2 φ c⋆ H 1 . We thus need to construct ξ(t), η(t), and ζ(t) so that υ(x, t) defined by (3.10) satisfies the constraints g 1,c⋆+η(t) , υ(t) = g 2,c⋆+η(t) , υ(t) = g 3,c⋆+η(t) , υ(t) = 0.
(3.16)
Let us note that v(0) = 0 by (3.10), (3.12), and (3.
Therefore, (3.7) can be written as the following equation on υ(t) = ρ − ζe 3,c :
Differentiating the constraints (3.16) and using the evolution equation (3.18), we derive the center manifold reduction: where c = c ⋆ + η and
Note that the matrix S(η, ζ, υ) depends continuously on (η, ζ, υ) ∈ R 2 × H 1 µ (R). Since the matrix T c⋆ is non-singular (see (2.37)), the matrix S(η,
For such η, ζ, and υ, we can write
where the right-hand-side is given by
Assume that η 0 and ζ 0 are such that the conditions (3.11) are satisfied. Let ̺ 0 ∈ C ∞ comp (R) be such that 0 ≤ ̺ 0 (s) ≤ 1, ̺ 0 (s) ≡ 1 for |s| ≤ 1, and ̺ 0 (s) ≡ 0 for |s| ≥ 2. Define a continuous matrix-valued functionS :
This function coincides with S (defined in (3.21)) for |η| < η 1 , |ζ| < ζ 1 , and υ H 1 µ < δ 1 , and has uniformly bounded inverse. The system (3.23) with the right-hand side as in (3.24) but withS instead of S, and with υ given by the ansatz (3.10), defines differentiable functions ξ(t), η(t), and ζ(t) for all t ≥ 0. Note that υ(t) defined by (3.10) is a continuous function of time, and is valued in H 1 µ (R) since so are u, φ c , and e 3,c . Define t 2 ∈ R + ∪ {+∞} by
For t ∈ (0, t 2 ), the solution (ξ(t), η(t), ζ(t)) also solves (3.23), since the inequalities |η(t)| < η 1 , |ζ(t)| < ζ 1 , and υ(·, t) H 1 µ < δ 1 ensure thatS coincides with S. Thus, Proposition 3.2 is proved with
where t 1 , t 2 are from (3.2) and (3.25).
Energy and dissipative estimates
We will adapt the analysis from [PW94] . In this section, we formulate two Lemmas that are the analog of [PW94, Proposition 6.1]. Lemma 4.1 is based on the energy conservation and allows to control ρ H 1 in terms of υ H 1 µ . Lemma 4.3 bounds υ H 1 µ in terms of ρ H 1 and is based on dissipative estimates on the semigroup generated by A µ c (see Lemma 4.2). Let η 1 > 0, ζ 1 > 0, and δ 1 > 0 be not larger than in Proposition 3.2, and assume that δ 1 satisfies
Let η 0 > 0 and ζ 0 be such that the conditions (3.11) are satisfied. According to Proposition 3.2, there exists T 1 ∈ R + ∪ {+∞} such that there is a solution u ∈ C((0, T 1 ), H 2 (R) ∩ L 2 2µ (R)) to (1.1) with the initial data u 0 = φ c⋆+η 0 + ζ 0 e 3,c⋆+η 0 , and functions ξ(t), η(t), and ζ(t) and υ(t) (given by (3.10)), defined for 0 ≤ t < T 1 , such that (3.14) and (3.15) are satisfied. For given η 0 and ζ 0 , define the following function of η:
Lemma 4.1. There exists C 1 > 0 such that if at some moment 0 ≤ t < T 1
where Y (η) is given by (4.2).
Proof. Let us introduce the effective Hamiltonian L c :
where E and N are the energy and momentum functionals defined in (1.5) and (1.7). Using the Taylor series expansion for L c at φ c , we have:
For the second term in (4.5), there is the following bound from below:
There is the following bound for the third term in the right-hand side of (4.5):
where b = sup c∈[c⋆,c⋆+η 1 ] e −2µx f ′ (φ c ) L ∞ < ∞ due to (2.10), the assumption (1.2) that f ′ (0) = 0, and due to Lemma A.1 from Appendix A. We bound the last term in (4.5) by
According to (4.1), g from (4.6) satisfies
, and this leads to
Combining (4.5) with the bounds (4.7), (4.8), and (4.10), we obtain:
so that, for some C > 0, 0) ) since the value of the energy functional E given by (1.5) and the value of the momentum functional N given by (1.7) are conserved along the trajectories of equation (1.1). Thus, we can write:
Using the definition (4.4) of the functional L c , we express the first term in the right-hand side of (4.12) as
H 1 , where ρ 0 = u(0) − φ c 0 ; this allows to bound (4.13) by
(4.14)
For the second term in the right-hand side of (4.12), we have: by (1.16) . Therefore, there is the following bound for the second term in the right-hand side of (4.12):
Using the bounds (4.14) and (4.15) in the inequality (4.12), we obtain:
Substituting this result into (4.11), we obtain the bound (4.3). 
Lemma 4.2 ([PW94]). Let Assumption 3 be satisfied, and pick
We require that η 1 be small enough, so that
Lemma 4.3. There exists C 2 > 0 such that if
Proof. Using the center manifold reduction (3.23), we rewrite the evolution equation (3.18) in the following form:
where c = c(t) = c ⋆ + η(t), ζ = ζ(t), and the nonlinear terms R j (t) are given by (3.24). We set ω(x, t) = e µx υ(x, t), e As follows from (4.22),
We may write Q µ c⋆ ω as follows:
Using the dissipative estimate given by (4.16), we have:
where we used the inequality (4.17). It follows that ω H 1 ≤ 2 Q µ c⋆ ω H 1 . Hence, we have:
We now need the bound on G L 2 :
We estimate the first term in the right-hand side of (4.30) as follows:
Since e 
Using the representation (3.24) and the inclusions ∂ c e 3,c ∈ H ∞ µ (R),
, we obtain the following estimates on R j :
Taking into account (4.32), we get:
In the last inequality, we used the uniform boundedness of |η|, |ζ|, and ω H 1 that follows from (4.19). Summing up (4.31) and (4.33), we obtain the following bound on G L 2 µ :
Using the integral representation for the nonlinearity (3.8),
we obtain the bound
with the constant C that depends on φ c H 1 and on the bounds on f ′′ (z) and f ′′′ (z) for |z| ≤ u L ∞ , which is bounded by 2 φ c⋆ H 1 . This bound allows to rewrite (4.34) as
Thus, (4.29) could be written as
for some C 2 > 0. Since the right-hand side is monotonically increasing with t, we also have
The function g 1 from (4.37) satisfies C 2 sup s∈[0,t] g 1 (s) < 1 (this follows from the assumptions (4.18) and (4.19)), and therefore
Since ω = e µx υ, the last inequality yields (4.20).
Nonlinear estimates
Now we close the estimates using the bounds on ρ H 1 (Lemma 4.1) and on υ H 1 µ (Lemma 4.3) from the previous section.
We assume that η 1 > 0, ζ 1 > 0, and δ 1 > 0 are sufficiently small: not larger than in Proposition 3.2, satisfy the bounds (4.1), (4.17), and (4.18), and also that ζ 1 satisfies
with C 1 and C 2 as in Lemmas 4.1 and 4.3. Choosing smaller values of η 1 and ζ 1 if necessary, we may assume that
Proposition 5.1. Assume that the initial data η 0 > 0 and ζ 0 are such that the following inequalities are satisfied:
Then for 0 ≤ t < T 1 the functions ρ(t), υ(t) satisfy the bounds (4.2) , and η M , ζ M are defined in (5.5) and (5.6).
S is nonempty since ρ(0) H 1 < δ 1 by (5.7). According to Proposition 3.2 and representation (3.6), ρ(t) H 1 is a continuous function of t. Since the inequality in the definition of S is sharp, S is an open subset of [0, T 1 ). Let us assume that T 2 ∈ (0, T 1 ) is such that
It is enough to prove that T 2 ∈ S (then the connected subset of S that contains t = 0 is both open and closed in [0, T 1 ) and hence coincides with [0, T 1 )). Since υ(t) H 1 µ < δ 1 for 0 ≤ t < T 1 , both Lemma 4.1 and Lemma 4.3 are applicable for t ≤ T 2 . The estimate (4.3) on ρ(t) H 1 together with the estimate (4.20
We have:
We carry the term C 1 C 2 |ζ|M (t) to the left-hand side of the inequality, taking into account that
3 for all 0 ≤ t < T 1 by (5.1). This results in the following relation:
Since C 2 ζ 2 ≤ C 2 ζ 1 |ζ| ≤ |ζ|/3 by (5.1), we obtain:
with C 3 = 2C 1 . This proves (5.8) for t ∈ [0, T 2 ]. It then follows that
where we took into account the definition of Y (η) in (4.2), the bound ρ 0 H 1 < η 1 from (5.7), and the inequality (5.3). Hence, T 2 ∈ S. It follows that S coincides with [0, T 1 ). Using the bound (5.8) in (4.20) and recalling the definition of C 4 in (5.2), we derive the bound (5.9) on υ(t)
where η M , ζ M are defined in (5.5), (5.6).
Proof. The bound (5.11) is proved in the same way as (5.9). We may need to take smaller values of η 1 and ζ 1 so that Lemmas 4.1 and 4.3 become applicable for the new exponential weight. Note that the exponential weight does not enter the definition (4.2) of the function Y (η).
Lemma 5.3. Assume that the bounds (5.9) and (5.11) are satisfied for 0 ≤ t < T 1 . Then there exists C 6 > 0 so that the terms R 1 and R 2 defined in (3.24) satisfy for 0 ≤ t < T 1 the bounds
Proof. By (4.32),
According to (5.9), the second term in the right-hand side of (5.13) is bounded by Cζ 2 as long as η ∈ (0, η 1 ) and |ζ| ≤ ζ 1 . We now need a bound on JN L 2 µ . Using the representation (4.35) for the nonlinearity, we obtain the bounds
(5.14)
The constant depends on φ c H 1 and on the bounds on f ′′ (z) and f ′′′ (z) for |z| ≤ u L ∞ , which is bounded by 2 φ c⋆ H 1 . As follows from (5.11),
Using this bound in (5.14), we get JN L 2 µ ≤ Cζ 2 M . The bound (5.12) follows.
Choosing the initial perturbation
In this section, we show how to choose the initial perturbation that indeed leads to the instability and conclude the proof of Theorem 1. We choose η 1 > 0, ζ 1 > 0, and δ 1 > 0 small enough so that the inequalities (4.1), (4.17), (4.18), are satisfied, and so that Lemmas 4.1 and 4.3 apply to both exponential weights µ and µ/2. Taking η 1 > 0, ζ 1 > 0 smaller if necessary, we may assume that the conditions (5.1), (5.3), and (5.4) are satisfied, and moreover that C 6 ζ 1 < 1/2, (6.1)
Let us recall that, according to (1.16), we assume that there exists η 1 > 0 so that N ′ c < 0 and is nonincreasing for c ⋆ < c ≤ c ⋆ + η 1 . Thus, we assume that λ(η) > 0 for 0 < η ≤ η 1 (according to (2.16), N ′ c and λ c are of opposite sign).
Lemma 6.1. One can choose η 1 > 0 sufficiently small so that for 0 < η ≤ η 1 one has
Since B c⋆ > 0 by (2.9), we may assume that η 1 > 0 is small enough so that
According to Theorem 1, N ′ c < 0 and is nonincreasing for c ∈ (c ⋆ , c ⋆ + η 1 ). Therefore, using inequalities (6.5), we obtain:
where λ(η) > 0 for 0 < η ≤ η 1 . We take η 1 > 0 so small that 12η 1 C 6 e 2C 6 η 1 < 1; then (6.3) is satisfied.
Taking η 1 > 0 smaller if necessary, we may assume that Lemma C.1 is satisfied and that
Remark 6.2. The inequality (6.6) ensures that η(t) reaches η 1 prior to ζ(t) reaching ζ 1 (see Lemma 6.4 and Figure 3 ).
Since Λ(η) = o(η), we may also assume that η 1 > 0 is small enough so that
where the function K(η 1 , ζ 1 ) is defined below in (6.26) and κ > 0 is from Lemma C.1.
Lemma 6.3. For any δ ∈ (0, min(η 1 , δ 1 )), one can choose the initial data η 0 ∈ (0, η 1 ), ζ 0 ∈ (0, ζ 1 ) so that the following estimates are satisfied:
Proof. Pick η 0 ∈ (0, η 1 ) so that
For given η 0 > 0, we take ζ 0 ∈ (0, ζ 1 ) small enough so that
Note that e 3,c⋆+η 0 H 1 for η 0 > 0 is finite by Lemma 2.7. Inequality (6.12) implies that (6.8) is satisfied. Together with (6.11), it also guarantees that (6.9) holds. We then require that ζ 0 > 0 be small enough so that the inequality (6.10) takes place.
We rewrite the two last equations from the system (3.23):
(6.13)
Proof. According to Proposition 3.2, the trajectory (η(t), ζ(t)) that starts at (η 0 , ζ 0 ) satisfies the inequalities η(t) < η 1 and ζ(t) < ζ 1 for 0 ≤ t < T 1 . We define the region Ω ⊂ R + × R + by
Let us argue that T Ω > 0. At t = 0, (η(0), ζ(0)) = (η 0 , ζ 0 ) ∈ Ω. From (6.13), we compute:
, where we applied the bounds (5.12) and the inequality C 6 ζ 0 < 1/2 that follows from (6.1) and the choice ζ 0 < ζ 1 . Similarly,ζ(0) ≥ λ(η 0 )ζ 0 − C 6 ζ 2 0 > 0 due to the inequality C 6 ζ 0 < λ(η 0 ) that follows from (6.10) and (6.3). Therefore, (η(t), ζ(t)) ∈ Ω andζ(t) > 0 for times t > 0 from a certain open neighborhood of t = 0, proving that T Ω > 0.
The monotonicity of ζ(t) for t < T Ω implies that ζ M (t) := sup s∈(0,t) |ζ(s)| = ζ(t) for 0 ≤ t < T Ω , and (5.12) takes the form
Using (6.13) and (6.18), and taking into account (6.1) and monotonicity of ζ(t) for 0 ≤ t < T Ω , we compute:
This allows to consider ζ as a function of η (as long as 0 ≤ t < T Ω ). By (6.13), (6.18), and (6.1),
Thus, dζ dη − 2C 6 ζ < 2λ(η) for 0 ≤ t < T Ω . Multiplying both sides of this relation by e −2C 6 η and integrating, we get Gronwall's inequality:
See Figure 3 . We used the inequality ζ 0 < Λ(η 0 ) ≤ Λ(η) that follows from (6.10) and monotonicity of Λ(η).
(η(t), ζ(t))
Figure 3: The trajectory (η(t), ζ(t)) (the solid line) stays in the part of the region Ω below the dashed line ζ = 3e 2C 6 η Λ(η). Now let us argue that T Ω = T 1 . If T Ω = ∞, we are done, therefore we only need to consider the case T Ω < ∞. By (6.17), the moment T Ω is characterized by
or any combination of these three conditions. By continuity, the bound (6.22) is also valid at T Ω (the last inequality in (6.22) remains strict); therefore,
In the last inequality, we used Lemma 6.1. The inequality (6.24) also leads tȯ
Using (6.24) and (6.25) in (6.23), we conclude that either T Ω = T 1 or η(T Ω ) = η 1 and hence again T Ω = T 1 (by (3.15), η(t) < η 1 for 0 ≤ t < T 1 ). The bounds (6.14) and (6.15) for 0 ≤ t < T Ω = T 1 follow from (6.19) and (6.22) (note thatζ ≥ 0 for 0 ≤ t < T Ω = T 1 by (6.17)).
Lemma 6.5. Assume that ρ 0 H 1 < η 1 . There exists C 7 > 0 so that
Proof. Using the estimate (6.15) from Lemma 6.4 and the estimate (5.9) from Proposition 5.1 (where η M (t) = η(t) and ζ M (t) = ζ(t) due to (6.14) and positivity of η 0 and ζ 0 ), we obtain:
Now the statement of the lemma follows from the bound (6.15). The value of C 7 could be taken equal to K(η 1 , ζ 1 ), where 26) where the term in the braces dominates Y (η) which was defined in (4.2). (When estimating Y (η) defined in (4.2), we used the bound ρ 0 H 1 < η 1 .)
Conclusion of the proof of Theorem 1
In Theorem 1, let us take ǫ = min(κη 1 /2, φ c⋆ H 1 ) > 0. (6.27) Pick δ > 0 arbitrarily small. To comply with the requirements of Lemmas 6.3 and 6.5, we may assume that δ is smaller than min(η 1 , δ 1 ). Fix µ ∈ (0, min(µ 0 , µ 1 )), with µ 0 from Assumption 3 and µ 1 as in Lemma C.1. Let η 0 and ζ 0 satisfy all the inequalities in Lemma 6.3; then the conditions (3.11) of Proposition 3.2 are satisfied. Let
(R) by (2.25) and u 0 − φ c⋆ H 1 < δ by (6.9). Proposition 3.2 states that there is T 1 ∈ R + ∪ {+∞} and a function u(t) ∈ C([0, ∞), H 2 (R) ∩ L 2 2µ (R)), u(0) = u 0 , so that for 0 ≤ t < T 1 the function u(t) solves (1.1) and all the inequalities (3.15) are satisfied.
Lemma 6.6. In Proposition 3.2, one can only take T 1 < ∞.
Proof. If we had T 1 = +∞, thenη ≥ ζ 0 /2 for t ∈ R + by Lemma 6.4, hence η(t) would reach η 1 in finite time, contradicting the bound η(t) < η 1 for 0 ≤ t < T 1 from Proposition 3.2 (iii).
Since T 1 < ∞, Proposition 3.2 (iv) states that at least one of the inequalities in (3.15) turns into equality at t = T 1 . As follows from the bound (5.9) and the inequality (5.4), υ(T 1 ) H 1 µ < δ 1 . Also, by (6.15) (where the bound from above does not have to be strict at T 1 ),
We took into account the monotonicity of Λ(η) and the inequalities (6.3) and (6.6). Therefore, either u(T 1 ) H 1 = 2 φ c⋆ H 1 or η(T 1 ) = η 1 (or both). In the first case,
hence the instability of φ c⋆ follows. We are left to consider the case η(T 1 ) = η 1 . According to (3.6),
Applying Lemma C.1 and Lemma 6.5 to the two terms in the right-hand side of (6.30), we see that
and again the instability of φ c⋆ follows. This completes the proof of Theorem 1.
7 Non-degenerate case: normal form
In this section, we prove that the critical soliton with the speed c ⋆ generally corresponds to the saddle-node bifurcation of two branches of non-critical solitons. We assume for simplicity that c ⋆ is a non-degenerate critical point of N c , in the sense that
As follows from (2.9) and (2.16),
where λ ′ c⋆ = 0 by (7.1). The system (7.2) has the nonlinear terms R j (η, ζ, υ), j = 1, 2, estimated in Lemma 5.3 for monotonically increasing functions η(t), |ζ(t)| on a local existence interval 0 < t < T 1 . It follows from (3.24) that R 1 (0, 0, 0) = R 2 (0, 0, 0) = 0, so that the point (η, ζ) = (0, 0) is a critical point of (7.2) when υ = 0. This critical point corresponds to the critical traveling wave φ c⋆ (x) itself. The following result establishes a local equivalence between the system (7.2) and the truncated systemη = λ ′ c⋆ ηη, thus guaranteeing the instability of the critical point (η, ζ) = (0, 0). Proposition 7.1. Assume that the conditions (7.1) are satisfied. Consider the subset of trajectories (η(t), ζ(t)) of the system (7.2) that lie inside the ǫ-neighborhood D ǫ ⊂ R 2 of the origin and satisfy the condition that both functions η(t) and |ζ(t)| are monotonically increasing. For sufficiently small ǫ > 0 this subset of the trajectories is topologically equivalent to a subset of the trajectories of the truncated normal form:ẋ
where E 1 is constant.
Proof. Since ζ =η − R 1 (η, ζ, υ), we can rewrite the system (7.2) in the equivalent form:
It follows from Lemma 5.3 and (7.3) that there exists a constant C > 0 such that |R| ≤ C(ζ 2 +η 2 |ζ|). The integral form of (7.5) isη
and E 1 is the constant of integration. Using Lemma 5.3, the bound |ζ| ≤η + C 6 ζ 2 , and integration by parts, we obtain that
Thus, if |ζ| is sufficiently small, there exists a constantC > 0 such that |R| ≤C(ζ 2 + |ζ|η + η 3 ). The topological equivalence of equation (7.6) with the above estimate on |R| in the disk (η, ζ) ∈ D ǫ to the truncated normal form (7.4) with sufficiently small E 1 is proved in [Kuz98, Lemma 3.1]. By definition, two systems are said to be topologically equivalent if there exists a homeomorphism between solutions of these systems. We note that this equivalence holds for a family of trajectories which corresponds to monotonically increasing functions η(t), |ζ(t)| in a subset of the small disk near (η, ζ) = (0, 0). 
Proof. The normal form equation (7.4) shows that the critical point x = 0 is semi-stable at E 1 = 0, such that the trajectory with any x(0) = 0 of the same sign as λ ′ c⋆ escapes the local neighborhood of the point x = 0 in a local time t ∈ [0, T ]. By Proposition 7.1, local dynamics of (7.4) for x(t) is equivalent to local dynamics of (7.2) for (η, ζ).
Remark 7.3. The truncated normal form (7.4) is rewritten for c = c ⋆ + x:
The normal form (7.7) corresponds to the standard saddle-node bifurcation. It was derived and studied in [PG96] by using the asymptotic multi-scale expansion method. When E = 0, the critical point c = c ⋆ is a degenerate saddle point, which is nonlinearly unstable. Assume for definiteness that λ ′ c⋆ > 0 (which implies that N ′′ c⋆ < 0). Then there are no fixed points for E 1 > 0 and two fixed points for E 1 < 0 in the normal form equation (7.7). Therefore, there exist initial perturbations (with E 1 > 0 and any c 0 or with E 1 = 0 and c 0 > c ⋆ ), which are arbitrarily close to the traveling wave with c = c ⋆ , but the norm |c − c ⋆ | exceeds some a priori fixed value at t = t * > 0. Two fixed points exist for E 1 < 0: < 0. According to the stability theory for traveling waves [PW92] , the left branch is orbitally stable, while the right branch is linearly unstable.
A Appendix: Existence of solitary waves
Let us discuss the existence of standing waves. We assume that f is smooth. Let F denote the primitive of f such that F (0) = 0. Thus, by (1.2),
The wave profile φ c is to satisfy the equation
Multiplying this by u ′ and integrating, and taking into account that we need lim |x|→∞ u(x) = 0, we get du(x) dx = ± cu 2 + 2F (u). (A.2)
There will be a strictly positive continuous solution exponentially decaying at infinity if there exists ξ c > 0 such that c The last two conditions imply that the map c → ξ c is invertible and smooth (as F is). One immediately sees that φ c ∈ C ∞ (R) and, due to the exponential decay at infinity, φ c ∈ H ∞ (R). For each c, the solution φ c is unique (up to translations of the origin), and (after a suitable translation of the origin) satisfies the following properties: it is strictly positive, symmetric, and is monotonically decreasing (strictly) away from the origin. This result follows from the implicit representation We also need the following result that gives the rate of decay of e 2,c = ∂ c φ c and e 3,c⋆ at infinity. Lemma A.2. Let R ∈ C ∞ (R) satisfy the bound |R(x)| ≤ C 1 e − √ c|x| for x ≥ 0, for some c > 0, Proof. First, we notice that if P ∈ C ∞ (R), P (x) ≥ 0 for x ≥ 0, and if v ∈ C ∞ (R) solves Both u ± can be written explicitly; they satisfy (A.9). Since v = u − u − and v = u + − u satisfy (A.10) with P (x) = C 1 e − √ c|x| + R(x) and P (x) = C 1 e − √ c|x| − R(x), respectively, we conclude that u + (x) ≤ u(x) ≤ u − (x) for x ≥ 0, hence u also satisfies (A.9). Proof. Let us pick an even function R + ∈ H ∞ (R) so that R + (x) = R(x) for x ≥ 1. Since R + is even and therefore orthogonal to the kernel of the operator H c , there is a solution u + ∈ H ∞ (R) to the equation This proves the Lemma.
