Ramsey's theorem for a class of categories  by Graham, R.L et al.
ADVANCES IN MATHEMATICS 8, 417-433 (1972) 
Ramsey’s Theorem for a Class of Categories 
R. L. GRAHAM 
Bell Telephone Laboratories, Incorporated, Murray Hill, New Jersey 
K. LEEB 
Universitci’t Erlangen, Erlangen, Germany 
AND 
B. L. ROTHSCHILD 
University of California, Los Angeles, California 90024 
DEDICATED TO RICHARD RADO ON THE OCCASION OF HIS 65TH BIRTHDAY 
1. INTRODUCTION AND BASIC TERMINOLOGY 
In this paper we present a Ramsey theorem for certain categories 
which is sufficiently general to include as special cases the finite vector 
space analog to Ramsey’s theorem (conjectured by Gian-Carlo Rota), 
the Ramsey theorem for a-parameter sets [2], as well as Ramsey’s 
theorem itself [4, 61. The Ramsey theorem for finite affine spaces is 
obtained here simultaneously with that for vector spaces. That these two 
are equivalent was already known [5, I], and the arguments previously 
used to show that the affine theorem implies the projective theorem 
are also special cases of the results of this paper. 
The argument used here to establish the main result is essentially the 
same as that used for n-parameter sets [2]. What we do here is to abstract 
the properties of n-parameter sets which suffice to allow the induction 
argument. In particular, the properties described for n-parameter sets 
in Remarks l-3 of [2] are essential. 
In order to state the Ramsey property for a category C we must have 
a notion of rank with which to index the objects and subobjects of the 
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category. To this end, it is convenient to consider henceforth only 
categories C with the following property: 
(a) The objects of C are the nonnegative integers 0, I, 2,..., and 
if 1 > k, C(Z, k) = 0, where C(Z, k) is the set of all morphisms from I 
to k in C. 
Using this property, we define a rank on subobjects of an object 1 in C. 
Namely, if k +f Z and k’ 4’ 1 are representatives of the same subobject 
of 1, then there must be isomorphisms k --G k’ and k’ ---G k. But by (a), 
this means that k = k’. We define the rank of this subobject to be k, and 
we refer to it as a k-subobject of 1. We denote by C[,!J the class of sub- 
objects of Z in C of rank k. We make the convention that for k < 0, 
or 1 < 0, C[L] = 0. In order to make our induction argument work, 
we need a finiteness condition. We assume in addition to (a) that all 
categories considered here satisfy: 
(b) For each pair of integers there is an integer yx-,r such that C[L] 
is a finite set with yk,r elements. In particular, yO,O = 1. 
For convenience, all categories we consider are assumed to satisfy 
(c) All morphisms of C are monomorphisms. 
If k -+f Z is a morphism of C, we let f denote the induced mapping 
on subjects of 1. That is, if s -+Q k represents a subobject of k, then f 
takes this subobject into the subobject of Z represented by the composition 
fg. This is clearly well defined, andf : C[f] + C[i]. An r-coloring of C[i] 
is a function c : C[i] + {l,..., r>. We say that a subobject has color i 
if its image under c is i. An r-coloring c of C[$ induces an r-coloring 
on C[$] by the composition cf where k -+f Z is in C. If the image of cf 
is only a single element, we say that c has a monochromatic k-subobject, 
namely, the k-subobject represented by k -4 Z. 
We can now state the Ramsey property for a category C satisfying 
(a)-(c): 
Given integers k, I, r, there exists a number n, depending only on k, I, Y, 
so that for all m > n, every r-coloring of C[p] has a monochromatic 
I-subobject. 
When C has morphisms k J Z which are all the monomorphic 
functions from {I ,..., k} to {I ,..., I}, then this is just the statement of 
Ramsey’s Theorem. If C has morphisms k # Z which are the linear 
monomorphisms from V, = (vr ,..., vk) to V, = (vi ,..., or), where 
V i , va ,... form a basis for a vector space V over GF(q), then this is the 
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statement of Rota’s conjecture. In this case, the k-subobjects of I corre- 
spond to the subspaces of V, of dimension K. Other examples of special 
cases of the Ramsey property will be given later. 
2. STATEMENT OF THE MAIN RESULT 
In order to establish the Ramsey property for certain categories C, 
we consider a somewhat stronger version of it which makes the induction 
argument easier. 
C(k; II ,..*, Zr): There is a number N = N,-(K; r; Zi ,..., I,) depending 
only on k, r, ZI ,..., Z, , such that for any wz > N and any r-coloring c 
of C[r], there is an i, 1 < i < r, and a morphism Zi +j m such that 
commutes, where incl(i) = i. 
This statement always holds for k < 0, since C[$] = o , by convention. 
If all the Zi are equal, this becomes the Ramsey property stated above. 
Theorem 1 below provides the induction step in establishing 
C(k; 1, ,..., Zr) for certain categories. It establishes B(k + 1; 1, ,..., I,) 
if we know A(k; 1 1 ,..., IV) for all r and Zi provided the categories A and B 
are related in a special way. This relation is given by the conditions below. 
For a functor M from A to B with M(x) = y for integers x and y, we 
denote by M the induced function from subobjects of x to subobjects 
of y. This is given by letting M take the subobject represented by 
s -+f x in A into the subobject represented by M(s) -+f) y in B. 
Conditions on Categories A and B 
There is a functor M from A to B with M(Z) = Z + 1, Z = 0, l,..., 
a functor P from B to A with P(Z) = 1, 1 = 0, l,..., an integer t > 0, 
and for each Z = 0, l,... t morphisms, I -+@L 1 + 1, 1 <j ,< t, satisfying 
the following: 
I. For each k + I = 0, 1, 2 ,..., the diagonal d in the following 
diagram is epic, where u (together with the indicated injections) is 
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coproduct, and d is the unique map determined by the coproduct to 
make the diagram commute: 
II. For each s 2 I in B and eachj = l,..., t the following diagram 
commutes: 





VII S----c s+l 
III. For some 1 -+e I + 1 in A, the following diagram commutes 
for allj = I,..., t: 
Remark. Let s + 1 --th I in B. Then by III there is some s --Q s + 1 
in A such that 
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commutes in B for eachj. By II, the diagram 





s+l - ss2 
commutes for each j. Thus 
commutes for each j. 
THEOREM 1. Let A and B be two categories satisfying the conditions 
above. Assume A(k; 1, ,..., lr) holds for all l1 ,,.., 1, and r > 0. Then 
B(k + I ; lI ,..., l,.) holds for all l1 ,..., 1, , and r > 0. 
3. PROOF OF MAIN RESULT 
We will eventually need a lemma about n-dimensional arrays of points. 
We state it now without proof. Proofs can be found in [3] and [2]. (It is 
a special case of Corollary 4 below, in fact.) We denote by A” the set of 
n-tuples (x1 ,..., x,) of elements xi of a set A. 
LEMMA 1. Given integers r > 0, t > 0, there exists an integer 
n = N(r, t), depending only on r and t, such that ;f n 3 N, A is a set oft 
elements, and An is r-colored in any way, then there exists a set oft n-tuples 
(xl(j),..., x,(j)), I < j < t, all the same color with the property that for 
each i, 1 < i < n, either xi(j) = j for all j, or xi(j) = a for all j and 
some aEA. 
Proof of Theorem 1. We use induction on L = II + *** + 1,. 
B(k + 1; lI ,..., lr) holds vacuously if li < k + 1 for any i or if k + 1 < 0. 
So we assume li > k + 1 > 0. If any li = 0, then k + 1 = 0, and 
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B(k + 1; II ,..., Zr) holds trivially, since Y,,~ = 1. So we may assume all 
Zi > 0, and, in particular, that,5 > 0. Assume, then, that B(k + 1; II,..., Zr) 
holds for L - 1, and let Zr + **a + Z, = L, Zi > 0. 
DEFINITION. For 1 < h < m, suppose k + 1 -4 Z + h is in B, 
andf = M(f') f or some k +f’ Z + h - 1 in A. For any fixed choice of 
jh ,.iL+1 . ,...,Jm-1 > 1 <ji < t, let qi = yl+i,jr . Then the (k + l)- 
subobject of Z + m represented by the composition 
kfl &l+h”t Z+h+l--+.a.--+ Z+m-l*L1+m 
is said to have signature (h;j,,,-, ,...,j,) with respect to Z and m. (The 
signature need not be unique for a given subobject, nor must every 
subobject have a signature.) An r-coloring of B[i$y] such that all 
(k + I)-subobjects with the same signature have the same color is called 
an (I, m)-coloring. 
For integers Z and m we define recursively some numbers needed to 
prove Lemma 2 below. 
vl = N,(k; F-l; Z,..., 1) 
v2 = N,(k; rtm-‘; vl + l,..., q + 1) 
%I = N,(k; Y+‘; v,-~ + I,..., v,,-1 + 1). 
The existence of these numbers is guaranteed by the hypothesis of 
Theorem 1. 
LEMMA 2. With the same assumptions as in Theorem 1, let 1 and m be 
nonnegative integers; let x > v, + 1; and let B[&] --+ {I,..., r} be an 
r-coloring. Then there exists I + m 4 x in B such that cg is an (1, m)- 
coloring of B[&~]. 
Proof. We use induction on m. For m = 0 the lemma is trivially true. 
Assume that it holds for m - 1. Then by induction, and by the choice 
of the vi , there is some vr + m 4 x in B such that B[2+:m] is 
(vl + 1, m - I)-colored by cg. 
We now color B[Uk:+:] as follows: Two subobjects, represented by 
k + 1 4 z1r + 1 and k + 1 4’ v1 + 1 have the same color if and 
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only if for each choice of j,n-, ,..., j, , 1 < ii < t, the subobjects repre- 
sented by the compositions 
and 
k+1-fl,74+1~~vi+2---t...- vi+m-ll~vi+m 
have the same color, where ?i = F~,+~.~; , 1 < i < m - 1. This is an 
rtmml-coloring of B[z:L1]; call it c’. 
Next, we color A[>] by the coloring induced by M. That is, a sub- 
object in A[21 is assigned the same color as its image under M m B[:+y]. 
In other words, c’i%i is the coloring we use. By the choice of z+ , there is 
some i, 1 < i < rtm-*, and some Z-G q in A such that the following 
diagram commutes: 
Thus all the subobjects in M(A[i]) h ave the same color in B[i.zi] colored 
by c%(w). 
Suppose k + 1 -+f I + h is in B, 1 < h < m, with f = M( f ') for 
some k -J’ I + h - 1 in A. Consider the following diagram: 
. . . - v1 + m - 1 ~“l+m-l.fm~* - vl+m 
. . . 
I 
%n-1 “ill 
. . . -1-j-m-l ‘pl+m-l.im~l t pp 14-m 
where u1 = M(w), ui = M(P(q,)), i = 2, 3 ,..., m, and w1 = w, 
wi = P(ui-l), i = 2, 3 ,..., m. By condition II this commutes for each 
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choice of j, , j,,, ,..., j,,-, . Consider any subobject of I+ m with 
signature (1 ; jnL-r ,..., jr) with respect to 1 and m. Let it be represented by 
k + 1 --te I+ m, where e is the bottom row of the diagram above with 
h = 1. Then u,,e represents a subobject of 71~ + m. By the definition of c’ 
and the choice of w, all such subobjects with the same signature 
(1 ;j,-, ,..., jr) have the same color in B[2$m], since the diagram above 
commutes. On the other hand, consider a subobject of I + m with signa- 
ture (h; jnl-r ,..., j,), h 2 2, and let it be represented by k + 1 -G I + m, 
where e is the bottom row of the diagram. By the commutativity of the 
diagram, u,e = bM(w,f’), where q + h --+b v1 + m is the top row 
of the diagram. This means that u,,e has signature (h - 1; jnL-r ,..., j,) 
with respect to ~1~ + 1 and m - 1. Since cg was a (zlr + 1, m - l)- 
coloring of B[2)‘+m k l 1, the color of this subobject is determined only by 
the ji . Thus the color of any subobject with signature (h; jnPl ,..., j,) with 
respect to 1 and m, h > 1, has its color under the coloring @I,,, deter- 
mined only by the ji . So c@, is an (I, m)-coloring, and the lemma is 
proved. 
We may now proceed with the proof of Theorem 1. Let 
a number which must exist by the induction hypothesis. Let y = r”*‘+‘, 
where yl,k+l is the number given by property (b). Let m = N(y, t), 
where N( y, t) is the number given by Lemma 1. Let ZIP, be the number 
used in the hypothesis of Lemma 2 (depending on 1 and m), and let 
x > zi,, + 1. Finally, let &$r] -G {l,..., r> be an r-coloring. By 
Lemma 2 there is some I + m --ts x in B such that cc is an (I, m)-coloring 
of B[$T]. We now color the m-tuples (j r ,..., j,,), 1 < ji < t, by letting 
(j, ,..., j,) and (k, ,..., k,,,) have the same color if and only if for each 
k + 1 4 I in B the subobjects represented by the compositions 
k + 1 _h, 2 mL,jl kz+l---t . ..--+z+m-11 m’+m--l’jm 1+ m 
and 
k+l--ll, 131+1 --+.*.-+z+m-1 
mL+m-l,k, 
-+1+WZ 
both have the same color in B[$]. This is a y-coloring of the m-tuples. 
By Lemma 1 and the choice of m, we can find t m-tuples (jI(.z),..., j,(x)), 
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1 < x < t, all having the same color such that for each i eitherj,(z) = x 
for all z or j,(z) = ji for all z and some fixed ji . Let i1 ,..., id be the i 
for which ii(z) = z (there must be at least one of these since there are t 
m-tuples here). For 0 ,( a < d, let h, denote the composition 
1 + i, 
“l+io.ji,+l 
-----f I + i,, -+ 1 + ... 
"l+i 
... ----f 1 + & - 2 
R+l-?.‘iei*--l 
+-l+i,+l- 1, 
where we let i, = 0 and id+1 = m + 1. Consider the following diagram: 
where the I + ides - I -#d-r I + id,+1 - 1 in A are those guaranteed 
by the Remark (following Condition III) to make this diagram commute 
for each j = 1, 2 ,..., t. 
By the choice of the h, we have for any k + 1 -4 2 that the t sub- 
objects represented by 
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all have the same color. By Condition II, the following diagram commutes 
for all j: 
z+i,-1 %+il-1.1 - l+il 




Then letting 01 = h,M(e,-, *** e,P(h,)) we see that for k $- 1 -9 I in B 
the subobjects represented by the t compositions 
all have the same color. Thus cgolFl,j are equal for all j = 1, 2,..., t, 
on %c:,1. 
Now consider any subobject of M(A[k]) in B[$i]. Let it be represented 
by k + 1 d I + 1 in B, where f = M(f’), k -+f’ I in A. Then the 
subobject represented by af has signature (id; jnr-r ,..., j,,) with respect to 
1 and m, since a~f is just h,M(e,-, **a e,P(h,)f), Since 1 + m is (I, m)- 
colored by cg, all subobjects of Z + WE with this signature have the same 
color, Thus C&X gives the same color to any subobject of &!(A[:]), 
since the signature was independent of the choice of f. That is, 
cgdlI(A[~]) = (4) for some 9, 1 < 4 < Y. 
Consider the coloring cgaqr,, on B[kJl]. By the choice of 1, either there 
is some ZP +fg Z in B such that 
or there is some Z4 - 1 --A Z in B such that 
In the former case, we have the desired monochromatic subobject, and 
the theorem is proved. Hence we may assume that 
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We recall that cgNpr,i = cgolvl,i on &ii] for all j. In particular, 
By Condition II, 9)l,jf* = M(P(f,)) ~1,-l,j , j = l,..., t. Thus 
Now consider any subobject in M(A[‘“,Q, and let it be represented 
by k + 1 -J Z, in B, where f = M(f), k -+f’ Z* - I in A. The sub- 
object represented by M(P(f,))f = M(P(f,)f’) is in M(A[J), and thus 
has color 4 by the coloring cgol. So cgolM(P(f,)) colors all subobjects in 
M(A[za,l]) color 4. W __- e also saw above that cgolM(P(f,)) colors all 
subobjects inI ~,,p~,,j(B[&~]) color q. But by Condition I, this accounts 
for all of B[,,Y’,], and hence I4 -+‘~~“~~(f~)) x is the desired morphism, and 
the theorem is proved. 
4. CONSEQUENCES 
PROPOSITION 1. Let % be a class of categories such that for each 
category B in %? there is a category A in V such that A and B satisfy the 
conditions of Theorem 1. Then B(k; II ,..., IF) holds for all k, II ,..., 1, and all 
B in %?. 
Proof. B(-1; Zr ,..., I,) holds vacuously for all I, ,..., Z, , as observed 
at the beginning of the proof of Theorem 1. This holds for all B in V. 
Thus for each B we can find a suitable A and apply Theorem 1 to obtain 
B(0; II ,..., Zr) for all I1 ,..., Z, . Proceeding in this fashion from 0 to 1 to 2, 
etc., we obtain B(k; II ,..., Zr) for all k, II ,..., 1, and B in G9. 
COROLLARY 1 (Ramsey). Let C be the category with objects the 
nonnegative integers and morphisms k -+f 1 all the monomorphic functions 
from (1 ,..., k} into { 1 ,..., I}, where composition is just composition of functions. 
Then C(k; II ,.. ., Zr) holds in general. 
Proof. We must find a class V containing C which satisfies the 
conditions of Proposition 1. For V choose the single category C itself. 
This clearly satisfies (a)-(c). So for A and B both equal to C, we must 
show that they satisfy the conditions of Theorem 1. 
428 GRAHAM, LEEB, AND ROTHSCHILD 
Let P be the identity functor on C. For any k 4 1 in C, let M( f ) be 
the function k + 1 -J 1 + 1 in C given by letting f’(x) = X, x < k, 
and f’(k + 1) = I + 1. Let vr be the function from {I,..., Z} to 
(l,..., 1 + 1} which acts identically on {I,..., I}. That is, am = x for 
x < Z. Then we claim these choices, together with choosing t = 1 
satisfy I-III. 
Consider a subobject in C[L$\] represented by some k + 1 -J I + 1. 
First suppose f (s) = I + 1 f or some s. Then f represents the same sub- 
object as fn-,,k+l, where T~,,.+~ is the permutation of {l,..., k + l} fixing 
everything except s and k + 1, which it interchanges. 7rs,k+l is an 
isomorphism and is its own inverse. Let k +f’ 1 be defined by letting 
f’(x) = fn-s,k+l(x), 1 < X-G k. Then clearly M(f ‘) = f. Thus the 
subobject we chose is in M(C[L]). Th e oniy other subobjects are repre- 
sented by some k + 1 -J I + 1 where f ({l,..., k + 1)) C {I,..., I}. Then 
letting k + 1 4’ 1 be defined by f’(x) = f (x), 1 < x < k, we have 
f = ylf ‘, and the subobject is in Fr(C[,:,]). This establishes I. II is 
clear from the definitions. III follows by taking e to be ql-i , since 
M(yl-Jx) = x for 1 < x < I - 1. This establishes Corollary 1. We 
note that if one examines the argument used in the proof of Theorem 1 
for this special case, the usual proof of Ramsey’s Theorem emerges. 
Let V be an infinite-dimensional vector space over GF(q) with basis 
Vl 9 212 )... . For each k = 0, l,..., let I’, = (vl ,..., u&, I’,, = (0). Let C 
be the category which has objects 0, I,..., and morphisms k -+Q I, where 
v is a linear monomorphism from V, to V, . Composition is ordinary 
composition of mappings. C clearly satisfies (a)-(c). 
COROLLARY 2 (Vector Space Analog). For the category C described 
above, C(k; II ,..., I,) holds in general. 
Proof. We apply Proposition 1 to a class containing C. Let A be an 
infinite-dimensional vector space over GF(q) with basis a, , as ,..., and let 
A, = (al ,..., am), A, = (0). For m = 0, 1,2 ,..., the category C, is 
defined as follows: The objects of C, are 0, 1, 2,..., and the morphisms 
k -+,a) 1 are all pairs (zu, y) where w E A, @ vr and g, is a linear mono- 
morphism from V, to V, . Let k -dw+) 1, where w = Cy=“=, ai @ wi , 
wi E Yk , and Z +cz,+) n be morphisms in C, . Then their composition is 
defined to be k -+(v*@) n, where y = x + CE1 ai @ #(wi). Thus we 
can think of these morphisms as certain special affine transformations 
from A, @ V, into A,, @ V, . (a)-(c) are satisfied for the C, . We 
choose for our class % all the C, . When m = 0, we get the category C 
of Corollary 2. 
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For each m, let B = C, and A = C,,,+i . We show that these satisfy 
Theorem 1. To define M, consider a morphism k -+(lL’,~) 1 in Cm+i . 
Then w E A,,+1 @ V, can be written uniquely as w = w’ + a,,,,, @ w,,,+~, 
where w’ E A,,, @ I/, . Let F’ : I’,.,, + V,,, be determined by letting 
~‘(v/;+l) = vz+l + w,,,+l > and 9~’ = q on I’,. . Then define M((w, y)) = 
(w’, v’), where k + 1 4”“.a’) 1 + 1 is in C,,, . One can verify by a direct 
check that M preserves composition. We next define P. Let k +(TL’-~) I be 
in C,,, . Then P((w, v)) = (w”, y”), where w” = w + a,,,,, @ 0, and 
p” = v. Clearly P preserves composition. Also, since the identity 
morphism for k in C,,, is (0, I ,:), where 1 x- is the identity transformation 
on V, , and similarly for C,,,-i , we see that M(Z) = I + 1 and P(1) = 1 
for each 1. Finally, let t = 1 A,,, 1 = Q”‘, and for each element a E A,,, 
and each 1 let qrn = (a @ ul+i, er) in C,,, , where e, is the map from 
v, to VI,1 acting identically on I’, . Then these choices are sufficient 
to satisfy I-III. 
To check I, let k + 1 4w’~e’) I + 1 represent a (k + 1)-subobject of 
I+ 1 in C,,. First suppose y’( I’,,,) c I/‘, . Then we can choose some 
isomorphism # : V,,, -+ V,,, such that p’#( I’,) C V, and F’$J(u~+~) = 
vlfl + 0’ for some 7~’ E V, . So (w’, y’) and (w’, v’)(O, $) = (w’, P’#) 
represent the same subobject, as (0, $) is an isomorphism. Now let 
k -d”‘,m) 1 be in Cn,+i , where g, = y#’ on V, , and w = w’ + a,,,,, @ v’. 
Then we have M((w, p))) = (w’, p’#). Th us all subobjects represented 
by a (w’, 4) with $(Vk+,) CL Vl are in M(C,,,+,[~]). On the other hand, 
if F’( V,,,) _C V, , then (w’, y’) = (w” f a @ vi+1 , q’) for some a E A,,, 
and some w” E A,, @ V, . But 
where v” = p’ on V,,, , 9” : V,,, + V, . Thus the subobject is in 
~,,,(C,,,[,:,]). This establishes I. 
To check II, let s +(U’.a) I in C,?, . Then M(P((w, q))) = (w’, q’), 
s + 1 +(““~~‘) I+ 1, where w’ = w and y’ is the mapping determined 
by letting F’ = g, on V,q , and ~‘(z++i) = z’r+i . Clearly 
(a (8 ZJ~+~ , eJ(z4 P) = (zu’, ~‘)(a 0 vu,+1 , 4. 
This establishes II. 
Finally, for III, consider in C,,?+i the morphism 
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~((%/&,l 0 vz+1 7 4) = (0, a, where I,Y acts identically on I’r , and 
$'(vz+d = vzt2 + vzt1. Now we have for each u E A,,, , 
(a 0 cl+2 , el+J(a 0 v I+l , 4 = (0, ICl’)(a 8 v2+1 , 4. 
This establishes III. 
Thus C,,,(K; Zi ,..., ZJ h o Id s in general for all m by Proposition I. In 
particular, as noted above, if m = 0, this establishes Corollary 2. We 
note also that for m = 1 the subobjects of an object I can be considered 
to be affine subspaces of V, . Thus we have also proved the affine version 
of Ramsey’s Theorem, which we state below. 
COROLLARY 3 (Affine Analog). For C = Cl as described above, 
C(k; I1 )...) I?) is true in general. 
The application of Theorem 1 to the case A = C, , B = C, is just 
the statement that the affine analog for K and all 1, ,..., 1, implies the 
vector space analog for k + 1 and all 1, ,..., 1, . This result was already 
known [l, 51, and the previous proof is the same as the proof of Theorem 1 
specialized to this case. There was another way given in [5] to show that 
Corollary 3 implies Corollary 2. Namely, it shows that C,(K; Zi ,..., Zr) 
implies C,(k; Zi ,..., 1,). This argument is also a special case of Theorem 1, 
and we can describe it here. 
Actually, we replace C, with the equivalent Co’, defined by letting 
k +f Z in C,,’ if and only if K - 1 d 1 - 1 is in C, . We also must 
adjoin an identity 1, to C,‘. If k +(lU,aJ Z is in C, , then M((w, 9))) = (0, 9)) 
in C,‘, where we recall that k + 1 -+‘O,m) Z + 1 in Co’. We let t = 0, 
thus making the choices of P and vu unnecessary. Clearly Co’[$i] = 
M(C&]), and I is satisfied. II is vacuously true as is III, since t = 0. 
Hence by Theorem 1, if C,‘(k; Z1 ,..., Zr) holds for all Zi ,..., Z, , then 
C,‘(K + 1; I, ,..., Zr) holds and this is just C,(K; Zi ,..., I,), as desired. 
Finally we obtain the Ramsey theorem for n-parameter sets. We refer 
the reader to [2] to see that the definitions used there are essentially the 
same as those we will use here. That is, the partially ordered sets of 
subobjects are isomorphic. 
Let G be a finite group, and let A = (al ,..., a,J be a finite set. Let 
C(A, G) be the category with objects 0, 1, 2,..., and morphisms described 
as follows: 
For each k and 1, the morphisms k -+(k,s) I are diagrams 
G d--- {I,..., Z} u A L- {l,..., k} u A, 
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where f is any epimorphic function which acts identically on -A, and s 
is any function such that s(a) = 1 E G for a E A. Composition of the 
morphisms k --+(f~) 1 and 1 +(gst) m is given by k +(fg+sg.l) m, where fg 
is ordinary composition of functions, and sg * t is defined by s(g(x)) . t(x) = 
(sg * t)(x) in G for x E {l,..., m> u A. 
We note several things about this choice for C(A, G). First there is 
no mention of the relationship of G to A. G need not be a permutation 
group on A, nor even act on it at all. This was a necessary assumption 
for part of the proof in [2]. Second, we allow 1 A 1 < 2 here, where in 
[2] 1 A 1 > 2 was required. Actually, in the situation in [2] where the 
n-parameter sets under consideration had constant set B C A, we did not 
need 1 B 1 > 2. But this took a separate argument. What we have here 
is the general result for n-parameter sets for arbitrary sets of constants B. 
COROLLARY 4 (n-Parameter Sets). If C = C(A, G), then C(k; ZI ,..., 5) 
holds in general. 
Proof. Again, we consider a class V containing C(A, G) for which 
Proposition 1 holds. There is more than one possibility here. We will 
give the proof in detail for one class %. Then we will describe another 
class but omit the detailed verification of I-III. It is this second 
class V which provides a more direct translation of the proof in [2]. 
The first %? we describe now is somewhat different. 
Let {ai, u2, a3 ,...> b e an infinite set. For each t = 1, 2, 3 ,..., let 
A, = {al ,..., a,), and let C, = C(A, , G). Thus C(A, G) above is Cl0 
here. We claim that A = C,,,+l and B = C,,, satisfy Theorem 1, for all 
m 3 1. 
To see this we first define M. Let k +(fvs) 1 be in Cnl+i . Then 
M((f, s)) = (f’, s’), where k + 1 +(f’~~‘) Z + 1 in C,?, is defined as 
follows. For x E A,, u {l,..., Z}, f’(x) = f(x) iff(x) E A,,, u {I ,..., k), 
f’(x) = k+l iff(x> = arrLfl, andf’(Z+ 1) = k+ 1. For x E A,n u {l,..., I}, 
s’(x) = s(x), and s’(Z + 1) = 1. One can check that M does preserve 
composition. For the identity map (e, , 1), Z in I?,~&+~ , where e, acts 
identically on Z and l(x) = 1 E G, x E AnL+l u {l,..., Z}, we see that 
Mt(e, , 1)) = (et+, , 1) in C,r, , so M(l) = 1 + 1. 
Next we define P. Let k +(lr~V) Z be in C,, . Then P(h, r) = (h”, Y”), 
where k +(h”~r”) 1 in Cnl+i is defined by letting h”(x) = h(x) and U”(X) = 
U(X) for x E A, u (l,..., I}, and h”(a,+J = amtl , r”(a,,+,) = 1 E G. 
P clearly preserves composition, and P(Z) = Z for all 1. 
Finally, for each Z and any g E G and any j, 1 < j < m, let ql,(j,g) = 
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(djl , l,J, or just (j, g)t f or short, where dj,(x) = x for x E {l,..., Z} u A, , 
djl(z + l) = aj 9 and lgl(x) = 1 E G for x E {I ,..., Z} u A,, l,r(Z + I) = g. 
These v’s are indexed by the pairs (j, g). We let t = 1 A,,& ) 1 G / = m 1 G /, 
and for the choices above we verify I-III. 
Let K + 1 +(fqs) .? + 1 represent a subobject in C,,[$$ir]. Suppose 
first thatf(Z + 1) 4 A,,, . Let n be a permutation on {l,..., R + 1} u A,, 
fixing all a E A,,, and such that of takes Z + 1 onto k + 1. Let 
24 = (s(Z + I))-1, and let (f’, s’) = (f, s)(~T, lu,J, where as above, l,, 
maps (I,..., k} u A,, onto 1 E G, and k + 1 onto U. Then f’ = nf and 
s’ = 1 clLf * s. In particular, (‘rr, 12J is an isomorphism in C,, (its inverse 
is (r-l, l,-~.n-~)), we see that ( f, s) and (f’, s’) represent the same sub- 
object of I + 1. Now let k +(f”*s”) 1 be defined in Cnl+l as follows. For 
x E A,, u {l,..., I}, we letf”(x) =f’(x) iff’(x) # k + 1, andf”(x) = a,,, 
iff’(x) = Fz + 1. We letf”(a,,+,) = u,~~,, . For x E A,, u {l,..., Z}, we let 
s”(x) = s’(x), and ~“(a~+~ ) = 1. Then M((f”, s”)) = (f’, s’). So the sub- 
object represented by (f, s) is in M(C,~8+,[~]). This is the case, then, for any 
(f, s) withf(Z + 1) 4 A,, . On the other hand, supposef(Z + 1) = aj E A,. 
Let k + 1 +o’~‘) Z in C,, be defined by f’(x) = f(x) and s’(x) = s(x) 
for x E {l,..., I> u A,, . Then (f, s) = (j, s(z + l))Lf’, 4 and (f, s) 
represents a subobject in (j, s(Z + l)),(C&,]). This establishes I. 
For II, we note that for k +(fss) Z in C, , M(P((f, s))) is the morphism 
K + 1 -J~‘J’) Z + 1 in C,, , where f’(x) = f(x) and s’(x) = s(x) for 
1 E (l,..., Z} u A,,, , and f’(Z + 1) = k + I, s’(Z + 1) = 1. Then for 
eachj and g we see that (j, g)r( f, s) = (f’, s’)(j, g)k , establishing II. 
To verify III, we consider (m + 1, l)1 in CnL+i . Then M((m + 1, 1)r) 
is the morphism k + 1 +(e’,l) Z + 2 in C,, where l(x) = 1 for all x in 
{L..., 1 + 2) u A,,, and e’(x) = x for x E (I ,..., Z> u A,,, , and e’(Z + 1) = 
Z + 1, e(Z + 2) = Z + 1. Th en clearly (i, gh+di, gh = (e’, l)(i 81, = 
M((m + 19 lM(Adl. 7% is establishes III and completes the proof of 
Corollary 4. 
The alternate choice for the class 9 to prove Corollary 4 is as follows. 
For each m = 0, 1, 2 ,..., let A,,’ = A u ({l,..., m} x G), and let 
Cm’ = C(A,,‘, G). Then C,’ = C. Let V be the class of all C,,‘. For 
each m, Ck+1 and C,,’ satisfy Theorem 1. 
For k -~(f,~) Z in CA,, , we let M((f, s)) = (f’, s’), where for 
x E A,, u (l,..., Z> we let 
f’(x) = f(x) and s’(x) = s(x) if f(x) E A, U {l,..., k}; 
for f(x) = (m + 1, g), we let f’(x) = k + 1, s’(x) = s(x) *g; and 
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f’(Z + 1) = K + 1, s’(Z + 1) = 1. For k -(f~) 1 in C,,,’ we define 
fuj e1 (f’, 4 in $+I by letting f’(x) =f(~), S’(X) = S(X) if 
I,& ,.**> I>, andf ((m + l,g)) = (m + I,& S’((m + l,g)> = 1. 
For a E A,,, and g E G, as before, we let P~J,,,) = (e,,, , IJ. Then I, 
II and III can be verified, with t = 1 A,,, 1 1 G /. 
Now we still do not have an exact translation of the proof in [2]. 
In particular, we have taken no account of any action of G on A. To 
handle this we consider a set A and a group G acting on A, a + ag E A 
for g E G. We consider the category C(A, G) and obtain from it the 
category C(A, G) by identifying any two morphisms K -(“‘) Z and 
k -(g,Ui Z for which f(x) = g(x) and S(X) = U(X) if f(x) E {l,..., K}, and 
f(X)“‘“’ = g(,)U(,) otherwise. By considering G to act on ((I,..., m} x G) by 
(i, g)” = (i, hg) f or all h E G, we obtain the categories C,!,’ = C(A,,,‘, G). 
The categories CL,, and C,,,’ satisfy Theorem 1, where we take for M 
and P the functors determined by the M and P for Ck+i and C,’ above 
by their action on classes of identified morphisms. For the y’s we use 
classes of identified T~,(~,~) from above. There are 1 A, 1 of these, 
represented by the ~r,(~,r) . Thus we let t = / A,,, 1 here. Letting 
9 be the class consisting of all C,‘, we can apply Proposition 1. This is 
the exact translation of the proof in [2]. 
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