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We consider double cosine and sine series whose coefticients form a null sequence 
of bounded variation. We prove that in this case the sum of a double cosine series 
is integrable in the sense of improper Riemann integral and the series in question 
is the Fourier series of its sum in the same sense. On the other hand, the sum of 
a double sine series is not necessarily integrable in the sense of improper Riemann 
integral, but the series is always a generalized Fourier sine series of its sum. These 
imply the important corollary that if the sum of a double cosine or sine series, with 
coefftcients tending to zero and of bounded variation, is Lebesgue integrable, then 
the series is the Fourier series of its sum. Our results are the extensions of those by 
R. P. Boas and N. K. Bary from one-dimensional to two-dimensional trigonometric 
series. % 1991 Academic Press. Inc 
1. INTRODUCTION 
We study the double cosine series 
r r 
c 1 ill,ajk cos jx cos ky, 
I=0 k=O 
where A0 = $ and li = 1 for j 2 1, and the sine series 
(1.1) 
(1.2) 
on the positive quadrant Q = [0, x] x [0, n] of the two-dimensional torus. 
We assume that the real coefficients alk are such that 
ark + o as j+k-+m (1.3) 
and 
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(1.4) 
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where j, k run over 0, 1, . . . . in the case of series (1.1 ), and j, k run over 
I, 2, . . . . in the case of series (1.2). Here, as usual, 
In the sequel, we also use the notations 
AIOQrk=alk-a,+j.k and Ao, aik = alk - al.k + ,. 
Conditions (1.3) and (1.4) express the fact that {ajk} is a double null 
sequence of bounded variation. 
In this paper, the pointwise convergence of series (1.1) and (1.2) is meant 
in Pringsheim’s sense. (See, e.g., [6, Vol. 2, Chap. 171.) In other words, we 
form the rectangular partial sums 
A,ikai, cos jx cos ky (m, nb0) 
,=0 k=O 
of series (l.i), say; then let both m and n tend to cc independently of one 
another, and assign the limit f(x, J?) (if it exists) to the series (1.1) as its 
sum. 
We have shown in [3] that under conditions (1.3) and (1.4), series (1.1) 
and ( 1.2) converge uniformly on the rectangle [S, X] x [E, z] for all 6, E > 0 
and, consequently, define their sumsf(x, y) and g(x, y), respectively. These 
functions, periodic in each variable, are not Lebesgue integrable in general 
(cf. [4] for single series). However, bothfand g are Lebesgue integrable if 
condition (1.3) is satisfied and 
cc ld,,a,,I ln(j+2)ln(k+2)<co. 
I k 
(1.5) 
Furthermore, under conditions (1.3) and (1.5) series ( 1 .l) and (1.2) are the 
Fourier series of their sums f and g, respectively. (See again [3].) 
2. MAIN RESULTS 
Nevertheless, conditions (1.3) and (1.4) are themselves sufficient to 
ensure the integrability offin the sense of improper Riemann integral and 
even more is true, as the following theorem shows. 
THEOREM 1. I’ conditions (1.3) and (1.4) are satisfied, then 
(i ) series ( 1.1) converges to a function f(x, y ) for a& 0 < X, y d ?i; 
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(ii) f is integrable on Q in the sense of improper Riemann integral; 
and 
(iii) series (1.1) is the Fourier series qf,f in the same sense: 
a P4 f(x, y) cos px cos qy dx dy 
(P, 4=0, 1, . ..I. (2.1) 
This theorem is the extension of a theorem by Boas [2] from one-dimen- 
sional to two-dimensional cosine series. 
In the case of series (1.2), conditions (1.3) and (1.4) ensure the continuity 
of g(x, y) sin x sin y, a fortiori, the continuity of g(x, y) sin px sin qy for 
all p, q = 1, 2, . . . 
THEOREM 2. Zf conditions (1.3) and (1.4) are satisfied, then 
(i) series (1.2) converges to a function g(x, y) for all x, y; 
(ii) g(x, y) sin px sin qJ> is continuous for all p, q = 1, 2, . . . . and 
(iii) series (1.2) is the Fourier series of g in the sense that 
4 X77. 
a = - PY sJ^ x2 0 
g(x, y) sin px sin qy dx dy (p, q= 1, 2, . ..). (2.2) 
0 
So, the integrals in (2.2) exist in the sense of the ordinary Riemann 
integral. Following the terminology in [6, Vol. I, p. 481, we can say that 
series (1.2) is a generalized Fourier sine series of its sum g. 
Theorem 2 is the extension of a result presented in [ 1, p. 6561 from 
one-dimensional to two-dimensional sine series. 
We draw the following corollary from Theorems 1 and 2. 
COROLLARY. If conditions (1.3) and (1.4) are satisfied, and the sum f of 
series (1.1) is Lebesgue integrable, then ( 1.1) is the Fourier series off: 
The same statement is true in the case of series (1.2). 
The integrability of g in the sense of improper Riemann integral is a 
delicate question. In this paper, we deal with this problem only in the 
special case when 
A I I alk 3 0 (j, k= 1, 2, . ..). (2.3) 
It is obvious that conditions (1.3 and (2.3) imply that {a+} is a sequence 
of bounded variation and 
A,, a)k >, 0. (2.4) 
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THEOREM 3. If conditions (1.3) and (2.3) are satisfied, then 
lim ’ x ss Ax, Y) dx d$ h. I: 10 <j ,: 
exists if and only if 
(2.5) 
(2.6) 
We note that, under (1.3) and (2.3), conditions (1.5) and (2.6) are 
equivalent. (See [3].) 
Theorem 3 partially extends a result by Boas [2] from one-dimensional 
to two-dimensional sine series. 
In closing, we study the integrability of g(x, y)/xy in the sense of 
improper Riemann integral provided series (1.2), which defines g, is 
absolutely convergent. As in the one-dimensional case (cf. [2] again), this 
is closely related to the question of the integrability off under conditions 
(1.3) and (1.4). Actually, Theorem 1 plays a key role in the proof of the 
next theorem. 
THEOREM 4. If 
,=I k=l 
then the improper integral 
(2.7) 
(2.8) 
exists. 
We note that the problem of the integrability of f(x, y)/xy is more 
intricate and its solution would require knowledge of the exact conditions 
which ensure the integrability of g under conditions (1.3) and (1.4) (instead 
of under (2.3) as in Theorem 3). 
3. PROOFS 
Proof of Theorem 1. Part (i) is proved in [3]. To prove (ii) and (iii), 
we extend the method used by Ul’janov [S] in the case of single cosine 
series. 
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A double summation by parts yields (cf. [3]) that, under conditions 
(1.3) and (1.4), the sum f of series (1.1) can be expressed in the form 
f(x, Y) = $ i: D,(x) D,,(Y) Lf 11 amn 
m=O n=O 
and this convergence is uniform on each rectangle [S, n] x [E, rr], where 
0 < 6. E < n. Here 
D,,(x)=;+ t cos jx = sin(m + i) x (m30) 
/=I 
sin ix 
is the well-known Dirichlet kernel. Thus, 
n x 
IS 
6 6:f‘(xAdxdy= f f. b~‘b~‘d,,a,,, (3.1) 
m=O n=O 
where 
62’ = jn D,(x) dx and bj;’ = n D,(y) dy. (3.2) 
6 c 
Clearly, 
b’“‘= 
m 
It is well known that the partial sums of the series z,E i (sin jx)/j are 
uniformly bounded. Hence the b,f’ are also uniformly bounded in 
m = 0, 1, . . . . and 6 > 0, and 
lim b(J) ,E 
610 m 2’ 
(3.3) 
Analogous observations are true for b:‘. Consequently, 
Combining this with (3.1), we see that f is integrable in the sense of 
improper Riemann integral, and in addition, (2.1) holds for p = q = 0. 
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Now let p > 1 be fixed. Then, in a similar manner, 
x i.l “f(x,y)cospxdxdy= f f c~~,b~‘A,,a,,, (3.4) 6 c m=On=O 
where hi,&’ is defined in (3.2) and 
&d)-- 7z 
mP - s 
D,(x) cos px dx. 
ii 
(3.5) 
An elementary calculation shows that if m <p, then 
c(a= _- 
mP 
; “y y 
,=p-WI 
Hence it follows that the cgj are uniformly bounded in m = 0, 1, . . . . 
p = 1, 2, . ..) and 6 > 0, and 
lim cc6) Y 0 
alo mp (m <PI. (3.6) 
On the other hand, if m >p, then 
n-6 1 m+p c(a,--- 
mP 2 2 c j=??-p+l 
‘“c” hl+ S,:,, 
,= I 
whence it follows that the c$ are uniformly bounded again, but this time 
lim c(W = 71 
610 mp 2 Cm >P). (3.7) 
Combining (3.4), (3.6), and (3.7) gives 
lim i[ is k&l0 6 
nf(x,y)cospxdxdy=; f f, A,~u,,,=$z,,. 
E m=p n=O 
This proves (2.1) for p 2 1 and q = 0. 
A similar reasoning provides (2.1) for p = 0 and q 3 1. 
Finally, let p, q > 1 be fixed. Then 
“f(x,y)cospxcosqydxdy= f f c!,f~c,Cj2L;)Allarnn, 
m = 0 ,1 = 0 
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where cj$ is defined in (3.5) and c!J is defined analogously. Hence, by (3.6) 
and (3.7), 
which proves (2.1) for p, q 2 1. 
Proof of Theorem 2. Part (i) is proved in [3]. To prove (ii) and (iii) 
we multiply series (1.2) by 4 sin x sin y. As a result, we obtain that 
4g(x, y) sin x sin y = f f a,,(cos(m - 1) x - cos(m + 1) x) 
m=l n=I 
.(cos(n- l)y-cos(n+ 1)y). 
Hence, a double summation by parts yields 
4g(x, y) sin x sin y 
=a,,+ f (u,+l,l--a,~~l.,)cosmx 
m=l 
+ f. (~l,n+, -a,,,-,)cos~Y 
n=l 
+ f i: (~,+,,,+,-~*~,,,,+,--a,+l,,~,+~,~l,,,~,) 
m=l n=l 
. cos mx cos ny (3.8) 
with the agreement that umo= a,, = a, = 0 for all m, n b 1. By (1.4), 
f, l.m+L*-~m-l,ll+,~l l~Ln+,--al,,-,l 
+ f f I~,+,,,+,--a,~,.,+l--a,,+,,,~,+~,~l,.~,I<~. 
m=l n=l 
Thus, series (3.8) converges uniformly. Consequently, g(x, y) sin x sin y 
is continuous. Multiplying by the continuous function (sin px/sin x) 
(sin qy/sin y), we conclude the continuity of g(x, y) sin px sin qy for all p, 
42 1. 
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By (3.8), it is easy to see that 
g(x, y) sin x sin y dx dy 
1 nn 
=-s I IT2 0 
a,,dxdy=a,,, 
0 
4 nn 
2 o 
JP 
g(x, y) sin x sin y cos x dx dy o 
1 7cx 1 =- 
Li x2 0 
a2, cos2 x dx = - u2,, 
0 2 
whence 
4 nn 
a21 =--fj 
Ji 7100 
g(x, y) sin 2x sin y dx dy, 
(3.9) 
(3.10) 
and, in a similar way, 
g(x, y) sin x sin y cos rnx dx dy 
1 nn 
=-.I s 7c2 0 (a m+l,l -a,-,,, 
)cos2mxdxdy 
0 
whence 
a m+l,l -%-I,1 
4 xx =- 
Ll x2 0 
g(x, y)(sin(m + 1) x - sin(m - 1) x) sin y dx dy 
0 
(m = 2, 3, . ..). 
On the basis of (3.9)-(3.1 l), an induction argument yields 
(3.11) 
4 nn 
aP,=i 1s 7t 00 
g(x, y ) sin px sin y dx dy (p=2, 3, . ..). (3.12) 
In a similar fashion, we deduce that 
4 x27 
u 14 ==s II g(x, y) sin x sin qy dx dy (q=2,3, . ..). (3.13) 0 0 
Finally, by (3.8) again, 
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a m+l,n+1 -%--1.n.l -an,+l..-i+am-,,,,-l 
4g(x, y) sin x sin y cos mx cos ny dx dy 
g(x,y)(sin(m+ 1)x-sin(m- 1)x) 
-(sin(n+ l)y-sin(n- 1)y)dxdy (m, n = 1, 2, . ..). 
In particular, for n = 1 and/or m = 1 (recall that aOk = a,, = 0 by 
agreement), 
4 X77 
u22=;Ei II g(x, y) sin 2x sin 2y dx dy, 0 0 
am+l,2--a,-l,2 
4 Icn =- 
c!- 7T2 0 
g(x,y)(sin(m+ 1)x-sin(m- 1)x)sin 2ydxdy 
0 
(m = 2, 3, . ..). 
a,,, + 1 - a,,, - l 
4 X77 =- 
ii 7c2 0 
g(x,y)sin2x(sin(n+ l)y-sin(n- 1)y)dxdy 
0 
(n = 2, 3, . ..). 
Applying a double induction argument, while relying on the “initial values” 
in (3.9), (3.12), and (3.13), we find that 
4 == 
a = - PQ ss n2 0 
g(x, y) sin px sin qy dx dy (p,q=2,3, . ..). (3.14) 
0 
Relations (3.9) and (3.12)-(3.14) give the proof of (2.2). 
Proof of Theorem 3: Sufficiency. Assume that conditions (1.3), (2.3), 
and (2.6) are satisfied. Since series (1.2) converges uniformly, except in a 
cross neighbonrbnod of 0 (see [3] again), we have, for all 0 < 6, E < rc. 
n II 
s.l 
g(x, Y 1 dx 4 6 E 
cosjn)(cos k& - cos kn). (3.15) 
Due to (2.3) and the fact that ajk 2 0 (see (2.4)) we have 
DOUBLE TRIGONOMETRIC SERIES. I 461 
Using this, it is routine to show that 
g(x, Y) dx dy 
Here [ .] means the greatest integral part. Now (2.5) follows from (2.6) 
and (3.16). 
Necessity. This time we assume that conditions (1.3), (2.3), and (2.5) 
are satisfied. Due to (3.15) and the fact again that aik 2 0, we conclude that 
Taking into account that the alk decreases monotonically in both j and k 
(see (2.4)) (2.6) follows immediately. 
Proof of Theorem 4. We introduce a new sequence {h,,,}: 
hmn = f f aJk (m, n = 0, 1, . ..). 
/=m k=n 
BY (2.7), 
b mn + 0 as m+n-+a, 
and since A ,, b,, = a,,,,, we have 
A double summation by parts yields 
g(x,y)=b,, sinxsiny 
cc 
+ c b,,(sin mx - sin(m - 1) x) sin y 
m=2 
m 
+ c b,, sin x(sin ny - sin(n - 1) y) 
+ c c b,,(sinmx-sin(m-1)x) 
(3.17) 
(3.18) 
. (sin ny - sin(n - 1) y). 
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Hence it follows easily that 
i 
x 
g(x,y)=sinxsiny b,, + C b,, cosmx 
m=2 
+ f h,, cos ny + f f h,,,, cos mx cos ny 
n=2 ,,I = 2 n = 2 > 
+2sin2Gsiny f h,,sinmx 
( m=2 
+ f f b,, sin mx cos ny 
m=2 II=2 > 
+2sinxsin’q f b,,sinny 
( n=2 
cc -L 
+ c 1 b,, cos mx sin ny 
I?=2 n=2 > 
+ 4sin2 I sin’ i c 1 b,, sin mx sin ny 
m=2 n=2 
=g1k Y) +g,(x, y) +g,(x, y) +g,(x, y), (3.19) 
say. 
Since the function (sin x sin y)/xy has the limit 1 as x, y 10, 
lim It s?; 
7T g,(x, Y) ~ dx dy 
&El0 d c xy 
(3.20) 
exists if and only if 
f f b,, cosmxcos ny 
W7=1 ti=l 
exists. Due to (3.17) and (3.18), Theorem 1 is applicable and furnishes the 
existence of the latter improper integral. Consequently, (3.20) is true. 
By a single summation by parts, 
g,(x, y) = 2 sin’ 5 sin y 
dlobml + 2 (A ,,b,,) cos ny f sinjx, 
,r = 2 > j=2 
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whence 
g,(x, Y) _ sin(-G) sin Y 
XY XY 
zc 
4 
A,dn,l + i (A lob,,) ax v 
m=2 n=2 > 
COS~x-COS(m+;jxj. 
( 
Again, it is enough to prove that the limit of 
exists as 6, E LO. Another single summation by parts gives 
cosny= f (A,,b,,) i cos ky. 
I, = 2 k=2 
Thus, 
co+-cos(m+;jrjdr 
k=2 
The limit lim,, E ,,, 1,(6, E) exists, due to (3.18) the facts that 
A,ob,,,l= f. A,,b,m 
n=l 
implies 
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and that the partial sums of the series CFe2 (sin ky)3. /k are uniformly 
bounded. Combining the above reasoning gives that 
(3.21) 
exists. 
In a similar manner, we can conclude that 
lim n 
if 
*g,(x, Y) - dx dy 
hElO 6 c XY 
(3.22) 
exists. 
Finally, a double summation by parts yields 
f f bmn sin mx sin ny 
m=2n=2 
=mz2.,z2 (Allbm,,) f sin.ix i sink 
1=2 k=2 
whence 
gdx, Y) _ sW/2) sin(yP) r m 
XY XY 
z, J, (Allb?J 
. cosix-cos(m+i)x)(cosiy-cos(n+i)y). 
( 
Thus, 
lim n ___ 
is 
xg,(x> Y) (3.23) 
&cl0 a F xy 
exists if and only if 
jiTOjIJ‘” f f (d,,b,.)(cosix-cos(m+i)x) 
6 m=2n=2 
exists. But the latter exists even in the sense of (absolute) Lebesgue 
integral, due to (3.18). 
(3.19)-(3.23) together provide the proof of (2.8). 
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