Let P (G,t) and F(G,t) denote the chromatic and flow polynomials of a graph G. D.R. Woodall has shown that, if G is a plane triangulation, then the only zeros of P(G,t) in (−∞, γ) are 0, 1 and 2, where γ ≈ 2.54 . . . is the zero in (2, 3) of the chromatic polynomial of the octahedron. The main purpose of this paper is to remove the planarity hypothesis from Woodall's theorem by showing that the dual statement holds for both planar and nonplanar graphs: if G is a cubic bridgeless graph, then the only zeros of F(G,t) in (−∞, γ) are 1 and 2, where γ ≈ 2.54 . . . is the zero in (2, 3) of the flow polynomial of the cube. Our inductive proof technique forces us to work with near-cubic graphs, that is to say graphs with minimum degree at least two and at most one vertex of degree greater then three. We also obtain related results concerning the zero distribution of the flow polynomials of near-cubic graphs.
Introduction
All graphs considered are finite and may contain loops and multiple edges. We shall refer to graphs without loops or multiple edges as simple graphs. We use P(G,t) to denote the chromatic polynomial of a graph G, and F(G,t) to denote its flow polynomial. We shall use the terms chromatic root and flow root of G to refer to the zeros of P(G,t) and F(G,t), respectively. The study of the distribution of chromatic roots was initiated by G.D. Birkhoff and D.C. Lewis in [1] . Inspired by the 4-Colour Conjecture, they showed that for all plane triangulations G, P (G,t) has no zeros in the intervals (−∞, 0), (0,1), (1, 2) and [5, ∞) . In addition, D.R. Woodall [13, 14, 15] has shown that P(G,t) has no zeros in the interval (2, γ) where γ ≈ 2.54 . . . is the smallest non-integer chromatic root of the octahedron, and that 2 is a simple zero of P(G,t) if G is 3-connected.
For an arbitrary loopless graph G, it is known, see Tutte [10] or Woodall [13] , that P(G,t) has no zeros in the intervals (−∞, 0) and (0, 1), that 0 is a zero of P(G,t) of multiplicity equal to the number of components of G, and that 1 is a zero of P(G,t) of multiplicity equal to the number of non-trivial blocks of G, where a block is non-trivial if it has at least one edge. In addition it is shown in [3] that P(G,t) has no zeros in the interval (1, 32 27 ]. Wakelin [11] showed that the dual statements also hold: ig G is a bridgeless graph then F(G,t) has no zeros in the intervals (−∞, 1) and (1, 32 27 ], and 1 is a zero of F(G,t) of multiplicity equal to the number of non-trivial blocks of G. (A common extension of these results on chromatic and flow polynomials to matroids is obtained in [2] .)
In this paper we show that the dual statement to the above mentioned result of Woodall on plane triangulations holds for both planar and non-planar graphs. Woodall's inductive proof, and indeed many other proofs on plane triangulations, work by considering the larger family of near-triangulations: plane graphs with at most one non-triangular face. For the same reason, we will consider near-cubic graphs: graphs with minimum degree at least two and at most one vertex of degree greater then three. We will use the notation (G, x) for a near cubic graph G together with a specified vertex x such that d(v) ∈ {2, 3} for all v ∈ V (G) − x. We previously obtained the following result on flow roots of near-cubic graphs.
Theorem 1 [5] Let G be a bridgeless near-cubic graph. Then F(G,t) has no zeros
in the intervals (−∞, 1), (1, 2) , and (2, α] where α ≈ 2.225 . . . is the zero in (2, 3) of the polynomial t 4 − 8t 3 + 22t 2 − 28t + 17.
Furthermore, if G is 3-connected, then 2 is a simple zero of F(G,t).
We gave an example in [5] of a sequence of near-cubic graphs with flow roots converging to α from above. This example shows that the dual statement to Woodall's result on plane triangulations cannot be extended to the family of all near-cubic graphs. Thus we are led, as was Woodall, to consider more restrictive families. We show that, if (G, x) is a 3-connected near-cubic graph and G − x is homeomorphic to a 3-edge-connected cubic graph, then F(G,t) has no zeros in (2, β), where β ≈ 2.43016 . . . is the flow root in (2, 3) of the graph obtained by contracting an edge of the cube (so β is the zero in (2, 3) of t 3 − 8t 2 + 23t − 23). We show further that if, in addition, the subgraph induced by the vertices of degree two in G − x has at most one component which is not an isolated vertex, then F(G,t) has no zeros in (2, γ), where γ ≈ 2.54660 . . . is the flow root in (2, 3) of the cube (so γ is the zero in (2, 3) of t 3 − 9t 2 + 29t − 32). As a corollary we deduce that the only flow roots of a bridgeless cubic graph in (−∞, γ) are 1 and 2. This extends the above mentioned result on chromatic roots of plane triangulations in (2, γ) by planar duality.
We refer the reader to [4] for a more detailed survey of chromatic and flow roots of graphs.
Definitions and Preliminary Results
Let G be a graph. Given an edge e of G, we use G/e and G − e to denote the graphs obtained from G by contracting e and deleting e, respectively. Note that, if e is a loop, then G/e = G − e, and, if e belongs to a set of parallel edges, then each edge in the set other than e becomes a loop in G/e. An edge-cut of G is the set of edges, S, from U to U = V (G) − U for some proper subset U ⊂ V (G). We denote S by (U,U). We say that the subgraphs of G induced by U and U are the sides of S and that S is a k-edge-cut if |S| = k. A bridge of G is a 1-edge-cut. The graph G is k-edge-connected if G has no r-edge-cuts for r < k. The following result follows easily from Menger's theorem.
Lemma 2 Let S be a k-edge-cut in a graph G and H 1 , H 2 be the sides of S. Then G is k-edge-connected if and only if G/E(H 1 ) and G/E(H 2 ) are both k-edgeconnected.
An edge-cut S of G is cyclic if both sides of S contain circuits, and G is cyclically k-edge-connected if each cyclic edge-cut of G has at least k edges. Note that cyclic k-edge-connectivity is invariant under homeomorphism, and that graphs without two vertex-disjoint circuits are cyclically k-edge-connected for all values of k. We shall often be concerned with graphs of maximum degree three. We use the following elementary lemma concerning the cyclic edge-connectivity of such graphs.
Lemma 3
Let G be a 2-edge-connected graph of maximum degree three and let V 3 be the set of vertices of degree three in G. Then: (a) (b) Since circuits are cyclically 3-edge-connected, we may assume that G is not a circuit. Let H be the cubic graph which is homeomorphic to G. Using (a) we deduce that G is cyclically 3-edge-connected if and only if H has no 2-edge-cuts. Thus G is cyclically 3-edge-connected if and only if H is 3-edge-connected.
(c) Follows as in (a) above.
Thus the edges in S must be independent.
(e) Let H be the cubic graph which is homeomorphic to G. Then G is cyclically 3-edge-connected if and only if H is 3-connected by (b) . The lemma now follow by applying Lemma 2 to H.
We say that G is k-connected for some integer k ≥ 2 if G is loopless, |V (G)| ≥ k + 1, and G − U is connected for all all U ⊂ V (G) with |U| < k. A graph G is essentially k-connected if it is homeomorphic to a k-connected graph. It is easy to see that a loopless graph G with at least four vertices is 3-connected if and only if, for all subgraphs 
We also have:
Lemma 5 Let k ∈ {2, 3} and let G be a graph of maximum degree three with at least k + 1 vertices. Then G is k-connected if and only if G is k-edge-connected.
We shall also need the following two elementary results on 3-connectivity and a fundamental reduction lemma due to Tutte.
Lemma 6
Let G be a 3-connected graph and e = uv ∈ E(G). Suppose G − {u, v} is 2-connected. Then G/e is 3-connected.
Lemma 8 [9, Theorem 12.65 
] Let G be a 3-connected graph and e ∈ E(G). If G = K 4 then either G − e is essentially 3-connected or G/e is 3-connected.
Throughout this paper we use n and m to denote the numbers of vertices and edges, respectively, in a graph G. We shall extend this notation by using subscripts and superscripts. Thus, for example, the number of edges in a graph G 
Flow Polynomials
Let Γ be an additive abelian group and G be a graph. Suppose we construct a digraph G by giving the edges of G an arbitrary orientation. For U ⊆ V (G) and U = V (G)−U, let E + (U) be the set of arcs from U toŪ in G and
If, in addition, f (e) = 0 for all e ∈ E(G), then we say that f is a nowhere-zero Γ-flow for G. It can be seen that the condition f + (v) = f − (v) for all v ∈ V (G) is equivalent to the apparently stronger condition that f + (U) = f − (U) for all U ⊆ V (G). Thus, if G has a nowhere-zero Γ-flow, then G is bridgeless. Since reversing the orientation on an edge e of G is equivalent to replacing f (e) by − f (e), the number of distinct nowhere-zero Γ-flows for G is independent of the chosen orientation G of G.
Following Tutte [8] we define the flow polynomial F(G,t) of G as the number of distinct nowhere-zero Z t -flows for G for any positive integer t. Thus F(G,t) ≡ 1 if E(G) = / 0 and F(G,t) ≡ 0 if G has a bridge. By the above remarks, F(G,t) is independent of the chosen orientation of G, and remains the same if we replace Z t by any other abelian group of order t. If G is a connected plane graph and G * its planar dual, then there is a surjection from the t-vertex-colourings of G * to the nowhere-zero Z t -flows for G, such that each nowhere-zero Z t -flow for G has exactly t pre-images, see [8] . Thus
We may use this identity to restate results and conjectures on chromatic roots of families of plane graphs in terms of flow roots of the dual families. For non-planar graphs, however, the zero distributions of chromatic and flow polynomials are very different. Indeed there is a tendency for the zero distribution of flow polynomials to be similar in both the planar and non-planar case. The results of this paper are an example of this. The following conjecture of Welsh [12] would be another example.
Conjecture 1 Let G be a bridgeless graph. Then F(G,t) > 0 for all t ∈ (4, ∞).
Although Seymour's 6-flow Theorem [6] implies that F(G,t) > 0 for all bridgeless graphs G and all integers t ≥ 6, it is not even known whether there exists a finite t 0 such that F(G,t) > 0 for all t ∈ (t 0 , ∞). This contrasts with the result of Birkoff and Lewis [1] that P(G,t) > 0 for all loopless planar graphs G and all t ∈ [5, ∞), and their conjecture that P(G,t) > 0 for all t ∈ [4, ∞).
Some recurrence relations for flow polynomials
Our inductive proof technique for working with flow polynomials is based on the following elementary recurrence relations, see [5] . 
Lemma 9 Let G be a graph and e be an edge of G. (a) If e is a loop then F(G,t) = (t − 1)F(G/e,t). (b) If e is not a loop then F(G,t) = F(G/e,t) − F(G − e,t).

Lemma 10 The flow polynomials of two homeomorphic graphs are identical.
Lemma 11 Let G be a graph and G 1 and G
2 be edge-disjoint subgraphs of G such that G 1 ∪ G 2 = G and |V (G 1 ) ∩V (G 2 )| ≤ 1. Then F(G,t) = F(G 1 ,t)F(G 2 ,t).
Lemma 12 Let G be a graph, v be a vertex of G, e
.
Lemma 13 Let G be a graph, S be a 2-edge-cut of G, and H 1 and H 2 be the sides of S. Let G i be obtained from G by contracting E(H
. 
Lemma 14 Let G be a graph, S be a 3-edge-cut of G, and H 1 and H 2 be the sides of S. Let G i be obtained from G by contracting E(H
3−i ), for i ∈ {1, 2}. Then F(G,t) = F(G 1 ,t)F(G 2 ,t) (t − 1)(t − 2) .
Lemma 15 Let G be a graph, x be a vertex of G, e
= u 1 u 2 , f = v 1 v 2 be
edges of G, and H 1 and H 2 be edge-disjoint subgraphs of G such that H
1 ∪ H 2 = G − {e, f }, H 1 ∩ H 2 = {x}, u 1 , v 1 ∈ V (H 1 ) and u 2 , v 2 ∈ V (H 2 ). Let G + be− i = G + i − x i y i . Then (t − 1)(t − 2)F(G,t) = F(G + 1 ,t)F(G + 2 ,t) + (t − 2)F(G − 1 ,t)F(G − 2 ,t).
Near-cubic graphs
The family of cubic graphs has special significance for nowhere-zero flows since many problems on flows in general graphs can be reduced to the special case of cubic graphs. In particular, the truth of Tutte's 5-flow conjecture [8] and Conjecture 1 would follow from their special cases for cubic graphs. We shall obtain results on the zeros of flow polynomials of cubic graphs. Our proof is inductive and forces us to work with the larger family of near-cubic graphs.
A wheel centred on x is a near-cubic graph obtained from a circuit C of length n − 1 ≥ 2 by adding a new vertex x and edges from x to every vertex of C. A triangle is a circuit of length three. The contracted cube is the near-cubic graph obtained by contracting an edge of the cube.
We shall show that if (G, x) is a 3-connected near-cubic graph and G − x is cyclically 3-edge-connected, then G has no flow roots in (2, β) where β ≈ 2.43 . . . is the flow root of the contracted cube which lies in (2, 3). We show further that if the subgraph of G − x induced by its vertices of degree two has at most one component which is not an isolated vertex then G has no flow roots in (2, γ) where γ ≈ 2.54 . . . is the flow root of the cube which lies in (2, 3).
Our proof is an induction based on Lemma 9(b). The following lemmas will be used to show that the inductive hypotheses that (G, x) is 3-connected and G − x is cyclically 3-edge-connected can be preserved in the inductive step. We will frequently contract an edge e incident to x. When we do this, we will assume that the new vertex obtained by contracting e is also labelled x. 
Lemma 16 Let (G, x) be a 3-connected near-cubic graph and e = xu be an edge of G incident to x. Suppose G − x is cyclically 3-edge-connected. (a) If S
= {y 1 y 2 , z 1 z 2 } is a 2-edge-cut of G−x{x, y 1 , z 1 } ⊂ V (H 1 ), then G/E(H 2 )
is a wheel centred on x. (c) If G − e is not essentially 3-connected and G = K 4 then the subgraph of G induced by the neighbours of x has two components, one of which is the isolated vertex u and the other is a path. (d) If G/e is not 3-connected then e is contained in a triangle of G.
Proof. (a) Since G − x is 2-connected and cyclically 3-edge-connected, Lemma 3(a) implies that d G−x (v) = 2 for all v ∈ V (H i ) for some i ∈ {1, 2}, say i = 1. The 2-connectivity of G − x now implies that H 1 is a y 1 z 1 -path. Since G is 3-connected, x is adjacent to every vertex of H 1 .
(b) Since S is a cyclic edge-cut of G and G − x is 2-connected, S − e is a 2-edge-cut of G − x. Thus (a) implies that H 1 − x is a y 1 z 1 -path and x is adjacent to every other vertex of H 1 . Hence G/E(H 2 ) is a wheel centred on x.
(c) Suppose G − e is not essentially 3-connected. Since G = K 4 , G − e has at least four vertices of degree at least three. By Lemma 4, there exist subgraphs
and, for i = 1, 2, G i contains a vertex of degree at least three in G i , distinct from y, z. Since G is 3-connected, we may assume without loss of generality that x ∈ V (G 1 ) − {y, z} and u ∈ V (G 2 ) − {y, z}. Thus y and z both have degree three in G − e. Hence each of y and z have degree one in either G 1 or G 2 . It follows that there exist edges f = yy and g = zz such that S = { f , g} is a 2-edge-cut of G − x. Relabelling y, y and z, z if necessary we may suppose that y, z ∈ V (G 1 ). Since x is adjacent to exactly one vertex, u, of G 2 − {y, z}, (a) implies that G 1 is a yz-path and x is adjacent to every vertex of G 1 . Thus the subgraph of G induced by the neighbours of x has exactly two components, the isolated vertex u, and the yz-path G 1 − x.
(d) Suppose G/e is not 3-connected. If G = K 4 then e is clearly contained in a triangle of G. Hence we may assume that G has at least five vertices. By Lemma 6, G − {x, u} is not 2-connected. Using Lemma 5 and the fact that G − {x, u} has maximum degree at most three, we deduce that G − {x, u} has a cut-edge f = yz. Thus there exist edge-disjoint subgraphs H 1 , H 2 of G − x each containing at least two vertices and such that
Since G − x is near-cubic and u has degree two in G − x, u has exactly one neighbour u i in H i for i = 1, 2. Applying (a) to the 2-edge-cut Proof. The minimality of H 1 and the fact that u has degree two in G − x implies that u has degree two in H 1 . Let w, v be the neighbours of u in H 1 . Let H 2 be the component of (G−x)−S distinct from H 1 , and G i be the graph obtained from G−x by contracting E(H i ) to a single vertex, for i = 1, 2. Lemma 3(e) implies that G i is cyclically 3-edge-connected for i = 1, 2. Furthermore, the minimality of H 1 implies that G 1 is cyclically 4-edge-connected. Since e is contained in no triangle of G, w, v are not neighbours of x and hence have degree at least three in G − x. Thus (G −
We shall also need a few more definitions. Let G be a graph and x ∈ V (G) 
Proof.
We proceed by contradiction. Suppose the theorem is false and choose a real number t and a 3-connected near-cubic graph (G, x) satisfying the hypotheses of either (a) or (b) such that (−1) m−n+1 F(G,t) ≤ 0 and such that, for this fixed value of t, m is as small as possible. Using Lemma 10, we may deduce that every vertex of G has degree at least three. Furthermore, since t > 2 and F(K 3 2 ,t) = (t − 1)(t − 2), G = K 3 2 . These observations imply:
and B(G * x) is the subgraph of G − x induced by the neighbours of x in G.
Claim 2 G is cyclically 4-edge-connected.
Proof. Suppose the claim is false. Then G has a 3-edge-cut S such that |S| ≤ 3 and G − S has two components H 1 and H 2 both of which contain circuits. We may assume that x ∈ V (H 1 ). Let G i be obtained from G by contracting E(H 3−i ) onto a
The 3-connectivity of G and Lemma 7(a) imply that both G 1 and G 2 are 3-connected. We will verify the claim by applying the inductive hypothesis to (G 1 , x) and (G 2 , v 2 ).
In order to do this we first show that, if G − x is cyclically 3-edge-connected then so is G 1 − x, and, if B(G − x) has at most one non-trivial component then so does B(G 1 − x). Note that since v 2 has degree three in G 2 , the inductive hypothesis does not require us to verify these statements for (G 2 , x) . Suppose G − x is cyclically 3-edge-connected. If x is not incident to S then Lemma 3(e) implies that G 1 − x is cyclically 3-edge-connected. On the other hand, if x is incident to S, then Lemma 16 (b) implies that G 1 is a wheel centred on x and hence G 1 − x is (trivially) cyclically 3-edge-connected.
Suppose B(G − x) has at most one non-trivial component. If x is not incident to S then B(G 1 − x) = B(G − x). On the other hand, if x is incident to S, then, as above, G 1 is a wheel centred on x and hence B(G
Thus (G 1 , x) and (G 2 , v 2 ) satisfy the hypotheses of the theorem. Using (1), the inductive hypothesis on G 1 and G 2 and the facts that m 1 + m 2 = m + 3 and n 1 + n 2 = n + 2, we deduce that the theorem holds for G.
Claim 3 G − x is cyclically 3-edge-connected.
Proof. Suppose G − x is not cyclically 3-edge-connected. Since G is a counterexample to the theorem either d(x) = 4 and t ∈ (2, β), or d(x) = 3 and t ∈ (2, γ).
Since G − x is not cyclically 3-edge-connected, there exists a cyclic 2-edge-cut
Since G is cyclically 4-edge-connected by Claim 2, x is adjacent to at least two vertices of H 1 − {u 1 , v 1 } and at least two vertices of
and G is a counterexample to part (a) of the theorem.
Let
be as defined in Lemma 15. By Lemma 15
Since G is 3-connected, G + , G 
Relabelling if necessary we may assume that
We shall show that (2) gives 
Applying Lemma 14 to the 3-edge-cut
Since 0 < 3 − t < 1, and (−1) m 
Claim 4 G is not a wheel.
Proof. This follows from the fact that, if G is a wheel, then m = 2(n − 1) and
Our next three claims will show that no triangle in G contains x.
Claim 5 Every edge of G incident to x belongs to at most one triangle of G.
Proof. We proceed by contradiction. Suppose some edge incident to x belongs to two distinct triangles G. Since G is near-cubic, is 3-connected by Claim 1, and is not a wheel by Claim 4, each component of B(G − x) is a path. Since some edge incident to x belongs to two distinct triangles in G, we can choose a component P of B(G − x) which is a path of length at least two. Let y, w, z be the last three vertices of P. Since each vertex of B(G − x) is a neighbour of x in G, T 1 = xwyx and T 2 = xwzx are distinct triangles of G which share the common edge xw. Since G is 3-connected by Claim 1, is cyclically 4-edge-connected by Claim 2 and is not a wheel by Claim 4, it follows that d G (x) ≥ 5, and y and z are adjacent to distinct vertices of G − (T 1 ∪ T 2 ), say u and v, respectively. Let G + be obtained from G − x by adding two new vertices x 1 , x 2 , joining x 1 to x 2 , w, z and then joining x 2 to every neighbour of x in G other than w and z. Let G + 1 be the graph obtained from G + by contracting {x 1 z, zw, wx 1 } onto x 1 , and let G
since G is not a wheel by Claim 4. Applying Lemma 15 to the 2-edgecut {yw, zv} of G − x and using the facts that F(K 4 ,t) = (t − 1)(t − 2)(t − 3) and
, we obtain
We shall show that (G Applying induction to (G
, and using (5) and the facts that m = m
Claim 6 Suppose x belongs to a triangle in G. Then d G (x) = 4 and x belongs to two edge-disjoint triangles in G.
Proof. Let T = xyzx be a triangle containing x, and u and v be the neighbours of y and z, respectively, in V (G) −V (T ). By Claim 5, xu, xv ∈ E(G). Since G is nearcubic, is cyclically 4-edge-conneted by Claim 2, and is not a wheel by Claim 4, it follows that d G (x) ≥ 4. Let G + be obtained from G − x by adding two new vertices x 1 , x 2 , joining x 1 to x 2 , y, z and then joining x 2 to every neighbour of x in G other than y and z. Let G 
Suppose G exactly two components, one of which is the isolated vertex x 1 and the other is a path P. Since x has degree at least four in G, x 2 has degree at least three in G +
.
Hence P has length at least one. Since no edge incident to x belongs to two distinct triangles in G by Claim 5, no edge incident to x 2 belongs to two distinct triangles in G + 1 . Hence P has length equal to one, say P = tw. This implies that x has degree four in G and belongs to exactly two edge-disjoint triangles xtwx and xyzx.
Claim 7 No triangle in G is incident to x.
Proof. Suppose x is contained in a triangle in G. By Claim 6, d G (x) = 4 and x is incident with two edge-disjoint triangles T 1 = xu 1 v 1 x and T 2 = xu 2 v 2 x. By Claim 5, B(G − x) consists of two disjoint copies of K 2 . Thus G fails to satisfy the hypotheses of part (b) of the theorem. Hence G is a counterexample to part (a) .
Claims 1 and 5 imply that each of Applying Lemma 14 to the 3-edge cuts {x 1 x 2 , u 1 u 1 , v 1 v 1 } and {x 1 x 2 , u 2 u 2 , v 2 v 2 } in G + and using the fact that F(K 4 ,t) = (t − 1)(t − 2)(t − 3), we obtain F(G + ,t) = (t − 3) 2 F(G + 1 ,t). Applying Lemma 13 to the 2-edge cuts
Since G is 3-connected, G + and G 
Since G is a counterexample to part (a) of the theorem, (7) implies that 
The fact that G is cyclically 4-edge-connected by Claim 2, now implies that G is isomorphic to the contracted cube. Since part (a) of the theorem holds for the contracted cube, we have G * 1 is 3-connected.
Applying induction to (G * 1 ,
(Note that since x 1 has degree four in G * 1 , we do not have to verify that G * 1 − x 1 is essentially 3-connected in order to apply induction.) Since m = m * 1 + 6 and n = n * 1 + 4 we have
By Lemma 9(b), F(G
. Substituting into (7), we have
Now (8), (9), (10) , and the fact that t ∈ (2, β) ⊂ (2, 2.5], contradict the fact that G is a counterexample to part (a) of the theorem.
We complete the proof of the theorem by showing that we can choose an edge e incident to x in such a way that both (G − e, x) and (G/e, x) satisfy the hypotheses of the theorem. We then use Lemma 9(b) and apply induction to (G − e, x) and (G/e, x).
Claim 8
The graphs G−e and G/e are both essentially 3-connected for all edges e incident with x. The graph (G−e)−x is cyclically 3-edge-connected for all edges e incident with x. If G − x is cyclically 4-edge-connected then (G/e) − x is cyclically 3-edge-connected for all edges e incident with x. If G − x is not essentially 4-edgeconnected then there are at least two edges e incident to x in G such that (G/e) − x is cyclically 3-edge-connected.
Proof. The graphs G − e and G/e are essentially 3-connected for all edges e incident to x by Claims 1, 3, 4, 7 and Lemma 16(c),(d). The graph (G − e) − x is cyclically 3-edge-connected by Claim 3, since (G − e) − x = G − x. If G − x is cyclically 4-edge-connected, then (G/e) − x is cyclically 3-edge-connected for all edges e incident to x by Claims 1, 7 and Lemma 17. If G − x is not cyclically 4-edge-connected, then we may choose a cyclic 3-edge-cut S in G − x such that some component H of (G − x) − S is minimal with respect to inclusion. Since G is cyclically 4-edge-connected by Claim 2, there exists an edge e = xu in G from x to some vertex u of H. Then (G/e) − x is essentially 3-connected by Claims 1, 7 and Lemma 18. The fact that, when G − x is not cyclically 4-edge-connected, we have at least two choices for e, follows from the fact that there are at least two disjoint minimal components H (possibly for different choices of S).
Claim 9 G is a counterexample to part (b) of the theorem.
Proof. Suppose G is a counterexample to part (a) of the theorem. Choose an edge e incident to x satisfying Claim 8. Using Lemma 9 (b) , and then applying the theorem inductively to G/e and G − e, we may deduce that (−1) m−n−1 F(G,t) > 0.
Let e = xu be an edge of G which satisfies the conclusions of Claim 8. 
Claim 10 B(G − x) and B((G
−
F(G,t) = F(G/e,t) − F(G − e,t).
If B((G/e) − x) has at most one non-trivial component then we may apply induction to (G − e, x) and (G/e, x) to deduce that part (b) of the theorem holds for G. Thus B((G/e) − x) has at least two non-trivial components. Since B(G − x) has no non-trivial components, each non-trivial component of B((G/e) − x) has a vertex adjacent to u. Since u has degree three in G and ux ∈ E(G), we deduce that B((G/e) − x) has exactly two non-trivial components, say P 1 , P 2 . Since G is 3-connected by Claim 1, G − {u, x} is connected, and hence P 1 , P 2 are both paths. Since x is not contained in any triangle of G by Claim 7 and u is adjacent to exactly one vertex in each of P 1 and P 2 , P 1 , P 2 both have length at most two.
Let P 1 = y 1 y 2 . . . y r and P 2 = z 1 z 2 . . . z s . Let v and w be the neighbours of y 1 and y r , respectively, in V (G) − (V (P 1 ) ∪ {x, u}). Since G − x is cyclically 3-edgeconnected by Claim 3, v = w.
Claim 11
All neighbours of x in G are vertices of P 1 or P 2 .
Proof. Let G + be obtained from (G/e) − x by adding two new vertices x 1 , x 2 , joining x 1 to x 2 , y 1 , y 2 , . . . , y r , and joining x 2 to x 1 and all the neighbours of x in G/e other than y 1 , y 2 , . . . , y r . Let G − = G + − x 1 x 2 . Let H 1 , H 2 be the components of G + − {x 1 x 2 , vy 1 , wy r } where x 1 ∈ V (H 1 ) and x 2 ∈ V (H 2 ). exactly two components, one of which is the isolated vertex x 1 and the other is a path P. Since P 2 is the unique non-trivial component of B(G + 2 − x 2 ) we must have P 2 = P. Thus all neighbours of x 2 in G − belong to P 2 . Since all all neighbours of x 1 in G − belong to P 1 by construction, it follows that all neighbours all neighbours of x in G are vertices of P 1 or P 2 .
Claim 12 V (P 2 ) ∩ {v, w} = / 0.
Proof. Suppose v ∈ V (P 2 ). Relabelling the vertices of P 2 if necessary and using the facts that G is nearly cubic and every vertex of P 2 is adjacent to x or u in G, we may assume that v = z 1 . Let U = V (P 1 ) ∪ V (P 2 ) ∪ {x, u}. Since G is 3-connected by Claim 1, (U,U) is not a 2-edge-cut of G. Thus V (G) = U and w = z s . The fact that x is contained in no triangles in G by Claim 8 now implies that P 1 , P 2 both have length one and G = K 3,3 . Since F(K 3,3 ,t) = (t − 1)(t − 2)(t 2 − 6t + 10) > 0 for all t ∈ (2, γ), we contradict the fact that G is a counterexample to part (b) of the theorem. 
