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Abstract
This is the first of two papers devoted to the study of the properties of the
blow-up surface for the N dimensional semilinear wave equation with subconformal
power nonlinearity. In a series of papers, we have clarified the situation in one space
dimension. Our goal here is to extend some of the properties to higher dimension.
In dimension one, an essential tool was to study the dynamics of the solution in
similarity variables, near the set of non-zero equilibria, which are obtained by a
Lorentz transform of the space-independent solution. As a matter of fact, the main
part of this paper is to study similar objects in higher dimensions. More precisely,
near that set of equilibria, we show that solutions are either non-global, or go to
zero, or converge to some explicit equilibrium. We also show that the first case
cannot occur in the characteristic case, and that only the third possibility occurs
in the non-characteristic case, thanks to the non-degeneracy of the blow-up limit,
another new result in our paper. As a by-product of our techniques, we obtain the
stability of the zero solution.
MSC 2010 Classification: 35L05, 35L71, 35L67, 35B44, 35B40
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1 Introduction
We consider the following semilinear wave equation:{
∂2t u = ∆u+ |u|p−1u,
u(0) = u0 and ∂tu(0) = u1,
(1.1)
∗Both authors are supported by the ERC Advanced Grant no. 291214, BLOWDISOL. H.Z. is also
supported by ANR Project ANAÉ ref. ANR-13-BS01-0010-03.
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where u(t) : x ∈ RN → u(x, t) ∈ R, u0 ∈ H1loc,u and u1 ∈ L2loc,u.
The space L2loc,u is the set of all v in L
2
loc such that
‖v‖L2loc,u ≡ sup
a∈RN
(∫
|x−a|<1
|v(x)|2dx
)1/2
< +∞,
and the space H1loc,u = {v | v,∇v ∈ L2loc,u}.
We assume in addition that
1 < p and p < 1 +
4
N − 1 if N ≥ 2. (1.2)
We solve equation (1.1) locally in time in H1loc,u × L2loc,u(RN ) (see Ginibre, Soffer and
Velo [16], Lindblad and Sogge [25]). Existence of blow-up solutions follows from ODE
techniques or the energy-based blow-up criterion of Levine [24]. More blow-up results
can be found in Caffarelli and Friedman [11], [10], Alinhac [1], [2], Kichenassamy and
Littman [20], [21], Killip and Vişan [23].
The one-dimensional case has been understood completely, in a series of papers by
the authors [29], [30], [33] and [34] and in Côte and Zaag [12] (see also the note [31]).
In higher dimensions, only the blow-up rate is known (see [26], [28] and [27]; see also the
extension by Hamza and Zaag in [18] and [17] to the Klein-Gordon equation and other
damped lower-order perturbations of equation (1.1)). In fact, the program of dimension
1 breaks down because there is no classification of selfsimilar solutions of equation (1.1)
in the energy space, except in the radial case outside the origin (see [32]). Considering
the behavior of radial solutions at the origin, Donninger and Schörkhuber were able to
prove the stability of the space-independent solution (i.e. the solution of the associated
ODE u” = up) with respect to perturbations in initial data, in the Sobolev subcritical
range [13] and also in the supercritical range in [14]. Some numerical results are available
in a series of papers by Bizoń and co-authors (see [5], [7], [9]). Let us also mention that
in the superconformal and Sobolev subcritical range, an upper bound on the blow-up
rate is available was proved by Killip, Stoval and Vişan in [22], then refined by Hamza
and Zaag in [19].
In a companion paper [35], we address the blow-up behavior for general solutions to
equation (1.1), and prove the openness of the set of non-characteristic points with some
explicit profile (that set is defined below in (1.8)). A key step is to understand the
dynamics of the similarity variables’ version (1.4), and to prove a trapping result near
the set (1.7) made of Lorentz transform (A.2) of the constant solution. This is the aim
of this paper.
Let us first introduce some notations before stating our result.
In this paper, we consider u(x, t) a blow-up solution to equation (1.1). Following
Alinhac [1], we define a 1-Lipschitz surface Γ = {(x, T (x))} such that the maximal
influence domain D of u (or the domain of definition of u) is written as
D = {(x, t) | t < T (x)}.
The surface Γ is called the blow-up graph of u. A point x0 ∈ RN is a non-characteristic
point if there are
δ0 ∈ (0, 1) and t0 < T (x0) such that u is defined on Cx0,T (x0),δ0 ∩ {t ≥ t0}
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where
Cx¯,t¯,δ¯ = {(x, t) | t < t¯− δ¯|x− x¯|}.
We denote by R ⊂ RN (resp. S ⊂ RN ) the set of non-characteristic (resp. characteristic)
points.
A convenient tool to study blow-up for equation (1.1) is to introduce the following
similarity variables, for any (x0, T0) such that 0 < T0 ≤ T (x0):
wx0,T0(y, s) = (T0 − t)
2
p−1u(x, t), y =
x− x0
T0 − t , s = − log(T0 − t). (1.3)
If T0 = T (x0), we write wx0 for short. The function wx0,T0 (we write w for simplicity)
satisfies the following equation for all |y| < 1 and s ≥ − log T0:
∂2sw −Lw +
2(p + 1)
(p− 1)2w − |w|
p−1w = −p+ 3
p− 1∂sw − 2y.∇∂sw (1.4)
where
Lw =
1
ρ
div (ρ∇w − ρ(y.∇w)y) , ρ(y) = (1−|y|2)α and α = 2
p− 1−
N − 1
2
> 0. (1.5)
Equation (1.4) will be studied in the energy space
H =
{
(r1, r2) | ‖(r1, r2)‖2H ≡
∫
|y|<1
(
r21 + |∇r1|2 − (y · ∇r1)2) + r22
)
ρdy < +∞
}
.
(1.6)
For any |d| < 1, we introduce the following stationary solutions of (1.4) (or solitons)
defined by
κ(d, y) = κ0
(1− |d|2) 1p−1
(1 + d.y)
2
p−1
where κ0 =
(
2(p+ 1)
(p− 1)2
) 1
p−1
and |y| < 1. (1.7)
A key step in the one-dimensional case was to determine the set of all stationary solu-
tions of equation (1.4) in the energy space. As a matter of fact, we proved in Proposition
1 page 46 in [29] that such a set is given by
S0 ≡ {0;±κ(d, y) | |d| < 1}.
Unfortunately, in higher dimensions, we have been unable to determine that set, though
one can trivially see that 0 and ±κ(d, y) for all |d| < 1 are still stationary solution of
(1.4). Note that when N = 3 and p = 3 or p ≥ 7 is an odd integer, Bizon, Breitenlohner,
Maison and Wasserman proved in [8] and [6] the existence of a countable family of
radially-symmetric stationary solutions. In particular, from this result, it is clearly untrue
to say that the blow-up profile near a non-characteristic point is always given by ±κ(d, ·)
as in one space dimension. The goal of our two papers, the present one and [35], is to
prove the following surprising result about the stability of the profile ±κ(d, ·), and thus,
as a corollary, we will obtain the differentiability of the blow-up surface x 7→ T (x). More
precisely, we will show in [35] that
R0 = {x0 ∈ R | ∃ |d(x0)| < 1 s.t. wx0(s)→ ±κ(d(x0)) as s→∞} (1.8)
is an open set. A key step is to understand the dynamics of equation (1.4), particularly,
to prove the following result for initial data near the set {±κ(d, y) | |d| < 1}:
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Theorem 1 (Behavior of solutions of equation (1.4) near ±κ(d, y) and trapping in the
non-characteristic case). There exist ǫ0 > 0, K0 > 0 and µ0 > 0 such that for any
solution w of equation (1.4) continuous in time with values in H , ω¯ = ±1 and |d¯| < 1,
if
ǫ¯ ≡
∥∥∥∥
(
w(0)
∂sw(0)
)
− ω¯
(
κ(d¯)
0
)∥∥∥∥
H
≤ ǫ0,
then:
- either w(s) is not defined for all (y, s) ∈ B(0, 1) × [0,+∞),
- or
‖(w(s), ∂sw(s))‖H → 0 as s→∞ exponentially fast; (1.9)
- or there exists |d∞(x¯)| < 1 such that
∀s ≥ 0, ‖(w(s), ∂sw(s))− (κ(d∞), 0)‖H ≤ K0ǫ¯e−µ0s (1.10)
and
| arg tanh |d¯| − arg tanh |d∞||+ |d¯− d∞|√
1− |d¯|
≤ K0ǫ¯. (1.11)
Moreover, if w(y, s) = wx¯(y,+σ) for some x¯ ∈ R, σ ≥ − log T (x¯) where wx¯ is defined in
(1.3) from a blow-up solution u, then the first possibility does not occur. If in addition,
x¯ ∈ R, then only (1.10) holds.
Remark. In the first possibility, we suspect that w blows up in finite time. This result
shows that ±κ(d, y) are threshold solutions. When w = wx¯, whether x¯ is characteristic
or not, we showed in [33] that case (1.9) never occurs in one space dimension. We proved
the same in [32] in higher dimensions under radial symmetry when x¯ 6= 0.
Remark. From the classical elliptic theory, we can show that the set {±κ(d, ·)} is isolated
in the set of finite-energy stationary solutions of equation (1.4).
The proof in higher dimensions is far from being a simple adaptation of the one-
dimensional case. Indeed, several difficulties arise when N ≥ 2, among them:
- we have N − 1 new degenerate directions in the linearized operator of equation (1.4)
around the stationary solution κ(d) (1.7); these directions come from the derivatives
of κ(d) with respect to the N − 1 angular directions of d (see Lemma 2.2 below); the
projections of the solution on those directions have different features and are delicate to
study as |d| → 1. In particular, obtaining estimates with optimal bounds in d require a
new treatment;
- the modulation argument around the family κ∗(d, ν) defined below in (3.16) becomes
particularly intricate when d→ 0 or |d| → 1 (see Lemma 3.5 below and Section D in the
Appendix).
We proceed in two sections:
- In Section 2, we study the linearized operator of equation (1.4) around a stationary
solution;
- Section 3 is devoted to the proof of Theorem 1.
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2 A dynamical system formulation for equation (1.4)
This section is devoted to the study of the linearization of equation (1.4) around the
stationary solution κ(d, y) (1.7). We also present a modulation technique adapted to the
properties of the linear operator. We heavily use the dynamical system formulation we
introduced in [34] for the study of equation (1.4) around a sum of decoupled solitons.
Here, the situation is easier, since we linearize around a single soliton. Therefore, we will
summarize the key arguments and refer to [34] for details.
This section is divided into two parts:
- we first study the linearized operator of equation (1.4) around κ(d) where d is fixed;
- then, we give a decomposition of solutions of (1.4) well-adapted to the spectral prop-
erties of its linearized operator around κ(d);
2.1 The linearized operator of equation (1.4) around κ(d)
In this step, we aim at understanding the linearized operator of equation (1.4) around
the stationary solution κ(d). Consider then w(y, s) a solution to equation (1.4) in the
energy space H . If |d| < 1 and q = (q1, q2) =
(
q1
q2
)
is defined for all s in the domain of
definition of w by (
w(y, s)
∂sw(y, s)
)
=
(
κ(d, y)
0
)
+
(
q1(y, s)
q2(y, s)
)
,
then we see from equation (1.4) that q satisfies the following equation:
∂
∂s
(
q1
q2
)
= Ld
(
q1
q2
)
+
(
0
fd(q1)
)
(2.1)
where
Ld
(
q1
q2
)
=
(
q2
L q1 + ψ(d, y)q1 − p+3p−1q2 − 2y.∇q2
)
,
fd(q1) = |κ(d, ·) + q1|p−1(κ(d, ·) + q1)− κ(d, ·)p − pκ(d, ·)p−1q1,
ψ(d, y) = pκ(d, y)p−1 − 2(p+1)
(p−1)2
= 2(p+1)
(p−1)2
(
p (1−|d|
2)
(1+d·y)2
− 1
)
(2.2)
and the operator L is defined in (1.5). In this step, we study the linear operator Ld in
the energy space H defined in (1.6). Note from (1.6) that we have
‖q‖H = [φ (q, q)]1/2 < +∞
where the inner product φ is defined by
φ(q, r) = φ
((
q1
q2
)
,
(
r1
r2
))
=
∫ 1
−1
(q1r1 +∇q1 · ∇r1 − (y · ∇q1)(y · ∇r1) + q2r2) ρdy.
(2.3)
Using integration by parts and the definition of L (1.5), we have the following identity
φ(q, r) =
∫ 1
−1
(q1 (−L r1 + r1) + q2r2) ρdy. (2.4)
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One of the major difficulties in the proof comes from the fact that the linear operator
Ld is neither self-adjoint nor anti-self-adjoint. In particular, standard spectral theory
does not apply. Since equation (1.1) is invariant under rotation of coordinates, the same
occurs for equation (1.4). For that reason, we will often change coordinates to another
orthonormal basis such that e1 = d|d| if d 6= 0. More precisely, we claim the following:
Lemma 2.1 (An orthonormal basis associated to d). Introducing B± = {d | 0 < |d| <
1, ±d1 > − |d|2 }, there exist a C∞ orthonormal basis (e1,±(d), . . . , eN,±(d)) defined on
B± such that e1,±(d) =
d
|d| , ei,±(d) = ei,±(
d
|d|) and |∇ei,±(d)| ≤ C|d| , for all i = 1, . . . , N .
Remark. Note that B+ and B− are open sets such that B+∪B− = B(0, 1)\{0}. Therefore:
- if 0 < |d| < 1, we know that either d ∈ B+ or d ∈ B−, and for simplicity, the
notation (e1(d), . . . , eN (d)) will stand for (e1,+(d), . . . , eN,+(d)) or (e1,−(d), . . . , eN,−(d)),
accordingly;
- if d = 0, the notation (e1(0), . . . , eN (0)) stands for the canonical basis of RN .
Proof. If SN−1± = B± ∩ SN−1, it is classical that there exists a C∞ orthonormal basis
(e1,±(d), . . . , eN,±(d)) defined on S
N−1
± such that e1(d) = d. Extending the definition to
B± by setting ei,±(d) = ei,±( d|d|) yields the result.
In the following, we show that λ = 0 and λ = 1 are eigenvalues of Ld and find explicit
formulas for the eigenfunctions of Ld:
Lemma 2.2 (Nonnegative eigenvalues and corresponding eigenfunctions for Ld).
(i) For all |d| < 1, λ = 1 and λ = 0 are eigenvalues of the linear operator Ld with
multiplicity 1 and N respectively, and the corresponding eigenfunctions are:
- for λ = 1,
F0(d, y) = (1− |d|2)
p
p−1
(
(1 + d · y)− p+1p−1
(1 + d · y)− p+1p−1
)
; (2.5)
- for λ = 0,

F1(d, y) = (1− |d|2)
1
p−1


y · e1(d) + |d|
(1 + d · y) p+1p−1
0

 ,
Fi(d, y) = (1− |d|2)
p+1
2(p−1)


y · ei(d)
(1 + d · y) p+1p−1
0

 for i = 2, . . . , N,
(2.6)
where the orthonormal basis (e1(d), . . . , eN (d)) is given in the remark following Lemma
2.1.
(ii) For all i = 0, . . . , N , it holds that ‖Fi(d)‖H ≤ C.
Proof. The proof is similar to the 1-dimensional case (see Appendix B).
In order to compute the projectors on the eigenfunctions of Ld for λ = 0 and λ = 1,
we need to compute the eigenfunctions of L∗d for the same eigenvalues, where L
∗
d is the
conjugate operator of Ld with respect to the inner product φ. Let us first compute L∗d.
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Lemma 2.3 (The conjugate operator of Ld). For any |d| < 1, the operator L∗d conjugate
of Ld with respect to φ is given by
L∗d
(
r1
r2
)
=
(
Rd(r2)
−L r1 + r1 + p+3p−1r2 + 2y · ∇r2 − 4αr21−|y|2
)
(2.7)
for any (r1, r2) ∈ (D(L ))2, where r = Rd(r2) is the unique solution of
−L r + r = L r2 + ψ(d, y)r2. (2.8)
Proof. The proof is omitted since it is the same as in one space dimension (see Lemma
4.1 page 81 in [29]).
Let us now find the eigenfunctions of L∗d associated to the eigenvalues λ = 1 and
λ = 0.
Lemma 2.4 (Eigenfunctions of L∗d associated with the eigenvalues λ = 1 and λ = 0).
(i) For all |d| < 1 and 0 ≤ i ≤ N , there exists Wi(d) ∈ H such that L∗dWi = λiWi, with
λ0 = 1, λi = 0 for i ≥ 1,
Wi,2(d, y) = cλi
(
1− |y|2
1− |d|2
)λi
Fi,1(d, y),
1
cλi
= 2(λi + α)
∫ (
y21
1− |y|2
)1−λi
ρ(y)dy,
(2.9)
and Wi,1(d) is uniquely determined as the solution v1 of
−L v1 + v1 =
(
λi − p+ 3
p− 1
)
v2 − 2y · ∇v2 + 4α v2
1− |y|2 (2.10)
with v2 = Wi,2(d).
(ii) (Orthogonality) For all |d| < 1, i, j = 0, . . . , N , we have φ(Fi,Wj) = δi,j .
(iii) (Normalization) For all 0 < |d| < 1, i = 0, . . . , N and j = 2, . . . , N , we have
‖Wi(d)‖H ≤ C‖Wi,2(d)‖L2 ρ
1−|y|2
≤ C, ‖∂e1Wi(d)‖H ≤
C
1− |d| ,
‖∂ejWi(d)‖H ′ ≤
C
|d|
√
1− |d| , where ‖W‖H
′ = sup
‖v‖H =1
|φ(W,v)|.
Proof. See Appendix B.
2.2 Expansion of q with respect to the eigenspaces of Ld
In the following, we expand any q ∈ H with respect to the eigenspaces of Ld partially
computed in Lemma 2.2. We claim the following:
Definition 2.5 (Expansion of q with respect to the eigenspaces of Ld). Consider q ∈ H
and introduce
πdi (q) = φ (Wi(d), q) for all i = 0, . . . , N, (2.11)
where Wi(d) is the eigenfunction of L
∗
d computed in Lemma 2.4, and π
d
−(q) = q− defined
by
q =
N∑
i=0
πdi (q)Fi(d, y) + π
d
−(q). (2.12)
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Remark. Applying the operator πdi to (2.12), we see from Lemma 2.4 that
πd−(q) ∈ H d− =
{
r ∈ H | πdi (r) = 0 for all i = 0, . . . , N
}
. (2.13)
Note that if q ∈ H d− , then πd−(q) = q. Moreover, πd−(Fi(d)) = 0. In fact, πdi (q) is the
projection of q on Fi(d), the eigenfunction of Ld associated to λ = 0 or 1, and πd−(q) is
the negative part of q.
For the proof of the main theorem, we will need to prove in some sense dispersive
estimates on q− = πd−(q) when q is a solution to (2.1). In order to achieve this, we need
to manipulate some functional of q− (equivalent to the norm ‖q−‖H = φ(q−, q−)1/2 in
H d− ) which will capture the dispersive character of the equation (2.1). Such a quantity
will be
ϕd (q, r) =
∫
|y|<1
(−ψ(d, y)q1r1 +∇q1 · ∇r1 − (y · ∇r1)(y · ∇q1) + q2r2) ρdy(2.14)
=
∫
|y|<1
(−q1 (L r1 + ψ(d, y)r1) + q2r2) ρdy
where ψ(d, y) is defined in (2.2). This bilinear form is in fact the second variation of
E(w(s)) around κ(d, y) (1.7), the stationary solution of (1.4), and can be seen as the
energy norm in H d− (space where it will be definite positive). More precisely, we have
the following:
Proposition 2.6 (Equivalence in H d− of the H norm and the ϕd norm). There exists
C0 > 0 such that for all |d| < 1, q− ∈ H d− and q ∈ H ,
1
C0
‖q−‖2H ≤ ϕd (q−, q−) ≤ C0 ‖q−‖2H , (2.15)
1
C0
‖q‖
H
≤
(
N∑
i=0
∣∣∣πdi (q)∣∣∣+√ϕd (q−, q−)
)
≤ C0 ‖q‖H , (2.16)
Proof. The proof follows the same pattern as the one-dimensional case (see Appendix
C).
3 Stability results for equation (1.4)
This section is devoted to the proof of Theorem 1. We proceed in 3 subsections:
- at first, we give a companion of our trapping result, namely the asymptotic stability
of the zero solution for equation (1.4), resulting in a non-degeneracy property at non-
characteristic points (see Proposition 3.1 and Corollary 3.2 below);
- then, we give the proof of Theorem 1;
- finally, we give an exponential convergence property for solutions of equation (1.4)
near {±κ(d, y)} (see Proposition 3.9 below), then, we indicate how to adapt the proof of
Theorem 1 to prove that result.
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3.1 Stability of the zero solution for equation (1.4)
It happens that the techniques we developed for the proof of Theorem 1 yield also the
asymptotic stability of the zero solution for equation (1.4), as stated in the following:
Proposition 3.1 (Asymptotic stability of the zero solution for equation (1.4)). There
exist ǫ1 > 0 and δ1 > 0 such that if ǫ¯ ≡ ‖(wx¯(s¯), ∂swx¯(s¯))‖H ≤ ǫ1, then:
(i) for all s ≥ s¯, we have ‖(wx¯(s), ∂swx¯(s))‖H ≤ ǫ¯δ1 e−δ1(s−s¯);
(ii) if in addition, x¯ ∈ R, then, for all s ≥ s0(x¯), ‖(wx¯(s), ∂swx¯(s))‖H1×L2(|y|<1) ≤
C(x¯)ǫ¯e−δ1(s−s¯), for some s0(x¯) ≥ s¯ and C0(x¯) > 0.
From the local Cauchy theory for equation (1.1), this result yields the non-degeneracy
of blow-up at non-characteristic points stated in the following:
Corollary 3.2 (Non-degeneracy of the limit of wx¯ when x¯ is non-characteristic). There
exists ǫ¯1 > 0 such that for all x¯ ∈ R and s ≥ − log T (x¯), we have ‖(wx¯(s), ∂swx¯(s))‖H ≥
ǫ¯1.
Remark. From Theorem 1.6 page 1131 of [27] and the similarity variables transformation
(1.3), we have the following lower bound in the H1 × L2(|y| < 1) norm:
There exists ǫ¯0 > 0 such that for any x¯ ∈ R and s ≥ − log T (x¯), we have
‖(wx¯(s), ∂swx¯(s))‖H1×L2(|y|<1) ≥ ǫ¯0. (3.1)
That result follows from the combination of the solution of the Cauchy problem of
equation (1.1) and the finite-speed of propagation.
Since H1 × L2(|y| < 1) ⊂6= H , our result in Corollary 3.2 is stronger. We would like
to mention that our result is analogous to what Giga and Kohn proved for the Sobolev-
subcritical semilinear heat equation in [15].
In the following, we first derive Corollary 3.2 from Proposition 3.1, then we give the
proof of Proposition 3.1.
Proof of Corollary 3.2 assuming that Proposition 3.1 holds. We will show that the con-
clusion of Corollary 3.2 holds with ǫ¯1 = ǫ1 already introduced in Proposition 3.1. Pro-
ceeding by contradiction, we assume that for some x¯ ∈ R and s¯ ≥ − log T (x¯), we have
‖(wx¯(s¯), ∂swx¯(s¯))‖H ≤ ǫ1.
Applying Proposition 3.1 and recalling that x¯ is non-characteristic, we see that
‖(wx¯(s), ∂swx¯(s))‖H1×L2(|y|<1) → 0 as s→∞.
From the lower bound proved in Theorem 1.6 page 1131 of [27] and stated in (3.1)
above, we reach a contradiction. This concludes the proof of Corollary 3.2, assuming
that Proposition 3.1 holds.
Now, we give the proof of Proposition 3.1, showing the stability of the 0 solution for
equation (1.4).
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Proof of Proposition 3.1. Let us first recall from [26] (see also (3.9) below) that the
functional E(w(s), ∂sw(s)) is a Lyapunov functional for equation (1.4), where
E(r) =
∫
|y|<1
(
1
2
r22 +
1
2
|∇r1|2 − 1
2
(y.∇r1)2 + (p+ 1)
(p − 1)2 r
2
1 −
1
p+ 1
|r1|p+1
)
ρdy. (3.2)
For simplicity in the notation, we will often write E(w(s)) instead of E(w(s), ∂sw(s)).
Consider x¯ ∈ RN , s¯ ≥ − log T (x¯) and
ǫ¯ ≡ ‖(w(s¯), ∂sw(s¯))‖H , where w = wx¯. (3.3)
We proceed in 3 steps:
- First, using the Hardy-Sobolev inequality of Lemma E.1 together with the monotonicity
of E (3.2), we prove the stability of 0, with no exponential decay.
- Then, slightly perturbing E (3.2), we find a new Lyapunov functional, equivalent to
the square of the norm in H , and which decreases exponentially fast, finishing the proof
of item (i).
- Finally, assuming that x¯ ∈ R, we use a covering argument from [27] to show that the
norm in H1 × L2(|y| < 1) exponentially decreases too, finishing the proof of item (ii).
Step 1: Stability of the zero solution for equation (1.4)
We claim the following:
Lemma 3.3 (Stability of 0 for equation (1.4)). There exists δ3 ∈ (0, 1) such that if
ǫ¯ ≤ δ
2
3
2
, (3.4)
then, for all s ≥ s¯,
‖(w(s), ∂sw(s))‖H ≤ ǫ¯
δ3
and δ3E(w(s)) ≤ ‖(w(s), ∂sw(s))‖2H ≤
E(w(s))
δ3
.
Proof. Note first from the definition (3.2) of E and the Hardy-Sobolev inequality of
Lemma E.1 that for some δ3 ∈ (0, 1),
if ‖v‖H ≤ δ3, then δ3E(v) ≤ ‖v‖2H ≤
E(v)
δ3
. (3.5)
Assuming (3.4), we see from (3.3) that ‖(w(s¯), ∂sw(s¯))‖H ≤ δ3, hence from (3.5), we
have E(w(s¯)) ≤ ǫ¯2δ3 . Using the monotonicity of E (see [26] or (3.9) below), we obtain
∀s ≥ s¯, E(w(s)) ≤ ǫ¯
2
δ3
. (3.6)
Therefore, using (3.5), we see that in order to conclude the proof of Lemma 3.3, it is
enough to prove that
∀s ≥ s¯, ‖(w(s), ∂sw(s))‖H ≤ δ3.
Using (3.4) and (3.3), we may define
s∗ ≡ sup{s > s¯, | ‖(w(s), ∂sw(s))‖H ≤ δ3} ∈ (s¯,+∞]
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(the fact that s∗ ≥ s¯ comes from the continuity of the wave flow). Assuming by contra-
diction that s∗ < +∞, we see by continuity that
∀s ∈ [s¯, s∗], ‖(w(s), ∂sw(s))‖H ≤ δ3 and ‖(w(s∗), ∂sw(s∗))‖H = δ3. (3.7)
Therefore, (3.5) holds for s = s∗, and using (3.6) and (3.4), we see that ‖w(s∗)‖2
H
≤
E(w(s∗))
δ3
≤ ǫ¯2
δ23
≤ δ234 , which is a contradiction by (3.7). This concludes the proof of Lemma
3.3.
Step 2: An exponentially decreasing Lyapunov functional
Introducing
h(s) = E(w) + η4
∫
|y|<1
w∂swρdy (3.8)
where η4 > 0 will be fixed small enough shortly, we claim that the following lemma
allows us to conclude with the norm in H :
Lemma 3.4 (An exponentially decaying Lyapunov functional). There exists δ4 > 0 and
ǫ4 ∈ (0, δ
2
3
2 ) such that if ǫ¯ ≤ ǫ4, then for all s ≥ s¯,
δ3
2
h(s) ≤ ‖(w(s), ∂sw(s))‖2H ≤
2
δ3
h(s) and h′(s) ≤ −δ4h(s).
Indeed, if this lemma holds and ǫ¯ ≤ ǫ4, we see that for all s ≥ s¯, we have h(s) ≤
e−δ4(s−s¯)h(s¯). Using the first estimate of Lemma 3.4, we see that
∀s ≥ s¯, ‖(w(s), ∂sw(s))‖2H ≤
4
δ23
e−δ4(s−s¯)‖(w(s¯), ∂sw(s¯))‖2H ,
which is the desired estimate of Proposition 3.1. It remains then to prove Lemma 3.4 in
order to conclude the proof of Proposition 3.1.
Proof of Lemma 3.4. Assume first that ǫ¯ ≤ δ232 . Since
∣∣∣∣∣
∫
|y|<1
w∂swρdy
∣∣∣∣∣ ≤ ‖(w, ∂sw)‖2H
by definition (1.6) of the norm in H , we see from Lemma 3.3 and (3.8) that the first
estimate in Lemma 3.4 follows when η4 ≤ δ32 . We then focus on the second estimate.
Multiplying equation (1.4) by ∂swρ and integrating, we get the well-known energy iden-
tity
d
ds
E(w(s)) = −2α
∫
|y|<1
(∂sw)
2 ρ
1− |y|2 dy, (3.9)
where α > 0 is defined in (1.5).
Using equation (1.4), integration by parts and the definition (3.2) of E, we see that
d
ds
∫
|y|<1
w∂swρdy = −2E(w) + 2
∫
|y|<1
(∂sw)
2ρdy +
p− 1
p+ 1
∫
|y|<1
|w|p+1ρdy −G
where
G = −p+ 3
p− 1
∫
|y|<1
w∂swρdy − 2
∫
|y|<1
wy · ∇∂swρdy.
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Using again integration by parts, the Hardy-Sobolev inequality of Lemma E.1 and Lemma
3.3, we see that for some C4 > 0, we have for all s ≥ s¯,
|G| ≤ C4
∫
|y|<1
(∂sw)
2 ρ
1− |y|2 + δ3‖w‖
2
H0
≤ C4
∫
|y|<1
(∂sw)
2 ρ
1− |y|2 + E(w),
p− 1
p+ 1
∫
|y|<1
|w|p+1ρ ≤ C4‖w‖p+1H0 ≤ C4ǫ¯p−1‖w‖2H0 ≤ C4ǫ¯p−1E(w)
(see page 112 of [29] for details on the bound for G).
Collecting the various estimates above, we write from (3.8) that for all s ≥ s¯,
h′(s) ≤ (−2α+ η4(C4 + 2))
∫
|y|<1
(∂sw)
2 ρ
1− |y|2 + (−η4 + C4ǫ¯
p−1)E(w(s)).
Fixing
η4 = min
(
δ3
2
,
2α
C4 + 2
)
and taking ǫ¯ ≤ ǫ4 ≡ min
(
δ23
2
,
(
η4
2C4
) 1
p−1
)
,
we see from Lemma 3.3 and the first part of Lemma 3.4 that
∀s ≥ s¯, h′(s) ≤ −η4
2
E(w) ≤ −η4δ
2
3
4
h(s)
which concludes the proof of Lemma 3.4.
Since we have already seen that the exponential decreasing of the norm in H follows
from Lemma 3.4, this concludes the proof of Proposition 3.1 in the general case. It
remains to handle the case where x¯ ∈ R.
Step 3: A covering technique for the H1 × L2(|y| < 1) norm
Assume now that x¯ ∈ R and that
ǫ¯ ≡ ‖(wx¯(s¯), ∂swx¯(s¯))‖H ≤
ǫ1
2
, (3.10)
where ǫ1 > 0 is the constant that makes item (i) of the proposition works.
Note first that since x¯ is non-characteristic, using the uniform bound on the solution at
blow-up (Theorem 2’ in [27]) and the covering technique in that paper (Proposition 3.3
in [27]), we get for all s ≥ − log T (x¯),
‖(wx¯(s), ∂swx¯(s))‖H1×L2(|y|< 1
η0
) ≤ K (3.11)
for some η0(x¯) ∈ (0, 1) and K(x¯) > 0.
Introduce t¯ = T (x¯)− e−s¯ and consider x′ ∈ RN such that |x′ − x¯| ≤ e−s¯η0 . Consider then
wx′,T¯ (x′)(y
′, s′), the similarity variables transformation of u(x, t), centered at (x′, T¯ (x′)),
where
T¯ (x′) = T (x¯)− η0|x′ − x¯|
(note that the point (x′, T¯ (x′)) lays on the boundary of the backward cone of vertex
(x¯, T (x¯)) and slope η0). From (1.3), we see that for any s′ ≥ σ(x′, s¯), the function
wx′,T¯ (x′)(y
′, s′) is defined for all |y′| < 1,
wx′,T¯ (x′)(y
′, s′) = (1 + δ)
2
p−1wx¯(y, s) with δ = (T¯ (x
′)− T (x¯))es = −η0|x′ − x¯|es, (3.12)
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and
s′ = σ(x′, s) = s− log(1 + δ), y = y′(1 + δ) + es(x′ − x¯). (3.13)
Using the bound (3.11) with s = s¯, we see from Lebesgue’s theorem that
‖(wx′,T¯ (x′)(s¯′), ∂swx′,T¯ (x′)(s¯′))‖H → ‖(wx¯(s¯), ∂swx¯(s¯))‖H as x′ → x¯
with s¯′ = σ(x′, s¯). Therefore, using (3.10), we see that for some small enough ǫ∗(x¯) > 0,
if |x′ − x¯| < ǫ∗, then
‖(wx′,T¯ (x′)(s¯′), ∂swx′,T¯ (x′)(s¯′))‖H ≤ ǫ1.
Since ǫ1 is the constant that makes item (i) of Proposition 3.1 works (see the beginning
of Step 3 above), applying that item, we see that for all s′ ≥ s¯′, we have
‖(wx′,T¯ (x′)(s′), ∂swx′,T¯ (x′)(s′))‖H ≤
ǫ1
δ1
e−δ1(s
′−s¯′),
for some δ1 > 0. Integrating only on the ball {|y′| < 12}, we get rid of the weights and
see that if |x′ − x¯| < ǫ∗ and s′ ≥ s¯′, then
‖(wx′,T¯ (x′)(s′), ∂swx′,T¯ (x′)(s′))‖H1×L2(|y′|< 1
2
) ≤ C
ǫ1
δ1
e−δ1(s
′−s¯′).
Using the covering method of Proposition 3.3 in [27], we see that for s ≥ max(s¯,− log ǫ∗),
‖(wx¯(s), ∂swx¯(s))‖H1×L2(|y|<1)
≤C sup
|x′−x¯|≤e−s
‖(wx′,T¯ (x′)(s′), ∂swx′,T¯ (x′)(s′))‖H1×L2(|y′|< 1
2
) ≤ C
ǫ1
δ1
e−δ1(s
′−s¯′). (3.14)
Since we see from (3.12) and (3.13) that for s ≥ max(s¯,− log ǫ∗) and |x′ − x¯| ≤ e−s, we
have
e−δ1(s
′−s¯′) = e−δ1(s−s¯)
(
1− η0|x′ − x¯|es
1− η0|x′ − x¯|es¯
)δ1
≤ e−δ1(s−s¯)(1− η0)−δ1 ,
we see that item (ii) follows from (3.14). This concludes the proof of Proposition 3.1. Since
we have already derived Corollary 3.2 from Proposition 3.1, this finishes the justification
of Corollary 3.2 too.
3.2 Behavior of solutions of equation (1.4) near ±κ(d, y)
We give the proof of Theorem 1 here, showing the dynamics of equation (1.4) near the
set {±κ(d, y)}.
Proof of Theorem 1. Note first that the last two sentences of Theorem 1 follow directly
from the first part. Indeed, if w(y, s) = wx¯(y,+σ) for some x¯ ∈ R, σ ≥ − log T (x¯)
where wx¯ is defined in (1.3) from a blow-up solution u, then we know from the Cauchy
theory that u is continuous in time with values in H1 × L2 of slices of the truncated
backward light cone Cx¯,T (x¯),1 ∩ {t ≥ 0}. Since H ⊂ H1 × L2(|y| < 1), it follows that
wx¯ is continuous in time with values in H . Since by definition, wx¯ is defined for all
(y, s) ∈ B(0, 1)×[log T (x¯)), the first possibility of Theorem 1 never occurs. If in addition,
x¯ ∈ R, the the second possibility is ruled out thanks to the non-degeneracy of blow-up at
non-characteristic points stated in Corollary 3.2. Thus, we only prove the first sentence
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of Theorem 1.
From the invariance of equation (1.1), we reduce to the case where ω¯ = 1, and assume
that for some solution w of equation (1.4) continuous in time with values in H , |d¯| < 1
and ǫ0 > 0, we have
ǫ¯ ≡
∥∥∥∥
(
w(0)
∂sw(0)
)
−
(
κ(d¯)
0
)∥∥∥∥
H
≤ ǫ0. (3.15)
We proceed in two parts in order to prove Theorem 1:
- In the first part, we give a modulation technique near the set {±κ(d, y)}, killing the
N + 1 nonnegative directions of Ld, the linearized operator around κ(d, y) (see Lemma
2.2 above);
- In the second part, giving the dynamics of the linearized equation, we finish the proof
of Theorem 1.
Part 1: A modulation technique
From the continuity of the flow associated with equation (1.1) in H , we see that
the solution w will stay close to that set, at least for a short time after 0. In fact, we
can do better, and impose some orthogonality conditions, killing the expanding and zero
directions of Ld, the linearized operator of equation (1.4) around κ(d, y).
This needs the introduction of κ∗(d, ν, y) = (κ∗1, κ
∗
2)(d, ν, y) with
κ∗1(d, ν, y) = κ0
(1− |d|2) 1p−1
(1 + d.y + ν)
2
p−1
, κ∗2(d, ν, y) = ν∂νκ
∗
1(d, ν, y) = −
2κ0ν
p− 1
(1− |d|2) 1p−1
(1 + d.y + ν)
p+1
p−1
.
(3.16)
Note that for all µ ∈ R, κ∗1(d, µes, y) is a particular solution to equation (1.4).
Let us consider A ≥ 2 to be fixed later large enough and give the following:
Lemma 3.5 (A modulation technique). For all A ≥ 2, there exists C1(A) > 0 and
ǫ1(A) > 0 such that if v ∈ H , |d¯| < 1 and ν¯ ∈ (−1,∞) satisfy
− 1 + 1
A
≤ ν¯
1− |d¯| ≤ A and ‖v − κ
∗(d¯, ν¯)‖H ≤ ǫ1, (3.17)
then, there exist |d| < 1 and ν ∈ (−1,∞) (both continuous as a function of v) such that
∀i = 0, . . . , N, πd∗i (q) = 0, (3.18)
where d∗ = d1+ν and the operator π
d∗
i is defined in (2.11). Moreover, we have
‖v − κ∗(d, ν)‖H + | arg tanh |d| − arg tanh |d¯||+
∣∣∣∣ ν1− |d| − ν¯1− |d¯|
∣∣∣∣+ |d− d¯|√
1− |d¯|
≤C1‖v − κ∗(d¯, ν¯)‖H . (3.19)
Remark. One may think that condition (3.18) is ambiguous, since it involves πdi whose
definition (2.11) depends on the choice of the basis (e1(d), . . . , eN (d)) given in Lemma
2.1. This is not the case, since if (3.18) holds for some choice of that basis, then it holds
for any other basis.
Proof. As in the one-dimensional case (see Lemma 2.1 in [34]), the result follows from
the application of the implicit function theorem, no more. However, since there are new
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directions to kill, in comparison with the one-dimensional case (take i = 2, . . . , N in
(3.18)), we end-up with some technical difficulties, involving in particular a Lipschitz
property on κ∗(d, ν) in item (v) of Claim F.2 below. For details, we refer the interested
reader to Appendix D.
Assuming that ǫ0 appearing in (3.15) is smaller than ǫ1 defined in Lemma 3.5 (note
that we will fix ǫ0 > 0 even smaller later), we see that condition (3.17) in Lemma 3.5 is
satisfied with v = w(y, 0), d¯ and ν¯ = 0. Applying Lemma 3.5 and using the continuity
of the flow associated with equation (1.4) with values in H1 × L2, hence in H , we get
the existence of a maximal sˆ ∈ (0,∞] such that w can be modulated, in the sense that(
w(y, s)
∂sw(y, s)
)
= κ∗(d(s), ν(s)) + q(y, s) (3.20)
where the C1 parameters d(s) and ν(s) are such that for all s ∈ [0, sˆ),
π
d∗(s)
i (q) = 0 for all i = 0, . . . , N, where d
∗(s) =
d(s)
1 + ν(s)
, (3.21)
with
− 1 + 1
A
≤ ν(s)
1− |d(s)| ≤ A and ‖q(s)‖H ≤ ǫ0. (3.22)
When s = 0, we obtain better estimates. Indeed, using (3.15) and (3.19), we see that
‖q(0)‖H + | arg tanh |d(0)| − arg tanh |d¯||+ |ν(0)|
1− |d(0)| +
|d(0) − d¯|√
1− |d¯|
≤ C1(A)ǫ¯. (3.23)
Considering an arbitrary η ≤ 12 (that will be fixed later small enough in terms of A), and
assuming that ǫ0 ≤ ηC1(A) , we introduce from (3.23), (3.15) and (3.22) s˜ = s˜(η) ∈ (0, sˆ]
such that for all s ∈ [0, s˜)
|ν(s)|
1− |d(s)| ≤ η and ‖q(s)‖H ≤ ǫ0. (3.24)
Following (3.24), two cases then arise:
- either s˜ =∞;
- or s˜ <∞, and (3.24) holds at s = s˜, with one of the two ≤ symbols in (3.24) replaced
by a = symbol.
At this stage, we see that controlling the solution w(s) in H for s ∈ [0, sˆ) is equivalent to
controlling the three components defined in (3.20): q(s) ∈ H , |d(s)| < 1 and ν(s) > −1.
Part 2: Behavior of equation (1.4) near κ(d, y) and conclusion of the proof
Adapting the techniques of [34], we obtain the dynamics of q, d and ν in the following:
Proposition 3.6 (Dynamics of the parameters). There exist ǫ2(A) > 0, C2(A) > 0,
η2(A) > 0 and µ2(A) > 0 such that if ǫ0 ≤ ǫ2 and η ≤ η2, then:
For all s ∈ [0, sˆ),
|ν ′ − ν|
1− |d| +
|d′ · e1|
1− |d| +
N∑
i=2
|d′ · ei|√
1− |d| ≤ C2‖q(s)‖H
(
ǫ0 +
|ν|
1− |d|
)
, (3.25)
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‖q(s)‖2H ≤ C2eC2s‖q(0)‖2; (3.26)
For all s ∈ [0, s˜),
‖q(s)‖2H ≤ C2e−2µ2s‖q(0)‖2. (3.27)
Proof. The proof follows from the projection of equation (1.4) on the different com-
ponents of w(y, s) introduced in (3.20). We have already performed that projection in
several of our former papers: [29], [33], [34] and [12]. For that reason, we leave the proof
of this proposition to Appendix E.
Now, we are in a position to finish the proof of Theorem 1. Introducing
ζ(s) = − arg tanh |d(s)|, (3.28)
we see that ζ ′(s) = − d′·e1
1−|d|2
. Assuming that
A ≥ 2, η ≤ η2(A), ǫ0 ≤ min
(
ǫ1(A),
η
C1(A)
, ǫ2(A)
)
and ǫ¯ ≤ ǫ0
2C1(A)
√
C2(A)
, (3.29)
we see from Proposition 3.6 and (3.23) that
∀s ∈ [0, sˆ), |ν′(s)−ν(s)|1−|d(s)| + |d
′(s)|√
1−|d(s)|
+ |ζ ′(s)| ≤ C3(A)‖q(s)‖H ,
∀s ∈ [0, s˜), ‖q(s)‖2
H
≤ C2(A)C1(A)2ǫ¯2e−2µ2(A)s ≤ ǫ
2
0
4 ,
(3.30)
for some C3(A) > 0. In the following, we handle the two cases mentioned in the al-
ternative following (3.24). More precisely, we will show that if the various constants are
suitably chosen, the first case leads to (1.10) and the second to (1.9), which is the desired
conclusion of Theorem 1.
Case 1: s˜ = +∞. We will show in this case that (1.10) holds with (1.11) satisfied,
whatever is the value of A ≥ 2, provided that η and ǫ0 are small enough in terms of A,
and ǫ¯ small enough in terms of A and ǫ0.
Note that in this case, sˆ = +∞ too. From (3.30) and (3.24), we see that ζ(s)→ ζ∞ ∈ R,
d(s)→ d∞ and ν(s)→ 0, as s→∞. Moreover, we have for all s ≥ 0,
|ζ(s)− ζ∞| ≤ C4(A)ǫ¯e−µ2s, hence 1
C4(A)
≤ 1− |d∞|
1− |d(s)| ≤ C4(A), (3.31)
|d(s)− d∞| ≤ C4(A)ǫ¯
√
1− |d∞|e−µ2s, (3.32)
|ν(s)| ≤ C4(A)ǫ¯(1− |d∞|)e−µ2s, hence |ν(s)|
1− |d(s)| ≤ C4(A)ǫ¯e
−µ2s (3.33)
for some C4(A) > 0. Assuming that in addition to (3.29), we have
ǫ¯ ≤ 1
4C4(A)
, hence ∀s ≥ 0, |d(s)− d∞| ≤ 1
4
, (3.34)
we claim that |ld∞(d(s)− d∞)|
1− |d∞| ≤ C5(A)ǫ¯e
−µ2s, (3.35)
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for some C5(A) > 0. Indeed, if |d∞| ≤ 12 , this follows from (3.32). If not, then we see
from (3.34) that the norm of all points in the segment [d(s), d∞] is bounded from below
by 14 . Using Lemma 2.1, we see that
|e1(d(s))− e1(d∞)| ≤ C|d(s)− d∞| ≤ CC4(A)ǫ¯
√
1− |d∞|e−µ2s. (3.36)
Therefore, using (3.25), (3.30), (3.31) and (3.36), we see that
|d′(s) · e1(d∞)|
1− |d∞| ≤ CC4(A)ǫ¯e
−µ2s.
Integrating this on the interval [s,+∞), we obtain (3.35). If we further impose in addition
to (3.29) and (3.34) that
C5(A)ǫ¯+ C4(A)
2 ǫ¯2 ≤ ǫ20(A),
where ǫ20(A) is introduced in Claim F.2, then we see from (3.22) that we can apply that
claim and get from (3.33), (3.32) and (3.35)
‖κ∗(d(s), ν(s)) − (κ(d∞), 0)‖H ≤ C6(A)ǫ¯e−µ2s
for some C6(A) > 0. Using (3.30) and a triangular inequality, we get (1.10). Taking s = 0
in (3.31) and (3.35), we see that
| arg tanh |d(0)| − arg tanh |d∞||+ |d(0) − d∞|√
1− |d(0)| ≤ C7(A)ǫ¯ (3.37)
for some C7(A) > 0. Since we see from (3.23) that
1
C8(A)
≤ 1− |d¯|
1− |d(0)| ≤ C8(A) (3.38)
for some C8(A) > 0, (1.11) follows from (3.37) and (3.23).
Case 2: s˜ < +∞. In this case, we will show that (1.9) holds, provided that A is fixed
large enough, and as before, η and ǫ0 are small enough in terms of A, and ǫ¯ small enough
in terms of A and ǫ0.
From (3.24), (3.30) and (3.22), we see that
ν(s˜) = θη(1− |d(s˜)|) for some θ = ±1 (3.39)
and that sˆ > s˜. The following lemma allows us to conclude:
Lemma 3.7. For any A ≥ 2, there exists C9(A) > 0 such that for any η ∈ (0, η2(A)),
there exists ǫ9(A, η) > 0 such that if ǫ0 ≤ ǫ9(A, η), then:
(i) sˆ− s˜ ≤ C9(A);
(ii) For all s ∈ [s˜, sˆ], ‖q(s)‖H ≤ C9(A)ǫ¯;
(iii) For all s ∈ [s˜, sˆ], 1−|d(s)|
1−|d¯|
≤ C9(A).
Indeed, let us assume this Lemma and finish the proof of Theorem 1, then we will
give the proof of Lemma 3.7.
Take A ≥ 2 to be fixed large enough soon, then fix η = η2(A) defined in Proposition
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3.6. Then, impose that ǫ0 ≤ ǫ9(A, η2(A)). From item (i), we see that sˆ < +∞. Imposing
further that C9(A)ǫ¯ ≤ ǫ02 , we see from item (ii) and (3.22) that
either
ν(sˆ)
1− |d(sˆ)| = −1 +
1
A
or
ν(sˆ)
1− |d(sˆ)| = A. (3.40)
Remember that up to this point in the proof, the value of A is arbitrary in the interval
[2,+∞). As a matter of fact, we will fix now A large enough to show that the first case
in (3.40) implies that (w(s), ∂sw(s)) is not defined for all (y, s) ∈ B(0, 1) × [0,∞), and
that in the second case, (w(s), ∂sw(s)) → 0 as s →∞, which gives (1.9) and concludes
the proof of Theorem 1.
From items (iii) and (iv) in Claim F.2, let us fix A large enough such that
sup
|d|<1
E
(
κ∗
(
d, (−1 + 1
A
)(1− |d|)
))
≤ −2 and sup
|d|<1
‖κ∗(d,A(1−|d|))‖H ≤ δ1
2
, (3.41)
where δ1 > 0 is defined in Proposition 3.1. From item (i) in Claim F.2, item (i) in Lemma
F.3, (3.20) and (3.22), we see that
|E(w(sˆ))− E(κ∗(d(sˆ), ν(sˆ))| ≤ C(A)‖q(sˆ)‖H ≤ C(A)ǫ0 ≤ 1, (3.42)
provided that ǫ0 ≤ ǫ12(A), for some ǫ12(A) > 0 small enough.
Assume now that the first case in (3.40) occurs. From (3.41) and (3.42), we see that
E(w(sˆ)) ≤ −1. Using item (ii) of Lemma F.3, we see that w(s) cannot be defined for all
(y, s) ∈ B(0, 1) × [sˆ,+∞), and the first possibility in Theorem 1 holds.
Now, if the second case in (3.40) occurs, then, we see from (3.41) and (3.22) that
‖(w(sˆ), ∂sw(sˆ))‖H ≤ δ1
2
+ ǫ0 ≤ δ1,
provided that ǫ0 ≤ δ12 . Therefore, Proposition 3.1 applies and we see that
∀s ≥ sˆ, ‖(w(s), ∂sw(s))‖H ≤ 1
δ1
e−δ1(s−sˆ).
Thus, case (1.9) holds. It remains then to prove Lemma 3.7 in order to conclude the
proof of Theorem 1.
Proof of Lemma 3.7.
(i) The idea is simple: on the interval [s˜, sˆ), from (3.30) and (3.22), we will see that
ζ(s) does not change much and so does 1 − |d(s)|. Therefore, ν satisfies the differential
inequality |ν ′−ν| ≤ 1−|d(s˜)|, provided that ǫ0 is small enough. Since this equation needs
a finite time to take η(1−|d(s˜)|) to A(1−|d(s˜)|) and −η(1−|d(s˜)|) to (−1+ 1A)(1−|d(s˜)|),
we get the conclusion. We first claim the following :
Claim 3.8. For any A ≥ 2, there exists C10(A) > 0 such that for any η ∈ (0, η2(A))
and L > 0, there exists ǫ10(A,L, η) > 0 such that if ǫ0 ≤ ǫ10(A,L, η), then for all
s ∈ [0,min(s˜+ L, sˆ)],
|ζ(s)−ζ(0)| ≤ C10(A), 1
C10(A)
≤ 1− |d(s)|
1− |d(0)| ≤ C10(A) and |ν
′(s)−ν(s)| ≤ η
2
(1−|d(s˜)|),
(3.43)
where ζ(s) = − arg tanh |d(s)| is defined in (3.28).
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Proof. Clearly, the second estimate follows from the first. Furthermore, using (3.25) and
(3.22), we see that the third follows from the second, so, we only prove the first.
If s ∈ [0, s˜], we write from (3.30), (3.27), (3.22) (with s = 0) and (3.29) that |ζ ′(s)| ≤
C11(A)e
−µ2s for some C11(A) > 0. Integrating this on the interval [0, s], we get the result.
If s ∈ [s˜,min(s˜+L, sˆ)], using (3.30) and (3.24), we see that |ζ ′(s)| ≤ C12(A)ǫ0. Integrating
this on the interval [s˜, s] we see that |ζ(s) − ζ(s˜)| ≤ C12(A)ǫ0(s − s˜) ≤ C12(A)ǫ0L ≤ 1
if ǫ0 is smaller than some ǫ10(A,L) small enough. Since (3.43) already holds with s = s˜,
we conclude the proof of Claim 3.8.
As we said right before Claim 3.8, L should be thought as the minimal time needed
to take the variable ν(s)1−|d(s)| from η to A and from −η to −1 + 1A . From (3.43), we see
that L is larger than L¯(A, η), which is the time needed to take the variable
ν¯(s) ≡ ν(s)
1− |d(s˜)| (3.44)
from η to C10(A)2A and from −η to −C10(A)2, given that ν¯ satisfies the differential
equation
|ν¯ ′ − ν¯| ≤ η
2
. (3.45)
Since we easily see that L¯ = log
(
2C10(A)2A
η
)
, fixing
L(A, η) = L¯(A, η) + log 2 = log
(
4C10(A)
2A
η
)
, (3.46)
than imposing that ǫ0 ≤ ǫ10(A,L, η), we claim that sˆ ≤ s˜ + L. Indeed, assuming by
contradiction that sˆ > s˜ + L, we see from Claim 3.8 that for all s ∈ [s˜, s˜ + L], (3.45) is
satisfied, where ν¯ is defined in (3.44). Integrating that equation on the interval [s˜, s], we
see that
|ν¯(s˜+ L)− eLν¯(s˜)| ≤ η
2
.
Using the alternative in (3.39) and the definition (3.46) of L, we see that:
- either ν¯(s˜) = η, hence ν¯(s˜+ L) ≥ ηeL − η2 ≥ η2eL = 2C10(A)2A;
- or ν¯(s˜) = −η, hence ν¯(s˜+ L) ≤ −ηeL + η2 ≤ −η2eL = −2C10(A)2.
Using (3.43), we see that for s = s˜+ L < sˆ,
either
ν(s)
1− |d(s)| ≥ 2A, or
ν(s)
1− |d(s)| ≤ −2A.
From (3.24), this is a contradiction. This concludes the proof of item (i) in Claim 3.7.
(ii) When s ∈ [0, s˜], this comes from (3.30). Since the estimate holds for s = s˜, using
(3.26) together with item (i), we get the result when s ∈ [s˜, sˆ].
(iii) This is a direct consequence of Claim 3.8 and (3.38).
This concludes the proof of Lemma 3.7.
Since we have already finished the proof of Theorem 1, assuming that Lemma 3.7
holds, this is also the conclusion of the proof of Theorem 1.
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3.3 Exponential convergence for solutions of equation (1.4) near the
set {±κ(d, y)}
We would like to mention another consequence of our techniques: an exponential con-
vergence property for solutions of equation (1.4) near {±κ(d, y)}:
Proposition 3.9 (Exponential convergence for solutions of (1.4) near {±κ(d, y)}).
There exists δ2 > 0 such that for any s1 ≥ s0, if w ∈ C([s0, s1],H ) is a solution of
equation (1.4) satisfying
∀s ∈ [s1, s2],
∥∥∥∥
(
w(s)
∂sw(s)
)
− ω¯
(
κ(d¯(s))
0
)∥∥∥∥
H
≤ δ2, with |d¯(s)| < 1 and ω¯ = ±1, (3.47)
then, there exist C1 parameters d(s) and ν(s) such that
∀s ∈ [s0, s1], ‖q(s)‖H ≤ e
−δ2(s−s0)
δ2
‖q(s0)‖H
where q(y, s) = (w(y, s), ∂sw(y, s)) − ω¯κ∗(d(s), ν(s)).
Remark. As one may see from the proof, the parameters d(s) and ν(s) are chosen so that
we kill the two nonnegative modes of the solutions. This way, the solution lays in the
negative part of the spectrum, where for ν1−|d| small, we have an exponentially decreasing
Lyapunov functional, which is equivalent to the square of the norm.
Proof. The proof is a by-product of our proof of Theorem 1, as we explain in the following.
Consider s1 ≥ s0 and w ∈ C([s0, s1],H ) a solution of equation (1.4) satisfying (3.47).
If we take A = 2 and assume that δ2 ≤ ǫ1(2) defined in Lemma 3.5, then that lemma
applies, and we have the existence of C1 parameters d(s) and ν(s) such that for all
s ∈ [s0, s− 1],
∀i = 1, . . . , N, πd∗(s)i (q(s)) = 0
and
‖q(s)‖H + |ν(s)|
1− |d(s)| ≤ C1(2)δ2,
where q(y, s) = (w(y, s), ∂sw(y, s))− ω¯κ∗(d(s), ν(s)). Consider then the constants ǫ0 and
η appearing in the proof of Theorem 1 (in particular in (3.24)) and fixed at the the end
of the proof (see Case 2 page 17). Assuming then that δ2 is small enough so that
C1(2)δ2 ≤ min(η, ǫ0),
we see that (3.24) holds for all s ∈ [s0, s1]. Since it is easy to see from the proof of
Theorem 1 that estimate (3.27) holds on the same interval where (3.24) holds, we see
that (3.27) holds on the interval [s0, s1], which closes the proof of Proposition 3.9.
A The Lorentz transform in similarity variables
In this section, we introduce the similarity version of the Lorentz transform and prove
some related estimates.
Let us introduce the following transformation derived from the Lorentz transform, and
which keeps solutions of equation (1.4) invariant:
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Lemma A.1. (The Lorentz transform in similarity variables) Consider w(y, s)
a solution of equation (1.4) defined for all |y| < 1 and s ∈ (s0, s1) for some s0 and s1 in
R, and introduce for any |d| < 1:
(i) The coordinates Y defined by the fact that
y = θd(Y ) ≡ 1
1 + d · Y
[
d+
(1−
√
1− |d|2)
|d|2 (d · Y )d+
√
1− |d|2Y
]
. (A.1)
(ii) The function W ≡ Td(w) defined by
W (Y, S) =
(1− |d|2) 1p−1
(1 + d · Y ) 2p−1
w(y, s) where y = θd(Y ) and s = S − log 1 + d · Y√
1− |d|2 . (A.2)
Then, W (Y, S) = Td(w) is also a solution of (1.4) defined for all |Y | < 1 and S ∈(
s0 +
1
2 log
1+|d|
1−|d| , s1 − 12 log 1+|d|1−|d|
)
.
Remark. From easy calculations, we see that
(Td)
−1 = T−d. (A.3)
If w(y) is a stationary solution of (1.4), then the function W (Y ) = Td(w) depends only
on Y and is also a stationary solution of (1.4). Introducing ld(x) = x · d|d| if d 6= 0 and
l0(x) = 0 if d = 0, then ⊥d(x) such that x = ld(x) + ⊥d(x), we see that the coordinate
transformation y = θd(Y ) becomes
ld(y) =
ld(Y ) + |d|
1 + d · Y , ⊥d(y) =
√
1− |d|2
1 + d · Y ⊥d(Y ). (A.4)
Proof. The proof is omitted since it is similar to the one-dimensional case given in Lemma
2.6 page 54 in [29].
Introducing the projection of the space H (1.6) on the first coordinate:
H0 =
{
r ∈ H1loc | ‖r‖2H0 ≡
∫
|y|<1
(
r2 + |∇r|2 − (y · ∇r)2)) ρdy < +∞
}
, (A.5)
we give the following properties for the transformation Td, which are simple adaptations
from the one-dimensional case (see in particular Lemma 2.7 page 56 and Lemma 2.8
page 57 in [29]):
Lemma A.2.
(i) (Transformation of κ(d¯)) For all |d| < 1 and |d¯| < 1, we have Td(κ(d¯)) = κ(θd(d¯)),
where θd(d¯) is defined in (A.1).
(ii) (Transformation of the linearized operator of (1.4) around κ0) If we consider
w(y, s) and W = Tdw, then it holds that
∂2sw −
(
Lw +
2(p+ 1)
p− 1 w −
p+ 3
p− 1∂sw − 2y · ∇∂sw
)
=
(1 + d · Y ) 2pp−1
(1− |d|2) pp−1
(
∂2SW −
(
LW + ψ(d, Y )W − p+ 3
p− 1∂SW − 2Y · ∇∂SW
))
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where ψ(d, Y ) is defined in (2.2).
(iii) (Transformation of the L2ρ inner product) For all V1 and V2 in L
2
ρ,∫
|Y |<1
V1(Y )V2(Y )ρ(Y )dY =
∫
|y|<1
1− |d|2
(1− d · y)2 v1(y)v2(y)ρ(y)dy∫
|Y |<1
V1(Y )V2(Y )
ρ(Y )
1− |Y |2dY =
∫
|y|<1
v1(y)v2(y)
ρ(y)
1− |y|2 dy
where vi = T−dVi.
(iv) (Continuity of Td in H0)There exists C0 > 0 such that for all |d| < 1 and w ∈ H0,
we have
1
C0
‖w‖H0 ≤ ‖Td(w)‖H0 ≤ C0‖w‖H0 .
(v) (Norm of ∇dTd) There exists C0 > 0 such that for all |d| < 1 and i = 1, . . . , N , if
w ∈ H0 and ∂yiw ∈ H0, then
‖∂di(Td(w))‖H0 ≤
C0
1− |d|2
(
‖w‖H0 +
N∑
i=1
‖∂yiw‖H0
)
.
Remark. If we consider w(y, s) = w(y) in item (i) and W = Tdw, then it holds that
Lw(y) +
2(p + 1)
p− 1 w(y) =
(1 + d · Y ) 2pp−1
(1− |d|2) pp−1
(LW (Y ) + ψ(d, Y )W (Y )) . (A.6)
Proof.
(i) This is straightforward by definition of Td given in item (ii) of Lemma A.1.
(ii) The one-dimensional proof given in Lemma 2.7 page 56 in [29] is valid in N dimen-
sions.
(iii) This is a direct consequence of the change of variables Y 7→ y suggested by the
definition (A.2) of the transformation Td and the weight ρ(y) (1.5).
(iv) As in one space dimension (see Lemma 2.8 page 57 in [29]), we see from (A.3) that
it is enough to prove the right-hand side identity. That proof is calculatory and difficult
(though not impossible) to carry out in higher dimensions. For that reason, we present
a different proof based on a small idea: the use of (A.6), which follows from the just
proved item (ii).
Consider now d 6= 0, w ∈ H0 and W = Td(w). Making the transformation Y 7→ y
expressed in (A.4), we see from (A.2) and (A.6) that∫
|Y |<1
W (Y )2
ρ(Y )
1− |Y |2dY =
∫
|y|<1
w(y)2ρ(y)
1− |y|2 dy;∫
|Y |<1
W (Y )(LW (Y ) + ψ(d, Y )W (Y ))ρdY =
∫
|y|<1
w(y)(L w(y) +
2(p + 1)
p− 1 w(y))ρdy.
Since ψ(d, Y ) ≤ C
1−|Y |2
, making an integration by parts in the second line, we see that
∫
|Y |<1
(|∇W |2 − (Y · ∇W )2) ρdY ≤ ∫
|y|<1
(|∇w|2 − (y · ∇w)2) ρdy + C ∫
|Y |<1
W 2ρdY
1− |Y |2 .
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Since
∫
|Y |<1W (Y )
2ρ(Y )dY ≤ ∫|Y |<1W (Y )2 ρ(Y )1−|Y |2dY , we see that the result follows from
the definition (A.5) of the norm in H0 and the following identity proved in Appendix B
in [26]:∫
|y|<1
|h(y)|2 ρ(y)
1− |y|2 dy ≤ C
∫
|y|<1
(|∇h|2(1− |y|2) + h2) ρ(y)dy ≤ C‖h‖2H0 . (A.7)
This concludes the proof of item (iv).
(v) Consider |d| < 1 and w ∈ H0 such that ∂yjw ∈ H0 for all j = 1, . . . , N . If i =
1, . . . , N , we differentiate the expression (A.2) with respect to di and see that ∂diW (Y, S)
is a linear combination with bounded coefficients depending only on d, of the following
terms: Td
(
w(y)
1−|d|2
)
, Td
(
Yiw(y)
1+d·Y
)
, Td
(
∂yjw(y)
1+d·Y
)
, Td
(
Yi
∂yjw(y)
1+d·Y
)
and Td
(
Yiyj
∂yjw(y)
1+d·Y
)
. Re-
placing Y by its value in terms of y and d (see (A.1)), we see that ∂diW (Y, S) is a linear
combination with coefficients depending only on d and bounded by C1−|d|2 , of the follow-
ing terms: Td(w), Td(ykw), Td(∂ylw), Td(yk∂ylw) and Td(ykym∂ylw), where k, l and m
are between 1 and N . Since we have
‖Td(ykw)‖H0 ≤ C‖Td(w)‖H0 , ‖Td(yk∂ylw)‖H0+‖Td(ykym∂ylw)‖H0 ≤ C‖Td(∂ylw)‖H0 ,
this concludes the proof of Lemma A.2.
B Spectral properties in similarity variables
In this section, we give several estimates related to the operators Ld, L∗d and L which are
involved in the similarity variables’ version (1.4). More precisely, we give here the proofs
of Lemmas 2.2 and 2.4, then, we give in Proposition B.2 below some spectral properties
of the operator L (1.5).
Proof of Lemma 2.2.
(i) Note that for any µ ∈ R and |d| < 1, κ∗(d, µes, y) (3.16) is a particular solution of
the following first order form of equation (1.4):
∂s
(
w1
w2
)
=

 w2
Lw1 − 2(p + 1)
(p− 1)2w1 + |w1|
p−1w1 − p− 3
p− 1w2 − 2y · ∇w2

 . (B.1)
Therefore, it follows that ∂µκ∗(d, 0, y), ∂diκ
∗(d, 0, y) for all i = 1, . . . , N , are particu-
lar solutions to the linearized equation around κ∗(d, 0, y) = (κ(d, y), 0), which writes
precisely ∂s(w1, w2) = Ld(w1, w2) by definition (2.2) of Ld. Therefore, the same holds
for ∂eiκ
∗(d, 0, y) = ei · ∇dκ∗(d, 0, y) for all i = 1, . . . , N , where the orthonormal basis
(e1, . . . , eN ) has been introduced in Lemma 2.1.
Since we have from (3.16)
∂µκ
∗(d, 0, y) = −2κ0e
s
p− 1 (1− |d|
2)
1
p−1
(
(1 + d · y)− p+1p−1
(1 + d · y)− p+1p−1
)
,
∇dκ∗(d, 0, y) = −2κ0(1− |d|
2)
1
p−1
−1
p− 1

d(1+d·y)+y(1−|d|2)(1+d·y) p+1p−1
0

 ,
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hence
if i = 1, ∂e1κ
∗(d, 0, y) = −2κ0(1− |d|
2)
1
p−1
−1
p− 1

 |d|+y·e1(1+d·y) p+1p−1
0


for i ≥ 2, ∂eiκ∗(d, 0, y) = −
2κ0(1− |d|2)
1
p−1
p− 1
( y·ei
(1+d·y)
p+1
p−1
0
)
,
this concludes the proof of (i).
(ii) Let us note that if V ∈ H and V¯ (z) = V¯ (z1) with z1 = y · e1(d), then
‖V ‖2H = C(N)
∫ 1
−1
(
(V¯1(z1))
2 + (∂z1 V¯ (z1))
2(1− z21) + (V¯1(z1))2
)
(1− z21)
2
p−1 dz1, (B.2)
for some C(N) > 0, which is precisely the one-dimensional expression for the norm,
already computed in Lemma 4.2 page 83 in [29]. This is the case for Fi(d) with i = 0 or
i = 1. As for Fi(d) with i ≥ 2, we note that its second component Fi,2(d) = 0 and note
also from (A.2) that Fi,1(d) = Td(y · ei(d)). Using item (iv) of Lemma A.2, we see that
‖Fi(d)‖H = ‖Fi,1(d)‖H0 ≤ C‖y · ei(d)‖H0 ≤ C.
This concludes the proof of Lemma 2.2.
Now, we give the proof of Lemma 2.4.
Proof of Lemma 2.4.
(i) The following claim allows us to conclude:
Claim B.1.
(i) For any v2 ∈ L2 ρ
1−|y|2
, equation (2.10) has a unique solution v1 ∈ H0 such that
‖v1‖H0 ≤ C‖v2‖L2 ρ
1−|y|2
.
(ii) If L∗0r = λr and R = (R1, R2) is such that R2(Y ) =
(1+d·Y )λ
(1−|d|2)λ/2
Td(r2) and R1 is the
solution of equation (2.10) with v2 = R2, then L∗d(R) = λR.
Proof.
(i) In the one-dimensional case, we proved the same statement with the space L2 ρ
1−|y|2
replaced by a smaller one, H0 (see the embedding in (A.7), and see the proof of Lemma
4.5 page 88 in [29]). In fact, the adaptation to higher dimensions with the larger space
L2 ρ
1−|y|2
costs only a simple integration by parts, therefore, the proof is omitted here.
(ii) The proof follows exactly as in one space dimension. See item (ii) of Claim 4.5 page
86 and also page 87 in [29].
Indeed, if d = 0, one can check by hand that the solution is given by r = (r1, r2)
where r2(y) = 1− |y|2 if λ = 1 and r2(y) = yi if λ = 0, and r1 is the solution of equation
(2.10) with v2 = r2.
If d 6= 0, the result follows by applying item (ii) in Claim B.1 with r2(y) = 1− |y|2, then
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r2(y) = ei(d) ·y, where (e1(d), . . . , eN (d)) is the orthonormal basis introduced in Lemma
2.1 (the fact that the eigenfunctions are in H follows from the explicit formulas given
in (2.9) and item (i) of Claim B.1.
(ii) If λi 6= λj (i.e. if i = 0 and j ≥ 1, or j = 0 and i ≥ 1), the result follows from the
orthogonality between eigenfunctions of Ld and L∗d for different eigenvalues.
If λi = λj (i.e. if i = j = 0 or i, j = 1, . . . , N), recalling from Lemma 2.2 that Fi,2 =
λiFi,1, then, using the expression (2.4) of the inner product φ and (2.10), we integrate
by parts and obtain:
φ(Fi,Wj) =
∫
|y|<1
Fi,1(−LWj,1 +Wj,1)ρdy + λi
∫
|y|<1
Fi,1Wj,2ρdy
=
∫
|y|<1
Fi,1((λi − p+ 3
p− 1)Wj,2 − 2y · ∇Wj,2 + 4α
Wj,2
1 − |y|2 + λiWj,2)ρdy. (B.3)
Case 1: If i = j, we see from item (i) in the lemma we are proving that Wi,2 =
cλi
(1−|y|2)λi
(1−|d|2)λi
Fi,1. Therefore,
(1− |d|2)λi
cλi
φ(Fi,Wi) =
(
2λi − p+ 3
p− 1
)∫
|y|<1
F 2i,1(1− |y|2)λiρdy
−
∫
|y|<1
y · ∇[Fi,1(1− |y|2)λi ]2 ρ
(1− |y|2)λi dy + 4α
∫
|y|<1
F 2i,1(1− |y|2)λi−1ρdy
=
(
2λi − p+ 3
p− 1
)∫
|y|<1
F 2i,1(1− |y|2)λiρdy
+
∫
|y|<1
F 2i,1(1− |y|2)2λi
(
N
ρ
(1− |y|2)λi − 2|y|
2(α− λi) ρ
(1− |y|2)1+λi
)
= 2(λi + α)
∫
|y|<1
F 2i,1(1− |y|2)λi−1ρdy.
Since we see from (A.2) that
F0,1(d, y) = Td(1− d · y) and Fi,1(d, y) = Td(ei(d) · y), (B.4)
using item (iii) of Lemma A.2, we see that φ(Fi(d),Wi(d)) = 1.
Case 2: If j 6= i with i ≥ 1 and j ≥ 1 (in this case, λi = λj = 0), using the definition
(2.9) of Wj(d), we see that
y · ∇Wj,2(d, y) = c0(1− |d|2)
p+1
2(p−1)
y · ej(d)
(1 + d · y) p+1p−1
−
(
p+ 1
p− 1
)
d · y
1 + d · yWj,2(d). (B.5)
Recalling the definition (2.6) of Fi,1(d) and making the change of variables y 7→ z =
(y · e1(d), . . . , y · eN (d)) where the orthonormal basis is defined in Lemma 2.1 (recall also
that d · y = |d|y · e1(d) = |d|z1), we see from separation of variables that the integral in
(B.3) is zero, hence φ(Fi(d),Wj(d)) = 0. This concludes the proof of item (ii) in Lemma
2.4.
(iii) Take 0 < |d| < 1 and i = 0, . . . , N . We start with the proof of the first line, then,
we prove the second, which is more subtle.
- Proof of the first line in item (iii): SinceWi,1(d) and ∂e1Wi,1(d) are solutions of equation
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(2.10) with v2 = Wi,2(d) or ∂e1Wi,2(d) (respectively), we see from item (i) in Claim B.1
that it is enough to bound the norms of the latter functions in L2 ρ
1−|y|2
in order to conclude.
Noting that for all |y| < 1 and |d| < 1,
(1− |y|2) + (1− |d|2) + sup
j=2,...,N
|y · ej|
√
1− |d|2 ≤ C(1 + d · y), (B.6)
we see from the definitions of Wi,2(d, y) and κ(d, y) given in Lemma 2.4 and (1.7) that
|Wi,2(d, y)| + (1− |d|2)|∂e1Wi,2(d, y)| ≤ Cκ(d, y). (B.7)
Since κ(d, y) = Td(κ0) by definition (A.2) of the transformation Td, using the embedding
(A.7) together with the continuity of Td stated in item (iv) of Lemma A.2, we see that
‖W0,2(d)‖L2 ρ
1−|y|2
+ (1− |d|2)‖∂e1W0,2(d)‖L2 ρ
1−|y|2
≤ C‖κ(d)‖L2 ρ
1−|y|2
≤ C‖κ(d)‖H0 ≤ C,
(B.8)
which closes the proof of the first line in item (iii).
- The second line in item (iii): Take j = 2, . . . , N . Using the expression (2.4) of the inner
product φ, the elliptic equation (2.10) and the Hardy-Sobolev identity (A.7), we see that
‖∂ejWi‖H ′ ≤ C
∥∥∥∥∂ejWi,21− |y|2
∥∥∥∥
L2
ρ(1−|y|2)
+ C‖y · ∇∂ejWi,2‖L2
ρ(1−|y|2)
. (B.9)
Making a rotation of coordinates, we reduce to the case where the basis (e1(d), . . . , eN (d))
is the canonical basis of RN . In other words, we reduce to the case where
d = (|d|, 0, . . . , 0) (B.10)
and we need to compute the norms of ∂djWi,2.
When i = 0 or 1, using (B.6), (B.10) and the definition (2.9) of Wi,2, we see after
straightforward calculations that
|y · ∇∂djWi,2(d, y)| +
|∂djWi,2(d, y)|
1− |y|2 ≤
C|yj|(1− |d|2)
1
p−1
(1− |y|2)(1 + |d|y1)
p+1
p−1
. (B.11)
Using the integral computation table of Claim F.1, we see that the L2ρ(1−|y|2) of the right-
hand side is bounded by C(1 − |d|)−1, and the result for i = 0 or 1 follows from (B.11)
and (B.9).
When i = 2, . . . , N , we see from the definition (2.9) of Wi,2 and (B.10) that
∂djWi,2(d, y) = c0(1− |d|2)
p+1
2(p−1)
(
y · ∂ejei
(1 + |d|y1)
p+1
p−1
− p+ 1
p− 1
yiyj
(1 + |d|y1)
2p
p−1
)
.
Since |∂ejei| ≤ C|d|−1 from Lemma 2.1, we see that
|y · ∇∂djWi,2(d, y)| +
|∂djWi,2(d, y)|
1− |y|2 ≤
C(1− |d|2)
p+1
2(p−1)
(1− |y|2)(1 + |d|y1)
p+1
p−1
(
1
|d|2 +
|yi||yj |
1 + |d|y1
)
.
Arguing as in the case where i = 1 or 1, we get the result when i = 2, . . . , N .This
concludes the proof of Lemma 2.4.
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In the following, we give spectral properties of the operator L defined in (1.5):
Proposition B.2 (Properties of the operator L (1.5)).
(i) The operator L is self-adjoint and compact in L2ρ(|y| < 1). It has a discrete spectrum
(γn)n∈N (an eigenvalue may be repeated in case of multiplicity) with γ0 = 0, γ1 = −2(p+1)p−1
and γ2 = −2(3p+1)p−1 and the corresponding normalized eigenfunctions
h0(y) = c¯0, h1,i(y) = c¯1yi for 1 ≤ i ≤ N, (B.12)
h2(y) = c¯2
(
a2 − |y|2) with a =
√
N(p− 1)
3p+ 1
< 1.
The normalized eigenfunction corresponding to γn for n ≥ 3 is denoted by hn. They are
such that the set
{h0, h1,i, h2, hn | i = 1, . . . , N, n ≥ 3} (B.13)
makes an orthonormal basis in L2ρ(|y| < 1).
(ii) If u ∈ L2ρ with L u ∈ L2ρ and∫
|y|<1
u(y)ρ(y)dy =
∫
|y|<1
u(y)yiρ(y)dy = 0 for all i = 1, . . . , N, (B.14)
then,
−
∫
|y|<1
uL uρdy ≥ |γ2|
∫
u2ρdy. (B.15)
In particular,
∀n ≥ 3, −γn ≥ −γ2 = 2(3p + 1)
p− 1 . (B.16)
Proof.
(i) The fact that L is self-adjoint in L2ρ follows from the divergence form in (1.5). The
fact that it is compact (hence with a discrete spectrum) follows from (A.7). In order to
check the 3 explicit eigenvalues, we expand the expression (1.5) as follows:
Lw = ∆w −
∑
i,j
yiyj∂
2
yi,yjw −
2(p + 1)
p− 1 y · ∇w,
and directly derive that L 1 = 0, L yk = −2(p+1)p−1 yk and L (a2−|y|2) = −2(3p+1)p−1 (a2−|y|2)
where a defined in (B.12) satisfies a < 1 from the condition (1.2) on p.
We then fix the constants cm for 0 ≤ m ≤ 2 by normalization.
Since the set {h0, h1,i, h2 | i = 1, . . . , N} makes an orthonormal family in L2ρ(|y| < 1)
and L is compact, we can complete this set by a sequence of eigenfunctions (hn)n≥3
such that the set (B.13) makes an orthonormal family in L2ρ(|y| < 1). We will denote by
γn the eigenvalue corresponding to hn.
(ii) Note that (B.16) follows from (B.15) since hn satisfies (B.14) for all n ≥ 3, from the
orthogonality of the basis (B.13). It remains then to prove (B.15).
Consider u ∈ L2ρ such that L u ∈ L2ρ and (B.14) holds. Using polar coordinates for u(y):
u(y) = U(r, ω), where y = rω, r = |y| ∈ (0, 1) and ω ∈ SN−1,
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we write
−
∫
|y|<1
uL uρdy =
∫ 1
0
∫
S
N−1
(
(∂rU(r, ω))
2(1− r2) + 1
r2
|∇ωU(r, ω)|2
)
ρ(r)rN−1drdω,
(B.17)∫
|y|<1
u2ρdy =
∫ 1
0
∫
S
N−1
(U(r, ω))2ρ(r)rN−1drdω.
Considering ∆ω, the Laplace-Beltrami operator on the sphere SN−1, we know (see for
example [4]) that its eigenvalues are given by
λk = −k(k +N − 2) for all k ∈ N,
with associated eigenspace
Hk = span{φk,i | i = 1, . . . ,mk}
made of the trace of harmonic homogeneous polynomials of degree k. Note that the
family (φk,i) is orthogonal and spans the space L2(SN−1). Note that the family (∇ωφk,i)
is orthogonal too. We also have
λ0 = 0, m0 = 1, φ0,1(ω) = 1,
λ1 = N − 1, m1 = N, φ1,i(ω) = ωi (trace of yi).
Introducing the decomposition
U(r, ω) =
∑
k≥0
mk∑
i=1
Uk,i(r)φk,i(ω) (B.18)
and using orthogonality, we see that our goal reduces to proving that if∫ 1
0
Uk,i(r)ρ(r)r
N−1dr = 0 for k = 0 and i = 1, . . . ,mk, (B.19)
then, for all k ∈ N and i = 1, . . . ,mk,∫ 1
0
(
(1− r2) (U ′k,i(r))2 − λkr2 (Uk,i(r))2
)
ρ(r)rN−1dr ≥ |γ2|
∫ 1
0
(Uk,i(r))
2 ρ(r)rN−1dr
where γ2 is given in (i).
From the monotonicity of λk, the question reduces to the cases k = 0 and k = 2 only. In
other words, we need to prove that:
- (k = 0) if the left-hand side in (B.21) is finite and∫ 1
0
v(r)ρ(r)rN−1dr = 0, (B.20)
then ∫ 1
0
(1− r2) (v′(r))2 ρ(r)rN−1dr ≥ |γ2|
∫ 1
0
(v(r))2 ρ(r)rN−1dr; (B.21)
- (k = 2) if the left-hand side in (B.22) is finite, then∫ 1
0
(
(1− r2) (v′(r))2 + 2N
r2
(v(r))2
)
ρ(r)rN−1dr ≥ |γ2|
∫ 1
0
(v(r))2 ρ(r)rN−1dr.
(B.22)
The proof follows from the following:
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Lemma B.3. We have
− λ¯(1)|y|<a = −λ¯
(1)
a<|y|<1 = −γ2 =
2(3p + 1)
p− 1 and − λ¯
(2)
|y|<1 ≥
2(3p + 1)
p− 1 (B.23)
where λ¯
(i)
Ω is the i-th eigenvalue of L restricted to radial functions of L
2
ρ(Ω) with homo-
geneous Dirichlet boundary conditions on ∂Ω\{|y| = 1}.
Let us use this Lemma to finish the proof of (ii). Then, we will prove it.
Case k = 0: Consider v such that the left-hand side in (B.21) is finite and (B.20)
holds. From (B.20), we see that v is orthogonal to the first eigenfunction 1, hence, since
V is radial, introducing V (y) = v(|y|) for all |y| < 1, we see from (B.23) that
−
∫
|y|<1
VL V ρ(y)dy ≥ |λ¯(2)|y|<1|
∫
|y|<1
V 2ρ(y)dy ≥ 2(3p + 1)
p− 1
∫
|y|<1
V 2ρ(y)dy.
Returning back to radial coordinates, we get (B.21).
Case k = 2: It is a direct consequence of the case k = 0. Indeed, consider v such
that the left-hand side in (B.22) is finite. Introducing
v¯(r) = v(r)−
∫ 1
0 v(r)ρ(r)r
N−1dr∫ 1
0 ρ(r)r
N−1dr
,
we see that v¯ satisfies (B.20) and that the first member of (B.21) is finite for v¯, hence,
(B.21) holds for v¯. Since we have
∫ 1
0
(v¯(r))2ρ(r)rN−1dr =
∫ 1
0
(v(r))2ρ(r)rN−1dr −
(∫ 1
0 v(r)ρ(r)r
N−1dr
)2
∫ 1
0 ρ(r)r
N−1dr
,
using the Cauchy-Schwartz inequality, we write
|γ2|
∫ 1
0
(v(r))2ρ(r)rN−1dr ≤
∫ 1
0
(v′(r))2(1− r2)ρ(r)rN−1dr + |γ2|
(
∫ 1
0 v(r)ρ(r)r
N−1dr)2∫ 1
0 ρ(r)r
N−1dr
≤
∫ 1
0
(v′(r))2(1− r2)ρ(r)rN−1 + β
∫ 1
0
(
v(r)
r
)2
ρ(r)rN−1dr
where
β =
|γ2|IN+1
IN−1
=
2(3p + 1)IN+1
(p− 1)IN−1 and Ij =
∫ 1
0
ρ(r)rjdr. (B.24)
It is enough to prove that
β = 2N (B.25)
in order to conclude. Let us prove (B.25) in the following.
Using integration by parts, we write
IN+1 =− 1
2(α+ 1)
∫ 1
0
(−2)(α + 1)r(1− r2)αrNdr = N
2(α + 1)
∫ 1
0
(1− r2)α+1rN−1dr
=
N
2(α+ 1)
(IN−1 − IN+1)
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Therefore, using the definition (1.5) of α, we see that
IN+1
IN−1
=
1
1 + 2(α+1)N
=
N(p− 1)
3p + 1
and (B.25) follows from (B.24). Thus, (B.22) holds. It remains to prove Lemma B.3 in
order to conclude the proof of Proposition (B.2).
Proof of Lemma B.3. Since L has a discrete spectrum on the one hand, and, on the
other hand, h2 defined in (i) of Proposition B.2 is positive on the ball {|y| < a}, negative
on the annulus {a < |y| < 1} and zero on the sphere {|y| = a}, the first part in (B.23)
follows from the standard elliptic theory.
For the second part, let us consider V2(y) = v2(|y|) a radial eigenfunction of L in L2ρ(|y| <
1) associated to the second eigenvalue λ¯(2)|y|<1. Since 1 is the first eigenvalue, we see from
orthogonality that
∫
|y|<1 V2(y)ρ(y)dy = 0. Since V2 is regular and radially symmetric,
there exists r0 ∈ (0, 1) such that V2(y) = 0 whenever |y| = r0. In particular, V2 is
an eigenfunction for L in L2ρ(|y| < r0) and L2ρ(r0 < |y| < 1), with Dirichlet boundary
conditions and associated eigenvalue λ¯(2)|y|<1. Therefore, λ
(2)
|y|<1 is larger (in absolute value)
than the first eigenvalue on {|y| < r0} and {r0 < |y| < 1}, in the sense that
|λ¯(2)|y|<1| ≥ |λ¯
(1)
|y|<r0
| and |λ¯(2)|y|<1| ≥ |λ¯
(1)
r0<|y|<1
|.
If r0 ≤ a defined in (B.12), using the monotonicity of the eigenvalues with respect to the
domain and the first part of (B.23), we write
|λ¯(1)|y|<r0 | ≥ |λ¯
(1)
|y|<a| =
2(3p + 1)
p− 1
and the second part in (B.23) follows.
If r0 > a, we similarly write
|λ¯(1)r0<|y|<1| ≥ |λ¯
(1)
a<|y|<1| =
2(3p + 1)
p− 1 .
and the second part in (B.23) follows. This concludes the proof of Lemma B.3.
This concludes the proof of Proposition B.2 too.
C Coercivity of the second derivative of the energy near
κ(d, y)
We give the proof of Proposition 2.6 here. The proof follows the same pattern as the
one-dimensional case. The adaptation is only technical. For the sake of completeness,
we give the details below. The reader interested only in the ideas may only read the
one-dimensional case given in Proposition 4.7 page 90 in [29].
Proof of Proposition 2.6. In the following, we reduce the proof of Proposition 2.6 to the
proof of the nonnegativity of the following approximation of ϕd defined for ǫ > 0 by:
ϕd,ǫ (q, r)
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= ϕd(q, r)− ǫ
∫
|y|<1
(∇q1 · ∇r1 − (y · ∇q1)(y · ∇r1) + 2(p + 1)
(p− 1)2 q1r1 + q2r2)ρdy (C.1)
=
∫
|y|<1
q1
(
−(1− ǫ)L r1 +
(
−(1− ǫ)ψ(d, y) − ǫ2p(p + 1)
(p− 1)2
(1− |d|2)
(1 + d · y)2
)
r1
)
ρdy
(C.2)
+ (1− ǫ)
∫ 1
−1
q2r2ρdy.
With the same proof as in one space dimension, we see that the following lemma directly
implies Proposition 2.6:
Lemma C.1 (Reduction of the proof of Proposition 2.6). There exists ǫ0 ∈ (0, 1) such
that for all |d| < 1 and q− ∈ H d− , ϕd,ǫ0 (q−, q−) ≥ 0 where ϕd,ǫ0 is defined in (C.1).
Let us now prove Lemma C.1.
Proof of Lemma C.1. We proceed in 3 parts:
- In Part 1, we find a subspace of H of codimension N +1 where ϕd,ǫ is nonnegative.
- In Part 2, we find a subspace of H of dimension N +1, where ϕd,ǫ is negative and
which is orthogonal to H d− with respect to ϕd,ǫ.
- In Part 3, we proceed by contradiction and prove that ϕd,ǫ is nonnegative on H d− .
Part 1: ϕd,ǫ is nonnegative on a subspace of codimension N + 1
We claim the following:
Lemma C.2 (ϕd,ǫ is nonnegative on a subspace of codimension N + 1). There exists
ǫ1 > 0 such that for all |d| < 1 and ǫ ∈ (0, ǫ1], ϕd,ǫ is nonnegative on the subspace
E2 =
{
q ∈ H |
∫
|y|<1
T−d(q1)ρ(y)dy =
∫
|y|<1
T−d(q1)yiρ(y)dy = 0, ∀i = 1 . . . , N
}
(C.3)
where T−d is defined in (A.2).
Proof. From the spectral properties of the operator L given in Proposition B.2, the proof
is the same as in dimension 1. See Lemma 4.9 page 92 in [29] for the one-dimensional
statement.
Part 2: ϕd,ǫ is negative on a (N + 1)-dimensional subspace orthogonal to
H d−
We need to find a set of linearly independent vectors {W¯ d,ǫi ∈ H | i = 0 . . . , N} such
that ϕd,ǫ(W¯
d,ǫ
i , r) = 0 for any r ∈ H d− . Since we know from the definition of H d− (2.13)
that
∀r ∈ H d− , φ(Wi(d), r) = πdi (r) = 0 for all i = 0, . . . , N,
a convenient way to conclude is to find W¯ d,ǫi such that
∀q ∈ H , φ(Wi(d), q) = ϕd,ǫ(W¯ d,ǫi , q) for all i = 0, . . . , N. (C.4)
Then, we will show that ϕd,ǫ is negative on the subspace spanned by W¯
d,ǫ
i for all i =
0, . . . , N . Consider ǫ > 0 to be fixed small enough and take |d| < 1. We claim the
following:
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Lemma C.3. There exists ǫ2 > 0 such that for all ǫ ∈ (0, ǫ2] and |d| < 1:
(i) There exist continuous functions W¯ d,ǫi for all i = 0, . . . , N such that (C.4) holds.
(ii) Moreover, it holds that for ǫ small enough and for all |d| < 1 and i = 1, . . . , N ,∥∥∥∥W¯ d,ǫ0 (y)−
(−W0,2(d, y)
W0,2(d, y)
)
− α1(d)F1(d, y)
∥∥∥∥
H
+
∥∥∥ǫW¯ d,ǫi (y) + α¯2Fi(d, y)∥∥∥
H
≤ Cǫ
where α1(d) is continuous, α¯2 =
c¯1(p−1)2
2p(p+1) and c¯1 is the normalizing constant introduced
in (B.12).
(iii) The bilinear form ϕd,ǫ is negative on the subspace of H spanned by W¯
d,ǫ
i for i =
0, . . . , N .
Proof of Lemma C.3. We proceed in 3 steps:
- In Step 1, we find a PDE satisfied by W¯ d,ǫi , then we transform it with the Lorentz
transform in similarity variables defined in (A.2).
- In Step 2, we solve the transformed PDE and find the asymptotic behavior of W¯ d,ǫi as
ǫ→ 0, uniformly in |d| < 1, which gives (i) and (ii).
- In Step 3, we use that asymptotic behavior to show that ϕd,ǫ is negative on the subspace
spanned by W¯ d,ǫi for all i = 0, . . . , N , which gives (iii).
Step 1: Reduction to the solution of some PDE
From the definitions of ϕd,ǫ (C.2) and φ (2.4), we see that in order to satisfy (C.4),
it is enough to take
W¯ d,ǫi,2 = Wi,2(d)/(1 − ǫ) (C.5)
then to prove the existence of V¯1 = W¯
d,ǫ
i,1 solution to
− (1− ǫ)L V¯1 +
(
−(1− ǫ)ψ(d, y) − ǫ2p(p+ 1)
(p− 1)2
(1− |d|2)
(1 + d · y)2
)
V¯1 = −L V1 + V1 (C.6)
where V1 = Wi,1(d).
In the following, we use the Lorentz transform (A.2) and transform this equation to
make it ready to solve using the spectral properties of L stated in Proposition B.2.
More precisely, we have the following:
Claim C.4 (Reduction to an explicitly solvable PDE).
(i) V¯1 is a solution to (C.6) if and only if v¯1 ≡ T−d(V¯1) defined in (A.2) is a solution to
the equation
(1− ǫ)L v¯1 +
(
−γ1 + 2(p + 1)
(p− 1)2 ǫ
)
v¯1 = f¯ ≡ 1− |d|
2
(1− d · z)2T−d (L V1 − V1) (C.7)
and γ1 = −2(p+1)p−1 .
(ii) It holds that f¯ ∈ H ′0 and for some C0 > 0, we have
∀|d| < 1, ‖f¯‖H ′0 ≤ C0‖V1‖H0 .
Remark. We define H ′0 , the dual space of H0 by means of the L
2
ρ inner product, as
the set of all f ∈ L2ρ such that the linear form h →
∫
|y|<1
fhρ is continuous on H0. In
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particular, ‖f‖H ′0 = sup‖h‖H0<1 |
∫
f(y)h(y)ρ(y)dy|. Using the orthonormal basis of L
in L2ρ given in Proposition B.2 below, we see that
‖f‖2
H ′0
= f20 +
N∑
i=1
f21,i
1 + |γ1|+
∑
n≥2
f2n
1 + |γn| if f = c¯0f0+ c¯1
N∑
i=1
f1,iy ·ei+
∞∑
n=2
fnhn(y) ∈ H ′0 .
(C.8)
Note that when n = 1, we make a rotation of coordinates in order to work in the basis
(e1(d), . . . , eN (d)), which is more suitable, since it already appears in the eigenfunctions
of Ld and L∗d given in Lemmas 2.2 and 2.4.
Proof of Claim C.4. The proof is omitted since it is straightforward from the properties
of the transformation Td given in Lemma A.2. For the one-dimensional case, see Claim
4.11 page 94 in [29].
Step 2: Solution of equation (C.7) and asymptotic behavior as ǫ→ 0
We prove items (i) and (ii) of Lemma C.3 in this step.
Proof of items (i) and (ii) of Lemma C.3.
(i) We have the following claim which follows directly from Proposition B.2:
Claim C.5 (Solution of equation (C.7)). Consider f¯ ∈ H ′0 decomposed as in (C.8).
Then, for any ǫ ∈ (0, 12), equation (C.7) has a unique solution v¯1 ∈ H0 given by
v¯1 =
c¯0f¯0
−γ1 + ǫ(2(p+1)(p−1)2 )
+
c¯1(p− 1)2
2p(p+ 1)ǫ
N∑
i=1
f¯1,iy · ei(d) +
∞∑
n=2
f¯n
γn − γ1 + ǫ(2(p+1)(p−1)2 − γn)
hn
(C.9)
where γn ≤ 0 are the eigenvalues of L introduced in Proposition B.2.
Proof. This claim directly follows from the spectral decomposition of L in Proposition
B.2 above.
Since Wi,1(d) ∈ H0 from Lemma 2.4, using this claim together with the beginning
of Step 1 and Claim C.4, we get the conclusion of item (i) of Lemma C.3 (note that the
continuity follows from standard elliptic theory).
(ii) Case 1: i = 0. From Step 1, Claim C.4 and Claim C.5, we have T−d(W¯
d,ǫ
0 ) = v¯1 given
by (C.9), provided that V1 = W0,1(d) in (C.6) and f¯ =
1−|d|2
(1−d·z)2
T−d (LW0,1(d)−W0,1(d))
in (C.7). Using item (ii) in Claim C.4 and item (iii) in Lemma 2.4, we see that
∀|d| < 1, ‖f¯‖H ′0 ≤ C0. (C.10)
Using the decomposition along the orthonormal basis (C.8) and item (iii) in Lemma
A.2, we compute for i = 1, . . . , N (note that c¯1 is a normalizing constant introduced in
(B.12)):
1
c¯1
f¯1,i =
∫
|z|<1
f¯(z)(z · ei(d))ρ(z)dz
=
∫
|y|<1
(LW0,1(d, y) −W0,1(d, y))Td(z · ei(d))ρ(y)dy
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= φ(W0(d), (Td(z · ei(d)), 0)) = φ(W0(d), Fi(d)) = 0
where we used (B.4) and the duality relation between eigenfunctions of the operator Ld
and its conjugate, stated in item (ii) of Lemma 2.4. Therefore, we see from Claim C.5
and (C.10) that for ǫ small enough,
sup
|d|<1
∥∥∥T−d(W¯ d,ǫ0 )− v∗∥∥∥
H0
≤ Cǫ‖f¯‖H ′0 ≤ C0ǫ where v
∗(z) =
∑
n 6=1
f¯n
γn − γ1hn(z)
is the unique solution of
L v(z) − γ1v(z) = f¯(z) with
∫
|y|<1
v(z)(z · ei(d))ρ(z)dz = 0 for all i = 1, . . . , N.
Therefore, we see from item (iv) in Lemma A.2 that for ǫ small enough,
sup
|d|<1
∥∥∥W¯ d,ǫ0,1 − V ∗∥∥∥
H0
≤ C0ǫ, (C.11)
where V ∗ = Tdv∗ is the unique solution of
L V (y) + ψ(d, y)V (y) = L V1(d, y) − V1(d, y)
with
∫
|y|<1
V (y)Fi,1(d, y)
ρ(y)
(1 + d · y)2dy = 0 for all i = 1, . . . , N (C.12)
(note that this equation is the version of (C.6) with ǫ = 0 and use item (iii) in Lemma
A.2 and (B.4) to get the orthogonality condition). Since
−LW0,1(d) +W0,1(d) = LW0,2(d) + ψ(d, y)W0,2(d) and L Fi,1(d) + ψ(d, y)Fi,1(d) = 0
(use the fact that L∗d (W0(d)) = W0(d) and Ld(Fi,1(d)) = 0 from Lemmas 2.4 and 2.2),
we see from uniqueness that V ∗(y) = −W0,2(d, y)+
∑N
j=1 αj(d)Fj,1(d, y) where the αj(d)
are determined by (C.12), which gives for all i = 1, . . . , N ,
−
∫
|y|<1
W0,2(d, y)
Fi,1(d, y)ρ(y)
(1 + d · y)2 dy +
N∑
j=1
αj(d)
∫
|y|<1
Fj,1(d, y)
Fi,1(d, y)ρ(y)
(1 + d · y)2 dy = 0.
Since we have W0,2(d) = c1Td(
1−|z|2
1−d·z ) from (2.9) and (A.2) (where c1 is a normalizing
constant introduced in (2.9)), and Fi,1(d) = Td(z · ei(d)) from (B.4), using item (iii)
in Lemma A.2 and separation of variables to compute the integrals (remember that
e1 =
d
|d|), we write∫
|y|<1
W0,2(d, y)
Fi,1(d, y)ρ(y)
(1 + d · y)2 dy =
c1
1− |d|2
∫
|z|<1
1− |z|2
1− d · z (z · ei)ρ(z)dz = 0 if i ≥ 2,
∫
|y|<1
Fj,1(d, y)
Fi,1(d, y)ρ(y)
(1 + d · y)2 dy =
∫
|z|<1
(z · ei)(z · ej)ρ(z)dz
1− |d|2 = δi,j
∫
|z|<1
z21ρ(z)dz
1− |d|2 .
Therefore, αj(d) = 0 if j ≥ 2 and α1(d) is continuous in terms of d. Thus, the first
identity in item (ii) of Lemma C.3 follows from (C.11) and (C.5).
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Case 2: i ≥ 1. From Step 1 and Claims C.4 and C.5, we have T−d(W¯ d,ǫi,1 ) = v¯1 given by
(C.9), provided that V1 = Wi,1(d) in (C.6) and f¯ =
1−|d|2
(1−d·z)2
T−d (LWi,1(d) −Wi,1(d)) in
(C.7). Using item (ii) in Claim C.4 and item (iii) in Lemma 2.4, we see that (C.10) holds
in this case too. Since Fj(d) = (Td(z ·ej(d), 0)) from (B.4), we apply orthogonality to the
decomposition (C.8), and use item (iii) in Lemma A.2 together with the orthogonality
result in item (ii) of Lemma 2.4 to write:
f¯1,j =
∫
|z|<1
f¯(z)(z · ej(d))ρ(z)dz =
∫
|y|<1
(LWi,1(d, y) −Wi,1(d, y))Fj(d, y)ρ(y)dy
= −φ(Wi(d), Fj(d)) = −δi,j.
Therefore, we see from Claim C.5 and (C.10) that for ǫ small enough,∥∥∥∥T−d(W¯ d,ǫi,1 ) + c¯1(p− 1)22p(p+ 1)ǫz · ei(d)
∥∥∥∥
H0
≤ C‖f¯‖H ′0 ≤ C0. (C.13)
Since the estimate for W¯ d,ǫi,2 follows from (C.5) and item (iii) of Lemma 2.4, we see that
item (ii) of Lemma C.3 follows from (C.13), item (iv) of Lemma A.2 and (B.4). This
closes the proof of items (i) and (ii) in Lemma C.3.
Step 3: Sign of ϕd,ǫ on span{W¯ d,ǫi , i = 0 . . . , N}
We give the proof of item (iii) in Lemma C.3.
Proof of item (iii) in Lemma C.3. We finish the proof of Lemma C.3 here, by proving
that ϕd,ǫ is negative on the subspace of H spanned by W¯
d,ǫ
i for i = 0 . . . , N . Introducing
the (N + 1) × (N + 1) symmetric matrix M = (Mi,j)0≤i,j≤N defined for i, j = 0, . . . , N
by
Mi,j = ϕd,ǫ(W¯
d,ǫ
i , W¯
d,ǫ
j ),
we see that it is enough to find ǫ4 such that for all 0 < ǫ ≤ ǫ4, |d| < 1 and k = 0, . . . , N ,
(−1)k+1 det(Mi,j)0≤i,j≤k > 0. (C.14)
We claim that it is enough to prove that for some constant α¯3 > 0, for ǫ small enough
and for all |d| < 1:
|M0,0 + α¯3| ≤ Cǫ and sup
1≤i≤N
|Mi,i + α¯2
ǫ
|+ sup
i 6=j
|Mi,j | ≤ C. (C.15)
Indeed, if (C.15) holds, then we have M0,0 < 0 and for all k = 1, . . . , N ,
sup
|d|<1
|det(Mi,j)0≤i,j≤k − (−1)k+1α¯3
( α¯2
ǫ
)k
| ≤ C
ǫk−1
and (C.14) follows. It remains to prove (C.15) in order to conclude. In the following, we
will estimate the coefficients Mi,j of the matrix M as ǫ → 0+, uniformly for |d| < 1,
using the asymptotic behavior of W¯ d,ǫi given in item (ii) of Lemma C.3.
- First, using (C.4), we see that
∀i, j = 0, . . . , N, ϕd,ǫ(W¯ d,ǫi , W¯ d,ǫj ) = φ(Wi(d), W¯ d,ǫj ). (C.16)
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- Then, taking i = 0, . . . , N and j = 1, . . . , N with j 6= i in (C.16), we see from item (ii)
in Lemma C.3 and the orthogonality condition in Lemma 2.4 that
sup
|d|<1
∣∣∣ϕd,ǫ(W¯ d,ǫi , W¯ d,ǫj )∣∣∣ ≤ C.
- Now, taking i = j ≥ 1 in (C.16) and using Lemmas C.3 and 2.4, we see that
sup
|d|≤d0
∣∣∣ϕd,ǫ(W¯ d,ǫi , W¯ d,ǫi ) + α¯2ǫ
∣∣∣ ≤ C.
- Finally, proceeding similarly when i = j = 0 in (C.16), we see that
sup
|d|<1
∣∣∣∣ϕd,ǫ(W¯ d,ǫ0 , W¯ d,ǫ0 )− φ
(
W0(d),
(−W0,2(d)
W0,2(d)
))∣∣∣∣ ≤ Cǫ.
Using (2.4) together with (2.10), we write
φ
(
W0(d),
(−W0,2(d)
W0,2(d)
))
=
∫
|y|<1
W0,2(d, y) (LW0,1(d, y) −W0,1(d, y) +W0,2(d, y)) ρ(y)dy
=
∫
|y|<1
W0,2(d, y)
(
p+ 3
p− 1W2(d, y) + 2y · ∇W0,2(d)(y)− 4α
W0,2(d, y)
1− |y|2
)
ρ(y)dy
=
∫
|y|<1
W0,2(d, y)
2
(
p+ 3
p− 1 −
2α
1− |y|2
)
ρ(y)dy −
∫
|y|<1
W0,2(d, y)
2 div(yρ(y))dy
= −2α
∫
|y|<1
W0,2(d, y)
2 ρ(y)
1− |y|2dy ≡ α¯3 > 0.
Thus, (C.15) holds and the bilinear form ϕd,ǫ is negative on span{W¯ d,ǫi , i = 0 . . . , N}.
This gives the conclusion of item (iii) in Lemma C.3.
This concludes the proof of Lemma C.3.
Part 3: End of the proof of Lemma C.1:
From Lemmas C.2 and C.3, we define ǫ0 = min(ǫ1, ǫ2) ∈ (0, 1). We will now prove by
contradiction that ϕd,ǫ0 is negative on H
d
− for all |d| < 1.
From Lemma C.3 and (C.4), for all |d| < 1 and ǫ ∈ (0, ǫ0], we write the definition of
H d− (2.13) as follows:
H
d
− =
{
r ∈ H | ϕd,ǫ
(
W¯ d,ǫi , r
)
= 0 for all i = 0 . . . , N
}
. (C.17)
We proceed by contradiction and assume that
there is r ∈ H d− such that ϕd,ǫ (r, r) < 0. (C.18)
Using (C.17), we see that r 6∈ span
(
W¯ d,ǫi , i = 0, . . . , N
)
. Since detM 6= 0 from (C.14),
the dimension of the vector subspace
E1 = span
(
r, W¯ d,ǫi for i = 0, . . . , N
)
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is N +2. Hence, since the subspace E2 (C.3) is of codimension N +1, there exists a non
zero u ∈ E1 ∩ E2.
On the one hand, since u ∈ E2, we have from Lemma C.2 that
ϕd,ǫ (u, u) ≥ 0. (C.19)
On the other hand, since ϕd,ǫ is negative on E1 by (iii) of Lemma C.3, we must have
from (C.17) and (C.18),
ϕd,ǫ (u, u) < 0.
This contradicts (C.19). Thus, (C.18) does not hold, and ϕd,ǫ is nonnegative on H d− .
This concludes the proof of Lemma C.1.
Since Lemma C.1 implies Proposition 2.6 by the same argument as in one space
dimension, this is also the conclusion of Proposition 2.6.
D A modulation technique
We give the proof of Lemma 3.5 here. As in one space dimension, the proof relies on
the application of the implicit functions theorem around the family κ∗(d, ν) defined in
(3.16). Nevertheless, the proof in our case is much more delicate and becomes particularly
intricate when d→ 0 or |d| → 1. Indeed, if d→ 0, then the new degenerate directions of
the linearized operator become singular, and when |d| → 1, the columns of the jacobian
matrix have different sizes, making the application of the implicit function theorem
particularly delicate, since we crucially need to make explicit the dependence of our
bounds in terms of d.
Proof of Lemma 3.5. The modulation works because the derivatives of κ∗(d, ν) with re-
spect to d and ν (when (d, ν) = (d, 0)) are precisely the directions we aim at “killing”
in (3.18) (see the proof of Lemma 2.2 given in page 23). Thus, by slightly changing the
parameters (d, ν), we can eliminate the projections of v along those directions. As a
matter of fact, the proof of Lemma 3.5 starts with the computation of the projections of
the derivatives of κ∗(d, ν):
Claim D.1 (Projections of the derivatives of κ∗(d, ν)). For all B ≥ 2, there exists
C1(B) > 0 such that if
|d| < 1 and − 1 + 1
B
≤ ν
1− |d| ≤ B, (D.1)
then
|πd∗0 (∂e1κ∗(d, ν))| ≤ C11−|d| , − C11−|d| ≤ πd
∗
0 (∂νκ
∗(d, ν)) ≤ − 1C1(1−|d|) ,
πd
∗
1 (∂νκ
∗(d, ν)) = 0, − C11−|d| ≤ πd
∗
1 (∂e1κ
∗(d, ν)) ≤ − 1C1(1−|d|) ,
(D.2)
and for i = 2, . . . , N , j = 0 . . . , N with j 6= i,
πd
∗
i (∂νκ
∗(d, ν)) = 0, πd
∗
i (∂e1κ
∗(d, ν)) = 0,
πd
∗
j (∂eiκ
∗(d, ν)) = 0, − C1√
1−|d|
≤ πd∗i (∂eiκ∗(d, ν)) ≤ − 1C1√1−|d| ,
(D.3)
where d∗ = d1+ν .
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Proof. The proof is left to Appendix F, a section dedicated to all the properties of
κ∗(d, ν).
As we said earlier, the proof follows from small adaptations in the proof of Lemma 2.1
in [34] where we worked in one space dimension with a modulation around a decoupled
sum of solitons. In one way, our case is easier, since we have only one soliton here. Of
course, we are left with the difficulty of adapting the proof to higher dimensions. A major
difficulty, is the singularity appearing in the derivatives of the eigenfunctions of L∗d, as
one can see from item (iii) in Lemma 2.4. For that reason, we consider δ1 ∈ (0, 14 ) to be
fixed some enough later, and consider the cases where |d¯| ≥ δ1, then, |d¯| ≤ δ1.
Case 1: |d¯| ≥ δ1.
In this section, we insist on the fact that δ1 is arbitrary in the interval (0, 14). Its
value will be chosen small enough when handling Case 2, that is when |d¯| ≤ δ1. Define
Ψ : H × (−1,∞) ×B(0, 1) → RN+1
(v, ν, d) 7→ (πd∗0 (q), . . . , πd
∗
N (q))
(D.4)
where q = v − κ∗(d, ν) and d∗ = d1+ν . We recall from (2.11) that
πd
∗
i (q) = φ(Wi(d
∗), q)
where Wi(d∗) is defined in (2.9).
Given ǫ1 > 0 to be fixed later small enough in terms of A and δ1, together with v ∈ H and
(ν¯, d¯) ∈ (−1,∞) ×B(0, 1) satisfying (3.17), the conclusion follows from the application
of the implicit function theorem to Ψ near the point
(v¯, ν¯, d¯) =
(
κ∗(d¯, ν¯), ν¯, d¯
)
. (D.5)
Three facts need to be checked:
1- Note first that
Ψ
(
v¯, ν¯, d¯
)
= 0.
2- From (3.17), we may consider (v, d, ν) in a neighborhood of (κ∗(d¯, ν¯), d¯, ν¯) such that
|d− d¯| ≤ δ1
2
, |d¯| ≥ δ1
2
, −1 + 1
A+ 1
≤ ν
1− |d| ≤ A+ 1 and ‖q‖H ≤ 2ǫ1, (D.6)
where q = v − κ∗(d, ν). Computing
DvΨ(v, ν, d)(u) = (π
d∗
0 (u), . . . , π
d∗
N (u)),
we see from the Cauchy-Schwartz inequality and the boundedness of Wi(d) (stated in
Lemma 2.4) that
‖DvΨ(v, ν, d)‖ ≤ C.
3- Consider now M , the Jacobian matrix of Ψ with respect to the variables (ν, d), com-
puted in the basis (1, e1(d), . . . , eN (d)). We need to prove that M is invertible, provided
that ǫ1 > 0 is small enough. Since ei(d) = ei(d∗) from Lemma 2.1, we will simplify the
notation and write ei instead. Let us compute for all i = 0, . . . , N and j = 1, . . . , N ,
∂νπ
d∗
i (q) =− πd
∗
i (∂νκ
∗(d, ν)) + φ(∂νd
∗ · ∇dWi(d∗), q), (D.7)
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∂ejπ
d∗
i (q) =− πd
∗
i (∂ejκ
∗(d, ν)) + φ(∂ejd
∗ · ∇dWi(d∗), q),
in other words,
M = M0 +MR
where M0 is the value of M when q = 0, and MR is the perturbation involving q.
Using Claim D.1, we see thatM0 is an upper triangular matrix with a non-zero diagonal,
and possibly only one non-zero value outside the diagonal. In particular, M0 is invertible.
Since we see from (D.6) that M0 has its first and second column of size larger than
1
C1(A+1)(1−|d∗|)
and the others of size 1
C1(A+1)
√
1−|d∗|
where C1(A + 1) appears in Claim
D.1, it is enough to prove that the columns of the perturbation MR are bounded by
1
10C1(A+1)(1−|d∗ |)
for the first and the second column, and the others columns are bounded
by 1
10C1(A+1)
√
1−|d∗|
in order to show that M is invertible too. Let us then handle the
columns of MR in order to conclude.
Since ∂νd∗ = − d(1+ν)2 = −
|d|
(1+ν)2
e1, ∂ejd
∗ =
∂ej d
1+ν =
ej
1+ν and −1 + 12A ≤ ν (use (D.6)),
we see from (D.5) and item (iii) of Lemma 2.4 that
|φ(∂νd∗ · ∇dWi(d∗), q)| = |d|
(1 + ν)2
|φ(∂e1Wi(d∗), q)| ≤
C|d|‖q‖H
(1 + ν)2(1− |d∗|) ≤
C(A)ǫ1
1− |d∗| ,
|φ(∂e1d∗ · ∇dWi(d∗), q)| =
1
1 + ν
|φ(∂e1Wi(d∗), q)| ≤
C(A)ǫ1
1− |d∗| , (D.8)
|φ(∂ejd∗ · ∇dWi(d∗), q)| =
1
1 + ν
|φ(∂ejWi(d∗), q)| ≤
C(1 + ν)−1‖q‖H
|d∗|√1− |d∗| ≤ C(A)ǫ1δ1√1− |d∗| .
This is precisely the desired estimates for the columns of MR, provided that
ǫ1 ≤ ǫ¯1(A)δ1, (D.9)
for some small enough constant ǫ¯1(A) > 0. Thus, M is invertible.
Let us just note that replacing the radial derivative “∂e1” by the “∂ζ”, the derivative with
respect to ζ = − arg tanh |d| already defined in (3.28), we see that ∂ζ = (1 − |d|2)∂e1 .
Therefore, the second column in the (new) Jacobian becomes of order 1. This means that
we may work in a neighborhood of (κ∗(d¯, ν¯), ν¯, d¯) where
| arg tanh |d| − arg tanh |d¯|| ≤ C(A)‖q¯‖H ≤ C(A)ǫ1, hence 1
C(A)
≤ 1− |d|
1− |d¯| ≤ C(A),
(D.10)
where q¯ = v − κ∗(d¯, ν¯).
Conclusion: From items 1-, 2- and 3- above, we see that the implicit function theorem
applies and given v ∈ H , ν¯ and d¯ satisfying (3.17) with ǫ1 satisfying (D.9), we get the
existence of other parameters d(v) and ν(v) such that (3.18) holds. Since we know from
item 3- above that the two first lines of the Jacobian are of order (1 − |d|)−1 and the
others are of order (1− |d|)−1/2, which is smaller, using (D.10), we deduce that
|ν − ν¯|
1− |d¯| +
|d− d¯|√
1− |d¯|
≤ C(A)‖q¯‖H . (D.11)
In the following, we may take the constant ǫ¯1(A) introduced in (D.9) even smaller. Using
(3.17) and the fact that |d¯| ≥ δ1, we see that
|d− d¯| ≤ C(A)ǫ1
√
1− |d¯| ≤ |d¯|
2
, hence
|d¯|
2
≤ |d| ≤ 3
2
|d¯|. (D.12)
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Using (D.10), we see that
||d¯| − |d||
1− |d¯| ≤ C| arg tanh |d| − arg tanh |d¯|| ≤ C(A)‖q¯‖H , (D.13)
hence, from (D.11), (D.6) and (D.10), it follows that∣∣∣∣ ν1− |d| − ν¯1− |d¯|
∣∣∣∣ ≤ |ν − ν¯|1− |d¯| + |ν|1− |d¯| ||d¯| − |d||1− |d| ≤ C(A)‖q¯‖H . (D.14)
Using (D.11), (D.13) and (3.17), we compute from (3.17) and (D.12)
2|d¯||ld¯(d− d¯)| = 2|d¯ · (d− d¯)| = |(d + d¯) · (d− d¯)− |d− d¯|2|
≤ ||d|2 − |d¯|2|+ |d− d¯|2 ≤ C(A)‖q¯‖H (|d|+ |d¯|)(1 − |d¯|) + C(A)ǫ1 |d¯|
δ1
‖q¯‖H (1− |d¯|)
≤ C(A)|d¯|‖q¯‖H (1− |d¯|), (D.15)
where the projection ld¯ has been introduced right before (A.4). Using (D.6) and the fact
that |⊥d¯(d− d¯)| ≤ |d− d¯|, where the projection ⊥d¯ has also been introduced right before
(A.4), we see from (D.11), (D.15) and (3.17) that
|ν − ν¯|
1− |d¯| +
|ld¯(d− d¯)|
1− |d¯| +
|⊥d¯(d− d¯)|√
1− |d¯|
≤ C(A)‖q¯‖H ≤ C(A)ǫ1. (D.16)
Therefore, we see from (D.6) that Claim F.2 applies and using (D.14), (D.10) and (D.16),
we get
‖κ∗(d¯, ν¯)− κ∗(d, ν)‖H ≤ C(A)‖q¯‖H = C(A)‖v − κ∗(d¯, ν¯)‖H .
Thus,
‖v − κ∗(d, ν)‖H ≤ ‖v − κ∗(d¯, ν¯)‖H + ‖κ∗(d¯, ν¯)− κ∗(d, ν)‖H ≤ C(A)‖v − κ∗(d¯, ν¯)‖H .
Using (D.10), (D.11) and (D.14), this concludes the proof of Lemma 3.5, in the case
where |d¯| ≥ δ1, provided that ǫ1 ≤ ǫ¯1(A)δ1, for some small enough constant ǫ¯1(A) > 0.
We recall that here, the constant δ1 is arbitrary in the interval (0, 14).
Case 2: |d¯| ≤ δ1.
We will show that the conclusion of Lemma 3.5 holds, provided that δ1 > 0 is chosen
small enough. In order to avoid the singularity 1|d∗| appearing in (D.8), itself coming
from the bound on the norm of ‖∂ejWi(d)‖H ′ proved in item (iii) of Lemma 2.4, we will
choose another basis for the eigenspace of L∗d corresponding to λ = 0, though keeping
the only eigenfunction for λ = 1. More precisely, we introduce W¯i(d) defined by
W¯0(d, y) = W0(d, y) and for all i = 1, . . . , N, W¯i,2(d, y) = c0
yi + di
(1 + d · y) p+1p−1
, (D.17)
where c0 is defined in (2.9), and W¯i,1(d, y) is uniquely determined as the solution v1
of equation (2.10) with v2 = W¯i,2(d, y). From straightforward calculations, we see that
W¯i(d, y) for i = 1, . . . , N are linearly independent, and span all the Wi(d) for all i =
1, . . . , N , hence, it is a basis for the eigenspace of L∗d corresponding to λ = 0. For that
reason, our goal (3.18) is equivalent to the fact that
∀i = 0, . . . , N, π¯d∗i (q) = 0, where π¯di (q) = φ
(
W¯i(d), q
)
. (D.18)
40
Introducing Ψ¯ defined as in (D.4), with πd
∗
i replaced by π¯
d∗
i , the conclusion follows from
the application of the implicit function theorem to Ψ¯ near the point given in (D.5). Since
W¯i,2 is a C1 function of d (see (D.17)), using item (i) in Lemma B.1, we see that
∀|d| < 1
2
and i = 0, . . . , N, ‖W¯i(d)‖H + ‖∇dW¯i(d)‖H ≤ C.
Therefore, items 1- and 2- follow as for Ψ, and item 3- reduces to the computation of
π¯0i (∂νκ
∗(0, ν)) and π¯0i (∂djκ
∗(0, ν)), for all i = 0, . . . , N , j = 1, . . . , N and −1 + 1A+1 ≤
ν ≤ A + 1. But in that case, we see from (D.17) and (2.9) that W¯i(0) = Wi(0), hence
π¯0i = π
0
i . Since the basis (e1(0), . . . , eN (0)) is the canonical basis of R
N , as we have
chosen in the remark following Lemma 2.1, these projections follow from Claim D.1 with
d = 0, and M¯0 is invertible for d = 0, where M¯0 is the analogous of M0 with πd
∗
i replaced
by π¯d
∗
i . From continuity with respect to d, we deduce that for δ1 small enough, M¯0
remains invertible and so does the Jacobian M¯ , provided that ‖q‖H is small. Therefore,
item 3- holds when δ1 and ‖q‖H are small enough. Thus, the implicit function theorem
applies, and we get the conclusion of Lemma 3.5, provided that we fix δ1 < 14 is small
enough and |d¯| ≤ δ1. Recalling that we have reached the same conclusion in Case 1, when
|d¯| ≥ δ1, whatever was the value of δ1 in the interval (0, 14), this concludes the proof of
Lemma 3.5.
E Dynamics in self-similar variables
We prove Proposition 3.6 here. We have already performed such a technique in our
earlier work: [29], [33], [34] and [12]. Given that those papers were performed in one
space dimension, we have to ask ourselves at each step, how to extend the techniques to
higher dimensions.
In most cases, the extension can be done in a straightforward way, hence, we will omit
the proofs of those cases, and we will refer the reader to our previous papers.
Nevertheless, some of the techniques need some special care to be adapted to higher
dimensions. We will of course give all the details for them. This is the case for the
control of the nonlinear term, where the use of the following Hardy-Sobolev inequality
is crucial:
Lemma E.1 (A Hardy-Sobolev identity). For all v ∈ H0, it holds that∫
|z|<1
|v(z)|p+1(1− |z|2)αdz
≤ C
(∫
|z|<1
(|∇v(z)|2 − |z · ∇v(z)|2 + v(z)2) (1− |z|2)αdz
) p+1
2
where α is introduced in (1.5).
Proof. See Section (E.2) below for the proof.
Let us first use this estimate to prove Proposition 3.6, then we will prove it.
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E.1 Projection of the linearization of equation (B.1)
We linearize equation (B.1) around κ∗(d, ν), then project the obtained equation on the
different directions of its linear part, proving this way Proposition 3.6.
Proof of Proposition 3.6. Using equation (B.1) satisfied by (w, ∂sw)(y, s) and the de-
composition (3.20), we derive the following equation for q(y, s) for all s ∈ [0, sˆ):
∂sq = L¯(q) +
(
0
f(q1)
)
− (ν ′ − ν)∂νκ∗(d, ν) −
N∑
i=1
(d′ · ei)∂eiκ∗(d, ν) (E.1)
where
L¯
(
q1
q2
)
=
(
q2
L q1 + ψ¯(d, y)q1 − p+3p−1q2 − 2y.∇q2
)
, (E.2)
f(q1) = |κ∗1(d, ν) + q1|p−1(κ∗1(d, ν) + q1)− κ∗1(d, ν)p − pκ∗1(d, ν)p−1q1,
ψ¯(y, s) = pκ∗1(d, ν, y)
p−1 − 2(p + 1)
(p − 1)2 .
Note from (3.22) that
|d|
1 +A
≤ |d∗| ≤ A|d| and 1
A(1 +A)
≤ 1− |d|
1− |d∗| ≤ A(1 +A), (E.3)
where d∗ = d1+ν
- Proof of (3.25): From the orthogonality condition (3.21), it is convenient to see the
linear operator L¯ as a perturbation of the operator Ld∗ defined in (2.2), in the sense that
L¯(q) = Ld∗(q) +
(
0
V¯ (y, s)q1
)
where V¯ (y, s) = pκ∗1(d, ν, y)
p−1 − pκ(d∗, y)p−1. (E.4)
Consider i = 0, . . . , N . We need to project equation (E.1) with the projector πd
∗
i defined
in (2.11), and estimate in the following the different terms (with the term L¯(q) expanded
as in (E.4)). Since πd
∗
i depends on W
d∗
i , which is singular at d
∗ = 0, our proof splits
into two cases: |d∗| ≥ δ2 and |d∗| ≤ δ2, where δ2 will be arbitrary in (0, 14) in the first
case, then fixed small enough in the second. We had to do the same in the proof of the
modulation result in Lemma 3.5.
Case 1: |d(s)| ≥ δ2.
In this section, δ2 is arbitrary in (0, 14). The constant C may depend on A in the
following. From Section C.2 page 2896 in [34], we know that
|πd∗i (∂sq)| ≤ C‖q‖H
N∑
j=1
|d∗′.ej |‖∂ejWi(d∗)‖H ′ , πd
∗
i (Ld∗(q)) = λiπ
d∗
i (q) = 0, (E.5)
|V¯ (y, s)| ≤ C(A)|ν|
1− |d| κ(d
∗, y)p−1. (E.6)
- Since d∗′.ej = −ν
′|d|δj,1
(1+ν)2 +
d′.ej
1+ν , using (E.5), item (iii) in Lemma 2.4 and (E.3), we
see that
|πd∗i (∂sq)| ≤ C‖q‖H

 |ν|+ |ν ′ − ν|+ |d′ · e1|
|d|(1− |d|) +
N∑
j=2
|d′ · ej |
|d|
√
1− |d|

 .
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- Since we know from the definition (1.7) of κ(d∗, y) that
κ(d∗, y) ≤ C(1− |y|2)− 1p−1 , (E.7)
we use the definition (2.11) of πd
∗
i , (E.6), the Cauchy-Schwarz inequality and the identity
(A.7) to write∣∣∣∣πd∗i
(
0
V¯ (y, s)q1
)∣∣∣∣ ≤ C|ν|1− |d|
∫
|y|<1
|Wi,2(d∗, y)|q1(y, s)| ρ(y)
1− |y|2 dy
≤ C|ν|
1− |d| ‖Wi,2(d
∗)‖L2 ρ
1−|y|2
‖q1‖L2 ρ
1−|y|2
≤ C|ν|
1− |d| ‖q‖H .
- Using (B.7), the definition (2.11) of the projection πd
∗
i and (F.9), we see that∣∣∣∣πd∗i
(
0
f(q1)
)∣∣∣∣ ≤ C(A)
∫
|y|<1
κ(d∗, y)|f(q1)|ρdy.
Since we see from the definition of f(q1) given in (E.2) that
|f(q1)| ≤ Cδp>2|q1|p + Cκ∗1(d, ν)p−2q21, (E.8)
we write∫
|y|<1
κ(d∗, y)|f(q1)|ρdy ≤ C(A)δp>2
∫
|y|<1
κ(d∗)|q1|pρdy + C(A)
∫
|y|<1
κ(d∗)p−1q21ρdy.
Using Hölder’s inequality, the Hardy-Sobolev estimate of Lemma E.1, (E.7), (B.8) and
the embedding (A.7), we write∫
|y|<1
κ(d∗)|q1|pρdy ≤ ‖κ(d∗)‖Lp+1ρ ‖q1‖
p
Lp+1ρ
≤ C‖κ(d∗)‖H0‖q‖pH ≤ C‖q‖pH ,∫
|y|<1
κ(d∗)p−1q21ρdy ≤ C
∫
|y|<1
q21
ρ
1− |y|2 dy ≤ C‖q‖
2
H .
Thus, using (3.22), we see that for ǫ0 ≤ 1, we have∣∣∣∣πd∗i
(
0
f(q1)
)∣∣∣∣ ≤ C(A)
∫
|y|<1
κ(d∗, y)|f(q1)|ρdy ≤ C(A)‖q‖2H . (E.9)
- Using Claim D.1 for the projections of the derivatives of κ∗(d, ν), we write from
equation (E.1) and the above-stated estimates (starting first with i = 1, then i = 0 and
finally i = 2, . . . , N)
|ν ′ − ν|+ |d′ · e1|
1− |d| +
N∑
i=2
|d′ · ei|√
1− |d|
≤C
δ2
‖q‖H

 |ν|+ |ν ′ − ν|+ |d′ · e1|
1− |d∗| +
N∑
j=2
|d′ · ej |√
1− |d|

+ C‖q‖2H .
Using (3.22), (E.3) and taking ǫ0δ2 small enough yields the first estimate in Proposition
3.6 with C2 =
C(A)
δ2
, if |d(s)| ≥ δ2.
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Case 2: |d(s)| ≤ δ2.
In this section, we will fix δ2 small enough in (0, 14). Since π
d∗
i becomes singular
as d → 0 (see definition 2.5 and Lemma 2.4), we will project equation (E.1) with the
projector π¯d
∗
i defined in (D.18), which is not singular. Since all the functions we are
handling are C1 for (ν, d) ∈ [−1+ 1A , A]×B(0, δ2), we will always compute the following
quantities for d = 0, then add O(d) to the result (note that here, the notation g1 = O(g2)
stands for |g1| ≤ C(A)|g2|).
Applying the projector π¯d
∗
i defined in (D.18) to the different terms appearing in
equation (E.1) and arguing as for Case 1 and Section C.2 page 2896 in [34], we see that
|π¯d∗i (∂sq)| = |d∗i ′|
N∑
i=1
|φ(∂diW¯i(d∗), q)| ≤ C(A)‖q‖H
[|d′|+ |ν|+ |ν − ν ′|] ,
π¯d
∗
i (Ld∗(q)) = 0, |π¯d
∗
i (0, V¯ (y, s)q1)| ≤ C(A)|ν|‖q‖H , |π¯d
∗
i (0, f(q1))| ≤ C(A)‖q‖2H ,
|π¯d∗i (∂νκ∗(d, ν)) − π¯0i (∂νκ∗(0, ν))| + |π¯d
∗
i (∂djκ
∗(d, ν)) − π¯0i (∂djκ∗(0, ν))| ≤ C(A)|d|.
(E.10)
Since we have by definitions (2.11) and (D.18) together with Lemma 2.1 that π¯0i = π
0
i ,
and (ei(0), . . . , eN (0)) is the canonical basis of RN , we can use Claim D.1 with d = 0
to estimate the projections in (E.10). Writing the last term in the first line of equation
(E.1) as
∑N
i=1 d
′
j∂djκ
∗(d, ν), then using the above estimates (starting first with i = 1,
then i = 0 and finally i = 2, . . . , N), we see that
|ν ′ − ν|+ |d′| ≤ C(A)(δ2 + ‖q‖H )
[|ν|+ |ν ′ − ν|+ |d′|]+ C(A)‖q‖2H .
Using (3.22), fixing δ2 = δ2(A) small enough, then taking ǫ0 small enough yields the first
estimate in Proposition 3.6 with C2 = C(A), if |d(s)| ≤ δ2. Since we have already proved
that estimate when |d(s)| ≤ δ2 with a constant C2 = C(A)δ2 and δ2 has just been fixed
now, this concludes the proof of the first estimate in Proposition 3.6.
- Proof of (3.26) and (3.27): As for Claim 4.8 page 2867 in [34], the idea is simple:
choose the right multiplying factor for equation (E.1), then integrate. More precisely,
- For the proof of (3.26), we compute dds‖q‖2H = 2φ(q, ∂sq), and use equation (E.1) to
estimate this;
- For the proof of (3.27), we find a Lyapunov functional for equation (E.1), by multiplying
the equation on q1 derived from (E.1) by ∂sq1ρ then integrating on the unit ball. Without
the modulation terms, that functional would be 12 ϕ¯(q, q)−
∫
|y|<1
F (q1)ρdy, where
ϕ¯ (q, r) =
∫
|y|<1
(−ψ¯(d, y)q1r1 +∇q1 · ∇r1 − (y · ∇r1)(y · ∇q1) + q2r2) ρdy, (E.11)
F (q1) =
∫ q1
0
f(ξ)dξ =
|κ∗1 + q1|p+1
p+ 1
− κ
∗
1
p+1
p+ 1
− κ∗1pq1 −
p
2
κ∗1
p−1q21 , (E.12)
and ψ¯(d, y) is defined in (E.2). Because we “killed” the nonnegative directions in (3.21),
we will see that our Lyapunov functional controls the square of the norm of the solution,
if (3.24) holds. However, because of the modulation, we need to slightly change the
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functionals we intend to study, by defining:
h1(s) =
1
2‖q‖2H −
∫
|y|<1
F (q1)ρdy,
h2(s) =
1
2 ϕ¯(q, q)−
∫
|y|<1
F (q1)ρdy + η0
∫
|y|<1
q1q2ρdy,
(E.13)
where η0 > 0 will be fixed later as a small enough universal constant. Then, we clearly
see that the following identity allows to conclude:
There exist δ > 0 such that
∀s ∈ [0, sˆ), δh1(s) ≤ ‖q(s)‖2H ≤ δ−1h1(s) and h′1(s) ≤ δ−1h1(s),
∀s ∈ [0, s˜), δh2(s) ≤ ‖q(s)‖2H ≤ δ−1h2(s) and h′2(s) ≤ −δh2(s).
(E.14)
It remains then to prove (E.14) in order to conclude. The proof follows the proof of
Claim 4.8 page 2898 in [34]. For that reason, we will recall estimates from that paper,
and only stress the novelties. We claim that (E.14) follows from the following:
Lemma E.2. There exists ǫ3 > 0 such that if ǫ0 ≤ ǫ3, then for all s ∈ [0, sˆ), we have:
1
2
d
ds
‖q‖2H ≤
∫
|y|<1
q2f(q1)ρdy + C(A)‖q‖2H , (E.15)∫
|y|<1
q2f(q1)ρdy ≤ d
ds
∫
|y|<1
F (q1)ρdy + C(A)ǫ0‖q‖2H , (E.16)∣∣∣∣∣
∫
|y|<1
F (q1)ρdy
∣∣∣∣∣ ≤C(A)‖q‖p¯+1H ≤ C(A)ǫp¯−10 ‖q‖2H . (E.17)
where p¯ = min(p, 2).
Moreover, there exists η3(A) > 0 small enough such that if η ≤ η3(A), then, for all
s ∈ [0, s˜),
1
2
d
ds
ϕ¯(q, q) ≤ −2α
∫
|y|<1
q22
ρ
1− |y|2dy +
∫
|y|<1
q2f(q1)ρdy + C(A) (ǫ0 + η) ‖q‖2H ,
(E.18)
ϕ¯(q, q)
C
≤ ‖q‖2H ≤ Cϕ¯(q, q), (E.19)
d
ds
∫
|y|<1
q1q2ρ ≤ − 7
10
ϕ¯(q, q) +C
∫
|y|<1
q22
ρ
1− |y|2 dy. (E.20)
Indeed, if ǫ0 ≤ ǫ3, we see from this lemma and (E.13) that for all s ∈ [0, sˆ),
|h1(s)− 1
2
‖q‖2H | ≤ C(A)ǫp¯−10 ‖q‖2H and h′1 ≤ C(A)‖q‖2H .
Furthermore, if η ≤ η3, then we have for all s ∈ [0, s˜),
|h2(s)− 1
2
ϕ¯(q, q)| ≤ (C(A)ǫp¯−10 + Cη0)‖q‖2H ,
h′2(s) ≤ (−2α+ Cη0)
∫
|y|<1
q22
ρ
1− |y|2 dy +
(
C(A)(ǫ0 + η)− 7
10
η0
)
ϕ¯(q, q).
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Fixing first η0 = η0(N, p) > 0 small enough so that the multiplying factor in front
of
∫
|y|<1
q22
ρ
1− |y|2dy in the above inequality is negative, then imposing the conditions
η ≤ η2(A) and ǫ0 ≤ ǫ2(A) for some η2(A) > 0 and ǫ2(A) > 0 small enough, we see from
(E.19) that (E.14) holds, and so does (3.26) and (3.27) in Proposition 3.6. It remains
then to justify Lemma E.2 in order to conclude the proof of (E.14) and Proposition 3.6
too.
Proof of Lemma E.2. Following our techniques performed for the proof of Lemma C.2
page 2896 in [34], recalling identity (3.41) page 2857 in that paper, using (E.3) and (F.3),
we see that for all s ∈ [0, sˆ),
1
2
d
ds
‖q‖2H ≤
∫
|y|<1
q2f(q1)ρdy + C(A)‖q‖2H + CR1, (E.21)∫
|y|<1
q2f(q1)ρdy ≤ d
ds
∫
|y|<1
F (q1)ρdy + C|ν|
∫
|y|<1
|∂νκ∗1(d, ν)||f(q1)|ρdy + CR2,
(E.22)
1
2
d
ds
ϕ¯(q, q) ≤ −2α
∫
|y|<1
q22
ρ
1− |y|2dy +
∫
|y|<1
q2f(q1)ρdy + C(A)R1 + CR2
(E.23)
d
ds
∫
|y|<1
q1q2ρdy ≤ − 9
10
ϕ¯(q, q) +C
∫
|y|<1
q22
ρ
1− |y|2 +
∫
|y|<1
q1f(q1)ρdy + CR1,
(E.24)
|∂νκ∗1(d, ν)| + |∂e1κ∗1(d, ν)| ≤ C(A)
κ(d∗, y)
1− |d| , (E.25)
where
R1(s) = ‖q‖H
(
|ν ′ − ν|‖∂νκ∗1(d, ν)‖H +
N∑
i=1
|d′ · ei|‖∂eiκ∗(d, ν)‖H
)
, (E.26)
R2(s) = |ν ′|
∫
|y|<1
|∂νκ∗1(d, ν)|(κ∗1(d, ν))p−2q21ρdy
+
N∑
i=1
|d′ · ei|
∫
|y|<1
|∂eiκ∗1(d, ν)|(κ∗1(d, ν))p−2q21ρdy.
Using (F.9), (E.25), (F.11) and the interpolation identity (A.7), we see that∫
|y|<1
(|∂νκ∗1(d, ν)|+ |∂e1κ∗1(d, ν)|) (κ∗1(d, ν))p−2q21ρdy ≤
C(A)
1− |d|‖q‖
2
H ,
and if i = 2, . . . , N,
∫
|y|<1
|∂eiκ∗1(d, ν)|(κ∗1(d, ν))p−2q21ρdy ≤
C(A)√
1− |d|‖q‖
2
H .
Using (F.12), (F.13) and the differential inequalities (3.25) satisfied by the parameters
ν and d, together with (3.22), we see that
|R1(s)| ≤ C(A)
(
ǫ0 +
|ν|
1− |d|
)
‖q‖2H and |R2(s)| ≤ C(A)ǫ0‖q‖2H . (E.27)
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- Proof of (E.15): The estimate follows directly from (E.21), (E.27) and (3.22).
- Proof of (E.16): This is a direct consequence of (E.22), (E.25), (E.9) and (E.27).
- Proof of (E.17): Noting that |F (q1)| ≤ C|q1|p+1 + Cδp≥2κ∗1(d, ν)p−2|q1|3, by defi-
nition (E.12), and arguing as for (E.9), then, using (3.22), we get (E.17) (note that the
Hardy-Sobolev estimate of Lemma E.1 is again crucial here).
For the following estimates, we assume that s ∈ [0, sˆ), hence (3.24) holds.
- Proof of (E.18): This is a direct consequence of (E.23), (E.27) and (3.24).
- Proof of (E.19): Using the definitions (E.11), (2.14) and (E.6) of ϕ¯(q, q), ϕd∗(q, q)
and |V¯ |, together with (E.7), the embedding (A.7) and (3.24), we see that
|ϕ¯(q, q)− ϕd∗(q, q)| =
∫
|y|<1
|V¯ |q21ρdy ≤
C(A)|ν|
1− |d|
∫
|y|<1
q21
ρ
1− |y|2dy ≤ C(A)η‖q‖
2
H .
Using the expansion (2.12) for q(y, s), we see from (3.21) and (2.16) that (E.19) follows
for η ≤ η¯3(A) for some η¯3(A) small enough.
- Proof of (E.20): Since |q1f(q1)| ≤ C|q1|p+1 + Cδp≥2κ∗1(d, ν)p−2|q1|3 from (E.8),
arguing as for (E.9), we see that∣∣∣∣∣
∫
|y|<1
q1f(q1)ρdy
∣∣∣∣∣ ≤ C(A)‖q‖p¯+1H ≤ ϕ¯(q, q)100 ,
for ǫ0 small enough, where we used (E.19) together with the smallness condition in (3.22)
for the last inequality.
Plugging this estimate in (E.24), and using (E.27), we get (E.20) for η and ǫ0 small
enough. This concludes the proof of Lemma E.2.
Since we have already seen after the statement of that lemma that it implies iden-
tity (E.14), this concludes also the proof of identity (E.14). Since estimates (3.26) and
(3.27) of Proposition 3.6 are direct consequences of (E.14), this concludes the proof of
Proposition 3.6, assuming that the Hardy-Sobolev estimate stated in Lemma E.1 holds
(see the next subsection for that proof).
E.2 A Hardy-Sobolev inequality
We prove the Hardy-Sobolev estimate of Lemma E.1 here. Note that we have already
proved the one-dimensional case in Lemma 2.2 page 51 in [29], thanks to the transfor-
mation y = tanh ξ with ξ ∈ R. In higher dimensions, we can’t do that, and we need to
build-up a completely new framework to get the result. Let us give the details in the
following.
First, taking
q = 2∗ =
2N
N − 2 if N ≥ 3 and any q ≥ 2 if N = 2,
we give a series of useful lemmas and then give the proof of Lemma E.1 at the end:
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Lemma E.3. For any g ∈ H10 (B), we have the following identities:
(i)
(∫
|y|<1
|g(y)|qdy
)2/q
≤ C
∫
|y|<1
|∇g(y)|2dy,
(ii)
∫
|y|<1
g(y)2
(1− |y|2)2dy ≤
∫
|y|<1
|∇g(y)|2dy.
Proof. The first identity follows from the Sobolev embedding. In order to prove the
second identity, we consider γ ≥ 0 and write
0 ≤
∫
|y|<1
∣∣∣∣∇g + γy g1− |y|2
∣∣∣∣
2
dy (E.28)
=
∫
|y|<1
|∇g|2dy + 2γ
∫
|y|<1
gy · ∇g
(1− |y|2)dy + γ
2
∫
|y|<1
g2|y|2
(1− |y|2)2 dy.
Since
2
∫
|y|<1
gy · ∇g
(1− |y|2)dy =
∫
|y|<1
y · ∇(g2)
(1− |y|2)dy = −
∫
|y|<1
g2 div
(
y
(1− |y|2)
)
dy
=−
∫
|y|<1
g2
(
N − 2
(1− |y|2) +
2
(1− |y|2)2
)
dy ≤ −2
∫
|y|<1
g2
(1− |y|2)2 dy,
we write from (E.28)
0 ≤
∫
|y|<1
|∇g(y)|2dy + (γ2 − 2γ)
∫
|y|<1
g2
(1− |y|2)2 dy.
Taking γ = 1, we get the conclusion.
Now, we give the following lemma:
Lemma E.4. Consider a ≥ 0 with a 6= 1. Then,
(∫
|y|<1
|h|q(1− |y|2)qa/2dy
)2/q
+
∫
|y|<1
h2(1− |y|2)a−2dy
≤C
∫
|y|<1
(|∇h|2 + h2) (1− |y|2)ady.
Proof. Consider a ≥ 0 with a 6= 1 and h such that∫
|y|<1
(|∇h(y)|2 + h(y)2) (1− |y|2)ady < +∞. (E.29)
Let us compute∫
|y|<1
|∇(h(1− |y|2)a/2)|2dy =
∫
|y|<1
|∇h(1 − |y|2)a/2 − ayh(1 − |y|2)a2−1|2dy
=
∫
|y|<1
|∇h|2(1− |y|2)ady − 2a
∫
|y|<1
hy · ∇h(1− |y|2)a−1dy
+a2
∫
|y|<1
h2|y|2(1− |y|2)a−2dy.
Using integration by parts, we write
− 2a
∫
|y|<1
hy · ∇h(1− |y|2)a−1dy = −a
∫
|y|<1
y · ∇(h2)(1− |y|2)a−1dy
=a
∫
|y|<1
h2 div
(
y(1− |y|2)a−1) dy
=a
∫
|y|<1
h2
(
N(1− |y|2)a−1 − 2(a− 1)|y|2(1− |y|2)a−2) dy.
Therefore, we get∫
|y|<1
|∇(h(1− |y|2)a/2)|2dy ≤
∫
|y|<1
|∇h|2(1− |y|2)ady
+Na
∫
|y|<1
h2(1− |y|2)a−1dy + (a2 − 2a(a − 1))
∫
|y|<1
h2|y|2(1− |y|2)a−2
=
∫
|y|<1
|∇h|2(1− |y|2)ady
+[Na+ a2 − 2a]
∫
|y|<1
h2(1− |y|2)a−1dy + (−a2 + 2a)
∫
|y|<1
h2(1− |y|2)a−2dy.
Since for all ǫ > 0, we have∫
|y|<1
h2(1− |y|2)a−1dy ≤ ǫ
∫
|y|<1
h2(1− |y|2)a−2dy + 1
ǫ
∫
|y|<1
h2(1− |y|2)ady,
we get ∫
|y|<1
|∇(h(1 − |y|2)a/2)|2dy ≤
∫
|y|<1
|∇h|2(1− |y|2)ady
+
C
ǫ
∫
|y|<1
h2(1− |y|2)ady + (−a2 + 2a+ Cǫ)
∫
|y|<1
h2(1− |y|2)a−2dy. (E.30)
Now, we claim that∫
|y|<1
|∇(h(1 − |y|)a/2)|2dy ≤ C
∫
|y|<1
|∇h|2(1− |y|)ady + C
∫
|y|<1
h2(1− |y|)ady.
(E.31)
Indeed:
- If a > 2, then we may choose ǫ > 0 small enough so that −a2+2a+Cǫ < 0, and (E.31)
follows from (E.30).
- If 0 ≤ a ≤ 2 and a 6= 1, then, we write the following from Lemma E.3:∫
|y|<1
h2(1− |y|2)a−2dy ≤
∫
|y|<1
|∇(h(1− |y|2)a/2)|2dy. (E.32)
Using (E.30) and (E.32), we see that∫
|y|<1
|∇(h(1− |y|2)a/2)|2dy ≤
∫
|y|<1
|∇h|2(1− |y|2)ady
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+
(−a2 + 2a+ Cǫ) ∫
|y|<1
|∇(h(1 − |y|2)a/2)|2dy + C
ǫ
∫
|y|<1
h2(1− |y|)ady.
Since a 6= 1, we may choose ǫ > 0 small enough so that −a2+2a+Cǫ < 1, hence, (E.31)
follows. Using (E.29), we see that g(y) ≡ h(y)(1 − |y|2)a/2 ∈ H10 (B). Applying Lemma
E.3 to g, we conclude the proof of Lemma E.4.
Now, we claim the following:
Lemma E.5. If
0 ≤ a ≤ 4
p− 1 + 2−N and a 6= 1, (E.33)
then we have(∫
|y|<1
|h|p+1(1− |y|2)ady
) 2
p+1
≤ C
∫
|y|<1
(|∇h|2 + h2) (1− |y|2)ady
Proof. Taking q > p+ 1 > 2 we interpolate as follows∫
|y|<1
|h|p+1(1− |y|2)ady
≤
(∫
|y|<1
|h|q(1− |y|2) qa2 dy
)η (∫
|y|<1
|h|2(1− |y|2)bdy
)1−η
where
p+ 1 = qη + 2(1− η) and a = qa
2
η + b(1− η), (E.34)
that is
η =
p+ 1− 2
q − 2 and b =
((3− p)q − 4)a
2(q − p− 1) .
If N ≥ 3, we have q = 2∗ and we see from (E.33) that
b− (a− 2) = −
2(p − 1)[a +N − 2− 4p−1 ]
4− (N − 2)(p − 1) ≥ 0.
If N = 2, then we see from (E.33) that
b− (a− 2) = a(p− 1)(−q + 2)
q − p− 1 + 2ց −
(p− 1)a
2
+ 2 ≥ 0 as q →∞
hence, taking q large enough, we will have b ≥ a− 2.
Therefore,∫
|y|<1
|h|p+1(1− |y|2)ady
≤
(∫
|y|<1
|h|q(1− |y|2) qa2 dy
)η (∫
|y|<1
|h|2(1− |y|2)a−2dy
)1−η
.
Since a 6= 1, the conclusion follows from Lemma E.4 and (E.34).
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Now, we are ready to give the proof of Lemma E.1.
Proof of Lemma E.1. Using radial and angular coordinates for v(z):
v(z) = V (s, ω) with z = sω, s = |z| and ω ∈ SN−1
and introducing ∂sV and ∇ωV such that
∂sV =
z
|z| · ∇v and ∇v = ∂sV
z
|z| +
1
|z|∇ωV,
we see that z · ∇ωV = 0, hence
|∇v(z)|2 = (∂sV (s, ω))2 + 1
s2
(∇ωV (s, ω))2 and |z · ∇v(z)|2 = s2(∂sV (s, ω))2.
Therefore,∫
|y|<1
[|∇v(z)|2 − (z · ∇v(z))2](1− |z|2)αdy (E.35)
=
∫ 1
0
∫
S
N−1
(
(∂sV (s, ω))
2(1− s2) + 1
s2
|∇ωV (s, ω)|2
)
(1− s2)αsN−1dsdω.
Transforming similarly the wighted Lp+1 and L2 norms, we transform the aimed identity
in Lemma E.1 to the following:∫ 1
0
∫
S
N−1
|V (s, ω)|p+1(1− s2)αsN−1dsdω (E.36)
≤ C
∫ 1
0
∫
S
N−1
(
(∂sV (s, ω))
2(1− s2) + |∇ωV (s, ω)|
2
s2
+ |V (s, ω)|2
)
(1− s2)αsN−1dsdω.
Making the following change of variables:
h(y) = H(r, ω) = V (s, ω) = v(z) with r = ψ(s) = 1−√1− s,
and introducing a = 2α+1 = 4p−1+2−N (note that a 6= 1 and a ≥ 0 from the condition
(1.2) on p), we apply Lemma E.5 to h(y) in the (r, ω) coordinates:∫ 1
0
∫
S
N−1
|H(r, ω)|p+1(1− r2)arN−1drdω (E.37)
≤ C
∫ 1
0
∫
S
N−1
(
(∂rH(r, ω))
2 +
1
r2
|∇ωV (r, ω)|2 + |V (r, ω)|2
)
(1− r2)arN−1drdω.
Transforming all the integrals in this identity as follows (note that we use the weight
1− r instead of 1− r2 for convenience), we write∫ 1
0
∫
S
N−1
|H(r, ω)|p+1(1− r)arN−1drdω = 1
2
∫ 1
0
∫
S
N−1
|V (s, ω)|p+1(1− s)αψ(s)N−1dsdω,∫ 1
0
∫
S
N−1
|H(r, ω)|2(1− r)arN−1drdω = 1
2
∫ 1
0
∫
S
N−1
|V (s, ω)|2(1− s)αψ(s)N−1dsdω,∫ 1
0
∫
S
N−1
|∂rH(r, ω)|2(1− r)arN−1drdω = 2
∫ 1
0
∫
S
N−1
|∂sV (s, ω)|2(1− s)α+1ψ(s)N−1dsdω,
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∫ 1
0
∫
S
N−1
|∇ωH(r, ω)|2(1− r)arN−1drdω = 1
2
∫ 1
0
∫
S
N−1
|∇ωV (s, ω)|2(1− s)αψ(s)N−1dsdω.
Since
∀s ∈ (0, 1), s
C
≤ ψ(s) ≤ Cs,
we see that (E.36) follows from (E.37). This concludes the proof of Lemma E.1.
F Some properties of κ∗(d, ν) and the Lyapunov functional
E
In this section, we give some properties of κ∗(d, ν) defined in (3.16) and the Lyapunov
function E defined in (3.2). In particular, we prove Claim D.1. Let us first recall the
following estimate from [29] (see Claim 4.3 page 84 in that paper):
Claim F.1 (Integral computation table). Consider for some γ > −1 and β ∈ R the
following integral
I(d) =
∫ 1
−1
(1− ξ2)γ
(1 + dξ)β
dy where d ∈ (−1, 1).
Then, there exists K(γ, β,N) > 0 such that the following limits hold as |d| → 1:
(i) if γ + 1− β > 0, then I(d)→ K,
(ii) if γ + 1− β = 0, then I(d)| log(1− |d|)| → K,
(iii) if γ + 1− β < 0, then I(d)(1 − |d|)−(γ+1)+β → K.
Then, we give the proof of Lemma D.1:
Proof of Claim D.1. Using the definition (3.16) of κ∗(d, ν), we see that
∂νκ
∗(d, ν, y) =


− 2κ0p−1 (1−|d|
2)
1
p−1
(1+ν+d·y)
p+1
p−1
− 2κ0p−1 (1−d
2)
1
p−1
(1+ν+d·y)
p+1
p−1
+ 2(p+1)
(p−1)2
κ0ν
(1−|d|2)
1
p−1
(1+ν+d·y)
2p
p−1

 ,
∇dκ∗(d, ν, y) =


− 2κ0p−1 (1−|d|
2)
2−p
p−1
(1+ν+d·y)
2
p−1
d− 2κ0p−1 (1−|d|
2)
1
p−1
(1+ν+d·y)
p+1
p−1
y
4κ0ν
(p−1)2
(1−|d|2)
2−p
p−1
(1+ν+d·y)
p+1
p−1
d+ 2(p+1)κ0ν(p−1)2
(1−|d|2)
1
p−1
(1+ν+d·y)
2p
p−1
y

 .
Since we see from these expressions and Lemma 2.4 that ∂νκ∗(d, ν, y), ∂e1κ
∗(d, ν, y) =
d
|d| · ∇dκ∗(d, ν, y),
W0,1(d,y)
1−|y|2
and W1,1(d, y) depend only on |d| and the one-dimensional
variable y · e1 = y · d|d| , it follows by definition (2.11) of the projections πd
∗
0 and π
d∗
1
that the computation of the projections in estimate (D.2) in Claim D.1 reduces to the
one-dimensional case, already treated in Claim 2.2 in [34] (note that (E.3) holds here
with A replaced by B). Furthermore, taking i = 2, . . . , N , by definitions (2.11) and (2.3)
of πd
∗
i and the inner product φ, Lemma 2.4 and (B.5), we see from separation of variables
in the integrals that the projections in the first line of (D.3) are zero.
For that reason, we focus in the remaining part on the projections of ∂eiκ
∗(d, ν, y) for
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i = 2, . . . , N . Since ∂eiκ
∗ = ei · ∇dκ∗, using the eigenvalues of Ld introduced in Lemma
2.2, we see after straightforward calculations that
1
L2
∂eiκ
∗(d, ν, y) = −Fi(d∗, y) + (p+ 1)ν
(p− 1)(1 + ν)

 0
(1−|d∗|2)
p+1
2(p−1)
(1+d∗·y)
2p
p−1
y · ei

 (F.1)
where
L2 =
2κ0(1− |d|2)
1
p−1 (1 + ν)
− p+1
p−1
(p − 1)(1− |d∗|2)
p+1
2(p−1)
=
2κ0λ(1 + ν)
−1
(p − 1)
√
1− |d∗|2
, λ(d, ν) =
(1 − |d|2) 1p−1
[(1 + ν)2 − |d|2] 1p−1
.
(F.2)
Using again the definitions (2.11) and (2.3) of πd
∗
j and the inner product φ together with
the orthogonality relation in Lemma 2.4 and separation of variables in the integrals, we
also get the left estimate in the second line of estimate (D.3). We are left only with the
last estimate to prove.
Using (D.1) and (E.3) (which holds here with A replaced by B), we see that for some
C∗(B) > 0, we have
1
C∗
≤ λ ≤ C∗ and − 1 + 1
B
≤ ν ≤ B, hence 1
C∗
√
1− |d| ≤ L2 ≤
C∗√
1− |d| . (F.3)
Using (F.1), the definition (2.11) of πd
∗
j , Lemma 2.4, together with the transformation
(A.2) and (A.4), we write
πd
∗
i (
1
L2
∂eiκ
∗(d, ν, y)) = −1 + c0(p+ 1)ν
(p− 1)(1 + ν)(1− |d
∗|2) p+1p−1
∫
|y|<1
(y · ei)2
(1 + d∗ · y) 3p+1p−1
ρ(y)dy
= c0
(
− 1
c0
+
(p + 1)ν
(p− 1)(1 + ν)
J
N − 1
)
(F.4)
where from (2.9) and symmetry,
1
c0
= 2α
∫
z21
ρ(z)
1− |z|2 dz, J = (N − 1)
∫
|z|<1
z2i
1− |d∗|z1 ρ(z)dz =
∫
|z|<1
|z˜|2
1− |d∗|z1 ρ(z)dz
(F.5)
with z˜ = (z2, . . . , zN ) ∈ RN−1. Since 0 < J ≤ C and ν ≥ −1+ 1B from (D.1), we readily
see that
πd
∗
i
(
1
L2
∂eiκ
∗(d, ν, y)
)
≥ −C − CB,
and the lower bound in the last estimate of (D.3) follows from (F.3). It only remains to
get the upper bound.
Making the change of variables z˜ = ζ
√
1− z21 with ζ ∈ RN−1 in (F.5), we see from the
definition (1.5) of ρ(z) that
1
c0
= 2αJα−1
∫ 1
−1
y21(1 − y21)β−1dy1 and J = J¯
∫
|ζ|<1
|ζ|2(1− |ζ|2)αdζ
with
β =
2
p− 1 , J¯ =
∫ 1
−1
(1− y21)β
1− |d∗|y1dy1 and Jσ =
∫
|ζ|<1
(1 − |ζ|2)σdζ. (F.6)
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Since
J¯ =
1
2
(∫ 1
−1
(1− y21)β
1− |d∗|y1dy1 +
∫ 1
−1
(1− y21)β
1 + |d∗|y1dy1
)
=
∫ 1
−1
(1− y21)β
1− |d∗|2y21
dy1 ≤ Iβ−1
where
Iσ =
∫ 1
−1
(1− y21)σdy1,
and∫
|ζ|<1
|ζ|2(1− |ζ|2)αdζ = α(N − 1)(p − 1)
2
4(p + 1)
Jα−1,
∫ 1
−1
y21(1− y21)β−1dy1 =
p− 1
p+ 3
Iβ−1
(F.7)
(see below for a proof of this fact), we write from (F.4), the above estimates and the fact
that p is subconformal (see (1.2)),
πd
∗
i
(
1
L2
∂eiκ
∗(d, ν, y)
)
≤c0
(
− 1
c0
+
(p+ 1)
(p− 1)
Iβ−1
(N − 1)
∫
|ζ|<1
|ζ|2(1− |ζ|2)αdζ
)
=− 1 + p+ 3
8
<
(2−N)
2(N − 1) ≤ 0.
Using (F.3), we get the upper bound in the last estimate of (D.3). It remains to prove
(F.7) in order to conclude.
Proof of (F.7): We only prove the first estimate, since the second follows in the same
way, and is even easier. Integrating by parts in the unit ball of RN−1 and using the
definition (F.6) of Jσ , we see that for σ > 0,∫
|ζ|<1
|ζ|2(1− |ζ|2)σ−1dζ = − 1
2σ
∫
|ζ|<1
ζ · ∇(1− |ζ|2)σdζ
=
N − 1
2σ
∫
|ζ|<1
(1− |ζ|2)σdζ = N − 1
2σ
Iσ, (F.8)
on the one hand. Since we also have on the other hand,
∫
|ζ|<1 |ζ|2(1 − |ζ|2)σ−1dζ =
Iσ−1 − Iσ, it follows that Iσ−1 = (1 + N−12σ )Iσ . Using this identity with σ = α+ 1, then,
σ = α, where α is given in (1.5), we get the result from (F.8) applied with σ = α + 1.
This concludes the proof of (F.7) and Claim D.1 too.
Now, we give more properties of κ∗(d, ν) in the following:
Claim F.2 (Some properties of κ∗(d, ν)).
(i) For all B ≥ 2, |d| < 1 and −1 + 1B ≤ ν1−|d| ≤ B, we have
κ∗1(d, ν, y) = λ(d, ν)κ(d
∗, y) ≤ C(B)κ(d∗, y) ≤ C(B)
(1− |y|2) 1p−1
, (F.9)
‖κ∗ (d, ν)‖
H
≤ Cλ
(
1 + 1{ν<0}
|ν|√
1− |d|2λ
p−1
2
)
≤ C(B), (F.10)
for i = 2, . . . , N, |∂eiκ∗1(d, ν, y)| ≤ C(B)
|y · ei|
1 + d∗ · yκ(d
∗, y) ≤ C(B)κ(d
∗, y)√
1− |d| , (F.11)
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‖∂νκ∗(d, ν)‖H + ‖∂e1κ∗(d, ν)‖H ≤
C(B)
1− |d| , (F.12)
‖∂eiκ∗(d, ν)‖H ≤
C(B)√
1− |d| , (F.13)
where d∗ = d1+ν and λ(d, ν) is introduced in (F.2).
(ii) For all |d| < 1 and ν > −1 + |d|, we have
E(κ∗(d, ν)) =
E(κ0)
p− 1 λ
2
(
p+ 1 + 2λp−1
(
ν2
(1− |d|2) − 1
))
where λ is defined in (F.2).
(iii) We have sup{|d|<1, ν
1−|d|
=σ}E(κ
∗(d, ν))→ −∞ as σ ց −1.
(iv) We have sup{|d|<1, ν
1−|d|
=σ} ‖κ∗(d, ν)‖H → 0 as σ →∞.
(v) For all B ≥ 2, there exists ǫ20(B) > 0 such that if |d1| < 1, |d2| < 1,
−1+ 1
B
≤ νi
1− |di| ≤ B for i = 1, 2, and |ld1(d1−d2)|+|d1−d2|
2 ≤ ǫ20(1−|d1|), (F.14)
then, it follows that for some C∗ = C∗(B),
‖κ∗(d1, ν1)− κ∗(d2, ν2)‖H ≤C∗
∣∣∣∣ ν11− |d1| −
ν2
1− |d2|
∣∣∣∣+ C∗ |arg tanh |d1| − arg tanh |d2||
+ C∗
|ld1(d2 − d1)|
1− |d1| + C
∗ |d2 − d1|√
1− |d1|
.
Remark. We recall from the paragraph right before (A.4) that when d1 = 0, ld1(d2) and
⊥d1(d2) are respectively the component of d2 along d1 and orthogonal to d1, and when
d1 = 0, l0(d2) = 0 and ⊥0(d2) = d2.
Proof. (i) Consider B ≥ 2. Note that (F.3) holds and so does (E.3), with A replaced by
B.
- Proof of (F.9): This directly follows from the definitions (1.7) and (3.16) of κ(d∗, y)
and κ∗1(d, ν) together with (E.7).
- Proof of (F.10): From rotation invariance of the expression of the norm (1.6) and iden-
tity (B.2), we reduce to the case where d = (|d|, 0, . . . , 0), hence to one-space dimension,
and the result follows from Lemma A.2 page 2878 in [34].
- Proof of (F.11): This follows from the expressions (F.1) and (2.6) of ∂eiκ
∗
1(d, ν) and
Fi(d
∗).
- Proof of (F.12): Let us recall from the proof of Claim 3.2 given in page 2852 of [34]
that
‖∂νκ∗(d, ν)‖H + ‖∂e1κ∗(d, ν)‖H ≤
C
1− |d| (‖F1(d
∗)‖H + ‖F0(d∗)‖H + |ν|γ(d∗))
where γ(d∗) =
∥∥∥∥ (1−|d∗|2)
p
p−1
(1+d∗·y)
2p
p−1
∥∥∥∥
L2ρ
≤ C(1− |d|)−1/2 from Claim F.1. Since |ν| ≤ A(1− |d|),
using item (ii) in Lemma 2.2, we get the result.
- Proof of (F.13): Consider i = 2, . . . , N . From the expression (F.1) of ∂eiκ
∗ and (F.3),
we see that
‖∂eiκ∗(d, ν)‖H ≤
C(B)√
1− |d| (‖Fi(d
∗)‖H + |ν|γi(d∗))
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where γi(d∗) =
∥∥∥∥∥ (1−|d∗|2)
p+1
2(p−1)
(1+d∗·y)
2p
p−1
y · ei
∥∥∥∥∥
L2ρ
≤ C(1 − |d|)−1/2 from Claim F.1. We then con-
clude as for (F.12).
(ii) Consider |d| < 1 and ν > −1 + |d|. From rotation invariance of the expression of E
(3.2), we reduce to the case where d = (|d|, 0, . . . , 0). In this case κ∗(d, ν, y) depends only
on y1, and we see that the N -dimensional expression of E is equal to the one-dimensional
expression, up to a multiplying constant depending only on N . Thus, we reduce to the
one-dimensional case, which is given in Lemma A.2 page 2878 in [34].
(iii) From straightforward computations, we see that when ν = (−1 + ǫ)(1 − |d|) where
ǫ ∈ (0, 1), we have
λp−1 =
1 + |d|
ǫ(2|d|+ ǫ(1− |d|)) ≥
1
ǫ
and
ν2
1− |d|2 − 1 =
−2|d| − (2ǫ− ǫ2)(1− |d|)
1 + |d| ≤ −
λ1−p
ǫ
,
hence, from item (ii), we see that
E(κ∗(d, ν) ≤ E(κ0)
p− 1 ǫ
− 2
p−1
(
p+ 1− 2
ǫ
)
→ −∞ as ǫց 0.
(iv) Consider ν = σ(1− |d|). Since we have by definition (F.2),
λp−1 =
1− |d|2
(1 + ν)2 − |d|2 =
1− |d|
1 + ν − |d| ·
1 + |d|
1 + ν + |d| ≤
1
1 + σ
,
and ν ≥ 0, the conclusion follows from (F.10).
(v) We proceed in three steps.
Step 1: The case where ν1 = ν2 = 0.
Using the definitions (3.16) and (1.7) of κ∗(d, ν) and κ(d), together with items (i)
and (iv) in Lemma A.2, then using the local continuity near 0, we write
‖κ∗(d1, ν1)−κ∗(d2, ν2)‖H = ‖κ(d1)−κ(d2)‖H0 ≤ C‖κ0−κ(θ−d1(d2))‖H0 ≤ C|θ−d1(d2)|
where θ−d1(d2) is defined in (A.1). Decomposing θ−d2(d1) as in the paragraph right before
(A.4), we see that
ld1(θ−d1(d2)) =
ld1(d2)− |d1|
1− d1 · d2 =
ld1(d2 − d1)
1− d1 · d2 ,
⊥d1(θ−d1(d2)) =
√
1− |d1|2
1− d1 · d2 ⊥d1(d2) =
√
1− |d1|2
1− d1 · d2 ⊥d1(d2 − d1).
Since we see from (F.14) that
1− d1 · d2 = 1− |d1|2 − |d1|ld1(d2 − d1) ≥ (1− |d1|2)(1 − ǫ20), (F.15)
we get the desired estimate.
Step 2: The case where d2 = 0
In this case, we see that the function y 7→ κ∗(d1, ν1, y)−κ∗(0, ν2, y) is either indepen-
dent from y (if d1 = 0), or a function of the one-dimensional variable y · d1|d1| (if d1 6= 0).
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Using (B.2), we see that we reduce to the one-dimensional case, already treated in item
(ii) of Lemma A.2 page 2878 in [34].
Step 3: The case where d2 6= 0
In this case, we introduce
d3 =
|d1|
|d2|d2 and ν3 = ν1
(in other words, d3 is collinear to d2 with norm |d1|). By a triangular inequality, we see
that
‖κ∗(d1, ν1)− κ∗(d2, ν2)‖H ≤ ‖κ∗(d1, ν1)− κ∗(d3, ν1)‖H + ‖κ∗(d3, ν1)− κ∗(d2, ν2)‖H .
(F.16)
Concerning the second norm on the right-hand side of this inequality, noting that the
function y 7→ κ∗(d3, ν1, y) − κ∗(d2, ν2, y) is a function of the one-dimensional variable
y · d2|d2| , we proceed as in Step 2, and recalling that |d3| = |d1|, we write
‖κ∗(d3, ν1)− κ∗(d2, ν2)‖H ≤ C∗
∣∣∣∣ ν11− |d1| −
ν2
1− |d2|
∣∣∣∣+ C∗| arg tanh |d1| − arg tanh |d2||
(F.17)
(here and in the following, C∗ = C∗(B) > 0).
We now handle the first norm in the right-hand side of (F.16). Introducing d∗i =
di
1+νi
,
we see that for ǫ3 small enough, we have
|d3| = |d1|, ν3 = ν1, |d∗3| = |d∗1| and d∗3 − d∗1 =
d3 − d1
1 + ν1
with
1
B
≤ 1 + ν1 ≤ B + 1.
(this identity will be frequently used in the following, together with (E.3) and (F.3) which
hold here with A replaced by B). Using the definitions (3.16) and (1.7) of κ∗ and κ, we
write
‖κ∗(d1, ν1)− κ∗(d3, ν3)‖H ≤ C∗‖κ(d∗1, y)− κ(d∗3, y)‖H0 + C∗J1/2 (F.18)
where
J = ν21(1− |d1|)
2
p−1
∫
|y|<1
∣∣∣∣∣ 1(1 + d∗3 · y) p+1p−1 −
1
(1 + d∗1 · y)
p+1
p−1
∣∣∣∣∣
2
ρdy.
Using the result of Step 1, we see that
‖κ(d∗3, y)− κ(dˆ∗1, y)‖H0 ≤ C
|ld∗1(d∗3 − d∗1)|
1− |d∗1|
+ C
|⊥d∗1(d∗3 − d∗1)|√
1− |d∗1|
,
≤ C∗ |ld1(d3 − d1)|
1− |d1| + C
∗ |⊥d1(d3 − d1)|√
1− |d1|
. (F.19)
Since |X− p+1p−1 − Y − p+1p−1 | ≤ p+1p−1 |(X−
2p
p−1 + Y
− 2p
p−1 | for any X > 0 and Y > 0, using the
calculation rule of Claim F.1 and (F.14), we write
J ≤ Cν21 |d1 − d3|2
∫
|z|<1
(1− |d∗1|)
2
p−1 ρ(z)
(1 + |d∗1|z1)
4p
p−1
dz ≤ Cν21
|d1 − d3|2
(1− |d∗1|)3
≤ C∗ |d1 − d3|
2
1− |d1| . (F.20)
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Since |d3 − d2| = ||d1| − |d2||, we see that
|ld1(d3 − d1)| ≤ |ld1(d2 − d1)|+ ||d1| − |d2|| and |⊥d1(d3 − d1)| ≤ |d1 − d2|, (F.21)
Using (F.14) and arguing as for (F.15), we see that
||d2| − |d1||
1− |d1| ≤ C| arg tanh |d1| − arg tanh |d2||. (F.22)
Using (F.16)-(F.22), we get the conclusion of item (v) in Claim F.2.
In the following, we recall from [33], [29] and [30] some properties of the Lyapunov
functional E defined in (3.2).
Lemma F.3 (Properties of the functional E (3.2)).
(i) For all r and v in H , we have
|E(r)− E(v)| ≤ C(1 + ‖r‖p
H
+ ‖v‖p
H
)‖r − v‖H .
(ii) Consider w a solution of equation (1.4) such that E(w(s0)) < 0. Then, w(y, s) cannot
be defined for all (y, s) ∈ B(0, 1) × [s0,∞).
Proof.
(i) As for Claim B.1 page 622 in [33], this is a direct consequence of the definitions (3.2)
and (1.6) of E(v) and ‖v‖H , together with the Hardy-Sobolev identity of Lemma E.1.
(ii) See Theorem 2 page 1147 in Antonini and Merle [3].
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