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Je remercie monsieur B. Le Char lier JX>ur avoir accepté d'être mon 
promoteur de mémoire, pour son intérêt et sa dtspontbtltté. Ce mémoire 
m'aura appris un tas de problèmes concernant la programmation 
logique et donné une bonne formation en programmation Prolog. 
Je remercie monsieur V. Deville pour avoir dtr1gé mon mémoire et 
pour m'avoir éclairé de sas précieux conseils. La partie de sa thàsa de 
doctorat (0)) concernant le sujet du mémoire sera abondamment 
exploitée. 
1 
Introduction 
L 1 
Dans la démarche de oonœption d'un programme en Prolog, on 
s'intéresse d'abord à la logique du problème. Ensuite on traduit en 
Prolog la logique obtenue puis on optimise le code. . 
L'efficacité dépend d'abord de l'interpréteur Prolog. Qµelles sont 
les strat8gies auxiliaires à la r8solution· que l'interpréteur peut fournir ? 
Cette question pourrait peut-être dégager un interpréteur meilleur que 
tous les autres. 
L'efficacité dépend bien entendu du programme lui-même. 
E:xiste-t-il un programme équivalent qui soit plus efftcaœ? L'efficacité 
est un espaœ à deux dimensions où les axes sont le temps d'exécution 
t et l 'espaœ mémoire E d'un programme. L 'espaœ mémoire reprend 
tout œ dont a besoin l'interpr8teur pour exécuter le programme. Le 
mémoire propose une ballade dans œt espaœ dont le but est de réduire 
la coordonnée t du programme. 
C'est une optimisation au niwau source d'un programme. Sur 
base de transformations d'optimisation, l 'ob)Botif est de fournir un 
programme équivalent dont le temps d'exécution est moins grand. 
L'optimisation consiste principalement à éliminer le plus de 
redondances possibles au sein du programme à analyser. 
Le chapitre 2 du mémoire propose une bonne trentaine de 
transfoml&tions d'optimisation Elles reprennent certaines habitudes 
des programmeurs Prolog ou des cas de figure mOins évidents. Elles 
sont rangées dans trois classes suivant qu'elles s'appliquent sur une 
procédure, une clause ou sur une procédure mais mettant en Jeu 
d'autres procédures du programme. 
La complexité du problème d'optimisation réside dans le fait 
qu'une transformation peut inhiber d'autres transformations 
d'optimisation. La principale contribution du mémoire est de proposer, 
dans le chapitre 3, une heuristique d'application de œs transformations 
assurant qu'à partir d'un programme, un autre est 9'néré, le plus 
optimisé qu'on puisse trouver à partir des transformations 
d'optimisation proposées. Dans le chapitre 3, nous montrons 8galement 
la difficulté de collecter toutes les informations nécessaires au 
processus d'optimisation. 
l 2 
Le chapitre 4 propose un optimiseur, écrit en C-Prolog, qui est la 
reflet de l'heuristique de transformation trou\1ée au chapitre 3. 
Ses performances, et donc œllas de l'heuristique, figurent dans le 
chapitre 5. Elles montrent que l'optimisation au niveau sourœ d'un 
programme Prolog est uns réelle n8œssit8. 
Nous pourrions imaginer œ processus d'optimisation 
complètement transparent au programme si l 'optimiseur avait des 
outils à sa disposition pour effectuer la collecte des informations. C'est 
dans œt esprit qu'a été construit l'optimiseur. Il est capable de reœooir 
bien d'autres transformations d'optimisation et ses besoins en . 
informations sont uniformisés au maximum. 
Les transformat1ons d'opttm1sat10n 
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Les transformations 
d · optimisation 
2. 1 
Dans les transformations d'optimisation présentées dans œ 
chapitre, nous emploierons les différmtes notions de déterminisme, 
d'incompatibilité. En voici les définitions précises tirées de (U}}. 
Un littéral p{q_,..,tn} est dBtBl'Illinists ssi la séqumœ des 
substitutions résultantes pour œ littéral a au plus une substitution 
résultante. 
Un littéral p(t1,..,tn} est entièrement déterministe ssi la 
séquenœ des subst1tut1ons résultantes pour œ littéral a une et une 
seule subst1tut10n résultante. 
Un littéral p(t1-tn> est tnftnt sst la séquenœ des substltuttons 
pour œ littéral est infinie. 
Un littéral p(q_,..,tn} est incompatible avec le littéral q{si,..,sm} ssi 
la séquence des substitutions résultantes pour q{SJ.,..,sm} est 1Jide quand 
la séquenœ dss subst1tut1ons pour p(t1,..,tn} n'est pas vtde et vtœ versa. 
Nous utiliserons les notations traditionnelles pour décrire ces 
transformations. 
p+- s 
p+- 5' 
La clause, ou procédure, en dessous de la barre est la transformée de la 
clause, ou procédure, au dessus de la barre. P ,O.C seront des littéraux 
positifs et les lettres grasses 5 et T seront des séquences de littéraux 
{elles peuvent âtre 8'V8ntuellemsnt des séquences Vides}. ~ est le vecteur 
des variables de la tête d'une clause. Les autres conventions serons 
introduites en temps utiles. 
Les transformations d'opttm1satton 2.2 
Dans la référenœ {{2}}, les transformations sont regroupées dans 
deux classes : les transformations interproœdurales et 
intraprocédurales. En un mot, les transformations interproœdurales 
remplaœnt un littéral dans une clause par une disjmction des clauses 
de définition de œ littéral; elles mettent donc en jeu plusieurs 
procédures. Sur base de œtte disjmction, sont effectuées des 
transfoi Iuations intraproœdurales pour la réduire {suppz ession de 
littéraux identiques.} ou des transformations plus 98Ilérales telles que 
les unifications {appelées aussi les substitutions d'égalités). Tout œla 
sous des conditions tantôt simples, tantôt abominables. 
Comme nous le justifierons plus tard, nous pensons que les 
transformations interproœdurales doivmt être ramenées à leur plus 
simple expi ession De plus, si le traitement des disjmctions est en soi 
intéressant, il y a plus urgent Par exeinple, l'introduc;tion de cuts. 
Si le français le permet, nous divisons la classe des 
transformations intraproœd.urales en deux classes : les 
transformations interclausales et intraclausales. Non seulement c'est 
plus pli mais notre optimiseur sera basé sur les trois classes de 
transfo:t u1ations : 
les transfonnations int8rproœdurales. 
les transformations interclausalBS, c'est-à-dire au sein de la 
procédure et mettant en jeu deux ou plusieurs clauses et 
les transformations intraclausales. c'est-à-dire au sein 
d'une clause et mettant enjeu un ou plusieurs littéraux. 
La preuve de la validit8 d'une transformation d'optimisation 
repose sur la sémantique procédurale car la transfonnation modifie le 
contrôle de l 1inte1 piéteur Prolog sous-jaœnt Lors de œtte validation, 
nous d8WOIIS tenir compte de la séquenœ des substitutions 
résultantes, d8S effets de bord, des métaprédicats et des cuts. 
Pour 8XSCU.ter un goal, l'interpréteur CfU8 nous utilisons rgcherche 
de haut en bas dans le programme une clause dont la tête s'unifie avgc 
le ~ L'interpréteur rBCherche le plus général commun unificateur 
entre le ~ et la tête des clauses. Si une telle clause est trouvée, il y a 
exkution des ~ du corps de la clause de gauche à droite. Si 
l'interpréteur ne parvient pas à trouver une clauss unifiable à un goal, il 
Erifgctue un backtrack.ing. Il rejette la clause la plus récente incluant 
toute substitution provmant de son unification. Ensuite il rgcherche 
une autre clause subséquente unifiable. 
Chaque transformation sera présentée avec l'en-tête suivant: 
ïransformation X {(y}}• où {{y}) sera le numéro de la rmrenœ dans 
Les transformatlons d'optlmJsatlon 
laquelle elle figure, à œla S8I'a parfois a.,outé •implérnentœ•. 
21 lss transformations intsrclausales 
2.3 
Soit une procédure à deux clauses. Si dans chaque clause il y a 
un littéral tel que les deux forment une paire de littéraux incompatibles 
alors û y a une :possibilité d'effectuer une transformation 
d'optimisation. 
Transformation 1 implémentée 
( l T ~ c; n\Y 1 .,L_ 1 r -: .. :..' "'r""'" •' --·1 •' ...., l 
/ ï 
P'1.Ii +- T ,• C2,• 52 
r l Î -. î c P'Œ.t' +- ,• L- 11 · ,, 7 1 
( l T ~ s YJI -- i .,L_ l 
r- 1.~J "'r""'" 1 --·2 ,' 2 
Conditions d'a1212lication: 
C1 et C2 incompatibles. 
T, C 1 ,C2 n'ont pas d'effets de bord 
T d8te1111inisœ. 
C 1 déterministe. 
Preuve: 
L'insertion du eut oblige la séquenœ T et le littéral Cl à être 
déterm1n1stes sinon le eut supprtmeratt d'autres· substttuttons. D'autre 
part, le eut ne permettant pas le baektraektng à travers T et C1, ces 
objets ne doivent pas contenir d'effets de bord. {exemple: si T contient le 
prédicat retraot/1 et si dans la séquenœ 5:L, il y a un prédicat dont la 
procédure de définition contient la séquenœ • T , fail •. En insérant le eut 
après C1, on ne réalise plus la boucle à travers le prédicat retract/1). 
Cette transformation est très importante, la présanœ du eut avtts 
de nombreuses recherches 1nuttles. Nombreux sont ses cas partteullers. 
Dans le cas d'une séquence T vide nous avons la transformatton 2. 
Les transforma.ttons d'opttmmtton 
Transformation 2 {U}} implémBI1tée 
f ·, r:· 5 p11.f./ +- -·· 1 ,' 1 
f ·, ~ 5 r,,-.. •, +- 1 · 1 __ ). 1 _/'JI Ï .... (., 
f ) ,-. r ~~ 
r1·-··1 ~ l 1 
.r' ,.L, .,- •--' l / . , 1 
1 \ pif./ +- [21 52 
Conditions d 'aP.P.lication: 
C 1 est déterministe. 
C1 et C2 n'ont pas d'effets de bord. 
C1 et C2 sont incompatibles. 
Preuve; 
2.4 
C'est bien sür le même ratsonnsmsnt que pour la transformation 
l Cl étant déterministe et C 1-C2 étant une paire de littéraux 
incompatibles, le eut supprime et uns recherche inutile à travers C1 et 
une recherche à travers C2 lorsque C 1 réussit 
Lorsque pour la paire C1-C2 de littéraux incompatibles nous 
avons la · paire C-not(C}, voici les transformations possibles 
immédiatement déductibles de la transformation l 
Transformation 3 {U)) implémentée 
pf-... ·1 
t-l.1 +- C: ,,51 
( ·, 
P'Y' 
·1 . .::::.1 +- not{C:} 1 S2 
( ·1 C, ! .. 51 P'Y' +-. , .. ::.::.1 p/y.\ +- 5-::i l--1 
.... 
Condition d'a1212lication: 
C n'a pas d'effets de bord. 
Preuve: 
Du point de vus de la correction de la prœédure, C doit toujours 
Les transformations d'optl.mtsatlon 2.5 
être "ground• avant sa sélection et doit être déterministe. D'où la seule 
condition par rapport à la première transformation. Voici œ que nous 
gagnons: i:;uur tout ~ p(t) respectant les préconditions de p, si C 
réussit alors 51 est exécutée. Par backtracking, C ne peut plus réussir 
puisqu'il est déterministe et d'autre part not{C) échoue. Inversément, si C 
échoue alors not(C} réussit et 52 est exécutée. Par backtrackin9 not{C) ne 
peut plus réussir. Avec 1'1nsert1on du eut et la suppression du littéral 
not{C} dans la seconde clause. il n'y a plus de backtracklng à travers C 
ou une nouvelle exécution de C pour évaluer not{C}, 
De la même manière: 
Transformatton 4 
p{r) +- not{C} ,• 51 
p(i~ +- C 152 
Condition d'application: 
((l}) 
C n'a pas d'effets de bord. 
implémentée 
Les deux transformations qui suiwnt timnmt compte d'une 
séqumœ T non vide: 
Transformation 5 {0}} implémentés 
( \ 
P't;&J +- T, C, 51 
( ) .,_ T I not{C} .. 5:J P'Y ·1.~. L, 
pi-./\ .,_ T -. 1 5 
'-~-' 
,' l_... 1 '1 ] 
( -~ 
+- TJ5:i Pl.li u 
Condit1ons d 'appltcatton; 
Tet C n'ont pas d'effets de bord. 
Î 8St dét8rm1n1Ste. 
Les transformations d'opUmisatlon 
Transformation G (U}} implémentée 
f 1 T 1--1 p1··1 +- n-1t1I .1 5 ·LI ,' L ·l-'.I,• 1 
i l T ! -. .S. r1·,·1 +- l_ .. .rJ \.::::.1 ,' 
' G 
1 ·1 T r-:1 r 51 p1•-,•1 +- r -l.11 i ·l.LI 'lUl.1.-··.1 ,' ,' 
,, \ 
1 ' T 
,,52 J.:i)"(I +- l .. ::.::..1 
Conditions d 'a1ml1cat1on: 
Tet C n'ont pas d'effets de bord. 
T est déterministe. 
De nombreux exemples seront exposés plus loin 
2.6 
Lorsqu'une procédure est construtte sur un paramètre 
d '1nductton. la paire de littéraux 1ncompat1bles reflète les propriétés de 
œ paramètre; par exemple: 
concat(L1l2l:Y :- L1=IJ. L2 = L3. 
concat<L1l2l~ :- L1=IHIT), concatITl2J1>, L3=(HIT]. 
concat( L1l2l~ :-L1-U, ! , L2 • L3. 
concat(L 112½> :- L 1 =IHIT) , concat(î l 2.T 1> , L3~HtT) . 
L'induction porte sur l'aspect de L1, Tout naturellmlent découle 
alors la généralisation de la transformation 1 pour une procédure à plus 
de deux clauses: 
Les transformat1ons d'opttm.1sat1an 2. 7 
Transfonnation? {U}} 
ni-.,..·\ +- T c:1 / 51 r-·1.::::_J 1 
F/-.. -·1 .,_ T Cz,. 5z 11.::'.;.1 ,• 
• 
f ·, p,--, 
·l.~l +- T 1 1- 5 L,· r,-1 ·' r,-1 
,. ·, T,. ,-. .. Sn p\YI +- i_ .. r, .. .::.::J 
r 1 T 1-· 1 
.• 51 r,1-r1 +- 1_.·11 • '1,::::) 1 
î \ Tl c.,' 1 5., P'Y' +-'..:..:-' L, .• L 
• 
f ·, T Cr,-1 .. 1 51'1-1 P'""(I +-· l::::) ,' .• 
piy\ +- Tl Cn 15r, ·1.::;:J 
Conditions d 'a:g12lication: 
Les Ci sont déterministes 
et n'ont pas d'effets de bord. 
Ci est incompatible avec Cj (_;-i). 
T est déterministe. 
Ou sous forme particulière, 
Transformation 8 {0}} 
( ·, TI C1 ,• 51 PY' ... . :.:.l
r:.f--r 11 +- T .. C2, 52 ·'1.::::.1 
• 
i ·1 
Pl.fi ._ T,Cr,-1,5ri_1 
f l p1····1 
-.~.l +- T ,--t,r. -~ n1tl"i" ·1 r· -ur: ) 5 ,1IU L-•1, .. l_, _ _,2,, ••.. IIJ_, _ _,n-1 ,. l'i 
p(Ô ... TI c11 ! .• 51 f l 
TI C:i, 1 ~ P'TI +-· l.::::J . , ,_,.. J u L, 
( ·1 Î, Cri-1,, 1 5 r,-t P.f.l ._ 
' p{x) +- T, 5" ._l 
Les transformatlDns d'opttm1sat1on 
Conditions cl 'awlication: 
Lss Ci n'ont pas effets de bord. 
Ci est incompatible avec Cj C,ï-i). 
T est détemuntste. 
Preuve; 
2.B 
Par la présence des not/1. nous n'avons plus à exiger le 
déterminiSme des l1ttéraux ½ car, par la correction de pet des½· 1l est 
implicite. A part cela, la preuve est similaire à celle de la transformation 
1. 
Il existe bien sûr la correspondance des transformations ? et 8 
lorsque la séquence déterministe T est vide. 
L'action des transformations 1 à 8 est d'éviter des backtrackings 
inutiles puisque leur issue est prévue vouée à l'échec. La difficulté est 
de trouver les ensembles de littéraux incompatibles. Dans lss 
transformations 1 à 8.. il y a intérit ds placsr ln littéraux 
inoompatiblss ls plus sn a\Jant dans 189 oorps dn clau989. L' 
idéal est d'avoir des séquences T vides car la recherche à travers la 
procédure sera d'autant plus accélérée. 
La transformation suivante évite à l'interpréteur d'effectuer deux 
fois le même travaû par la présence de deux sous-arbres de recherche 
identiques. Elle s'applique sur deux clauses contiguës d'une procéd~re. 
Transformation 9 {0}) 
p{i1 +- T ,51 ( \ T 5 pl_rJ' +- 1 2 
Conditions d 'a1212lication; 
y est le vecteur de toutes les variables se trouvant dans 5i et 52, 
p n'a pas d'effets de bord. 
T, 51 et 52 ne contiennent pas de eut 
p n'est pas infini. 
29 
Preuve: 
Cette transformation mochfie la séquenœ des substitutions 
résultantes. Si p est infini8, toutes les substitutions ne sont pas rendues 
par la procédure transformée. Par exemple, si 51 n'est pas déterministe 
et si 52 est une séquenœ infinie (c'est-à-dire qui contient au moins un 
httéral 1nfin1). après un échec de 51, le backtracking passera à travers 
52 dans la procédure transformée au lieu de traverser la séquence T 
dans la procédure initiale. La séquenœ des substitutions due à la 
réalisation de la séquence 51 sera perdue. D'où la condition: p n'est pas 
infin1. Il faut aussi que p n'ait pas d'effets de bord. La troisième 
condition assure aussi qu'il n'y a pas de modifications de la séquence 
résultante en supprtmant œrtatnes alternatives. 
Cette transformation est gérniral1sable dans le nombre de clauses 
m1ses en )8u: 
Transformatton 10 
,. ·1 T .. 51 ,,5 p1·•··1 +-·1.::::_ i ·, T 152 15 p1·•··1 +-• ILI 
+ + 
P\~./ +- T .. 5r. .. 5 
pi'-.,,1 
·l.::.::J +- T .•pl{~}, 5 
pl{12} +- 51 
( . 
ph12J +- 5-:i i:.. 
+ 
pl{1_..1} 
... -~ +- Sr, 
Conditions d 'a1212lication: 
y est le 'V8Cteur de toutes les "ariables se trou"ant dans 5J. et 52, 
•. Sn 
p n'a pas d'effets de bord. 
T, Si, 52, ., Sn et S ne contiennent pas de eut 
p n'est pas infini 
Les dix transformations précédentes élaguent l'arbre de 
recherche, associé à la procédure, des rejetons inutiles. 
2. 10 
Un dsu:tième groupe de transfonnations intm-cla.usales peut être 
envisagée: des permutations de clauses. La transformation suivanœ 
tient plus du mot d'ordre: 
Transformation il {U)} 
Une proœdure peut être correcte sous des permutations 
différentes de ses clauses. Choisir œlle qui ordonne les clauses de la 
plus générale à la plus spécifique, Par plus générale, nous entendons 
œlle qui donne des substitutions plus volontier que d'autres. 
Le problème est de trouver un paramètre qui permette d'ordonner 
œs clauses. Un paramètre immédiat peut être le nombre de variables 
dans la tête d'une clause. La transfo11nation suivante est basée sur le 
genre des clauses: 
Une clause est de gsnrB SL {straight-line} ssi elle ne contient pas 
de littéral récursif. 
Une clause est de gBDI'B TR (tail recursive} ssi elle contient un 
seul littéral récursif et œlui-ci est m fin de coi ps. 
Une clause est de gsnrB GR {general recursive} ssi elle n'est ni de 
genre SL, ni de genre TR 
Transfonnation 12 implémmœe 
Choisir une permutation permise des clauses d'une proœdure de 
telle manière que la proc8dure ait l'aspect: 
groupe de clauses de genre SL 
groupe de clauses de genre Tl< 
groupe de clauses de genre GR 
Dans le cas d'anthologie ou la procédure se compose de clauses de 
ggnre SL et d'une S8Ule clause de genre TR, l'efficacits gagnée par 
l'application de œtte transformation correspond au passage d'une 
procédure récursive à une procédure itérative m Pascal {comparaison 
tirée de {U)}). De plus si œtte clause de genre TR est du type 
p{~ :- 5 , p{y) 
où 5 est une séquence déterministe, aucune information n'a besoin 
d'être r8bmue par l'interpréteur Prolog. Le cas de figure ggnéral, 
préconis8 par la transfm 11ldtion 12 timt de l 'heurtstique suivants: •plus 
loin seront rejeœs les littéraux récursifs dans une procédure, moins 
fastidieuse sera la gestion des appels récursifs•. Les effets de œtte 
transformation peuvent donc être discutés. 
Les trB.l'lsformatlons d'optlmisatlcm 2. 11 
L'épine dorsale de l'optimiseur proIXJSé par les auteurs de la 
référenœ {{2}} est l'expansion des littéraux d'une procédure. 
Exemple: 
rererseC(, V} :- rfX, V ,ID , ! . 
r{[LZZ}. 
r{[HITLWZ> :- rIT,WJHfZD. 
rererseC(.V) :- rC( V J]) , l . 
r([)ZZ>. 
r{[HJTLW Z> :- r<T.W lHJZD = r{[]Z1Z1> ; 
r{î,WJHfZD = r{[H1rr1LWiZ1}, r<T1,WilH1rz1D · 
Le littéral est remplacé par une disj:mction comprenant autant de 
parties que de clauses composant la procédure de définition de œ 
littéral Chaque partie comprend un littéral =/2 remplaçant l'unification 
du littéral a\.18C la tête de clause candidate et d'une con):)nction 
correspondant au corps de œtte clause. L'efficacité exprimée en temps 
pour chaque littéral ainsi transformé correspond à la soustraction 
Sui1Jante: 
tsmps ds rschsrchs d'uns clause unifiabls au littéral 
temps de recherche dans la disjonction d •une unification 
réussie 
{succès de -/2) 
Cette transformation d'expansion dépend d'une part du genre de 
la procédure à étendre (SL, TR, GR), pour chaque littéral à étendre, du 
genre de la procédure de définition de œ littéral et d'autre part, de la 
présence ou non de cuts dans œtte procédure de définition {œci n'est 
pas une liste exhaustive des conditions d'application O. Les auteurs de 
la référence {{2)) soulignent que leurs algorithmes d'application de œtte 
transformation ne sont pas encore au point et font l'objet d'une 
recherche intense. 
Remarquons dès maintenant que œ développement des littéraux 
n'est pas complet, ainsi le montre le dernier littéral de la dernière 
clause de la procédure r/3 de l'exemple. 
Je suis convaincu que l'expansion des littéraux est hors de propos 
dans une optimisation au ni\J8au sourœ d'un programme Prolog. Le 
Prolog est un langage de haut ni\J8au et le problème d'expansion doit 
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être plus un problème de compilation ou de design d 1interprtronU" qu \m 
problème posé au niveau sourœ. L8 prolog est basé entre autres sur la 
recherche de clauses unifiables; tel est le profil de Prolog. Ce n•est pas 
par les outils que propose Prolog que œ caractère de Prolog sera corrigé 
{même si c·est de manière partielle d1après la remarque ici plus haut}. 
De plus, la transformation d1expansion coûte cher en validation des 
conditions d'application Les programmes ainsi étendus deviendraient 
vite kilométriques. Ce qui paie réellement, c·est la recherche de littéraux 
incompatibles afin d'éviter des backtrackings inutiles par l'insertion de 
cuts comme expliqué aussi plus haut Ceci est très important, nous 
assistons en direct à un changement de paradigme. A.u lieu de 
retranscrire ici toutes les transformations que les auteurs de {(2}} 
présentent, nous ne prendrons que les cas plus simples, implémentés 
en vue de tests. 
Transformation B 
f ·, p1~-1 
·l:!::,J 
f ·, P'l 1 
. l-::...} .l +- 51 
+ + 
. 
i ·, plx / 
·-n· ~ 5r, 
p(-c ·,, 
.. :::...1 .J +- 51 
+ • 
♦ • 
p/-... } d. 
··-n· +- 51'1 
Conditions d'application: 
{(2)) implémentée 
le littéral à étendre 
la procédure dE"~ définition 
du littéral 
L Les Si ne contiennent pas de cuts. 
2 Il n'y a pas ds variables communes sntre les ~}, 51, ~ et les 
autres parties de la clause contenant pW. 
3. La procédure de déftnttton du ltttéral à étendre est de genre SL 
4. Dans le terme d.ts)Jncttf. lequel est généré en étendant chaque 
ltttéral. aucun nom de prédicat apparait lequel a dé.,Jà été étendu. 
incluant le nom de prédicat p. 
5. Pour le terme d.ts)Jncttf résultant. répéter les opérations. 
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Preuve: 
Les conditions 1 et 2 sont évidentes. D'une part, on ne perd pas de 
substitutions résultantes et d'autre part, aucune instanci.ation ne sera 
faite involontairement La condition 3. assure que l'expansion d'une 
procédure de genre SL restera de genre SL La condition 4. est une 
condition de terminaison pour l'expansion de la procédure, elle interdit 
une expansion circulaire. 
E:œm~ 
Soit le programm8 
p:-P]_,CI,P2· 
q :- ql , r , q2 · 
r :- r1 , p . r2 . 
Chaque clause est de genre 5L Le littéral q dans la première 
clause est étendu par la deuxième clause donnant 
P :- Pl , q=q , ql , r , q2 , P2 · 
Aucune autre expansion ne peut s'appliquer sur cette clause. La 
deuxième est étendue par la troisième, donnant 
q :- ql , r=r , r1 , p , r2 , q2 . 
En étendant p, on obttant 
q :- ql , r =r , r1 , P=P , Pl , q=q , en , r , q2 , P2 , q2 . 
La dernière restera inchangée. 
Les conditions d'application de la transformation B sont les plus 
restrictives de {(2}). Si la procédure à étendre est de genre TR ou vR, les 
auteurs de ((2}) proposent d'étendre une seule fois les littéraux récursifs 
{ tel est le cas dans le premier exemple qui ne pourra donc pas être 
obtenu par la transformation B}. Ils proposent en outre d'accompagner 
cette transformation d'une décomposition de clause: 
p :- 5 , ( 51 ; _; Sn } , T . 
p :- S, 51, T. 
' . 
p :- 5 . Sn . T . 
cela parce qu'ainsi décomposée, d'autres transformations sont 
applicables. Bien qu 'implémentée, la décomposition va manifestement 
à l'encontre des efforts fournis pour réaliser l'expansion et aussi à 
Les transformations d'opthnisatl.an 2. 14 
l'encontre des transformations 9 et 10. Elle ne reçoit clone pas le badi;,3 
de ·transformation•. 
Exemple: 
Reprenons la procédure transformée du premier exemple et 
décomposons-la: 
reverse{X, V} :- r{X, V ,ID , ! . 
r{[]Z2}. 
r{(HUHfZlZ> . 
r~HIH1IT11LW12> :- rIT1,W1JH1IHIZID. 
Ceci en utilisant des transformations intraclausales. Les éléments 
de la liste sont traités deux par deux par r/3. Ce n'est pas mal mais le 
,i8u en vaut-il la chandelle 7 Si le littéral à étendre a comme procédure 
de définition une centaine de faits, que se passera-t-il après 
décomposition 7 Une catastrophe (1e mont Fuji est proche du Capitole1, 
la décomposition va à rencontre ds la transformation 10, D'où le besoin 
que ce processus d'optimisation soit interactif ou que l 'optimiseur 
devine la situation ( il n'est pas :bon que l'utilisat9Uf ait le choiX quant à 
l'utilisation de telle ou telle transformation, comme expliqué dans le 
chapitre suivant). La transformation suivante est un compromis: 
Transformation 14 (0)) implémentée 
j' ·, 
51 pl.;&/ +-
• 
p(-\ 
·J.1 +- 5- lt\ 5-il I q,JJ ,, 12 
• • 
i 'i 51\ p1-~1 +-·l..:!::J 
p{i~ +- 51 
♦ ♦ 
♦ ♦ 
p{.f} +- 5 r, 
( ·, 
9\1.J.I +- T 
Conditions d 'aP-P-lication: 
T ne contient pas de cuts ni de littéraux de foncteur p. 
Il n'y a pas ds variables communes entre y, Tet ~ t Sü, SQ 
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23. Les transformations intraclausales 
Transformation 15 {U}} 
Une clause peut être correcte sous diverses permutations de ses 
littéraux. D'où l'idée de choisir œlle qui ordonne les littéraux par ordre 
croissant de clauses unifiables. 
Transformation lG {0}} 
Dans le choix des permutations permises, choisir œlle qui amène 
les littéraux de type ground en tête de coi ps de clause. 
Transformation l? {U}} 
Ou amener les littéraux déterministes en tête de corps de clauses. 
Ces trois transformations peuvmt sembler contradictoires, elles le 
seront œrtainement à l'application. Elles ont œpendant le même but: 
tenter d'acœlérer au mieux la résolution d'une séquenœ de littéraux, il 
s'agit de plaœr des littéraux en tête de COJ:ps de telle façon que le 
maximum de renseignements sur la résolution de la séquenœ soit 
obtenu. Ces trois transfoi mations sont difficiles à appliquer. Le 
caract8re déterministe d'un littéral est très intéressant 
Transfonnation 18 {{l)) implémenœs 
( ·, p\YI 
.. ::::,.1 +- 5 1 
+ 
+ + 
i ) 5n1, 5n2 p~yt +-~) 
p{x} +- 51 
• + 
• 
p( .. .'\ 
. -~-' +- SrJ.1 r 1 Sn2 
Condittons d 'appltçatton: 
Sn1 n'a pas d'effets de bord. 
Sn1 est déterministe. 
Preuve: 
Puisque la séquence Sn1 n'a pas d'effets de bord et est 
déterministe, le eut évite le backtracking inutile après la seule 
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substitution résultante. Ctrtte: séquenœ Snl doit me: la plus grande: 
possible pour un maximum d'efficacité. 
Transformation 19 ((1)) 
f ) 51 p,· .. -1 +-· t.:ll 
pf-.-1 +- Su, î ,5i2 ,Ss 1._:'::J 
' 
+ 
p(--r'\ 
'..::.::.1 +- 5r, 
r 1 
Pll,i' +- 51 
+ + 
f l Su.• l ,' 5i2 l ,,59 P'Œi' +-
' 
1 
+ + 
i ' p1,r} +- Sr, 
Conditions d'application: 
sa e:s1: déœrminisœ. 
512 n'a pas d'effets de bord. 
PreuY$ 
implémentée 
Les transformations 18 et 19 sont en fatt les mêmes où la qualité 
de dernière clause d'une procédure équivaut à un eut en tête de corps. 
De nouveau. tnuttle d'insérer un eut après chaque llttéral détermtn1st8, 
pour un maximum d'efftcactté. 11 suffit de trouver la séquence Sa la 
plus 9Tande. 
Transformation ~ {0)) implémentée 
Conditions d 'aP.P-lication: 
q n'a pas d'effets de bord. 
q(!} est entièrement déterministe. 
Les transformatlons d'optlm!satlon 2. 17 
Preuve: 
q{t} est entièrement déterrninisteJa transformation évite donc le 
backtracking inutile à travers q si œlui-ci n'a pas d'effets de bord. Un 
autre avantage est la permutation produite qui S8Ta utile dans les 
substitutions d'égalités. 
Pour terminer la série des transformations sur les cuts, voici la 
Transformation 21 implémentés 
î \ s C pl.fi ._ 1 .. 1 ,. J ,. ::;, 2 
i ' 5 T 5 .. -,,-.(-, ..._ t-· '-::.=-' ...-- 1 1 • •• 2 
Son intérêt est bien sûr mineur mais rentre dans un cadre de 
réécriture ou de simplification dans l'optimiseur. Il y en aura d'autres. 
Dans les permutations des littéraux d'une clause, outre les 
transformations 15, 16 et 17, il en existe une d'importance: 
Transformation 22 {U)} implémentée 
f I C 
Plll +- :11 
( ·, C 
P\f.1 +- :7z 
avec 52 ayant tous les littéraux récursifs à la fin 
Condition d'application: 52 est le résultat d'une permutation permise des litt8I'aux de 51, 
Cette transformation doit être menée de front avec la 
transformation 12 afin d'obtenir, si possible, des procédures de genre TR 
Les quatre transformations sui"antes traitent les égalités: œ sont 
les transformations par substitution d'égalités. 
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T ransfo11nation 23 {0}) implémentée 
f 1 
n1·r1 
r·l::.:.:.J +- 51 1 '\/=î ,' 52 
i ·, 51 TT T 
r , . 
Y'\.., 1 f- ,' 521. t/')} J:--' .:::;..l 'ï' = 
Preuve: 
5i V=T réussit, V est lié à T. Toute occurenœ de V dans 51 peut 
donc être remplacée par T. 
Transformation 24 (0)) implémentée 
r . ' . ·1 1· , .l 
ri\-~ 1 t n r 1. , +- u T 5 t I U r· -~ l. I Y .1 J Y = ,, . -i l l 
Pourquoi ne pas généraliser la transformation 23, substituer 
l 'effst d8 l'égalité dans la séquenœ 51 81: dans la têœ d8 clause ? 
· L'effet serait catastrophique, comme le montre l'exemple suivant 
Soit la procédur8 
p(a,0) :- l. 
p(Xl). 
Suivant les notations bien pratiques de (0}}, cette procédure a les 
directivités 
in(ground, var): out(ground, ground) <l-1> 
in(ground, ground): out(ground, ground) <0-1> 
Dans le premier cas, la procédure est entièrement déterministe, 
dans l'autre, elle est déterministe. Soit:- p(a.Vl. V-1. le~ à exécuter. 
La forme de p(a,V) suggère le comportement entièrement déterministe. 
p(a,V) réussit avec pour V la valeur O. Par après, le ~ échoue car V-1 
n'est pas vérifié. Substituons l'égalité pour V dans p(a,V}, cela donne le 
~ :- p(aJ) qui lui réussit l La procédure a été emplQyée sous des 
directivités différentes. Les goals :- p(a. Vt V-1 et :- p(aJ) sont donc 
différents œ qui justifie la transformation 23 qui pouvait paraître 
incomplète. La transformation suivante est évidente: 
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Transformation 25 {U)} implémentée 
( . 
51 \/=T 52 ·n1· .. -\ .-~-1.:'.::,.I 1 1 
f ·1 51 5-:i P\Y 1 +- / .: .. :) 
"" 
Condition d'aP-Rlication: 
l/ ne figure pas dans ~ 51, 52 et T. 
Cetts transformation réalise l' ·occur check·, celui-ci a été 
implémenté. 
la transformation 26 transforme l'égalité entre dsux termss ds 
formes quelconques en uns sériB d'égalités si sils existe sinon en 
résultat ells donne un littéral ·tait. 
Transformation 26 ((2)} 
ou 
implémentée 
f(_} = f(_} ( c-a-d CIi daux tarmn 
--- ns sont pas untflablss) 
fatl 
Conditions d'aP-Rlication: 
Les X1 sont les variables se trouvant dans l'égalité initiale et les T1 
sont des tsrmes. 
Elis est parttcultàrsmsnt utlls pour les transformations 
d'expansion parce qu'elle peut constituer un test d'untftcatton et donc ls 
cas échéant, sn résultat de l'expansion d'un littéral, lut substituer la 
littéral •tati-. La combtnatson da œs quatrs transformations permet da 
dtminusr la nombre d'unifications dans une clause. Elles sont capables 
en fatt ds prendrs an charge les types d'égalttés sutvants: 
ob)ets Identiques type 1 
variable = variable type 2 
variabls = tsrme type 3 
terme = variable tiJp8 4 
tsrma = terme tiJp8 5 
Des exsmples illustrerons l'sfficactté des substttuttons d'égalités. 
Les variables anonymes sont prtses sn charge da manière 
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diffmmœ par l 'inte1 pz éteur Prolog, Etant donné qu'elles n'apparaissent 
qu'une seule fois dans une clause, leurs valeurs n'ont pas d'importanœ. 
Le processus d'unification est donc plus simple. 
Transformation '21 {U}} implémentés 
i '\ ~ nty ....._ 1-. r· l::...:.J .,--- .., 
Î . l •j 1• I \ 1·-JI .... .\ i'1: J \.1 ...._ s (7 
.r 1.~ 1. -i y Ji ..-- ' -/ L...J 
Conditions d'a1212lication: 
V et Z n'apparaissent qu'une seuls fois dans la. cla.use (deux 
variables anonymes sont deux variables distinctes). 
Cette transformation protx:qUB une légère amélioration de 
l'efficacité de la procédure. 
Les deux transformations suivantes sont des transformations du 
même type que celle de numéro 21 
Transformation 28 ((2)) implémentée 
p{xI +- 51 .. true ,' 52 
~-/-:(\ 
·1.::'.:::) +- 51 ,' 52 
Transformation 29 ({2)} implémentée 
( ) 51 fail 15? Ff&.I t- 1 ... 
( ) p "fi 
.:...:.) +- 51 ,· fail 
Celles qui suivent peuvent être d'application lors de l'expansion des 
littéraux et sont données sans preuve. 
Transfonnation 30 
f ·t C ~ } p',fi +- ✓1 .: f ai 
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{{2}} 
.: S2 
2. 21 
La transformation suivante effectue une mise en évtdenœ de 
littéraux. 
Transformation 31 {(2}} 
,.., 55T55T P~.f..l +- ,, 1 .. :, .. 2 ,• 
Conditions d 'a121~lication: 
5 et T sont sans effets de bord. 
Cette transformation ressemble beaucoup à la transformation 10. 
La dernière transformation propose de regrouper les égalités qui 
subsistent malgré nos efforts pour les éliminer, les annihiler. Elle 
s'appelle, sui'vant ((2)}. ·intégration de littéraux·. 
Transformation 32 ((2)} 
Conditions d 'awlication: 
f est un symbc,18 d8 fonction approprié. 
3 
Les heuristiques 
de transformation 
3.1 
Uns transformation est appltcabls· sst ls programme Prolog à 
transformer remplit les conditions d'application ds œtte 
transformation. 
Uns transformation T 1 inhibB uns transformation T 2 ss1 
l'application de T 1 rend T 2 inapplicable. 
La forme souhaitée pour les procédures à optimiser est la 
présence de variables dans la tête des clauses, et uniquement des 
variables (pas de termes et de constantes}. C'est uns précondition 
essentislle pour 1s programme à optimiser sinon. comme nous allons 1s 
voir. beaucoup de transformations ne seront pas applicables. 
Soit la procédure p à transformer 
p:-a,b,c,d. 
p :- a , b , not(c} , e . 
avec a, b. c déterministes et sans effets de bord. p non infini 
Deux transformations sont applicables: la 5 et la 9. 
Par 5, p est transformé en 
p:-a,b,c,T,d. 0) 
p:-a,b.e. 
Par la présence du eut, la 9 n'est plus applicable. Par 9, 
p :- a, b, pl. 
pl:- C, d. 
pl :- not(c) , e . 
et, de nouveau par 3 sur pl 
p :- a, b. pl. 
pl :- C , T, d . (2) 
pl:-e. 
D'une manière générale, il semble que la transformée {2} soit plus 
intéressants que 0). M.ais si la procédure initials est corrects pour la 
3.2 
permutation [ 3, l, 2, 4) pour la premtère clause { une permutation de 
littéraux est décrite par une liste d'entiers où chaque entier 1denttf1e un 
littéral et a pour valeur la position de œ littéral dans le corps de la 
clause initiale. La clause initiale est donc le résultat de la permutation 
identique ( l, 2, 3, 4 D et [ 3, l, 2, 4] pour la seconde, on obtient le schéma 
de transformation suivant: 
p :- c , a , b , d . 
p :- not(c} , a , b , e . 
p :- c , l , a , b , d . 
p :- a, b, e. 
par 5. (3) est donc plus intéressant que (2). 
(3) 
L'obj3t de œ chapitre est de trouver un ~rithms d'application 
des transformations qui assure un agencement harmonieux entre les 
transformations qui tienne compte des inhibitions et de lsurs 
opportunités d'application Cet alçmithme est aussi appelé heuristiquB 
de transformation. 
3.1 Les hsurtsttquss ds transformatton au sstn des trots 
gmupes ds traosformattons 
3.11 Le groupe des transformations intraclausales 
Au sein du groupe des transformations 1ntraclausales, nous 
pensons qu'il n'existe aucune inhibition. Bien mieux, œs 
transformations sont complémentaires { exemple: les transformations 
23, 24, 25, 26 et 20 ). L'heuristique de transformation dans œ groupe se 
résume au processus itératif de détection-application de œs 
transformations Jusqu'à œ qu'il n'y ait plus de transformation 
applicable. Exprimons œ fait à l'aide de la fonction appbqusr. 
appliqusr(LY) est une fonction qui exécute toutes les 
transformations applicables parmi œlles contenues dans la l1ste L sur 
le programme P. Le résultat de œtte fonction est la transformée de P. 
Lorsqu'aucune transformation n'est applicable, le programme P 
n'ayant pas été transformé, le résultat de la fonction est simplement P. 
La liste L ne contient que des transformations qu1 ne s'inhtbent pas. Il 
s'agit d'un proœssus itératif car une transformation peut lever 
l'J.nhtbttion d'une autre transformation (exemple: la 20 peut lever 
l'inhlbition de la 24). Puisque nous allons donner un code en 
pseudo-langage {hybride provenant du C, du Pascal et de bien d'autres) 
de œtte fonction, L sera une liste d'entiers où chaque entier sera le 
numéro de la transformation à appliquer Oa transformation 5 aura 
l'entier 5 dans L). 
appl1qusr<IT1, -· TnLPo>: P1 
{ P1 - Po= 
L = L1 = (Ti,-, Tnh 
whils (L 1 - m 
{ T • premisrlL1); 
if condITYo,C) thsn { 
} 
sise { 
} 
} 
P1 = T(T .P1 .,C); 
L1 = L; 
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cond(T.,P .,C) est une fonction booléenne qu1 prend la valeur •true• 
si les cond1t1ons d'application de la transformation T dans le 
programme P sont remplies. C est la liste, en résultat, des conditions 
d'application de T exprimées dans œ cas présent 
T(T#P .,C) est une fonction qui applique la transformation T sur le 
programme Payant les conditions d'application C. 
Cette fonction appliquer est je trouve, un moyen pratique pour 
exprimer le fait que l'on essaie d'appliquer un 9Toupe de 
transformations non inhibitrices entre elles, œlajusqu'à œ qu'il n'y ait 
plus moyen de les appliquer. Elle évitera de nombreuses redites, sera 
commode pour expliquer les heuristiques et sera un outil précieux pour 
les spécifications des procédures de l'optimiseur. 
Voici l'heuristique de transformation au sein du 9f0Upe des 
transformations intraclausales. 
précond.ition: Pi= clause à transformer 
? 
P 1. - . i[:J4· ] p ·, 3=app lCJUt:·1 1,. , _ _., ., ·2.I 
r4 =a pp liqusr{[2? ]..P~1 
J. 
1· ·, 
LJ 
postcond1tion: P 4 est la transformée de Pi par les transformations 
intraclausales applicables. 
Justification: 
Les transformations 34 et 2?, par leur nature, ne doivent être 
appliquées que une seule fois. La transformation 34 est appliquée 
nécessairement en fin d'heuristique. Celle de numéro 2? est aussi à la 
fin puisqu'il suffit alors de l'effectuer seulement une fois. Les autres 
transformations sont appliquées sans préséance aucune. Les 
transformations traitant les disjonctions ne sont pas prises en compte. 
3,5 
H1 assure donc un maX1mum d'efficacité dans l'opttmisatton 
d'une clause. 
3.12. Le groupe des transformations interprocédurales 
D'après les raisons évoquées dans la partie 22., les 
transformations interprocédurales se ramènent à la transformation 14. 
précondition: Po= procédure à étendre 
postcondition: P1 est la transformée de Po par l'expansion de ses 
littéraux. 
313. Le groupe des transformations interclausales 
Dans œ groupe, les transformations 1, 2, 3, 4, 5, 6, 7 et 8 inhibent 
les transformations 9 et 10 par l'insertion d'un eut Il faut donc trouver 
un agenœment entre œs deux classes de transformations. Les 
transformées Q}, (2) et (3) de la procédure initiale p su~re l'heuristique 
suivante: (La condition (T = vide ) veut dire que dans la procédure 
analysée, il n'y a aucun préfixe commun autre que œlui égal au vide 
entre les clauses (en rapport avec la notation adoptée au chapitre 2)) 
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précondition: P1 • procédure à transformer 
r7 
1 1 
l 
F~.=i:!PP li QUer([ 1 ,5 ,6, 7 ,i.:il.F'1) 
i:::. 
\ 
·.J.. 
1 \ ) W,;èr~},1,(r:1. .. 1de)r1œ1;èf~)i,(Î ~vide:) ~(Pl =f;}i•,ff ;tl_Hde) ;: (P1=R:v•,(T=vir.le)I 
.,_ ~ \ ~ l \ u l ,___t.-r--_ __, 
,J.. ,J., 
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postcondition: P2 est la transformés ds Pi par les transformations 
interclausales applicables. 
Justification: 
Comme nous l'avons dit dans le chapitre 2, il est préférable d'avoir 
une séqumœ T vide. Les transformations l, 5, 6,? et 8 sont appliquées 
ensembles, elles sont les gméralisations de 2, 3 et 4. Si l'une de œs 
transformations est appliquée G?P1} et si T n'est pas vide, les 
transformations 9 ou 10 sont appliquées pour supprimer cette séquence 
T puis de nou"8au celles de numéro l, 5, 6, 7 et 8. 83 assure donc un maximum d'efficacité dans l'optimisation 
d'une procédure. 
Rem~générales sur les heurtsttques Hi,liz~ 
Elles ne sont pas des routes proposées à un utilisateur pour 
simplifier ses procédures mais un mécanisme qui, à l'aide de certaines 
informations, effectue sans interruption le processus d'optimisation. De 
ce point de vue, le sénario est complètement différent de celui proposé 
dans {(2}) où le choix est donné à l'utilisateur quant à l'application de 
telle ou telle transformation. En fait, le problème sous-jacent est la 
collecte des informations sur chaque procédure, sur chaque clause et 
sur chaque littéral composant le programme Prolog à analyser. Ce 
besoin d'informations a son incidence sur l'heuristique générale qui va 
"tr , e e exposee. 
Les heurfatlques de tnmsforrnatlon 3,7 
3.2. La collsçts dss mformattons 
Une information capitale sur un littéral est son degré de 
déterminisme. Est-il déterministe, entièrement déterministe ou non 
déterministe ? 
Il est évident que le Prolog est un langage apte à exprtmer tout 
algorithme {on peut reproduire en Prolog les instructions traditionnelles 
du type "whtle'\ • = ■..._), D'après la théorie de la calculabilité, 11 ne peut 
pas exister d'algorithme capable de déterminer, pour tout programme P 
et toute donnée X si l'exécution de œ programme avec cette donnée 
produira ou ne produtra pas de résultat ( théorie de la calculabilité, 
H. Leroy, cours fndp). Nous voyons poindre avec regret la thèse suivante: 
Il n'sxtsts pas d'algortthms pour déctdsr st., pour tout httéral., 
11 sst dstsrmtnlsts ou non. 
Preuve: (tirée de ((2))) 
Supposons qu 'ù existe un algortthme det(p) tel que 
det(p) réussit si p, un littéral, est détermtniste. 
det(p) échoue st p n'est pas détenntntste. 
Soit maintenant la procédure q 
q :- det(q). 
q. 
Supposons que le \J)al :- dst(q) réussisse. Alors q n'est pas 
déterministe puisque le \J)al :- q réussit par un1ftcatton et résolution 
avec la première clause et réussit de nouveau, par backtracktng, par 
unification et résolution avsc la saconde clause. 
Supposons que le \J)al :- dst(q) échoue. Alors q est déterministe 
puisque le~:- q réussit par untfication et résolution avec la seconde 
clause. 
Nous obtenons deux contradtcttons (la seconde n'étant pas 
néœssatre). 
,4f i. 
Dans le sillags de œ théorème, trains, tels des marsoUins, une 
nichée de corollaires; en particuher pour ls caractère infini d'un littéral 
Donc, il faut se tourner vers un all},rithme forcément incomplet 
C. 5. Mellish, dans son article "Sorne global optimi2ations for a Prolog 
compiler·, en propose un basé sur la définition suivante: 
3.8 
Un prédicat est détsrminists si 
ehaqus elauss., à part la dsmtflrs., contlsnt un eut comms 
conséqusnt 
ehaqus littéral., SB situant avant un eut dans uns elauss 
est lut-mAms détsrmtnlsts. 
Cette définition est la plus faible qu'on pu.isse trouver. Sans eut, 
pas moyen de savoir si un prédicat est déterministe. Melltsh a))ute 
qu'avec les déclarations de modes, il y a moyen d'étoffer cette définition 
J'ai regardé les articles en rapport et décidat que l'information 
concernant le détermtnisme des prédicats est donnée par l'utilisateur. 
Une autre information de première importance concerne les 
permutations correctes de littéraux dans une clause ou de clauses dans 
une procédure. Là,~ n 'at même pas cherché d'articles en rapport Cette 
information a une incidence sur l'heuristique globale de 
transformation En effet, supposons donnée une liste des permutations 
permises des littéraux d'une clause. Appliquons sur cette clause une ou 
plusieurs transformations tntraclausales. L'information est perdus et 
dès lors, de nouveau demandée. Ce n'est pas néœssatre d'effectuer les 
transformations intraclausales en premier. Ce qu'il y a à fatre, c'est 
d'abord appliquer les transformations interclausales. Elles auront à leur 
disposition cette liste de permutations. 
Savoir si un littéral a des effets de bord est aussi de premier chef. 
L'al~rtthme permettant de répondre à cette question est facilement 
réalisable mais coûte les yeux ds la tête en comparaisons de toutes 
sortes. Cette information sara considérée comme donnée. 
Qµe conclure de tout ceci? 
Il est paradoxal de devoir confier à des logiciels le soin ds devtner 
les caractéristiques d'un programme. Une spécification complète 
{comme le modèle proposé dans {0})) contient la plupart de ces 
renseignements. Ceci bien sür dans le cadre de l'optlmlsaur. Je suis 
partisan d'une sorte de déclaration qui reprendratt ces informations. 
En œ qui concerne l 'heuristlque ds transformation, les 
transformations interclausales doivent être appliquées avant les 
transformations intraclausales sinon 11 y a gaspillage d'informations. 
Mais œ n'est pas la seule raison Il ne faut pas oublier que la première 
information reste le programme à optlmlser. Sa forme peut mieux sa 
prêter au processus d'opt1m1sation 
Supposons que l'on ait la procédure {tirés de {0})) 
~.9 
eff ace{X,L,Leff) :- L = [ H I T ] , H = X , Leff = T . (1) 
efface{X,L,Leff) :- L = [HI T], not(H =X}, Leff= (HI Teff], effaœ(X,T,Teff). 
transformée par 5 en la procédure 
efface{Xl,Leff) :- L = [HI T], H =X, I, Leff= T. 
eff ace{Xlleffi :- L = [ H I T ] , Leff = [ H I Teff ] , eff aœ(X,T,T eff) . 
puis, par les transformations 1ntraclausales, on obtient 
effaœ<Hl HI T Ln:- I. (2) 
efface(XJ HI TU HI Teff D :- effaœ(X,T,Teff) 
ceci pour une d1rect1vtté 
in(ground, ground, ground): out( ground, ground, ground). 
Supposons qu'à la place de 0), on ait la procédure équivalente 
effaœ<Hl HI T Ln. 8) 
effaœ(Xj HI T LLstfl :- not(H =X}, Leff= [HI Teff], effaœ(X,T,Teff). 
alors 11 est trnposstbla d'insérer un eut et da réduire efface/3 pour 
obtenir un résultat analogue à (2). La forma dB (3) interdit d'offtœ 
l 'appl1cat1on de la plupart des transformations interclausales. 
La forme souhattn pour les procédures à optlmlssr est la 
pr8S8nœ ds 11artablss dans la tlts des clausss., st u.ntqusment 
des 11artables (pas ds termes et de constantes)., 
quitte à avoir une série d'unifications en corps de clause comme c'est le 
cas pour 0). De plus, œtte f acon de f atre rentre parfaitement dans la 
m8thodologte de programmation proposé8 par (0)). De ces consignes 
ressort le fait qu'il ne faut pas appl1quer le groupe des transformations 
intraclausales avant œlut des tnterclausales car {3) est strnplement la 
transformée de 0) par les transformations intraclausales. 
Les œur15tlque3 de transformation 
33, L'hsurtstt(IWLgSnérals ds transformatton 
Voici l'heuristique générale de transformation que je propose: 
Heurtsttque H1 
précondition: P1 • prooédure à transformer 
\/ \(•' 
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postcondition: P5 est la transformée de Pi par les transformations 
d'optimisation appltcablss. 
Just1ftcatton: 
uaalpsrm(P) est une fonction qu1 trouve des permutations de 
ltttéraux de tells manière qu'il n'y att qu'une séquence T m1n1me avant 
las paires de ltttéraux tncompatlblas. En second lteu. elle tente de 
trouver des permutations de ltttéraux et de clauses qu1 sont las effets 
des transformattons 12 et 22. De œtte manière. nous prtvtlégtons la 
recherche des patres de ltttéraux tncompatiblas au détriment des 
transformations 12 et 22. 
Cet al~rtthme est. comme H1 ~ et H3, parfaitement 
implémentable, mais il n'est absolument pas optimisé. D'abord 
quelques remarques sur sa construction Dans la précondition, il est 
spécifié que f¼ est à appliquer sur une procédure, œ qui assure la 
1,1alidité de l'application de~ car il y a un test sur la séquenœ T. Pour 
H2 et H1, en précondttion, P1 peut être un programme pUisque la 
fonction appliquer cherche par l'intermédiaire de la fonction cond 
l'endroit où appliquer telle ou telle transformation. Cela évite des boucles 
3.11 
sur les procédures { pour ~ ) et sur les clauses { pour H1 ) dans 
1 beuristique f¼. 
H4 est donc un ~rithme lourd mais son intérêt réside dans le 
fait qu'û exprime très bien la manière dont chaque transformation 
s'applique et la préséanœ à adopter pour optimiser au mieux un 
programme. Là est le but de l'heurtstiqu8 f¼ et nu.118 part ailleurs. 
Lorsqu'un problème n'est pas trivial, û y a souvent moyen de trouver un 
al(}'.)rithme plus optimisé qu'un précédent optimisé etc. Il s'agit alors de 
montrer l'équivalence entre ces différents al(}'.)rtthmes JX>ur s'assurer 
qu 'ûs font réellement la même chose que f¼. 
Lbpt1m1seur que nous proposons est équivalent à f-'4 compte tenu 
des transformations qui n'ont pas été implémentées. 
Le chapitre suivant présente l'optimiseur implémenté, 
L'l:pimJseUr 4.1 
4 
L · optirniseur 
Dans ce chapitre, l'implémentation d'un optimis8ur est prmntée. 
Celui-ci est programmé en C-Prolo9 Nrsion 15 sur Vax-~. Son 
code est reproduit en annexe. Il y a d'abord le problème de 
4l La repré98Dtation des tpfpnnattons 
Dans le chapitre trois, nous avons mentionné le problème crucial 
ds la collscts dss informations. La fichier où se trouve le programme à 
optimiser 98fa appelé fichier sourca Dans celui-ci, nous 8Xi98(IDS la 
présence de faits predicat/8 analogues à celui qui suit pour chaque 
procédure du programme: 
_.J.. t(' • •-..aa.-• •.J-& • •~-& .l- L--d' •=-'=--=' • • prlJUlca nom • eu li.V • utn.81 • lflllfl...lllJ-UVI • llllllll • 98Jll8 • 
'nbre...de_cla\19881• 'liste_c_cla'U.9891 
où 'nom' = nom de la procédure {ou du prédicat) 
'artte' = artté du prédicat 
'dater' Il O Il non déterministe 
1 = déterministe 
2 • entiènmumt déterministe 
'effet...de..bord' = 0 = û n'y en a pas dans cette procédure 
l=ûyena 
'infini' • 0 si le prédicat n'est pas infini 
1 sinon 
1981ll81 = 0 si la procédure est de genre 5L 
1 de genre TR 
2 de98nfeGR 
'nbre..de...claUS8S1 • entier égal au nombre de claU98S dans la 
procédure 
'liste...c...clauS8S1 • liste de couplas { Cl, N) où Cl est une clauses de 
la procédure de nom 'nom' et N sst un entier 
égal au nombre de variables disttnctss dans Cl 
{cf 55). 
L'~ 4.2 
Les entités suivantes d.otvent itre instanciées: 'nom', 'artte', 
'deter', 'sffet.de.l>ord', 'infini', 
'genre' est trouvé par l 'optimiseur ainsi que 'nbre_de...clauses' 
instancié au départ à O. 'lists...c...clauses' est construite par l'optim.iseur 
et instanciée au départ à la liste vide, 
Pour le programme lui-même, roici la condition déjà citée 
assurant une optimisation maximum: 
la forme souhaitée pour les proœdures à optimiser est la 
présence de variables dans la tête des clauses, et uniquement des 
variables {pas de termes et de constantes). 
Voici un fichier sourœ conforme aux pr8conditions du proosssus 
d'optimisation: 
********************************************************** 
predlcat(eff ace,3, 1,0,0,6,0,(I). 
eff ace(H,L,Leff):-
L •(H IT),H•H,Lef f • T. 
eff ace(H,L,Leff):-
L •(H ITJ,not(H•H),Leff •(H ITef f),eff ace(H, T, Teff). 
********************************************************** 
(Les autres informations nécessaires seront demand8es en temps voulu 
par l 'optimiseur: 'H•H' est-il détmninist8 ? J 
L'~ 
42 La struçturs 9'nuale da l'opttrojS8Uf 
L'optimiseur est un ensemble de sept fichiers C-Prolov, Ces 
fichiers, ou modules, correspondent à une étape pr8cise dans le 
proœssus d'optimisation 
Module 
optimiseur 
not8tinoomp 
transclause 
Structure de l'opttmïseur 
Actions <en fonction du tempsl 
chargement du fichier source C-Prolog 
contenant le code du programme à 
optimiser 
permutation des littéraux récursifs, 
permutation des clauses récursives, 
détermination du genre de la procédure 
insertion de cuts par les transfom1ations 
applicables sur des paires de littéraux 
1ncompatibles 
expansion des littéraux 
transformations intraclausales app~les 
détection des variables anonymes 
remplissage du fichier de sortie 
comprenant 1s code du programms 
optimisé 
Ln entrées st les sorties sont disséminées dans le programme et 
aisément repérables car 1s nom des procédures en rapport commence 
tou):)urs par le mot oracle. Pour f aciliœr la lecture du programme, les 
procédures sont rangées par ordre d'apparition au sein d'un module. 
Dans œ chapitre, chaque module est pr8sent8 de mani8re 
chronologique. Il s'agit donc de la présentation d'un sénarto mais nous 
pensons que les modules sont relativement indépendants et du mode 
de représentation (predicat/8} st de la séquenœ des éwnernents. 
Chaque module est construit suivant une approohe •top-down • du 
problèms. Ainsi, chaque procédure aura à sa suite ses procédures 
composantes. 
L'~seur 4.4 
43, Le ftçhiH fou module> 1Pït 
5a seule tâche est de permettre le chargement des stx fichiers 
mentionnés dans le tableau prkédent D\m point de vue technique, 
lorsque l'interpréteur C-Prol09 nous invite à introduira une commande, 
û suffit de consulter le fichier init pour que tout l'optimiS8ur soit 
chargé. 
4.4. Le module opttmiseur 
Ca module est composé de trois parties: le coordinateur de tâches · 
{la procédure optimiseur /2), le chargement du fichier source à analyser 
Oa procédure chargement/1} et le remplissage du fichier source qui 
contiendra le programme optimisé 0a procédure remplissage/1}. · 
Procédure opttmis8ur{In,Dut) 
In est un nom de fichier source existant conforme aux 
prkonditions citées dans 4l 
Out est un nom de fichier sourœ non sxtstant 
Cette procédure construit le fichier source de nom Out qui contisndra la 
transformée de œlui contenu dans In suivant l'haurtstiqu8 générale de 
transformation 
Conditions d'application: 
in( ground, grou.nd}: out( grou.nd, ground) d-b 
Les prkonditions oonœrnant les noms de fichier peuvent être 
affaiblies puisque les procédures suivantes sont impl8mentées: 
Prooédure Nlifin(ln1Jn2) 
1n1 est un nom de fichier 
In2 est un nom de fichier existant 
Cette procédure détermins si 1n1 est un nom de fichier existant Si ouL 
In2 • lnl sinon In2 est un nom de fichier existant donné par l'utilisateur. 
Conditions d'application: 
in( grouncL var): out( grounà, grou.nd) d-b 
Procéclure vertfout(Out1Dut2) 
Outl est un nom de fichier. 
Out2 est un nom de fichier non existant 
Cette procédure détermins si Outl est un nom de fichier non existant 
Si oui, Out2 • Outl sinon Out2 est un nom de fichier non existant donné 
par l'utilisateur. 
Conditions d'appbc;atton: 
in( grounà, var): out( ground, grou.nd) d-b 
L'~ 4.5 
Les petites procédures composant œs deux procédures sont trop 
simples pour mériter une spécification. 
La procédure oracls-DULnon/2 est un moyen pratique pour 
obtenir uns décision de l'utilisateur: 
Proo8dure oracle__oui__non{M8998.98.lœp) 
Message est un terme. 
lœp appartient à { 0, 1}. 
Cette procédure, après avoir affiché 'Message' demande à l'utilisateur 
'oui ou non ? ', Si l'utilisateur répond en introduisant un terme 
comrrumçant par o ou y alors Rep • 1 sinon Rep • O. 
Conclitions d'application: 
in( ground, any) : out{ ground, ground} <fJ-b 
Proo8dure chargement(ln) 
In est 1s nom d'un fichier source existant qui contient un 
programme conforme aux préconditions établies dans 51 
Cette procédure lit les termes contenus dans 1s fichier source de nom In 
de telle manière que tout f att predicat/8 dans In se rapportant à une 
procédure de nom 'nom' de In, soit inclus dans la base de donnée de 
r8f8renœ de l'intsrprStsur C-Prolog. Cette procédure d8œrmine 1s 
nombre de clauses 'nbre...de...olauses • et construit 'liste...o...olauses • de la 
façon suivante: [ ( Cln, _J, _, ( Cl2, _J, ( Cl1, _J ) 
où Cl1, Cl2, _, Cin sont les clauses lues dans In de la procédure ds nom 
'nom' prtses dans l'ordre lsxtcographtqus et les _ , des wmables 
anonymes. 
Conclittons d'appllcatton: 
in( ~ : out( ground) d-b 
Les précondtttons conœrnant 1s fichisr In peuvent ttre affaiblies 
car, en cas d'abssnœ ds fait pred!cat/8 pour uns procédure, oracle5/2 et 
consorts se chargsnt ds demander à l'utilisateur les tnformattons 
manquantes. Il existe dès lors deux courants d'entrés: 1s fichier In et la 
console du term1nal Cala .)USttf1e la présence des prooédures 
incrcompt/0 et ltread/l La prml18re incr8m8nte un compteur à chaque 
lecture d'un tmne dans le fichtsr In La secoruie effsctue uns itération 
comprenant la lecture d'un terme dans le fichier In et la 
décrémentatton du compteur. Elle s'arrête quand 1s compteur est nul 
Ces deux prooédurss servent à r8t8nlr 1s oon tmne à l1rs dans 1s 
ftchisr In car à chaque fermeture du fichier In pour donner la main à la 
console du terminal puis réou\.18rturs du fichier In, red/1 relit 1s premier 
tmnedansln 
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La procédure rempli9Sa99/l s'occupe de remplir un fichier source 
de nom donné du programme optimisé, 
Prooédurs rsmplissags(Out} 
Out est un nom de fichier non existant 
Cette procédure enlève tout fait prsdicat/8 de la base de donnée de 
référence de l'interpréteur C-Prolog. Soit 
où Cl1, Cl2, -, Cin sont les clauses formant la procédure optlmisé8. 
rsmpl1ssaÇJe/l crée le ftchtsr de nom Out 8t écrtt dedans œs claUS8S 
dans ! 'ordre d'apparition dans la l1sts après les aVOlr dégelées {dMtnttton 
dans 55.) 8t leur arotr appliqué la transformation l}, 
Condtttons d'appllcatton: 
in( ground): out( ground) <l-b 
L'~ 4.7 
4.5. Le module geldl9IJ 
Dans es module se trouvent d'abord les procédures bien connues 
concatenate/3 et member/2 
Procédure constant(X} 
X est un terme. 
Cette procédure détermine si X est un atome ou un nombre entier. 
Conditions d.'application: 
in( ground) : out( ground) <0-b 
Procédure compound(X) 
X est un terme. 
Cette procédure détermine si X est un terme composé, c'est-à-dire ni 
une variable ni un atome ou un nombre entier. · 
Conditions d. 'application: 
in( ground) : out( ground) <0-b 
Comme le problème de l'optimisation est un problème de 
traitement de clauses, il faut trouver un moyen simple pour les 
manipuler sans effectuer d 'instanoiations involontaires. Nous allons 
utiliser un vieux truo de programmeur ( expr89Sion consacrée). 
Un terme a ses variables 991ées ssi elles sont instanciées à des 
constantes de format déterminé. 
Un terme a ses wmables .W,Slées ssi ellss n'ont plus de liaisons 
8\180 leur tnstanœs. 
Le truc est de geler les wmables dss clauses puis les dégeler en 
temps voulu. 
Procéd1lr8 99l(.A.BJfl 
.A et B sont dss termes. 
N est un naturel 
Cette procédure détermine si B, une copi8 de A sans liaison entre eux, a 
ses wmables 9Blées selon la convention suivante: 
toute wmabls de B est instanciée à une constante du type 'Var'(i) 
où 1 est un entier appartenant à ( 0 , N[ et 
pour tout X, V variables appartenant à B, X • 'Var'{.i), V • 'Var'{k) j et 
k appartenant à IN, J < k impliqua que X apparaît avant V dans B, N 
étant le nombre de wmables dans B. 
Conditions d'appl1catton: 
in( ground, lJal, 1Ja1"}: out( ground, ground, ground) d-b 
N sera retsnu pour chaque clause C dans la 'lists...c...clauses' 
L'~ 4.8 
apparaissant dans chaque fait predioat/8. Il sert à trouver 
instantanément une numérotation telle que, si dans la clause C nous 
ooulons ra),uter des littéraux, elle permette à œs littéraux de ne pas 
avoir de variables oommunes. Nous avons donc besoin de la procédure 
suivante: 
Procédure nomtranslat{X.V ..ffl 
X et V sont des termes. 
N est un entier. 
Cette procédure orée, à partir de X, une oopi8 V n'ayant pas de liaisons 
awc X telle que toutes les variables de X instanciées à des constantes 
'Var'(i) {i appartenant à IN} soient instanciées en V à 'Var'{i+N} {i 
appartenant à IN}. 
Conditions d. 'application: 
in( 91l)Ulld, var, grou.nd): out{ grou.ruL grou.ruL grou.nd) d-b 
Le dégel des variables arrive en fin de processus d'optimisation. Il 
est donc naturel, pendant œ dégel, d'appliquer la transformation Z} qui 
s'occupe de générer des variables anonymes, 
Procédure d.89sl{X. V) 
X et V sont des tsrmes. 
Cette procédure orée, à partir de X, une copie V, ayant pas de liaisons 
awc X telle toutes les variables de X instanciées à 'Var'{i) {i 
appartenant à~ soient écrites sous la forme . 
_ si la variable n'apparait qu'une seule fois dans X. 
_j sinon. 
Conditions d.'applicatton: 
in( grou.nd, var): out{ grou.nd, grou.nd) d-b 
Examinons les grandes lignes de l '~thme qui réa.lise la 
transfonnation Z}, Uns pmnièI'8 1ecturs du terme X permet de trier 
dans uns liste L les variables dans deux classes: œlles qui 
n'apparaissent qu'une seule fois dans X et les autres {procédure 
degelnetl/3 et listerep/4}, La liste L est épurée de toutes les variables 
apparaissant ph.tstsurs fois dans X { procédure listesansrep/3). Uns 
seconde lecture du terme X permet de réécrire les variables sous la 
forme _ ou _j suivant qu'elles appartienn8nt ou non à L { procédure 
degelnst2/3), 
L'~ 4.9 
4,6. Le module 98PJ8 
A œ stade, la base de donnée de référence de l'interpréteur 
C-Prol09 contient les faits predioat/8 associés à chaque procédure à 
optimiser: seuls le genre de la procédure et la liste...c...clauses restent à 
déterminer. 
Le module genre propose des permutations de clauses et de 
littéraux conformément aux transformations 12 et 22 En œ sens, il 
diffère de l'heuristique 98Ilérale de transformation car le fait de trouver 
des paires de littéraux incompatibles et des séquences T {of notation 
chapitre 2) est ici indépendant de la prOJX)Sition de permutations; les · 
transformations interclausales autres que la transformation 12 
pourront peut-être changer les effets générés par le module genre { il 
s'agit de la seule différence avec l'heuristique 98Ilérale de 
transformation). 
Procédure gsnrs 
Les faits predicat/8, s'ils existent dans la base de donnée de référenœ 
doivent être de la forme 
predicat{norn,artté,deœr ,effet_de...bord,iruini,v Jlbre...de...clauses, 
l«JnJ, ..,(Cl2J,(Cl1 JO 
où Cl1, Cl2, .J:ln sont dss clauses ds la procédure ds nom 'nom' prises 
dans l 'ordrs lexicographique. Cette procédure modifie chaque f att 
predtcat/8 présent dans œtte base de donnés de la manière su.ivante: 
la 'llste...c...clauses' contient dss oouplss formés d'une clause dont les 
variables sont gelées et d'un nombre enttsr '9a} au nombre de Wll'iables 
dans la clause, et rangés selon l'ordre donné par les transformations 12 
et 22 ou lextCC9faphlque swvant l'uttl1sateur. G, un des &r9W?1ents de 
predicat/8 8St tnstancté au 98flr8 de la procédure de nom 'nom' et 
d'art té 'art té', 
Proœdurs gsmepr(F.A.L1JLL2~.GJ>J) 
F est un atome 
A est un naturel 
F et A identifient une procédure 
L1 est une liste du type 'liste...c-elauses' 
L 2 est une liste du type 'liste...c-elausss' 
L3 est une liste de trois lisœs du type 'liste...c...clauses' 
où la première ne contient que des claUS8S de type SL, la 
deuxismB, de type TR et la troisième, de type GR Gi et G appartiennent à ( 0, 1, 2) 
I appartient à l O. ll 
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L2 est la liste inverse de L1 où, pour ohaque oouple { C, N}, ohaque olause 
Ca ses Wlli.ables gelées et chaque entier N est instancié au nombre de 
variables de C. 
Si I = 0, alors L3 est semblable à L2 ( égalité de chaque couple ( C, N} 
pris deux à deux dans l'ordrs d'apparttton) 8t L2 a ses couplss ( C, N) 
ordonnés suivant les transformations 12 et 22, G étant le genre de la 
procédure sous-)a.œnte { si on écrit les clauses contenues dans L2 l'une 
après l 'autrs). 
Si I = l, alors 13 n'est pas semblable à L2 et a ses couples ( C, N} 
ordonnés comme plus haut 
Conditions d'application: 
in{ g, g, g, g, v, g, v, v, v, g, v): out( g, g, g, g, g, g, g, g, g, g, g) d-b 
Dans le cas où œ I est égal à l on soumst la pmnutation trouwe 
à l'utilisateur: 
Prcxâlure choixliste{L1J.2ll) 
L1 et L sont des listes de type 'liste..c..clauses' 
L2 est uns liste de trots listes du type 'lists..c..clauses' 
où la première ne oontient que des clauses de type 5L, la 
deuxième, de type IR et la troisième, de type GR 
I appartient à ( 0, 1) 
Si 1 = 0 alors Lest égal à L1, 
Sinon L est semblable à L2 (définition de semblable dans la 
spéctftcatton précédente) ou é9a}s à L 1 suivant l 'uttltsatsur. 
Conditions d'application: 
in{ g, g, 9, vJ: out( 9, g, 9, g) d-b 
Prooédure mepl<L1J.2) 
L 1 est uns liste ds 3 listes 
L 2 est uns liste 
Cette proc8dure d8termine si la lisœ L2 est la concaténation des listes de 
L1 
Conditions d'application: 
in( ground, var): out( ground, ground) d-b 
Pour trouver une permutation des littéraux d'une clause 
conforme à la transformation 22 et déterminer le genre de œtts clause, 
nous avons la 
L'c.pimJseur 
Proc8durs 99nrecl(Cl.F ,.A.C,G) 
Cl et C sont des clauses 
F est un atome 
A est un naturel 
F et A sont les foncteur et arité de la tête de clause 
(, est le genre de la clauss C 
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S'il n\J a pas de littéraux dans le corps de Cl ayant pour foncteur et arité 
F / A alors C = Cl et G = U Sinon, s'il y en a plusieurs alors C est la clause Cl 
où œs littéraux ss ratrouwnt à la fin du corps dans leur ordre 
d'apparition et (, • 2. 
Conditions d'application: 
in{ g, g, g, v, v): out( g, g, g, g, g} <l-1> 
Prœédurs 98J11"8Cl(C.F Al]J..O,Gp.Gv) 
C est le corps d'une clause de nom et d'arité F/A 
L est une liste 
Gp et vv appartiennent à ( 0, L 2) 
Si C ne contient pas de littéraux &"80 un foncteur et une arité F/A alors 
vp = Gv • 0 et Lest la liste formée des littéraux de C pris en ordre 
inwrse. 
Si C ne contient qu'un littéral &"80 un foncteur et une arité F/A alors 
si œ littéral est le derni8r de C alors Gp • Gv = 1 et L est la liste 
formée des littéraux de C pris en ordre inverse. 
Si œ littéral n'est pas le dernier de C alors Gp • 1 et le genre Gv • 2 et L 
est la liste formée des littéraux de C pris en ordre inverse mais où 
le littéral est en tête de liste. 
Si C m contient plusieurs alors Gp • Gv • 2 et L est la liste formée des 
littéraux de C pris en ordre inverse mais où tous les littéraux F/A 
forment une ooqkmotion plaœe en tête de liste. Cette ooqkmotion a 
ses termes ran9's m ordre inverse d'apparition de ces termes 
dansC. 
Conditions d'application: 
in( g, g, g, g, v, g, v, v): out( 9, 9, g, g, g, 9, g, g) <l-b 
Proc8durs choixcl{X. V .GpJ;v.,CJ;) 
X, V et C sont des clauses 
Gp, Gv et v appartiennent à ( 0, 1, 2) 
Gp est le genre de V, Gv celui de X. 
Si Gv • 2 alors 
si l'utilisateur accepte la permutation des littéraux de X en t/ 
alors C • t/ et G • Gp sinon C • X et c; • Gv 
sinon C • X et v • w. 
Conditions d'application: 
in( g, 9, g, g, v, v): out( g, g, g, g, g, gJ <l-b 
Prooédure linsar{L. TI• TI 
L est une liste 
L'~ 
T 1 et T sont des co~nctions de termes 
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T sst la con):mctlon dss éléments ds L pris en ordre tnwrss avec la 
terme T1, Si un élément de L sst une conj)nctton ds termss alors ils 
figurent en co~nction dans T mais pris en ordre inverse. 
Conditions d'application: 
in( g, g, v): out( g, g, g} <l-b 
Prœédure lpp(Cll.Gc.Gi.G .C1.L V1. V) 
C est une clause 
G]_, Ge et G appartisnn8nt à [ 0, 1, 2) 
N est un naturel 
l1 et I apparti8nnmt à [ 0, 1) 
V1 et V sont des listes de trois list8S du type 'liste...c...clauses' 
où la premtère ne contient que des clauses ds type SL, la 
dsuxtème, ds type TR et la tro1stème, de type liR 
Ge est 1s 98fll'8 de la clause C et N 1s nombre ds ses variables. Gi est 1s 
genre de la procédure dont les clauses figurent dans l'ordre dans la liste 
V1, 
Si la clauss Cà rajouter dans la liste V1 ( sous le couple ( C, N)} pour 
donn81' V (sn fonction ds lie) a un grmrs lic =< lil alors li • Gi et I • 11 
sinonli ■ Goetl ■ l 
Conditions d'application: 
in( g, g, g, v, g, v, g, v): out( g, g, g, g, g, g, g, gJ <l-b 
L'~ 4.B 
4.'?. Le module not8tincomp 
Cs module prend en charge les transf01u1ations L 2, 3, ~ 5 et 6 du 
chapitre 2 Il exéoute plus exactement la transfom1ation 1 awo des 
pair8s de littéraux incompatibles indiquées par l'utilisateur et la paire 
C-not{C} qu'il est capable de détecter, il traite donc uniquement les 
procédures à deux clauses. Nous sommes donc confronté awo des 
permutations de littéraux. Comme il a été dit au début du troisième 
chapitre, nous codons les permutations de littéraux sous la forme d'une 
liste d'entiers: soit la clause 
H~5i,~,%,~ W 
l'arran9ffll8Ilt des littéraux 5t est codé sous la forme ( L 2, 3, 4). Si la 
clause sutvants sst équivalents à W 
H :-% , 5i, 52 '54 
la permutation des Si est codée [ 3, l 2, 4). A chaque littéral du corps de 
la clause correspond donc un entier qui sst la position ds œ littéral 
dans la clause primitive U), œlls qui n'a pas sncore subi ds 
permutations. 
Soit la procédure 
H~S].,~,%,~ 0 
H~ T1, T2, T3, T4 
Supposons que 5I.-T3 et Sz-T 1 soient des pair8s ds littéraux 
incompatibles. Nous coderons œs nmsetgnements sous forms d'une 
l1ste de couplss ds naturels 
[( 13), ( 2, 1)) (3) 
où chaque 811t18r repréS8nts la position ds chacun dss ltttéraux dans les 
clauses prtmtttvss correspondantes. Une permutation est donc 101 
synonyme ds l1ste de naturels et la l1ste des paires ds littéraux 
1ncompattbles, de l1ste de couples de naturels. Nous les utiliserons 
1ndifféremment dans les spéciftcattons sans 811 rappeler leur sans. 
Un autre problèms est 1s fait d'accorder une place prtvtlégiée aux 
pair8s ds ltttéraux tncompattbles qu1 se sttumt 1s plus 811 avant dans 
un corps ds clause ( cf chapitre 2 8t 3 pour les transformations 
1nterolau.sales) pour un ensemble donné de permutations I 
Chaque clause ds la procédure 0 peut s'8Cl1r8 sous forms ds ltsts 
L 11 • ( l 2, 3, 4) 
L21, = [ l, 2, 3, 4) 
Supposons que les permutations de littéraux suivantes soi811t permises; 
pour la première cla~ 
et pour la ssconde 
l'~ 
L 12 = [ 2, 3, l, 4) 
LB= [ l, 4, 3, 2) 
L22 = ( 2, 4, L 3) 
L23 • l 3, 4, 2, 1) 
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Nous inwntons une structura ds donnée qui va singulièrsment 
nous simplifier la tâchs. L'idée sst d 'associsr chaque lists ds 
permutation ½; à un nombre naturel N qui correspond à l'apparition sn 
Nièms plaœ d'un littéral, qui fait partie d'une paire de littéraux 
incompatibles, dans œtte liste 4_; Dans œtte association, il y aura aussi 
la paire de littéraux incompatibles en qu8Stion, pour la première clause 
de (2}, nous obtenons: 
( ( ( ( I Lu. La). ( L 3) ) • ( ( L12 ) • ( 2.1))) .1) • 
( ( ( ( Ln ) • ( 2.1 ) ) ) • 2) • (4} 
( 1 ( I L12). ( L 3))). 3) • 
( ( ( (La) • ( 2. 1))). 4) ) 
Une liste sera dite da type Lt ss1 elle a la même structure 8t 
sémantique que (4). Voic1 œtte sémantique. 
Supposons que l'on att une pa1r8 de littéraux tncompatlbles L1-L2 
où L1 apparaît à la Nième position dans la permutation permise Lli de 
la pr8tllièrs claUS8. La lists (4} sst composée de term8S (quatre dans 
notrs cas). Chacun de cas term8S sst un couple dont le second 818msnt 
sst N. La premisr él8msnt de œ couple sst une liste de couples. La 
second 818msnt de cas couples sst une pairs de littéraux L1-L2 8t le 
premisr élsment de œs couples est une liste de permutations permises 
où le littéral L1, associé à la pairs L1-L2 se trouve en Niem8 position. Les 
term8S de œtt8 liste (4) sont triés suivant les valeurs croissantes de N. 
La liste qui 8St le premisr élément de chaqus couple da la liste (4) a ses 
éléments triés suivant les valeurs croissantes du naturel indiquant la 
position du littéral L 1 dans le couple de naturels associé à la paire de 
littéraux tncompatlblss. Uns même lista que (4) sera construtte pour la 
seconds clause de la procédure (2} où N sera la position du littéral L2 
dans les permutations permises. Elle sera triée œpendant de la mime 
façon. 
Lss mauvaises langues dirons que • plus lourde que la liste (4), tu 
meurs t•, œpendant du point de vue dynamique elle est très pratique. 
En effet, après awir déf1ni chaque lists ds type Lt p,ur chacuns dss 
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clausss d'une procédure à deux clauses, il suffit de les paroourtr en 
parallèle pour trouwr d'abord des naturels ii• identiques, après de 
parcourir les sous-listes pour trouwr les mêmes paires de littéraux 
inoompatibles; œoi pour trouwr le plus rapidement possible {tri sur œs 
paires) une paire ds permutations permises qui ait les paires de 
littéraux incompatibles le plus en avant dans les corps d8 clausss 
oorrespondants (tri sur N}. 
Les spécifications ds la procédure triperm~ ( et oonsorts: 
tripmstgl/6, triprnetg2/6, trin/? et trtg/4} peuvent donc se résumer à 
œci: à partir d'une liste de type Lt, d'une permutation permise Ly et de 
la liste des paires ds littéraux incompatibles, la procédure tri~ 
complète la liste ds type Lt en lui aj)utant, là ou il faut la permutation 
permise 4t Qµant à la procédure selectpm/8, à partir de deux listes ds 
couples, 8Ü8 s8lsct1onne l8s couples ayant les m8mes seconds 818ments 
et se pr8S8Iltant le plus près des têtes de œs listes. 
Procédurs notsttncomp 
Catte procédure modifie tous les faits prsdicat/8 de la base ds donnée de 
r8f8renœ ds l'tnterpr8tsur C-Pro~ assoct8s à une procédure Pi à 
deux clauses, s'ils existent ds telle manière que la 'lists..c..clauses' 
contienne dans l'ordre lexicographique les clauses d'une procédure P2, 
résultat ds 
P2 = appliquer({ 1, 2, 3, 4, 5, 6), P1) 
Procédure constrJ.cv(LcvJ.q.Lti) 
Lcg est une liste de roupies de naturels 
Lq et L~ sont de type Lt 
Dans la base de r8férenœ ds r1ntsrpr8teurC-Prolog il doit y avoir 
le f att cl(C 1.C2) où 
C1 et C2 sont deux clausss 
Cstts procédure détermine toutes les patrès de littéraux incompatibles 
C-not{C} et demande les autres à l'utilisateur (oracle9/2), qu'elle met 
dans la list8 Lcg. Lq_ correspond à la liste de type Lt de toutes les 
permutations permises de ltttéraux données par l'uttlisaœu.r 
(oraclel0/5) pour la clause Ci; Lt2 correspondant à la clause C2- Réussit 
si Log .a ll 
Conditions d'application: 
in( v, v, v,): out( 9, 9, g) <LJ-b 
L'~ 
Procédure makslistl03iJ..B.LJ3iJ.çg,,1) 
B1 8St un corps de clause C 1 
LB est un8 ltsœ d8 œrmes 
L est un8 list8 de natur8ls 
}½ est un corps d8 clause C2 
Lcg est une liste de couples de naturels 
4.lG 
Catte procédure détermine Lcg qui contient toutes les paires de littéraux 
incompatibles not{C}-C où not{C) appartisnt à Bi, et Cà ~ LB est uns 
liste qui contient dans l'ordre tous lss litœraux ds BJ. 8t L sst uns liste 
[12_,N) ou N est le nombre de littéraux de B1, 
Conditions d'application: 
in( g, v, v, g, v, g} : out( g, g, g, g, g, g} <l-b 
Procédure mablist2<BJ..LB.LJJi.Lcgj) 
B]. est un corps ds clause C2 
LB est un8 lists de termes 
Lest une liste de naturels 
~ est une lists dont les éléments sont, dans l'ordre, les littéraux 
d'un corps de clause C1 
Lcg est uns ltsts ds couples ds naturels 
C8tt8 procédure détsmùne LC9 qut contisnt touœs les paires ds littéraux 
1ncompattbles not(C)-C où not(C) appartient à BJ. 81: C à Bi, LB est uns 
liste qui contisnt dans l'ordre tous les littéraux ds Bi, 8t L est une liste 
(12,Ji] ou N sst 1s nombre de littéraux de Bi· 
Conditions d'appl.iGatton: 
in{ g, v, v, g, v, g}: out( g, g, g, g, g, g} <l-b 
Proc8dure rsmplll(CJJJ.L.L 1) 
C est un littéral 
I est un natursl 
B est un corps de clause 
L 8t L 1 sont des listes ds couples de natursls 
Catte procédurs d8tsrmins st C sa trouve dans B et en quelle position .J. 
S'il s'y trouve alors L = ( ( LJ} 1 L1 ) sinon L = L1, 
Conditions d'application: 
in{ g, g, g, v, g}: out( g, g, g, g, g} <l-b 
L'~ 
Proc8dW'8 rempll2(Cl,B.,L.,L I} 
Cmun terme 
I est un naturel 
B 8St une liste de termes 
L et L 1 sont des listes de couples de naturels 
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Catts procédure détsrrntns st C sa trouw dans B et en quelle position J. 
S'il s'y trouve alors Lli [ ( I,j) 1 L1) sinon L = L1, 
Conditions d'application: 
in( g, g, g, v, g): out{ g, 9, 9, g, g) <l-1> 
ProoédW'8 mofooaj(C.BJJ) 
C est un littéral 
B est un corps de clause 
J est un naturel 
Réussit si C se trouve dans B à laJième•pœition. 
Conditions d'application: 
in( g, g, g, v): out{ g, g, g, g) dJ-1> 
Procédure msmbembrlC.BiJ) 
C est un littéral 
B est une liste de termes 
J est un naturel 
Réussit si C se trouve dans B à la Jième position. 
Conditions d'application: 
in( g, g, g, v) : out( g, g, g, g) dJ-1> 
A œ stade des opérations, les listes de genre Lt sont formées pour 
chaque clause de la procédure à transformer. n faut maintenant 
trouver des permutations permises des deux clauses telles qu'elles 
puissent subir l'une des transformations L 2, 3, 4, S et 6. 
Les procédures trouvertransf/3, itsrsum/6 et itersurg/? forment 
une série d'itérations. Elles sont exactement les mêmes dans leur 
conœption. Nous ne présenterons que la 
Proo8durs trouvertransf{L 1..L2..L) 
L1 et L2 sont ds tlJp8 Lt 
L est une liste de d8UX clauses 
Dans la bass de donnée de J 8menœ de l'inœrpr8tsur C-Proluv il 
doit y avoir le fait cl<C1J:2) où C1 et C2 sont d8UX clauses 
Si cett8 procédure, à partir de L1 et L2, trouw une paire de clauses telles 
qu'elles répondsnt aux condittons dss transformations 1,2,3,4,5 et 6, elle 
constru.tt L li { C1:t, Cl2) où Cq et Ct:;? sont les clauses transformées sinon 
L'cpimtseur 
L = (C1,C2), 
Conditions d'application: 
in( 9' 9' v): out( 9, 9' g) <l-b 
ProcédurB prod.cltrans(L 1..L2JtG .,L} 
L1 et L2 sont des listes de listes de naturels 
N est un naturel 
G est un coupla {V]_ J½} où 
V]. et~ sont des naturels 
L 8S1: une liste ds deux clauses 
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N est la position des littéraux de numéro IJJ. et vi r8Sp8Ctivement dans 
les listes da L18t de L2- S'il exista une paire de listss dans L181: L2 telles 
que lsur préfixes )Usqu'à 1JJ. et~ non compris correspondent à des 
séquencas de littéraux déterministes identiques et sans sffet ds bord 
alors L = <C1,C2) où C1 et C2 sont les clauses transformées par les 
transformations Li 3, 4 5 8t 6 à partir de œlles codées sous la forme 
L 1 et L2; sinon elle échoue. 
Conditions d'application: 
in( g, g, g, g, v) : out( g, g, g, g, g) <0-b 
Proœd\11'8 vertfsedst(S) 
S est uns séquence de littéraux 
Elle réusstt si tous les littéraux de S sont détmn1n1stes ou enttèremsnt 
déterm1n1stes et sans effet d8 bord. 
Conditions d'application: 
in( g) : out( g) <0-b 
Proœd.un mabprsftxs<LXJ.Jf JLLS) 
X 8t S sont des l1stes d8 naturels 
I est le numéro de la clause dans la procédure ayant pour 
pmnutatton pmn1S8 X 
N est un naturel 
L est uns liste de littéraux 
L est la l1st8 formée des littéraux correspondant aux naturels inclus 
dans X )Usqu'au naturel de position N non comprts, prts m ordre 
inV8I'S8, S est le suffixe ds X à partir de l'élémsnt de position N non 
comprts. 
Conditions d'appltcatton: 
in( g, g, g, g, g, v, v): out( g, g, g, g, g, g, g) <l-b 
Proœdurs mabsufftxs(LS. n 
I est un naturel 
L'~ 419 
S est une liste de naturels 
T est une con)mction de littéraux 
Test le suffixe du corps d'une clause qui correspond à une permutation 
permise de la clause de numéro I dans la procédure. Le code de T est S. 
Conditions d'application: 
in( g, 9, v}: out( g, g, g) <l-b 
Proo8dure XNrsg(l.,XJ,) 
I et X sont des naturels 
G est un littéral 
Dans la base de donnée de référence de l'interpréteur C-Prol09, û · 
doit y avoir des faits corps(L1) et corps{L2) où 
L1 8t L2 sont des listes de littéraux qui, dans l'ordre, forment les 
corps d8s clauses prtmitives de la procédure à transformer 
51 I 891: le numéro de la clause prtmittve alors Ci 891: le littéral d8 X18me 
position dans L1, 
Conditions d'application: 
in( g, g, v): out( g, g, g) <l-b 
Proo8dure makevt(GiJ'½»t}Jiti) 
Ci]. et "2 sont des naturels 
Ciq 8t Citi sont des littéraux 
Ci]. et V'2 sont lss positions des littéraux L1 st L2, formant une pairs de 
littéraux tncompattbles, dans respect1V8lll8flt la pmn1èr8 clause et la 
seconds clause d8 la proo8dure à transformer. Ciq et~ forment la 
pairs de littéraux tnoompatibles tells que 
si L 1 = not{C) et L2 = C alors GtJ. = not{C} et Citi = true 
sinon si L 1 • C et L2 • not{C} alors Cit1 • C et ~ • trus 
sinon Cit1 = L 1 et Cit2 = Li, 
Conditions d'application: 
in( g, g, v, v): out( g, g, g, g) <l-b 
L'~ 
4.8. Le module e:xpansion 
Ce module réalise la transformation B, la décomposition d'une 
clause et la transformation 14. Pour chaque clause de chaque 
prooédure, nous construisons d'abord la dis)mction de littéraux, 
c'est-à-dire l'expansion de la clause, puis, nous la décomposons. 
Procédure sxpa.nsion 
Cette procédure modifie chaque fait predicat/8 présent dans la base de 
donnée de référence de l'interpréteur C-Prol09 de telle manière que, 
chaque procédure P contenue sous la forme de 'liste..c..clauses' soit 
modifiée en P2 selon les étapes suivantes: 
Pi = appliquer G14LP> 
st P2 est le résultat de la décomJX)Sttlon de chaque clause contenant 
des dis)mctions et de l'application sur œs clauses de l'heuristique H1, 
Procédure ex1(11.JU.L 1) 
N est un atome 
A est un naturel 
L est de type 'liste..c...clauses' 
L1 est uns liste de couples (LclNs} tels que Lei est une liste ds 
clauses 81: Ns est le nombre de \.lartables contenues dans la 
clause qui en contient le plus. 
Lei est ls résultat de l'expansion, décomposition 81: application de 
l'hsuristiqus H1 de la clause corr8Spondanœ dans L 
Condtttons d'appl1catton: 
in( ~ ~ ~ v) : out( ~ ~ ~ 9) <l-b 
Prodd.u.re flattsn0..1.L2.0lfci> 
L 1 est uns liste de couples (Lcl,Ns) tels que Lei est une liste de 
clauses 81: Ns est le nombre ds variables contenues dans la 
clause qui en contient le plus. 
L2 est une liste de type 'liste...c...clauses' 
Nq 8St un naturel 
L2 est formée des couples {Cli,Ncj) où toute les clauses Cli sont les 
clauses, appartenant aux listes Lei associées à un entier Ncj, où 
l'haurtstique fi leur a été appliquées. Elles figurent dans L2 dans le 
même ordre d'apparition que dans Ll Ncl est le nombre ds clauses. 
Conditions d'application: 
in(~ v, ~ v}: out(~~~ 9} <l-b 
La transformation B doit être réalisée sous certaines conditions. 
L'~ 4.21 
Soit un littéral N/A à 8tendre. Sa procédure de d8finition ne doit pas 
contenir de cuts, doit être de genre 5L et ne doit pas contenir un littéral 
de même foncteur et artté que la clause dans laquelle est inclus la 
littéral N/A. De plus, elle ne doit pas contenir des littéraux de même 
foncteur et a.rtté que ceux déjà 81:sndus dans la même clause. Nous 
avons la 
Procédure sxcl(B»J_J(N.,A.)LJfs.1191.) 
B est une con)mction de littéraux 
Bl est uns con))nction et/ou dis)mction de littéraux 
N et A sont les foncteur et arité du littéral à 81:sndre 
Ns et Nsi sont des naturels. 
Cette procédure effectue l'expansion des littéraux de B et donne 8Il 
résultat B]_. Nsi est le nombre de variables incluses dans B1 et Ns 8St le 
nombre de variables incluses dans B. 
Conditions d'application: 
in{~ v, ~ v, ~ lil}: out{ g, g, g, g, g, g} <l-b 
Procédure tcl(S.5tJ.vJ.9J.JfsJf91.) 
5 est un littéral 
5i est uns con)mction ou uns dts)mction da littéraux 
Lg 81: L9J. sont des listes de couples (foncteur, artté} 
ris 8t Nsi sont des naturels 
St S est un ltttéral n'ayant pas de procédure de d8finitton adéquate, 
alors, S]. = S, L9J. li Lg et N91 li Ns. 
Sinon, la proc8durs de d8finition existe et vérifie les conditions 
d'application de la transformation B. L9J. contient tous les foncteurs et 
arités des littéraux étendus provenant de l'expansion de 5. Ns est le 
nombre de variables contenues dans la clause de 5 et N91. est le nombre 
de variables contenues dans la clause de 5 apr8S 8XpëlllSi.On de Set ds 
tous les ltttéraux possibles tssus ds cette expanston. 
Condlttons d'appllcatton: 
in( g, v, g, v, g, v): out( g, g, g, g, g, g) d-b 
La procédure suivants effectue la vértftcatton des condtttons 
d'appltcatton let 4 de la transformation B. 
L'~ 4.22 
L est une liste de type 'liste...o...olauses' 
Lg est une liste de couples {foncteur, arité} 
Réussit si L ne contient pas de clauses ayant des cuts ou des littéraux 
de foncteur et arité appartenant à Lg. 
Conditions d'application: 
in( 9, g): out{ 9, 9) <0-b 
Prœédure constrdis{LSJfsJ)~91) 
L est une liste de type 1iste...c...clauses' 
5 est un littéral 
D est une disjonction de littéraux 
Ns et Nsi sont des naturels 
L est la ltste des clauses de la procédure de dMtnitton du ltttéral S. D est 
ls résultat de l 'expanston de S suivant la procédure de défiiutton 
contenus dans L Seuls 18S tsrm8S dis)mcttfs différents de 'fail' sont pris 
en compta et s'll n'8Xiste aucun autre t8ftn8 dis)mcttf chrférant de 'fail', 
alors, D = 'fail', Ns 8St 18 nombra de vartabl8S de la clause contenant S et 
N91. est 18 nombre de vanabl8S de la clause contenant l'sxpanston de S. 
Conditions d'application: 
in{ 9, g, g, v, v) : out( g, 9, g, g, g) d-b 
transclause/8 a été employée pour wrifier s'll y a unification 
entre 5 et la tête de chacune des clauses contenus dans L 
Les naturels Ns servent à trouver instantanément des noms de 
variables qui n'ont jamais été employées dans la clause qui est en train 
de s'étendre. Cette op8ration s'effectue gràœ à la procédure 
nomtranslat/3. 
Nous arons maintenant une clause avec des disjoncttons {clause 
disjmctive). Comme l'optimiseur ne prend pas en compte le traitement 
des disjonctions, il faut ramener la clause disjmctive à un système de 
clauses ordonné, c'est-à-dire, dans un cas simple: 
c; 
._. 1 
L'~ 
T ' 1 /,. 
1 
/ "· 
52 /'" 
C'est l'opération de décomp:)Sition. 
ProœdUl'8 decompositton(C.,Lc) 
C est une clause disj:mctiw 
Le est une liste de clauses. 
H :- 5, 51 , T 
H :- 5,521 T 
H :- 5, 53, T 
H :- 5, 54, T 
4.a 
Cette procédure décompose la clause dis)mctiw C en un système de 
clauses ordonné Le. 
Conditions d'application: 
in( g, v}: out( g, g} <l-b 
Procédure dec(BJl)LL) 
Best une coqkmction ou dis,;,nctton de littéraux 
L est une liste de listes. 
Chaque liste de L contient les littéraux formant le corps d'une clause 
pris en ordre inwrse. Cette clause sera l'une des clauses d'un système 
de clauses ordonné issu de la clause disj:mctiw de corps B. 
Conditions d'application: 
in( g, g, v} : out( g, 9, g} <l-b 
Procédure smpilgoal(SJ,J.1) 
5 est un littéral 
L et il sont des listes de listes. 
Ll est formée à partir de L où est ajouté en tête de chacune des listes de 
L,5. 
Conditions d'application: 
in( 9, 9, v}: out( g, 9, g) d-b 
Proœdure clcl(L.,LcJD 
L'~ 4.24 
Lest une liste de listes comprenant les litt8raux d'un corps de 
clause pris en ordre inverse. 
Lo est une liste de clauses 
H est une tête de clause. 
La ième clause de Lo est fabriquée à partir de la iàme liste de L en 
formant le corps de clause et en a},utant ël :-•. 
Conditions d'application: 
in( 9, V, 9}: out( 9, 9, 9) d-b 
Proo8dure incorporer .1-.t(L. T .Tf) 
L est une liste de termes 
T et Tf sont des termes. 
Tf est la conjonction de.tous les éléments de L pris en ordre inverse et 
deî. 
Conditions d'application: 
in( 9, 9, v): out( 9, 9, g} d-1> 
L'~ 4.25 
4.9. Ls modula transçlause 
Ce module réalise l'heuristique H1, Il applique sur une clause les 
transformations 18, 19, al, 21, 23, 24, 25, 26, 28 et 29. 
Une clause a la forme 
H:-5.T 
où H est la tête de clause, 5 est la séquence de littéraux déjà analysés 
par le module et T est la séquence ds littéraux à analyser, Pour faciliter 
l'implémentation, la séquence 5 sera sous forme de liste Ls dont 
chaque élément sera un littéral de 5 et dont l'ordre sera inversé. Ainsi, 
si 5 est la séquence P1P2P;3, Ls aura la forme [P~2P1l Ls est dit 
équivalent à S. 
Pour réaltser 189 transformations 18 et 19, l8 module doit savoir si 
la clause qu'on lut soumet est la dernière ou non d'une procédure. De 
plus, ù doit savotr à un moment donné st cas transformations sont 
applica.bles. Un mo1J811 Simple ds coder ces informations est ds déftntr 
un entter S tel qus 
S = 2 = Le littéral précédemment analysé sst un eut ou, la 
clause est la dernière d'une procédure et ù n'y a pas 
encore ds littéral analysé. 
S = 1 = Les littéraux analysés précédmunent forment une 
séquence détmn1n1st8 apr8S, sott un eut sott le 
début ds la dernière clause. 
S = 0 = Aucun des cas préœdsnts n'a été rencontré. 
Lorsque, dans 189 spéciftcattons, nous dirons que S 8St ds type ·cascut 
œla sous-entendra la dsfinttton précédente. 
Procédure transclauS8{C1.C2..S) 
C1 et C2 sont des clauses 
5 est de type cascut 
C2 = appliqusr({l.8l92),21,23,24,2S,2628,29l,C1), 
Conditions d'application: 
in{ 9' v, g}: out{~~ g} <l-b 
Proœdurs transclaussffl..Hm.().Ls.T-S.J 
H et Hm sont des têtes de clauses 
Ls est de type Ls 
T est une séquence de littéraux 
S est de type cascut 
H :- T forme la clause Cl et Ls est équivalent à S, alors cette procédur8 
8ffec;tue 
Hm :- s = appliqusr({l.8l92J21..23.24252628..29LH :- TI. 
L'~ 4.26 
Conditions d'application: 
in( g, v, g, v, 9, v, g, v): out( g, g, g, g, g, g, 9, g) <l-b 
Analysons d'abord l'implémentation des p1ooédurss auxiliaires 
qui permettmt la réalisation des transformations 23, 24, 25 et 26. Dans 
2.3., nous avons défini les différents types d'égalités: 
objets identiques 
Mriable = Mriable 
variable = terme 
terme = lJaTiable 
terme = terme 
type 1 
type2 
type3 
type4 
typeS 
La procédure suivante permet de trouver le type d'une égalité: 
Procsd.ure nature<X.Y#TJ).L} 
X et V sont des termes 
T appartient à {L 2, 3, 4, 5, 6} 
L est une liste 
Catte procédure détermine le type T de l'égalité X = V et L a pour valeur 
[X = V) pour T = 12, 3 ou 4; ou 
[Xn = Vn, _, X2 = V2, X1 • V1) pour T = 5 et pour X et V ayant 
respecti\J8tnsnt comme valeur ffX1, X2, _, Xn>, fW1, V2, _, Vn); ou 
[fatl) pour T • 6 lorsqus X st V ne sont pas untftablss (occur check 
compris). 
Condittons d'appllcatton: 
in( ~ 9, v, ~ v): out(~ 13, g, ~ g} d-1> 
La procédure sUiwmte réalise l'occur check: 
Proœdure DOLocmlr..Jn(X#Y) 
X st V sont des tmnss. 
Cette procédure d8tennin8 si X est égal ou est compris dans ls terme V. 
Condittonsdappbcatton: 
in( g, g}: out( g, 9) <()..1> 
Proœdure subst<X. Y #T 1# T 2> 
X, V, T1 et T2 sont des termes. 
Cstts procédure substitue X par V dans T 1 pour donner T 2-
Conditions d'application: 
in( g, g, g, v): out( g, g, g, g} <l-1> 
L'~ 427 
Cette proœdure est dangereuse lorsque les variables ne sont plus 
gelées. Elle effectue alors des instantiations involontaires. 
Les trait8ments pour œs différents types d'égalités dépendent 
aussi de la forme ds la clause; à 
H:-X=V estassoots 
H:-X=V.T 
H:-5.X=V. T 
H:-S.X=V 
Prooédurs casevl<TvJf.Hm.Lsm~V.L) 
T y est le type de l'égalité X = V où 
X et V sont des termes 
H et Hm sont des têtes ds clause 
Lsm est de type Ls . 
L est uns liste issue de nature/S. 
case,!/?. 
ca98fJ2/8. 
~/ll. 
casev4/10. 
Sm est équivalent à Lsm. Hm :- Sm est uns clause ainsi que H :- X = V. 
Soit T y = 1 alors Hm = H et Lsm = [trueL 
soit Ty = 2 ou 3 alors Hm = H où X est substitué par V et Lsm = (tru.eL 
soit Ty = 4 alors Hm = H où V est substitué par X et Lsm = [trueL 
soit Ty = S alors Hm et Lsm sont issus de transclause/8, 
soit Ty = 6 alors Hm= H et Lsm = (faill 
Conditions d'application: 
in{ 9> 9, v, v, 9> g, g): out{ 9> 9> 9> 9, 9> 9> g) <l-b 
Prooéd1U8 casev2(TvJI.Hm.T.Tm.X. V .L) 
Ty est 1s type de l'égalité X = V où 
X et V sont des termes 
H et Hm sont des têtes de clause 
Tet Tm sont des séquenœs ds littéraux 
L est uns liste issue de nature/5. 
Hm :- Tm est une clause ainsi que H :- X = V , T. 
Soit Ty a 1 alors Hm= H et Tm • T, 
soit Ty = 2 ou 3 alors Hm • H où X est substitué par V et Tm = T où X 
est substitué par V, 
soit Ty a 4 alors Hm= H où V est substitué par X et Tm = T où V est 
substitué par X, 
soit Ty = S alors Hm = H et Tm est égal à la oon.,k)nction des éléments de 
L prts en ordre inwrse et de T, 
soit Ty = 6 alors Hm= H et Tm= fail, T. 
Conditions d'applwatton: 
in( 9> 9> v, g, v, g, g, g): out{ 9, 9> 9, g, 9, 9, 9> g) <l-b 
L'~ 
Prooéd\11"8 caseg3(T-yJtLs, T .Lsm,Tm~ Y .L.5} 5-J.) 
Ty est le type de l'égalité X = V où 
X et V sont des termes 
H est une tête de clause 
Lsm et Ls sont de type Ls 
T et Tm sont des séquences de littéraux 
L est une liste issue de nature/5 
5i et 52 sont de type cascut 
4.2B 
5 8t 5m sont équivalents respectl\J8ment à Ls et Lsm, H :- 5m, Tm est 
uns clause atnst que H :- 5 , X = V , T. 
Sott Ty = 1 alors Lsm = Ls, 52 = 5i 8t Tm = T, 
soit Ty • 2 alors 
si X ne se trouw pas dans Ls 8t H, alors Tm • T où X est substitué 
par V, 52 • S]_ et Lsm • Ls, 
sinon si V ns se trouw pas dans Ls 8t H, alors Tm= T où V sst 
substitué par X, 52 li 5I et Lsm = Ls, 
sinon Tm li T où X est substitué par V et Lsm et 52 sont issus de 
oascut/S pour Ls, 5I et X • V, 
soit Ty = 3 alors 
st X ne se trouw pas dans Ls et ~ alors Tm • T où X est substitué 
par V, 52 = 5]. et Lsm = Ls, 
sinon Tm = T où X est substitué par V et Lsm et 52 sont issus de 
cascut/5 pour Ls, Si et X = V, 
soit Ty = 4 alors 
st V ns se trouw pas dans Ls 8t H, alors Tm = T où V sst substitué 
par X, 52 li S]_ st Lsm = Ls, 
sinon Tm • T où V est substitué par X et Lsm et 52 sont issus de 
cascut/5 pour Ls, 5I et X • V, 
soit Ty = 5 alors Lsm = Ls, 52 • S]_ et Tm est égal à la COI\i)nction des 
éléments de L pris en ordre inverse et de T, 
soit Ty • 6 alors Lsm • Ls st Tm • fail , T. 
Conditions d'application: 
in( g, g, g, g, v, v, g, g, g, 9, v) : out( 9, g, g, g, 9, g, g, g, g, g, g) d-b 
L'~ 
Prooédure ca9894(TvJI.Ls.Lsm.T~.Y .L.5J..!½) 
Ty est le type de l'égalité X = V où 
X et V sont des termes 
H est une tête de clause 
Lsm et Ls sont de type Ls 
Tm est une séquence de littéraux 
Lest une liste issue de nature/5 
5i et 52 sont de type cascut 
4.29 
S 8t Sm sont équivalents respectivement à Ls 8t Lsm, H :- Sm , Tm est 
UD8 clause atnst que H :- S , X = V. 
Sott Ty = 1 alors Lsm = Ls 8t 52 = 5]_, 
soit Ty • 2 alors 
si X ne se trouve pas dans Ls et H, alors 52 • Si et Lsm • Ls, 
sinon si V ns se trouve pas dans Ls et H, alors 52·. Si et Lsm = Ls, 
sinon Lsm et 5';; sont issus d0 cascut/5 p,ur Ls, Si et X = V, 
soit Ty • 3 alors 
si X ns se trouw pas dans Ls et H, alors 52 • Si et Lsm • Ls, 
SinOn Lsm et 52 sont tssus de cascut/5 pour Ls. Si et X = V, 
soit Ty = 4 alors 
si V ne se trouve pas dans Ls et H, alors 52 • Si et Lsm • Ls, 
sinon Lsm et 52 sont issus de cascut/5 p,ur Ls, 5i et X = V, 
soit Ty • 5 alors Lsm 8t Tm sont tssus de transclause/a 
soit Ty = 6 alors Lsm = [fatl I Ls) et 52 • SJ.. 
Conditions d'application: 
in{ g, g, g, v, v, g, g, g, g, v): out{ 9, g, g, g, g, g, g, g, g, g) d-b 
Analysons ensuite l'implémentation des procédures auxiliaires 
qui permettent la réalisation des transformations 18, 19, aJ et 21. 
Prooéclure çasçutpmfflJlm.Ls.Lm..O.TI.Tm.SiSi> 
H et Hm sont dss têtes de clauses 
Ls et Lsm sont de type Ls 
T et Tm sont des séquences de littéraux 
51 et 52 sont de type cascut 
5 et Sm sont équivalentes respectiwment à Ls et Lsm H :- 5, l, Tet 
Hm :-Sm, Tm sont des clauses. 
Hm :-Sm, Tm= appliquer((].8l92J2L23.2425.2628,29),H :-5, T, TI. 
Conditions d'applü;atton: 
in{g, v, g, v, g, v, g, v}: out{ g, g, g, g, g, g, g, g) d-b 
L'~ 
Qµelle est donc la différence entre cascutpm/8 et transclause/8? 
Le simple fait que la séquenœ des littéraux à analyser commence par 
un eut Ce dédoublsmsnt permet de ne pas avoir une procédure 
transclause/8 trop importante, elle augmenterait alors le temps 
d'exécution 
Les transformations 18 et 19 sont exécutées par la 
Procédure cascut(G 5J.Si.LsJ.sm) 
Gest un littéral 
5i et 52 sont de type cascut 
Ls st Lsm sont ds type Ls 
Si Si = 0, alors 52 = 0 et Lsm = [G I LsL stnon 
si 5i • L alors 
si G sst sans effet de bord et déterministe ou sntièrernsnt 
déterministe, alors 52 = 1 et Lsm = [G I Ls) 
sinon 52 = o et Lsm = [G , l I LsL sinon 
si 51 • 2, alors 
st G est sans sffst ds bord et détsrmtntsts ou entlèmrumt 
détsrmtntsœ, alors Soi = 1 et Lsm = [G I Ls) 
sinon 5-i = o et Lsm = [fi I LsL sinon 
Conditions d "application: 
in(g, 9' v, 9' v) : out( 9' 9' 9' 9' g} d-b 
L'~ 4.31 
4.10. Conclusions sur l 'implém81ltation 
Malgrs les parttcularttss du module gsnre, nous pensons qua 
notre optlmiseur est équivalent à l'heuristique générale de 
transformation f¼ ( cfr 3.3.), 
Le module not8tinoomp ne prend en compte qua les procédures 
à deux clauses. Pour qu'il soit capable de traiter les cas généraux, il faut 
trouwr une méthode qui trie d'abord les clauses d'Uil8 procédure de 
telle manière que la forme de la procédure soit un cas de figure 
transformable. Alors le module serait capables, sous de faibles 
modifications, d'appliquer toutes les transformations qui n'ont pas été 
implémentées {cf chapitre 2), 
Nous n'avons pas réellement cherché à optimiser l'optlmiseur, 
mais bien à ce que l'optimiseur optimise. 
Il a aussi été construit a\Jl8C un profil qui permet l'ins8rtion aisée 
d'autres transformations d'optimisation. 
Ls chapitre suivant donne des exemples chiffrés en temps 
d'exécution et un exemple d'exécution qui montre comment utiliser 
l 'optimiseur. 
5 
Analyse de 
l'heuristique et 
de l'implémentation 
5,1 
Maintenant que nous possédons· un optimiseur, il serait tentant 
de donner un cœfficient d'efficacité à chaque transformation 
d'optimisation du chapitre deux. Cs coefficient serait par exemple le 
rapport entre les temps d'exécution du programme non optimisé et sa 
transformée. Un tel coefficient serait, par la nature même des 
programmes, fort imprécis. Dans certains cas les transformations 
d'optimisation peuvent être diablement efficaœs, dans d'autres, 
apportent un léger plus. Nous allons plutôt appliquer l'optimiseur sur 
des procédures usuelles. Afin de se rendre compte des effets de 
l'optimisation, les temps d'exécution des procédures non transfomiées 
et optimisées seront déterminés. 
5l, Dét:1tJDjpatton du wmn cl'exgtton cl'vv, mooHur, ImVl. 
~
La prédicat cputime/0 du C-Prolav donne le temps cpu exprimé 
en secondes. Il existe un programme Prolog qui détermine de manière 
précise le temps d'exécution d'un goal 
Si le temps d'exécution d'un goal est rapide, il sera imprécis, œoi 
à cause de la précision des temps fournis par le système d'exploitation. 
Le programme qui détermine le temps d'exécution d'un ~' exécute 
une séquence de littéraux ( 98Stion d'un compteur,-> dans laquelle se 
trouve le goal œla un certain nombre de fois x. Il détermine le temps 
d'exécution de l'itération où est compris le temps d'exécution du goal un 
certain nombre x de fois. Ensuite, il détermine œlui de l'itération sans 
le goal La soustraction entre œs deux temps donne le temps de 
l'exécution du~ x fois. Dans œ temps n'est pas compris œlui de 
l'affichage des résultats. Dans les exemples qui suivent, x prendra 
arbitrairement la valeur 100. 
5.2 
5.2 Lss influences de la din,çttonalité des m:OGBdurn 
Effectuons une première série de mesures sur la procédure 
eff aœ/3. Les spécifications de eff aœ/3 sont données dans {0}}. 
Procsdure sffaœ{XJ,J,sff) 
X est un terme. 
Let Leff sont des listes. 
Cette procédure détermine si X est un élément de L 8t Leff est la liste L 
sans la première oocurenœ de X dans L 
Conditions d'application 
in{ any, ground, any} : out{ ground, ground, ground} <Ü-n> 
in( ground, any, ground}: out{ ground, ground, ground} <0-ro 
Le but des manipulations suivantes est de "4I'ier les conditions 
dans lesquelles l'optimisation a lieu. Soit la procédure eff aœ/3 de 
directionalité suivante; 
in{ ground, ground, any) : out{ ground, ground, ground} 
in{ any, ground, any) : out{ ground, ground, ground} 
eff aœ<Xl,leffl :- L = [ H I T ] , X = H , Leff = T . U) 
effaœ(Xl,leffl :- L = [HI T), effaœ{X,T,Teff}, not X= H, Leff= [HI Teff). 
Par l'optimiseur, nous obtenons la procédure 
in( ground, ground, any) : out{ ground, ground, ground) 
effaœ<HJ HI T llsff) :- 1 , Leff • T. (2) 
effaœ{XJ HI TU HI Tsff D :-sffaœ<X,T,Teff}. 
Si nous voulons une directionalité 
in{ ground, ground, var): out{ ground, ground, ground) 
Leff= T dS\Jient mtièrement déterministe. L'optimiseur produit alors, à 
partir de G), la procédure 
effaœ(HJ HI T LTI :- ! . 
effaœ{XJ HI TU HI Teff O :-effaœ{X,T,Teff}. 
grâœ à la transformation~-
Pour la directivité 
in{ any, ground, any) : out{ ground, ground, ground) 
l'optimiseur, ,à partir de 0}, génère 
(3) 
Analyse dt: l'heuristique et de l'implémentation 5. 3 
effaœ<HI HI T LTI. {4} 
eff aœ<XJ H I T LLeffi :- eff aœ(X,T,T eff} , not X = H , Leff = [ H I T eff ] . 
car ù n'existe pas de permutation adéquate sinon X = H n'est pas 
déterministe et la procédure ne serait pas correcte ( of la 
transformation 5). 
Construisons, en outre, une procédure effaœ/3 qui ait la 
directivité 
in( ground, any, ground}: out{ ground, ground, ground) 
eff aœ<Xlleffi :- L = [ H I T ) , X = H , Leff = T . (5) 
effaœ<Xlleffi :- L = [HI T), Leff= [HI Teff), effaœOCT,Teff}, not X= H 
La procédure est correcte car X= H est d.éterministe puisque H et X sont 
ground avant le littéral not X= H Pour cette directionalité, l'optimiseur 
nous donne 
eff aœ<Hl H I T L TI . {6) 
effaœ<XJ HI TU HI Teff D :- not X= H, effaœ(X,T,Teff). 
L'optimiseur produit à la plaœ de {6), la procédure suivante si 
nous refusons la permutation des litt8raux proposée par la 
transformation 22 { c;f le module genre). 
effaœ<Hl H I T L TI . 0) 
effaœ<Xl HI TU HI Teff D :- effaœ(X,î,Teff), not X= H. 
Pour ces sept procédures, le temps d'exécution du 
goal:- effaœ<X.LJ.sffl sera déterminé pour des X, Let Leff couvrant 
toutes les directivités. Nous obtenons le tableau des résultats suivant: 
Anal1JZ de l brurtstlque et de l'implémentatirm 5. 4 
Données de test Temps en secondes pour 100 exécutions des 
prcœdures de numéro 
XL Leff resultats 1 2 a 4 s G i 
3 [W,4,5) [124$1 1P 31') os - lS 2J) w 1,D 
3 [W,4,5) [Z-3,4.5] rn 2.9 DJ lS D,4 DJ DJ 
3 [W,4,5] Leff fïti;1 31') os 0,4 lS 
G [W,4,SJ Leff no Z1 D,7 O,? Di 
3L [UAS] L- 5p Z1 a;3 
~4,5 1~ 1.2,4S3 
X [1.2,.3,4,S] [l.2,4$] X-3 SS 4,9 -
X [W,4,5] [U,S] rn 6,4 4,B -
X [l.2,.3,4,S] Leff X -1 6,6. 4,B -
Leff· l~,4$1 
X-Z 
Leff .[lp,4$] 
X-3 
Leff • 0,2,4,.S] 
X-4 
l..eff-[WSJ 
X-S 
Leff-0~,4] 
Seuls lss d8UX premtars chiffl'8s s1gn!ficattfs sont donnés, les 
autres dépendant trop du moment où 8St réalisé ls test 
Ce tableau 8St particulièrement révélateur: on y trouve d8S 
rapports de temps allantJusqu'au Vingt-neuvième T 
Il montra d'abord qus la rsch8rchs des patres de ltttéraux 
tncompatlbl8S est très fructueuse ( comparaison des temps d'exécution 
da la procédure U) et (2)). Les temps des procédur8S (6) et (7} montrant 
qus les transfom1at1ons 12 et 22 qui 8SSaimt d'amsnsr une procédurs 
de genre quelconque à un genre TR peut êtra intérsssante. 
Ces résultats su~nt enfin aux pr09fammeurs de constru1r8 
d8S procédures avec d8S d1rsct1Vités spéctftqu8S au problème à résoudre 
( comparaison des temps d'exécution des procédures {2), (3) et (4); s1 
s.5 
nous essayons d'exécuter la procédure 8} a"8C les goals qui ne lui 
conviennent pas, nous obtenons des séquences des substitutions 
résultantes incorrectes ou incomplètes}. 
53. L'e~sion des litt8raux d'une proœdure 
Cette expansion a été critiquée dans le chapitre deux. Néanmoins 
elle donne de bons résultats en temps. Puisqu'elle est implémentée, elle 
aussi, profitons-en pour étendre les littéraux d'une procédure 
empruntée à Laon Sterling et Ehud Shapiro dans Tue art of Prolog•, 
MIT Press 1986. 
anœstor<X}l) :- parent{X,V}. 
anœstor(XZ} :- parent{X, V} , anœstor{V Z} . 
parent{terach;ibraham}, 
parent{abrahamJsaac}. 
parent{isaacJacob), 
parentvacob,benjamin} . 
{8} 
L'optimiseur génère, à partir de œ programme, un autre fichier 
où se trouve 
anœstor{terach,abraham} . 
anœstor{abrahamJsaac} . 
anœstorfisaacjacob} . 
anœstor{;acob,benjamin} . 
anœstor{terach, .J. } :- anœstor{abraham, .J. } . 
anœstor{abraham, ..1 } :- anœstorlisaac, ..1 ) . 
anœstorfisaac, .J. ) :- anœsto$oob, .J. } . 
anœsto$oob, ..1 } :- anœstor<benjamin, ..1 } . 
panmt{tsrach,abraham). 
panmt{abrahamJsaac) . 
parent{isaaojacob) . 
parent<Jacob,benjamin}. 
(9} 
Exécutons maintenant le ~ :- ancestorlterach.,bsnjamïn). 
Par (8), le temps pour 100 exécutions est de 1,7 secondes et par {9}, de 0,9 
secondes. Le rapport est donc à peu près de deux. C'est un bon score 
mais la longueur du programme optimis8 est bien deux fois plus 
grande. Tou tes nos critiques sont aussi fondées fof chapitres deux et 
trois}. 
~ de l 'heurtstlque et de l'implémentation 5.G 
5.4. Conclusions sur l 'hsurtmA\ll..9fruh:als ds transformation 
.Au vu du tableau des résultats, notre heuristique respecte bien la 
préséanœ que doit avoir la recherche des paires de littéraux 
incompatibles sur la tentative d'amener une procédure vers le genre TR 
Les transformations intraclausales servent à peaufiner: à instancier au 
maximum la tête d'une clause, à insérer des cuts supplémentaires et à 
éviter des unifications superflues. Elles doivent donc être appliquées en 
fin de processus d'optimisation. 
Qµant à l'expansion des littéraux, malgré de bons résultats, elle 
ne doit œrtainement pas être menée à outrance. La procédure (8) est 
relativement simple et n'est donc pas un exemple typique. De plus, au 
vu de la référenœ (2}, les algorithmes d'expansion peuvent dewnir très 
compliqués pour un rapport en temps modeste {de 2) par rapport à la 
recherche de paires incompatibles ( 3 pour le plus mauvais, 29 pour le 
meilleur). 
5,? 
5.5. Un n:emple d81'8:xkution du P.roœssus d'mmmïsation mu:. 
J.:gptimiseur 
Il s'agit ici de montrer le besoin en informations du proœssus 
d'optimisation: nous reprenons l'exécution qui a conduit, à partir de la 
procédure U}, à la procédure optimisée (3} dans le cas où le fichier 
sourœ contenant la procédure U} n'a pas le fait predicat/8 de définition. 
Aug 251?:2, 1988 sorties Pa98 1 
C-Proloy version lS 
1 ?- [initJ 
optimiseur consulted 5'?88 bytes 2.63333 sec. 
98nre consulted S?aJ bytes 2.23334 sec. 
98ldegel consulted 3888 bytes 16 sec. 
expansion consulted ~ bytes 2.216G? sec. 
transclause consulted lœ?6 bytes 4.95 sec. 
notetincomp consulted 13036 bytes 5.4666? sec. 
init consulted 460,8 bytes 19.?333 sec. 
yes 
1 ?- optimiseur{eff aœl,resultat). 
Il n'existe aucune information concernant la proœdure 
effaœ/3 
Cette procedure est-elle 
non-detmniniste (0) 
detsnniniste U) 
entismnent detenniniste (2) 
?l 
.A-t-elle des effets de bord, 
oui ou non ? n. 
C'est une proœdure deterministe sans effet de bord 
Est-œexact 
. ? ow ou non . o. 
Peut-on transformer la clause 
eff aœ<..36-3? ,_38}.--3?=(-3~ 401,eff aœ{.36,_ 40,_41},not 
-36--39-38=(-3~41) 
en la clause 
~ de l'heuri5tlque et de l'implérrientatlon 5, 8 
effaœl36-3? -38}.-.3'?~-3~40Lnot 
...36=.39-38={.3~ 41),eff aœ<...36,_ 40,_ 41},true 
rspondre par 
. ? 
oui ou non . o. 
Le but l)ar{O}=l)ar(3} 
dans la procedure 
eff aœ{Var(O),Var{l},Var(2}}.-Var{l}={Var{3)1Var(4}LVar<0}=Var{3},Var(2}=Var(4 
) 
eff aœ{Var(0},Var{l},Var(2)}.-Var{l)={Var(3}1Var(4)Lnot 
Var<O>=Varl3},Var(2}=[Var(3}flJar(S}J,eff aœ{Var{O},Var{4},Var{S}),true 
est-il sans effet de bord? 
. ? owounon. o. 
V a-t-il dans la procedure 
eff aœ{Var(O),Var{l),Var{2)}.-VarO}={Var(3}1Var{4)LVar<O>=Var6),Var(2}.:Var(4 
} 
eff aœ{Var(O),Var{l},Var{2}}.-Var(l)={Var(3)1Var{4}1not 
Var{O}=Var{3},Var(2}=[Var(3}flJar{S}J,eff aœ{Var{O),Var{4},Var{S}},true 
des paires de goals incompatibles 
n'ayant aucun effet de bord et dont œlUi de la lera 
clausa est deterministe ou entierement d.eterministe ? 
Entrer œs paires dans une lista de couples d'entiers 
du type [Q,4},(3$). .. L ou 1 et 4 correspondent a la 
position de ces goals dans la lere et ï.d clause 
respectivement a s'il n'y a pas de couples. 
~n 
Au9251'?:2, 1988 sorties Page 2 
Pour la clause 
eff aœ(Var{O),Var{l},Var(2)}.-Var{l)=(Var{3)1Var{4)LVar<O>=Var(3},Var(2)=Var{4 
} 
entrer sous forme de liste les permutations permisas 
des buts du corps de la clause. 
Ces listes seront du type (23,5,1,4,6} ou 2 est le 
2e but du corps de la clause ayant permute a la le plaœ 
rrtmniner 
0k 
Analtpe de l rururtstique et de l'implémentatlan 5, 9 
Pour la olause 
eff aœ{Var{O),Var(l},Var{2}}.-Var{l}={Var(3)1Var{4}l,not 
Var{0}=Var{3),Var{2}={Var(3)1Var{5)1,eff aœ{Var{0),Var{4},Var{5)),true 
memes operations 
~n 
Ok 
Le but Var(l)=(Var8}(Var(4}) 
dans la procedure 
eff aœ{Var{0},VarU),Var(2)}.-Var{l)={Var{3)1Var{4}LVar<O>=Var{3),Var{2}=Var{4 
} 
eff aœ{Var{O),Var(l),Var{2}}.-Var{l}={Var{3)1Var{4}l,not 
Var(0)=Var(3),Var{2}={Var(3)1Var{5)1,eff aœ<Var{O),Var{4},Var{5)),true 
est-il sans effet de bord et det. ou ent det. 
. ? owounon. o. 
Le but Var{2}=Var(4} 
dans la olause 
eff aœ(()ar{O},Var{l),Var(2)}.-Var{l}={Var{3)1Var{4}LVarlO>=Varl3),l,Varl2l=Var{ 
4),true,true 
est-il sans effet de bord et ent dstmniniste 
oui ou non ? o. 
Le fichier resultat est oree 
Fin de 1 OpttmisatiorL 
yes 
1 ?-halt 
( Prolog sxecution halted ) 
• fin de l'execution • 
6 
Conclusion 
condll6l0n G. 1 
L'optimisation des programmes au niveau source est donc une 
étape nécessaire dans l'évolution d'un programme. Celle présentée dans 
œ mémoire est aussi une étape naturelle dans la méthodologie de 
programmation présentée dans la référence {0}}. 
Les principaux axes de recherche dans ce domaine sont d'abord 
de trouver de nouvelles transformations, de trouver de nouvelles paires 
de littéraux incompatibles et, en conséquence, de modifier l'heuristique 
de transformation. L'heuristique de transformation du chapitre 3 
exploite au maximum les transformations d'optimisation du chapitre 2 
mais n'est donc que temporaire,j3 le crains. Tout dépend de l'idée de 
base. Celle qui sert de charpente à l'heuristique de la référence ({2}} a été 
critiquée dans le chapitre 3. La nôtre accorde un billet de faveur en 
première loge aux paires de littéraux incompatibles. 
D'autres axes de recherche concernent des problèmes plus 
fondamentaux tels les algorithmes suffisants de détection du 
déterminisme des procédures, les modes de déclaration. L'optimiseur 
implémenté serait d'autant plus pratique! 
En conclusion, le suj3t est loin d'être clos et mon mémoire n'est 
qu'une pincée de feuilles dans l'automne des cogitations intenses. 
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Annexe Le ccde de l'aptimlseur 
Annexe: 
Le code de 
l 'optimiseur 
A.1 
Dans les pages qui · suivent se trouve le code de 1 'optimiseur. 
Cslui-ci a été écrit en C-Prolog version LS sur Vax-7SO. 
Il m mM 
ffll'II Il ffl 
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111 m 111 
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Annexe Le cxx.E de l'optimtseur A.2 
'l*****************************************************************************I 
'I** -init- **I 
l*****************************************************************************I 
- op(llSO,fx,C\)). 
\ 0 : -
system("e111acs optimiseur"),C-optimiseur). 
\ g 
system("emacs genre"),C-genre]. 
\ d 
syste111(•emacs geldegel•),C-geldegelJ. 
\ t . . -
system("e111acs transclause"),C-transclause]. 
\ e :-
system(•emacs expansion"),C-expansion] • 
' 
n . .-
syste111("e1111acs notetincomp•),C-notetincomp]. 
\ i . . -
syste111("e111acs init•),C-initJ. 
:- Coptimiseur,genre,geldegel,expansion,transclause,notetinco111p]. 
l*****************************************************************************I I** -opti111iseur- **' 
'*******************************************~********************************/ 
oracle_oui_non(X,Rep):-
nl,write(X),nl,write(•oui ou non 1 '>, 
read(Xl),name(Xl,CYI_J),oracle_rep(Y,Rep),!. 
oracle_rep(lll,1). 
oracle_rap(l21,1). 
oracle_rep(_,O). 
optimiseur(Iin,Oout):-
verifin(Iin,In),verifout(Oout,Out), 
charge111ent(In), 
genre, 
notetinco11p, 
expansion, 
remplissage(Out), 
oracle4(0ut). 
Annexe Le ccde àe l'aptimlseur 
'l1tr-ifin(In,In):-
ex1.sts(In),!. 
'lerifin(IIn,In);-
oraclel(Nom),verifin(Nom,In). 
oraclel(Nom):-
nl,~r-1.te(•le ficni~r d''entr-ee n••existe pas'), 
nl,write(•Entrer un autre nom: '),r-ead(Nom). 
'ler-ifout(Out,Out):-
not(exists(Out)),f. 
verifout(Oout,Out):-
oracle2(0out,Rep),verifout(Rep,Oout,Out). 
verifout(l,Out,Out). 
ver-ifout(O,Oout,Out):-
oracle3(Nom),verifout(No11,0ut). 
oracle2(0ut,Rep):-
nl,arite(•Le fichier de sortie existe deja'), 
oracle_oui_non(•Gardez-vous le meme nom•,Rep). 
oracle3(No11):-
nl,~rite('Quel est ce no~? '),read(No11). 
oracle4(NorA):-
A.3 
nl,write(•te fichier •>,~rite(Nom),write(• est cree•), 
nl,~rite(.Fin de l''Optimisation_•). 
chargement(In):-
see{In),assert(compteur(O)),!, 
repeat,incrcompt,read(C), 
charge_clause(C),retract(co~pteur(_)),1,seen,!. 
charge_clause('end_of_file'):-
1 • 
charge_clause(predicat(X,Y,Z,T,U,V,W,S)):-
\+ predicat(X,Y,_,_,_,_,_,_), 
assert(predicat(X,Y,Z,T,U,V,W,S)),!,fail. 
charge_clause(predicat(_,_,_,_,_,_,_,_)):-
1,fail. 
charge_clause((H:-S)):-
charge((H:-8)),!,fail. 
charge_clause(C):-
charge({C:-true)),1,fail. 
charge((H:-8)):-
functor(H,No~,Arity), 
retract(pradicat(Nom,Arity,D,S,I,G,N,L)),1,Nl is N+l, 
assert(pradicat(Nom,Arity,D,S,I,~,Nl,C(CH:-s),_)ILJ)). 
charge((H:-B)):-
oracle5((H:-B),P),assert(P),charge((H:-8)). 
incrcompt:-
ratract(co•ptaur(I)),1,Il is I+l,assart(coMpteur(Il)),!. 
1tre~d(O):-
I • 
1.tread(I):-
Annexe Le cooe de l'aptimtseur 
read(_),Il is I-1,itread(Il). 
oracle5((H:-a),predicat(Nom,Arity,Rl,R2,R3,G,O,CJ)):-
seeing(F),seen,functor(H,Nom,Arity), 
A.4 
nl,writec•r1 n••existe aucune information concernant la procedure '), 
nl,write(Nom),~rite('/'),write(Arity),oracleS_det(Rrrl), 
oracle5_ani(Rrrl,Rrl,Rr3),oracle5_eff(Rr2), 
oracle5_exact(Rrl,Rr2,Rr3,Rl,R2,R3),see(F), 
compteur(Cpt),itread(Cpt). 
oracleS_det(R):-
nl,write('Cette procedure est-elle•), 
nl,tab(S),~rite('non-deterministe 
nl,tab(S),~rite('deterministe 
nl,tab(S),write(•entierement deterministe 
nl,write(•? '),read(R). 
oracle5_ani(2,2,0):-t. 
oracleS_ani(l,1,0):-t. 
oracle5_ani(O,O,Rep):-
(O)"'), 
(1)'), 
(2)'), 
oracle_oui_non(•cette procedure est-elle infinie',Rep),!. 
oracle5_aniC_,R1,Rep):-
nl,~rite(•reponse incorrecte'), 
oracle5_det(R),oracle5_ani(R,R1,Rep). 
oracle5_eff(Rep):-
oracle_oui_non(•A-t-elle des effets de bord 1 ',Rep). 
oracla5_exact(Xx,Yy,Zz,X,Y,Z):-
oracle5_verif(Xx,Yy,Zz,M),nl,write(M), 
oracle_oui_non('Est-ce exact•,Rep),oracleS_routeCRep,Xx,Yy,Zz,X,Y,Z). 
oracle5_route(1,X,Y,Z,X,Y,Z). 
oracle5_route(O,_,_,_,R1,R2,R3):-
oracle5_det(Rrr1),oracle5_ani(Rrr1,Rr1,Rr3),oracle5_eff(Rr2), 
oracle5_exact(Rr1,Rr2,Rr3,Rl,R2,R3). 
oracle5_verif(O,O,O,'C•••st une procedure non-deterMiniste,sans effet de bord 
et non infinie'). 
oracle5_verifC0,1,o,•c••est une procedure non-deterministe,avec effet de bord 
et non infinie'). 
~racleS_verifC0,1,1,'C••est une procedure non-deterministe,avec effet de bord 
et infinie'). 
oracle5_verif(0,0,1,'C••est une procedure non-deterministe,sans effet de bord 
et infinie'). 
oracleS_verif(l,O,O,'C''est une procedure deterMiniste sans effet de bord"'). 
oracleS_verif(l,1,0,•c••est une procedure deterffliniste avec effet de bord'). 
oracle5_verifC2,0,0,'C••est une procedure entiere~ent deterministe sans 
3ffet de bord•). 
oracle5_verif(2,1,o,•c••est une procedure entierement deterministe avec 
effet de bord'). 
remplissage(Out):-
tell(Out),retract(predicat(_,_,_,_,_,_,_,L)),sortie(L). 
re~plissage(Out):-
told. 
sortie(()):-
Annexe: Le a:de de l'optimiseur 
!,fa1.l. 
so~t1.e(C((x:-true),_)ITJ):-
nl,dagel(X,C),~rite(C),write('.•),!,sortie(T). 
sortie(C(X,_)ITJ):-
nl,degel(X,C),~rite(C),~rite('.•),!,sortie(T). 
A.5 
l*****************************************************************************I 
I** -genre- **' 
!***************************************************************************~*/ 
genre:-
predicat(F,A,D,E,I,G,Nc,L),gp(F,A,O,E,I,G,Nc,L). 
genre. 
gp(F,A,O,E,If,G,Nc,Ll):-
genrepr(F1A,Ll,CJ,L2,CCJ,CJ,CJJ,L3,G1,G,O,I), 
choixliste(L2,L3,I,L),!, 
retract(predicat(F,A,D,E,If,G,Nc,Ll)),1, 
asserta(predicat(F,A,D,E,If,G,Nc,L)),t,fail. 
genrepr(F,A,CJ,X,X,Y,Y,G,G,I,I). 
genrepr(F,A,CCX,_)ILJ,Xl,X2,Yl,Y2,G1,G2,Il,I2):-
genreclCX,F,A,Hh,Gc),gel(Hh1H,Nsl), 
lpp(CH,Nsl),Gc,Gl,G,Il,I,Yl,Y),1, 
genrepr(F,A,L,CCH,Nsl)IX1J,X2,Y,Y2,G,G2,I,I2). 
choixliste(L,_,O,L). 
choixliste(L2,L3,1,L):-
mepl(L3,L4),oracle6(L2,L4,L). 
oracle6(Ll,L2,L):-
nl,~rite(•Pour la procedure'),oracle6affl(L1), 
nl,write(•peut-on envisager la permutation des clauses suivantes?'), 
oracle6affl(L2),oracle_oui_non(•repondre par',Rep), 
oracle6concl(Rep,Ll,L2,L). 
oracle6concl(O,L,_,L). 
oracle6concl(1,_,L,L). 
oracle6affl(CJ). 
oracle6affl(C(X,_)ILJ):-
nl,tab(2),~rite(X),write('.'),oracle6affl(L). 
mepl(CCXIL1l,L2,L3l,CXILJ):-
~epl(CL1,L2,L3l,L). 
mepl(CCJ,CXILll,L2l,CXILl):-
mepl(CCl,L1,L2J,L). 
mepl(CCl,Cl,CXIL1ll,CXILl):-
~•PlCCCJ,Cl,L1l,L). 
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mepl(CCJ,CJ,CJJ,CJ). 
lpp(C,O,o,o,r,I,CNrl,Tr,Gr),CCCINrl],Tr,Gr]). 
lpp(C,O,X,X,I,I,CNrl,Tr,GrJ,CCCjNrlJ,Tr,Grl). 
lpp(C,1,2,2,I,I,CNr,Trl,GrJ,CNr,CCITrll,GrJ). 
lpp(C,1,1,1,I,I,CNr,Trl,Grl,CNr,CCITrll,Grl). 
lpp(C,1,ù,1,I,1,CNr,Trl,GrJ,CNr,CCITrll,GrJ). 
lpp(C,2,2,2,I,I,CNr,Tr,GrlJ,CNr,Tr,CCIGrlJJ). 
lpp(C,2,1,2,I,1,CNr,Tr,GrlJ,CNr,Tr,CCJGrlJJ). 
lpp(C,2,0,2,I,1,CNr,Tr,GrlJ,CNr,Tr,CCIGrlJJ). 
~enrecl((H:-a),F,A,C,G):-
genrecl(B,F,A,CJ,Ll,O,Gp,Gv), 
linear(Ll,true,Bb),choixcl((H!-8),(H:-ab),Gp,Gv,C,G). 
genrecl(T,F,A,L,CT1LJ,O,l,1):-
functor(T,F,A),1. 
genrecl(T,F,A,CXILl,CCT,X)ILl,_,2,2)!-
functor(T,F,A),!. 
genrecl(CT,B),F,A,Ll,L,O,G,P):-
functor(T,F,A),l,genrecl(B,F,A,CTILlJ,L,1,G,P). 
genrecl(CT,B),F,A,CXILlJ,L,_,2,P):-
functor(T,F,A),!,genrecl(B,F,A,C(T,X)ILll,L,2,2,P). 
genrecl((R,B),F,A,Ll,L,O,G,P)!-
genrecl(S,F,A,CRILl],L,O,G,P),1. 
genrecl(CR,S),F,A,CXIL1J,L,Gg,G,P):-
genrecl(8,F,A,CX,RIL1l,L,Gg,G,P). 
~enrecl(R,F,A,L,CRILl,O,O,O):-
l • 
~enrecl(R,F,A,CXILl,CX,RILl,G 1 G,2). 
choixcl(X,Y,Gp,2,C,G):-
1,oracle7(X,Y,Gp,C,G). 
choixcl(X,_,_,Y,X,Y). 
oracle7CX,Y,Gp,C,G):-
nl,write(•peut-on transfor~er la clause'),nl,write(X), 
nl,~rite(•en la clause'),nl,write(Y), 
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oracle_oui_non(•repondre par',Rep),oracle7concl(X,Y,Gp,C,G,Rep). 
oracle7conclC_,C,G,C,G,1). 
oracle7conclCX,_,_,X,2,0). 
linear(C(X,Y)ITJ,Bl,8):-
1,linear(CYITJ,CX,Sl),~). 
linear(CXITJ,Bl,S):-
1,linear(T,CX,Sl),8). 
11.near(CJ,8,S). 
'****************************************************************************: 
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I** -geldegel- ~*/ 
!*~***********************************************************************~~**! 
constant(X):-
atomic(X). 
compound(X):-
nonvar(X),\+ atomic(X). 
concatenate(CXIL1),L2,CXIL3)):-
concatenate(Ll,L2,L3). 
concatenate{CJ,L,L). 
member(X,CXI_J). 
member(X,C_ILJ):-
member(X,L). 
gel(A,B,Nsup):-
copy(A,8),numbervars(S,O,Nsup). 
copyCA,8):-
assert(acc(A)),retract(acc(B)). 
numbervarsc•var•cN>,N,Nl):-
Nl is N+l. 
numbervars(Term,N1,N2):-
nonvar(Term),functor(Term,Name,N),numbervars(O,N,Term,Nl,N2). 
numbervarsCN,N,Term,Nl,Nl). 
numbervars(I,N,Term,N1,N3):-
N > I,Il is I+1,arg(I1,Term,Arg),numbervars(Arg,N1,N2), 
numbervars(Il,N,Tera,N2,N3). 
nomtranslat('Var'(N>,•var'(N2),N1):-
N2 is N+Nl. 
nomtranslatCX,X,_):-
constant(X},t. 
nomtranslat(X,Y,I):-
compound(X),functorCX,F,N),functor(Y,F,N),nomtranslat(N,X,Y,I). 
nomtranslat(N,X,Y,I):-
N > O,arg(N,X,Argx),nomtranslat(Argx,Argy,I),arg(N,Y,Argy), 
Nl is N-1,nomtranslat(Nl,X,Y,I). 
nomtranslat(O,X,Y,_). 
degel(X,Y):-
degelnet1CX,CJ,L1),listesansrep(Ll,C),L),degelnet2CX,Y,L). 
degelnetl('Var'(N),Ll,L):-
listerepCN,Ll,CJ,L),t. 
de~elnetl(X,Ll,L):-
Anne1e Le ccx:ie cle l'optimlseur 
co~pound(X),functor(X,F,N),degelnetl(N,X,Ll,L),! • 
. je~alnetl(X,L,L). 
jegelnetlCN,X,Ll,L):-
N > O,arg(N,X,Argx),degelnetl(Argx,Ll,L2), 
Nl is N-1,degelnetl(N1,X,L2,L). 
ctegelnetl(O,X,L,L). 
listerepCX,C(X,_)ITJ,Ll,C(X,l)ICJ):-
concatenateCT,Ll,C),!. 
listerepCX,CYITJ,Ll,L):-
listerep(X,T,CYtlll,L),!. 
listerep(X,Cl,L,CCX,O)ILl). 
listesansrep(CCX,l)ITJ,Ll,L):-
listesansrep(T,Ll,L). 
listesansrep(CCX,O)ITJ,Ll,L):-
listesansrep(T,CXILll,L). 
listesansrep(Cl,L,L). 
degelnet2('Var'(N),X,L):-
memberCN,L),l,name(X,C95J). 
degelnet2C'Var'(N),X,L):-
name(N,Ll),na~e(X,C951Lll). 
degelnet2CX,X,_):-
constant(X). 
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degelnet2CX,Y,L):-
compound(X),functor(X,F,N),functorCY,F,N),degelnet2CN,X,Y,L). 
degelnet2CN,X,Y,L):-
N > O,argCN,X,Argx),degelnet2CArgx,Argy,L), 
arg(N,Y,Argy),Nl is N-1,degelnet2CN1,X,Y,L). 
degelnet2CO,X,Y,L). 
!*******~******************~**************~******************************** I** -notetincofflp- ** 
!***************************************************************************** 
notetinco•p:-
predicat(Nm,A,O,ë,If,Gr,2,L), 
neti(N~,A,O,E,If,Gr,2,L). 
no te t i ne 011p. 
neti(Nm,A,O,E,lf,Gr,2,C(Cll,Nsl),(Cl2,Ns2)]):-
assert(cl(C11,Cl2)),constrlcg(Lcg,Ltli,Lt2i), 
oracle10(Lcg,Ltli,Lt2i,Ltl,Lt2),trouvertransf(Lt1,Lt2,CC11t,Cl2tJ), 
retract(predicat(Nm,A,O,E,If,Gr,2,ccc11,Nsl),(Cl2,Ns2)l)), 
asserta(predicatCN~,A,D,E,If,Gr,2,C(Cllt,Nsl),CCl2t,Ns2)l)), 
retract(clC_,_)) 1 t,retract(corps1C_)),1,retract(corps2C_)),l,fail. 
netiC_,_,_,_,_,_,_,_):-
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aoolish(cl,2),!,retract(corpsl(_)),! ,retract(corps2(_)),!,fail. 
constrlcg(Lcg,Ltl,Lt2):-
cl((Hl:-el)t(H2:-B2)), 
makelistl(Bl,Lbl,Lapll,82,Lcgl,1),makelist2(82,Lb2,Lapl2,Lbl,Lcg2,1), 
assert(corpsl(Lbl)),assert(corps2(Lb2)), 
concatenate(Lcgl,Lcg2,Lcg3),oracle9(Lcg3,Lcg), 
tripermgoal(l,Lapll,CJ,Ltl,Lcg),tripermgoal(2,Lapl2,CJ,Lt2,Lcg),!, 
lcgvide(Lc~). 
lcgvide(CJ):-
1,fail. 
le gv ide(_). 
~akelistl((not(C),Y),CnotCC)ITl,CIITtJ,B,L,I):-
Il is I+l,1,remplllCC,I,B,L,Ll),makelistl(Y,T,Tt,B,ll,Il). 
makelistl((X,Y),CXITJ,CIITtJ,B,L,I):-
Il is I+l,t,makelistlCY,T,Tt,B,L,Il). 
makelistl(not(C),Cnot(C)J,CIJ,B,L,I):-
remplllCC,I,B,L,Ll),1,Ll=CJ. 
~akelistl(X,CXJ,CIJ,S,CJ,I). 
remplllCC,I,8,CCI,J)ILJ,L):-
mofconj(C,8,1,J),functor(C,N,A),oracle9se(C,N,A),1. 
remplllCC,I,6,L,l). 
mofconj(X,CX,T),J,J):-
!. 
mofconj(X,C_,T),J,J1):-
J2 is J+1,1,mofconj(X,T,J2,Jl). 
mofconj(X,X,J,J). 
~akelist2CCnot(C),Y),tnot(C)ITJ,CIITtJ,S,L,I):-
Il is I+1,1,rempll2CC,I,S,L,Ll),makelist2CY,T,Tt,B,Ll,Il). 
~akelist2CCX,Y),CXITJ,CIITtJ,B,L,I):-
Il is I+1,t,~akelist2CT,T,Tt,6,L,Il). 
makelistZ(notCC),CnotCC)J,Cil,S,L,I):-
rempllZCC,I,S,L,Ll),t,Ll=CJ. 
makelist2CX,CXJ,Cil,B,CJ,I). 
rempll2CC,I,S,CCJ,I)ILl,L):-
membernbr(C,S,1,J),functor(C,N,A),oracle3se(C,N,A),1. 
rempllZCC,I,8,L,L). 
membernbrCX,CXI_J,I,I):-
t • 
me~bernbr(X,C_ILJ,I,Il):-
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rz is I+l,~embernbr(X,L,I2,Il). 
oracle9se(X,N,A):-
predicat(N,A,_,E,_,_,_,_),t,E=O. 
oracle9se(X,N,A):-
nl,write('Le but •),write(X),cl(Cll,Cl2), 
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nl,write('dans la procedure'),nl,write(Cll),nl,write(Cl2), 
oracle_oui_non(•est-il sans effet de bord ?',1). 
oracle9(L,Ll):-
nl,write(•y a-t-il dans la procedure'), 
cl(Cll,Cl2),nl,tab(2),write(Cll),nl,tab(2),write(Cl2), 
nl,write('des paires de goals incompatibles•>, 
nl,writec•n••ayant aucun effet de bord et dont celui de la lere·>, 
nl,write(•clause est deterministe ou entierement deterministe ?'), 
nl,write(•Entrer ces paires dans une liste de couples d''entiers'), 
nl,write('du type C(l,4),(3,5), •• J, ou 1 et 4 correspondent a la '), 
nl,•rite(•position de ces goals dans la lere et 2d clause '), 
nl,-rite(•respectivement. CJ s''il n••y a pas de couples.'), 
nl,read(Lr),concatenate(L,Lr,Ll). 
oraclelO(Lcg,Ltli,Lt2i,Ltl,Lt2):-
oraclel0cll(Lcg,Ltli,Ltl),oraclelOcl2(Lcg,Lt2i,Lt2). 
oracle10cll(Lcg,Lt1,Lt2):-
nl,write(•Pour la clause'),cl(Cl,_), 
nl,111rite(Cl), 
nl,writec•entrer sous forme de liste les permutations permises'), 
nl,111rite(•des buts du corps de la clause.•), 
nl,writec•ces listes seront du type C2,3,5,1,4,6J ou 2 est le '), 
nl,wr~tec•ze but du corps de la clause ayant permute a la le place'), 
nl,•ritec·cJ pour terminer'), 
nl,readCX),oraclelOverifl(X,Lcg,Ltl,Lt2),nl,~rite('Ok•). 
oracle10cl2(Lcg,Lt1,Lt2):-
nl,write(•pour la clause'),clC_,Cl), 
nl,write(Cl),nl,~rite('memes operations•>, 
nl,read(X),oracle10verif2CX,Lcg,Lt1,Lt2),nl,write(•ok•). 
oraclelOverifl(Cl,_,L,L):-
1 • 
oraclelOveriflCX,Lcg,Ltl,Lt2):-
tripermgoal(l,X,Ltl,Lt3,Lcg),nl,write(•autre permutation'), 
nl,read(Y),oraclelOveriflCY,Lcg,Lt3,LtZ). 
oracle10verif2(CJ,_,L,L):-
! • 
oraclel0verif2CX,Lcg,Ltl,Lt2):-
tripar~goal(Z,X,Ltl,Lt3,Lcg),nl,write('autre permutation'), 
nl,read(Y),oracle10verifZ(Y,Lcg,Lt3,LtZ). 
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trouvertransf(Ll,L2,L)!-
selectprn(Ll,L2,L2,Ltl,Lt2,Lln,L2n,N), 
itersurn(Lln,L2n,Ltl,Lt2,N,L),!. 
trouvertransf(_,_,CCll,Cl2J):-
cl(Cll,Cl2). 
itersurn(Ll,L2,Lrl,Lr2,N,L):-
selectprn(Ll,L2,L2,Ltl,Lt2,Llg,L2g,G), 
itersurg(Llg,L2g,Ltl,Lt2,N,G,L),!. 
itsrsurn(_,_,Lrl,Lr2,_,L):-
trouvertransf(Lr1,Lr2,L),1. 
1tersurg(Ll,L2,Lrl,Lr2,N,G,L)!-
prodcltrans(Ll,L2,N,G,L),!. 
1tersurg(_,_,Lrl,Lr2,_,_,L):-
itersurn(Lr1,Lr2,_,_,_,L),!. 
tripermgoal(l,Lapl,Ltl,Lt2,Lcg):-
triprnetgl{Lapl,Lapl,Lcg,1,Lt1,Lt2). 
tripermgoal(2,Lapl,Lt1,Lt2,Lcg):-
triprnetg2(Lapl,Lapl,Lcg,1,Ltl,Lt2). 
triprnetgl(Cl,_,_,_,Lt,Lt):-
! • 
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triprnetgl(CXILJ,Lapl,Lcg,I,Ltl,Lt2):-
memberoflcg((X,Y),Lcg),1,trin(Lapl,CX,Y),I,Lt1,Lt3),Il is I+l, 
triprnetg1CL,Lapl,Lcg,Il,Lt3,Lt2). 
triprnetgl(C_ILJ,Lapl,Lcg,I,Ltl,Lt2):-
Il is I+l,triprnetgl(L,Lapl,Lcg,Il,Ltl,LtZ). 
triprnetg2(CJ,_,_,_,Lt,Lt):-
I • 
triprnetg2(CYILJ,Lapl,Lcg,I,Ltl,Lt2):-
memberoflcg((X,Y),Lcg),t,trin(Lapl,CX,Y),I,Ltl,Lt3),Il is I+l, 
triprnetg2(L,Lapl,Lcg,Il,Lt3,Lt2). 
triprnetg2(C_ILJ,Lapl,Lcg,I,Ltl,Lt2):-
Il is I+l,triprnetg2CL,Lapl,Lcg,Il,Ltl,Lt2). 
memberoflcg(CX,Y),CCX,Y)l_l):-
1 • 
~•~beroflcgCCX,Y),C_ILl):-
memberoflcg((X,Y),L). 
trin(Lapl,G,N,Cl,C(C(CLaplJ,G)J,N)J). 
trin(Lapl,G,N,CCX,Nl)ITJ,CCC(CLaplJ,G)J,N),CX,Nl)tTJ):-
N < Nl. 
trin(Lapl,G,N,CCL,N)ITJ,C(Ll,N)ITJ):-
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trig(Lapl,G,L,Ll). 
tr1n(Lapl,G,N,C(X,Nl)lTJ,C(X,Nl)ITlJ):-
trin(Lapl,G,N,T,Tl). 
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trig(Lapl,G,CJ,C(CLaplJ,G)J). 
trig(Lapl,(Gl,G2),C(X,(Ggl,Gg2))1Tl,C(CLapll,(Gl,G2)),(X,(Ggl,GgZ))ITJ):-
Gl < Ggl. 
trig(Lapl,(Gl,G2),C(CXITJ,(Gl,G2))1TJ,C(CLapl,XITJ,(Gl,G2))1TJ). 
trig(Lapl,G,CCX,Gl)ITJ,CCX,Gl)ITlJ):-
trig(Lapl,G,T,Tl). 
selectprn(CJ,_,_,_,_,_,_,_):-
!,fail. 
selectprn(_,CJ,_,_,_,_,_,_):-
!,fail. 
selectprn(C(Ll,N)IT1J,C(L2,N)IT2J,_,Tl,T2,L1,L2,N):-
I. 
selectprn(CXIT1J,C_IT2J,Lr,Ltl,Lt2,Ll,L2,Nf):-
selectprn(CXIT1J,T2,Lr,Lt1,Lt2,Ll,L2,Nf),1. 
selectprn(t_lT1J,_,Lr,Lt1,Lt2,Ll,L2,Nt):-
1,selectprn(T1,Lr,Lr,Ltl,Lt2,L1,L2,Nf),t. 
prodcltrans(CJ,_,_,_,_):-
1,fail. 
prodcltransC_,CJ,_,_,_):-
1,fail. 
orodcltrans(CXl_l,CYI_J,N,CGl,G2),C{H:-Bl),(H:-sz)l):-
make~refixe(1,X,1,N,Cl,L1,Ss1),makeprefixe(2,Y,1,N,CJ,Ll,Ss2), 
~erifsedet(Ll),t,~akegt(Gl,G2,Gtl,Gt2), 
makesuffixe(l,Ssl,S1),makesuffixe(2,Ss2,S2),cl((H:-_),_), 
linear(Ll,CGt1,J,S1),81),linear(Ll,CGt2,SZ),82),t. 
prodcltransCC_IT1J,T2,N,G,L):-
prodcltrans(T1,T2,N,G,L),f. 
verifsedet(CJ):-
t • 
verifsedet(CXITJ):-
functor(X,N,A),oraclell(X,N,A),verifsedet(T). 
oraclellCX,N,A):-
predicat(N,A,O,E,_,_,_,_),1,oraclellpconcl(D,E). 
oraclell(X,N,A):-
nl,~rite('Le but '),write(X),cl(Cll,Cl2), 
nl,write(•dans la procedure'),nl,write(Cl1),nl,~rite(Cl2), 
oracle_oui_nonc•est-il sans effet de bord et det. ou ent. det.•,1; 
oraclellpconcl(l,0):-
1 • 
oraclellpconclC2,0). 
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nak•prefixe(_,(XITJ,N,N,L,L,T):-
1. 
~akeprefixe(l,CXITJ,I,N,L,Ll,S):-
A.B 
xversg(l,X,G),Il is I+l,makeprefixe(l,T,Il,N,CGILJ,Ll,S),!. 
~akeprefixe(2,CXITJ,I,N,L 1 Ll,S):-
xversg(2,X,G),Il is I+l,makeprefixe(2,T,Il,N,CGILJ,Ll,S). 
~akegt(Gl,G2,Gtl,Gt2):-
xversg(l,Gl,X),xversg(2,G2,Y),~gtconcl(X,Y,Gt1,Gt2). 
~gtconcl(not(C),C,not(C),true):-!. 
ngtconcl(C,not(C),C,true):-t. 
~gtconcl(X,Y,X,Y). 
~akesuffixe(_,CJ,true):-
1. 
makesuffixe(l,CXITJ,CG,B)):-
xversg(l,X,G),~akasuffixe(l,T,S),t. 
makesuffixe(2,CXITJ,CG,8)):-
xversg(2,X,G),~akesuffixe(2,T,B),f. 
xversg(l,X,G):-corpsl(L),selectprpos(l,X,L,G). 
xversg(2,X,G):-corps2(L),selectprpos(1,X,L,G). 
selectprpos(X,X,CGI_J,G):-
t • 
selectprposCI,X,C_ITJ,G):-
Il is I+l,selectprpos(Il,X,T,G). 
!***************************************************************************~' I** -expansion- **' 
!***************************~**************~********************************' 
expansion:-
expansionsl,expansiontr,expansiongr,!. 
expansionsl:-
predicat(N,A,O,E,I,O,Nc,L),exsl(N,A,D,E,I,O,Nc,L). 
expansions 1. 
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expansiontr:-
predicat(N,A,D,E,I,1,Nc,L),exsl(N,A,D,E,I,1,Nc,L). 
axponsiontr. 
axpansiongr:-
predicat(N,A,D,E,I,2,Nc,L),exsl(N,A,D,E,I,2,Nc,L). 
axpansiongr. 
exsl(N,A,D,E,I,G,Nc,L):-
exl(N,A,L,Ll),flatten(Ll,L2,0,Ncl),1, 
retract(predicat(N,A,D,E,I,G,Nc,L)),t, 
asserta(predicat(N,A,O,E,I,G,Ncl,L2)),1,fail. 
exlCN,A,C((H:-B),Ns)ITJ,CCLcl,Nsl)ITlJ):-
exclCB,Bl,CCN,A)J,_,Ns,Nsl),deco~position((H!-81),Lcl), 
exlCN,A,T,Tl). 
exl(N,A,CJ,CJ). 
excl((S,T),(Sl,Tl),L,Ll,N,Nl):-
t,excl(S,Sl,L,L2,N,N2),excl(T,Tl,L2,L1,N2,Nl). 
excl((S;T),(Sl,Tl),L,Ll,N,Nl):-
!,excl(S,Sl,L,L2,N,N2),excl(T,Tl,LZ,L1,NZ,Nl). 
excl(S,Sl,L,Ll,N,Nl):-
tcl(S,Sl,L,Ll,N,Nt). 
tcl(S,Sl,Lg,Lgl,Ns,Nsl):-
functor(S1N,A),pradicat(N,A,O,E,I,O,Nc,L),validexp(Lg,L),t, 
constrdisCL,S,Ns,Ds,NsZ),excl(Os,Sl,CCN,A)ILgJ,Lgl,Ns2,Nsl). 
tcl(S,S,Lg,Lg,Ns,Ns}. 
validexp(_,CJ). 
validexp(L,C((H:-B),_)ITJ):-
validexpclCL,B),validexp(L,T). 
validexpclCL,Cl,T)):-
t,fail. 
validexpclCL,CX,T)):-
functor(X,F,A),\+ member(CF,A),L),validexpclCL,T). 
validexpclCL,X):-
functorCX,F,A),\+ memberCCF,A),L). 
constrdisCL,S,Ns,O,Nsl):-
cdisCL,S,Ns,01,Nsl),failure(Dl,O). 
cdis(C((Ht:-B1),Nsl)l,S,Ns,CS=H2,82),Ns2):-
nomtranslat((H1:-a1),CHZ:-SZ),Ns),NsZ is Ns+Nsl, 
transclause(test,_,CJ,Ls,CS=H>,_,O,_),Ls=Ctruel,l. 
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Cdls(C((l-1!-B),_)J,_,Ns,true,Ns):-
! • 
cdis(C((Hl:-Bl),Nsl)ITJ,S,Ns,(S=H,B;O),Ns2):-
nomtranslat((Hl:-B1),(H:-B),Ns),Ns3 is Ns+Nsl, 
transclause(test,_,CJ,Ls,CS=H),_,O,_),Ls=Ctrue),!, 
cdisCT,S,Ns3,D,Ns2). 
cdis(C((Hl:-Bl),_)ITJ,S,Ns,O,Nsl):-
cdis(T,S,Ns,D,Nsl). 
failure(true,fail):-
t • 
failureCO,D). 
decomposition((H:-S),Lcl):-
dec(B,CC)J,L),clcl(L,Lcl,H). 
dec((S,T),L,Ll):-
1,dec(S,L,L2),dec(T,L2,Ll). 
dec((S;T),L,Ll):-
!,dec(S,L,L2),dec(T,L,L3),concatenate(L2,L3,Ll). 
dec(S,L,Ll):-
empilgoalCS,L,Ll). 
e~pilgoalCS,CCJJ,CCSJJ). 
empilgoalCS,Cl,CJ). 
e~pilgoalCS,CSILJ,CCSISllLll):-
empilgoalCS,L,Ll). 
clcl(CJ, Cl,_). 
clcl(CXITJ,C(H:-Xl)ITlJ,H):-
incorporer_l_tCX,true,Xl),clcl(T,Tl,H). 
1ncorporer_l_t(CJ,T,T). 
incorporer_l_t(CXITJ,Terme,Termef):-
incorporer_l_t(T,CX,Ter~e),Termef). 
flatten(C(CXICJJ,Ns)J,CCY,Ns)J,N,Nl):-
Nl is N+l,transclause(X,Y,2),1. 
flatten(C(CJ,_)ITJ,L,X,Y):-
flatten(T,L,X,Y). 
flattenCCCCXITJ,Ns)ITtJ,CCY,Ns)IT1J,N,Nl):-
N2 is N+l,transclause(X,Y,O), 
flatten(CCT,Ns)ITtJ,Tl,N2,Nl). 
A.15 
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!********************************************~******************************** 
Annexe: Le ccde de l'optimiseur A.lG 
transclause((H:-a),CHm:-d~),S):-
assert(cltrans((rl:-8))), 
transclause(H,Hm,CJ,CXITJ,8,_,S,_),incorporer_l_t(T,X,Sm), 
retract(cltrans(_)),1. 
transclause(H,Hm,C),Lsm,X=Y,_,S,S):-
nature(X,Y,Ty,CJ,L),casegl(Ty,H,Hm,Lsm,X,Y,L),!. 
transclause(H,Hm,C),Ls,((X=Y),T),Tm,Sl,S2):-
nature(X,Y,Ty,C),L),caseg2(Ty,H,Htm,T,Ttm,X,Y,L),t, 
transclause(Htm,rlm,C),Ls,Ttm,Tm,S1,S2). 
transclause(H,H,Ls,Lsm,X=Y,Tm,S1,S2):-
nature(X,Y,Ty,C),L),caseg4(Ty,H,Ls,Ls~,Tm,X,Y,L,S1,S2),!. 
transclause(H,H,Ls,Lsm,((X=Y),T},Tm,Sl,S2):-
natureCX,Y,Ty,CJ,L),caseg3(Ty,H,Ls,T,Lstm,Ttm,X,Y,L,Sl,S3),!, 
transclause(H,H,Lstm,lsm,Ttm,Tm,S3,S2). 
transclause(H,Hm,Ls,Lsm,(true,T),Tm,Sl,S2):-
!,transclause(H,rlm,Ls,Lsm,T,T~,s1,S2). 
transclause(H,H,CJ,Ctrue],true,_,S,S):-
1 • 
transclause(H,H,Ls,Cllls),true,_,1,2):-
1 • 
transclause(H,H,Ls,Ls,true,_,S,S):-
1 • 
transclause(H,H,Ls,Cfail,1 ILsJ,(fail,T),_,1,1):-
1 • 
transclause<H,H,Ls,Cfailllsl,Cfail,T),_,S,S):-
1 • 
transclauseCH,H,Ls,Ls,!,_,2,_):-
I • 
transclause(H,H,Ls,CI ILsJ, t ,_,S,S) :-
t • 
transclause(H,Hm,Ls,Lsm,Cl,T),Tm,Sl,S2):-
1,cascutpm(H,Hm,Ls,Lsm,(!,T),Tm,S1,S2). 
transclauseCH,H,Ls,Ls■ ,<A,T),Tm,Sl,S2):-
1,cascut(A,S1,S3,Ls,Lstm),transclause(H,H,Lstm,Lsm,T,Tm,S3,S2). 
transclauseCH,H,Ls,Lsm,T,_,Sl,S2):-
cascutCT,S1,S2,Ls,Lsm). 
natureCX,Y,1,L,L}:-
X==Y,1. 
nature('Var'(I),•var•(J),2,L,CC•var•cr>=•var•cJ))ILJ):-
1 • 
nature('Var•ct>,Y,3,L,C(•var•cr>=Y)ILJ):-
not_occur_in(•var•cr>,Y),t. 
nature<x,·var'CI>,4,L,C<•var·cr)=X)ILJ):-
not_occur_in('Var•c1),X),t. 
nature(X,Y,S,L,L~):-
co~pound(X},compound(Y),functor(X,F,N),functor(Y,F,N),1, 
nat_des_args(N,X,Y,L,Lm),t. 
natura(X,Y,6,L,CfailJ). 
nat_des_Args(N,X,Y,L,L~}:-
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N>O,nat_de_arg{N,X,Y,L,Ltm),Nl is N-1,nat_des_args{Nl,X,Y,Lt~,Lm). 
n~t_des_args(O,X,Y,L,L). 
nat_de_arg{N,X,Y,L,Lm):-
arg(N,X,Argx),arg{N,Y,Argy),nature(Argx,Argy,T,L,L~). 
not_occur_in{X,Y}:-
X == Y,1,fail. 
not_occur_in(X,Y):-
compound(Y},1,functor(Y,F,N),not_occur_in(N,X,Y). 
not_occur_in(X,Y):-
X \== Y. 
not_occur_in(N,X,Y}:-
N>O,arg(N,Y,Arg),not_occur_in(X,Arg),Nl is N-1,not_occur_in(Nl,X,Y). 
not_occur_in(O,X,Y). 
casegl(l,H,H,Ctruel,_,_,_}. 
caseg1(2,H,Hm,Ctruel,X,Y,_):-
subst(X,Y,H,Hm). 
caseg1(3,H,Hm,Ctruel,X,Y,_):-
subst<X,Y,H,HM). 
caseg1(4,H,Hm,Ctruel,X,Y,_):-
subst(Y,X,H,Hm). 
caseg1(5,H,Hm,Ls,X,Y,L):-
incorporer_l_t(L,true,Lt),transclause(H,Hm,CJ,Ls,Lt,Tm,O,_). 
casegl(6,H,H,Cfaill,_,_,_}. 
caseg2(1,H,H,T,T,_,_,_}. 
caseg2(2,H 1 Hm,T,Tm,X,Y,_}:-
subst(X1Y,H,He),substCX,Y,T,T•>• 
caseg2(3,H,Hm,T,T~,X,Y,_):-
subst<X,Y,H,H■ ),subst(X,Y,T,Tm). 
caseg2(4,H,Hm,T,Ta,X,Y,_):-
subst(Y1X,H,Hm),subst(Y,X,T,Tm). 
caseg2(5,H,H ,T,T■ ,X,Y,L):­
incorporer_l_tCL, T ,Tm). 
caseg2C6,H,H,T,(fail,T),_,_,_). 
caseg3(1,_,L,T,L,T,_,_,_,S,S). 
caseg3(2,H,L,T 1 L,Tm,X,Y,_,S,S):-
incorporer_l_t(L,H,Lt),not_occur_inCX,Lt),1,substCX,Y,T,Tm). 
caseg3C2,H,L,T,L,T•1X,Y,_,S,S):-
incorporer_l_tCL,H,Lt),not_occur_inCY,Lt),l,substCY,X,T,TM). 
caseg3(2 1 H1 L,T,Lm,Ta,X,Y,_,S1,S2}:-
cascut(CX=Y),Sl,S2,L,Lm),subst(X,Y,T,Tm). 
caseg3(3,H 1L,T,L,l•1X1Y,_,S,S):-
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incorporer_l_tCL,H,Lt),not_occur_in(X,Lt),!,subst(X,Y,T,Tm) •. 
caseg3(3,H,L,T,Lm,Tm,X,Y,_,S1,S2):-
cascut((X=Y),S1,S2,L,Lm),subst(X,Y,T,Tm). 
caseg3(4,H,L,T,L,Tm,X,Y,_,S,S):-
incorporer_l_t(L,H,Lt),not_occur_in(Y,Lt),t,subst(Y,X,T,Tm). 
caseg3(4,H,L,T,Lm,Tm,X,Y,_,S1,S2):-
cascut((Y=X),S1,S2,L,Lm),subst(Y,X,T,Tm). 
caseg3(5,H,L,T,L,Tm,X,Y,Ll,S,S):-
incorporer_l_t(Ll, T ,Tm). 
caseg3(6,H,L,T,L,Cfail,T),_,_,_,_,_). 
caseg4(1,_,L,L,_,_,_,_,S,S). 
caseg4(2,H,L,L,_,x,_,_,S,S):-
incorporer_l_t(L,H,Lt),not_occur_inCX,Lt),!. 
caseg4(2,H,L,L,_,_,Y,_,S,S):-
incorporer_l_t(L,H,Lt),not_occur_in(Y,Lt),!. 
caseg4(2,_,L,Lm,_,X,Y,_,S1,S2):-
cascut(CX=Y),S1,S2,L,L~). 
caseg4(3,H,L,L,_,x,_,_,S,S):-
incorporer_l_tCL,H,Lt),not_occur_inCX,Lt),1. 
caseg4(3,_,L,L~,_,X,Y,_,S1,S2):-
cascut(CX=Y),S1,S2,L,Lm). 
caseg4(4 9 H,L,L,_,_,Y,_,S,S)!-
incorporer_l_t(L,H,Lt),not_occur_in(Y,Lt),t. 
caseg4(4,_,L,Lm,_,x,v,_,S1,S2):-
cascut(CY=X),S1,S2,L,Lm). 
caseg4(5,H,L,L,Tm,X,Y,Ll,S1,S2):-
incorporer_l_t(Ll,true,Lt),transclause{H,H,L,L,Lt,tm,S1,S2). 
caseg4C6,_,L,CfaillLJ,_,_,_,_,S,S}. 
subst(Old,Ne~,Old,New). 
subst(Old,New,Ter ■ ,Term):-
constant(Term),Term ,== Old. 
subst(Old,Ne~,Ter•,Terml):-
co•pound(Term),functor(Term,F,N),functor(Terml,F,N), 
subst(N,Old,New,Term,Ter~l). 
subst(N 1 0ld,New,Term,Terml):-
N>O,arg(N,Tera,Arg),subst(Old,New,Arg,Arg1),arg(N,Term1,Argl), 
Nl is N-1,subst(Nl,Old,New,Term,Terml). 
substCO,Old,New,Term,Ter~l). 
cascutCG,O,O,Ls,CGILsJ):-
t • 
cascut(G,1,1,Ls,CGILsJ):-
oracle8douedse(G),1. 
cascutCG,1,0,Ls,CG,IILsJ):-
! • 
cascutCG,2,1,Ls,CGJLsJ):-
oracle8douedse(G),l. 
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cascut(G,2,0,Ls,CGILs)). 
oracle8douedse(G):-
functor(G,N,A),pradicat(N,A,D,E,_,_,_,_),1,oracle8dedsecl(O,E). 
oracle8douedse(G):-
nl,write('Le but '),write(G),cltrans(Cl),nl,write('dans la clause'), 
nl,11rite(Cl), 
oracle_oui_non(•est-il sans effet de bord et det ou ent det•,1). 
oracle8dedsecl(1,0). 
oracleddadsecl(2,0). 
cascutpm(H,H,Ls,Ls,C!,t),_,2,2):-
1 • 
cascutpm(H,H,Ls,CIILsJ,Ct,t),_,S,S):-
. 1 • 
cascutpm(H,Hm,Ls,Lsm,C!,Cl,T)),Tm,Sl,S2):-
1,cascutp•CH,Hm,Ls,Ls~,C!,T),Tm,Sl,S2}. 
cascutp•CH,Hm,Ls,Lsa,C!,CA,T)),Tm,2,S}:-
t,transclause(H,Hm,Ls,Lsm,<A,T},T•,2,S). 
cascutpm(H,Hm,Ls,LsM,Cl,CA,T)),Tm,Sl,S):-
oracle8edse(A),1,transclause(H,Hm,Ls,lsm,CA,Cl,T)),Tm,Sl,S). 
cascutpM(H,Hm,Ls,Lsm,Ct,CA,T)),Tm,Sl,S):-
!,transclause(H,Ha,CIILsJ,Lsm,CA,T),T ■ ,2,S). 
cascutpM(H,H•,Ls,Lsm,(1,A),Tm,2,S}:-
1,transclause(H,Hm,Ls,Lsm,A,Tm,2,S). 
cascutpm(H,Hm,Ls,Lsm,Cl,A),Tm,Sl,S):-
oracle8edse(A),1,transclause(H,Hm,Ls,Lsm,CA,1),Tm,Sl,S). 
cascutpa(H,Hm,Ls,Ls•,<1,A),Tm,Sl,S):-
!,transclause(H,Hm,C!ILsJ,Lsm,A,Tm,2,S). 
oracle8edse(G):-
functor(G1N1A),predicat(N,A,D,E,_,_,_,_),t,oracle8edsecl(O,E). 
oracle8edse{G):-
nl,~rite{•Le but •>,~rite{G),cltrans(Cl),nl,write('dans la clause•>, 
nl,111rite(Cl>, 
oracle_oui_non(•est-il sans effet de bord et ent deterministe',1). 
oracle8edsecl(2,0). 
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