Abstract. We construct a proper 3-system (P 1 , P 2 , P 3 ) with the property ψ 3 = 1. Thereby we answer a question raised in a recent paper of Schmidt and Summerer concerning the existence of such graphs. Moreover, we extend their main result of this paper to the case ψ 3 = 1 not covered by their construction and even provide explicit pairs of real numbers inducing this property. Parts, but not all, of our new results can be alternatively obtained from a recent paper of Roy.
Parametric Diophantine approximation in dimension three
Let ξ 1 , ξ 2 be real number so that the set {1, ξ 1 , ξ 2 } is linearly independent over Q. For q > 0 a parameter, let K(q) be the box of points (z 0 , z 1 , z 2 ) ∈ R 3 that satisfy |z 0 | ≤ e 2q , |z 1 | ≤ e −q , |z 2 | ≤ e −q .
Further let Λ be the lattice consisting of the points {(x, ξ 1 x−y 1 , ξ 2 x−y 2 ) : x, y 1 , y 2 ∈ Z 2 }. The successive minima λ 1 (q), λ 2 (q), λ 3 (q) of K(q) with respect to Λ as functions of q contain the essential information on the rational simultaneous approximation to ξ 1 , ξ 2 . It is convenient to study the logarithms of the functions λ j (q), denoted by L j (q) = log λ j (q) for j = 1, 2, 3. These functions have the nice property that their slopes are among {−2, 1}, and their sum is absolutely bounded independent from the parameter q. These properties motivated Schmidt and Summerer [7] to define so called 3-systems. A 3-system P = (P 1 , P 2 , P 3 ) is a triple of functions P j : (0, ∞) → R with slopes among {−2, 1} with the properties that P 1 (q) ≤ P 2 (q) ≤ P 3 (q) and P 1 (q) + P 2 (q) + P 3 (q) = 0 for every q > 0. Hence, locally in a neighborhood of any q > 0, precisely one of the three functions decays while the other two rise, unless q is a switch point where some P j are not differentiable (change slope). Moreover, for P to be a 3-system, they additionally require that if at a switch point q some P i changes from falling to rising and some other P j from rising to falling at some q 0 , then i < j unless P i (q) = P j (q). It has been shown in [7] that every function triple (L 1 , L 2 , L 3 ) as above associated to some (ξ 1 , ξ 2 ) corresponds to a 3-system P up to a bounded amount, and conversely by Roy [2] that for any 3-system P there exist ξ 1 , ξ 2 satisfying the Q-linear independence condition above and so that sup q>0 max j=1,2,3 |P j (q) − L j (q)| ≪ 1. Roy's result employs a techincal condition on the mesh of the system P , we do not rephrase it here. Both results [7, 2] are established in more generality.
For given ξ 1 , ξ 2 with induced funtions L j (q), let ϕ j (q) = L j (q)/q and put
for j = 1, 2, 3. Since L j have slopes −2 and 1 only, it is clear that
By virtue of the results from [2, 7] quoted above, in the sequel we will identify the values ϕ j , ϕ j with quanitites derived from an associated 3-system P via
and vice versa. M. Laurent [1] provided estimates for classical exponents of approximation related to any pair (ξ 1 , ξ 2 ) that is Q-linearly independent with {1}. As pointed out in [9] they translate into the language of the functions ϕ j as 0 ≤ ϕ 3 ≤ ϕ 3 ≤ 1,
Schmidt and Summerer [9] recently provided additional information by including the second successive minimum in the picture. Theorem 1.1 (Schmidt/Summerer, 2017). For any ξ 1 , ξ 2 with {1, ξ 1 , ξ 2 } linearly independent over Q, if 0 ≤ ϕ 3 < 1, additionally to the above relations we have
Moreover, these estimates are best possible in the sense that for given numbers ϕ 1 , ϕ 1 , ϕ 3 , ϕ 3 with 0 ≤ ϕ 3 < 1 and (3), (4), (5) there are ξ 1 , ξ 2 with {1, ξ 1 , ξ 2 } linearly independent over Q for whose approximation constants we have equality ϕ 2 = Ω and ϕ 2 = Ω.
In this context, we should mention the explicit description of the spectrum of the sixtuple ϕ 1 , ϕ 2 , ϕ 3 , ϕ 1 , ϕ 2 , ϕ 3 by Roy [3] (using a different notation) via a system of complicated inequalities. There is a gap of Theorem 1.1 concerning ψ 3 = 1. In [9] they state "But one really should prove that ξ = (ξ 1 , ξ 2 ) with (1, ξ 1 , ξ 2 ) linearly independent over Q with ψ 3 = 1 exist. We invite the reader to construct a proper 3-system P with this property." The purpose of this paper is to close these gaps. We both give a construction of a 3-graph with the property, and provide explicit examples of (ξ 1 , ξ 2 ) with ψ 3 = ψ 3 = 1 and equality in both (6), (7) . We want to state the latter point as a theorem. Theorem 1.2. All claims of Theorem 1.1 hold in the case ψ 3 = 1 as well. A particular case of identities in (6), (7), more precisely ϕ 2 = Ω = −1/2 and ϕ 2 = Ω = 1, is given for
The theorem with its explicit examples stems from a previous result of the author [4] . It was originally formulated in another type of exponents ω j = ω j (ξ 1 , ξ 2 ) and ω j = ω j (ξ 1 , ξ 2 ), 1 ≤ j ≤ 3, related to successive minima with respect to simultaneous rational approximation to ξ 1 , ξ 2 as well. A definition is given in [4] , for j = 1 they just become the classical exponents ω and ω. However, for any pair (ξ 1 , ξ 2 ) they are connected to our present approximation constants ϕ j , ϕ j via the identities
for j = 1, 2, 3. See [6, Theorem 1.4] for j = 1, the other cases are shown very similarly.
Here we agree on 0 · ∞ = 3 and notice that in [6] the exponents related to the scaled functions ψ j (q) = ϕ j (q)/2 were used. By the relations (9), as an immediate corollary of [4, Corollary 2.11] with k = n − 1 = 2 and C = ∞ we obtain the following.
Theorem 1.3 (Schleischitz, 2013
). There exist numbers ξ 1 , ξ 2 whose approximation constants are given by
A particular example is given by (8) .
We see that ψ 3 = ψ 3 = 1 and we readily check that identities in (6), (7) hold for (10), (11). Moreover, it is easy to see that the estimates (6), (7) in the case ψ 3 = 1 are optimal. Since ψ 3 = 1 implies ψ 1 = −2, see the Remark below [9, Theorem 1.1], they simplify to ψ 2 ≤ 1 and ψ 2 ≥ −1/2 respectively. However, these estimates hold for any pair (ξ 1 , ξ 2 ) ∈ R 2 in view of (1) and the boundedness of the sum
We thus have confirmed Theorem 1.2. We remark that for the sole purpose of ψ 3 = 1, as questioned in [9] and rephrased above, we could in fact have taken any numbers ξ 1 , ξ 2 with ω(ξ 1 , ξ 2 ) = ∞. In particular, one may choose the pair (ξ, ξ 2 ) with ξ any Liouville number, see [5, Theorem 3.1] . However, then we always have ψ 3 = 0. For ξ Liouville's constant
10
−n! , and numbers of a similar pattern, in place of (10), (11) we have
See [5, Theorem 3.2] . Alternatively to the above examples, the pure existence of pairs (ξ 1 , ξ 2 ) inducing ψ 3 = 1 also follows from Roy's results [2] and [3, Theorem 11.5]. The main concern of the question of Schmidt and Summerer appears to be the construction of the graphs of a suitable 3-system carried out in Section 2.1 below.
2. Construction of a 3-system with ψ 3 = 1
We want to present an effective construction of a 3-system with (10), (11), in particular ψ 3 = 1. It resembles the combined graph (L 1 , L 2 , L 3 ) with respect to the pair (ξ 1 , ξ 2 ) in (8) , in an idealized form. In fact the resulting 3-system can be interpreted as the idealized extremal case of the regular graph defined in [8] , for the parameter ρ = ∞. In Section 2.3 we will briefly sketch how to modify the method to obtain a graph with (12), (13) instead.
2.1. The construction. We construct the graphs piecewise as follows. Let l 0 , l 1 , l 2 , . . . be a fast increasing lacunary sequence of real numbers with the properties
Let r 0 = 0. In the interval [r 0 , l 0 ] = [0, l 0 ] let P 1 decay with slope −2 and P 2 , P 3 rise with slope 1, so that P 1 (l 0 ) = −2l 0 and P 2 (l 0 ) = P 3 (l 0 ) = l 0 . Let w 0 = l 0 for consistency with later notation. Let l 0 be the first switch point where P 1 starts to rise and P 2 starts to decay. Then the graph of P 1 will meet the graph of L 2 at some point (r 1 , P 1 (r 1 )) with r 1 > l 0 . We may assume l 1 > r 1 . In the interval [r 1 , l 1 ] we define P 1 as decaying with slope −2 again and the other two functions rising with slope 1. Note that P 3 (l 1 ) = l 1 since it has not changed slope yet. Assume this construction of the graphs in [l 0 , l 1 ] = [0, l 1 ] was step 0 of our construction. Now carry out how to complete the construction with identical steps 1,2,3,... where in step i we define the graphs of P 1 , P 2 , P 3 in the interval [l i , l i+1 ]. At position q = l 1 we let P 1 and P 3 change slopes so that P 1 rises with slope 1 and P 3 decays with slope −2. The function P 2 still rises with slope 1. We keep these slopes until P 2 meets P 3 at position q = w 1 . Then we let P 2 decay with slope −2 and the other functions rise with slope 1 until P 2 meets P 1 at some point (r 2 , P 1 (r 2 )). We may assume l 2 > r 2 . Then we let P 1 decay with slope −2 up to q = l 2 , and the other two functions rise with slope 1 in this interval. This completes step 1. At q = l 2 we let P 1 again switch from decaying to rising and conversely for P 3 and so on. When we repeat the whole process ad infinitum, we claim that P 1 , P 2 , P 3 represent the combined graph of a 3-system with the properties (10), (11).
2.2.
The proof. Keep in mind for the following that the positions in our construction are ordered 0 = r 0 < l 0 = w 0 < r 1 < l 1 < w 1 < r 2 < l 2 < w 2 < · · · , and also the identification (2) . First it is clear that the process yields the combined graph of a 3-system P . Indeed, by construction there is always precisely one P j decaying, there are infitinely many positions where P 1 = P 2 and P 2 = P 3 individually hold, and the switches occur in a way that respects the additional 3-system condition on a local maximum having higher index then a local minimum at switch points mentioned in the introduction. To obtain (10), (11), first we look at positions q = l i and claim that (15) lim
By the identification (2) and by (1) this corresponds to ϕ 1 = −2 and ϕ 2 = ϕ 3 = 1. By construction L 1 decays with slope −2 in intervals of the form I t := [r t , l t ] and rises in intervals J t := [l t−1 , r t ]. We readily check that (16) r t < 2l t−1 .
We trivially have
On the other hand, since P 1 decays in J t with slope −2 whereas P 3 rises with slope 1, the function P 3 − P 1 has slope 3 in J t+1 so that they must meet within distance 3l t /3 = l t in the first coordinate on the right from l t . This meeting point has first coordinate r t+1 , and we deduce (16).
The estimate (16) and the assumption (14) clearly imply that the sums of the lengths of the intervals I t over t = 1, 2, . . . , i exceeds the according sums of the intervals J t by any given factor ρ > 0 for large enough i, i.e.
Thus since
As we can choose ρ arbitrarily large indeed lim i→∞ P 1 (l i )/l i = −2, hence ϕ 1 = −2 by (1),(2). Since P 2 rises with slope 1 in any I t we infer the remaining claims of (15) by a very similar argument, or directly by using the bounded sum property at q = l i .
Next we show (17) lim
By construction P 3 has local minima precisely at positions w i and it rises with slope 1 everywhere apart from the intervals [l i , w i ]. In view of (1) it suffices to check that
Let ǫ > 0. Look at the functionP (q) : [0, ∞) → R that decays with slope −2 in [0, l i−1 ] and rises with slope 1 in [l i−1 , ∞). This corresponds to the trajectory L x of some x ∈ Z 3 , see [6, Section 4, p. 75 ] for a precise definition. Moreover, since l i−1 is a local minimum of P 1 , it induces P 1 (q) for q in a neighborhood of l i−1 . Furthermore, by construction P 2 is bounded below byP in the interval
On the other hand P 2 rises with slope 1 and P 3 decays with slope −2 in [l i , w i ] so that the derivative of P 3 − P 2 is identically −3 in this interval. Thus w i ≤ l i + 3l i−1 /3 = l i + l i−1 , in particular w i ≤ l i (1 + ǫ) for large i by (14). Hence again using (14) and (15) we infer
Dividing by w i implies (18) and thus (17) as ǫ can be chosen arbitrarily small.
Finally we show that
Since by construction the local maxima of P 1 and the local minima of P 2 both are attained precisely at the positions r i , the remaining identities from (10) and (11) are implied. However, (19) follows easily from (15) and the fact that P 1 rises with slope 1 in I t whereas P 2 decays with slope −2 in I t . Indeed the construction yields r i = l i (2 − o(1)) and thus further the asymptotic value at r i is P 1 (r i ) = P 1 (l i ) + r i − l i = l i (−1 + o(1)), hence the quotient is of order P 1 (r i )/r i = −1/2 + o(1) as i → ∞. The proof is finished.
2.3. Concluding remarks. The construction in Section 2.1 can be similarly done in arbitrary dimension n, where the slopes of the P j are among {−n + 1, 1}. Instead of one sequence (w i ) i≥0 with l i < w i < r i+1 we obtain n − 2 sequences (w
. We derive n-systems P = (P 1 , . . . , P n ) with the properties lim inf
This by (2) corresponds to ξ 1 , . . . , ξ n−1 whose induced approximation constants satisfy (20)
Again this resembles the special case ρ = ∞ of the regular graph [8] in dimension n, and suitable numbers (ξ 1 , . . . , ξ n−1 ) inducing these approximation constants are given by [4, Corollary 2.11] with k = n − 1, C = ∞, a particular choice is
Finally, we sketch how to obtain 3-systems P with the properties (12),(13) in place of (10), (11). We have to alternate between the construction of Section 2.1 and another type of intermediate construction. Take the construction from Section 2.1 up to q = l 1 (note: not l 0 ) and recall P 1 (l 1 ) ≈ −2l 1 and P j (l 1 ) ≈ l 1 for j = 2, 3. Then we make the first intermediate construction.
Starting from q = l 1 , let P 1 rise with slope 1 and P 2 , P 3 have many points of equality P 2 (q) = P 3 (q) so that both asymptically decay with slope −1/2 on larger intervals. It can be arranged that this is done in a way that at some point q = q 1 where P 1 (q 1 ) = P 2 (q 1 ), and moreover then |P j (q 1 )| are small for j = 1, 2, 3. Then apply the initial construction from Section 2.1 again starting from q = q 1 instead of q = 0 until two further positions l i , l i+1 are constructed. Starting from q = l i+1 again use the intermediate construction.
Repeat the process ad infinitum. It can be checked that the resulting graph satisfies (12),(13). The procedure can be generalized to dimension n to obtain (20), (21) again.
