Compressive sensing (CS) has attracted many researchers since it offers a novel paradigm that one can acquire sparse signals at a sub-Nyquist rate without information losses. In [1] [2] [3], the authors have presented some schemes for CS application on remote sensing imaging, some of which are related to SAR. CS remote sensing imaging includes two steps: on-board encoding imaging and off-line decoding recovery. Based on the on-board encoding imaging scheme proposed in [1], this paper focuses on the off-line decoding recovery algorithm. We proposed a Turbolike Iterative Residual Thresholding algorithm (RTIT) to decode the compressed SAR data with approximately sparse property. The experimental results show that it outperforms the state-of-the-art Iterative Thresholding algorithm (IT).
Introduction
At present, Synthetic Aperture Radar (SAR) is widely used in global exploration, earth observation and many other fields since its properties of all weather and day-night imaging. However, based on the conventional imaging principle, the highresolution and dynamic wide-range SAR images inevitably lead to millions or even billions pixels and a huge storage space in memories or hard disks, also a large bandwidth to transmit them. In order to reduce the storage and the transmission bandwidth, conventionally, an immediate data compression takes place inside the imaging system, performing a discrete cosine transform for JPEG format or a discrete wavelet transform for JPEG 2000 format. The principle of this kind of sensing-then-compression scheme, such as JPEG or JPEG 2000, is to discard the small coefficients and retain the significant ones under some fixed transformation. In reality, the data stored and transmitted is only a very small part of the original ones, while we still have to sense the whole of the pixels and then discard most of them. It is extremely wasteful of power consumption and memory storage particularly for the large-scale remote sensing.
Recently, a new theory called Compressive Sensing (CS) was proposed by Candes et. al. [4] and Donoho [5] . Unlike the traditional sampling methods, CS provides a procedure with both sampling and compression. It permits signals being sampled below the conventional Nyquist rate, meanwhile still allowing optimal reconstruction of the signal. If signals are sparse, the required measurements are far less then those of traditional methods, and even more, the measurement process is non-adaptive which makes the sampling process much more universal and faster. In [1] [2] [3] , the authors have introduced some applications of this theory on remote sensing imaging, particularly on SAR. In this paper, instead of focusing on the imaging paradigm for SAR system, we mainly discuss the decoding algorithm.
Explicitly, signals sampled under CS frame must be sparse or sparse over some basis, if one wants to exactly recover the original signal [4] . However, it is a challenge to find the sparse basis for raw SAR data because of their complicated structures and noise-like properties [3] . Although many decoding methods such as BP [6] , OMP [7] , CoSaMP [8] , are proposed, they need the hypothesis of known sparsity lever, which is hard to be given in priori. For some methods requiring no priori on signals like Iterative Thresholding (IT), they are not well performed when encountered with signals with less sparsity.
In this paper, we proposed a Turbo-like Iterative Residual based Thresholding algorithm (RTIT) for the recovery of CS measurements. Particularly, RTIT modifies the shrinkage procedure used in IT and introduces the turbolike iterative framework, including two irrelated iterative processes.
The following sections are organized as below. In section 2, the on-board encoding mechanism for remote sensing derived from CS theory is introduced. Section 3 deals with the decoding algorithm, where we proposed the Turbolike Iterative Residual based Thresholding algorithm (RTIT). Section 4 shows the experimental results and the paper ends with a conclusion.
On-board Encoding: Compressive Sensing
At first, we will give a brief review of the mathematical fundaments of CS theory. Let © be the measure matrix with dimension m £ n, where m ¿ n, i.e. the rows of matrix are fewer than the columns of matrix. Then, the encoding process can be described as a linear projection on ©, y = ©f + ² (1) where f is the orignal signal with length of n, y is the measurement with length of m , and ² is the possible perturbation or noise. It seems impossible to solve this illposed underdetermined linear equation. However, most of the time, f is approximately sparse or compressible under some fixed basis ª, thus we have y = ©ªx + ². If ©ª satisfies a sufficient condition named as Restricted Isometry Property (RIP) [6] , then the CS theory tells us that the sparse x can be accurately recovered by solving a sparsity-promoting `1 minimization 
The first term is the cube constraint [9] to bound the solution in the closest cube-like neighbourhood and the second term is the cone constraint [9] to restrict the sparsity of the solution. ¸ is a regularization parameter which can be tuned. In practice, ¸ depends on the variance of the noise and the problem size parameters.
The choice of © and ª is critical for CS. As mentioned above, ©ª must satisfy the RIP, however, this property is not easy to be verified particularly for the large matrix. In [10] [4] etc., the authors showed that one can construct matrix with RIP through the following methods: 1) Gaussian Ensemble; 2) Partial Fourier Ensemble; 3) Binary Ensemble. Now we have known the sensing mechanism and the corresponding sensing matrix ©, with which the on-board encoding process is described by (1) as a linear random projection on © . In next section, we will focus on the optimization for (2) to decode the original signal from CS measurements.
Proposed Off-line Decoding Algorithm: RTIT

Iterative Thresholding
Iterative Thresholding (IT) is a fast way to recover the signal from compressed measurements [11] which aims at optimizing (2). This algorithm proceeds as follows, let f (0) = 0 and use the iteration
where S¸(¤) is a non-linear shrinkage operator that keeps the larger coefficients, i.e.
S¸(x)
Without loss of generality, the basis ª defined here is orthonormal, i.e.ª ¤ ª = I .
Proposed Algorithm
Residual Based Iterative Thresholding Algorithm (RIT)
In this subsection, we define the Residual as r (i) = © ¤ (y ¡ ©f (i) ) which represents the remained information at each iteration. Then we modify (3) as
where the nonlinear shrinkage operator is just on the residual r (i) , instead of the updated estimation f (i) . Obviously, the main difference between IT and RIT is the shrinkage object -shrink on estimation for IT and shrink on residual (Importance Refinement) for RIT. In some cases, the significant coefficients of the image may not correspond to the largest values. In RIT, it may then happen that the image possesses significant coefficient inside the cut-off, whilst it will not happen in IT, see Fig. 1 .
In this part, we turn to choosing an over-complete basis [12] , which contains at least two irrelated representation basis. And then, turbo-like iterative scheme is adopted to combine the multi-RIT iterative scheme. In [13] [14] [15], the authors have proposed a turbo iterative signal processing paradigm, which has been applied in speech enhancement [13] , image filter [14] , and radar image processing [14] . In a global view, turbo iterative enforces the propagation of the information exchange between the two irrelated models [13] , which promotes the performance of recovery.
Remark 1: The convergence of RIT will be slower than IT, since the refinement cannot be very coarse in case of the over-refinement (see Fig 3) .
In this paper, wavelet shrinkage and curvelet shrinkage are chosen as the two irrelated models, of which the former preserves the smooth cartoons but omits the textures and the latter works oppositely. The iterative process can be considered as compensations between the two irrelative models. The detailed algorithm of RTIT is addressed in Algorithm. 1.
Algorithm 1. Residual based Turbo-like Iterative Thresholding Algorithm (RTIT)
Input: measurements y 2 < m and measurement matrix © 2 < m£n , m ¿ n;
; end for
Numerical Results
We apply the proposed algorithm on optical images to evaluate its performance. And then, we implement RTIT on raw SAR images, each of which contains some special feature, for instance bright point, regular grids, and complex structural urban areas.
The CS measurements in the following experiments are generated through Partial Fourier ensemble 1 , and then corrupted by a Gaussian noise ² with zero mean and 5 variance 2 . We also set the regularization parameter ¸ depending on the median of the sparse coefficients x , ¸= median(x)=0:6745. For IT (3) and RIT (5) algorithm, the representation basis ª is chosen to be wavelet. For RTIT, we choose Curvelet basis ª curvelet and Wavelet basis ª dwt as the two irrelated basis.
Experiments on Optical Images
The objective of this experiment is to illustrate the outstanding performance of RIT and RTIT. As shown in Fig.  3 , with the same sample rate (48.83%), almost all texture information is preserved at the RTIT recovery, the RIT performs little worse but the IT just can preserve the smooth cartoons and some very simple textures. Furthermore, the PSNR of the recovery also shows the outstanding performance of RIT and RTIT, where RTIT converges much faster than RIT due to the Turbo-like information exchanges. Fig. 2 . The original Barbara image. Fig. 4 shows the performances of the 3 algorithms with different sampling rates, which are 12.21%, 24.41%, 48.83% and 73.24%. Without loss of generality, the test image is also extracted from the Barbara image. All experiments are proceeded the same 200 iterations. Apparently, the results show that, with the same sampling rate, RTIT can converge to the most optimal solution among the 3 algorithms, RIT performs little worse, and IT is the worst.
Experiments on SAR Images
In this simulation, the test SAR images are extracted from the TerraSAR-X data and all the test images are with size of 512 × 512. The Partial Fourier Ensemble random sampling is adapted to obtain the synthesis measurements, with the sampling rate 38.15%(100,000 samples). Since the restriction of the paper, the comparison between the algorithms will not be presented. The recovery results of RTIT are shown in Fig. 5 . Respectively, SAR images with bright point, regular grid, and complex urban areas are considered in this simulation. Visually, RTIT is of very good performance, where almost all information of the original SAR images is preserved. To evaluate the performance of the recovery qualitatively, the pseudo-PSNR is introduced as PSNR pseudo = 10 log kfk
where f is the original SAR image and f ? is its corresponding reconstruction. Tab. 1 presents the pseudo-PSNR of four different types of SAR images along with the iterations, where the complex urban areas are with the best recovery performance. 
Conclusions
The main contribution of this paper is that a Turbo-like Iterative Thresholding based on Residual shrink (RTIT) is proposed. And we experimentally prove the better performance of RTIT when recovering the approximately sparse images. Meanwhile, the preliminary results on SAR images show the potential application of Compressive Sensing (CS) on SAR. In the numerical simulation, only two sparse representation basis are used -wavelet and curvelet. It might be much better to use more sparse representation spaces such as Bandelets [16] , Countourlets [17] , Directionlet [18] , inside the RTIT to preserve more features. 
