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Abstract
Two of the most fundamental data analysis tasks are clustering and simplification (sketching)
of data. Clustering refers to partitioning a dataset, according to some rule, into sets of smaller
size with the aim of extracting important information from the data. Sketching, or simplification
of data, refers to approximating the input data with another dataset of much smaller size in such
a way that properties of the input dataset are retained by the smaller dataset. In this sense,
sketching facilitates understanding of the data.
There are many clustering methods for metric spaces (mm spaces) already present in literature,
such as k-center clustering, k-median clustering, k-means clustering, etc. A natural method
for obtaining a k-sketch of a metric space (mm space) is by viewing the space of all metric
spaces (mm space) as a metric under Gromov-Hausdorff (Gromov-Wasserstein) distance, and
then determining, under this distance, the k point metric space (mm space) closest to the input
metric space (mm space).
These two problems of sketching and clustering, a priori, look completely unrelated. However,
in this paper, we establish a duality i.e. an equivalence between these notions of sketching and
clustering. In particular, we obtain the following results. For metric spaces, we consider the case
where the clustering objective is minimizing the maximum cluster diameter. We show that the
ratio between the sketching and clustering objectives is constant over compact metric spaces.
We extend these results to the setting of metric measure spaces where we prove that the
ratio of sketching to clustering objectives is bounded both above and below by some universal
constants. In this setting, the clustering objective involves minimizing various notions of the
`p-diameters of the clusters. We consider two competing notions of sketching for metric measure
spaces, with one of them being more demanding than the other. These notions arise from two
different definitions of p-Gromov-Wasserstein distance that have appeared in the literature. We
then prove that whereas the gap between these can be arbitrarily large, in the case of doubling
metric spaces the resulting sketching objectives are polynomially related.
We also identify procedures/maps that transform a solution of the sketching problem to
a solution of the clustering problem, and vice-versa. These maps give rise to algorithms for
performing these transformations and, by virtue of these algorithms, we are able to obtain an
approximation to the k-sketch of a metric measure space (metric space) using known approxima-
tion algorithms for the respective clustering objectives. In the end, we show that obtaining a
duality between sketching and clustering objectives is non-trivial. This is done by presenting
some natural clustering objectives that do not admit any dual sketching objectives.
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1 Introduction and overview of our results
With the advent of ever more efficient methods for the acquisition of data from a variety of domains,
scientists are increasingly confronted with having to analyze large and complex datasets. In recent
years this has led to an accelerated development of data analysis methods by mathematicians,
statisticians, computer scientists, etc. Naturally, theoretical understanding of these methods is
often achieved progressively after their inception. A natural question that arises is whether any two
such methods are related or even equivalent : the precise notion of equivalence being determined in
terms of (1) the type of output they produce, and/or (2) the computational complexity they incur.
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Figure 1: A summary of our duality results. See the text for details.
This question is important because equivalence relations based of either type help in classifying
methods, and therefore, provide theoretical as well as computational guarantees for a particular
method based on the theoretical and computational guarantees of its related methods. The mantra
is that determining equivalence relations between data analysis methods permits widening our
understanding of extant data analysis tools.
In our work, we determine equivalence relations between two different families of data analysis
methods: Clustering and Sketching.1 Informally speaking, clustering refers to partitioning data
into “meaningful” subsets, whereas sketching refers to approximating the dataset with a set of
smaller cardinality which, crucially, retains some of the properties of the original dataset. Clustering
of data and sketching/simplification of data are two of the most fundamental data analysis methods
with numerous applications in science and engineering [LW67, JS71, JD88, HP11, Har85, Har75,
ABSW07, GM, EK03, BBK06, WSBA07, DM01, For65]. As a consequence of this richness in
applications, in the last 50 years various notions of sketching and clustering of data have been
reported in the literature.
Sketching. Sketching is, intuitively, the broad problem of obtaining a reasonably good “summary”
of a dataset X.2 We propose a general framework of sketching, and establish formal connections
with clustering.
Before delving into our general treatment of sketching, let us discuss a motivating example. In
the applied literature, in particular in machine learning, one form in which sketching/simplifications
arise is when computing low rank approximations of kernel matrices, with the goal of reducing the
computational cost of machine learning problems that depend on them [HSS08]. A common scenario
is that given a dataset set X one has a feature map ϕ : X → V into some inner product space
1We use the term ”sketching” to encompass data simplification methods.
2We note that there is rich literature on random sampling methods. We remark that in our paper we solely consider
deterministic approximation/sampling methods.
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(V, 〈·, ·〉V). This induces a kernel or Gram matrix kX on X: for x, x′ ∈ X, kX(x, x′) := 〈ϕ(x), ϕ(x′)〉V .
One of the basic tasks is approximating kX by a product of matrices with lower rank. One such
method is the Nystro¨m method [WS01], which proceeds by making a choice of a small number ` of
landmarks L = {p1, . . . , p`} from X, and then considers a certain low rank approximation k̂X,L to
kX . Many procedures for making the choice of L are greedy in that one adaptively chooses a new
landmark based on the previous choices [SS00, FS01, BJ02, KMT12].
Despite sharing the essential idea of approximating a given object (a kernel/Gram matrix) with
a simpler object (a low rank approximation), our setting differs in that we represent data as a
metric space, that is, instead of recording the inner products between different points in the dataset
(which is the information contained in the Gram matrix), we represent the data via a distance
matrix dX . There is of course a connection between our metric representation of data, and the
kernel representation: given the kernel matrix kX , one can induce a distance matrix dX on X via
dX(x, x
′) =
〈
ϕ(x)− ϕ(x′), ϕ(x)− ϕ(x′)〉 12V = (kX(x, x) + kX(x′, x′)− 2kX(x, x′))1/2. (1)
However, it is well known that there exist distance matrices that do not admit an expression such
as (1) – the precise characterization of such distance matrices has been carried out in early work on
distance geometry by Blumenthal and Schoenberg [Blu53, Sch88]. The metric spaces one obtains in
this way are a special strict subset of the collection of all metric spaces.
In this paper, we focus on datasets that can be represented as general metric spaces – not just
those that admit a representation such as (1). Furthermore, we also adopt the point of view that
a dataset is a point in some metric space (D, ρ). This point of view has been considered in the
literature; for example, D could be the collection of all measures in the 2-dimensional grid, and ρ
the earth-mover’s (i.e. Wasserstein) distance (see [ADBIW09, ANN16]), which is a setting arising in
image analysis and pattern recognition [RTG00]. Another example is when D is a set of strings, and
ρ the edit distance (see [AGMP13]), which is a natural setting in string analysis and computational
biology. Similarly, D could be some `p space (see [Ind06, KNW10]), or some general normed space
(see [AKR15]), which is an important setting in streaming algorithms. Here, streaming algorithms
are algorithms for processing data streams in which the input is presented as a sequence of items
and can be examined in only a few passes. These algorithms have found applications in networking
and in databases.
In the same way that certain greedy methods are used for approximating kernel matrices, greedy
methods also exist and are used for approximating general metric spaces. Currently, one of the
most widely used deterministic method for obtaining an approximation, or a sketch of a metric
space is the so called Farthest Point Sampling method (FPS). FPS is a greedy algorithm that starts
by choosing an arbitrary point from the metric space, and adaptively determines the subsequent
points by maximizing the distance to the set of chosen points. This method was first introduced by
Gonzales [Gon85], and since then has been used for sampling metric spaces for various applications
[ABSW07, GM, EK03, MS04, BBK06, WSBA07, ATVJ14]. In most of these works, it has been
shown experimentally that FPS is a good heuristic for approximating metric spaces, but none of
these works establish any theoretical guarantees for FPS. In this paper, we study the problem of
approximating (sketching) metric spaces by using the existing notions of distance between metric
spaces, specifically the Gromov-Hausdorff distance, with the approximation being defined as the
(simpler) dataset minimizing this distance.
Precisely, we study a specific structure of the sketching objective, which is natural for the case
of summarizing metric spaces and metric measure spaces. We consider the case where D is either
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the collection M of all compact metric spaces, or Mw, the collection of all metric measure spaces,3
endowed with some distance ρ. Here, ρ is either the Gromov-Hausdorff distance [GLP99] between
metric spaces and Gromov-Wasserstein distance [Stu06, Me´m11, Stu12] between metric measure
spaces. For k ∈ N, we also let Mk be the collection of all k-point metric spaces, or metric measure
spaces. Then, for some M ∈M, the k-point sketch of M is defined to be a nearest-neighbor of M
in Mk; that is, we define
sk(M) := inf
M ′∈Mk
ρ(M,M ′), (#)
breaking ties arbitrarily. We refer to the problem of computing this mapping as projective sketching
(i.e. we project M onto Mk). In this work, projective sketching is shown to be equivalent to certain
existing notions of clustering, both for metric spaces and for metric measure spaces. We describe
these notions of clustering in the next paragraph.
We also note that there are some deep results in the sketching literature that do not fit within
our broad definition of sketching a point x in some metric space M . Such examples include sketching
information divergences [GIM08], and certain quadratic forms [ACK+16].
Clustering. Clustering, given k ∈ N, broadly refers to the problem of partitioning a metric space
into k clusters (or blocks), where the eventual choice of clusters is usually determined through
minimizing some given cost function over the set of all partitions of the given metric space into k
clusters. Several methods have been considered for clustering metric spaces such as k-center clustering
[Gon85, HS86], k-median clustering [JD88, AGK+04, CG05, KPR00, KMN+02, JV01, Tho01], k-
means clustering [For65, Llo82, DM01, AV06, Vat11, HPM04, HPS05, HK07, Mat00, MNV09,
ADHP09, Das08, DFK+04, KMN+02, AV07, Mac67, HW79], hierarchical clustering [Def77, Sib73,
ELL, CM10], distribution based clustering [FR07, BR93, XEKS98] and so on.
For metric spaces, we consider the clustering objective corresponding to minimizing the max-
imal diameter of the k clusters. This objective has been well studied [Gon85], and there is
a 2-approximation algorithm for obtaining such a clustering. For metric measure spaces, for
1 ≤ p ≤ ∞, we consider the clustering objective of minimizing the weighted mean of p-diameters
of the clusters. This clustering objective agrees with the objective for `p-facility location problem
[GT08] up to a constant. There exist approximation algorithms for the `p-facility location problem
for all p ∈ [1,∞] [AGK+04, CG05, GT08]. These approximation results for the clustering objectives
are in contrast to the projective sketching objective in equation (#) for which no computational
complexity results were previously known. In the next two paragraphs, we describe how our work
implies such computational complexity guarantees.
Duality between sketching and clustering. We establish a duality i.e. an equivalence between
these two, seemingly different problems of sketching and clustering, both for metric spaces and for
metric measure spaces. By duality we mean the following type of phenomenon: we show that for
both metric spaces and metric measure spaces, there exist universal constants 0 < C1 ≤ C2 such
that for every metric space or metric measure space X, the ratio between the optimal values of the
clustering and sketching objectives for X is always bounded above by C2 and bounded below by
C1. For metric spaces, the constants C1 and C2 are equal – we call this phenomenon strong duality.
The strong duality for metric spaces immediately has the following two surprising consequences:
3A metric measure space is a metric space endowed with a Borel probability measure – see Section 1.3.
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• Computational consequence (cf. Section 1.4): Whereas it is known that it is NP-hard to
compute any 3-approximation to the Gromov-Hausdorff distance between two finite metric
spaces [Sch17], we prove that for a given k, the problem of computing the optimal Gromov-
Hausdorff approximation to a given metric space by a k-point metric space admits a 2-
approximation computable in polynomial time. This result is obtained by invoking the above
duality and results from [Gon85].
• Theoretical consequence (cf. Theorem 1.8 and Corollary 1.9): By the Lusternik-Schnirelmann,
we are first able to establish that for k ≤ n + 1, any clustering into k blocks of the sphere
Sn (with geodesic distance) must necessarily have a block with diameter pi. Then, invoking
our strong duality for metric spaces, we can conclude that for all k ≤ n + 1, the optimal
k-sketching cost of Sn is no less than (and actually equal to) pi2 . Separately, we show that for
all k ∈ N, every partition of S1 into k blocks must necessarily have a block of diameter at
least 2pik . We again invoke our strong duality for metric spaces to obtain that for all k ∈ N,
the optimal k-sketching cost of S1 is pik . This implies that for every k ∈ N, one of the closest
k-point metric spaces to S1 is obtained by choosing k points on S1, such that distance between
consecutive points is 2pik .
The proof strategy for our strong duality relies on identifying maps — the Hausdorff and Voronoi
maps — that respectively map any optimal k-clustering into an optimal k-sketch, and vice-versa.
For metric measure spaces, the strong duality that we obtained for metric spaces is lost, but we
however retain a relaxed notion of duality: we show that for a certain metric on metric measure
spaces, the optimal values of sketching and clustering are within a constant factor of each other.
In more detail, we consider two sketching objectives for metric measure spaces, which arise from
the two definitions of Gromov-Wasserstein distance present in literature [Stu06, Me´m11]. We prove
that only one of the definitions provides duality, while with the other definition, we show counter
examples depicting non-equivalence. In addition, we compare these two sketching objectives, and
provide examples of metric measure spaces where the ratio between these sketching objectives is
unbounded. However, for metric measure spaces of bounded doubling dimension and bounded
diameter, we obtain that one of the sketching objective is both upper and lower bounded by a
suitable function of the other sketching objective.
Complementing the above results, we also show that it is in general non-trivial to obtain such a
duality. This is done by exhibiting some additional natural clustering objectives that do not admit
any dual sketching objectives.
By virtue of our duality results, we obtain additional computational results for the sketching
objectives, both for metric spaces and for metric measure spaces. In particular, we show NP-hardness
of the sketching objective for metric spaces, and obtain approximation algorithms for sketching
objectives for both metric spaces and metric measure spaces. These approximation results are
obtained using known approximation algorithms for the dual clustering problem. We are also able to
provide theoretical guarantees for the Farthest Point Sampling method, using the duality for metric
spaces. We note that, prior to our work, no computational results were known for computing such a
k-sketch, k ∈ N, for either a metric space or a metric measure space. In addition, it is possible that
for some of these sketching objectives, the approximation factors obtained are best possible.
We formally state our main results in the next section. A pictorial summary of our results is
given in Figure 1.
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1.1 Duality between clustering and sketching
In this section we give an overview of our results. LetM denote the collection of all compact metric
spaces. For k ∈ N, let Mk ⊂M denote the collection of all finite metric spaces of cardinality at
most k. For (X, dX) ∈M and k ∈ N, let Partk(X) denote the set of all partitions of X into k sets.
We now define sketching and clustering cost functions in general. Examples of these concepts are
given immediately after, in Sections 1.2 and 1.3. The sketching and clustering cost functions induce
shatter functional and sketch functional respectively, and these functionals are also defined below.
Definition 1.1 (Clustering cost function). A clustering cost function is any function
Φ :M× Partk(·)→ R+.
The interpretation is that on input of some (X, dX) ∈ M and some P ∈ Partk(X), Φ returns
the cost of partitioning the space (X, dX) according to P .
Definition 1.2 (Shatter functional). Given a clustering cost function Φ, we define the k-th
Shatter functional induced by Φ
ShatterΦk :M→ R+
as follows: for (X, dX) ∈M,
ShatterΦk (X) := inf
P∈Partk(X)
Φ(X,P ).
A partition P ∈ Partk(X) is called an optimal clustering of X if it achieves the infimum in the
above definition.
Definition 1.3 (Sketching cost function). A sketching cost function is any function
Ψ :M×Mk → R+.
The interpretation is that on input of some (X, dX) ∈M and some (Mk, dk) ∈Mk, Ψ returns
the cost of sketching (approximating) (X, dX) by (Mk, dk).
Definition 1.4 (Sketch functional). Given a sketching cost function Ψ and we define the k-th
Sketch functional induced by Ψ
SketchΨk :M→ R+
as follows: for (X, dX) ∈M,
SketchΨk (X) := inf
Mk∈Mk
Ψ(X,Mk).
A k-sketch of the compact metric space X consists of any pair (Mk, R) where Mk ∈ Mk and
R ∈ R(X,Mk).
Remark 1.1. Notice that in our definition of a k-sketch of X we retain information not only about
the approximating space Mk, but also about the way in which Mk relates to X (as given by the
correspondence R).
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We say that a k-sketch (Mk, R) of X is an optimal k-sketch for X if it achieves the infimum in
the above definition, that is dis(R)2 = Sketch
Ψ
k (X). Given λ ≥ 1, we say that the k-sketch (Mk, R)
of X is a λ-approximation of SketchΨk (X) if
dis(R)
2
≤ λ · SketchΨk (X).
The notion of duality between sketching and clustering cost functions is defined via comparison
of the sketching and shatter functionals that they induce.
Definition 1.5 (Duality). A sketching cost function Ψ and a clustering cost function Φ are called
dual if there exist constants C2 ≥ C1 > 0 such that
C1 · ShatterΦk (X) ≤ SketchΨk (X) ≤ C2 · ShatterΦk (X) (2)
for every X ∈M and k ∈ N. The duality is strict when C1 = C2. Interchangeably, we will say
that ShatterΦk and Shatter
Φ
k are dual (resp. strictly dual) when the above conditions hold.
We now describe the duality results that we obtain for metric spaces and for metric measure
spaces.
1.2 Our results in the case of metric spaces
Given X ∈M, k ∈ N and Mk ∈Mk, we consider the particular sketching cost function
ΨM(X,Mk) := dGH(X,Mk).
Here dGH is the Gromov-Hausdorff distance between metric spaces, see Section 2 for details. The
resulting sketching objective is defined as
Sketchk(X) := Sketch
ΨM
k (X) = inf
(Mk,dk)∈Mk
dGH(X,Mk). (3)
For a partition P = {Bi}ki=1 ∈ Partk(X), we consider the specific clustering cost function
ΦM(X,P ) := max
i
diam(Bi),
where for any set S ⊆ X, its diameter is diam(S) := supx,x′∈SdX(x, x′). The resulting clustering
objective is defined as
Shatterk(X) := Shatter
ΦM
k (X) = inf
P={Bi}ki=1∈Partk(X)
max
i
diam(Bi).
Remark 1.2. We observe that Shatterk(X) is within a factor of 2 from the k-center objective
[HP11]. Indeed, recall that the k-center problem for finite metric spaces is to find a subset L of the
input metric space X such that the quantity maxx∈X minl∈L dX(x, l) is minimized. Now, any subset L
of X determines a clustering of X by assigning every point in X \L to its closest point in L, and this
clustering satisfies that the maximum diameter of any cluster is at most 2 ·maxx∈X minl∈l dX(x, l).
Proposition 1.6. For every k ∈ N, Shatter(S1) = 2pik .
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Proof. We first show that for every k ∈ N, we have Shatterk(S1) = 2pik . Clearly, Shatterk(S1) ≤ 2pik ,
since the equipartition of S1 into k blocks satisfies that the diameter of every block is 2pik . Let
P = {B1, . . . , Bk} be a partition of S1 into k blocks such that for every i ∈ [k], diam(Bi) ≤ 2pik .
For every i ∈ [k], we denote by Bi the closure of the convex hull of Bi in S1. We observe that
diam(Bi) ≤ diam(Bi) for every i ∈ [k]. This is because if Bi = [θ1, θ2], where θ1 and θ2 are
angles in the anticlockwise direction from the positive x-axis, then both θ1, θ2 ∈ Bi, and therefore
diam(Bi) = dS1(θ1, θ2) ≤ diam(Bi). Now, we define Bˆ1 = B1, Bˆ2 = B2 \ Bˆ1, . . . , Bˆk = Bk \ (∪k−1i=1 Bˆi).
Since B1, . . . , Bk was a partition of S1, we obtain that Bˆ1, Bˆ2, . . . , Bˆk is also a partition of S1.
In addition, we obtain that each Bˆi is a connected set. We use len(Bˆi) to denote the length of
the arc Bˆi. Thus, we have that len(Bˆ1) + . . . + len(Bˆk) = 2pi. This implies that there exists
an i ∈ [k] such that len(Bˆi) ≥ 2pik . We have proved that for every partition {Bi}ki=1 ∈ Partk(S1)
satisfying maxi diam(Bi) ≤ 2pik , there exists a partition {Bˆi}ki=1 such that each Bˆi is connected,
diam(Bˆi) ≤ diam(Bi) for every i ∈ [k], and diam(Bˆi) ≥ 2pik for some i ∈ [k]. This implies
that maxi diam(Bi) ≥ 2pik , and we conclude that Shatterk(S1) ≥ 2pik . Thus, we obtain that
Shatterk(S1) = 2pik .
Our main result in this setting is the following theorem which establishes a strict duality between
sketching and clustering:
Theorem 1.7 (Strict duality for metric spaces). For every (X, dX) ∈M and every k ∈ N, we have
Sketchk(X) =
1
2
· Shatterk(X).
Algorithmic applications of the strict duality theorem above are treated in Sections 2.2 and
2.3. From a different perspective, this strict duality permits obtaining sharp results for the sketch
functional of spheres via a topological argument.
An application: Sketchk(Sn). We now crucially invoke the duality established between Sketchk(X)
and Shatterk(X), along with the Lusternik-Schnirelmann theorem to show that for k, n ∈ N with
k ≤ n+ 1, Sketchk(Sn) = pi2 .4 Here, we view spheres as metric spaces by endowing them with the
geodesic distance. The informal interpretation of this fact is the following:
Any finite metric space with at most n+ 1 points will provide a poor approximation to
Sn. Furthermore, this is so for topological reasons.
Theorem 1.8. For all k, n ∈ N with k ≤ n+ 1, Sketchk(Sn) = pi2 .
Proof. Fix k ≤ n + 1. Let P = {B1, . . . , Bk} denote a partition of Sn into k sets. We now
invoke the Lusternik-Schnirelmann theorem [Bol06] that states the following: if the sphere Sn is
covered by n+ 1 closed subsets, then one of these sets contains a pair of antipodal points. Since
{B1, . . . , Bk} forms a closed cover of Sn, we have that there exists i0 ∈ [k] such that Bi0 contains a
pair of antipodal points. This implies that diam(Bi0) = diam(Bi0) = pi. Since P was an arbitrary
partition of Sn into k blocks, we have that Shatterk(Sn) = pi. Thus, by Theorem 1.7, we obtain
Sketchk(Sn) = 12 · Shatterk(Sn) = pi2 .
4Note that the Lusternik-Schnirelmann theorem is a topological fact about spheres.
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The above theorem stipulates that for n ≥ k+1 the number Sketchk(Sn) is large and independent
of k. Now, for n = 1 fixed, we characterize precisely how increasing k translates into a decrease of
Sketchk(S1). This is an immediate consequence of Proposition 1.6 and Theorem 1.7:
Corollary 1.9. For all k ∈ N, we have Sketchk(S1) = pik .
1.3 Our results in the case of metric measure spaces
We now state the duality results that we obtain for metric measure spaces. In this section we
introduce clustering cost functions for mm-spaces (cf. Definition 1.1) and from these derive a
definition of Shatter functional (cf. Definition 1.2) applicable to mm-spaces. Similarly, we also
introduce sketching cost functions in the context of mm-spaces (cf. Definition 1.3), and also induce
a corresponding definition of sketch functionals (cf. Definition 1.4) for mm-spaces.
Definition 1.10 (Metric measure space). A compact metric space (X, dX) ∈ M is called a
metric measure space (mm-space for short) if X is endowed with a probability measure µX such
that its support is all of X: supp[µX ] = X.
We denote by Mw the collection of all mm-spaces and by Mk,w the collection of all metric
measure spaces of cardinality at most k. We now define the sketching cost function for mm-spaces.
The definition is analogous to that for metric spaces, but the Gromov-Hausdorff distance between
metric spaces is replaced by Gromov-Wasserstein distance between mm-spaces [Me´m11]. Given
X ∈Mw, k ∈ N, 1 ≤ p ≤ ∞ and Mk ∈Mk,w, we consider the sketching cost function
Ψp(X,Mk) := dGWp(X,Mk).
Here dGWp is the p-Gromov-Wasserstein distance, see Section 3.1 for details. The resulting sketching
objective is defined as
Sketchk,p(X) := Sketch
Ψp
k (X) = inf
(Mk,dk,µk)
dGWp(X,Mk). (4)
In order to define the clustering objective, we need to define the p-diameter of a metric measure
space.
Definition 1.11 (p-diameter). Given X ∈Mw, 1 ≤ p <∞ and B ⊆ X, define p-diameter of B
as
diamp(B) :=
(∫
B
∫
B
dp(x, x′)
dµX(x) dµX(x
′)
(µX(B))2
)1/p
.
For p =∞, define diam∞(B) := supx,x′∈B dX(x, x′).
Example 1.1. For example, under Euclidean distance and Lebesgue measure, we have that for all
1 ≤ p ≤ ∞,
diamp([0, 1]) =
(
2
(p+ 1)(p+ 2)
)1/p
.
This is proved as follows: by definition, diampp([0, 1]) =
∫
[0,1]
∫
[0,1] d
p(x, x′) dx dx′. Since for all
x, x′ ∈ [0, 1], d(x, x′) = |x− x′|, we have that
diampp([0, 1]) =
∫ 1
0
∫ 1
0
|x− x′|p dx dx′ =
∫ 1
0
∫
x≤x′
(x′ − x)pdx dx′ +
∫ 1
0
∫
x≥x′
(x− x′)p dx dx′.
9
By symmetry, we have that
∫ 1
0
∫
x≤x′(x
′ − x)pdx dx′ = ∫ 10 ∫x≥x′(x− x′)p dx dx′. It is easy to check
that
∫ 1
0
∫
x≤x′(x
′ − x)pdx dx′ = 1(p+1)(p+2) . Thus, we obtain diampp([0, 1]) = 2(p+1)(p+2) .
A similar calculation which we omit shows that under spherical distance and normalized length
measure, we have
diamp(S1) =
pi
(p+ 1)1/p
.
We observe that our sketching objective for mm-spaces eq. (4) is analogous to that for metric
spaces eq. (3), with the Gromov-Hausdorff distance between metric spaces being replaced by the
p-Gromov-Wasserstein distance between mm-spaces. We want to define the clustering objective for
mm-spaces similarly. Therefore, instead of considering the maximum diameter of the clustering,
as we did for metric spaces, we consider the weighted sum of the p-diameters of the clusters for
mm-spaces. The formal definition is as follows: given X ∈Mw, k ∈ N, 1 ≤ p <∞, 1 ≤ q <∞ and
P = {Bi}ki=1 ∈ Partk(X), we consider the clustering cost function
Φp,q(X,P ) :=
(∑
i
diamqp(Bi)µX(Bi)
)1/q
.
The resulting clustering objective is defined as
Shatterk,p,q(X) := inf
P∈Partk(X)
Φp,q(X,P ) = inf
P∈Partk(X)
(∑
i
diamqp(Bi)µX(Bi)
)1/q
.
For 1 ≤ p ≤ ∞, q = ∞ and any P = {Bi}ki=1 ∈ Partk(X), we consider Φp,∞(X,P ) :=
maxi diamp(Bi) and define the clustering objective as
Shatterk,p,∞(X) := inf
P∈Partk(X)
Φp,∞(X,P ) = inf
P∈Partk(X)
max
i
diamp(Bi).
Remark 1.3. We remark that Shatterk,1,1(X) is within a factor of 2 from the k-median objective
(see Remark 3.3), and Shatterk,2,2(X) is within a factor of 2 from the k-means objective (see
Remark 3.3).
We show the following bound.
Theorem 1.12. Sketchk,p(X) ≤ Shatterk,p,∞(X) for all k ∈ N and 1 ≤ p <∞.
We also show that, in general, Sketchk,p and Shatterk,p,∞ are not dual (Theorem 3.7).
The negative result of Theorem 1.12 motivates the following definition of a stronger sketching
objective for metric measure spaces. Given X ∈ Mw, k ∈ N, 1 ≤ p ≤ ∞ and Mk ∈ Mk,w, we
consider the sketching objective ΨSp (X,Mk) = ζp(X,Mk). Here ζp(X,Mk) is the Sturm’s version of
p-Gromov-Wasserstein distance [Stu06], see Section 3.3 for details. The resulting sketching objective
is defined as
SketchSk,p(X) := Sketch
ΨSp
k (X) = inf
(Mk,dk,µk)
ζp(X,Mk).
Our main duality result for metric measure spaces is the following.
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Theorem 1.13 (Duality for mm-spaces). For all (X, dX , µX) ∈ Mw, k ∈ N and 1 ≤ p <∞, we
have
1
2
· Shatterk,p,p(X) ≤ SketchSk,p(X) ≤ Shatterk,p,p(X).
We also show a relation between the weak and strong sketching objectives for the case of
mm-spaces of bounded doubling dimension and bounded diameter. In this case, SketchSk,p(X) is
bounded by a function of Sketchk,p(X).
Theorem 1.14. Let X ∈Mw with doubling constant C > 0 and p ∈ [1,∞). Then,
δ ≤ SketchSk,p(X) <
(
8 · diam(X) · δ1/(5 log2 C) + δ1/5
)1/p ·MX
whenever Sketchk,p(X) = δ < 2
−5. Here MX = 2 · diam(X) + 45.
1.4 Computational considerations and results
We also consider computational problems that arise in the context of optimizing the sketching
objective, either exactly or approximately. Interestingly, we obtain polynomial-time approxima-
tion algorithms for various sketching objectives, by combining the duality theorems with known
approximation algorithms for clustering. We obtain algorithms via this duality paradigm both
for metric spaces (Section 2.3) and for mm-spaces (Section 3.6). We would like to emphasize
here that computing Gromov-Hausdorff distances between finite metric spaces leads to solving an
instance of the Quadratic Assignment Problem, which is NP-Hard. In addition, computing any
(1 + )-approximation is also NP-Hard, for all  > 0 [Me´m12, Sch17, EM15]. However, by virtue of
the strong duality for metric spaces, we obtain a simple 2-approximation algorithm for computing
the Gromov-Hausdorff distance between a finite metric space X and the k-point metric space closest
to X for k < |X|. In addition, we show that obtaining an approximation factor of 2−  is NP-Hard.
The strong duality for metric spaces also enables us to analyze the Farthest Point Sampling
(FPS) method. We show that the set of k centers obtained using FPS is a 4-approximation to the
optimal set of k centers, when the cost of picking a set of centers K ⊆ X is dGH(X,K). Thus, we
provide the first theoretical guarantees for FPS. We complement the above results with NP-hardness
proof of the sketching objective for metric spaces. This is done by means of a reduction from the
set cover decision problem (Section 2.2).
1.5 Impossibility results
We finally show that there exist clustering objectives that do not admit any “natural” dual sketching
objective. An example of such a clustering objective is maximizing the minimum inter-cluster
distance. We define a notion of “natural” sketching objective (called admissible), that follows from
a few simple axioms. We show that no natural sketching objective is dual to the above clustering
objective. See Section 5 for details.
1.6 Organization
This paper is organized as follows. In Section 2, we prove strict duality between Sketchk(X) and
Shatterk(X), and present results on NP-hardness and 2-approximation of Sketchk(X). In Section
3, we prove duality between Sketchk,p(X) and Shatterk,p,∞(X) for some values of k and p, but
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show that, in general, Sketchk,p(X) and Shatterk,p,∞(X) are not dual to each other. We then
prove the duality between SketchSk,p(X) and Shatterk,p,p(X) for all values of k and p. In Section
4, we prove a relation between Sketchk,p(X) and Sketch
S
k,p(X) for doubling metric measure spaces.
In Section 5, we present examples of clustering cost functions that do not admit a dual sketching
cost function.
2 The case of metric spaces
In this section, we first prove that for all X ∈ M and k ∈ N, Sketchk(X) is strictly dual to
Shatterk(X). We use this duality to compute Sketchk(Sn) for n ∈ N and k ≤ n + 1. Then, in
Section 2.2, we show that, in general, computation of Sketchk(X) is NP-Hard. However, as a
result of the duality, in Section 2.3, we obtain a polynomial time approximation of Sketchk(X). In
Section 2.5, we show that an optimal sketch of a metric space may not be any of its subspaces.
We start by defining the notion of Gromov-Hausdorff distance between metric spaces. Informally
speaking, the Gromov-Hausdorff distance between (X, dX) and (Y, dY ) measures the minimum cost
incurred from associating elements of X to elements of Y . This association is called a correspondence.
We now, mathematically define, a correspondence between metric spaces.
Definition 2.1 (Correspondence). Given (X, dX), (Y, dY ) ∈ M, a correspondence R between
X and Y is a subset R ⊂ X × Y such that pi1(R) = X and pi2(R) = Y . Here pi1 and pi2 are the
projection maps.
Let R(X,Y ) denote the set of all correspondences between X and Y . We define next the
distortion of a correspondence R ∈ R(X,Y ), which is the cost associated with R.
Definition 2.2 (Distortion of a correspondence). Given a correspondence R between (X, dX)
and (Y, dY ), its distortion is given by
dis(R) := sup
(x,y),(x′,y′)∈R
∣∣dX(x, x′)− dY (y, y′)∣∣.
We are now ready to define the Gromov-Hausdorff distance between metric spaces.
Definition 2.3 (Gromov-Hausdorff distance). The Gromov-Hausdorff distance between
(X, dX), (Y, dY ) ∈M is defined as follows:
dGH(X,Y ) :=
1
2
inf
R∈R(X,Y )
dis(R).
The Gromov-Hausdorff distance is a pseudo-metric on M and satisfies triangle inequality,
symmetry, positivity, and dGH(X,Y ) = 0 if and only if X and Y are isometric [BBI01]. A fact is
that in general the computation of GH distance leads to NP-hard problems. Furthermore, any
(1 + )-approximation is also NP-hard, see [Me´m12, Sch17, EM15].
Example 2.1 (Sketch1(·)). The distance between any (X, dX) ∈M and the one point metric space
∗ satisfies dGH(X, ∗) = diam(X)2 , see [BBI01, Chapter 7]. This means that for any (X, dX) ∈ M,
Sketch1(X) =
diam(X)
2 .
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A correspondence R ⊆ X × Y is called optimal if it achieves the infimum i.e.
2 · dGH(X,Y ) = dis(R).
Remark 2.1. It is shown in Proposition 1.1 of [CM16] that the set of closed optimal correspondences
between a pair of metric spaces is non-empty. This implies that given (X, dX), (Y, dY ) ∈M, there
exists R ∈ R(X,Y ) closed such that 2 · dGH(X,Y ) = dis(R).
The Gromov-Hausdorff distance is a generalization of the Hausdorff distance between metric
spaces. We first define the Hausdorff distance and then state the relation between these two notions
of distances on metric spaces.
Definition 2.4 (Hausdorff distance). Given (X, dX) ∈ M and C,D ⊆ X, let C = {x ∈
X | minc∈C dX(x, c) ≤ }. Then, Hausdorff distance between C and D is defined as
dXH (C,D) := inf{ > 0 | C ⊂ D andD ⊂ C}.
It follows from the definition that for a finite metric space (X, dX), the Hausdorff distance between
a pair of its subsets is computable in time polynomial in the size of subsets. For (X, dX), (Y, dY ) ∈M,
we have [BBI01, Theorem 7.3.25]
dGH(X,Y ) = inf{dZH(i(X), j(Y )) | (Z, dZ) ∈M and i : X ↪→ Z, j : Y ↪→ Z are isometries}.
There is another definition of Gromov-Hausdorff distance using metric couplings between
(X, dX), (Y, dY ) ∈M.
Definition 2.5 (Metric Coupling). A metric coupling between (X, dX), (Y, dY ) ∈M is a metric
d on the disjoint union X unionsq Y , such that d|X×X = dX and d|Y×Y = dY . For X,Y ∈ M, let
D(dX , dY ) denote the set of all metric couplings between X and Y .
Given any correspondence R ∈ R(X,Y ), we can define dR : X unionsq Y ×X unionsq Y → R+ by: dR = dX
on X ×X, d = dY on Y × Y , and for x ∈ X, y ∈ Y ,
dR(x, y) := inf
(x′,y′)∈R
(
dX(x, x
′) + dY (y, y′) +
dis(R)
2
)
. (5)
It is easy to check that dR is a valid metric on X unionsq Y [BBI01, Theorem 7.3.25], and hence
dR ∈ D(dX , dY ).
A metric coupling d ∈ D(dX , dY ) is called optimal if dGH(X,Y ) = d(XunionsqY,d)H (X,Y ).
Lemma 2.6. [Me´m11, Proposition 2.1] Let (Z, dZ) be a compact metric space. Then, the Hausdorff
distance between any two subsets A,B ⊂ Z can be expressed as
dZH(A,B) = inf
S∈R(A,B)
sup
(a,b)∈S
dZ(a, b).
Corollary 2.7. For any X,Y ∈M and any R ∈ R(X,Y ), we have that
d
(XunionsqY,dR)
H (X,Y ) ≤
dis(R)
2
.
13
Proof. By Lemma 2.6, we have that
d
(XunionsqY,dR)
H (X,Y ) = inf
S∈S(X,Y )
sup
(x,y)∈S
dR(x, y) ≤ sup
(x,y)∈R
dR(x, y). (6)
For every (x, y) ∈ R, for (x′, y′) = (x, y), we obtain dX(x, x′) + dY (y, y′) + dis(R)2 = dis(R)2 , and since
clearly dR(x, y) ≥ dis(R)2 for all (x, y) ∈ X × Y , this means that dR(x, y) = dis(R)2 for (x, y) ∈ R.
Lemma 2.8. For all (X, dX), (Y, dY ) ∈M, there exists an optimal metric coupling d ∈ D(dX , dY ).
Proof. Let R∗ ∈ R(X,Y ) be a closed optimal correspondence, and let dis(R∗) = 2r. Then, since
R∗ is a closed optimal correspondence between (X, dX) and (Y, dY ), we have that dGH(X,Y ) = r.
We now consider dR∗ ∈ D(dX , dY ) given by (5).
Now, we show that dGH(X,Y ) = d
(XunionsqY,dR∗ )
H (X,Y ). By definition of the Gromov-Hausdorff
distance, we have that d
(XunionsqY,dR∗ )
H (X,Y ) ≥ dGH(X,Y ) = r. By Corollary 2.7, we have that
d
(XunionsqY,dR∗ )
H (X,Y ) ≤ r.
Thus, we have shown that d
(XunionsqY,dR∗ )
H (X,Y ) = r = dGH(X,Y ). We note that since R
∗ is a closed
subset of X × Y , the infimum in the definition of the metric dR∗ is achieved. We conclude that the
metric dR∗ defined above is an optimal metric coupling.
We now define the Voronoi partition of a metric space with respect to one of its finite subsets.
Definition 2.9 (Voronoi partition). Given a metric space (X, dX), k ∈ N and an ordered finite
subset of L = {l1, . . . , lk} ⊆ X, the Voronoi partition {B1, . . . , Bk} of X with respect to L is defined
as follows:
• First, for every i ∈ [k] first consider the subset
B′i = {x ∈ X | dX(x, li) ≤ dX(x, lj) ∀ j ∈ [k], j 6= i}.
• Since te sets B′1, B′2, . . . , B′k so formed might have non-empty intersections, we disjointify them
as follows. We define
B1 = B
′
1, B2 = B
′
2 \B′1, . . . , Bk = B′k \ (∪k−1i=1B′i).
We observe that a reordering of the elements of L might result in a different Voronoi partition
of X.
For each (X, dX) ∈M and k ∈ N, we now define the Voronoi map and the Hausdorff map. The
Voronoi map associated to X returns a partition of X into k clusters, whereas the Hausdorff map
associated to X acts on a partition of X into k clusters and returns a k-point metric space. The
definition of the Voronoi map will make use of the existence of optimal metric couplings.
Definition 2.10 (Voronoi map). Let (X, dX) ∈ M and k ∈ N. Given (Mk, dk) ∈ Mk with
Mk = {1, 2, . . . , k}, we define
VX,k,Mk : D(dX , dk)→ Partk(X)
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B3
0 2pi3 2pi3∗ 0 2pi3
∗ ∗ 0
HS1,3({B1, B2, B3})
Figure 2: The Hausdorff map applied to clusters {B1, B2, B3} ∈ Part3(S1) outputs the 3-point
metric space on the right.
as follows: given d ∈ D(dX , dk), let {Bi}ki=1 denote the Voronoi partition of (X unionsqMk, d) with respect
to Mk. Then, we define
VX,k,Mk(d) := {Bi \ {i}, i ∈ [k]}.
Definition 2.11 (Hausdorff Map). Let (X, dX) ∈M and k ∈ N. We define a map
HX,k : Partk(X)→Mk
as follows: for any P = {Bi}ki=1 ∈ Partk(X), we define a metric dk on Mk := {1, 2, . . . , k} by
dk(i, j) = d
X
H (Bi, Bj) for i, j ∈ {1, 2, . . . , k}. We now define
HX,k(P ) := (Mk, dk).
An example illustrating the Hausdorff map is depicted in Figure 2.
In the next section, we use these two maps to establish the strict duality between Sketchk(X)
and Shatterk(X).
2.1 The strict duality between Sketchk(X) and Shatterk(X)
In this section, we show that Sketchk(X) and Shatterk(X) are strictly dual to each other. In
addition, we provide a scheme for obtaining an optimal sketch of a metric space from an optimal
clustering of that metric space and vice-versa.
The strict duality between Sketchk(X) and Shatterk(X) is established by virtue of Lemma
2.12 and Lemma 2.13. The first lemma states that given a k-point metric space (Mk, dk), the cost
of clustering (X, dX) according to the partition obtained from applying the Voronoi map, is at most
twice the Gromov-Hausdorff distance between X and Mk. This lemma is formally stated as follows.
Lemma 2.12. For every (X, dX) ∈ M, k ∈ N, (Mk, dk) ∈ Mk with Mk = {1, 2, . . . , k} and
d ∈ D(dX , dk), we have
ΦM(X,VX,k,Mk(d)) ≤ d(XunionsqMk,d)H (X,Mk).
Proof. Given (X, dX) ∈M, k ∈ N, (Mk, dk) ∈Mk with Mk = {1, 2, . . . , k} and d ∈ D(dX , dk), let
d
(XunionsqMk,d)
H (X,Mk) < η. This implies that for every x ∈ X, there exists i ∈Mk such that d(x, i) ≤ η.
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Mk Partk(X)
Voronoi(X,dX )
Hausdorff(X,dX )
Figure 3: An illustration of the Voronoi and Hausdorff maps associated to (X, dX).
We now consider the partition P = VX,k,Mk(d) = {B1, . . . , Bk}. For every i ∈Mk, we have
diam(Bi) = max
x,x′∈Bi
dX(x, x
′)
≤ max
x,x′∈Bi
(d(x, i) + d(x′, i))
≤ 2η.
The first inequality is due to triangle inequality on d, and the second inequality is due to the
fact that {Bi ∪ {i}}ki=1 is a Voronoi partition of (X unionsqMk, d) with respect to Mk. Since the above
inequalities hold for every i ∈ Mk, we have that maxi diam(Bi) ≤ 2η. Thus, we have shown that
ΦM(X,VX,k,Mk(d)) ≤ 2η. Hence, we conclude that ΦM(X,VX,k,Mk(d)) ≤ 2 · d(XunionsqMk,d)H (X,Mk).
The next lemma states that given a partition P of (X, dX), the cost of clustering X according
to P is at least the Gromov-Hausdorff distance between X and the k-point metric space obtained
from applying the Hausdorff map to P .
Lemma 2.13. For every (X, dX) ∈M, for every k ∈ N and for every P ∈ Partk(X), we have
2 · dGH(X,HX,k(P )) ≤ ΦM(X,P ).
Proof. Given (X, dX) ∈ M, k ∈ N and P = {Bi}ki=1 ∈ Partk(X), let η = ΦM(X,P ) =
maxi∈[k] diam(Bi). We define a metric dk on Mk as follows: for i, j ∈Mk,
dk(i, j) = d
X
H (Bi, Bj),
where dXH (Bi, Bj) is the Hausdorff distance in X between sets Bi and Bj . We define a map
φ : X → Mk as φ(x) = i, where i ∈ [k] is such that x ∈ Bi. This map is surjective and its graph
R(φ) := {(x, φ(x)) | x ∈ X} is a correspondence between (X, dX) and (Mk, dk). This is because
every x ∈ X belongs to some cluster Bi, i ∈ [k] and all clusters are non-empty.
For (x, i), (y, j) ∈ R(φ) with i = j, we have∣∣dX(x, y)− dk(i, j)∣∣ = dX(x, y) ≤ diam(Bi) ≤ η.
For (x, i), (y, j) ∈ R(φ) with i 6= j, we have∣∣dX(x, y)− dk(i, j)∣∣ = ∣∣dX(x, y)− dXH (Bi, Bj)∣∣.
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For 1 ≤ i, j ≤ k, we define
dX(Bi, Bj) := min
x∈Bi
min
x′∈Bj
dX(x, x
′).
Let vi ∈ Bi be such that dX(vi, Bj) is the smallest and vj ∈ Bj be such that dX(vj , Bi) is the
smallest. Then, we have dX(vi, Bj) = dX(vj , Bi) = dX(Bi, Bj).
Let ui ∈ Bi be such that dX(ui, Bj) is the largest and uj ∈ Bj be such that dX(uj , Bi) is the
largest. Then, we observe that
dXH (Bi, Bj) = max{dX(ui, Bj), dX(uj , Bi)}.
By triangle inequality, we have
dX(ui, Bj) ≤ dX(ui, vi) + dX(vi, Bj) ≤ diam(Bi) + dX(Bi, Bj) ≤ η + dX(Bi, Bj).
Similarly, dX(uj , Bi) ≤ η + dX(Bi, Bj). This implies that dXH (Bi, Bj) ≤ η + dX(Bi, Bj). Since
dXH (Bi, Bj) ≥ dX(Bi, Bj), we have that for (x, i), (y, j) ∈ R(φ) with i 6= j,∣∣dXH (Bi, Bj)− dX(x, y)∣∣ ≤ ∣∣η + dX(Bi, Bj)− dX(x, y)∣∣ ≤ η.
The second inequality holds because
dX(Bi, Bj) ≤ dX(x, y) ≤ η + dXH (Bi, Bj).
The leftmost inequality holds because
dX(x, y) ≤ dX(x,Bj) + diam(Bj) ≤ dX(ui, Bj) + η ≤ dXH (Bi, Bj) + η.
Thus, for the correspondence R(φ), we obtain dis(R(φ)) ≤ η. This shows that dGH(X,Mk) ≤ η2 .
Since HX,k(P ) = (Mk, dk), we have that 2 · dGH(X,HX,k(P )) ≤ ΦM(X,P ).
We are now ready to prove Theorem 1.7.
Proof of Theorem 1.7. Fix (X, dX) ∈M and k ∈ N. Suppose Sketchk(X) < η. Then, there exists
(Mk, dk) ∈Mk,Mk = {1, 2, . . . , k} and d ∈ D(dX , dk) such that d(XunionsqY,d)H (X,Mk) < η. From Lemma
2.12, we obtain that
ΦM(X,VX,k,Mk(d)) ≤ 2 · d(XunionsqY,d)H (X,Mk) < 2η.
Since VX,k,Mk (d) ∈ Partk(X) and Shatterk(X) = infP∈Partk(X) ΦM(X,P ), we obtain Shatterk(X) <
2η. Thus, we have shown that whenever Sketchk(X) < η, we have Shatterk(X) < 2η. We conclude
that Shatterk(X) ≤ 2 · Sketchk(X).
We now prove the opposite direction of the last inequality. Suppose Shatterk(X) < η. Then,
there exists P ∈ Partk(X) such that ΦM(X,P ) < η. From Lemma 2.13, we have that
2 · dGH(X,HX,k(P )) ≤ ΦM(X,P ) < η.
Since HX,k(P ) ∈Mk and Sketchk(X) = inf(Mk,dk)∈Mk dGH(X,Mk), we have that 2·Sketchk(X) <
η. Thus, we have shown that whenever Shatterk(X) < η, we have 2 ·Sketchk(X) < η. We conclude
that 2 · Sketchk(X) ≤ Shatterk(X).
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The following corollary provides a procedure for converting optimal sketches into optimal
clusterings, and vice-versa.
Corollary 2.14 (From optimal sketch to optimal shatter). We have that
• If (Mk, dk) ∈Mk,Mk = {1, 2, . . . , k} is s.t. Sketchk(X) = dGH(X,Mk), then for any optimal
d ∈ D(dX , dk), we obtain Shatterk(X) = ΦM(X,VX,k,Mk(d)).
• If P = {Bi}ki=1 ∈ Partk(X) is s.t. Shatterk(X) = ΦM(X,P ), then Sketchk(X) =
dGH(X,HX,k(P )).
Remark 2.2. Note that Corollary 2.14 along with Lemmas 2.12 and 2.13 tells us that for any
(X, dX) ∈M and k ∈ N, given an optimal k-sketch (Mk, dk) of X and an optimal metric coupling
d ∈ D(dX , dk), an optimal clustering of X is computable via the Voronoi map. On the other hand,
given an optimal clustering P = {Bi}di=1 ∈ Partk(X), an optimal k-sketch of X is obtained by
computing the Hausdorff distance between sets Bi, i ∈ [k]. Thus, the procedures mentioned in the
introduction, for transforming an optimal clustering of (X, dX) ∈M to an optimal k-sketch of X,
and vice-versa, are provided by the Hausdorff and the Voronoi maps respectively.
2.2 The computation of Sketchk(X) is NP-hard
We show that computing Sketchk(X) is NP-hard
5 by reducing, in polynomial time, an NP-hard
problem to the problem of computing Shatterk(X). The NP-Hard problem which we reduce the
computation of Shatterk(X) is the set cover decision problem [CLRS09]. Since Sketchk(X) =
1
2 · Shatterk(X), we obtain that the computation of Sketchk(X) is NP-hard. We start by defining
the set cover decision problem.
Definition 2.15 (Set Cover Decision Problem). Given a universe of elements U = {u1, . . . , un},
a collection S = {S1, . . . , Sm} of subsets of U such that ∪mi=1Si = U and k ∈ N, the set cover decision
problem asks if there is a collection {Si1 , . . . , Sil} ⊆ S such that ∪lj=1Sij = U and l ≤ k.
We now describe the reduction of an instance of the set cover decision problem to an instance of
computing Shatterk(X). Given an instance of a set cover decision problem with input U, S, |U | =
n, |S| = m and k ∈ N, we construct a graph G as follows: for every i ∈ [n], we add a vertex ui to G,
and for every i ∈ [m], we add a vertex Si to G. We add two more vertices r and r′ to G. We now
add edges between the vertices of G in the following manner. We add an edge of length 1 joining
r and r′. For every i ∈ [m], we add an edge of length 1 from r to every Si. For every i ∈ [n] and
j ∈ [m], if ui ∈ Sj , we add an edge of length 1 between vertices ui and Sj in G. Let V (G) denote
the set of vertices of G and E(G) denote the set of edges of G. We now have the following theorem.
Theorem 2.16. Given k ∈ N, there is a set cover of U of size k if and only if there exists a
partition of G into k + 1 blocks such that the diameter of every block is at most 2.
Proof. Fix k ∈ N. Suppose there is a set cover of U of size k. Let S′ = {Si1 , . . . , Sik} be such a set
cover. Then ∪kj=1Sij = U . We construct a partition of G as follows: for j ∈ [k] and Sij ∈ S′, let
Bj = Sij ∪ {u ∈ U | u ∈ Sij}. Let Bk+1 = V (G) \ ∪kj=1Bj . It is easy to check that the for every
j ∈ [k+1], diam(Bj) ≤ 2. We observe that Shatterk+1(G) = 2. Thus, the partition {B1, . . . , Bk+1}
is an optimal partition.
5See [JOH90] for background material on computational hardness concepts.
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Conversely, suppose that there exists a partition P of G into k+ 1 blocks such that the diameter
of every block is at most 2. We may assume that all blocks are connected.
We first show how to modify this partition P so as to ensure that no block of P is a singleton
containing some u ∈ U .
Claim 2.17. There is no block in partition P that is a singleton containing some u ∈ U .
Proof. Suppose P has a block B such that B = {u} for some u ∈ U . Then we consider any set Si
such that u ∈ Si. Let B′ be the block such that Si ∈ B′. There are five cases:
1. B′ = Si. In this case, we merge B and B′ into one block.
2. B′ contains u′ ∈ U , u′ 6= u, but B′ neither contains r nor any other Sj , j 6= i. In this case, we
merge B′ and B into a single block.
3. B′ contains both r and r′. In this case, if B′ contains any Sj 6= Si, then we remove Si from
B′ and add Si to B. If B′ does not contain any other Sj , j 6= i then we remove Si from B′
and add Si to B.
4. B′ does not contain r but contains some Sj 6= Si. This happens if there is a u′ ∈ U such that
u′ ∈ B′ and u′ ∈ Sj ∩ Si. In this case, we remove Si from B′ and add it to B.
5. B′ contains r but not r′. This means that r′ is in a block by itself. We remove r from B and
add it to the block of r′. Now we are in one of the above cases.
We observe that in all the above cases, we do not change the maximum diameter of the partition.
Therefore, we may assume that there is no block in P that is a singleton containing some u ∈ U .
We now show how to modify the partition P such that vertices r and r′ belong to the same
block.
Claim 2.18. Vertices r and r′ belong to the same block of partition P .
Proof. Let Br′ be the block containing the vertex r
′. Suppose Br′ does not contain r. Since the
blocks are connected, we have Br′ = {r′}. Let Br be the block containing the vertex r. If Br = {r},
we merge Br and Br′ to a single block. If Br contains some u ∈ U , then it also contains some
Si ∈ S. In this case, we remove r from Br and add r to Br′ . Note that removing r from Br does
not disconnect Br. If Br does not contains any u ∈ U but contains some Si ∈ S, then we merge Br
and Br′ to a single cluster. We observe that any of the above steps do not change the maximum
diameter of partition P .
We now show that the k blocks of P obtained by excluding the block containing vertices r and
r′ form a set cover of U size k. We observe that the block containing r does not contain any u ∈ U
because this block also contains r′ and the diameter of the partition is at most 2. Therefore, all
u ∈ U are covered by the remaining k blocks. Since the blocks are connected and there is no block
that is a singleton containing some u ∈ U , we have that every block contains some Si ∈ S. Let L be
the set of blocks of P containing exactly one Si ∈ S and M be the set of blocks of P containing
more than one Si. We observe that for every block B ∈M , every u ∈ U ∩B is contained in every
Si ∈ B. We define a set cover H as follows: for every block B ∈ L, add the unique Si ∈ B to H.
For every block B ∈M , pick some Si ∈ B arbitrarily and add to H. The set H contains k elements
of S that cover U . Thus, we obtain a set cover of U of size k.
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2.3 A polynomial time approximation of Sketchk(X)
In the previous section, we proved that computing Sketchk(X) is NP-Hard. In this section, we
present a polynomial time algorithm that computes a 2-approximation of Sketchk(X). Furthermore,
we establish that the 2 factor is optimal.
Theorem 2.19. Given X ∈ M and k ∈ N, there is a polynomial time algorithm that outputs a
2-approximation of Sketchk(X). Furthermore, for any  > 0, obtaining a (2− )-approximation of
Sketchk(X) is NP-Hard.
Proof. Computation of Shatterk(X) is same as solving the problem of clustering a metric space to
minimize the maximum inter-cluster distance. The latter problem was first studied by Gonzales
[Gon85], and he obtained a 2-approximation algorithm for this problem. Additionally, he showed
that for any  > 0, obtaining a (2− )-approximation for this problem is NP-Hard. This implies the
existence of a 2-approximation algorithm for computing Shatterk(X), as well as that obtaining
a (2 − )-approximation of Shatterk(X) is NP-Hard, for any  > 0. Let P ∈ Partk(X) be the
partition of X obtained from the 2-approximation algorithm of Gonzales [Gon85]. We apply the
Hausdorff map (Definition 2.11) to P to obtain a k-point metric space, say Mk. From Lemma 2.13,
we obtain that
2 · dGH(X,Mk) ≤ max
{Bi}ki=1∈P
diam(Bi) ≤ 2 · Shatterk(X) = 4 · Sketchk(X).
Here, the last equality is due to the strong duality theorem (Theorem 1.7). Since Sketchk(X) ≤
dGH(X,Mk), we obtain that Mk is a 2-approximation of Sketchk(X). We note that computation
of Mk is polynomial time, since the computation involves calculating Hausdorff distance between
blocks of partition P , and this can be done in polynomial time.
We now prove that for any  > 0, obtaining a (2− )-approximation of Sketchk(X) is NP-Hard.
We recall that for λ > 0, a λ-approximation of Sketchk(X) is a pair (Mk, R), where Mk is a k-point
metric space and R is a correspondence between X and Mk satisfying
dis(R)
2 ≤ λ · Sketchk(X). We
assume that there exists a polynomial time algorithm that outputs an (Mk, dk), Mk = {1, 2, . . . , k},
and R ∈ R(X,Mk) that is a (2− )-approximation of Sketchk(X), for some  > 0. Clearly, we have
dis(R) ≤ 2 (2− ) · Sketchk(X). By applying the Voronoi map (Definition 2.10) to dR ∈ D(dX , dk),
defined in (5), we obtain a partition of X, say {Bi}ki=1 that satisfies
Shatterk(X) ≤ max
i
diam(Bi) ≤ 2 · d(XunionsqMk,dR)H (X,Mk) ≤ dis(R)
≤ 2 (2− ) · Sketchk(X) = (2− ) · Shatterk(X).
Here, the first inequality follows from the definition of Shatterk(X), the second is from Lemma
2.12, the third is from Corollary 2.7 and the equality in the end is due to the strict duality theorem
(Theorem 1.7). Thus, we have a polynomial time algorithm that computes a (2− )-approximation
of Shatterk(X). This contradicts the fact that obtaining a (2− )-approximation of Shatterk(X)
is NP-Hard for all  > 0.
Remark 2.3. It is known that computing Gromov-Hausdorff distance between finite metric spaces
leads to solving an instance of the Quadratic Assignment Problem, which is NP-Hard. In addition,
computing any (1 + )-approximation is also NP-Hard, for all  > 0. However, the strong duality
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(Theorem 1.7) for metric spaces proves that there is a simple 2-approximation algorithm for computing
the Gromov-Hausdorff distance between a finite metric space X and the k-point metric space closest
to X for k < |X|.
2.4 Theoretical guarantees for Farthest Point Sampling
Farthest point sampling (FPS) method was first used by Gonzales [Gon85] to determine a k clustering
of a point cloud, k ∈ N, that minimizes the maximum cluster diameter. The method did not produce
an optimal clustering, but produced the best approximation to optimal clustering. It was later
proved that finding a better approximation to optimal clustering is NP-Hard. Since then, FPS has
been used in many applications such as computing approximate geodesic distances [ABSW07, GM],
for shape recognition [EK03, MS04], for efficiently computing point-to-point correspondence between
surfaces [BBK06, WSBA07], and for subsampling finite metric spaces as a preprocessing step in
computational topology [ATVJ14] (where it is known as the maxmin algorithm). In all these
works, it has been shown experimentally that FPS is a good heuristic for isometry-invariant surface
processing tasks, but none of these works establish any theoretical guarantees behind using FPS.
In [KLMW16], the stretch factor of approximate geodesics computed using FPS is defined as
the maximum over all pairs of distinct vertices, of their approximated distance over their geodesic
distance in the graph. The authors obtain a bound on this stretch factor in terms of the minimal
stretch factor, and therefore provide a theoretical explanation for why FPS is a good heuristic
for surface processing tasks. However, the bound obtained on the stretch factor depends on the
intrinsic properties of the input graph, i.e. the ratio of the lengths of the longest and shortest edges
of the graph, and this number can be quite large. In addition, FPS has been analyzed for a specific
application of approximating geodesics on a graph, with a fixed definition of approximation.
In this work, we show that a k-point metric space Mk that is closest to a point cloud X satisfies
dGH(X,Mk) =
1
2
min
{Bi}ki=1∈Partk(X)
max
i
diam(Bi) = Shatterk(X).
The objective of minimizing the maximum cluster diameter was studied by Gonzales [Gon85], and
he obtained a 2-approximation for this objective using a Voronoi partition associated to the points
sampled via FPS. He also proved that obtaining a 2−  approximation is NP-Hard for any  > 0.
Thus, the Voronoi partition of X associated to its sample obtained via FPS provides the best possible
approximation for Shatterk(X). In this work, we prove that if {Bi}ki=1 is a Voronoi partition of
X associated to its sample obtained via FPS, then Mk with dk(i, j) = d
X
H (Bi, Bj) provides the
best approximation to inf(Mk,dk) dGH(X,Mk). The k-point approximation of X produced by our
algorithm is not necessarily a subset of X. However, we show that the set of k-points obtained
using FPS provides a 4-approximation to Sketchk(X). Precisely, let Fk = {a1, . . . , ak} be the set
of k-points obtained using FPS and {Bi}ki=1, ai ∈ Bi be the partition obtained by applying the
Voronoi map VX,k,Fk,dX on any Voronoi clustering of X with respect to Fk. Then we have that
dGH(X,Fk) ≤ dXH (X,Fk) = max
1≤i≤k
max
x∈Bi
dX(x, ai) ≤ max
1≤i≤k
diam(Bi)
≤ 2 · Shatterk(X) = 4 · Sketchk(X).
The third inequality holds because {Bi}ki=1 provides a 2-approximation to Shatterk(X), and the
last equality is by our strong duality theorem for metric spaces (Theorem 1.7). Thus, we have
21
xr
x x
x x
x
1
2
3
4
5
6
x
x
x1
x2
x3
x4
x5
x6
(0,0)
Figure 4: The tree metric space (left) and the Euclidean metric space (right) X = {x1, . . . , x6}
corresponding to m = 1.
proved that the set of k-points obtained using FPS provide a 4-approximation to the k-point metric
space closest to X. We remark that these are the first results providing theoretical guarantees for
using FPS to sample point clouds.
2.5 Minimizers of Mk 7→ dGH(X,Mk) are not always subsets
In this section, we show that for any m ∈ N, there exists a metric space (X, dX) such that
minimizers of M3m 7→ dGH(X,M3m) are not subsets of X. This is surprising since most of the
sampling algorithms only sample subsets of the input metric space, while this result shows that
there are metric spaces for which the closest metric space of smaller cardinality is not one of its
subset. Here, being closest in terms of the Gromov-Hausdorff distance implies that this set retains
crucial properties of the input metric space better than any subset of the input metric space.
In Proposition 2.21, we first consider the case when X is tree metric space, and in Proposition
2.22, we deal with the case when X is a metric space that can be isometrically embedded into the
Euclidean plane.
Definition 2.20 (Tree metric space [SS03]). A metric space (X, dX) is called a tree metric space
if there exists a weighted tree T = (VT , ET , wT ) and a map φ : X → VT such that for all x, x′ ∈ X,
dX(x, x
′) = dT (φ(x), φ(x′)). Here, dT is the metric on VT induced by wT .
Proposition 2.21 (Tree metric spaces). For all m ∈ N and n = 3m, there exist tree metric
spaces (X, dX) and (Y, dY ) such that (1) |Y | = n, and (2) for any K ⊂ X with |K| ≤ n, we have
dGH(X,K) > dGH(X,Y ).
The proof of the above proposition has been moved to the appendix. The tree metric space X
corresponding to m = 1 is depicted in Figure 4. Now, we show that we have a similar behavior even
for subsets of Euclidean space.
Proposition 2.22 (Euclidean metric spaces). For all m ∈ N and n = 3m, there exist X,Y ⊂ R2
such that (1) |Y | = n, and (2) for any K ⊂ X with |K| ≤ n, we have dGH(X,K) > dGH(X,Y ).
The proof of the above proposition can also be found in the appendix. The euclidean metric space
X corresponding to m = 1 is depicted in Figure 4. This completes our duality and computational
results for metric spaces. We now start with metric measure spaces.
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3 The case of metric measure spaces
In this section, we first prove that for k ∈ N andX ∈Mk,w, Sketchk,p(X) is dual to Shatterk,p,∞(X),
for k = 1 and 1 ≤ p < ∞, and for p = ∞ and any finite k. However, in 3.2 we prove that, in
general, these objectives are not dual to each other. Thus, in 3.3, we define Sturm’s version
of p-Gromov-Wasserstein distance and prove in Section 3.4 that for all k ∈ N and 1 ≤ p ≤ ∞,
SketchSk,p(X) is dual to Shatterk,p,p(X).
3.1 The weak Gromov-Wasserstein distance
In this section, we define the p-Gromov-Wasserstein distance between mm-spaces following [Me´m11].
We say that two mm-spaces X and Y are isomorphic whenever there exists a map φ : X → Y
such that (1) dX(x, x
′) = dY (φ(x), φ(x′)) for all x, x′ ∈ X, and (2) µX(φ−1(B)) = µY (B) for all B
measurable.
The analogue of correspondence for metric measure spaces is given by the notion of measure
coupling.
Definition 3.1 (Measure coupling). Let X,Y ∈ Mw. A probability measure µ on the product
space X × Y is called a coupling of µX and µY iff we have the following:
• For all measurable sets A ⊆ X, µ(A× Y ) = µX(A) and,
• For all measurable sets B ⊆ Y , µ(X ×B) = µY (B).
For X,Y ∈ Mw, let U(µX , µY ) denote the set of all couplings between µX and µY . For
µ ∈ U(µX , µY ), let R(µ) = supp[µ] = {(x, y) ∈ X × Y | µ(x, y) 6= 0}. The distortion of a measure
coupling µ is defined as follows.
Definition 3.2 (p-distortion). Given X,Y ∈ Mw, p ∈ [1,∞] and µ ∈ U(X,Y ), the p-distortion
of µ is defined as follows: for 1 ≤ p <∞, we have
disp(µ) :=
(∫
X×Y
∫
X×Y
|dX(x, x′)− dY (y, y′)|pdµ(x, y) dµ(x′, y′)
)1/p
.
For p =∞, we have dis∞(µ) := supx,x′∈X, y,y′∈Y, (x,y),(x′,y′)∈R(µ) |dX(x, x′)− dY (y, y′)|.
We are now ready to define the p-Gromov-Wasserstein distance between metric measure spaces.
Definition 3.3 (p-Gromov-Wasserstein Distance). Given X,Y ∈ Mw and 1 ≤ p ≤ ∞, the
p-Gromov-Wasserstein distance between X and Y is defined as
dGWp(X,Y ) :=
1
2
inf
µ∈U(µX ,µY )
disp(µ).
It is known [Me´m11] that the p-Gromov-Wasserstein distance defines a proper metric on the
collection of isomorphism classes of mm-spaces. The analogue of Hausdorff distance for metric
measure spaces is the p-Wasserstein distance.
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Definition 3.4 (p-Wasserstein distance, [Vil03]). Let (X, dX , µX) ∈ Mw and A,B ⊂ X be
compact subsets of X. Let µA, µB be Borel probability measures with supp[µA] = A and supp[µB] = B.
The p-Wasserstein distance between (A,µA) and (B,µB) is defined as
dXWp(µA, µB) := inf
µ∈U(µA,µB)
(∫
A×B
dpX(a, b)dµ(a, b)
)1/p
,
for 1 ≤ p <∞, and dXW∞(µA, µB) := infµ∈U(µA,µB) sup(a,b)∈R(µ) dX(a, b).
3.2 Relationship between Sketchk,p and Shatterk,p,∞
In this section, we show the relation between Sketchk,p and Shatterk,p,∞ for various values of
k ∈ N and 1 ≤ p ≤ ∞. It turns out that these are strictly dual to each other for certain values of p
and k:
Theorem 3.5 (The case of k = 1 and p finite). For all X ∈Mw and 1 ≤ p <∞, we have
Sketch1,p(X) =
1
2
· Shatter1,p,∞(X).
Proof. We have Sketch1,p(X) = inf(M1,d1,µ1)dGWp(X,M1). There is a unique probability measure µ1
that is defined on a one point metric space and hence a unique coupling between µX and µ1. Thus, we
obtain that Sketch1,p(X) = dGWp(X,M1) =
1
2 · diamp(X). We have Shatter1,p,∞(X) = diamp(X)
and this proves the theorem.
Theorem 3.6 (The case of k finite and p =∞). For all X ∈Mw and k ∈ N, we have
Sketchk,∞(X) =
1
2
Shatterk,∞,∞(X).
Proof. We observe that dGW∞(X,Mk) ≥ dGH(X,Mk). Therefore, we have that
Sketchk,∞(X) = inf
(Mk,dk,µk)
dGW∞(X,Mk) ≥ inf
(Mk,dk)
dGH(X,Mk) =
1
2
· Shatterk(X).
Since Shatterk(X) = Shatterk,∞,∞(X), we obtain Sketchk,∞(X) ≥ 12 · Shatterk,∞,∞(X). We
now prove the opposite inequality. Let Shatterk,∞,∞(X) ≤ η. Then, there exists a partition
{B1, · · ·Bk} of X such that for all i ∈ [k], diam(Bi) ≤ η. Let (Mk, dk, µk) be the k point metric
space such that for all i, j ∈ [k], dk(i, j) = dXH (Bi, Bj) and µk(i) = µX(Bi). Let γ be the probability
measure on X ×Mk defined by γ(A × {i}) = µX(A ∩ Bi), for all measurable sets A ⊆ X and
i ∈ Mk. Clearly, γ(X × {i}) = µX(Bi) = µk(i) ∀ i ∈ Mk. Now, for all A ⊂ X measurable,
γ(A×Mk) =
∑
i∈[k] µX(A ∩Bi) = µX(A). Thus, γ is a coupling between µX and µk.
Now, we have
dGW∞(X,Mk) ≤
1
2
sup
x,x′ ∈ X
i,j ∈ Mk
(x,i),(x′,j) ∈ supp(µ)
|dX(x, x′)− dk(i, j)| ≤ 1
2
sup
x ∈ Bi
x′ ∈ Bj
|dX(x, x′)− dk(i, j)|.
We have the following two cases:
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• Case 1 : i = j
Here we have supx,x′∈BidX(x, x
′) = maxidiam(Bi) ≤ η.
• Case 2 : i 6= j
Here we have
sup
x∈Bi,y∈Bj
|dX(x, y)− dk(i, j)| = sup
x∈Bi,y∈Bj
|dX(x, y)− dXH (Bi, Bj)|.
Now, dXH (Bi, Bj) ≤ η + dX(Bi, Bj), where dX(Bi, Bj) = infx∈Bi,y∈BjdX(x, y). From the proof
of Lemma 2.13, we know that for any x ∈ Bi and y ∈ Bj ,
dX(Bi, Bj) ≤ dX(x, y) ≤ η + dXH (Bi, Bj)
and dX(Bi, Bj) ≤ dXH (Bi, Bj) ≤ η + dX(Bi, Bj). This gives |dX(x, y) − dXH (Bi, Bj)| ≤ η.
Thus, dGW∞(X,Mk) ≤
η
2
. So Sketchk,∞(X) ≤ η
2
. Thus, we obtain Sketchk,∞(X) ≤
1
2Shatterk,∞,∞(X).
We showed that for k ∈ N and 1 ≤ p ≤ ∞ Sketchk,p and Shatterk,p,p are strictly dual for
certain combinations of k and p. We now prove Theorem 1.12 which states that for all metric
measure spaces (X, dX , µX), k ∈ N and 1 ≤ p ≤ ∞, we have Sketchk,p(X) ≤ Shatterk,p,∞(X).
Proof of Theorem 1.12. Let Shatterk,p,∞(X) ≤ η. This means that there exists a partition
B1, . . . , Bk of X such that for all 1 ≤ i ≤ k, diamp(Bi) ≤ η. Consider a set of k points Mk.
We define a metric dk on Mk as follows:
dk(i, j) = d
X
Wp(µBi , µBj )
where metric on Bi is dX |Bi and µBi =
µX |Bi
µX(Bi)
. The measure µk on Mk is defined as follows:
µk(i) = µX(Bi) for each i ∈ [k]. Let γ be the probability measure on X×Mk defined by: γ(A×{i}) =
µX(A∩Bi) for all measurable sets A ⊆ X and i ∈Mk. Clearly, γ(X × {i}) = µX(Bi) = µk(i) ∀ i ∈
Mk. Now, for all A ⊂ X measurable, γ(A×Mk) =
∑
i∈[k] µX(A ∩Bi) = µX(A). Thus, γ is a valid
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coupling between µX and µk. Now,
dGWp(X,Mk) ≤
1
2
 ∫∫
(X×Mk)×(X×Mk)
|dX(x, y)− dk(i, j)|pdγ(x, i)dγ(y, j)

1/p
≤ 1
2
 ∫∫
(X×Mk)×(X×Mk)
|dX(x, y)− dXWp(µBi , µBj )|pdγ(x, i)dγ(y, j)

1/p
≤ 1
2
 ∫∫
(X×Mk)×(X×Mk)
|dXWp(δx, δy)− dXWp(µBi , µBj )|pdγ(x, i)dγ(y, j)

1/p
≤ 1
2
 ∫∫
(X×Mk)×(X×Mk)
|dXWp(δx, µBi) + dXWp(δy, µBj )|pdγ(x, i)dγ(y, j)

1/p
≤ 1
2
 ∫∫
(X×Mk)×(X×Mk)
|dXWp(δx, µBi)|pdγ(x, i)dγ(y, j)

1/p
+
1
2
 ∫∫
(X×Mk)×(X×Mk)
|dXWp(δy, µBj )|pdγ(x, i)dγ(y, j)

1/p
≤ 1
2
∑
i
∫
Bi
|dXWp(δx, µBi)|pdµX(x)
1/p + 1
2
∑
j
∫
Bj
|dXWp(δy, µBj )|pdµX(y)

1/p
=
∑
i
∫
Bi
|dXWp(δx, µBi)|pdµX(x)
1/p .
Here, the fourth inequality is due to the triangle inequality and the fifth inequality is due to
Minkowski’s inequality. Now, for all x ∈ X, dXWp(δx, µBi) =
(∫
y∈Bi d(x, y)
p dµX(y)
µX(Bi)
)1/p
. Therefore,
we have∑
i
∫
Bi
|dXWp(δx, µBi)|pdµX(x)
1/p = (∑
i
∫
x∈Bi
∫
y∈Bi
d(x, y)pdµX(x)
dµX(y)
µX(Bi)
)1/p
.
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Now, diamp(Bi) =
(∫
x∈Bi
∫
y∈Bi d(x, y)
p dµX(x)
µX(Bi)
dµX(y)
µX(Bi)
)1/p
. Thus, we obtain
(∑
i
∫
x∈Bi
∫
y∈Bi
d(x, y)pdµX(x)
dµX(y)
µX(Bi)
)1/p
=
(∑
i
diampp(Bi) · µX(Bi)
)1/p
.
We know that for every i ∈ [k], diamp(Bi) ≤ η and
∑
i µX(Bi) = 1. This implies that(∑
i
diampp(Bi) · µX(Bi)
)1/p
≤ η.
We have shown that whenever Shatterk,p,∞(X) ≤ η, we obtain Sketchk,p(X) ≤ η. Thus,
Sketchk,p(X) ≤ Shatterk,p,∞(X).
In Theorem 1.12, we showed that Sketchk,p(X) ≤ Shatterk,p,∞(X) for X ∈ Mw. In general,
however, these objectives are not dual to each other as we show next.
Shatterk,p,∞ is not dual to Sketchk,p. Let ∆m = ([m], dm, µm) denote the metric measure
space with m points such that (1)for all i, j ∈ [m], dm(i, j) = 1 for i 6= j and dm(i, j) = 0 for i = j,
and (2) for every i ∈ [m], we have µm(i) = 1m . The next theorem shows that for certain values of m,
Sketchk,p(∆m) and Shatterk,p,∞(∆m) are not within constant factor of each there. This implies
that the functionals Sketchk,p and Shatterk,p,∞ are not dual to each other.
Theorem 3.7. For every constant C1 > 0 and every r ∈ N such that r ≥ 2, there exists k ∈ N
such that for m = rk, we have C1 · Shatterk,p,∞(∆m) > Sketchk,p(∆m), for every 1 ≤ p <∞.
Proof. Fix p ∈ [1,∞). We first show that for any r, k ∈ N and m = rk, we have Shatterk,p,∞(∆m) =(
1− km
) 1
p . We know that for any B ⊆ ∆m with |B| = l, we have diamp(B) =
(
1− 1l
) 1
p . Therefore
for any partition {B1, . . . , Bk} of ∆m with |Bi| = li, we have maxidiamp(Bi) = maxi
(
1− 1li
) 1
p
=(
1− 1maxili
) 1
p
. Thus,
Shatterk,p,∞(∆m) = min
(l1,...,lk)∑k
i=1 li=m
max
i
(
1− 1
li
) 1
p
=
1− 1min (l1,...,lk)∑k
i=1 li=m
maxili

1
p
.
Since m = rk, we have that
min (l1,...,lk)∑k
i=1 li=m
maxili =
m
k
= r.
Thus, we obtain Shatterk,p,∞(∆m) =
(
1− km
) 1
p .
From the definition of Sketchk,p(X), we know that Sketchk,p(∆m) ≤ dGWp(∆m,∆k). We
use claim 5.1 from [Me´m11] to obtain that dGWp(∆k,∆m) ≤ 12
(
1
k +
1
m
) 1
p . This implies that
Sketchk,p(∆m) ≤ 12
(
1
k +
1
m
) 1
p .
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Now, we fix a constant C1 > 0 and r ∈ N such that r ≥ 2. Let k ∈ N be such that
k >
1 + r−1
2p · Cp1 · (1− r−1)
. Then, we have that
C1 · (1− r−1)1/p > 1
2 · k1/p · (1 + r
−1)1/p.
This implies that C1 · Shatterk,p,∞(∆m) > Sketchk,p(∆m).
From the definition of duality (equation (2)) and the above theorem, we conclude that Shatterk,p,∞
is not dual to Sketchk,p.
3.3 Using Sturm’s version of the Gromov-Wasserstein distance
In this section, we define another sketching objective for metric measure spaces, SketchSk,p(X) using
Sturm’s definition of p-Gromov-Wasserstein distance [Stu06]. We show that SketchSk,p is dual to
the clustering objective Shatterk,p,p, for all k ∈ N and 1 ≤ p ≤ ∞.
We recall that given X,Y ∈ Mw, D(dX , dY ) denotes the set of all metric couplings between
dX and dY . The Sturm’s version of p-Gromov-Wasserstein distance, for 1 ≤ p ≤ ∞, is defined as
follows.
Definition 3.8 (Sturm’s version of p-Gromov-Wasserstein distance). [Stu06] Given X,Y ∈
Mw and 1 ≤ p <∞, define
ζp(X,Y ) := inf
d∈D(dX ,dY )
µ∈U(µX ,µY )
(∫
X×Y
dp(x, y) dµ(x, y)
)1/p
.
For p =∞, define
ζ∞(X,Y ) := inf
d∈D(dX ,dY )
µ∈U(µX ,µY )
sup
(x,y)∈R[µ]
d(x, y).
It was shown in [Me´m11] that for all X,Y ∈Mw and 1 ≤ p ≤ ∞, ζp(X,Y ) ≥ dGWp(X,Y ) and
ζ∞(X,Y ) = dGW∞(X,Y ).
We now prove the duality between SketchSk,p(X) and Shatterk,p,p(X) for metric measure spaces
using a method similar to that for metric spaces. We define the Voronoi map and the Wasserstein
map for metric measure spaces. Given a metric measure space (X, dX , µX) and k ∈ N, the Voronoi
map associated to X returns a partition of X into k clusters. The Wasserstein map, on the other
hand, acts on a partition of X into k clusters, and returns a k-point metric measure space.
Definition 3.9 (, p-optimal metric coupling). Let (X, dX , µX) ∈Mw, k ∈ N, 1 ≤ p <∞ and
 > 0. Given (Mk, dk, µk) ∈Mk,w, d ∈ D(dX , dk) is called , p-optimal if
ζp(X,Mk) +  ≥ inf
µ∈U(µX ,µk)
(∫
X×Mk
dp(x, i)dµ(x× i)
)1/p
.
We denote by D,p(dX , dk) the set of all , p-optimal metric couplings between dX and dk.
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Definition 3.10 (Voronoi map for mm-spaces). Let (X, dX , µX) ∈ Mw, k ∈ N, 1 ≤ p < ∞
and  > 0. Given (Mk, dk, µk) ∈ Mk,w, Mk = {1, 2, . . . , k}, let d ∈ D,p(dX , dk). Let P = {B′i}ki=1
be a Voronoi partition of (X unionsqMk, d) with respect to Mk. We define for every i ∈Mk, Bi = B′i ∩X.
Thus, {Bi}ki=1 ∈ Partk(X). We now define
VX,k,Mk,,p : D,p → Partk(X)
as VX,k,Mk,,p(d) := {Bi}ki=1 ∈ Partk(X).
Remark 3.1. We observe that when X is finite, then given 1 ≤ p <∞, we obtain d ∈ D(dX , dk) such
that ζp(X,Mk) = infµ∈U(µX ,µk)
(∫
X×Mk d
p(x, i)dµ(x× i)
)1/p
. Therefore, in the above definition,
fixing an  > 0 is not required.
Definition 3.11 (Wasserstein map for mm-spaces). Let (X, dX , µX) ∈ Mw and k ∈ N. We
define a map HwX,k : Partk(X) → Mk,w as follows: for any P = {Bi}ki=1 ∈ Partk(X), we define
(Mk, dk, µk) as
dk(i, j) := d
X
Wp(µBi , µBj ) ∀ i, j ∈ [k], i 6= j and µk(i) = µX(Bi) ∀ i ∈ [k].
Here dXWp(µBi , µBj ) is the p-Wasserstein distance (Definition 3.4) between Bi and Bj in X and
µBi =
µX |Bi
µX(Bi)
for all i ∈ [k], i.e. µBi arises as the renormalization of the measure µX when restricted
to Bi. We now define
HwX,k(P ) := (Mk, dk, µk).
In the next section, we use the two maps defined above to establish the duality result for metric
measure spaces.
3.4 Relationship between SketchSk,p and Shatterk,p,p
We now use the Voronoi map and the Wasserstein map for metric measure spaces to establish a
duality between SketchSk,p and Shatterk,p,p for all k ∈ N and 1 ≤ p ≤ ∞ . We prove the stability
of these maps in Lemmas 3.12 and 3.14. The first lemma, i.e. Lemma 3.12 states that given a metric
measure space (X, dX) and a k-point metric measure space Mk, the cost of partitioning X into the
clusters obtained by applying the Voronoi map is arbitrarily close to twice the Gromov-Wasserstein
distance between X and Mk. This lemma is formally stated as follows.
Lemma 3.12. For every X ∈ Mw, k ∈ N, Mk = {1, 2, . . . , k} ∈ Mk,w,  > 0, 1 ≤ p < ∞ and
d ∈ D,p(dX , dk), we have
Φp,p(X,VX,k,Mk,,p(d)) ≤ 2 · ζp(X,Mk) + 2.
We need the following claim to prove the above lemma.
Claim 3.13. Given (X, dX , µX) ∈Mw, (Mk, dk, µk) ∈Mk,w and a coupling d between dX and dk,
let {B′1, . . . , B′k} denote the Voronoi partition of X unionsqMk with respect to Mk under the metric d.
For all i ∈ [k], let Bi = B′i \ {i}. Define (Mk, dk, µVk ) ∈ Mk,w, where for every i ∈ [k], µVk (i) =
µX(Bi). Then, there exists a coupling µ
′ between µX and µVk such that supp[µ
′] = ∪i∈[k](Bi × {i}),
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i.e. (x, i) ∈ supp[µ′] if and only if x ∈ Bi, and for every coupling µ between µX and µk,(∫
X×Mk
dp(x, i)dµ′(x× i)
)1/p
≤
(∫
X×Mk
dp(x, i)dµ(x× i)
)1/p
.
Proof of Claim 3.13. Let Z = X unionsqMk. Let d be a metric on Z such that d is a coupling between dX
and dk. Let µ be any coupling between µX and µk. Since {B′1, B′2, . . . , B′k} is a Voronoi partition of
Z with respect to Mk, we have that for all i, j ∈ [k], if x ∈ B′i, then d(x, i) ≤ d(x, j) for all j 6= i.
Let µ′ be the probability measure on X×Mk defined by µ′(A×{i}) = µX(A∩Bi), for all A ⊆ X
and i ∈Mk . We first claim that µ′ ∈ U(µX , µVk ). Clearly, µ′(X ×{i}) = µX(Bi) = µVk (i) ∀ i ∈Mk.
Now, for all A ⊆ X measurable, µ′(A×Mk) =
∑
i∈[k] µX(A ∩Bi) = µX(A). Thus, µ′ is a coupling
between µX and µ
V
k . It is straightforward to see that supp[µ
′] = ∪i∈[k](Bi × {i}).
Now, to prove the claim write:∫
X×Pk
dp(x, i)µ(dx× {i}) =
∑
i
∫
X
dp(x, i)µ(dx× {i})
=
∑
i
∑
j
∫
Bj
dp(x, i)µ(dx× {i})
≥
∑
i
∑
j
∫
Bj
dp(x, j)µ(dx× {i})
=
∑
j
∫
Bj
dp(x, j)µX(dx)
=
∫
X×Pk
dp(x, j)µ′(dx× {j}).
Proof of Lemma 3.12. Given (X, dX , µX) ∈ Mw, (Mk, dk, µk) ∈ Mk,w, 1 ≤ p < ∞ and  > 0, let
d ∈ D,p(dX , dk). Then, we have that
ζp(X,Mk) +  ≥ inf
µ∈U(µX ,µk)
 ∫
X×Mk
dp(x, i)dµ(x× i)

1/p
.
Let {B′i}ki=1 be a Voronoi partition of (X unionsqMk, d) with respect to Mk and {Bi}ki=1 = {B′i ∩X}ki=1.
By definition, VX,k,Mk,,p(d) = {Bi}ki=1. By Claim 3.13, there exists (Mk, dk, µVk ) ∈ Mk,w, and a
coupling µ′ ∈ U(µX , µVk ) such that supp[µ′] = ∪i∈[k](Bi × {i}), and
inf
µ∈U(µX ,µk)
 ∫
X×Mk
dp(x, i)dµ(x× i)

1/p
≥
 ∫
X×Mk
dp(x, i)dµ′(x× i)

1/p
.
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We consider the partition P = {Bi}ki=1 of X. Then, we have(∫
X×Mk
dp(x, i) dµ′(x× i)
)1/p
=
(∑
i
∫
Bi
dp(x, i) dµX(x)
)1/p
≤ ζp(X,Mk) + .
From the above equation, we obtain
2 · ζp(X,Mk) + 2 ≥
(∑
i
∫
Bi
dp(x, i)dµX(x)
)1/p
+
(∑
i
∫
Bi
dp(x′, i)dµX(x′)
)1/p
=
∑
i
∫∫
Bi×Bi
dp(x, i)dµX(x)dµX(x
′)
µX(Bi)
1/p +
∑
i
∫∫
Bi×Bi
dp(x′, i)dµX(x′)dµX(x)
µX(Bi)
1/p
≥
∑
i
∫∫
Bi×Bi
(d(x, i) + d(x′, i))pdµX(x)dµX(x′)
µX(Bi)
1/p .
The last inequality is due to Minkowski’s inequality. From the triangle inequality, we have
2 · ζp(X,Mk) + 2 ≥
∑
i
1
µX(Bi)
∫∫
Bi×Bi
dp(x, x′)dµX(x)dµX(x′)
1/p
=
(∑
i
diampp(Bi)µX(Bi)
)1/p
.
Thus, we have
2 · ζp(X,Mk) + 2 ≥
(∑
i
diampp(Bi)µX(Bi)
)1/p
.
Since VX,k,Mk,,p(d) = {Bi}ki=1 and Φp,p(X, {Bi}ki=1) =
(∑
i diam
p
p(Bi)µX(Bi)
)1/p
, we obtain
Φp,p(X,VX,k,Mk,,p(d)) ≤ 2 · ζp(X,Mk) + 2.
The next lemma states that given X ∈Mw and a partition P of X into k clusters, the Gromov-
Wasserstein distance between X and the k-point mm-space obtained by applying the Hausdorff map
to P , is at most the cost of partitioning X as P . This lemma is formally stated as follows.
Lemma 3.14. For every X ∈Mw, k ∈ N, P ∈ Partk(X) and 1 ≤ p <∞, we have
ζp(X,HwX,k(P )) ≤ Φp,p(X,P ).
Proof. Given (X, dX , µX) ∈Mw and P = {Bi}ki=1 ∈ Partk(X), let
η = Φp,p(X,P ) =
(∑
i
diampp(Bi)µX(Bi)
)1/p
.
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Let (Mk, dk, µk) be a k-point metric measure space such that
dk(i, j) = d
X
Wp
(
µX |Bi
µX(Bi)
,
µX |Bj
µX(Bj)
)
∀ i, j ∈ [k], i 6= j and µk(i) = µX(Bi) ∀ i ∈ [k].
Define d on X unionsqMk as follows:
d(x, i) = dXWp
(
δx,
µX |Bi
µX(Bi)
)
∀ x ∈ X, i ∈ [k].
It follows from the definition that d satisfies triangle inequality. Let µ be a probability measure
on X ×Mk defined by µ(A× {i}) = µX(A ∩Bi) for all A ⊆ X and i ∈Mk. Clearly, µ(X × {i}) =
µX(Bi) = µk(i) ∀ i ∈Mk. Now, for all A ⊆ X measurable, µ(A×Mk) =
∑
i∈[k] µX(A∩Bi) = µX(A).
Thus, µ is a coupling between µX and µk. Now, we have∫
X×Pk
dp(x, i)dµ(x, i) =
∑
i
∫
Bi
dp(x, i)µX(dx) =
∑
i
∫
Bi
(
dXWp
(
δx,
µX |Bi
µX(Bi)
))p
µX(dx)
=
∑
i
∫
Bi
∫
Bi
dp(x, y)
µX(dy)
µX(Bi)
µX(dx)
=
∑
i
µX(Bi)
∫∫
Bi×Bi
dp(x, y)
µX(dx)µX(dy)
µ2X(Bi)
=
∑
i
µX(Bi) diam
p
p(Bi) ≤ ηp.
This implies that ζp(X,Mk) ≤ η. Since HwX,k(P ) = (Mk, dk, µk), we obtain ζp(X,HwX,k(P )) ≤
Φp,p(X,P ).
Using above lemmas, we now prove the main result of this section.
Proof of Theorem 1.13. Fix (X, dX , µX) ∈Mw, k ∈ N and 1 ≤ p <∞. Suppose SketchSk,p(X) < η.
Then, there exists (Mk, dk, µk) ∈ Mk,w such that ζp(X,Mk) < η. Then, we have that for every
 > 0 and d ∈ D,p(dX , dk),
Φp,p(X,VX,k,Mk,,p(d)) ≤ 2 · ζp(X,Mk) + 2 < 2η + 2.
Since VX,k,Mk,,p(d) ∈ Partk(X) and Shatterk,p,p(X) ≤ Φp,p(X,VX,k,Mk,,p(d)), we have that
Shatterk,p,p(X) < 2η + 2. This inequality is true for every  > 0. Therefore, we conclude
that Shatterk,p,p(X) ≤ 2η. We have shown that whenever SketchSk,p(X) < η, we obtain
Shatterk,p,p(X) ≤ 2η. Hence, we have Shatterk,p,p(X) ≤ 2 · SketchSk,p(X).
We now prove the second inequality. Let Shatterk,p,p(X) < η. Then, there exists P = {Bi}ki=1 ∈
Partk(X) such that Φp,p(X,P ) < η. Then, from Lemma 3.14, we have that
ζp(X,HwX,k(P )) ≤ Φp,p(X,P ) < η.
Since HwX,k(P ) ∈ Mk,w and SketchSk,p(X) ≤ ζp(X,HwX,k(P )), we obtain SketchSk,p(X) < η. Thus,
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we have shown that whenever Shatterk,p,p(X) < η, we have Sketch
S
k,p(X) < η. We conclude that
SketchSk,p(X) ≤ Shatterk,p,p(X).
A direct corollary of Theorem 1.13 is the following.
Corollary 3.15. We have that
• If (Mk, dk, µk) ∈ Mk,w is such that SketchSk,p(X) = ζp(X,Mk), then for every  > 0 and
d ∈ D,p(dX , dk), we have
Shatterk,p,p(X) ≤ Φp,p(X,VX,k,Mk,,p(d)) ≤ 2 · Shatterk,p,p(X) + 2.
• If P = {Bi}ki=1 ∈ Partk(X) is such that Shatterk,p,p(X) = Φp,p(X,P ), then
SketchSk,p(X) ≤ ζp(X,HwX,k(P )) ≤ 2 · SketchSk,p(X).
Remark 3.2. Note that Corollary 3.15 along with Lemmas 3.12 and 3.14 tells us that for any
X ∈Mw, k ∈ N and 1 ≤ p <∞, given (Mk, dk, µk) ∈Mk,w such that SketchSk,p(X) = ζp(X,Mk),
and d ∈ D(dX , dk) such that ζp(X,Mk) = infµ∈U(µX ,µk)
(∫
X×Mk d
p(x, i)dµ(x× i)
)1/p
, we obtain a
clustering of X that is a 2-approximation for Shatterk,p,p(X). On the other hand, given P =
{Bi}ki=1 ∈ Partk(X) such that Shatterk,p,p(X) = Φp,p(X,P ), a 2-approximation for SketchSk,p(X)
is obtained by calculating p-Wasserstein distance between the blocks of partition P .
For p = q =∞, we have the following strict duality result.
Theorem 3.16. Let X ∈Mw and k ∈ N. For p = q =∞, we have
1
2
· Shatterk,∞,∞(X) = SketchSk,∞(X).
Proof. For p = ∞, we use Theorem 5.1 from [Me´m11] that says for any X,Y ∈ Mw, we have
dGW∞(X,Y ) = ζ∞(X,Y ). This gives that
SketchSk,∞(X) = inf
(Pk,dk,µk)
ζ∞(X,Pk) = inf
(Pk,dk,µk)
dGW∞(X,Pk) = Sketchk,∞(X).
From Theorem 3.6, we have that Sketchk,∞(X) = 12 · Shatterk,∞,∞(X). This implies that
SketchSk,∞(X) =
1
2 · Shatterk,∞,∞(X).
3.5 Computation of SketchSk,p and Shatterk,p,p for ∆m
In this section, we compute the objectives SketchSk,p and Shatterk,p,p for the space ∆m ∈Mw. We
note that, in general, these objectives are difficult to compute. We show the computations in the
following example.
Example 3.1. For all natural numbers m ≥ 2, we have
• 1
2
≤ Sketch
S
k,p(∆m)
Shatterk,p,p(∆m)
≤ 1
2(1− k ·m−1)1/p for any natural number k < m and 1 ≤ p ≤ ∞.
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• Furthermore, Sketch
S
1,p(∆m)
Shatter1,p,p(∆m)
=
1
2(1−m−1)1/p . This implies that the ratio
SketchS1,p(∆m)
Shatter1,p,p(∆m)
assumes infinitely many values in the interval
[
1
2 , 1
]
.
The above statements are proved in the following three lemmas.
Lemma 3.17. For all m, k ∈ N with k < m and every p ≥ 1, Shatterk,p,p(∆m) =
(
1− km
)1/p
.
Proof. Let {B1, · · · , Bk} denote a partition of ∆m into k blocks. For every i ∈ [m], let |Bi| = ki.
Then
∑
i ki = m. For any real p ≥ 1, diampp(Bi) =
∑
x,y∈Bi d
p
m(x, y) · 1m2 ·
(
ki
m
)−2
. Now, there
are k2i pairs of points x, y in Bi, out of which k
2
i − ki pairs satisfy dm(x, y) = 1. This gives
diampp(Bi) =
k2i−ki
m2
· m2
k2i
= ki−1ki . Now,∑
i
µm(Bi)diam
p
p(Bi) =
∑
i
ki
m
(
ki − 1
ki
)
=
1
m
∑
i
ki − 1 = m− k
m
.
The above equation holds true for any partition {B1, · · · , Bk} of ∆m. Thus, we conclude that for
any m, k ∈ N and k < m, Shatterk,p,p(∆m) =
(
1− km
)1/p
.
In the next lemma, we obtain bounds for SketchSk,p(∆m).
Lemma 3.18. For all m, k ∈ N with k < m and for every p ≥ 1,
1
2
(
1− k
m
)1/p
≤ SketchSk,p(∆m) ≤
1
2
.
Proof. We have SketchSk,p(∆m) = inf(Mk,dk,µk) ζp(∆m,Mk). Let Pk = ∆k. Then, Sketch
S
k,p(∆m) ≤
ζp(∆m,∆k). Now, ζp(∆m,∆k) ≤ infµ,d
(∫
dp(x, y)dµ(x× y))1/p, where x ∈ ∆m, y ∈ ∆k, d varies
over all metric couplings between dm and dk and µ varies over all measure couplings between µm
and µk. Let d(x, y) =
1
2 for all x ∈ ∆m, y ∈ ∆k. It can be verified that d is a valid coupling. Let
the coupling µ be the product measure. Then,
ζp(∆m,∆k) ≤
 ∑
x∈∆m
∑
y∈∆k
1
2p
1
mk
1/p = 1
2
.
This establishes that SketchSk,p(∆m) ≤ 12 . The lower bound follows from Theorem 1.13 and Lemma
3.17. Therefore, we obtain
1
2
≤ Sketch
S
k,p(∆m)
ShatterSk,p,p(∆m)
≤ 1
2(1− k ·m−1)1/p .
In the next lemma, we explicitly compute SketchS1,p(∆m), using the last lemma.
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Lemma 3.19. For all m ≥ 2 and 1 ≤ p <∞, SketchS1,p(∆m) > 12 ·Shatter1,p,p(∆m). Furthermore,
we have:
SketchS1,p(∆m)
Shatter1,p,p(∆m)
=
1
2(1−m−1)1/p .
Proof. Let m ≥ 2 and 1 ≤ p <∞. Let ∗ denote the one point metric measure space (M1, d1, µ1). We
have that SketchS1,p(∆m) = inf(M1,d1,µ1) ζp(∆m,M1) = ζp(∆m, ∗) = infd∈D(∆m,∗)
(∑
x∈∆m
dp(x,∗)
m
)1/p
.
Using Minkowski’s inequality, we obtain that
(m− 1)
( ∑
x∈∆m
dp(x, ∗)
m
)1/p
=
( ∑
x∈∆m
dp(x, ∗)
m
)1/p
+ · · ·+
( ∑
x∈∆m
dp(x, ∗)
m
)1/p
≥ 1
m1/p
·
( ∑
x∈∆m
(d(x, ∗) + · · ·+ d(x, ∗))p
)1/p
.
Further analysis is divided into two cases.
• Case 1 - m is odd.
Since m− 1 is even, we combine the terms in the above inequality into pairs, such that for all
x, x′ ∈ ∆m with x 6= x′ appearing in the sum, we use the triangle inequality d(x, ∗)+d(x′, ∗) ≥
d(x, x′) = 1, m(m−1)2 times. Precisely, if we denote the elements of ∆m by x1, x2, . . . , xm, then
we have the following sum.
(d(x1, ∗) + d(x2, ∗) + . . .+ d(xm−1, ∗))p + (d(x2, ∗) + d(x3, ∗) + . . .+ d(xm, ∗))p+
. . .+ (d(xm, ∗) + d(x1, ∗) + . . .+ d(xm−2, ∗))p.
On applying the triangle inequality, we obtain the following:
(m− 1)
( ∑
x∈∆m
dp(x, ∗)
m
)1/p
≥ 1
m1/p
(
m
(
m− 1
2
)p)1/p
=
m− 1
2
.
This implies that
(∑
x∈∆m
dp(x,∗)
m
)1/p ≥ 12 . This proves the desired lower bound for the case
when m is odd.
• Case 2 - m is even.
We know that for x, x′ ∈ ∆m with x 6= x′, we have that d(x, ∗) + d(x′, ∗) ≥ d(x, x′) = 1.
This implies that we cannot have both d(x, ∗) < 12 and d(x′, ∗) < 12 simultaneously. Again,
let ∆m = {x1, x2, . . . , xm}. Then, we conclude that out of the m terms d(x1, ∗), d(x2, ∗), . . . ,
d(xm, ∗), we have d(xi, ∗) < 12 only for a unique i ∈ [m]. Since m is even, the expression(∑
x∈∆m (d(x, ∗) + · · ·+ d(x, ∗))p
)1/p
has an odd number of terms in the sum (d(x, ∗) + · · ·+ d(x, ∗))p.
We rearrange these terms in such a way that for x, x′ ∈ ∆m with x 6= x′, we have m−22 pairs
d(x, ∗), d(x′, ∗), satisfying d(x, ∗) + d(x′, ∗) ≥ d(x, x′) = 1, and the remaining term satisfies
d(x, ∗) ≥ 12 . In particular, if we assume that the term d(x1, ∗) < 12 , then we obtain the
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following sum.
((d(x1, ∗) + d(x2, ∗) + . . .+ d(xm−2, ∗)) + d(xm−1, ∗)p + ((d(x2, ∗) + d(x3, ∗) + . . .+
d(xm−1, ∗)) + d(xm, ∗))p + . . .+ ((d(xm, ∗) + d(x1, ∗) + . . .+ d(xm−3, ∗)) + d(xm−2, ∗))p.
By applying triangle inequality on m − 2 terms inside the inner brackets, we obtain the
following:
(m− 1)
( ∑
x∈∆m
dp(x, ∗)
m
)1/p
≥ 1
m1/p
(
m
(
m− 2
2
+
1
2
)p)1/p
=
m− 1
2
.
Thus, we obtain that
(∑
x∈∆m
dp(x,∗)
m
)1/p ≥ 12 . This proves the lower bound for the case when
m is even.
Thus, using the lower bound obtained above and the upper bound obtained in Lemma 3.18, we
obtain that for all p ≥ 1, SketchS1,p(∆m) = 12 . Since Shatter1,p,p(∆m) =
(
1− 1m
)1/p
(Lemma 3.17),
we obtain
SketchS1,p(∆m)
Shatter1,p,p(∆m)
= 1
2(1−m−1)1/p .
3.6 Approximation results for SketchSk,p for finite p
We now use the duality between SketchSk,p and Shatterk,p,p, that we established in the last section,
to obtain approximation results for SketchSk,p via the approximation results for Shatterk,p,p.
Precisely, we show the following result.
Theorem 3.20 (Approximation results for SketchSk,p). For any 0 <  < 1 and t ∈ Z such that
k ≥ t > 1, there is an f(p)-approximation for SketchSk,p(X), where f(p) is as follows:
1. For p = 1, f(p) = 12 + 8t + .
2. For p = 2, f(p) = 20 + 16t + .
3. For all reals p > 2, f(p) =
(
12 + 8t
)
p+ .
The running time of the approximation algorithm is |X|O(t) · −1.
We need the following preliminaries in order to prove the above theorem.
Definition 3.21 (p-radius). For p ∈ [1,∞), given X ∈ Mw and a subset B ⊆ X, we define the
p-radius of B as
radp(B) := inf
a∈B
(∫
dpX(a, x)
dµX(x)
µX(B)
)1/p
.
For p =∞, we define
rad∞(B) = inf
a∈B
sup
x∈B
dX(a, x).
The following theorem establishes the relationship between p-radius and p-diameter for a metric
measure space.
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Theorem 3.22. For all p ∈ [1,∞], given a metric measure space (X, dX , µX) and subset B ⊆ X,
2 radp(B) ≥ diamp(B) ≥ radp(B).
Proof. Let us first consider the case of finite p. For B ⊆ X, we have
diamp(B) =
∫∫
B×B
dpX(x, x
′)
dµX(x) dµX(x
′)(
µX(B)
)2
1/p .
For any a ∈ X, we have
2
(∫
B
dpX(a, x)
dµX(x)
µX(B)
)1/p
=
(∫
B
dpX(a, x)
dµX(x)
µX(B)
)1/p
+
(∫
B
dpX(a, x
′)
dµX(x
′)
µX(B)
)1/p
=
∫∫
B×B
dpX(a, x)
dµX(x) dµX(x
′)(
µX(B)
)2
1/p +
∫∫
B×B
dpX(a, x
′)
dµX(x
′) dµX(x)(
µX(B)
)2
1/p
≥
∫∫
B×B
dpX(x, x
′)
dµX(x) dµX(x
′)(
µX(B)
)2
1/p
= diamp(B).
This gives that 2 radp(B) ≥ diamp(B). For the other inequality, we observe that
diampp(B) =
∫∫
B×B
dpX(x, x
′)
dµX(x) dµX(x
′)(
µX(B)
)2
=
∫
B
∫
B
dpX(x, x
′)
dµX(x) dµX(x
′)(
µX(B)
)2
=
∫
B
dµX(x
′)
µX(B)
∫
B
dpX(x, x
′)
dµX(x)
µX(B)
≥
∫
B
radpp(B)
dµX(x
′)
µX(B)
= radpp(B).
Thus, we obtain diamp(B) ≥ radp(B).
It remains to consider the case p =∞. We recall that for any X ∈Mw and B ⊆ X, we have
diam∞(X) = sup
x,x′∈X
dX(x, x
′) and diam∞(B) = sup
x,x′∈B
dX(x, x
′).
For any a ∈ B, we have
diam∞(B) = sup
x,x′∈B
dX(x, x
′) ≤ sup
x,x′∈B
(
dX(x, a) + dX(a, x
′)
)
= sup
x∈B
dX(x, a) + sup
x′∈B
dX(a, x
′).
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Since the above inequality holds for any a ∈ B, we have that
diam∞(B) ≤ inf
a∈B
(
sup
x∈B
dX(x, a) + sup
x′∈B
dX(a, x
′)
)
= 2 rad∞(B).
The reverse inequality holds because
rad∞(B) = inf
a∈B
sup
x∈B
dX(a, x) ≤ sup
a∈B
sup
x∈B
dX(a, x) = diam∞(B).
We now define an analogue of Shatterk,p,q(X), replacing the diameter in its definition by radius.
We denote this new objective by Shatterradk,p,q(X).
Definition 3.23 (Shatterradk,p,q). For X ∈Mw, k ∈ N and p, q ∈ R with 1 ≤ p <∞ and 1 ≤ q <∞,
define
Shatterradk,p,q(X) = min{Bi}ki=1∈Partk(X)
(
k∑
i=1
radqp(Bi)µX(Bi)
)1/q
.
For 1 ≤ p ≤ ∞ and q =∞, define
Shatterradk,p,∞(X) = min{Bi}ki=1∈Partk(X)
max
i
radp(Bi).
Now, a direct corollary of Theorem 3.22 is the following:
Corollary 3.24. For every X ∈Mw, for all p ∈ [1,∞] and for all k ∈ N, we have
Shatterradk,p,p(X) ≤ Shatterk,p,p(X) ≤ 2 · Shatterradk,p,p(X).
3.7 Proof of Theorem 3.20
We first define some functions required for the proofs in this section. Fix X ∈Mw with |X| = n.
For non-empty C ⊆ X, define
||C||p :=
(∑
x∈X
dp(x,C)µX(x)
)1/p
.
For 1 ≤ p <∞, define
optp(X) := min
C⊆X,|C|=k
||C||p,
and
Cp(X) := argminC⊆X,|C|=k||C||p.
For p =∞, define
opt∞(X) := min
C⊆X,|C|=k
max
x∈X
d(x,C),
and
C∞(X) := argminC⊆X,|C|=k max
x∈X
d(x,C).
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Remark 3.3. The k-median objective [HP11] is the same as opt1(X) and the k-means objective
[HP11] is the same as opt2(X).
The next lemma shows that the objective optp(X) defined above equals Shatter
rad
k,p,p(X) for all
1 ≤ p ≤ ∞.
Lemma 3.25. For 1 ≤ p ≤ ∞, any finite X ∈Mw and any k ∈ N, we have
Shatterradk,p,p(X) = optp(X).
Proof. We first assume that 1 ≤ p < ∞. For a finite metric space X, we have radp(X) =
infa∈X
(∑
x∈X d
p(a, x)µX(x)
)1/p
. Similarly forB ⊆ X, we have radp(B) = infa∈B
(∑
x∈B d
p(a, x) µX(x)µX(B)
)1/p
.
Let {B1 . . . , Bk} be a partition of X such that
Shatterradk,p,p(X) =
(
k∑
i=1
radpp(Bi)µX(Bi)
)1/p
.
From the above definitions, we have that
k∑
i=1
radpp(Bi)µX(Bi) =
k∑
i=1
∑
x∈Bi
dp(ai, x)
µX(x)
µX(Bi)
µX(Bi) =
k∑
i=1
∑
x∈Bi
dp(ai, x)µX(x).
where for every i ∈ [k], ai ∈ Bi is such that radp(Bi) =
(∑
x∈Bi d
p(ai, x)
µX(x)
µX(B)
)1/p
. This implies
that
Shatterradk,p,p(X) :=
 k∑
i=1
∑
x∈Bi
dp(ai, x)µX(x)
1/p .
For every i ∈ [k], let ci = ai. Let C = {c1, . . . , ck}. Then, for any i ∈ [k] and any x ∈ Bi, we have
dX(x,C) ≤ dX(x, ai). This implies that
∑
x∈X
dp(x,C)µX(x) =
k∑
i=1
∑
x∈Bi
dp(x,C)µX(x) ≤
k∑
i=1
∑
x∈Bi
dp(ai, x)µX(x).
Thus, we obtain that optp(X) ≤ Shatterradk,p,p(X).
We now prove that Shatterradk,p,p(X) ≥ optp(X). Let C∗ = {c1, . . . , ck} ∈ Cp(X) and {B1, . . . , Bk}
be a Voronoi partition of X with respect to C∗. Then, for all i ∈ [k], ci ∈ Bi. For every i ∈ [k], let
ai ∈ Bi be such that radp(Bi) =
(∑
x∈Bi d
p(ai, x)
µX(x)
µX(B)
)1/p
. Then, we have that
∑
x∈X
dp(x,C∗)µX(x) =
k∑
i=1
∑
x∈Bi
dp(x, ci)µX(x) ≥
k∑
i=1
∑
x∈Bi
dp(x, ai)µX(x) ≥
(
Shatterradk,p,p(X)
)p
.
Thus, we have established that Shatterradk,p,p(X) = optp(X). Therefore, a c-approximation algorithm
for optp(X) is also a c-approximation for Shatter
rad
k,p,p(X). The same result holds for p =∞.
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We use the previous lemma to prove Theorem 3.20. We first describe the approximation
algorithm for SketchSk,1.
3.7.1 The case p = 1
For p = 1, Charikar and Guha [CG99] gave a polynomial time 4-approximation algorithm for
opt1(X). For the case when X has uniform measure, the best known approximation factor for
opt1(X) is (3 + ) for any  > 0. This approximation factor is due to Arya et al. [AGK
+04] and is
obtained from a local search algorithm. We describe this local search method in the next paragraph.
Let K be a set of centers that is an α-approximation for opt1(X) and let C ∈ C1(X). Since
K is an α-approximation, we have ||K||1 ≤ α||C||1. We start with this set K and perform a local
search as follows: we choose an arbitrary  ∈ (0, 1) and set τ = 10k , k = |K|. We fix these values
of  and τ . We now choose an arbitrary p ∈ X \K and an arbitrary r ∈ K. We consider the new
set of centers obtained by swapping r by p. In particular we define Knew = K ∪ {p} \ {r}. Now if
||Knew||1 ≤ (1− τ)||K||1, then we set K = Knew; otherwise K remains the same. We then consider
another swap and repeat the same procedure. There are O(nk) possible swaps since |X \K| = n− k
and |K| = k. We consider all such swaps. We stop when we obtain a set of centers that can no
longer be improved by any swap. Let L denote this locally optimal set of centers.
We now analyze the running time of this algorithm. There are O(nk) possible swaps for a fixed
set of centers K. For every swap, computation of ||Knew||1 requires O(nk) time, since we have to
calculate the distance of every p ∈ X \Knew to its closest point in Knew. Since 11−τ ≥ 1 + τ , we
obtain that the running time of the local search algorithm is
O
(
(nk)2 log1/(1−τ)
||K||1
||C||1
)
= O
(
(nk)2 log1+τ α
)
= O
(
(nk)2
logα
τ
)
.
In the above algorithm, we replace one center from a locally optimal solution K with an arbitrary
center from X \K. Another method of performing local search is to simultaneously replace an
arbitrary set of t centers from K with an arbitrary set of t centers from X \K. This method is
called the t-swap method. Since the algorithm involves checking all subsets of both X and K of size
t, its running time is nO(t)−1. Note that the running time is polynomial for constant values of t
and for polynomially small .
The t-swap local search algorithm has been analyzed by Arya et al. in [AGK+04] and also by
Gupta and Tangwongsan in [GT08]. Both papers give the same approximation factor of
(
3 + 2t + 
)
but for the case when measure on X is uniform. Here, we consider the simpler analysis of Gupta
and Tangwongsan and observe that their analysis works for any arbitrary measure on X. When
measure on X is non-uniform, we modify their cost function so as to include the measures.
Thus, we have that for any 0 <  < 1 and k > t > 1, there is a
(
3 + 2t + 
)
-approximation
algorithm for opt1(X) with running time |X|O(t)−1. From Lemma 3.25, we obtain that this gives
a
(
3 + 2t + 
)
-approximation for Shatterradk,1,1(X). Using Corollary 3.24, we obtain a
(
6 + 4t + 
)
-
approximation of Shatterk,1,1(X). Let P be a partition of X that achieves this
(
6 + 4t + 
)
-
approximation of Shatterk,1,1(X). We apply the Wasserstein map (Definition 3.11) to P to obtain
a k-point metric measure space. From Remark 3.2, we have that the k-point metric space obtained
is a
(
12 + 8t + 
)
-approximation for SketchSk,1(X), We note that computing the k-point metric
measure space is polynomial time, since the computation involves calculating 1-Wasserstein distance
between blocks of partition P , and this requires polynomial time [Orl97].
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3.7.2 The case 2 ≤ p <∞
We now describe the approximation algorithm for 2 ≤ p <∞. We first need few definitions.
Definition 3.26 (λ-approximate metric [MP03]). Given λ ≥ 1, a non-negative and symmetric
function d defined on a set M is called a λ-approximate metric if, for any sequence of points
〈x0, . . . , xm〉 in M , we have d(x0, xm) ≤ λ ·
∑
0≤i≤m d(xi, xi+1).
Definition 3.27 (Weakly λ-approximate metric [MP03]). Given λ ≥ 1, a non-negative and
symmetric function d defined on a set M is called a weakly λ-approximate metric if, it satisfies the
following inequality: for any x, y, z ∈M , we have d(x, z) ≤ λ(d(x, y) +d(y, z)). The above inequality
is a weaker form of the triangle inequality.
For example, if we consider the distance function dp on our metric space (X, d), where 1 < p <∞,
then we have that for any x, y, z ∈ X,
dp(x, y) ≤ (d(x, z) + d(z, y))p ≤ 2p−1(dp(x, z) + dp(z, y)).
Thus, dp is a weakly 2p−1- approximate metric.
We refer to the work of Mettu and Plaxton [MP03] in this paragraph. They provide a constant
factor approximation algorithm for the k-median problem (Remark 3.3) on spaces endowed with
a weakly λ-approximate metric. Let the input metric space be U and n be the cardinality of U .
Let l be the ratio of the diameter of U to the shortest distance between any pair of distinct points
in U . We note that the length of any sequence σi as described in Section 3.1 of [MP03] is at most
O(log l). From Lemma 4.1 of [MP03], we have that if U is a weakly λ-approximate metric then for
points x0, x1, . . . , xm in U with m ≥ 1, d(x0, xm) ≤ λdlog2me
∑
0≤i≤m d(xi, xi+1). Since all sequences
used in proving Theorem 3.1 of [MP03] have length O(log l), we obtain an approximation factor
of λO(log2 log l) for the k-median problem on a weakly λ-approximate metric. Since dp is a weakly
2p−1-approximate metric, we obtain a (log l)O(p−1)-approximation for optp(X) .
Let K denote the set of centers obtained from this approximation algorithm. We now perform
local search on K using the t-swap method for t ≥ 1, as done in the previous section for p = 1. This
method has been analyzed for the metric dp by Gupta and Tangwongsan in [GT08]. The problem
studied by Gupta and Tangwongsan in [GT08] is the lp-facility location problem. The objective
of this problem is optp(X), but with uniform measure on X. For this problem, they obtain the
following result:
Theorem 3.28. [GT08, Theorem 3.5] For any value of t ∈ Z+, the natural t-swap local-search
algorithm for the lp-facility location problem yields the following guarantees:
1. For p = 2, it is a
(
5 + 4t
)
approximation.
2. For all reals p ≥ 2, it is a (3 + 2t ) p approximation.
The approximation factors obtained above are for optp(X) when the measure on X is uniform.
However, the analysis of Theorems 3.2 and 3.5 of [GT08] also works when X has non-uniform
measure. Therefore, we can perform the same analysis on the locally optimal solution obtained after
performing local search on K and obtain the following result:
Lemma 3.29. For any t ∈ Z+ and any 0 <  < 1, there is an f(p)-approximation for optp(X)
where f(p) is as follows:
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1. For p = 2, f(p) = 5 + 4t + .
2. For all reals p > 2, f(p) =
(
3 + 2t
)
p+ .
The running time of the approximation algorithm is |X|O(t)−1.
From Lemma 3.25 and Lemma 3.29, we obtain an f(p)-approximation for Shatterradk,p,p(X).
Using Corollary 3.24, we obtain a 2f(p)-approximation for Shatterk,p,p(X). Let P be a partition
of X that achieves this 2f(p)-approximation of Shatterk,p,p(X). We apply the Wasserstein map
(Definition 3.11) to P to obtain a k-point metric measure space. From Remark 3.2, we have that the
k-point metric space obtained is a 4f(p)-approximation of SketchSk,p(X), We note that computing
the k-point metric measure space is polynomial time, since the computation involves calculating
p-Wasserstein distance between blocks of partition P , and this requires polynomial time [Orl97].
4 Relating the weak and strong sketching objectives for mm-spaces
In this section, we show a relation between Sketchk,p and Sketch
S
k,p for a specific class of metric
measure spaces. In particular, without imposing some control on the class of mm-spaces we consider,
there is no hope to obtain a comparability result between Sketchk,p and Sketch
S
k,p. This is
demonstrated by the following example.
Example 4.1 (Blow-up of
SketchSk,1(∆m)
Sketchk,1(∆m)
). We know from the proof of Theorem 3.1 that for all
k,m ∈ N with k ≤ m and p ≥ 1, we have
SketchSk,p(∆m) ≥
1
2
(
1− k
m
)1/p
.
Claim 5.1 of [Me´m11] gives dGWp(∆m,∆k) ≤ 12
(
1
k +
1
m
)1/p
which implies Sketchk,p(∆m) ≤
1
2
(
1
k +
1
m
)1/p
. Therefore, we obtain
SketchSk,1(∆m)
Sketchk,1(∆m)
≥ 1−
k
m
1
k +
1
m
.
For m = 2n+1 and k = 2n, we obtain
SketchSk,1(∆m)
Sketchk,1(∆m)
≥ m
6
. (7)
We observe that as m → ∞, the right hand side of the above inequality goes to ∞. In what
follows, we show that for a rich family of metric measure spaces, SketchSk,p(X) is bounded above
by a suitable function of Sketchk,p(X).
Definition 4.1 (Doubling mm-spaces). [Hei, Chapter 1] A metric measure space (X, dX , µX)
is called doubling if there exists a constant C ≥ 1 such that for all x ∈ X and r > 0, we have
µX(BX(x, 2r)) ≤ C · µX(BX(x, r)).
The constant C is called the doubling constant of X.
42
Note that for any natural number m ≥ 2, the space ∆m ∈Mw has doubling constant m, i.e. it
is not bounded independently of m.
We now invoke some results from Section 5 of [Me´m11]. Let (X, dX , µX) ∈Mw. Given δ > 0,
for  ≥ 0, define
fδ() := µX({x ∈ X | µX(BX(x, )) ≤ δ}).
We now define vδ(X) as follows: vδ(X) := inf{ > 0 | fδ() ≤ }. Note that vδ(X) is an increasing
function of δ i.e. if δ1 ≤ δ2 then vδ1(X) ≤ vδ2(X).
We now have the following result:
Theorem 4.2 ([Me´m11]). Let X,Y ∈Mw, p ∈ [1,∞) and δ ∈ (0, 1/2). Then
ζp(X,Y ) ≤ (4 ·min(vδ(X), vδ(Y )) + δ)1/p ·M,
whenever dGWp(X,Y ) < δ
5, where M = 2 ·max(diam(X), diam(Y )) + 45.
Let F ⊂Mw be a family for which there exists a surjective function ρF : [0,∞)→ [0, δF ] with
δF > 0, satisfying the following condition: for all  ≥ 0, x ∈ X and X ∈ F , µX(BX(x, )) ≥ ρF ().
Then, for all δ ∈ (0, δF ), we have supX∈F vδ(X) ≤ inf{ > 0 | ρF () > δ}. 6
If F ⊂ Mw is the set of all metric measure spaces with doubling dimension C, then we
set ρF() =
( 
2D
)N
, where D = diam∞(X) and N = log2C. We observe that if ρF is an
increasing function then given δ > 0, the quantity inf{ > 0 | ρF () > δ} is equal to ρ−1F (δ). Since
ρF () =
( 
2D
)N
is an increasing function, we obtain that inf{ > 0 | ρF () > δ} = ρ−1F (δ) = 2Dδ1/N .
Therefore, we conclude that for all doubling metric measure spaces X with doubling constant
C > 0, vδ(X) ≤ 2 · diam(X) · δ1/ log2 C . We are now ready to prove Theorem 1.14.
Proof of Theorem 1.14. Let Sketchk,p(X) < δ
′5, where δ′ ∈ (0, 12). Then, there exists (Mk, dk, µk) ∈
Mk,w such that dGWp(X,Mk) < δ′5. Due to the following claim, we may assume that diam(Mk) ≤
diam(X).
Claim 4.3. Given X ∈ Mw, let (Mk, dk, µk) ∈ Mk,w be such that diam(Mk) > diam(X).
Then, there exists (M ′k, d
′
k, µ
′
k) ∈ Mk,w such that dGWp(X,M ′k) ≤ dGWp(X,Mk) and diam(Mk) ≤
diam(X).
Proof of Claim. We consider the k-point space (M ′k, d
′
k, µ
′
k) defined as follows: for every i ∈ [k],
µ′k(i) = µk(i) and
d′k(i, j) = min(dk(i, j),diam(X)) ∀ i, j ∈ [k].
Let S ⊆ [k]× [k] be such that for all (i, j) ∈ S, dk(i, j) 6= d′k(i, j). This means that for all (i, j) ∈ S,
dk(i, j) > diam(X) and therefore d
′
k(i, j) = diam(X). Let S = [k]× [k] \ S. Then, for any measure
6This is because for a fixed δ ∈ (0, δF ), if  ≥ 0 is such that ρF () > δ, then for all x ∈ X, X ∈ F , we have
µX(BX(x, )) > δ. This implies that fδ() = 0 and vδ(X) ≤ . Since  > 0 was arbitrary, we get the above inequality.
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coupling µ between µX and µk, we have∫∫
(X×M ′k)×(X×M ′k)
|dX(x, x′)− d′k(i, j)|pdµ(x, i)dµ(x′, j)
=
∫∫
(X×S)×(X×S)
|dX(x, x′)− d′k(i, j)|pdµ(x, i)dµ(x′, j)
+
∫∫
(X×S)×(X×S)
|dX(x, x′)− d′k(i, j)|pdµ(x, i)dµ(x′, j).
Note that ∫∫
(X×S)×(X×S)
|dX(x, x′)− d′k(i, j)|pdµ(x, i)dµ(x′, j)
=
∫∫
(X×S)×(X×S)
|dX(x, x′)− dk(i, j)|pdµ(x, i)dµ(x′, j).
For the other integral, we have∫∫
(X×S)×(X×S)
|dX(x, x′)− d′k(i, j)|pdµ(x, i)dµ(x′, j)
=
∫∫
(X×S)×(X×S)
|dX(x, x′)− diam(X)|pdµ(x, i)dµ(x′, j)
=
∫∫
(X×S)×(X×S)
(
diam(X)− dX(x, x′)
)p
dµ(x, i)dµ(x′, j)
≤
∫∫
(X×S)×(X×S)
(
dk(i, j)− dX(x, x′)
)p
dµ(x, i)dµ(x′, j)
=
∫∫
(X×S)×(X×S)
|dk(i, j)− dX(x, x′)|pdµ(x, i)dµ(x′, j).
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Therefore, we obtain that∫∫
(X×M ′k)×(X×M ′k)
|dX(x, x′)− d′k(i, j)|pdµ(x, i)dµ(x′, j)
≤
∫∫
(X×S)×(X×S)
|dk(i, j)− d(x, x′)|pdµ(x, i)dµ(x′, j)
+
∫∫
(X×S)×(X×S)
|dX(x, x′)− dk(i, j)|pdµ(x, i)dµ(x′, j)
=
∫∫
(X×Mk)×(X×Mk)
|dX(x, x′)− dk(i, j)|pdµ(x, i)dµ(x′, j).
This implies that dGWp(X,M
′
k) ≤ dGWp(X,Mk) and by definition of (M ′k, d′k, µ′k), we have that
diam(M ′k) ≤ diam(X).
We continue with the proof of Theorem 1.14. Now, we have that dGWp(X,Mk) < δ
′5 and
diam(Mk) ≤ diam(X). We now use Theorem 4.2 to obtain
ζp(X,Mk) ≤ (4 ·min(vδ′(X), vδ′(Mk)) + δ′)1/p ·M,
where M = 2 ·max(diam(X),diam(Mk)) + 45. Since X is a doubling metric measure space with
doubling constant C > 0, we have that vδ′(X) ≤ 2 · diam(X)δ′1/ log2 C . Thus, we obtain that
min(vδ′(X), vδ′(Mk)) ≤ vδ′(X) ≤ 2 · diam(X)δ′1/ log2 C .
Since diam(Mk) ≤ diam(X), we obtain M = 2 · diam(X) + 45. Therefore we have the following
result:
SketchSk,p(X) ≤ ζp(X,Mk) ≤
(
8 · diam(X) δ′1/ log2 C + δ′)1/p ·M,
where M = 2 · diam(X) + 45. Let Sketchk,p(X) = δ. Then, for every  > 0, the previous inequality
holds true for δ′ = δ1/5(1 + ). Moreover, we know from [Me´m11] that for every X ∈ Mw and
Mk ∈Mk,w, ζp(X,Mk) ≥ dGWp(X,Mk). Therefore, we obtain that
δ ≤ SketchSk,p(X) <
(
8 · diam(X) · δ1/(5 log2 C) + δ1/5
)1/p ·M,
whenever Sketchk,p(X) = δ < 2
−5, where M = 2 · diam(X) + 45.
We successfully showed that for doubling metric measure spaces, SketchSk,p(X) is bounded by a
function of Sketchk,p(X). Now, in the next and the last section, we show that there exist clustering
objectives that do not admit a dual sketching objective.
5 Impossibility results for sketching of metric spaces
In order to prove that there exist clustering cost functions that do not admit dual sketching cost
functions, some conditions on our clustering and sketching cost functions are required. Otherwise, for
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any clustering cost function, we may set our sketching cost function to be equal to the clustering cost
function. However, such a freedom in the choice of sketching cost function is, of course, unreasonable.
We refer to our desired notions of sketching and clustering cost functions as admissible sketching
and admissible clustering. We start by defining the notion of k-covering radius, which is required to
define an admissible sketching.
Definition 5.1 (k-covering radius). Given X ∈M, the k-covering radius of X is the minimum
r > 0 for which there exist k balls of radius r centered at points of X covering the whole space X.
We use Covk(X) to denote the k-covering radius of X.
For λ ≥ 0, we denote by λX, the metric space (X,λ · dX).
Definition 5.2 (Admissible clustering). We say that a clustering cost function Φ is admissible
if the following properties are satisfied for all X ∈M and k ∈ N:
1. ShatterΦk (λX) = λShatter
Φ
k (X) for all λ ≥ 0.
2. ShatterΦk (X) ≤ ShatterΦk−1(X).
Definition 5.3 (Admissible sketching). We say that a sketching cost function Ψ is admissible
if the following properties are satisfied for all X ∈M and k ∈ N:
1. SketchΨk (λX) = λSketch
Ψ
k (X) for all λ ≥ 0.
2. SketchΨk (X) ≤ SketchΨk−1(X).
3. SketchΨk (X) ≥ αk · Covk(X), where αk > 0 is a constant.
In the following section, we provide examples of admissible clustering cost functions that do not
admit dual admissible sketching cost functions.
5.1 Specific examples
We now provide three examples of admissible clustering cost functions for which dual admissible
sketching cost functions do not exist.
Example 5.1. Given (X, dX) ∈M, we consider uX , the maximal sub-dominant ultrametric on X
[RTV86], which is defined as follows: for every x, x′ ∈ X, we first let Sx,x′ denote the collection of
all finite sequences of points in X starting at x and ending at x′. Then, we define
uX(x, x
′) := inf
{
max
i
dX(xi, xi+1) | (x0, x1, . . . , xn) ∈ Sx,x′
}
.
Let U(X) = (X,uX). Given k ≤ |X| and P ∈ Partk(X), we consider the clustering cost function:
ΦU (X,P ) := ΦM(U(X), P ) = max
B∈P
diam(B).
It is straightforward to see that ΦU is admissible. We have that
ShatterΦUk (X) = inf
P∈Partk(X)
ΦU (X,P ),
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and we observe that this corresponds to finding a partition of X into k blocks that maximizes the
minimum inter-cluster distance. We now show that ΦU does not admit a dual admissible sketching
cost function.
Proposition 5.4 (ΦU does not admit a dual admissible sketching cost function). For every k ∈ N,
there exists a sequence of spaces {Yn,k}n∈N ∈M such that for any admissible sketching cost function
Ψ, we have SketchΨk (Yn,k) ≥ Θ(1) but as n→∞, ShatterΦUk (Yn,k)→ 0.
Proof. For k = 1, consider the space Yn,1 =
{
0, 1n ,
2
n , . . . ,
n−1
n , 1
} ⊂ R. For an arbitrary k ∈ N,
we define Yn,k = ∪k−1i=0 (2k + Yn,1), where α + Yn,1 =
{
α, α+ 1n , α+
2
n , . . . , α+
n−1
n , α+ 1
}
. In
particular, for every k ∈ N, we obtain a sequence of spaces {Yn,k}n∈N ∈ R. We observe that
for any n, k ∈ N, ShatterΦUk (Yn,k) = 1n . In addition, for all n, k ∈ N we have Covk(Yn,k) ≥ 12 .
Therefore, for any admissible clustering Ψ, we have SketchΨk (Yn,k) ≥ αk2 > 0. However, as n→∞,
ShatterΦUk (Yn,k) =
1
n → 0. Thus, we obtain that for every k ∈ N, {Yn,k}n∈N ∈ M is such
that as n → ∞, ShatterΦUk (Yn,k) → 0 but any admissible sketching cost function Ψ satisfies
SketchΨk (Yn,k) ≥ Θ(1). This implies that the admissible clustering cost function ΦU does not admit
a dual admissible sketching cost function.
Example 5.2. The second example is given by the clustering cost function Φ defined as follows:
for a partition P = {Bi}ki=1 of X, we consider
Φ(X,P ) := max
i
(diam(X)− diam(Bi)).
It is straightforward to see that Φ is an admissible clustering cost function.
Proposition 5.5. The admissible clustering cost function Φ does not admit a dual admissible
sketching cost function.
Proof. Let X ∈ M be arbitrary and let k = 1. Then, we have Part1(X) = {X} and this implies
that ShatterΦ1 (X) = Φ(X, {X}) = 0. However, for any admissible clustering cost function Ψ, we
have SketchΨ1 (X) ≥ α1 · diam(X) > 0 since Cov1(X) ≥ diam(X)2 . Here, α1 > 0 is a constant. This
shows that the inequality SketchΨ1 (X) ≤ C2 · ShatterΦ1 (X) does not hold for any constant C2 > 0.
Since X ∈M was arbitrary, we conclude that the admissible clustering cost function Φ does not
admit a dual admissible sketching cost function.
Example 5.3. The third clustering cost function is defined using metric transforms [DD13]. Given
1 < p <∞, a metric transform Mp :M→M is given by Mp((X, dX)) = (X,mp), where the metric
mp is defined as follows: for any x, x
′ ∈ X, let Sx,x′ denote the collection of all sequences of points
in X starting at x and ending at x′. Then, we define
mp(x, x
′) := min
(x0,...,xm)∈Sx,x′
(
m−1∑
i=0
(dX(xi, xi+1))
p
)1/p
.
For any k ∈ N and P ∈ Partk(X), define Φp(X,P ) = ΦM(Mp(X), P ). It is straightforward to see
that Φp(X,P ) is admissible. We also note that the clustering cost function ΦU that was defined
as the first example is a special case of Φp. In particular, ΦU = Φ∞. We now have the following
theorem.
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Figure 5: The set Yn,k. Points within an interval of length 1 are at distance
1
n from each other.
Proposition 5.6. For any 1 < p <∞, the admissible clustering cost function Φp does not admit a
dual admissible sketching cost function.
Proof. We use construction similar to one in the proof of Proposition 5.4. Let p ∈ (1,∞) be fixed.
For k = 1, consider the space Yn,1 =
{
0, 1n ,
2
n , . . . ,
n−1
n , 1
} ⊂ R. For an arbitrary k ∈ N, we define
Yn,k = ∪k−1i=0 {2k + Yn,1}, where for α ∈ R, α + Yn,1 =
{
α, α+ 1n , α+
2
n , . . . , α+
n−1
n , α+ 1
}
. In
particular, for every k ∈ N, we obtain a sequence of spaces {Yn,k}n∈N ∈ R. We observe that for all
n, k ∈ N, diam(Yn,k) = 2k − 1. For any n ∈ N, we have
Shatter
Φp
1 (Yn,1) = diam(Mp(Yn,1)) =
( n
np
)1/p
=
1
n1−1/p
.
Thus, we obtain that as n→∞, ShatterΦp1 (Yn,1)→ 0. However Cov1(Yn,1) ≥ diam(Yn,1)2 = 12 . This
implies that for any admissible sketching cost function Ψ, SketchΨ1 (Yn,1) ≥ α12 > 0 for all n ∈ N
and some constant α1 > 0. Thus, the inequality Sketch
Ψ
1 (Yn,1) ≤ C2 · ShatterΦp1 (Yn,1) does not
hold for any constant C2 > 0.
For all k > 1, we consider Yn,k. We again have Covk(Yn,k) ≥ 12 . This implies that for any
admissible sketching cost function Ψ, SketchΨk (Yn,k) ≥ αk2 > 0 for all n ∈ N and some constant
αk > 0. We have Shatter
Φp
k (Yn,k) =
1
n1−1/p since Yn,k consists of k blocks of Yn,1 arranged in a
path, with the distance between adjacent blocks equal to 1. Thus, we obtain an equipartition of
Yn,k into k blocks. We again have that Shatter
Φp
k (Yn,k) → 0 as n → ∞. Thus, the inequality
SketchΨk (Yn,k) ≤ C2 · ShatterΦpk (Yn,k) does not hold for any constant C2 > 0. We conclude that
the admissible sketching cost function Φp does not admit a dual admissible clustering cost function.
Since p ∈ (1,∞) was arbitrary, the statement of the theorem holds.
6 Discussion
In this paper, we identified a relationship between the two fundamental data analysis tasks of
sketching and clustering. By sketching, we mean optimally approximating a metric space with a
k-point metric space, for some k ∈ N, under the Gromov-Hausdorff distance. We define sketching
similarly for metric measure spaces, but by using the Gromov-Wasserstein distance instead of the
Gromov-Hausdorff distance. The sketching objectives introduced are novel, while for the clustering
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objectives, several theoretical and computational results were known. We show that for both metric
spaces and metric measure spaces, their respective sketching and clustering objectives are within
constant factors of each other. This phenomenon is referred to as ”duality”. In addition, for k ∈ N,
approximation algorithms for computing k-sketch for both metric spaces and metric measure spaces
are presented. Two sketching objectives are defined for metric measure spaces, out of which only one
is dual to the respective clustering objective. A relation between these two sketching objectives is
shown for a specific class of metric measure spaces. In the end, it is shown that the duality between
sketching and clustering objectives is non-trivial. This is done by means of several examples of
clustering objectives that do not admit a dual sketching objective.
We remark that there are clustering problems that involve a different objective than the ones
considered here. One such example is partitioning a metric space into clusters of diameter at most
R, for some given R > 0, minimizing the number of clusters. This is known as the R-dominating set
problem [LY94, Fei98]. It is not known whether similar duality results can be obtained in this case.
There are also several clustering objectives that do not fit within our duality framework. For
example, in some clustering problems, such as general Facility Location [Li11], the number of centers,
k, is not given. Moreover, in some problems such as hierarchical clustering, the solution can be
thought of as a family of clusterings. Exploring duality and impossibility results for these clustering
problems is left as an interesting research direction.
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A Proofs
Proof of Proposition 2.21. Let m = 1. Let X = {x1, . . . , x6} denote the nodes of a rooted tree with
three branches, as shown in Figure 4. Let r denote the root. For i = {1, 2, 3}, the i-th branch
contains x2i−1, x2i with dX(r, x2i−1) = 1 and dX(x2i−1, x2i) = 1. Then we have
dX(x1, x2) = dX(x3, x4) = dX(x5, x6) = 1,
dX(x1, x3) = dX(x1, x5) = dX(x3, x5) = 2,
dX(x2, x4) = dX(x2, x6) = dX(x4, x6) = 4,
dX(x1, x4) = dX(x1, x6) = dX(x3, x2) = dX(x3, x6) = dX(x5, x2) = dX(x5, x4) = 3.
Let Y = {y1, y2, y3} be such that for i ∈ {1, 2, 3}, yi lies on the i-th branch of X, and dY (r, yi) = 32 .
We now show that for every K ⊂ X with |K| ≤ 3, dGH(X,K) > dGH(X,Y ). We first calcu-
late dGH(X,Y ). Let R = {(x1, y1), (x2, y1), (x3, y2), (x4, y2), (x5, y3), (x6, y3)} be a correspondence
between X and Y . Then, we have dis(R) ≥ dX(x1, x2) = 1. This implies that dGH(X,Y ) ≤ 12 . More-
over, we have dGH(X,Y ) ≥ 12 |diam(X) − diam(Y )| ≥ 12 . Thus, we conclude that dGH(X,Y ) = 12 .
Now, in order to prove the proposition, it suffices to show that for every K ⊂ X with |K| ≤ 3,
dGH(X,K) >
1
2 . We use the fact that for metric spaces X,K, if φ : X → K is a surjective map,
then R(φ) = {(x, φ(x)) | x ∈ X} is a correspondence between X and K. We have the following
cases:
1. K = {x1, x2, x3}.
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x1, we obtain
dis(R(φ)) ≥ 3; if φ(x6) = x2, we obtain dis(R(φ)) ≥ 4 and if φ(x6) = x3, we obtain
dis(R(φ)) ≥ 3. This implies that dGH(X,K) ≥ 32 .
2. K = {x1, x2, x4}
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x1, we obtain
dis(R(φ)) ≥ 3; if φ(x6) = x2, we obtain dis(R(φ)) ≥ 4 and if φ(x6) = x4, we obtain
dis(R(φ)) ≥ 4. This implies that dGH(X,K) ≥ 32 .
3. K = {x1, x3, x5}
We use that dGH(X,K) ≥ 12 |diam(X)− diam(K)|. This implies dGH(X,K) ≥ 1.
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4. K = {x2, x4, x6}
Let φ : X → K be a surjective map such that φ|K = id. Then, it is trivial to see that dis(R(φ))
is minimized if φ(x1) = x2, φ(x3) = x4 and φ(x5) = x6. This implies that dis(R(φ)) = 2. Thus,
dGH(X,K) = 1.
5. K = {x1, x3, x6}
Let φ : X → K be a surjective map such that φ|K = id. Then, it is trivial to see that dis(R(φ))
is minimized if φ(x2) = x1, φ(x4) = x3 and φ(x5) = x6. This implies that dis(R(φ)) = 2. Thus,
dGH(X,K) = 1.
6. K = {x2, x4, x5}
Let φ : X → K be a surjective map such that φ|K = id. Then, it is trivial to see that dis(R(φ))
is minimized if φ(x1) = x2, φ(x3) = x4 and φ(x6) = x5. This implies that dis(R(φ)) = 2. Thus,
dGH(X,K) = 1.
7. K = {x1, x2}
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x1, we obtain
dis(R(φ)) ≥ 3 and if φ(x6) = x2, we obtain dis(R(φ)) ≥ 4. Thus, dGH(X,K) ≥ 32 .
8. K = {x1, x3}
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x1, we obtain
dis(R(φ)) ≥ 3 and if φ(x6) = x3, we again obtain dis(R(φ)) ≥ 3. Thus, dGH(X,K) ≥ 32 .
9. K = {x1, x4}
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x1, we obtain
dis(R(φ)) ≥ 3 and if φ(x6) = x4, we obtain dis(R(φ)) ≥ 4. Thus, dGH(X,K) ≥ 32 .
10. K = {x2, x4}
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x2, we obtain
dis(R(φ)) ≥ 4 and if φ(x6) = x4, we again obtain dis(R(φ)) ≥ 4. Thus, dGH(X,K) ≥ 2.
11. K ⊂ X with |K| = 1
In this case, dGH(X,K) =
1
2diam(X) = 2.
The analysis for the remaining subsets K of X is symmetric to the cases above. This proves the
proposition for n = 3. In general, for any m ∈ N and n = 3m, we create m copies of X that are
connected at the root r and prove the proposition similarly.
Proof of Proposition 2.22. Letm = 1. We construct the setX on lines similar to those in Proposition
2.21, see Figure 4. Let x1 = (0, 1), x2 = (0, 2), x3 = (−
√
3
2 ,−12), x4 = (−
√
3,−1), x5 = (
√
3
2 ,−12), x6 =
(
√
3,−1). Then, we have
d(x1, x2) = d(x3, x4) = d(x5, x6) = 1,
d(x1, x3) = d(x1, x5) = d(x3, x5) =
√
3,
d(x2, x4) = d(x2, x6) = d(x4, x6) = 2
√
3,
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d(x1, x4) = d(x1, x6) = d(x3, x2) = d(x3, x6) = d(x5, x2) = d(x5, x4) =
√
7.
Let X = {x1, x2, x3, x4, x5, x6}. Then, diam(X) = 2
√
3. Let y1 =
(
0, 32
)
, y2 =
(−3√3
4 ,−34
)
and y3 =
(
3
√
3
4 ,−34
)
. Let Y = {y1, y2, y3}. We now show that for every K ⊂ X with |K| = 3,
dGH(X,K) > dGH(X,Y ).
We first calculate dGH(X,Y ). Let R = {(x1, y1), (x2, y1), (x3, y2), (x4, y2), (x5, y3), (x6, y3)} be
a correspondence between X and Y . Then, we have dis(R) ≥ dX(x1, x2) = 1. This implies that
dGH(X,Y ) ≤ 12 . Now, in order to prove the proposition, it suffices to show that for every K ⊂ X
with |K| ≤ 3, dGH(X,K) > 12 . We use the fact that for metric spaces X,K, if φ : X → K is a
surjective map, then R(φ) = {(x, φ(x)) | x ∈ X} is a correspondence between X and K. We have
the following cases:
1. K = {x1, x2, x3}.
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x1, we obtain
dis(R(φ)) ≥ √7; if φ(x6) = x2, we obtain dis(R(φ)) ≥ 2
√
3 and if φ(x6) = x3, we obtain
dis(R(φ)) ≥ √7. This implies that dGH(X,K) ≥
√
7
2 .
2. K = {x1, x2, x4}
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x1, we obtain
dis(R(φ)) ≥ √7; if φ(x6) = x2, we obtain dis(R(φ)) ≥ 2
√
3 and if φ(x6) = x4, we obtain
dis(R(φ)) ≥ 2√3. This implies that dGH(X,K) ≥
√
7
2 .
3. K = {x1, x3, x5}
We use that dGH(X,K) ≥ 12 |diam(X)− diam(K)|. This implies that dGH(X,K) ≥
√
3
2 .
4. K = {x2, x4, x6}
Let φ : X → K be a surjective map such that φ|K = id. Then, it is trivial to see that dis(R(φ))
is minimized if φ(x1) = x2, φ(x3) = x4 and φ(x5) = x6. This implies that dis(R(φ)) =
√
3.
Thus, dGH(X,K) =
√
3
2 .
5. K = {x1, x3, x6}
Let φ : X → K be a surjective map such that φ|K = id. Then, it is trivial to see that dis(R(φ))
is minimized if φ(x2) = x1, φ(x4) = x3 and φ(x5) = x6. This implies that dis(R(φ)) =
√
3.
Thus, dGH(X,K) =
√
3
2 .
6. K = {x2, x4, x5}
Let φ : X → K be a surjective map such that φ|K = id. Then, it is trivial to see that dis(R(φ))
is minimized if φ(x1) = x2, φ(x3) = x4 and φ(x6) = x5. This implies that dis(R(φ)) =
√
3.
Thus, dGH(X,K) =
√
3
2 .
7. K = {x1, x2}
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x1, we obtain
dis(R(φ)) ≥ √7 and if φ(x6) = x2, we obtain dis(R(φ)) ≥ 2
√
3. Thus, dGH(X,K) ≥
√
7
2 .
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8. K = {x1, x3}
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x1, we obtain
dis(R(φ)) ≥ √7 and if φ(x6) = x3, we again obtain dis(R(φ)) ≥
√
7. Thus, dGH(X,K) ≥
√
7
2 .
9. K = {x1, x4}
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x1, we obtain
dis(R(φ)) ≥ √7 and if φ(x6) = x4, we obtain dis(R(φ)) ≥ 2
√
3. Thus, dGH(X,K) ≥
√
7
2 .
10. K = {x2, x4}
Let φ : X → K be a surjective map such that φ|K = id. Then, if φ(x6) = x2, we obtain
dis(R(φ)) ≥ 2√3 and if φ(x6) = x4, we again obtain dis(R(φ)) ≥ 2
√
3. Thus, dGH(X,K) ≥
√
3.
11. K ⊂ X with |K| = 1
In this case, dGH(X,K) =
1
2diam(X) =
√
3.
The analysis for the remaining subsets K of X is similar to the cases above. This proves the
proposition for n = 3. In general, for any m ∈ N and n = 3m, we create m disjoint copies of X and
prove the proposition similarly.
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