Introduction
Although scanner price quotes and expenditures have great promise in improving the Consumer Price Index (CPI), their use has introduced new problems. One major problem confronting the Bureau of Labor Statistics (BLS) is the treatment of an item that experiences no purchases during a particular time period. Either a price can be explicitly imputed for this item or it can be implicitly imputed by ignoring it in the construction of the price index. This paper examines and compares different imputation methods. Indexes are then constructed using these various imputation methods using price and expenditure data from scanner sales of cereal in the New York area.
In scanner databases, when a particular item in a particular outlet does not sell in a certain time period, it is not possible to determine if this nonsale was the result of no inventories or of no consumer demand for the product, perhaps because the price was too high. Currently, under the BLS manual sampling system, if an item is still on the outlet shelf and experiences no purchase, the "list" price displayed on the shelf is sampled because the data collector can still observe the price on the shelf. In the scanner databases, when an item is not sold, it is not even possible to get a "list" price. Therefore, missing prices can be a result of at least one of two events in scanner data, but only one event in the current manual sampling system of the CPI.
Price Index Estimation Using Price Imputation for Unsold Items
Imputation of missing prices can be done implicitly or explicitly. Implicit imputation occurs when the missing item is ignored.
1 For example, similar items can be grouped together in such a way that the groups are large enough so that there is always at least one item sold in each group. One would calculate unit values of only the sold items in the groups and then compute a price index using the unit values. The reason that this is an implicit imputation method is that there is an implied imputation of the prices of the nonpurchased item with its group unit value. Explicit imputation involves the direct replacement of a missing price with an estimated price.
There is a rich literature on imputation of missing data. Little and Rubin (1987) provide a thorough method for imputing random variables that are "missing at random." Under these conditions, the probability that a random variable is missing is independent of the random variable itself, although one could use other exogenous variables to generate a replacement random variable whose distribution well approximates the distribution of the missing variable. Unfortunately, it is not possible to assume that the probability of a missing price is independent of its level. Therefore, an unbiased statistical imputation of prices needs to account for these selection effects. Armknecht and Maitland-Smith (1999) and Feenstra and Diewert (2000) discuss alternative imputation methods for missing prices in the construction of price indexes. In their studies, missing prices are not necessarily the result of a nonsale. Seasonality, erratic reporting, and replacement with newer models are cited as possible causes. Feenstra and Diewert evaluate the alternatives in their study by their ability to both minimize the erratic movement in the price index and still incorporate all available information. This contrasts with the goal of Little and Rubin (1987) , for whom the replacement variable should have a statistical distribution that closely approximates the distribution of the missing variable. The methods in this paper include the unit value approach, the carry forward approach, and the current BLS approach, as well as an economic approach that uses a combination of micro-theory and the methods of Little and Rubin. The reason that these methods are studied is that some are easy to implement but do not estimate the welfare effects of nonsales, whereas the economic approach is more difficult to implement and can be prone to specification and measurement error. Using the database that currently generates the BLS scanner cereal index for New York, I generate indexes for each of these methods and compare the results of the easier methods to the difficult ones. All of the methods except for the unit value approach produce indexes that are close in magnitude even though their pairwise differences are statistically significant.
This study is organized as follows. Section 11.2 describes the various imputation methods that will be examined in this paper. Section 11.3 describes the cereal scanner data set, and finally section 11.4 describes the results of computing price indexes for cereal in New York using the alternative indexes imputation methods described in section 11.2.
Imputation Methods

Unit Values
Perhaps the easiest method from a computational standpoint is grouping items so that at least one item within each group is purchased and then calculating a unit value for each group. At a second-stage level, the "all-items" price index is computed from the group unit values. This grouping does not necessarily need to be across items within a time period, but can group across time periods. Hausman (1996) uses the unit value approach to get his elementary prices.
Suppose that there are G groups of goods. Then the unit value, UV g , for the gth group with N g items is
where p i and q i are, respectively, the price and quantity sold of item i. Since this is a quantity-weighted average, UV g is not a sufficient statistic if q i is also a function of p i . Although computationally simple, using unit values is still controversial. Diewert (1995) recommends using unit values, yet he does not show that the unit value index will "closely" approximate a true price index. In response to Diewert's article, Balk (1998) investigates the sufficient conditions for an index using unit values to be an appropriate price index. One of three independent criteria must be satisfied: (a) there is no variance in price within the group; (b) all the products within the group are perfect substitutes; (c) the group has a Leontieff cost function. However, when none of these conditions is satisfied, it is not clear how closely the unit value approximates the true price index, because these conditions are sufficient but not necessary.
Since unit values implicitly impute the missing prices, if items within a group are not perfect substitutes or complements but are differentiated, then the imputed price is based on quality characteristics that are not necessarily embodied in the product. putation of the missing price. In the first month that an item is missing, the price of the missing item is ignored and the resulting price index is calculated by ignoring the item. If the item continues to be missing after the first month, then the BLS staff selects an item that is similar to the missing one and is available for sale and uses its price to impute a price for the missing item.
To describe this imputation adjustment fully, I give a simple example. Suppose in period s, item h and item i are available for sale, and both items have similar characteristics. If item h disappears in period s ϩ 1, then the month-to-month index is computed by dropping the price of the missing item. This is an implicit imputation, in which the imputed price of the missing item is merely the previous price times the month-to-month index.
If the item is still missing in s ϩ 2, the imputed prices, p h sϩ1 and p h sϩ2 for the index from period s ϩ 1 to s ϩ 2, are
This is an explicit imputation. However, it is based on the implicit assumption that the consumer will buy this replacement item and that there is no welfare loss from the disappearance of the item. As mentioned previously, if an item is available for sale in an outlet, its list price is still used in the index. However, one cannot observe the list price of unsold items in the scanner data set.
Carry-Forward Imputation
Missing prices can be explicitly imputed by "carrying forward" the last recorded price. Like the unit value, this is computationally simple, and it does not require the grouping of items as in the unit value approach. As Armknecht and Maitland-Smith (1999) point out, this method can produce abrupt changes in the index when the item reappears. Additionally, if the list or market price does not equal the imputed carry-forward price, then the index could be biased.
However, the carry-forward approach has certain advantages over the unit value approach. The explicit imputation is done with the price of the same item and therefore with the same quality characteristic. However, if the time period, itself, is an important characteristic, then this imputation approach suffers the same disadvantage of the unit value approach since the time characteristic embodied in the price differs from the true time characteristic.
It should be self-evident that if nonsold items were offered at a price greater than the carry-forward price, then using the carry-forward price could generate a bias in the price index. However, in these cases the carryforward price could be greater than the price that makes the quantity demanded exactly equal to zero. For example, if there is a deeply discounted sale one week and consumers buy enough to supply themselves for over a week, in the second week there could be no sales at the deeply discounted price because consumers are saturated with a large inventory. 
An Economic Approach to Imputation
Unlike the methods of Little and Rubin (1987) , the methods that are discussed above are not designed with the intent of generating a replacement random variable whose distribution closely approximates the distribution of the missing variable. The method in this section attempts to adapt the methods of Little and Rubin so that the imputed price method accounts not only for the expected value of the missing variable but also for the variance. If the imputed random variable has the same expectation as the missing random variable, but a different variance, then when these imputed values are used to compute regression parameters or are plugged into nonlinear functions, there can be resulting biases. Finally, when prices are missing one needs to account for the possibility that these prices are not missing at random but are missing because of their underlying value.
Fortunately, there is enough information in scanner databases to impute an estimate of the "reservation" or virtual price so that this imputed price estimate has a distribution that closely approximates the distribution of the true reservation price. This is the price that will make the quantity demanded equal to zero. To describe this method, I denote the k commodity vector as x with the associated price vector as p. The consumer problem is typically
where U(x) is the direct utility function with the standard regularity conditions. Let and ␥ be the Lagrangian multiplier for the first and second constraint, respectively. If the "desired" quantity for the ith good is negative, the first-order condition at the bound of x i ϭ 0 is then
where the subscript on U denotes the derivative of the ith item. The virtual price is then denote the virtual or "reservation" price, the first-order conditions or tangency conditions are restated as
The role of the virtual price can be displayed graphically using a k ϭ 2 example. In figure 11 .1, the market price line is MM and the "desired" quantities are x * 1 and x * 2 . However, this solution violates the nonnegativity constraint, since x * 1 Ͻ 0. Therefore, there is a corner solution at x 2 , and there are no sales of good 1. The indifference curve U represents the equilibrium utility and is lower than U Ј, which could be reached if there is no nonnegativity constraint. Therefore, the shadow price of this nonnegativity constraint is U Ј -U. The slope of the price line MM is the ratio -p 1 /p 2 . The price line RR is tangent to U at the equilibrium quantities of (0, x 2 ). The slope of the price line RR is -1 /p 2 . If the market price for good 1 had been 1 , the consumer would have reached the same utility that she does under the constrained problem. It is necessary that 1 Յ p 1 .
If we knew the virtual prices in the scanner data sets, then we could correctly account for the effects of a missing price quote that was either the result of no inventory or of a market price that was "too high." In either case, the virtual price would satisfy condition (c), and if we knew the functional form of the consumer's utility function, we could use these virtual prices along with the prices of the purchased items to construct a true cost-ofliving index. Additionally, we do not need to observe the "list" prices of the nonsold items because they would not be relevant in the construction of a cost of living index. Unfortunately, one does not observe the virtual price. Instead, a demand system must be estimated, and, using the parameters of the estimated demand system and the prices of the purchased goods, one can impute an estimate of the virtual price. This method has been used in studies that attempt to determine the welfare effects in the introduction of new goods (see Hausman 1996 and Feenstra 1994 , 1997 . In this study, the indirect utility function is the "stochastic" translog:
where v i ϭ ln( p i /y) and ε i is a mean zero random variable. The following homogeneity constraints are imposed:
Using these constraints and Roy's Identity, and not imposing the nonnegativity constraint for the quantities, we get the "desired" share equations for the ith share:
However, suppose that for the first good w * 1 Ͻ 0. Then the observed shares {w i } k iϭ1 will not equal the "desired" shares {w i * } k iϭ1 , w 1 ϭ 0, and ∑ k iϭ1 w i ϭ 1. Suppose further that k ϭ 3, w 2 Ͼ 0, and w 3 Ͼ 0. Then the system of equations becomes
In order to impute 1 , we need to estimate the parameters of this demand system. Since v 1 is not observable, the resulting model is truncated rather than censored. In this example, the structural equation for the second good is
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The parameter estimation in this example requires the accounting of "selection effects" because the following event has occurred:
This event is denoted as A 2 , and A 3 is the event that the third good is purchased. Therefore, the following holds:
Since E(ε 2 A 2 , A 3 ) is a function of the observed v 2 , and v 3 , and since the residuals across the equations are not independent (since each one will now contain ε 1 ), the regressors are now correlated with the residual. Therefore, the econometric estimation of the share equations cannot be solely done by nonlinear least squares estimation. It is these selection effects that make price imputation more difficult than the imputation in a "new goods" problem in which the time period of introduction is exogenous and therefore selection effects need not be incorporated. The appendix describes the estimation method used in this study in order to get the parameters of the demand system. Once the parameters of the demand system have been estimated, it might be tempting to impute the virtual price 1 by
␤ i denotes the parameter estimate of ␤ i . While plim( 1 ) ϭ E( 1 ), the variance of the imputed virtual price, 1 , will be smaller than variance of the actual virtual price, 1 . One needs to account for the variance that comes from both the residual and the parameter estimates. The appendix describes this imputation method in greater detail.
The Cereal Scanner Data Set
The data set used in this study is the source data set that the BLS has used to construct its real time New York Cereal Index, which is described in the Richardson article of this publication. It contains the price and quantity sold for the supermarket outlets for New York City and its surrounding counties. Most large grocery chains, price clubs, and drugstores use scan-ner systems to monitor their inventory, to store prices, and to retrieve these stored prices when items pass through the checkout line. Each item has a twelve-digit bar code or Universal Product Code (UPC). It is the UPC that distinguishes the different items that are sold in an outlet. Different digits in the UPC are reserved to identify specific characteristics. For instance, there are five digits used to identify the manufacturer. These digits are assigned to the manufacturer by the Uniform Code Council. Another five digits are used by the manufacturer to identify each distinct product that is produced. Each new item or change in an existing item requires the issuing of a new UPC code.
When an item goes through the checkout line, the cash register scans the UPC code of the item, retrieves a price, and then records the sale on a computer tape or disk. From these records, one can find the weekly sales and prices for each bar-coded item in a grocery store. The outlet managers can use this information to monitor the turnover of the items on their shelves and make adjustments to improve their sales margins. Even for a highly specified "item-area" such as cereal in New York, these data sets are extremely large. For instance, one month of data for New York cereal contains more observations than the entire data set that the BLS uses within a year. Because of this vast size, there is a need to establish a hierarchy. Figure 11 .2 outlines the hierarchy for cereal. At the top level, the module identifies broad category type (ready-to-eat vs. hot cereal). At the next level is the brand name. Sometimes a brand name is the proprietary trademark of a firm (e.g., Cheerios) and other times it is not (e.g., Raisin Bran). At the lowest level is the UPC, each specific product having a unique UPC. Table 11 .1 lists the frequency of at least one unsold item for eight major brands over the 181-week period in the scanner data set. Except for Mini Wheats and Total, there is at least a 20 percent chance that for a given week that there will be at least one unsold UPC. It is evident that this probability increases with the number of UPCs within a brand. Although the probability of a nonsale is 20 percent for a particular brand, for every week in the data set used in this study, there are at least three nonsales.
In this study, when I compute indexes using the unit value approach, I group the UPCs by brand and then compute a unit value for each brand. I can do this since in this data set there is always at least one item within a brand that has strictly positive sales. I also investigate whether the items within a brand satisfy the Balk's criteria for a unit value index.
Even within brands and among outlets, there is evidence of product differentiation. The graphs in figure 11 .3 plot the range of each week's prices for the top-selling UPCs in New York at different stores. 4 It is evident that the outlet differentiates the product, since consumers do not purchase only at the outlet offering the lowest price. Although Reinsdorf (1993) found evidence of outlet substitution bias, it seems clear that outlets are not perfect substitutes. Notice that the minimum price in general fluctuates more than the maximum price. The reason is that different stores put these items on sale at different times, and the percent reduction of the sale price varies across store. Most often the minimum price is a sale price.
When a brand has several UPCs assigned to it, it is usually the box size that distinguishes the two UPCs within the same brand. Conventional wisdom might conclude that box size is an "immaterial" characteristic. However, I find evidence to the contrary. I select three of the larger-selling brands and select two UPCs for each brand. The only characteristic that differentiates the two UPCs is box size. For each store, I subtract the price of the larger box from the price of the smaller box and then average these differences across stores. The results are listed in table 11.2, and the null hypothesis that the two prices are equal is always rejected. Therefore, we observe that outlets offer a choice of different box sizes for the same brand. These different box sizes have different per ounce prices. Both box sizes enjoy positive sales. Therefore, a 20-oz. box of Cheerios is not a perfect substitute for a 15-oz. box of Cheerios. Additionally, it is evident that a 20-oz. box of Cheerios in one store is not a perfect substitute for a 20-oz. box in another store. Therefore, both the outlet and the box size differentiate the product.
Based on this evidence, I conclude that the sufficient conditions for constructing a price index by taking unit values either across outlets or across items with a particular brand do not hold for the cereal market in New York. Obviously neither the items within a brand nor the outlets are complements. There is a variance of prices within a brand and among outlets. The items within a brand are not perfect substitutes. If they were perfect substitutes, then manufacturers and outlets would not be bearing the additional costs of offering different box sizes for the same item. However, it is still possible that a unit value approach might "closely" approximate a true price index.
Price Index Estimation Using Price Imputation for Unsold Items 359 To gain insight on the nonsale of items in this database, I define a sale as any price that is 95 percent or below the median price. Among the items that experience no sales, 28 percent of the nonsales follow its own sale and at the same time occur when at least one other item with its own brand experiences a sale. Twenty-one percent of the nonsales follow only its own sale, and 22 percent occur only during the sale of at least one other item within its own brand. The remaining 29 percent do not follow either its own sale or occur during the sale of at least one other sale in its own brand. These results should influence the results of the carry-forward imputation approach.
The Indexes Based on Five Methods
I estimate Törnqvist price indexes using one implicit imputation, the unit value, and four explicit methods. The first explicit method is the carry forward. The second is the BLS method. The last two are the imputations of the virtual price. I impute the virtual price two ways-first by using a simple direct approach using equation (6) and second by accounting for the selection effects and all the sources of variation. The imputation approach is described in the appendix.
My time series starts in August 1994 and ends in March 1998, and it has 181 weeks. The "cereal price war" occurs during this period as Kellogg's attempts to stop its falling market share. Price drops are most dramatic for those brands whose name is not proprietary, such as Raisin Bran and Corn Flakes.
I randomly select a store and start with the brands that have the highest expenditure share. I do this because the price indexes coming from these brands will be given a greater weight in the final index. It would almost be computationally impossible to do this for every brand, and therefore it is perhaps more important to correctly generate indexes for the brands that will get the most weight.
When I estimate the virtual prices, I first estimate the parameters of the 366 Ralph Bradley model that is depicted in equation (4) by nonlinear least squares without adjusting for the selection effects of product exit and entry. I use the model parameters to impute a virtual price as described in equation (6). Then I estimate the model again and account for the selection effect as shown in equation (5) by using a simulated moment method, described in the appendix. When I impute a virtual price this time, I account for the additional sources of variation. The UPCs that fall under each brand include both the national trademark brand and the private-label counterpart that is intended to serve as a substitute for the national brand. Therefore, for a brand such as Cheerios, I include all the different boxes of General Mills Cheerios and the store's private-label cereal that is intended to be a substitute for Cheerios. I include the private labels because they are specifically manufactured to be a substitute for a national brand even though the characteristics of the cereal are not exactly the same. In the case of the "Raisin Bran" brand, I combine both Kellogg's and Post Raisin Bran along with the private label that is intended to be a substitute for the Post Raisin Bran.
Finally, I construct Törnqvist indexes for the fourteen top-selling brands using five different imputation methods. 5 The first index uses unit values, and the second index uses the imputed virtual prices that come from the parameter estimates that are done without adjusting for the selection effects. The third index is calculated using the full imputation procedures described in the previous section. The fourth index uses the carry-forward imputation, and the fifth method is the BLS method. Table 11 .3 lists the parameter estimates for the nonlinear least squares estimation that does not incorporate the selection effects. (Table 11A .1 lists the results that do incorporate the selection effects.) Because of space limitations, I do not report the results for each brand. Instead, I give the results for the top-selling brands. The first results are for the Cheerios brand. There are five UPCs that fall within this brand. The UPCs are a private-label 7-oz. box, a 35-oz. box of Cheerios, a 20-oz. box of Cheerios, a 10-oz. box of Cheerios, and a 15-oz. box of Cheerios. Generally, the cross effects among the 20-oz., 10-oz., and 15-oz. boxes increase after the selection effects are incorporated. This should be expected. The absolute value of the own price coefficients increases for those UPCs with a relatively large share of the Cheerios brand.
The next set of results is for the Corn Flakes brand. The first five UPCs are, respectively, the 45-oz. box, the 7-oz. box, the 12-oz. box, the 18-oz. box, and the 24-oz. box for Kellogg's Corn Flakes. The last are respectively the 12-oz. and 18-oz. boxes of the private label. The highest cross effect is between the 18-oz. box of Kellogg's and the 24-oz. box. In the appendix, I show that the cross effect is increased when the parameters are estimated with the selection effect. In both estimations, there are negative cross effects between the 45-oz. box and the private labels. This is a disturbing result. When estimating these parameters, there is one factor that perhaps can create bias. Oftentimes, an outlet will place an item on sale and temporarily run out of the item during the sale period. In these situations, the desired quantity purchased does not equal the actual quantity purchase. Unfortunately, the event of an "item run-out" is not recorded on the scanner data sets. This measurement error problem should include a downward bias in the absolute value of both the own and cross effects since the magnitude of the quantity change coming from a price change is underreported. For the time being, this problem will persist, and it will also affect the values of any superlative index that is calculated from this data.
Additional results from the top-selling brands are also listed in table 11.2 but will not be discussed in this paper. Table 11 .4 gives summary statistics for the Törnqvist indexes generated in this study, and figures 11.4A and 11.4B plot the value of the indexes. I compute both a chained and a direct Törnqvist index for each method over the 181-week period. The column head "simple imputation" refers to the simple economic imputation that is done without incorporating the selection effects and that uses a price using the form in equation (6). Additionally, it does not account for all the sources of variation. The column head "full imputation" is the economic imputation that does account for selection effects and all source of variation. Besides giving summary statistics, this table also gives the last period value for each one of the methods.
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Ralph Bradley While the other methods generate significantly different results when compared to each other, the magnitude of these differences is not as large as their difference with the indexes that use unit values. It is important to note that in the unit value method all the prices within each group are being replaced by their unit value. In the other methods, the prices of the sold items are always the same; therefore, the only difference is solely the result of the imputation method itself. For cereal in New York, the Balk criteria for using unit values do not hold, and the indexes using unit values produce dramatically different results.
What is surprising is that under the direct method there is the small magnitude of difference between the BLS method and the full and simple economic imputations. Clearly, the current BLS method is far simpler than the economic approach, and it seems that the BLS's current price replacement methods at least somewhat incorporate the welfare effects of a nonsale of an item.
Sections A and B of table 11.5 list the mean differences between indexes and give a standard errors for these differences. The index for each time period using the method listed in the row down the page is subtracted from the Price Index Estimation Using Price Imputation for Unsold Items 373 index method listed in the column and then averaged. All of the differences are significant at the 5 percent level. There is even a significant difference between the full and the simple economic imputation approach. Clearly, the regression results between the model that incorporated the selection effects and the one that did not were not large in magnitude, and thus the resulting differences in the price indexes are not large. There is an interesting result for the chained index based on the carryforward method. The chained index drifts below its direct value. Usually, the reverse happens. A major pitfall of the Törnqvist is that it is not reversible, so that if prices return to their base-period value, a chained Törnqvist will not necessarily equal one. It is very important to note from table 11.4 that the chained Törnqvist using the carry-forward method has a higher variance than the other explicit methods. This confirms the conclusions of Armknecht and Maitland-Smith (1999) , and, as mentioned earlier, the carry-forward method carries forward a sales price for over 49 percent of the imputations, so that when the item is purchased again there is a "bounce" in the index. However, this "bounce" after reappearance does not completely offset the downward drift that occurs from deeply discounted sales. Perhaps these are important reasons that the carry-forward method might be avoided.
Conclusions
Among the alternative imputation methods that are reviewed in this study, it seems that the unit value methods generate the largest difference when applied to the scanner cereal database for New York. Clearly, the cereal market does not have the characteristics that are sufficient for a price index that uses unit values to be a true price index. However, there could easily be other product areas where at least one of Balk's criteria is met. For example, in the tuna market, Feenstra and Shapiro's study (chap. 5) in this volume indicates that the conditions for taking unit values across time might provide a true price index.
The economic approach in this study did not produce an index whose difference with the index using the BLS approach was large in magnitude even though the difference was statistically significant. At least in the cereal market, it seems that the BLS imputation method produces indexes with relatively smaller variances and whose results are close in magnitude to the indexes based on the economic approach. 
