Abstract. It is well-known that there always exists at least one stationary measure compatible with a continuous g-function g. Here we prove that if the set of discontinuities of the g-function g has null measure under a candidate measure obtained by some asymptotic procedure, then this candidate measure is compatible with g. We explore several implications of this result, and discuss comparisons with the literature concerning assumptions and examples.
Introduction
The present paper is about Z-indexed stationary stochastic processes with finite alphabet, or equivalently, the translation invariant measures on space of bi-infinite sequences of symbols. We are mainly interested in the question of existence, uniqueness and mixing properties of such measures when a set of conditional rules are specified, that is, we consider the following basic questions: given a set of transition probabilities (or a probability kernel) from "infinite pasts" to "present symbols" of the alphabet,
(1) does it exist a stationary process whose conditional probabilities are given by this kernel? (2) if yes, is it unique, and what more can we say about its statistical properties? Naturally, a well-known special case is that of Markov chains (of any finite order), for which the set of transition probabilities is given by a transition matrix. For such models, the question of existence is automatically solved (there is always existence, recall that our alphabet is finite), and the question of uniqueness is mainly a question of irreducibility. In the present paper, we rather consider non-Markovian cases, which means that we are given sets of transition probabilities that may depend on unbounded parts of the pasts. Chains specified by such sets of transition probabilities would therefore have unbounded, or even possibly infinite, memory.
Such objects were first studied in the literature of stochastic processes under the name chaînesà liaisons complètes (chains with complete connections) coined in the seminal works of Onicescu & Mihoc (1935) ; Doeblin & Fortet (1937) . Since the 70's and the work of Keane (1972) , it has been paralleled by the literature of g-measures in the field of Ergodic Theory (Ledrappier, 1974; Walters, 1975; Hulse, 1991; Johansson &Öberg, 2003 , just to mention some of them). The set of transition probabilities is sometimes called probability kernel and usually denoted by P in the stochastic processes literature, while in the literature of ergodic theory, it is called a g-function, sometimes itself denoted by g. In any way, in our terminology, chains with infinite memory and g-measures are the same objects: the g-measure is simply the law of the stationary stochastic process having function g as set of transition probabilities.
Question 1 and 2 above were answered, in both literatures, essentially under the assumption that the g-function is continuous (this implies existence), strictly positive, and eventually with a rapidly vanishing variation if we wish to have uniqueness. In the last 10 years, several works (De Santis & Piccioni, 2012; Gallo & Garcia, 2013; Gallo & Paccaut, 2013; Oliveira, 2015) have studied the case of possibly discontinuous g-functions (kernels) under several perspectives, including the existence problem, the uniqueness problem and further properties such as perfect simulation, mixing properties, statistical inference. The present paper is more in the vein (and indeed can be considered a sequel) of Gallo & Paccaut (2013) .
With respect to question 1 stated above, loosely speaking, the main problem is to find a characterisation of the smallness of the set D g of discontinuities of g guaranteeing existence. For instance, Gallo & Paccaut (2013) asked that this set has negative topological pressure (see (2.4) for a definition). Having in mind the fact that most examples of stationary measures in the literature give measure 0 to D g , it is natural to wonder if it is sufficient to find a candidate measure that does not weight D g to get existence. This is precisely the statement of our first main result: if the set of discontinuities of g is given measure 0 by some candidate measure obtained by a classical asymptotic procedure, then this candidate measure is a stationary compatible measure for g. This result is stronger than any general existence result of the literature that we are aware of, and answers question 1 in an essentially optimal way as we will also explain. We also give several corollaries under more explicit conditions on g and some examples of application. A notable result, for instance, is the fact that if D g is countable, and if g is bounded away from 0, then existence is granted. We will also provide a discussion/comparison of several notions of smallness of D g (we already mentioned three, which are negative topological pressure, null measure under some candidate measure, and countability).
The second part of the paper focuses on a specific class of g-functions, which are called "probabilistic context trees". In words, a probabilistic context tree is a g-function having the property that, for some pasts, we only need to look at a finite suffix of the past in order to obtain the transition probability from the past to symbols of A, and the size of this portion is a deterministic function of the past. The set of these suffixes can be represented as a rooted tree that we call context tree, which encodes the dependence on the past of the g-function, and when there exists a stationary stochastic process specified by this g-function, we say it is a "variable length memory chain". Probabilistic context trees are the archetypical examples of locally continuous g-functions, because continuity is only assumed along pasts having finite size contexts.
This class of processes was initially introduced in the information theory literature by Rissanen (1983) as an efficient compression model. Since then, it has been essentially used in mathematical statistics papers as a flexible class of stochastic processes to model real life datas (Galves et al., 2012; Belloni et al., 2017; Cai et al., 2017, for instance) . On the theoretical side, Gallo (2011) seems to be the first work interested in this model under the perspective of stochastic processes. This class has been also used as a tool to study general g-measures, for instance in Gallo & Garcia (2013) ; Gallo & Paccaut (2013); Garivier (2015) ; Oliveira (2015) . Finally, some recent works have explored the relation with dynamical systems (Cénac et al., 2012; or used this class to create interesting random walk models (Cénac et al., , 2019 .
In the class of variable length memory chains, we obtain results ranging from existence to uniqueness and mixing properties (precisely, β-mixing, or weak-Bernoullicity). All these results are stated under assumptions on the length of the contexts, meaning that our results are specially designed for variable length memory chains. Indeed, under our assumptions, only the set of pasts having finite contexts are assumed continuous, and in particular, there is no need for uniform continuity to get existence nor uniqueness.
The paper is organised as follows. In the next section we introduce the necessary notation and definitions, explain the existence problem and state our first main existence results. In Section 3 we apply the results of Section 2 to the case of variable length memory chains, and present also some results on uniqueness and mixing properties in this context. Section 4 contains examples, and we provide an interesting discussion of further related questions in Section 5. We conclude giving the proofs of the results in Section 6 and an appendix containing proofs of combinatorial results that are used in our discussions.
2. g-functions and existence of g-measures 2.1. Notation. Consider the measurable space (A, A) where A is a finite set (the alphabet) and A is the associated discrete σ-algebra. In this paper we use the convention that N = {0, 1, 2, . . .}. The sets of left-infinite sequences (pasts) and of bi-infinite sequences are respectively denoted by X − = A −N ⋆ and X = A Z and will be endowed with the products of discrete topology. More precisely, let π [m,n] denote the coordinate application taking x = . . . x −1 x 0 x 1 . . . ∈ X to π [m,n] (x) = x m . . . x n ∈ A n−m+1 . We will use, for any m n, the notation F [m,n] = σ(π [m,n] ) for the σ-algebra generated by the coordinate applications π [m,n] . In particular, F [m,n] will be denoted F n if m = −∞ and F m if n = +∞ and simply F if m = −∞ and n = +∞. A case that will be more important for us in the sequel is that of F −1 to which we also give the simpler notation F − . For any pasts x = . . . x −2 x −1 ∈ X − and z ∈ X − and any k 0, zx
is the concatenation between x −1 −k and z. In other words, zx −1 −k denotes a new sequence y ∈ X − defined by y i = z i+k for any i ≤ −k − 1 and y i = x i for any −k ≤ i ≤ −1. Finally, we denote by |v| the number of symbols in the finite string v, that is, its length.
Denote by M the set of Borelian probability measures on X . The shift map T on X is defined by (T x) n = x n+1 . A measure µ ∈ M satisfying µ = µ • T −1 is called shift-invariant, or simply invariant or stationary. We denote by M T the set of T -invariant (or stationary) measures in M.
g-functions.
The central object of the present note is the g-function.
A g-function is a probability kernel on A, specifying the probabilities of transition from infinite pasts to symbols of A, just as the extension of a transition matrix for Markov chains:
Notation Alert 1.
• We will abuse notation by allowing g to act on X i for any i ∈ Z as follows: for any x ∈ X , g(
• For any k ∈ Z, n 1 any a k+n k+1 ∈ A n and any x k −∞ , we use the notation
As simples examples, g is just a probability distribution on A if it only depends on its last coordinate, and it is a k-steps Markov transition matrix if it depends only on its k + 1 last coordinates.
The role of g will be to describe the conditional expectation of present given past for measures on X , just as a transition matrix describes the conditional probabilities of the present given the last step for a Markov chain. However, unlike in the finite memory case (that is, unlike the case of k-step transition matrix with k < ∞), it is not obvious that a given gfunction describes the conditional expectation of some stationary measure. This is the existence problem that we now address.
2.3. The existence problem. Given a g-function g, a stationary measure µ is said to be compatible with (or specified by) g if
for µ almost every x and for every a ∈ A. Let M T (g) denote the set of stationary measures compatible with g. The existence problem is to find the weakest conditions on g ensuring that M T (g) = ∅.
The main assumption of the literature to solve this issue is that g is continuous at every past x. We say that g is continuous at x if for any a ∈ A and any sequence {x (k) } k 1 in X − satisfying x (k) → x (with respect to the discrete topology), we have
Another traditional assumption of the literature is that inf g > 0, which, combined with continuity, leads to what is sometimes called "regular gfunction". As mentioned in the introduction, recent works sought for sufficient conditions on the set D g ⊂ X − of discontinuities of g guarantying existence.
The main objective of the present paper is to answer questions 1 and 2 stated in the introduction in the case of non-regular g-functions. It is worth mentioning here that the expression "non-regular g-measure", used in the title of the paper, is an abuse of terminology: what is non-regular here is the g-function. This abuse nevertheless involves some subtleties (essential discontinuities) that we will discuss in Section 5.
Theorem 1 below gives a new and very natural condition on D g ensuring that M T (g) = ∅ without assuming inf g > 0.
2.4. A general existence result. Let us first construct a natural candidate by an asymptotic procedure, using compactness. By Ionescu-Tulcea's Theorem, we know that for any x ∈ X − , there exists a unique measure µ x ∈ M satisfying µ x (C) = 1 1{x ∈ C} for any C ∈ F − and, for any n 1 and any a
). In words, this is the measure started with x on (−∞ − 1] (Dirac measure on x ∈ X − ), and which we construct iteratively forward (on [0, +∞)) using g. Then, let µ x,0 := µ x and µ x,−i := µ x • T −i for any i 1. By compactness of M, the sequence of measures
converges by subsequence. Letμ x be a limit. We have the following theorem.
Theorem 1. Suppose that there exists an x and a limitμ x such thatμ x (D g ) = 0. Thenμ x ∈ M T (g) which is therefore non-empty.
All the results that we know about existence imply that no compatible measure would charge the discontinuous pasts (although we know that this needs not to be the case in general, see Section 5.4 for a counterexample). Here, it is the converse: if the candidate measure does not charge the discontinuous pasts, then it is stationary compatible.
It is worth mentioning that this result is tight in the following sense: there exists examples of g-functions for which no stationary measure exist if we relax the assumption (this is the case of the "infinite comb" considered in Cénac et al. (2012) ). This example is presented in Section 4. Naturally, the main drawback of Theorem 1 is that its assumption is not easy to check because the measureμ x is defined through a limiting procedure. The next subsection focuses on obtaining explicit conditions that are checkable directly on g.
2.5.
Explicit results: how to control the "smallness" of D g . Theorem 1 involves the measureμ x which is difficult to access in general. So we seek for topological assumption on the set D g , that is, ways to characterise the "smallness" of this set without any reference to its measure.
A first natural way to say that a subset of X − is small is to say that it is finite, or countable.
We will explain later that enumerability of D g is far from necessary for existence.
Let us now mention another way to measure the smallness of D g which was introduced by Gallo & Paccaut (2013) . First denote by D n g the set of strings of size n which are prefix of discontinuous pasts of g, that is,
Gallo & Paccaut (2013, Theorem 1) states that there exists at least one stationary measure compatible with g if P g (D g ) < 0 together with some positivity condition on g (that we do not define here for the sake of presentation). The next proposition states that P g (D g ) < 0 alone implies the condition of our Theorem 1, showing in particular that our results are strictly stronger than those of Gallo & Paccaut (2013) .
The assumption P g (D g ) < 0 does not involve any measure, but it strongly relies on detailed properties of g. For this reason, Gallo & Paccaut (2013) also considered another characteristic of D g which is its upper exponential growth. Since we are assuming that D g is infinite, we know that the cardinal |D n g | diverges as n diverges. How fast it diverges can be measured by the upper exponential growthḡ
This exponential growth of a subset of X − is yet another way to characterise how large is this set in X − . It was proved in Gallo & Paccaut (2013) 
implies that D g has strictly negative topological pressure, and therefore was sufficient for existence. According to Corollary 2 this is also a sufficient condition for our criterium to hold.
2.6.
A remark on the cardinality of D g . It is interesting to notice that the growth (that is how fast |D n g | diverges) is not trivially related to the cardinality of the set D g . It is easy for instance, for very slowly diverging natural function f (n), n ∈ N ⋆ , to build an uncountable set D g with |D n g | = f (n) (see Lemma 2). So assumption (2.6) already covers examples of g's having uncountably many discontinuities.
On the other hand, it is also possible to construct countable sets with rapidly diverging |D n g |, giving examples of results covered by Corollary 1 which are not covered by assumption (2.6) (which was the only explicit assumption of Gallo & Paccaut (2013) ). For instance, in the case of binary alphabets, assumption (2.6) imposesḡr(D g ) < 2. But for any f (n) = o(2 n ) we can construct a countable set D g with |D n g | = f (n) (see Lemma 3). So taking for instance f (n) = 2 n ⌊log n⌋ we haveḡr(D g ) = lim sup n 2 ⌊log n⌋ 1/n = 2 which therefore does not satisfy assumption (2.6) but satisfies the assumption of Corollary 1 2.7. Explicit results: using the form of D g . To conclude the explicit results concerning existence, let us also mention the following assumption, which is not on the size of the set D g , but rather on its form. Suppose that there exists a finite string v that does not appear as substring in the elements of D g , that is, for any x ∈ D g , we have x i+|v|−1 i = v for any i |v|. We then say that D g is v-free.
Corollary 3. Consider a g-function g for which D g is v-free for some finite string v, and assume that inf x g |v| (xv) > 0, then M T (g) = ∅. In particular, the positivity condition is satisfied under uniform positivity inf g > 0.
An example of application of Corollary 3 is D g = {1, 3} −N on the 3-letters alphabet A = {1, 2, 3}. Notably, existence was not shown at this level of generality for this example in the literature. Gallo & Paccaut (2013, see Corollary 1 and Example 4 therein) need the parameter ǫ to be sufficiently large to compensate the exponential growth of the set of discontinuities (see definitions therein). This is also the case of Garcia & Gallo (2018) which relies on the results of Gallo & Paccaut (2013) . Gallo (2011) and Gallo & Garcia (2013) on the other hand obtained existence adding a condition on the continuity set X − \ D g which is rather strong and in particular implies also uniqueness. Using our Corollary 3, we guarantee existence without any further condition than v-freeness.
2.8. Uniqueness. As we already mentioned, to get uniqueness usually requires some control on the variation of g. The variation of order l of g at z is defined by var g l (y) := sup
Clearly, y is a continuity point for g if and only if var g l (y) vanishes as l diverges. We do not extend much here because our objective will be to focus on the variable length case in the next section, but let us just mention that, under the condition of Theorem 1, if we further assume that Eμx l var g l 2 < ∞, then uniqueness is granted. This fact follows immediately from a result in Johansson &Öberg (2003) .
Specialising to variable length memory chains
In the present section we consider a particular class of g-measures which we call variable length memory chains that we begin to define. Given a g-function g, for any x, let us define
−k a) , ∀a, y, z} (with the convention that ℓ g = ∞ if the set is empty), which is equivalent to ℓ g (x) := inf{k 1 : var
the context of x, it is the smallest suffix of x we need to get the distribution of the next symbol according to g. The set
} is sometimes called context tree, because it can be pictorially represented as a rooted tree in which each path from the root to a leaf represent a context. Some references impose τ g to be countable or finite, this is usual in the statistics literature but not only (Cénac et al., 2012; (naturally the set of finite contexts is always countable, but τ g itself needs not be countable). We do not assume this here.
Since by definition g(xa) does not depend on x
, we define the probability kernel p g :
We can now identify g with the pair (τ g , p g ), which we call a probabilistic context tree. A measure (stochastic chain) compatible with a probabilistic context tree is call a variable length memory chain (VLMC, not to be confused with Variable Length Markov Chains, which are assumed to have a finite context tree).
Notation Alert 2.
• Sometimes, in order to avoid overloaded notation, we will avoid the reference to g and simply write ℓ, τ, p, keeping in mind that they all refer to a specific g-function g.
• Just as g as been extended to act on X i for i ∈ Z, we also extend ℓ to take as argument any sequence
• The set {x : ℓ(x) > k} is measurable with respect to F [−k,−1] . Thus, using the above notation extension, we will make sense out of the set
Under the stronger assumption that Eμxℓ g < ∞, and adding that inf g > 0, the set M T has a unique element.
In other words, if the length of the contexts "seen" by the candidate measure is a.s. finite, then the candidate is actually a compatible VLMC. This amounts to say that the stationary process goes from finite contexts to finite contexts, that is, lives on a countable set of contexts. If moreover this length has finite expectation, then this compatible measure is unique (modulo an additional minorising condition on g). This is quite a natural statement, and as far as we know, the only one involving the length of the context function as main data for such examples. Previous results of the literature, such as Gallo (2011); Gallo & Garcia (2013) mainly focussed, as far as context trees are concerned, on v-free context trees, an assumption on the form of the set of infinite size contexts. The idea to work on the form of τ was pushed forward by , in which more refined combinatorial properties of τ are used to obtain sufficient and necessary conditions for existence and uniqueness of the compatible measure. The comparison with their results would be interesting but is not straightforward. We choose not to enter into the details here.
Theorem 2 is nevertheless quite inexplicit, as Theorem 1 was, because the assumption is based onμ x . So we now focus on obtaining "easier to check" results. In this directions, the next results involve µ x which is way more simple to understand thanμ x .
We say (Bradley, 2005 ) that a stationary measure µ is weak Bernoulli (or, equivalently, absolute regular or β-mixing) if
vanishes as n diverges. The reader should keep in mind that this is much stronger than having a mere "mixing", which corresponds to the absolute value above vanishing as n diverges for any pair A i , B j . Anyway, what matters is not so much the definition itself, but rather its implications. Shields (1996) lists several implications of weak-Bernoullicity. Here, let us cite only two interesting consequences of a given stationary measure µ being weak-Bernoulli:
• µ can be obtained as a coding factor of some product measure ν, that is, there exists a function f : A Z → B Z (B some other finite aphabet) that commutes with the shift T , and such that µ = ν •f −1 .
• The double tail σ-algebra ∩ n 1 F −n ∨ F n is trivial under µ. The next theorem gives a sufficient condition for existence of a unique compatible measure, which moreover is weak-Bernoulli. 
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then there exists a unique compatible measure and it is weak-Bernoulli.
We now conclude with an even more explicit statement, involving the growth of τ that we now define. Let τ n := {y As mentioned earlier (see (2.6) above), a similar criterium (not exactly the same because here we consider the growth of the tree, and not only of the set of discontinuities) was proven to be an explicit sufficient condition for existence in Gallo & Paccaut (2013) . Here we improve this to uniqueness and weak-Bernoullicity.
Explicit examples
4.1. The renewal process. This example is a well known example, even under the perspective of testing existence questions (Cénac et al., 2012) . The main objective here is to show that Theorem 1 is tight in the sense that we cannot relax its assumption in general. For the renewal process indeed, our theorem retrieves the exact (necessary and sufficient) condition for existence as we now explain.
Let q = {q i } i 1 be a sequence of (0, 1)-valued real numbers and define ℓ 1 (x) := inf{k 1 : x −k = 1} (with ℓ 1 (0) = ∞). Consider the g-function on A = {0, 1} defined through g(x1) := q ℓ 1 (x) . This model falls in the class of probabilistic context trees and in particular we have var g k (x) = 0 for any k ℓ 1 (x) when x = 0, while
We separate into 3 cases, according to V (q) := k k i=1 (1 − q i ) and q ∞ .
(1) Case 1. Suppose that V (q) < ∞. Choosing any x with x −1 = 1, we notice that µ x is the measure of an undelayed renewal sequence, and the renewal theorem guarantees that µ x,−i (1) → 1/m where m is the expected distance between two consecutive 1's in the sequence:
In other words, if V (q) < ∞, we have µ x,−i (1) → 1/m > 0, and thereforeμ x (1) > 0 since it is the Cesàro mean of µ x,−i (1)'s. Since it is a stationary measure, this automatically implies thatμ x (0) = 0, and therefore that the condition of our theorem also holds, since 0 is the only possible discontinuity point. (2) Case 2. Assume that V (q) = ∞ and q ∞ > 0. Assuming that V (q) = ∞ implies that the expected length between two consecutive 1's is infinite and, invoking once again the renewal theorem, that µ x,−i (1) → "1/∞" = 0. This automatically implies thatμ x (1) = 0, that is,μ x (0) = 1. In other words, the only discontinuity hasμ x full measure, and the condition of Theorem 1 is violated. It turns out that this is precisely the case of non-existence, as was proved in Cénac et al. (2012) . (3) Case 3. Suppose that V (q) = ∞ and q ∞ = 0. This case is special, because we will once again have, for the same reason as above, µ x (0) = 1. But here 0 is a continuity point for g (indeed, when V = ∞ we necessarily have q i → 0 = q ∞ ). Therefore we have existence and the stationary measure is concentrated on the point "all 0". An extension of this renewal argument could be done for v-free probabilistic context trees (τ, p) in general, that is, when v does not appear in the infinite size contexts of τ . For instance, the context tree of the renewal process is 1-free. Reasoning as above, if we are able to show that, for some past x, µ x,−i (v) has a strictly positive limit, then we automatically have that µ x is an invariant compatible measure by Theorem 1. But if we start with any x satisfying x −1 −|v| = v, then µ x,−i (v), i 0 does not depend on x −|v|−1 −∞ , so we can actually use the notation µ v,−i , i 0 in this case. Consider
What can be proved in this case, using a renewal argument, is that if E µ v T v < ∞ then µ x,−i (v) has strictly positive limit, which would guarantee existence. Observe that the condition E µ v T v < ∞ actually only depends on the set of transition probabilities p of the pair (τ, p). We do not get into such details, but it would be interesting to investigate the relation between this assumption (v-free probabilistic context tree with finite expected return to v) with the assumptions of involving finiteness of certain series and the notions of "α-lis" and "stability" therein defined.
4.2.
Existence for v-free cases. The binary renewal process introduced above is a very special 1-free example, in which the distance to the last occurrence of 1 backwards in time is the size of the context. We have proved that, when q ∞ > 0, there exists a stationary measure if and only if V (q) is finite. But the main general characterisation of existence was that µ x gives positive weight to the symbol 1. This latter is also a SNC for any 1-free examples, that is, for any g having . . . 000 as unique discontinuity point since we are on A = {0, 1}. In general however, it is complicated to get an explicit SNC condition. We now explain how to get necessary and also sufficient conditions. Let s = {s i } i 1 and r = {r i } i 1 be the [0, 1]-valued sequences defined through s i := inf x g(x10 i 1) and r i := sup x g(x10 i 1) respectively. We claim that if V (s) < ∞ there exists a stationary measure compatible with g, and if V (r) = ∞ then there does not exist such measure. Let us explain the case V (s) < ∞ (the case V (r) = ∞ follows equally). Choose any x with x −1 = 1 and consider the measure µ x ren obtained starting from x and using the probabilistic context tree of the renewal process, as in the preceding subsection, but with sequence s instead of q. If V (s) < ∞, we know that µ x,−k ren (1) → 1/m(s) > 0. So we are done if we are able to prove that µ x,−k g (1) µ x,−k ren (1) for any k. This follows from a well-known coupling argument (Lindvall, 1992 , see Part IV chapter 2) between ordered kernels (in our case, g-functions). Consider two g-functions g and h (on A = {0, 1} in the present case, but can be extended) which are ordered in the sense that g(x1) h(y1) for any x y with respect to coordinate-wise order. Then, for any ordered pasts x y, there exists a measure ν (x,y) on (A×A) N , which is a coupling of µ (2012) . All these works assumed that inf g > 0, with exception of Gallo & Paccaut (2013) , who assumed something slightly weaker than strict positivity (their assumption is technical and will not be introduced here for the sake of brevity). We claim that our results from Section 2 cover any of these examples as they were presented. We refer the interested reader to these references for these specific examples.
Examples of applications of Theorem 3.
A first natural application of Theorem 3 is the renewal process itself, with sequence q when V (q) < ∞ (see Subsection 4.1). Indeed, observe that
if ℓ 1 (x) = k, and we also have to consider separately the case x = . . . 00 which gives µ x (y
Since we assume V (q) < ∞ (and also that q i ∈ (0, 1) for any i ∈ N∪{∞}) then we know by Borel-Cantelli that µ x (ℓ 1 (y i−1 0 ) > i , i.o.) = 0 for any x which means that Theorem 3 applies. So we have uniqueness and weak-bernoullicity of the renewal process but this is well-known in the literature (see Shields (1996) for instance).
So let us consider a new example, generalising the renewal process. Consider a function h : N → N and consider the probabilistic context tree (τ, p) with τ = {. . .
There is a unique infinite context, the past . . . 00, just as for the renewal process. Here, if the last occurrence of a 1 when we look backward is at distance j, then the size of the context is the deterministic function H(j) := j + h(j) (the renewal process is a particular case with h ≡ 0). In any case, we are in presence of a 1-free probabilistic context tree, and we know (see Subsection 4.2) that, letting s i := inf x g(x10 i 1), i 0, the assumption V (s) < ∞ guarantees existence of a stationary measure. We know seek for a sufficient condition on the sequence s to get uniqueness and weak-bernoullicity. In order to simplify the presentation, suppose that H is strictly increasing, and denote by H ← its inverse. Observe that for any x, µ x (ℓ(y
We therefore have for any sufficiently large i's
when ℓ 1 (x) = k and, applying Borel-Cantelli and Theorem 3, we conclude that a sufficient condition for uniqueness and weak-bernoullicity is that i 0
As an example, let us consider the case in which s i = i+1 i+2 α . We know that V (s) < ∞ if and only if α > 1, and that this is enough for existence. Let h(i) = C × i δ for some positive constants C ∈ N and δ > 0. Then we have H ← (i) = Di −δ for some D > 0 and therefore
which is summable if and only if δ < α.
An example of application of Corollary 4.
Set A = {0, 1}. The discontinuity points will be built around the infinite branch obtained by concatenating the binary coding of all the natural numbers . . . 1101100010. This branch will be truncated at the end of the binary coding of each number and an infinite branch will be added (see the adjacent picture of the corresponding context tree). In this way, the discontinuity points of g are 0 ∞ 0, 1 ∞ 10, 0 ∞ 0010, 1 ∞ 100010 and so on. In order for these discontinuities to be essential (see definition in the next section), it remains to alternate the value of g on the cylinders along the infinite branches. For example, for the first discontinuity point 0 ∞ 0, take g to be equal to ǫ on the cylinders 10 2k and 1 − ǫ on the cylinders 10 2k+1 .
It is not difficult to see that this example fits into the conditions of Corollary 4: we indeed have inf g = ε > 0 and it hasḡr(τ ) = 1 which is strictly smaller than [1 − (|A| − 1)ε] −1 = (1 − ε) −1 independently of the value of ε. We therefore conclude that this example has a unique compatible stationary measure which is weak-Bernoulli.
Some further important remarks
The present section intends to make a more complete picture of actual knowledge on the question of discontinuities in g-functions.
5.1. Discussion on the meaning of "non-regular g-measure". As we mentioned earlier, the terminology "non-regular g-measure" was an abuse, meaning that we are working on measures compatible with non-regular gfunctions. There is however a subtlety here: since the definition of compatibility of µ with g is given modulo a set of µ-measure 0, infinitely many g-functions specify µ, many of them being discontinuous.
The example of Subsection 4.1 is very enlightening on this subject. If we take q k vanishing monotonically to 0, so slowly that V (q) < ∞, then we will have existence of a stationary measure µ, independently of the value of q ∞ . So if we put q ∞ > 0, we have a discontinuity at . . . 00, but since this past has µ-measure 0, we can remove the discontinuity by puttingq ∞ = 0 instead, and obtaining a new g-function,ḡ say, with which µ is still compatible. The discontinuity . . . 00 is called non-essential in the Gibbs/non-Gibbs literature (Van Enter et al., 1993) . A radical example is given in the next subsection, in which the g-function is non-essentially discontinuous everywhere. On the other hand, if we take q i equals ǫ 1 ∈ (0, 1) or ǫ 2 ∈ (0, 1), according to whether i is odd or even, then there still exists a compatible measure µ, but this time the discontinuity of g at . . . 00 cannot be removed by changing g on a set of µ-measure 0. In this case the discontinuity is said to be essential.
Coming back to our contribution here, our results concern essential as well as non-essential discontinuities: all we know is that there exists a gmeasure (eventually unique and weak-Bernoulli) compatible with the given g-function.
5.2. Non-essential discontinuities. As explained above, g-functions may be artificially discontinuous: a measure may be compatible with it in such a way that we can a posteriori transform g to an everywhere continuous g ′ by changing g on a set of null µ-measure. A particularly radical example is the following:
is, the value of g(x1) depends on whether or not x codifies a rational number of [0, 1]. It turns out that the product measure µ with timeindependent marginal µ(1) = 1 − ǫ is compatible with g. This follows from the characterisation of Ledrappier (1974, Théorème 1 (iii)): µ is compatible if its entropy h(µ) equals log gdµ. In our case it is well-known that h(µ) = ǫ log ǫ + (1 − ǫ) log(1 − ǫ). On the other hand (we abuse notation by writing x ∈ Q to mean that x codifies a rational number)
where we used independence in the first equality, the definition of g in the second equality and finally the well-known fact that the set of infinite sequences that codify the rational numbers have µ-measure 0 in the last equality.
In fact, what we are saying is simply that, changing g(x1) to 1−ǫ for any rational x yields g ≡ 1 − ǫ (which obviously has µ as compatible measure), and this change concerns a set of µ-measure 0.
Random context representation.
There exists an interesting characterisation, which was given in Oliveira (2015) , of compatible stationary measures that do not charge the set of discontinuities of g. Start with a stationary measure µ compatible with g. Then, the set of discontinuities of g has µ-measure 0 if and only if the corresponding process admits a random context representation. This means that there exist, for any k 1, measurable functions λ k :
This characterisation reminds us the now classical result of Kalikow (1990) characterising continuous g-measures in terms of convex mixture of k-steps Markov kernels, that is, the same as above, but holding for any x instead of µ-a.e. x.
On the one hand, we can combine this with our Theorem 1 to obtain the following statement: for a discontinuous g-function g, ifμ x does not charge D g for some x, thenμ x is a stationary compatible measure, and it admits a random context representation. This may have implications for inference/estimation problems, and we refer to Oliveira (2015) on that. On the other hand, it allows us to restate our Theorem 1 as follows: "if for some x we have thatμ x has a random context representation, then it is compatible with g." We are not sure whether this assumption is simpler to check however...
5.4.
An everywhere essentially discontinuous g-measure. There exist stationary measures which are compatible with everywhere discontinuous g-functions. A very simple example is known in the literature of non-Gibbs measures (Lörinczi et al., 1998 , for instance) and seems to be originally due to J. van den Berg. On X 0 take µ the product measure with marginal µ(−1) = ǫ with ǫ = 1/2. Then, consider the function F : X 0 → X 0 defined by F (x) i = x i−1 x i . It can be proved that the measure ν := µ • F −1 has a nowhere continuous g-function (Verbitskiy (2015) p. 38). Here is a heuristic alternative proof. Let x ∈ X 0 . Define the density of x (when it exists) as
Because of the law of large numbers, the points x generic for the measure µ are those for which d(x) = ǫ. If y = yy 0 ∈ X 0 is fixed, F −1 (y) contains two elements. Denote by x + (y) the element for which x 0 = +1 and x − (y) the other one. The point is that the points y generic for the measure ν are those for which d(x + ) = ǫ or d(x − ) = ǫ ; denote by G this set. It is thus sufficient to prove the discontinuity of g for the points y ∈ G. Denote x(y) the preimage of y with the suitable density, that is
The g-function may be defined in the classical way
when it exists (it exists for ν-almost every y by the martingale convergence theorem). The second point is that, for y ∈ G with y 0 = +1, this g-function actually equals
Here is a heuristic argument for that: when y is fixed, there are two preimages x −1 −∞ . One of them is generic for the measure µ (the one with the density ǫ of −1). We keep this one, x −1 is thus fixed. Conditioned to that, the probability for y 0 to be equal to +1 is determined by the probability for x 0 to be equal to +1 or −1. It is 1 − ǫ if x −1 = +1 and ǫ if x −1 = −1. Another way to get convinced is to make the explicit calculation of ν(y 0 |y −1 −n ). For the sake of completeness, we present a computation that is slightly different than the one of Verbitskiy (2015) . Fix y 0 −n say with y 0 = +1. Denote by S n the number of +1's in x + −1 , . . . , x + −n−1 , this is also the number of +1's in y 0 , y 0 y −1 , . . . , y 0 y −1 . . . y −n (these are products, not strings). Then, a straightforward computation gives
and, as y 0 = +1,
Suppose for example ǫ < This means that g is discontinuous in y.
As mentioned in the previous subsection, it is important to guarantee that this example is essentially discontinuous otherwise it is a "false" example that we have here. We claim that:
In addition, g |V 1 = 1 − ǫ and g |V 2 = ǫ giving the claim with δ = 1 − 2ǫ. Now the claim directly implies the discontinuity of g in y. Moreover, if f is such that ν(f = g) = 0, then the claim remains true for f (with V i ∩ {f = g}) and y is also a discontinuity point of f .
Proofs
Proof of Theorem 1. Assume the conditions of Theorem 1. It is direct, by its definition as a Césaro limit, thatμ x is stationary. Indeed, consider any measurable set B ∈ F, then
So it remains to prove that it is compatible in the sense of (2.2). Since the measureμ x is translation invariant, it is univocally defined by its restriction on X − , and we will make no difference in the notation between µ x and its restriction on pasts. By the reverse Martingale theorem, there exists a set S ⊂ X − of fullμ x -measure for which
We will consider this convergence on the smaller set D c g ∩S∩T where T ⊂ X − denotes the set of pasts y satisfyingμ x (y Thus for any fixed l 1 and sufficiently large k's
Recall var g l (y) := sup
with this notation, we have for any z
and thus (6.2) can be bounded as follows
Taking now the limit in k we obtain
Finally, recalling that y ∈ D c g ∩ S ∩ T we have that β l (y)
Since D c g ∩ S ∩ T has fullμ x -measure, thus forμ x -almost every point y, we have
concluding the proof.
Before we come to the proof of Corollary 1, let us state and prove a simple lemma.
Lemma 1. Suppose g ǫ. Then for any k ∈ Z, n 1 and any
which implies also thatμ x,−m k (x k+n k+1 ) ǫ n since it is a Cesàro mean of µ x,−j (x k+n k+1 )'s. Since g ǫ we also necessarily have g 1 − ǫ, and applying the same reasoning and reversing the inequality, we conclude the proof.
Proof of Corollary 1. It is enough to prove thatμ x is non-atomic, which is direct using Lemma 1:μ x (y) = lim nμ x (y −1 −n ) lim n (1 − ǫ) n = 0. Proof of Corollary 2. We have, for any x and j n
According to the definition of P g (D g ), for any δ, we have for sufficiently large n
Therefore we have for sufficiently large j's
But then, the same holds underμ x since
Under the assumption of the corollary we know that P g (D g ) < 0, therefore,
Proof of Corollary 3. We prove the result in the case where the string v has size 1, that is v ∈ A is a symbol. The extension to the case of string of more symbols is straightforward. Observe that for any n 1, D n g = (A \ {v}) n is the set of strings of size n of symbols from A \ {v}. Recall also that we assume that there exists some ǫ > 0 such that inf x g(xv) = ǫ.
Proceeding exactly as in the proof of Corollary 2, it is enough to show that for some x, y
. This is the case as the following computation shows
which we apply n times to get
Proof of Theorem 2. The proof of the existence result is simple. First observe thatμ
Under our assumption, we therefore haveμ x (ℓ = ∞) = 0, which by Theorem 1 implies existence.
For the proof of the uniqueness result, observe that for a context tree with context length function ℓ, we have for any past y β n (y) 1 1{ℓ(y) > n}. Johansson &Öberg (2003) proved that, if inf g > 0 and if for some gmeasure µ we have
then it is the unique g-measure. Then, the proof of the proposition follows using the monotone convergence theorem:
Proof of Theorem 3. Observe that This converges to 0 under our assumption, implying thatμ x (ℓ = ∞) = 0 and, by Theorem 2, that existence is granted. We now come to the proof of uniqueness and weak-Bernoullicity. To begin with, we recall that for any x, y and any a ∈ A, |g(xz This is called weak-ℓ 2 property in Gallesco et al. (2018) . We wish to use equivalence (i)⇔(ii) of Theorem 1 and equivalence (i)⇔(iii) of Theorem 2 therein to conclude that there exists a unique stationary measure that we denote by µ, and also that These results are stated in Gallesco et al. (2018) under the assumption of strong non-nullness (inf g > 0), but looking at the proofs we see that this is not necessary, and that g > 0 is actually enough. Indeed, the proof of equivalence (i)⇔(ii) of Theorem 1 in Gallesco et al. (2018) is a direct consequence of Thorisson (2000, Theorem 9 .4, Chapter 4), which has no restriction on positivity at all. The proof of the equivalence (i)⇔(iii) of Theorem 2 in Gallesco et al. (2018) uses positivity only to show that µ x | F [0,n] ≪ µ y | F [0,n] (absolute continuity) for any pair of pasts x, y in order to apply two theorems from Engelbert & Shiryaev (1980) ; Jacod & Shiryaev (2002) . But this clearly holds even if g > 0 only. So we conclude that (6.6) actually holds and this in particular implies that lim n→∞ sup Using now Tong & Van Handel (2014, Corollary 2.8 (ii)) we conclude that the unique measure is also weak-Bernoulli.
Proof of Corollary 4. Consider a g-function g = (τ, p). Observe that D n g ⊂ τ n . It follows therefore thatḡr (D) ḡr(τ ), and owing to the discussion preceding Section 2.6, we conclude that existence holds. In order to prove the remaining statements, we will prove that the condition of the proposition implies that of the second statement of Theorem 3. It is enough to prove thatḡ Appendix A. Countability of subtrees
In this appendix we include the proofs of two statement concerning infinite trees.
Lemma 2. For all f : N → N * such that lim n→∞ f (n) = +∞, there exists a tree with growth function f such that D g is not countable.
Proof. Let n k be a stricly increasing sequence such that f (n) 2 k if n n k and let h be defined by h(n) = 2 k if n k ≤ n < n k+1 . Take a tree with growth function h. All its nodes at level n k − 1 divide into two branches. Therefore {0, 1} (n k ) is a subset of its infinite pasts. The same is true for a tree with growth function f , making D g uncountable.
Lemma 3. For all f : N → N * such that f (n) = o(2 n ), there exists a tree with growth function f such that D g is countable.
Proof. Let n k be a stricly increasing sequence such that f (n) ≤ 2 n−k if n n k . Let us build a tree with this sequence (n k ) in the following way :
• between level 0 and n 0 −1, all the nodes get divided into two branches • at level n 0 , half of the nodes (those begining with 1) never divide any more and the other half (those begining with 0) get divided until level n 1 − 1 • at level n 1 , half of the nodes begining with 0 get divided (those begining with 00) and the other half (those begining with 01) never divide any more ... and so on. This tree has a growth function h with h(n) = 2 n−k if n k n < n k+1 thus h(n) f (n).
Moreover, the only infinite paths in this tree write 0 k 1w1 ∞ with w a finite word. It is a countable set. Therefore, the same property is true for a tree with growth function f .
