Equivalence of matrix pencils (pairs of p q matrices over C ) is given by the GL p GL q -action of simultaneous left and right multiplication. The orbits under this group action were described by Kronecker in 1890 in terms of pencil invariants: column indices, row indices, and elementary divisors. In this paper we describe the topological closures of these orbits, a problem motivated by our work in control theory. For applications in control theory, the pencils of interest have no row indices. First we give necessary conditions for one pencil to lie in the closure of another; then we show that, in the case of pencils with no row indices, these necessary conditions are su cient.
Introduction
A p q matrix pencil over C is simply a pair (M; N) of p q matrices with entries in C (often denoted sM +N). Two pencils sM i +N i ; i = 1; 2, are said to be equivalent if, for some P 2 GL p (C ) and Q 2 GL q (C ), sM 2 + N 2 = sPM 1 Q ?1 + PN 1 Q ? 1 (1) In other words, the equivalence classes are the orbits under the following action of G = GL p (C ) GL q (C ) on the set C 2(p q) of p q pencils: G C 2(p q) ! C 2(p q) (2) (P; Q) (sM + N) = sPMQ ?1 + PNQ ?1 The orbits under this action were classi ed by Kronecker in 1890 and a canonical form appears in 3]. The classi cation is given by a complete list of invariants for the action (2): column indices, row indices, and elementary divisors.
In terms of quivers (see 6]), a p q pencil de nes a representation of dimension type (p; q) of the quiver 1 ! ! 2 (3) This quiver is classi ed as a \tame" quiver. Equivalence of pencils coincides with isomorphism of representations of the quiver (3) . Hence the orbits under the action (2) may be viewed as isomorphism classes of representations of this quiver.
The problem addressed in this paper is a description of the topological closure of each orbit. Because an orbit under an algebraic group action over an algebraically closed eld is a constructible set 5, 8.3] , orbit closure under the Zariski topology coincides with orbit closure under the standard
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topology. If p = q and det(sM + N) 6 0, the pencil sM + N is called a regular pencil. Pencils not satisfying these conditions are referred to as singular pencils. A complete description of orbit closures of regular pencils was given in 4].
The problem of describing closures of orbits under equivalence of singular p q matrix pencils is central to the authors' recent work on singular control systems. In particular, the analysis of high gain feedback depends on a solution to this orbit closure problem. To apply feedback to a linear control system described by di erential equations _ x(t) = Ax(t) + Bu(t); x(t) 2 C n ; u(t) 2 C m ; A 2 C n n ; B 2 C n m (4) (where x(t) represents the state and u(t) the control at time t) we set u(t) = Fx(t)+v(t), F 2 C m n , obtaining the system _ x(t) = (A + BF)x(t) + Bv(t) Consider a family of systems _ x(t) = (A + BF )x(t) + Bu(t) ; 2 C (5) which arise from a given system _ x(t) = Ax(t) + Bu(t) by applying feedback. If some entries of the n n matrix A + BF become arbitrarily large as tends to 0, we call this a high gain feedback family. If members of the family are replaced with equivalent systems in such a way that a limit exists, we refer to this as a limit of the high gain feedback family. The equivalence transformations we consider are: left multiplication of equation (5), change of x-coordinates, and change of u-coordinates. Hence the transformed family of systems is:
If this family has a limit as ! 0, the limit of the rst coe cient matrix L R ?1 may be singular, resulting in a system of equations E 0 _ x(t) = A 0 x(t) + B 0 u(t)
A system of the form (7) is called a generalized state space system. In order to secure unique solvability of (7), we restrict our attention to the systems for which the n n pencil sE ? A is regular:
det(sE ? A) 6 0 (8) To each generalized state space system E _ x(t) = Ax(t) + Bu(t) we associate the n (n + m) pencil sE?A B]. The feedback and equivalence transformations of the system (4) may be realized in terms of equivalence transformations of the n (n + m) pencil sI ? A B]. In particular, the transformed systems (6) 
Therefore, if the family of systems (6) has a limit as goes to 0, then that limit is a pencil sE 0 ? A 0 B 0 ] in the closure of the G-orbit of the pencil sI ? A B]. In Section 2 we will see that n (n + m) pencils of the form sE ? A B] which satisfy the regularity condition (8) have no row indices. Thus our description of limits under high gain feedback depends on a characterization of orbit closures of n (n + m) pencils with no row indices. The paper is organized as follows. In Section 2 we discuss the pencil equivalence action (2) and its invariants. In Section 3 we develop combinatorial tools to be used in proving the main theorem.
In Section 4 we give necessary conditions for a p q pencil to be in the closure of the orbit of a given p q pencil. In Section 5 we restrict our attention to n (n + m) pencils with no row indices and show that, in this setting, these necessary conditions are su cient. Special cases of this result appear in 4] and in 8] (for regular pencils and for pencils associated with controllable state space systems respectively).
The Classi cation of Matrix Pencils
In this section we present Kronecker's classi cation of matrix pencils under the equivalence action (2) of G = GL p (C ) GL q (C ) on the set of p q pencils C 2(p q) . We denote the G-orbit of a pencil sM + N by O(sM + N).
The The elementary divisors of a pencil sM + N are a set of homogeneous polynomials in C s; t] associated with the pencil. Let n = min(p; q) and, for each j, 1 j n, let D n?j+1 be the greatest common divisor of the set of j j minors of sM + tN. We use the convention that the term of the greatest common divisor with the highest power of s has coe cient 1. Let h = n+1? rank(sM+N); then D j = 0 for 1 j < h. The invariant factors are the homogeneous polynomials As a consequence of (11) and (10), we get Proof: Suppose the pencil sE ? A B] has a row index. Then there is a polynomial vector X(s) 2 (C s]) n , X(s) 6 = 0, such that X(s) sE ? A B] = 0 and so det(sE ? A) 0.
The solvability condition det(sE ? A) 6 0 is not invariant under pencil equivalence. However, at the end of this section we show that every n (n + m) pencil with no row indices is equivalent to one satisfying the solvability condition.
We see from Lemma 2.2 that, for applications to systems theory, we can restrict our attention to n (n + m) pencils with no row indices. From the canonical form which appears in 3], it is easy to see that an n (n + m) pencil with no row indices has rank n. For such a pencil, this canonical form may be described as follows. Let sM + N be the n (n + m) pencil with column indices = ( 1 ; : : : ; c ), elementary divisors fe r ij i g 1 j n;1 i k , and no row indices. Let j j= P c i=1 i and r = n? j j. For each column index i > 0 let C i be the i ( i + 1) pencil C i = 2 6 6 6 6 6 4 where j 6 = 0 and i = 0 for i > j.
From 3], we know that, up to reordering of blocks, a pencil sM +N with no row indices is equivalent to exactly one pencil of the form
where the singular part S (given by the column indices = ( 1 ; : : : ; c )) is the j j (j j +c) block (17) and the r r regular part R (given by the elementary divisors) is L i;j J(e i ; r ij ). Then for n (n + m) pencils with no row indices, the canonical form is:
J(e i ; r ij ) = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 C 1 . . . is the zero vector space. The blocks of the canonical form (19) de ne linear transformations from C i +1 to C i , i = 1; : : : ; m, and from C r i;j to C r i;j for all pairs (i; j). Note that, for each zero column index, there is a linear transformation from C to 0, i.e. a \0 1 block". To see that each block is, in fact, indecomposable, we employ the indecomposability criterion given in 6]: a representation is indecomposable if and only if every semisimple element of its stabilizer is a scalar multiple of the identity element I I of G = GL p (C ) GL q (C ). This condition can be veri ed by direct computation. Thus the canonical form (19) is a decomposition of the quiver representation into indecomposable components.
For Proof: The necessity of the condition follows directly from Kronecker's Theorem and Lemma 2.2. To prove the converse we move the constant columns of the singular part S to the right side of the matrix (19). This shows that every n (n + m) pencil with no row indices is equivalent to a pencil of the form: 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 
where`i is the column vector of length i with zeros in all but the last entry and 1 in the last entry.
Since (24) is an input pencil the proposition is proved.
When there is no regular part in (24) (i.e. r i;j = 0 for all i; j), the canonical form (24) corresponds to the Brunovsky canonical form for controllable state space systems (see 1]). In 2], Deconcini, Eisenbud, and Procesi discuss a partial ordering on D which generalizes the dominance ordering on partitions of integers and is de ned as follows:
Note that, in case 
Orbit Closure: Necessary Conditions in the General Case
In this section we consider the action (2) of G = GL p (C ) GL q (C ) on the set C 2(p q) of p q pencils sM + N. Kronecker's Theorem (2.1) provides a complete set of invariants for this action: column indices ( i ), row indices ( i ), and invariant factors D j =D j+1 . The following theorem gives necessary conditions, in terms of these invariants, for a pencil sM + N to lie in the closure of O(sM + N). In Section 5 we show that these conditions are su cient in the case of pencils with no row indices. We conjecture that these conditions are su cient in the general case.
For ease of exposition, we denote the invariants of the pencil sM + N by To prove this theorem we consider closed G-invariant subsets C C 2(p q) de ned in terms of the invariants. sIf sM + N 2 C , it follows that sM + N 2 C for all sM + N 2 O(sM + N).
Relationships between the invariants of sM + N and those of sM + N then follow. We begin by de ning additional lists of pencil invariants ( k ) and ( T k ) which may be computed from the column indices (respectively row indices), see 3] . Let c be the number of column indices and r the number of row indices of the pencil sM + N.
De nition 4.2 Given a pencil sM + N, the associated rank invariants ( k ) and ( T k ) are de ned It follows that (k + 1)q ? k is the maximal number of linearly independent solutions of (sM + N)X(s) = 0 which have degree less than or equal to k. Since a linearly independent set of solutions of degree i gives rise to a linearly independent set of solutions of degree i + 1 (multiply by s), we have:
The equation (35) Proof: We saw in Lemma 4.3 that k and T k can be calculated from the G-invariants ( i ) and ( i ), hence they are G-invariants. It follows that the sets C k;j and C T k;j are G-invariant for each pair (k; j). Then we have
where the intersection is taken over all I = (r 1 ; : : : ; r h ; c 1 ; : : : ; c h ) such that j < h n. Because m I k (sM + N) is a polynomial in the entries of the pencil sM + N, the set C I k is a Zariski closed subset of C 2(p q) . Hence C k;j is closed. A similar argument establishes that C T k;j is closed. Throughout this section we consider only n (n + m) pencils with no row indices (i.e. pencils which are equivalent to an input pencil). In Section 2 we observed that such a pencil has exactly m column indices (20) and has rank n (21). Restricting our attention to these pencils, the statement of Theorem 4.1 is considerably simpli ed; condition ii) vanishes and condition i) becomes the partial ordering (33) on diagrams. In this section we show that the necessary conditions of Theorem 4.1 are in fact su cient for pencils with no row indices: P n i=1 i < P n i=1 i , ( i ) < ( i ) are adjacent, and R = R f for some irreducible f.
Proof: First we consider the case P n i=1 i = P n i=1 i . If Proposition 5.2 reduces the proof of Theorem 5.1 to three cases, the rst of which was dealt with in 4]. The other two cases will be addressed in the following lemmata. In the following we use the notation introduced in Section 2; in particular, if C is any matrix with`rows then C 0 C denotes the pencil 0`; C] where 0`is the zero vector in C`. Lemma 5.3 C i?1 C j+1 is in the closure of O(C i C j ) for 1 i j.
Proof: Transform C i by moving column 1 to the end and row 1 to the bottom; then C i C j is equivalent to: Multiply the rst column by and take the limit as ! 0 to establish the conclusion.
If i > 1 we proceed as follows. Add column 1 to column i + 2 to obtain 2 6 6 6 6 6 6 6 6 4 
