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Abstract—In this paper a TELEMAC 2D model of the 
Southeast Asian waters is presented, including the Andaman 
sea, Gulf of Thailand, South China Sea and Java Sea. The 
model uses boundary conditions from OSU-TPXO, whereas 
atmospheric data (wind and air pressure) are used from the 
GFS model. The results of the model are compared with the 
data from OSU-TPXO in order to show that the large scale 
tidal pattern is predicted correctly by the model. Further, the 
model is compared to water level observations collected by the 
University of Hawaii, showing that accurate results are 
obtained in the whole model domain. An outlook is given of 
further developments that IMDC will undertake in order to
extend the model to three dimensions.  
I. INTRODUCTION
The Southeast Asian waters (including Andaman Sea, 
Gulf of Thailand, South China Sea and Java Sea) are located 
between the Indian Ocean and Pacific Ocean. Due to tidal 
transformation on the shallow areas, as well as the important
influence of seasonal wind patterns in this area, the TPXO 
Global Tidal Solution datasets are less suited to provide 
boundary conditions to local models in these waters. In 
addition to the tides, the prevailing monsoon winds also have 
a direct effect on the surface water currents of the shelf 
region. Over the South China Sea, the south-westward 
monsoon prevails from November to February (winter), 
whereas north-eastward monsoon occurs from June to August 
(summer). Primary or climatological current patterns in 
summer and winter are shown in Figure 1. Therefore a
TELEMAC-2D finite element coastal ocean model was 
developed to simulate the transformation of the tides from 
the ocean to the shelf sea.
In this paper, the South Asian Sea model is discussed. 
Special attention in this discussion is given to code 
developments that are being performed by IMDC. 
This paper is set up as follows. First the model setup is 
described. This is followed by a description of the results of 
the model, which are compared to the results of the OSU-
TPXO water level elevation data base, as well as to the water 
level observations collected by the University of Hawaii. In 
this section, an extension to Telemac is described, which can 
be used to export time series in NetCDF format. Then an 
outlook is given of future developments to the Southeast Asia 
model, as well as Telemac developments that are being 
Figure 1. Primary currents during the summer and winter monsoon 
periods [1]
performed related to these future developments. The 
paper is ended with some conclusions.
II. MODEL SETUP
This model is built on an unstructured mesh which allows 
to closely fit the complex geometry of numerous islands in 
the region and easily adjust resolution for different areas ().
The resolution of the mesh ranges from 2 km to 40 km. The 
model consists of 49595 nodes and 94953 elements. The 
bathymetry used in this study comes from GEBCO (General 
Bathymetric Chart of the Oceans), which is freely available 
and has a 30-second resolution. This global grid is largely 
generated by combining quality-controlled ship depth 
soundings with interpolation between sounding points guided 
by satellite-derived gravity data. The bathymetric data are
interpolated onto the mesh using linear interpolation. The 
resulting bathymetry is shown in Figure 3. The mesh is set-
up in the Mercator coordinate system, but uses TELEMAC’s 
spherical coordinates, which is needed due to the large spatial 
extent of the model.
The model is supplied with water level boundary 
conditions from the OSU-TPXO Global Tidal Solution [2] at 
the eastern and western model boundaries.
The physical process included in the model are the 
Coriolis force (using a spatially varying Coriolis coefficient),
tidal boundary forces and bottom friction using the Manning
equation. The model uses atmospheric pressure and wind 
velocities to take the atmospheric influence into account. 
Atmospheric data is used from the GFS model [3]. This data 
has a time interval of 3 hours and a spatial resolution of 0.5
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Figure 2. Computational mesh of the Southeast Asia model
degrees. The resolution is sufficient to resolve the 
influence of the seasonally occurring monsoon periods. 
However, during extreme conditions such as typhoons, 
higher resolution wind data is needed. The wind drag 
coefficient from the British Admiralty is used. This drag 
coefficient is wind-speed dependent, with higher drag 
coefficients during higher wind velocities. A time step of 200 
s is used.
The model is calibrated against tidal amplitude and 
phases at 60 tidal gauges over the model domain [4]. The 
model calibration is performed by adjusting the bed 
roughness and the wind drag coefficient using a 
multiplication factor as a calibration coefficient.
III. MODEL RESULTS 
A. Tidal flow
First, the tidal flow is validated by performing a 
simulation without wind influence and atmospheric pressure 
gradients. The simulation had a duration 30 days with an 
additional spin-up period of 7 days, which is sufficient to 
distinguish the main tidal components. The results of the 
model are compared with those from OSU-TPXO as well as 
with those from water level measurements.
The model results are shown in Figure 4 to Figure 7.
These figures shown the tidal amplitude as well as cotidal 
maps for the K1, M2, S2, M4, M6, N2 and O1 tidal 
components from the model results as well as those 
components from OSU-TPXO.  
The model results compare generally well with those 
from OSU-TPXO. In the South China Sea, the tide is diurnal 
(a decreased M2 amplitude in combination with a larger K1),
whereas in the rest of the domain, the tide is semi-diurnal 
(with larger M2 components). The transition between the 
diurnal and semi diurnal tides is predicted well by the 
TELEMAC model. There is an amphidromic point in the 
Figure 3. Bathymetry of the Southeast Asia model.
South China Sea, whose location is predicted well by the 
model (Figure 5).
B. Time series comparison
Time series of the water levels observation collected by 
the University of Hawaii [4] are used to compare with time 
series extracted in the model. This dataset containing hourly 
water level measurements spans many years and is freely 
available for download from 
http://uhslc.soest.hawaii.edu/data/rqh. Reconstructed (tide-
only) time series from harmonic analysis were used, which 
were obtained by means of harmonic analysis using the 
UTide package.
In order to easily obtain time series from TELEMAC, a 
module was developed that writes time series in NetCDF 
format. Each station is exported to a separate NetCDF file. 
This module uses bi-linear interpolation inside a triangle. It is 
possible to specify different output periods, each within a 
different time interval, which must be an integer multiple of 
the time step in the model. All variables defined the 
parameter “VARIABLES FOR GRAPHIC PRINTOUTS” in 
the cas file are exported to the NetCDF files. In case of 
TELEMAC 3D, a profile is written for each location, 
containing all vertical nodes. 
The module uses an input file called “coordinates.txt”, 
which contains the following information:
x Number of output periods and number of output 
points
x Start time, end time of each output period in seconds 
since the start of the model) and output interval (in 
seconds)
x x and y coordinates, station id and station name of
each output location
An example of the coordinate file is shown in Figure 8.
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Figure 4. Comparison of the amplitude of the M2 component between 
OSU-TPXO and the Southeast-Asia model.
Figure 5. Cotidal maps comparing the phase of the M2 component 
between OSU-TPXO and the Southeast-Asia model.
Figure 6. Comparison of the amplitude of the K1 component between 
OSU-TPXO and the Southeast-Asia model.
Figure 7. Cotidal maps comparing the phase of the K1 component 
between OSU-TPXO and the Southeast-Asia model.
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Figure 8. Example of an input file for generating NetCDF output
Figure 9. Location of UHSLC research-quality hourly tide stations (green 
pins)
The time series at Lumut in the Malacca Strait and at 
Kuantan in the South Chinese Sea (see Figure 9) are shown 
in Figure 10 and Figure 11. These figures show that the 
model predicts the water levels due to the tide well, in areas 
with a predominantly semi-diurnal tide as well as in areas 
with a diurnal tide.
C. Influence of the monsoon
The model is run for two different periods: the summer 
period (July to September), during which the North-eastern 
monsoon occurs in the South China Sea, and the winter 
period (December to January) during which the South-
western monsoon occurs. These monsoons are important, 
because they lead to wind setup and set-down in the South 
China Sea and the Strait of Malacca, leading to a net flow in 
the Singapore Strait.
In order to test the model performance during wind, the 
meteo-induced water level anomaly is plotted for the model 
results as well as for the measurements in Figure 12 and 
Figure 13. The anomaly was obtained by performing an 
harmonic analysis on the data. The reconstructed signal 
obtained from the harmonic analysis was subtracted from the 
real time series in order to obtain the anomaly. 
In general, the model is capable of predicting the trends 
in the water level anomaly in the observations. The model 
clearly shows peaks in the anomaly in the South China Sea in 
winter. This peak is somewhat overestimated by the model
due to remaining frequency content. The summer monsoon 
setdowns around August 8th and September 15th are captured
by the model.
Figure 10. Time series of the water levels in Lumut (located in the Malacca 
Strait. There is a clear semi-diurnal pattern.
Figure 11. Time series of the water levels in Kuantan (located in the South 
China Sea). There is a clear diurnal pattern.
IV. OUTLOOK 
Apart from predicting water levels, the model is also 
intended to obtain flow velocities. Unfortunately, it is not 
possible to test the performance of the model due to the lack 
of available velocity data in the area. In deep areas, wind 
driven flows have a strong three dimensional character, 
because the wind influence is mainly limited to the top of the 
water column. In order to apply TELEMAC 3D for such a 
model, IMDC is currently performing two developments, 
which are described briefly below.
A. Three dimensional nesting
In order to be able to prescribe three-dimensional open 
boundary conditions (for example obtained from an oceanic 
model such as HYCOM), a module was developed that reads
boundary data (water level, three-dimensional velocity 
profile data and three-dimensional tracer data) from an 
ASCII file. The ASCII file contains the following 
information:
x Header line containing the text “OBCFILE3D”
x Number of boundary points in the file
x Node number of the boundary points
x Data for each time step consisting of :
o Time (in seconds since the start time of the model)
o Water level data (one value per node)
o U-velocity profile data (first all values)
o V-velocity profile data (format as for U-velocities)
o Tracer profile data (format as for U velocities; only 
in case a tracer is used in the model).
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The data are read, and then are interpolated linearly in 
time. The velocity data can be added to the water levels and 
velocities from OSU-TPXO, thus combining the influence in 
case this is necessary. In this way, space and time varying 
boundary conditions can be read in TELEMAC without the 
need for a user to do any FORTRAN programming.
B. GOTM for TELEMAC 3D
GOTM [5] is an open source 1DV turbulence model, 
specially aimed at oceanic applications. It contains different 
turbulence models typically used in oceanography, such as 
the Mellor-Yamada [6] model, and the KPP [7] model.
GOTM is especially designed to be easily coupled to other 
models. The advantage of using GOTM over the existing 
turbulence models in TELEMAC is that the turbulence 
models are more suited to use in oceanography.
Presently, a coupling between GOTM and TELEMAC 3D is 
developed, such that the turbulence models in GOTM can be 
used to calculate the vertical mixing. Apart from that, it is the 
intension to use the equation of state from Unesco [8] within
GOTM, rather than the linearized equation of states currently 
available in TELEMAC.
V. SUMMERY AND CONCLUSIONS 
In this paper, a TELEMAC 2D model was presented for 
the Southeast ocean sea including the South China Sea, the 
Andaman sea, the Gulf of Thailand and the Java Sea. This 
model was compared with data from OSU-TPXO and with 
water level observations. This comparison shows that the 
model delivers good results predicting the diurnal tide in the 
South China Sea and the semi-diurnal tide in the rest of the 
model domain. An overview is given of the TELEMAC 
developments at IMDC, which are considered useful in order 
to perform three-dimensional ocean modelling.
Figure 12. Meteorological water level anomaly in Tanjong Pagar (located 
in the Singapore Strait). Top: during the summer (North-eastern Monsoon). 
Bottom: during the winter (South-eastern monsoon).
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Abstract—
In reservoirs the flow velocities, the turbulence and the bed
shear stresses are reduced in case of backwater. This effect leads
to the settlement of sediment particles in the reservoir. In further
consequence the bed levels rise and the storage volume is being
reduced by filling up the reservoir with sediments. In Alpine
run-off river and diversion plants the water depth are usually
lower than in reservoirs of storage and pump-storage hydro
power plants. A large part of the suspended sediments is thus
transported through the reservoir and deposition of bed load
fractions is the main problem. The deposition of coarse sediments
at the head of the reservoir may cause problems regarding flood
protection by raising the bed level and thus, raising the water
level too. In the selected case study, the widening of the river bed
at the head of the reservoir worsens this problem and lead to
sediment depositions in the reservoir. Additionally the values of
the design flood events for flood protection have been increased
since the hydro power plan was built and the state of the art of
flood modeling has changed in the last decades. These three facts
together lead to a flood protection problem for the surrounding
areas. The paper presents the application of Telemac2D to solve
this issues. The numerical analysis showed that the removal of the
sediment depositions and the implementation of a berm increases
the shear stresses for reducing sediment deposition in the future.
I. INTRODUCTION
The construction of dams and reservoirs influence the
natural sediment transport processes and affect the sediment
connectivity. Due to the increase in water depth in reservoirs,
the flow velocities, turbulences and bed shear stresses are
reduced variably. This leads to deposition of the transported
sediments, increases the bed level and often reduces the storage
volume by filling up the reservoir. A decreased reservoir vol-
ume reduces, and in extreme cases eliminates the capacity of
hydropower, water supply, irrigation and flood control benefits
[1]. However, reservoirs with less than 20 m height are usually
shallow and morphological evolution develops relatively quick
compared to large reservoirs [2].
Reservoir sedimentation is a common problem in dam
engineering today. At any reservoir where a sustainable long-
term use is required, it will be necessary to manage sediments
as well as water [1].
Traditionally, reservoirs have been designed and operated
with the assumption of a usable life of about 100 years,
which will eventually be terminated by sediment deposition
in the reservoir. The reservoirs have often been planned with
a large volume of dead storage, which provided enough space
for the sediment depositions of 20 - 40 years. Usually little
thought was given to the fact that the reservoirs would have
to be replaced, if the storage is lost. The assumption was
always made that someone else in a future generation, will
find a solution for the sedimentation problem. Reservoir sedi-
mentation is thus an increasing problem worldwide. Sediment
management in reservoirs is not longer a problem that can put
off to be dealt with in the future; it has become a contemporary
problem. Traditional approaches of sediment management have
not taken into account the need for a sustainable sediment
management [1].
The main factors in reservoir sedimentation are the reduced
transport capacity of coarse solids as bed load, the transport
of fine fractions in a stochastic distribution, and in some cases
the transport of fine fractions in the form of density currents.
The occurring sedimentation pattern reflects these processes
and therefore it is essential to know the processes determining
the sedimentation in order to choose the adequate management
method [3].
The implementation of a successful sediment management
requires appropriate knowledge of the sedimentation and ero-
sion processes in reservoirs, because every reservoir is unique
regarding the purpose, the geometry, and other boundary condi-
tions like hydrological and hydraulic conditions. Consequently
not every management method is suitable for every reservoir.
Additionally in the case of a chain of river plants it is
essential to know the operation method of upstream plants and
reservoirs. The management methods have to be coordinated
in time and space for a successful sediment management.
The success of the different management methods is often
investigated using theoretical approaches and physical models.
The problem is, that all theoretical approaches and physical
models may contain uncertainties or scaling effects. There-
fore it is important to include a sensitivity analysis in the
investigations of the reservoir management methods. There
is a large amount of literature available concerning sediment
management methods, e.g., [1], [4], [5] or [6], the focus
here is on the principles behind the problems of reservoir
sedimentation and on large storage reservoirs.
Over the past few decades physical models have been used
to analyze processes and improve knowledge regarding water
flow and sediment transport in rivers and reservoirs. Due to
the rapid development of computational fluid dynamics (CFD),
the increased computer power and the availability of clusters
and parallel processing, numerical modeling has become an
7
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(a) Overview of the project area (b) Water depth in the project area in case of the 100-year flood
Fig. 1: Project area
important tool in fields of hydraulics. There are various nu-
merical models available which are able to handle hydraulic
problems. However, numerical models with implemented and
tested sediment transport algorithms are relatively rare.
In the present case study, the adaption of the hydraulic
design of reservoir layout, singular excavation measure and
reservoir operation adaption leads to an optimized and sustain-
able state of the art sediment management in a chain of power
plants. This paper describes the hydraulic design development
for a sensitive and urbanized flood plain area.
II. PROJECT AREA AND BACKGROUND
The project area is a reservoir at the river Mur in lower
Styria, Austria (Figure 1a). The reservoir is approximately
5 km long and a width of river bed of 60-150m. Since
beginning of operation in 1988 the reservoir was operated
without flushing permissions. The head of the reservoir is
located in an urban area. The plant design includes flood
protection measures like levees on both sides of the river.
But since the start of operation of the hydro power plant the
values of the design flood events for flood protection have
been increased, and the state of the art of flood modeling
has changed in the last decades. The plant is located in an
area of natural floodplain, these facts together lead to a flood
protection problem for these areas.
Upstream of the reservoir, the bankfull flow of the river
Mur is reached between the 5-year flood event and the 20-
year flood event. In the case of a 100-year flood event the
floodplains are filled up and several villages and the railway
are flooded. Figure 1b shows the calculated water depth in the
project area.
The head of the reservoir is next to the bridge shown in
Figure 1a. Upstream of this bridge the river Kainach flows into
the river Mur. Downstream of the bridge the flow profile of
Fig. 2: Bed levels in the reservoir; the dark green line denotes
the river bed in 2008 in the middle of the bed, the light green
line denotes the thalweg in 2013 after a high flood event and
the red line is the planned dredged river bed
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(a) Freeze core taken at the head of the
reservoir
(b) Corresponding grain-size distribution
Fig. 3: Freeze core and grain-size distribution from the head of the reservoir
the River Mur widens up from approx. 50-60m to 70-80m.
Table I shows the hydrological conditions of the river Mur
in the project area.
TABLE I: Hydrological conditions in the project area
Flow Q Mur Q Kainach Q total
condition [m3/s] [m3/s] [m3/s]
mean discharge 110 10 120
design discharge 190 10 200
1-year flood 460 90 550
5-year flood 735 75 810
10-year flood 800 200 1000
30-year flood 1050 200 1250
100-year flood 1400 150 1550
A. Sedimentation in the Reservoir
The widening in the river downstream of the bridge at the
head of the reservoir lead to an aprupt deceleration of the
velocities. Transported sediment at flood events or higher dis-
charges thus deposits in the reservoir. Echo-soundings showed
the rising of the bed levels at the head of the reservoir (Figure
2).
According to the shear stress conditions in the reservoir,
the fine sediments are transported to the weir, while coarse
sediments (gravel and cobbles) mainly deposit at the head
of the reservoir. The coarse sediment depositions at the head
of the reservoir increase the water level additionally. Hence,
the rising of the bed levels at the head of the reservoir
creates additional problems concerning flood safety for the
surrounding areas.
In 2014 the freeze-core method was used to take sediment
samples in the reservoir. The samples were sieved according
to the Austrian Standard. The freeze-core taken at the head
of the reservoir is shown in Figure 3. The mean diameter dm
of the sample is about 40 mm, whereas the d90 is about 125
mm, which is still relatively coarse for a reservoir in an lower
Alpine river.
B. Description of the Project
The idea behind the project was first to dredge the sediment
depositions at the head of the reservoir and second to en-
hance the shear stresses sustainable to prevent future sediment
depositions and to create a stable river bed solution. The
dredging of the sediment deposition expand the river section
downstream of the bridge additionally. The implementation of
a submerged intermediate berm should thus concentrate the
flow field and enhance the flow velocities and the sediment
transport. Additionally the levee on the orographic right side
downstream of the bridge will be heightened to prevent future
flooding of the orographic right floodplains. To obtain a official
approval for the heightening of the levee it has to be ensured
that the cutting of the retention area does not influence the
flood wave in the downstream of the project area significantly.
Figure 4 gives an overview over the planned measures. A cross
section of the planned submerged intermediate berm is shown
in Figure 5.
To avoid an increase flooding of the orographic left flood-
plains, existing water levels for the 30-year flood and the 100-
year flood, respectively, should not be increased. This was a
the main technical term for the project design. Therefore, a
numerical model was applied to model
• the current state in the project area to calibrate the
model,
• the final state with the optimized submerged interme-
diate berm and the heightening of the levees on the
orographic right side downstream of the bridge,
• and additional construction stages.
To enhance the sediment transport in this reservoir, the
permission regarding the operation of the hydro power plant
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Fig. 4: Overview over the project
has been changed to allow the lowering of the water level at
higher discharges and enable free flow conditions at the weir
in case of discharges which are higher than the 5-year flood.
Fig. 5: Cross section of the submerged intermediate berm
III. NUMERICAL MODEL
In the present study the hydrodynamic model TELEMAC-
2D v7p1 from the TELEMAC-MASCARTE suite [7] was used
to simulate the flood wave and analyses the effect of the
submerged intermediate berm. The mesh with approximately
245,000 triangular cells and an average edge length of 5-
10 m was based on an existing SMS-mesh and edited using
BlueKenue [8]. Figure 6 shows the generated mesh with the
conserved break lines of the river banks.
The roughness values in the model were set according to
the land use in the area, the friction law after Strickler was
used. The water levels were calibrated using the measurement
Fig. 6: Bed levels of the generated mesh of the project area
data of existing gauges. Based on the calibration results, the
turbulence was modeled using the Elder Model. The standard
secondary currents algorithm was applied.
IV. RESULTS
Several runs with modified settings (width, height) of the
intermediate berm were necessary to increase the shear stress
as much as possible but do not heighten the water levels. The
final setup is presented here.
Figure 7 shows the comparison of calculated shear stresses
for a 1-year flood with a discharge of 550 m3/s (a) in the
current state with maximum operation level and (b) with the
implemented submerged intermediate berm, dredging and draw
down of the water level of 1.5m at the weir. The draw-down of
the water level increases the flow velocities and the bed shear
stresses in the reservoir. Because of the low water depths and
the movement of the head of the reservoir due to the change
in the water level, the bed shear stresses increases not only at
the weir but in the whole reservoir. The implementation of the
submerged intermediate berm enhances the shear stress at the
head of the reservoir additionally.
The differences in the water levels between the current
state and the planned state with the submerged intermediate
berm for the 100-year flood event are indicated in 8. The water
levels decrease next to the bridge and in the southern part on
the project area. The orographic right side of the river stays
dry, therefore the differences in the water level are equal to
the former water depth.
V. CONCLUSION
In the present study the effects of the implementation of a
submerged intermediate berm together with dredging actions
on the water level, flow field and bed shear stresses have been
analyzed with a two-dimensional numerical model. The model
has been calibrated using gauge data. The results show that the
modification of the river section at the head of the reservoir
and the draw-down of the water level lead to enhanced the
bed shear stresses not only next to the weir but also up to the
head of the reservoir. The bed shear stresses are significant
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(a) Calculated shear stresses in the current state [(N/m2) with maximum
operation level at the weir (292 m asl)
(b) Calculated shear stresses in the final state ( N/m2) with submerged
intermediate berm, dredging and lowering of the water level at the weir to
290.5 m asl
Fig. 7: Comparison of calculated shear stresses for the current and the final state
Fig. 8: Differences in the water levels for the 100-year flood
higher with the modified geometry than in the current state due
to the increase of the energy slope resulting of the lowering
of the water level. The elimination of the deceleration effect
caused by the widening of the river bed enhances the bed
shear stresses at the head of the reservoir too. The combined
measures can thus reduce the sedimentation at the head of the
reservoir and facilitate the erosion of the sediment depositions
in the middle of the reservoir and next to the weir as well as
enable the sediment pass through the reservoir at higher flood
event.
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Abstract— Since version v6p2 it is possible to model rain or 
evaporation in TELEMAC-2D and TELEMAC-3D. However, 
this feature does not include dynamic modelling of the 
infiltration processes during a rainfall event. In Sweden, 2D 
hydraulic models are starting to be widely used for rainfall 
simulations with applications in urban planning and sewage 
system design, natural hazards risk assessments (flooding, 
debris-flow) and in the mining industry (tailing dams). In all of 
the above, infiltration can be of utmost importance. The 
possibility to dynamically model the infiltration process during 
a rainfall event will therefore increase the suitability of 2D 
hydraulic models for such applications. With that objective, a 
rainfall-runoff model has been implemented in TELEMAC-2D. 
The model is based on the Method of Abstractions, developed by 
USA’s Soil Conservation Service, in which the infiltration 
potential is characterized by a coefficient called Curve Number 
(CN). This coefficient is a function of four major runoff 
properties (hydrological soil groups, land use, hydrologic 
surface condition of native pasture and antecedent moisture 
conditions). The Curve Number runoff model implemented in 
TELEMAC-2D offers the possibility to define spatially varying 
CN values at each computational node. The model also includes 
the possibility to account for the actual terrain slope by 
adjusting the CN values locally. Finally, options making it 
possible to read a block-type hyetograph from a formatted data 
file as well as applying a so-called Chicago Design Storm 
hyetograph from Intensity-Duration-Frequency equation 
parameters have been implemented. The Curve Number runoff 
model will be available in the next release of the open 
TELEMAC-MASCARET suite (version v7p2). 
I. INTRODUCTION
Since version v6p2 it is possible to model rain or 
evaporation in TELEMAC-2D and TELEMAC-3D. However, 
this feature does not include dynamic modelling of the 
infiltration processes during a rainfall event. In Sweden, 2D 
hydraulic models are starting to be widely used for rainfall 
simulations with applications in urban planning and sewage 
system design, natural hazards risk assessments (flooding, 
debris-flow) and in the mining industry (tailing dams). In all 
of the above, infiltration can be of utmost importance. The 
possibility to dynamically model the infiltration process
during a rainfall event will therefore increase the suitability of 
2D hydraulic models for such applications. With that 
objective, the Curve Number runoff model has been 
implemented in TELEMAC-2D.  
This paper is articulated in three parts. In the first part, the 
Curve Number runoff model is presented. The second part 
describes how the model and its options have been 
implemented in TELEMAC-2D, the different methods for 
rainfall definition and a new validation case. Finally, an 
example of application is presented. 
II. THE CURVE NUMBER RUNOFF MODEL
A.  Method 
The Curve Number runoff model, also known as the SCS 
Method of Abstractions, has been developed from 1954 by 
USA’s Soil Conservation Service (SCS). This method, which 
is widely used in the world, aims at computing abstractions 
from storm rainfall using a spatially and temporally lumped 
infiltration loss model. It gives best results in agricultural 
watersheds with negligible baseflow [1]. 
The conversion from rainfall to runoff can be expressed by 
the following conservation equation: ܲ ൌ ௘ܲ ൅ ܨ  (1) 
With P the rainfall depth (mm), Pe the runoff depth (mm) 
and F the hydrologic abstractions (mm).  
The aim of runoff modelling is to assess the hydrologic 
abstractions F which are composed of (i) interception storage 
(vegetation foliage…), (ii) surface storage, (iii) infiltration, 
(iv) evaporation and (v) evapotranspiration. For short-term 
storm modelling, which is the Curve Number runoff model’s 
field of application, abstractions due to infiltration are largely 
predominant over other forms which are then disregarded [1]. 
Runoff analysis has shown that runoff begins after that a 
certain amount of rainfall, called “initial abstraction”, is  abs- 
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Figure 1. Variables in the Curve Number runoff model [3]. 
tracted as interception, infiltration and surface storage [2]. The 
conservation equation can also be written as: ܲ ൌ ௘ܲ ൅ ܫ௔ ൅ ܨ௔ (2) 
With Ia the initial abstraction (mm) and Fa the hydrologic 
abstraction (mm) corresponding to infiltration and also called 
“continuing abstraction”. The different variables in the Curve 
Number runoff model are illustrated in Fig. 1. 
The Curve Number runoff model is based on the 
assumption that retention is proportional to runoff: 
  ிೌௌ ൌ ௉೐ሺ௉ିூೌሻ  (3) 
With S the potential maximal retention (mm). The 
expression of the runoff Pe can then be obtained by combining 
(2) and (3): 
௘ܲ ൌ ሺ௉ିூೌሻమ௉ିூೌାௌ ݂݋ݎܲ ൐ ܫ௔  
(4)௘ܲ ൌ Ͳ݂݋ݎܲ ൑ ܫ௔  
This expression is the main equation of the Curve Number 
runoff model and is based on two parameters, Ia and S. A 
relation between Ia and S was developed using rainfall and 
runoff data from experimental watersheds [2]: ܫ௔ ൌ ߣ ή ܵ (5) 
The coefficient λ, known as the initial abstraction ratio, has 
been originally defined as 0.2 (-) [2]. It can be noted that more 
recent studies have pointed out that this value is probably high, 
as presented in the next section. The runoff equation relies 
then on only one parameter, the potential maximal retention S.
It is however difficult to estimate this parameter which is 
function of geological and hydrological conditions and which 
theoretically varies between 0 and infinity. For practical 
reasons, the Curve Number (CN, dimensionless) has then been 
defined as: 
Figure 2. Solutions of the runoff equation (4) for CN values 
varying between 30 and 100 and for λ = 0.2. ܵ ൌ ʹͷǤͶ ή ቀଵ଴଴଴஼ே െ ͳͲቁ (6) 
Curve Number values vary between 0 (infinite potential 
maximal retention i.e. no runoff) and 100 (no retention i.e. no 
infiltration) and are function of geology, land use and 
antecedent moisture conditions. Solutions of (4) for CN values 
varying between 30 and 100 and for λ = 0.2 are presented in 
Fig. 2.
The SCS has defined Curve Number values for different 
types of land use classes and for four different hydrological 
soil groups: Group A (deep sands, deep loess and aggregated 
silts), Group B (shallow loess, sandy loams), Group C (clay 
loams, shallow sandy loams, soils low in organic content and 
soils usually high in clay) and Group D (soils that swell 
significantly when wet, heavy plastic clays and certain saline 
soils) and for three type of hydrologic surface condition of 
native pasture (poor, fair, and good). These values, which are 
presented in tables and are available in handbooks (for 
example [3, 4]), have been determined for an initial abstraction 
ratio λ = 0.2 and for normal antecedent moisture conditions 
(referred as AMC II) are referred as CN(II). 
For dry antecedent moisture conditions (AMC I, lowest 
runoff potential) and wet antecedent moisture conditions 
(AMC III, highest runoff potential), CN(II) values can be 
converted with the following equations (also illustrated in Fig. 
3) [3]: ܥܰሺܫሻ ൌ ସǤଶή஼ேሺூூሻଵ଴ି଴Ǥ଴ହ଼ή஼ேሺூூሻ  (7) ܥܰሺܫܫܫሻ ൌ ଶଷή஼ேሺூூሻଵ଴ା଴Ǥଵଷή஼ேሺூூሻ  (8) 
The antecedent moisture condition classes has been 
initially defined based on the 5-day antecedent rainfall for the 
dormant and growing season [2, 3]. However, more recent 
analyses have shown that there is no apparent relationship 
between  antecedent  rainfall  and  CN  values  [5]. Despite  a
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Figure 3. Curve Number conversion based on antecedent 
moisture condition classes (AMC). 
relative lack of guidance, antecedent moisture condition 
classes can be used as a calibration or design parameter. 
Although being a lumped method, the Curve Number 
runoff equation (4) can be time distributed to simulate 
infiltration during a storm. Equations (2) and (3) can be 
combined to obtain the accumulated continuing abstraction Fa
[3, 5]: ܨ௔ ൌ ௌήሺ௉ିூೌሻ௉ିூೌାௌ ݂݋ݎܲ ൐ ܫ௔
(9)ܨ௔ ൌ Ͳ݂݋ݎܲ ൑ ܫ௔
With P being the accumulated rainfall depth (mm) at a 
given time step. The corresponding accumulated runoff depth 
Pe can then be determined using (2). 
B. Reanalysis of the initial abstraction ratio 
The initial abstraction ratio was analysed through rainfall-
runoff data measured on 307 watersheds or plots in the USA 
[6]. The results have shown that the ratio λ varies from storm 
to storm and that the original value of 0.2 is unusually high. 
The study concluded that the value of λ can be re-estimated to 
0.05 and that more than 90% of the values were lower than 
0.2. Changing the initial abstraction ratio from the original 
method implies that the potential maximal retention and hence 
the Curve Number should be adjusted. The study proposed a 
relationship giving CN(II) values expressed in terms of λ = 
0.05 as a function of the standard CN(II) values expressed in 
terms of λ = 0.2 (see also Fig. 4):ܥܰሺܫܫሻఒୀ଴Ǥ଴ହ ൌ ଵ଴଴ଵǤ଼଻ଽήሺଵ଴଴ ஼ேሺூூሻഊసబǤమିଵΤ ሻభǤభఱାଵ (10) 
This new formulation implies that runoff occurs earlier 
than with the standard method (λ = 0.2). The greater effect is 
found on storms with low P/S ratios, i.e. for either small storms 
or storms with low CN values, for example forest, for which  
the  peak  discharge  tends  to  increase.  For  a  more detailed 
Figure 4. Curve Number conversion for an initial abstraction 
ratio λ = 0.05.
analysis, please refer to [6]. 
C. Effect of steep slopes 
The terrain slope has not been incorporated in the original 
Curve Number runoff model which is believed to be valid 
primarily for low slope terrains. However, it has been 
demonstrated that increasing terrain slopes generate 
increasing runoff volumes [7]. An experimental study 
performed on a watershed located in the Loess Plateau of 
China has proposed a relation to adjust the standard Curve 
Number for slopes between 0.14 and 1.4 m/m [7]: ܥܰሺܫܫሻఈ ൌ ܥܰሺܫܫሻ ή ଷଶଶǤ଻ଽାଵହǤ଺ଷήఈఈାଷଶଷǤହଶ  (11) 
With α the terrain slope in m/m (0.14 ≤ α ≤ 1.4). The 
standard CN values can then be increased by up to 
approximatively 6% for a slope α = 1.4.
D. Remark 
It has been common practice to use the Curve Number 
runoff model using a weighted CN value over the whole 
watershed. This was done mainly to limit the number of 
calculations. The use of computers with the possibility to 
define several CN values within the watershed based on local 
geological and hydrological characteristics has removed this 
constraint. As the runoff depth does not evolve linearly with 
the potential maximal retention (and therefore the Curve 
Number), see (4), differences will be observed between the 
two methods on a same watershed (weighted CN value or 
spatially defined CN values). 
E. Advantages and disadvantages of the Curve Number 
runoff model 
In [1], V. Ponce and R. Hawkins have done a critique of 
the Curve Number runoff model listing up its advantages and 
disadvantages. The most important points are recalled 
hereafter. 
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Advantages: 
x The method is simple, stable, predictable and based on 
empirical data. 
x It relies on only one parameter (CN) which varies as a 
function of four major runoff properties (hydrological 
soil groups, land use, hydrologic surface condition of 
native pasture and antecedent moisture conditions).  
x It is well established and used worldwide. 
Disadvantages: 
x The method was developed using regional field data 
from the United States. Certain caution is therefore 
required for use in different regions. 
x The results are very sensitive to the antecedent 
moisture condition classes. Furthermore, there is no 
clear guidance on how to determine which class to 
use. 
x The method assumes an initial abstraction ratio λ = 0.2 
which was shown to be overestimated (see above).  
x The method should be used with caution on large 
watersheds (> 250 km2).
III. IMPLEMENTATION IN TELEMAC-2D
A. Overview 
In TELEMAC-2D, rain or evaporation is modelled as a 
source term implemented in subroutine prosou.f. The 
Curve Number runoff model has been implemented in a new 
subroutine called runoff_scs_cn.f (available from 
version v7p2). The model is activated thanks to a new 
keyword RAINFALL-RUNOFF MODEL whose value should 
be set to 1 (default is 0, no runoff model) and assuming that 
the keyword RAIN OR EVAPORATION is set to YES. The 
input data consist in rainfall and the standard CN(II) values 
that can be defined at each node of the computational domain.  
The standard method for defining the CN(II) values is a 
spatial interpolation performed from a user defined set of 
points defining polygons with constant CN(II) values. This 
data is to be provided in a formatted data file. Note that each 
polygon must have unique point coordinates (polygons cannot 
share vertices with identical coordinates). 
CN values can also be defined directly in the geometry file 
as an additional variable. This variable is read by TELEMAC-
2D when the keywords NAMES OF PRIVATE VARIABLES 
and NUMBER OF PRIVATE ARRAYS are included in the 
steering file. Examples of application for both methods are 
provided in a new validation case (see next section). 
The antecedent moisture conditions can be defined with 
the new keyword ANTECEDENT MOISTURE 
CONDITIONS (1: AMC I, dry antecedent moisture 
conditions; 2: AMC II, normal antecedent moisture conditions 
[default]; 3: AMC III, wet antecedent moisture conditions). 
When choosing the option 1 or 3, CN(II) input values are 
converted to either CN(I) or CN(III) using (7) and (8). 
The user can also choose between the original initial 
abstraction ratio (λ = 0.2) and the revised formulation (λ = 
0.05) with the new keyword OPTION FOR INITIAL 
ABSTRACTION RATIO (1: λ = 0.2 [default]; 2: λ = 0.05). 
When choosing the option 2, CN(II) input values are 
converted using (10). 
Finally, it is possible to adjust CN(II) values to account for 
steep slopes using (11). This option should be activated 
manually directly in runoff_scs_cn.f (local variable 
STEEPSLOPECOR, not activated by default). 
The Curve Number runoff model requires that the tidal 
flats option is activated (TIDAL FLATS = YES). 
B. Options for rainfall definition 
Rainfall can be defined in three different ways in the Curve 
Number runoff model. The standard method consists in using 
a rainfall with constant intensity defined by the existing 
keyword RAIN OR EVAPORATION IN MM PER DAY 
(method activated by default). A new keyword has been 
introduced to define the duration of rain (or evaporation): 
DURATION OF RAIN OR EVAPORATION IN HOURS 
(units: hours, default is infinite). This keyword can also be 
used with the standard rain or evaporation function (without 
runoff model). 
Rainfall can also be defined by a user specified block-type 
hyetograph giving the rainfall depth (mm) between two 
consecutive times provided in a formatted data file. 
Finally, rainfall can also be defined as a so-called Chicago 
Design Storm (CDS) hyetograph computed automatically 
from user defined Intensity-Duration-Frequency (IDF) 
parameters.  
The IDF relationship used is [3]: ݅ ൌ ௔௧್ା௖ (12) 
With i the rainfall intensity over a duration t (mm/h), t the 
rainfall duration (hours), a, b and c are the IDF parameters. 
The instantaneous rainfall intensity i (mm/h) is then obtained 
from the following expression [3]: ݅ ൌ ௔ή൬ሺଵି௕ሻή௧ೃ್ା௖൰൫௧ೃ್ା௖൯మ (13) 
With tR the time relative to rainfall peak (hours): ݐோ ൌ ௧೛೐ೌೖି௧ோ ݂݋ݎݐ ൏ ݐ௣௘௔௞
(14) ݐோ ൌ ௧ି௧೛೐ೌೖଵିோ ݂݋ݎݐ ൒ ݐ௣௘௔௞
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Figure 5. Example of CDS-type hyetographs (a = 60.0 –  
b = 0.97 – c = 0.22) expressed in rainfall intensity (mm/h). 
With t the current time step (hours), tpeak the time of the 
rainfall peak (hours) and R the peak decentring parameter 
(dimensionless, varies between 0 and 1). The time of peak is 
defined as: ݐ௣௘௔௞ ൌ ܴ ή ݐ௥௔௜௡௙௔௟௟ (15) 
With trainfall the duration of the rainfall event provided by 
the new keyword DURATION OF RAIN OR 
EVAPORATION IN HOURS. 
Examples of CDS-type hyetographs are given in Fig. 5 for 
a rainfall duration of six hours and with two different 
decentring parameters (R = 0.5, symmetrical hyetograph and 
R = 0.3). 
Block-type or CDS-type hyetograph can be chosen 
manually directly in runoff_scs_cn.f (local variable 
RAINDEF).  
Evaporation is not supported by the Curve Number runoff 
model. 
C. Validation case 
A new validation case called “pluie” has been added to the 
TELEMAC-2D library and will be available from version 
v7p2 (…/examples/telemac2d/pluie). Three examples are 
provided with (i) a classic rainfall defined by a constant 
rainfall intensity without runoff model, (ii) a classic rainfall 
defined by a constant rainfall intensity with Curve Number 
runoff model using CN(II) values interpolated from a set of 
points provided in a formatted data file and (iii) a rainfall 
defined by a hyetograph read from a formatted data file with 
Curve Number runoff model using CN(II) values stocked in 
the geometry file as an additional variable. 
The classic rainfall is defined using the existing keyword 
RAIN OR EVAPORATION IN MM PER DAY = 100.0 and 
for a duration of 6 hours (DURATION OF RAIN OR 
EVAPORATION IN HOURS = 6.0) so that the total rainfall 
depth is 25 mm. The  hyetograph  defined in the last example  
Figure 6. Computational domain used for the validation case 
with spatial repartition of CN(II) values.
has an irregular time distribution but has the same total rainfall 
depth.  
The Curve Number runoff model is used with default 
settings (ANTECEDENT MOISTURE CONDITIONS = 2 
and OPTION FOR INITIAL ABSTRACTION RATIO = 1). 
The model geometry is a square with a side length of 100 
meters composed of 5412 triangular elements with no open 
boundaries and with a constant bathymetry. The 
computational domain is divided in four parts with CN(II) 
values of 80, 85, 90 and 95, see Fig. 6. All the examples are 
run over a simulation period of 8 hours with a time-step of 
200 seconds. 
Results from the first example show, as expected, a 
constant water depth of 0.025 m at the end of the simulation 
corresponding to the total rainfall depth applied (no 
infiltration).  
Results from the second and third examples show similar 
runoff depths at the end of the simulation for each CN(II) 
value. This result is expected since the rainfall depth is only 
function of the CN(II) values and of the total rainfall depth. 
The runoff depths are saved as an additional user variable in 
the result files named “ACC. RUNOFF”. The final runoff 
depths obtained from the simulations for each CN(II) value are 
presented in Table I.  
TABLE I. TOTAL RAINFALL AND RUNOFF DEPTHS FOR THE VALIDATION 
CASE. 
Rainfall 
(mm)
Runoff (mm)
CN(II) = 80 CN(II) = 85 CN(II) = 90 CN(II) = 95
25.0 2.0 4.2 7.9 14.0
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Their values are identical to the analytical solutions of (4) 
with a precision of 10-9 m. The CPU times of the provided 
examples are a few seconds in scalar mode on a laptop 
machine. 
D. Additional computational cost 
The additional computational cost of the new Curve 
Number runoff model has been estimated by comparing CPU 
times of the following simulations:  
x Classic rainfall defined by a constant rainfall intensity 
without runoff model. 
x Classic rainfall defined by a constant rainfall intensity 
with Curve Number runoff model used with CN(II) = 
100 over the whole computation domain. The CN 
values are assigned using the default method, for 
instance a spatial interpolation from a set of points
provided in a formatted data file. 
x Similar case as above but with CN(II) values stocked 
and read from the geometry file. 
Using CN(II) = 100 (i.e. no infiltration) ensures that the 
rainfall depth added in the domain at each time step is identical 
for all the simulations which makes it possible to assess the 
computational cost added by the new model only 
independently of the hydrodynamics conditions. 
The model geometry used is a square with a side length of 
1000 meters composed of 581 130 triangular elements with no 
open boundaries and with a constant bathymetry. The 
simulations have been performed using the same settings than 
those defined in the validation examples except for the time 
step which has been chosen to 20 seconds. The machine used 
was a DELL laptop (Windows 7 64-bit) with a processor of 
2.5 GHz and 16 GB of RAM. The Fortran compiler used was 
gfortran version 4.7.0. Simulations have been performed in 
scalar mode. Results are presented in Table II. 
TABLE II. ESTIMATION OF THE ADDITIONAL COMPUTATIONAL COST. 
Simulation CPU time Cost
No runoff model 1407 s -
CN runoff model with spatial interpolation
of CN(II) values
1515 s 7.7%
CN runoff model with CN(II) values 
stocked in geometry file
1417 s 0.7%
Results show that the CPU time of the reference case (no 
runoff model) is increased by 7.7% when using the default 
method for assigning the CN(II) values at each node (spatial 
interpolation) whereas the additional computational cost can 
be considered as negligible when CN(II) values are stocked 
and read from the geometry file (0.7%). The cost generated by 
the spatial interpolation step is function of the model size and 
simulation duration. 
IV. EXAMPLE OF APPLICATION
The Curve Number runoff model has been used to model 
runoff conditions in a watershed located on the eastern coast 
of the Lake Vättern in Sweden, approximatively 8 km in the 
North-East of the city of Jönköping. Lake Vättern’s eastern 
coast is characterized by 200 to 300 m high hills with locally 
steep slopes along the shoreline. The hills are mainly covered 
by forest and by agricultural land. Soils are composed mainly 
of sandy to silty moraine. Bedrock outcrops are present in the 
steeper slopes. The drainage system is composed of ditches. In 
the southern part of the watershed, where the steeper slopes 
are located, the ditches transform into ravines characterized by 
bed slopes up to 30-35 degrees. The time of concentration of 
these ravines is approximatively 30 minutes. The aim of the 
study was to assess the runoff potential in the watershed as part 
of a debris-flow risk assessment and to define flooding maps.  
A TELEMAC-2D model covering the 5 km2 watershed has 
been set up with element sizes varying between 1 and 2 m and 
totalling approximatively 2 800 000 elements. Model 
boundary on land corresponds with the watershed’s bound.
The model has one open boundary, Lake Vättern, defined with 
a constant water level (mean water level). Eight pipes or 
culverts located under the existing roads have been included 
in the model. 
One of the main difficulties of two-dimensional rainfall 
modelling is the definition of bottom friction as runoff is 
typically characterized by small water depths (so-called “sheet 
flow”), usually much smaller than the mesh size. An 
interesting approach would be to use a friction coefficient 
defined as a function of bottom asperities’ submergence ratio 
[8, 9]. However, in this application, friction was modelled 
using the classic Strickler equation and with assumed 
coefficients of 5 m1/3/s for natural terrain [10] and of 50 m1/3/s 
for hard surfaces. For such applications it can be considered 
that the Strickler coefficients for natural terrains are 
independent of the land use and therefore of the CN values.  
Rainfall was defined as Chicago Design Storm (CDS) 
hyetographs with a duration of 6 hours for return periods 
between 10 and 500 years. A frequency analysis has been 
performed  on  data  from  four meteorological stations located 
Figure 7. Repartition of CN(II) values over the computational 
domain.  
18
23rd Telemac & Mascaret User Club Paris, France, 11-13 October, 2016
Figure 8. Rainfall hyetograph and corresponding runoff 
hyetographs for CN(II) = 70 and 84.5 and AMC III expressed in 
intensity (mm/h). The rainfall hyetograph has been defined 
using similar IDF parameters than on Fig.5.
around the watershed in order to define Intensity-Duration-
Frequency (IDF) curves. Finally, these curves have been 
approximated with three-parameter IDF equations (11) by 
least-square fitting. Rainfall was defined as symmetrical 
hyetographs (peak decentring parameter R = 0.5).  
CN values have been defined for three land use types: (i) 
forest, (ii) agricultural land and (iii) roads and other types of 
hard surfaces or lakes. The CN(II) values were defined for the 
hydrological soil groups C and D and the antecedent moisture 
conditions were considered to be wet (AMC III, highest runoff 
potential). The model was used with the standard initial 
abstraction ratio formulation (λ = 0.2). The CN(II) values have 
also been corrected to account for steep slopes. 
The CN(II) values were eventually calibrated against 
estimations of specific discharges for 100-year return period 
flow available in the same area (no hydraulic calibration data 
was available). The simulations have been performed with 
CN(II) values of (i) 70 for forest, (ii) 84.5 for agricultural land 
and (iii) 100 for roads and other types of hard surfaces or lakes, 
see Fig. 7. 
An example of calculated 100-year return period runoff 
hyetographs for CN(II) = 70 and 84.5 and for AMC III is 
presented on Fig. 8. The corresponding rainfall and runoff 
depths, computed with (4) to (8), are presented in Table III.
TABLE III. TOTAL RAINFALL AND RUNOFF DEPTHS FOR THE 
HYETOGRAPHS OF FIG. 8. 
Rainfall
(mm)
Runoff (mm)
CN(II) = 70 CN(II) = 84.5
61.0 26.8 42.0
V. SUMMARY AND CONCLUSIONS
A runoff model has been implemented in TELEMAC-2D 
in order to take spatially varying infiltration processes into 
account during storm rainfall modelling. The model is the 
Curve Number runoff model, also known as the SCS Method 
of Abstractions, which has been developed from 1954 by 
USA’s Soil Conservation Service (SCS) and is widely used 
worldwide. The main advantage of this model relies in its 
simplicity since infiltration is defined by only one parameter 
function of four major runoff properties (hydrological soil 
groups, land use, hydrologic surface condition of native 
pasture and antecedent moisture conditions). The model has 
been implemented along with two options regarding the 
definition of the initial abstraction ratio and a correction to 
account for steep slopes. Rainfall can be defined in three 
different ways (with a constant rainfall intensity, with a user 
defined hyetograph or with a so-called Chicago Design Storm 
hyetograph based on a three-parameter Intensity-Duration-
Frequency equation). The Curve Number runoff model will be 
available in the version v7p2 of the TELEMAC-MASCARET 
suite along with a validation case.
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GLVFKDUJHLVFDOFXODWHGDFFRUGLQJWRWKHIROORZLQJIRUPXOD
ܳ ൌ ܥ஽ܣ௖ඨʹ݃ כ ൬݄ଵ െ ݄௖ െ ݄௙ଵଶ െ ݄௙ଶଷ ൅ ߙ ௏భƲ మଶ௚൰ 
ZLWK KI KHDGORVVGXHWRIULFWLRQLQVLGHWKHFXOYHUW

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)ORZ7\SH±7UDQTXLOIORZ±VXEFULWLFDOIORZ
WKURXJKRXWWKHFXOYHUW
,Q )ORZ 7\SH WKH IORZ LV VXEFULWLFDO WKURXJKRXW WKH
FXOYHUW 7KHUH LV QR FULWLFDO GHSWK 7KH FXOYHUW IORZV
SDUWLDOO\ IXOO /LNH )ORZ 7\SHV  DQG  WKH GLVFKDUJH
FRHIILFLHQWYDULHV LQ IXQFWLRQRI WKH)URXGHQXPEHUEHLQJ
W\SLFDOO\ EHWZHHQ &'  ±  7KH GLVFKDUJH LVFDOFXODWHGDFFRUGLQJWRWKHIROORZLQJIRUPXOD
ܳ ൌ ܥ஽ܣଷඨʹ݃ ൬݄ଵ െ ݀ଷ െ ݄௙ଵଶ െ ݄௙ଶଷ ൅ ߙ ௏భƲ మଶ௚൰ 
ZLWK $ IORZDUHDDWWKHFXOYHUWRXWOHW
G ZDWHUGHSWKDWWKHFXOYHUWRXWOHW

)ORZ7\SH±6XEPHUJHGLQOHWDQGRXWOHW
,Q )ORZ 7\SH WKH FXOYHUW LQOHW DQG RXWOHW DUH
VXEPHUJHG 7KH FXOYHUW IORZV IXOO 7KH GLVFKDUJH
FRHIILFLHQW YDULHV LQ IXQFWLRQ RI WKH FXOYHUW JHRPHWU\
UDQJLQJ W\SLFDOO\ EHWZHHQ &'  DQG &'  7KHGLVFKDUJHLVFDOFXODWHGDFFRUGLQJWRWKHIROORZLQJIRUPXODܳ ൌ ܥ஽ܣ଴ට ଶ௚ሺ௛భି௛రሻଵାଶଽ஼ವమ௡మ௅ ோర యΤΤ  
ZLWK $ IORZDUHDDWWKHFXOYHUWHQWUDQFH
K GRZQVWUHDPZDWHUGHSWK
Q 0DQQLQJFRHIILFLHQW
/ OHQJWKRIWKHFXOYHUW
5 K\GUDXOLFUDGLXV
7KHXVHUPXVWEHDZDUHWKDW LQ>@ LPSHULDOXQLWVDUH
XVHG,QHTXDWLRQKHUHDERYHWKHIDFWRULVDQDUWHIDFWRI
WKHLPSHULDOXQLWV

)ORZ7\SH±5DSLGIORZDWLQOHW
,Q)ORZ7\SH WKHIORZLVVXSHUFULWLFDODW WKH LQOHW WR
WKH FXOYHUW 7KH FXOYHUW IORZV SDUWLDOO\ IXOO )ORZ 7\SH
DUH UDUH :KHQ LW RFFXUV WKH GLVFKDUJH FRHIILFLHQW LV LQ
JHQHUDOORZHUWKDQWKHRWKHUW\SHVܳ ൌ ܥ஽ܣ଴ඥʹ݃ሺ݄ଵ െ ݖሻ 

)ORZ7\SH±)XOOIORZZLWKIUHHRXWIDOO
,Q )ORZ 7\SH WKH FXOYHUW IORZV IXOO 7KH GLVFKDUJH
FRHIILFLHQW LV VLPLODU WR WKH RQH REWDLQHG IRU WKH )ORZ
7\SH 7KH GLVFKDUJH LV FDOFXODWHG DFFRUGLQJ WR WKH
IROORZLQJIRUPXOD
ܳ ൌ ܥ஽ܣ଴ටʹ݃൫݄ଵ െ ݀ଷ െ ݄௙ଶଷ൯ 
7KH LQGLFHV PLJKW VHHP D ELW FRQIXVLQJ EXW LW ZDV
FKRVHQWRWDNHWKHIRUPXODVIURP%RGKDLQH>@DVWKH\DUH
%RGKDLQH GLIIHUHQWLDWHG EHWZHHQ WKH IROORZLQJ VL[ IORZ
W\SHEDVHGRQFRQGLWLRQVJLYHQLQ7DEOH
7DEOH)ORZW\SHVDVGHILQHGE\%RGKDLQH
)ORZ7\SH ݄ଵ െ ݖܦ ൏ ͳǤͷ ݄ସ݄௖ ൏ ͳǤͲ ܵ଴ ൐ ܵ௖
)ORZ7\SH ݄ଵ െ ݖܦ ൏ ͳǤͷ ݄ସ݄௖ ൏ ͳǤͲ ܵ଴ ൏ ܵ௖
)ORZ7\SH ݄ଵ െ ݖܦ ൏ ͳǤͷ ݄ସܦ ൑ ͳǤͲ 
)ORZ7\SH ݄ଵ െ ݖܦ ൐ ͳǤͲ ݄ସܦ ൐ ͳǤͲ 
)ORZ7\SH ݄ଵ െ ݖܦ ൒ ͳǤͷ ݄ସܦ ൑ ͳǤͲ 
)ORZ7\SH ݄ଵ െ ݖܦ ൒ ͳǤͷ ݄ସܦ ൑ ͳǤͲ 
'LIIHUHQW FXOYHUW JHRPHWU\ ZLOO DIIHFW WKH FKRLFH
EHWZHHQ)ORZ7\SHRU 7RGLIIHUHQWLDWH EHWZHHQERWK
W\SHV %RGKDLQH VXJJHVWV WR XVH WKH UHODWLRQV JLYHQ LQ
)LJXUH LQ ZKLFK U GHQRWHV WKH UDGLXV RI FXUYDWXUH RI D
URXQGHG HQWUDQFH DQG Z LV WKH PHDVXUH RI D FKDPIHUHG
HQWUDQFH)LUVWDFXUYHFRUUHVSRQGLQJWRU'Z'LVFKRVHQ
7KHQDSRLQWLVVHWXVLQJWKHYDOXHIRUWKHFXOYHUWVORSHDQG
IRU WKH UDWLR EHWZHHQ WKH FXOYHUW OHQJWK DQG KHLJKW ,I WKH
SRLQW OLHVWRWKHULJKWRIWKHFKRVHQFXUYH WKHGLVFKDUJHLV
RI )ORZ 7\SH LI LW OLHV WR WKH OHIW RI WKH FXUYH WKH
GLVFKDUJHLVRI)ORZ7\SH
7KHKHDGORVVFRHIILFLHQWVDUHWRSLFVRIGLIIHUHQWVWXGLHV
PDGHWKURXJKODERUDWRU\H[SHULPHQWV$QXPEHURIDXWKRUV
KDYH DUULYHG WR GLIIHUHQW YDOXHV RU HPSLULFDO UHODWLRQVKLSV
IRUWKHKHDGORVVFRHIILFLHQWV>@VXJJHVWVGLIIHUHQWYDOXHV
IRU WKHGLVFKDUJHFRHIILFLHQW &' IRUHDFK)ORZ7\SHDQGGHSHQGLQJRQDQXPEHURIFXOYHUWJHRPHWULF IHDWXUHV7KH
GLVFKDUJHFRHIILFLHQWVFDQYDU\IURPWR$QRWKHU
H[DPSOH LV JLYHQ E\ >@ZKR SURSRVHV D QRQGLPHQVLRQDO
FRHIILFLHQW P DOVR UHIHUUHG WR DV D GLVFKDUJH FRHIILFLHQW
WKDWIRUK\GUDXOLFVWUXFWXUHVPDGHRIRQO\RQHFXOYHUWFDQ
EHZULWWHQDVIROORZVߤ ൌ ଵඥ஼భା஼మା஼య 
ZLWK & KHDGORVVFRHIILFLHQWDWWKHHQWUDQFHRIWKH
 K\GUDXOLFVWUXFWXUH
& KHDGORVVFRHIILFLHQWLQWKHK\GUDXOLFVWUXFWXUH
& KHDGORVVFRHIILFLHQWDWWKHH[LWRIWKHK\GUDXOLF
 VWUXFWXUH
,I WKH JHQHUDO H[SUHVVLRQ IRU WKH GLVFKDUJH ܳ ൌߤܣඥʹ݃οܪSURSRVHGE\>@LVFRPSDUHGZLWKWKHIRUPXODH
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JLYHQ E\ >@ LW FDQ EH VHHQ WKDW WKH QRQGLPHQVLRQDO
GLVFKDUJH FRHIILFLHQW P  LQFRUSRUDWHV ERWK WKH HIIHFW RI
WKHGLVFKDUJHFRHIILFLHQW&'DQGWKHFRQWLQXRXVDQGORFDOKHDGORVVHVοܪLVWKHKHDGIRUHDFKW\SHRIIORZ


)LJXUH&ULWHULRQIRUFODVVLI\LQJIORZW\SHVDQGLQFRQFUHWH
ER[RUSLSHFXOYHUWVZLWKVTXDUHURXQGHGRUEHYHOHGHQWUDQFHV
HLWKHUZLWKRUZLWKRXWZLQJZDOOV>@

,,, 75$16/$7,21,172&2'(
)ROORZLQJWKHSURSRVLWLRQRI>@WKHHTXDWLRQVSURSRVHG
E\ >@ DUH WUDQVODWHG LQWR HTXDWLRQV WKDW FRXOG EH
LPSOHPHQWHGLQWKH7(/(0$&)RUWUDQFRGH)ORZ7\SH
ZDV QRW LPSOHPHQWHG EHFDXVH LW RQO\ RFFXUV ZKHQ WKH
FXOYHUW VORSH LV ODUJHU WKDQ WKH FULWLFDO IORZ VORSH ZKLFK
RQO\KDSSHQVLQYHU\UDUHRFFDVLRQV

)ORZ7\SH±&ULWLFDOGHSWKDWRXWOHWܳ ൌ ߤ݄௖ܹටʹ݃ כ ൫ ଵܵ െ ሺݖଶ ൅ ݄௖ሻ൯ 
)ORZ7\SH±7UDQTXLOIORZܳ ൌ ߤሺܵଶ െ ݖଶሻܹඥʹ݃ሺ ଵܵ െ ܵଶሻ 
)ORZ7\SH±6XEPHUJHGRXWOHWܳ ൌ ߤܦܹඥʹ݃ሺ ଵܵ െ ܵଶሻ 
)ORZ7\SH±5DSLGIORZDWLQOHWܳ ൌ ߤܦܹඥʹ݄݃ଵ 
)ORZ7\SH±)XOOIORZZLWKIUHHRXWIDOOܳ ൌ ߤܦܹටʹ݃ כ ൫ ଵܵ െ ሺݖଶ ൅ ܦሻ൯ 
ZLWK 4 GLVFKDUJHWKURXJKWKHFXOYHUW
: FXOYHUWZLGWK
' FXOYHUWKHLJKW
 WRWDOKHDGORVVFRHIILFLHQW
6 ZDWHUOHYHORQVLGH
6 ZDWHUOHYHORQWKHVLGH
K ZDWHUOHYHODERYHWKHFXOYHUWEDVHRQVLGH
K ZDWHUOHYHODERYHWKHFXOYHUWEDVHRQVLGH
KF FULWLFDOZDWHUOHYHOLQVLGHWKHFXOYHUWWKLVZLOO
 EHDVVXPHGWREHFORVHWRRIK
] EDVHOHYHORIWKHFXOYHUWDWVLGHDQG
] EDVHOHYHORIWKHFXOYHUWDWVLGH
0RVW RI WKHVH YDULDEOHV DUH VKRZQ LQ D VFKHPDWLF
UHSUHVHQWDWLRQRIWKHFXOYHUWLQ>@

)LJXUH6FKHPDWLFUHSUHVHQWDWLRQRIDFXOYHUWZLWKWKHGLIIHUHQW
SDUDPHWHUV>@
7KHFRQGLWLRQV IRUZKLFKHDFK W\SHRI IORZRFFXUVDUH
VXPPDUL]HG LQ 7DEOH 7R GLVWLQJXLVK )ORZ 7\SH IURP
)ORZ7\SHDFRQVWDQW&LVGHILQHGWKDWLVGHSHQGHQWRQ
WKH FXOYHUW VORSH DQG WKH UDWLR :' 8VLQJ )LJXUH WKH
FXUYH:'LVFKRVHQDQGWKHSRLQWIRUZKLFKWKHYDOXHRI
WKHVORSH6HQFRXQWHUVWKHFXUYHZLOOKDYHDVDEVFLVVDWKHYDOXH & 7KHQ LI /'  & IORZ W\SH  RFFXUV
RWKHUZLVH)ORZ7\SHLVXVHG>@
7DEOH&RQGLWLRQVIRUHDFKW\SHRIIORZXVHGLQ7(/(0$&
 ଵܵ െ ݖଵܦ  ܵଶ െ ݖଶܦ  ܵଶ െ ݖଶ Ȁ
)ORZ7\SH ൏ͳǤͷ  ݄௖  
)ORZ7\SH ൏ͳǤͷ ൑ ͳǤͲ ݄௖  
)ORZ7\SH ൐ͳǤͲ ͳǤͲ  
)ORZ7\SH ൒ ͳǤͷ ൑ ͳǤͲ  ͷ͸
)ORZ7\SH ൒ ͳǤͷ ൑ ͳǤͲ  ൒ͷ͸
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7RXVHWKHFXOYHUWVLQRXUPRGHODGGLWLRQDOIHDWXUHVKDG
WREHLQFRUSRUDWHGLQWKHFRGH
 :RRGHQEHDPVFDQEHSODFHGLQ IURQWRIWKHFXOYHUWV
WRFRQWURO WKHWLPLQJZKHQZDWHUFDQVWDUWIORZLQJLQ
WKHIORRGFRQWURODUHDVZLWKFRQWUROOHGUHGXFHGWLGH
 0RVWFXOYHUWVWUXFWXUHVKDYHWUDVKVFUHHQVLQIURQWDQG
EHKLQG WKHP WRSUHYHQW JDUEDJHDQGGULIWZRRG IURP
FORJJLQJWKHK\GUDXOLFVWUXFWXUH
 2Q WKH RXWOHW FXOYHUWV WKHUH DUH RQHZD\ YDOYHV
SUHVHQWWRSUHYHQWWKHZDWHUIURPHQWHULQJWKH)&$¶V
WKURXJKWKHVHFXOYHUWV
0RVWRIWKHVHVWUXFWXUHVDUHLQFRUSRUDWHGLQWKHFRGHDV
DQ H[WUD KHDG ORVV FRHIILFLHQW H[FHSW WKH ZRRGHQ EHDPV
WKDWDFWDVDVPDOOZHLU7RLQFRUSRUDWHWKHVHLQWRWKHFRGH
WKHJHRPHWULF IHDWXUHVRI WKHFXOYHUWSUHVHQWHG LQ)LJXUH
DUH PRGLILHG DQG SUHVHQWHG LQ )LJXUH $Q HTXLYDOHQW
FXOYHUW ERWWRP HOHYDWLRQ ZDV XVHG UHSODFLQJ ERWK WKH
ERWWRP HOHYDWLRQV ] DQG ] LQ WKH IRUPXODH GHVFULEHGDERYH7KHPHDQEHWZHHQ] DQG] LV WDNHQDVHTXLYDOHQWERWWRPHOHYDWLRQRIWKHFXOYHUW7KHGLDPHWHURIWKHFXOYHUW
XVHG LQ WKHHTXDWLRQVZLOOEH WKHRQHFRUUHVSRQGLQJ WR WKH
HQWUDQFHRIWKHFXOYHUWLHOLNHLQ)LJXUH,IWKHIORZJRHV
IURPOHIW WR WKHULJKW'ZLOOEHUHSODFHGE\'DQGRQ WKHRSSRVLWH GLUHFWLRQ WKH YDOXH RI' ZLOO EH XVHG )RU WKHVWDUW RI WKHZDWHU IORZ LQWR WKH )&$ WKH ] DQG ] ERWWRPHOHYDWLRQV DUH VWLOO XVHG VR WKDW WKH VWDUW DQG HQGRIZDWHU
IORZ WKURXJK WKH FXOYHUWV UHPDLQ DV FORVH DV SRVVLEOH WR
UHDOLW\
%\XVLQJWKLVHTXLYDOHQWERWWRPHOHYDWLRQWKHFXOYHUWV¶
IULFWLRQDOKHDGORVVHVDUHRYHUHVWLPDWHGDQGWKHORFDOODUJHU
KHDGORVVHVGXHWRWKHSUHVHQFHRIWKHZHLUDUHQRWH[DFWO\
WDNHQ LQWR DFFRXQW 7KHVH FRPSOLFDWHG VWUXFWXUHV DUH
GLIILFXOWWRPRGHOH[DFWO\DQGWKLVDVVXPSWLRQNHHSVWKLQJV
VLPSOH 7KHUH DUH PDQ\ KHDG ORVV FRHIILFLHQWV LQ WKH
HTXDWLRQVDQGWRJHWKHUZLWKWKHSDUDPHWHUVWKDWGHVFULEHWKH
GLPHQVLRQVRI WKH FXOYHUWV WKHXVHU FDQ WXQH WKHPRGHOHG
GLVFKDUJHV

)LJXUH5HSUHVHQWDWLRQRIWKHGLIIHUHQWYDULDEOHVXVHGWR
FDOFXODWHWKHGLVFKDUJHVIRUHDFKW\SHRIIORZ>@

7KHKHDGORVVFRHIILFLHQWPZDVDGDSWHGIURPWKHRQH
FRPSXWHG LQ 7(/(0$&' EDVHG RQ >@ DQG LV XVHG DV
PDLQ KHDG ORVV FRHIILFLHQW )HDWXUHV RI WKH VWUXFWXUH WKDW
FDXVHGDGGLWLRQDOKHDG ORVVVXFKDVRQHZD\YDOYHV WUDVK
VFUHHQV RU SLOODUV DUH DGGHG LQ WKH FRPSXWDWLRQ RI P
ZKLFKFRQWULEXWHVWRWKHIOH[LELOLW\RIWKHLPSOHPHQWDWLRQRI
PDQ\W\SHVRIFXOYHUWVWUXFWXUHV
7KH KHDG ORVV GXH WR VLQJXODULWLHV FDQ EH REWDLQHG E\
WKHJHQHUDOUHODWLRQIURP>@οܪ ൌ ܥ ௎మଶ௚RUܷ ൌ ߤඥʹ݃οܪ 
ZLWK ߤ ൌ ଵξ஼ 
7KH FRHIILFLHQW & UHSUHVHQWV WKH VXP RI WKH GLIIHUHQW
FRQWULEXWLRQVIRUWKHKHDGORVVGXHWRVLQJXODULWLHVܥ ൌ ܥଵ ൅ ܥ௣ ൅ ܥଶ ൅ ܥଷ ൅ ܥ௏ ൅ ܥ்௥௔௦௛ 
7KH GLIIHUHQW FRQWULEXWLRQV WR WKLV KHDG ORVV FRHIILFLHQW&
ZLOOEHGLVFXVVHGVHSDUDWHO\DQGLQGHWDLOEHORZ

&±WKHHQWUDQFHKHDGORVV
&UHSUHVHQWVWKHKHDGORVVGXHWRWKHFRQWUDFWLRQRIWKHIORZ DW WKH HQWUDQFH RI WKH K\GUDXOLF VWUXFWXUH 8VXDOO\
WKHUH LV DQ DEUXSW FRQWUDFWLRQ DW WKH FXOYHUW HQWUDQFH WKDW
ZLOO FDXVH D KHDG ORVV GXH WR WKHGHFHOHUDWLRQRI WKH IORZ
LPPHGLDWHO\DIWHUWKHYHQDFRQWUDFWD
)LJXUHLVH[WUDFWHGIURP>@DQGIRUDFXOYHUWEHWZHHQ
DULYHUDQGDIORRGSODLQWKHFRQWUDFWLRQFDQEHVHHQDVYHU\
ODUJH VR WKH SDUDPHWHU RQ WKH [ D[LV LQ )LJXUH ZLOO EH
FORVHWR]HURDQGDUHKHDGORVVFRHIILFLHQWZLOOEH


)LJXUH/RFDOORVVFRHIILFLHQWIRUDVXGGHQFRQWUDFWLRQDVD
IXQFWLRQRIGLDPHWHUUDWLREHWZHHQWKHGLDPHWHUDIWHUWKH
FRQWUDFWLRQ'DQGEHIRUHWKHFRQWUDFWLRQ'X>@
%RGKDLQH>@QRWLFHGWKDWWKHGLVFKDUJHFRHIILFLHQW&'IRU)ORZ7\SHKDGWREHORZHUHGFRPSDUDWLYHO\ZLWKWKH
RWKHU )ORZ7\SHV7KH FDOFXODWHG GLVFKDUJH VHHPHG WR EH
RYHUHVWLPDWHGZKHQWKHGHIDXOWHTXDWLRQLVXVHG7KHUHIRUH
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D FRUUHFWLRQ FRHIILFLHQW LV WDNHQ LQWR DFFRXQW 7KH
FRUUHFWLRQ FRHIILFLHQW & LV DSSOLHG WR ܥଵ ZKHQ )ORZ7\SHRFFXUVVXFKWKDWοܪଵ ൌ ܥͷ כ ܥଵ ௎మଶ௚ 
%RGKDLQH SURSRVHV DQ LQWHUYDO IRU WKH YDOXH RI WKLV
FRUUHFWLRQFRHIILFLHQWܥͷ
ܥ௣±WKHKHDGORVVGXHWRSLOODUVLQWKHFXOYHUW
6RPHWLPHV DW WKH HQWUDQFH RI FXOYHUWV WKH IORZ LV
GLYLGHG LQWR WZR VHFWLRQV E\ D SLOODU 7KLV SLOODU FDXVHV
DGGLWLRQDOKHDGORVVDQGLVWDNHQLQWRDFFRXQW$FFRUGLQJWR
>@WKHKHDGORVVFDXVHGE\SDUDOOHOSLOODUVLVJLYHQE\οܪ௣ ൌ ܥ௣ ௎మଶ௚ 
DQGܥ௣ ൌ ߚ ቀ௅೛௕ ቁସ ଷΤ ݏ݅݊ߠ 
ZLWK &S UHSUHVHQWVWKHKHDGORVVFRHIILFLHQWGXHWRWKH
SUHVHQFHRISLOODUV
/S WKLFNQHVVRIWKHSLOODUV
E WKHGLVWDQFHEHWZHHQWZRFRQVHFXWLYHSLOODUV
E LVDFRHIILFLHQWGHSHQGHQWRQFURVVVHFWLRQDO
DUHDRIWKHSLOODU
$FFRUGLQJ WR >@EZLOO EH  IRU UHFWDQJXODU SLOODUV
DQG IRU URXQGHGSLOODUVș VWDQGV IRU WKH DQJOHRI WKH
SLOODUZLWK WKHKRUL]RQWDOSODQH ,QPRVWFDVHV WKLVZLOOEH
DQGݏ݅݊ߠZLOOEHHTXDOWR7KHFRGHGRHVQRWXVHWKLV
KHDGORVVFRHIILFLHQWRQLWVRZQLWVYDOXHZDVDGGHGWRWKH
&KHDGORVVFRHIILFLHQW
ܥଶ±WKHKHDGORVVGXHWRLQWHUQDOIULFWLRQ
& UHSUHVHQWV WKH KHDG ORVV FRHIILFLHQW GXH WR WKHIULFWLRQLQWKHVWUXFWXUHDQGLVH[SUHVVHGE\>@οܪଶ ൌ ܥଶ ௎మଶ௚ ൌ ଶ௚௅௡మோర యΤ ௎మଶ௚ 
ZLWK / OHQJWKRIWKHVWUXFWXUH
Q WKH0DQQLQJ6WULFNOHUFRHIILFLHQWRIWKH
VWUXFWXUHPDWHULDODQG
5 WKHZHWFURVVVHFWLRQDODUHDLQWKHVWUXFWXUH
,Q WKH FRGH DQ DVVXPSWLRQZDVPDGH WR FDOFXODWH WKH
K\GUDXOLFUDGLXVIRUHDFKW\SHRIIORZVLQFHWKHFRGHGRHV
QRWPDNHDQ\NLQGRIEDFNZDWHUDQDO\VLVWRJHWWKHSUHFLVH
ZDWHUGHSWKVWKDWRFFXULQWKHFXOYHUW


ܥଷ±WKHH[LWKHDGORVV
&LV WKH KHDG ORVV FRHIILFLHQW GXH WR H[SDQVLRQ RI WKHIORZH[LWLQJWKHFXOYHUW,WLVJLYHQE\>@οܪଷ ൌ ቀͳ െ ஺ೞ஺ೞమቁଶ ௎మଶ௚ ൌ ܥଷ ௎మଶ௚ 
ZLWK $V$V VHFWLRQVLQDQGMXVWRXWVLGHDWWKH
GRZQVWUHDPSDUWRIWKHVWUXFWXUH
8VXDOO\&LVHTXDOWRIRUDVXGGHQHQODUJHPHQW
ܥ௏±KHDGORVVGXHWRRQHZD\YDOYH
&9 LV WKHKHDGORVVFRHIILFLHQWGXHWRWKHSUHVHQFHRIDYDOYH7KHKHDGORVVGXHWRYDOYHVሺοܪ௩ሻLVJLYHQE\οܪ௩ ൌ ܥ௩ ௎మଶ௚ 
ZLWK &9 GHSHQGVRQWKHW\SHRIYDOYHDQGWKHGHJUHHRI
RSHQLQJ
)RU D IODS JDWH YDOYH URWDWLQJ DURXQG WR KLQJHV DW LWV
XSSHU HGJH VRPH YDOXHV ZHUH REWDLQHG H[SHULPHQWDOO\
DQGWKH\GHSHQGRQWKHRSHQLQJDQJOHRIWKHYDOYH>@

7DEOH9DOXHVIRUWKHKHDGORVVFRHIILFLHQWGHSHQGLQJRQWKH
RSHQLQJRIDJDWHYDOYHDFFRUGLQJWR>@
 :LGHRSHQ ôRSHQ òRSHQ óRSHQ
&9 ͲǤʹ ͳǤ ͷǤ͸ ͳ͹

/LNHZLWK&DFRUUHFWLRQFRHIILFLHQW&YLVDSSOLHGWRWKLV KHDG ORVVFRHIILFLHQW WR WDNH LQWRDFFRXQW WKH LQFUHDVH
RI WKH KHDG ORVVZLWK )ORZ7\SH7KURXJK D QXPEHU RI
ODERUDWRU\ H[SHULPHQWV ZLWK D SK\VLFDO VFDOH PRGHO DW
)ODQGHUV +\GUDXOLFV 5HVHDUFK >@ LW ZDV FOHDU WKDW ZKHQ
)ORZ7\SHRFFXUVWKHUHLVDJUHDWHULQIOXHQFHRIWKHKHDG
ORVVFRHIILFLHQWRIWKHYDOYHοܪ௩ǡହ ൌ ܥ௩ǡହܥ௩ ௎మଶ௚ 
ܥ்௥௔௦௛±KHDGORVVGXHWRWUDVKVFUHHQ
7UDVKVFUHHQVDUHXVXDOO\SUHVHQWDWWKHLQOHWRIFXOYHUWV
WR SUHYHQW JDUEDJH IURP HQWHULQJ RU EORFNLQJ WKH FXOYHUW
7KH KHDG ORVV GXH WR WKH SUHVHQFH RI WKHVH VFUHHQV οܪ௧FDQEHHVWLPDWHGE\LWVUHODWLRQVKLSZLWKWKHYHORFLW\KHDG
WKURXJK WKH QHW IORZ DUHD$ QXPEHU RI H[SUHVVLRQVZHUH
REWDLQHG LQ WKH SDVW E\ VHYHUDO DXWKRUV 7KH H[SUHVVLRQ
JLYHQE\>@LVXVHG
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οܪ௧ ൌ ൫ͳǤͶͷ െ ͲǤͶͷܣ௧௥௔௦௛ െ ܣ௧௥௔௦௛ଶ൯ ௎మଶ௚ ൌ ܥ௧௥௔௦௛ ௎మଶ௚ 
ZLWK 8 QHWIORZYHORFLW\ܣ௧௥௔௦௛ ൌ ஺೙೐೟஺೒ೝ೚ೞೞ SURYLGHVWKHUDWLRRIQHWIORZ
 DUHDWRJURVVUDFNDUHD
7KH YDOXH IRUܥ௧௥௔௦௛ FDQ YDU\ EHWZHHQܥ௧௥௔௦௛   IRU$WUDVK    HTXLYDOHQW WR QRW KDYLQJ DQ\ WUDVK VFUHHQV WRDSSUR[LPDWHO\ܥ௧௥௔௦௛ IRU$WUDVK IRUZKLFKWKHQHWIORZ DUHD LV QHJOLJLEOH VPDOO FRPSDUHG WR WKH JURVV UDFN
DUHD

,9 ,03/(0(17$7,21,17(/(0$&
7KH JRDO RI WKH LPSOHPHQWDWLRQ RI WKLV FRGH LQ
7(/(0$&ZDVWRXVHWKHVDPHVXEURXWLQHIRUFXOYHUWV LQ
7(/(0$&'DQG7(/(0$&'
&XOYHUWV ZHUH DOUHDG\ LPSOHPHQWHG LQ 7(/(0$&'
LQWKHVXEURXWLQH%86(ILOHǤ7KHH[LVWLQJFRGHKDV
IRXUHTXDWLRQV WKUHHRIZKLFKDUHVLPLODU WR WKHHTXDWLRQV
SUHVHQWHGKHUH)ORZ7\SHVDQG,QRUGHUWRHQVXUH
EDFNZDUG FRPSDWLELOLW\ ZKLOH NHHSLQJ WKH LPSOHPHQWDWLRQ
ZLWKLQWKHVDPHVXEURXWLQHDQHZNH\ZRUG237,21)25
&8/9(576237%86(ZDVFUHDWHGWROHWWKHXVHUFKRRVH
EHWZHHQERWKVHWVRIHTXDWLRQV7KLVNH\ZRUGFDQEHDGGHG
WR WKH VWHHULQJ ILOH ,I WKH XVHU ZDQWV WR XVH WKH H[LVWLQJ
FRGH LQ 7(/(0$&' RU ' WKH YDOXH LV  ,I WKH XVHU
ZDQWVWRXVHWKHHTXDWLRQVSUHVHQWHGKHUHWKHYDOXHLV
7KHH[LVWLQJFDSDELOLW\RI7(/(0$&WRVHWVRXUFHDQG
VLQN WHUPV DQ\ZKHUH LQ WKH GRPDLQ ZDV XVHIXO WR
LPSOHPHQWDFXOYHUWIXQFWLRQ7KHLQIORZDQGRXWIORZRID
FXOYHUW WKHQ DFW DV D SDLU RI VRXUFH VLQN SRLQWV )RU
LQVWDQFH ZKHQ WKH IORZ LV JRLQJ IURP WKH ULYHU WR WKH
IORRGSODLQ VLGH D VRXUFH WHUP LV DGGHG RQ WKH IORRGSODLQ
VLGHSRVLWLYHGLVFKDUJHDQGDW WKHVDPHWLPHDVLQNWHUP
LV VHW LQ WKH ULYHU RSSRVLWH GLVFKDUJH%\ GRLQJ WKLV WKH
FXOYHUWV DUH DVVXPHG VKRUW DQG WKH ZDWHU WKDW OHDYHV WKH
ULYHUHQWHUVWKHIORRGSODLQDWWKHVDPHWLPH7KHFRPSXWHG
GLVFKDUJHV LQ%86( ILOH Ǥ DUH VLPSO\ DGGHG DW WKH
HQGRIWKHVRXUFHVPDWUL[DVIROORZV
46&(1376&(,       '%865,
 46&(1376&(1%86(, '%865,
ZLWK 1376&( LVWKHQXPEHURISXQFWXDOVRXUFHVDQG
'%86,LVWKHGLVFKDUJHFRPSXWHGIRUFXOYHUW
 QXPEHU,
,Q 7(/(0$&' WKH WRWDO QXPEHU RI VRXUFH SRLQWV
16&( LV QRZ WKH VXPRI WKH SXQFWXDO VRXUFHV 1376&(
WKDW H[LVWHG EHIRUH WKHVH GHYHORSPHQWV DQG WZLFH WKH
QXPEHURIFXOYHUWV
(TXDWLRQVWRDUHLPSOHPHQWHGLQWKHFRGHEDVHGRQ
WKHFRQGLWLRQVJLYHQLQ7DEOH)LJXUHJLYHVDIORZFKDUW
RI WKH SDUW RI WKH DOJRULWKP RQFH WKH 237,21 )25
&8/9(576237%86(LVVZLWFKHGRQ

)LJXUH)ORZFKDUWVKRZLQJWKHFRQGLWLRQVIRUHYHU\W\SHRI
IORZLQWKH%86(ILOHEXVHIVXEURXWLQH
7KHXVHUKDVWRVSHFLI\DOOWKHSDUDPHWHUVUHODWHGWRWKH
FXOYHUWV LQ D WH[W ILOH WKURXJK WKH NH\ZRUG &8/9(576
'$7$),/(7KLV WH[W ILOHZLOOEHUHDGE\ WKHVXEURXWLQH
/(&%86 ILOH Ǥ 7KH WH[W ILOH DQG WKH H[LVWLQJ
VXEURXWLQH/(&%86ZHUHH[WHQGHGWRWDNHH[WUDSDUDPHWHUV
LQWRDFFRXQW
7KH ILUVW DQG WKLUG OLQHV RI WKH WH[W ILOH DUH FRPPHQW
OLQHV DQG WKHVH DUH QRW UHDG 2Q WKH VHFRQG OLQH WKH ILUVW
YDULDEOH LV WKH UHOD[DWLRQ SDUDPHWHU 5(/$;% 7KLV
UHOD[DWLRQ SDUDPHWHU ZLOO JLYH D ZHLJKW WR WKH GLVFKDUJH
FDOFXODWHGDWWKHFXUUHQWWLPHVWHS7KLVLVDYDOXHEHWZHHQ
DQG7KHUHVXOWLVDZHLJKWHGDYHUDJHGGLVFKDUJHEDVHG
RQ WKH GLVFKDUJH RI WKLV DQG WKH SUHYLRXV WLPH VWHS$IWHU
WKH UHOD[DWLRQ SDUDPHWHU WKHUH LV D QXPEHU LQGLFDWLQJ WKH
QXPEHU RI FXOYHUWV 7KH QXPEHU RI FXOYHUWV QHHGV WR EH
JLYHQLQWKHVWHHULQJILOHWKURXJKWKHNH\ZRUG180%(52)
&8/9(5761%86(DQGWKLVQXPEHUZLOOEHFKHFNHGZLWK
WKH QXPEHU LQ WKH WH[W ILOH DV DQ H[WUD FRQWURO SDUDPHWHU
7KHWKLUGOLQHLVFRPPHQWHGDQGFRQWDLQVWKHQDPHVRIDOO
WKHSDUDPHWHUVXVHGLQ%86(7KH\DUHVHSDUDWHGE\DWDE
7KHIORZWKURXJKDFXOYHUWFDQJRLQERWKGLUHFWLRQV
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,Q WKH IROORZLQJ WKH LQGH[  LV XVHG IRU WKH ULYHU VLGH
DQG WKH LQGH[ IRU WKHIORRGSODLQVLGHRI WKHFXOYHUW7KH
IROORZLQJ SDUDPHWHUV PXVW EH OLVWHG LQ WKH FXOYHUWV GDWD
ILOH
, QRGHQXPEHURIFXOYHUWRQVLGHULYHU
, QRGHQXPEHURIWKHFXOYHUWRQVLGHIORRGSODLQ
&( HQWUDQFHKHDGORVVFRHIILFLHQWIRUWKHFXOYHUWRQ
VLGHWKLVFRUUHVSRQGVWRWKHKHDGORVVFRHIILFLHQW
&&( HQWUDQFHKHDGORVVFRHIILFLHQWIRUWKHFXOYHUWRQ
VLGHWKLVFRUUHVSRQGVWRWKHKHDGORVVFRHIILFLHQW
&&6 H[LWKHDGORVVFRHIILFLHQWIRUWKHFXOYHUWRQVLGH
WKLVFRUUHVSRQGVWRWKHKHDGORVVFRHIILFHQW&&6 H[LWKHDGORVVFRHIILFLHQWIRUWKHFXOYHUWRQVLGH
WKLVFRUUHVSRQGVWRWKHKHDGORVVFRHIILFHQW&/$5* WKHZLGWKRIWKHFXOYHUW
+$87 KHLJKWRIWKHFXOYHUWRQVLGH
&/3 FRHIILFLHQWWRUHVWULFWWKHIORZGLUHFWLRQERWK
GLUHFWLRQVDUHSRVVLEOH RQO\IORZIURPVLGH
WR RQO\IORZIURPVLGHWR QRIORZ/ OLQHDUKHDGORVVFRHIILFLHQWXVHGRQO\ZKHQ
237%86( ,I237%86( /LVFDOFXODWHG
5' FXOYHUWERWWRPHOHYDWLRQRQVLGH]5' FXOYHUWERWWRPHOHYDWLRQRQVLGH]&9 KHDGORVVFRHIILFLHQWZKHQDYDOYHLVSUHVHQW
& IDFWRUWRGLIIHUHQWLDWHEHWZHHQIORZW\SHVDQG
&9 FRUUHFWLRQIDFWRUIRU&9ZKHQIORZW\SHLVXVHG& FRUUHFWLRQIDFWRUIRU&(DQG&(ZLWK)ORZ
7\SH75$6+ KHDGORVVFRHIILFLHQWZKHQWUDVKVFUHHQDUHSUHVHQW
+$87 KHLJKWRIWKHFXOYHUWRQVLGH
)5,& 0DQQLQJVWULFNOHUFRHIILFLHQWXVHGLQHTXDWLRQ
/21* OHQJWKRIWKHFXOYHUWQRWQHFHVVDULO\EDVHGRQWKH
SRVLWLRQRIWKHVRXUFHVLQNQRGHV&,5 SDUDPHWHUWRGHWHUPLQHLIWKHFXOYHUWLVUHFWDQJXODU
 RUFLUFXODU LQFDVHRIDFLUFXODUFXOYHUW
WKHKHLJKWLVWDNHQWRFDOFXODWHWKHZHWVHFWLRQ

7KH FRPSXWHG GLVFKDUJH LV SRVLWLYH IRU WKH IORZ IURP
VLGHWRVLGH:KHQWKHGLVFKDUJHLVFRPSXWHGE\%86(
EDVHGRQWKHDERYHSDUDPHWHUVLWXQGHUJRHVWKUHHSRVVLEOH
FKDQJHV
 )LUVWWKHUHOD[DWLRQLVFRPSXWHG%DVHGRQWKHZHLJKW
DQG WKHGLIIHUHQFHZLWK WKHGLVFKDUJH LQ WKHSUHYLRXV
WLPHVWHS WKLVFDQFKDQJH WKHFRPSXWHGGLVFKDUJHRI
WKHFXUUHQWWLPHVWHS
 7KHQD WHVW LVSHUIRUPHG WRFKHFN LI WKHUH LV HQRXJK
ZDWHU SUHVHQW DW WKH FXUUHQW WLPH VWHS WR H[WUDFW WKH
DQWLFLSDWHG GLVFKDUJH $ PD[LPXP RI  RI WKH
DYDLODEOHZDWHULVDOORZHGWROHDYH
 )LQDOO\WKHFRGHFKHFNVWKDWWKHFXOYHUWFRQILJXUDWLRQ
DOORZV WKH ZDWHU WR IORZ LQ WKH FRPSXWHG GLUHFWLRQ
DQGLIQRWEORFNVWKHIORZE\VHWWLQJ WKHGLVFKDUJHWR
]HUR
,QWKHFXOYHUWGDWDILOHWKHXVHUFDQFKRRVHWKHGLUHFWLRQ
RIWKHIORZWKURXJKDFXOYHUWE\VHWWLQJWKHSDUDPHWHU&/3
IRUH[DPSOHLIWKHUHLVDRQHZD\YDOYHLQWKHFXOYHUW
,WLVSRVVLEOHWRXVHSDVVLYHRUDFWLYHWUDFHUVZKHQXVLQJ
FXOYHUWV 7KH IROORZLQJ HTXDWLRQ GHVFULELQJ WKH HYROXWLRQ
RIWUDFHUFRQFHQWUDWLRQ7LVVROYHG
డ்డ௧ ൅ ܷ డ்డ௫ ൅ ܸ డ்డ௬ ൅ܹ డ்డ௭ ൌ ݒ௧οሺܶሻ ൅ ܳԢ 
7KH WUDFHU GLIIXVLRQ FRHIILFLHQW LV JLYHQ E\ݒ௧ DQG4¶UHSUHVHQWVWKHVRXUFHWHUPVIRUWUDFHUV,QRUGHUWRWDNHWKH
WUDQVSRUW RI WUDFHUV LQWR DFFRXQW ZKHQ XVLQJ FXOYHUWV WKH
XVHURQO\KDVWRVSHFLI\WKHNH\ZRUGVUHODWHGWRWKHWUDFHUV
LQWKHVWHHULQJILOH
7KH VXEURXWLQHV %86( DQG /(&%86 DUH ERWK FDOOHG
IURP7(/(0$&'DQG7(/(0$&'LQWKHVDPHZD\

9 7(67&$6(%(5*(10((56(1
%HUJHQPHHUVHQLVWKHQDPHRIDIORRGFRQWURODUHDZLWK
FRQWUROOHGUHGXFHG WLGH$QDHULDOSKRWRJUDSK LVVKRZQLQ
,W LV ORFDWHG IDU XSVWUHDP LQ WKH 6FKHOGW HVWXDU\ )LJXUH
VKRZV WKH ORFDWLRQ RI %HUJHQPHHUVHQ LQ WKH 6FKHOGW
HVWXDU\UHSUHVHQWHGDVDPHVKRIWKH6FDOGLVPRGHO>@
)LJXUHVKRZV%HUJHQPHHUVHQLQPRUHGHWDLO,WVKRZV
WKH PHVK RI WKH VPDOO PRGHO WKDW ZDV XVHG WR WHVW WKH
FXOYHUWFRGHSUHVHQWHGLQWKLVSDSHU7KHPHVKVL]HLVDERXW
P%HUJHQPHHUVHQ LV DOVR DYDLODEOH DV D7(/(0$&'
YDOLGDWLRQFDVHEXWZLWKDFRDUVHUPHVK


)LJXUHUHGFLUFOHLQGLFDWLQJWKHORFDWLRQRI%HUJHQPHHUVHQLQ
WKH6FKHOGWHVWXDU\7KHPDSVKRZQUHSUHVHQWVWKHJULGRIWKH
6FDOGLVPRGHO>@
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
)LJXUH'HWDLOHGYLHZRIWKHPHVKDQGEDWK\PHWU\RIWKHVPDOO
PRGHORI%HUJHQPHHUVHQ
%HUJHQPHHUVHQ ZDV ILUVW D IORRG FRQWURO DUHD RQO\ ,Q
WKH VXPPHURI  WKH LQOHW FXOYHUWV EHFDPHRSHUDWLRQDO
PDNLQJLWDIORRGFRQWURODUHDZLWKFRQWUROOHGUHGXFHGWLGH
7ZLFHDGD\WKHWLGHFDQHQWHUWKHDUHDFUHDWLQJQHZWLGDO
QDWXUH 7KHUH DUH  LQOHW FXOYHUWV ZKLFK DUH EXLOW DERYH
WKUHHRXWOHWFXOYHUWV
)LJXUHVKRZVDQDHULDOYLHZRQWKLVFRQVWUXFWLRQ2Q
WZR RWKHU VLGHV RI WKH DUHD DUH WKUHH ROG RXWOHW FXOYHUWV
ORFDWLRQVJLYHQLQ)LJXUH7KHGLNHEHWZHHQWKH6FKHOGW
ULYHU DQG WKH IORRGSODLQ LV DQ RYHUIORZ GLNH :KHQ KLJK
VWRUPVXUJHVHQWHU WKHHVWXDU\DWDFULWLFDO OHYHO WKHZDWHU
FDQIORZRYHU WKLVGLNH7KHOHYHORI WKLVRYHUIORZGLNHDW
%HUJHQPHHUVHQLVP7$:LHP7$:LVDERXWORZ
ZDWHU DW VHD >@ 7KH RWKHU GLNHV DUH P 7$: 7KH
IORRGSODLQ LV WKHQ EXIIHULQJ WKH H[FHVV VXUJH ZDWHU DQG
SUHYHQWVIORRGVXSVWUHDPDQGGRZQVWUHDPIURPWKLVDUHD
(YHU\ \HDU DURXQG6HSWHPEHU D KRXUPHDVXUHPHQW
FDPSDLJQLVH[HFXWHGKRXUVWRFDSWXUHRQHWLGDOF\FOH
PHDVXULQJWKHLQOHWDQGRXWOHWGLVFKDUJHV:DWHUOHYHOVDUH
FRQVWDQWO\ PHDVXUHG XVLQJ D GLYHU RQ WKH IORRGSODLQ VLGH
DQGDQRWKHURQHDWWKH6FKHOGWVLGHRIWKHODUJHLQOHWRXWOHW
VWUXFWXUH 0RUHRYHU RQ 'HFHPEHU WK  WKHUH ZDV D
VWRUPVXUJHHQWHULQJWKHHVWXDU\DQGZDWHUOHYHOVLQVLGHDQG
RXWVLGH %HUJHQPHHUVHQ ZHUH PHDVXUHG ZLWK WKHVH GLYHUV
DQG D KHOLFRSWHU SLFWXUH VKRZV WKDW WKH IORRG SODLQ ZDV
DOPRVW FRPSOHWHO\ ILOOHG )LJXUH $OO WKHVH GDWD DUH
DYDLODEOHWRFDOLEUDWHWKHSDUDPHWHUVXVHGIRUWKHFXOYHUWV

)LJXUH%HUJHQPHHUVHQDW'HFHPEHUWKILOOHGZLWK
ZDWHUIURPWKHVWRUPVXUJH
)LJXUH VKRZV DQ LPDJH RI WKH FURVV VHFWLRQ VHHQ
IURP WKH VLGH RI WKH %HUJHQPHHUVHQ LQOHW DQG RXWOHW
VWUXFWXUH,QWKLVYLHZWKH6FKHOGWULYHULVRQWKHOHIWDQGWKH
IORRGSODLQLVRQWKHULJKW7KHLQOHWFXOYHUWVDUHEXLOWRQWRS
RI WKH RXWOHW FXOYHUWV 7KH RXWOHW FXOYHUWV KDYH D RQHZD\
YDOYHQULQ)LJXUHWRSUHYHQWZDWHUIURPHQWHULQJWKH
IORRGSODLQ WRR VRRQ 7KHUH DUH WUDVK VFUHHQV QU  LQ
)LJXUH RQ ERWK VLGHV RI WKH FRQVWUXFWLRQ 7KH\ NHHS
ODUJHGHEULVDQGGULIWZRRGIURPFORJJLQJWKHFXOYHUWV-XVW
LQ IURQW RI WKH LQOHW FXOYHUW WKHUH LV D SRVVLELOLW\ WR SODFH
ZRRGHQEHDPVQULQ)LJXUHWKDWDFWDVDZHLU7KHVH
DUHXVHGWRILQHWXQHWKHDPRXQWRIZDWHUHQWHULQJGDLO\LQ
WKH IORRG SODLQ 7KH KHLJKW RI WKH ZHLU GHWHUPLQHV WKH
PRPHQWDWZKLFKZDWHUFDQVWDUWIORZLQJLQ,QVLGHWKHLQOHW
FXOYHUWWKHUHLVDOVRDVOLGLQJYDOYHQULQ)LJXUHWKDW
FDQ FORVH WKH LQOHW FXOYHUW 7KHVH YDOYHV ZHUH PHDQW WR
FORVHWKHLQOHWFXOYHUWVLQFDVHRIDVWRUPVXUJHWRNHHSWKH
IXOOEXIIHUFDSDFLW\RIWKHIORRGSODLQEXWWKH\DUHFXUUHQWO\
DOVRXVHGWRFRQWUROWKHDPRXQWRIZDWHUHQWHULQJWKHDUHD
7KHLUSRVLWLRQVDUHNQRZQIRUWKHKRXUPHDVXUHPHQWRI
6HSWHPEHU 7KLV GDWD VHW LV XVHG WR FDOLEUDWH WKH
FXOYHUWSDUDPHWHUV

)LJXUHVLGHVHFWLRQVKRZLQJWKHLQWHUQDOFRQVWUXFWLRQRIWKH
LQOHWDQGRXWOHWVWUXFWXUHDW%HUJHQPHHUVHQ1XPEHULVWKHRQH
ZD\YDOYHRIWKHRXWOHWFXOYHUWDUHWKHWUDVKVFUHHQVDWERWK
VLGHVRIWKHVWUXFWXUHLVWKHORJZHLULVDVOLGLQJYDOYHWKDW
FDQFORVHWKHLQOHWFXOYHUW
7DEOH SURYLGHV DQ RYHUYLHZ RI WKH SDUDPHWHU YDOXHV
WKDW ZHUH XVHG 7KHUH DUH WKUHH VHWV RI SDUDPHWHUV YDOXHV
JLYHQWKHILUVWLVDVWDUWVHWZKHUHDILUVWJXHVVLVPDGHIRU
DOO SDUDPHWHUVZKLOH UHPDLQLQJ DV FORVH DV SRVVLEOH WR WKH
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SK\VLFDO YDOXHV 7KH VHFRQG VHW LV WKH SDUDPHWHU VHW
IROORZLQJ FDOLEUDWLRQ DJDLQVW WKH KRXUPHDVXUHPHQW RQ
%HUJHQPHHUVHQ RQ 6HSWHPEHU   &RPSDULQJ WKH
ILUVW WZR GDWD VHWV SURYLGHV DQ RYHUYLHZ RI WKH FKDQJHV
PDGH WR JHW D EHWWHU UHVXOW )LQDOO\ VHW  JLYHV WKH
SDUDPHWHUV WKDW ZHUH XVHG IRU WKH VLPXODWLRQ RI WKH
'HFHPEHUVWRUPVXUJH
)RU HDFK VHW RI SDUDPHWHUV VRPH YDULDEOHV DUH QRW
VKRZQ LQ 7DEOH EHFDXVH WKH\ ZHUH QRW FKDQJHG RU ZHUH
QRWGHSHQGHQWRQWKHFRQVWUXFWLRQRIWKHVWUXFWXUH7KURXJK
SK\VLFDOH[SHULPHQWVWKHYDOXHRI&YWKHFRUUHFWLRQIDFWRUIRUWKHKHDGORVVGXHWRWKHSUHVHQFHRIDYDOYHZKHQIORZ
W\SH  RFFXUV ZDV VHW WR EH  7KLV YDOXH LV VHW WR 
RQO\ IRU WKH RXWOHW FXOYHUWV ZKR KDYH WKH RQHZD\ YDOYH
7KH LQOHW FXOYHUWV GRQ¶W KDYH WKLV YDOYH VR IRU WKHP WKH
YDOXHRI&YLVVHWWR]HUR&ZDVJLYHQDYDOXHRILHDYDOXHLQWKHLQWHUYDOSURSRVHGE\>@$FFRUGLQJWR)LJXUH
WKHFXOYHUWVKDYHQREHGVORSHDQGQRZLQJZDOOV: VR
DYDOXHRILVIRXQGIRUWKH&SDUDPHWHU7KHSDUDPHWHU/ LV FRPSXWHG ZLWK 237,21)25&8/9(576  7KH
XVHU YDOXH RI / ZLOO EH LJQRUHG LQ WKLV FDVH 7KHVH
SDUDPHWHUVDUHQRWOLVWHGLQ7DEOH
)RUWKHVWDUWVHWRIWKHFXOYHUWSDUDPHWHUVWKHIROORZLQJ
YDOXHVZHUHFKRVHQIRU&(DQG&( WKHYDOXHRIZDVVHOHFWHG DFFRUGLQJ WR)LJXUH)RU WKHLQOHW FXOYHUWV IRU
&(WKHKHDGORVVFRHIILFLHQWGXHWRWKHSUHVHQFHRIDSLOODUZDVDOVRDGGHG$FFRUGLQJWRHTXDWLRQZLWKș ȕ
   /S  DQG E &S  ZKLFK LV URXQGHG WR  ZDV FKRVHQ IRU &( ZKLFK JLYHV XV  7KHUH DUHLQOHWFXOYHUWVDQGRXWOHWFXOYHUWVEXWEHFDXVHWKHRXWOHW
FXOYHUWSDUDPHWHUVDUHWKHVDPHIRUDOOFXOYHUWVRQO\RQH
VHWRISDUDPHWHUV LVVKRZQ7KHUHDUHDOVR WKUHHROGRXWOHW
FXOYHUWVSUHVHQW7KHLUH[DFWPHDVXUHPHQWVDUHQRWNQRZQ
EXW WKH SDUDPHWHUV ZHUH WDNHQ WKH VDPH IRU DOO WKUHH RI
WKHP DQG DUH RQO\ VKRZQ IRU RQH )RU D VXGGHQ
HQODUJHPHQW&6LVWDNHQHTXDOWR7KHLQOHWFXOYHUWVKDYHDZLGWKRI PEXW EHFDXVHRI WKHSUHVHQFHRI D SLOODU LQ
HDFKFXOYHUW WKHLUZLGWKLVWDNHQHTXDOWRP/$5* 
P )RU WKH RXWOHW FXOYHUWV /$5*   P )RU WKH
ROGHURXWOHWFXOYHUWV/$5*ZDVWDNHQHTXDOWRP7KH
ERWWRP OHYHO RI WKH LQOHW FXOYHUWV ZDV  P 7$:
DFFRUGLQJWRWKHDVEXLOWSODQV6R5'DQG5'ZHUHVHW
WR  H[FHSW WKUHH LQOHW FXOYHUWV KDG ZRRGHQ EHDPV LQ
IURQWRIWKHPWKHLUKHLJKWZDVPPDQGP
6R5'ZDVUDLVHGIRUWKHVHWKUHHFXOYHUWVWRDQG
UHVSHFWLYHO\7KHERWWRPOHYHORIWKHRXWOHWFXOYHUWVZDV
P7$:DQG IRU WKHROGRXWOHW FXOYHUWV5'DQG5'
ZHUH WDNHQ HTXDO WR  P 7$: $OO LQOHW FXOYHUWV KDG
GLIIHUHQW YDOYH SRVLWLRQV 7KLV ZDV WDNHQ LQWR DFFRXQW E\
PRGLI\LQJ WKH KHLJKW RI WKH ULYHU VLGH VLGH  7KH LQOHW
FXOYHUWV KDYH D QRUPDO KHLJKW RI  P +$87 DQG
+$87VKRXOGEHHTXDOWRWKLVPIRUDOOLQOHWFXOYHUWV
EXW+$87ZDVDGDSWHGIRUHDFKLQOHWFXOYHUWLQGLYLGXDOO\
WDNLQJ WKH YDOYH SRVLWLRQ DQG WKH ZRRGHQ EHDPV LQWR
DFFRXQW ,W UHSUHVHQWV WKH DPRXQW RI RSHQLQJRQ VLGHRI
WKH VWUXFWXUH 7KH RXWOHW FXOYHUWV KDYH D KHLJKW RI  P
7KHROGRXWOHWVWUXFWXUHVZHUHJLYHQDKHLJKWRIP7KH
GLUHFWLRQ RI IORZ ZDV VHW &/3 ZDV VHW WR  IRU WKH LQOHW
FXOYHUWVPHDQLQJZDWHUFDQIORZLQERWKGLUHFWLRQVWKURXJK
WKHVH FXOYHUWV )RU WKH RXWOHW FXOYHUWV &/3 ZDV VHW WR 
PHDQLQJRQO\RXWIORZGXH WR WKHSUHVHQFHRI WKHRQHZD\
YDOYH
7DEOH3DUDPHWHUYDOXHVIRUFXOYHUWFDOLEUDWLRQ


)RU WKHRQHZD\ YDOYH LWZDV LPSRUWDQW WR NQRZKRZ
IDU WKLV YDOYH ZRXOG RSHQ ZLWK RXWIORZLQJ ZDWHU WR
GHWHUPLQH LWV KHDG ORVV FRHIILFLHQW $FFRUGLQJ WR >@ LQ
7DEOH D KHDG ORVV FRHIILFLHQW FDQ EH IRXQG IRU VSHFLILF
RSHQLQJ DQJOHV RI WKH YDOYH ,Q WKH IUDPHZRUN RI RQH RI
SURMHFWV >@ WKH RSHQLQJ DQJOH RI WKH RQHZD\ YDOYH RI
%HUJHQPHHUVHQ ZDV PHDVXUHG IRU D KRXU SHULRG
6HSWHPEHU  ,Q )LJXUH VKRZV WKH UHVXOWV RI WKLV
PHDVXUHPHQW DQG DW IXOO RXWIORZ WKH DQJOH PHDVXUHG
UHDFKHG  6R IURP7DEOH WKH KHDG ORVV YDOXH LV WDNHQ
DFFRUGLQJWRDôRSHQLQJRIWKHYDOYH&9 
)RU WKH WUDVK VFUHHQ KHDG ORVV HTXDWLRQ  ZDV XVHG
ZLWKDQHW IORZDUHDRIDKHDG ORVVFRHIILFLHQWRI
ZDV FDOFXODWHG 7KLV YDOXH ZDV WULSOHG EHFDXVH RI WKH
SUHVHQFH RI GHEULV DQG GULIWZRRG LQ IURQW RI WKH VFUHHQV
)RU WKH IULFWLRQ FRHIILFLHQW D YDOXH ZDV WDNHQ IRU VPRRWK
FRQFUHWHZDVWDNHQIRUWKH0DQQLQJ6WULFNOHUYDOXH
)RUWKHOHQJWKRIWKHLQOHWFXOYHUWVPZDVWDNHQDQGIRU
WKHRXWOHWFXOYHUWVPZDVWDNHQ)RUWKHROGRXWOHWFXOYHUWV
PZDVWDNHQ
:LWKWKLV ILUVWVHWRISDUDPHWHUVIRUWKHLQOHWDQGRXWOHW
FXOYHUWV D PRGHO UXQ FDQ EH VWDUWHG $ WLPH VWHS RI 
VHFRQGV ZDV XVHG 3ULYDWH DUUD\V PDGH DYDLODEOH DOUHDG\
ZLWKLQ 7(/(0$& ZHUH SURJUDPPHG WR JLYH WKH
GLVFKDUJHVRIWKHFXOYHUWVDVRXWSXW2QHSULYDWHDUUD\ZDV
SURJUDPPHGWRJLYHLQIRUPDWLRQDERXWWKHW\SHRIIORZWKDW
ZDV XVHG HDFK WLPH VWHS IRU DOO FXOYHUWV7KH VWHHULQJ ILOH
XVHG KHUH LV WKH VDPH DV WKH VWHHULQJ ILOH IRU WKH
%HUJHQPHHUVHQYDOLGDWLRQFDVHLQWKH7(/(0$&'EDVLV
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
)LJXUH0HDVXUHPHQWRIWKHGHJUHHRIRSHQLQJRIWKHRQHZD\
YDOYHDWWKHRXWOHWFXOYHUWVDW%HUJHQPHHUVHQ>@
7KHUHGOLQHLQ)LJXUHVKRZVWKHZDWHUOHYHOVLQVLGH
WKH IORRGSODLQ DIWHU WKH ILUVW UXQ ZLWKRXW DQ\ FDOLEUDWLRQ
7KH EODFN GRWV LQGLFDWH WKH PHDVXUHG ZDWHU OHYHO LQ WKH
IORRGSODLQ 7KH VTXDUHV JLYH WKH ZDWHU OHYHO WKDW ZDV
PHDVXUHG RXWVLGH WKH IORRGSODLQ QHDU WKH RXWOHW VWUXFWXUH
&DOLEUDWLRQFDQEHGRQHLQWKUHHZD\VWKHWRWDOKHDGORVV
FDQEHLQFUHDVHGRUGHFUHDVHG$OOSDUDPHWHUVFRQWULEXWLQJ
WR WKH WRWDO KHDG ORVV DUH DOZD\V VXPPHG LQ WKH
FDOFXODWLRQV6RWKHUHLVOLWWOHGLIIHUHQFHEHWZHHQLQFUHDVLQJ
WKH KHDG ORVV FRHIILFLHQW RI WKH YDOYH RU WKH WUDVK VFUHHQ
7KHRQO\GLIIHUHQFHLVWKDWQRWDOOKHDGORVVFRHIILFLHQWVDUH
DOZD\V XVHG 7KH RXWOHW FXOYHUWV XVH WKH KHDG ORVV GXH WR
WKH RQHZD\ YDOYH IRU H[DPSOH DQG WKH LQOHW FXOYHUWV GR
QRW$VHFRQGZD\WRDOWHUWKHGLVFKDUJHVLVWRDGDSWWKH
SK\VLFDO SDUDPHWHUV OLNH 5' DQG 5' RU +$87 DQG
+$87$WKLUGZD\LVWRDOWHUWKHERXQGDU\FRQGLWLRQV
OLNHWKHIORRGSODLQ%HFDXVHVPDOOEDWK\PHWULFHOHPHQWVDUH
QRW DOZD\V YHU\ ZHOO UHSUHVHQWHG LQ WKH PHVK WKLV PLJKW
FDXVHGLIIHUHQFHV LQZDWHU OHYHOV LQVLGH WKH IORRGSODLQ7R
JHW EHWWHU UHVXOWV WKH PHVK ZDV UHILQHG RQO\ LQ WKH
IORRGSODLQDUHDZLWKDGLVFUHWLVDWLRQRIPDQGDGLWFK
WKDWZDVQRWZHOOUHSUHVHQWHGLQ WKHPRGHOZDVFUHDWHGE\
FKDQJLQJ WKH ERWWRP OHYHO RI VRPH SRLQWV E\ KDQG 7KLV
GLWFK PDGH D FRQQHFWLRQ EHWZHHQ WKH WZR ROG RXWOHW
FXOYHUWVRQWKHOHIWVLGH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ODWWHUPDGH WKH FRGH VZLWFK LQ VRPH VLWXDWLRQV IURP IORZ
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:KHQ WKH PRGHO DXWRPDWLFDOO\ PRGLILHV WKH GLVFKDUJHV
WRZDUGV WKH ULYHU WKH GLVFKDUJHV WRZDUGV WKH IORRGSODLQ
ZLOO FKDQJH DOVR EHFDXVH RI D GLIIHUHQW DPRXQW RI ZDWHU
SUHVHQWLQWKHIORRGSODLQ

)LJXUHPHDVXUHGDQGFDOLEUDWHGZDWHUOHYHOVIRU
%HUJHQPHHUVHQDW6HSWHPEHU
)LJXUHVKRZVWKHPHDVXUHGGRWVDQGPRGHOOHGEOXH
OLQH GLVFKDUJH JRLQJ LQ WKH IORRGSODLQ WKURXJK WKH LQOHW
FXOYHUWV7KHUHVXOWVVKRZDYHU\JRRGDJUHHPHQWEHWZHHQ
WKH VLPXODWLRQ DQG WKH PHDVXUHPHQWV 2QO\ EHWZHHQ 
DQGWKHPRGHOOHGGLVFKDUJHVDUHWRRKLJK

)LJXUH0HDVXUHGDQGPRGHOOHGWRWDOGLVFKDUJHHQWHULQJ
%HUJHQPHHUVHQIORRGSODLQDW6HSWHPEHU7KHPRGHO
UHVXOWVDUHWKHRQHVDIWHUFDOLEUDWLRQ
)LJXUHVKRZV WKHPHDVXUHGGRWVDQG WKHPRGHOOHG
EOXH OLQHGLVFKDUJH OHDYLQJ WKH IORRGSODLQDW WKH VL[QHZ
RXWOHW FXOYHUWV 7KH VKDSH RI WKH PRGHOHG FXUYH ILWV ZHOO
ZLWK WKHPHDVXUHG RQH EXW D VPDOO WLPH ODJ FDQ EH VHHQ
7KHPRGHOGFXUYHZDVVLJQLILFDQWO\LPSURYHGE\WKHP
LQFUHDVHLQERWWRPOHYHORIWKHIORRGSODLQ
7KHVHFRQGVHWRISDUDPHWHUVLQ7DEOHLVWKHRQHDIWHU
WKH FDOLEUDWLRQ HIIRUW UHVXOWLQJ LQ WKH EHWWHU UHVXOWV LQ
)LJXUH EOXH OLQH )LJXUH DQG )LJXUH 7R WHVW LI
WKLVSDUDPHWHUVHWFRXOGDOVRGHOLYHUJRRGUHVXOWVZLWKRWKHU
ERXQGDU\ FRQGLWLRQV WKHZDWHU HOYHOV RI D VWRUP VXUJH RI
'HFHPEHUZHUHWDNHQDVERXQGDU\FRQGLWLRQV)RU
WKLVGDWDVHWWKHRQO\DYDLODEOHPHDVXUHPHQWVDUHWKHZDWHU
OHYHOVQRPHDVXUHPHQWVRIWKHGLVFKDUJHKDYLQJEHHQGRQH
$OORWKHUVHWWLQJVDQGSDUDPHWHUVUHPDLQHGXQFKDQJHG7KH
UHGOLQHLQ)LJXUHVKRZVWKHVLPXODWLRQUHVXOWVZKLOHWKH
EODFN GRWV VKRZ WKH PHDVXUHG YDOXHV 7KH PRGHO IDLOV WR
UHSURGXFH WKHZDWHU OHYHOV LQ WKH IORRGSODLQ )RU WKH LQOHW
FXOYHUWV WKH ZRRGHQ EHDPV LQ IURQW RI WKHP ZHUH WKHUH
IURP WKH EHJLQQLQJ EXW WKH SRVLWLRQ RI WKH YDOYHZDV QRW
NQRZQ7KHYDOYHDWWKDWWLPHZHUHDVVXPHGIXOO\RSHQHG
VR WKLV ZDV FKDQJHG LQ WKH SDUDPHWHU VHW IRU WKH LQOHW
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
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RSHQLQWKHDEVHQFHRIGHWDLOHGLQIRUPDWLRQDERXWWKHWKUHH
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
)LJXUH0RGHOOHGDQGPHDVXUHGZDWHUOHYHOVIRUWKHSHULRGRI
'HFHPEHU
)LJXUH VKRZV D ORQJHU WLPH VHULHV ZKHUH PRGHOOHG
DQGPHDVXUHGZDWHU OHYHOVDUHFRPSDUHG IRU WKHSHULRGRI
'HFHPEHU 7KHVH UHVXOWV VKRZ WKH FDSDELOLW\ RI
WKH FRGH WR PRGHO WKH IORZ WKURXJK WKHVH VWUXFWXUHV YHU\
ZHOOHYHQZLWKWUDVKVFUHHQYDOYHVDQGZRRGHQEHDPVWKH
UHVXOWVDUHYHU\JRRG
)LQDOO\ )LJXUH VKRZV DJDLQ WKH ZDWHU OHYHOV LQVLGH
DQGRXWVLGHWKHIORRGSODLQRQ'HFHPEHUEXWRQWKH
ERWWRP SDUW RI WKH )LJXUH WKH W\SHV RI IORZ WKDW RFFXU
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7KLV ZRUN DLPHG DW DGGLQJ D FXOYHUW IXQFWLRQDOLW\ LQ
7(/(0$&' 7KH IUDPHZRUN DYDLODEOH LQ 7(/(0$&
'ZDVXVHGVRWKDWWKHWZRPRGXOHVDUHFRQVLVWHQW$QHZ
IRUPXODWLRQIRUFXOYHUWVZDVDOVRDGGHGLQWKLVIUDPHZRUN
DQG VXFFHVVIXOO\ YDOLGDWHG DJDLQVW ILHOG PHDVXUHPHQWV RQ
WKH%HUJHQPHHUVHQFDVH7KHODWWHULVGHVFULEHGLQGHWDLOVLQ
WKHSDSHU
'XHWRWKHFRPSOH[LW\RIWKHFXOYHUWPRGHOOLQJWKHUHLV
DKLJKQXPEHURISDUDPHWHUVWRSURYLGHLQWKHIRUPXODWLRQ
7KH SURFHVV RI ILWWLQJ RI WKHVH SDUDPHWHUV KHDG ORVVHV LQ
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Abstract—A numerical model for flood and storm surge
forecasting on the Odet river (Brittany) was developed by the
Cerema. This model was ordered by the “Service de Pre´visions
des Crues Vilaine et Coˆtiers Bretons (SPC VCB)” (i.e. flood
forecasting service for Brittany) in order to extend its tool set.
The simulations are performed with the numerical 1D model
MASCARET.
Upstream, on each tributary, the model goes up to a hy-
drometric station, where continuous flow and water height
measurements are available. Downstream, the boundary of the
model is the estuary of the river Odet, where are also available
water height measurements.
The purpose of the model is the forecast of water height at
the three stations Moulin Vert (river Steir), Kervir and Justice
(river Odet) which are located in the city of Quimper.
At first, the model is calibrated with measurements upstream
and downstream: measured flow upstream, measured water
height at the estuary. Then it is tested in operational conditions.
The model is thus supplied with
 at the upstream boundaries, flows calculated by an hydro-
logical GRP model, supplied with rain forecasts;
 at the downstream boundary, tide and storm surge forecasts.
This paper focuses on the calibration and the validation of the
model against data measurements.
I. INTRODUCTION
The cities of Quimper, Guengat and Ergue-Gaberic are
often subject to overflows of rivers, leading to flooding in
urban areas. These events result from the combination of two
phenomena:
 excessive rainfall over the catchment basin, which con-
sists in deep valleys through which flows the rivers Odet,
Jet and Steir;
 high tides, sometimes increased by storm surges, which
impact goes up to the upstream of Quimper.
The SPC VCB is responsible for flood forecasting in the city
of Quimper. This organization wanted to develop a numerical
model to extend its forecasting tools in this area. Since
early 2016, the Cerema is working on the construction of a
numerical 1D model with MASCARET.
II. PRESENTATION OF THE GEOGRAPHICAL
CHARACTERISTICS OF THE AREA
A. Catchment basin of the river Odet
The river Odet is a coastal river located in the department
of Finistere (Brittany). It flows through the city of Quimper,
and its mouth is located between the resort of Benodet and the
city of Combrit. The river Odet has two tributaries: the river
Jet and the river Steir. Table I summarizes the characteristics
of the sub-catchment basins.
TABLE I: Characteristics of the three rivers Odet, Steir and
Jet over the whole catchment basin
River Odet Jet Steir
Elevation of the source of the river (IGN69) 175 m 200 m 100 m
Total length of the river (km) 66 26 29
Catchment area (km2) 720 116 202
B. Area covered by the MASCARET model
The MASCARET model does not cover the whole catch-
ment basin : it only focuses on urban areas. Figure 1 shows the
segments of the rivers covered by the model. Table II provides
the lengths of modeled river segments.
Continuous flow measurements are available at three up-
stream stations: Treodet (river Odet), Kerjean (river Jet) and Ty
Planche (river Steir). The downstream boundary of the model
is located at Plaisance near the estuary of the river. Continuous
water height measurements are also available at this point. The
stations at the boundaries of the model are represented in green
on figure 1.
The purpose of the model is the forecast of water height at
the three station Kervir, Justice (river Odet) and Moulin Vert
(river Steir), represented in red on figure 1.
III. CONSTRUCTION OF THE HYDRAULIC MODEL
A. Geographical data
Several 1D hydraulic studies have already been made on
the river Odet. Thus some topographic and bathymetric data
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Fig. 1: The rivers Odet, Steir and Jet with the location of the
hydrological stations
were available. These data were occasionnaly completed by
lidar measurements.
B. Geometrical characteristics of the model
The model consists in 253 geometrical cross sections, for a
total length of 35.1 km. Table II indicates the number of cross
sections, bridges and weir for each river. The time step of the
calculation is 180 s. The resolution of the computational mesh
is 5 meters. The horizontal discretization of cross sections is
10 cm. After calibration, Strickler coefficients are between 15
and 41 in the riverbed, and between 5 ans 30 in flood plains.
TABLE II: Characteristics of the three rivers Odet, Steir and
Jet considered in the model
River Odet Jet Steir
Length considered in the model (km) 23.1 5.8 6.2
Number of cross sections in the model 157 14 82
Number of bridges in the model 24 1 13
Number of weir in the model 0 1 4
IV. METHODOLOGY FOR THE CALIBRATION OF THE
HYDRAULIC MODEL
A. Hydraulic data available
To calibrate the MASCARET model, continuous flow and
water height measurements are available. Table III summarizes
the time coverage of available data for each station.
TABLE III: Time coverage of hydraulic data used for the
calibration
Station Type of data used Start of time coverage
Treodet (river Odet) Flow June, 2005
Kerjean (river Jet) Flow May, 2008
Ty Planche (river Steir) Flow June, 2005
Kervir (river Odet) Water height January, 2006
Justice (river Odet) Water height August, 2012
Moulin Vert (river Steir) Water height June, 2005
Plaisance (river Odet) Water height June, 2005
B. General methodology
In this study, the numerical model was calibrated by com-
paring the results of the simulations with the water height
measurements at the three station Kervir, Justice and Moulin
Vert. First, the model was calibrated over the period November
1st, 2013 - February 28th, 2014. This winter was characterized
by numerous events of flood and storm surge. Then the model
was validated over the period November 1st, 2012 - February
28th, 2013. This winter had less storms than the winter used
for the calibration. We can notice that the events used for the
calibration and the validation are uncorrelated.
The assessment of the adequacy of the results of the model
with measurements is realized thanks to two methods:
 a visual analysis, by grahpically comparing the simulated
and the measured water heights;
 a calculation of statistical parameters between the simu-
lated and the measured data.
C. Statistical parameters
Statistical parameters are calculated from the measured and
the simulated series. Let us denote:
 Hobs, the observed water height
 Hmod, the water height model forecast
 n, the number of samples
1) Statistical parameters on the whole distribution: In the
first time, the calculation of statistical parameters is realized
on the whole distribution, to characterize the entire simulated
serie. Four statistical parameters are calculated:
 Mean error
1
n
n∑
t=1
[Hmod(t) Hobs(t)] (1)
 Mean absolute error
1
n
n∑
t=1
|Hmod(t) Hobs(t)| (2)
 Relative mean error
1
n
n∑
t=1
Hmod(t) Hobs(t)
Hobs(t)
(3)
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 Relative mean absolute error
1
n
n∑
t=1
|
Hmod(t) Hobs(t)
Hobs(t)
| (4)
These statistical parameters are calculated for all water
heights and for water height classes. The boundaries of the
classes are defined by the transition threshold used for public
alert levels (green, yellow, orange and red).
2) Characterization of the errors on peaks of water height
during events: We no longer consider the whole series. The
analysis focuses on the representation of flood and storm surge
events. Thus, errors concerning the value and the time offset
of the peak of water height are characterized. For each event,
the maximum of water height measured and simulated are
compared, based on the following formula:
∆H = (Hmod)max  (Hobs)max (5)
Thus it is possible to evaluate the model’s performance on
this specific topic, which is often communicated to the public.
The time offset between the two peaks is characterized in
the same way by the formula:
∆T = T [(Hmod)max] T [(Hobs)max]) (6)
D. Periods for the calculation of statistical parameters
1) Calibration winter 2013-2014: During the calibration
for winter 2013-2014, a set of 11 events were selected. Figure
2 shows the measured water height at the three stations Kervir,
Moulin Vert and Justice during the winter. The events we focus
on are represented in red.
Fig. 2: Measured water height at the three stations Kervir,
Moulin Vert and Justice from November 1st, 2013 to February
28th, 2014. Flood and storm surge events are represented in
red.
2) Special case for the station Justice: Figure 2 highlights
the fact that water height at the station Justice is dominated by
tide effects, even during river floods. So for this location, it is
relevant to analyze the high tide peaks. During the calibration
winter, the calculation of errors on peaks is thus made on about
200 peaks of high tide.
V. CALIBRATION AND VALIDATION OF THE HYDRAULIC
MODEL
A. Station Justice
1) Global analysis: Figure 3 compares the observed series
in orange and the simulated serie in blue during the calibration
and the validation periods. A good match can be found
between the two series, for both the winters of calibration
and validation.
Fig. 3: Example of simulated and measured series during
calibration and validation - Station Justice
Table IV represents the results of the calculation of statistics
during the calibration and the validation winters (respectively
denoted “CAL” in black and “VAL” in blue in the table). These
results show that the performance of the model during the
calibration and the validation periods are similar. The model
is thus robust.
TABLE IV: Statistical parameters during calibration and val-
idation - Station Justice
Water height
class
Period Mean
error
Mean
absolute
error
Relative
mean
error
Relative
mean
absolute
error
All water CAL -2.9 cm 6.7 cm -0.9 % 8.9 %
heights VAL -3.6cm 6.2 cm -3.3 % 7.1 %
Green CAL -2.9 cm 6.8 cm -0.9 % 8.9 %
vigilance VAL -3.6 cm 6.2 cm -3.3 % 7.1 %
Yellow CAL -1.1 cm 3.9 cm -0.3 % 1.1 %
vigilance VAL 1.2 cm 2.7 cm 0.3 % 0.8 %
2) Analysis of the peaks of high tide: Figure 4 represents
the difference between water height measured and simulated,
and the time offset between the two peaks for each high tide
during the calibration period. These two graphics also show
the water height mesaurement at the moment of the peaks. A
positive value concerning the water height corresponds to an
overestimation of the model relative to measurements, and a
positive value concerning the offset means that the model is
delayed respect to the measurements.
On this figure, regarding the errors on the water heights:
 green corresponds to a difference of less than 5 cm in
absolute value
 blue corresponds to a difference between 5 cm and 10
cm in absolute value
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 orange corresponds to a difference between 10 cm and
15 cm in absolute value
 red corresponds to a difference more than 15 cm in
absolute value
Regarding the errors on the moment of the peak:
 green color corresponds to a difference of less than 6
minutes in absolute value
 blue color corresponds to a difference between 6 minutes
and 18 minutes in absolute value
 orange color corresponds to a difference between 18
minutes and 30 minutes in absolute value
 red color corresponds to a difference more than 30
minutes in absolute value
Fig. 4: Peaks errors, time offsets and associated water height
for high tide during 2013-2014 winter - Station Justice
Figure 4 shows that:
 most of simulated peaks are less than 5 cm of the
measures;
 for only 3 high tides, the model calculates a value with
an error more than 15 cm;
 the model tends to be slightly late for the time of the
peak, with an average error on the time offset of about 3
minutes;
 the high tides for which the model show an important
error (colors orange or red) does not correspond to
important water height at the station.
B. Station Kervir
1) Global analysis: Again, the measured and simulated
series shown on figure 5 indicate that the two series match
well.
Fig. 5: Example of simulated and measured series during
calibration and validation - Station Kervir
Table V represents the results of the calculation of statistics
during the calibration and the validation winters. The model is
robust also on this station, since its performances during the
two periods are similar.
TABLE V: Statistical parameters during calibration and vali-
dation - Station Kervir
Water height
class
Period Mean
error
Mean
absolute
error
Relative
mean
error
Relative
mean
absolute
error
All water CAL -0.1 cm 2.0 cm -0.3 % 1.9 %
heights VAL 0.6 cm 2.0 cm 0.6 % 2.3 %
Green CAL -0.4 cm 1.7 cm -0.5 % 1.8 %
vigilance VAL 0.5 cm 2.0 cm 0.5 % 2.3 %
Yellow CAL 6.3 cm 6.9 cm 3.2 % 3.6 %
vigilance VAL 9.1 cm 9.1 cm 4.7 % 4.7 %
Orange CAL -5.6 cm 5.8 cm -2.1 % 2.2 %
vigilance VAL no data no data no data no data
2) Analysis of the peaks of events: Figure 6 represents the
differences between the peaks of water height measured and
simulated, and the time offset between the two peaks for the
11 events of the calibration period. These two graphics also
show in grey the water height mesaurement at the moment of
the peaks. The colors have the same meaning than before, on
figure 4.
This figure highlights the fact that for most events, the
difference is less than 10 cm between the simulated and the
measured peaks. For only one event, the absolute error is
between 10 and 15 cm. Regarding the time offset of the
water height peaks, the differences between the model and
the measurements is often less than 18 minutes.
Fig. 6: Peaks errors, time offsets and associated water height
for the 11 events selected during 2013-2014 winter - Station
Kervir
C. Station Moulin Vert
1) Global analysis: Figure 7 also shows a general good
match between the two series, during both the winters of
calibration and validation. Results indicated on Table VI also
confirm the robstness of the model on this station.
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Fig. 7: Example of simulated and measured series during
calibration and validation - Station Moulin Vert
TABLE VI: Statistical parameters during calibration and val-
idation winter - Station Moulin Vert
Water height
class
Period Mean
error
Mean
absolute
error
Relative
mean
error
Relative
mean
absolute
error
All water CAL 0.3 cm 3.5 cm -0.1 % 3.3 %
heights VAL -0.2 cm 2.2 cm -0.6 % 3.3 %
Green CAL 0.5 cm 3.3 cm -0.1 % 3.3 %
vigilance VAL -0.2 cm 2.2 cm -0.6 % 3.3 %
Yellow CAL 1.4 cm 5.0 cm 0.8 % 2.6 %
vigilance VAL 1.3 cm 5.3 cm 0.8 % 2.8 %
Orange CAL -16.9 cm 17.5 cm -6.5 % 6.8 %
vigilance VAL no data no data no data no data
2) Analysis of the peaks of events: On figure 8, we can
notice that most events are relatively well represented, with
an absolute error lower than 10 cm. However, one event is not
well reproduced by the model. Regarding the time offset, the
model is in early in comparison to the measurements.
Fig. 8: Peaks errors, time offsets and associated water height
for the 11 events selected during 2013-2014 winter - Station
Moulin Vert
VI. SET UP OF AN OPERATIONAL FORECASTING CHAIN
A. Forecasting chain organization
The 1D hydraulic MASCARET model aims to fit into an
overall prediction tool chain, shown on figure 9. Indeed, a
hydrological model GRP is actually being calibrated. This
model will calculate initial conditions for the hydraulic model
using rain forecasts.
To achieve its forecasts in operational conditions, the SPC
VCB has at its disposal:
 the tide prevision from the “Service Hydrographique et
Oce´anographique de la Marine” (SHOM)
 the storm surge prevision from Meteo France
 the rain prevision from Meteo France
Thus the forecast of water height in operational conditions will
be realized according to the scheme in figure 9.
Fig. 9: Scheme of the operational forecasting chain
B. Example : event of December 23rd, 2013
Figure 10 represents the forecasts of water height at the
three stations Kervir, Moulin Vert and Justice for the event
which occurred on December 23rd, 2013. These results are
not final, since the GRP model is still being calibrated. For
this example, the GRP model is run with rain measurements.
Fig. 10: Results with the global chain: the GRP model cal-
cultes flows, fed into the MASCARET model
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The hydrological model GRP is run every 6 hours. This is
indicated by a vertical line on figure 10. For each run, a graph
shows the prevision of water height done with MASCARET,
for which:
 upstream boundaries conditions (flow) are provided by
the GRP model
 downstream boundary condition (water depth) is the
result of the sum of astronomical tide and storm surge
predictions.
The previsions of water height results depend on the time
at which the hyrological model is run. The best accuracy is
not always achieved by using the latest flow forecast.
VII. CONCLUSION
A hydraulic numerical model for flood forecasts on the city
of Quimper was build with MASCARET. It is intended to be
integrated in a global forecast chain : with tide, storm surge
and rain previsions, the model is able to forecast water heights
in the city several hours in advance. Before this integration,
tests will be carried out in real conditions on at least one
season to validate or not its operationnal utilisation.
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Abstract—Deposition of fine sediments (mainly silt) takes place
in the weir channel of the Iffezheim barrage and makes dredging
a necessity, due to flood risks that develop with higher water
levels. The current pattern in this area is three dimensional and
turbulent structures are believed to be one key factor for the
deposition of the suspended fine sediments in the weir channel
(influencing quantity and pattern of deposits). The aim of this
study was to prove that a detailed representation of turbulent
structures enables an improved simulation of deposits. Therefore
a comparison between a coarse mesh model with∼5 m resolution
and a fine mesh model with ∼1 m resolution was made. With
the fine mesh a turbulence model following Smagorinsky was
used and with the coarse mesh a k − ǫ turbulence model was
applied. Both meshes show the presence of a large recirculation
zone in the weir channel. The fine mesh shows that superposed on
this recirculation zone, time-varying eddies occur, which influence
the sedimentation pattern. The better resolution of turbulent
structures with the fine mesh leads to depositional patterns that
fit better to the observed changes in bed level. This study shows
that a good representation of the turbulent structures is essential
for numerical investigations of suspended sediment deposits in
impoundments with three dimensional current patterns.
I. INTRODUCTION
Deposition of fine sediments (mainly silt) takes place in
the weir channel of the Iffezheim barrage producing sediment
volumes of on average 100 000 m3/a between 2005 and 2010.
Although most of the sediment that enters the barrage is not
being deposited, the deposited sediments lead to a higher water
level and have to be dredged due to flood protection require-
ments. The sediment is polluted with HCB (Hexachloroben-
zene - a pesticide used until 1981) leading to high disposal
costs, because the material has to be removed from the weir
channel and then transported to a disposal area where it can be
deposited. This results in a high interest in countering measures
to reduce dredging costs by the responsible authorities. To
find useful measures the processes influencing the deposition
of sediments in this area were to be investigated with a 3D
numerical model to further improve the understanding of the
system.
Several investigations ( [1]- [5] at different institutes) have
been conducted in this region focusing on flood risks, a recir-
culation zone, possible measures [5] the amount of deposited
sediments, sediment processes [1] and contaminants [4]. The
current pattern in the depositional area (Figure 1) is three
dimensional and for flows below 2 200 m3/s a huge recir-
culation zone of ∼700 m length and with varying width
(∼ 80 m to 280 m) can be observed. The presence of this
recirculation zone and the associated time-varying eddies in
the weir channel are believed to be one key factor for the
deposition of the suspended fine sediments in the weir channel
(influencing quantity and pattern of deposits). It should be
known that although most of the time (∼85%) there is nearly
no flow in the weir channel in most of the remaining time
(∼12%) a recirculation zone is present in the weir channel.
The aim of this study was to show, that the reproduction
of turbulent structures in the weir channel with the numerical
model has a strong impact on the deposition patterns and
quantities. Two numerical models with different resolutions
and different turbulence models using Telemac 3D were used
to achieve this. A fine mesh with a resolution of roughly 1 m
in the weir channel was set up, to allow a good representation
of the recirculation zone including eddies. A turbulence model
following Smagorinsky was chosen for this mesh . The hydro-
dynamic situation and resulting sediment deposits produced
with this fine model were compared to a model using a coarser
mesh with a resolution of roughly 5 m that was operated with
a k − ǫ model (to include small scale turbulence that would
have been omitted using the Smagorinski model).
II. STUDY SITE
The study site is located at the upper Rhine at the border
between Germany and France. This barrage is the last of a
group of 10 barrages built for energy production between Basel
and Iffezheim. Following this barrage, that was established in
1977, the Rhine is free flowing until it reaches the North Sea.
The modelled region is of 3 kilometre length with the lower
boundaries being located at the barrage constructions (lock,
power station and weir). In the model area the Rhine splits
up in three channels leading to these constructions (Figure 1).
Since 2013 most of the water in mean discharge conditions and
slightly above is used for power generation. The power station
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Fig. 1: The Iffezheim barrage in November 2014. Bed levels
and the splitting of the Rhine into the three channels leading
to lock, power house and weir. Photo images from BKG:
Bundesamt fr Kartographie und Geodsie
can use up to 1 500 m3/s of water per second, to generate
146 MW of peak power. Before 2013 1 100 m3/s were used
for power generation. Mean discharge flow means 1 250 m3/s
for the gauge at Maxau in Karlsruhe, which is roughly 30
kilometers downstream of Iffezheim. Mean low flow implies
581 m3/s and mean high flow 3 060 m3/s. The weir is made up
of 6 weir fields, each giving the possibility to route water below
or above the field. A torsion-rigid gate (fish-belly gate) is used
for water flowing over the weir and allowing flow at the bottom
a plain vertical rising gate is used. Each of these structures
has a width of 20 m. Finding a good representation of this
structure in the model proved to be challenging. Between the
weir and the power station a mole was built resulting in a clear
distinction of two channels, one to the power station and the
other to the weir. A third channel leads to the lock, which is
of no interest in this study.
The sediment deposited in the weir channel consists of
a range of grain sizes from clay to sand, with most of the
sediments being silt. The bed topography (Figure 1) shows two
parts in the weir channel, a channel region with higher water
depths (11-12 m) and a deposition area with water depths of
3-6 m.
III. MODEL SET UP AND CALIBRATION
The two models were set up with different meshes having
a coarser grid resolution with mean node distances in the
weir channel of about 5 m and a finer grid resolution with
mean node distances in the weir channel of about 1 m. In
both models the angles of the elements were in the range of
30◦to 90◦and both were consisting of 20 layers. As boundary
condition for the inlet a flow was imposed. The boundary at
the power station was steered the same way, while at the weir
water levels were imposed. For simplicity there was no flow
at the lock. For the sediment concentration C at the inlet a
condition based on the discharge was implemented in bord3d
subroutine: C = C0 ∗Q1.95, with Q the inflow and C0 a basic
concentration that was a function of the node n. The sediment
was distributed along the nodes in a way that more sediment
was close to the bed and to the left side of the inlet. Rep-
resenting the sediment distributions found in measurements.
For the fine mesh model (with higher computational costs) a
Smagorinski turbulence model was used, while for the coarse
mesh a k− ǫ model was used. Time steps were 1 s for the fine
mesh model (FM) and 2 s for the coarse mesh model (CM).
The sediment was calculated including flocculation using the
default coefficients and without a consolidation model.
As implemented in Telemac (subroutine tfond) the friction
velocity vfriction was calculated via
v2friction = (
κ
logR
)2 ∗ (u2 + v2) (1)
with κ the karman constant, R = max{1.001; 30∗dks }, d is
the distance between the first two levels of the mesh, ks the
Nikuradse roughness coefficient, u and v are the velocities in
x and y direction at the first level of the mesh.
The shear stresses at the bottom τb (see Telemac manual [7]
p. 52) were calculated via τb = ρ∗v2friction with ρ the density.
The shear stresses were only depending on the friction velocity
and sediment content for these computations without salinity
(and thus without a special density law).
For deposition of sediments the calculation of the deposi-
tion flux Fdeposition followed Krone (1962) using:
Fdeposition = PdWCC (2)
with Pd probability of deposition (Pd = 1 − (
τb
τcd
)), τcd
critical shear stress for deposition WC settling velocity and
C concentration of sediments in the water.
For erosion of sediment, following Partheniades (1965) the
equation
Ferosion = M(
τb
τce
− 1) (3)
was applied with M , erosion coefficient, and τce critical shear
stresses for erosion.
The time period chosen for the calibration of the model was
August 2006 to October 2006. The corresponding hydrograph
is shown in Figure 2. This time period was chosen, due to
the information available about the water levels at the weir
and the discharges at the power house, as well as due to
the typical time distance between two measurements with
deposition occurring and discharges between 900 m3/s and
2 900 m3/s. The maximum discharge in the weir channel was
thus 1 400 m3/s. The measured differences in bed level, after
the ∼70 day period between August and October are shown
in Figure 3. Both models with fine and coarse mesh have
been calibrated with initial bed topography of august 2006
(based on echo soundings with distances of 20 m), the resulting
parameter set is slightly different. Especially the critical shear
stresses for deposition was different.
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Fig. 2: The hydrograph of the calibration period August 2006
to October 2006.
Fig. 3: The measured bed level changes between August 2006
and October 2006.
A. Coarse mesh model
In the weir channel the coarse mesh had mean node
distances of about 5 m length. The minimum value for the
area ratio was 0.39. For the coarse mesh, the k − ǫ model
was chosen as turbulence model. The calibration parameters
were decided on the basis of sediment quantities deposited in
the weir channel, to fit best with the following values: For
the settling velocity a value of 0.0025 m/s, corresponding
to a grain size of ∼0.05 mm (coarse silt), following the
equation of Soulsby [6], was chosen. The critical shear stress
for deposition (Equation 2) was set to 0.135 N/m2 and the
critical shear stress for erosion (Equation 3) was 0.52 N/m2, a
value well within the range of measured critical shear stresses
by Noack et al. [2]. The erosion constant (Equation 3) was
set to 1.25×10−03 kg/m2/s. The resulting bed level changes,
calculated using the model with coarse mesh (Figure 4) fit
reasonably well to the observed bed level changes, although
for high discharges the erosion seemed to be somewhat to
Fig. 4: The simulated bed level changes between August 2006
and October 2006, using the model with coarse mesh.
Fig. 5: The simulated bed level changes between August 2006
and October 2006, using the model with fine mesh.
strong, resulting in too much bed level erosion (not shown
here).
B. Fine mesh model
The fine mesh had mean node distances in the weir channel
of about 1 m with a minimal area ratio of 0.34. For the fine
mesh, the Smagorinski model was chosen as turbulence model
and for the settling velocity a value of 0.0013 m/s, corre-
sponding to a grain size of 0.04 mm (coarse silt), following
the equation of Soulsby [6], was chosen. The critical shear
stress for deposition was 0.004 N/m2 and the critical shear
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stress for erosion was 0.59 N/m2. The erosion constant was
set to 0.80×10−03 kg/m2/s. The resulting bed level changes,
calculated using the model with fine mesh (Figure 5) fit well
to the observed bed level changes. The erosion process during
periods of peak discharges was not well reproduced by the
model, which can be seen with different time periods (not
shown here).
IV. COMPARISON OF FINE AND COARSE MESH MODEL
Both models, the one with the fine mesh and the one with
the coarse mesh showed fairly good results after calibration.
It is thus justified to compare these two models with fine
and coarse mesh, to get more insight in the way the models
simulate deposition. This comparison is divided in two parts.
The first part deals with the hydrodynamics and illustrates
the numerical representation of the recirculation zone and the
forces acting on the bed. The second part will deal with
the morphodynamics and compare the sediment in the weir
channel and the resulting deposits. The sediment was strongly
affected by the hydrodynamic situation.
1) Hydrodynamics: There was a big difference regarding
the representation of the recirculation zone between the two
models. In the model with the coarse grid, the recirculation
zone was nearly stationary in time, while in the model with
the fine mesh within the recirculation zone time-varying eddies
occurred and more dynamic was observed in the flow pattern.
The displacement of eddies was high, depending on inflow
(about 20 m in 600 s for 400 m3/s in the weir channel)
and local hydrodynamic situations differed a lot with time.
Therefore a comparison with the fine model was based on
averaged quantities. Time averages were done over a period
of 18 000 s (5 h). Three discharges were considered. One
with 1 600 m3/s as inflow and 100 m3/s discharge in the weir
channel termed as ’lower’ inflow with a huge recirculation
zone, a second one with 1 900 m3/s inflow (leaving 400 m3/s
in the weir channel) called ’moderate’ and a third one with
2 200 m3/s inflow that allowed 700 m3/s in the weir channel.
The last ’higher’ flow resulted in a recirculation zone of minor
extent in the weir channel. The water levels in the weir channel
were set to the same level to allow model comparison.
a) flow velocities: As shown in figures 6 and 7, the flow
velocities for a moderate inflow situation gave maximum flow
velocities in the coarse mesh of 0.5 m/s and average velocities
of 0.20 m/s in the weir channel. The huge recirculation zone
with an extent of ∼160 m in width and ∼800 m in length
was more detailed in the fine mesh model and consisted of
several eddies. The differences in flow velocities between
coarse and fine mesh models were small 0.026 m/s in average
and 0.25 m/s at most. They could be found in the region next
to weir and mole and in the region with higher water depth.
The most prominent difference consisted in more detailed,
small scale flow structures in the fine mesh model with the
Smagorinski turbulence model. For higher inflow (not shown
here) the dimensions of the recirculation zone were reduced
to 80 m and 700 m. The flow velocity differences were still
small with 0.006 m/s in average and at most 0.35 m/s. Lower
inflows (not shown here) lead to smaller flow velocities (with
a maximum of 0.25 m/s) and the extend of the recirculation
zone increased to 190 m width and 1 000 m length (differences
were on average 0.0002 m/s).
Fig. 6: Depth averaged scalar flow velocities in the weir
channel. White lines represent the recirculation zone modelled
with the coarse mesh model. An inflow of 1 900 m3/s, a flow
at the power house of 1 500 m3/s and a flow at the weir of
remaining 400 m3/s, characterized as moderate flow situation,
were applied.
Fig. 7: Depth averaged scalar flow velocities in the weir
channel. White lines represent the recirculation zone modelled
with the fine mesh model for a moderate inflow situation.
b) friction velocities and shear stresses: The flow ve-
locities led to the friction velocities, which were relevant for
the sediment deposits, as can be deduced from the equations
for sediment deposits (see section III). For the moderate inflow
situation (leaving 400 m3/s discharge in the weir channel)
the average friction velocity with the coarse mesh model was
0.0085 m/s . With higher velocities in the deeper region with
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Fig. 8: The differences in the friction velocities (averaged
in time) of the model with the fine mesh and the friction
velocities of the model with the coarse mesh. For a moderate
flow situation.
roughly 0.0177 m/s and lower velocities in the deposition area
with roughly 0.0028 m/s. The fine mesh model gave an average
friction velocity in the weir channel of 0.0084 m/s. It is obvious
that the friction velocities mainly differ in the region close
to the mole. While in the deposition region there were only
small differences - see figure 8 for differences of averaged
friction velocities. On average the differences were 0.0002 m/s.
For higher inflow the region with higher velocities extended,
while it decreased for smaller velocities so that average friction
velocities in the weir channel changed to 0.0045 m/s for lower
flows (0.0042 m/s FM) and to 0.0124 m/s for higher flows
(0.0121 m/s FM) .
The pattern of the resulting shear stresses in the weir
channel was the same as for the friction velocities with values
up to 0.9 N/m2 at the mole and lower values in the deposition
area with 0.001 N/m2 for the coarse mesh model. For higher
flows the shear stresses increased. For lower flow situations
they decreased to maximum values of 0.5 N/m2 and average
values of 0.06 N/m2. The differences in shear stress were small
with locally higher shear stresses, that changed positions along
with the eddies in the fine mesh model.
c) vorticity: As a measure of turbulence the vorticity is
shown in Figure 9 for the coarse mesh model and in Figure 10
for the fine mesh model. It is obvious that in the fine mesh
model more vorticity could be observed, since more turbulence
could be resolved with the fine mesh.
2) Morphodynamics:
a) sediment: The sediment in the water was given as
concentrations. Figure 11 showed the sediment distribution in
the model with the coarse mesh for moderate inflows. The
corresponding Figure 12 with the fine mesh model illustrates
the huge difference between the two models for the weir
Fig. 9: The vorticity of the coarse mesh model for moderate
flow situations in the weir channel.
Fig. 10: The vorticity of the fine mesh model for moderate
flow situations in the weir channel.
channel. The positions of the sediments in the weir channel
were entirely different. For the coarse mesh model, the sedi-
ments were situated close to the mole. The sediment was held
back at the boundary of the recirculation zone in case of the
coarse mesh model and there the settling of the sediments
took place. For higher flows the recirculation zone decreased
and the sediment was distributed over a wider area in the
coarse mesh model. It was the opposite for the model with
the fine mesh. The sediment amounts (in the water in the
weir channel) were 19 400 kg for the coarse mesh model
and 55 700 kg for the fine mesh model (compared to CM:
58 000 kg and FM: 85 400 kg for the higher inflow). For lower
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Fig. 11: The sediment concentrations using the model with the
coarse mesh and a moderate flow situation.
flows the recirculation zone increased and less sediment was
present in the models (CM: 3 300 kg and FM: 12 000 kg). Not
only the amounts of sediments in the weir channel changed
also the position of the deposits. Sediment was present within
the recirculation zone in the model with the fine mesh (see
figure 12) and thus above the deposition area. While more
sediment was in the deeper channel region, close to the bed in
the coarse mesh model (see figure 11) and thus not above
the deposition area. It is apparent that more sediment was
routed along the weir channel in case of the fine mesh model
compared to the coarse one.
b) sediment deposition: The sediments present in the
weir channel could possibly be deposited, if the hydrodynamic
situation allowed this. The resulting depositional pattern was
quite different for the two models. Figure 13 shows the differ-
ences between the bed levels. The areas where the sediments
were deposited for moderate inflows were at the edge of the
deposition area for the coarse mesh model (with 870 m3
of deposits) and close to the french bank for the fine mesh
model (with 410 m3 of deposits). They did not even overlap,
and could be described as at the border of the recirculation
zone (CM) and within the recirculation zone (FM). For higher
inflows, the region were deposition took place of the coarse
mesh model (with 1 700 m3 of deposits) moved closer to the
bank. The region were deposition took place of the fine mesh
model nearly stayed at the same position (with 500 m3 of
deposits). For lower inflows the region were deposition took
place of the fine mesh model extended and covered most
of the weir channel with 180 m3 of deposits. The coarse
mesh model deposited only in the deep channel region of
the weir channel and close to the weir, but mostly before the
weir channel begins with 230 m3 of deposits. Although more
sediment was present in the weir channel in the fine mesh
model, more sediment was deposited in the coarse mesh model
for the presented inflows. While for most flow situations the
amounts of deposited sediments were of the same magnitude
Fig. 12: The averaged sediment concentrations in the weir
channel using the model with the fine mesh, for a moderate
flow situation.
Fig. 13: The differences in bed level changes within 5 h
between the models with coarse and fine mesh, for moderate
inflows.
(with factors below 5) the most important result was that the
positions were essentially different.
V. DISCUSSION
The differences in the depositional patterns during periods
with the presence of the recirculation zone are to be dealt
with. These patterns are governed by the description of the
deposition (Equation 2). In a first step the differences between
the models following this description are presented and the
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main causes are examined. As second step the relation to
the turbulent structures is given. It will be explained why the
fine mesh model is believed to better represent the deposition
processes and what the effects of better representation of
the turbulent structures were. The role of the eddies in this
representation will be clarified.
The hydrodynamic situation was similar, but in detail there
were a lot of differences between the models with coarse and
fine mesh. These differences were associated with small scale
flow structures and the time-varying eddies in the recirculation
zone. The distribution of the sediment within the weir channel
was in reaction to these small but essential hydrodynamic
differences, totally different. To investigate the reasons for
the different depositional patterns the underlying laws that
influence the deposition are recalled here. The friction velocity
was calculated via formula 1 and was thus depending on the
local flow velocities and the local roughness. As described in
the hydrodynamics part IV-1b, the average friction velocities
were not too different between the two models. The shear
stresses according τb = ρ ∗ v2friction were directly depending
on the friction velocities. These shear stresses were needed to
calculate the deposition according to equation 2. The sediment
content and settling velocity directly influenced the deposition
of sediments and since the shear stresses were part of the
equation to calculate the deposition of sediments also friction
velocities had a control function. The sediment thus was in
two ways present in the calculation of the deposits, directly as
concentration and by means of density also via the shear stress
calculation. The presence of sediments, that depended on the
hydrodynamic situation, was the main factor for the differences
between the models with coarse and fine mesh. This can be
concluded since the differences in friction velocities were small
in the weir channel, the differences in shear stress were also
small while the differences in the sediment concentrations
and position of the deposited sediments were huge with no
or nearly no overlap. The positions of the deposits simulated
with the fine mesh within the recirculation zone, were more
plausible (Figure 13).
It is known from some measurements (done by the BfG:
German Federal Institute of Hydrology) that within the recircu-
lation zone sediments are present. Following the above process
description these sediments were expected to be deposited. Al-
though the calibration results (Figures 4 and 5) look similar the
way they result from the simulations was different (not shown
here). That within the recirculation zone in the coarse mesh
model no sediment was being deposited was compensated by
deposition at higher discharges in the weir channel at these
positions. The higher sediment amount that was deposited in
the deeper parts of the weir channel was compensated by
higher erosion. The deposition behaviour is believed to be
better captured with the fine mesh model, as indicated via
sediment the mentioned concentration measurements and via
application to different time periods (both not shown here).
The sediment was present in the water column due to
advection and diffusion. Its distribution differed a lot between
coarse and fine mesh model. The different sediment distri-
bution in the weir channel led to a different availability of
the sediment regarding the deposition. The different sediment
distribution could be related to the turbulent structures and
their representation in the weir channel. This can be seen by
Fig. 14: The sediment distribution in the weir channel for
moderate flow situations, with fine mesh model.
comparing Figure 14, showing the sediment concentrations in
the weir channel calculated with the fine mesh model, with the
vorticity of the fine mesh at the same time Figure 10. Regions
of higher vorticity could be associated with regions of higher
sediment concentrations.
The vorticity could be associated with the time-varying
eddies in the weir channel, as they moved around also the
regions of high vorticity with more sediment content were
moved along. This is the reason why time averages over
5 h were necessary for the comparison of coarse and fine
mesh (Section IV-1). For short time intervals the sediment
was deposited only at some parts within the recirculation zone,
since the deposition flux (Figure 15) was high at the centre of
an eddy.
Thus the representation of the sediment distribution and
deposition was better in the fine mesh model. This could be
associated with the turbulent structures, which were better
represented in the fine mesh model.
In the model the amounts of sediments deposited in relation
to the inflow can be gathered. Thus the influence of the
representation of the recirculation zone on the overall sediment
deposits for a given hydrograph can be specified. For the coarse
mesh model of Iffezheim barrage and the calibration time
period 105% of the sediment was estimated to be deposited
in situations associated with the recirculation zone (and 21%
in situations without recirculation zone). For the fine mesh
model 118% of the sediment was estimated to be deposited
in situations associated with the recirculation zone and 5% in
situations without recirculation zone. Some of the deposited
sediment amount was being eroded in higher flow situations
with no recirculation zone.
This effect of better representation of the deposition area
with higher mesh resolution was not depending on the bed
level topography. Assuming that recirculation zones and 3D
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Fig. 15: The deposition flux in the weir channel for moderate
flow situations, with fine mesh model. Black streamlines (of
depth averaged velocities) show the recirculation zone.
turbulent structures are present in similar situations leads
to the conclusion that for the numerical implementation of
impoundments a good representation of turbulent structures
improves the simulation of sediment deposition.
VI. CONCLUSION
The time-varying eddies observed in the model with the
fine mesh and Smagorinski model influenced the depositional
patterns in the Iffezheim barrage and led to more realistic
deposition behaviour in the weir channel than the mainly static
recirculation zone that could be modelled using the coarse
mesh model. Leading to the conclusion that the effect of
the turbulent structures, that introduces sediments into the
recirculation zone, in the weir channel really is one key
factor to model the sediment deposition. Yet there are still
improvements regarding a realistic representation of the actual
situation in the model to be achieved to gather more insight
in the processes and their reactions to measures in the study
site.
Generally a good representation of the turbulent structures
associated with recirculation zones is essential for numerical
investigations of sediment deposits in impoundments.
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WHUP GHSRVLWV IRU GLIIHUHQW K\GURORJLFDO FRQGLWLRQV DQG
RSHUDWLQJ FRQGLWLRQV $ K\EULG PRGHOOLQJ VWHS KDV EHHQ
FRQGXFWHG WR FDOLEUDWH D 7(/(0$&' PRGHO WR GHWHUPLQH
K\GUDXOLF SDUDPHWHUV HVSHFLDOO\ IRU YHUWLFDO GLVWULEXWLRQ RI
YHORFLW\WRDVVHVVEHGVKHDUVWUHVVYDOXHVLQWKHZKROHUHVHUYRLU

)LJXUH 2YHUYLHZRI7(/(0$&'PRGHO
7KH IROORZLQJ VWHS RI WKLV DVVHVVPHQW FRQVLVWHG RI
FDOLEUDWLRQ RI VHGLPHQW WUDQVSRUW PRGHOV WR SUHGLFW VKRUW DQG
ORQJ WHUP EDWK\PHWULF HYROXWLRQV DQG LPSURYH FXUUHQW
DSSURDFKHVWRPDQDJHVHGLPHQWV
7R FRPSOHWH WKLV ILUVW ZRUN D K\GURVHGLPHQWDU\ PRGHO
7(/(0$&' 6,6<3+(  6HGL' KDV EHHQ LPSOHPHQWHG
GXULQJ HFRIULHQGO\ IOXVK IURP0D\ WK WR VW  7KLV
PRGHOZDVFDOLEUDWHGWRUHSURGXFHWKHGHSRVLWSKDVHGXULQJWKH
IOXVKLQJ RSHUDWLRQ LQ VSULQJ DQG D VSHFLILF DVVHVVPHQW ZDV
FRQGXFWHG ZLWK VHQVLWLYLW\ WHVWV $ SODXVLEOH YDULDWLRQ UDQJH
ZDVVWXGLHGZLWKUHJDUGWRWKHGLIIHUHQWFDOLEUDWLRQSDUDPHWHUV
,,, $9$,/$%/(0($685(0(176
$ 0RQLWRULQJQHWZRUN
,Q RUGHU WR SLORW WKH VHGLPHQW IOXVKLQJ RSHUDWLRQ LQ UHDO
WLPHEXWDOVRWRHYDOXDWHLWVHQYLURQPHQWDO LPSDFWV&15KDV
FDUULHGRXWDFRPSUHKHQVLYHPRQLWRULQJGXULQJ VHYHUDOZHHNV
UHJDUGLQJ WKH IROORZLQJ WRSLFV VXVSHQGHG VHGLPHQW
FRQFHQWUDWLRQ EDWK\PHWU\ JUDLQ VL]H DQDO\VLV SK\VLFDO DQG
FKHPLFDO SDUDPHWHUV WHPSHUDWXUH GLVVROYHG R[\JHQ S+
1+FRQGXFWLYLW\DQGWXUELGLW\WR[LFLW\DQGHFRWR[LFLW\DQG
EDFWHULRORJ\6SHFLILFVXUYH\VKDYHEHHQFRQGXFWHGFRQFHUQLQJ
WKH IROORZLQJ LVVXHV ZHOOILHOGV IRU GULQNLQJ ZDWHU QDWXUDO
UHVHUYHV E\SDVVHG ULYHU FKDQQHO DQG UHIXJH ]RQHV IRU ILVK
6SHFLILF VHGLPHQW IOX[HV VDPSOHUVZHUHGHVLJQHGE\&15 LQ
RUGHUWRSURYLGHUHDOWLPHGDWDWRWKH*HQLVVLDWGDPFRPPDQG
FHQWHU WKURXJKRXW WKH UHVHUYRLU DQG WKH GXUDWLRQ RI WKH
RSHUDWLRQ)LJ
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
)LJXUH 7XUELGLW\IORDWLQJVHQVRURQWKH5K{QH5LYHU0D\


)LJXUH /RFDWLRQRILQVLWXVDPSOLQJVWXUELGLW\VHQVRU
VHGLPHQWFRQFHQWUDWLRQDQGJUDLQVL]HGLVWULEXWLRQFXUYH
%HVLGHV UHDO WLPH GDWD XVHG E\ WKH GDP FRPPDQG FHQWHU
WXUELGLPHWHUVHH)LJ	VHYHUDOVDPSOHVZHUHFROOHFWHG
HYHU\KRXUVDWHDFKVWDWLRQVWRGHWHUPLQHE\ODERUDWRU\WHVWV
VHGLPHQW FRQFHQWUDWLRQ WR FRUUHODWH178 VLJQDOZLWK D VROLG
FRQFHQWUDWLRQ J/ DQG JUDLQ VL]H GLVWULEXWLRQ FXUYHV :LWK
,567($WHDP$'&3PHDVXUHPHQWVDQG1LVNLQERWWOHVDPSOHV
ZHUHGRQH IRU  FURVV VHFWLRQV WRPHDVXUH WKHEHGORDG IOX[HV
DQGYHUWLFDOGLVWULEXWLRQRIVHGLPHQWFRQFHQWUDWLRQEXWUHVXOWV
ZHUHXQIRUWXQDWHO\QRWZRUNDEOH
% 6HGLPHQWFKDUDFWHULVWLFV
6HGLPHQWV DQDO\VLV RI &KDPSDJQHX[ UHVHUYRLU KDV
UHTXLUHG VHYHUDO PHDVXUHPHQWV SHUIRUPHG GXULQJ ILHOG
FDPSDLJQV $SULO  0D\  FRPSOHWHG E\ ODEWHVWV
6XUIDFHDQGVXEVXUIDFHSDWWHUQKDYHEHHQPDSSHGZLWKODWHUDO
VRQDUDQGVXEERWWRPSURILOHU5HVXOWVVKRZHGDEURDGSDUWLFOH
VL]H UDQJH IURP QRQFRKHVLYH JUDYHOV WR VDQG WR FRKHVLYH
VLOWZLWKDSURSRUWLRQRIFOD\XSSHUWKDQ
6DPSOHV WDNHQ GXULQJ WKH IOXVKLQJ HYHQW KDYH EHHQ
DQDO\VHG WR GHWHUPLQH WKH PHDQ GLDPHWHU G RI WKHVXVSHQGHG SDUWLFOHV WKRVH DQDO\VHV KLJKOLJKWHG WKDW RQO\
FRKHVLYH VHGLPHQW LV WUDQVSRUWHG E\ VXVSHQVLRQ 7KH PHDQ
GLDPHWHU RI WKH VXVSHQGHG PDWHULDO LV DURXQG  P ,Q
DGGLWLRQ &15 KDV PHDVXUHG WKH VHWWOLQJ YHORFLW\ RI LQVLWX
SDUWLFOHV)LJ([SHULPHQWVE\$QGUHDQVHQGHYLFHVKRZHG
WKDW WKH VHWWOLQJ YHORFLW\ LV  WLPH KLJKHU WKDQ WKH RQH
H[SHFWHGZLWKDWKHRUHWLFDOODZ


)LJXUH 6HWWOLQJYHORFLWLHV
-(7 	 ()$ HURGLELOLW\ ODEWHVWV -HW (URVLRQ 7HVW 	
(URVLRQ )XQFWLRQ $SSDUDWXV KDYH EHHQ DOVR FRQGXFWHG WR
GHWHUPLQH WKH FULWLFDO HURVLRQ VKHDU VWUHVV 7DEOH , DQG WKH
LQWHQVLW\RIHURVLRQGHSHQGLQJRQPDWHULDO
7$%/(,(URVLRQ3$5$0(7(56
 6HGLPHQWIDFLHV6DQG 6LOW &OD\
&ULWLFDOHURVLRQVKHDU
VWUHVVĲF1P   ±
&ULWLFDOYHORFLW\PV   
,9 '0253+2'<1$0,&66,08/$7,21
$ 1XPHULFDOPRGHO
7KH GRPDLQ ZDV  NP ORQJ LQWHJUDWLQJ &KDPSDJQHX[
GDPDQG LWV UHVHUYRLUZLWK WKHHQWU\RI WKHKHDGUDFHFKDQQHO
VHH )LJ 7R HOLPLQDWH QXPHULFDO LQVWDELOLWLHV FDXVHG E\
VHGLPHQWWUDQVSRUWFDOFXODWLRQVDGHULYHGPHVKZDVJHQHUDWHG
H[FOXGLQJGU\QRGHVXSSHUWKDQPZDWHUGHSWK7KHHGJH
OHQJWKZDVVHW WRPLQ WKHUHVHUYRLUEXWZDVGHFUHDVHGWR
>@ P QHDUHVW WR WKH GDP 7KH ' PRGHO SUHVHQWHG 
KRUL]RQWDO OHYHOVGHVFULELQJDORJDULWKPLFSURILOHUHILQHGQHDU
WKH ERWWRP &RQVHTXHQWO\ WKH ' JULG FRPSULVHG DERXW
QRGHVDQGHOHPHQWV
7KHFRPSXWDWLRQDODUHDSUHVHQWHG OLTXLGERXQGDULHV$W
WKH LQOHW GLVFKDUJH DQG FRQFHQWUDWLRQ PHDVXUHPHQWV ZHUH



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IRUFHG LQ 7(/(0$&' 93 UHOHDVH $ GLVFKDUJH ZDV
LPSRVHGRQHDFKIODSRYHUJDWHVRI&KDPSDJQHX[GDP$WWKH
KHDGUDFHFKDQQHORXWOHWZDWHUOHYHOZDVLPSRVHG
7KHVXVSHQGHGORDGLVVROYHGE\6(','ZKHUHDVERWWRP
HYROXWLRQ DQG EHGORDG WUDQVSRUW DUH WUHDWHG E\6,6<3+($
WLPHVWHSRIVHFRQGVZDVFKRVHQ7KHHQWLUHIOXVKLQJSURFHVV
GD\VZDVVLPXODWHG
% 6HGLPHQWWUDQVSRUWHURVLRQDQGGHSRVLWLRQPRGHOOLQJ
2QO\FRKHVLYHVHGLPHQWVZHUHVHWXSLQVXVSHQVLRQZLWKD
FRQVWDQW SURILOH RYHU WKH GHSWK ZKLFK FUHDWHG DQ
DSSUR[LPDWLYHO\ XQGHUHVWLPDWLRQ RI  RI WKH WRWDO
FRQFHQWUDWLRQ0L[HG VL]H FODVVHV VDQG DQGPXGZHUH XVHG
WR GHILQH WKH ERWWRP )LJ  7KUHH GLIIHUHQW DUHDV ZHUH
GHILQHG GHSHQGLQJ RQ WKH IUDFWLRQ RI VDQGPXG &ULWLFDO
HURVLRQVKHDUVWUHVVGHSHQGHGRQWKHSHUFHQWDJHRIHDFKFODVV
'HSRVLWLRQHURVLRQ IOX[HV ZHUH GHILQHG E\ .URQH 	
3DUWKHQLDGHVODZV>@>@

)LJXUH 0DSRIPL[HGVL]HFODVVHVVDQGDQGPXG
3DUWKHQLDGHV ODZ JDYH HURVLRQ DV D IXQFWLRQ RI WKH
HIIHFWLYHVWUHVVDQGDQHURVLRQUDWHFRHIILFLHQW
 :KHUH (   HURVLRQ UDWH NJPV 0   3DUWKHQLDGHV
FRHIILFLHQWZKLFKLVUHODWHGWRVHGLPHQWHURGLELOLW\NJP
V ĲF WKHFULWLFDOHURVLRQVKHDUVWUHVV 1P.URQH ODZJDYHWKHSUREDELOLW\RIGHSRVLWLRQZKHUH:V VHWWOLQJYHORFLW\PV&   FRQFHQWUDWLRQ J/ ĲG  WKH FULWLFDO GHSRVLWLRQVKHDUVWUHVV1P
 
& &DOLEUDWLRQVWHS
&DOLEUDWLRQ GDWD FRUUHVSRQGHG WR WKH 0D\  HFR
IULHQGO\IOXVKLQJRSHUDWLRQ)LUVW WKHPRUSKRG\QDPLFPRGHO
KDGWREHDEOHWRILWEDWK\PHWULFWUHQGVDQGWKHUHIRUHDYHUDJH
YROXPH UHFRUGLQJ GXULQJ SDVW IOXVKLQJ HYHQWV ZKLFK ZHUH
DURXQG  WR  P LQ &KDPSDJQHX[ ZKROH
UHVHUYRLU&15LQWHUQDOHVWLPDWLRQE\KLVWRULFDODVVHVVPHQW
)RUIOXVKLQJHYHQWPHDQZKLOHEDWK\PHWU\VXUYH\DILUVW
DSSURDFK ZDV WR HVWLPDWH WKH YROXPH GHSRVLWHG DW DERXW
WRQV
%RWWRPHYROXWLRQVZHUHPRVWO\LPSDFWHGE\WKHVXVSHQGHG
ORDG,QIDFWRQO\VDQGIUDFWLRQZDVDEOHWRPRYHZLWKDORZ
LQWHQVLW\XQGHUIOXVKK\GURG\QDPLFFRQGLWLRQV$'&3SURILOHV
GLG QRW UHYHDO DQ\ EHGORDG WUDQVSRUW EXW DV ZH VDLG EHIRUH
UHVXOWVZHUHXQIRUWXQDWHO\QRWWRWDOO\XVDEOH
)RFXVZDVVHWRQGHSRVLWLRQUDWHYDULDEOHVHVSHFLDOO\RQĲGDQG:V&RPSDULQJSUHIHUHQWLDOGHSRVLWLRQDUHDVDQGK\GUDXOLFVKHDUVWUHVVDUDQJHRIĲGPD\EHGHWHUPLQHGDV>@1P7KHVHWWOLQJYHORFLW\SDUDPHWHUZDVVHWIRUDPHDQGLDPHWHU
RI  PZLWK D WKHRUHWLFDO ODZ DQG FRPSDUHGZLWK DQRWKHU
VLPXODWLRQ DFFRUGLQJ WR LQVLWX PHDVXUHPHQW 6HYHUDO FDVHV
KDYH EHHQ GRQH WR YDOLGDWH WKH PRUSKG\QDPLF PRGHOV RQ
7(/(0$&'7DEOH,,
7$%/(,,'(326,7,213$5$0(7(56
 6HW 6HW 6HW 6HW
3DUWKHQLDGHVFRHIILFLHQW0
NJPV    
&ULWLFDOHURVLRQVKHDUVWUHVV
ĲF1P    
6HWWOLQJYHORFLW\:VPV    
&ULWLFDOGHSRVLWLRQVKHDU
VWUHVVĲG1P    

7KH WLPH YDULDWLRQ FRQFHQWUDWLRQ ZDV FRPSDUHG RQ
GRZQVWUHDPPHDVXUHPHQW VLWHVSUHYLRXVO\GHVFULEHG)LJ
,Q WKH UHVHUYRLU  RQ WKH ULJKW EDQN FRQFHQWUDWLRQV ILWWHG
WKHPHDVXUHG WUHQG IRU VHWV   DQG6HW  VKRZHG DYHU\
ORZFRQFHQWUDWLRQ7KLVLQGXFHGWKHUHGXFWLRQRIWKHVHGLPHQW
DGYHFWLRQ )LJ  8SVWUHDP RI WKH GDP  PRGHO
FRQFHQWUDWLRQ ZDV KLJKHU WKDQ ILHOG PHDVXUHV ,W FRXOG EH
SUREDEO\ DWWULEXWHG WR WKH178±J/ WUDQVIRUPDWLRQZKLFK
SUHVHQWHG DQ RIIVHW RU WKHUH ZDV WRR PXFK GLIIXVLRQ LQ RXU
PRGHO)LJ

'HSRVLW YROXPHV ZHUH FRPSXWHG IRU HDFK VLPXODWLRQ
7DEOH ,,, 7KH VHWWLQJV ZKLFK KDG D ORZHU VHWWOLQJ YHORFLW\
SUHVHQWHG D ORZHU GHSRVLWLRQ YROXPH WKDQ WKH VHWWLQJ 
'HSRVLWLRQDUHDVFKDQJHGDFFRUGLQJWRWKHYDOXHRIĲG$ORZYDOXHFUHDWHGD ULVLQJRI WKHEHGQHDUHVWEDQNV&RQYHUVHO\D
KLJK ĲG YDOXH DOORZHG D ODUJHU GHSRVLWLRQ ]RQH %RWWRPHYROXWLRQ LQWHQVLW\ ZDV SURPRWHG E\ LQFUHDVLQJ WKH VHWWOLQJ
YHORFLW\)LJ
7$%/(,,,'(326,7,2192/80(
 6HW 6HW 6HW 6HW
'HSRVLWLRQ
YROXPHP    



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
)LJXUH 7LPHVHULHVRIVHGLPHQWFRQFHQWUDWLRQDWVWDWLRQ
)LJXUH 7LPHVHULHVRIVHGLPHQWFRQFHQWUDWLRQDWVWDWLRQ

,9 5(68/76$1'3(563(&7,9(
5HVXOWV IURP WKH PRUSKRG\QDPLF PRGHO VKRZHG D
UHODWLYH DFFXUDWH FRUUHODWLRQ EHWZHHQ FDOFXODWLRQV DQG
PHDVXUHPHQWVIRUVXEVXUIDFHFRQFHQWUDWLRQ7KHWRWDOGHSRVLW
YROXPH ZDV SUREDEO\ XQGHU WKH RQH H[SHFWHG EXW IXWXUH
EDWK\PHWU\ LQ SURJUHVV ZLOO EH DEOH WR VSHFLI\ YROXPH
HVWLPDWLRQ &DOLEUDWLRQ RI EHG HYROXWLRQ DQG FRQFHQWUDWLRQ
ZHUH GLIILFXOW GXH WR WKH WLPH YDULDWLRQ DQG XQFHUWDLQWLHV RI
VHGLPHQWSDUDPHWHUV1DWXUDOO\ WKHUHZDVDODUJHFRYDULDQFH
EHWZHHQWKHVHWWOLQJYHORFLW\WKHFRQFHQWUDWLRQDQGWKHFULWLFDO
GHSRVLWLRQ VKHDU VWUHVV /LNHZLVH WKH VDPH SKHQRPHQRQ
DSSHDUHGZKLOH GHDOLQJZLWK FULWLFDO HURVLRQ VKHDU VWUHVV DQG
UHFHQWGHSRVLW$W WKHHQGRI WKH IOXVKLQJHYHQW GD\ WKH
FRQFHQWUDWLRQLQFUHDVHGDJDLQ7KLVSHDNPD\EHFRUUHODWHGWR
WKHHURVLRQRIUHFHQWGHSRVLWVFUHDWLQJ³IOXLGPXG´ZKLFKZDV
OHVV FRPSDFWHG DQG SUHVHQWHG D ORZ FULWLFDO HURVLRQ VKHDU
VWUHVV
8OWLPDWHO\WKHPRGHOZLOOHYROYHWRUHSURGXFHPRUHFRPSOH[
SKHQRPHQD DQG GHDO ZLWK VHGLPHQW G\QDPLFV E\ JLYLQJ DQ
LQSXW YHUWLFDO FRQFHQWUDWLRQ SURILOH ZKLFK ZLOO EH DEOH WR
HYROYH LQ WLPH DQG FKDQJH WKH VHWWOLQJ YHORFLW\ DFFRUGLQJ WR
FRQFHQWUDWLRQ
9 &21&/86,21
$ PRUSKRG\QDPLF PRGHO 7(/(0$&
'6,6<3+(ZDVGHYHORSHGLQRUGHUWRVWXG\DQGUHSURGXFH
WKH HFRIULHQGO\ IOXVKLQJ HYHQW $V VXVSHFWHG WKH VHGLPHQW
PRGHO UHTXLUHG D FRPSUHKHQVLYH PHDVXUHPHQW GDWDVHW
LQFOXGLQJ VRXQG ODEWHVWV$ VHQVLWLYLW\ DQDO\VLV VKRZHG WKDW
WKH UHVXOWV ZHUH YHU\ LQIOXHQWLDO WR DQ\ YDULDWLRQ RI WKH
SDUDPHWHUVRI.URQHODZ'HSRVLWLRQUDWHZLOOLQGHHGEHPRUH
LQWHQVLYH DFFRUGLQJ WR WKH VHWWOLQJ YHORFLW\ DQG PHDQ
FRQFHQWUDWLRQ 'HSRVLWLRQ DUHD GHSHQGV RQ WKH FULWLFDO
GHSRVLWLRQ VKHDU VWUHVV ZKLFK LQ RXU FDVH ZDV HVWLPDWHG E\
ORFDWLQJWKHSUHYLRXVGHSRVLWLRQDUHD
)XUWKHU PHDVXUHPHQWV VXFK DV WKH EDWK\PHWU\
UHVXOWLQJ IURP WKH ODVW IOXVKLQJ HYHQW ZLOO VXUHO\ KHOS WR
LPSURYHWKHFDOLEUDWLRQDFFXUDF\


)LJXUH %RWWRPHYROXWLRQDWODVWIUDPHIRU6HWWR6HW
)LJXUH 
9, 5()(5(1&(6
>@ $OOLDX DQG DO (YDOXDWLQJ K\GUDXOLF FRQGLWLRQV WR IDYRU VHGLPHQW
WUDQVSRUW DQG HURVLRQ WKURXJK D UHVHUYRLU WKH FDVH VWXG\ RI
&KDPSDJQHX[UXQRIULYHUGDPRQWKH5K{QH5LYHUDFFHSWHGDUWLFOHIRU
;;,,,UG 7(/(0$&0$6&$5(7 8VHU &RQIHUHQFH 3DULV 2FWREHU
WK
>@ .DQWRXVK 6$ DQG 6XPL 7  5LYHU PRUSKRORJ\ DQG VHGLPHQW
PDQDJHPHQW VWUDWHJLHV IRU VXVWDLQDEOH UHVHUYRLU LQ -DSDQ DQG (XURSH
$OSV$QQXDOVRI'LVDVW3UHY5HV,QVW.\RWR8QLY1R%
>@ 0RUULV * / DQG )DQ -  5HVHUYRLU 6HGLPHQWDWLRQ +DQGERRN
'HVLJQ DQG 0DQDJHPHQW RI 'DPV 5HVHUYRLUV DQG :DWHUVKHGV IRU
6XVWDLQDEOH8VH1HZ<RUN0F*UDZ+LOO
>@ )UXFKDUW)DQG&DPHQHQ%5HVHUYRLUVHGLPHQWDWLRQGLIIHUHQW
W\SHRIIOXVKLQJ²IULHQGO\IOXVKLQJH[DPSOHRI*HQLVVLDWGDPIOXVKLQJ
,&2/' ,QWHUQDWLRQDO 6\PSRVLXP RQ 'DPV IRU D FKDQJLQJ ZRUOG
.\RWR-DSDQS
>@ 3HWHXLODQGDO6XVWDLQDEOHPDQDJHPHQWRIVHGLPHQWIOX[HVLQUHVHUYRLU
E\HQYLURQPHQWDOIULHQGO\IOXVKLQJ7KHFDVHVWXG\RIWKH*HQLVVLDW'DP
RQ WKH XSSHU 5KRQH5LYHU )UDQFH WK ,QWHUQDWLRQDO 6\PSRVLXP RQ
5LYHU6HGLPHQWDWLRQ6HSWHPEUH.\RWR-DSRQ
>@ 3DUWKHQLDGHV (  (URVLRQ DQG GHSRVLWLRQ RI FRKHVLYH VRLOV
-RXUQDORIWKH+\GUDXOLF'LYLVLRQQSS
>@ .URQH 5 %  )OXPH VWXGLHV RI WKH WUDQVSRUW RI VHGLPHQW LQ
HVWXDULDO VKRDOLQJ SURFHVVHV 7HFKQLFDO UHSRUW +\GUDXOLF (QJLQHHULQJ
/DERUDWRU\8QLYHUVLW\RI&DOLIRUQLDQ%HUNHOH\

6HW 6HW
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(YDOXDWLQJ'K\GUDXOLFFRQGLWLRQVWRIDYRUVHGLPHQW
WUDQVSRUWDQGHURVLRQWKURXJKDUHVHUYRLUWKHFDVH
VWXG\RI&KDPSDJQHX[UXQRIULYHUGDPRQWKH
5K{QH5LYHU)UDQFH

'DPLHQ$//,$80DJDOL'(&$&+$5'&DUROH:,5=
&KULVWRSKH3(7(8,/6\OYDLQ5(<1$8'
&RPSDJQLH1DWLRQDOHGX5K{QH
/\RQ)UDQFH
GDOOLDX#FQUWPIU

$QWRLQH92//$17<DQQLFN%$8;
2SWLIOXLGHV
9LOOHXUEDQQH)UDQFH


$EVWUDFW²%\GHFUHDVLQJWKHYHORFLW\RIWKHIORZDQGWXUEXOHQFH
UHVHUYRLUV FRQWUROOHG E\ GDPV DUH OLNHO\ WR IRUFH LQIORZLQJ
VHGLPHQWVWRVHWWOH7KLVSURFHVVFDQEHPRUHRUOHVVWHPSRUDODQG
LQWHQVLYH GHSHQGLQJ RQ SDUWLFOH VL]H DQG WKH UHVHUYRLU
FKDUDFWHULVWLFV 7R UHGXFH WKH UHVHUYRLU VHGLPHQWDWLRQ DQG
SUHYHQWD GLVUXSWLRQ RI VHGLPHQW FRQWLQXLW\ RQHSRVVLEOHRSWLRQ
IRUGDPRSHUDWRUV LV WRUHFRYHU IDYRUDEOH IORZFRQGLWLRQVHLWKHU
IRU URXWLQJ LQIORZLQJ VHGLPHQWV RU WR UHPRELOL]H SUHYLRXV
GHSRVLWV ,Q WKH FDVH RI FRKHVLYH VHGLPHQWV RQH RI WKH PDLQ
FKDOOHQJHVWRGHDOZLWK LV WKDWGHSRVLWLRQDQGHURVLRQWKUHVKROGV
DUHRIWHQ UDGLFDOO\GLIIHUHQWDVD UHVXOW RIGHSRVLW FRQVROLGDWLRQ
)RUWKHODVW\HDUVWKH&KDPSDJQHX[UXQRIULYHUGDP5K{QH
5LYHU )UDQFH KDV H[SHULHQFHG VLJQLILFDQW GHSRVLWLRQ SURFHVVHV
DIIHFWLQJPDLQO\ILQHVHGLPHQWIUDFWLRQV$VDGDPRSHUDWRU&15
KDV ZDQWHG WR GHWHUPLQH K\GURG\QDPLF FRQGLWLRQV WR IDYRU
WUDQVSRUWDQGHURVLRQ RI ILQH IUDFWLRQV RI VHGLPHQW ,Q IDFW WKLV
VLPSOHTXHVWLRQFRYHUVPDQ\SRLQWVRIFRPSOH[LW\DQGWKRURXJK
DQDO\VHVRQVKHDUVWUHVVHYDOXDWLRQKDYHEHHQFRQGXFWHGE\&15
7KH SXUSRVH RI WKLV FRPPXQLFDWLRQ LV WR SUHVHQW K\GUDXOLF
PHWKRGRORJ\DQGUHVXOWVWRGHILQHWKRVHFRQGLWLRQVLQWKHFDVHRI
WKH&KDPSDJQHX[GDP
7KH HYDOXDWLRQ RI ERWWRP VKHDU VWUHVV WKURXJKRXW WKH UHVHUYRLU
DQGIRUGLIIHUHQWK\GURORJLFDODQGRSHUDWLQJFRQGLWLRQVUHOLHVRQ
DK\EULGDSSURDFKFRPELQLQJ  D7(/(0$&' IUHH VXUIDFH
QXPHULFDO PRGHO RI WKH ZKROH UHVHUYRLU  D SK\VLFDO VFDOH
PRGHO  OLPLWHG WR WKHGRZQVWUHDPSDUWRI WKH UHVHUYRLU DQG
 D)/8(17&)'QXPHULFDOPRGHO RI WKH GDP DUHD (YHQ LI
WKRVH  PRGHOV KDYH EHHQ LQLWLDOO\ GHSOR\HG LQ WKH IUDPH RI D
PRUH JHQHUDO SURMHFW WKLV H[SHULHQFH KDV VKRZQ WKDW VXFK D
FRPSUHKHQVLYHDSSURDFKLVUHTXLUHGWRREWDLQUHOHYDQWYDOXHVRI
WKHVKHDUVWUHVVDQGIORZYHORFLW\FORVHWRWKHULYHUERWWRP)LQDO
JRDO LV WRDFKLHYHDFRUUHODWLRQRIQXPHULFDOUHVXOWVZLWKFULWLFDO
WKUHVKROGV FRPLQJ IURP FRUH VDPSOLQJ ODEWHVWV )RU WKH GDP
RSHUDWRU VXFK D FRPSUHKHQVLYH VXUYH\ SURYLGHV XVHIXO
LQIRUPDWLRQ WR HQKDQFH WKH PDQDJHPHQW RI WKH UHVHUYRLU DQG
IHHGEDFN REWDLQHG ZLOO FRQWULEXWH WR DQ RSWLPL]DWLRQ RI WKH
PHWKRGRORJ\IRURWKHUVLPLODUFDVHV
, ,1752'8&7,21
%\ GHFUHDVLQJ WKH YHORFLW\ RI WKH IORZ DQG WXUEXOHQFH
UHVHUYRLUV FRQWUROOHG E\ GDPV DUH OLNHO\ WR IRUFH LQIORZLQJ
VHGLPHQWVWRVHWWOH7KLVSURFHVVFDQEHPRUHRUOHVVWHPSRUDO
DQG LQWHQVLYH GHSHQGLQJ RQ SDUWLFOH VL]H DQG WKH UHVHUYRLU
FKDUDFWHULVWLFV >@7R UHGXFH WKH UHVHUYRLU VHGLPHQWDWLRQ DQG
SUHYHQWDGLVUXSWLRQRIVHGLPHQWFRQWLQXLW\RQHSRVVLEOHRSWLRQ
IRUGDPRSHUDWRUVLVWRUHFRYHUIDYRUDEOHIORZFRQGLWLRQVHLWKHU
IRU URXWLQJ LQIORZLQJ VHGLPHQWV RU WR UHPRELOL]H SUHYLRXV
GHSRVLWV>@,QWKHFDVHRIFRKHVLYHVHGLPHQWVRQHRIWKHPDLQ
FKDOOHQJHV WR GHDO ZLWK LV WKDW GHSRVLWLRQ DQG HURVLRQ
WKUHVKROGV DUH RIWHQ UDGLFDOO\ GLIIHUHQW DV D UHVXOW RI GHSRVLW
FRQVROLGDWLRQ>@)RUWKHODVW\HDUVWKH&KDPSDJQHX[UXQ
RIULYHUGDP5K{QH5LYHU)UDQFHKDVH[SHULHQFHGVLJQLILFDQW
GHSRVLWLRQSURFHVVHV DIIHFWLQJPDLQO\ ILQH VHGLPHQW IUDFWLRQV
2QHHVVHQWLDOFKDOOHQJHWKDW&15KDVWRGHDOZLWKDVWKHGDP
RSHUDWRULVWRGHWHUPLQHWKHK\GURG\QDPLFFRQGLWLRQVOLNHO\WR
HQVXUHWKHUHPRELOL]DWLRQRIILQHJUDLQHGGHSRVLWV
7RDFKLHYHWKLVREMHFWLYHWKHDSSURDFKIDYRUHGE\&15UHOLHV
RQ D K\EULG PRGHO WR TXDQWLI\ WKH VKHDU VWUHVV YDOXHV Ĳ
FRUUHVSRQGLQJ WR GLIIHUHQW K\GURORJLF DQG RSHUDWLQJ
FRQGLWLRQV ,W H[LVWV VHYHUDO ZD\V WR NQRZ WKLV VKHDU VWUHVV
QHDUWKHERWWRP2QWKHRQHKDQGWKHWKHRUHWLFDOH[SUHVVLRQRI
VKHDUVWUHVVWLQWXUEXOHQWERXQGDU\OD\HUDWHTXLOLEULXPFDQEH
FDOFXODWHGZLWK«
:LWKʌZDWHUGHQVLW\ȞNLQHPDWLFYLVFRVLW\8YHORFLW\ILHOG
YHFWRUDQGX¶Z¶DYHUDJHIOXFWXDWLRQRIYHORFLW\
x 0HDVXUHPHQW RI VSHHG IOXFWXDWLRQV E\ YHUWLFDO
$FRXVWLF 'RSSOHU 9HORFLPHWU\ $'9 WKH VKHDU
VWUHVVLVUHODWHGWRPHDVXUHVX¶DQGZ
IRUGLIIHUHQW
]
x 0HDVXUHPHQW RI DYHUDJH YHORFLW\ E\ YHUWLFDO
$'9 WKH VKHDU VWUHVV LV FRQQHFWHG WR YHUWLFDO
JUDGLHQW8LQWURGXFHGLQWKLVDUWLFOH
2Q WKH RWKHU KDQG WKH GHYHORSPHQW RI 1DYLHU6WRNHV
HTXDWLRQVZLWKIUHHVXUIDFHDVVXPSWLRQOHDGVWRWKHWKHRUHWLFDO
UHODWLRQEHWZHHQWKHORFDOK\GUDXOLFUDGLXV5KDQGWKHHQHUJ\VORSH-UHTXLUHVPHDVXULQJXSVWUHDPDQGGRZQVWUHDPDYHUDJH
VSHHG


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)LJXUH +\EULGPRGHOOLQJFRQFHSW
6XFK LVVXH LV KRZHYHU IDU IURP EHLQJ WULYLDO DQG UHTXLUHV
DGGUHVVLQJIROORZLQJFRQFHUQV
x (YHQLIPHDVXUHPHQWVLQWKHILHOGVKRXOGEHSRVVLEOH
WKHVHPHWKRGRORJLHVUHO\RQDXQLIRUPUHJLPHZKLFK
LVQHYHUREWDLQHGLQVLWX
x 1XPHULFDOPRGHOV KDYH WR EH FDOLEUDWHG E\ SK\VLFDO
PRGHO WR GHWHUPLQH UHDOLVWLF VKHDU VWUHVV YDOXHV DQG
FRPSDUHLWWRFULWLFDOVKHDUVWUHVVYDOXHVREWDLQHGIURP
ODEWHVWRQXQGLVWXUEHGFRUHVDPSOHV
7KLV FRPPXQLFDWLRQ IRFXVHV ILUVWO\ RQ WKH K\EULG
PRGHOOLQJ DSSURDFK GHSOR\HG IRU REWDLQLQJ UHOHYDQW VKHDU
VWUHVVYDOXHVLQWKHUHVHUYRLUDQGERXQGLQJXQFHUWDLQWLHVIRULWV
HYDOXDWLRQ 7KHQ 7(/(0$&' PHWKRGV IRU VKHDU VWUHVV
YDOXHV DUH FRPSDUHGZLWKRXWSXWV IURP&RPSXWDWLRQDO)OXLGV
'\QDPLFV&)')/8(17
,, +<%5,'02'(//,1*
$ 2YHUDOOFRQWH[WDQGPHWKRGRORJ\
)LUVW LW VKRXOG EH VSHFLILHG WKDW WKH UHVXOWV SUHVHQWHG
KHUHDIWHUZHUHREWDLQHGLQWKHIUDPHRIDPRUHJHQHUDOSURMHFW
ZKLFK LQFOXGHG LQ SDUWLFXODU IROORZLQJ LQYHVWLJDWLRQV
FKDUDFWHULVWLFVRIIORZG\QDPLFVLQDGLYHUVLRQDUHDHYROXWLRQ
RI VSLOOZD\ FRQYH\DQFH DFFRUGLQJ WR YDULRXV JDWH RSHQLQJV
LPSDFW RI GHSRVLWV RQ WKH VSLOOZD\ FDSDFLW\ VSDWLDO
KHWHURJHQHLW\ RI UHVHUYRLU GHSRVLWV DQG VXVFHSWLELOLW\ WR
HURVLRQ RI GHSRVLWV 'XH WR WKH PXOWLSOH REMHFWLYHV RI WKH
SURMHFW GHSOR\LQJ D SK\VLFDO PRGHO RQO\ GLGQ¶W DSSHDU
VXIILFLHQW IRU DGGUHVVLQJ WKRVH FRPSOH[ LVVXHV &RQVHTXHQWO\
WKHRSWLRQFRQVLGHUHGFRQVLVWV LQDK\EULGPRGHOOLQJDSSURDFK
FRPELQLQJ'QXPHULFDOPRGHOOLQJRIWKHZKROHUHVHUYRLU
DSK\VLFDOPRGHODWFRUUHVSRQGLQJWRWKHGRZQVWUHDP
SDUW RI WKH UHVHUYRLU DQG  D ' ORFDO QXPHULFDO PRGHO
UHSUHVHQWLQJWKHGDPDUHD)LJ7KHREMHFWLYHVDQGWKHPDLQ
SULQFLSOHVRIHDFKPRGHODUHVSHFLILHGLQQH[WSDUDJUDSKV
% 'QXPHULFDOPRGHOOLQJRIWKHZKROHUHVHUYRLU
7(/(0$&' 7' LV WKH ODUJHVFDOH PRGHO
GHSOR\HG IRU WKH ZKROH UHVHUYRLU 7KLV PRGHO DOORZV D
VXLWDEOH UHSUHVHQWDWLRQ RI WKH IORZ YHORFLW\ GLVWULEXWLRQ
LQGXFHG E\ WKH ULYHU EHQG XSVWUHDP RI WKH GDP 7'
SURYLGHVDOVRXSVWUHDPERXQGDU\FRQGLWLRQVWRWKHSK\VLFDO
DQG&)'PRGHOVZLWKUHJDUGWRWKHIORZYHORFLW\2XWSXWV
SURYLGHG FRUUHVSRQG WR VLWXDWLRQV UDQJLQJ IURP ORZ IORZV
WRWKHGHVLJQIORRG2QHRIWKHPDLQLQWHUHVWVRI7'LVWR
FDOFXODWHERWWRPVKHDUVWUHVVYDOXHVLQWKHZKROHUHVHUYRLU
DQGZLWK D KLJK UHVROXWLRQ )RU VKHDU VWUHVV FDOFXODWLRQ D
SURSHUFDOLEUDWLRQRIWKHYHUWLFDOYHORFLW\SURILOHLVUHTXLUHG
DQG FDQ EH REWDLQHG IURP H[SHULPHQWDO PHDVXUHPHQWV
SURYLGHGE\WKHSK\VLFDOPRGHOVHH)LJ

)LJXUH +\EULGPRGHOFRQVLVWLQJRIDYLHZRI'&)')OXHQW
PHVKE7(/(0$&'YHORFLW\ILHOGVDQGFGRZQVWUHDPYLHZ
RISK\VLFDOPRGHO
7' VROYHV WKH 1DYLHU6WRNHV DYHUDJHG DQG XQVWHDG\
HTXDWLRQ 85$16 IRU D VLQJOH LQFRPSUHVVLEOH IOXLG
LQFOXGLQJ WKH  FRPSRQHQWV RI WKH DYHUDJH IORZ YHORFLW\
ILHOG7KHQXPHULFDOPHWKRGXVHGWRGLVFUHWL]HWKHHTXDWLRQV
LV WKH )LQLWH (OHPHQW 0HWKRG )ULFWLRQ ZDOO ODZV LQFOXGHV
VRXUFHWHUPV
7KHGRPDLQ LVNP ORQJ LQWHJUDWLQJ&KDPSDJQHX[GDP
DQG LWV UHVHUYRLU DQG WKH HQWU\ RI WKH KHDGUDFH FKDQQHO7KH
HGJHOHQJWKRIPHVKZDVVHWWRPLQWKHUHVHUYRLUEXWZDV
GHFUHDVHG WR >@ P QHDUHVW WR WKH GDP 7KH ' PRGHO
SUHVHQWHG  KRUL]RQWDO OHYHOV ZKRVH VSDFLQJ LV UXOHG E\ D
ORJDULWKPLFSURILOHUHILQHGQHDUWKHERWWRP&RQVHTXHQWO\ WKH
' JULG FRPSULVHV DERXW  QRGHV DQG 
HOHPHQWV
7KHFRPSXWDWLRQDODUHDSUHVHQWHG OLTXLGERXQGDULHV$W
WKHLQOHWGLVFKDUJHPHDVXUHPHQWVZHUHIRUFHGLQ7(/(0$&
'93UHOHDVH$GLVFKDUJHZDVLPSRVHGRQHDFKJDWHV
RI&KDPSDJQHX[GDP$W WKHKHDGUDFH FKDQQHO RXWOHWZDWHU
OHYHO ZDV LPSRVHG 7XUEXOHQFH PRGHO FKRVHQ LV Nࣅ ZLWK 
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
NLQGV RI ZDOO ODZ VPRRWK IULFWLRQ ZLWK 5HLFKDUG ODZ DQG
URXJKIULFWLRQZLWK1LNXUDGVHODZ
& 3K\VLFDOPRGHODW
7KH SK\VLFDO PRGHO 30 LV WKH ORFDO PRGHO XVHG IRU
GHWHUPLQLQJ ZLWK DQ DSSURSULDWH DFFXUDF\ WKH K\GURG\QDPLF
IORZFRQGLWLRQVQHDUE\GDPDUHD'LVFKDUJHVFRQVLGHUHGUDQJH
IURP IUHTXHQW IORRGV WR WKH GHVLJQ IORRG ,QYHVWLJDWLRQV
SHUIRUPHG FRQFHUQ SDUWLFXODUO\ WKH VSLOOZD\ GLVFKDUJH
FRHIILFLHQWDQGDQHYDOXDWLRQRI LWVSRVVLEOHHYROXWLRQVGXH WR
WKH VHGLPHQW G\QDPLFV 7KH SK\VLFDO PRGHO LV DOVR XVHG WR
PHDVXUH WKH YHUWLFDO YHORFLW\ SURILOH )LJ  ZLWK $FRXVWLF
'RSSOHU9HORFLW\ $'9 WRFDOLEUDWH WKH WXUEXOHQFHPRGHORI
7' DQG HYDOXDWH SUHFLVHO\ WKH KHDG ORVV GXH WR WKH GDP
FURVVLQJ0RGHO DQG QDWXUDO IUHH VXUIDFH IORZ VLPLODULWLHV DUH
JXDUDQWHHGDFFRUGLQJWRD)URXGHVLPLOLWXGH
' 'QXPHULFDOPRGHORIWKHGDPDUHD
)/8(17 &)' LV WKH PLFURORFDO PRGHO GHSOR\HG WR
VLPXODWH D EURDG UDQJH RI IORZ VLWXDWLRQV ZLWK UHVSHFW WR WKH
VSLOOZD\JDWHVRSHQLQJ7KHFRGHVROYHV'85$16HTXDWLRQV
ZLWK ILQLWH YROXPH QXPHULFDOPHWKRG7KH GRPDLQ FRPSULVHV
DLU DQG ZDWHU VR D WUDQVSRUW HTXDWLRQ RQ YROXPH IUDFWLRQ LV
DGGHG DFFRUGLQJ WR WKH 9ROXPH RI )OXLG 92) PHWKRG
&RPSDUHGWR7'WKHPDLQEHQHILWVRI&)'DUHWRDOORZD
PXOWLSKDVH PRGHOOLQJ DQG GLUHFWO\ DFFRXQW IRU DLUZDWHU
LQWHUDFWLRQV DW WKH IUHH VXUIDFH  OLPLW DVVXPSWLRQV
FRQFHUQLQJWKHIORZUHJLPHRIWKHJDWHVDVWKHGRZQVWUHDPRI
GDP LV VLPXODWHG DQG  REWDLQ FRPSUHKHQVLYH PRGHOOLQJ
UHVXOWVZLWKDYHU\KLJKVSDWLDOUHVROXWLRQ,QWKHIUDPHRIWKLV
SURMHFWVFDOHHIIHFWVKDYHEHHQDOVRLQYHVWLJDWHGWRHYDOXDWHLI
WKH\FDQEHUHDVRQDEO\QHJOHFWHG
( 0RGHOOLQJVWUDWHJ\IROORZHGIRUPLQLPL]LQJXQFHUWDLQWLHV
)LUVW LW VKRXOGEHNHSW LQPLQG WKDW WKHJHRPHWULFGDWDRI
WKHPRGHOVKDYHEHHQXQFKDQJHGGXULQJDJLYHQVLPXODWLRQVR
DV WR EHWWHU KLJKOLJKW DQG XQGHUVWDQG WKH K\GURG\QDPLF
SURFHVVHV$PRELOHEHGQXPHULFDOPRGHOLVFXUUHQWO\RSHUDWHG
WR WDNH LQWR DFFRXQW VHGLPHQWDU\ SURFHVVHV IURP D PRUH
GHWDLOHGPDQQHU ,W LVDOVRHVVHQWLDO WRQRWH WKDW WKHPRGHOOLQJ
VWUDWHJ\ UHOLHV RQFURVVYDOLGDWLRQRIPRGHOVZKLFK UHTXLUHVD
VWULFW FRRUGLQDWLRQ EHWZHHQ PRGHOOHUV WKURXJKRXW WKH
FDOLEUDWLRQSURFHVV7KHPRGHOFRQVWUXFWLRQLVLQGHHGEDVHGRQ
DQ LWHUDWLYH DSSURDFK PHDQLQJ LQ SDUWLFXODU WKDW DVVXPSWLRQV
VSHFLILF WR D JLYHQ PRGHO KDYH WR EH YDOLGDWHG IURP RXWSXWV
SURYLGHG E\ WKH RWKHU RQHV 6XFK SURFHVV LV REYLRXVO\
FRQVWUDLQLQJEXWDFFHSWDEOHZLWKUHJDUGWRWKHK\GUDXOLFVDIHW\
LVVXHV DW VWDNH ,Q RUGHU WR WDNH IXOO DGYDQWDJH RI WKH K\EULG
PRGHO DQG IDFLOLWDWH LQWHUDFWLRQV DV ZHOO DV VXEVHTXHQW
FRPSDULVRQVDIRUPDOPHWKRGRORJ\KDVEHHQIROORZHG
x $OO PRGHOV XVH WKH VDPH LQSXW GDWD VXFK DV
EDWK\PHWU\ IORZ UDWHV DQG JDWH RSHQLQJV REVHUYHG
GXULQJFDOLEUDWLRQHYHQWV«$OWKRXJKWLPHFRQVXPLQJ
LQWKHSUHOLPLQDU\VWHSVRIWKHSURMHFWVXFKDSSURDFK
SURYLGHVKXJHEHQHILWVIRUWKHDQDO\VLVRIUHVXOWVLQWKH
XOWLPDWHVWDJHVRIWKHSURMHFW
x 7KH FDOLEUDWLRQ RI PRGHOV LV SHUIRUPHG
VLPXOWDQHRXVO\ DQG DFFRUGLQJ WR WKH VDPH WLPH
VFKHPH IRU DFKLHYLQJ HIIHFWLYH LQWHUDFWLRQV DQG
SRVVLEO\ DGDSWLQJ WKH PHWKRGRORJ\ WR XQH[SHFWHG
FRQFHUQV
x 7KHFDOLEUDWLRQSURFHVVLQFOXGHVIROORZLQJVWHSVD
EOLQGFDOLEUDWLRQRISK\VLFDOPRGHODQG'QXPHULFDO
PRGHOV XVLQJ ILHOG GDWD PHDVXUHG ZLWK $FRXVWLF
'RSSOHU &XUUHQW 3URILOHU $'&3  DQ LQWHU
FRPSDULVRQ RI UHVXOWV REWDLQHG IRU D JLYHQ VLWXDWLRQ
DQG  D UHYHUVH FDOLEUDWLRQ RI ' PRGHOV LI
VLJQLILFDQWGLVFUHSDQFLHVDUHHYHQWXDOO\KLJKOLJKWHG
x 7KHSRVWSURFHVVLQJZRUNLVSHUIRUPHGRQDFRPPRQ
VHWRIRXWSXWSDUDPHWHUVPHDVXUHGH[DFWO\DWWKHVDPH
ORFDWLRQV DQG DOO VLPXODWLRQ UHVXOWV DUH FRPSDUHG DW
VFDOH
,,, 6+($5675(66(9$/8$7,21%<$9(5$*(
9(/2&,7<9(57,&$/352),/(6
$ +\EULGPRGHOOLQJSKDVH
'HWHUPLQLQJ WKHERWWRP VKHDU VWUHVV LV D YHU\ FKDOOHQJLQJ
LVVXHHVSHFLDOO\RZLQJ WR WKH LPSRVVLELOLW\ IRUPHDVXULQJ WKLV
SDUDPHWHU LQ VLWX7KLVSDUDPHWHU KDVEHHQHYDOXDWHG IURPDQ
LQGLUHFWPDQQHUXVLQJH[SHULPHQWDOREVHUYDWLRQVSHUIRUPHGRQ
WKH SK\VLFDO PRGHO 7KH RSWLRQ FRQVLGHUHG FRQVLVWV LQ
GHWHUPLQLQJ WKH IULFWLRQ YHORFLW\ 8 IURP WKH VKDSH RI WKH
YHUWLFDO SURILOH RI YHORFLW\ ,Q WKH IUDPH RI WKLV SURMHFW WKH
YHORFLW\SURILOHKDVEHHQPHDVXUHGZLWKD9HFWULQR,, $'9
ZKLFK FDQEHGHSOR\HG IRUZDWHU GHSWK DERYH PP DW 
7KH VFDOH  KDV EHHQ FKRVHQ LQGHHG IRU PLQLPL]LQJ
XQFHUWDLQWLHVDQG WKLVRSWLRQOHDGVILQDOO\ WRREWDLQDVWDQGDUG
GHYLDWLRQRIZKHQVLPXODWLRQUHVXOWVDUHXSVFDOHGWR
7KRVHH[SHULPHQWDOGDWDKDVEHHQDOVRXVHG IRUYDOLGDWLQJ
WKH DELOLW\ RI WKH ' QXPHULFDOPRGHOV WR UHSUHVHQW SURSHUO\
WKHZKROHYHORFLW\ ILHOGRI WKH IORZREWDLQHGE\ WKHFRPSOHWH
UHVROXWLRQ RI 85$16 V\VWHP ,Q DGGLWLRQ TXDOLWDWLYH
REVHUYDWLRQVGHPRQVWUDWH WKHFRQYHUJHQFHRIWKHJHQHUDO IORZ
SDWWHUQ IRU WKH  PRGHOV ZLWK UHJDUG WR WKH SRVLWLRQ RI WKH
UHFLUFXODWLRQFHOOVLQSDUWLFXODU

)LJXUH ,QWHUFRPSDULVRQRIYHUWLFDOSURILOHVRIYHORFLW\

'XULQJ WKH FDOLEUDWLRQ SURFHVV WKH ZDOO ODZ IULFWLRQ
FRHIILFLHQW DQG WKH W\SH RI WXUEXOHQFH PRGHO E\ DQ
DVVHVVPHQWRIYHUWLFDOHYROXWLRQRIYHORFLW\KDYHEHHQDGDSWHG
ZKHQ UHTXLUHG $ VHULHV RI WHVWV ZHUH DOVR SHUIRUPHG WR
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
GHPRQVWUDWH WKDWRSWLRQVXVLQJHLWKHUD5HLFKDUG ODZ VPRRWK
IULFWLRQSODQ

ZKHUHț LVWKH9RQ.DUPDQFRQVWDQW\LVWKH
GLPHQVLRQOHVVGLVWDQFHWRWKHZDOORUD1LNXUDGVHODZURXJK
IULFWLRQUHJLPHOHDGWRPXFKPRUHDFFXUDWHUHVXOWVFRPSDUHG
WRFDOFXODWLRQEDVHGRQDQYHUWLFDOO\DYHUDJHGYHORFLW\
GHSHQGLQJRQD6WULFNOHUIULFWLRQODZ7KHVHIULFWLRQODZV
VXSSRVHWKDWWKHVSHHGDWWKHZDOORQDPHVKLVQRWTXLWHWDNLQJ
WRWKHZDOORWKHUZLVHLWZRXOGEHQXOOEXWLWLVWDNHQLQWRWKH
ERXQGDU\OD\HUDWDGLVWDQFH\

)LJXUH )ORZYHORFLW\YVVKHDUVWUHVVDWFRUHVDPSOLQJVLWHV

)LJXUH 6KHDUVWUHVVGLVWULEXWLRQIURP7'FDOFXODWLRQVDQG
ORFDWLRQRIFRUHVDPSOHVFRQVLGHUHGIRUHURVLRQWHVWV

&RQFHUQLQJ WKH PD[LPXP YHORFLW\ VLPXODWHG ZLWK 7'
WKH PDLQ WUHQGV KLJKOLJKWHG FRUUHVSRQG WR D í
XQGHUHVWLPDWLRQ XSVWUHDP RI WKH GDP DQG D 
RYHUHVWLPDWLRQLQWKHFORVHYLFLQLW\RIWKHVSLOOZD\7KHRYHUDOO
UHVXOWVDUHVWLOOFRPSULVHGLQDLQWHUYDOZKLFKLVTXLWH
VDWLVIDFWRU\ 6FDOH HIIHFWV DQG VHQVLWLYLW\ WHVWV RQ FDOLEUDWLRQ
SDUDPHWHUV DQG PRGHOOLQJ RSWLRQV HVSHFLDOO\ ZLWK UHJDUG WR
ZDOOODZVIULFWLRQUHJLPHWXUEXOHQFHPRGHOPHVKLQJ«KDYH
EHHQDOVRSHUIRUPHGDQGUHVXOWVREWDLQHGOHDGWRFRQVLGHUWKDW
WKH XQFHUWDLQW\ RQ VKHDU VWUHVV YDOXHV LV QHDU  7KRVH
LQYHVWLJDWLRQVGHPRQVWUDWHWKDWWKHPDMRUEHQHILWVRIWKHK\EULG
DSSURDFKGHSOR\HGDUH  WKHSRVVLELOLW\ WRFDOFXODWHUHOHYDQW
ERWWRP VKHDU VWUHVV YDOXHV LQ WKH HQWLUH UHVHUYRLU  ZLWK D
KLJK UHVROXWLRQ DQG D UHODWLYHO\ JRRG OHYHO RI FRQILGHQFH DQG
E\WDNLQJLQWRDFFRXQWDODUJHSDQHORIK\GUDXOLFVLWXDWLRQV
VHH)LJDQG)LJ
% 9DOLGDWLRQFDVHVE\H[SHULPHQW
6LPXODWLRQUHVXOWVIURP7'ZHUHDOVRXVHGIRUFRPSDULQJ
WKH LQ VLWX VHGLPHQW G\QDPLFV XQGHUVWDQGLQJ LQ WKH UHVHUYRLU
,QYHVWLJDWLRQVSHUIRUPHGKDYHPDLQO\IRFXVHGRQWKHSRVVLEOH
UHODWLRQV EHWZHHQ WKH UHVHUYRLU GHSRVLWV GLVWULEXWLRQ DQG WKH
IORZ SDWWHUQ ,Q PDQ\ DUHDV WKH GHSRVLWLRQ RI QRQFRKHVLYH
SDUWLFOHVREVHUYHGLQVLWXLVFOHDUO\H[SODLQHGE\WKHOLPLWDWLRQV
GXHWRWKHWUDQVSRUWFDSDFLW\RIWKHIORZ7KHFDOFXODWLRQRIWKH
5RXVHQXPEHUZKLFKGHWHUPLQHVKRZDSDUWLFOHRIDJLYHQVL]H
LV OLNHO\ WREH WUDQVSRUWHGE\ WKHZDWHU IORZSURYLGHV LQGHHG
FRQVLVWHQW UHVXOWV FRPSDUHG ZLWK WKH GLVWULEXWLRQ RI GHSRVLWV
ZLWKLQWKHUHVHUYRLU6LPLODUFRQFOXVLRQVKDYHEHHQREWDLQHGE\
FRPSDULQJ WKH VHGLPHQWDWLRQ SDWWHUQ ZLWK WKH GLVWULEXWLRQ RI
WKHFRDUVHVWSDUWLFOHVOLNHO\WREHWUDQVSRUWHGDVEHGORDG
,9 63(&,),&$1$/<6,6%$6('21&$/&8/$7,21
0(7+2'2)6+($5675(66

4XDOLWDWLYHO\ IORZ SDWWHUQV DUH LGHQWLFDO EHWZHHQ
7(/(0$&' DQG )/8(17 EXW WKHUH LV D IXQGDPHQWDO
GLVFUHSDQF\IRUFDOFXODWLRQPHWKRGRIVKHDUVWUHVVYDOXH

)LJXUH 'LDJUDPRISRVLWLRQLQJRIFRPSXWLQJQRGHVIRUWKH
7'VROYHUUHGDQG)/8(17VROYHUEOXHWRFDOFXODWHWKHVWUHVV
DWWKHZDOOJUHHQ
$ VRXUFH RI HUURU LV DOVR WKH QXPHULFDO PHWKRG RI
FDOFXODWLQJ WKH IULFWLRQ YHORFLW\ FRPSDUHG WR WKH PHVKLQJ
PHWKRGRIQXPHULFDOPRGHOV$VVKRZQLQ)LJ7'KDVQRW
LWVQRGHVFHOOVGLUHFWO\RQ WKHQRUPDOWRWKHZDOOVEHFDXVH WKH
H[WUXVLRQRI WKHPHVK LV LQ WKHGLUHFWLRQRIJUDYLW\ H[FHSW LQ
SODFHVZKHUH WKHQRUPDO WRWKHVLGHVRI WKHULYHUDUHFROOLQHDU
ZLWK WKHYHUWLFDO7KHGHILQLWLRQRIVWUHVVDWDZDOOUHTXLUHV LW
WR EH SURSRUWLRQDO WR WKH YHORFLW\ JUDGLHQW FDOFXODWHG LQ WKH

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
GLUHFWLRQQRUPDOWRWKHZDOO5HLFKDUG
VODZLQ(TFRQQHFWV
WKHVKDSHRIWKHYHORFLW\SURILOHDWWKHZDOOVWUHVVWKHYHORFLW\
SURILOHLVIXOO\GHWHUPLQHGE\WKHYDOXHRIWKHVSHHGRIWKHILUVW
SRLQWDQG WKHGLVWDQFH WRWKHZDOO7KHVROYHU7'DVVLPLODWH
WKHKHLJKWRIWKHILUVWOD\HUSRLQW\7'WRWKHGLVWDQFHDORQJWKHQRUPDO WR WKHZDOODQG WKHYHORFLW\YDOXHRI WKLVDVEHLQJ WKH
SRLQWRIWKH\HOORZGRW
$ UHWURVSHFWLYH FRUUHFWLRQZRXOG DVVXPH WKDW WKH YHORFLW\
FDOFXODWHGDWWKHILUVWQRGHLVVLPLODUWRWKH\HOORZGRWQRGHDQG
WKHGLVWDQFHWRWKHZDOOLVFRUUHFWHGE\\7'FRVĮZKHUHĮLVWKH DQJOH EHWZHHQ WKH QRUPDO WR WKH ZDOO ZLWK WKH YHUWLFDO
GLUHFWLRQ7KHVKHDUVWUHVVZRXOGEHLQFUHDVHGDVWKHVDPHUDWH
ZRXOGEHFORVHUWRUHDFKLQJWKHZDOO$QHVWLPDWHYDOXHRIWKH
UHODWLYH HUURU VXEPLWWHG LV PDGH E\ FDOFXODWLQJ WKH VDPH
YHORFLW\ WR WKH ILUVW FHOOZDOORI WKH WZR FRQVWUDLQWV JHQHUDWHG
E\DGLVWDQFH\7'FRVĮDQG\7'7KHUHODWLYHHUURUSORWWHGLQ)LJLVWKHUHIRUH


)LJXUH 5HODWLYHHUURUEHWZHHQWKHFRUUHFWHGVWUHVVĲ\7'FRV
Į8DQGVWUHVVFDOFXODWHGE\7'EDVHGRQDYHORFLW\UDQJHLQ
WKHILUVWFRPSXWHQRGHWKHGLVWDQFHWRWKHZDOORIWKHILUVWQRGH
DQGWKHDQJOHRIWKHQRUPDOWRWKHĮZDOO
,Q WKLV SDUDPHWHU UDQJH DQG WKH FRQGLWLRQV RI GLVWDQFH WR WKH
GLPHQVLRQOHVVZDOO\!DQGZDOOVWUHVVHVEHORZ1PWKH
VWUHVV FDOFXODWHGE\7'XQGHUHVWLPDWHVPD[LPXPRI RI
WKHFRUUHFWHGVWUHVVĲ\7'FRVĮ8IRUDQJOHVOHVVWKDQIRUDQJOHV OHVV WKDQDQGXS WRIRUDQJOHVXS WR
7KLV VRXUFH RI XQGHUHVWLPDWLQJ VKHDU VWUHVV VHHPV WR EH
UHOHYDQWLQWKLVWRSLFDVLWZRXOGPDLQO\WDNHSODFHLQWKHDUHDV
ZKHUHGHSRVLWVDUHORFDWHG
9 3(563(&7,9(6
7KH3UHVWRQSLSHPHWKRG LV DQ DOWHUQDWLYHZD\RI GLUHFWO\
PHDVXULQJ WKHERWWRPVKHDU VWUHVV >@6KHDU VWUHVV UDWH8 LV
FRQQHFWHG WR WKH GLIIHUHQFH EHWZHHQ WRWDO DQG VWDWLF SUHVVXUH
PHDVXUHG QHDU WKH ERWWRP 2QJRLQJ WHVWV DW &15 ODERUDWRU\
EDVHG RQ SUHVVXUH JUDGLHQW PHDVXUHPHQWV SHUIRUPHG DW VFDOH
PD\ KHOS GHFUHDVLQJ VLJQLILFDQWO\ WKH ERXQGV RI FXUUHQW
XQFHUWDLQWLHVLQSDUWLFXODUIRUJUDGXDOO\YDULHGUHJLPH
9, &21&/86,21
7KH K\EULG PRGHOOLQJ DSSURDFK GHSOR\HG LQ WKH
&KDPSDJQHX[GDPFDVHFRPELQHVRQHSK\VLFDOPRGHODQGWZR
'QXPHULFDOPRGHOVXVHGIRUDVVHVVLQJWKHHURVLRQKD]DUGRI
UHVHUYRLU GHSRVLWV 6XFK RSWLRQ LV YHU\ FRQVWUDLQLQJ DQG
FKDOOHQJLQJ EXW SURYLGHV XQSDUDOOHOHG EHQHILWV IRU HYDOXDWLQJ
ZLWK D KLJK UHVROXWLRQ DQG D UHODWLYHO\ JRRG OHYHO RI
FRQILGHQFH UHOHYDQW ERWWRP VKHDU VWUHVV YDOXHV LQ WKH HQWLUH
UHVHUYRLUIRUDODUJHSDQHORIK\GUDXOLFVLWXDWLRQV7KHPRGHOV
FDOLEUDWLRQLVEDVHGRQDFURVVYDOLGDWLRQVWUDWHJ\WKDWUHTXLUHV
D IRUPDO RUJDQL]DWLRQ DQG D VWULFW FRRUGLQDWLRQ RI PRGHOOLQJ
DFWLYLWLHV,W¶VZRUWKQRWLQJLQSDUWLFXODUWKDWDOOPRGHOVXVHWKH
VDPH LQSXW GDWD DQG DUH FDOLEUDWHG VLPXOWDQHRXVO\ DQG
DFFRUGLQJ WR WKH VDPH WLPH VFKHPH 0RUHRYHU WKH SRVW
SURFHVVLQJ ZRUN LV SHUIRUPHG RQ D FRPPRQ VHW RI RXWSXW
SDUDPHWHUV PHDVXUHG H[DFWO\ DW WKH VDPH ORFDWLRQV DQG DOO
VLPXODWLRQUHVXOWVDUHFRPSDUHGDWVFDOH
,WLVDPDMRULPSRUWDQFHWRUHPLQGWKDWVKHDUVWUHVVOLEUDU\
IRU D ODUJH UDQJH RI GLVFKDUJH LV RQO\ DVVHVV WKURXJKRXW
QXPHULFDOFDOFXODWLRQRI IULFWLRQYHORFLW\ 7'DW VFDOH
WRRUE\ZDOOODZ)/8(17DWVFDOH(YHQLIYDOXHV
GR QRW SUHVHQW GLVFUHSDQF\ LW LV FUXFLDO WR SHUIRUP VRPH
FRPSOHPHQWDU\ LQYHVWLJDWLRQV WR DGGUHVV SURSHUO\ VHGLPHQW
UHODWHGLVVXHVPRUSKRG\QDPLFVLPXODWLRQV
x 7RYDOLGDWHQXPHULFDOPHWKRGE\FRPSDULVRQZLWK
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Abstract—This paper focuses on how to ensure the robustness
of the resolution of ShallowWater Equations in the TELEMAC2D
computation code in the case of rain induced runoff on steep
slopes. To reproduce these conditions, a straight channel with a
variable slope on which drops a constant rain is defined. With
this test case, a comparison between the simulated discharge
at the outlet and an analytical solution of the Shallow Water
Equations for the rising part of the hydrograph and the plateau
has been done. By stopping the rain in the middle of a simulation,
numerical results and an analytical solution of the kinematic
wave approximation were confronted during the emptying of the
domain.
Limitations of the numerical resolution are highlighted with
the finite volume schemes. Improvements were made to better
represent the rainfall-runoff responses, like another method
of hydrostatic reconstruction [7] which has been implemented.
Then, the model is extended to pollutant transfers and sediment
transport in suspension. These results provide a strong basis for
future application of modeling erosion at the watershed scale.
I. INTRODUCTION
The sediment transfers at the watershed scale involve
several processes, because of the heterogeneity of the soil, but
also the different flow regimes due to the complex topography
of the field and the time and space variability of the mete-
orological conditions. In the mountainous regions, the filling
of reservoirs is an important issue in terms of efficiency and
environmental acceptability for producing hydro-electricity.
Thus, the modelling of the sediment tranfers on highly erodible
watershed is a key challenge from both economic and scientific
points of view. A physically-based representation provides
an explicit representation of the hydraulic and sedimentary
variables, but needs several parameters and a fine discretization
of the domain. The erosion processes being heavily reliant on
the flow characteristics, we must have a robust and accurate
representation of hydraulic dynamics. A simple test case has
been defined in order to evaluate the different resolution
methods of the Shallow Water equations with TELEMAC2D,
in the particular case of steep slopes and shallow water depths.
One of the main difficulties is to have a numerical scheme
able to represent correctly the hydraulic transfers, preserving
the positivity of the water depths, dealing with the wet/dry
interface and being well-balanced (in the sense of [13]) mean-
ing preserving the hydrostatic balance of a lake at rest. Few
schemes verifying these properties exist, and their accuracy
still need to be evaluated in the case of rain induced runoff
on steep slopes. Moreover, it is necessary to represent the
suspension of tracers and sediments in the flow, from the
hillslopes to the outlet of the watershed, with as little disper-
sion as possible in supercritical flow. In TELEMAC2D, several
advection schemes have been recently implemented ( [15] and
[14]) to overcome this problem for river flow applications and
need to be tested for runoff simulations. Subsequently, it is
important to figure out the mesh and the hydraulic scheme
effects on the erosion generation to anticipate the scaling effect
for a real watershed application.
In this paper, a straight channel test case, with a variable
slope, on which drops a steady rain is used, which represents
what can be observed in a mountain watershed context. Differ-
ent finite volume schemes are analyzed, and more particularly
their bottom source term discretization. Then, the advection of
passive tracer is tested in this situation to evaluate its efficiency.
Finally, SISYPHE is used to represent the soil erosion on the
test case and a study of the effect of the hydraulic scheme on
rill generation has been realized.
II. MATERIALS AND METHODS
In this work, the simulations have been performed with the
V7P1R1 version of TELEMAC2D and SISYPHE.
A. Presentation of the test case
Following the work of [16], a test case on a straight channel
of dimensions 4.04 X 0.115 m is created. On this domain, a
steady rain, with an intensity of 25 mm/h, is applied during
100 s. The discharge at the outlet of this channel is observed.
The duration of the simulation is 200 s, the first 100 seconds
describing the rise of the hydrograph and the constant value
and the last 100 seconds the emptying of the domain. The
spatial discretization of the channel is a triangular mesh with
a length of 1 cm. The choice of this test has been motivated
by the fact that [9] gives analytical solutions for the discharge.
To avoid effects of the upstream wall boundary, a 5 meters
channel is created and the rain starts to fall 0.96 m away.
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Fig. 1: Illustration of the partially wet and fully wet regimes
at the interface of two cells
B. Overland flow simulation
To simulate rain induced runoff, TELEMAC2D solves the
Shallow Water equations which are:
∂U
∂t
+
∂F (U)
∂x
= S, (1)
where U = (h, hu), F (U) = (hu, hu2 + gh2/2) and S =
(R,−gh(∂xz+Sf )) with h the water height in m, u the flow
velocity in m/s, g the gravity constant in m/s2, R the rain
intensity in m/s, z the bottom elevation in m and Sf the friction
slope. For that, the following explicit finite volume scheme is
used:
U t+1i = U
t
i −
Δt
Δx
(F ti+1/2 − F
t
i−1/2) +
Δt
Δx
Si, (2)
where F ti+1/2 = F (Ui+1/2+, Ui+1/2−) is the numerical flux
at interface i+1/2 and Si = (Ri, si+1/2− + si−1/2+) are the
source terms. The friction slope is added to the scheme (2) by
a semi-implicit treatment (see [12], [5] and [10]). It follows a
Che´zy’s law where the coefficient is set to 30 m1/2/s in this
case.
Concerning the bottom source term discretization, one can
use a hydrostatic reconstruction method and define the inter-
mediate states Ui−1/2+ = (hi−1/2+, hi−1/2+ui), Ui+1/2− =
(hi+1/2−, hi+1/2−ui), si−1/2+ and si+1/2−. The classical
hydrostatic reconstruction presented by Audusse et al. [1]
gives:
hi−1/2+ = max(hi + zi −max(zi−1, zi), 0),
si−1/2+ =
g
2 (h
2
i − h
2
i−1/2+),
hi+1/2− = max(hi + zi −max(zi, zi+1), 0),
si+1/2− =
g
2 (h
2
i+1/2− − h
2
i ),
while a new reconstruction method introduced by Chen and
Noelle [7] gives:
zi+1/2 = min(max(zi, zi+1),min(hi + zi, hi+1 + zi+1))
hi−1/2+ = min(hi + zi − zi−1/2, hi),
si−1/2+ =
g
2 (hi − hi−1/2+)(zi−1/2 − zi),
hi+1/2− = min(hi + zi − zi+1/2, hi),
si+1/2− =
g
2 (hi + hi+1/2−)(zi − zi+1/2).
Based on the definition given by [7], a fully wet and a
partially wet regime are distinguished at the interface of two
cells. The figure 1 illustrates these regimes. The Audusse et
al. [1] and Chen and Noelle’s [7] hydrostatic reconstruction
are computing exactly the same source term for the fully wet
case. The Chen and Noelle’s method modifies the source term
in the partially wet case to better take into account the slope
effect.
An alternative to the hydrostatic reconstruction, presented
by Berthon and Foucher [3], consists in modifying the scheme
(2) like:
U t+1i = U
t
i −
Δt
Δx
(Xi+1/2F
t
i+1/2 −Xi−1/2F
t
i−1/2) +
Δt
Δx
Si,
with Xki+1/2 =
{
hi
hi+zi
if F ti+1/2 > 0
hi+1
hi+1+zi+1
elsewhere
. The intermediate
states become:
hi−1/2+ = hi+1/2− = hi + zi,
si−1/2+ + si+1/2− =
g
2Hi−1/2Hi+1/2(Xi+1/2 −Xi−1/2)
with Hki+1/2 =
{
hi + zi if F ti+1/2 > 0
hi+1 + zi+1 elsewhere
.
The numerical fluxes are calculated with the HLLC method
introduced by [23] and applied to the Shallow Water equations
in [22].
C. Analytical solutions
[9] describes analytical solutions of the discharge at the
outlet of the domain of the Shallow Water equations (1) for
the rising part of the hydrograph and the constant value, and
a kinematic wave approximation solution (3) for the complete
problem. This approximation writes:
∂h
∂t
+
∂hu
∂x
= P,
∂z
∂x
= −Sf (3)
and the relative error between solutions of (1) and (3) is
inferior to 1% for the rise of the hydrograph and the plateau
for a slope superior to 1% on this test case. Using the exact
solution of (1) for the 100 first seconds and the exact solution
of (3) for the emptying of the domain, it is possible to compare
the precision of the schemes.
D. Passive tracer and sediment transport
As described in [21], the suspended sediment transport is
governed by the advection equation:
∂hC
∂t
+
∂huC
∂x
= E −D, (4)
with C the volumic concentration of sediment in the flow,
E the erosion flux in m/s and D the deposition flux in
m/s calculated with the classical Krone-Partheniades law with
cohesive sediments. In each simulation, the bed is considered
uniform, with one class of sediment. To simulate soil erosion
with SISYPHE, the following parameters are chosen:
• Partheniades coefficient: 10−3 m/s,
• Critical erosion shear stress: 0.05 Pa,
• Critical deposition shear stress: 0.05 Pa,
• Sediment diameter: 40 μm,
• Skin friction coefficient: 1.
The passive tracers are simulated with the continuity equa-
tion (4) without source terms. To solve this equation, the LIPS
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Fig. 2: Discharge (m3/s) at the outlet of the domain during
200 s, comparison between simulation and analytical solution
with the Audusse et al. reconstruction [1]
scheme has been used with three corrector steps (see [15]) as
well as the ERIA scheme (see [14]), for their ability to deal
with vacuum states.
III. RESULTS
A. Hydraulic tranfers
The behaviour of the schemes are compared to the anali-
tycal solution to compare their accuracy in the case of runoff
with shallow water depths and steep slopes.
Figure 2 presents the discharge at the outlet with the
classical hydrostatic reconstruction (Audusse et al. [1]). This
scheme presents a limitation for steep slopes. Indeed, the
results for the 5% and 50% slopes are identical. Moreover,
for the 1% slope simulation, an irregularity is observed during
the emptying of the domain after 160 s.
With the Chen and Noelle’s [7] hydrostatic reconstruction,
the discharges at the outlet are closer to the analitycal solu-
tions. The figure 3 presents these results. This method corrects
the slope limitation observed previously. However, there is a
lag between the simulation results and the exact solution for
the 5% slope and the irregularity at the end of the simulation
for the 1% slope is more important.
The third scheme introduced by Berthon and Foucher [3]
has been implemented in TELEMAC2D and tested. The figure
4 shows the results of the simulations with this scheme. This
method is very efficient to solve the Shallow Water equations
in this case. Nevertheless, this scheme has difficulties to treat
the dry zones. Indeed, figure 5 shows aberrant velocities at the
wet/dry interface with the Berthon and Foucher’s scheme [3].
To limit that effect, the fluxes between wet and dry cells has
been calculated with the Chen and Noelle’s scheme, and this
modification improves the treatment of vacuum states, as it is
shown in figure 6. This modification improves the results on
this test case but does not ensure a better equilibrium of the
scheme in other configurations. The figure shows also that
the boundary condition accelerates the flow significantly with
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Fig. 3: Discharge (m3/s) at the outlet of the domain during
200 s, comparison between simulation and analytical solution
with the Chen and Noelle’s reconstruction [7]
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Fig. 4: Discharge (m3/s) at the outlet of the domain during
200 s, comparison between simulation and analytical solution
with the Berthon and Foucher’s scheme [3]
the Berthon and Foucher’s scheme [3] but it has been tested
in every configuration that the downstream boundary does not
impact the hydraulic results, shifting it several meters far from
the discharge measurement, or creating a break in slope to
accelerate the flow at the end of the channel.
To evaluate the precision of each scheme, table I shows
the relative error of the computed discharges at the outlet com-
pared with the analytical solution of the shallow water equation
during the first 100 second of the simulations. The emptying of
the domain is not taken into account because the exact solution
of the kinematic wave system (3) is only an approximation of
the Shallow water equations (1) solved numerically. The error
is calculated by comparing the simulated value of the discharge
qs and the exact solution qe at each second, with the relation:
Err =
Σ100i=1
|qs−qe|
qe
100
.
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Fig. 5: Velocities (m/s) along the channel depending on the
chosen scheme for the 5% slope simulation
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simulation
TABLE I: Relative error (%) of each scheme for the rise of
the hydrograph and the constant value
Slope
Scheme
Audusse et al. Chen and Noelle Berthon and Foucher
1% 7.97 8.86 5.88
5% 12.3 4.43 3.90
50% 24.7 1.02 2.71
The Berthon and Foucher’s scheme [3] is the more efficient for
the gentlest slopes (1% and 5%) while the Chen and Noelle’s
scheme [7] is more accurate for the steepest slope. Concerning
the Audusse et al. scheme [1], it is more precise than the Chen
and Noelle’s scheme for the 1% slope, then, as it is shown in
figure 2, for the 5% and 50% slopes, the results are far from
the analytical solution.
Thus, we choose the Chen and Noelle’s [7] hydrostatic
TABLE II: Concentration (g/l) of polluant for each scheme at
one point at the outlet of the domain
Slope
Scheme LIPS [15] ERIA [14]
Chen [7] Berthon [3] Chen [7] Berthon [3]
1% 0.967 0.998 0.973 0.998
5% 0.970 0.999 0.970 0.999
50% 0.995 1.000 0.995 1.000
reconstruction and the Berthon an Foucher’s scheme [3] to test
the tracers advection schemes and to couple the model with
SISYPHE because of the slope limitation with the Audusse et
al. [1] technique.
B. Polluant transfers
The objective here, is to ensure that these transport schemes
can be used with the two new hydraulic finite volume schemes.
A source term value of 1 g/l is fixed at one given point of the
mesh, on the upstream part of the channel. The concentration
at the central point of the outlet is measured. The table II gives
the results of the concentration at the outlet for each scheme.
The results are similar, except for the 1% slope simulation
where the ERIA scheme is more efficient. This scheme is
chosen to solve the advection of the suspended sediment
transport.
C. Erosion generation
1) Erosion without bottom modification: To simulate the
erosion on the test case, we focus on the 5% and 50% slope
because the maximal bed shear stress of the 1% simulation
does not allow to have significant results. For every simulation,
the erosion is homogeneous across the flow and is growing
along the channel. Figure 7 shows the evolution of the bottom
at the end of the simulations. On the 5% slope simulations,
there is less erosion with the Chen and Noelle’s scheme [7]
than with the Berthon and Foucher’s scheme [3], which is
coherent with lag seen in figure 3. Concerning the 50% slopes,
the erosion is similar for each scheme and the downstream
boundary condition causes a deposition which is more im-
portant with the Berthon and Foucher’s scheme [3]. Figure 8
shows the volumic concentration along the channel at the end
of a 100 s simulation. We can observe that the concentration
is lower for the Chen and Noelle’s method [7] for the 5%
slope which follows the results of the bottom evolution (figure
7). Concerning the 50% slope, the concentration profiles are
similar. Some oscillations appear downstream in the Chen and
Noelle’s signal.
2) Erosion with topographical perturbation: Laboratory
experiments ( [2], [18]) have shown that rainfall in a straight
channel could create a rill network due to erosion. This
network depends on the spatial distribution and properties
of the soil at the initial state. In our theoritical model, the
soil is perfectly uniform at the initial state and the governing
equations are solved to give exactly the same results along
a cross section of the channel. To create a rill network, a
perturbation of the soil at the initial state is introduced by
adding to the topography a random number from a uniform
law at each node of the mesh. The random number is drawn in
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5% slope
50% slope
Fig. 7: Evolution of the bottom after 100 s of simulation with the two finite volume schemes and the 5% and 50% slopes
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of simulation with the two finite volume schemes and the 5%
and 50% slopes
different intervals which characterize the size of the topograph-
ical perturbation. The sizes are 10−2 m, 10−3 m, 10−4 m and
10−5 m respectively defined by randomly drawing values from
intervals of [−10−2; 10−2], [−10−3; 10−3], [−10−4; 10−4] and
[−10−5; 10−5]. Figure 9 illustrates the bottom elevation at
the intial state for each size of the perturbation. For these
simulations, we focus on the 5% slope case because the size
of the distribution susceptible to generate rill erosion changes
with the 50% slope.
Figure 10 presents the form of the erosion after 100 s
of simulation depending on the range of the random number
draw. For a 10−5 m and 10−4 m height of the perturbation,
the bottom is smoothed whatever the hydraulic scheme, but
the smoothing is more visible with the Berthon and Foucher’s
scheme [3], especially for the 10−4 m perturbation. For a 10−3
m size of the perturbation, a rill network is created, but the
rills are wider with the Berthon and Foucher’s scheme. For the
higher height of the perturbation, we can see local erosion at
certain points because the flow is blocked by the topographical
pertubation and accumulates. For the Berthon and Foucher’s
scheme [3], local erosion is observed almost everywhere in the
domain. This is due to the difficulty to treat the dry cells caused
by the added topography. This highlights the difficulty of this
scheme to handle wet/dry transition, even with the modification
presented in III-A.
IV. DISCUSSION
The hydrostatic reconstruction of Audusse et al. [1] can
be a good choice for modelling hydraulic transfers over a
watershed complex topography because of its properties. The
positivity preserving and well-balanced properties, as well as
its ability to deal with dry zones are crucial. The limitation of
this technique, exhibited in figure 2, is a well-known problem.
Indeed, [11] highlighted that for certain combinations of mesh
size, slope and water height, the velocities are underestimated,
in particular when h < Δz, with Δz the bottom difference
between two neighboring points. This problem can be solved
with a mesh refinement in a way to be always in the case
h > Δz, but this is very expensive in term of computational
time, especially with a view to model erosion on an entire
watershed.
The development of the Chen and Noelle’s [7] hydro-
static reconstruction method allows to overcome this problem.
This technique consists of modifying the classical hydrostatic
reconstruction when h < Δz, to take the full slope effect
into account, while maintaining all the good properties of the
scheme. Nevertheless, this modification causes problem when
Δz ≈ h where the hydraulic values are not well calculated. For
an application to a watershed case, this case is often oberved,
for instance in the transition from plot runoff to river flow.
Analysis of the volumic concentration profiles confirms the
diagnosis performed in the hydraulic part. Indeed, the 5% slope
case is coherent with the underestimation of the velocities
observed in figure 3. The computed shear stress being pro-
portional to the square velocity, the difference between the
concentration profile with the two schemes is even bigger
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Fig. 9: 3D view of the initial bottom elevation in function of the range of the topographical perturbation
Chen and Noelle’s scheme [7]
Berthon and Foucher scheme [3]
Fig. 10: Rills formation as a function of the range of the topographical perturbation, showing evolution of the bottom after 100
s of simulation
with a threshold law as the one used. Concerning the 50%
slope simulation, the oscillation with the Chen and Noelle’s
technique [7] is due to the topographic difference created by
the erosion. Indeed, the transport capacity of the flow is more
important in this case so the bed evolution is faster and more
susceptible to get close to the situation where Δz = h.
The Berthon and Foucher’s scheme [3] presents issues at
the wet/dry interface. These problems can be limited by using
the Chen and Noelle’s scheme [7] between a wet and a dry
cell, but the equilibrium of the scheme is no more respected.
In figure 10, for the highest magnitude of the topographical
perturbation, these problems explain why the highest local
erosion is simulated with this scheme. Its difficulty to deal
with dry zones is an obstacle to its use for an application
in watershed erosion. However, some treatment exists for this
kind of problem (see [19]) but still needs to be adapted to this
scheme.
V. CONCLUSION
The TELEMAC-SISYPHE hydrosedimentary computation
code is adapted to river simulations. To extend the use to a
watershed scale, a simple test case of runoff has been defined.
After highlighting the limits of the hydrostatic reconstruc-
tion present in the finite volume resolution for hydraulic
computation (Audusse et al. [1]), two new schemes have been
tested and have shown their efficiency in this test case (Chen
and Noelle [7] and Berthon and Foucher [3]). The Chen and
Noelle’s hydrostatic reconstruction method is recommended
as it is a good compromise between accuracy and robustness,
has positivity preserving and well-balanced properties and is
capable of handling the dry zones.
The advection schemes for passive tracer LIPS [15] and
ERIA [14] give satisfactory results. When erosion is gen-
erated by SISYPHE on a smoothed bottom, the erosion is
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homogeneous and the evolution of the bottom follows the
hydraulic results. To generate rill erosion, a perturbation has
been added to the bottom toopography. These configurations
give very different results for these two schemes, and highlight
the importance of the robustness of the Chen and Noelle’s
scheme.
As a perspective, there are still some ways to improve
the code on this test case like adapt the treatment of the
wet/dry interface with the Berthon and Foucher’s [3] scheme
or improve the Chen and Noelle’s [7] method. Another scheme
will be tested in future work: the Bouchut and Morales scheme
[4] based on subsonic reconstruction. Then, these new methods
will be confronted to real cases, thanks to data provided by
the Draix-Bleone observatory [17]. The scale effects and the
transition between hillslopes runoff and river flow will also be
studied.
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&URVVVHFWLRQDOYDULDWLRQRIEHGORDGWUDQVSRUW
&RPSDULVRQRIPHDVXUHPHQWVDQGVLPXODWLRQV

5HEHNND.RSPDQQ
'HSDUWPHQWRI+\GUDXOLF(QJLQHHULQJLQ,QODQG:DWHUZD\V
%XQGHVDQVWDOWIU:DVVHUEDX
.DUOVUXKH*HUPDQ\
UHEHNNDNRSPDQQ#EDZGH



/LVD:DOWHU5R\)ULQJV
,QVWLWXWHIRU+\GUDXOLF(QJLQHHULQJDQG:DWHU5HVRXUFHV
0DQDJHPHQW
5:7+$DFKHQ8QLYHUVLW\
$DFKHQ*HUPDQ\


$EVWUDFW²%HGORDGWUDQVSRUWLQDJUDYHOEHGULYHUGRHVQRWUXQ
FRQWLQXRXVO\ HLWKHU LQ WLPH RU LQ VSDFH 7KH YDULDELOLW\ ZDV
DQDO\VHGE\)ULQJVDQG9ROOPHU>@IRUWKH³1LHGHUUKHLQ´/RZHU
5KLQH XVLQJ PRUH WKDQ  EHGORDG VDPSOHV (YHQ WKRXJK
WKHDPRXQWRIGDWD LV H[WUDRUGLQDU\ LW LVQRWDOZD\V HQRXJK IRU
VWDWLVWLFDO VLJQLILFDQFH 1XPHULFDO PRGHOOLQJ FDQ KHOS WR FORVH
WKHVHJDSVLQWKHPHDVXUHPHQWV
$NP ORQJFDOLEUDWHGPRGHO 5KNP±ZDVXVHG
IRU IXUWKHU LQYHVWLJDWLRQV 7KLV UHDFK LQFOXGHV  PHDVXUHPHQW
SRLQWV RI WKH PHQWLRQHG FDPSDLJQ DW ZKLFK WKH FURVVVHFWLRQDO
YDULDWLRQ RI WKH EHGORDG WUDQVSRUW KDV EHHQ DQDO\VHG 7KH
QXPHULFDOPRGHOZDVUXQRYHUDSHULRGRI\HDUV
DQGWKHUHVXOWVKDYHEHHQFRPSDUHGWRWKHPHDVXUHPHQWV
7KH PRGHO ZDV YDOLGDWHG E\ FRPSDULQJ WKH PHDVXUHG DQG
VLPXODWHGHIIHFWLYHEHGORDGZLGWKDQGWKHFHQWUHRIPDVVRIEHG
ORDGWUDQVSRUW7KHDJUHHPHQWLVVDWLVIDFWRU\WDNLQJLQWRDFFRXQW
WKHXQFHUWDLQWLHVRIPHDVXUHPHQWVDQGQXPHULFDOPRGHOOLQJ7KH
FRPSDULVRQV SURYH WKDW D FURVVVHFWLRQDO YDULDELOLW\ FDQ EH
UHSURGXFHG E\ WKH QXPHULFDO PRGHO EXW ZLWK VPRRWKLQJ
WHQGHQFLHV
$Q DUWLILFLDO EHGORDG VXSSO\ LV VLPXODWHG DQG FRPSDUHG WR D
UHIHUHQFHUXQZLWKRXWEHGORDGVXSSO\,WFRXOGEHIRXQGWKDWWKH
FRDUVH EHGORDG VXSSO\ JHQHUDOO\ GHFUHDVHV WKH EHGORDG
WUDQVSRUWZKLFKOHDGVWRDVPDOOHUHIIHFWLYHEHGORDGZLGWKEXW
WR D KLJKHU FURVVVHFWLRQDO YDULDWLRQ RI EHGORDG WUDQVSRUW7KLV
LQYHVWLJDWLRQ LV D ILUVW VWHS WR GHWHUPLQLQJ WKH UHDVRQV IRU WKH
PHDVXUHGKLJKEHGORDGWUDQVSRUWYDULDWLRQLQWKH/RZHU5KLQH

, ,1752'8&7,21
7KHDQDO\VLVRIWKHFXUUHQWVWDWXVRILQODQG)HGHUDOZDWHUZD\V
DQG D IRUHFDVW RI LWV IXWXUH VWDWXV LV RQH NH\ WDVN LQ WKH 5LYHU
6\VWHPV VHFWLRQ RI %$: )RU WKDW K\GUDXOLFPRUSKRORJLFDO
LQYHVWLJDWLRQV DUH GRQH XVLQJPRUSKRG\QDPLF QXPHULFDO PRGHOV
VLPXODWLQJEHGORDGWUDQVSRUW
%HGORDG WUDQVSRUW LQ D JUDYHO EHG ULYHU GRHV QRW UXQ
FRQWLQXRXVO\ HLWKHU LQ WLPH RU LQ VSDFH )LHOG VXUYH\
PHDVXUHPHQWVKDYHVKRZQ WKHVHYDULDWLRQVRIEHGORDG WUDQVSRUW
,Q WKH 5LYHU 5KLQH PRUH WKDQ  EHGORDG VDPSOHV ZHUH
DQDO\VHGE\)ULQJVDQG9ROOPHU>@LQWKHSHULRGIRUD
NPORQJULYHUUHDFKFDOOHG/RZHU5KLQH7KH/RZHU5KLQHLV
D W\SLFDO H[DPSOH RI D VLQJOHFKDQQHO FDQDOLVHG ULYHUZLWK EDQN
SURWHFWLRQJUR\QHVDQGEDQNUHYHWPHQWV)RUDQLQWHQVHVKLSSLQJ
WUDIILF EHG ORDG PDQDJHPHQW LV FDUULHG RXW FRQWDLQLQJ GUHGJLQJ
DQG GLVSRVDO RSHUDWLRQV DVZHOO DV DUWLILFLDO EHG ORDG VXSSO\ >@
$OWKRXJKWKHQXPEHURIVDPSOHVLVHQRUPRXVWKHGDWDUHVROXWLRQ
LQ WLPH LVQRW VDWLIDFWRU\ IRU DOO DQDO\VLV FDVHV DQG WKH VWDWLVWLFDO
VLJQLILFDQFHLVQRWDOZD\VJLYHQ1XPHULFDOPRGHOOLQJFDQKHOSWR
FORVHWKHVHJDSVLQWKHPHDVXUHPHQWV
:LWK WKH PHDVXUHPHQW GDWD QR GHSHQGHQFLHV RI GLVFKDUJH
EHQG UDGLXV RU RWKHU LQIOXHQFHV IRU WKH FURVVVHFWLRQDO YDULDWLRQV
FRXOGEHIRXQG,WLVDVVXPHGWKDWWKHQXPEHURIVDPSOHVDUHVWLOO
QRWKLJKHQRXJKIRUVWDWLVWLFDO LQYHVWLJDWLRQVDQGRU WKDWKXPDQ
LQIOXHQFHV HJ VKLSSLQJ EHGORDG VXSSO\ GRPLQDWH WKH
YDULDELOLW\ 8VLQJ WKH KLJK UHVROXWH GDWD IURP WKH QXPHULFDO
VLPXODWLRQDFRUUHODWLRQEHWZHHQGLVFKDUJHDQGHIIHFWLYHWUDQVSRUW
ZLGWKFRXOGEH IRXQG>@)XUWKHU LQYHVWLJDWLRQVDUHGRQH WR ILQG
FDXVHVIRUWKHFURVVVHFWLRQDOYDULDELOLW\RIEHGORDGWUDQVSRUW>@
,Q SDUWLFXODU WKH LQIOXHQFH RI DQ DUWLILFLDO EHGORDG VXSSO\ LV
VKRZQLQWKLVSDSHU
,Q VHFWLRQ ,, WKH PHDVXUHPHQWV VKRZLQJ WKH FURVVVHFWLRQDO
YDULDWLRQ RI EHGORDG WUDQVSRUWZLOO EH GHPRQVWUDWHG 6HFWLRQ ,,,
SUHVHQWV WKH YDOLGDWLRQ RI WKH QXPHULFDOPRGHO IRU LQYHVWLJDWLRQV
FRQFHUQLQJ FURVVVHFWLRQDO YDULDWLRQ RI EHGORDG WUDQVSRUW ,Q
VHFWLRQ ,9 WKH LQIOXHQFH RI EHGORDG VXSSO\ WR WKH YDULDWLRQV DUH
LQYHVWLJDWHG7KHSDSHULVVXPPDULVHGLQWKHFRQFOXVLRQV

,, &52666(&7,21$/9$5,$7,212)%('/2$'
75$163257$77+(1,('(55+(,1
7KH VWDUWLQJ SRLQW IRU WKH SUHVHQWHG LQYHVWLJDWLRQ LV WKH
DQDO\VLV IURP )ULQJV DQG9ROOPHU >@ RI PRUH WKDQ  EHG
ORDGVDPSOHVRI5LYHU5KLQH7KHVHZHUHFRQGXFWHGDWWKHNP
ORQJULYHUUHDFKFDOOHG³1LHGHUUKHLQ´/RZHU5KLQHEHWZHHQWKH
5KHQLVK 0DVVLI DQG WKH *HUPDQ'XWFK %RUGHU GXULQJ WKH WLPH
SHULRG$OWKRXJKWKHQXPEHURIVDPSOHV LVHQRUPRXV
WKHGDWDUHVROXWLRQLQWLPHDQGVSDFHLVQRWDOZD\VKLJKHQRXJKWR
JHWDVWDWLVWLFDOVLJQLILFDQFH
)RU D  NP ORQJ SDUW RI WKH /RZHU 5KLQH 5KNP  ±
DQXPHULFDOPRGHODOUHDG\H[LVWVDW%$:FDOLEUDWHGIRUWKH
WLPH SHULRG    7KLV PRGHO ZDV UHXVHG IRU WKLV VWXG\
)RXUPHDVXUHPHQW VLWHV IURP WKH DQDO\VLVRI )ULQJVDQG9ROOPHU
OD\ LQVLGH WKH QXPHULFDO PRGHO 'VVHOGRUI 9 5KNP 
.DLVHUZHUWK 5KNP*HOOHS 5KNPDQG.UHIHOG 5K
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
NP VHH)LJ7KLVVWUHWFKKDVDPHDQGLVFKDUJHRIDERXW
PVDPHDQZLGWKRIDERXWPDQGDPHDQVORSHRI
Å 7KHPHDQ EHGORDG WUDQVSRUW LQ D FURVV VHFWLRQ LQ WKH \HDUV
LVDERXWNJVZLWKDVXUIDFHDULWKPHWLFPHDQJUDLQ
VL]H RI DERXW  PP ,Q WKLV SDUW DQ HURVLRQ WHQGHQF\ SUHYDLOV
ZKLFKLVDWWHQXDWHGE\EHGORDGVXSSO\
7RDQDO\VHWKHFURVVVHFWLRQDOYDULDELOLW\WKHFURVVVHFWLRQVRI
WKHIRXUPHDVXUHPHQWVLWHVDUHGLYLGHGLQWRVXEVHFWLRQVVHH
)LJLQZKLFKWKHEHGORDGWUDQVSRUWZDVPHDVXUHGVHSDUDWHO\
*HQHUDOO\EHGORDGWUDQVSRUWRFFXUVEHWZHHQWKHJUR\QHKHDGOLQHV
YLVXDOLVHGE\WKHEOXHOLQHVQHDUHVWWKHJUR\QHKHDGVLQ)LJ,Q
WKHIROORZLQJLWLVFDOOHGWKHSRWHQWLDOEHGORDGZLGWK%:SRW7KLVSDUDPHWHU GLIIHUV DORQJ WKH IORZ OHQJWK EHWZHHQ DQG P
ZLWKDPHDQYDOXHRIP8VXDOO\WKHEHGORDGWUDQVSRUWWDNHV
SODFHRQO\LQDSDUWRIWKHSRWHQWLDOEHGORDGZLGWK7KHVRFDOOHG
HIIHFWLYHEHGORDGZLGWK %: LVPRVWO\ VPDOOHU QDUURZHU WKDQ
WKH %:SRW DQG YDULHV FRQVLGHUDEO\ RYHU WLPH :LWK KHOS RI WKHPHDVXUHPHQWVLQWKHVXEVHFWLRQVWKH%:FDQEHFDOFXODWHGDVWKH
VXPRI WKH VXEVHFWLRQZLGWKZKHUH EHGORDG WUDQVSRUW RFFXUUHG
7KH KLJK YDULDELOLW\ RI WKH FURVVVHFWLRQDO EHGORDG WUDQVSRUW
EHFRPHVDSSDUHQWDV WKHHIIHFWLYHEHGORDGZLGWKYDULHVEHWZHHQ
DQGRIWKHSRWHQWLDOZLGWK7KHPHDQ%:YDOXHLVP


)LJXUH0RGHODUHDZLWKPHDVXUHPHQWVLWHV>@

7KH FHQWUH RIPDVV &20 VSHFLILHV WKH VSDWLDOPHDQ RI WKH
FURVVFKDQQHOEHGORDGGLVWULEXWLRQDQGFDQEHGHWHUPLQHGDV WKH
ZHLJKWHG DULWKPHWLF PHDQ RI WKH EHGORDG WUDQVSRUW UDWHV LQ WKH
GLIIHUHQW VXEVHFWLRQV RI D FURVVVHFWLRQ VHH )LJ *HQHUDOO\ LW
ZDV ORFDWHGFORVH WR WKHPLGVWUHDPZLWK DVOLJKW WHQGHQF\ WR WKH
ULJKW EDQNV 7KH DYHUDJHG FHQWUH RI PDVV LV ORFDWHG DW WKH
VWDQGDUGLVHG SRWHQWLDO FURVVVHFWLRQ ZLGWK RI  EXW YDULHV
FRQVLGHUDEO\EHWZHHQDQG
0RUHLQIRUPDWLRQRQWKH5KLQHLWVPRUSKRORJ\DQGWKHKXPDQ
LPSDFWWKHUHRQFDQEHIRXQGLQ>@DQG>@


)LJXUH)OX[OLQHZLWKVXEVHFWLRQVIRUPHDVXUHPHQWRIHIIHFWLYH
EHGORDGZLGWK

)LJXUH0HDVXUHGFHQWUHRIPDVVRIEHGORDGWUDQVSRUW&20IRU
JDXJH'VVHOGRUI5KNPRQ

,,, 02'(/9$/,'$7,212)&52666(&7,21$/9$5,$7,21
:LWK DQ H[LVWLQJ DQG DOUHDG\ FDOLEUDWHG  NP ORQJ
7(/(0$&'6,6<3+(PRGHO93RSHQWHOHPDFRUJZLWK
QRGHV\HDUVRIWKHQDWXUDOK\GURJUDSK
ZHUHVLPXODWHG2QWKHSDUDOOHOFRPSXWHU%XOO%ODGH;%
DW %$: WKH FRPSXWLQJ WLPH LV DERXW  KRXUV IRU WKLV
VLPXODWLRQSHULRGXVLQJSURFHVVRUVVXEGRPDLQV
7KH JULG UHVROXWLRQ ZLWK QRGH GLVWDQFHV EHWZHHQ  P
DOORZVDSURSHUUHSURGXFWLRQRIWKHJUR\QHJHRPHWU\DVZHOODV
WKHDQDO\VLVRIWKHYDULDELOLW\RIWKHFURVVVHFWLRQDOYDULDWLRQLQ
WKHEHGORDGWUDQVSRUW
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
7KHGHWDLOVRIWKHFDOLEUDWLRQDUHGHVFULEHGE\%DFNKDXVHW
DO >@ 2QO\ WKH PRVW LPSRUWDQW SDUDPHWHUV RI WKH
K\GURG\QDPLF DQG PRUSKRG\QDPLF PRGXOHV 7(/(0$&'
>@DQG6,6<3+(>@DUHOLVWHGKHUH
x +\GURG\QDPLFWLPHVWHSV 
PRUSKRORJLFDOIDFWRU
x 1LNXUDGVHIULFWLRQODZVHYHQGLIIHUHQWIULFWLRQ]RQHV
x (OGHUWXUEXOHQFHPRGHO
x 0XOWLJUDLQVHGLPHQWFODVVHVPXOWLOD\HUPRGHO
OD\HUVFRQVWDQWDFWLYHOD\HUWKLFNQHVVFP
x 0H\HU3HWHU DQG 0OOHU WUDQVSRUW IRUPXOD .DULP
+ROO\<DQJKLGLQJH[SRVXUHIRUPXODWLRQ
x .RFK DQG )ORNVWUD DQG 7DOPRQ VORSH HIIHFW
IRUPXODWLRQ
%HIRUHXVLQJWKHPRGHOIRUIXUWKHULQYHVWLJDWLRQVLWPXVWEH
VKRZQ WKDW WKHPRGHO LVDEOH WR UHSURGXFH WKHPHDVXUHGEHG
ORDG WUDQVSRUWDQG LWVYDULDELOLW\7KLVYDOLGDWLRQZDVGRQHE\
FRPSDULQJ WKHEHGORDG WUDQVSRUW DORQJ WKH ULYHU VWUHWFK )LJ
DQGUHSUHVHQWDWLYHO\ WKHGLVWULEXWLRQRI WKH WUDQVSRUWUDWHDW
VRPHFURVVVHFWLRQV )LJ)XUWKHUPRUH WKHPHDQYDOXHVRI
WKH HIIHFWLYH EHGORDG ZLGWK DQG LWV YDULDELOLW\ )LJ  ZHUH
DQDO\VHG
)LUVWO\WKHWLPHDYHUDJHGEHGORDGWUDQVSRUWDORQJWKHULYHU
VWUHWFKZDVFRPSDUHGVHH)LJ$VWKHYDULDELOLW\LQWLPHLV
TXLWHKLJKDUHDVRQDEOHQXPEHURIPHDVXUHPHQWVLVQHHGHGIRU
D VLJQLILFDQW FDOFXODWLRQ7KLV LV WKH FDVH RQO\ IRU IRXU FURVV
VHFWLRQVZKHUHWKHUHVXOWVRIWKHQXPHULFDOPRGHOPDWFKZLWK
WKHPHDVXUHPHQWVYHU\ZHOO
)LJVKRZVWKHGLVWULEXWLRQRIWKHEHGORDGWUDQVSRUWUDWH
DWFURVVVHFWLRQ5KNPIRUWKUHHGLIIHUHQWSRLQWVLQWLPH
7KHTXDOLW\RIWKHUHSURGXFWLRQRIWKHQXPHULFDOPRGHOUDQJHV
EHWZHHQ QHDU SHUIHFW DQG UHDVRQDEOH $ FURVVVHFWLRQDO
YDULDELOLW\ FDQEH VLPXODWHGZLWK WKH QXPHULFDOPRGHO EXW LV
QRW DV GLVWLQFWLYH DV LQ WKH PHDVXUHPHQWV 6PRRWKLQJ HIIHFWV
GXHWRWLPHDQGVSDFHGLVFUHWLVDWLRQRUIXUWKHUQXPHULFDOHIIHFWV
FRXOG EH WKH UHDVRQ )XUWKHUPRUH WKH EDWK\PHWU\ ZDV QRW
PHDVXUHG DW WKH VDPH WLPH ZLWK WKH EHGORDG WUDQVSRUW
PHDVXUHPHQWV8QFHUWDLQWLHVGXHWRGLYHUJHQWEHGOHYHOVLQWKH
PRGHOVKRXOGDOVRWDNHLQWRDFFRXQW
7KH WLPH DYHUDJHG HIIHFWLYH EHGORDG ZLGWK DQG WKH
PLQLPXP DQG PD[LPXP YDOXHV DUH FRPSDUHG EHWZHHQ
PHDVXUHPHQWVDQGVLPXODWLRQLQ)LJ7KHDYHUDJHGYDOXHVDV
ZHOODVWKHUDQJHEHWZHHQPLQLPXPDQGPD[LPXPDJUHHZHOO
%XW WKH GLIIHUHQFHV EHWZHHQ WKH KLJKHVW DQG ORZHVW WLPH
DYHUDJHG YDOXHV DW WKH IRXU FURVVVHFWLRQV DUH KLJKHU IRU WKH
PHDVXUHPHQWV HJ PHDVXUHG GLIIHUHQFH RI %:    P
VLPXODWHG P7KXVWKHVSDWLDOYDULDELOLW\LVVOLJKWO\KLJKHU
IRUWKHPHDVXUHPHQWV7KHWHPSRUDOYDULDELOLW\RIWKHHIIHFWLYH
EHGORDGZLGWKFDQEHH[SUHVVHGE\ WKH VWDQGDUGGHYLDWLRQRI
WKH HIIHFWLYH EHGORDG ZLGWK ,W LV DJDLQ VPDOOHU IRU WKH
VLPXODWLRQV ±P WKDQ IRU WKHPHDVXUHPHQWV ±
P

)LJXUH&RPSDULQJWKHPHDVXUHGDQGVLPXODWHGWLPHDYHUDJHG
EHGORDGWUDQVSRUWDORQJWKHULYHUVWUHWFKQQXPEHURI
PHDVXUHPHQWVIRUWKHWLPHDYHUDJLQJ



)LJXUH&RPSDULQJWKHPHDVXUHGDQGVLPXODWHGGLVWULEXWLRQRI
EHGORDGWUDQVSRUWUDWHLQWKHFURVVVHFWLRQ5KNPDWD
EDQGF
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)LJXUH&RPSDULQJWKHPHDVXUHGDQGVLPXODWHGWLPHDYHUDJHG
HIIHFWLYHEHGORDGZLGWKDQGLWVPLQLPXPDQGPD[LPXPYDOXHV
7KH YDOLGDWLRQ KDV SURYHQ WKDW WKH PRGHO FDQ EH XVHG WR
DQDO\VH WKH YDULDELOLW\ RI EHGORDG WUDQVSRUW LQ WKH FURVV
VHFWLRQ %XW VPRRWKLQJ WHQGHQFLHV RI WKH QXPHULFDO PRGHO
PXVWEHWDNHQLQWRDFFRXQWIRUWKHLQWHUSUHWDWLRQ

,9 ,1)/8(1&(621&52666(&7,21$/9$5,$7,2162)
%('/2$'75$163257
7KHUHDVRQVIRUWKHKLJKFURVVVHFWLRQDOYDULDELOLW\RIEHG
ORDG WUDQVSRUW LQ WKLV ULYHU VWUHWFK DUH PDQLIROG 1DWXUDO
LQIOXHQFHVOLNHXQVWHDG\GLVFKDUJHVGXQHWUDQVSRUWWXUEXOHQFH
HIIHFWV YDU\LQJ EHQG UDGLL DQG VRUWLQJ HIIHFWV DOO DIIHFW WKLV
YDULDELOLW\DVZHOODVDUWLILFLDOLQIOXHQFHVKXPDQLPSDFWVOLNH
QDYLJDWLRQ RU EHGORDGPDQDJHPHQW PHDVXUHV +HUH RQO\ WKH
LQIOXHQFH RI DUWLILFLDO EHGORDG VXSSO\ LV DQDO\VHG )XUWKHU
DQDO\VLVFDQEHIRXQGLQ>@
7KH UHIHUHQFH VWDWH RU EDVHOLQH FRQGLWLRQ XVHG IRU WKH
YDOLGDWLRQ LQ VHFWLRQ ,,, GRHV QRW WDNH DQ\ GUHGJLQJ DQG
GLVSRVDODFWLYLWLHVLQWRDFFRXQW7RXQGHUVWDQGWKHLQIOXHQFHRI
EHGORDG PDQDJHPHQW PHDVXUHV RQO\ RQH DUWLILFLDO EHGORDG
VXSSO\ZDVVLPXODWHG-XVWDERYHWKHILUVWPHDVXUHPHQWJDXJH
 PG RI VHGLPHQW VOLJKWO\ FRDUVHU WKDQ WKH ORFDO EHG
PDWHULDOZDVVXSSOLHGDWDQH[LVWLQJVXSSO\DUHD5KNP
±RYHU WKH WLPH SHULRGRI DERXW RQH \HDU ±
 7KLV LV WZLFH DV PXFK PDWHULDO DV VXSSOLHG
QDWXUDOO\WRWKLVDUHD
7KH LQIOXHQFH RI WKLV PHDVXUH LV REVHUYHG E\ WKH \HDUO\
DYHUDJHGHIIHFWLYHEHGORDGZLGWK%:VHH)LJ7KH%:
LV VWURQJO\ FRUUHODWHG ZLWK WKH \HDUO\ DYHUDJHG GLVFKDUJH
FRPSDUH)LJZLWK)LJ7KHILUVWFKDQJH LQWKH%:FDQ
REYHUYHGLQDWWKHILUVWWZRPHDVXUHPHQWJDXJHVDQG
 NP EHORZ WKH VXSSO\ DUHD$W GLVWDQFHV RI  DQG  NP
GRZQVWUHDPIURPWKHVXSSO\DUHDWKH%:VWDUWVWRGLIIHUIURP
EHWZHHQRURQZDUGV8VLQJ WKLVGDWDDYHU\ URXJK
HVWLPDWLRQRIWKHEHGORDGWUDQVSRUWYHORFLW\JLYHVDERXW±
NPD 7KLV FRUUHVSRQGV ZLWK RWKHU HVWLPDWLRQV IRU WKH 5LYHU
5KLQHLQWKHUDQJH±NPD>@
,QWHUHVWLQJO\ WKH EHGORDG VXSSO\ OHDGV JHQHUDOO\ WR D
VPDOOHUHIIHFWLYHEHGORDGZLGWK7KHVWURQJHVW LPSDFWFDQEH
REVHUYHGNPEHORZWKHVXSSO\DUHD2QO\LQWKH\HDUV
DQGDW5KNPGRHVWKH%:LQFUHDVHGXHWRWKHEHG
ORDGVXSSO\6RIDUWKHUHLVQRVDWLVIDFWRU\H[SODQDWLRQIRUWKLV
LQFRQVLVWHQF\ 7KH JHQHUDO HIIHFW PLJKW EH H[SODLQHG E\ D
GHFUHDVLQJEHGORDGWUDQVSRUWGXHWRFRDUVHUEHGORDGPDWHULDO
&RQVHTXHQWO\ WKH %: GHFUHDVHV DV ZHOO DV LW LV VWURQJO\
FRUUHODWHG ZLWK WKH GLVFKDUJH DQG DOVR ZLWK WKH EHGORDG
GLVFKDUJH




)LJXUH<HDUO\DYHUDJHGHIIHFWLYHEHGORDGZLGWKIRUWKHIRXU
PHDVXUHPHQWVLWHVZLWKDQGZLWKRXWDVLQJOHEHGORDGVXSSO\
PHDVXUH
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)LJXUH<HDUO\DYHUDJHGGLVFKDUJH

7DEOH&RPSDULVRQRIHIIHFWLYHEHGORDGZLGWK%:DQGLWV
VWDQGDUGGHYLDWLRQ%:$YHUDJHGIRUWKHJLYHQWLPHSHULRGIRUWKH
UHIHUHQFHVLPXODWLRQDQGWKHVLPXODWLRQZLWKEHGORDGVXSSO\
 5KNP

5KNP


5KNP


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
 %:
P
V%:P
%:
P
V%:P
%:
P
V%:P
%:
P
V%:P
5HIHU
HQFH
       
:LWK
EHG
ORDG
VXSSO\
       

7R GHPRQVWUDWH WKH FURVVVHFWLRQDO YDULDWLRQV RI EHGORDG
WUDQVSRUW WKH VWDQGDUG GHYLDWLRQ LV XVHG7KH KLJKHU WKH VWDQGDUG
GHYLDWLRQ WKHKLJKHU WKH YDULDELOLW\ ,Q7DEOH , WKH HIIHFWLYH EHG
ORDGZLGWKVDQGWKHLUVWDQGDUGGHYLDWLRQVDUHFDOFXODWHGIRUFKRVHQ
WLPHSHULRGV'XULQJWKHVHSHULRGVWKH%:DUHDIIHFWHGE\WKHEHG
ORDG VXSSO\ )RU DOO PRQLWRUHG FURVVVHFWLRQV WKH VWDQGDUG
GHYLDWLRQVDUHKLJKHUZLWKEHGORDGVXSSO\DOWKRXJKWKHHIIHFWLYH
EHGORDGZLGWKVDUHVPDOOHU7KHLQFUHDVHRIWKHVWDQGDUGGHYLDWLRQ
LV±PZKLFKLVQRWQHJOLJLEOH$VVXPLQJDQRUPDOGLVWULEXWLRQ
RI EHGORDG ZLGWKV  RI DOO VLPXODWHG YDOXHV OD\ LQVLGH WKH
LQWHUYDORIIRXUWLPHVWKHVWDQGDUGGHYLDWLRQ%:V%:)RUH[DPSOHDW5KNPZLWKRXWEHGORDGVXSSO\WKHHIIHFWLYHEHG
ORDGZLGWKRIDOOYDOXHVYDULHVEHWZHHQ±P7KH
EHGORDGVXSSO\LQFUHDVHVWKLVLQWHUYDOWR±P
$V VKRZQ LQ )LJ  WKH GLIIHUHQFHV EHWZHHQ WKH \HDUO\
DYHUDJHG %:ZLWK DQG ZLWKRXW EHGORDG VXSSO\ YDU\ RYHU WLPH
DQGDUHWKHUHIRUHODUJHUWKDQWKHPHDQYDOXHVJLYHQLQWDEOH,7KLV
LVDOVRWUXHIRUWKH\HDUO\DYHUDJHGVWDQGDUGGHYLDWLRQV7KHEHG
ORDGVXSSO\OHDGVWRDPD[LPXPLQFUHDVHRILQWKH\HDU
DW5KNPIRUWKHVWDQGDUGGHYLDWLRQ
7KH UHVXOWV VKRZ D VLJQLILFDQW LQGLFDWLRQ WKDW WKH EHGORDG
VXSSO\ LQWHQVLILHV WKH FURVVVHFWLRQDO YDULDWLRQ RI EHGORDG
WUDQVSRUW 7KH LQIOXHQFH RI RQH \HDU RI EHGORDG VXSSO\ FDQ EH
VHHQIRUDWOHDVW\HDUVLQWKHFURVVVHFWLRQDOYDULDWLRQV7KHHIIHFW
LVSUREDEO\QHJOLJLEOHDWWKHHQGRIWKHVLPXODWLRQSHULRG)XUWKHU
LQYHVWLJDWLRQVZLWK ORQJHU VLPXODWLRQ SHULRGV DQG RWKHU EHGORDG
PDQDJHPHQWVFHQDULRVVHHPSURPLVLQJ

9 &21&/86,216
)RU D QXPHULFDO K\GURPRUSKRG\QDPLF PRGHO RI D  NP
ORQJ VWUHWFK RI WKH /RZHU 5KLQH WKH DELOLW\ WR VLPXODWH FURVV
VHFWLRQDO YDULDELOLW\ RIEHGORDG WUDQVSRUWZDV YHULILHG7KLVZDV
GRQH E\ FRPSDULQJ PHDVXUHG DQG VLPXODWHG EHGORDG WUDQVSRUW
HIIHFWLYHEHGORDGZLGWKLWVVWDQGDUGGHYLDWLRQDQGWKHGLVWULEXWLRQ
RIEHGORDGWUDQVSRUWDORQJDFURVVVHFWLRQ7KHUHVXOWVVKRZWKDW
WKHDYHUDJHYDOXHVDQGDOVRWKHPLQLPXPDQGPD[LPXPYDOXHVIRU
VLPXODWLRQ DQG PHDVXUHPHQWV PDWFK YHU\ ZHOO +RZHYHU WKH
VLPXODWLRQ UHVXOWV DUH JHQHUDOO\ VPRRWKHG GXH WR WLPH DQG VSDFH
GLVFUHWLVDWLRQDQG IXUWKHUQXPHULFDO HIIHFWV7KLV OHDGV WR VPDOOHU
YDOXHV RI WKH VWDQGDUG GHYLDWLRQ 1HYHUWKHOHVV WKH QXPHULFDO
PRGHO FDQEHXVHG WR DQDO\VH WKH UHDVRQV IRU WKH FURVVVHFWLRQDO
YDULDELOLW\RIEHGORDGWUDQVSRUW
$VDQH[DPSOHDQLQYHVWLJDWLRQRQ WKH LQIOXHQFHRIEHGORDG
VXSSO\WR WKHFURVVVHFWLRQDOYDULDELOLW\RIEHGORDGWUDQVSRUWZDV
SUHVHQWHG)XUWKHU LQYHVWLJDWLRQVFDQEHIRXQGE\:DOWHU>@7KH
FKRVHQ FRDUVHU EHGORDG VXSSO\ OHDGV JHQHUDOO\ WR D ORZHU EHG
ORDG WUDQVSRUW ZKLFK QDUURZV WKH HIIHFWLYH EHGORDG ZLGWK EXW
LQWHQVLILHVWKHFURVVVHFWLRQDOYDULDELOLW\
7KLV LQYHVWLJDWLRQ LV D ILUVW VWHS WRZDUGV GHWHUPLQLQJ WKH
UHDVRQV IRU WKHKLJKEHGORDG WUDQVSRUWYDULDWLRQPHDVXUHG LQ WKH
/RZHU5KLQH7KHSRVVLELOLWLHVIRUGLIIHUHQWVHWWLQJVVFHQDULRVWR
H[DPLQH QDWXUDO RU DUWLILFLDO LQIOXHQFHV VLPXODWHG ZLWK WKH
SUHVHQWHGQXPHULFDOPRGHODUHKXJH$EHWWHUXQGHUVWDQGLQJRIWKH
FRPSOH[LW\RIWKHEHGORDGWUDQVSRUWDVZHOODVWKHHIIHFWLYHQHVVRI
EHGORDGPDQDJHPHQWPHDVXUHVDUHH[SHFWHGRIWKHVHSURVSHFWLYH
VWXGLHV

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Abstract—The current work focuses on the sediment trans-
port of non cohesive graded sediment with the TELEMAC-
MASCARET Modelling System. The 2D hydro-sedimentary nu-
merical models are based on the experiments lead by Wilcock
and Crowe [2003] ran in straight flumes where both water
and sediment are recirculated, using a wide range of flows
and grain sizes distributions (GSD). Motivations of this study
lie on (i) the improvement of the transport rates estimation
in the code with comparison to the classical formulation for
bedload transport of MPM [1948] and (ii) the applicability of
a graded sediment transport model to the numerical simulation
of complex morphodynamic problems such as bar formation and
propagation. Results show that the computed sediment fluxes are
strongly sensitivite to the method of discretization of the GSD,
and satisfactory transport rates can be obtained with a relevant
discretization of the GSD.
I. INTRODUCTION
Modelling the transport of mixtures of non-cohesive parti-
cles (also referred to as graded sediment) remains a challenge
due to the difficulty to reproduce the non-linear interactions
between grains of different shape and size. In the last decades,
a variety of sediment transport models have been proposed
[7], but most of them are based on experimental data and no
general physics-based formula for sediment transport capacity
exists, although some works linking phenomenon of turbulence
to sediment mobilization are promising [9].
Two types of model have been proposed to estimate the
sediment transport capacity of graded sediment : stochastic
models and deterministic models. Stochastic models for mixed
sediment are based on the computation of fractional mobility
of sediment by using the concept of continuous-time Markov
process (for more information, the reader is referred to [21],
[26]). Stochastic models remained quite limited, as the model
parameters (e.g. particles velocity) have to be determined
from exhaustive field campaigns or experiments. Moreover,
stochastics model have to be improved, such as taking into
account the spatial and temporal variation of bed shear stress
and sand content [26].
Deterministic models were first proposed to estimate the
sediment transport capacity of unisize (also known as uniform)
sediment [6], [7], [10]. Natural sand-gravel-bedded rivers often
show a wide Grain Size Distribution (GSD), and application
of classical bedload equations usually fails in reproducing
relevant transport rates [17]. This failure occurs because of
the strong interactions between fine and coarse grains, which
play a major role on the sediment transport process [4], [5],
[13]. This process is commonly refered to as the hiding or
hiding-exposure effect, which is manifested by the nature of
coarse grains to hide finer grains in their interstices. While the
gravitational effects make the larger particles harder to move,
the hiding effects tends to counterbalance this phenomenon by
increasing coarse grain mobility and decreasing the mobility
of fine grains. Simplest models proposed the calculation of a
hiding-exposure coefficient for each size fraction of sediment
(initially proposed in the seminal work of Einstein [5]), to be
replaced in the classical sediment transport capacity formula
for uniform sediment to estimate a Shields parameter and a
fractional transport rate for each size fraction [14]. Today,
those formulations are commonly used in numerical modelling
of graded sediment processes [20].
However, neither of those classical transport formulations
were based on data derived from beds of heterogeneous
sediment, and there is no justification for assuming that either
equation can simply be applied with the Shields parameter
based on di (the grain size of the ith class) multiplied by Fi
(the volume fraction of the ith class of sediment). The use
of those classical approaches would be far more justifiable by
using a representative grain size d (the median grain size or the
geometric mean grain size). If a fractional transport procedure
is to be used, it should be done with one of the formulations
derived for that purpose [18] (and references therein). These
more sophisticated models take account of the hiding effects
of poorly-sorted sediment by calculating a fractional-based bed
load transport based on a similarity analysis between the bed
load transport rate of size fraction i denoted qb,i and with
the skin friction relative to the same size fraction denoted τri
[3], [12], [16], [23]. The similarity hypothesis assumes that
transport rates are determined by the same transport law for
each fraction [3], [7].
In the framework of modelling alluvial bar formation,
development and stabilization, it is of main interest to fairly
estimate the sediment transport in natural rivers, since rivers
commonly show a variability on the GSD [1] and bars evolu-
tion (i.e. armor formation and break-up) depend on fractional
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transport rates estimation [11], [12], [15]. In other words,
the simulation of bar dynamics often raises issues that can
have an impact on the estimation of bar’s characteristics
such as their length, height, or temporality. Therefore, the
authors proposed to implement and reproduce numerically the
experiments of Wilcock and Crowe [23] (WC-2003) using
a two dimensional fully-nonlinear physics based numerical
model using the Telemac-Mascaret modelling system (TMS).
The model of Wilcock and Crowe [23] is interesting in
the way that i) it is based on surface investigations and is
particularly adapted for the prediction of transient conditions
of bed armoring and scenarios of bed aggradation/degradation,
ii) it considers the full size distribution of the bed surface
(from finest sands to coarsest gravels), iii) it was calibrated
using a total of 49 flume experiments with small-to-high
water discharges and five different sediment mixtures and later
modified and validated with 6239 values of Qs, and iv) the
hiding function has been designed to resolve discrepancies
observed from previous experiments [12], [16] including the
hiding exposure effect of sand content on gravel transport for
weak to high values of sand content in the bulk mix.
Although the sophisticated formulas would be powerful
tools as sediment transport estimators, it is yet not clear how
to use it in the scope of numerical modelling. For example,
previous numerical studies using the WC-2003 formula are
based on the discretization of the GSD into only 2 size
classes of bed material corresponding to sand and to gravel
respectively [2], [22], whereas natural rivers usually show a
continuous spectrum of grain sizes. Therefore, the numerical
application of such models raises several problems in matter
of GSD discretization: i) which method should be used to
discretize the GSD? and ii) does the number of size classes of
sediment plays an important role in the estimation of transport
rates? The present paper aims to investigate these two points.
A description of the mathematical models (hydrodynamics
and morphodynamics) and of the numerical treatment of
physical processes is provided in Part II, together with the
experimental data from WC-2003 used in this numerical study.
In Part III, attention is given on the numerical modelling
of graded sediment transport in the goal of reproducing the
laboratory experiments of WC-2003. Results provided by the
numerical models are analyzed and compared with experimen-
tal data in Part IV.
II. MATERIALS AND METHODS
A. Two-dimensional hydrodynamic model
The hydrodynamics solver Telemac-2D is internally cou-
pled to the sediment transport and bed evolution module
Sisyphe. The hydrodynamics module is based on the solu-
tion of shallow-water equations (SWE) obtained from several
strong assumptions (hydrostatic pressure distribution, averaged
vertical velocity, etc.), wherein the momentum diffusion coef-
ficient is assumed equal to the turbulent viscosity, which is
constant troughout the domain with νt = 10−6 m2/s:⎧⎨
⎩
∂th+ u · ∇(h) + hdiv(u) = Sh
∂tu+ u · ∇(u) = −g∂xzs − Sf,x + h
−1div(hνt∇u)
∂tv + u · ∇(v) = −g∂yzs − Sf,y + h
−1div(hνt∇v)
(1)
where ∂t = ∂/∂t, g is the acceleration of gravity = 9.81
m.s−2, h is the water depth [m], zs = zb + h the free surface
[m] (Fig.1) with zb the elevation of the riverbed topography
[m], u = (u, v) with |u| the module of u, u (resp. v) the
fluid velocity along the Cartesian x-axis (resp. y-axis) [m/s]
and Sf,x (resp. Sf,y) corresponds to the friction forces along
the Cartesian x-axis (resp. y-axis). In this work, the friction
coefficient is determined with the law of Strickler:
Sf,i =
ui|u|
K2h4/3
, (2)
where K is the friction coefficient of Strickler and i is stands
as the Einstein index.
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Fig. 1: Sketch illustrating the working-length of the
experiments of WC-2003 and the main variables used in the
SWE model.
B. Two-dimensional morphodynamics model
Graded sediment processes are successively modeled with
the morphodynamic module by: i) discretizing the sediment
mixture into sediment fractions, where the representative di-
ameter of the ith size class of sediment is user defined,
ii) the application of a bedload transport capacity formula
for each separate fraction and iii) using a mass conservation
equation adapted for bedload transport for each fraction. The
present model assumes a unique layer for the transport of
sediment, and the recirculation of sediment was implemented
to inject sediments exiting the downstream boundary through
the upstream boundary. In this work, the equations to be solved
are listed below:
a) Mass balance equation:
The riverbed evolution is computed from the Exner sedi-
ment mass balance equation:
∂tzb +
1
ǫ0
∇ · qb = 0 , (3)
where qb is the volumetric bedload solid discharge per unit
of width [m2/s] and ǫ0 = (1 − P0) with P0 = 0.4 the bed
porosity.
The Exner equation can be generalized for graded sediment
as [7]:
∂tzb +
1
ǫ0
∇ ·
N∑
i=1
qb,i = 0 , (4)
where N is the number of size classes of sediment and
qb,i corresponds to the fractional volumetric bedload solid
discharge per unit of width of the ith size class [m2/s].
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b) Estimation of sediment transport capacity:
The fractional transport rate qb,i is then estimated using
two distinct bedload formulas: i) the formula of Meyer-Peter
and Mu¨ller (MPM) [10] and ii) the formula of WC-2003 [23].
The formula of MPM [10] gives:
qb,i√
gΔsd3m
= α
(
θ−θc
)γ
, with α = 8, γ =
3
2
, and θc = 0.047
(5)
where dm denotes the mean grain size diameter [m], θ the
dimensionless Shields parameter and θc the dimensionless
critical Shields parameter. The calibration of MPM formula
on α and γ coefficients lead to other formulations, tested and
verified for river applications [25].
The formula of WC-2003 is based on the estimation of the
transport rate per unit of width for the ith size fraction qb,i by
the relation:
Wi
∗ = f(τ/τri) =
Δsgqb,i
Fiu∗3
, (6)
where Wi
∗ denotes the form of similarity collapse over
fractional transport rate (also refered to as the dimensionless
transport rate for the ith class of sediment), τ [Pa] is the bed
shear stress, τri [Pa] the reference shear stress of the ith size
class (also refered to as the similarity parameter), Fi is the
proportion of size i on the bed surface, Δs = ρs/ρ− 1 is the
relative submerged sediment density and u∗ [m/s] the shear
velocity. τri is defined as the value of τ at which Wi
∗ is equal
to a small reference value of 0.002 [7], [12]. The transport
function is defined as follows:
Wi
∗ =
⎧⎨
⎩
0.002Φ7.5 for Φ < 1.35
14
(
1−
0.894
Φ0.5
)4.5
for Φ ≥ 1.35
, (7)
where Φ =
τ
τri
corresponds to the ratio between the fluid shear
stress over the reference shear stress of size fraction i. The
relationship between the variables and processes accounting
for the transport of graded sediment are showed in Figure 2.
The definition of the hiding function was made in two
steps. First, the authors introduced a hiding function analogous
to that used in previous graded transport models [5] [16]
[12] in the way that sediment transport rates are lowered for
finer fractions (i.e. decrease of τri) and increased for coarsest
material (i.e. increase of τri):
τri
τrm
=
(
Di
Dsm
)b
with b =
0.67
1 + exp
(
1.5−
Di
Dsm
) ,
(8)
where τrm is the reference shear stress of the mean size of
bed surface, Di is the grain size of fraction i and Dsm the
mean grain size of bed surface. In this study, it is important
to mention that dm and Dsm are equivalent, as we use a
single layer to model surface sediment transport. Secondly,
the hiding function was modified to predict τrm in function of
the dimensionless reference shear stress of mean size of bed
surface τ∗rm:
τ∗rm =
τrm
(s− 1)ρgDsm
, (9)
with ρ the water density. The dimensionless reference shear
stress τ∗rm was shown to decrease exponentially in function
of the sand fraction at the bed surface denoted Fs [7] (wrongly
mentionned as the percentage of sand in the original article of
Wilcock and Crowe [23]):
τ∗rm = 0.021 + 0.015 exp[−20Fs] . (10)
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ݑ∗
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ݍ ௕,௜ ௜ܹ∗
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ܨ ௦ܦ௦௠ ߬௥௠ ߬௥௠∗ܾ ߬௥௜ Hiding
Transport
Fig. 2: Scheme of application of the mixed-size sediment
transport model of WC-2003. Parameters in blue boxes are
input parameters, those in white boxes are intermediary
variables computed to estimate the transport rate of size
fraction i in the black box.
In the module Sisyphe of TMS, the model
was implemented in a new subroutine named
Wilcock_Crowe_bedload.f which is called by
bedload_formula.f. At each computational time
step, the fraction of sand Fs is computed at each node in
the subroutine bedload_main.f and transfered to several
of its subroutines. The model requires information on the
geometric mean grain size of the bed surface Dsm which
is computed in the subroutine mean_grain_size.f (cf.
Appendix A).
C. Wilcock and Crowe experiments
A brief description of the Wilcock and Crowe [23] ex-
periments is given below. The experiments of WC-2003 were
run in a laboratory tilting flume of 0.6 m wide and 8 m long
working section, with a 1 m long upstream section dedicated
to flow and morphodynamical adaptation. The flow depth was
held in a narrow range for all flume runs with values between
0.09 m and 0.12 m, so that we can neglect the viscosity forces.
Each experiment was run at least for 60 min to ensure the
morphodynamic equilibrium and the data provided by WC-
2003 are recorded from the final state of the experiments (cf.
Tab.I).
The sediment transport model of WC-2003 was calibrated
using five GSD by adding different amounts of sand to a gravel
mixture. The sand ranged in size from 0.21 to 2.0 mm and the
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gravel from 2.0 to 64 mm. For each single GSD, the fraction
of sand Fs varied from 6.2% to 34.3%, which allows the
representation of a wide range of natural gravel-bedded rivers.
Sediment transport rates varied at least four orders of magni-
tude for each mixture, ranging from 1.8×10−5 kg m−1 s−1 to
1.2×10−1 kg m−1 s−1 [23]. The observations made by WC-
2003 [23] assume that particles are subject mainly to bedload
transport. The dataset includes hydraulics measurements (water
depth, longitudinal flow velocity, discharge) and sedimentary
records (transport rate, bulk and surface GSD). More details
about the experimental set-up and methods of data recording
is documented in Wilcock and McArdell [24].
Among the 49 experimental tests performed by WC-2003,
2 distinct cases (namely BOMC2 and BOMC4) are considered
to carry out the numerical investigations presented later. Both
laboratory experiments started with the same initial bed surface
GSD composed of the bulk-mix denoted BOMC (Bed Of Many
Colors, see Fig.3). Different input flowrates are injected in
both experiments, resulting in a different final state equilibrium
for the geometry (longitudinal slope), hydraulics (i.e. water
depth, velocity, shear velocity, friction forces, etc., see Tab.I)
and sedimentary properties (i.e. transport rate, surface GSD,
etc., see Fig.3) between both systems.
Name Q [m2/s] h [m] -∂xzb u [m/s] qs [g/m/s] Froude
BOMC2 0.067 0.112 0.0032 0.60 7.1 0.57
BOMC4 0.081 0.094 0.0077 0.90 157 0.90
TABLE I: Mean geometric, hydraulic and sedimentary
variables recorded in the end of the experiments BOMC2
and BOMC4 of WC-2003.
The choice of reproducing numerically the laboratory ex-
periments using the BOMC GSD was made in order to inves-
tigate the behavior of two distinct sediment transport capacity
formulas, using extreme conditions of wide size distribution of
sediments. Indeed, Fig.3 clearly shows the bimodality (close
to trimodality) of the BOMC GSD. The comparison between
BOMC2 and BOMC4 experiments allows the study of the
system under the partial and full transport respectively.
III. NUMERICAL MODELLING OF GRADED SEDIMENT
TRANSPORT
The main caracteristics of the numerical models which have
been developed to reproduce the two distincts scenarios of the
experiments of WC-2003 (BOMC2 and BOMC4 respectively)
are presented in this section. A description of the model
geometry and the choice of boundary conditions is firstly
given. Secondly, a step of calibration on bottom friction forces
was necessary to achieve hydraulics uniform and permanent
regimes. Finally, further details are presented on the set-up of
the morphodynamic models.
The present study is intended to focus on the sediment
transport capactity estimation. Other phenomenogical aspects
such as riverbed evolution are not discussed here. As a
consequence, the present numerical models are designed to
start directly from the equilibrium conditions of WC-2003
experiments given in Tab.I.
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Fig. 3: (a) GSD of the bulk, surface and transport for
BOMC2 and BOMC4 experiments of WC-2003, (b)
Frequency distribution of the surface granulometry and
volume fraction of transport of each class of sediment.
A. Mesh and topography
The domain is represented by a computational mesh of 10
m long and 0.6m wide, composed of 4427 irregular triangles
with an approximate size of 4 cm, so that the cross-sections
are defined by approximately 18 nodes. The initial longitudinal
slopes of BOMC2 and BOMC4 numerical experiments are
given in Tab.I. Morphodynamics simulations are run using a
constant computational time-step equal to 0.01 s. The strategy
of model calibration is presented later in the paper.
B. Model boundary conditions
Numerical simulations are run under subcritical flow con-
ditions (Tab.I). To achieve properly the uniform-permanent
equlibrium state observed by WC-2003, the upstream bound-
ary condition is defined as a constant discharge Q and the
downstream boundary condition is imposed as a constant free
surface profile (Fig.1). Friction forces due to the clear sidewalls
[24] are neglected in the model. The hotstart generation (uni-
form steady flow) is reached after 100 s for both experiments.
The upstream boundary condition is set as a recirculat-
ing flux of sediment (i.e. outgoing sediments are reinjected
upstream) generalized for graded sediment transport and the
downstream boundary nodes are set as non-erodable (i.e. nodes
elevation is fixed). Implementation of the recirculation of sed-
iment required the modification of several Sisyphe subroutines
(cf. Appendix B).
C. Model calibration
The calibration of the hydrodynamic model is performed
on the basis of the modification of the roughness coefficient
of Strickler (Eq.2). Sensibility analysis are firstly carried out
using a small numerical time-step equal to Δt = 0.005 s
with a Strickler coefficient in the range of [40-50] m1/3/s.
The arbitrary value of Δt = 0.005 s is chosen to achieve
a CFL number equal in the order of 0.125. Results from
calibration on water depths and longitudinal velocity are shown
in Figure 4 and the absolute error plots suggest that a value
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of K = 45 m1/3/s yields satisfactory values of water depths
and velocities, which remain less than 1% along the whole
longitudinal profile.
The influence of the computational time-step is investigated
to determine a good compromise between results quality and
simulation time. Table II shows the absolute averaged error
per node in water depth [m] using three higher values of Δt
equal to 0.01, 0.02 and 0.05 s respectively, using Δt = 0.005
s as a reference. A time step equal to Δt = 0.01 s has been
chosen for the numerical simulations reported here. Indeed,
this value of time-step gives satisfactory results in matter of
water depths compared to the reference time-step, whereas the
value of Δt = 0.2 s gives values diverging from the reference
with a value over 10%.
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Fig. 4: Relative errors computed along the longitudinal
profile for (a) the water depths and (b) the velocities, issued
from variation of the Strickler friction coefficient.
Time step [s] Error in water depth estimation [m]
0.01 2.3·10−8
0.02 1.44·10−3
0.05 0.115
TABLE II: Absolute averaged error per node in water depth
[m] for different computational time-steps.
D. Morphodynamic parametrisation
As a single layer of transport is used in the current model,
no GSD evolution of the riverbed is intended to be observed
in the numerical experiments. Instead, the numerical models
are implemented to run short-term simulations of 100 s, with
the assumption that the morphodynamic equilibrium is already
achieved from the beginning until the end of the computation.
In the experiments of WC-2003, the bed does not present
transverse slopes so that bed slopes effects acting sediment
transport can be neglected as long as the formation of helical
flows.
The discretization of the GSD into size classes of sediment
is made in different ways, and the impact of such method of
discretization is investigated in the following section:
• Fractional: The GSD is divided into N classes of
sediment, where Fi+1=Fi ∀i ∈ [1 : N − 1].
• Diametral: The GSD is divided into N classes of
sediment, where Di+1 = Di + A ∀i ∈ [1 : N − 1],
where A is constant.
• Power-P-Diametral: The GSD is divided into N
classes of sediment, where Di+1 = DPi ∀i ∈ [1 :
N − 1], where P is constant.
An example of GSD discretization using the three methods
and different numbers of size classes is given in Figure 5.
In this work, the following discretizations are considered:
fractional for 2, 5 and 10 classes; diametral for 5 and 10
classes; and power-4 for 5 classes and power-2 for 10 classes.
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Fig. 5: Discretization of the BOMC GSD using the
fractional, diametral and power methods.
IV. ANALYSIS OF RESULTS AND COMPARISON WITH
EXPERIMENTS
Results from numerical investigations are presented here-
inafter and are compared with laboratory data from WC-2003.
Account is given on several aspects: i) the comparison between
the MPM and the WC-2003 formulas, ii) the impact of GSD
discretizing method on sediment transport modelling and iii)
the influence of initial GSD in the simulations.
A. Comparison between MPM and WC-2003 formulas
The choice of the sediment transport capacity formula has
a strong impact on the estimation of the bedload transport
rate and fractional transport rates in the numerical models
(Fig.6&7). While the formulation of MPM often shows dis-
crepancies with laboratory data, the numerical application of
the formulation of WC-2003 gives more satisfactory results
(as the formuma was determined from the laboratory data)
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and physical relevant results. Here, comparisons between bed-
load formulas are made by using the fractional discretization
method, which gives the best results compared with the other
discretizing methods (cf. IV-B). A convergence analysis on
the number of discretizing sediment size classes has been
lead to determine their impact on the transport of graded
sediment. Convergence of the bedload transport rate (Fig.6)
and of fractional transport rates (Fig.7) is observed in every
case. It has to be noted that the formula of MPM converges
relatively faster than the formula of WC-2003 (Fig.6).
Figure 6 clearly depicts the discrepancies between the
sediment transport rates estimated by MPM and WC-2003.
Under partial transport mode conditions (i.e. BOMC2 ex-
periments), sediment fluxes computed by WC-2003 converge
toward a value of 9.8 g.L.s−1 for the bulk GSD (i.e.) overes-
timation of 38%) and 5.8 g.L.s−1 for the surface GSD (i.e.)
underestimation of 18%), that lies in the range of sediment
fluxes measured in the experimental flume. Altough under total
transport conditions (i.e. BOMC4 experiments) the bedload
transport rate determined by the formula of WC-2003 differs
from the measurements (Fig.6), the sediment transport model
still computes realistic values with -34% of error for the
bulk GSD and 102% for the surface GSD. This difference
between laboratory measurements and numerical results can
be explained by the experimental data-fitting of the WC-2003
formula. In the other hand, the formula of MPM generally
tends to overestimate sediment transport when several size
classes of sediment are used, whereas no general rule can
be drawn when unisize sediment is used. The difference
remains large considering different modes of transport, results
provided by the MPM formula lie in a larger range of error of
factor around [+50%;+200%] under partial transport conditions
and [-100%;+1000%] under total transport conditions. Figure
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7 highlights the differences in the fractional transport rates
computed by both formulas. In every case, it is observed the
general tendancy of monotonic sediment transport decrease
with particle size increase, with the convergence toward a
defined GSD shape with the increase of number of size classes.
The hiding function of WC-2003 induces a counterbalance in
the fractional transport rates, making them decrease for finer
particles and increase for coarser ones, in comparison to values
determined by the classical formulation of MPM.
While the unimodal shape of the fractional transport rate is
reproduced for the BOMC2 experiment, the bimodal shape of
sediment transport is not represented by the BOMC4 numerical
models (Fig.7). According to the Figure 7, the formula of WC-
2003 tends to smooth and skew the sediment transport, so that
abrupt transitions conducting to bimodality of transport cannot
be accurately represented in the models.
B. Comparison between GSD discretization methods
Natural rivers GSD commonly show a continuous sorting
of sediment and a bimodal behavior. The representation of
such density functions in the WC-2003 model requires the
subdivision of the initial surface GSD into size classes of
sediment. Different discretization methods can be used, and
their impact on fractional sediment transport is not yet known.
To test the impact of the GSD discretization method on
fractional sediment transport estimation, several scenarios are
proposed where three distinct methods are used (cf. III-D).
According to Figures 6&8, diametral and power discretiza-
tion methods always give lower transport rates than methods
based on the fractional discretization. This property can be
explained among other things by the fact that the value of
the mean diameter Dsm is strongly dependent to the chosen
method of discretization. Indeed, Figure 9 shows the ten-
dancy of Dsm underestimation for the fractional method and
overestimation for the other ones, besides the fact that Dsm
converges with the number of size classes increasing. Methods
based on the power and diametral discretization show the
same tendancy of total sediment transport increase with the
number of discretizing size classes increasing. As a rule, the
diametral discretization shows unsatisfactory results, with an
error inferior to -50% on fluxes estimation, and a complete
cessation of transport using the surface GSD. Altough the
power-2-based method gives relatively acceptable values of
0.001 0.005 0.050
d[m]
BOMC 4 - Surface GSD
Surface Fractional 2 Fractional 5 Fractional 10
Power 2 Power 4 Diametral 5 Diametral 10
BOMC 2 - Surface GSD
BOMC - Bulk GSD
Fig. 9: Computed value of the mean diameter Dsm using
different GSD discretization methods presented in IV-B.
transport rates (-63% of error for the bulk and +49% for
the surface GSD) at full transport conditions (i.e. BOMC4
experiment), it tends to underpredict transport (-39% of error
for the bulk and -83% for the surface GSD) at partial transport
conditions (i.e. BOMC2 experiment).
To conclude, the current model needs an appropriate dis-
cretization of the GSD to be set-up, and that the fractional
method seems to be appropriate to this model.
C. Influence of initial sediment composition
The choice of the surface GSD in the numerical model has
a strong impact on the bedload transport rates and on fractional
transport rates. Here, attention is given on the results obtained
by the WC-2003 formula with i) a bed composed of the bulk
GSD called BOMC and ii) a bed composed of the surface GSD
sampled in the end of the experiments of WC-2003.
Firstly, it is obvious that different GSD provide different
Dsm (Fig.7&9), which will have consequently an impact on
the estimation of bedload transport (Eq.7).
Bedload fluxes computed here for 10 size classes of sedi-
ment under partial transport conditions (i.e. BOMC2) for the
surface GSD are lower than the ones computed with the bulk
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GSD of a factor equal to 3 (Fig.6). This tendancy is inverted
under full transport conditions (i.e. BOMC4), where the total
transport rate estimated from the surface GSD is stronger than
the one produced by the bulk GSD, with a lower factor equal
to 1.7.
Figure 7 highlights the differences in estimated fractional
transport rates depending on the choice of the riverbed compo-
sition for the BOMC4 experiment. While the surface GSD gets
finer than the bulk GSD at the end of the BOMC4 laboratory
experiment (Fig.5), the comparison between transports rates
given by the bulk GSD (Fig.7a) and the surface GSD (Fig.7b)
show that a counterbalancing effect is applied to fractional
transport rates. Indeed, the distribution of fractional transport
rates tends to be finer by using the bulk GSD and coarser using
the surface GSD.
V. CONCLUSION
Numerical investigations based on the experiments of WC-
2003 constitute a first step for the modelling alluvial bars
morphodynamics. Whereas most of engineering applications
still rely on the use of classical sediment transport models (i.e.
MPM) to model graded sediment processes, the present study
outlines the importance of using adapted models such as the
one proposed by Wilcock and Crowe [23]. The implementation
of such sophisticated models is a necessary condition to
improve the estimation of the fractional transport rates in
natural rivers, thus a better simulation of bar armoring and
armor break-up in the framework of bars modelling. Results
from numerical modelling show that the formula of WC-
2003 gives more relevant fractional and total transport rates
compared to the ones given by the classical formula of MPM.
However, the numerical application of graded sediment
transport models is not straightforward, as it shows in this case
a lot of sensitivity to i) the method of GSD discretization and
ii) the number of size classes of sediment. On the one hand,
the method of fractional discretization shows more satisfactory
results than the other methods presented in the paper. On
the other hand, previous numerical studies implementing the
formula of WC-2003 were conducted with only two size
classes of sediments made of sand and gravel respectively [2],
while the formula of transport was originally calibrated on
15 size classes of sediment. Moreover, in the configuration of
the experiments, it is observed that Dsm may vary of several
orders of magnitude depending on the number of size classes
and that bedload transport rates become relevant starting from
a number of 5 size classes of bed material.
This study also underlines the importance of the choice
between the surface GSD and the bulk GSD for the modelling
of alluvial bars dynamics. If the numerical model is designed
to investigate long-term scenarios of bars dynamics starting
from a flat bed, the initial surface GSD in the model should
be the one of the bulk mix, and the model would require the
definition of an active layer to take account of the vertical
sorting processes allowing the surface GSD to change in time.
If bars are already present as initial topographic conditions
in the model, it would be more appropriate to dissociate the
substrate and the active layer GSD together with planimetric
variations of the GSD, which makes the process of model
setting-up manifestly more difficult.
Altough the model of WC-2003 remains a satisfying es-
timator for the total transport rate, the models seems to be
limited for the determination of fractional transport rates. The
distribution of fractional transport rates tends to be smoothed
out and no bimodality of transport is observed in contrast to the
experimental runs. To complete this study, other experimental
runs could be reproduced, including a different bulk GSD and
greater number of sediment size classes. Further numerical
models could be relaxed by including the definition of the
active layer concept [8] in order to account for the temporal
variation of the surface GSD. Another limitation is based on
the fact that a wide GSD is associated to a decrease of bed
porosity (which can be represented by the Appolonian gasket
problem [19]), which require an appropriate formulation to be
took into account.
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APPENDIX A - MEAN DIAMETER CALCULATION
Originally, the definition of the average grain size Davg
[m] in Sisyphe was based on the simple weigthing average:
Davg =
N∑
i=1
FiDi. (11)
Where Fi and Di [m] correspond to the volume fraction
content and the diameter of the i size class respectively. In this
work, the definition of Davg is replaced by the mean surface
diameter Dsm [m]. The calculation of Dsm was defined by a
linear interpolation between size classes of sediments where
fractions of sediment are respectively upper and lower 50% of
cumulated material.
APPENDIX B - IMPLEMENTATION OF SEDIMENT
RECIRCULATION IN SISYPHE
The implementation of sediment recirculation is made in
two steps and generalized for transport of mixed-size sediment.
Firstly, the variable of transport rate along the boundary nodes
denoted QBOR is modified in conlit.f and disimp.f
subroutines. As a result, volumes of entering sediments printed
by bilan_sisyphe.f are equal to exiting volumes of
sediments. Secondly, the value of the variable of transport rate
in the whole domain QSCL which is originally computed with
the bedload transport formula is replaced at upstream nodes
by the value of the exiting volume of sediment.
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Abstract—Several studies have been done with the objectives
of quantifying and simulating sediment transport and morpho-
dynamics of the Loire River, which is considered as one of the
last wild sand bed rivers in Europe. However, few of these studies
considered the suspended sediment load dynamics. In this study,
a local reach of the Loire River is considered, with a complex
geometrical configuration: the river reach is composed with two
alternate bars in a bend, an adjacent channel is connected to
the river by a lateral weir and the last cross section of the
reach is defined by a large step. As the adjacent channel is used
for electricity production, the work is focused on the deposition
dynamics of suspended sediments coming from the Loire River
to this channel.
A field campaign was performed in 2015 during a flood event,
in which measurements were made of both bathymetry and the
3D velocity field with an acoustic Doppler current profiler (aDcp).
Based on these field data, a TELEMAC 3D model has been built
for simulating flow and suspended sediment dynamics of this
site. The hydrodynamic part of the model has been calibrated
with the aDcp measurements, and three scenarios of discharge
conditions in the Loire River have been defined. In order to
represent properly the tridimensional flow patterns measured in
the adjacent channel, specific values of wall friction coefficients
have been calibrated. For the sediment part of the model, ten
grain size classes have been simulated and the deposition patterns
and volumes in the channel have been analysed. The comparison
between numerical results and grain sizes measurements of
deposits in the adjacent channel shows good agreements, and
the study highlights the complex interactions and transfers from
the Loire River in this configuration.
I. INTRODUCTION
Several studies have been done with the objectives of quan-
tifying and simulating sediment transport and morphodynamics
of the Loire River ( [2], [7], [1]), which is considered as one
of the last wild sand bed rivers in Europe. However, few of
them considered the suspended sediment load dynamics. Two
reasons are mainly reported to explain this lack of suspended
sediment study: first the dataset for suspended sediment trans-
port is poor. As the river is wide, with a complex morphology,
it is difficult to assess properly suspended sediment fluxes in a
river cross section. For the same reasons, the transport of the
finer grain sized sediments is complex and could be strongly
dominated by tridimensional motions of the flow, which means
the use of a qualified 3D model.
In this study, a local reach of the Loire River is considered
(Figure 1), with a complex geometrical configuration: the river
reach is composed with two alternate bars in a bend, an
adjacent channel is connected to the river by a lateral weir and
the last cross section of the reach is defined by a large weir. As
the adjacent channel is used for electricity production, the work
is focused on the deposition dynamics of suspended sediments
coming from the Loire River to this channel (Figure 2).
Fig. 1: General overview of the study site
Fig. 2: Deposits observed in the upstream part of the adjacent
channel
A field campaign was performed in 2015 during a flood
event in order to measure precisely the bathymetry of the
river reach and the 3D velocity field using an aDcp. Based
on these field data, a TELEMAC 3D model has been built
for simulating both hydrodynamics and suspended sediment
transport. As the adjacent channel is separated from the Loire
River by a step significantly higher than the river bed level,
bed load transport has not been considered.
The first part of this paper analyses the data obtained from
the field campaign. The second part is about the methodology
developed to calibrate the hydrodynamic part of the 3D model,
and presents the different scenarios chosen for the numerical
simulation. Finally, the third part shows the main results of the
hydro-sedimentary model.
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II. FIELD MEASUREMENTS
The field campaign has been performed in moderate flood-
discharge conditions in March 2015, during a six-month return
period flood. During the campaign, the discharge in Loire River
was about 850 m3/s. Both the bathymetric survey and aDcp
measurements were done at the same time and with the same
GPS system.
A. Bathymetry
The bathymetry measurements were collected using a
multi-beam laser instrument. The bottom of the river reach
is presented in Figure 3.
Fig. 3: Bathymetry of the study site
In Figure 3, two large bars can be observed along the reach.
The first one, located on the right side, is about 400 meters
long and begins at the upstream limit of the study site. The
second one, located on the left side, is about 200 meters long
and finishes in front of the large weir. On these two bars, it is
possible to identify dunes about 70 centimeters high. Between
the two bars, a deeper channel makes a straight connection
between the left side of the domain entrance and the connection
with the adjacent channel. The bottom of the upstream part of
the adjacent channel is presented in Figure 4.
Fig. 4: Bathymetry of the adjacent channel
In the Figure 4, we can notice a significant deposit along
the step separating the Loire River and the channel. This
deposit propagates towards the downstream part of the channel
along the left side. In the centre of the channel, measurements
show a large and deep reservoir.
B. Flow velocities
The velocity field of the flow have been measured with a
TELEDYN Rio Grande aDcp with a frequency of 600 kHz
and with a vertical cell size defined at 25 cm. Along 17
cross profiles in the Loire River and eight profiles in the
adjacent channel, five aDcp samples were taken. Along each
cross section, these five measurements have been projected
and averaged for every vertical and horizontal cells. The depth
averaged values of these velocities measured along the profiles
in the Loire River are presented in Figure 5, and the ones
measured in the adjacent channel in Figure 6.
Fig. 5: Depth averaged velocities measured in the Loire River
(in cm/s)
Fig. 6: Depth averaged velocities measured in the adjacent
channel (in cm/s)
Figure 5 shows the effect of the complex bathymetry on the
spatial distribution of the velocity. On the two bars, the flow
velocity decreases with velocities around 1m/s or smaller, and
the flow path is concentrated in the main channel between the
twos bars. Especially, high velocities have been measured close
to the connection with the adjacent channel, with a maximum
value of 1.6 m/s.
The velocities measured in the connected channel are
significantly smaller than the ones in the Loire river reach
(Figure 6). The maximum measured value is about 0.35
m/s, and the aDcp measurement shows a very interesting 2D
pattern. Indeed, a double loop of recirculating flow can be
observed in this upstream part of the channel. The first loop,
close to the river reach connection, rotates clockwise and is
two times larger than the second one, counter-clockwise, which
is located downstream.
Figure 7 shows a detailed example of spatial distribution of
the measured velocities along a cross section in the Loire River,
located close to the connection with the adjacent channel. In
this figure, it is easy to see the significant magnitude of the
transverse and vertical current (black arrows), and the complex
distribution of the flow in three dimensions.
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Fig. 7: Local values of flow velocity measured at the P10 cross
section
Figure 8 shows another example of measured velocities in
a cross section located in the adjacent channel, in the middle
of the bigger loop. In this example, we can see that even
if the observed velocity magnitudes are almost homogeneous
vertically through the water column, the transverse velocities
(black arrows) can be significant.
Fig. 8: Local values of flow velocity measured at the P21 cross
section
III. CONSTRUCTION OF THE 3D MODEL AND
CALIBRATION
A. Theoritical background
To simulate hydrodynamics and suspended sediment dy-
namics for this site, version 7.0 of TELEMAC 3D has
been used [4]. The hydraulic part of the model solves a
particular case of Navier-Stokes equations [3]. To represent
the turbulent processes, several closure equations are available
in TELEMAC 3D, as well as for bottom and wall friction
source terms.
To simulate the suspended sediment transport dynamic, the
hydraulic part of TELEMAC 3D is coupled with the advection
dispersion equation, written as follow:
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where C is the suspended sediment concentration,
(U, V,W ) the three components of the flow velocity, Ws the
settling velocity of suspended sediments, and νt the turbulent
viscosity. The source terms representing the exchanges with
the bed (erosion and deposition processes) are calculated as
follows: (
νt
∂C
∂z
+WsC
)
z=Zb
= FD − FE (2)
with Zb the bed level, FD the deposition flux and FE the
erosion flux.
In this study, we focused on the non-cohesive suspended
sediments. With this hypothesis, source terms for erosion and
deposition processes are calculated as follow:
FD − FE = Ws(Cb − Ceq) (3)
where Cb is the suspended sediment concentration calcu-
lated close to the river bed and Ceq the equilibrium concentra-
tion, calculated with the Zyserman and Fredsoe formula [8].
B. Construction of the 3D model and simulation scenarios
Across the whole domain, a homogeneous irregular mesh
was defined, with Δx = 1 m. On the vertical axis, 10
horizontal plans were defined to discretize the 3D domain (4
128 192 elements).
Three boundary conditions were defined at the liquid
boundaries of the domain. The upstream boundary condition
is an imposed discharge value and the downstream boundary
condition in the Loire River is defined by an imposed value
of water level (given by the existing rating curve on the weir).
The other downstream boundary condition is located at the end
of the adjacent channel, with a imposed discharge value.
For calibrating the hydraulic part of the model, the dis-
charge conditions in Loire QMeasure of the field campaign
were chosen. After defining calibration parameters, two other
discharge conditions of the Loire River were simulated: the
annual mean discharge QModule and the two years return
period flood QT=2years. The Table I shows the BC values
for the three discharge conditions.
Scenario Qupstream
Loire (m3/s)
Qdownstream
Channel (m3/s)
Zdownstream
Loire (m NGF)
QMeasure 850 -6.6 118.95
QModule 328 -6.6 118.11
QT=2years 1600 -6.6 120.02
TABLE I: Definition of the different boundary condition values
For the sediment part of the model, ten sediment classes
were simulated separately. As an upstream condition, a fixed
suspended sediment concentration of Cupstream = 1 g/l was
defined, with a free fluxes outlet for the downstream boundary
conditions. The diameter of these classes (from silt to fine
sand) and the associated settling velocity values are presented
in Table II.
For these 26 calculation scenarios, the simulation duration
was 24 hours of physical time, starting from an initial state
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Diameter (μm) Ws (mm/s) QMeasure QModule QT=2years
40 1.44 C C C
63 3.57 C C C
100 9.00 C C C
150 17.14 C C C
200 23.79 C C C
300 37.77 C C C
400 52.43 C C C
600 83.23 C NC C
800 115.53 C NC C
1200 183.42 NC NC C
TABLE II: Sediment parameters for the different simulated
scenarios (C: calculated, NC: non-claculated)
with a uniform water level. The steady state for hydraulic
was obtained after one and a half hours of physical time. The
simulations were performed on the EDF R&D cluster ATHOS,
using 96 processors for each run. The spatial distributions of
the velocity magnitude, the deposition patterns and volumes
into the channel are analysed in the next section.
C. Hydrodynamic calibration
Figure 9 shows the velocity magnitudes simulated at steady
state with a Strickler bottom coefficient of K = 40 m1/3/s.
Several values of K were tested, but the value K = 40
m1/3/s gave the best results. Indeed, we can see that the
spatial distribution of the velocities is well correlated to the
measured values (Figure 5) : the velocities are smaller on the
two alternate bars, and the highest velocities are located in
the main bathymetry channel, close to the connection with the
adjacent channel. Furthermore, the simulated values are very
close to the measured ones.
Fig. 9: Simulated depth averaged velocities over the whole
domain
The depth averaged velocities were compared to the mea-
sured ones along several cross sections. Figure 10 shows an
example of results along a river cross section, (total velocity
magnitude in red, along X and Y axis components). We can
see on this figure that the results are well correlated to the
measured ones.
In order to represent properly the flow patterns measured
into the adjacent channel, specific values of wall friction coeffi-
cients of the Nikuradse law [3] (from kS Wall = 0.01 to 20 m)
and several turbulence models were tested. A 2D geometrical
reference of the flow pattern was defined (Figure 11) in order
to compare the model output with the measurements. The best
agreement was obtained with kS Wall = 5 m and a k−ǫ model
for both horizontal and vertical dimensions (Figure 12). In this
Fig. 10: Example of simulated depth averaged velocities along
a cross section (continue lines). Comparison with measure-
ments.
case, the choice of the turbulence model had a smaller effect
on the simulation results than the kS Wall coefficient. A value
of kS Wall = 5 m could be considered as a non-physical value.
However, Patzwahl et Gu¨ngo¨r (2015) [6] used a similar values
on the Elbe River (kS Wall = 7 m), justifying this choice by
the presence of sheet piling, not represented explicitly in the
model.
Fig. 11: Geometrical reference (red line)
Fig. 12: Calibrated numerical results
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IV. RESULTS
A. Flow velocity in the adjacent channel
Depending on the discharge value in the Loire River reach,
the flow pattern in the adjacent channel may significantly
change. Figure 13 presents the spatial distribution of the
calculated velocity magnitudes in the adjacent channel. In this
figure, the flow patterns appear to be strongly affected by
the changes in discharge conditions in the Loire River. For
a discharge value QT=2years in the Loire River, the double-
recirculation pattern is accentuated, with higher velocity mag-
nitudes along the pattern. In this case, the transfer between
the river and the channel is accelerated. For QModule, the
velocity magnitudes in the channel decrease and the transferred
discharge is not high enough to keep producing the double-
recirculation pattern: the simulated results show one small
recirculation pattern at the entrance of the channel, with a
significant part of the flow rate directed toward the downstream
boundary condition.
(a) QModule
(b) QMeasure
(c) QT=2years
Fig. 13: Simulated velocity magnitude in the adjacent channel
for three discharge values in the Loire River
B. Suspended sediment concentration
As the top level of the step separating the adjacent channel
from the Loire River is significantly higher than the Loire
river bed, the spatial distribution of the suspended sediment
concentration in the Loire River reach is of greatest importance
for evaluating the sediment transfer to the channel. Depending
on the settling velocity of the sediment class and the velocity
magnitude in the Loire River, the suspended sediments may
be transferred to the adjacent channel over the step.
(a) D = 100 µm
(b) D = 300 µm
Fig. 14: Suspended sediment concentration in the Loire River
reach for two different sediment classes at QMeasure
Figure 14 shows an example of the suspended sediment
concentration distribution in the Loire River, in the QMeasure
discharge condition and for the sediment classes D = 100 μm
and D = 300 μm. These two figures show clearly that for
one given discharge condition, the increase in settling velocity
induces a decrease in the suspended sediment concentration
transfer to the adjacent channel. For D = 100 μm, the
suspended sediment concentration is well distributed in the
cross sections of the Loire River and is transferred over the
top of the adjacent step to the channel. For D = 300 μm, the
suspended concentration increases with the water depth in any
given cross section, so that only a fraction of the sediment
fluxes is transferred to the channel.
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(a) QModule (b) QMeasure (c) QT=2years
Fig. 15: Spatial distribution of the depth averaged suspended sediment concentration in the adjacent channel for D = 150 μm
(a) QModule (b) QMeasure (c) QT=2years
Fig. 16: Spatial distribution of bed evolution in the adjacent channel for D = 150 μm at the end of the simulation
The Figure 15 shows the spatial distribution of depth
averaged suspended sediment concentration in the adjacent
channel, for D = 150 μm and the three simulated discharge
conditions in the Loire River. These results illustrate the
effect of the discharge conditions in the Loire River on the
transfer of sediment fluxes to the adjacent channel, for a given
sediment class. For QModule and QMeasure, the main part of
the suspended sediment flux is transported along the deposit
on the left side of the channel. For QT=2years, the suspended
sediment flux is transported along the double recirculation
pattern to the deepest part of the channel, where it becomes
diluted and dispersed.
C. Deposition dynamic in the adjacent channel
The rapid decrease of flow velocity in the adjacent channel
increases the deposition probability of suspended sediments.
Following the flow patterns observed in the channel, deposition
will occur with different spatial distributions and volumes. For
a given discharge in Loire River, a decrease of the sediment
diameter allows the suspended sediments to be transported
further to the downstream part of the adjacent channel and
finally, to be dispersed and deposited. For a given sediment
class, the increase of discharge condition in the Loire River
will produce almost the same effect.
The Figure 16 shows the simulated bed evolution in the
channel at the end of the simulation time, for the three tested
discharge conditions of the Loire River and D = 150 μm. For
QModule, deposition is mainly located on the step separating
the Loire River and the channel, with a small deposit on
the very upstream part of the left bank. With QMeasure,
the suspended sediments are transported and deposited further
along the left bank deposit. At QT=2years in the Loire River,
the same sediment class propagates to the deepest part of the
adjacent channel and is deposited in this zone following the
flow pattern.
For each simulation, the sediment volume deposited in
the adjacent channel at the end of the simulation has been
estimated. These values are presented in Figure 17. This figure
shows an interesting result: depending on the discharge value
in the Loire River, the maximum value of sediment volume
deposited in the channel corresponds to different values of
sediment diameter.
For QT=2years, the deposited volume is maximal for
D = 150 μm, instead of D = 40 μm for QModule and
D = 63 μm for QMeasure. This graph shows also that for a
given discharge value in the Loire River, the maximal sediment
diameter that can be transferred to the adjacent channel varies
widely. As an example, sediment classes with diameters higher
than D = 150 μm are mainly deposited outside of the channel
for QModule. For QT=2years, the sediment class D = 800 μm
is still transferred in small quantity to the channel.
90
23rd TELEMAC-MASCARET User Club Paris, France, 11-13 October, 2016
Fig. 17: Deposited volume (in m3) of sediments in the adjacent
channel as a function of sediment diameter
It is important to notice that these results concern absolute
values of sediment volumes. However, the total incoming sus-
pended sediment flux is different depending on the discharge
condition in Loire River because the upstream suspended
sediment concentration has been fixed at Cupstream = 1 g/l for
each scenario. By normalizing the deposited sediment volume
with the incoming suspended sediment volume:
Vinlet =
∫ Tend
0
Cupstream ×Qupstreamdt (4)
it is possible to better understand the annual deposition
dynamic in the channel. Indeed, the highest relative volume
of deposited sediment is close to 3%, in the case of QModule
and D = 40 μm. For diameters higher than D = 300 μm,
the relative deposited volume becomes negligible. This results
correlates very well with grain size measurements that have
been done on deposit samples. These grain size measurements
show that the grain size distribution depends on the location in
the channel. On the left side deposit, the grain size distribution
is mainly centred on one granular mode of D = 60 μm. But
if we look at the deposits close to the channel step, the grain
size distribution is composed with two principal modes: a first
one centred on D = 80 μm, and a second one on D = 300
μm.
Thanks to these measurements and the numerical results,
we can build a conceptual scenario of deposition dynamics
during a period with successive hydrological events:
• during the usual discharge period, fine sediments
(D < 100 μm) are transferred and dispersed to the
adjacent channel. These fine sediments may come
from upper sub-catchments, because for example of
a local rain event or upstream dam operations;
• during floods, coarser sediments (100 < D < 400
μm) eroded from the sand-river bed are transported
by suspension and deposited in the upstream part of
the adjacent channel.
V. DISCUSSION
Two points of this work have to be discussed. The first
one is about the predictability of the hydrodynamic model.
Indeed, the simulated recirculation flow patterns in the channel
are significantly sensitive to the kS Wall parameter. As shown
by Patzwahl and Gu¨ngo¨r (2015) [6], this parameter could
include several processes and physical configurations of the
study site that are not represented explicitly in the model.
As these elements vary depending on the water level, it is
difficult to estimate the robustness of the numerical model in
other discharge conditions. Furthermore, for high magnitude
flood discharge values, the hydrodynamic feature of the study
site may include flooded zones that are not represented in
this work. In order to quantify and validate the robustness of
this work, it could be interesting to perform other velocity
measurements in the channel, for several discharge conditions.
The second point is about the bed load dynamic in the
Loire River. This study has focused in great detail on the
suspended sediment dynamics in one given configuration of the
river bed. However, the bathymetry measurements have shown
the presence of very mobile dunes on the Loire river bed.
This observation is a sign of active bed load transport, even in
case of moderate flood discharge conditions. This active bed
load dynamic could greatly modify the bed configuration, and
especially the position of alternate bars. Several studies ( [2],
[7], [5]) tried to estimate numerically or by field measurement
this bar mobility, especially on the Loire River. This mobility
could be accelerated or stopped by different anthropic or non-
anthropic elements of the river bed, like a step for example.
In this case, it could be interesting to know if the alternate
bars configuration is stable (for example because of the step
downstream the study site), or if it is dynamic with temporal
cycles.
VI. CONCLUSION
In this study, a focus has been done on the suspended
sediment dynamic in the Loire River. On a local river reach
with an adjacent channel, a field campaign has shown that
the flow velocities in the channel are strongly correlated to
the discharge conditions in Loire River, and are structured
with complex recirculation patterns. A TELEMAC 3D model
has been calibrated to reproduce the measured velocities, with
a good agreement. In order to reproduce the complex flow
patterns in the channel, a specific value of kS Wall has been
defined. Based on this calibration, three discharge scenarios
and ten sediment classes have been simulated. The results
show that the deposits observed in the adjacent channel are
related to different upstream scenarios: the finer sediment
classes (D < 100 μm) are transferred and deposited in the
channel during low discharge conditions. During larger floods
events with high suspended sediment concentrations, coarser
sediment classes are deposited (100 < D < 400 μm) after
being eroded from the sand river bed. This finding will be
useful for river management, as well as for industrial activities.
As a perspective, interesting work could be done in the future
by using a multiclass sediment module in TELEMAC 3D.
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Abstract—The aim of this work is to validate specifically
the proper calculation of TELEMAC-3D in numerical modeling
of sediment transport. Generally, all the validation tests can
be divided into two categories: (1) simulations with an ana-
lytical solution, existing exclusively in some special conditions
(2) simulations deriving from physical experiments and in situ
measurements with reliable initial, boundary and final conditions.
Several validated cases are included in this paper and they will be
included in the 8.0 release of TELEMAC, the first two belonging
to the first category while the third belonging to the second.
The first case is a simulation of a perfectly still settling basin
containing water with an initial uniform sediment concentration.
On the contrary, the second case is the development of suspend
sediment transport at the upstream end of a channel with
an initially clear flow. The third case simulates the turbidity
currents in a flume with appointed flow conditions basing on
a physical modelling of the LCH (Laboratory of Hydraulic
Constructions) team of EPFL (Ecole Polytechnique Federale de
Lausanne). Sensitivity analysis is performed for each case in
order to optimize the numerical simulation, including horizontal
and vertical mesh, physical (in particular the turbulence model)
and numerical parameters. Calculations using TELEMAC-3D
allow to reproduce the three-dimensional patterns of sediment
transport correctly in general. Numerical results of each case are
in agreement with the corresponding theoretical and practical
considerations, demonstrating the powerful ability of TELEMAC-
3D as a reliable tool to model sediment transport. Further
research and practical applications can be performed using
TELEMAC-3D.
I. INTRODUCTION
Numerical morphodynamic models of increasing complex-
ity are widely developed and used by both scientific and
engineering communities over the past several decades so as
to validate analytical solutions, in situ tests and furthermore
predict complex applications of sediment transport. These
models cover various topics in sediment transport, such as the
natural or artificial bed evolution in rivers, estuaries and seas.
A range of morphodynamic modeling systems like ECOMSed,
Mike-21 and Delft-3D and ROMS generally include basic flow
modules (from 1D to 3D), a wave propagation model and a
sand transport model including suspended load and bed load.
More detailed reviews can be found in other aricles like [1].
This open-source TELEMAC hydro-informatic system is
adopted as our framework. Fundamental theories can be found
in this key reference [2], covering the advanced topics in the
application of the finite element method and the TELEMAC
system as well. A thorough overview of morphodynamic
modeling using the TELEMAC finite-elment system can be
referred to [3], illustrating its ability to reproduce sediment
transport patterns and resulting bed evolution in increasingly
complex situations from small scale laboratory experiments to
field scale river applications.
Considered as a raisonable tradeoff between simulation
accuracy and calculation time, 2D depth-averaged modeling is
thus extensively applied to medium-scale domains in the past
decades. With the development of personal workstations and
clusters, 3D modeling is being paid more and more attention
at the moment and will turn into an inevitable trend in the
future.
Concerning the sediment transport with TELEMAC sys-
tem, multiple models can be utilized. Courlis, as one part of
TELEMAC system, is available to model sediment transport in
one dimension. For 2D modeling, the TELEMAC-2D hydrody-
namic model is internally coupled to the 2D morphodynamic
model SISYPHE. For 3D modeling, the suspended load is
directly calculated by TELEMAC-3D, solving an additional
3D transport equation for the sediment concentration and
computing the bed evolution. In most 1D or 2D models of
depth-averaged sediment transport, the suspended sediment is
assumed to be advected by the depth-velocity velocity. Taking
into account the fact that the largest part of the sediment is
transported near the bed, the depth-averaged velocity should
be weighted by the verticle concentration profile. This inherent
issue can be achieved by TELEMAC-3D, resulting in more
precise simluations, whereas a correction factor needs to be
introduced enabling results from 2D computation to approach
3D simulation result [4].
Validation tests play an important role in the develop-
ment of code implementation. This paper begins by briefly
describling the physical formulations used to model the sed-
iment transport within TELEMAC-3D. It then presents three
examples of validation studies that have been carried out using
TELEMAC-3D. Unfortunately, the details of simulations may
not be fully explained due to the space limitations.
II. DESCRIPTION OF MODEL FORMULATIONS
A. Hydrodynamics
In this work the non-hydrostatic version is chosen and
TELEMAC-3D solves the three-dimensional mass and mo-
mentum conservation equations [5]:
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where u, v and w are the three-dimensional components of
velocity; Fx, Fy are source terms and ν is the effective
viscosity that needs to be computed by a turbulence model. The
pressure is calculated in the last equation, where ρ0 and Δρ are
the reference density and the variation of density respectively
and Zs is the free surface elevation.
B. Sediment transport
1) Advection-dispersion equation for sediments: Here is
the Cartesian coordinate form for the advection-dispersion
equation in terms of seidments:
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where c denotes the sediment concentration; ws is the sediment
settling velocity and νt is the turbulent diffusivity coefficient.
2) Additional processes:
a) Hindered settling: Subroutine WCHIND mod-
els hindered concentration dependent settling velocity in
TELEMAC-3D according to
W
′
C = WC × (1−
C
CGEL
)5 (3)
Here, W ′C is hindered concentration dependent settling veloc-
ity; WC is sediment settling velocity; C is relative sediment
concentration and CGEL is sediment concentration at which
sediment forms a weak soil.
b) Flocculation: In TELEMAC-3D, two formulas are
provided for taking flocculation into account.
On one hand, subtoutine WCTURB models the influence
of turbulence on the settling velocity basing on the article of
Van Leussen [6]. The formula for flocculation is
W
′
C = WC ×
1 +A×G
1 +B ×G2
(4)
where W ′C is settling velocity depending on flocculation and
WC is settling velocity of a particular sediment class in
still water; Coefficient A controls the formation of flocs by
turbulence while coefficient B controls the breaking of flocs by
turbulence (Both A and B are empirical values for flocculation
and breakup); the dissipation parameter G = (ǫ/ν)1/2 is used
to represent the turbulence intensity and can be computed with
a k − ǫ model.
On the other hand, subroutine SOULSBYFLOC3D com-
putes the fall velocity of mud flocs based on the Soulsby’s
0 1 2 3 4 5 6 7 8 9 10 11
Time (min)
0.000
0.001
0.002
0.003
0.004
0.005
0.006
0.007
T
h
ic
k
n
es
s 
o
f 
se
d
im
en
t 
at
 b
ed
 (
m
)
Theoretical
dt = 0.1s
dt = 0.2s
dt = 0.4s
Fig. 1: Test of non-cohesive sediment
formulation derived from Manning’s floc database [7]. The
description of the formula is rather long and thus is left out
here. Complete expression of Soulsby’s formula can be found
in the aforementioned paper.
III. VALIDATION TESTS
A. Settling basin
In the first case, we simulate a perfectly still settling basin
containing water with an initial uniform sediment concentra-
tion. Theoretically, it takes a constant time period for a particle
to fall from the water free surface to the bed, which equals the
water depth divided by the sediment settling velocity.
a) Non-cohesive sediment: We assume that the initial
sediment concentration is 2 kgm−3. The constant water depth
is 5m and the settling velocity of non-cohesive sediment
equals 0.257m s−1, hence all the sediment should fall to the
bottom in 3.24min. Fig. 1 shows identical simulation results
with different time steps.
b) Cohesive sediment: Formulae implemented in
TELEMAC-3D for hindered settling and flocculation are tested
as explained in section II-B2. And results are consistent with
the theoretical solutions like those of non-cohesive sediment.
In order to verify that subroutine WCHIND is working
well, 800 is assigned to CGEL and 40 is assigned to C (We
assume that the initial sediment concentration is 50 g L−1 and
threshold concentration for hindered velocity is 10 g L−1).
Then result is compared between computer calculation and
theoretical curve in fig. 2. The effect of hindered settling is
well demonstrated.
While using Van Leussenformula, G is extremely small in
this case. For this reason, variations of empirical coefficients
A and B impact barely the final result. The curve is almost the
same as that without taking flocculation into consideration in
fig. 3.
At the last step of Soulsby formula, the mass-averaged
settling velocity is calculated and compared with 0.2mm s−1
and then the bigger one between them will be chosen. In this
case, the shear velocity is very small and results in a very small
mass-averaged settling velocity. Therefore, the final settling
velocity is always 0.2mm s−1. Fig. 4 proves our thought.
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Fig. 2: Test of hindered velocity for cohesive sediment
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Fig. 3: Test of Van Leussen formula
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Fig. 4: Test of Soulsby formula
Further validations with respect to these two methods can
be accomplished in the future cases, where the shear velocity
plays a much more significant role.
c) Mixed sediment: In this situation, both non-cohesive
and cohesive sediments exist simultaneously. The initial con-
centrations of non-cohesive and cohesive sediment are 2 g L−1
and 5 g L−1 respectively. The settling velocity of sand used in
this test is 0.257m s−1 while the settling velocity of mud is
0.0257m s−1. There are three phases in total during the whole
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Fig. 5: Test of mixed sediment
0 1 2 3 4 5 6 7 8 9 10 11
Time (min)
0.000
0.001
0.002
0.003
0.004
0.005
0.006
0.007
T
h
ic
k
n
es
s 
o
f 
se
d
im
en
t 
at
 b
ed
 (
m
)
Theoretical
Coef for vertical diffusion of tracers = 10−2
Coef for vertical diffusion of tracers = 10−6
Fig. 6: Sensitivity tests of coefficient for vertical diffusion of
tracers
process. In the first phase, both non-cohesive and cohesive
sediments settle down simultaneously. In the second stage,
all the non-cohesive sediment has already settled down and
thus only cohesive sediment falls down to the bottom. In the
last one, there is little sediment in the basin and almost all
the sediment has reached the bottom of basin. Therefore, the
bottom thickness remains nearly invariable.
Sensitivity tests show that the computed model result is
sensitive to ‘coefficient for vertical diffusion of tracers’. A
better accordance between calculations and theorical results
can be obtained with a smaller coefficient for vertical diffusion
of tracers. On the contrary, time step (see fig. 1) and turbulence
model won’t have an impact on the simulation result. In all
tests, mass balance is verified and the total quantity of sediment
available in the flow does accumulate at the bed; continuity of
sediment is preserved.
B. Suspended sediment transport development
This test case simulates the development of suspended
sediment transport at the upstream end of a channel with
an initially clear flow. Due to erosion of sediment from the
bed, the suspended sediment transport rate increases with
distance down the channel until equilibrium conditions are
achieved even though the flow pattern is stationary. We as-
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Fig. 7: Contours of equal sediment concentration along the
longitudinal direction, (A = 0.05, λ = 0.5)
sume that there is no morphological change happening here
and the longitudinal diffusion along the flume is neglected.
In this condition, an analytical expression for the sediment
concentration profiles was derived by Hjelmfelt and Lenau as
a function of the distance down the channel [8]. Simulation
results using TELEMAC-3D are compared with the theoretical
analysis given by Hjelmfelt and Lenau. This test case has been
used to validate Delft3D [9] previously. Some parameters here
have been chosen identical as those in the validation case of
Delft3D. The simulated flume is 120m long and 10m wide.
All variables of the following plots are nondimensionalized
and these dimensionless variables are defined as follows:
λ = wsβκu∗ , X =
βκu∗x
U¯h
,
Z = zh , C =
c
ca
and A = ah
where ws is sediment settling velocity; β is the ratio of sedi-
ment diffusion to fluid diffusion; κ is Von Karman coefficient;
u∗ is the bed shear velocity; x is the longitudinal Cartesian
coordinate; z is the vertical Cartesian coordinate; U¯ is the
depth-averaged GLM velocity components; h is the water
depth; c is the mass sediment concentration; ca is the mass
sediment concentration at reference height and a is the height
for suspended sediment concentration.
Fig. 7 shows that simulation results of TELEMAC-3D
reproduce the analytical solution quite well, manifesting the
adapatation of the suspended sediment concentration from an
initially clear flow. Small differences for each contour do exist,
but are considered to be negligeable, which is less than 5% as
equilibrium conditions are approached toward the downstream
end of the flume. Further investigation can be performed to
reason the cause of this error, which is possibly caused by the
computation scheme used in TELEMAC-3D. But parameters
chosen at the moment render this test rather stable in a wide
range of flow conditions and therefore it is considered to be
an acceptable compromise..
Fig. 8 illustrates the gradual development of sediment
concentration profile along the longitudinal direction of the
flume, showing the progressive development of an equilibrium
sediment concentration profile. It can be observed that the
concentration profile develops step-by-step, and that equilib-
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Fig. 8: Suspended sediment concentration profiles at various
distances along a flume, (A = 0.05, λ = 0.5)
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Fig. 9: Equilibrium sediment concentration profile computed
1200m down a longer flume
rium conditions have not been completely achieved even by
a distance of x/h = 100. But we can assume reasonably
that after passing through a longer distance, the sediment
distribution can reach equilibrium condition. To prove this
idea, another simulation is tested, where the length of the flume
is changed to 1200m. Fig. 9 demonstrates suspended sediment
concentration profile in the outlet of the 1200-m-long flume,
which is in good accordance with the analytical solution Rouse
profile.
As another check, it is quite useful to average C over
the channel depth, i.e., to compute Cav = 11−A
∫ 1
A
CdZ.
Cav represents the average normalized concentration. The
analytical solution with respect to Cav has been briefly given
in [8] as well. Fig. 10 shows the longitudinal profile of
the depth averaged suspended sediment concentration. Here
the computed result is almost exactly same as the analytical
solution of Hjelmfelt and Lenau.
Certain sensitivity tests were organized to observe whether
some parameters have impacts on the final results. It should be
pointed out that the reference height A is a crucial parameter
from the standpoint of validation. The first plane above the
bottom should be exclusively regarded as the reference plane,
no matter the verticle mesh is equally distributed or not. Here
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Fig. 10: Development of the depth-averaged suspended sedi-
ment concentration along a flume (A = 0.05, λ = 0.5)
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Fig. 11: Sensitivity analysis to reference height A
we anticipate 21 planes regularly spaced on the vertical. From
Fig. 11, we can observe the sensible disparities among the
dashed line when A = 0.025 or A = 0.1. The corresponding
curves move upward if we augment the value of A. The reason
lies in the relatively lower sediment concentration at higher
elevations. We can approch the analytical solution while taking
the first plane above the bottom as our reference plane, i.e.
A = 0.05 here.
Several horizontal mesh resolutions were also examined.
Considering that the flume width is 10m, mesh sizes of 1m,
2m and 5m were tested. It was proven that 2m is the largest
mesh size for the proper simulation of this case.
C. Turbidity currents
Turbidity currents are particle-laden gravity-driven under-
flows in which the particles are largely or wholly suspended
by fluid turbulence [10]. The turbulence is typically generated
by the forward motion of the current along the lower boundary
of the domain, the motion being in turn driven by the action
of gravity on the density difference between the particle-fluid
mixture and the ambient fluid.
The objective of this case is to compare simulation results
in TELEMAC-3D with experimental data obtained by Sabine
TABLE I: Dimensions of simulated device
Parameter Dimension (m)
L 6.7
I 0.272
H 0.8
h 0.045
a 0.09
b 0.12
Chamoun during her PhD at LCH (EPFL). LCH team kindly
made the data available for LNHE.
Experimental tests are carried out in an 8.55m long,
0.272m wide, and 1m depth flume that can be tilted
with a slope ranging from 0 to 5%. This flume is di-
vided into three parts: the upstream part, also called
the head tank (0.8m× 0.272m× 1m), the main flume
(6.7m× 0.272m× 1m), and the downstream compartment
(1.05m× 0.272m× 1m). The head tank receives the water-
sediment mixture from the mixing tank and is linked to the
main flume by a sliding gate that, once opened, leads to the
formation of the turbidity current inside the flume simulating
a reservoir. Precise geometric dimensions are listed in tab. I,
including sizes of inlet, outlet and the main flume. A sketch
as fig. 12 is reproduced here as well so as to simplify
the matching of corresponding dimensions. The parameter I
and a, representing widths of the main flume and the outlet
respectively, don’t show up in fig. 12.
The whole experimental procedure is described as fol-
lows [11]. At the beginning of each test, the mixing tank is
filled with water and a specific mass of fine powdery material
(Thermoplastic Polyurethane in the case of the present study) is
added until the desired concentration is obtained. Meanwhile,
the main channel where the current will develop is filled with
tap water up to a level of 80 cm. Once ready, the mixture
is pumped to the head tank, and returns to the mixing tank
through a recirculation pipe. This recirculation lasts for a few
minutes and helps in regulating the flow rate (around 1 l/s
for all tests) through an electromagnetic flowmeter, insuring
a good mixing and homogeneous concentrations between the
two reservoirs. Before starting the test, the water level in the
head tank and the main channel should be equal in order
to avoid any head losses when the gate is opened and the
turbidity current released. The concentration of the mixture
is continuously measured using a turbidity probe placed in
the head tank. Once the concentration measured reaches the
desired value, the sliding gate separating the head tank from
the main flume is opened and the turbidity current is released
into the flume. Right at the entry of the flume, the current
passes through a tranquilizer that reduces its initial turbulence
scale and gives a nearly uniform horizontal distribution for
the velocity field of the current. A clear water discharge is
ejected through the diffusor placed right above the tranquilizer.
The turbidity current then flows along the channel through a
distance of 6.70 m and is monitored for the whole duration
of the test. Once it reaches a location corresponding to the
tested timing, the bottom outlet is opened with a specific
discharge, controlled by the aforementioned valve and elec-
tromagnetic flowmeter placed downstream. The vented current
reaches a basin where continuous concentration measurements
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Fig. 13: Distribution of vertical cell sizes for turbidity current
modelling.
are achieved using a turbidity probe. Based on this, venting
efficiencies are calculated for different scenarios.
Sensitivity tests indicate that the number of vertical levels
should be sufficient enough to guarantee the proper simulation
of turbidity currents. Thus the horizontal mesh size is equalling
to 0.01m and 60 irregularly spaced layers are in the vertical
direction (Figure 13).
In fact, this case is very sensitive to the variation of
sediment settling velocity. Besides Stokes’ law, there are a
number of formulae for the settling velocity of sediment
particles. Benoıˆt Camenen proposed a simple and general
formula for the settling velocity of particles [12] in 2007 and a
brief review can be found as well in the introduction part of this
forementioned paper. Stokes’ law gives a theoretical settling
velocity of 1.5mm s−1. According to Camenen’s formula,
we can obtain a settling velocity of 1.558mm s−1. Here
we have tested two other settling velocities, being equal to
1.3mm s−1 and 1.7mm s−1 respectively. Fig. 14 indicates that
the computed result is quite sensitive to the settling velocity,
proving that settling velocity is a crucial physical parameter
in this numerical model. With a greater settling velocity, more
sediment will settle down in a closer place to the inlet and
less sediment can cover a rather long distance in the flume.
This phenomena corresponds with our common sense. We can
note that differences in the simulation results exist but seem
not very obvious whether Stokes’ law or Camenen’s formula
is chosen.
Different methods used for evaluation of numreical models
have been proposed, they are represented by a number of
evaluation indicators. Among these indicators, RMSE, RSR
and PBIAS are calculated for the sake of assessment in this
case. Here we only consider the settling velocity given by
TABLE II: Error analysis
Time (s) PBIAS(%) RMSE RSR
51.39 17.902 0.000273 0.265
64.60 19.121 0.000365 0.265
78.00 16.895 0.000423 0.257
102.50 14.180 0.000596 0.297
133.26 10.374 0.000966 0.404
148.00 11.272 0.00114 0.438
160.89 8.573 0.00134 0.509
Stokes’ law. Table II indicates that values of RMSE and
RSR increase with respect to the time while values of PBIAS
decrease with time. It can be considered that good agreement
is achieved between measurements and simulations. Values of
PBIAS at different moments are no more than 20. Generally
speaking, values of RSR are smaller than 0.5. Judging from
criterias in [13], both criterias of model evaluation are met,
demonstrating a very good performance of our numerical
modelling.
Although the simulation results fit the experimental data
well, modifications could be made in order to improve the
accuracy of the numerical models. In the earlier discussions,
constant settling velocities are taken into account. But in the
reality, sediment particles will not have this velocity from
the very beginning. They should go through a process of
flocculation. In order to solve this deficiency, the model could
be improve with the use of settling velocity measurements.
Fig. 15 demonstrates features of turbidity currents during
midel simulations. Beneath, screeenshots (See Figure 16) are
taken from the recorded video so as to compare them qualita-
tively with the simulation results.
IV. CONCLUSION-FUTURE WORK
TELEMAC-3D has already been validated across a great
number of processes and their interactions. The ’tip of the
iceberg’ can be easily accessed in the directory of TELEMAC-
3D examples. The validation tests shown in this paper have
demonstrated the ability of TELEMAC-3D to model the fol-
lowing processes: (1) sediment settling, (2) suspended sed-
iment transport and (3) turbidity currents. On the basis of
this paper, further research will focus on the definition of
benchmarks, the combinations and interactions of processes as
well as more applications in the prototype-scale and real-life
situations.
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Fig. 14: Sensitivity analysis of settling velocity
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(a) T = 5 s (b) T = 45 s
(c) T = 85 s
Fig. 15: Different stages of simulated avancing turbidity cur-
rents, front view (2D)
(a) T = 5 s (b) T = 45 s
(c) T = 85 s
Fig. 16: Different stages of experimental avancing turbidity
currents, front view (2D)
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)RUDGDPSURMHFWLQ$IULFD$57(/,$ZDVUHTXHVWHGWRFDUU\
D QXPHULFDO VWXG\ DLPHG DW GHWHUPLQLQJ WKH PHGLXPWHUP
VHGLPHQW GHSRVLWV LQ WKH UHVHUYRLU DQG LQSDUWLFXODU XSVWUHDP
RIWKHLQOHWFKDQQHODQGFKHFNLQJWKHHIIHFWLYHQHVVRIERWWRP
RXWOHWZRUNVWRIOXVKRXWGHSRVLWHGVHGLPHQWV$QH[DPSOHRI
PRGHOUHVXOWVLVSUHVHQWHGLQ)LJ
) $SSOLFDWLRQRQ.DSLFKLUDUHVHUYRLU
.DSLFKLUD UHVHUYRLU RQ WKH 6KLUH ULYHU LQ 0DODZL KDV
H[SHULHQFHG VLJQLILFDQW GHSRVLWLRQ VLQFH LWV EXLOGLQJ LQ
)LHOG GDWD KDYH EHHQ FROOHFWHG IURP WKH VLWH LQFOXGLQJ
EDWK\PHWU\VXUYH\GDWDVXVSHQGHGVHGLPHQWVDPSOHVDQGEHG
VHGLPHQWVDPSOHVJUDQXORPHWULFDQDO\VLVRIWKHVHVKRZVWKDW
WKHGHSRVLWVFRQVLVWLQERWKVDQGDQGILQHVHGLPHQW7KLVKDV
HQDEOHGWKHVHWXSDQGFDOLEUDWLRQRIDQXPHULFDOPRGHOZKLFK
LV DEOH WR UHSURGXFH WKH VHGLPHQW GHSRVLWV LQ WKH UHVHUYRLU
VLQFH WKH EXLOGLQJ RI WKH GDP$Q H[DPSOH RI UHVXOWV RI WKLV
FDOLEUDWLRQLVSUHVHQWHGLQ)LJ



)LJXUH .DSLFKLUDBFRPSDULVRQRIFRPSXWHGDQGPHDVXUHGEHGHYROXWLRQ

* 3RVVLEOHLPSURYHPHQWV
7KH IRUPXODWLRQ IRUPXOWLFODVV WUDQVSRUW XVHGKHUH LV YHU\
VLPSOHDVWKHGLIIHUHQWFODVVHVGRQRWLQWHUDFW$PRUHFRPSOH[
IRUPXODWLRQ IRU VDQGPXG WUDQVSRUW OLNH WKH RQH SUHVHQWHG LQ
>@ DQG DOUHDG\ DGDSWHG LQ 7(/(0$& ' IRU DQ HVWXDULQH
PRGHO VHH >@ FRXOG EH XVHG )XUWKHUPRUH D PRUH JHQHUDO
PRGHO VKRXOG DOORZ IRU DQ\ QXPEHURI ILQH VHGLPHQW FODVVHV
DQGVDQGFODVVHV
$QRWKHU SRVVLEOH LPSURYHPHQW ZRXOG EH WR LPSOHPHQW D
PRUH UHILQHG EHG PRGHO DEOH WR VWRUH WKH LQIRUPDWLRQ RQ
VXFFHVVLYH OD\HUV RI GHSRVLW )LQH VHGLPHQW FRQVROLGDWLRQ
VKRXOGDOVREHWDNHQLQWRDFFRXQWZLWKLQWKLVEHGPRGHO


,9 &21&/86,21
7KH H[DPSOHV SUHVHQWHG KHUH VKRZ WKDW 7(/(0$& LV D
SRZHUIXOWRROIRUVWXGLHGVHGLPHQWWUDQVSRUWDQGPRUSKRORJLFDO
HYROXWLRQ LQ UHVHUYRLUV IRU D ZLGH UDQJH RI SURFHVVHV DQG
FRQILJXUDWLRQV
3URSHU FDOLEUDWLRQ RI WKH PRGHO LV QRW DOZD\V SRVVLEOH
0RUH H[SHULHQFH LV QHHGHG RQ ZHOOGRFXPHQWHG FDVHV WR
LPSURYH FRQILGHQFH LQ WKH PRGHO RQ VXFK FDVHV ZKHUH
FDOLEUDWLRQLVQRWSRVVLEOH
$SURSHUGDWDVHWIRUFDOLEUDWLRQVKRXOGLQFOXGHEDWK\PHWULF
HYROXWLRQVXVSHQGHGVHGLPHQWDQGEHGJUDQXORPHWU\,GHDOO\
ODERUDWRU\PHDVXUHPHQWVRQWKHVHGLPHQWIRXQGRQVLWHVKRXOG
DOVREHSHUIRUPHGWRKHOSGHILQHIDOOYHORFLW\WKHSDUDPHWHUVRI
WKH HURVLRQ ODZ DQG WKH SDUDPHWHUV RI WKH EHG PRGHO PRVW
QRWDEO\FRQVROLGDWLRQ
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
0XOWLFODVVFRPSXWDWLRQV DUHQHHGHG LQ VRPHFDVHV$W WKH
SUHVHQW WLPH WKH7HOHPDFV\VWHPLVVWLOO OLPLWHGLQWKLVUHJDUG
6RPHLPSURYHPHQWVKDYHEHHQSUHVHQWHGKHUH
7KH IRUPXODWLRQ IRU WKH WUDQVSRUW RI PXOWLFODVV VHGLPHQW
QHHGV ORWV RI LQSXWV DQG SDUDPHWHUV LW LV WKXV QHFHVVDU\ LQ
RUGHUWRXVHWKHPDGHTXDWHO\WRGLVSRVHRIDGHWDLOHGGDWDVHW
5()(5(1&(6
>@ GH/LQDUHV0/DSHUURXVD]($QXPHULFDOPRGHOWRKHOSDVXVWDLQDEOH
PDQDJHPHQWRIVHGLPHQWVDW/RQJHIDQUHVHUYRLU)UDQFH6\PSRVLXP
RI WKH,QWHUQDWLRQDO&RPPLVVLRQRQ/DUJH'DPV,&2/'6HDWWOH
$XJXVW
>@ 6RXOVE\5'\QDPLFVRI0DULQH6DQGV7KRPDV7HOIRUG
>@ 3DUWKHQLDGHV (  (URVLRQ DQG 'HSRVLWLRQ RI &RKHVLYH 6RLOV -
+\GUDXOLFV'LYLVLRQ
>@ /H +LU 3LHUUH &D\RFFD )ORUHQFH:DHOHV %HQRLW  '\QDPLFV RI
VDQG DQG PXG PL[WXUHV D PXOWLSURFHVVEDVHG PRGHOOLQJ VWUDWHJ\
&RQWLQHQWDO6KHOI5HVHDUFK66
>@ 'H/LQDUHV0:DOWKHU5 6FKDJXHQH -&D\URO& DQG+DPP/
³'HYHORSPHQW RI DQ K\GURVHGLPHQWDU\ ' PRGHO ZLWK VDQGPXG
PL[WXUH &DOLEUDWLRQ DQG YDOLGDWLRQRQ \HDUV HYROXWLRQ LQ WKH 6HLQH
(VWXDU\´WK,QWHUQDWLRQDO&RQIHUHQFHRQ&RKHVLYH6HGLPHQW7UDQVSRUW
3URFHVVHV,17(5&2+/HXYHQ6HSWHPEUH

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0RGHOOLQJPXGLQ'IRUWKH%O\WK(VWXDU\6XIIRON
8.
0LFKLHO$).QDDSHQ7KRPDV%HQVRQ
&RDVWVDQG(VWXDULHV*URXS
+5:DOOLQJIRUG
:DOOLQJIRUG8QLWHG.LQJGRP
PNQDDSHQ#KUZDOOLQJIRUGFRP
WEHQVRQ#KUZDOOLQJIRUGFRP

:LOOHNHYDQGH:DUGW
'HSDUWPHQWRI&LYLO(QJLQHHULQJ	0DQDJHPHQW
8QLYHUVLW\RI7ZHQWH
(QVFKHGHWKH1HWKHUODQGV
ZYDQGHZDUGW#VWXGHQWXWZHQWHQO



$EVWUDFW² 7KH PRGHOOHG VHGLPHQW WUDQVSRUW LQ WKH %O\WK
(VWXDU\ LVFRPSDUHGWRPHDVXUHPHQWVIURPDILHOGFDPSDLJQ
FDUULHGRXWE\8QLYHUVLW\&ROOHJH/RQGRQLQ7KHUHVXOWV
VKRZ WKH LPSRUWDQFH RI VSDWLDOO\ DQG WHPSRUDOO\ YDU\LQJ
FULWLFDO VKHDU VWUHVV IRU HURVLRQ ' HIIHFWVZHUH IRXQG WR EH
UHODWLYHO\ XQLPSRUWDQW ZKHQ FRPSDUHG WR D 68%,()'
PRGHO
, ,1752'8&7,21
7KH%O\WKHVWXDU\ LQ6XIIRON LVDJHQHUDOO\ZHOOPL[HG
HVWXDU\ ZLWK D WLGDO SULVP  RI DERXW  [  P >@
/RQJLWXGLQDO VDOLQLW\ SURILOHV W\SLFDOO\ VKRZ GHSWKPHDQ
VDOLQLWLHV LQ WKH UDQJH  WR Å DOWKRXJK PLGHEE
VDOLQLWLHV DV ORZ DV Å KDYH EHHQ UHFRUGHG ZLWKLQ WKH
PLGGOHHVWXDU\DIWHUYHU\KHDY\ UDLQIDOO >@)OXYLDO LQIORZ
LVPLQLPDORIPHDQPRQWKO\IUHVKZDWHUIORZVLVOHVV
WKDQ PV  ZKLFK LV DSSUR[LPDWHO\ RI WKH JURVV
HEEWUDQVSRUW>@
,Q WKH SDVW  ODQG UHFODPDWLRQ WXUQHG WKH%O\WK HVWXDU\
LQWR D WLGDO ULYHU$IWHU QDWXUDO IDLOXUH RI D VHDZDOO VRPH
UHFODLPHG ODQGZDVUHWXUQHG WR WKHQDWXUDOG\QDPLFVRI WKH
WLGHV DQG JUDVVODQG WXUQHG LQWR WLGDO IODWV &RQWUDU\ WR
H[SHFWDWLRQV LW VWLOO UHPDLQV D WLGDO IODW 5HIHUHQFH >@
UHSRUWHGVDOWPDUVKHOHYDWLRQDOJDLQRIDERXWPP\UEXW
WKH VHGLPHQW LPSRUW YROXPHV IURP WKH 1RUWK 6HD DUH
VLJQLILFDQWO\ORZHU
/DUJHVFDOH VXVSHQGHG PXG WUDQVSRUW LQ WKH VRXWKHUQ
1RUWK 6HD KDV EHHQ ZHOO VWXGLHG 7KH RIIVKRUH VXVSHQGHG
VHGLPHQW FRQFHQWUDWLRQ 66& LV ORZ W\SLFDOO\  PJO
EXWLQFUHDVHVLQWKHZLQWHU&RQFHQWUDWLRQVLQHVWXDULQHDQG
FRDVWDO ZDWHUV DUH PXFK KLJKHU 6HYHUDO DUHDV DOVR VKRZ
HOHYDWHG 66& LQFOXGLQJ D ]RQH EHWZHHQ *UHDW <DUPRXWK
DQG /RZHVWRIW LQ ZKLFK DYHUDJH FRQFHQWUDWLRQV H[FHHG 
PJO >@7KHUH LV VRPH DVVRFLDWLRQEHWZHHQ HOHYDWHG66&
DQGKLJKVSULQJWLGDOFXUUHQWVLQWKLV]RQH


)LJXUH%DWK\PHWU\DQGWRSRJUDSK\RIWKH%O\WK(VWXDU\

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7KH HVWXDULQH EHG LV PXGG\ ZLWK OLWWOH VDOWPDUVK
YHJHWDWLRQDQGWKHVHGLPHQWWUDQVSRUWLVGRPLQDWHGE\PXG
WUDQVSRUW 7KH VHGLPHQW LQ WKH HQWUDQFH FKDQQHO FRQVLVWV
PDLQO\RXWRIVDQGDQGVRPHJUDYHO>@
7KH HVWXDU\ PRXWK LV YHU\ QDUURZ (UURU 5HIHUHQFH
VRXUFHQRWIRXQGUHVWULFWLQJWKHLQIOXHQFHRIZDYHDFWLRQ
IURP RIIVKRUH 7KLV VKDSH PDNHV WKH %O\WK LQWHUHVWLQJ IRU
PRGHO YDOLGDWLRQ 'XULQJ IORRGV VXVSHQGHG VHGLPHQW
FRQFHQWUDWLRQV DUHGHWHUPLQHG ODUJHO\ E\ WKH FRQFHQWUDWLRQ
HQWHULQJ IURP WKH 1RUWK 6HD 'XULQJ HEEV PRVW RI WKH
VXVSHQGHG VHGLPHQW RULJLQDWHV IURP WKH WLGDO IODWV LQ WKH
ZLGHEDVLQ7KLVGLIIHUHQFHKHOSVWRLGHQWLI\VXLWDEOHYDOXHV
IRU SDUDPHWHULVDWLRQ RI HURVLRQ DQG GHSRVLWLRQ IURP
PHDVXUHPHQWVRIVXVSHQGHGVROLGV
3UHYLRXV ZRUN ZDV FDUULHG RXW RYHU D GHFDGH DJR WR
VLPXODWH WKH VHGLPHQW WUDQVSRUWPHFKDQLVPV LQ WKH HVWXDU\
XVLQJWKHQRZUHGXQGDQW68%,()'>@7KHDLPRIWKH
SUHVHQW VWXG\ LV WR HYDOXDWH ZKHWKHU WKH XVH RI D PRGHUQ
IXOO\ FRXSOHG 7(/(0$&' PRGHO FDQ LPSURYH WKH
DFFXUDF\RIWKHPRGHO

,, ),(/'0($685(0(176
)LHOG GDWD ZHUH FROOHFWHG E\ WKH &RDVWDO 	 (VWXDULQH
5HVHDUFK8QLW8QLYHUVLW\&ROOHJH/RQGRQIRUDVSULQJWLGH
DQGIRUDQHDSWLGHLQ7KHGDWDIRUWKHVSULQJWLGHZHUH
FROOHFWHGRQWKRI2FWREHU  DQG WKHGDWD IRU WKHQHDS
WLGH ZHUH FROOHFWHG RQ WKH WK RI 6HSWHPEHU >@ 7KH
ILHOG FDPSDLJQ PHDVXUHG IORZV DQG VXVSHQGHG VHGLPHQW
FRQFHQWUDWLRQVWKURXJKWKHZDWHUGHSWKDWRQHORFDWLRQLQWKH
QDUURZHQWUDQFHVHDZDUGVRIWKHWLGDOIODWV7KLVORFDWLRQLV
LQGLFDWHGE\WKHZKLWHWULDQJOHLQ(UURU5HIHUHQFHVRXUFH
QRWIRXQGMXVWHDVWRIWKHSRLQWZKHUHWKHHVWXDU\ZLGHQV
7KHUH WKH WLGH KDV D UDQJH RI DERXW  P GXULQJ
VSULQJVDQGDERXWPGXULQJQHDSV7KHPHDVXUHGGHSWK
DYHUDJHG FXUUHQW VSHHGV UHDFKHG DOPRVW  PV GXULQJ
VSULQJ WLGH DQG DERXW  PV GXULQJ QHDS WLGH 'HSWK
DYHUDJHG VXVSHQGHG VHGLPHQW FRQFHQWUDWLRQV UHDFKHG
DSSUR[LPDWHO\PJO
7KH FROOHFWHG GDWDVHW DOVR FRQWDLQV GDWD DERXW WKH
VXVSHQGHG VHGLPHQW FRQFHQWUDWLRQV7KH66& LVGRPLQDWHG
E\PXGZLWKIORFVL]HVYDU\LQJEHWZHHQDQGP>@

,,, 02'(//,1*
7KH %O\WK LV PRGHOOHG XVLQJ 7(/(0$&' ZLWK 
VLJPD OD\HUV7KH VHDEHG LVPRGHOOHGZLWK  OD\HUV DQG D
VLQJOHPXGIUDFWLRQ7KHPRGHOLVGULYHQE\PHDVXUHGWLGDO
ZDWHU OHYHOV DW WKH RSHQ ZDWHU ERXQGDU\ 7KH PRGHO LV
FDOLEUDWHG DJDLQVW PHDVXUHG GDWD IRU WKH VSULQJ WLGH DQG
DIWHUZDUGVYDOLGDWHGDJDLQVWPHDVXUHGGDWDRIWKHQHDSWLGH
$IWHUWKDWWKHVHGLPHQWWUDQVSRUWDVFDOLEUDWHGDQGYDOLGDWHG
DJDLQVWWKHPHDVXUHG66&
$ERXW VLPXODWLRQVZHUHUXQZLWKYDU\LQJYDOXHV IRU
FULWLFDO VKHDU VWUHVVHV IRU HURVLRQ DQG GHSRVLWLRQ HURVLRQ
UDWHFRQVWDQWZLWKDQGZLWKRXW IORFFXODWLRQDQGDUDQJHRI
IULFWLRQFRHIILFLHQWVLQFOXGLQJVSDWLDOO\YDU\LQJEHGIULFWLRQ
DQG WKH FULWLFDO HURVLRQ UDWH 7KH ILQDO PRGHO VHWWLQJV DUH
JLYHQKHUH


)LJXUH6SDWLDOYDULDWLRQRIWKHFULWLFDOVKHDUVWUHVVIRUHURVLRQ
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
)LJXUH1LNXUDGVHURXJKQHVVOHQJWKYDULHVRIWKHPRGHOGRPDLQ

$W WKH RIIVKRUH ERXQGDU\  WKH VHGLPHQW FRQFHQWUDWLRQ
ZDV YDULHG OLQHDUO\ ZLWK WKH GLVFKDUJH YROXPH 7KH
PD[LPXPFRQFHQWUDWLRQVZHUHVHWDWPJO
7KH EHG IULFWLRQ LV SDUDPHWHULVHG ZLWK WKH 1LNXUDGVH
IULFWLRQ ZLWK D IULFWLRQ FRHIILFLHQW YDU\LQJ EHWZHHQ P
IRU WKH VDOWPDUVK ORFDWLRQV DQG  RQ WKH GHHSHUPXG
FRYHUHGSDUWV(UURU5HIHUHQFHVRXUFHQRWIRXQG
7KH UHVXVSHQVLRQ RI FRKHVLYH VHGLPHQW LV PRGHOOHG
XVLQJ WKH 3DUWKHQLDGHV IRUPXODWLRQ ZLWK WKH HURVLRQ
FRHIILFLHQW VHW DW H NJPV ZLWK WKH FULWLFDO HURVLRQ
VWUHVV YDU\LQJRYHU WKHGRPDLQ$V WKH EHGPDWHULDO LQ WKH
FKDQQHO LV FRDUVH GXULQJ VSULQJ WLGH SHULRGV WKH FULWLFDO
HURVLRQVWUHVVLVYDULHGIURPNJPVRQWKHIODWVWR
NJPVQHDUWKHHVWXDU\PRXWK
,Q WKHSHULRGEHIRUHSHDN QHDS WLGHPXG VHWWOHV LQ WKH
FKDQQHOV DQG WKH IODWVDUHPRUHFRPSDFWHG7KHUHIRUH WKH
FULWLFDOHURVLRQVWUHVVLVYDULHGIURPNJPVRQWKHIODWV
WRNJPVLQWKHFKDQQHOV
'XULQJ WKH SHULRG EHIRUH SHDN VSULQJ WLGH DOO PXG LV
UHPRYHGIURPWKHFKDQQHOEHGOHDYLQJDEHGGRPLQDWHGE\
JUDYHO QHDU WKH1RUWK6HD WR WKHZHVW RI WKHGRPDLQ DQG
VDQG(UURU5HIHUHQFHVRXUFHQRWIRXQG$VVXPLQJWKDW
GXULQJVODFNWLGHVVRPHVHGLPHQWGRHVVHWWOHRQWKHEHGWKH
VHGLPHQWWKLFNQHVVLQWKHFKDQQHOVLVVHWWRP
7KH IORFFXODWLRQ LV PRGHOOHG XVLQJ WKH IRUPXODWLRQ RI
6RXOVE\ >@ ,Q FRQWUDVW WKH H[LVWLQJ'PRGHOOLQJ XVHG D
IORFFXODWLRQPRGHOWKDWEDVHGRQLQVLWXPHDVXUHPHQWV>@
,9 )/2:5(68/76
)LJXUH  VKRZ WKH FRPSDULVRQ EHWZHHQ WKH VLPXODWHG
FXUUHQWVSHHGIRUWKHFDOLEUDWLRQSHULRGVSULQJWLGHDQGWKH
PHDVXUHG FXUUHQW VSHHG 7KH PRGHO YDOXHV KDYH EHHQ
H[WUDFWHGDWVHYHUDOORFDWLRQVDVWKHUHLVVRPHXQFHUWDLQW\LQ
WKHH[DFWORFDWLRQRIWKHVXUYH\ORFDWLRQ

)LJXUH0HDVXUHGEOXHDQGPRGHOOHGFXUUHQWVSHHGEODFN
GXULQJWKHIORRGWLGH7KHWLPHLVGHQRWHGLQKRXUVVLQFHWKHVWDUW
RIWKHPRGHOUXQ
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7KH PRGHO VOLJKWO\ XQGHU SUHGLFWV WKH SHDN FXUUHQW
VSHHG$VWKHPRGHOLVGULYHQE\WLGDOFRQVWLWXHQFLHVDW WKH
VHDZDUGERXQGDU\WKLVXQGHUSUHGLFWLRQPLJKWEHFDXVHGE\
DGGLWLRQDOVXUJHOHYHOVDWWKHHQWUDQFHRIWKHHVWXDU\
7KH GLIIHUHQFHV IRU WKH PRGHOOHG FXUUHQW VSHHG GXULQJ
WKH YDOLGDWLRQ SHULRG QHDSV LV YHU\ VLPLODU)LJXUH  7KH
SHDN FXUUHQW VSHHG DUH VWLOO XQGHUHVWLPDWHG EXW RWKHUZLVH
WKHPRGHOILWVWKHGDWDTXLWHZHOO

)LJXUH0HDVXUHGEOXHDQGPRGHOOHGFXUUHQWVSHHGEODFN
GXULQJWKHQHDSWLGH7KHWLPHLVGHQRWHGLQKRXUVVLQFHWKHVWDUW
RIWKHPRGHOUXQ
9 6(',0(175(68/76
)LJXUHDQG)LJXUHVKRZWKHFRPSDULVRQEHWZHHQWKH
VLPXODWHG VHGLPHQW FRQFHQWUDWLRQV DQG WKH PHDVXUHG
FRQFHQWUDWLRQV7KHSHDN66&GXULQJVSULQJWLGHLVDERXW
WLPHVWKHSHDN66&GXULQJQHDSWLGH

)LJXUH&RPSDULVRQEHWZHHQPRGHOOHG66&LQ'GDVKHGDQG
'VROLGDQGPHDVXUHG66&IRUWKHVSULQJWLGH7KHWLPHLV
GHQRWHGLQKRXUVVLQFHWKHVWDUWRIWKHPRGHOUXQ

)LJXUH&RPSDULVRQEHWZHHQPRGHOOHG66&LQ'GDVKHGDQG
'VROLGDQGPHDVXUHG66&IRUWKHQHDSWLGH7KHWLPHLV
GHQRWHGLQKRXUVVLQFHWKHVWDUWRIWKHPRGHOUXQ
7KH UDQJH RI FRQFHQWUDWLRQV LV VLPLODU WR WKDW UHSRUWHG
IRULQVKRUHZDWHUV>@6SULQJQHDSYDULDWLRQLVDOVRHYLGHQW
LQ WKH HEE IORRG DV\PPHWU\ RI WKH UHVLGXDO WUDQVSRUWV
'XULQJ VSULQJ WLGH WKH 66& DUH ODUJHVW GXULQJ WKH HEE
JLYLQJDQHWWH[SRUWRIVHGLPHQW)LJXUH'XULQJWKHQHDS
WLGH  WKH 66& DUH KLJKHU GXULQJ IORRG )LJXUH  1RZ WKH
LPSRUW RI VHGLPHQW GXULQJ WKH IORRG H[FHHGV WKH H[SRUW
GXULQJWKHHEEJLYLQJDQHWWLPSRUWRIVHGLPHQW

9, 02'(/7(67,1*
7KH PRGHO UHVXOWV DUH WHVWHG XVLQJ WKUHH GLIIHUHQW
TXDQWLILFDWLRQV WKH ELDV LGHQWLI\LQJ RIIVHWV LQ WKH PHDQ
YDOXHDVLQHLWKHUXQGHURURYHUSUHGLFWLRQVWKHURRWPHDQ
VTXDUH HUURU DQG WKH %ULHU 6NLOO 6FRUH %66 >@ ZKLFK
SURYLGHVDYDOXHRIKRZZHOOWKHPRGHOSUHGLFWVWKHFKDQJHV
LQWKHPHDVXUHGGDWD7KH%66LVIRUDSHUIHFWILWZKHQ
WKHPRGHOSUHGLFWVQRFKDQJHIURPWKHPHDQYDOXHZKHQWKH
GDWD VKRZV RWKHUZLVH DQG QHJDWLYH YDOXHV ZKHQ WKH
PRGHOOHG FKDQJH LV UHYHUVH WR WKH PHDVXUHG FKDQJHV7KH
UHVXOWLQJYDOXHVIRUWKHWKUHHHUURUYDOXHVDUHJLYHQLQ7DEOH
$VWKHUHZDVDQLVVXHZLWKWKHERXQGDU\FRQGLWLRQVRIWKH
' UXQV IRU WKH QHDS WLGH WKHVH UXQV KDYH EHHQ H[FOXGHG
IURPWKHFRPSDULVRQWDEOH

7DEOH(UURUVWDWLVWLFVIRUWKHPRGHOOHGVXVSHQGHGVHGLPHQW
WUDQVSRUWUDWH
 6SULQJ 1HDS
' ' ' '
%LDVPJO    
506(PJO    
%66    
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
'XULQJWKHVSULQJVWKH'UHVXOWVDUHQRWDVJRRGDVWKH
' UHVXOWV 7KH ELDV LV PDUJLQDOO\ KLJKHU ZLWK WKH PRGHO
XQGHU SUHGLFWLQJ WKH 66& E\  PJO WKH 506( DUH
FRPSDUDEOHZLWKPJOIRUWKH'PRGHOFRPSDUHGWR
PJO IRU WKH'PRGHO7KH%66YDOXHV DUHSRRU FORVH WR
ZLWKWKH'PRGHOGRLQJPDUJLQDOO\EHWWHU
,Q WKH ' PRGHO WKH ELJJHVW VRXUFH RI HUURU LV WKH
LQDFFXUDWH SKDVLQJ RI WKH LQFUHDVLQJ FRQFHQWUDWLRQV GXULQJ
WKHHEESKDVH)XUWKHUPRUHWKHSHDNFRQFHQWUDWLRQVGXULQJ
WKHIORRGDUHXQGHUSUHGLFWHG,QWKH'PRGHOWKHSKDVLQJ
RIWKHFRQFHQWUDWLRQVGXULQJWKHIORRG LV WKHELJJHVWVRXUFH
RIHUURU
7KH VWDWLVWLFV IRU WKH QHDS SHULRG DUHPXFK EHWWHU7KH
ELDV LV OHVV WKDQPJO WKH506(GRZQWRPJODQG
WKH%ULHU6NLOO6FRUHLVXSWR7KHPRGHOUHSURGXFHVWKH
QHDSWLGHVHGLPHQWG\QDPLFVTXLWHZHOO

9,, ',6&866,21
7KHUH LV YHU\ OLWWOH GLIIHUHQFH LQ WKH UHVXOWV RI WKH '
PRGHO DQG WKH ' PRGHO DSDUW IURP WKH LQFRUUHFWO\
FDOLEUDWHG'PRGHO IRU WKHQHDS WLGH)RU WKH VSULQJ WLGH
WKH'UHVXOWVHYHQDUHPDUJLQDOO\EHWWHU$SSDUHQWO\WKH'
YHUVLRQSURYLGHVDQDFFXUDWH UHSUHVHQWDWLRQRI WKHHVVHQWLDO
SURFHVVHV7KHODFNRIVDOLQLW\GLIIHUHQFHVLQWKH%O\WKHDQG
WKH UHODWLYHO\ ORZ VHGLPHQW FRQFHQWUDWLRQV UHVXOWV DQG D
IORZ WKDW LV YHU\ XQLIRUP RYHU WKH YHUWLFDO DQG DFWV DV D
TXDVL ' IORZ 7KH UHVXOWV VXJJHVW WKDW WKH VHGLPHQW
VXVSHQVLRQ DQG GHSRVLWLRQ DUH UHSUHVHQWHG ZHOO HQRXJK LQ
WKH'YHUVLRQRI7(/(0$&
'XULQJWKHVSULQJIORRGWKH'PRGHOXQGHUSUHGLFWVWKH
66&YDOXHV7KLV LQGLFDWHV WKDW WKH VHGLPHQW VXVSHQVLRQ LQ
WKH FKDQQHO LV UHVWULFWHG WRR PXFK ,Q WKH ' PRGHO WKH
SHDNFRQFHQWUDWLRQVGXULQJWKHVSULQJIORRGDUHUHSURGXFHG
EHWWHUEXWWKHSHDNLVUHDFKHGHDUOLHUWKDQWKHPHDVXUHPHQWV
VKRZ 7KLV LPSOLHV WKDW LPSURYHPHQWV DUH QHHGHG LQ WKH
UHVXVSHQVLRQRIWKHPRGHOV
7KHFDXVHRI WKHGLIIHUHQFHV LQ WKHSKDVLQJRI WKHSHDN
FRQFHQWUDWLRQV LVFXUUHQWO\QRWNQRZQEXW LW LV OLNHO\ WREH
UHODWHG WR WKHGLIIHUHQFHV LQ VSDWLDOSDUDPHWHULVDWLRQRIEHG
IULFWLRQDQGDOVRWKHXVHRIGLIIHUHQWIORFFXODWLRQPRGHOV
$QRWKHU GLIIHUHQFH EHWZHHQ WKH PRGHOV WKDW FRXOG
H[SODLQ WKH GLIIHUHQFH LQ WKH SUHGLFWHG 66&¶V DUH WKH EHG
IULFWLRQIRUPXODWLRQ1LNXUDGVHIRUWKHSUHVHQWPRGHOZKLOH
WKH SUHYLRXV ' PRGHO XVHG WKH 0DQQLQJ URXJKQHVV
IRUPXODWLRQ
,Q DGGLWLRQ WKH RULJLQDO 68%,()' PRGHO VROYHU
VXIIHUHG IURP VRPH PDVV FRQVHUYDWLRQ SUREOHPV RYHU
LQWHUWLGDO DUHDV 7KLV ODWWHU LV IDU OHVV DQ LVVXH LQ
7(/(0$&'
7KH'PRGHOUHVXVSHQGVVHGLPHQWWRRPXFKZKHQWKH
ZDWHU FROXPQ LV XQGHU VDWXUDWHG 7KLV HOHPHQW LV EHWWHU
UHSURGXFHGE\WKH'PRGHO
,Q WKH FDOLEUDWLRQ SURFHVV RI WKH ' PRGHO ILUVW WKH
FULWLFDO VKHDU VWUHVV IRU HURVLRQ ZDV LQFUHDVHG ZKLFK KDG
OLWWOHHIIHFW%\QH[WUHGXFLQJWKHVHGLPHQWOD\HUWKLFNQHVVWR
PWKHVHGLPHQWVXSSO\ZDVUHGXFHGVLJQLILFDQWO\)RUWKH
PDMRULW\ RI WKH SHULRG WKLV ZDV YHU\ EHQHILFLDO WR WKH
PRGHOOLQJ UHVXOWV)RU WKH6SULQJ IORRG KRZHYHU WKLV OHDG
WRDQXQGHUSUHGLFWLRQRI WKH66&3RVVLEO\PRUH IRFXVRQ
WKHGRZQVWUHDPFKDQQHOVHGLPHQWEXGJHWPD\ LPSURYH WKH
UHVXOWVIRUWKLVSHULRG
7KHPRGHOOHG66&SHDNGXULQJVSULQJHEESUHFHGHVWKH
PHDVXUHG YDOXHV 6HGLPHQW LV HURGHG WRR UDSLGO\ IURP WKH
WLGDO IODWV LQ WKH PLGGOH RI WKH HVWXDU\ 7KH SHDN YDOXHV
KRZHYHU D SUHGLFWHG TXLWH DFFXUDWHO\ 7KLV LQGLFDWHV WKDW
PRUH HIIRUW VKRXOG EH VSHQGRQ WKH VHGLPHQW UHVXVSHQVLRQ
RQWKHIODWV7KLVLVKDPSHUHGE\WKHODFNRIPHDVXUHGGDWD
IRU WKLV DUHD RI SDUWLFOH VL]HZKLFK PLJKW H[SODLQ DW OHDVW
VRPHRIWKHGLIIHUHQFHVLQWKHUHVXOWVIURPHDFKPRGHO
7KH PRGHOOLQJ ZDV GRQH LQ WZR SDUWV WR SURYLGH D
FDOLEUDWLRQDQGDYDOLGDWLRQSHULRG+RZHYHU LWKDVSURYHQ
WR EH FULWLFDO WR YDU\ WKH FULWLFDO HURVLRQ VWUHVVHV DQG
WKLFNQHVV RI WKH DFWLYH OD\HU RYHU WLPH DQG VSDFH 7KLV
PHDQV WKDW WKHYDOLGDWLRQSKDVH UHTXLUHG DGGLWLRQDO WXQLQJ
ZKLFK LV QRW SXUSRVH RI DPRGHO YDOLGDWLRQ7R DYRLG WKLV
LVVXH DPXFK ORQJHUPRGHO UXQ LV UHTXLUHG7KLV LQFUHDVHV
WKH FRPSOH[LW\ RI WKH PRGHO DQG ZLOO OLNHO\ UHTXLUH
DGGLWLRQDO PHDVXUHG GDWD ,Q SDUWLFXODU LW ZLOO UHTXLUH
LQIRUPDWLRQ RQ WKH FRQVROLGDWLRQ SURFHVVHV ZKLFK DUH QRW
DYDLODEOHDWSUHVHQW

9,,, )8785(:25.
2QHRIWKHNH\GLIIHUHQFHVLVWKHXVHRIWKHIORFFXODWLRQ
PRGHO 7KH GLIIHUHQFH LQ WKH IORFFXODWLRQ PRGHOV ZKLFK
DIIHFWV WKH  UHVXVSHQVLRQDQGGHSRVLWLRQRI WKH VHGLPHQWV 
PLJKWH[SODLQWKHPRGHOGLVFUHSDQFLHVLQWKHSKDVLQJRIWKH
SHDNFRQFHQWUDWLRQV7KLVZLOOEHWKHPDLQWRSLFIRUIXUWKHU
ZRUNRQWKH%O\WKHVHGLPHQWWUDQVSRUWPRGHOOLQJ

,; &21&/86,216
7KH VHGLPHQW WUDQVSRUW LQ WKH %O\WKH HVWXDU\ KDV EHHQ
PRGHOOHG XVLQJ 7(/(0$&' 7KH UHVXOWV DUH FRPSDUHG
ZLWKUHVXOWVRI7(/(0$&'DQGZLWKPHDVXUHPHQWVRIWKH
FXUUHQW VSHHG DQG VXVSHQGHG VHGLPHQW FRQFHQWUDWLRQV
66& 7KH SUHGLFWHG 66& IURP ERWK 7(/(0$&' DQG
7(/(0$&' DJUHH UHDVRQDEO\ ZHOO ZLWK WKH PHDVXUHG
YDOXH
$V WKHUH LV OLPLWHG GLIIHUHQFH EHWZHHQ WKH ' DQG '
UHVXOWV WKHVHGLPHQW WUDQVSRUWSURFHVVHVDUHVKRZQWREH
GLPHQVLRQDO7KHUHLVQRVWUDWLILFDWLRQLQWKH%O\WKHDQGWKH
VHGLPHQW FRQFHQWUDWLRQV DUH WRR ORZ WR FDXVH DQ\ GHQVLW\
HIIHFWV
7KH ODUJHVW VRXUFH RI HUURU LV WKH WLPLQJ RI WKH
UHVXVSHQVLRQ GXULQJ VSULQJ HEEV 7KLV FDQ RQO\ EH
UHPHGLDWHG ZLWK DGGLWLRQDO LQIRUPDWLRQ RQ WKH VHGLPHQW
G\QDPLFV RQ WKH IODWV ZKLFK ZDV QRW DYDLODEOH IRU WKLV
SURMHFW

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5()(5(1&(6
>@ - 5 )UHQFK + %XUQLQJKDP DQG 7 %HQVRQ ³7LGDO DQG
0HWHRURORJLFDO )RUFLQJ RI 6XVSHQGHG 6HGLPHQW )OX[ LQ D 0XGG\
0HVRWLGDO(VWXDU\´(VWXDULHVDQG&RDVWVYROSS

>@ -5)UHQFK7%HQVRQDQG+%XUQLQJKDP³0RUSKRG\QDPLFVDQG
VHGLPHQW IOX[ LQ WKH %O\WK HVWXDU\ 6XIIRON 8. FRQFHSWXDO
PRGHOOLQJDQGKLJKUHVROXWLRQPRQLWRULQJ´LQ0RUSKRG\QDPLFVDQG
VHGLPHQWDU\ HYROXWLRQ RI HVWXDULHV '0 )LW]JHUDOG DQG - .QLJKW
(GV6SULQJHU9HUODJ1HZ<RUNSS
>@ +5 :DOOLQJIRUG 6RXWKHUQ 1RUWK 6HD 6HGLPHQW 7UDQVSRUW 6WXG\
3KDVH+5:DOOLQJIRUG5HSRUW(;:DOOLQJIRUG
>@ 7' %HQVRQ ,Q 6LWX 3DUWLFOH 6L]H ,QVWUXPHQWDWLRQ IRU ,PSURYHG
3DUDPHWHULVDWLRQ DQG 9DOLGDWLRQ RI (VWXDULQH 6HGLPHQW 7UDQVSRUW
0RGHOV3K'7HVLV8QLYHUVLW\&ROOHJH/RQGRQ
>@ 5 6RXOVE\ $-  0DQQLQJ - 6SHDUPDQ 5-6 :KLWHKRXVH
³6HWWOLQJ YHORFLW\ DQG PDVV VHWWOLQJ IOX[ RI IORFFXODWHG HVWXDULQH
VHGLPHQWV³0DULQH*HRORJ\YROSS
>@ -6XWKHUODQG$3HHWDQG56RXOVE\³(YDOXDWLQJWKHSHUIRUPDQFH
RI PRUSKRORJLFDO PRGHOV´ &RDVWDO (QJLQHHULQJ YRO  SS



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7(/(0$&'DQG6HDPRXQWV

$ODQ&RRSHUDQG-HUHP\6SHDUPDQ
+5:DOOLQJIRUG/WG
:DOOLQJIRUG2;%$8.
&RUUHVSRQGLQJDXWKRU$-&RRSHU
DFRRSHU#KUZDOOLQJIRUGFRP





$EVWUDFW²7(/(0$&'KDVEHHQXVHGWRPDNHVFKHPDWLF
VROXWLRQVRIIORZLQWKHRFHDQDWDVHDPRXQW,WLVIRXQGWKDW
WKHUHLVDSRVVLELOLW\RIWUDSSLQJRIZDWHUDERYHWKHVHDPRXQW
+RZHYHULQPRQLWRULQJWKHVHDPRXQWWRREVHUYHVXFKIHDWXUHV
LWLVQHFHVVDU\WRLQFOXGHFXUUHQWPHDVXUHPHQWVDWYHU\VPDOO
KHLJKWDERYHWKHVHDPRXQWVXUIDFH6XFKDUHDRIWUDSSLQJFDQ
FRQWULEXWHWRWKHIRUPDWLRQRIPHWDOULFKFUXVWVRQWKH
VHDPRXQWVXUIDFHZKLFKIRUPDYDOXDEOHUHVRXUFHIRUPHWDOV
LQFUHDVLQJO\LQGHPDQGIRU³JUHHQ´WHFKQRORJ\
, ,1752'8&7,21
0LQHUDOV DUH HVVHQWLDO IRU HFRQRPLF GHYHORSPHQW WKH
IXQFWLRQLQJRIVRFLHW\DQGPDLQWDLQLQJRXUTXDOLW\RI OLIH7KH
FRQVXPSWLRQRIPRVWUDZPDWHULDOVKDVLQFUHDVHGVWHDGLO\VLQFH
:RUOG:DU ,,DQGGHPDQGLVH[SHFWHGWRFRQWLQXH WRJURZ LQ
UHVSRQVH WR WKH EXUJHRQLQJ JOREDO SRSXODWLRQ DQG HFRQRPLF
JURZWK HVSHFLDOO\ LQ%UD]LO 5XVVLD ,QGLD DQG&KLQD %5,&
DQGRWKHUHPHUJLQJHFRQRPLHV
:H DUH DOVR XVLQJ D JUHDWHU YDULHW\ RI PHWDOV WKDQ HYHU
EHIRUH 1HZ WHFKQRORJLHV VXFK DV WKRVH UHTXLUHG IRU PRGHUQ
FRPPXQLFDWLRQ DQG FRPSXWLQJ DQG WR SURGXFH FOHDQ
UHQHZDEOH ORZFDUERQ HQHUJ\ UHTXLUH FRQVLGHUDEOH TXDQWLWLHV
RIPDQ\PHWDOV
,Q WKH OLJKW RI WKHVH WUHQGV WKHUH LV LQFUHDVLQJ JOREDO
FRQFHUQRYHUWKHORQJWHUPDYDLODELOLW\RIVHFXUHDQGDGHTXDWH
VXSSOLHV RI WKH PLQHUDOV DQG PHWDOV QHHGHG E\ VRFLHW\ 2I
SDUWLFXODUFRQFHUQDUH
FULWLFDO
UDZPDWHULDOV(WHFKHOHPHQWV
VR FDOOHG EHFDXVH RI WKHLU JURZLQJ HFRQRPLF LPSRUWDQFH DQG
HVVHQWLDO FRQWULEXWLRQ WR HPHUJLQJ 
JUHHQ
 WHFKQRORJLHV \HW
ZKLFKKDYHDKLJKULVNRIDVKRUWDJHRIVXSSO\
7KH IROORZLQJ (WHFK HOHPHQWV DUH FRQVLGHUHG WR EH RI
KLJKHVW SULRULW\ IRU UHVHDUFK FREDOW WHOOXULXP VHOHQLXP
QHRG\PLXPLQGLXPJDOOLXPDQGWKHKHDY\UDUHHDUWKHOHPHQWV
6RPH RI WKHVH (WHFK HOHPHQWV DUH KLJKO\ FRQFHQWUDWHG LQ
VHDIORRU GHSRVLWV IHUURPDQJDQHVH QRGXOHV DQG FUXVWV ZKLFK
FRQVWLWXWH WKHPRVW LPSRUWDQWPDULQHPHWDOUHVRXUFHIRUIXWXUH
H[SORUDWLRQDQGH[SORLWDWLRQ
)RUH[DPSOHWKHJUHDWHVWOHYHOVRIHQULFKPHQWRI7HOOXULXP
DUHIRXQGLQVHDIORRU)H0QFUXVWVHQFUXVWLQJVRPHXQGHUZDWHU
PRXQWDLQV VHDPRXQWV 7HOOXULXP LV D NH\ FRPSRQHQW LQ WKH
SURGXFWLRQRIWKLQILOPVRODUFHOOV\HWLWLVSURQHWRVHFXULW\RI
VXSSO\ FRQFHUQV EHFDXVH RI SURMHFWHG LQFUHDVHG GHPDQG
UHVXOWLQJ IURP WKH ZLGHVSUHDG GHSOR\PHQW RI SKRWRYROWDLF
WHFKQRORJLHV ORZ UHF\FOLQJ UDWHV DQG LWV SURGXFWLRQ DV D E\
SURGXFWIURPFRSSHUUHILQLQJ

)LJXUH/RZFDUERQWHFKQRORJLHVUHTXLULQJUDUHHDUWKPHWDOV

,, )250$7,212)'(326,76
$VDUHVXOWLWLVYLWDOWRDVVHVVDOWHUQDWLYHVRXUFHVRIVXSSO\
RIWHOOXULXPDQGWKHRWKHU(WHFKHOHPHQWVWKHODUJHVWVRXUFHRI
ZKLFK LV KHOG DV VHDIORRU PLQHUDO GHSRVLWV 2XU UHVHDUFK
SURJUDPPH DLPV WR LPSURYHXQGHUVWDQGLQJRI(WHFKHOHPHQW
FRQFHQWUDWLRQ LQ VHDIORRU PLQHUDO GHSRVLWV ZKLFK DUH
FRQVLGHUHG WKH ODUJHVW \HW OHDVW H[SORUHG VRXUFH RI (WHFK
HOHPHQWVJOREDOO\
)HUURPDQJDQHVH R[LGH GHSRVLWV )H0Q GHSRVLWV GHSRVLWV
DUH NQRZQ WR EH KLJKO\ YDULDEOH LQ ERWK WKLFNQHVV DQG
FRPSRVLWLRQ<HW WKHUH LV VXUSULVLQJO\ OLWWOH LQIRUPDWLRQ DERXW
ZKDWFRQWUROVWKLV:KDWLQIRUPDWLRQH[LVWVLVVSDUVHDQGVSUHDG
DFURVVGLIIHUHQWRFHDQEDVLQV'HVSLWHWKLVLWLVNQRZQWKDWORFDO
FRQGLWLRQVPD\DOORZGHSRVLWVHJFUXVW WRIRUPLQRQHDUHD
\HWDIHZWHQVRINLORPHWUHVDZD\WREHDEVHQW
2XUUHVHDUFKZLOOIRFXVRQWZRNH\DVSHFWV
x 7KH IRUPDWLRQ RI WKH GHSRVLWV DQG UHGXFLQJ WKH
LPSDFWVUHVXOWLQJIURPWKHLUH[SORLWDWLRQ
x 5HGXFLQJ WKH LPSDFWV UHVXOWLQJ IURP WKHLU
H[SORLWDWLRQ
'HWDLOHG VWXGLHV RQ WKH VFDOH RI LQGLYLGXDO VHDPRXQWV
FRXOG HQDEOH XV WR EHWWHU XQGHUVWDQG WKH HQYLURQPHQWDO
FRQGLWLRQV IRUPLQJ WKHVH FUXVWV VXFK DV ORFDO K\GURJUDSK\
ELRORJLFDOSURGXFWLYLW\WXUEXOHQFHSDVWFKDQJHVLQZDWHUPDVV
DQGXSZHOOLQJDQGFKDQJHVLQWKHR[\JHQPLQLPXP]RQH
:KDW LV WKHPDJQLWXGHRI WKHWRSRJUDSK\HIIHFWDQGFDQ LW
EHSUHGLFWHG"
6HDPRXQWV JHQHUDWH XSZHOOLQJ DQG WXUEXOHQFH RI FROG
R[\JHQDWHGDQGQXWULHQWULFKZDWHUWKDWHQKDQFHQXWULHQWVXSSO\
DQG ELRSURGXFWLYLW\ DQG ZKLFK LQWHUDFWV ZLWK WKH VKDOORZHU
0QULFKR[\JHQPLQLPXP]RQH20=ZDWHUPDVVHVFDXVLQJ
0Q R[LGDWLRQ SUHFLSLWDWLRQ DQG GUDZGRZQ RI LRQLF PHWDOV
GLVVROYHGLQWKHZDWHUFROXPQ
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$WWKHVHDPRXQWVFDOHWKHEDVHPHQWPRUSKRORJ\ZLOOKDYH
DQ HIIHFW RQ XSZHOOLQJ DQG PL[LQJ  KHQFH LQIOXHQFLQJ WKH
WKLFNQHVVRI)H0QGHSRVLWVDQG WKHLU FRPSRVLWLRQ HVSHFLDOO\
RQWKHRXWHUULPRUXSSHUIODQNVRIWKHVHDPRXQW
7KLV WDVN ZLOO GHWHUPLQH WKH SUHVHQW K\GURFKHPLFDO DQG
SK\VLFDO FRQGLWLRQV DW WKH VLWH RI GHSRVLWLRQ RI WKH )H0Q
GHSRVLWV7KHVSHFLILFREMHFWLYHVDUH WRHVWLPDWHVSDWLDO WKUHH
GLPHQVLRQDO SDWWHUQV RI WKH RFHDQ FLUFXODWLRQ ZDWHU PDVV
FRPSRVLWLRQDQGFKORURSK\OOFRQWHQWDQGWRQXPHULFDOO\PRGHO
WKHGHHSRFHDQFLUFXODWLRQDQGLWVVSDWLDOYDULDELOLW\
.QRZQV
x 5ROH RI R[\JHQ PLQLPXP ]RQH 20= LQ WKH
SUHFLSLWDWLRQRILURQDQGPDQJDQHVHR[LGHV
x 20= VXVWDLQHG E\ KLJK ELRORJLFDO VXUIDFH ZDWHU
SURGXFWLYLW\ 0DLQWDLQV KLJK FRQFHQWUDWLRQV RI
GLVVROYHG0QDQG)H
x ,QWHUIDFH EHWZHHQ 20= DQG R[\JHQDWHG GHHSZDWHU
R[LGLVHV GLVVROYHG  )H DQG0QZKLFK SUHFLSLWDWH DV
R[LK\GUR[LGH SDUWLFOHV WKDW VHWWOH WKURXJK WKH ZDWHU
FROXPQ
x *HQHUDOUROHRIODUJHVFDOHVHDIORRUEDWK\PHWU\RQ
)H0QFUXVWV
x 6HDPRXQWV WKDW LQWHUFHSW WKH 20= DOVR FDXVH ORFDO
XSZHOOLQJ WKDW HQKDQFHVPL[LQJ DQG SUHFLSLWDWLRQ RI
)H DQG0Q R[\K\GUR[LGHV 7KH\ DOVR HQKDQFH ORFDO
VXUIDFHSURGXFWLYLW\


)LJXUH)RUPDWLRQRIGHSRVLWV
%87 RI RYHU  VHDPRXQWV JOREDOO\ OHVV WKDQ 
KDYHEHHQYLVLWHGDQGRQO\DIHZKXQGUHG)H0QFUXVWVDPSOHV
VWXGLHGLQWRWDO
:H ZLOO DOVR DGGUHVV KRZ WRPLQLPLVH WKH HQYLURQPHQWDO
LPSDFWVRIPLQHUDOH[SORLWDWLRQ

,,, 6($028176
6HDPRXQWVDUHXQGHUVHDPRXQWDLQVLQGHHSZDWHUW\SLFDOO\
P7KH\DUHDQLPSRUWDQWSDUWRIWKHPDULQHHQYLURQPHQW
DV WKH\FRQWDLQHFRV\VWHPVDQGJHRORJ\ WKDWGLIIHUIURPWKRVH
RIERWKWKHGHHSVHDDQGWKHVKDOORZVHD
7KH WRS RI D VHDPRXQW PD\ EH DW DQ\ OHYHO EXW RIWHQ LV
DERXWPEHORZWKHVHDVXUIDFHUHVXOWLQJLQWKHORFDORFHDQ
FXUUHQWSDVVLQJDFURVV WKHVHDPRXQW DERYH LWVSHDN LQ WKH WRS
IHZKXQGUHGPHWUHVRIWKHZDWHUFROXPQ
6HDPRXQWV DUH RI SDUWLFXODU LQWHUHVW LQ WKH FXUUHQW FOLPDWH
RISUHVVXUHRQUHVRXUFHVRIUDUHHDUWKPLQHUDOVEHFDXVHWKH)H
0Q FUXVWV ZKLFK IRUP RQ VHDPRXQWV DUH SDUWLFXODUO\ ULFK LQ
PHWDOVZKLFKDUHHVVHQWLDOIRUORZFDUERQWHFKQRORJ\
6HDPRXQWV UHSUHVHQW D XQLTXH IORZ UHJLPH ZLWKLQ RFHDQ
V\VWHPVDFFRUGLQJWR*,7D\ORULWZRXOGEHH[SHFWHGWKDWLQD
XQLIRUP IORZ ZLWK FRQVWDQW GHQVLW\ WKHUH ZRXOG DSSHDU D
³7D\ORUFROXPQ´DERYHWKHVHDPRXQWZKHUHWKHZDWHUZRXOGEH
WUDSSHGLQDIUDPHRIUHIHUHQFHURWDWLQJZLWKWKHHDUWK

)LJXUH$7D\ORUFROXPQ
LHWKHUHLVD³SKDQWRP´REVWDFOH
7KLVWUDSSLQJRIZDWHUDERYHWKHVHDPRXQWPD\DFFRXQWIRU
WKHH[FHSWLRQDOHQYLURQPHQWVH[SHULHQFHGRQWRSRIVHDPRXQWV
LQFOXGLQJ WKH SUHVHQFH LQ WKH FUXVWV RI PDQJDQHVH DQG RWKHU
PHWDOV2QHRI WKHJRDOVRI WKH UHVHDUFK LV WR LGHQWLI\ WRZKDW
H[WHQWWKLVWKHRUHWLFDOLGHDLVUHSHDWHGLQUHDOVHDPRXQWV\VWHPV
7KHSUHVHQWVWXG\KDVWDNHQDSDUWLFXODUVHDPRXQWWRVWXG\
WKH 7URSLF 6HDPRXQW ZKLFK LV ORFDWHG DW R ¶1 R
¶: FORVH WR WKH 7URSLF RI &DQFHU RII WKH ZHVW FRDVW RI
$IULFD ,W LV ORFDWHG ZLWKLQ WKH VRXWKZHVW IORZLQJ &DQDU\
&XUUHQW ZKLFK RFFXSLHV DSSUR[LPDWHO\ WKH WRS P RI WKH
ZDWHUFROXPQGRZQIURPWKHVXUIDFH7KHSHDNRIWKHVHDPRXQW
LVDWDERXWPEHORZWKHVXUIDFHVRWKHRFHDQFXUUHQWGRHV
QRWH[WHQGGRZQDVIDUDVWKHWRSRIWKHVHDPRXQWEXWLVDEOHWR
IORZSDVWDERYHWKHSHDNFRPSDUDWLYHO\XQDIIHFWHG
7KLV VHDPRXQW ZLOO EH WKH VXEMHFW RI D VXEVWDQWLDO
PRQLWRULQJ H[HUFLVH LQ1RYHPEHU'HFHPEHU  FDUULHG RXW
E\1(5&12&6RXWKDPSWRQ
3ULRU WR WKLV PRQLWRULQJ DQG DV D ILUVW VWHS ZH KDYH
LQYHVWLJDWHGWKHDELOLW\RI7(/(0$&WRUHSURGXFHWKHFODVVLFDO
7D\ORU&ROXPQEHKDYLRXU

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)LJXUH7URSLF6HDPRXQW

,9 021,725,1*(;(5&,6(
+\GURJUDSKLFLQWHUDFWLRQZLWKWKHVHDPRXQWDQGHVSHFLDOO\
WKHGLVWXUEDQFHRIWKHIORZILHOGDURXQGLWZLOOEHH[DPLQHGE\
GHSOR\LQJWKUHHPRRULQJVVSDFHGaNPIURPWKHFHQWUHRIWKH
VHDPRXQW DQG GHSOR\HG IRU a GD\V (DFK PRRULQJ ZLOO
FRPSULVH UHFRUGLQJFXUUHQWPHWHUVDQGPLFUR&7'VORFDWHGDW
WKUHH GLIIHUHQW SRVLWLRQV DERYH WKH ERWWRP a  DQG
PZDWHUGHSWKV
,Q DGGLWLRQ K\GURJUDSKLF JULGV ZLOO EH RFFXSLHG XVLQJ
&7' DQG ORZHUHG $'&3 SURILOLQJ SOXV YHVVHOPRXQWHG 
N+] $'&3 SURILOLQJ WR PHDVXUH LQVWDQWDQHRXV FXUUHQWV
WKURXJKRXW WKH ZDWHU FROXPQ DV ZHOO DV VXVSHQGHG VHGLPHQW
DQG FKORURSK\OO $ VLPLODU DSSURDFK ZLOO EH DGRSWHG IRU WKH
5*5 DQG9& E\ RXU 836 SDUWQHUV H[FHSW WKDW WKH WHPSRUDO
YDULDELOLW\ RI QHDUERWWRP FXUUHQWV ZLOO EH REVHUYHG RYHU D
SHULRGRI\HDUVDQGZLOOLQFOXGHFRQMXJDWHG$FRXVWLF'RSSOHU
&XUUHQW 3URILOHUV $'&3  6HGLPHQW 7UDS 0RRULQJV LQ WZR
GLVWLQFWK\GURG\QDPLFDOORFDWLRQV
,QVWUXPHQWVWREHXVHG
x $'&3FXUUHQWSURILOHUXSZDUGORRNLQJ
x VLQJOHSRLQW&0V'9V
x 9HVVHOPRXQWHG$'&3
x 0RRULQJVZLOOEHDWWZROHYHOV

7KURXJKGHSWKSURILOLQJZLOOEHDWORFDWLRQVDQGLQFOXGH
x &XUUHQW VSHHG DQG GLUHFWLRQ GRZQZDUGORRNLQJ
$'&3
x 6DOLQLW\WHPSHUDWXUHDQGGHSWK&7'SUREH
x 7XUELGLW\2%6
x :DWHUVDPSOHV5RVHWWHVDPSOHU
x 3URILOLQJULJDOWLWXGH$OWLPHWHU


7DEOH,QVWUXPHQWDWLRQ
0R
RUL
QJ

/RFDWLRQ $
SS
UR[

:D
WHU

'H
SWK
P

+HLJKW$ERYH6HD
%HGPORZHU
LQVWUXPHQW
3DUDPHWHUV
UHTXLUHGORZHU
LQVWUXPHQW +H
LJK
W
$E
RYH
6H
D
%H
G
P

8S
SHU

3DUDPHWHUVUHTXLUHGXSSHU
LQVWUXPHQW
$ 6HDPRXQW6ORSH   89:VDOLQLW\WHPSHUDWXUH  89:VDOLQLW\WHPSHUDWXUH
% 6HDPRXQW6XUIDFH  
89:VDOLQLW\
WHPSHUDWXUH
3URILOHU8/
 89:VDOLQLW\WHPSHUDWXUH
& $E\VVDO3ODLQ   89:VDOLQLW\WHPSHUDWXUH  89:VDOLQLW\WHPSHUDWXUH


9HVVHO PRXQWHG $'&3 ZLOO GULYH EHWZHHQ WKH &7'
SURILOLQJVWDWLRQV$FRPSOHWHURXWHZLOOEHDVWHDPLQJGLVWDQFH
RINPWDNLQJMXVWXQGHUKRXUV
115
UG7HOHPDF	0DVFDUHW8VHU&OXE 3DULV)UDQFH2FWREHU


9 6&+(0$7,&02'(//,1*
6FKHPDWLFVLPXODWLRQVKDYHEHHQPDGHLQ7(/(0$&ZLWK
D IODW ERWWRPHG FKDQQHO DQG DQ DQDO\WLFDO VKDSHG FLUFXODU
VHDPRXQWLQWKHPLGGOHRILW
7KH FXUUHQW KDV EHHQ PRGHOOHG ZLWK ERXQGDU\ FRQGLWLRQV
IRUXQLIRUPIORZDFURVVWKHFKDQQHODQGDQDO\WLFDOIRUPXODHIRU
WKH FXUUHQW VSHHG DQG GHQVLW\ GLVWULEXWLRQ WKURXJK WKH ZDWHU
GHSWK:KHQIORZLVLQLWLDWHGWKHFXUUHQWLQFUHDVHVIURP]HURWR
DVWHDG\VWDWHIORZ


)LJXUH0RGHOVHWXSIRUJHRVWURSKLFIORZ
7KHUHVXOWLQJIORZVVKRZDQDUHDRIORZFXUUHQWDERYHWKH
VHDPRXQW DQG EHORZ WKH RFHDQ FXUUHQW DERYH DV H[SHFWHG
)LJXUH7KLVIHDWXUHLVOLNHDYHU\VKRUW7D\ORUFROXPQ


)LJXUH/RQJLWXGLQDOFURVVVHFWLRQWKURXJKDWKHRUHWLFDO
VHDPRXQWVKRZLQJWKHSUHGLFWHGFXUUHQWVSHHG8FRPSRQHQW
PV

$ KRUL]RQWDO SODQH WKURXJK WKH PLGGOH RI WKH VHDPRXQW
VKRZVWKDWWKHKRUL]RQWDOFXUUHQWKDVDFORFNZLVHFLUFXODWLRQDV
VHHQ IURPDERYH DERYH WKHVORSHRI WKH VHDPRXQW )LJXUH
7KLVDUHDRIORZFXUUHQWLQWKLVVLPXODWLRQH[WHQGVDERXWP
DERYH WKH SHDN  1HDU WKH SHDN WKH FXUUHQW VSHHG LV VORZ
)LJXUHEXWHYHQLQWKHDUHDDURXQGWKHSHDNWKHIORZWDNHV
RQDODUJHO\FLUFXODUIRUPDQGWKLVFXUUHQWFDQWUDSPDWHULDOV
DQGLI WKH\DUHKHDYLHU WKDQZDWHU WKH\PD\IDOO WR WKHEHG
DQGEHFRPHDSHUPDQHQWIHDWXUHRIWKHVHDPRXQW

)LJXUH+RUL]RQWDOVOLFHWKURXJKDWKHRUHWLFDOVHDPRXQW
VKRZLQJWKHSUHGLFWHGFXUUHQWYHORFLW\PWKHEHORZZDWHU
VXUIDFH

7KH DUHD RI  ORZ FXUUHQW DERYH WKH SHDN RI WKH VHDPRXQW
FDQ EH VHHQ WR FDXVH WKH FXUUHQW VSHHG FRQWRXUV WR ³GRPH´
)LJXUH DOWKRXJK WKH WUDFHU FRQWRXUV DUHPRVWO\ XQDIIHFWHG
)LJXUH


)LJXUH0RGHOGHQVLW\ORQJLWXGLQDOSURILOHWKURXJKWKH
VHDPRXQW

7KHFRQFOXVLRQRIWKHPRGHOOLQJLVWKDWWKHDUHDRIWUDSSHG
IOXLGDERYHWKHVHDPRXQWPD\EHYHU\WKLQRQO\PWRS
WRERWWRPVRREVHUYDWLRQVQHHGWRH[WHQGYHU\QHDUWRWKHWRS
RIWKHVHDPRXQW)LJXUHVKRZVQHDUEHGIORZVDURXQG7URSLF
6HDPRXQW VXEMHFWHG WR WKH VDPH LPSRVHG FXUUHQW DQG DW
GLIIHUHQWFRQWRXU OHYHOV LWFDQEHVHHQ WKDW WKHFXUUHQWIROORZV
WKH FRQWRXUV LQGLFDWLQJ WKDW WKH PDWHULDO MXVW DERYH WKH
VHDPRXQWLVWUDSSHG

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)LJXUH&XUUHQWVDERYHWKHEHG±H[DPSOHRI7URSLF6HDPRXQW

9, &21&/86,216
7KH DLP RI WKH VWXG\ LV WR REWDLQ ' PDSV RI WKH ZDWHU
PDVVGLVWULEXWLRQFXUUHQWVDQGWKHLUYDULDELOLW\DERYHWKHVWXG\
VLWHV 7KH UHVROXWLRQ RI WKH K\GURJUDSKLF JULGV DQG PRRULQJV
DUHGHVLJQHG WR FDSWXUH WKH YHORFLW\ ILHOGV DURXQG WKH VLWHVRI
LQWHUHVWDWWKHVFDOHVRI¶VRINLORPHWUHV
6R IDU WKH VFKHPDWLF PRGHOOLQJ VKRZV WKH SRVVLELOLW\ RI
HQWUDSSLQJ RI PDWHULDO LQ WKH ZDWHU MXVW DERYH WKH VHDPRXQW
+RZHYHUWKHOD\HURIHQWUDSSHGZDWHULVERXQGHGDERYHE\WKH
RFHDQFXUUHQWDQGLWPD\EHDYHU\WKLQOD\HUVRWKDWPRQLWRULQJ
RIFXUUHQWVDWWKHVHDPRXQWQHHGVWRPHDVXUHFXUUHQWVZLWKLQD
IHZPHWUHVRIWKHVHDPRXQW

117
118
Development of a dynamic riparian vegetation model 
in TELEMAC-2D
Baptiste Clement, Nicolas Claude, Germain Antoine & Marion Duclercq
EDF R&D National Laboratory for Hydraulics and Environment (LNHE)
Chatou, France
nicolas-n.claude@edf.fr
Abstract— Issues associated to the development of riparian 
vegetation in rivers become more and more considered by 
scientists and managers. Bio-hydro-morphodynamic numerical 
models can provide a significant help to better understand the 
complex interactions between plants and hydrogeomorphic 
processes, and can become helpful tools for streams 
management. It is in this context that a dynamic riparian 
vegetation model, based on the works of Van Oorschot et al.
[2016] has been implemented in TELEMAC-2D. This model 
simulates colonization by seed dispersal, growth and mortality 
of plants of Salix type. Three mortalities were considered: 
uprooting, flooding and desiccation. The influence of vegetation 
on hydrodynamics is modelled by a drag force. The 
implementation of the ecological mechanisms has been tested 
and verified on a simple case. In the future, the present dynamic 
vegetation model can be improved by considering interactions 
between sedimentary processes and plants, by improving 
parameterization of ecological mechanisms and by modelling of 
multiple species.
I. INTRODUCTION
Riparian vegetation is a common feature of rivers. In these 
hydrosystems, plants and hydrogeomorphic processes are 
strongly interconnected. Vegetation affect hydrodynamic by 
deflecting and reducing the flows [1], [2], [3], [4]. This 
influence is related to plants characteristics such as the 
density, stem diameter and height, and flexibility [5], [6], [7]. 
The impact of vegetation on flows also modifies the sediment 
transport. Thus, presence of plants tends to decrease sediment 
transport capacity, and causes deposition of particles [8], [9],
[10]. The flow deflecting can also contribute to erode the bed 
close to patches [11], [12]. Furthermore, vegetation 
influences banks evolution by reinforcing soil cohesion 
thanks to the biomechanic action of roots and through 
addition of organic materials [13], [14]. Plants can also 
destabilize banks by modifying water circulation in the soil 
and causing mass failure [15]. At a larger scale, vegetation 
encourages the aggradation of alluvial bars [16] and 
secondary channels [17], and affects the river planform [18],
[19].
In return, hydrology and morphodynamic processes affect 
also the vegetation dynamic. Riparian plants have adopted 
specific traits to survive to high disturbances encountered in 
streams, namely flooding, scour, burial and high flow 
velocities [20]. For example, riparian species use both sexual 
and asexual reproduction to optimize their recruitment in 
rivers, i.e. to colonize a maximum of wet and bare substrates 
[21]. In these systems, plants have also adapted their timing 
and period of seed dispersal to flow regime [22]. After 
germination, seedlings grow very fast in order to produce 
large dense roots systems to reduce the risks of uprooting 
[20]. The biomass development above riverbed is also very 
quick and leads to flexible stems to decrease their drag and 
their flow resistance [23].
Interactions between plants and hydrogeomorphic 
processes evolve with the age of vegetation [21]. During their 
early stage, plants have low effect on flow and sediment 
transport. However, during this phase, hydrogeomorphic 
disturbances strongly affect vegetation development. When 
plants get older, this relationship becomes more balance. 
Thereafter, with an adult population, the relationship is 
reversed and more unidirectionnal with plants affecting more 
the hydrogeomorphic processes than the opposite [16]. Thus, 
to simulate long-term evolution of a vegetated river, a model 
representing plants by only one age (without growth and 
mortality) seems not reliable [24]. For long-term 
morphodynamic prediction of rivers, it is necessary to take 
into account links between plants and hydrogeomophic 
processes, and to consider the evolution of these interactions 
as a function of the vegetation dynamic. Practically, this 
corresponds to couple a physic-based morphodynamic model 
to an ecological model which reproduces seed dispersal, 
colonization, growth and mortality of plants. Based on this 
assessment, [24] have recently proposed a sophisticated bio-
morphodynamic model to study in details interactions 
between vegetation and morphodynamic of a meandering 
river.
The objective of our project is to couple a vegetation 
model to the TELEMAC-MASCARET system to provide in 
future an operational tool for river managers. To this end, a 
work was previously initiated to model the effect of 
vegetation on hydrodynamic [25]. This paper presents the 
second step which has consisted in implementing a dynamic 
riparian vegetation model based on the works of [24]. Note
that a dynamic aquatic plant model was also implemented 
previously by [26]. The ecological model developed in this 
study simulates recruitment, colonization, growth and 
mortality of riparian plants. Thus, in a first part, we recall 
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briefly how the effect of plants on hydrodynamic is modelled 
in TELEMAC-2D. In a second part, the dynamic ecological 
model is detailed. In a third part, the implementation of the 
ecological model is verified. Finally, a conclusion and some 
outlooks are proposed.
II. MODELLING THE EFFECT OF VEGETATION
ON HYDRODYNAMIC
In this study, the hydrodynamic simulations were 
performed with TELEMAC-2D which solves the depth-
averaged shallow-water equations with the finite element 
method. The effect of vegetation on flow is modelled by 
adding a drag force (Fd) in the momentum equations.
Drag force has been calculated from the following relation 
[7]: ܨௗሬሬሬሬ⃗ =  − ଵଶ ܥௗߩߙ௩ܣ ∗ minሺℎ௩ , ℎሻ ∗ ห ௩ܷሬሬሬሬ⃗ ห ∗ ௩ܷሬሬሬሬ⃗  
Where ܥௗ is the drag coefficient, ߩ is water density, ߙ௩ is a
shape factor equals to 1 for a rigid cylinder, ܣ = ݉ ∗ ܦ is the 
projected area of stems in the flow direction  (with m the 
number of stems per m² and D the stems diameter), ℎ௩ and ℎ
are the plant height and the water depth, respectively, and ௩ܷሬሬሬሬ⃗
is the vector of flow velocity acting on the vegetation.
If ℎ௩ ≥ ℎ (emerged vegetation), ௩ܷሬሬሬሬ⃗ =  ሬܷ⃗ , the depth averaged 
velocity. If not ℎ௩ < ℎ (submerged vegetation):
௩ܷሬሬሬሬ⃗ =  ߟ௩ ሬܷ⃗ ቀ௛ೡ௛ ቁଵ ଶൗ  ݓ݅ݐℎ ߟ௩ =  ଵି஽√௠ଵି೓ೡ೓ ஽√௠ 
Thus, to estimate the drag force induced by vegetation, the 
diameter, height and density of the considered plants should 
be known.
III. DESCRIPTION OF THE DYNAMIC RIPARIAN 
VEGETATION MODEL 
A dynamic riparian vegetation model, based on the works 
of [24], has been implemented in TELEMAC-2D in order to 
simulate the establishment, the growth and the decay of plants 
in a river (Figure 1). The plants modelled have characteristics 
corresponding to Salix species.
Vegetation is defined in each node of the mesh by an 
occupation matrix:ܱܿܿ = ൫ݏ௜,௝൯଴ஸ௜ஸ௔೘ೌೣ଴ஸ௝ஸ௧ೝೠ೙   
Where ݏ௜,௝ ∈ [Ͳ,ͳ] is the cover fraction related to the 
vegetation of age i during the year j of simulation. ܽ௠௔௫ is the 
maximum age of the plant (here Salix plants have a life 
expectancy of 60 years) and ݐ௥௨௡ the number of full years in 
the simulation. The initial vegetation cover is set up by 
defining the first column of the occupation matrix.
Figure 1. Diagram of coupling between TELEMAC-2D and the ecological 
model (shown by green dotted line).
A. Evolution of the occupation
Characteristics of vegetation (cover fraction, diameter, 
height, density) are updated once in a year after the window 
dispersal (see part III.B). The following equation gives the 
relationship between cover fraction of a vegetation at the year
j+1, cover fraction at the year j, mortality at the year j (ߙ௜,௝)
and the initial fraction (ݏ௜ି௝,଴ or ݏ଴,௝ି௜):∀ ݅ ≥ ͳ : ݏ௜ାଵ,௝ାଵ =  max ሺݏ௜,௝ −  ߙ௜,௝ ∗ ݏ௜ି௝,଴ ;  Ͳሻ ݏ݅ ݅ ≥ ݆   ሺ4aሻ  ݋ݎ ݏ௜ାଵ,௝ାଵ =  max ሺݏ௜,௝ −  ߙ௜,௝ ∗ ݏ଴,௝ି௜  ;  Ͳሻ ݏ݅ ݅ < ݆  ሺ4bሻ
At each (ecological) time step, the fraction of age i+1
equals the fraction of age i a year before, minus the fraction 
freed by mortality. We distinguish the case where vegetation 
existed at the initial state (݅ ≥ ݆), from the case where 
vegetation developed during simulation ሺ݅ < ݆ሻ.
B. Recruitment
Riparian species have complex reproduction mechanisms
adapted to hydrogeomorphic disturbances [20]. In the present 
model, we simplify these processes by only representing the 
sexual reproduction. The period of seed dispersal called 
window dispersal (WD) corresponds to the time when flow 
decreases in rivers (here it is supposed to be the month of June 
for Salix type). During this period, seeds are carried on by the 
river flow and the wind. Seeds germinate when they are 
deposited on a bare and wet substrate.
We assume that areas of germination at the year j are those 
submerged during WD (ℎ௠௔௫ሺݐ ∈  ܹܦ௝ሻ > Ͳ) and emerged
at the end of WD ( ℎ൫ݐ = ݁݊݀ ݋݂  ܹܦ௝൯ = Ͳ). Thus, we are 
sure that seeds have been deposited on a wet substrate and
that they have not been carried away by a water level rise. 
120
23rd Telemac & Mascaret User Club Paris, France, 11-13 October, 2016
When colonization takes place, the cover fraction of 
vegetation at age 0,  ݏ௢,௝. is set up at 0.8 [24] when there is no 
plants at all. When plants occupy partially the bed, empty 
spaces are filled by a vegetation at age 0 [24]:   ݏ௢,௝ = ͳ −∑ ݏ௜,௝௔೘ೌೣ௜ୀଵ .
C. Growth
Growth of plant height (hv), root length (r), and stem 
diameter (D) were implemented as logarithmic functions 
(Figure 2) with the following formula [Van Oorschot et al. 
2015]:ܩ =  ܨ௏ ∗ logሺ݅ + ͳሻ  ∀݅ ≥ ͳ    (5) 
Where G is the size ሺܩ =  ℎ௩ ݋ݑ ݎ ݋ݑ ܦሻ, ܨ௏ is the vegetation 
type dependent logarithmic growth factor and i is the 
vegetation age in years. The values of parameters are given in 
Table I.
Figure 2. Growth curves of the Salix Type.
TABLE I. Vegetation growth parameter [24].
Parameters Unit Type Reference
Vegetation type - Salix
Maximum age an 60 Braatne et al. (1996) [27]
Initial root length m 0.1 Canadell et al. (1996) [28]
Initial shoot length m 0.25 Van Velzen et al. (2003) [29]
Initial stem diameter m 0.002 Van Velzen et al. (2003) [29]
Fv root - 0.85 Canadell et al. (1996) [28]
Fv shoot - 11.5 Kleyer et al. (2008) [30]
Fv diameter - 0.41 Van Velzen et al. (2003) [29]
Timing of seed dispersal month June Kleyer et al. (2008) [30]
D. Mortality
Plants start to die as soon as they are flooded or their roots 
are above the water table for 15 successive days or more [24].
Vegetation can also be uprooted from the substrate when the 
flow velocity is too high. The modelling of these processes is 
detailed in the following paragraphs. Plants can also die if 
they are buried by sediments or if a scour height gets higher 
than the length of roots. However, these two mechanisms are 
not yet implemented.
Total mortality of an age i at the year j of simulation,  ߙ௜,௝ ,
corresponds to the sum of the mortality by flooding  ܽ௜,௝ , by 
desiccation  ܾ௜,௝ and by uprooting ܿ௜,௝ .ߙ௜,௝ = min൫ܽ௜,௝ + ܾ௜,௝ + ܿ௜,௝, ͳ൯   
The three mortalities are calculated using a threshold 
function ߁, applied to a variable called morphodynamic 
pressure related to the mortality considered [24]. The function 
is schematized below on the figure 3.
Figure 3. Form of mortality functions.
When the morphodynamic pressure overtakes a threshold
value, mortality increases linearly until 100%. Function’s 
parameters (threshold and slope) are characteristics of the 
mortality and the Life Stage (LS) of the vegetation 
considered. All values are displayed in Table II.
For mortality by flooding ܽ௜,௝, we compute ݊௦௨௕,௝  the 
number of days included in a period of 15 or more successive 
days of flood (days where water depth is not zero). Then  ܽ௜,௝  is calculated by applying the appropriate ߁ function:ܽ௜,௝ =   ߁௙௟௢௢ௗ,௅ௌ௞൫݊௦௨௕,௝൯  ∀݅ ≥ Ͳ, ݁ݐ ݅ ∈ ܮܵ݇ (7)
Where LSk is the Life Stage in which belongs the age i.
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TABLE II. Parameters of morality [24].
Life stages Salix type Reference
Parameter Unit LS1 LS2 LS3 LS4
Number of years in LS an 0 1-9 10-49 50-60 Van Velzen et al. (2003) [29]
Number of stems stems/m² 25 15 0.16 0.16 Van Velzen et al. (2003) [29]
Desiccation threshold days 25 190 240 365 Geerling et al. (2006) [31]
Desiccation slope %/day 0.024 0.005 0.005 ∞ Geerling et al. (2006) [31] 
Flooding threshold days 70 260 310 365 Geerling et al. (2006) [31]
Flooding slope %/day 0.024 0.005 0.005 ∞ Geerling et al. (2006) [31] 
Flow velocity threshold m/s 0.55 7.0 12.0 6.0 Geerling et al. (2006) [31]
Flow velocity slope %/m.s-1 2.4 0.5 0.5 0.5 Geerling et al. (2006) [31]
Likewise, mortality by desiccation ܾ௜,௝  is calculated by 
counting ݊ௗ௘௦,௜,௝, the number of drought day included in a 
period of drought longer than or equal to 15 days. A day is 
defined as dry when the roots do not reach the water table. We 
assume that the water table and the free surface have the same 
elevation i.e.:ݖ௕ − ݎሺ݅ሻ > ܵܮ (8)
Where ݖ௕is the bed elevation, r is the root length and SL is the 
free surface elevation. Note that during drought conditions, 
there is no water in some areas covered by plants. To verify if 
roots reach the water table, we need to obtain a SL value on 
these dry nodes (see Eq. 8). For that purpose, we have 
partitioned the domain into several zones. In each zone, a 
reference point has been identified such as it is always under 
water. To verify if a non-submerged node is in dry condition or 
not (as defined above), we use the SL value calculated by 
TELEMAC-2D on its reference node.
Then  ܾ௜,௝ is calculated as follows:ܾ௜,௝ =   ߁ௗ௘௦௜௖,௅ௌ௞൫݊ௗ௘௦,௜,௝൯  ∀݅ ≥ Ͳ, ݅ ∈ ܮܵ݇ (9)
Mortality by uprooting ܿ௜,௝, is calculated by 
applying ܷ௠௔௫,௝, the highest flow velocity on the year j to the 
function  ߁:ܿ௜,௝ =   ߁௨௣௥௢௢௧௜௡௚,௅ௌ௞൫ܷ௠௔௫,௝൯  ∀݅ ≥ Ͳ, ݅ ∈ ܮܵ݇ 

IV. VALIDATION OF IMPLEMENTATIONS
In this part, we present the results of a simulation carried 
out to check that the processes and equations presented above 
were correctly implemented into TELEMAC-2D.
A. Presentation of the model
The model represents a straight rectangular canal of 76.5 m 
long and 1 m large. The bathymetry, inspired from the 
experiments of [32], has been defined in order to have a bed 
slope of 0.05% with a low part (channel) and high part (bar)
(Figure 4). The mesh is composed of more than 32000 nodes,
spaced in average of 5 cm. Boundary conditions are a water 
discharge at the inlet and free surface elevation at the outlet of 
the channel.
Figure 4. Bed elevation (m) in the model. From left to right, the 3 white 
squares indicate nodes n°15896, n°21803 and n°25928.
B. Hydrograph
A simplified hydrograph has been imposed at the inlet 
boundary to test the processes implemented in the ecological 
model (Figure 5 and Table III). The hydrograph is composed of 
four discharges: one flow to submerge the bar (Q = 0.04 m3/s), 
one flow with an emerged bar (Q = 0.02 m3/s), one flow 
corresponding to a drought situation, when roots do not reach 
the free surface (Q = 0.015 m3/s) and one flow to reach high 
velocities in order to uproot young vegetation from the bar (Q 
= 0.1 m3/s). Roots length has been fixed to 2 cm for all the life 
stages to simplify the test. Five years were simulated to observe 
the vegetation evolve 5 times. The implementation of an 
ecological process is tested each year of the simulation (Table 
III). To reduce computation time, 3 seconds in the model 
represent a day in real life.
Figure 5. Hydrograph used for the test. Transitions between each ecological 
time steps (each years) are marked by blue circles.
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TABLE III. Test program.
Year Date of the end of year (s) Processes tested
1 1095 Recruitment failure 
2 2190 Recruitment
3 3285 Uprooting
4 4380 Flooding 
5 5475 Desiccation 
C. Validation of the processes implementation in the 
ecological model
Figure 6 shows the cover fractions of vegetation that 
germinates on the bar (0 years old - LS1) for each year of the 
simulation. Figure 7 presents each year the sum of cover 
fractions of vegetation that are 1 to 9 years old (LS2)
Figure 6. Cover fraction for the LS1.
Figure 7. Cover fraction for the LS2.
1) Year 1: Recruitment failure
There is no vegetation at initial state (year 0 in Figures 6 and 
7). The hydrograph of the first year is composed of a flood that 
starts during the window dispersal (WD) and finishes after this 
period. So, the bar is still submerged on the 1st of July at the end 
of the WD (Figure 8). As no bare and wet substrate is available 
to allow a plant recruitment, no vegetation appears during year 
1 (LS1 is empty, see Figure 6).
Figure 8. Water depth on 3 nodes located on the bar at the end of year 1. Blue 
circles mark the beginning and the end of the window dispersal. See Figure 4
for the location of the 3 nodes.
2) Year 2: Recruitment
During the second year of the simulation, a flood begins 
before the window dispersal and finishes before the 1st of July. 
With this hydrology, a large part of the bar becomes emerged 
during the WD (see nodes 15896 and 21803 on Figure 9) and 
then is colonized by plants (Figure 6, year 2). The cover fraction 
related to new vegetation is 0.8. We also see in the downstream 
part of the bar that plants do not colonize the substrates which 
are not submerged during the WD (see node 25928 on Figure 
9, and Figure 6).
Figure 9. Water depth on 3 nodes located on the bar at the end of year 2. Blue 
circles mark the beginning and the end of the WD. See Figure 4 for the
location of the 3 nodes.
3) Year 3: Uprooting
Vegetation established at the end of the second year is now 
1 year old (LS2, Figure 7). The third year of simulation is 
marked by a large flood with maximal velocities (Umax)
sufficiently high on the bar (Figure 10) to allow locally the 
uprooting of some plants (i.e. Umax higher than 0.55m/s, see 
Table II). This explains why the spatial distribution of the cover 
fraction of LS2 is similar to the spatial distribution of Umax.
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To check the calculation of mortality by uprooting, a 
comparison of the results of the simulation on one node with a 
handmade calculation using equations given part III is 
performed. For that purpose, node n°21803 is considered. 
TELEMAC graphic outputs give 0.79 m/s, a fraction of 0.8 at 
year 2 and a fraction of 0.33 at year 3. According to Figure 3
and Table II, mortality by uprooting reaches a value of
2.4*(0.79-0.55) = 0.58. We find the same occupation at the year 
3 than the implemented model since thanks to Eq 4: 0.8-
0.58*0.8 = 0.33.
Figure 10. Umax (m/s) during year 3. From left to right, the 3 white squares 
indicate nodes n°15896, n°21803 and n°25928.
4) Year 4: Flooding
During the year 4, a very long flood has been simulated. The 
bar is flooded almost uniformly more than 260 days (Figure 11),
which overcomes the mortality threshold by flooding for LS2 
(Table II). It leads to a slight decrease of the cover fraction of 
vegetation on the bar (Figure 7, year 4).
To verify the calculation performed by the code, we use the 
node n°21803 which has been flooded 283 days (Figure 11) and 
presents a new fraction of 0.24 at year 4 (Figure 7). According 
to Figure 3 and Table II the mortality by flooding is estimated 
manually to 0.005*(283-260) = 0.115. Then, the new fraction 
is deduced: 0.33-0.8*0.115 = 0.23. The result of the handmade 
calculation is equal to the result of the simulation.
Figure 11. . Number of flooded days (Nsub) during year 4. Node n°21803 is 
indicated by a white square.
5) Year 5: Drought
The fifth year of simulation presents a long period of low 
flow. For these flow conditions, the roots are not connected to 
the water table. The dry period is longer than the mortality 
threshold by drought for LS2 (Table II). Thus, a part of the 
plants dies by desiccation during this year (Figure 7, year 5). At 
the end, vegetation is still present close to the left bank and 
across the bar with a regular spacing (Figure 7). This spatial 
distribution is partly due to the domain partitioning method 
used to estimate the water table elevation (part III.D). The
method to reproduce vegetation mortality by desiccation will 
be improved in the future.
To check the calculation, we perform a handmade 
calculation of the mortality by drought on the node n°21803.
This area has been in drought conditions 258 days during year 
5 (Figure 12). At the end of this year, the fraction is null on the 
node. According to Figure 3 and Table II the mortality by 
drought can be estimated to 0.005*(258-190) = 0.34. The new 
fraction is then 0.23-0.8*0.34 < 0. Since a fraction cannot be 
negative, the result is rounded to 0. Thus, the handmade 
calculation and the simulation give the same result.
Figure 12. Number of drought days (Ndes) during year 5. Node n°21803 is 
indicated by a white square.
V. CONCLUSIONS AND OUTLOOKS
Issues associated to the development of riparian vegetation
in rivers become more and more considered by scientists and 
managers. Bio-hydro-morphodynamic numerical models can 
provide a significant help to better understand the complex 
interactions between plants and hydrogeomorphic processes,
and can become helpful tools for streams management. 
A dynamic riparian vegetation model, based on the works 
of [24] has been implemented in TELEMAC-2D. This model 
simulates colonization by seed dispersal, growth and mortality 
of plants of Salix type. Three mortalities were considered: 
uprooting, flooding and desiccation. The implementation of 
these mechanisms has been tested and verified on a simple case.
This work constitutes a first step toward a more complete 
and realistic bio-hydro-morphodynamic model. Several 
outlooks can be listed, among others:
x To model interactions between vegetation and 
sedimentary processes since these relationships 
control significantly the evolution of rivers [16]. A 
preliminary work would consist in modelling the 
plants death by burial and scour. 
x To optimize the parameterization of ecological 
processes (growth and mortality curves) by 
calibrating the parameters from field or laboratory 
measurements. 
x To complete the model in order to simulate the 
dynamic of multiple species (poplars, invasive or 
protected species…), their interactions and the 
feedbacks of plant communities on the flow and 
sediment transport. 
Furthermore, a first application is ongoing on a 3 km long reach 
of the Isère River (Figure 13). The objective is to better 
understand the effect of flow regulation on plants development. 
For this purpose, a TELEMAC-2D model is coupled to the 
ecological model described in this paper and two hydrographs 
are simulated: one corresponding to natural flows and one 
representing regulated flows. For instance, Figure 14 shows, as 
preliminary result, the evolution of the recruitment areas during 
3 years for a regulated hydrology. Thereafter, a comparison of 
the 2 simulations will be carried out to characterize 
qualitatively the influence of the water management on 
vegetation dynamic.
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Figure 13. Bathymetry of the study reach represented in the TELEMAC-2D 
model. The black arrow indicates the flow direction.
Figure 14. Fraction of area colonized by seedlings.
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Abstract— An Agent Based Model (ABM) coded in Matlab 
is described in which fish (or other marine creatures) are 
introduced into the 3D underwater flow domain modelled 
by TELEMAC. The released fish individuals are 
preassigned a set of physiological characteristics and 
behavioural traits and are then free to swim and interact 
with each other in the flow field environment. The model is 
particularly designed to model potential impacts on 
marine organisms due to anthropogenic induced stresses, 
such as caused by underwater noise and/or interaction 
with power station intakes or hydro-power turbines. A 
description of the algorithms is given followed by an 
example of how the ABM can be used to assess the 
potential stress exerted on fish populations due to 
underwater noise generated from pile driving during 
construction of a hypothetical offshore windfarm. Future 
developments of the model will also be described. 
I. INTRODUCTION 
Since the 1970’s, the growth of micro-processing power 
has led to the development of ecological models that consider a 
population from the point of view of the individuals instead of 
the more classical top-down empirical models based on 
demographics [7]. Such models are known as Agent Based 
Models (ABM) or Individual Based Models (IBM).  
A well-known example of an ABM is called Boids, which 
was developed in 1987 by Reynolds [13] to simulate the 
flocking behaviour of birds. This model demonstrated how a 
few simple rules (refer to Section II.A) could produce realistic 
emergent patterns of flock-like behaviour. The qualitative 
realism of this approach meant it has been used in Hollywood 
movies such as Tim Burton's film Batman Returns (1992). 
Whereas the classical top-down modelling approach is 
useful for assessing observed trends in populations, the ABM 
approach, whereby a set of individuals each with its own set of 
prescribed behaviours and responses with no overarching rules 
on the population, has potential to make predictions into the 
future [7]. Combined with an increase in the requirement for 
ecological assessments as part of Environmental Impact 
Assessments (EIA), ABM models like Boids offer potential in 
simulating impacts on species populations in response to 
shocks to the environment, be they anthropogenic or natural in 
origin.  
Recent research at HR Wallingford has investigated how 
the ABM approach could be used to assist in the assessment of 
the impacts of underwater sound on fish in the marine 
environment [15]. In the marine industry, regulators and 
decision makers have become more aware of the importance of 
underwater sound and its potential impact on animals. For 
example, underwater sound has been shown to have 
detrimental impacts on fish physiology by increasing blood 
cortisol (stress hormone) levels [21], increase heart rate [6] and 
inducing temporary hearing loss [18] [2] [20]. On a 
behavioural level, sound exposure in fishes can reduce anti-
predator responses [3] [19], change swimming patterns [8] [9] 
and alter group behaviour [4]. Additionally, the impacts of 
sound exposure can be more severe in individuals of low body 
condition [12].  
Guidelines now outline how much sound emitted during 
marine construction works is acceptable, what the potential 
effects are and how it can be monitored and mitigated [1]  [14]. 
This has resulted in the requirement for studies of the impact of 
underwater sound on organisms that can be used for EIAs as 
regulators require better data on the impacts in order to 
properly assess potential effects.   
This paper describes an ABM model developed at HR 
Wallingford called HydroBoids. The model algorithms will be 
described followed by a description of case study where data 
on fish behavioural in response to pile driving noise were 
collected and used to parameterise the model. Initial results 
from the model will also be presented. 
II. MODEL DESCRIPTION 
In HydroBoids, numerous fish individuals (or other mobile 
marine creatures) are represented as moving Lagrangian points 
in a three dimensional underwater space which are carried 
(advected) by the Eulerian hydrodynamic flows calculated by 
the TELEMAC modelling system [10]. A flow result file must 
first be generated using TELEMAC which can be either time 
varying or steady state and either 2- or 3-dimensional.  
The fish are placed into the model domain defined by the 
TELEMAC geometry file within defined polygon regions and 
with a given initial horizontal and vertical separation, thus 
defining the total number of fish in the calculation. Each placed 
fish is assigned characteristics or traits that are both 
physiological (e.g. swim speed) and also behavioural (e.g. 
schooling).  
The fishes physiological characteristics are applied across 
the population as normally distributed values about a mean 
with a specified standard deviation. The ability to model this 
type of inter-population variability is an important reason why 
the ABM approach is useful for modelling ecological impacts 
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 since not all the individuals will respond in the same way or be 
affected to the same degree [1]. 
A. Swimming and flow interaction 
The main physiological characteristic is the fish swim 
speed which is assigned to each individual in the population 
from a normal distribution of speeds (i.e. some fish can swim 
faster than others as would be the case in reality). Each 
modelled species is also assigned a maximum acceleration to 
prevent an individual from changing speed and direction too 
abruptly given its mass and momentum. 
If the swim speed for a particular species is set to zero, 
these individuals are effectively Lagrangian drifters that are 
advected purely by the flow. Turbulence can also be applied 
using a random walk model with constant viscosity in the 
horizontal direction and a mixing length formula in the vertical 
direction, which effectively turns the simulation into a classical 
Lagrangian dispersion model.  
The fish move in 3D underwater space, therefore in general 
those individuals near to the bed will be subjected to slower 
flows than those near the surface. If a 2D model result is used 
then the vertical flow profile is assumed to be logarithmic and 
hence the fish near the bed will be advected less than those in 
the surface waters. If a 3D hydrodynamic file is used then the 
flows are interpolated directly at the fishes 3D location. 
As shown in Figure 1, fish that are assigned a swim speed 
in the model move under their own propulsion in addition to 
the flow advection according to a correlated random walk 
(CRW) algorithm [5] [22].  A CRW is a pattern of movement 
where the direction of the fish at the current time step is 
dependent on the direction at the previous time step.  A 
directional error term, or directedness, is added at each time 
interval chosen randomly from a normal distribution with a 
predefined standard deviation. Assuming no other influences 
on movement, if the directedness term is zero, the correlated 
random walk is simply a straight line and if the directedness 
term is maximum (180°) then the correlated random walk is a 
conventional uncorrelated random walk [22]. The directness 
parameter has both a horizontal (azimuth) and a vertical 
(elevation) value, the latter usually being smaller since fish 
tend to move in the horizontal plane more frequently.  
 
Figure 1: Schematic of 2D fish movement using a correlated random walk and 
advection by hydrodynamic flows (indicated as blue vectors on at triangular 
mesh nodes) 
Thus to define a new fish position at each step in a 
correlated random walk one only needs 1) the present fish 
position, 2) its previous direction, 3) the angular error in the 
present direction (directedness), and 4) the swim speed, or 
distance travelled, during each step [22]. 
Correlated random walks are a good analogy to animal 
movements because the angular error at each step can represent 
a variety of unknown external influences on the ability of an 
animal to continue a course on a particular bearing.  Examples 
of such influences are rough terrain, complex and chaotic small 
scale water movements, inaccuracy of any navigation method 
being used, or any other dispersion or displacement made at a 
smaller scale than explicitly modelled.      
After the new position of each fish has been calculated the 
model checks that this position is valid (i.e. within the model 
domain and not on dry land).  If not, the fish maintains its 
position from the previous time step and rotates its direction 90 
degrees to the left or right (chosen randomly). 
B. Behavioural traits 
Behavioural traits are also assigned to the fish depending 
on particular characteristics of that species, which may include 
the following: 
x Schooling 
x Migration 
x Predator-prey interaction and scavenging 
x Response to external stimuli  
Each of these behavioural traits is described below.  
1) Schooling 
HydroBoids uses the Boids method of Reynolds [13] to 
simulate schooling behaviour. Three simple rules are 
prescribed to all the individuals in the model to control 
schooling behaviour as shown diagrammatically in Figure 2. 
These rules are: 
1. Collision avoidance (or separation): Avoid contact 
with neighbours and obstacles 
2. Velocity matching (or alignment): Match the general 
speed and direction of neighbours 
3. Flock centring (or cohesion): Steer towards the centre 
of surrounding neighbours 
A modification of the original method is to include a 
probability of schooling (refer also to Section C) which 
introduces some randomness into the schooling behaviour to 
take into account unknown causes of variability that are not 
modelled, effectively allowing the school to become less rigid 
in pattern. Setting the probability of schooling to a value of 
one returns the schooling algorithm to the classical Boids 
approach, whereas a value of zero effectively turns of 
schooling behaviour. 
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 Separation: steer to avoid crowding local neighbours 
 
Alignment: steer towards the average heading of neighbours 
 
Cohesion: steer to move toward the average position of neighbours 
 
Figure 2: The three rules of the Boids method of schooling behaviour (adapted 
from http://www.red3d.com/cwr/boids ) 
2) Migration 
The instinctive behaviour of a some fish species to travel 
from their current location to a predetermined distant location, 
such as annual spawning grounds, is included in a simplistic 
way by defining one or more waypoints which the individuals 
are explicitly programmed to head towards. The justification 
for using such a heuristic method is that, for many species or 
situations, the exact method or behavioural cue that the 
individuals use to find their way along a migration path is not 
known to science. All that is known is that the animals 
somehow find their way to the same location year after year. 
Therefore the migration path is explicitly defined as shown in 
Figure 3 which shows migration of fish up the Mersey 
Estuary, with the tidal flow modelled using TELEMAC-2D. 
Of course if a behavioural cue is identified for any given 
species then this can be readily modified in the code.   
As with schooling, a probability of navigation is applied 
which means each fish species has a user specified probability 
(between 0 and 1) which is tested for each fish at each model 
time interval to decide whether it steers towards the next 
waypoint or not. A probability of navigation value of one 
means that the probability will always be met and hence the 
fish will immediately change their heading for the next 
waypoint. A probability of zero completely turns off migration 
behaviour. Fractional values between zero and one mean that 
some of the fish population will be chosen at random to 
change direction towards the next waypoint. For example, a 
probability of 0.25 means that, on average, 25% of the fish 
population will be chosen to navigate. When selected, the fish 
also have their speeds returned to normal (if not already so) 
which means that any other previous fleeing response to a 
stimulus or predator is reset. The fish that are not chosen carry 
on with their correlated random walk or may be selected to 
perform another behavioural activity (e.g. schooling). 
 
Figure 3: Example of modelled tracks (white lines) of fish navigating up the 
River Mersey (UK) using the waypoint method during a single tide modelled 
by TELEMAC2D. The fish start and end positions are represented by green 
circles and red squares respectively. 
3) Predator-prey interaction and scavenging 
If more than one species is introduced into the model flow 
domain simultaneously, it is possible to assign predator-prey 
interactions between them. For each species, a list of prey 
species is prescribed, with the list empty for those that do not 
predate. If the predator species comes into a specified target 
range of one or more of its prey (synonymous with the 
sensitivity of the eyesight of the predator) then it swims 
towards the closest individual at a defined chase speed. This is 
shown schematically in Figure 4. If the predator then reaches a 
distance closer than a second threshold range it is assumed 
that it cannot see the prey anymore and so carries on moving 
according to a correlated random walk. Similarly, the prey are 
assigned a range at which they can detect predators. If a 
predator is within that range they swim directly away from the 
predator at their own predefined chase speed. Once a chase 
has finished, i.e. when the prey has either been eaten or 
escaped, the individuals carry on at chase speed until they are 
selected to navigate when their speed is reset to normal. 
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Figure 4: Predator-prey zones of detection. Dark grey zones are out of view. 
In this example the predator shark in the centre has detected its prey, but the 
prey is unaware of the danger. 
Feeding of fish that do not predate on other modelled fish 
species (for example those that feed on phytoplankton) can be 
parameterised using a probability of feeding. In this case, the 
selected fish change speed randomly to a fraction of their 
average swim speed (chosen randomly) to simulate 
scavenging behaviour.  
4) Response to external stimuli 
The individuals within the model can be programed to 
respond to a stimulus such as underwater sound or a pollutant 
tracer. The stimulus field is input directly from the TELEMAC 
hydrodynamic file as a variable and can be a time varying 
field or constant.  
Upon exposure to a stimulus above a specified certain 
threshold, the swim direction of the fish is changed to be 
either directly towards or away from the source (e.g. a pile 
driver emitting noise) or, alternatively, up or down the 
gradient of the stimulus field (e.g. a pollutant tracer). For 
example a fish may respond to a sound level above 140 
decibels and swim directly away from the noise source. 
Another example is shown in Figure 5 where fish have been 
assigned a thermophilic response to a thermal plume modelled 
in TELEMAC-3D. The fish therefore swim up the temperature 
gradient towards the plume discharge and against the flow. 
The direction of each fish is further modified as they move 
due to the correlated random walk. 
As well as changing direction, each fish affected by a 
particular stimulus is assigned a new swimming speed 
selected randomly from a normal distribution of fleeing 
speeds as a multiple of its usual speed.  Swimming speed 
reverts to the fish’s usual swimming speed the next time it is 
selected to navigate, which again is decided each time interval 
based on the probability of navigation (see Section 2).   
 
Figure 5: Fish parameterised with a thermophilic response to a modelled 
thermal plume discharge in TELEMAC-3D (indicated with coloured 
contours).  
C. Probability and decision making 
A fundamental problem with any ABM is how to 
implement and validate a numerical method for decision 
making in animals.  For example, will a fish decide to 
navigate towards a spawning ground in preference to staying 
with the school? The basis of such choices will ultimately 
depend on which is the best in terms of increasing the fitness 
of the individual animal in question [1]. Data on this problem 
is both difficult to obtain and the number of decisions that 
require parameterising can be many. Keeping the number of 
decisions to a minimum is therefore important, although too 
few will make the simulation unrealistic. 
In HydroBoids, decisions are parameterised heuristically 
using weighted probabilities. Probabilities (i.e. fractional 
values between zero and one) are set by the user for each of 
the behavioural traits, i.e. navigation, schooling, feeding and 
responding to a stimulus. These probabilities are specified in 
such a way so that they add up to less than or equal to one. At 
the beginning of each time step, an imaginary dice (i.e. a 
random number generator) is rolled for each fish to determine 
which activity it will perform during the time step. If none of 
the activities are chosen, then the fish carries on with a 
correlated random walk.  
This process is modified if the fish individual finds itself 
in a situation involving high risk such as a dangerously high 
stimulus above a specified threshold (e.g. a loud underwater 
noise level) or in the presence of a predator that is within a 
specified range. In such instances the fish is assumed to be in 
panic mode and the probability is ignored and the individual 
responds regardless. 
III. MODEL APPLICATION 
The model has been developed as part of ongoing research 
at HR Wallingford in collaboration with the University of 
Exeter. Calibration of fish behavioural characteristics and 
stimulus thresholds is an important area in which data are 
currently lacking. To address this, experiments have been 
carried out in a former ship building dock (dimensions 90 x 18 
x ~2m deep) in which electronically tagged fish were 
subjected to intermittent pile driving noise over a six day 
period (Bruintjes et al, in prep.). A brief summary of the 
experiment is given here. 
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 Trials were performed over 6 days, during which pile 
driving was carried out twice daily for two hours, with a one 
hour pause between the two periods. A ~1.6 kJ pile driver 
hammer was used to strike a 7.5 m long 0.17 m diameter pile 
at a strike rate of 10 strikes per minute. Equal numbers of tests 
were performed with the pile located at each end of the dock 
(see Figure 6). The southwest end of the dock was shallower, 
with a depth of approximately 1.7 m as opposed to 2.6 m at 
the opposite end. At the deeper end there was also a deeper 
area near the original entrance to the dock which was 
cordoned off with a net so fish could not enter it. In each trial 
the movements of between 14 to 24 (~18 on average) 
acoustically tagged cod were measured. The batches of cod 
were reused for 3 piling periods, to give a total of 71 cod 
tested.   
 
Figure 6: The ship building dock in which fish tag measurements were made 
(Blyth, UK) with water depth contours drawn. The pile driving was carried 
out at the two marked locations. 
During the experiments to sound field was also measured 
throughout the dock at 27 locations using a hydrophone. The 
RMS sound pressure fields for the deep and shallow end pile 
locations are shown in Figure 7. 
 
Figure 7: RMS sound pressure measured during pile driving at the deep and  
shallow end pile locations 
The average fish positions for each of the experiments are 
shown in Figure 8 and Figure 9 for the deep and shallow end 
pile driver location scenarios respectively. Also plotted on 
these graphs (in grey) are the results from the HydroBoids 
model. The model was run ten times for each pile location 
scenario and the standard deviation of all the results are 
plotted as error bars. Parameters for the model setup are 
summarised in Table 1. As can be seen, the measured 
distances of the fish from the piles are largely contained 
within the standard error of the modelled distances which 
suggests that the model is capturing the variability in the data. 
 
Figure 8: Measured (coloured lines) and modelled (grey error bars) distances 
of fish from the pile during piling at the deep end of the dock. Periods of pile 
driving are indicated. 
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Figure 9: Measured (coloured lines) and modelled (grey error bars) distances 
of fish from pile during piling at the shallow end of the dock. Periods of pile 
driving are indicated. 
Interestingly, the model appears to give better comparison 
for the deep end pile location. It appears that the fish prefer to 
stay in deeper water after they have experienced the piling 
sound and therefore do not return as quickly as in the model. 
This possibly indicates that they have a memory of the 
previous piling event. Another finding was that the model fit 
improves if a low probability of responding to the stimulus of 
just 5% is used. So it appears that the fish take time to decide 
whether to move away from the noise. These are both 
interesting findings and will be investigated further in a future 
paper. 
 
Parameter Value 
Swim speed range (normal) 0.2 to 0.3 m/s 
Maximum acceleration 0.5 m/s2 
Fish time step 2.5 s  
Number of fish per run 24 
Directedness (horizontal and 
vertical) 
3º & 0.1º 
Probability of navigation 5% 
Probability of schooling 50% 
School separation (min/max) 0.2 - 0.5m 
Probability of feeding  5% 
Sound threshold of potential 
response 
135 dB re1μPa 
(+/-3dB) 
Probability of responding to 
stimulus 
5% 
Swim speed multiplier during 
stimulus 
2.5 
Stimulus response action Flee directly from 
source 
Table 1 – Summary of HydroBoids model parameters 
IV. FUTURE WORK 
HydroBoids is an ABM that has been around for several 
years but has recently undergone significant development. 
Recently the model has been used in a collaboration between 
HR Wallingford and the Zoological Society of London to 
locate the spawning grounds for Smelt in the Thames estuary 
[17]. Currently, another collaboration with Nottingham and 
Southampton Universities is underway to use the HydroBoids 
model to investigate the interaction of eels with hydro-power 
turbines and fish passes on an EPSRC funded project titled 
Vaccinating the Nexus [16]. New algorithms associated with 
avoidance behaviour of eels and other species will be 
incorporated into the model code during this collaboration. 
The model is presently coded in Matlab. This enables 
changes to be made to the software relatively easily and results 
can be visualised on-the-fly which allows for rapid 
development with good quality control. In the future when the 
software has become less developmental, the code could be 
translated in Fortran and incorporated in the TELEMAC suite. 
This would be preferential since the code would be more 
computationally efficient and would potentially enable two 
way coupling of interactions between fish and the 
hydrodynamics and/or tracers such as to simulate the depletion 
of algal food supply. 
V. CONCLUSIONS 
Here an Agent Based Model has been described which has 
potential to assist in the EIA process for marine construction 
works to assess potential impacts on fish populations (or other 
marine wildlife). Early results show that the model can offer 
useful insights into population dynamics and is easily adapted 
to a wide range of scenarios. The coupling of the flows with 
TELEMAC is a novel improvement to standard ABM models 
which generally do not consider the flow field. 
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Abstract—The objective of this work is to present the im-
plementation, verification and validation of a three-dimensional
model capable to reproduce the propagation of the caesium-137
radionuclide in coastal waters and its interaction with suspended
sediments, in the framework of the open-source TELEMAC-
MASCARET modelling system. The mathematical model is
based on the non-conservative transport of radionuclides, where
the interaction with the particulate matter is considered. The
resulting numerical model is verified by comparisons between
numerical and analytical solutions of selected test cases. Finally,
the model is validated with the Fukushima Dai-ichi case by com-
paring numerical results with field measurements of radionuclides
concentration in the Japan Sea.
I. INTRODUCTION
On March 11, 2011, a devastating earthquake of magnitude
9.0 and a tsunami struck the Tohoku area, Japan, causing
major damage to the cooling systems of reactors in the
Fukushima Dai-ichi Nuclear Power Plant (NPP), operated by
Tokyo Electric Power Company (TEPCO). In order to cool the
reactor cores and the spent fuel in storage pools, large amounts
of seawater and freshwater were used. A significant part of
this radioactivity-contaminated water was discharged into the
Pacific Ocean close to the power plant. In addition, between
March 12 and 15 2011, several hydrogen explosions resulted
in the release of significant radioactivity into the atmosphere,
some of which was deposited onto the sea surface over a wide
area of the Pacific Ocean. Consequently, high concentrations of
iodine (131I), strontium (90Sr) and caesium-137 (137Cs) were
found in seawater and seabed sediments along the coastline of
Fukushima Prefecture [25]. Moreover, radionuclides were de-
tected in marine debris caught near Fukushima Prefecture [7].
The human and non-human populations of the nearby regions
were exposed temporarily or permanently to the substances,
either by external irradiation or by ingesting plants growing in
the local area.
A significant number of modelling studies on the dispersion
of radionuclides released from Fukushima into the Pacific
Ocean have been recently published in the scientific literature.
Recently, in the framework of the MODARIA project, sup-
ported by the International Atomic Energy Agency (IAEA),
different models were applied to the accidental releases and
discharges from Fukushima Dai-ichi NPP accident. A brief
description of these models is given below. The reader is
referred Peria´n˜ez et al. [19] for a detailed description of these
models.
The model developed by IMMSP/KIOST (Institute of
Mathematical Machine and System Problems, Ukraine, with
the Korea Institute of Ocean Science and Technology, Re-
public of Korea) for radionuclide transport proposes two
approaches: Eulerian and Lagrangian, and water circulation
and sediment transport are obtained from the hydrodynamic
SELFE model [22], [29]. The oceanic dispersion model named
LORAS (Lagrangian Oceanic Radiological Assessment Sys-
tem) has been developed by Korea Atomic Energy Research
Institute (KAERI) to evaluate the transport characteristics of
the radionuclides released into the sea for a nuclear acci-
dent [13]. A particle random-walk model (SEA-GEARN) has
been used by the Japan Atomic Energy Agency (JAEA) to
simulate radionuclide transport in the Pacific Ocean. This
model is based on the three-dimensional advection/diffusion
dispersion equations. The SisBAHIA model [1] was developed
by the Instituto de Engenheria Nuclear in Brazil and solves the
transport of contaminants with the Eulerian and Lagrangian
approaches. Finally, the USEV model, developed by the Uni-
versity of Sevilla (Spain), is based on the three-dimensional ad-
vection/diffusion dispersion equations. For these models, water
circulation has been obtained from JCOPE2 hydrodynamic
model [17], [18].
The numerical experiments of the MODARIA project were
carried-out for a perfectly conservative radionuclide (Exercises
1 and 2) and for 137Cs, including water/sediment interactions
(Exercises 2, 3 4a and 4b), using different hydrodynamic
forcings and numerical and physical parameters (Exercises 1
and 4b). The model outputs were also compared with TEPCO
measurements of radioactivity in water and sediments [25].
As a conclusion, it was found that the main reason of discrep-
ancies between the model results was due to the differences
between the numerical schemes and parameterizations used
among these models.
The common point of all these models is the size of
the computational domain (35◦N–38.5◦N, 140.5◦E–144◦E,
covering approximately 670 km long and 620 km wide) and
the need of employing a realistic reproduction of oceanic
conditions such as ocean current, temperature, salinity, and
sea surface height (SSH) for performing accurate numerical
simulations on the oceanic dispersion of radionuclides. In
general, these models use the hydrodynamics obtained with
general circulation models based on data assimilation tech-
niques (NCOM, JCOPE2) or variation method, as for the JAEA
model which uses the three-dimensional variational (3D-VAR)
data assimilation system [28], Meteorological Research Insti-
tute (MRI) Multivariate Ocean Variational Estimation (MOVE)
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with the eddy-resolving ocean general circulation model, MRI
Community Ocean Model (www.mri.com; [27]) at the Japan
Meteorological Agency (JMA), which makes it possible to
adjust the numerical results with field observations.
It can be considered that these models should be useful and
powerful tools in post-emergency situations, when the estima-
tion of future contamination of water, sediments and biota rely
on data from analogous periods of previous years [21], or for
the assessment of the long-term consequences of the accident,
including transfers of radionuclides to sediments and biota, as
well as evaluating the potential role of sediments as a source
of contamination once radionuclide concentrations in seawater
have decreased [15]. However, a model should be capable
of providing quick-responses to emergency situations [21].
Rapid responses can be achieved using meteorological data or
tide conditions from operational numerical models in order to
accurately predict the radioactivity transport. In this case, the
accuracy of the model could be improved by a refined spatial
discretization and the model extension could be limited to the
coastal area in the vicinity of the NPP.
In this context, the objective of this study is to develop a
three-dimensional (3D) numerical tool able to reproduce the
dispersion of radionuclides in coastal waters in an emergency
situation such as the Fukushima Dai-ichi NPP accident. With
this aim, the developed model has been forced only with data
available immediately after (or during) the accident, as the
weather conditions (wind, pressure, temperature) and/or the
harmonic components of tides, and the model domain was
limited to the coastal area near Fukushima and refined in the
coastal area nearby the NPP.
The model was developed within the open source
TELEMAC-MASCARET system, which is an integrated mod-
elling tool for use in the field of free-surface flows. The various
simulation modules use efficient algorithms based on the finite-
element or finite volume methods. Space discretization is
performed with unstructured triangular elements, which means
that it can be locally refined in particular areas of interest. The
mathematical model for radionuclides transport was built based
on previous studies on non-conservative radionuclides [11],
[16], where the interactions with the particulate matter has
been considered. To account for these processes, a module
that solves three-phase interaction has been implemented and
described in the next section. This newly developed module
was coupled with the 3D Reynolds-Averaged Navier-Stokes
hydrodynamics module TELEMAC-3D of the TELEMAC-
MASCARET system. Details on the 3D hydrodynamics model
can be consulted in [5] and are not presented hereafter.
II. RADIONUCLIDES TRANSPORT MODEL
A. Conceptual Model
The radionuclides transport model is based on previous
studies on non-conservative radionuclides propagation in sea
waters, e.g. [11], [14], [16]. In particular, the model imple-
mented in this work is a three phase’s model with the following
characteristics: (i) dissolved phase consists of radionuclides
that are dissolved and adsorbed onto fine particles without
settling velocity (diameter < 0.8 mm is preferred, according
to Kobayashi et al. [9]), (ii) the large particle matter (LPM)
phase consists of radionuclides that are adsorbed with the
LPM which has settling velocity, (iii) active bottom sediment
phase consists of radionuclides that are adsorbed with the
LPM which deposit on the seabed, and the particle re-suspends
according to the bottom velocity. For sediments, it is assumed
that the LPM is an aggregate which has a single radius and
density and the movement of each particle is characterized
by velocity, diffusivity and settling velocity of the particle
itself. For these conditions, a conceptual scheme describing the
interaction between phases and the ionic exchanges is showed
in Figure 1, where radionuclides uptake/release processes
between water and sediments are formulated in terms of kinetic
transfer coefficients k1 and k2. A detailed description of this
formulation can be found in [16], [17].
Fig. 1: Conceptual sketch describing the interaction between the three
phases model and the ionic exchanges. The kinetic model considers that
exchanges of radionuclides between water and sediments are governed by
a first-order reversible reaction, being k1 and k2 the forward and backward
rates, respectively.
B. Governing Equations
The radionuclide transport model describes the water-
sediment sorption processes. It includes the advection-
diffusion equations for dissolved Cws and adsorbed by sus-
pended sediment Cwp radioactivity in the water column, and the
equations for concentration of the dissolved Cbs and adsorbed
Cbp radioactivity in the bottom deposits, expressed in [Bq/l],
[Bq/m3] or [kg/m3]. The transport of radionuclides dissolved
(or absorbed by sediments) in water can be written as a classic
advection-diffusion equation, by considering as an additional
source term the exchange between the solid and the dissolved
phases:
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where U, V,W [m/s] are the velocity field components along
the x, y, z−directions, respectively, νh and νv [m2/s] are
respectively the horizontal and vertical diffusion coefficient for
radionuclides, λ [s−1] is the radionuclide decay constant, Pws
and Pwp are the input of the dissolved radionuclides from the
source point and the input of the radionuclides which adsorbed
to the LPM from the source point [kg/m2s], respectively,
Swd [kg/m
3] or [g/l] is the sediment concentration and ws
[m/s] is the sediment settling velocity. Above, the distribution
coefficients Kwd and K
b
d [m
3/kg] are defined under steady
hydraulic conditions as:
Swd K
w
d = lim
t→∞
(
Cwp
Cws
)
,
Sbd
ǫ
Kbd = lim
t→∞
(
Cbp
Cbs
)
(3)
with ǫ [-] the bed porosity.
In Equations (1–2), the radionuclides are treated as passive
tracer, and the exchanges between the different phases are de-
scribed by diffusion, sorption, and sedimentation-resuspension
processes. The adsorption and desorption of radionuclides
between liquid and solid phases are described by the ra-
dionuclide exchange rates aw1,2 [day
−1] and ab1,2 [year
−1],
usually considered as constants for practical applications [11].
The variation of the dissolved (mbs = C
b
sZb) and adsorbed
(mbp = C
b
pZb) mass of radioactivity in the bottom deposits can
be written as follows:
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Above, Fdif [m2/s] is the diffusion coefficient describing the
exchange between the bed and the water at the bottom and Zb
[m] is the thickness of the bottom layer.
C. Boundary conditions
The boundary condition for Cws and S
w
d at the free surface
Zs is a no-flux condition, expressed as:(
νv
∂Swd
∂z
+ wsS
w
d
)
z=Zs
= 0,
(
νv
∂Cws
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+ wsC
w
s
)
z=Zs
= 0
(6)
where Zs is the z-coordinate of the free surface. The bound-
ary condition for Cws , C
w
p and S
w
d at the bed describes the
exchange of radionuclides and of sediments with the bed. The
fluxes into the bottom are induced by the diffusion of ra-
dioactivity (desorption) between the bed sediments and water,
and the flux of radioactivity associated to the depositional and
erosional rates, as follows:
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For cohesive sediments, the deposition rate equation is de-
scribed by the empirical Krone law [4]:
D =
{
wsS
w
d (1− τ/τcd) if τ < τcd
0 otherwise
where τcd [N/m2] is the deposition critical bed shear stress,
ws [m/s] the mud settling velocity near the bed and τ [N/m2]
is the bed shear stress. The erosion rate follows the empirical
Partheniades law [4]:
E =
{
M(τ/τce − 1) if τ > τce
0 otherwise
where τce [N/m2] is the erosion critical shear stress of the
mud layer and M the Partheniades coefficient (kg/sm2). For
a single layer bed with a concentration Sbd [kg/m
3], the mass
conservation equation for the bed evolution is given by:
Sbd
∂Zb
∂t
= D − E. (8)
III. MODEL VERIFICATION
In this section, the capability of the model at reproducing
the advection and dispersion of radionuclides and its inter-
actions is assessed by comparisons between numerical and
analytical solutions.
A. Kinematic exchange of radioactivity between water and
suspended sediment in a basin
The objective of this test case is to assess the ability of the
model to reproduce the kinematic exchange of radioactivity
between suspended sediments and water. A square basin Ω =
[5×5] [m2] with constant water depth h = 2 [m] is considered,
zero flow velocity U = (U, V,W ) = (0, 0, 0) [ms−1] and solid
boundaries. The initial distribution of the dissolved Cws,0 =
Cws (t = 0) and adsorbed by sediments C
w
p,0 = C
w
p (t = 0)
radioactivity is uniform and equal to 10.0 [Bq/l] and the value
of the diffusion coefficient of the tracers K = 10 [m2s−1].
The decay constant λ = 0.00001 [s−1] and the radionuclide
exchange rate a1,2 = 0.000001 [day−1]. For these conditions,
Equations (1–2) simplify into:
∂Cws
∂t
+ λCws = a
w
1,2C
w
p ,
∂Cwp
∂t
+ λCwp = −a
w
1,2C
w
p (9)
Analytical solutions of Equations (9) are:
Cws (t) = (C
w
s,0 + C
w
p,0) exp
−λt+Cwp (t), (10)
Cwp (t) = C
w
p,0 exp
−(λ+aw1,2)t (11)
For this test case we use an unstructured mesh and a time step
of 10 [s]. Figure 2 shows the good agreement between the
numerical and the analytical results for both the dissolved and
adsorbed radioactivity.
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Fig. 2: Comparison between the numerical results and the analytical solution
for the kinematic exchange of radioactivity between water and suspended
sediment in a basin, see section III-A.
B. Tracer decay in a permanent flow field
The purpose of this test case is to assess the ability
of the numerical model to reproduce the physical behavior
of radionuclides dissolved in water, when transported by an
uniform flow field in a rectangular domain Ω = [1×500] [m2]
with initial constant water depth h = 1.0 [m] and flow velocity
U = (U, V,W ) = (0, 0, 0) [ms−1]. At boundaries x = 0
and x = 500 m, a constant water discharge Q(0, t) = 1.0
[m3s−1] and water depth h(500, t) = 1.0 [m] were imposed,
respectively. No friction is considered at the bottom of the
channel. At t = 0 [s], an initial triangular distribution of
the dissolved radioactivity is considered between x = 95
[m] and x = 105 [m], with a peak value equal to 1.0 Bq/l
at x = 100 [m]. At the inflow and outflow boundaries,
a constant zero radioactivity and a Neumann-like boundary
condition are imposed, respectively. An unstructured mesh
with typical element size equal to 0.5 [m] and time step of
0.5 [s] was used. The decay constant λ = 0.0007 [s−1]. For
a uniform and unidirectional flow field, the analytical solution
of the tracer transport equation is reported in detail in [12]. In
Figure 3, numerical results show that the temporal variation of
the tracer concentration at the middle of the channel (orange
line) is accentuated by the radioactivity decay, in comparison
with a reference situation without decay (blue line). This
result confirms that the simulated behavior of the dissolved
radioactivity is physically based and in agreement with the
analytical solution.
IV. APPLICATION TO THE FUKUSHIMA DAI-ICHI
ACCIDENT
A. Model construction
This study covers the oceanic coastal area nearby the
Fukushima Dai-ichi NPP: 36.5◦N–38.5◦N, 140.6◦E–143.4◦E
(covering an extension of c. 300 km to 300 km), see
Figure 4). The computational domain was discretized with
62,451 triangular elements, followed by extruding each
triangle along the vertical direction into linear prismatic
columns spanning the water column from the bottom to the
free-surface. Each column is composed of a fixed number
Fig. 3: Time evolution of the tracer decay in a permanent flow field test, see
section III-B.
of prismatic elements, that number being chosen during the
simulation set-up. The horizontal mesh size varied from 200
[m], near to the Fukushima Dai-ichi NPP to 10 [km] off-shore,
depending on the resolution of the bathymetrical data (derived
from the Japan Oceanographic Data Center) and the water
depth. The vertical resolution of the layered mesh is 5 layers,
resulting in elements with a height of the order of 50 [m] in
the coastal area of the NPP and the computational time step
was equal to 10 [s]. The simulations were performed for a total
time of 90 days (from the March 1st 2011 to May 30th 2011).
The model was initialised and forced at the oceanic boundary
with tides (surface elevation and the currents). The tides are
provided as complex amplitudes of earth-relative sea-surface
elevation for eight primary (M2, S2, N2, K2, K1, O1,
P1, Q1), two long period (Mf , Mm) and three non-linear
harmonic constituents (M4, MS4, MN4), computed with the
methodology reported in [2], [3]. The tidal constituents were
extracted from the Oregon State University Tidal Prediction
Software (OTPS/TPXO). These data are available on line
(http://volkov.oce.orst.edu/tides/OhS.html).
Current velocity and water surface elevation values were used
to initialise the model the March 1st 2011. At initial time,
the dissolved radionuclides concentration was set to zero.
On the free surface, the model was also forced by wind and
atmospheric parameters computed from the European Centre
for Medium-Range Weather Forecasts (ECMWF) model.
B. Source terms
The amount of 137Cs released directly into the ocean
was given by [19]. According to Kobayashi et al. [10], this
quantities correspond to the data of 137Cs released directly
into the ocean from the Fukushima Dai-ichi NPP. Four releases
points were defined in the mesh along the coast between the
northern discharge channel and the southern discharge channel
of the Fukushima Dai-ichi NPP and it was assumed that
the direct release into the ocean started on March 26th, see
Figure 5. Discharges were assumed to continue until June 30.
The blue line in Figure 5 shows the temporal variation of the
released amount of 137Cs used in the numerical simulations.
These data were estimated based on the concentrations of
radionuclides at the northern and southern discharge channels
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Fig. 4: a) Computational grid and sampling points where calculated 137Cs
concentrations in surface water have been compared with measurements.
Points P1 and P2 are issued from the MODARIA project Exercice 1; b)
grid points employed for reproducing the NPP (in green).
of the Fukushima Dai-ichi NPP, which were monitored almost
twice a day. This source term estimation led to a total 137Cs
release of 3.5 PBq from March 26th to June 30.
In [19], the authors used the ensemble average values of
wet deposition of 137Cs on the free surface issued from two
atmospheric dispersion models. These models were developed
by KAERI [23], [24] and JAEA [26]. Both are particle tracking
dispersion models and permit to model the dispersion of
radionuclides released to the atmosphere and evaluate the
subsequent deposition on the sea surface. In this work, this
dataset was projected onto the computational domain. An
example of wet deposition in the proximity of the NPP is
reported in 5.
Fig. 5: Source term of caesium 137Cs used in the numerical simulations,
see section IV-B.
C. Numerical results
In this section, numerical simulations were performed
from March 1st to June 1st 2011. Time series of calculated
137Cs concentrations obtained with TELEMAC-3D were first
compared to the measured concentrations obtained by TEPCO
(T1 to T8, red points in Figure 4). These measurements were
reported in regular press releases [25]. As showed in Figure 6,
TELEMAC-3D reproduces well the concentration values at
the measurements points. Particularly, nearby the NPP (points
T1 to T4), good agreement between numerical results and
observations is found from March 28th, two days after the
beginning of the direct release into the ocean. As observed
in Figure 6, numerical results match well the measurements
captured in the offshore zone, both in the south zone (points
T6 to T8) and in the north zone (point T5) of the Fukushima
Dai-ichi NPP. For these points, there is no evidence that
the numerical results are improved starting from March 26.
Conversely, the model is able to correctly reproduce the order
of magnitude of the measured concentration of 137Cs during
the simulation period. The model is therefore able to reproduce
the propagation and diffusion of the released 137Cs in the
vicinity of the NPP.
Fig. 6: Comparison between computed and measured 137Cs concentration
on the water surface, collected by TEPCO [25].
Maps of calculated 137Cs distributions in surface water
are presented in Figure 7. Corresponding maps obtained
from interpolation of measurements are shown in Inomata
et al. [6]. The calculated distributions, corresponding to the
concentrations of the dissolved fraction of 137Cs reflect the
water circulation performed by the model. We observe that
our model tend to produce an elongated patch in the North-
South direction (Figures 7a-c) and, later, leading to offshore
transport of radionuclides (Figures 7d-f). An accumulation of
radionuclides is also observed along-shore and especially in the
coastal zone of the numerical model, indicating that the main
current direction is from South to North and, in a second time,
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toward the North/East direction.
Fig. 7: Numerical results of the 137Cs distribution on the water surface: a)
April 1, b) April 6, c) April 11, d) April 21, e) May 1 and f) May 11, 2011.
Numerical results at coastal scale obtained with
TELEMAC-3D are slightly different from the general
path of an isotropic dispersion of radionuclides around the
Fukushima Dai-ichi NPP reported by Inomata et al. [6]. Many
reasons can explain these discrepancies. Firstly, the measured
path has to be attributed to the small number of measurements
and different sampling times used to produce these maps by
an optimal interpolation method. Secondly, large scale models
have showed the presence of a large anticyclonic eddy south
of Fukushima, which plays a central role in the transport
of radionuclides and which can affect the hydrodynamics
near the coastal area around Fukushima, see [8]. Given the
intensity and variability of currents in this area, as well as the
presence of unsteady eddies due to current convergence here,
small differences in the hydrodynamics can produce different
dispersion patterns [19], [21].
V. CONCLUSIONS
The main objectives of this work were (i) to present
the implementation, verification and validation of a three-
dimensional model able reproducing the propagation of 137Cs
radionuclide in coastal waters and its interaction with sus-
pended sediments, in the framework of the open-source
TELEMAC-MASCARET modelling system and (ii) to eval-
uate the performances of the validated mode in an emergency
situation as the Fukushima Dai-ichi NPP accident.
The mathematical model was based on the non-
conservative transport of radionuclides, where the interaction
with the particulate matter is considered, see e.g. [11], [14],
[16]. This process was accounted for by solving a three-phase
interaction problem, where the transfer of radionuclides from
the liquid (water) to the solid phase (sediments) is governed
by kinetic transfer coefficients. The resulting numerical model
was first verified by comparisons between numerical and
analytical solutions of selected test cases. We observed that
the agreement between the analytical and numerical solution
was satisfying for the performed tests, showing that the spatial
and temporal distribution of the tracer concentration was
well reproduced by the model. Moreover, both the kinematic
exchanges of radionuclides between water and sediments and
the radioactive decay were well reproduced.
The validation of the model with the Fukushima Dai-ichi
case was realized by comparing numerical results with field
measurements of radionuclides concentration in the Japan Sea
(TEPCO measurements performed after the accident of 2011).
The numerical results show that the model is able to reproduce
the propagation and diffusion of the released 137Cs in the
vicinity of the NPP. Therefore, numerical results obtained with
a small scale model with a simple forcing are consistent, at a
coastal-scale, with models which employed general circulation
model based on data assimilation techniques or variation
method for hydrodynamics, see e.g. [20]. As a consequence,
this kind of model could be employed in an emergency
situation, when the dissolved radioactivity is considered.
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Abstract—For the purpose of improving turbulent process
modelling of environmental flows, a LES approach is being
developed in TELEMAC-3D [3]. Although still not widely used,
LES is increasingly applied for this kind of flows, thanks to
the computational resources growth. RANS modelling, such as
the one using the standard k − ǫ model, remains favourable
for numerical modelling of natural flows, and is by the way
the only procedure currently available in the code for turbulence
modelling. Nevertheless, in many cases, this approach cannot pro-
vide efficiently enough the intended data, such as the turbulence
induced by the bathymetry. The present study is thus dedicated
to the development of the model TELEMAC-LES. The different
stages involved the implementation of several LES subgrid scale
models, such as the standard and the dynamic Smagorinsky [13],
[1], [8], and several numerical tools and tests for performing
a LES. For example, the turbulent inlet boundary condition
is achieved by a Synthetic Eddy Method [4] which produces a
fluctuating and coherent boundary condition in order to perform
the validation cases. Moreover, as TELEMAC-3D uses prismatic
meshes that can be strongly anisotropic, the turbulence model
has to be modified, by introducing two filter length scales instead
of one. An important part of the developments has been achieved.
The chosen validation cases, a flow over periodic hills [9] and in
an open channel [6], reveal lots of issues related to this kind of
models (numerical scheme order, mesh quality, mesh anisotropy,
CPU time, boundary conditions, periodicity,...).
I. INTRODUCTION
In environmental flows over complex geometry,
understanding turbulence is essential for studying other
processes, such as sediment transport or heat transfers. A
RANS (Reynolds Averaged Navier-Stokes) treatment can be
used in TELEMAC-3D [3], that aims to model an averaged
turbulent flow, by using for example the famous k− ǫ model.
Although this kind of modelling is mostly used for natural
flows, it is sometimes not accurate enough for providing
specific information. The improvement of computation
ressources nowadays permits using Large-Eddy-Simulation
for modelling environmental flows. This approach enables
simulating the random aspect of turbulence, which plays an
important role in transport phenomena. The method consists
in introducing a subgrid model, which models the smallest
motion scales, whereas the other ones are directly simulated
by the Navier-Stokes equations.
It also requires additional processing, particularly for the
boundary conditions treatment. For example, contrary
to RANS model, some velocity fluctuations have to be
introduced in the computation domain. Morevoer, near solid
boundaries, wall models are regularly used for avoiding a
considerable mesh refinement.
In this paper, several developments already done or being
done in TELEMAC-3D are described. They are tested using
a validation test case [2] representing an open channel flow at
a low Reyolds number.
II. METHODS
A. Subgrid models
The main idea of Large-Eddy Simulation (LES) is to divide
the energy spectrum in two parts, by using a numerical filter.
The first part correponds to the smallest scales named subgrid
scales, which are modelled ; and the second part is the
biggest scales which are directly solved with the Navier-Stokes
equations. This operation introduces a new unknow tensor,
called subgrid tensor and yields each variable expanded into
large-scale and subgrid parts. For its treatment, there are two
main approaches, which are the functional and the structural
modeling [12]. This first idea is to estimate the effect of
this term, and the second one is to reproduce it directly.
In order to develop a LES approach in TELEMAC-3D, the
selected subgrid models are the standard Smagorinsky [13],
its dynamic extension [8] and the WALE model [11]. Indeed,
these schemes are the most used in the litterature, and can
be used for many configurations of flows with a reasonable
computation cost.
1) Smagorinsky model: The Smagorinky model [13] is a
subgrid model and can be referred as a functionnal model.
It aims to introduce a subgrid viscosity νT for modeling the
energy transfer processus of the subgrid scales, by using quan-
tities emanating from the resolved scales, with the formulation:
νT = (CsΔ¯)
2|S¯| (1)
where Cs is the Smagorinsky constant, S¯ is the filtered rate-
of-strain tensor and Δ¯ is the filter width. This last viscosity is
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linked in practice to the grid size.Then this quantity is added
to the molecular viscosity and is involved in the diffusion step
of the Navier-Stokes solving. However this subgrid model is
based on a homogeneous and isotropic turbulence assump-
tion, so it requires some adaptations to apply it to complex
configurations. For example in channel flows modelling, the
Smagorinsky constant has to be reduced near the walls, by
introducing a damping function [16] or by using the dynamic
formulation of this constant [1], [8]. This latter approach
consists in evaluating the Smagorinsky constant by using
powers of the rate of strain tensor, together with a larger
implicit filter, of width Δ˜. Its expression is:
C2s =
< LijMij >
< MijMij >
(2)
where < . > represents a space averaging introduced for the
stability of the model and:{
Lij = ˜¯uiu¯j − ˜¯ui ˜¯uj
Mij = 2
(
Δ¯2( ˜|S¯|S¯ij − Δ˜2| ˜¯S| ˜¯Sij) (3)
where S¯ij is the rate-of-strain tensor for the resolved scale
defined by:
S¯ij =
1
2
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
(4)
Due to the prismatic meshes used with TELEMAC-3D, two
filter widths have been defined in order to adjust the scheme
to the anisotropic grid. Indeed, TELEMAC uses a vertical and
a horizontal viscosities, that depend also respectively on a
vertical length scale Δ¯v and a horizontal one Δ¯h. However
the explicit filter is defined by a unique length scale.
2) WALE model: The WALE (Wall Adapting Local Eddy)
subgrid model [11] is another extension of the Smagorinsky
model. It aims also to model a subgrid viscosity by using the
square of the velocity gradient tensor, in order to obtain a
better near wall behavior. The subgrid viscosity is estimated
with:
νT = Δ
2
s
(SdijS
d
ij)
3/2
(S¯ijS¯ij)5/2 + (SdijS
d
ij)
5/4
(5)
where Sdij is
Sdij =
(g¯2ij + g¯
2
ji)
2
− δij
g¯kk
3
(6)
and
g¯ij =
∂u¯i
∂xj
(7)
The length scale Δs involves an other constant, it is assumed
to be Δs = CwV 1/3 with Cw = 0.325.
B. Boundary conditions
1) Synthetic Eddy Method (SEM): In order to solve the
partial differential equations in a finite domain, initial and
boundary conditions have to be specified. This section exhibits
the methods developed for determining suitable conditions
for Large-Eddy simulation computations. The inflow has a
strong influence on hydrodynamics. Indeed, free surface flows
are dominated by the advection phenomena. So the imposed
values of the velocity and the pressure have to be as realistic as
possible. The most popular approach is to prescribe Dirichlet
boundary condition over the inlet area, but it assumes which
requires knowing the velocity fluctuations. To overcome this
problem, an idea is to generate a synthetic turbulence at the
inlet plane [4]. This method consists in introducing a virtual
box around the inlet, where artificial eddies will be created.
Its dimensions are defined by:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
xj,min = min
x∈S,i∈1,2,3
(xj − σij(x))
xj,max = max
x∈S,i∈1,2,3
(xj + σij(x))
Δxj = xj,max − xj,min
(8)
where σij is the length scale for the ith velocity components
in the jth direction, given by:
σij = max(
k3/2
ǫ
, Δ¯) (9)
Then the velocity fluctuations are generated with the action of
N synthetic eddies placed randomly in the virtual box.
u′i =
1√
N
N∑
k=1
cki fσij (x− xk) (10)
where the function f is defined by:
fσij (x− xk) =
3∏
j=1
√
Δxj
√
3
2σij
(
1− |xj − x
k
j |
σij
)
(11)
and cki is an amplitude, written as:
cki = aijǫ
k
j (12)
with ǫkj ∈ {−1, 1} and aij is the Cholesky decomposition of
the Reynolds stress tensor Rij :⎛⎝
√
R11 0 0
R21/a11
√
R22 − a221 0
R31/a11 (R32 − a21a31)/a22
√
R33 − a231 − a232
⎞⎠
(13)
As the Reynolds stress tensor is unknown, it is assumed here
that its extra diagonal components are assumed to be null
and the others are evaluated with Rii = (2/3)k+u2τ . The
introduced synthetic turbulence is also isotropic. The turbulent
kinetic energy is evaluated by assuming that:
k+ = 0.07(y+)2 exp
(−y+
8
)
+
4.5
(
1− exp
(
−y+
20
))
1 + 4y
+
Reτ
(14)
where Reτ is the Reynolds number based on the friction
velocity and y+ = yuτν .
Then, at each time step, the synthetic eddies are transported
in the box by a mean flow that is evaluated by the Reichard
law:
U+ = 2.5log(1 + κy+) + 7.8
(
1− e− y
+
11 − y
+e−0.33y
+
11
)
(15)
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Of course, after a certain time, the eddy will leave the virtual
box. Then, they will be replicated randomly at the inlet.
The synthetic eddy method allows to get a fully developed
turbulence quickly, by assuming the presence of an infinite
domain upstream of the computation domain.
2) Recycling: A second approach for providing the inflow
boundary condition is the pseudo-periodicity, named also
recylcing. This method aims to use the velocities got at a
specific position x = xR (often the outlet), by introducing
it at the inlet. The classical method is to prescribe for each
component i of the velocity:
ui(0, x, y, z, t) = ui(xR, y, z, t−Δt) (16)
This method gives good results and is less expensive than
synthetic turbulence. However, as explained in [15], it intro-
duces a spurious perdiocity in the streamwise direction, which
is obviously unphysical and this artificial frequency can be
responsible for instabilities if it corresponds to an acoustic
mode. Moreover, in a wall bounded flow, the boundary layer
is slightly thicker at the outlet than at the inlet. In [14], a
spanwise shift of the turbulent boundary layer is added to the
velocity profile prescribed at the inlet. Indeed, if δ0 and δR
are respectively the boundary layer thickness at the position
x = 0 and x = xR, the inflow condition is:
ui(x0, y, z, t) = ui(xR, yδR/δ0, z +Δz, t−Δt) (17)
where Δz is the spanwise shift introduced for avoiding com-
plete periodicity, and t−Δt corresponds to the previous time.
III. RESULTS
The above mentioned points have been implemented with
the trunk version of TELEMAC-3D. The non-hydrostatic
version is used and the advection scheme is the MURD scheme
[3]. with the predictor-corrector second-order in time option.
By using a implicited theta schemes as well, it allows to get
closer to a second-order, that is required for performing an
efficient LES. Friction laws are set up at the bottom and at
the lateral boundaries.
However, the choice of a wall model is still in discussion. For
these first results, the inlet boundary condition is the synthetic
eddy method. The recycling is not used yet, and the subgrid
model is the standard Smagorinsky model with a Van Driest
damping function [16].
A. Presentation of the test case
The developments are first used with the reference from
[2]. This case is a DNS of fully developed turbulent channel
flow at the Reynolds number of Re = 2340, that has been
selected in order to minimise the effect of subgrid models.
Indeed, at the beginning, the global behavior of TELEMAC
is examined in terms of turbulence. This case is a free surface
shallow water flow in a rectangular channel of dimensions
[4πδ, 3πδ/2, δ]. The grid used has 64 × 48 × 65 points. The
normal stress profiles are compared to the experiments of
Komori [5].
Fig. 1: Turbulent kinetic energy introduced by the SEM at
the inlet plane along the centered vertical axis, from the
simulations A and B and the results from [5].
In the simulations performed with TELEMAC, this case is
reproduced by using two grids which settings are shown in the
table I, and based on the water depth δ = 1/π. These grids
involve a polynomial distribution of the planes, in order to be
refined at the boundary layer. For characterizing the friction, a
Stricker law is prescribed with a value of St = 71, in order to
get a Reynolds based on the friction velocity of about Reτ =
134.
B. Validation of the SEM
The SEM is used for synthetizing velocity fluctuations at the
inlet plane, that are also transported with advection. In order
to define the distrubution of these fluctuations, the Reynolds
stress tensor has to be prescribed. The graphs 2, 3 and 4 show
the dimensionless Reynolds stresses for each grid, as well as
the turbulent kinetic energy in figure 1.
C. Steady flow
As for the synthetic eddy method, the RMS velocity com-
ponents are compared to experimental data [10], and the mean
streamwise flow to a theoretical log law [7].
IV. DISCUSSION
According to figures 2, 3 and 4, the fluctuations of velocity
introduced by the synthetic eddy method are closed to the
prescribed profiles, given by the analytical turbulent kinetic
energy formulation. This expression also gives very accurate
results, shown in figure 1, for the turbulent kinetic energy
compared to those from the experiments from [5]. Indeed,
Run ∆x = ∆y ∆x+ = ∆y+ ∆z+
min
∆z+max
A 0.02 8.4 3.6 7.9
B 0.05 21.1 6.7 13.2
TABLE I: Mesh properties
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Fig. 2: Streamwise dimensionless component of fluctuacting
velocity profile at the inlet plane along the centered vertical
axis, from the simulations A and B et the profile prescribed
in the SEM.
Fig. 3: Spanwise dimensionless component of RMS velocity
profile at the inlet plane along the centered vertical axis, from
the simulations A and B et the profile prescribed in the SEM.
the prescribed profile of turbulent kinetic energy is consistent
with the experimental amplitude and peak at the boundary
layer. Even if the turbulence is assumed to be isotropic at the
inlet, it is not at all the case for this open channel flow, the
anisotropic behavior is recovered very quickly in the channel.
As shown in figures 5, 6 and 7, that describe the Reynolds
stresses components along the centered vertical line of the
computation domain, the global distribution of the fluctuations
are reproduced, excepted at the bottom. Indeed, particulary for
the streamwise and the spanwise velocities, the variations in
the boundary layer are not well modelled, due to the friction
treatment.
Fig. 4: Vertical dimensionless component of RMS velocity
profile at the inlet plane along the centered vertical axis, from
the simulations A and B et the profile prescribed in the SEM..
Fig. 5: Streamwise dimensionless component of RMS velocity
profile in the middle of the channel along the centered vertical
axis, from the simulations A and B and the results from [5].
Furthermore, in figure 8, that is the turbulent kinetic energy
profile along the vertical axis, the amplitude of the velocity
fluctuations descreases sharply with the fluid progression,
particularly for the coarse mesh. At this low Reynolds number,
this loss of energy is quite alarming, because the subgrid
model has a negligible effect in this case. This dissipation
of the kinetic energy is sufficient for yielding the turbulence
almost vanished by using pseudo-periodicity instead of SEM.
Moreover, this loss of energy seems to be highly dependent
on the way of transport of the synthetic eddies in the virtual
box. Further investigations will be carried out to quantify the
numercal dissipation rate in TELEMAC-3D and to check the
effect of the friction treatment on these turbulent fluctuations.
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Fig. 6: Spanwise dimensionless component of RMS velocity
profile in the middle of the channel along the centered vertical
axis, from the simulations A and B and the results from [5].
Fig. 7: Vertical dimensionless component of RMS velocity
profile in the middle of the channel along the centered vertical
axis, from the simulations A and B and the results from [5].
V. CONCLUSION
A Large-Eddy-Simulation (LES) approach is developed in
TELEMAC-3D. After carrying out a state of the art of LES
methods in hydraulics, two subgrid models are selected to be
implemented. Since this kind of simulation requires specific
boundary conditions, the Synthetic Eddy Method (SEM) is
used at the inlet boundary for generating velocity fluctuations,
and a wall model is being discussed.
The first developments allow us to get preliminary results.
The SEM is a good alternative to a precursor simulation, since
it can introduce accurately velocity fluctuations following a
prescribed Reynolds stress tensor with a low computation cost.
Fig. 8: Turbulent kinetic energy profile in the middle of the
channel along the centered vertical axis, from the simulations
A and B and the results from [5].
So, by defining a simple analytical turbulence kinetic energy
profile, it quickly leads to a fully developed turbulence flow.
The global behavior of our turbulence indicators are
satisfactory but the first results show that the turbulent
kinetic energy decreases faster than expected with the flow
progression. Indeed, a wide part of turbulence intensity
introduced by the SEM is lost from the very start of the fluid
progression.
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Abstract—With the aim of increasing the accuracy of the
TELEMAC suite, an important amount of time has been or will be
spent on convergence studies. The aim of this work is to provide
a framework for these studies in TELEMAC-2D. The main two
advantages of this framework are: i) to provide an automatic
way to perform such studies, the mesh refinement and error
computation being handled by TELEMAC-2D and ii) to avoid
introducing errors during the post-processing step. The user will
only have to activate the convergence study option and to specify a
number of refinement levels for the study, directly in the steering
file. Besides, the user will only have to provide a coarse mesh
of the case, the mesh refinement being handled by TELEMAC-
2D. At this stage of development, the convergence studies can
only be performed using linear elements. A convergence study
on a schematic test-case with an analytical solution, involving
only diffusion, was performed. A first order convergence was
obtained regarding the tracer.
I. INTRODUCTION
Performing convergence studies is a key task when assess-
ing the reliability of a code aiming at discretising a continuous
field (e.g. a PDE solution). Being able to automatically perform
mesh convergence tests is thus an important feature for a code,
both for the users and the developers. Indeed, in many studies
the effect of mesh refinement is looked at1, which is often
time-consuming. It is also the main way to assess the quality
of new developments, like new advection schemes [2], new
finite elements basis, etc. For now we only consider cases for
which an analytical solution can be found: the present work
does not apply to engineering studies yet.
In this paper a framework for automatic convergence
studies is introduced for TELEMAC-2D, only involving nested
meshes. The aim is to enable the user to launch a conver-
gence study, setting the number of refinements (called herein
NLEVELS) to be performed on the provided mesh in the
steering file, and letting TELEMAC-2D manage the successive
mesh refinements, runs and error computations. The subroutine
HOMERE_TELEMAC2D will manage this process.
The computed errors are the L1, L2 and L∞ errors. For
example for a tracer T defined on a domain Ω, let V be
the domain volume, Tnum the numerical solution, T ref the
reference solution and T0 a mean value of T . We only consider
time-independant solutions – for unsteady cases a time-average
1when the discretisation relies on a mesh (as opposed to spectral discreti-
sations).
of the solution should be done. These errors are then defined
as:
L1(T ) =
1
V
√∫
Ω
|Tnum − T ref | dΩ (1)
L2(T ) =
1
V
√∫
Ω
(
Tnum − T ref
T0
)2
dΩ (2)
L∞(T ) = max
Ω
|Tnum − T ref | (3)
It was chosen to use a family of computation meshes nested
in a single finer mesh where the reference solution is known,
as a Finite Element field (for which we know a good/exact
quadrature formula). The numerical solution is reconstructed
on the finest mesh for each error calculation in order to ensure
that the discretisation error is the same for each L1 or L2
error calculation. In this way the error calculation in itself
does not affect the convergence rate. For now, this has only
been implemented with linear elements.
To make this easier, STBTEL was modified in order
to provide a correspondence array between the elements of
the fine mesh and each coarser mesh. The construction of
the finest mesh and of the correspondence array is done in
HOMERE_TELEMAC2D, before the simulations. There will
thus be two different meshes in the simulation: one only serves
to compute the errors (it is the finest one) and the other only
serves to run the simulations. Both are built from the coarse
mesh provided by the user.
TELEMAC-2D is then called NLEVELS times from in-
side a FOR loop. The first simulation is run on the mesh
provided by the user, and for each finer simulation the mesh is
overwritten. At each iteration the error between the numerical
solution and an analytical solution (to be provided by the user)
is calculated and printed. The mesh is refined before calling
TELEMAC-2D again. The complete process is summarised in
the Figure 1.
The notations used in this paper are the ones of [1] and
correspond to the Fortran variables in TELEMAC.
In the sections below, the new keywords introduced in
TELEMAC-2D are described, followed by the new arrays
allocation and the mesh refinement process. The fourth section
describes the error calculation. The last section describes
the results obtained on a schematic test-case using this new
framework in TELEMAC-2D.
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Figure 1: Structure of the new framework for convergence
studies in TELEMAC-2D (right), compared to the classical
one (left). The red boxes indicate the operations done on the
simulation mesh, while the blue boxes indicate the operations
done on the finest mesh built for the error computation.
II. PROPOSED DEVELOPMENTS
A. New keywords
The new keywords CONVERGENCE STUDY (ETUDE
DE CONVERGENCE in French) and REFINEMENT LEV-
ELS (NIVEAUX DE RAFFINEMENT in French) were added
to the TELEMAC-2D dictionary. The first one is a boolean
indicating if the user wants to perform a convergence study.
The second one is an integer that allows the user to specify
the number of refinement levels: for example, setting its value
to 4 will trigger 5 TELEMAC-2D simulations with the finest
mesh refined 4 times, while the error will be computed on the
original mesh refined 5 times.
B. New array sizes
All the array sizes and the mesh size for the simulations
have to be large enough to perform the finest run without
memory leakage. Everything was implemented so as not
to affect classical single simulations. As in the TELEMAC
system, we denote here the number of elements in the mesh
by NELEM, the number of nodes in the mesh by NPOIN,
the number of boundary points by NPTFR and the number
of segments (for a given type of element) by NBSEGEL. We
also denote the number of refinements asked by the user by
NLEVELS. The following changes then have to be done:
• NELMAX, the maximum number of elements in the
mesh, becomes NELEM× 4NLEVELS
• NBSEGEL, the number of segments of a given type
of element, becomes NBSEGEL× 2NLEVELS
• NPMAX, the maximum number of points in the mesh,
becomes NPOIN× 7NLEVELS (this is a majoration)
• NPTFRX, the maximum number of boundary points,
becomes NPTFR× 7NLEVELS
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Figure 2: Sketch of the construction of the correspondence
array, starting from one tringle (left) and refining twice. The
black numbers are the elements indices while the red numbers
are the correspondence array values.
• arrays of size NELEM are now allocated with the size
NELEM× 4NLEVELS
• arrays of size NPOIN are now allocated with the size
NPOIN× 7NLEVELS
• arrays of size NPTFR are now allocated with the size
NPTFR× 7NLEVELS
These modifications occur in the subroutines ALMESH,
BIEF_ALLVEC, BIEF_ALLMAT, BIEF_NBSEGEL and
BIEF_ALLVEC_IN_BLOCK. They now all take a new
optional argument that gives the number of refinement levels
in the convergence study.
Note that these changes correspond to piecewise “P1”
linear elements, but changing elements would imply further
modifications in the code. This has not been done yet.
C. Mesh refinement using STBTEL
The strategy chosen here to perform convergence studies
is to make TELEMAC-2D call a dedicated subroutine of
STBTEL to refine the mesh. A new subroutine was thus created
in STBTEL, called REFINE_MESH. It refines a mesh N times
by successive divisions of all the triangle elements by four. N
is given as a mandatory argument to the subroutine. It calls
the subroutine DIVISE on the mesh N times, and then calls
the subroutines VERIFI, VOISIN, RANBO and RENUM, like
what STBTEL usually does.
When building the finest mesh, REFINE_MESH is called
once with N = NLEVELS. The correspondence array then
has to be built so an optional argument is passed to RE-
FINE_MESH:
• CORRESP – this new correspondence array of size
NELMAX × NLEVELS can be filled during the
refinement process to store the index of the elements
of the coarser mesh to which the elements of the finer
mesh belonged. This array is built in the subroutine
DIVISE.
Considering an initial mesh composed of only one triangle
and two refinement levels, the construction of the correspon-
dence array is illustrated in Figure 2. In that array, each line
corresponds to all the elements of one level N and stores the
values of the elements indices to which they belonged on the
previous mesh (at level N − 1).
Considering an arbitrary number of refinements
NLEVELS = N , the correspondence array thus has the
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following structure:
C =
⎛⎜⎜⎝
1 1 1 1
1 2 3 4 1 1 1 2 2 2 ... 42 42 42
...
1 2 ... 4N 1 1 1 ... 4N+1 4N+1 4N+1
⎞⎟⎟⎠
(4)
On the other hand, when refining the simulation mesh
once before a new simulation, REFINE_MESH is called with
N = 1. The correspondence array is not built in this case, but
other actions have to be performed, involving other optional
arguments:
• LIHBOR, LIUBOR, LIVBOR, HBOR, CHBOR, (of
size NPTFRMAX), UBOR, VBOR (of size NPTFR-
MAX × 2), LITBOR, TBOR, ATBOR, BTBOR (bief
object) – they all store information relative to the
boundaries (in the same order): the type of boundary
conditions on H, U, V, the water height, the friction
coefficient, the values of the velocities or flow rates,
the type of boundary conditions on the tracers, the
values of the tracers and the coefficients for heat
fluxes. They have to be filled based on the values of
the surrounding boundary points for all the new points
on the boundary.
• ZF and H (bief objects) – store the values of the
bottom elevation and of the water depth on the 2D
mesh. They need to be filled for all the new points in
the mesh (H then contains the initial water depth).
• TEXP, TTILD, TN (bief objects) – store the explicit,
implicit source terms for the tracers and the value of
the tracers at the former time-step. Their dimension
needs to be updated at each mesh refinement.
D. Error calculation
For each TELEMAC-2D simulation, the L1, L2 and L∞
errors are computed. For now, only errors compared to an
analytical solution can be calculated. This is done in a new sub-
routine of TELEMAC-2D called ERROR_COMPUTATION.
First, the numerical solution is reconstructed on the finest
mesh. This is done in a loop on all the elements of the
finest mesh. The index of the element of the simulation mesh
to which that fine element belongs is found thanks to the
correpsondence array. Then, a linear interpolation is done to
reconstruct the value of the field (a tracer for example) on each
point of the fine element. Let I be a point of the fine mesh,
located inside the element JELEM of the coarser mesh. The
vertices of JELEM are denoted by J1, J2, J3. Their coordinates
are denoted by XJ1, XJ2, XJ3 and YJ1, YJ2, YJ3. The same
notation is used for the coordinates of the point I. The value
of a tracer T at the point I, TI, is given by:
TI = A× TJ1 +B × TJ2 + C × TJ3 (5)
with:
A =
|(XI −XJ2)(YJ3 − YJ2)− (XJ3 −XJ2)(YI − YJ2)|
|(XJ2 −XJ1)(YJ3 − YJ1)− (XJ3 −XJ1)(YJ2 − YJ1)|
(6)
B =
|(XI −XJ1)(YJ3 − YJ1)− (XJ3 −XJ1)(YI − YJ1)|
|(XJ2 −XJ1)(YJ3 − YJ1)− (XJ3 −XJ1)(YJ2 − YJ1)|
(7)
C =
|(XI −XJ1)(YJ2 − YJ1)− (XJ2 −XJ1)(YI − YJ1)|
|(XJ2 −XJ1)(YJ3 − YJ1)− (XJ3 −XJ1)(YJ2 − YJ1)|
(8)
This is a linear reconstruction of the numerical solution on
the finest mesh. To reconstruct a solution using quasi-bubble or
quadratic elements, the formulation above would be modified:
the degrees of freedom of the mesh are not the same for the
different types of elements.
The reference solution T ref on the finest mesh
must be provided by the user in the subroutine ER-
ROR_COMPUTATION through an analytical expression.
The errors defined by the equations (1), (2) and (3) in the
continuous framework are then calculated through:
L1(T ) =
1
NPOIN
NPOIN∑
I=1
∣∣∣TI − T refI ∣∣∣ (9)
L2(T ) =
1
NPOIN
√√√√NPOIN∑
I=1
(
TI − T
ref
I
)2
(10)
L∞(T ) = max
I=1,NPOIN
∣∣∣TI − T refI ∣∣∣ (11)
For each discretisation, they are dumped, together with the
number of mesh points, in a file called ERRORS.DAT in the
results directory.
III. TEST ON A SCHEMATIC CASE
To test this framework for convergence studies, a schematic
case with an analytical solution was designed. It only involves
the diffusion of a tracer so that the convergence study measures
the error done on the resolution of the time-discretised tracer
equation:
Tn+1 − Tn
Δt
= −K∇2Tn+1 (12)
where K is the coefficient of diffusion for the tracer and Δt
is the time-step size
The case consists of a square basin of side L = 200m. The
water height is constant and equal to 2m and the velocity is
equal to zero. The tracer is initialised through:
T =
(
1− 2K
Δt
(
2π
L
)2)
sin
(
2π
L
x
)
sin
(
2π
L
y
)
(13)
K is taken equal to 1ms−2 and Δt equal to 1s. The
solver accuracy for the tracer diffusion was set to 10−10. The
advection and diffusion of velocities were deactivated in the
steering file. The simulation is done for 1 iteration and we
compare the numerical solution for the tracer to the analytical
solution after one time-step:
T = sin
(
2π
L
x
)
sin
(
2π
L
y
)
(14)
Three refinement levels were asked for in the convergence
study, yielding four TELEMAC-2D simulations. The mesh for
each simulation and the mesh for the error calculation are
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Figure 3: Test on a schematic case: view of the meshes for
each simulation – (a) initial mesh, (c), (d), (e) successive
refinements and of the mesh for the error calculation (b).
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Figure 4: Test on a schematic case: results of the convergence
study with three refinement levels.
shown in the Figure 3. The initial mesh contains 40 elements.
The total time spent for the four successive runs is of 4s on
one processor (only the diffusion matrix inversion for the tracer
is performed, on one time-step). Figure 4 shows the results of
the convergence study, regarding the L1, L2 and L∞ errors.
For the three of them, a first order convergence is obtained. For
the simulation on the finest mesh, the error is slightly higher
than expected, probably due to the worsened aspect ratio of
the triangles after three refinements.
IV. CONCLUSION AND FUTURE WORK
In this paper a framework for convergence studies is
proposed. It has the advantage of making everything automatic
for the user. It also makes sure that no additional error
is introduced when computing the L1, L2 and L∞ errors.
However, the drawback is that the simulations are launched
one after the other on the computer, whereas launching them
at the same time on different processors would increase the
performance. This may be possible using the TELEMAC-2D
API but has not been investigated yet.
Some improvements can be done to the present formula-
tion: it could be extended to more types of finite elements,
and also it could be extended to do convergence studies on
real cases, using a reference numerical solution on a very fine
mesh to compute the errors.
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Abstract—In this study, the modules TELEMAC-2D and
SISYPHE of the Telemac-Mascaret Modelling System (TMS)
have been used in combination with the OpenTURNS library
(www.openturns.org) to perform an uncertainty quantification
analysis of two-dimensional morphodynamic problems. Open-
TURNS is a scientific library usable as a Python module dedicated
to uncertainties treatment.
A recently implemented API (Application Program Inter-
face) allowed the communication between OpenTURNS and
TELEMAC-2D/SISYPHE, and therefore the efficient implemen-
tation of Monte-Carlo like algorithms. In this problem, each
uncertain sedimentological parameter, e.g. inlet mean diameter,
Shields parameter, etc. has been associated to a statistical dis-
tribution, defined with OpenTURNS. A number of TELEMAC-
2D/SISYPHE simulations has been proposed regarding the pre-
defined random entries in order to guarantee the convergence of
the Monte Carlo-like algorithms.
This work allowed the implementation of uncertainty quan-
tification analysis of computationally intensive morphodynamic
simulations in the TMS. Thanks to the access to computer
resources and optimized software, we were able to perform the
uncertainty quantification analysis with a large set of variables,
and therefore push the study further with the correlations effects
analysis.
Keywords: Uncertainty quantification, Morphodynamic mod-
elling, API, Monte-Carlo like algorithms, Sensitivity analysis
I. INTRODUCTION
Morphodynamic simulations have been increasingly used
in the last few decades to model the bed evolution in rivers,
coasts and estuaries. In this context, most of the equations
are empirical and the parameters involved in the calculations
are generally poorly defined in literature. The impact of the
uncertainties related to those parameters remains unknown.
In order to quantify the impact of inputs uncertainties on
simulations results, an uncertainty study is conducted. Ranking
the variables in terms of influence allows to orientate the
investigations when performing measurements or calibrating
parameters for the simulations. In this study, the uncertainty
quantification is applied to SISYPHE [16], a sediments trans-
port module, coupled with TELEMAC2D [15] for hydrody-
namics, that integrate the TELEMAC-MASCARET modelling
system.
The Monte Carlo method is used to propagate the un-
certainties through SISYPHE. This approach requires random
generation of several configurations of inputs, using their
probability distributions. Successive deterministic model sim-
ulations are then submitted to generate a set of responses that
correspond to the set of inputs.
In order to have total control over the simulation’s pa-
rameters and therefore conduct an efficient uncertainty study,
an API (Application Program Interface) is developed for
SISYPHE. This interface, when coupled with TELEMAC2D’s
available API, makes running hundreds of cases simultane-
ously possible through a cluster, taking total benefit from the
available processors. Running an optimal number of cases
guarantees the statistics convergence.
Finally, The pre-processing of uncertain data, as well as the
post-processing of the results, are done using the OpenTURNS
uncertainty library [2].
This paper is organized as follows: a description of the
context and general goals, followed by the present study
objectives are given. Section III deals with the API’s im-
plementation and coupling with TELEMAC2D. Section V
discusses the uncertainty quantification steps and alternates
theory and results for each of these. In this section, a sen-
sitivity analysis followed by an uncertainty propagation are
investigated. Correlations between variables are also studied
using copulas and an ANCOVA (ANalysis of COVAriance)
sensitivity analysis is applied. In the last section, conclusions
and perspectives are drawn.
II. CONTEXT AND GOALS
This study is set out in the context of EDF numeri-
cal tools development. EDF’s R&D National Laboratory for
Hydraulics and Environment department (LNHE) uses the
TELEMAC-MASCARET system to simulate complex hydro-
environmental phenomenons (such as dam breaks and flooding
risks) in order to anticipate the risks related to electrical
production.
153
23rd TELEMAC-MASCARET User Club Paris, France, 11-13 October, 2016
TELEMAC-MASCARET results are therefore expected to
produce highly reliable results. However, a great number of pa-
rameters used in these studies, specifically in morphodynamic
simulations, can be set by the user and are uncertain. In order
to determine the uncertain parameters impact on the system’s
result, an uncertainty quantification study is necessary.
In this context, an uncertainty quantification study is con-
ducted in the morphodynamic simulation module SISYPHE.
To make this study possible, an API (Application Program
Interface) is implemented and coupled to TELEMAC2D, to
guarantee the inter-operability with SISYPHE.
III. API’S DEVELOPMENT
The work here focused on the implementation of
SISYPHE’s API and its coupling to TELEMAC2D’s already
available API via FORTRAN modules. The API’s main goal
is to have control on a simulation while running a case.
For example, it must allow the user to stop the simulation
at any time step, retrieve some variables values and change
them if necessary. SISYPHE’s API is contained in the source
folder of the TMS, as shown in Figure 1, and can therefore
call all SISYPHE’s subroutines to conduct morphodynamic
simulations.
Fig. 1: Extract of TELEMAC-MASCARET sources folders
In order to make this possible, a FORTRAN structure
called instance was developed in the API. It contains a list
of variables declared as pointers (memory addresses [8]) that
are pointing to SISYPHE’s variables. This gives direct access
to the physical memory of variables, and allows therefore to
retrieve their values, and modify them. Furthermore, modifi-
cations have been made in SISYPHE’s main subroutines to
make morphodynamic cases execution possible time step by
time step. Finally, parallel runs have also been treated.
In addition to this, to make running coupled cases via the
API possible, a communication interface is developed in FOR-
TRAN. This interface contains communication subroutines that
send TELEMAC2D’s variables to SISYPHE and vice-versa. It
also contains subroutines that manage coupled cases and take
into consideration the coupling period.
A number of modifications in TELEMAC2D and SISYPHE
sources were necessary. These modifications, along with the
API and the coupling developments, were validated using three
different compilers (NAG, IFORT, GFORTRAN), on classical
SISYPHE cases and coupled TELEMAC2D-SISYPHE cases,
available in the system.
IV. UNCERTAINTY TREATMENT LIBRARY OPENTURNS
OpenTURNS (Open source initiative to Treat Uncertain-
ties, Risks’N Statistics) [2] is an open source C++ Library
for uncertainty treatment used through python scripts. It is co-
developed since 2005 by EADS IW, EDF R&D and PHIMECA
Engineering. Various statistical methods are implemented in
this library and allow to follow the uncertainty study steps [1]
represented in Figure 2.
Fig. 2: Steps for an uncertainty study
V. UNCERTAINTY QUANTIFICATION
A. Problem specification
1) Hydrodynamic model: The hydrodynamic phenomenons
in two-dimensional fields for free-surface and shallow water
flows are modelled using the Saint-Venant equations, which are
an integrated form of Navier Stokes 2D equations [9]. Saint-
Venant equations are the following:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂h
∂t
+∇ · (hu) = 0
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −g ∂Zs
∂x
+ Fx +
1
h
∇ · (hνt∇u)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= −g ∂Zs
∂y
+ Fy +
1
h
∇ · (hνt∇v)
(1)
Where u and v are the velocity components, h the water
depth, Zs the free surface elevation, Fx and Fy are source
terms (for example the friction) and νt the eddy viscosity.
2) Morphodynamic model: The main goal of a morpho-
dynamic simulation is to predict the bed evolution of a given
domain considering the flow conditions. Two types of sediment
transport exist [6]:
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• Bed-load : sediments are transported without losing
contact with the bed. Their speed is therefore lower
than the flow velocity.
• Suspension : corresponds to sediment transport in the
absence of direct contact with the bottom. Sediments
are here transported with a speed equal to the velocity
of the flow.
In this study, only bed-load uncertain parameters are in-
vestigated. The main equation for this phenomenon is Exner’s
equation 2, that calculates the evolution of the bottom elevation
Zf .
(1− λ)
∂Zf
∂t
+∇ · −→qb = 0 (2)
Where λ is the porosity of the sediment, ∇· the divergence
operator and −→qb = qb × (cosαt−→ex + sinαt−→ey), αt being the
angle between the flow direction and the sediment transport
direction and qb the bed-load transport rate per width.
The transport rate qb can be calculated using several
empirical formulas. In this study, we focus on Meyer-Peter
and Müller formula [13], as written below:
qb√
g(s− 1)d3 = αMPM (θ − θc)
3/2 (3)
• αMPM being a transport coefficient specified by the
user;
• d the sediments mean diameter;
• s = ρs/ρf the relative density, where ρs is the
sediments density and ρf the fluid density;
• θ and θc resp. the Shields number and its critical value
indicating the movement’s threshold.
The Shields number θ is the dimensionless shear stress τ
calculated as in equation 4. The threshold θc is given as a
parameter of the simulation by the user.
θ =
τ
g(ρs − ρ)d (4)
3) Summary of the uncertain parameters: The porosity λ,
the mean diameter d, the Shields critical parameter θc and five
other parameters, described in [16], are considered as uncertain
for the current study. A summary of these variables and their
definitions are given in Table I Section V-B.
4) Study cases: The uncertainty quantification is conducted
for two distinct cases.
Experimental case - Channel : The channel case is a
numerical reproduction of Ashida and Michiue’s experiment
[18] in which the erosion downstream of a dam is studied.
The case, illustrated in Figure 3, is modelled in 2D with
boundary conditions on flow discharge (Red boundary in
Figure 3 - Q = 0.0314 m2 · s−1) and imposed water depth
(Blue boundary in Figure 3 - H = 0.06 m), as well as walls
on the remaining boundaries. The channel has a 20 m length,
0.8 m width and 0.2 m slope. An experimental duration of
10 hours is simulated using a time step Δt = 0.1 s within 1
minute of sequential TELEMAC2D/SISYPHE calculations on
an Intel-Xeon(R) 3.40GHz core.
Fig. 3: Ashida et Michiue channel experiment representation
Real case - Bifurcation : A real case of a bifurcation
between the Colastiné river in Argentina and a channel access
to the Santa Fe harbour is also studied [14], as illustrated in
Figure 4. For this case, a flow discharge Q1 = 2416.42 m2 ·
s−1 and two water depths H1 = 13.053 m and H2 = 13 m
are set as boundary conditions. A real duration of 10 days is
simulated, with a time step of Δt = 20 s, within 1 hour of
sequential calculations on an Intel-Xeon(R) 3.40GHz core.
(a) (b)
Fig. 4: Study domain satellite image (a) and mesh (b)
B. Uncertainty sources quantification
The goal here is to define variation intervals and probability
density functions (PDF) for each uncertain parameters. We
remind that, for a random variable X defined on an interval
[a, b], a PDF f(x) is defined as follows :
P(X ∈ [a, b]) =
∫ b
a
f(x)dx (5)
For all the variables from 2 to 8 defined in Table I, variation
intervals were found in literature, without further information
about their probabilities. Consequently, using the principle of
maximum entropy [3], uniform probability density functions
are chosen for those variables.
For the experimental channel case, only one mean diameter
measure is available and is subject to measurements errors.
The errors interval is considered as a variation interval and
a uniform PDF is applied for the mean diameter on its
measurement interval. For the real bifurcation case, several
samples of sediments are extracted in different sections of
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the river. Different values of the mean diameter are possible.
In order to take all of them into consideration, a PDF that
corresponds to the sample is selected and validated via the
QQ-Plot method [2].
The summarized variables and their probability density
functions are presented in Table I.
Variable Definition PDF
d Sediments mean diameter
Log-Normal(Field Data) /
Uniform(Measure errors)
αMPM
Meyer-Peter and Müller
transport coefficient Uniform[5,15]
θc Shields critical parameter Uniform[0.03,0.06]
λ Porosity Uniform[0.25,0.4]
αS Skin friction coefficient Uniform[1.0,6.6]
ΦS
Angle of repose of the
sediments (Slope effect on
transport direction) Uniform[30,80]
β2
Deviation parameter (Slope
effect on transport amplitude) Uniform[0.1,5.0]
αc
Secondary currents
coefficient Uniform[0.75,1.0]
TABLE I: Uncertain parameters and their PDFs
C. Sensitivity analysis
1) Monte-Carlo Sampling and statistical estimations:
The Monte Carlo method requires random generation
of input variables from their probability distributions.
The resulted sampling of a given size N is a N × V
matrix, V being the number of uncertain parameters.
Each row of the matrix xi = (x1, ..., xV )i represents a
possible configuration for the coupled hydro-morphodynamic
simulation. Corresponding realizations of the output are
generated by successive deterministic simulations with each
configuration of the inputs. Statistical estimators of the
response Y = (Y1, ..., YN ) = (M(xi))i∈{1,...,N} can therefore
be computed from the output as follows :
Mean : E[Y ] = μY =
1
N
N∑
i=1
M(xi) (6)
Variance : V ar(Y ) =
1
N − 1
N∑
i=1
[M(xi)− μY ]
2 (7)
Standard deviation : σY =
√
V ar(Y ) (8)
These statistical moments are useful for both the uncertainty
sensitivity analysis and uncertainty propagation.
The convergence order of the Monte-Carlo sampling
method is given by the Central Limit Theorem [7] as
O
(
1√
N
)
. The estimated statistics are also random quanti-
ties and are impacted by estimation uncertainties. Confidence
intervals on estimators should therefore be calculated. The
non-parametric "bootstrap" method provides information about
the statistics uncertainties given few hypothesis [11]. Let
x = (x1, ..., xN ) denote a sample of N independent and
identically distributed realizations according to a probability
density function f(x). The statistical moment θ = T (F )
(mean, variance, etc.), is estimated by θˆ = T (Fˆ ), where Fˆ
is the empirical cumulative density function that gives equal
probability
1
N
to each observed value xi defined by :
Fˆ (x) =
1
d
N∑
i=1
1xi≤x (9)
The idea of the non-parametric bootstrap is to simulate data
from the empirical cumulative density function. Given that Fˆ is
build upon equal probability for the observations (x1, ..., xN ),
a sample of same size N from Fˆ would simply be a selec-
tion from (x1, ..., xN ) with repeated values. A number of B
samples are generated following this strategy, and estimators
properties can therefore be deduced as shown in Figure 5.
Fig. 5: Bootstrap algorithm [11]
The confidence interval Iθ is then estimated as follows :
Iθ = [0.025− qθ̂b , 0.975− qθ̂b ] (10)
Where α− qX is the α-quantile of a variable X defined as :
P(X ≤ qX(α)) = α ∀α ∈ [0, 1] (11)
2) Analysis of variance: The main goal of a sensitivity
analysis is to rank the uncertain parameters according to their
influence. In order to do so, a definition of ranking indices is
necessary. The indices used here are called Sobol Indices [10].
The definition of Sobol Indices is a result of the ANOVA
(Analysis Of VAriance) variance decomposition. In fact,
given a set of V independent uncertain parameters X =
(X1, ..., XV ), the variance of a response Y = M(X) can be
calculated, using the total variance theorem [4], as follows
[10]:
V ar[Y ] =
V∑
i=1
Vi(Y ) +
∑
i<j
Vij(Y ) + ...+ V12..V (Y ) (12)
Where Vi(Y ) = V ar[E(Y |Xi)] and Vij(Y ) =
V ar[E(Y |XiXj)]− Vi(Y )− Vj(Y ), etc.
E(Y |Xi) is Y ’s conditional expectation with the condition
that Xi remains constant.
One can therefore calculate first order sensitivity indices
that estimate the influence of a variable Xi without its inter-
actions with other variables:
Si =
Vi(Y )
V ar[Y ]
=
V ar(E[Y |Xi])
V ar[Y ]
(13)
And total indices that estimate the global influence of a
variable (including interactions):
STi = Si+
∑
j =i
Sij+
∑
j =i,k =i,j<k
Sijk+... = 1−V−i(Y )
V ar[Y ]
(14)
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V−i(Y ) being conditional expectations variances that do not
involve Xi.
There are two ways to estimate the Sobol indices defined
in equations 13 and 14 :
SALTELLI method [7]: Step 1: Two independent samples
A and B of size N are generated for the V uncertain variables.
For example, sample A can be written as follows:
A =
⎛⎜⎜⎜⎜⎝
xA,11 x
A,1
2 ... x
A,1
V
xA,21 x
A,2
2 ... x
A,2
V
...
...
. . .
...
xA,N1 x
A,N
2 ... x
A,N
V
⎞⎟⎟⎟⎟⎠ (15)
A new sample C is created using columns of B except for
column i that is replaced with data from A:
C =
⎛⎜⎜⎜⎜⎝
xB,11 ... x
A,1
i ... x
B,1
V
xB,21 ... x
A,2
i ... x
B,2
V
...
...
...
xB,N1 ... x
A,N
i ... x
B,N
V
⎞⎟⎟⎟⎟⎠ (16)
Simulations using the samples A, B and C result with :⎧⎪⎨⎪⎩
yAk = M((x
A,k
1 , ..., x
A,k
V )) k = {1, N}
yBk = M((x
B,k
1 , ..., x
B,k
V )) k = {1, N}
yCk = M((x
C,k
1 , ..., x
C,k
V )) k = {1, N}
(17)
Which can be used to estimate Sobol indices as follows:
Si =
1
N
∑N
k=1 y
A
k y
C
k − (μY A)
2
σ2
Y A
(18)
STi = 1−
1
N
∑N
k=1 y
B
k y
C
k − (μY B )
2
σ2
Y B
(19)
Overall, for a given sample size N , (V + 2)×N simulations
are necessary to estimate the first order and total Sobol indices
for each variable Xi.
Polynomial chaos method (PCE): The models response
can be approached by an analytical function :
M(X) = M0 +
V∑
i=1
Mi(Xi) +
∑
1≤i<j≤V
Mi,j(Xi, Xj)
+ ... +M1,...,V (X1, ..., XV ) (20)
Mi(Xi) represents the variable Xi’s contribution to the result
of the simulation. The variance can therefore be calculated as
follows [4]:
V ar[Y ] =
∑
u⊆{1,...,V }
[V ar[Mu(Xu)]+∑
v⊆{1,...,V },v∩u=∅
Cov [Mv(Xv),Mu(Xu)]] (21)
In this particular case of independent variables, the covariance
term Cov [Mv(Xv),Mu(Xu)] vanishes, and the decompo-
sition becomes then equal to ANOVA. Sobol indices can
therefore be estimated as:
Si =
V ar [Mi(Xi)]
V ar[Y ]
(22)
STi =
∑
u⊆{1,...,V },i∈u V ar [Mu(Xu)]
V ar[Y ]
(23)
The contributions Mi(Xi) can be calculated by estimating the
models response using a polynomial chaos expansion, which
can, in a simplified way, be written as:
M(X) =
∑
|α|≤P
aαΨα(X) (24)
Where {Ψα, α ∈ NV } is a multivariate polynomial basis and
aα adequate coefficients for the estimation of the model’s
response, that can be determined using projection methods [4].
The Xi-univariate polynomials shares are the exact contri-
bution of Xi to the polynomial expansion, and are therefore
an estimation of Mi(Xi).
3) Results:
Channel’s results: For a sample of size N = 30000, a
number of (2+8)×30000 simulations are necessary to estimate
Sobol indices via a SALTELLI method. Up to 500 cores are
used to launch the simulations, for a calculation time of 20
hours overall. The observed variances of Zf in m2 and some
interest points (1, 86 and 150) are given in Figure 6.
Fig. 6: Channel case - Zf variances implied by 8 uncertain
parameters
First order and total Sobol indices are therefore calculated
using the SALTELLI method, and their confidence intervals
estimated via Bootstrap. The results are given for the point 86
in Figure 7. Similar results are observed for the other interest
points.
Fig. 7: Channel case - Sobol indices for Point 86
The skin rugosity coefficient αS is by far the most influ-
encing variable, followed by θc the Shields critical parameter.
The influence of other variables can be considered negligible.
The SALTELLI method and the PCE method for the
estimation of Sobol indices are compared in the interest points
for the same sample size N = 30000, as shown in Figure 8.
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Fig. 8: Channel case - Comparison of Sobol indices calculation
using SALTELLI and PCE methods for Point 1
Both methods give equal estimations of Sobol indices for
N = 30000. Given that the PCE method needs a total of N
runs to estimate Sobol indices, which is 10 times less than the
cost of SALTELLI method, it will be used from now on.
Bifurcation’s results: For the bifurcation application, a
sample of size N = 12800 is used . An overall 19 hours
of simulation using 800 cores is necessary. The observed
variances are given in Figure 9.
Fig. 9: Bifurcation - Variances of Zf
Sobol indices are estimated in interest points like 317
(Figure 9) using the PCE method, as shown in Figure 10.
Fig. 10: Bifurcation - Sobol indices for point 317
For this case, the observed variances seem to result only
from the diameters uncertainty. All the other uncertain vari-
ables seem to be none influencing.
D. Uncertainty propagation
In this section, the impact of the parameters uncertainty
on the model’s response will be investigated using statistics
defined in section V-C1, like the mean and the variance.
1) Channel’s results: The sensitivity analysis has shown a
great difference between the observed results for an experimen-
tal and a real case. In fact, for a real case, the mean diameter
of sediments seems to be the only influencing parameter, while
it is nearly meaningless for an experimental case. In order to
investigate the influence of the sediment diameter, a new set
of N = 30000 uncertainty runs is launched, considering as an
only uncertain parameter the mean diameter (other parameters
are constant). The observed statistics (mean in m and variance
in m2) are given in Figure 11.
Fig. 11: Channel case - Statistics of Zf for N = 30000
Uncertainties seem to be more important in the upstream
direction, which corresponds to a higher erosion upstream
and therefore bigger chances of bottom variations. This could
also be confirmed through comparing the statistical mean of
the final bottom elevations to a deterministic result with the
statistical mean of sediment diameters on the channel’s center
line, as shown in Figure 12. The statistical mean of final
bottom elevation is closer to the final deterministic result in
the downstream direction.
Fig. 12: Evolution of the bottom in the channel’s center line
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To quantify the uncertainty propagation, a statistical num-
ber called variation coefficient is defined in equation 25.
cv(Zf ) =
√
V ar(Zf )
μ(Zf )
=
σ(Zf )
μ(Zf )
(25)
Variation coefficients cv are evaluated in interest points
with high and low variances (points 86 and 150 in Figure 11),
and their convergence investigated with the Bootstrap method,
as shown in Figures 13 and 14.
Fig. 13: Variation coefficient for point 86
Fig. 14: Variation coefficient for point 150
In comparison with a variation coefficient of cv = 0.07
for the diameter’s sample, the uncertainty seems to be highly
propagated in some interest points as point 86. This in fact
confirms that even if the diameter seems to be none influencing
while conducting the sensitivity analysis, its uncertainty is
still propagated. In other interest points like 150, the variation
coefficient of the output is lower than that of the input. In both
cases (low and high cv) the results have converged at about
N = 16000. The confidence interval (INF and SUP in Figures
13 and 14) for cv = 0.36 is ±0.005 and for cv = 0.06 is
±0.001. The convergence of the statistical estimations and the
narrow confidence intervals indicate that our calculations can
be trusted for the chosen size N = 30000.
2) Bifurcation’s results: For the Bifurcation case, there
is no need to investigate the diameter as an only uncertain
parameter, as it is influencing the result at about 100%. The
same calculations as in sensitivity analysis have been exploited
to estimate the statistics in Figure 15.
Fig. 15: Bifurcation - Statistics for Zf - N = 12800
The highest variances seem to be concentrated in specific
areas (for example, interest points 317 and 313 in Figure 15).
This could be interpreted as the result of higher movements in
this areas, which is demonstrated in Figure 16, where the initial
and final bottom elevations have been shown for point 317 with
a diameter of d = 0.149mm. This diameter corresponds to the
minimum value of the studied sample. For the maximum value,
no bed evolution has been observed.
(a) (b)
Fig. 16: Zf in point 317 for d=0.149mm - First (a) and last
iteration (b)
This difference of movement is explained by the threshold
defined by the Shields parameter, which most certainly doesn’t
allow the maximum diameters sediments to be transported.
For d = 0.149mm, a sedimentation area around point 317 is
observed, which is confirmed by the bottom elevation values,
going from Zf = −1.68m in the beginning of simulation to
Zf = 6.27m at the end.
Nevertheless, interpreting the variances using its minimum-
maximum scale can give a false idea about where variances
shall appear. In fact, one can interpret that there are no other
variances areas than close to points 317 and 313, which is not
true and can be proved with rescaling the variances as shown
in Figure 17.
Furthermore, the variation coefficients cv have also been
estimated for this case in low and high variance points and
their convergence studied. The same conclusions can be drawn.
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Fig. 17: Bifurcation - reduced scale of variations for Zf
For a variation coefficient of the diameter being cv = 0.42,
uncertainty is more or less propagated in different points.
For example, in point 317 (Figure 18), cv = 1.879 which
corresponds to a high uncertainty propagation. For point 55
(Figure 19), cv = 0.137 which is far less than the variation
coefficient of the diameter’s sample and corresponds to an
uncertainty that is not propagated.
Fig. 18: Bifurcation -Variation coefficient point 317
The variation coefficients converge at about N = 8000 for
both cases, which signifies that the results of this study can be
Fig. 19: Bifurcation -Variation coefficient point 55
trusted as N = 12800. Furthermore, the confidence intervals
are ±0.1 for cv = 1.879 and ±0.002 for cv = 0.137 and are
tightening with the increasing sample size.
E. Correlations impact
Several physical relationships can exist between the con-
sidered uncertain parameters. These correlations between the
variables can impact the uncertainty study, given that the
parameters are no longer sampled independently. In order to
model the correlations, copulas are introduced in section V-E1.
For the sensitivity study, the ANOVA method can no longer
be used, because of the independent parameters hypothesis
it implies. A new method called ANCOVA (ANalysis of
COVAriance) is introduced in section V-E2. The uncertainty
study is conducted with the correlations consideration on
the channel’s case. In fact, given that the only influencing
parameter in the Bifurcation is the diameter, it has been
concluded that the correlation study for this case would be
useless.
1) Copulas for correlations modelling: A copula is a
function that defines a dependency structure between a set
of variables [5]. In fact, it links the multivariate probability
density function of random set of variables (X1, ..., XV ) to
their univariate probability density functions.
A copula is a V-dimensional function C defined on [0, 1]V
that verifies:
• ∀u ∈ [0, 1]V ∀i ∈ [|1 : V |], if ui = 0 then C(u) = 0
• ∀i ∈ [|1 : V |] and ui ∈ [0, 1], C(1, ..., 1, ui, 1, ..., 1) =
ui
• ∀u, v ∈ [0, 1]V verifying ∀i ∈ [|1 : V |] ui ≤ vi then
VC([u, v]) ≥ 0
Where VC([u, v]) is the C-volume of the space [u1, v1]⊗ . . .⊗
[uV , vV ] defined as follows :
VC([u, v]) = Δ
vV
uV ...Δ
v1
u1C(w)
Δviui being the i
th finite differential:
ΔviuiC(w) = C(w1, ...wi, vi, wi+1, ..., wV )
−C(w1, ...wi, ui, wi+1, ..., wV )
The Sklar theorem [5] allows to define a relation between
the multivariate PDF fX of the set X = (X1, ..., XV ) and the
univariate probability density functions fi of Xi as follows :
fX(x1, ..., xV ) = c(F1(x1), ..., FV (xV ))×
V∏
i=1
fi(xi) (26)
Where Fi are the univariate cumulative distribution functions
of Xi associated to the probability density functions fi. On the
other hand, c is the probability density function of the copula
C defined as follows:
∀u ∈ [0, 1]V c(u1, ..., uV ) = ∂
V C
∂u1...∂uV
(u1, ..., uV ) (27)
In this study, a classical Gaussian copula is used [2]. It
requires the calculation of a correlation Matrix using Spearman
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indices [2] from the relationships between variables. The
relationships modelled here are the following:
• The empirical relation between the Meyer-Peter and
Müller coefficient and the Shields number, that was
introduced by Wiberg and Smith [17] as follows:
αMPM = 9.64× θ
0.166 (28)
Which implies a correlation between αMPM , αS and
d.
• The relationship between the Shields critical parame-
ter and the dimensionless sediments diameter [16].
• The modified Komura porosity formula [19]:
λ = 0.13 +
0.21
(d+ 0.002)0.21
(29)
• The following relationship between the deviation pa-
rameter and the sediments diameter [12]:
β2 = 9
(
d
H
)0.3
(30)
2) Analysis of covariance: For dependent variables, it is
possible to calculate the variance with the ANCOVA decom-
position as follows:
V ar[Y ] =
∑
u⊆{1,...,V }
[V ar[Mu(Xu)]
+
∑
v⊆{1,...,V },v∩u=∅
Cov [Mv(Xv),Mu(Xu)]] (31)
New sensitivity indices can be defined as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
SUi =
V ar [Mi(Xi)]
V ar[Y ]
SCi =
Cov
[
Mi(Xi),
∑
v⊆{1,...,V },v∩{i}=∅Mv(Xv)
]
V ar[Y ]
Si = S
U
i + S
C
i =
Cov [Mi(Xi), Y ]
V ar[Y ]
(32)
Where Si is the total influence of the variable Xi, SUi the
uncorrelated part of influence and SCi the correlated part.
ANCOVA indices can be negative because of the covari-
ance term. In order to interpret the signification of negative
indices, their absolute values are compared. In fact, if |SCi | has
a high value, this means that SUi is close to Si, which signifies
that correlations of the variable Xi have weak influence on
the result. Inversely, if it has a high value, this means that
correlations of Xi have great impact on the simulation’s result.
Lastly, as show in section V-C2, the terms Mi(Xi) can
be estimated via the polynomial chaos expansion. However,
in order to guarantee the orthogonality of the polynomial
chaos basis, it is necessary to estimate the coefficients of the
expansion using uncorrelated entries X . The Mi terms are
estimated afterwards using the correlated values of the entries.
3) Results: The ANCOVA indices are compared to the
Sobol (ANOVA) ones in order to quantify the impact of
correlations on the sensitivity analysis, as shown in Figure 20.
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Fig. 20: Sensitivity indices for point 86
In this case, the global order of influence doesn’t change.
The gap between the variables in terms of influence is re-
duced, for example between the variables αMPM and θC .
Furthermore, some of the variables that seemed to be of
weak influence at first are now considerably influencing, for
example αMPM . Other variables for which no correlation was
considered didn’t change their sensitivity indices (eg. αC). In
order to estimate the part of the correlations influence in the
total ANCOVA influence, the comparative Figure 21 is drawn.
Fig. 21: ANCOVA Indices Vs correlated ANCOVA indices
It can be observed that variables for which the sensitivity
indices have considerably increased (d and αMPM ) owe all
their new influence to the correlations.
Other variables that were initially influencing also have part
of their influence that is due to the correlations (θC and αS).
Furthermore, the variances with independent uncertain pa-
rameters and correlated uncertain parameters are compared as
shown in Figure 22.
It is clearly noticed that variances considerably increase
when adding correlations in this case. It can be explained by
observing the new variation interval of αMPM for example.
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(a)
(b)
Fig. 22: Uncertainty propagation without (a) and with (b)
correlations for the channel’s case
In fact, the transport coefficient of the Meyer-Peter and Müller
formula initially varies between the values 5 and 15. When
correlations are added, αMPM varies between 9.5 and 11,
which implies that we statistically observe more movement
(erosion) as compared to cases with no correlations.
VI. CONCLUSION AND PERSPECTIVES
In this study, an uncertainty quantification of a morphody-
namic problem has been proposed.
In a sensitivity analysis step, differences were observed
between a real case and an experimental case. In fact, for the
real bifurcation case, the diameter was the only influencing
parameter, which is not the same for the channel.
In order to analyse the influence of sediments diameter on
the model’s response, an uncertainty propagation study was
conducted, considering as an only uncertain parameter the
sediments diameter. This study has shown that the diameter has
highly propagated uncertainties where there is movement. In
fact, high variances were observed in maximum erosion points
for the channel, and in a deposition zone for the bifurcation.
Finally, correlations were added and increased the vari-
ances significantly. An ANCOVA method was implemented in
order to conduct a sensitivity analysis. The gap between the
variables’ influences decreased and variables that seemed first
none-influencing (sediments diameter and transport coefficient
of the Meyer-Peter and Müller formula) became of consider-
able influence when adding correlations.
This study can be generalized to other applications, such
as the use of different sediment transport formulas, the study
of suspended sediment transport or the influence of different
physical phenomenons, for example waves (TOMAWAC mod-
ule in the TELEMAC-MASCARET system).
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Abstract—In this paper the depth-averaged Mixing Length 
turbulence model and its implementation in Telemac-2D is 
presented. The new turbulence model is verified and validated 
by means of a laboratory experiment concerning the flow
around a spur-dyke. The experiment is well suitable for testing 
the Mixing Length model since in the region of a groyne-like 
structure significant horizontal flow velocity gradients with 
possible recirculation flows prevail, which in turn have an 
influence on the turbulence production, the computed turbulent 
eddy viscosity and the resulting velocity distribution. 
Additionally to these laboratory measurements, the 
implemented Mixing Length model is compared to the depth-
averaged ࢑-ࢿ turbulence model. The validation reveals the 
correct implementation of the turbulence model and its 
applicability for open channel flow computations.
I. MOTIVATION
In flows with high transverse velocity gradients, e.g. flows 
around structures, strong recirculation flows or flows in 
reservoirs, the influence of the horizontal velocity gradients on 
the turbulence production can be significant. In such cases the 
transverse shear may be the dominant turbulence generation 
mechanism in contrast to e.g. straight river applications where 
usually most of the river turbulence is generated by bed 
friction. Hence the main idea is to combine the depth-averaged 
parabolic eddy viscosity model with the Prandtl’s mixing 
length theory for the horizontal in order to account for both the 
vertical and horizontal turbulence production. The resulting 
depth-averaged Mixing Length turbulence model forms a 
zero-equation turbulence model, which, as per this definition, 
doesn’t account for any transport processes. 
The main characteristic of the Mixing Length model 
implemented in Telemac-2D is that it accounts for the physical 
influence of the local horizontal velocity gradients on the 
turbulent eddy viscosity to be computed. The model yields or 
tends to the parabolic eddy viscosity model if the horizontal 
depth-averaged velocity gradients vanish or if the turbulence 
is mainly produced by bed friction, respectively. 
II. EDDY VISCOSITY CONCEPT IN TELEMAC-2D
Telemac-2D solves the depth-averaged Saint-Venant 
equations in two dimensions (www.opentelemac.org). The 
turbulent diffusion by means of the depth-averaged Reynolds 
stresses appearing in the depth-averaged momentum equations 
are determined by the Boussinesq’s eddy viscosity assumption 
[1]. This hypothesis assumes that, in analogy to the viscous 
stresses in laminar flows, the turbulent stresses are 
proportional to the mean velocity gradients or in other words, 
the momentum transfer caused by turbulent eddies can be 
modelled with an eddy viscosity. The turbulent eddy viscosity ߥ௧ is not a fluid property but strongly depends on the local state of turbulence and may vary largely in time and space. The role 
of the turbulence model is to determine the turbulent viscosity ߥ௧ and its spatial and time dependent distribution in a model domain. 
III. THE DEPTH-AVERAGED MIXING LENGTH MODEL
In the depth-averaged Mixing Length model the total 
turbulent viscosity ߥ௧ is split in a vertical component ߥ௧௏ and a horizontal component ߥ௧ு [2]:
 ߥ௧ ൌ ටሺߥ௧௏ሻଶ ൅ ሺߥ௧ுሻଶ 
A. Calculation of the vertical eddy viscosity
The vertical eddy viscosity ߥ௧௏ is computed by means of the depth-averaged parabolic eddy viscosity model in which 
the vertical viscosity is generated by bed friction. This model 
implies a perfect balance between hydrostatic pressure 
gradient and vertical shear stress. With the assumption of two-
dimensional flow and a logarithmic velocity profile along the 
water depth the vertical eddy viscosity follows a parabolic 
profile along the depth. Starting with the Prandtl's Mixing 
Length hypothesis the eddy viscosity along the water depth ߥ௧ǡ௭ is related to the mean velocity gradient and the mixing length: 
 ߥ௧ǡ௭ ൌ ݈௠ଶ ฬ߲ݑ߲ݖฬ 
where ݑ is the mean flow velocity, ݖ is the vertical coordinate 
and ݈௠ is the mixing length. Assuming a logarithmic velocity profile the vertical velocity gradient is: 
 ߲ݑ߲ݖ ൌ ܷכߢݖ 
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where ܷכ is the shear velocity and ߢ is the von Kármán 
constant equal to 0.4. 
The mixing length distribution ݈௠ሺݖሻ along the water depth 
is given by [3]: 
 ݈௠ሺݖሻ ൌ ߢݖටͳ െ ݄ݖ 
where ݄ is the water depth. 
Substituting (3) and (4) into (2) and integrating (2) over the 
water depth the depth-averaged vertical eddy viscosity ߥ௧௏ is 
obtained as:
 ߥ௧௏ ൌ ͳ݄ ߢܷכන ݖ ቀͳ െ ݄ݖቁ݀ݖ ൌ௛଴ ͳ͸ ߢܷכ݄ ൌ ߙݐܷכ݄ 
The basic assumption of the depth-averaged parabolic 
eddy viscosity model is that in open channel flow the 
turbulence is mainly generated by bed friction in that the depth 
mean turbulent viscosity is correlated with the shear velocity ܷכ and the water depth݄. The theoretical proportionality 
constant ߢȀ͸ ൌ ߙ௧ in (5) is valid only for infinitely wide channels and doesn’t account for anisotropic structures of 
turbulence in horizontal and vertical directions as well as for 
the transversal or longitudinal dispersion. So for most of the 
2D depth-averaged applications this constant can be 
considered as too low. Elder [4] and later Fischer et al. [5] 
developed, based on the equation and experiments in 
laboratory channels and natural streams, dispersion equations 
for the transport of substances in natural streams and 
determined higher values for the proportionality constant ߙ௧.
Fischer et al. [5] propose that for transverse turbulent 
dispersion ߙ௧ is about 0.15 in laboratory channels and 0.6 in 
irregular natural streams with weak meanders. Wu et al. [6]
compare five depth-averaged turbulence models in the 
simulation of flows around a spur-dyke, in a sudden-expanded 
flume and in two natural rivers. They apply values for ߙ௧ in 
from 0.6 to 1.0. Vionnet et al. [7] in turn, use in their numerical 
models values in the range of ߢȀ͸ to 0.3. Jia and Wang [8]
employ in their 2D depth-averaged numerical model the 
coefficient ߙ௧ ൌ ܣ ڄ ߢȀ͸ with ܣ as calibration parameter for 
which they recommend values in the range of 1 to 10. Steffler 
and Blackburn [9] in the River2D model for ߙ௧ use a default 
value of 0.5 and indicate values from 0.2 to 1.0 as a reasonable 
range. As it can be seen from these elaborations the 
proportionality coefficient ߙ௧ has to be considered as a 
calibration coefficient. For the implementation in Telemac-2D
the theoretical constant in (5) has been replaced by a selectable 
empirical calibration coefficient ߙ௧ (with ߙ௧ ൌ ͳȀ͸ߢ ൎͲǤͲ͸͹ as default value).
B. Calculation of the horizontal eddy viscosity
The horizontal eddy viscosity ߥ௧ு is computed according to the Prandtl’s mixing length theory by means of the depth-
averaged horizontal mixing length ݈௠ and the horizontal mean 
strain-rate tensor ௜ܵ௝:
 ߥ௧ு ൌ ݈௠ଶ ටʹ ௜ܵ௝ ௜ܵ௝ 
The horizontal mean strain-rate tensor  ௜ܵ௝
 ௜ܵ௝ ൌ ͳʹ ቆ߲ ௜ܷ߲ݔ௝ ൅ ߲ ௝ܷ߲ݔ௜ቇ 
is computed by means of the depth-averaged velocity 
derivatives, written in Cartesian coordinates:
 ʹ ௜ܵ௝ ௜ܵ௝ ൌ ʹ൬߲ܷ߲ݔ൰ଶ ൅ ʹ൬߲ܸ߲ݕ൰ଶ ൅ ൬߲ܷ߲ݕ ൅ ߲ܸ߲ݔ൰ଶ 
The depth-averaged mixing length ݈௠ is calculated by 
integrating equation (4) over the water depth:
 ݈௠ ൌ ͳ݄ ߢන ݖටͳ െ ݄ݖ ݀ݖ ൌ Ͷͳͷ ߢ݄௛଴  
Inserting (8) and (9) into (6) yields the horizontal turbulent 
viscosity ߥ௧ு due to horizontal shear:
 ߥ௧ு ൌ ൬ Ͷͳͷߢ݄൰ଶඨʹ൬߲ܷ߲ݔ൰ଶ ൅ ʹ൬߲ܸ߲ݕ൰ଶ ൅ ൬߲ܷ߲ݕ ൅ ߲ܸ߲ݔ൰ଶ
In (9) it is assumed that the mixing length ݈௠ depends on 
the water depth ݄ which restricts the size of the turbulent 
eddies. However the assumption ݈௠ as a function of the water 
depth can lead to an underestimation of ߥ௧ு since ݈௠ may be 
larger than the water depth [2]. The dependence of the mixing 
length ݈௠ on the water depth can be seen as a weakness of the 
Mixing Length model. Hence for the implementation in 
Telemac-2D the theoretical constant ͶȀͳͷߢ in (10) has been 
replaced by a selectable empirical calibration coefficient ܥ௟
(with ܥ௟ ൌ ͶȀͳͷߢ ൎ ͲǤͳͲ͹ as default value).
The literature research regarding the use of the horizontal 
Mixing Length model and the related choice of the ܥ௟
coefficient in typical open channel flow simulations has not 
given that many results. Wu et al. [6] in the before mentioned 
four case studies for ܥ௟ use values from 0.16 to 0.48. Steffler 
and Blackburn [9] recommend a ܥ௟ coefficient of 0.1 as a 
typical value which corresponds to the theoretical coefficient.
However they point out that depending on the type of flow the 
factor ܥ௟ may be adjusted. Stansby [10] validated a three-
dimensional numerical model against the experimental data 
for shallow wakes of a conical island. He proposed a two-
mixing-length, eddy-viscosity turbulence model with a 
vertical mixing length of classical Prandtl form and a 
horizontal mixing length. Stansby estimated the vertical 
mixing length ݈௩ to be equal to ͲǤͲͻ݄ assuming a boundary 
layer thickness of ߜ ൌ ͲǤʹ݄. He assumed the horizontal 
mixing length ݈௛ to be a multiple ߚ of the vertical mixing 
length ݈௩. Stansby tested this formulation for the replication of 
either eddy formation or stable wake. He reports good 
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predictions when using a ߚ value equal to 6 which yields a
horizontal mixing length ݈௠ of about half the water depth with ܥ௟ ൎ ͲǤͷ. Stansby in [11] reduced the 3D approach to the 
depth-averaged form and investigated the same case by means 
of a 2D depth-averaged numerical model. By using ߚ equal to 
6 the prediction of stable wakes was poor. However, when 
vortex shedding was prominent, the 2D and 3D model wake 
structures were similar. Chini and Stansby in [12] 
implemented the two-mixing-length eddy-viscosity 
turbulence model into the 3D numerical model Telemac-3D. 
They tested the model against two datasets. The first case was 
the flow around a conical island with associated wake patterns.
The second case was the tidal flow around a headland. Based 
on Stansby’s findings [10] a ratio of ߚ ൌ ͸ between the 
horizontal mixing length and the vertical mixing length was 
applied. In both the case studies Telemac-3D combined with 
the two mixing length eddy viscosity model could replicate the 
experimental results. Apparently the approach proposed by 
Chini and Stansby [12] didn’t find the way into an official 
release of Telemac-3D.
IV. THE DEPTH-AVERAGED MIXING LENGTH MODEL IN
TELEMAC-2D
The combination of the parabolic eddy viscosity model (5) 
and the horizontal Mixing Length model (10) yields finally the 
depth-averaged Mixing Length model implemented in
Telemac-2D in which the eddy viscosity coefficient is 
composed of three components: a constant, a bed shear 
generated term and a transverse shear generated term:
 ߥ௧ ൌ ߥ௧ǡ௖ ൅ඨሺߙ௧ܷכ݄ሻଶ ൅ ൤ሺܥ௟݄ሻଶටʹ ௜ܵ௝ ௜ܵ௝൨ଶ 
where ߥ௧ǡ௖ is the constant eddy viscosity coefficient (keyword: 
velocity diffusivity) with the default value in Telemac-2D of
1.E-6 m²/s.
Near the wall the damping effect of the wall on the 
turbulence may be important and thus the relation for the 
mixing length in (9) could produce too high turbulent 
viscosities in the wall region. For the mesh nodes near the wall 
instead of using the water depth as the length scale the distance 
from the nodes to the wall ݀݅ݏݐ௪௔௟௟ should be used. Two 
different approaches have been tested for the near-wall 
treatment, namely the method by Jia and Wang [8] and the 
method by Cea et al. [2]. Both the approaches compute almost 
identical turbulent viscosity values at the wall boundary nodes.
Therefore as limiter for the mixing length ݈௠ǡ௪ at the wall 
boundary nodes the simpler method by Cea et al. has been
kept:
 ݈௠ǡ௪ ൌ ݉݅݊ܥ௟൫݄ǡ ݀݅ݏݐ௪௔௟௟൯ 
The Mixing Length model is activated in the steering file 
by the keyword TURBULENCE MODEL = 5. The calibration 
coefficients ߙ௧ and ܥ௟ may be changed in the subroutine 
mixlength.f.
V. NUMERICAL VALIDATION:
FLOW AROUND A SPUR-DYKE
The turbulence model implemented in Telemac-2D is 
verified and validated by means of a laboratory experiment 
concerning the simulation of the flow around a spur-dyke [13]. 
Rajaratnam and Nwachukwu [13] measured the flow 
velocities around a spur-dyke in a laboratory flume. The 
experiment is well suitable for testing the Mixing Length 
model since in the region of a groyne-like structure significant 
horizontal flow velocity gradients with possible recirculation 
flows prevail, which in turn have an influence on the 
turbulence production, the computed turbulent eddy viscosity 
and the resulting velocity distribution.
In the validation process it is not intended to perform a 
sensitivity analysis by varying some physical and numerical 
parameters with the objective of matching the experimental 
results. Additionally to the measurements, also the numerical 
results of the simulation with the depth-averaged ݇-ߝ
turbulence model are compared. This laboratory experiment 
has been used as comparative test also by other depth-
averaged numerical models like the CCHED2D model [8] and 
the Coastal Modeling System CMS [14].
A. Experimental setup
The experiments were conducted in a straight tilting 
rectangular flume with the dimensions: 37 m long, 0.91 m 
wide and 0.76 m deep. The test reach was located in the 
downstream half of the flume. Rajaratnam and Nwachukwu 
carried out 13 different experiments by varying the length or 
the shape of the spur-dyke, the water depth and the bed 
roughness. For the validation conducted here the experimental 
run A1 is used.
In experimental run A1 the spur-dyke was made by a 3 mm 
thin and 0.152 m long aluminium plate projecting 
perpendicular to the vertical side wall. The flow discharge was 
0.0453 m³/s and the approach flow depth was 0.189 m. The 
flume bed and sides were hydraulically smooth. The flume 
was inclined to establish uniform flow conditions.
Rajaratnam and Nwachukwu measured the velocity 
profiles along four cross sections in the locations x/b = 2, 4, 6 
and 8, with x starting at the spur-dyke station and b the spur-
dyke length (0.152 m). The flow velocities were measured at 
two vertical levels z/h=0.03 and z/h=0.85. In the experiment 
the reattachment length of the eddy zone downstream of the 
spur-dyke was found to be approximately 12b.
B. Numerical setup
The computational domain covers 10 m of the flume 
length. A horizontal flume bed is assumed. The mesh consists 
of 8780 nodes and 17020 triangular elements with maximal 
edge lengths of 0.08 m. In the region of the spur-dyke and in 
the recirculation zone behind the structure a higher mesh 
resolution with minimal edge lengths of about 0.015 m is used. 
The spur-dyke is placed 4 m downstream of the inlet and 
perpendicular to the right wall.
Accordingly to the experiment at the upstream boundary 
an inflow discharge of 0.0453 m/³s and at the outflow 
boundary a constant flow depth of 0.189 m are specified. The 
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Strickler roughness coefficient is set to be equal to 90 m1/3/s 
for the whole domain. For the side walls a fully slip condition 
is applied. As advection scheme for the flow velocity the 
explicit MURD scheme is used. In the simulation with the݇-ߝ turbulence model the method of characteristics is used for 
the advective transport of the turbulent kinetic energy ݇ and
the turbulent dissipation ߝ. In the case of the Mixing Length 
model the default values for ߙ௧ and ܥ௟ equal to ͲǤͲ͸͹ and
0.107, respectively, are applied. A simulation time step of 0.02
seconds is used and the simulation is run until a steady state 
flow field is reached.
C. Numerical results
The evaluation of the depth-averaged Mixing Length 
model is shown in Fig. 1 by means of the computed turbulent 
eddy viscosity ߥ௧. From a verification point of view the model doesn’t produce any unphysical low or high spikes and the 
spatial distribution is reasonable. Near the spur-dyke where 
higher velocity gradients prevail the eddy viscosity is 
accordingly higher than in the surrounding area. Clearly 
visible is the operation of the limiter for the mixing length ݈௠
in that the eddy viscosity is reduced near the side walls of the 
flume and the spur-dyke. The comparison with the ݇-ߝ
turbulence model (Fig. 1) shows that both turbulence models 
in terms of the computed eddy viscosity behave quite 
differently. The Mixing Length model gives higher turbulent 
diffusion near the head of the spur dyke whereas the݇-ߝ model 
gives much higher eddy viscosity values downstream of the 
spur dyke.
The numerical results in terms of velocity distribution and 
the location of the four cross sections are shown in Fig. 2. Both 
the turbulence models are able to produce the backward-flow 
region behind the groyne. The Mixing Length model 
computes a larger recirculation zone downstream of the spur-
dyke compared to the ݇-ߝ model. In comparison to the 
measured reattachment length the Mixing Length model 
(deployed with the standard parameters) slightly overpredicts 
while the ݇-ߝ model underpredicts the recirculation length. In 
the other regions upstream and downstream of the spur-dyke 
both the turbulence models produce very similar velocity 
distributions, which confirms also the correct implementation 
of the depth-averaged Mixing Length model in Telemac-2D.
For the comparison of the measured velocity profiles with 
the Telemac-2D results the data measured at level z/h=0.85 are 
used. Fig. 3 shows the measured and the simulated velocities 
in x-direction in the four cross sections. The measured data 
reveal significant negative velocities near the wall and the 
maximum positive velocities arising just outside the shear 
layer in all the cross sections. In the main flow region the 
velocity distribution is almost uniform. Compared to the 
measurements both the turbulence models provide good 
predictions of the velocity distributions in the four cross 
sections. However the Mixing Length model performs better, 
especially in the cross sections x=6b and x=8b, where the ݇-ߝ
model largely underpredicts the magnitude of the negative 
velocities near the wall. It also computes too low flow 
velocities in the main flow region where the Mixing Length
model gives good results. For the quantitative assessment
Table 1 lists the root-mean-square error (RMSE) between the 
measured and the simulated velocities in the four cross 
sections. The RMSE values show the almost similar 
performance of both the turbulence models in cross section 
x=2b. With increasing distance from the spur-dyke x=2b, 4b 
and 8b the RMSE indicates a considerably higher agreement 
between the Mixing Length model and the measurements.
Figure 1. Plan view, computed turbulent eddy viscosities by the Mixing Length model and the k-ߝ model
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Figure 2. Plan view, computed flow velocities by the Mixing Length model and the k-ߝ model
Figure 3. Comparison of the measured and calculated flow velocities in the cross sections x/b = 2, 4, 6 and 8
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TABLE I. RMSE VALUES FOR THE K-ߝ MODEL AND THE MIXING 
LENGTH MODEL IN ´THE CROSS SECTIONS X/B = 2, 4, 6 AND 8
RMSE [m/s]
Velocity U x = 2b x = 4b x = 6b x = 8b࢑-ࢿ model 0.0687 0.0644 0.0710 0.0929
Mixing Length
model 0.0658 0.0539 0.0470 0.0609
VI. CONCLUSION
This paper describes the depth-averaged Mixing Length 
turbulence model and its implementation into the open source 
2D depth-averaged numerical model Telemac-2D. The zero-
equation turbulence model combines the depth-averaged 
parabolic eddy viscosity model with the Prandtl’s mixing length 
theory for the horizontal in order to account for both the vertical 
and horizontal turbulence production. The computed eddy 
viscosity is composed of three components, namely a constant,
a bed shear generated term and a transverse shear generated 
term. Hence the main characteristic is that the turbulence model 
accounts for the physical influence of the local horizontal 
velocity gradients on the turbulent eddy viscosity to be 
computed. The model yields or tends to the parabolic eddy 
viscosity model if the horizontal depth-averaged velocity 
gradients vanish or if the turbulence is mainly produced by bed 
friction, respectively.
The depth-averaged Mixing Length model is verified and
validated by means of a laboratory experiment concerning the 
flow around a spur-dyke and the comparison with the two-
equation ݇-ߝ turbulence model. The validation reveals the 
correct implementation of the turbulence model and its
applicability for open channel flow computations.
The Mixing Length model can be a viable alternative to the
zero-equation turbulence models already available in Telemac-
2D especially in cases where the transverse shear might be the 
dominant turbulence generation mechanism like in flows around 
structures or flows in reservoirs. The computations using the 
Mixing Length model are around 20% faster than with the ݇-ߝ
model. However it should be remembered that the Mixing 
Length turbulence model, unlike the ݇-ߝ model, doesn’t account 
for transport processes of turbulent quantities. In its depth-
averaged form the proposed model, like the ݇-ߝ model, doesn’t 
account for dispersive transport due to vertical non-uniformities 
of the mean flow velocities when using the theoretical 
coefficients emerging from the integration. Therefore depending 
on the type of flow these coefficients may be seen as tuning 
coefficients.
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5KLQHNP±:LWKLQ
WKLV ULYHU VWUHWFK VHYHUDO JHRPHWULFDO FRPSOH[
FKDUDFWHULVWLFV DUH ORFDWHG )LJ  VKRZV WKH PRGHO DW
5KLQHNP ,W LV FKDUDFWHUL]HG E\ D  EHQGZLWK D
SDUWO\ RYHUIORZLQJ JUDYHO EDQN DQG D VHGLPHQW GHSRVLWLRQ
LQWKHIDLUZD\DWWKHLQQHUEHQG-XQJIHUQJUXQGDVZHOODV
D ELJ URFN DW WKHRXWHU EHQG 7DXEHU:HUWK7KH ODWWHU LV
SUREOHPDWLF IRU WKH LQODQG ZDWHUZD\ WUDQVSRUW DV VKLSV
ZKLFK GULYH XSVWUHDP WHQG WR GULIW WR WKH FHQWUH RI WKH
IDLUZD\GXHWRDWUDQVYHUVHIORZ$QRWKHUFULWLFDODUHDLVWKH
URFN\GHHSFKDQQHO
$Q DOUHDG\ H[LVWLQJ 7HOHPDF' PRGHO RI D ODUJHU
VWUHWFK RI WKH 5KLQH 5KLQHNP  ±  ZDV
DVVXPHG WR QRW FRPSXWH VDWLVI\LQJ UHVXOWV IRU WKH VHFWLRQ
FRQVLGHUHG LQ WKLVZRUN7KXV WKH VHWXSRID7(/(0$&
'PRGHOZDVQHFHVVDU\

)LJXUH$UHDRIWKH-XQJIHUQJUXQG5KLQHNPZLWKWKH
JUDYHOEDQNDWWKHLQQHUDQGWKHURFNDWWKHRXWHUEHQG
SHUVSHFWLYHXSVWUHDP

)LJXUH$UHDRIWKHGHHSFKDQQHO5KLQHNP±
ZLWKPD[LPXPGHSWKRIPEHORZWKHVXUURXQGLQJULYHUEHG
SHUVSHFWLYHXSVWUHDP
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7KH FRPSXWDWLRQDO JULG IURP WKH H[LVWLQJ7(/(0$&
'PRGHOZDVEXLOWRQWKHEDVLVRIDGLJLWDO WHUUDLQPRGHO
'70ZLWKDUHVROXWLRQRI[P>@)URPWKDW WKH
FRPSXWDWLRQDO JULG IRU WKH UHOHYDQW PRGHO DUHD EHWZHHQ
5KLQHNPDQGZDVJHQHUDWHG

,, 02'(/6(783
$ 5HOHYDQW0RGHO3DUDPHWHUV
7KH'PRGHOZDVEXLOWRQWKHEDVLVRIWKHH[LVWLQJ'
PRGHO'XHWRWKHVPDOOHUPRGHOH[WHQWWKHFRPSXWDWLRQDO
JULG ZDV VKRUWHQ 7KH UHVXOW ZDV DQ XQVWUXFWXUHG JULG
FRQVLVWLQJRIQRGHVZLWKDPHDQQRGHGLVWDQFHRI
PHWHUV )RU WKH YHUWLFDO GLVFUHWL]DWLRQ  HTXDOO\ VSDFHG
VLJPDOD\HUV ZHUH FKRVHQ 7KLV VHHPV UHDVRQDEOH DV
YHUWLFDOIORZVHSDUDWLRQVERWKQHDUWKHVXUIDFHDQGQHDUWKH
ULYHUEHGZHUHH[SHFWHGGXHWRWKHKHWHURJHQHRXVJHRPHWU\
)RU WKH VDPH UHDVRQ WKH QRQK\GURVWDWLF PRGHO IRU
SUHVVXUH ZDV VHOHFWHG ,Q WKLV FDVH WKH 7(/(0$&&RGH
VROYHV WKH 1DYLHU6WRNHV 16 HTXDWLRQV IRU DOO WKUHH
YHORFLW\ FRPSRQHQWV 8 9 DQG: >@ 2Q WKH FRQWUDU\
RQO\8 DQG9 DUH FDOFXODWHGZLWK WKH16 HTXDWLRQV XVLQJ
WKH K\GURVWDWLF SUHVVXUH DVVXPSWLRQ $IWHUZDUGV WKH
YHUWLFDO YHORFLW\ FRPSRQHQW : LV REWDLQHG IURP WKH '
FRQWLQXLW\HTXDWLRQDQG8DQG9DUHEHLQJXQFKDQJHG>@
)RU WXUEXOHQFH PRGHOOLQJ WKH NHSVLORQ PRGHO ZDV
VHOHFWHG:LWK WLPH VWHSV DURXQG V WKH VROYHU FRXOG QRW
UHDFK FRQYHUJHQFH IRU WKH GLIIXVLRQ RI NHSVLORQ 7KXV D
VPDOOHUWLPHVWHSRIVZDVQHFHVVDU\$VDVWHDG\VWDWH
ZDVUHDFKHGDIWHUKWKHWRWDOVLPXODWLRQWLPHZDVVHWWR
KWLPHVWHSV
5HJDUGLQJ WKH ERXQGDU\ FRQGLWLRQV %&  D GLVFKDUJH
ZDV VHW DW WKH LQIORZ DQG DQ DVVRFLDWHGZDWHU OHYHO DW WKH
RXWIORZ 7R UHGXFH WKH VLPXODWLRQ WLPH D SUHYLRXV
FRPSXWDWLRQILOHZDVXVHG,WZDVJHQHUDWHGRQWKHEDVLVRI
DQ HDUOLHU FRQGXFWHG VLPXODWLRQ ZLWK FRQVWDQW YLVFRVLWLHV
$GGLWLRQDOO\ D WXUEXOHQW NLQHWLF HQHUJ\ N SURILOH ZKLFK
ZDV DVVXPHG DW WKH LQIORZ ERXQGDU\ JXDUDQWHHG D IXOO\
GHYHORSHGWXUEXOHQWIORZUHJLPHLQWKHDUHDRILQYHVWLJDWLRQ
VWDUWLQJDW5KLQHNP
)RUWKHVWXG\PHDVXUHPHQWVRIWKHZDWHUOHYHODORQJWKH
ULYHU VWUHWFK DQG PHDVXUHPHQWV RI WKH IORZ YHORFLW\ DW
GHILQHG FURVV VHFWLRQV XVLQJ DQ$FRXVWLF'RSSOHU&XUUHQW
3URILOHU $'&3 ZHUH DYDLODEOH )XUWKHUPRUH D GDWDEDVH
ZLWKGLVFKDUJHVREWDLQHGIURPPHDVXUHGZDWHUOHYHOVDORQJ
WKH5KLQHVHUYHGDVDGDWDEDVLV)RUFDOLEUDWLRQDORZZDWHU
GLVFKDUJHRI4 PñVDQGDGLVFKDUJHRI4 
PñV ERWK DW WKH JDXJLQJ VWDWLRQ .DXE ZHUH XVHG 7KH
ODWWHU LV LQ WKHRUGHURI WKHHIIHFWLYHGLVFKDUJH LQ WHUPVRI
WKHDQQXDOVHGLPHQWORDG:LWKDPHDQZDWHUGLVFKDUJHRI
4 PñV WKHPRGHOZDVYDOLGDWHG7KHPRGHODUHD
DQG WKH  FURVV VHFWLRQV DUH LOOXVWUDWHG LQ )LJ  $Q
RYHUYLHZ RI WKH UHOHYDQW PRGHO SDUDPHWHUV LV JLYHQ LQ
7DEOH

)LJXUH0RGHODUHD5KLQHNP±DQGFURVV
VHFWLRQVZKHUH$'&3PHDVXUHPHQWVZHUHFRQGXFWHG

7DEOH0RGHOSUHIHUHQFHV
3DUDPHWHU 9DOXH
QXPEHURIQRGHV
PHDQKRUL]RQWDOQRGH
GLVWDQFH


P
ERXQGDU\FRQGLWLRQV
LQOHW
RXWOHW

4 PñV&DO
4 PñV&DO
+ P+ P
YHUWLFDOGLVFUHWL]DWLRQ HTXLGLVWDQWVLJPDOD\HUV
WLPHGLVFUHWL]DWLRQ
WLPHVWHS
QXPEHURIWLPHVWHSV

V

IULFWLRQGDWD VNLQIULFWLRQDQGIRUPURXJKQHVV1LNXUDGVHIULFWLRQODZ
WXUEXOHQFHPRGHO NHSVLORQKRUL]RQWDO	YHUWLFDO
HTXDWLRQV 1DYLHU6WRNHVHTXDWLRQZLWKQRQK\GURVWDWLFPRGHO

)RUWKH1LNXUDGVHIULFWLRQODZWKHHTXLYDOHQWURXJKQHVV
FRHIILFLHQWFRUUHVSRQGVWRWKHVXPRIWKHVNLQIULFWLRQRIWKH
VHGLPHQWDQGWKHIRUPURXJKQHVVRIWKHULYHUEHG7KHVNLQ
IULFWLRQYDULHVEHWZHHQWKHGDQGWKHGRIWKHJUDLQVL]HGLVWULEXWLRQ 7KH IRUP URXJKQHVV LV REWDLQHG IURP WKH
VWDQGDUGGHYLDWLRQ  RI WKHEHG OHYHO)URPKLJKUHVROXWLRQ
PHDVXUHPHQWV RI WKHEHG OHYHO WKH VWDQGDUGGHYLDWLRQZDV
FRPSXWHG IRU HDFK QRGH FRQVLGHULQJ DOO PHDVXUHPHQWV
LQVLGHWKHQRGHSDWFKZHLJKWHGE\GLVWDQFH7KHEHQHILWRI
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WKLVPHWKRGLVWKHFRQVLGHUDWLRQRIORFDOKHWHURJHQHLWLHVRI
WKH ERWWRP ZKLFK DUH VPDOOHU WKDQ WKH UHVROXWLRQ RI WKH
PHVK $V WKH ULYHU VWUHWFK LV FKDUDFWHUL]HG E\ D KLJKO\
KHWHURJHQHRXV EHGURFN WKH XVH RI VSDWLDOO\ GLIIHUHQWLDWHG
URXJKQHVVFRHIILFLHQWVLVUHTXLUHG

% &DOLEUDWLRQDQG9DOLGDWLRQ
7KH PRGHO ZDV FDOLEUDWHG E\ JUDGXDOO\ DGDSWLQJ WKH
URXJKQHVVFRHIILFLHQWVWRPDWFKWKHPHDVXUHGHYHQWUHODWHG
ZDWHU OHYHOV+HUHE\ LWZDVSRVVLEOH WRFDOLEUDWH WKHPRGHO
IRU ERWK FDOLEUDWLRQ GLVFKDUJHV ZLWK MXVW RQH IULFWLRQ GDWD
VHW 7KH GLIIHUHQFHV EHWZHHQ WKH VLPXODWHG DQG PHDVXUHG
ZDWHUOHYHOVDORQJWKHULYHUVWUHWFKDUHZLWKLQDUDQJHRI
FPZKLFKFRUUHVSRQGVZLWKDFFXUDF\RIWKHPHDVXUHGGDWD
H[FHSW VRPH RXWOLHUV ,Q WHUPV RI YDOLGDWLRQ D VLPLODU
DFFXUDF\ FRXOG EH UHDFKHG H[FHSW IRU WKH UHJLRQ EHWZHHQ
5KLQHNP  DQG  )LJ  ,QDFFXUDFLHV RI
PHDVXUHPHQWV FRXOG EH D SRVVLEOH H[SODQDWLRQ 7\SLFDOO\
PHDVXUHG ZDWHU OHYHOV RI GLIIHUHQW GLVFKDUJHV DUH SDUDOOHO
VKLIWHG7KLV LVQRW WUXH IRU WKHYDOLGDWLRQGLVFKDUJH LQ WKH
VHFWLRQZLWKWKHELJGLIIHUHQFHV

)LJXUH'LIIHUHQFHVEHWZHHQVLPXODWHGDQGPHDVXUHGZDWHU
OHYHOVDORQJWKHULYHUVWUHWFKIRUWKHFDOLEUDWLRQDQGYDOLGDWLRQ
GLVFKDUJHV

,,, 48$17,7$7,9((9$/8$7,210(7+2'
7KHDQDO\VHVRIWKHFURVVVHFWLRQDOGLVWULEXWLRQRI IORZ
YHORFLWLHVLVDVXLWDEOHPHWKRGWRFRPSDUHHLWKHUPHDVXUHG
GDWDZLWK WKHUHVXOWVRIDVLPXODWLRQRU UHVXOWVRIGLIIHUHQW
VLPXODWLRQVDPRQJHDFKRWKHU$FRPPRQZD\ LVDYLVXDO
FRPSDULVRQ RI WKH YHORFLW\ ILHOGV 7KH UHVLOLHQFH RI WKLV
DSSURDFK LV OLPLWHG DV VRRQ DV WKHUH LV D KLJK VLPLODULW\
EHWZHHQ WKH GLIIHUHQW UHVXOWV RU LQ WKH FDVH RI D
KHWHURJHQHRXV GLVWULEXWLRQ RI IORZ YHORFLWLHV 7KLV
FLUFXPVWDQFH OHG WR WKH GHYHORSPHQW RI D TXDQWLWDWLYH
HYDOXDWLRQ PHWKRG ZKLFK LV DEOH WR ORFDWH DUHDV ZLWK D
KLJKORZDJUHHPHQW,QWKHIROORZLQJWKHUHOHYDQWVWHSVIRU
WKHFRPSDULVRQRIPHDVXUHGDQGVLPXODWHGGDWDDW DFURVV
VHFWLRQDUHGHVFULEHGVHHDOVR>@
 ([WUDFWLRQ RI WKH VLPXODWLRQ GDWD XVLQJ WKH GLVFUHWH
SRLQWVRIWKHPHDVXUHPHQW)LJ3URMHFWLRQRQD
[  UDVWHU VR WKDW WKH FURVV VHFWLRQV RI WKH
PHDVXUHPHQW DQG WKH VLPXODWLRQ PDWFK H[DFWO\ LQ
SRVLWLRQ

)LJXUH([WUDFWLRQRIWKHVLPXODWLRQGDWD

 &DOFXODWLQJ WKH VTXDUHG GLIIHUHQFHV EHWZHHQ WKH
PHDVXUHG DQG FDOFXODWHG IORZ YHORFLWLHV RI WKH
FRQJUXHQWDUHD

 'LYLGLQJHDFKFURVVVHFWLRQLQWRDFRQVWDQWQXPEHURI
ILHOGVKHUH&DOFXODWLRQRIWKHPHDQIORZYHORFLW\
RIWKHPHDVXUHGGDWDLQGLYLGXDOO\IRUHDFKILHOGDVZHOO
DV WKH VXP RI WKH VTXDUHG GLIIHUHQFHV 7KH ODWWHU LV
QRUPDOL]HG E\ WKH LQGLYLGXDO VXP RI GLVFUHWH SRLQWV
ZLWKLQHDFKILHOG)LJ

)LJXUH([WUDFWLRQRIWKHVLPXODWLRQGDWD

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 &ODVVLILFDWLRQ RI UDWLQJ FDWHJRULHV LQ HDFK ILHOG
$FFRUGLQJ WR WKH DFFXUDF\ RI DQ$'&3PHDVXUHPHQW
RIIRUVLQJOHYDOXHVDQGKLJKHUIORZYHORFLWLHV>@
WKHILUVWFDWHJRU\LVHTXLYDOHQWWRDGHYLDWLRQRIRI
WKHFDOFXODWHGPHDQIORZYHORFLW\RIWKHPHDVXUHGGDWD


)LJXUH5DWLQJFDWHJRULHVDQGFRUUHVSRQGLQJFRORXULQJ

 &RPSDULVRQRIWKHVXPRIVTXDUHGGLIIHUHQFHVZLWKWKH
UDWLQJFDWHJRULHVDQGDVVLJQPHQWRI WKHFRUUHVSRQGLQJ
FRORXULQJ)LJ


)LJXUH)LQDOUHVXOWRIWKHTXDQWLWDWLYHHYDOXDWLRQPHWKRGIRU
5KNP
8VLQJ WKLV PHWKRG DUHDV ZLWK D ORZ RU D KLJK
DJUHHPHQW ZLWK WKH PHDVXUHG GDWD DUH FRORXUHG LQ
RUDQJHUHG RU JUHHQ UHVSHFWLYHO\ 7KH WRWDO VXP RI WKH
VTXDUHG GLIIHUHQFHV HQDEOHV WKH FRPSDULVRQ RI GLIIHUHQW
VLPXODWLRQUHVXOWVIRURQHFURVVVHFWLRQ)LJERWWRP,Q
WHUPV RI LQWHUSUHWDWLRQ WKH IROORZLQJ DVSHFWV KDYH WR EH
FRQVLGHUHG
 (DFK FURVV VHFWLRQ LV DOZD\V GLYLGHG LQWR KHUH 
ILHOGV7KXVWKHQXPEHURIGLVFUHWHSRLQWVSHUILHOGDV
ZHOO DV LWV GLPHQVLRQV YDULHVZLWK WKH GLPHQVLRQV RI
WKHFURVVVHFWLRQ
 $VWKHPHDVXUHGGDWDLVH[WUDSRODWHGLQWKHDUHDRIWKH
ULYHUVLGH WKH UHVXOW RI WKH TXDQWLWDWLYH HYDOXDWLRQ
PHWKRG VKRXOG QRW EH RYHULQWHUSUHWHG QHDU WKH
ULYHUVLGH
 7KHVTXDUHGGLIIHUHQFHVDUHFDOFXODWHGLQWKHFDVHWKH
PHDVXUHGDQGWKHVLPXODWHGYHORFLWLHVDUHQRW]HUR$V
VRRQ DV WKHUH LV RQH GLVFUHWH SRLQW ZLWKLQ D ILHOG
XQHTXDO WR ]HUR WKH UHVXOWV ZLOO EH FRPSDUHG 7KXV
WKH UHVXOW RI WKH TXDQWLWDWLYH HYDOXDWLRQ PHWKRG LQ D
ILHOGORFDWHGDWWKHHGJHFDQEHEDVHGRQDORZDPRXQW
RIGLVFUHWHSRLQWV
 7KHUDWLQJYDOXHVįGLIIHUIURPFURVVVHFWLRQWRFURVV
VHFWLRQGXH WR WKHYDU\LQJPHDQ IORZYHORFLW\7KXV
GLIIHUHQWVLPXODWLRQUHVXOWVFDQRQO\EHFRPSDUHGIRU
WKHVDPHFURVVVHFWLRQ)RUWKHVDPHUHDVRQWKHWRWDO
VXPV RI WKH VTXDUHG GLIIHUHQFHV RI GLIIHUHQW
VLPXODWLRQV DUH RQO\ FRPSDUDEOH IRU WKH VDPH FURVV
VHFWLRQV

,9 6(16,7,9,7<678',(6
:LWKLQWKHVFRSHRIWKHVHQVLWLYLW\VWXGLHVWKHLQIOXHQFHV
RI VHYHUDO SDUDPHWHUV RQ WKH IORZ ILHOGZHUH LQYHVWLJDWHG
)RU FRPSDULQJ WKH UHVXOWV UHSUHVHQWDWLYH FURVV VHFWLRQV
DORQJ WKHPRGHO VWUHWFKZHUH VHOHFWHG$PRQJ RWKHUV WKH
IROORZLQJ SDUDPHWHUV ZHUH FRQVLGHUHG LQ WKH VHQVLWLYLW\
VWXG\
 +RUL]RQWDOGLVFUHWL]DWLRQUHILQHPHQWRIWKHPHVK
 7XUEXOHQFH PRGHO FRPELQDWLRQ RI PL[LQJ OHQJWK
PRGHO	6PDJRULQVN\PRGHO
 (TXDWLRQVK\GURVWDWLFSUHVVXUHDVVXPSWLRQ

$ &DOLEUDWLRQDQG9DOLGDWLRQ
7R LQYHVWLJDWH WKH LQIOXHQFH RI WKH GLVFUHWL]DWLRQ WKH
H[LVWLQJ JULG ZDV KRUL]RQWDOO\ UHILQHG UHVXOWLQJ LQ DPHDQ
QRGH GLVWDQFH RI  P 7KH UHILQHPHQW OHDGV WR D
VLJQLILFDQWLQFUHDVHRIWKHVLPXODWLRQWLPHE\DIDFWRURI
IURP DERXW  K  WR DERXW  K 1HYHUWKHOHVV WKH
UHILQHPHQWVKRZVLWVEHQHILWRIDPRUHGHWDLOHGIORZSDWWHUQ
LQ DUHDV RI VKHDU ]RQHV HJ LQ WKH ORFDWLRQ RI WKH GHHS
FKDQQHO

)LJXUH&URVVVHFWLRQDOGLVWULEXWLRQRIIORZYHORFLW\RIWKH
$'&3PHDVXUHPHQWDW5KLQHNP
ǻį įǻį įǻį įǻį įǻ
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)LJ  VKRZV WKHPHDVXUHG FURVVVHFWLRQDO GLVWULEXWLRQ
RI IORZ YHORFLWLHV DW 5KLQHNP  8SVWUHDP RI WKLV
FURVV VHFWLRQ WKHUH LV D ODUJH URFN ORFDWHG LQ WKH FHQWUH RI
WKHULYHU,W OHDGVWRDVHSDUDWLRQRIWKHIORZDQGWKHUHIRUH
WRD VKHDU]RQH LQ WKHDUHDRI WKHFRQIOXHQFHDW5KLQHNP
PIURPWKHOHIWUHIHUHQFHSRLQW)LJ
7KH VDPH FURVV VHFWLRQ LV H[WUDFWHG IURP ERWK RI WKH
VLPXODWLRQ UHVXOWV XVLQJ WKH UHIHUHQFHJULG DQG WKH UHILQHG
JULG )LJ  &RQFHUQLQJ WKH VKHDU ]RQH WKH YLVXDO
FRPSDULVRQRIWKHWZRILJXUHVLVSUDFWLFDEOHDQGVKRZVWKDW
WKH UHILQHPHQW UHVXOWV LQ D KLJKHU DJUHHPHQW ZLWK WKH
PHDVXUHPHQWUHJDUGLQJWKHIORZYHORFLWLHV



)LJXUH&URVVVHFWLRQDOGLVWULEXWLRQRIIORZYHORFLW\XVLQJWKH
UHIHUHQFHJULGOHIWDQWWKHUHILQHGJULGULJKWDW5KNP

+RZHYHU D YLVXDO FRPSDULVRQ RI WKH GLIIHUHQW
GLVWULEXWLRQVRI IORZYHORFLWLHV LVQRW UHOLDEOH IRU WKHPDLQ
SDUWRI WKHFURVV VHFWLRQ7KXV WKHTXDQWLWDWLYHHYDOXDWLRQ
PHWKRGLVXVHG7KHUHVXOWVDUHJLYHQLQ)LJDQG)LJ


)LJXUH4XDQWLWDWLYHHYDOXDWLRQPHWKRGIRUWKHVLPXODWLRQ
XVLQJWKHUHIHUHQFHJULGDW5KLQHNPZLWKDWRWDOVXPRI


)LJXUH4XDQWLWDWLYHHYDOXDWLRQPHWKRGIRUWKHVLPXODWLRQ
XVLQJWKHUHILQHGJULGDW5KLQHNPZLWKDWRWDOVXPRI

7KH TXDQWLWDWLYH HYDOXDWLRQPHWKRG VKRZV FOHDUO\ WKDW
WKH UHILQHPHQW UHVXOWV LQ D EHWWHU FRPSXWDWLRQ RI WKH IORZ
YHORFLWLHV (VSHFLDOO\ LQ WKH DUHD RI WKH VKHDU ]RQH  WR
 P IWO DV ZHOO DV LQ WKH DUHD RI WKH PD[LPXP IORZ
YHORFLWLHVQHDUWKHVXUIDFHWRPIWOWKHVLPXODWLRQ
PDWFKHVEHWWHUZLWK WKHPHDVXUHGGDWD7KH WRWDOVXPǻ
SURRIV WKH EHWWHU UHVXOW GXH WR WKH UHILQHPHQW DV ǻ
GHFUHDVHVIURPWR
2Q WKH FRQWUDU\ WKH DSSOLFDWLRQ RI WKH TXDQWLWDWLYH
HYDOXDWLRQPHWKRGDW5KLQHNPGRZQVWUHDPRIWKH
7DXEHU:HUWK VKRZV WKDW WKH UHILQHPHQW RI WKHJULGRQO\
OHDGV WR VOLJKWO\ EHWWHU DJUHHPHQWZLWK WKHPHDVXUHG IORZ
YHORFLWLHV 7KH UHIHUHQFH VLPXODWLRQ KDV D WRWDO VXP RI
 )LJ  'XH WR WKH UHILQHPHQW WKH WRWDO VXP LV
GHFUHDVHGWR)LJ


)LJXUH4XDQWLWDWLYHHYDOXDWLRQPHWKRGIRUWKHVLPXODWLRQ
XVLQJWKHUHIHUHQFHJULGDW5KLQHNPZLWKDWRWDOVXPRI

173
UG7HOHPDF	0DVFDUHW8VHU&OXE 3DULV)UDQFH2FWREHU


)LJXUH4XDQWLWDWLYHHYDOXDWLRQPHWKRGIRUWKHVLPXODWLRQ
XVLQJWKHUHILQHGJULGDW5KNPZLWKDWRWDOVXPRI

$VWKHUHILQHPHQWRIWKHHQWLUHJULGOHDGVWRDQLQFUHDVH
RI WKH VLPXODWLRQ WLPH E\ D IDFWRU RI  RQO\ WKH ORFDO
UHILQHPHQW RI WKH JULG LV XVHIXO XH WR OHVV FRPSXWDWLRQDO
HIIRUWRQWKHRQHKDQGDQGEHWWHUUHVXOWVLQDUHDVRILQWHUHVW
RQWKHRWKHUKDQG

% 7XUEXOHQFH0RGHO
&RQFHUQLQJWXUEXOHQFHPRGHOOLQJ WKHLQIOXHQFHRI  WKH
PL[LQJ OHQJWK PRGHO E\1H]X DQG1DNDJDZD IRU YHUWLFDO
GLUHFWLRQ LQ FRPELQDWLRQZLWK WKH 6PDJRULQVN\PRGHO IRU
KRUL]RQWDOGLUHFWLRQZDVLQYHVWLJDWHG7KHNHSVLORQPRGHO
GHVFULEHVWKHWUDQVSRUWRINLQHWLFWXUEXOHQFHDQGGLVVLSDWLRQ
ZLWKWZRGLIIHUHQWLDOHTXDWLRQV

)LJXUH&URVVVHFWLRQDOGLVWULEXWLRQRIIORZYHORFLW\RIWKH
$'&3PHDVXUHPHQWDW5KNP7KHEODFNPHVKLQGLFDWHV
WKHDUHDZKHUHWKHTXDQWLWDWLYHHYDOXDWLRQPHWKRGLVDSSOLHG
7KHPL[LQJ OHQJWKPRGHO DQG WKH 6PDJRULQVN\PRGHO
DUH RQO\ DOJHEUDLF PRGHOV DQG QHHG WKHUHIRUH OHVV
FRPSXWDWLRQ WLPH7KHGLIIHUHQFHVEHWZHHQ WKH WXUEXOHQFH
PRGHOV DUH PRVW GLVWLQFWLYH LQ ]RQHV RI KLJKO\ WXUEXOHQW
IORZ)RUIXUWKHULQIRUPDWLRQVHH>@
7R HQDEOH D UHOLDEOH FRPSDULVRQ RI WKH YHORFLW\
GLVWULEXWLRQ WKH PRGHO ZDV UHFDOLEUDWHG XVLQJ WKH PL[LQJ
OHQJWKPRGHOWRKDYHDQDOPRVWHTXDOZDWHUOHYHOFRPSDUHG
WRWKHVLPXODWLRQXVLQJWKHNHSVLORQPRGHO
7KHFDOLEUDWLRQVKRZHGWKDWWKHPL[LQJOHQJWKPRGHOLV
PRUH VHQVLWLYH WR WKH URXJKQHVV FRHIILFLHQWV ,Q DGGLWLRQ
WKHXVHRIWKHPL[LQJOHQJWKPRGHOHQDEOHVDWLPHVWHSRI
V ZKLFK OHDGV WR D VLJQLILFDQW UHGXFWLRQ RI WKH VLPXODWLRQ
WLPHWRPLQIDFWRU


)LJXUH&URVVVHFWLRQDOGLVWULEXWLRQRIIORZYHORFLWLHVXVLQJ
WKHNHSVLORQPRGHOOHIWDQGWKHPL[LQJOHQJWKPRGHOULJKW
 
)LJXUH4XDQWLWDWLYHHYDOXDWLRQPHWKRGIRUWKHVLPXODWLRQ
XVLQJWKHNHSVLORQPRGHOOHIWWRWDOVXPRIDQGWKH
PL[LQJOHQJWKPRGHOULJKWWRWDOVXPRIDW5KLQHNP


)LJXUH&URVVVHFWLRQDOGLVWULEXWLRQRIIORZYHORFLW\XVLQJWKH
NHSVLORQPRGHOOHIWDQWWKHPL[LQJOHQJWKPRGHOULJKWDVZHOO
DVWKHDUHDRILQYHVWLJDWLRQDW5KLQHNP

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 
)LJXUH4XDQWLWDWLYHHYDOXDWLRQPHWKRGIRUWKHVLPXODWLRQ
XVLQJWKHNHSVLORQPRGHOOHIWWRWDOVXPRIDQGWKH
PL[LQJOHQJWKPRGHOULJKWWRWDOVXPRIDW5KLQHNP

7KHFRPSDULVRQVRIWKHGLVWULEXWLRQRIIORZYHORFLWLHVDW
GLIIHUHQW FURVV VHFWLRQV VKRZ WKDW WKH NHSVLORQ PRGHO LV
PRUHTXDOLILHGIRUWKHULYHUVHFWLRQFRQVLGHUHGLQWKLVZRUN
$OWKRXJKWKHXVHRIWKHPL[LQJOHQJWKPRGHOHQDEOHVDWLPH
VWHS RI  V DQG KHQFH UHGXFHV WKH VLPXODWLRQ WLPH
VLJQLILFDQWO\WKHXVHRIWKHNHSVLORQPRGHOLVVHQVLEOHGXH
WR WKH KHWHURJHQHRXV JHRPHWU\ UHVXOWLQJ LQ D KLJKO\
WXUEXOHQW IORZ SDWWHUQ 7KLV LV MXVWLILDEOH DV WKH NHSVLORQ
PRGHOOHDGVWRDKLJKHUDJUHHPHQWZLWKWKHPHDVXUHGGDWD
ZKLFKLVSURRIHGE\WKHTXDQWLWDWLYHHYDOXDWLRQPHWKRG

& 3UHVVXUH$VVXPSWLRQ
8VLQJ WKHK\GURVWDWLFSUHVVXUHDVVXPSWLRQ WKHYHUWLFDO
YHORFLW\ FRPSRQHQW: LV REWDLQHG IURP WKH'FRQWLQXLW\
HTXDWLRQ $V WKH YHUWLFDO YHORFLW\ FRPSRQHQW KDV D
VLJQLILFDQW LQIOXHQFH RQ WKH FXUUHQW LQ WKH SUHVHQFH RI D
KHWHURJHQHRXV JHRPHWU\ GLIIHUHQFHV EHWZHHQ WKH WZR
SUHVVXUH PRGHOV PXVW RFFXU LQ VWUXFWXUDO FRPSOH[ ULYHU
VHFWLRQV $W ILUVW WKH UHVXOWLQJ ZDWHU OHYHOV DUH FRPSDUHG
)LJ

)LJXUH'LIIHUHQFHVEHWZHHQVLPXODWHGDQGPHDVXUHGZDWHU
OHYHODVZHOODVWKHLUGLIIHUHQFH

7KH GLIIHUHQFHV EHWZHHQ WKH ZDWHU OHYHOV RI WKH WZR
SUHVVXUHPRGHOVYDU\EHWZHHQDQGFP(VSHFLDOO\ LQ
WKHDUHDRIWKHJXOO\WKHK\GURVWDWLFPRGHOHDGVWRDORZHU
ZDWHUOHYHO7KLVLQGLFDWHVWKHSUHVHQFHRIKLJKO\WXUEXOHQW
IORZ SURFHVVHV WKDW FDQQRW EH FRPSXWHG ZLWK WKH
K\GURVWDWLF SUHVVXUH DVVXPSWLRQ LQ GHWDLO $V WKLV VSHFLDO
ULYHU VHFWLRQ LV FKDUDFWHUL]HG E\ WKH SUHVHQFH RI DEUXSW
SUHFLSLFHV D IXUWKHU LQYHVWLJDWLRQ LV FRQGXFWHG ,Q WKLV
FRQWH[W D ORQJLWXGLQDO VHFWLRQ LQ WKH DUHD RI WKH GHHS
FKDQQHO DSSUR[LPDWHO\ 5KNP  LV LQYHVWLJDWHG DV
VKRZQLQ)LJ

)LJXUH5HVXOWLQJ'VWUHDPOLQHVXVLQJWKHK\GURVWDWLFOHIW
DQGWKHQRQK\GURVWDWLFULJKWSUHVVXUHDVVXPSWLRQ
7KHERWWRPGURSVIURPDERXWP1+1WROHVVWKDQ
P1+1RQDGLVWDQFHRIPLQIORZGLUHFWLRQ7RGHWHFW
GLIIHUHQFHV EHWZHHQ WKH WZR SUHVVXUH PRGHOV YHUWLFDO '
VOLFHV DUH H[WUDFWHG IURP ERWK RI WKH VLPXODWLRQV DQG
VWUHDPOLQHVDUHYLVXDOL]HGDIWHUZDUGV)LJ


)LJXUH$UHDRILQYHVWLJDWLRQDW5KLQHNP
7KH XVH RI WKH K\GURVWDWLF SUHVVXUH DVVXPSWLRQ UHVXOWV
LQLPSODXVLEOHVWUHDPOLQHVWKDWUXQSDUDOOHOWRWKHSUHFLSLFH
DQG WKH ULYHUEHG )LJ  OHIW 7KH QRQK\GURVWDWLF
SUHVVXUHPRGHOHDGVWRDPRUHUHDOLVWLFIORZSDWWHUQ'XHWR
WKHDEUXSWSUHFLSLFHDYHUWLFDOIORZVHSDUDWLRQLQWKHIRUP
RI DQ HGG\ LV FRPSXWHG )LJ  ULJKW DV H[SHFWHG ,Q
DGGLWLRQ WKH GLIIHUHQFH FRQFHUQLQJ WKH VLPXODWLRQ WLPH LV
PDUJLQDODV WKHQRQK\GURVWDWLFPRGHUHTXLUHVKPLQ
DQGWKHK\GURVWDWLFSUHVVXUHDVVXPSWLRQK7KXVWKHXVH
RI WKH IRUPHU LV DGYLVDEOH LQ WKH SUHVHQFH RI D KLJKO\
KHWHURJHQHRXVJHRPHWU\
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9 &21&/86,216
'XH WR WKH KHWHURJHQHRXV EHG RI WKH ULYHU VWUHWFK
EHWZHHQ5KLQHNP  DQG  D 'K\GURG\QDPLF
QXPHULFDOPRGDOZDVEXLOW WRH[DPLQH WKHUHVLOLHQFHRIDQ
H[LVWLQJ ' PRGHO RI WKH ULYHU VWUHWFK 7KH PRGHO ZDV
VXFFHVVIXOO\FDOLEUDWHGDQGYDOLGDWHGZLWKLQWKHUDQJHRIWKH
ORZ ZDWHU GLVFKDUJH DQG WKH HIIHFWLYH GLVFKDUJH E\
VXFFHVVLYHO\ DGDSWLQJ WKH IULFWLRQ FRHIILFLHQWV 7KH
GLIIHUHQFHVEHWZHHQ WKHPHDVXUHGDQG WKHVLPXODWHGZDWHU
OHYHOV UDJHEHWZHHQ WKHPHDVXUHPHQWDFFXUDF\RIFP
,Q $GGLWLRQ WKHUH LV D KLJK DJUHHPHQW EHWZHHQ WKH
PHDVXUHGDQGWKHVLPXODWHGGLVWULEXWLRQVRIIORZYHORFLWLHV
,Q WKH FRQWH[W RI VHQVLWLYLW\ VWXGLHV D TXDQWLWDWLYH
HYDOXDWLRQ PHWKRG ZDV GHYHORSHG DV WKH UHOLDELOLW\ RI D
YLVXDO FRPSDULVRQ RI WKH GLVWULEXWLRQ RI IORZ YHORFLWLHV LV
OLPLWHG DV VRRQ DV WKHUH LV D KLJK VLPLODULW\ EHWZHHQ WKH
UHVXOWVRIGLIIHUHQWVLPXODWLRQV$SSO\LQJWKLVPHWKRGWRWKH
UHVXOWVRI WKH VHQVLWLYLW\ VWXGLHV VKRZV WKDW WKH UHILQHPHQW
RI WKH JULG LQ DUHDV RI LQWHUHVW LV XVHIXO GXH WR WKH EHWWHU
FRPSXWDWLRQ RI VSHFLDO IORZ FKDUDFWHULVWLFV HJ LQ WKH
SUHVHQFH RI VKHDU ]RQHV $V WKH UHILQHPHQW RI WKH HQWLUH
PRGHO OHDGV WR DQ LQFUHDVH RI WKH VLPXODWLRQ WLPH E\ D
IDFWRURIRQO\DORFDOUHILQHPHQWRIWKHJULGLVDGYLVDEOH
,Q WHUPV RI WXUEXOHQFH PRGHOOLQJ WKH XVH RI WKH N
HSVLORQ PRGHO UHVXOWV LQ D KLJKHU DJUHHPHQW ZLWK WKH
PHDVXUHG GDWD FRPSDUHG WR WKH XVH RI WKH PL[LQJ OHQJWK
PRGHO7KHTXDQWLWDWLYHHYDOXDWLRQPHWKRGSURRIV WKDW WKH
NHSVLORQPRGHO UHVXOWV LQ D EHWWHU FDOFXODWLRQ RI WKH IORZ
SDWWHUQ DW WKH UHSUHVHQWDWLYH FURVV VHFWLRQV DW 5KLQHNP
KDOIZD\RIWKHEHQGDQGDW5KLQHNP
GRZQVWUHDPRIWKH7DXEHU:HUWK+RZHYHUWKHXVHRIWKH
PL[LQJ OHQJWKPRGHO OHDGV WR DGHTXDWH UHVXOWV VR WKDW WKLV
PRGHO LV DSSOLFDEOH LQ FDVH RI ULYHU VHFWLRQV ZLWK DPRUH
KRPRJHQRXVULYHUEHG
7KH XVH RI WKH QRQK\GURVWDWLF SUHVVXUH PRGH KDV QR
VLJQLILFDQWLQIOXHQFHRQWKHVLPXODWLRQWLPHDQGLVVHQVLEOH
DVVRRQDV WKHUHDUHDEUXSWSUHFLSLFHV2QHH[DPSOH LV WKH
DUHDRIWKHGHHSFKDQQHOZKHUHDYHUWLFDOIORZVHSDUDWLRQLQ
WKHIRUPRIDQHGG\LVFRPSXWHG7KHK\GURVWDWLFSUHVVXUH
DVVXPSWLRQ UHVXOWV LQ LPSODXVLEOH VWUHDPOLQHV WKDW UXQ
SDUDOOHO WR WKH SUHFLSLFH DQG ULYHUEHG %HVLGHV WKH
VLPXODWHG ZDWHU OHYHO LV XS WR  FP ORZHU WKDQ WKH
PHDVXUHGZDWHU OHYHO 7KHPD[LPXPGLIIHUHQFH RFFXUV LQ
WKH DUHD RI WKH GHHS FKDQQHO ZKLFK LV FKDUDFWHUL]HG E\ D
KLJKO\ WXUEXOHQW IORZ UHJLPH 7KHUHIRUH WKH SUHVHQFH RI
YHUWLFDO IORZ SURFHVVHV ZLWK D VLJQLILFDQW LQIOXHQFH RI WKH
YHUWLFDO YHORFLW\ FRPSRQHQW : LV SODXVLEOH DQG KHQFH
UHTXLUHVWKHFDOFXODWLRQRI:ZLWKWKH16HTXDWLRQ

5()(5(1&(6
>@ *HUPDQ )HGHUDO ,QVWLWXWH RI +\GURORJ\ %I* ³(UVWHOOXQJ HLQHV
'LJLWDOHQ *HOlQGHPRGHOOV GHU *HZlVVHUVRKOH GHV 0LWWHOUKHLQV³
*HUPDQ)HGHUDO,QVWLWXWHRI+\GURORJ\%I*.REOHQ]
>@ +HUYRXHW-0³+\GURG\QDPLFVRI)UHH6XUIDFH)ORZVPRGHOOLQJ
ZLWKWKHILQLWHHOHPHQWPHWKRG´-:LOH\	6RQV/WG:HVW6XVVH[
(QJODQGSS
>@ +HUYRXHW -0 ³6ROYLQJ QRQK\GURVWDWLF 1DYLHU6WRNHV HTXDWLRQV
ZLWK D IUHH VXUIDFH´ /DERUDWRLUH 1DWLRQDO G¶+\GUDXOLTXH HW
(QYLURQPHQW/1+()UDQFH
>@ 6FKZHLJHU&³6HWXSDQGFDOLEUDWLRQRIDQXPHULFDO'IORZPRGHO
IRUVHQVLWLYLW\VWXGLHVDWWKH5LYHU5KLQHEHWZHHQ2EHUZHVHODQG6W
*RDU´ 0DVWHU 7KHVLV DW ,QVWLWXWH RI +\GUDXOLF (QJLQHHULQJ DQG
:DWHU5HVRXUFHV0DQDJHPHQW5:7+$DFKHQ8QLYHUVLW\$DFKHQ
*HUPDQ\
>@ 0RUJHQVFKZHLV * ³+\GURPHWULH 7KHRULH XQG 3UD[LV GHU
'XUFKIOXVVPHVVXQJ LQ RIIHQHQ *HULQQHQ³ 6SULQJHU %HUOLQ
*HUPDQ\SS
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Abstract—This work has two main objectives, firstly the
effect of the consolidation process on the bed evolution and fine
sediment dynamics of the Río de la Plata estuary are explored.
Secondly, the implementation of a high resolution 3D wave-
current-sediment transport model to simulate the flow field and
sediment transport processes of the Río de la Plata estuary and
more specifically at Montevideo Bay area. We used a previously
implemented 2D wave-current-sediment transport model. The
consolidation model was calibrated by settling column experi-
ments results, and good agreement was found between measured
vertical bed density profiles in the Montevideo Bay area and the
model results. Regarding the second objective, it is presented here
the main characteristics of the 3D model implementation and
a sensitivity analysis to different hydrodynamics and sediment
transport parameters. In particular it is analysed the model
response under different erosion-deposition paradigms.
I. INTRODUCTION
Montevideo Bay hosts the main port of Uruguay along
with a large industrial development. Nowadays there are
many maritime engineering projects in the area, including the
construction of new breakwaters, land reclamation for con-
tainer terminals, navigation channels deepening, etc. All these
projects need a reliable characterization of the hydrodynamics
in the area and also for some of them the sediment dynamics.
Numerical modelling is a powerful tool in that sense, not only
for the design of these projects but also to assess their impact
on the whole area.
A two-dimensional depth-averaged circulation, wave, sed-
iment transport and bed evolution model was successfully
implemented for the Río de la Plata focusing on the Montev-
ideo coastal area [22]. Based on the open source TELEMAC-
MASCARET Modeling System (TMS), it was possible to
address the simulation of both the tidal and wave hydro-
dynamics, fine sediment transport and bed evolution with
a single code. Using a single mesh for all the modules
(TELEMAC2D-TOMAWAC-SISYPHE), and taking advantage
of its non-structured nature, it was possible to provide high-
resolution results in areas of complex geometries. The model
was calibrated and validated using data of sea surface elevation
(SSE), currents, waves, and suspended sediment concentration
(SSC) in several stations. The obtained results show good
agreement with the measured data, representing satisfactorily
the main features of the Río de la Plata dynamics [22]. In this
work we use this two-dimensional model to explore the effect
of the mud consolidation process on the model results.
Even though good results were obtained with the 2D model
regarding the hydrodynamic and fine sediment dynamics in
the Río de la Plata, a three-dimensional approach allows to
represent in more detail the sediment transport and stratifi-
cation processes in this estuarine environment. The previous
experience generated during the implementation of the 2D
model paved the way for the three dimensional modules
implementation. In this article we briefly describe the main
characteristics of the modules set up and then present results
from different sensitivity analysis with the circulation and
sediment transport modules.
II. STUDY AREA
The Río de la Plata is located on the east coast of South
America. Its axis runs from NW to SE and is approximately
280 km long. Its surface area is approximately 35,000 km2,
and its width varies from 20 km at the innermost part to
approximately 220 km at its mouth (Figure 1a). The river
communicates freely with the ocean and experiences seasonal
freshwater discharge from its two major tributaries (the Paraná
and Uruguay rivers), with annual average discharge of ap-
proximately 16,000 m3/s and 6,000 m3/s, respectively. Two
main regions can be identified based on the morphology and
dynamics of the Río de la Plata. A shallow area located along
the Punta Piedras-Montevideo line separates the inner region
from the outer region. The inner region has a fluvial regime,
with no stratification or preferential flow direction. In the outer
region, the increase in river width generates complex flow
patterns. This outer region is formed by brackish waters of
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variable salinity that are influenced by the tides, the winds,
and the contribution of fresh water from the river basin.
The tidal regime is dominated by the M2 component,
followed by the O1 component which is responsible for the
diurnal inequality. The tidal amplitude is greater along the
Argentinean coast (order of 1 m), while it is about 0.4 m
along the Uruguayan coast. The meteorological tide (storm
surge events) is of great importance being of the same order of
magnitude as the astronomical tide [23]. Currents at the estuary
are controlled by the oceanic tide. Although the amplitude of
the tides is small, the very large estuary mouth generates a tidal
prism that can dominate the flow regime despite the significant
discharge received from the tributaries.
The outer Río de la Plata and the adjacent continental
shelf are covered with sands, while silty clays, clayey silts
and silts, are confined to the upper and the middle portions of
the estuary. The suspended sediment load is mainly carried by
the Paraná river in amounts up to 160 million tons/year of fine
sand, silt, and clay. Fine sands mostly settle in the innermost
part of the Río de la Plata and are responsible for the Paraná
Delta Front progradation [13]. Fluvial fine cohesive sediments
are further advected to the inner part of the estuary.
Montevideo Bay covers an area of approximately 12 km2
and is part of the Río de la Plata (Figure 1c). The water
depth reaches 5 m in the outer part of the bay and between
1 m and 1.5 m in the inner area. The navigation channels are
approximately 11 m deep. The bay receives two urban streams,
Pantanoso and Miguelete. Water circulation in the bay mainly
occurs due to the sea level variations along the bay mouth and
due to shear induced by the outer flow and the local winds.
III. 2D HYDRODYNAMIC AND SEDIMENT TRANSPORT
MODELLING: INFLUENCE OF THE CONSOLIDATION PROCESS
A consolidation model was chosen among the available
options in the sediment transport model. The model was
calibrated against settling column experiment results. A set of
simulations was performed in order to initialize the bed and
explore the impact of different erosion parameters configura-
tions on the results. Finally a two years simulation including
the consolidation process was performed and the results are
compared against the ones obtained without considering this
process.
A. Consolidation multilayer algorithm
Three different consolidation models are implemented in
SISYPHE [26] [29]: multi-layer empirical algorithm, multi-
layer iso-pycnal Gibson’s model and vertical grid Gibson’s
model. We decided to use the second one as it has more
physical meaning than the first one, and is less expensive from
the computational point of view and more stable than the third
one [29].
The consolidating muddy bed is discretized in layers of
increasing concentrations, these concentrations being constant
and imposed by the user. The determination of mass fluxes
between consecutive layers is based on the Gibson’s theory.
This 1DV sedimentation-consolidation "multi-layer" model is
based on an original technique to solve the Gibson equation,
developed in [27]. Like in the previous model the concentration
Fig. 1: (a) Río de la Plata unstructured mesh, (b) detail of
Montevideo coastal area, (c) Montevideo Bay detail.
of different layers are fixed, the associated thicknesses are
directly linked to the amount of sediment that they contain.
The mass balance in layer i is:
Mi(t+Δt)−Mi(t)
Δt
= Fi(t)− Fi+1(t) (1)
where Mi is the mass of sediment in layer i, Δt the model
time step, and Fi the sediment flux from the layer i to layer
i+ 1.
As the model assumes the concentration of each layer to be
constant over time, only the masses and thicknesses of these
layers vary. The mass balance can be written in terms of the
thicknesses of layers Epi(t) (Figure 2) as follows:
Epi(t+Δt) = Epi(t) +
(Fi(t)− Fi−1(t))Δt
Ci
(2)
As explained in [27] the sediment flux Fi(t) can be written
as:
Fi(t) =
(Vs,i(t)− Vs,i−1(t))Ci−1Ci
Ci−1 − Ci
(3)
where Vs,i is the falling velocity of the layer i, defined as:
Vs,i(Ci) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
k(Ci)Ci
(
1
ρs
− 1ρf
)
, if Ci ≤ Cgel
k(Ci)Ci
(
1
ρs
− 1ρf
)
+k(Ci)
σ′(Ci−1)−σ
′(Ci)
1
2
(Epi−1(t)+Epi(t))
, otherwise
(4)
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Fig. 2: Schematic vertical view of multilayer bed.
where ρs is the sediment density, k is the permeability, σ′
is the effective stress, and Cgel the transition concentration
between sedimentation and consolidation schemes [2]. There
is not a standard methodology in the literature to determine the
empirical functions for both permeability and effective stress,
some alternatives are mentioned in this section.
For the determination of the closure equations for per-
meability and effective stress, most of study reported some
fitting exercise on settling curve, i.e. the position of super-
natant/suspension interface. They considered mostly the least
square technique for the adjustment to experimental results.
In this study we modified the module SISYPHE (subroutine
TASSEMENT_2.f) in order to include the following closure
equations as proposed in [27] and [28] :
k =
⎧⎪⎨⎪⎩ K1
(
Ci
ρs
− 1
)K2
, if Ci ≤ C0
K3
(
Ci
ρs
− 1
)K4
, if Ci > C0
(5)
σ′ = B1
(
B2 − ρs
Ci
)B3
if Ci > C0 (6)
where K1,K2,K3,K4 and B1,B2,B3 are constants to be deter-
mined during the calibration procedure.
B. Consolidation model calibration
The coefficients Ki and Bi in the closure equations for the
permeability and effective stress (5 and 6) were determined
by try and error comparing visually the experimental settling
curve obtained in laboratory experiments. Several settling
column experiments were carried out at the IMFIA (during
FREPLATA-IFREMER Project founded by the French Fund
for the Global Environment) using sediment samples from
different zones of the estuary [4]. This simple laboratory 1D
vertical (1DV) test is usually used to analyse the sedimentation
and self-weight consolidation characteristics under motionless
conditions [14], [24], [20]. The tests were focused on the
influence of mud composition, initial concentration and salinity
on the self-weight consolidation process. The experimental
facilities consist of three 2 m height and 0.088 m diameter
Plexiglas columns with measuring tapes in order to manually
record the interfaces evolution. Each column was filled with a
mixture of cohesive sediment and water and then the clear-
muddy water interface and the bed-muddy water interface
positions were registered over an extended time period. The
main results were in good agreement with results available in
the literature [14], [20].
In a later project [17] additional settling column experi-
ments were made using mud samples taken in the Montevideo
Bay area. Five settling column experiments were performed,
considering different experiments durations and initial heights.
At the end of some of these experiments the mud density
was determined at three locations of the mud deposit. These
locations are not precisely specified and were defined as "top
of the deposit", "middle of the deposit" and "bottom of the
deposit". In order to calibrate the closure equations for the
permeability and effective stress we utilized the longest exper-
iment. The mud used for this experiment had the following
sediment size composition: 8% colloids, 39% clay, 52% silt
and 1% fine sand. The initial concentration of the mixture of
cohesive sediment and water was 93.2g/l, the initial mixture
height was 0.987m and the experiment last 101 days. Unfortu-
nately no density measurements were made at the end of this
experiment, however we compare the model results against
density measurements at the end of two shorter experiments
(7 and 22 days duration).
In order to reproduce the settling column experiments a
square domain of 1m x 1m with elements of 0.35m size was
constructed, this does not has an effect on the results as we
are looking at a 1DV process. The time step is 60 seconds
and the simulations length 365 days. The bed was discretized
using 20 layers with the following concentrations (g/l) from
top to bottom: 100.; 120.; 140.; 160.; 180.; 200.; 220.; 240.;
260.; 280.; 300.; 325.; 350.; 375.; 400; 425.; 450.; 475.; 500.;
550.
The coefficients Ki and Bi were determined by try and
error taking as reference values the ones presented by [27],
the model showed to be very sensitive to all the parameters.
Satisfactory results were obtained choosing the following
values:
K1=235 ; K2=3.3 ; K3=50 ; K4=8 and C0=150g/l
B1=2.2.10−8 kg/m/s2 ; B2=27 ; B3=7.9
Figure 3 shows a comparison of the observed and simulated
water-mud interface evolution for the longest experiment, the
model is able to reproduce satisfactorily the experimental
results. Figure 4 shows a comparison of concentrations values
measured at the end of the shorter experiments, and the vertical
concentration profiles obtained with the model at the same
times. The measured concentration values have been located
in approximate vertical positions representative of the "top
of the deposit", "middle of the deposit" and "bottom of the
deposit". As it can be seen the model give acceptable results
when compared against observed concentration values.
C. Influence on the sediment transport and bed evolution
1) Bed initialisation and sensitivity to erosion parameters:
A set of simulations was performed with two objectives: to
initialize the bed and to explore different erosion parameters
configurations. The bed is discretized using 20 layers with
the concentration already presented in the consolidation model
calibration. It is initialized with an initial thickness of 0.10m
for layers 1 to 19, and 0.20m for layer 20 over the whole
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Fig. 3: Comparison of simulated and observed water-deposit
interface evolution in the settling column experiment.
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Fig. 4: Comparison of simulated vertical concentration pro-
files at 7 days (red ) and 22 days (blue), against measured
concentration values (dots with respective colours).
domain . Starting from this initial condition the period January
2009 to August 2010 (20 months) was simulated using realistic
forcings. The consolidation of the initial bed generates a
significant drop in the total bed height. In order to avoid
modifications in the hydrodynamics due to this unrealistic drop
of the bottom, the "STATIONARY MODE" keyword available
in SISYPHE was utilized. That means TELEMAC2D does not
receive any bottom elevation update during the simulation.
Three simulations were made increasing the complexity of
the model in terms of the erosion parameters configuration.
In the first simulation all the layers have the same parameter
values (critical shear stress for erosion τce and Partheniades
coefficient M ). The second one has different critical shear
stress for erosion for each layer. The third one has both
different critical shear stress for erosion and Partheniades
constant for each layer.
The erosion parameters (τce and M ) relationship with the
sediment concentration depends on the sediment and environ-
ment characteristics. Without any specific information for the
Río de la Plata, and in order to explore the sensitivity of
the model to these parametrisations, reasonable formulations
presented in the bibliography from other study cases were used
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Fig. 5: Simulated temporal evolution of vertical bed concen-
tration profile at Punta Brava during January 2009 - September
2010.
for this analysis. The constants in these formulations were
modified in order to obtain critical shear stress for erosion of
layer and Partheniades parameter values similar to those ob-
tained during the sediment transport model calibration without
the consolidation process [22] for concentrations around 350
g/l.
The parameters employed in simulation C1 are the ones
which have been selected during the calibration of SISYPHE
without consolidation. Then for the simulations C2 and C3
the critical shear stress depends on the layer concentration as
follows:
τ ice = 10
−6C2i (7)
where Ci is the layer i concentration (kg/m3), and τ ic,e the
critical shear stress for erosion of layer i (Pa). This potential
relationship between the critical shear stress for erosion and the
concentration has been widely used with the exponent varying
between 0.9 and 2.5 [12], [31].
For simulation C3 the selected relation between the Parthe-
niades parameter and the layer concentration is [21]:
M i = 10−13C3i (8)
It is remarked again that the relationships among the erosion
parameters and bed characteristics are strongly site-specific.
Here reference relationships from biblography were considered
in order to explore the effect of the consolidation process on
the model results.
Figure 5 shows the temporal evolution of the vertical
concentration profile at PB station (see Figure 1b) during the
twenty simulated months for simulations C1, C2 and C3. Each
layer, and its concentration, is identifiable by its colour. In all
the simulations it is clearly appreciable the evolution of the
initial bed sediment, which at the end of the simulation reaches
a concentration of 450 g/l (L17) on its top layer and shows a
decrease in its total height of approximately 0.7 m. Simulations
C1 and C2 results show a "new" deposit of sediment over the
initial one. The lower concentration of this deposit is close
to 180 g/l while at the end of the 20 simulated months its
maximum concentration reaches 300 - 350 g/l. On the other
hand simulation C2 results do not show this new deposit, only
few short episodes with net deposition are identifiable but the
fresh deposit is quickly eroded.
Figure 6 shows examples of the SSC at several stations
(see Figure 1) during 2009 and 2010. It is worth noting that
in terms of the suspended sediment dynamics simulation C1
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Fig. 6: SSC time series during May-June 2009 obtained with
the different consolidation simulations.
produce the same results as the simulation without consol-
idation. Simulation C2 results shows that a lot of sediment
is eroded and remains in suspension quasi permanently. This
behaviour is coherent with the low value of critical shear stress
for erosion of the low concentration layers. Because of that, in
general the net flux is erosive in most of the estuary. Simulation
C3 results show slightly higher values of SSC compared to
simulation C1 results, but a very similar behaviour. In most
of the estuary the top layer shows a concentration of 160 -
180 mg/l, the erosion parameters are much smaller than those
obtained in the calibration without consolidation.
Based on this results it was decided to select the configura-
tion of simulation C3 to make a longer simulation, not affected
by the initial conditions of the bed, and see the impact on the
bed evolution results.
2) Effect on the bottom evolution: Taking as initial condi-
tion the bed obtained at the end of simulation C3, it was made a
two years long simulation using realistic forcings (2009-2010).
The sediment transport model set up is the same utilized in
simulation C3.
Figure 7 shows the bottom evolution during the second year
of simulation with and without considering the consolidation
process. In general terms there is not a significant change in
the patterns of erosion and deposition zones. Lower values of
accretion are obtained considering the consolidation process.
In the inner-intermediate zone of the estuary areas where few
changes in the bed elevation are observed without considering
the consolidation process, then show a small decrease in the
bed elevation.
As part of a project to study the nautical depth in the
Montevideo Bay area [17], vertical bed density profiles in
the navigation channels were measured using an instrument
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Fig. 7: Bottom evolution during the second year of simulation
(2010) without consolidation (upper pannel) and considering
it (lower pannel).
based on the tuning fork technology [7]. Figure 8 shows a
comparison between the simulated and measured vertical mud
concentration profiles at several points inside the bay and
along the navigation channel (see Figure 1b,c). In general
there is a very good agreement between the model results
and the measurements. Stations P1 to P4 are located in the
harbour area inside the bay, the model represents well the
concentration in the upper layer as well as the profile shape,
and slightly overestimates the higher concentration values for
depths greater than 0,5 m approximately. In the stations located
on the access channel the model results reasonable good. In
the outter stations (P12 to P14) located at the beginning of the
access channel the model is able to reproduce a higher increase
of the mud concentration with the depth inside the bed.
IV. 3D HYDRODYNAMIC AND SEDIMENT TRANSPORT
MODELLING
A. Domain and computational mesh
The modelled domain and horizontal mesh are the same
that were utilized for the 2D model. It includes the Rio de
la Plata and its maritime front zone approximately until the
200 m depth on the continental shelf (Figure 1a). The main
freshwater inflows are included, rivers Paraná and Uruguay
at the north-west boundary. The mesh elements size ranges
from approximately twelve kilometres at the oceanic boundary
to ten meters in the vicinity of the Montevideo Bay, it has
30059 nodes and 58594 elements. Figure 1b and c show the
mesh at Montevideo Bay zone and includes its bathymetry.
It can be seen the navigation channel which gives access
to Montevideo’s harbour and the harbour basins and internal
channels in the bay.
1) Circulation module: The hydrodynamic module
TELEMAC 3D was implemented for the selected domain
taking into account the fluvial discharges of Paraná and
Uruguay rivers, tides at the oceanic boundary (astronomical
and meteorological from a regional model), and wind and sea
level pressure from ERA-Interim ReAnalysis. The subroutines
BORD3D.f and METEO.f were modified in order to
impose oceanic and meteorological boundary conditions with
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Fig. 8: Comparison of observed vertical mud density profiles
and simulation results at the end of a two years simulation.
temporal and spatial variability. The daily flow information
of the Paraná and Uruguay rivers was provided by the
Argentinian National Water Institute. Relevant tidal waves,
both astronomical and meteorological, are imposed at the
oceanic open boundary. Sea surface elevation values provided
by a regional tidal model [11] are prescribed at oceanic
boundary nodes. On the free surface, wind and sea level
pressure forcings are considered. For the wind surface stress
(−→τ wind) an aerodynamic bulk formula is employed (9). The
wind drag coefficient was selected as a calibration parameter.
−→τ wind = ρair
ρwater
awUw‖Uw‖ = CdUw‖Uw‖ (9)
where Cd is the wind drag coefficient, Uw = (Uw, Vw) the
components along the x and y directions of wind veolcity
10m above the water, and ρwater and ρair the water and air
densities respectively. The wind drag coefficient can be set as
constant value or as a function of the wind velocity using the
formulation proposed by [3]:
aw =
⎧⎪⎪⎨⎪⎪⎩
0.565× 10−3 if ‖Uw‖ ≤ 5m/s
(−0.12 + 0.137‖Uw‖)× 10−3
if 5m/s ≤ ‖Uw‖ ≤ 19.22m/s
2.513× 10−3 if ‖Uw‖ ≥ 19.22m/s
(10)
where ‖Uw‖ is the wind velocity module.
Both the salinity and suspended fine sediment were con-
sidered in the simulations and modelled as active tracers. The
turbulence is modelled using the k − ε model.
Regarding the bottom friction computation, several tests
were performed using the Nikuradse formulation for turbulent
rough bed conditions [18] and the Reichardt equation for
hydraulically smooth conditions [19]. For this study case the
results showed a small impact of the bottom roughness on
the hydrodynamic variables, SSE and currents. The sensitivity
analyses presented here were made using the Nikuradse bottom
friction formulation for hydraulically rough conditions with
ks=0.1mm.
2) Wave module: The third generation spectral wave model
TOMAWAC is forced with 10m wind from the European
Centre of Medium Weather Forecast ERA-Interim Reanalysis.
At the oceanic boundary the model is forced by wave statistics
from a regional model [1]. A Jonswap spectrum is constructed
at each boundary node based on the significant wave height,
peak period, mean direction, and directional spread given by
the regional model with a temporal resolution of 3 hours.
The model was configured to takes into account the following
processes: white capping, bottom friction, depth breaking, and
quadruplets interactions.
3) Sediment transport module: As well as for the bi-
dimensional model only one sediment class is considered,
which is defined as cohesive. The bed is assumed to be uniform
over the domain, however areas where non-cohesive sediments
are predominant were set as non-erodables. In order to com-
pute the erosion and deposition fluxes the classical Krone and
Partheniades laws were applied [9], [16]. The parameters to be
defined are the settling velocity, the Partheniades coefficient,
and both the critical shear stress for deposition and erosion.
The consolidation process was not taken into account in the
three-dimensional model.
The set of subroutines dealing with sediment transport
processes in TELEMAC3D, called SEDI3D [10], treats the
settling velocity as a constant value, however it is greatly
influenced by the flocculation process. The major factors that
control this process are the suspended sediment concentration
(SSC), the turbulence and the shear stress [32]. In this study
the code was modified (subroutine VITCHU.f) in order to
make the settling velocity dependent on the SSC based on the
following relationship [5], [6], [15], [30]:
Ws = W
0
s
(
C
C0
)m
(11)
being C the suspended sediment concentration, W 0s a ref-
erence settling velocity corresponding to the depth-averaged
suspended sediment concentration C0, and m is a coefficient
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between 0.5 and 3.5 [30]. Without any experimental estimation
for the Río de la Plata, after testing different values for the
coefficient m it is taken to be equal 1.
The boundary and initial conditions are as well the same
utilized for the 2D model. The SSC imposed at the boundaries
is zero except for the two sections corresponding to Uruguay
and Paraná Rivers. At Paraná Las Palmas boundary the im-
posed SSC is 47 mg/L, while at Uruguay and Paraná Guazú
boundary it is 154 mg/L.
For the sensitivity analysis the initial condition was a null
value of SSC for the whole domain. At the erodable area the
bed is composed of cohesive sediment with a concentration of
450 g/l, there is no limitation on the available sediment to be
eroded.
4) Coupled Circulation, Wave and Sediment transport: The
three dimensional module TELEMAC 3D, including the sedi-
ment transport library SEDI3D can be run internally coupled
with the wave module TOMAWAC. The exchange information
among the different modules take place at a user defined
coupling period. The circulation module TELEMAC 3D is
the leading code and calls TOMAWAC. Only depth averaged
information is exchanged between the circulation and wave
modules.
As the wave module increases the computation time
considerably, in the same way it was made for the bi-
dimensional model [22] an alternative coupling procedure
is proposed in order to save computational time. In this
case it was decided to use the wave model results obtained
with previous simulations of the 2D morphodynamic model
TELEMAC2D-TOMAWAC-SISYPE. The corresponding sub-
routines of SEDI3D (CLSEDI.f) were modified in order to
read the wave parameters from the results file of these previous
simulations. The wave induced bottom shear stress, which
is essential for the sediment transport library, was computed
using the Swart formulation [25] based on the significant wave
hegiht and peak period provided by TOMAWAC and using a
Nikuradse equivalent bottom roughnes ks=0.1mm.
The total bottom shear stress is computed by a vectorial
addition between the currents and waves bottom stress, con-
sidering the currents direction and the mean wave propagation
direction.
τcw =
√
τ2c + 2τcτw |cosϕ|+ τ
2
w (12)
where τc is the currents induced bottom shear stress, τw is the
wave induced bottom shear stress, and ϕ the angle between the
currents direction and the mean wave propagation direction.
B. Sensitivity analysis
In this section it is analysed the sensitivity of the model
results to the wind drag coefficient, and also to the sediment
transport model parameters. The later is divided in two based
on the sediment exchange paradigm, exclusive versus simulta-
neous erosion-deposition paradigms [8]. These two approaches
are very different, and so it is the behaviour of the model
results. For each paradigm it is analysed the sensitivity to
the settling velocity (Ws), the Partheniades coefficient (M ),
and both the critical shear stress for deposition and erosion
(τcd, τce).
It was performed a sensitivity analysis to the number of
vertical layers (not shown here), in which we used 10, 16, 20,
30 sigma levels equally spaced along the vertical. Even though
increasing the number of vertical layers provides a higher
vertical resolution, the simulations became more expensive
form a computational point of view. For example, if we take
as a reference the computation time required to complete the
simulation with 9 layers, then the computation time taken by
the simulation with 15 layers was approximately 20% higher,
the simulation with 20 layers approximately 55% higher and
with 30 layers 360% higher. From the sensitivity analysis we
conclude that the number of vertical layers does not have
an appreciable effect on the sea surface elevation behaviour.
Minor differences can be observed in the currents and salinity
results. Using more than 16 layers gave very similar results.
Taken into account this it was decide to use 16 sigma levels.
1) Wind drag coefficient influence: Five simulations were
made in order to evaluate the influence of the wind drag
coefficient on the model results. The considered Cd values are
presented in Tabel I, the first simulation is called "Ref" as it is
the reference value utilized in the bi-dimensional model. For
the last simulation (CD4) the wind drag coefficient is computed
using the formulation presented in (10).
TABLE I: Sensitivity simulations to the wind drag coefficient.
Simulation Ref CD1 CD2 CD3 CD4
Cd 3× 10
−6 2× 10−6 4× 10−6 5× 10−6 Variable
Figure 9 shows the sea surface elevation series at the station
MP, PB and PN during August 2010. As it can be seen the wind
drag coefficient has an appreciable influence on the results
specially during storm surge events (e.g. 14th August). There
are differences between the SSE obtained with simulations
CD1 and CD3 (lowest and highest Cd respectively) which
exceed 1m.
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Fig. 9: SSE elevation series during August 2010.
Figure 10 shows a comparison among the measured and
simulated current intensity and direction at the station OB.
Three bins are shown, being the bin 2 the closest to the
bottom. The model results where vertically interpolated to the
estimated bin height of the ADCP. The influence of the wind
drag coefficient is noticeable both on the currents intensity and
directions.
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Fig. 10: Currents series at OB during August 2010.
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Fig. 11: Salinity series at PB, TO and OB during August 2010.
Figure 11 shows the salinity time series at the station PB,
TO and OB during August 2010 obtained with the different
model configurations in the mid water column (layer 5). At
the last two stations observed data were also included. The
influence of the wind drag coefficient on the salinity field is
important. The model results shows the ability of the model to
capture the main characteristics of the salinity front mobility.
2) Erosion-deposition paradigms:
a) Exclusive erosion-deposition paradigm: Table III
shows the parameters for the nine simulations performed using
this erosion-deposition paradigm. In order to facilitate the
comparison of the results among the different simulations are
grouped first taking into account the value of the Partheniades
coefficient (M ), three values were tested: 3× 10−7, 1× 10−6
and 3× 10−6 kg/m2/s. Then for each of these values different
critical shear stress for deposition and erosion (τcd, τce) were
tested: 0.10, 0.15 and 0.20 Pa. Finally for the last subset of
simulations also different values ofW 0s were considered (being
the reference concentration C0 in (11) equal to 0.1g/l).
Figure 12 shows the SSC series at the bottom and surface
layers at the stations PN,PB, TO and OB during August 2010.
TABLE II: Exclusive erosion-depostion (EED) simulation set
parameters.
W 0s (mm/s) τce(Pa) τcd(Pa) M(kg/m
2/s)
EED 1 0.1 0.20 0.20 3× 10−7
EED 2 0.1 0.10 0.10 3× 10−7
EED 3 0.1 0.20 0.20 1× 10−6
EED 4 0.1 0.15 0.15 1× 10−6
EED 5 0.1 0.10 0.10 1× 10−6
EED 6 0.1 0.20 0.20 3× 10−6
EED 7 0.1 0.15 0.15 3× 10−6
EED 8 0.5 0.20 0.20 3× 10−6
EED 9 0.02 0.20 0.20 3× 10−6
As it can be seen the effect of the Partheniades coefficient M
on the results is very strong. By comparing for example the
simulations EED1, EED3 and EED6 we can see that increasing
M increase the base SSC value and also magnitude of the
storm resuspension event. It has a dramatic impact on the
maximum SSC values at the bottom layer during the storm
events, note that for the higher values of M SSC up to near
200g/l are reached at PB station. As expected the effect of
critical shear stress for deposition and erosion (τcd, τce) is
also important, decreasing the threshold value increases the
base SSC values and of course the magnitude of the storm
resuspension events.
In the last subset of simulations two simulations with
different settling velocities were included. As it can be seen in
Figure 12 with W 0s = 0.1mm/s after the storm resuspension
events it takes several days to return to the base SSC values. If
we decrease the W 0s value the sediment remains in suspension
for a longer time, increasing the base SSC values associated
to the tidal forcing and also extending the time required to go
back to normal conditions after the storm events. As it can be
seen if we use W 0s = 0.1mm/s it takes weeks for the SSC to
decrease after the storm events. On the other hand, increasing
W 0s up to 0.5 mm/s effectively decreases the time required to
go back to normal conditions after the storm events, but also
strongly decrease the base SSC values. If we look at the impact
on the bottom SSC values, higher settling velocity values leads
to higher bottom SSC values and vice versa. On one hand a
higher settling velocity value implies that the sediment will
settle faster so it is expected to have higher bottom SSC values,
on the other hand it also implies that the deposition flux will
be higher which tends to decrease the bottom the SSC values.
As observed in 12 it seems that the first effect prevails, so
decreasing the settling velocity increase the base SSC values
and decrease the maximum bottom SSC values.
Figure 13 shows the bottom evolution during the period
July-August 2010 at the station P10 (see Figure 1b) located
in the S-N section of the access channel to the Montevideo
Bay, and the value of the maximum SSC during the simulated
period. Based on the dredging activities a rough estimation of
the siltation rates in the navigation channel at station P10 is
between 0.20-0.30 m after two months. IncreasingM increases
the siltation rate at the navigation channel, however it also
increases the maximum SSC value up to concentration far too
high. It is interesting to note the effect of the settling velocity
on the navigation channel siltation rate. Comparing simulations
EED6, EED8 and EED9 we can see that even though the
lowest settling velocity (EED9) shows higher base SSC values
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Fig. 12: Bottom and surface SSC series during August 2010 for the EED paradigm simulations.
the siltation rate is lower. A higher value of settling velocity
leads to higher SSC near the bottom and higher deposition
flux inside the navigation channel. Furthermore it can be seen
that the high siltation rates obtained for simulations EED 5
to EED 8 take place due to very high concentrated sediment
suspensions moving near the bottom which are captured by
the navigation channel due to its geometry and favourable
conditions for sediment deposition.
EED 1 EED 2 EED 3 EED 4 EED 5 EED 6 EED 7 EED 8 EED 9
0
0.1
0.2
0.3
0.4
0.5
B
ot
t. 
E
vo
l. 
(m
)
EED 1 EED 2 EED 3 EED 4 EED 5 EED 6 EED 7 EED 8 EED 9
0
50
100
150
200
250
M
ax
 S
S
C
 (g
/l)
Fig. 13: Bottom evolution at station P10 and maximum SSC
during the period July-August 2010 for the EED paradigm
simulations.
In summary, the influence of M on the SSC results is very
important, and depends on the selected τc. In many of these
simulations the maximum bottom SSC are far to high, and
actually out of the hypothesis of the model. Suspensions with
concentrations higher than 80 g/l can be considered as low
density fluid mud [12] and can not be modelled as a Newtonian
fluid and so the model results are conceptually wrong. Even
playing with the three parameters it is very difficult to find a set
fulfilling the general characteristics of the suspended sediment
dynamics in the whole estuary under this paradigm. The rate
of SSC decreasing after the storm events showed to be mainly
controlled by the Ws value. High values of settling velocity
are needed in order to reproduce the observed behaviour after
storm events, however this leads to lower values of SSC during
calm conditions specially at the inner zone of the estuary. The
way to increase the base SSC would be to decrease the critical
shear stress for erosion or increase the Partheniades coefficient,
however this will leads to higher maximum bottom SSC which
are out of the hypothesis of the present model.
b) Simultaneous erosion-deposition paradigm: Table
III shows the parameters utilized for the six simulations per-
formed using the simultaneous erosion-deposition paradigm.
In the first three simulations (SED 1 to SED 3) the Partheni-
ades coefficient is increased leaving the other parameters un-
changed, the tested values are: 3×10−6, 1.×10−5 and 3×10−5.
In the following simulations SED 4 the effect of increasing the
reference settling velocity W 0s from 0.1 mm/s up to 0.5 mm/s
is tested. Simulation SED 5 has a higher critical shear stress
for erosion threshold (0.15 Pa) compared to simulation SED 4
(0.1Pa). Finally simulation SED 6 is not directly comparable
to any of the previous simulations, it has the lowest settling
velocity and a low Partheniades coefficient value.
TABLE III: Simultaneous erosion-depostion (SED) simulation
set parameters.
W 0s (mm/s) τce(Pa) M(kg/m
2/s)
SED 1 0.1 0.10 3× 10−6
SED 2 0.1 0.10 1× 10−5
SED 3 0.1 0.10 3× 10−5
SED 4 0.5 0.10 3× 10−5
SED 5 0.5 0.15 3× 10−5
SED 6 0.05 0.10 5× 10−6
Figure 14 shows the SSC series at the bottom and surface
layers at the stations PN, PB, TO and OB during August
2010. It can be seen that increasing the Partheniades coefficient
increases the base SSC value, the SSC during the storm events
and also amplifies a signal with semi diurnal frequency clearly
related to the astronomical tide. Simulation SED 4 has a
settling velocity five times higher compared to simulation SED
3. As it can be seen the effect is to decrease strongly the base
SSC value and the maximum SSC during the storm events, the
signal with tidal frequency is still clearly noticeable in station
like PN and TO. Simulation SED 5 results are similar to those
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Fig. 14: Surface and bottom water SSC series during July-August 2010 for the SED paradigm simulations.
obtained with simulation SED 4, being the only difference
between them an increase of the erosion threshold from 0.1Pa
to 0.15 Pa. The differences are more noticeable at the inner
stations, being as expected the SSC values slightly lower in the
simulation SED 5. Finally about the simulation SED 6 results,
it is first interesting to note their similitude to those obtained
with the simulation SED 2. Moreover, the base SSC value
is similar between them and also the maximum SSC during
storm events, however the signal with tidal frequency is much
smaller in simulation SED 6 results. Simulation SED 6 has
a lower settling velocity and a lower Partheniades coefficient,
both approximately half of the values utilized in simulation
SED 2.
Figure 15 shows the bottom evolution during the period
July-August 2010 at the station P10, and the value of the
maximum SSC during the simulated period. In the first three
simulations, increasing M increases the siltation rate the
navigation channel as well as it also increases the maximum
SSC value. In this case the maximum SSC values are still
under the hypothesis of the present model.
The effect of the settling velocity on the navigation channel
siltation rate is the opposite to the one obtained with the EED
paradigm. As we can see comparing simulations SED 3 and
SED 4 results, a higher settling velocity (SED 4) shows both
lower SSC values and siltation rate in the navigation channel.
Under this paradigm deposition occurs continuously, a higher
settling velocity leads to lower SSC near the bottom. Taking
into account the settling velocity formulation presented in 11,
the deposition flux has the following expression:
D = Ws × C =
W 0s
C0
× C2 (13)
So even though increasing W 0s tends to increase D, the
lower SSC values near the bottom have the opposite effect
which seems to prevail.
Finally even though simulations SED 6 and SED 2 results
have similar SSC values, the navigation channel siltation
obtained with simulation SED 6 is lower. This is in fact
reasonable taking into account the deposition flux expression
(13), as similar SSC values are obtained in both simulations
with a lower settling velocity value in simulation SED 6.
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Fig. 15: Bottom evolution at station P10 and maximum SSC
during the period July-August 2010 for the SED paradigm
simulations.
V. DISCUSSION AND CONCLUSION
The influence of the consolidation process on the sediment
transport module was explored modifying a multi-layer iso-
pycnal Gibson’s model available in SISYPHE. The closure
equations for the permeability and effective stress were cali-
brated based on settling column experiments, the model results
were very sensitive to the calibration parameters. Good agree-
ment was found between measured vertical density profiles and
the model results. Including the consolidation model allowed
us to have spatial variability on the erosion parameters. In
zones where erosion is dominant the top layer, exposed to
the hydrodynamic action, has higher sediment concentration
and so a higher critical shear stress for erosion. The simulated
suspended sediment dynamics behaviour in the Montevideo
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Bay area does not show significant differences compared to the
results without consolidation. A possible explanation is that in
contrast with other estuaries, at the Río de la Plata only a few
centimetres of the bed are eroded (maximum SSC in general
do not exceed 1g/l) even during the storm events. So in our
simulations with the 2D model the bed-water column sediment
exchange usually is not enough to involve more than one layer
of the bed.
A three dimensional hydrodynamic and sediment transport
model was successfully implemented for the study area. A
sensitivity analysis to the wind drag coefficient showed that it
has a significant impact on the model results. It has a noticeable
impact on the SSE specially during the storm surge events. The
effect on the currents and salinity distribution is linked and also
influenced by the vertical mixing. Higher Cd values leads to a
location of the salinity front further inside the estuary and less
vertical stratification. The results obtained with the variable
wind drag coefficient are closer to those obtained with the
lower Cd values.
We have evaluated the effect of the erosion-deposition
parameters on the model results under two different erosion-
deposition paradigms. As it was shown with the exclusive
erosion-deposition paradigm high values of settling velocity
are needed in order to reproduce observed SSC behaviour after
the storm events. This leads to low base values for the SSC in
calm conditions, which can be compensated by increasing the
Partheniades coefficient or decreasing the critical shear stress
for erosion threshold. All these actions tends to increase the
bottom SSC, which already was far too high in all the tested
configurations. This was in fact the main problem found with
this paradigm, the maximum bottom SSC during storm events
are out of the hypothesis of the present model. Increasing
the critical shear stress threshold for deposition would help to
decrease the high bottom SSC values, however it implies also
increasing the critical shear stress for erosion which will not
allows us to represent the base SSC values in calm conditions.
So it was not possible to find a combination of parameters
representing properly the general dynamics of the suspended
sediment dynamics of the estuary keeping the SSC values
under the range of applicability of the present model.
On the other hand with the simultaneous erosion-deposition
paradigm it was much easier to find several set of parameters
capturing some of the main characteristics of the fine sediment
dynamics in the estuary. The Partheniades coefficient showed
to have an interesting effect on the SSC signal related to the
astronomical tide. As it was shown different combinations
of parameters can give similar SSC results (SED 2 versus
SED 6 simulations), having however different results on the
navigation channel siltation. The effect of the settling velocity
on the navigation channel siltation rate is the opposite to the
one obtained with the EED paradigm, increasing the settling
velocity leads to lower siltation rates.
Based on this sensitivity analysis the simultaneous erosion-
deposition paradigm will be adopted for future works. The
exclusive erosion-deposition paradigm seems to be an inter-
esting option to consider if the model is extended to include
a description of the fluid mud behaviour, as well as the
consolidation process.
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Abstract—The intent of this paper is to present a methodology
that is capable of significantly reducing computation times in
coastal sediment transport studies by decoupling wave propaga-
tion calculations from three way coupling. The proposed method-
ology takes a wave hindcast at an offshore model boundary and
completes standard wave propagation computations for a large
number of combinations of water levels, wave heights, wave peri-
ods and wave directions using the procedure called task farming
(carrying out large number of simple/routine simulations). After
completion of the wave library, wave transformation results are
saved in a master file where each record represents results for
a particular water level, offshore wave height, wave period and
wave direction. At the last step in the proposed methodology,
hydrodynamic and sediment transport modules are dynamically
linked and wave data is simply read from the master wave library
file rather than computed each time step. The methodology
ensures wave radiation stresses are passed to the hydrodynamic
model, and wave heights and periods are passed to the sediment
transport module for proper representation of coastal processes.
By decoupling wave propagation from three way coupling and
replacing it with results from a wave transformation library
significantly reduces computational burden while still capturing
relevant physics. However, the decoupled procedure is applicable
only in situations where bed evolution is not significant enough
to alter wave propagation characteristics, and where currents do
not significantly influence wave propagation. An example of a
study carried out using the above procedure is summarized in
the paper.
I. INTRODUCTION
The main intent of this paper is to develop a strategy
to reduce the computational burden associated with coastal
studies that require use of the long term wave climate. An
example of such a study is a coastal sediment transport
study that seeks to quantify morphologic changes to the sea
bed over a time horizon that ranges in the order of years.
Coastal morphological studies, usually part of larger scope
environmental assessments, may look to identify how new or
modified structures (piers, wharves, groynes, breakwaters, etc.)
alter coastal processes and potentially disrupt the balance in
the littoral transport that presently exists at a given area. En-
vironmental assessment studies typically look into quantifying
such impacts, and are a prerequisite to regulatory permits for
construction of new (or modifications to existing) structures.
The Telemac suite of numerical models provides a set of
tools for carrying out coastal sediment transport or morpho-
logical studies. Coastal studies of this nature can be simulated
using the procedure that is known as three way coupling. Such
a procedure links hydrodynamics (Telemac-2D or Telemac-
3D), wave transformation and propagation (Tomawac), and
sediment transport (Sisyphe) modules in a dynamic feedback
manner. Each module influences and is influenced by the other
during the course of the simulation, thus capturing relevant
physical processes at play in the coastal environment. Three
way coupling works as follows: water levels and currents from
the hydrodynamic module are passed to the wave module, and
influence wave propagation. At the same time wave radiation
stresses computed by the wave module produce wave induced
currents which are then passed back to the hydrodynamic
module. Coastal sediment transport calculations are influenced
by both hydrodynamics and wave forcing, and have the effect
of changing the sea bed in response to the forcing given. The
updated sea bed is then fed back to hydrodynamic and wave
modules, repeating the process again.
To be of practical value coastal sediment transport and
morphologic studies require results from simulations of many
years. Meaningful multi year simulations involving coastal
sediment transport are extremely computationally expensive,
and require use of large number of computational cores to
keep simulation times reasonable. Due to heavy computational
burden, three way coupling on today’s personal computers
is simply not practical. One strategy strategy to reduce the
computational burden is to decouple wave propagation from
the three-way coupling procedure.
Decoupling wave propagation from three way coupling
could be achieved by setting up a standalone wave hindcast
simulation, saving the results at a specified time step, and then
reading the wave results in a coupled hydrodynamics/sediment
transport model. This strategy has the potential to reduce the
computational burden compared to three way coupling, but
is still computationally expensive. A proper wave hindcast
(for use in sediment transport modelling) requires coupling
of both hydrodynamics and wave propagation in order to get
the physics of the problem correct (especially the influence
of water levels on wave propagation). Such a strategy was
previously used in [1]. But the above strategy is rather cumber-
some as it requires the user to simulate hydrodynamics/wave
propagation first, followed by hydrodynamics/sediment trans-
port second (with wave results read at specified time step)
for the entire simulation period of interest. Essentially, the
user has to carry out two separate simulations. Regardless of
it cumbersomeness, this strategy certainly works in reducing
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the computation burden compared to similar simulations using
three way coupling.
An alternate strategy to above is one that carries out a
large number of stationary wave propagation simulations on
a nearshore grid for different combinations of water level,
offshore wave height, period and directions. Such simulations
are carried out using only the wave propagation module (as
the water level is given as a parameter in the stationary cal-
culations). A script is then set up to execute the large number
(of rather simple) wave propagation simulations, and store its
results for further use. Then, coupled hydrodynamics/sediment
transport simulations are set up to read (at a set time step
specified) wave results from the library file. Reading the wave
library results allows the user to significantly speed up the
simulations, while ensuring proper representation of relevant
physics within the model.
To the best knowledge of the author, implementation and
execution details of wave libraries for use in morphologic
simulations or other studies are rare. One example is found
in a coastal sediment transport study [2]. In their study the
authors determine a wave climate at a site by setting up a
wave transformation model with a total of 891 simulations to
represent relevant combinations of wave height, directions and
period. The results of their wave transformation simulations are
such ”that an offshore time series of waves can be transferred
to any point by interpolation between the results from the
simulations”, [2], Chapter 2. The wave library results were
then used to transform an offshore time series of wave data to
a nearshore node for used in a harbour development study.
Another example of a wave library is given in [3], where
the authors describe carrying out 1920 nearshore transforma-
tion simulations. ”Then, when requiring wave data for long
term sediment transport simulations, the wave library is used
to interpolate the nearshore analysis to the hydrodynamic
model grid. This way waves are not simulated during sediment
transport computations, which saves (computation) time”, [3],
p. 144.
The benefits of using the wave transformation library are
certainly promising. The only challenge lies in its creation.
This paper attempts to advance this shortcoming, and offer
a methodology (along side with complete source code) that
will assist users in creating wave libraries for use in their
projects. Note that even though the focus of this paper are
coastal morphological studies, wave libraries could certainly
be a useful tool for other coastal studies (i.e., establishing a
wave climate for use in engineering design).
The rest of the paper presents is organized as follows:
Section II will present the relevant details on how to set up
and simulate a wave transformation library. The descriptions
will include detailed steps needed to develop a wave library for
use in various projects. An example of the wave transformation
library that was developed as part of a harbour improvement
project in Port Stanley, Ontario, Canada will be provided in
Section III. Concluding remarks are given in Section IV.
II. WAVE TRANSFORMATION LIBRARY
A wave transformation library (or a wave library for short)
is a methodology that simulates large number of combinations
of scenarios using a spectral wave model. Wave library al-
lows the user to pre-compute a large number of simulations
representing all possible combination of relevant forcings, and
store its results for future use. A key benefit of a wave library
lies in not having to repeat same wave simulations over and
over again (as would be the case in completing a proper
wave hindcast). On very fine nearshore grids (required for
resolving hydrodynamics and sediment transport processes)
proper wave hindcast simulations are very costly, and consist
of large portion of the overall computational burden.
Two different types of the wave transformation libraries are
envisioned, namely i) those having a computation domain with
classical offshore boundaries (where waves propagate from
outside), and ii) those with enclosed or semi-enclosed domains
(i.e., where wind driven waves dominate).
Wave libraries for enclosed or semi-enclosed domains
(where wave are generated internally and not propagated from
outside) can also be used. In such cases the library is set to
simulate all relevant combinations of water level, wind speed
and direction. By knowing a time series of wind speed and
direction, along with a time series of water level, the user
can obtain a time series of any simulated wave parameter
(like wave height, period, direction, etc.) after completing the
wave library simulations. Examples of use of wave libraries in
enclosed or semi-enclosed domains include marina planning
studies, detailed design of structures (i.e., floating breakwa-
ters), etc.
The focus of this paper, however, is on development and
construction of the wave transformation libraries for use in
traditional coastal projects using open offshore boundaries. In
these cases waves are externally generated and propagate to
the area of interest.
A. Steps in constructing a wave library
The general steps used to construct a wave transformation
library are sketched out below:
1) Obtain long term historic records of water levels at
the site of interest (typically a water level gauge at
an existing harbour).
2) Obtain long term historic records of offshore wave
conditions (either a wave buoy or a wave hindcast
node). Long term wave records are typically available
from local agencies.
3) Create a model mesh for hydrodynamic (and morpho-
dynamic) simulations. This step includes developing
a detailed mesh to resolve the physics of the problem
under investigations.
4) Create a model mesh for nearshore wave transforma-
tions. Similarly to above, wave transformation sim-
ulations may require a mesh with larger boundaries
than the hydrodynamic mesh (required to extend to
the hindcast node or the wave buoy).
5) Determine relevant combinations of water level, off-
shore wave height, period and directions for use in
nearshore wave transformations. In this step, the user
selects discretization of the water level to use in the
library. Also directional statistics of the time series
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wave data are inspected, which aid in ultimately
selecting and narrowing down the combinations of
wave height, period and directions to use in the wave
library simulations.
6) Set up a base case wave model satisfying the station-
ary propagation assumption, including all necessary
files. At the offshore model boundary, an assumption
has to be made on parameterization of wave energy
entering the domain (JONSWAP, TMA spectrum,
etc.).
7) Set up a script for simulation of previously identi-
fied combinations of nearshore wave transformations.
Depending on the discretization used, the number of
simulation can be in the order of several thousand.
8) Simulate the combinations of wave transformation
simulations, and save its results.
9) After simulations are complete, merge results from all
nearshore wave transformations into a master wave
library file. Each record in the master wave library
file corresponds to a wave transformation results for
a known water level, offshore wave height, period and
direction.
10) Select a time period to carry out morphologic simu-
lations from the historic record. Then, extract a time
series of water level, offshore wave height, period and
direction for the desired time period. This time series
will be used to extract records from the master wave
library. Depending on the project requirements, the
selected time period is typically measured in years.
11) Extract from the master wave library file one record
per desired time step in the simulations. Records
from the master wave library file are selected to
correspond to water levels and offshore wave height,
period and directions from extracted time series from
step 10. Extraction ensures that each time step in
the simulated time in the coupled hydrodynamic and
sediment transport simulations is linked to a wave
conditions that would result at that particular time.
This extracted file is referred to as the master wave
library time series file.
12) If hydrodynamic and wave transformation meshes
are different, transpose the master wave library time
series file from the nearshore grid (see step 4) to the
hydrodynamic grid (see step 3).
13) Lastly, set up a coupling between hydrodynamics
and sediment transport simulations, and simply read
the master wave library time series file during the
course of the simulations. For example, if the results
are stored on the hourly time step, read the wave
data each hour in the coupled model. Ensure wave
radiation stresses are passed to the hydrodynamic
model, and wave height, period and direction are
passed to the sediment transport model.
B. Limitations of the wave library in morphologic studies
In using the wave library as sketched out above, the user
has to ensure the methodology is valid to the problem at hand.
For example, offshore wave data referred to in Step 2 must
be located such that stationary wave propagation to the site of
interest apply and are valid. Offshore nodes at hindcast sites
typically meet this requirement, but should always be checked
and verified by the user.
The user must be made aware that decoupling waves from
three way coupling simulations neglects a number of physical
processes in order to save computation time. First, influence
of currents on the generation and propagation of waves is
neglected, as hydrodynamics and wave propagation processes
are intentionally decoupled. Second, influence of morphologic
changes (raising and lowering of the sea bed produced by the
sediment transport module) are not communicated to the wave
or hydrodynamic modules.
It must be left up to the user to ensure the effect of current
on wave propagation is minor (or otherwise acceptable), and
that morphologic changes to the sea bed during the coarse
of the simulations do not influence wave propagation in a
drastic way. If it can be demonstrated that above limitation are
acceptable, simulations using the wave library can be safely
used.
Of course, the ultimate way of verifying the validity of
the wave library approach for a particular site for which
morphodynamic simulations are carried out involves setting up
i) three way coupling with hydrodynamics, wave propagation
and sediment transport, and ii) decoupling wave propagation
from three way coupling and replacing it with results from the
wave transformation library. If comparisons between the results
yield acceptably similar results, the wave library approach can
be deemed valid.
C. Wave library for the Telemac modelling system
The above methodology has been implemented for use in
the Telemac modelling system via the Python programming
language. All of the code was written so that it works under
both Python 2 and Python 3. The code was developed to aid
the user in the process of constructing a wave library for a
domain having open boundaries. (Minor modification to the
code would allow development of the wave library for enclosed
or semi-enclosed domains.) The code is packaged under the
PPUTILS project on GitHub:
https://github.com/pprodano/pputils
Guidance in using the source code is provided next, with
brief explanations. As all of the code is publicly available the
interested user is encouraged to look at the source code for
additional detail if necessary.
To start the construction of the wave library, steps 1 and
2 are required first, and simply involve gathering historical
time series data. Next, the methodology includes developing
a hydrodynamic model mesh (step 3) and wave library model
mesh (step 4). Tools in PPUTILS can be used to a construct a
digital terrain model and a model mesh, and then interpolate
the terrain model over the model mesh (see reference [4])
thus allowing the user to complete the entire modelling project
using nothing but open source tools.
Different meshes for the hydrodynamics and wave prop-
agation may be required as the wave propagation mesh may
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need to cover an area larger in extent (governed by the location
of the hindcast node or the wave buoy). As in all numerical
modelling projects the mesh has to be constructed to properly
resolve the shoreline/bathymetry for the area of interest, yet
must be kept as small as possible to limit computational
burden. The mesh that may be sufficient for wave propagation
may not suffice for hydrodynamics and/or sediment transport.
There is a utility in PPUTILS that will transpose simulated
results from one mesh onto another. More on this will be
provided later.
Step 5 in the above methodology involves the assembly
of relevant wave propagation scenarios. As a first step, the
user has to inspect the time series record of water level [WL],
and decide the range and discretization of the water levels
to be used in the library. For example, if water levels vary
between -1.0 and +1.0 m chart datum, the user may decide to
discretize this range by 0.2 m, and have a vector of water levels
as follows: [ 1.0, -0.8, -0.6, ..., 0.8, 1.0]. Such a discretization
means that the wave library will be based on 11 different water
levels.
In order to derive the wave combinations to be used in the
wave library, the user is required to obtain directional statistics
on the historic time series wave data. Directional statistics
are typically published by the same agencies that supply the
wave data. After inspecting directional statistics, the user will
then be in a position to decide which combination of wave
parameters occur often enough to be included in the library.
As a rule of thumb if a wave condition occurs more than 50
hours in the record, that wave condition should be included in
the library. The user is required to derive tuples of offshore
wave height [Hm0], wave period [Tp], and direction [Dir].
All relevant tuples of the form [Hm0, Tp, Dir] are required
to be determined, and saved in a file. Discretization of the
wave direction of 22.5 degrees is usually sufficient, but not all
combinations need be included in the library. For example, if
the shoreline is oriented in the east west direction and located
on the northern limit of the domain, then offshore waves
approaching from the north-west, north, and north-east need
not be included in the library.
To determine the wave library combinations, each value of
the discretized water level is to be combined to each offshore
wave conditions tupple. The user is ultimately required to
produce a comma delimited file with the following headings:
[id, WL, Hm0, Tp, Dir], where id is the identifier of the
particular scenario, and rest of the variables are defined above.
Step 6 requires the user to set up a base case stationary
simulation in Tomawac. The Tomawac steering file has to have
the following keywords: 2D RESULTS FILE, INITIAL
STILL WATER LEVEL, BOUNDARY SIGNIFICANT
WAVE HEIGHT, BOUNDARY PEAK FREQUENCY, and
BOUNDARY MAIN DIRECTION 1. The output variables
from the base case Tomawac model can include any one of the
available variables, but should, at a minimum, include WAVE
HEIGHT HM0, PEAK PERIOD TMD, MEAN DIRECTION,
FORCE X, and FORCE Y.
After having the stationary base case wave model, and
the scenarios of combinations, the user is required to
run the mkscenarios.py script (step 7). Inputs to the
mkscenarios.py are the base case Tomawac file, and the
wave library scenarios comma separated file with the following
headings: [id, WL, Hm0, Tp, Dir]. Upon execution, the script
creates number of files equalling the number of scenarios, as
well as a script named run_scenarios.sh that executes
the simulations in Tomawac (i.e., step 8). The above process
is referred to as task farming, where Tomawac is required
to compute a large number of rather straightforward wave
propagation calculations.
After all of the wave library computations are completed,
the master wave library file is constructed by extracting
from each Tomawac result file the output variables for each
particular scenario. Creation of the master wave library file
(step 9) is completed by running the mkwavelibfile.py
script, which creates the master wave library file. The
mkwavelibfile.py script uses a custom written module
called selafin_io_pp.py that reads and writes SELAFIN
format in pure Python. Each record in the master library file
contains all of Tomawac’s output variables for each scenario
in the library.
Step 10 simply requires the user to extract out of the
historic time series a subset of time for which the morphologic
simulations are to be carried out. The offshore time series file is
to contain, time, water level, wave height, period and direction
in a comma separated file.
Next, step 11 requires reconstruction of the 2d wave
hindcast for the selected time period of interest. The script
mkwavelibts.py takes in the master wave library life
and an offshore time series ascii file of the simulation time
series, and creates a SELAFIN result file. This result file is
created by extracting from the wave library a record that most
closely resembles the record in the time series offshore data
correspond to the desired time step. The selection algorithm
calculates a multi-dimensional distance metric based on the
sum of square root difference of each of the four parameters
(WL, Hm0, Tp, Dir) between the hindcast and the library
values. The record in the library (for any point in simulated
time) is then selected as one having the smallest distance.
All of the above steps are carried using results stored on the
wave model mesh. The hydrodynamic and sediment transport
calculations may be made on a different mesh. The script in
PPUTILS called transp.py takes a SELAFIN result file on
one mesh, and transposes it to another mesh, thus completing
step 12.
The final step in the methodology (step 13) includes setting
up the coupling between hydrodynamics and sediment trans-
port, where the wave data is simply read from a file, rather than
being computed at each time step. To complete the coupling
(assumed to take place between Telemac-2d and Sisyphe) and
capture the relevant physics requires modifying the following
subroutines: i) prosou.f, to add wave generated currents to
hydrodynamics, and ii) condim_sisyphe.f, to read wave
height, period and direction in Sisyphe. Of course, transport
formulas in Sisyphe have to be selected that are specifically
formulated to deal with influence of waves.
III. APPLICATION OF A WAVE LIBRARY
This section presents the application of the wave library
to an existing harbour sedimentation study. The example
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Fig. 1: Hydrodynamic/morphodynamic model mesh
presented will illustrate how the methodology in Section II
was used to derive a wave library for use in nearshore sediment
transport modeling.
A. Port Stanley Harbour improvements, Ontario Canada
After acquiring the harbour from the federal government,
the local municipality has undertaken a variety of infrastructure
improvements at Port Stanley, Ontario, Canada. Located on the
north shores of Lake Erie, Port Stanley harbour was originally
developed in the late 1800’s to facilitate marine transport of
aggregate, coal, grain and other goods on the Great Lakes
waterways.
Recently Port Stanley’s west breakwater had been reha-
bilitated and dredging had taken place to remove sediments
deposited by Kettle Creek. Further, the material removed
during recent dredging activities were placed in a new disposal
cell constructed adjacent to the west breakwater. The disposal
cell has been designed to serve two purposes: i) house dredge
material, and ii) create valuable recreation lands adjacent to
the town’s busy beach.
B. Development of the wave library for Port Stanley
To facilitate recent development at the harbour a wave
library for the nearshore area of Port Stanley was developed.
Historic time series water level data is obtained from the gauge
set at the harbour. The gauge includes hourly water levels from
1960-present. Time series data for offshore wave conditions are
obtained from an existing US Army Corps of Engineers wave
hindcast. The hindcast node closest to Port Stanley was used
to extract offshore wave height, period and direction for the
period 1979-2014.
The PPUTILS toolkit was used to develop a model mesh
for the hydrodynamic and sediment transport model, extending
from the harbour to approximately the -12 m depth contour, ap-
proximately 4 km offshore (see Figure 1). Similarly, PPUTILS
was used to develop a mesh for the wave transformation
calculations (see Figure 2). The wave module mesh extended
to the hindcast node (to approximately the -18 m contour, and
covers a much larger area than the hydrodynamics.
The scenarios for the wave library are developed following
processing of the time series data. The water levels in the
library were discretized in a 0.15 m step, ranging from 0.0
to 1.5 m above chart datum. Similarly, directional statistics
from the offshore wave (supplied by the US Army Corps
of Engineers as part of the wave hindcast) was used to
develop wave scenarios. Wave height was discretized in 0.5 m
increments, ranging from 0.3 to 4.5 m. Wave period was
Fig. 2: Wave transformation model mesh
discretized in 1 sec increments, ranging from 1 to 9 sec. Wave
directions was discretized by the 22.5 deg bands, resulting in
16 cases for wave directions. A total number of combinations
used in the wave library computations totaled 2,222. The
scenarios executed capture all possible combinations of wave
conditions relevant to the study of coastal sediment transport
at Port Stanley.
In the Tomawac wave library simulations, the JONSWAP
spectrum was used to parameterize the wave energy entering
the boundaries in the model. Rest of the steps outlined in Sec-
tion II were carried out, and ultimately created a reconstructed
wave result file (in SELAFIN format, on the same mesh as the
hydrodynamic/sediment transport model) for use in future sim-
ulations. A coupling between Telemac-2d for hydrodynamics,
and Sisyphe for coastal sediment transport was then set up.
Subroutine prosou.f was modified to read the wave induced
force from the reconstructed wave file and capture the effect
of wave generated currents. Likewise, condim_sisyphe.f
soubroutine from Sisyphe was modified to read the wave
height, period and direction, and capture wave induced effects
on sediment transport.
C. Reality check of the wave library
A simple way of checking the appropriateness of the
discretization applied in the wave library is to compare the
offshore time series from the hindcast against the reconstructed
time series produced by the library. If the two time series
reasonably match, the discretization appears to be valid. This is
the only conclusion that could be made from this comparison.
Figure 3 shows the comparison for water levels, offshore wave
height, period and direction from the Port Stanley case. From
the results shown it can be concluded that the discretization
generally appears to be appropriate for the domain. Note
some hysteresis on the wave library water levels is evident,
and is a direct result of i) discretization of the water levels
used, ii) procedure used to select a particular record from the
wave library for a given point in time, and iii) the range in
historic lake levels. For the Port Stanley case such a small
water level fluctuation makes rather minor differences in wave
propagation calculations, and the hysteresis noted is deemed to
be of no relevance. However, an improvement in the procedure
used to select the particular record from the wave library (in
mkwavelibts.py) should be investigated.
A more data intensive approach in checking the validity of
the constructed wave library would be to compare results with
actual wave data. If historic records of offshore and nearshore
wave buoy data exist, the wave library approach could be used
to transform the offshore wave data to the nearshore. Then,
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Fig. 3: Wave transformation model mesh
the nearshore wave data reconstructed from the wave library
could be compared to the observed wave, and appropriate
conclusions could be drawn. Unfortunately, such data does not
exist for the Port Stanley example, but may be explored in the
future.
The final way of justifying the appropriateness of the wave
library (and the methodology proposed in this paper) would be
to compare sediment transport simulation results from a) three
way coupling (where wave data is calculated every time step),
and b) two way coupling (where wave data is reconstructed
from the wave library and simply read during the simulations).
Such computations are presently work in progress for the Port
Stanley study, and will be reported once they become available.
D. Reduction in computational times
The task farming process that simulated the 2,222 Tomawac
simulations is one that required approximately 24 hours of
simulation time on a quad core personal desktop computer.
As the wave computations are a simple task farming process,
it is relatively easy to employ a number of different personal
computers in carrying out a portion of the overall task (i.e.,
computer A simulates cases 1-500, computer B simulates cases
501-1000, etc). The only requirement is that each computer has
the Telemac modelling system installed. The processing time
of the simulation results are estimated to take not more than
2-3 hours, provided the user understand the procedure outlined
in the paper.
The reduction of the computational times between i) three
way coupling, and ii) two way coupling with wave library are
striking. On a quad core desktop computer three way coupled
simulations for 273 days of simulation for the Port Stanley
domain would take approximately 12 days of calculations
going at 100% CPU load. (This estimate was obtained by
scaling three way coupled calculation simulating a storm
lasting four days.) In the comparisons, two way coupling cal-
culations with inputs from the wave library last approximately
1.5 hours for a 273 day simulation. The reduction in the
computational burden (from 12 days to 1.5 hours) implies
that coastal sediment transport calculation could be carried
out using ordinary desktop computers, and need not rely on
expensive computer clusters.
IV. CONCLUSIONS AND RECOMMENDATIONS
This paper presents a methodology with the aim to drasti-
cally reduce computation time associated with coastal sediment
transport studies by decoupling wave propagation from three
way coupling. A methodology was outlined in the paper that
allows a user to set up a wave transformation library for a
domain, and then simply read the wave results in two way cou-
pled simulation rather than using computationally expensive
three way coupling. The methodology allows for wave induced
currents to be added to the hydrodynamics, and wave forcing to
be linked to the sediment transport calculations. However, the
two way coupling procedure neglects some physics (currents
do not influence wave propagation, and evolution of the sea
bed have no influence on hydrodynamics or wave propagation).
It is left up to the user to determine the impact of the neglected
physics, and determine whether two way coupled simulations
can be justified.
Reduction in simulation times from traditional three way
coupling is significant, and allows a user to carry multi year
coastal sediment transport simulations using ordinary desktop
computers.
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6WDWLVWLFDOV\QWKHWLFERXQGDU\FRQGLWLRQVIRUDODUJH
'PRGHO6FDOGLVWRUHGXFHFRPSXWDWLRQWLPH

0D[LPRYD76PROGHUV69DQOHGH-
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
$EVWUDFW²7KLVSDSHUGHVFULEHVDPHWKRGRORJ\RIXVLQJVWDWLVWLFDO
V\QWKHWLF ERXQGDU\ FRQGLWLRQV ZKLFK UHSUHVHQW ZDWHU OHYHO
IUHTXHQFLHV IRU D IXOO \HDU LQ D VKRUWHU SHULRG WR UHGXFH WKH
FRPSXWDWLRQ FRVW IRU D ODUJH ' PRGHO RI WKH 6FKHOGW HVWXDU\
6FDOGLV )RU HFRWRSH PDSSLQJ ZDWHU OHYHO IUHTXHQFLHV RI D IXOO
\HDU DUH QHFHVVDU\ WR FUHDWH WKH PDSV 7KH PRGHO LV UXQ IRU D
VKRUWHUSHULRGZKLFK LV VWDWLVWLFDOO\UHSUHVHQWDWLYH IRU WKHHQWLUH
\HDU
, ,1752'8&7,21
,Q WKH IUDPHZRUN RI WKH SURMHFWV ,QWHJUDO 3ODQ IRU WKH
8SSHU6HD6FKHOGWDQG$JHQGDIRUWKH)XWXUHDQLQWHJUDWHG
SODQLVGHYHORSHGLQZKLFKQDYLJDELOLW\VDIHW\DQGQDWXUHDUH
FRPELQHG&XUUHQWO\WKHFDSDFLW\RIWKH8SSHU6HD6FKHOGW LV
QRWVXIILFLHQWDQGLWKLQGHUVWUDIILFIORZV7KHULYHULVFODVVLILHG
DVFODVV,9URXWHXSVWUHDP%DDVURGHORFDWHGNPIURPWKH
PRXWK ,Q WKH IXWXUH LW LVGHVLUHG WRFODVVLI\ WKHHQWLUH8SSHU
6HD6FKHOGWDVDQDYLJDWLRQDOURXWHRI9DFODVV,WLVLPSRUWDQW
WKDW WKH GHVLJQ RI WKH HQODUJHPHQW OHDGV WR DPXOWLIXQFWLRQDO
6FKHOGW ZLWK DVVHWV IRU QDYLJDELOLW\ D VXVWDLQDEOH QDWXUDO
V\VWHPDQGJXDUDQWHHVIRUSURWHFWLRQDJDLQVWIORRGLQJ>@
$QLQWHJUDWHGPRGHOIRUWKH6FKHOGWHVWXDU\LVGHYHORSHGLQ
WKH 7(/(0$& ' VRIWZDUH 7KH 6FDOGLV PRGHO D QHZ
XQVWUXFWXUHG KLJK UHVROXWLRQ PRGHO RI WKH WLGDO 6FKHOGW LV
GHYHORSHG IRU WKH HQWLUH HVWXDU\ EXWZLWK VSHFLDO DWWHQWLRQ WR
WKH XSVWUHDP SDUWV 7KH XSVWUHDP SDUW  LV UHSUHVHQWHG LQ WKH
PRGHOJULGLQKLJKUHVROXWLRQUHVXOWLQJLQDODUJHH[WUDQXPEHU
RIFRPSXWDWLRQDOQRGHV
7KH PRGHO LV GHYHORSHG DQG FDOLEUDWHG IRU 
$IWHUZDUGV LW LV DGDSWHG IRU WKH \HDU  WR DQDO\VH WKH
HIIHFWV RI VHYHUDO VFHQDULRV RQ WKH K\GURG\QDPLFV VHGLPHQW
WUDQVSRUWDQGHFRORJ\7KHH[SHFWHGXQWLOFKDQJHVLQWKH
EDWK\PHWU\DUHLPSOHPHQWHGLQWKHPRGHO0RUHIORRGFRQWURO
DUHDV )&$ZLWK FRQWUROOHG UHGXFHG WLGH &57 DUH DFWLYH LQ
WKH PRGHO DFFRUGLQJO\ WR WKH 6LJPD SODQ >@7KH GH
HPEDQNHG DUHDV )&$¶V DQG &57¶V JRW DQ XSGDWH RI WKHLU
DYHUDJHEHGOHYHOWRDFFRXQWIRUVHGLPHQWDWLRQLQWKHVH]RQHV
6HDOHYHOULVHDQGLQFUHDVLQJRUGHFUHDVLQJWLGDODPSOLWXGHDUH
WDNHQLQWRDFFRXQWLQGLIIHUHQWVFHQDULRVIRU
)RU WKHHFRWRSHPDSSLQJ LW LVQHFHVVDU\ WRFDOFXODWHZDWHU
OHYHO IUHTXHQFLHV EDVHG RQ D IXOO \HDU +RZHYHU LW LV YHU\
FRVWO\ WR UXQ WKH'6FDOGLVPRGHO IRUVXFKDORQJSHULRG7R
OLPLW WKH FDOFXODWLRQ WLPH D GLIIHUHQW DSSURDFK LV XVHG 7KH
PRGHO LV UXQ IRU D VKRUWHU SHULRG ZKLFK LV VWDWLVWLFDOO\
UHSUHVHQWDWLYHIRUWKHHQWLUH\HDU
7KLV SDSHU GHVFULEHV PHWKRGRORJ\ XVHG IRU WKH VFHQDULR
DQDO\VLV IRU WKH \HDU  ZLWK WKH VWDWLVWLFDO V\QWKHWLF
ERXQGDU\FRQGLWLRQVZDWHUOHYHOVGRZQVWUHDPDQGGLVFKDUJHV
XSVWUHDP
,, 7+(180(5,&$/02'(/
$ &DOLEUDWHGPRGHOIRU
7KH7(/(0$&PRGHOGHYHORSHGLQWKHIUDPHZRUNRIWKLV
SURMHFWFRYHUVDODUJHSDUWRIWKH1RUWK6HDWKHHQWLUH6FKHOGW
HVWXDU\DQG WKH(DVWHUQ6FKHOGW8SVWUHDPWKHPRGHOH[WHQGV
WRWKHOLPLWVRIWKHWLGDOLQWUXVLRQ)LJXUH
7KH XVH RI DQ XQVWUXFWXUHG JULG DOORZV WR FRPELQH D ODUJH
PRGHO H[WHQW ZLWK D KLJK UHVROXWLRQ XSVWUHDP 7KH JULG
UHVROXWLRQYDULHVIURPPDWWKHRIIVKRUHERXQGDULHVWR
PLQWKH8SSHU6HD6FKHOGW
7KHPRGHOJULGFRQVLVWVRIQRGHVLQ'PHVKDQG
 HOHPHQWV ,Q WKH 'PRGHOZH XVH  OHYHOV WRWDOOLQJ
 RI QRGHV ZLWK WKH IROORZLQJ GLVWULEXWLRQ RI VLJPD
OD\HUV'''''
:LQG DQG VDOLQLW\ DUH LQFOXGHG LQ WKH PRGHO 7KH PRVW
UHFHQW DYDLODEOH EDWK\PHWU\ LV XVHG 7KH GRZQVWUHDP PRGHO
ERXQGDU\ LV ORFDWHG LQ WKH1RUWK VHD 6FDOGLV LV QHVWHG LQ WKH
UHJLRQDO =812 PRGHO RI WKH VRXWKHUQ 1RUWK 6HD 7KH WLPH
VHULHVRIWKHZDWHUOHYHOFDOFXODWHGLQ=812DUHGHILQHGDWWKH
GRZQVWUHDP ERXQGDU\ RI 6FDOGLV DIWHU FRUUHFWLRQ RI WKH
KDUPRQLF FRPSRQHQWV > @ 7KH XSVWUHDP ERXQGDU\ LV
ORFDWHG DW WKH WLGDO ERUGHU 7KHUH DUH  XSVWUHDP ERXQGDULHV
ZLWKSUHVFULEHGGLVFKDUJHDQGIUHHWUDFHU

)LJXUH0RGHOGRPDLQ
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7KH PRGHO LV FDOLEUDWHG IRU  E\ FRPSDULVRQ RI WKH
PRGHOHGDQGPHDVXUHGZDWHUOHYHOVGLVFKDUJHVDQGYHORFLWLHV
>@ $IWHUZDUGV LW LV DGDSWHG IRU WKH \HDU  E\
LPSOHPHQWDWLRQRIWKHH[SHFWHGFKDQJHV>@
% 0RGHODGDSWDWLRQIRU
)RU WKH DQDO\VLV RI GLIIHUHQW VFHQDULRV LQ  VHYHUDO
FKDQJHVZHUHLPSOHPHQWHGLQWKHPRGHO
7KHPRGHOEDWK\PHWU\IRUWKHUHIHUHQFHVFHQDULRLVXSGDWHG
DFFRUGLQJO\ WR WKH 6XVWDLQDEOH 0DQDJHPHQW 3ODQ 7KLV SODQ
IRFXVVHVRQPDLQWDLQLQJ WKH IDLUZD\ZLWK UHVSHFW IRU WKH WLGDO
QDWXUH7KHGHVLJQHGEDWK\PHWU\ WDNHV LQWRDFFRXQW WKHQHHGV
IRU QDYLJDWLRQDQG WKHFKDUDFWHULVWLFVRI WKH ULYHU7KH LPSDFW
RQ WKH WLGDO QDWXUH LV OLPLWHG WR VSHFLILF DUHDV 7KH
K\GURG\QDPLFDQGPRUSKRORJLFDOSURFHVVHVFDQGHYHORSWRWKH
H[WHQWWKDWWKHVDIHW\DQGWLGDOQDWXUHDUHQRWHQGDQJHUHG7KH
6XVWDLQDEOH 0DQDJHPHQW 3ODQ DLPV WR RSWLPL]H WKH H[LVWLQJ
PDQDJHPHQW HIIRUWV IRU QDYLJDWLRQDQGSURWHFWLRQRI WKH ULYHU
EDQNV>@
7KHEDWK\PHWU\RIGLIIHUHQWDOWHUQDWLYHVZDVSURYLGHGE\D
SURMHFW SDUWQHU ,0'& ,W ZDV GHYHORSHG EDVHG RQ WKH
UHTXLUHPHQWV IRU DFFHVVLELOLW\ IRU VKLSV RI D FHUWDLQ FODVV
VKLSSLQJ VLPXODWLRQV DQG GHVLJQ UXOHV IRU QDYLJDWLRQDO
FKDQQHOV7KH VKDSHRI WKH ULYHU FKDQQHO LV GLIIHUHQW LQ VRPH
DOWHUQDWLYHVGXHWRWKHFKDQJHVRIULYHUZLGWKEHQGVVLOOVHWF
7KHPRGHOJULGKDGWREHDGDSWHGVRWKDWLWFDQEHXVHGIRUWKH
FDOFXODWLRQ RI WKH VFHQDULRV ZLWK GLIIHUHQW EDWK\PHWULHV $Q
H[DPSOH RI WKH FKDQJHV LPSOHPHQWHG LQ WKH PRGHO JULG LV
VKRZQLQ)LJXUH%DWK\PHWU\RI WZRGLIIHUHQWDOWHUQDWLYHVIRU
WKHVDPHORFDWLRQLVSUHVHQWHGLQ)LJXUHDQG)LJXUH
7KH QHZ JULG KDV  QRGHV LQ ' DQG 
HOHPHQWV7KLV LV  QRGHVPRUH WKDQ WKH JULGRI 6FDOGLV
 LQ ' ,Q '  OHYHOV WKH QHZ PRGHO JULG KDV
QRGHVLQWRWDO
0RUHIORRGFRQWURODUHDVDUHLPSOHPHQWHGLQWKHPRGHO$Q
HVWLPDWLRQLVPDGHDERXWWKHLQFUHDVHLQEHGOHYHORIWKH)&$¶V
ZLWK&57DQG WKH GHHPEDQNPHQWV E\ WKH \HDU  >@$Q
H[DPSOHRI)&$&57DUHDLVJLYHQLQ)LJXUH

)LJXUH&KDQJHVLQWKHPRGHOJULGQHDUWKHEHQGRI.UDPSLQWKH8SSHU6HD
6FKHOGWEOXHFRORXUJULGUHGFRORXUJULG

)LJXUH%DWK\PHWU\P7$:RI6FKDDIVFHQDULRDWWKHEHQGRI.UDPSWKH
DGDSWHGJULGDWWKHEDFNJURXQG

)LJXUH%DWK\PHWU\P7$:RI9D*VFHQDULRDWWKHEHQGRI.UDPSWKH
DGDSWHGJULGDWWKHEDFNJURXQG

)LJXUH)&$&577LHOURGHEURHN)&$&57'H%XQWDQGWKHGH
HPEDQNPHQWRI.OHLQ%URHN>@
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$OO WKHVH DUHDV ZHUH DOUHDG\ LQFOXGHG LQ WKHPHVK RI WKH
6FDOGLV PRGHO IRU  ,Q WKH PRGHO UHSUHVHQWLQJ 
FXOYHUWV FRQQHFWLQJ )&$¶V DQG &57¶V DUH DFWLYDWHG 7KH
EDWK\PHWU\RIWKHIORRGFRQWURODUHDVLVXSGDWHG

,,, 0(7+2'2/2*<
$ ,QWURGXFWLRQ
7KHPRGHOZLOOEHXVHGWRHYDOXDWHWKHHIIHFWVRIGLIIHUHQW
DOWHUQDWLYHV VSHFLILHG PRUSKRORJ\ RI WKH 6FKHOGW ULYHU LQ D
VSHFLILFVWDWHDQGDWDVSHFLILFWLPHXQGHUGLIIHUHQWVFHQDULRV
DUDQJHRIERXQGDU\FRQGLWLRQVWRWDNHLQWRDFFRXQWVHDOHYHO
ULVH LQFUHDVLQJ RU GHFUHDVLQJ WLGDO DPSOLWXGH KLJK RU ORZ
GLVFKDUJH
7KHUH DUH IRXU GLIIHUHQW DOWHUQDWLYHV DQG IRXU VFHQDULRV LQ
7KLVUHVXOWVLQVLPXODWLRQV)RUWKHHFRWRSHPDSSLQJ
LW LVQHFHVVDU\ WRFDOFXODWHZDWHU OHYHO IUHTXHQFLHVEDVHGRQD
IXOO \HDU +RZHYHU LW LV YHU\ FRVWO\ WR UXQ WKH ' 6FDOGLV
PRGHO IRU VXFK D ORQJ SHULRG ,W WDNHV DERXW  KRXUV WR
VLPXODWH  GD\V XVLQJ  SURFHVVRUV SOXV LW WDNHV VHYHUDO
KRXUV WRDVVHPEOH WKHRXWSXW ILOHV'6HODILQ ILOHKDV VL]HRI
*EDQG'ILOHLV*EUXQRIGD\V,WZDVIRXQGWKDW
 SURFHVVRUV LV DQ RSWLPDO QXPEHU IRU UXQQLQJ WKLV PRGHO
>@7KHXVHRIDODUJHUQXPEHURISURFHVVRUVGRHVQRWGHFUHDVH
WKHVLPXODWLRQWLPH)LJXUH
,QWKHIUDPHZRUNRIWKLVSURMHFW LWZRXOGEHLPSRVVLEOHWR
UXQWKHPRGHOIRUWKHHQWLUH\HDUIRUVFHQDULRV7KHUHIRUHLW
ZDVQHFHVVDU\WRILQGDGLIIHUHQWDSSURDFKIRUWKHFDOFXODWLRQRI
\HDUPRGHORXWSXW

)LJXUH7(/(0$&'6FDOGLVPRGHOSHUIRUPDQFHRQ.8/&OXVWHU
7KLQNLQJRQGLIIHUHQWQXPEHURISDUDOOHOSURFHVVRUV>@

% 6WDWLVWLFDOV\QWKHWLFERXQGDU\FRQGLWLRQV
,QVWHDGRIUXQQLQJWKHPRGHOIRUWKHHQWLUH\HDUWZRVKRUWHU
SHULRGVZLWKV\QWKHWLFERXQGDU\FRQGLWLRQVDUHVLPXODWHG
$ SHULRG RI  PRQWKV LV VLPXODWHG ZLWK D V\QWKHWLF
GLVFKDUJH ERXQGDU\ FRQWDLQLQJ HYHQWV ZLWK D UHWXUQ SHULRG
HTXDOWRRUVPDOOHUWKDQ\HDU7KHGRZQVWUHDPERXQGDU\LV
DKDUPRQLFERXQGDU\ZLWKRXWVWRUPVXUJH,QWKHVHPRQWKVD
0D\ ± -XQH SHULRG LV UHSUHVHQWHG DQG DOVR D VXPPHU SHULRG
7KLVUXQLVWKHµQRUPDOGLVFKDUJH¶VFHQDULR,WLVUHSUHVHQWDWLYH
IRUWKHHQWLUH\HDULILWLVUHSHDWHGWLPHV
$OVRWKHµHYHQWVGLVFKDUJH¶VFHQDULRLVVLPXODWHG,WLVDUXQ
RIDERXWWZRZHHNVZLWKDGLVFKDUJHWLPHVHULHVWKDWFRQWDLQV
GLVFKDUJHHYHQWVZLWKUHWXUQSHULRGVRI\HDU\HDUDQG
\HDU 7KH GRZQVWUHDP ERXQGDU\ RI WKLV UXQ FRQWDLQV D VWRUP
VXUJHSHULRGDGGLWLRQDOWRWKHKDUPRQLFVLJQDO>@
7KH GRZQVWUHDP DQG XSVWUHDP V\QWKHWLF ERXQGDU\
FRQGLWLRQV DUH FDOFXODWHG E\ ,0'& 7KH PHWKRGRORJ\ LV
GHVFULEHG LQ GHWDLO LQ >@ 7KH VXUJH LV GHWHUPLQHG EDVHG RQ
PHDVXUHPHQWV IURP  WR  DW 9OLVVLQJHQ 7KH
LQGHSHQGHQWH[WUHPHHYHQWVDUHIRXQGIURPWKHWLPHVHULHVE\
WKH327VHOHFWLRQ8VLQJWKHVH327YDOXHVWKHHPSLULFDOVXUJH
FRUUHVSRQGLQJ WR 7 7 DQG 7 ZDV GHILQHG 7KH 
ODUJHVW VXUJH HYHQWV DUH WKHQ XVHG WR ILQG WKH QRUPDOL]HG
SURILOHVRIVXUJHVFDOHGIURPWR>@7KHWLPHVHULHVRIWKH
VWRUP VXUJH DUH IRXQG E\ FRPELQDWLRQ RI WKH QRUPDOL]HG
SURILOHVDQGHPSLULFDOYDOXHV)LJXUH
7KH GLVFKDUJH WLPH VHULHV IRU WKH µQRUPDO¶ DQG µHYHQWV
GLVFKDUJH¶VFHQDULRVZHUHFDOFXODWHGE\,0'&ZLWKWKHKHOSRI
' K\GURG\QDPLF PRGHOV RI WKH 6FKHOGW EDVLQ DQG LWV WLGDO
WULEXWDULHV >@ 7KH LQSXW RI WKHVH PRGHOV FRQVLVWV RI
SUHFLSLWDWLRQ WLPH VHULHV DV GHWHUPLQHG E\ WKH K\GURORJLFDO
PRGHOV7RILQGWKHWLPHVHULHVUHSUHVHQWDWLYHIRUWKH\HDU
WKHSUHFLSLWDWLRQDQGHYDSRUDWLRQGDWDDUHSHUWXUEHGWRWKH\HDU
ZLWK WKHSHUWXUEDWLRQ WRRORI.8/HXYHQ >@/RQJ WHUP
VLPXODWLRQV DUHSHUIRUPHGZLWK WKHK\GURG\QDPLFPRGHOV IRU
WKHSHULRGWR,QGHSHQGHQWHYHQWVDUHVHOHFWHGIURP
WKH WLPH VHULHV E\ WKH327 VHOHFWLRQ7KH DYHUDJHGLVFKDUJHV
GXULQJDOO0D\±-XQHSHULRGVDUHXVHGDVDWKUHVKROG%DVHGRQ
WKHVH 327 YDOXHV WKH VWDWLVWLFDO SDUDPHWHUV DUH FDOFXODWHG IRU
WKH VHW XS RI WKH UHSUHVHQWDWLYH XSVWUHDP GLVFKDUJHV 7KH
QRUPDOL]HGSURILOHVDUHIRXQGE\QRUPDOL]DWLRQVFDOLQJIURP
DQGRIDOOWKHWLPHSURILOHVRIWKHELJJHVW\HDUO\0D\±-XQH
HYHQWVDQGE\FDOFXODWLRQRIWKHDYHUDJHSURILOH7KHILQDOWLPH
VHULHV DUH PDGH E\ FRPELQDWLRQ RI WKH VWDWLVWLFDO SDUDPHWHUV
DQGQRUPDOL]HGSURILOHV
7KHµQRUPDOGLVFKDUJH¶DQGµHYHQWVGLVFKDUJH¶VFHQDULRVDUH
VLPXODWHG IRU  DQG IRU GLIIHUHQW FRPELQDWLRQV RI
DOWHUQDWLYHVDQGVFHQDULRVLQ7KHZDWHUOHYHOGLVWULEXWLRQ
LQ VSHFLILF SRLQWV UHTXLUHG IRU WKH HFRWRSH PDSSLQJ LV
REWDLQHG E\ DGGLQJ WKH  WLPHV µQRUPDO¶ DQG  WLPH µHYHQWV¶
VFHQDULRV
& $YDLODEOHGDWD
, :DWHUOHYHOV
7KHIROORZLQJ WLPHVHULHVRIZDWHU OHYHOVDUHDYDLODEOH IRU
9OLVVLQJHQ
 6WRUP VXUJH GD\V IRU WKH UHWXUQSHULRGV77
DQG7
 +DUPRQLF WLGH IRU  PRQWKV IRU  DQG 
FDOFXODWHGZLWK WKH RYHUDOO =812PRGHO D FRUUHFWLRQRI WKH
KDUPRQLFFRPSRQHQWVLVGRQH
 +DUPRQLF WLGH IRU D VKRUW SHULRG ZLWK DQ XSVWUHDP
VWRUPIRUDQG

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
)LJXUH6WRUPVXUJHDW9OLVVLQJHQ
7KHGRZQVWUHDPERXQGDU\ RI WKH 6FDOGLVPRGHO LV ORFDWHG LQ
WKH1RUWKVHD7KHUHIRUHWKHWLGHLQ9OLVVLQJHQZLOOQRWEHXVHG
GLUHFWO\ IRU WKH FDOFXODWLRQV ,QVWHDG WKH VWRUP VXUJH DW
9OLVVLQJHQ)LJXUHZLOOEHFRPELQHGZLWKDKDUPRQLFPRGHO
ERXQGDU\ FRQGLWLRQ LQ WKH 1RUWK VHD REWDLQHG IURP D
KDUPRQLF=812UXQ
,, 'LVFKDUJHV
7KH IROORZLQJ WLPH VHULHV RI GLVFKDUJH DUH DYDLODEOH IRU
5XSHO'HQGHU WULEXWDULHV RI WKH 6FKHOGW DQG 6FKHOGW /HLH
%RYHQVFKHOGH
 PRQWKVZLWKUHSUHVHQWDWLYH0D\±-XQHPRQWKDQG
VXPPHUPRQWKIRUDQG)LJXUH
 GD\VZLWKVWRUPHYHQWVIRUWKHUHWXUQSHULRG7IRU
DQG)LJXUH
 GD\VZLWKVWRUPHYHQWVIRUWKHUHWXUQSHULRG7IRU
DQG)LJXUH

,9 6&(1$5,26
$ 1RUPDOGLVFKDUJHVFHQDULR
'RZQVWUHDPERXQGDU\RIWKHµQRUPDOGLVFKDUJH¶VFHQDULRLV
DKDUPRQLFERXQGDU\ZLWKRXWVWRUPVXUJH8SVWUHDPERXQGDU\
LV D V\QWKHWLF GLVFKDUJH ERXQGDU\ FRQWDLQLQJ HYHQWV ZLWK D
UHWXUQSHULRGHTXDOWRRUVPDOOHUWKDQ\HDU
7KHVLPXODWLRQSHULRGLVPRQWKV
 PRQWKV WLPH VHULHV RI WKH KDUPRQLF WLGH ZLWKRXW VWRUP
VXUJHLVXVHGDVWKHGRZQVWUHDPERXQGDU\FRQGLWLRQPRQWKV
GLVFKDUJH WLPH VHULHV DUH XVHG DV WKH XSVWUHDP ERXQGDU\
FRQGLWLRQV
7KHPD[LPXPGLVFKDUJHRI'HQGHUWKHVHFRQGSHDNLQWKH
WLPHVHULHV)LJXUHLVH[SHFWHGKRXUVDIWHUWKHPD[LPXP
KLJKZDWHUDW9OLVVLQJHQ,0'&SHUVFRPP7KHPD[LPXP
KLJKZDWHULVVHOHFWHGEDVHGRQWKHDQDO\VLVRI\HDUKDUPRQLF
WLPH VHULHV IRU  DQG  UHVSHFWLYHO\ 7KH UHVXOWLQJ
FRPELQDWLRQRIZDWHUOHYHODQGGLVFKDUJHLVSUHVHQWHGLQ)LJXUH
IRUWKH\HDU$VLPLODUDQDO\VLVZDVGRQHIRU
'LIIHUHQW VSULQJQHDS F\FOHV DUH REVHUYHG GXULQJ WKH
VHOHFWHG  PRQWKV 7KHUHIRUH VRPH RI WKHVH WLGHV UHSUHVHQW
DYHUDJHDVWURQRPLFDOWLGH

)LJXUH6\QWKHWLFGLVFKDUJHWLPHVHULHVIRUPRQWKVIRU

)LJXUH'LVFKDUJHZLWKUHWXUQSHULRG7IRU

)LJXUH'LVFKDUJHZLWKUHWXUQSHULRG7IRU

7KHVHOHFWHGSHULRGVIRUWKHDQDO\VLVDUH
 IURP   WR   IRU WKH
FXUUHQWVWDWHUXQ
 IURP   WR   IRU WKH
UXQIRU7KUHHGD\VZLOOEHDGGHGWRWKHVHSHULRGVIRUWKH
VSLQXSRIWKHPRGHO
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

)LJXUH&RPELQDWLRQRIWKHWLPHVHULHVIRUIRUµQRUPDOGLVFKDUJH¶
VFHQDULR
% (YHQWVGLVFKDUJHVFHQDULR
7KH GRZQVWUHDP ERXQGDU\ LV D KDUPRQLF VLJQDO SOXV D
VWRUPVXUJHVLJQDO7KHW\SLFDOVWRUPVXUJHZDVGHWHUPLQHGLQ
DVWDWLVWLFDOZD\LQ>@DQGLVSUHVHQWHGLQ)LJXUH
7KH XSVWUHDP ERXQGDU\ LV D GLVFKDUJH WLPH VHULHV WKDW
FRQWDLQGLVFKDUJHHYHQWVZLWKUHWXUQSHULRGVRI\HDUDQG
\HDU
7KH VLPXODWLRQ SHULRG LV  ZHHNV RU D IHZ GD\V ORQJHU
GHSHQGLQJ RQ WKH FRPELQDWLRQ RI WKH ERXQGDU\ FRQGLWLRQV
XSVWUHDPDQGGRZQVWUHDP
, 'RZQVWUHDPERXQGDU\FRQGLWLRQ
7KH ZDWHU OHYHO DW 9OLVVLQJHQ FDOFXODWHG LQ WKH KDUPRQLF
=812UXQLVDQDO\]HGIRUWKHHQWLUH\HDUDQGDQG
WKHPD[LPXPKLJKZDWHULVIRXQG
7KH SHDN RI HDFK VWRUP VXUJH 7 7 7 VKRXOG
FRLQFLGH ZLWK KLJK ZDWHU FRQVHUYDWLYH DSSURDFK 7KH WLPH
VHULHV RI WKH7 VXUJH LV VKLIWHG VR WKDW WKHSHDNRI7 VXUJH
FRLQFLGHV ZLWK WKH KLJKHVW KLJK ZDWHU DW 9OLVVLQJHQ
  IRU WKH FXUUHQW VWDWH UXQ  
IRU  UXQ7KH VDPH VXUJH WLPH VHULHV DUH XVHG IRU 
DQG
7KHWLPHVHULHVRIWKHVXUJHVZLWKUHWXUQSHULRGV7DQG
7DUHPDGHWRFRLQFLGHZLWKKLJKZDWHUVWRR7KHVXUJHVDUH
FRPELQHGVRWKDWWKHUHDUHDERXWGD\VEHWZHHQWKHLUSHDNV
)LJXUH  7R GHFUHDVH WKH VLPXODWLRQ SHULRG ZH OHW VXUJHV
RYHUODS IRU D OLPLWHG WLPH :KHQ WKH\ RYHUODS WKH KLJKHVW
VXUJH LV WDNHQ IRU WKH FDOFXODWLRQ 7KH VXUJH VLJQDO ZLOO EH
DGGHG WR WKH KDUPRQLF ZDWHU OHYHOV WR JHW WKH GRZQVWUHDP
ERXQGDU\FRQGLWLRQRIWKH7HOHPDFPRGHO

,, 8SVWUHDPERXQGDU\FRQGLWLRQ
,Q WRWDO  GD\V RI GLVFKDUJH WLPH VHULHV DUH DYDLODEOH 
GD\VIRU7DQGGD\VIRU7UHWXUQSHULRGV
7KH PD[LPXP GLVFKDUJH DW 'HQGHU LV REVHUYHG  KRXUV
DIWHUWKHPD[LPXPVXUJHDW9OLVVLQJHQ7KHSHDNRIGLVFKDUJH
7 LV WKHUHIRUH SXW  KRXUV DIWHU WKH SHDN RI VXUJH 7 WKH
SHDNRIGLVFKDUJH7LVSXWKRXUVDIWHUWKHSHDNRIVXUJH
7


)LJXUH&RPELQDWLRQRIWKHWLPHVHULHVIRUIRUµHYHQWVGLVFKDUJH¶
VFHQDULR

:KHQ QR GDWD DUH DYDLODEOH EHWZHHQ GLVFKDUJHV 7 DQG
7 D FRQVWDQW DYHUDJH GLVFKDUJH LV XVHG XSVWUHDP 7R
GHFUHDVHWKHVLPXODWLRQSHULRGZHSXWWKHVXUJH7EHWZHHQ
VXUJHV7DQG7)LJXUH
,I WKH GRZQVWUHDP DQG XSVWUHDP ERXQGDU\ FRQGLWLRQV DUH
FRPELQHG LQ WKH ZD\ GHVFULEHG DERYH WKH IROORZLQJ SHULRGV
VKRXOGEHLQFOXGHGLQWKHDQDO\VLV
 IURPWR
 IURPWR
7KUHHGD\VZLOOEHDGGHGWRWKHVHSHULRGVIRUWKHVSLQXSRI
WKHPRGHO
& 7LGDOUDQJHVFHQDULRV
7KH PRGHO ZLOO EH XVHG WR HYDOXDWH WKH HIIHFW RI DQ
LQFUHDVHGDQGUHGXFHGWLGDODPSOLWXGHQHDU6FKHOOHDQGIXUWKHU
XSVWUHDPLQWKH8SSHU6HD6FKHOGW7KHLQFUHDVHDQGGHFUHDVH
RIWKHDPSOLWXGHZLOOEHHQIRUFHGE\FKDQJLQJWKHURXJKQHVVLQ
WKH :HVWHUQ 6FKHOGW %\ FKDQJLQJ WKH URXJKQHVV WKH WLGDO
SURSDJDWLRQ ZLOO EH LQIOXHQFHG ZLWKRXW VLPXODWLQJ VSHFLILF
PHDVXUHVLQWKHGRZQVWUHDPSDUWVRIWKHHVWXDU\HJFUHDWLQJ
DGGLWLRQDOIORRGLQJDUHDVGHHSHQLQJHWF>@
7LGDO UDQJH VFHQDULRV$$ DQG$ZLOO EHPRGHOHG ,Q
WKHVHVFHQDULRVWKHWLGDODPSOLWXGHDW6FKHOOHLVDQG
PUHVSHFWLYHO\7DEOH
$ QHFHVVDU\ FKDQJH RI WKH EHG URXJKQHVV LQ WKH:HVWHUQ
6FKHOGW LV IRXQG E\ WKH VHQVLWLYLW\ DQDO\VLV )LUVW DPRGHOHG
WLGHZLWKD WLGDO DPSOLWXGHRIPDW6FKHOOHZDV IRXQG LQ
WKHFDOLEUDWHGPRGHO UXQ$IWHUZDUGVDFRQVWDQWFKDQJHRI WKH
URXJKQHVVILHOGRIWKH:HVWHUQ6FKHOGWZDVDSSOLHGWKHDUHDLV
VKRZQLQ)LJXUH'LIIHUHQWYDOXHVRIWKHURXJKQHVVFRUUHFWLRQ
ZHUHWHVWHG)LJXUH
:KHQWKHEHGURXJKQHVVLVGHFUHDVHGE\PVWKH
WLGDODPSOLWXGHDW6FKHOOHLQFUHDVHVDQGEHFRPHVDERXWP
7KHLQFUHDVHRIWKHURXJKQHVVILHOGE\PVUHVXOWVLQ
WKHWLGDODPSOLWXGHRIDERXWPDW6FKHOOH


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6FHQDULR 7LGDODPSOLWXGHDW6FKHOOHP
$ 
$ FXUUHQWWLGDOUDQJH
$ 


)LJXUH%HGURXJKQHVVILHOGRIWKH6FDOGLVPRGHOWKHSRO\JRQLQGLFDWHVWKH
DUHDZKHUHWKHEHGURXJKQHVVLVDGDSWHG

)LJXUH3ORWRIWKHWLGDODPSOLWXGHDW6FKHOOHYVURXJKQHVVFRUUHFWLRQ
' 6HDOHYHOULVHVFHQDULRV
7KHVHD OHYHO ULVH VFHQDULRV LQ WKLV VWXG\DUHEDVHGRQ WKH
.10,FOLPDWHVFHQDULRVIRUWKH1HWKHUODQGV>@7KHIROORZLQJ
UXQVZLOOEHPRGHOHGIRU
WKH³ORZ´VFHQDULR&/FPLQ
WKH³KLJK´VFHQDULR&+FPLQ
7KHGRZQVWUHDPERXQGDU\FRQGLWLRQVIRU\HDUZLOOEH
LQFUHDVHGZLWKWKHVHYDOXHV
7KHWLGDOUDQJHVFHQDULR$ZLOOEHFRPELQHGZLWKWKHVHD
OHYHO ULVH &+7KH WLGDO UDQJH VFHQDULR$ ZLOO EH FRPELQHG
ZLWK WKH VHD OHYHO ULVH &/ 0RUH LQIRUPDWLRQ DERXW WKH
VFHQDULRVLVJLYHQLQ>@
9 &21&/86,216
7KLV SDSHU GHVFULEHV PHWKRGRORJ\ XVHG IRU WKH VFHQDULR
DQDO\VLV IRU WKH \HDU  ZLWK WKH VWDWLVWLFDO V\QWKHWLF
ERXQGDU\FRQGLWLRQV
7KH PRGHO LV GHYHORSHG DQG FDOLEUDWHG IRU  LQ WKH
7(/(0$&'VRIWZDUH$IWHUZDUGVLWLVDGDSWHGIRUWKH\HDU
 WR DQDO\VH WKH HIIHFWV RI VHYHUDO VFHQDULRV RQ WKH
K\GURG\QDPLFVVHGLPHQWWUDQVSRUWDQGHFRORJ\7KHH[SHFWHG
XQWLOFKDQJHVLQWKHEDWK\PHWU\DUHLPSOHPHQWHGLQWKH
PRGHO
)RU WKHHFRWRSHPDSSLQJ LW LVQHFHVVDU\ WRFDOFXODWHZDWHU
OHYHOIUHTXHQFLHVEDVHGRQDIXOO\HDU7ROLPLW WKHFDOFXODWLRQ
WLPHWZRVKRUWHUSHULRGVµQRUPDOGLVFKDUJH¶41DQGµHYHQWV
GLVFKDUJH¶ 4( UXQVZLWK V\QWKHWLF ERXQGDU\ FRQGLWLRQV DUH
VLPXODWHGLQVWHDGRIUXQQLQJWKHPRGHOIRUWKHHQWLUH\HDU
7KHRXWSXWRIWKH41DQG4(UXQVLVFRPELQHGWRSURGXFH
WKHWLPHVHULHVIRUHDFKSRLQWIRUDSHULRG414(ZKLFK
UHSUHVHQWV RQH \HDU 7KHVH WLPH VHULHV DUH XVHG WR FDOFXODWH
SHUFHQWLOHV RI ZDWHU OHYHOV WLGDO DPSOLWXGHV PD[LPXP DQG
DYHUDJHIORRGDQGHEEYHORFLWLHVEHGVKHDUVWUHVVHWFZKLFK
ZLOOEHXVHGIRUWKHHFRORJLFDODQDO\VLV

5()(5(1&(6
>@ ,0'&,1%28$:/0RGHOOLQJLQVWUXPHQWVIRU,QWHJUDWHG3ODQ
8SSHU6HD6FKHOGW,12''3
>@ 6PROGHUV 6 /HUR\$ 7HOHV 0-0D[LPRYD 7 9DQOHGH - 
&XOYHUWVPRGHOOLQJLQ7(/(0$&'DQG7(/(0$&'3URFHHGLQJV
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Abstract—This paper is a continuation of "Distributive advec-
tion schemes and dry zones, new solutions", published in 2015,
and "Ongoing research on advection schemes", published in 2014
in this series of proceedings (References [12] and [13]). The
2015 publication described an adaptation of distributive schemes
called the LIPS scheme (Locally Implicit Psi Scheme). The use
of a local implicitation coped with dry zones. The drawback was
a number of linear systems to solve. We present here another
solution inspired from the iterative process of the NERD scheme
(Reference [8]). The new method loops on triangles while the
NERD scheme looped on segments. The rotating cone test shows
that the new method is better than the LIPS scheme, much less
sensitive to the Courant number, and faster since it does not solve
linear systems. A test case is presented, with bridge piers and an
island treated as a dry zone. It shows the ability of the method
in such situations: the maximum principle is strictly obeyed and
mass conservation is obtained at machine accuracy.
I. INTRODUCTION
Mass conservation, maximum principle and stability on
dry zones are now fairly well handled in the Telemac sys-
tem (see the Telemac release notes from 2007 to 2013
given in references, which can be found on the website
www.opentelemac.org). Consequently minimising the numer-
ical diffusion has now become the new cutting edge where
progresses improve the quality of studies. For example the
release of pollutants in rivers, the stability of stratifications,
and the numerical simulation of non-linear waves are highly
dependent on the quality of advection schemes, on their space
and time orders.
In the 2014 Telemac User Club several improvements were
presented (References [12]). In finite volumes the HLLC
scheme (Reference [6]), with first and second order, was
implemented. In finite elements, the classical N and PSI dis-
tributive schemes could be improved by adding the derivative
in time in the upwinding process. It was done in a predictor-
corrector procedure, after a publication by Mario Ricchiuto
(Reference [11]). The predictor gives an approximation of the
derivative in time of the tracer, which is then used in the
corrector step.
Three test cases were presented: a pollutant plume in a
steady state river, the transport of a stain, and the rotating
cone. The height of the cone after one rotation, which should
theoretically be 1, was 0.21 for the classical PSI scheme, 0.47
for the HLLC second order scheme, and 0.53 for the new
predictor-corrector PSI scheme.
In 2015 a new criterion for proving monotony was coined,
which allowed to perform as many correction steps as wanted,
with a predictor which is just maintained within a given range
and is not even subjected to mass conservation (Reference
[13]). With 4 extra correction steps the rotating cone dramati-
cally grows from 0.53 to 0.75. A second order in time version
of the predictor-corrector was also developed, in accordance
with References [1] and [11].
Then, to cope with dry zones, a locally implicit predictor-
corrector scheme was designed, with high implicitation only in
the dry zones. This new scheme allows to choose an arbitrary
time-step, and the rotating cone height after one rotation raised
to 0.79. This scheme was called LIPS (Locally Implicit Psi
Scheme).
In 2016 the stability criterion was changed in the LIPS
scheme, raising the cone height after one rotation to 0.84.
However the drawback of the LIPS scheme is that a number
(at least one) of linear systems must be solved. More recently
a new scheme was designed, that combines the idea of the
NERD scheme and all the ideas developed during Sara Pavan’s
PhD (Reference [14]). This new scheme is called ERIA,
acronym of Element by element Residual distributive Iterative
Advection scheme). Eria is also a genus of asiatic orchids.
The NERD scheme was a succession of iterations on all
the segments.The new scheme is a succession of iterations
on all the triangles, advection being solved locally with the
new predictor-corrector and corrections already presented.
The advantage is that a PSI scheme can be applied locally,
while with the NERD scheme only the N scheme could be
used. The ERIA scheme appears to be better and faster than
LIPS, and less sensitive to Courant number. It requires no
solution of linear system. The cone height after one rotation
is 0.46 without correction and 0.75 with 4 corrections, with a
symmetry seemingly better preserved than previous schemes.
If tuned with sub-iterations, the cone heigth can even be higher
than 0.86.
We shall now give detailed explanations on the new ERIA
scheme and show the first results.
II. THE ERIA SCHEME
The NERD scheme is based on fluxes between points given
by the N scheme. As the NERD scheme basically works on
isolated segments, there is no way to use the PSI scheme
concept, which involves a minima three points. We show here
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the possibility of a triangle-based iterative scheme. It consists
in treating independently every triangle with its own local
fluxes, the quantities of water and tracers carried by points
being shared between triangles according to rules that will be
detailed. The local fluxes are limited to ensure the positivity
of the water mass locally carried by the points. This is done
by provisionnally reducing the local fluxes. The part of the
initial fluxes which is left-over is kept for the next iteration.
The iterations are stopped exactly like in the NERD scheme,
when all the fluxes have been transfered, or when a maximum
of iterations is reached.
After one iteration the quantities carried by points are
assembled, so that a new depth and a new value of tracer
can be computed. This keeps the positivity of depth and the
monotony of tracers if it has been ensured locally on every
triangle. Hereafter we thus only study the problem on a single
triangle, with limited fluxes that will not cause negative depths
and will ensure stability. Boundaries and sources are treated
before (if bringing water) and after (if removing water) the
transfer of internal fluxes, exactly like with the NERD scheme,
and so are not taken into account here.
A. Predictor step
In the predictor step at element level, we will have initial
quantities of water dedicated to every point, denoted volp(i)
("vol" for volume and "p" for predictor). Classical distributive
schemes choose simply:
volp(i) =
ST hni
3
(1)
where ST is the area of the triangle and hni is the initial depth
of point i, so that the sum of all volumes locally given to
point i is the total quantity of water carried by this point, i.e.
Si hni , where Si is the integral of the test function of i, also
the area associated to this point. We keep this constraint here
but the distribution is different. When dealing with an element
we want to get final local volumes denoted V n+1i local such that:
V n+1i local = volp(i)−Δt

j in t
Φij ≥ 0 (2)
where volp(i) is our initial volume that remains to be defined.
The fluxes Φij are the local fluxes Φij (from i to j) given by
the N scheme, but limited in a way that will also be defined
later. The bar thus means "limited". The notation

j in t
means a sum on the two other points of the triangle t that
contains i. This can also be written in terms of depth, but if
we start from the initial depths and if we transfer all the fluxes
of one element it will give a local depth hn+1i local that may be
different, for the same point, in another element. Namely we
have:
V n+1i local =
ST h
n+1
i local
3
=
ST hni
3
−Δt

j in t
Φij ≥ 0 (3)
The initial volumes volp(i) are chosen following an offer
and demand principle, so as to minimise the further reduction
of fluxes. Let us first imagine that a classical local volume
SThni /3 has been a priori given to point i in a triangle.
Sometimes this local volume will not be large enough to keep
the depth positive (without reducing the fluxes). Sometimes it
will be largely enough, e.g. points that will receive water in
the triangle could even be given no initial volume. Namely
when point i in an element is such that:
ST hni
3
−Δt

j in t
max(Φij , 0) ≥ 0 (4)
it can give this positive quantity to its alter ego in other
elements and keep a positive final local depth hn+1i local. On
the contrary in elements where i is such that:
ST hni
3
−Δt

j in t
max(Φij , 0) < 0 (5)
it is in need of the opposite of this negative quantity. We can
thus compute a total demand td(i) and a total offer to(i) for
every point, by summing on all the neighbouring elements,
introducing the notation

t i meaning a sum on all triangles
t containing a point i:
to(i) =

t i
max
⎛
⎝ST h
n
i
3
−Δt

j in t
max(Φij , 0), 0
⎞
⎠
=

t i
max
⎛
⎝ST h
n+1
i local
3
+Δt

j in t
min(Φij , 0), 0
⎞
⎠ (6)
td(i) = −

t i
min
⎛
⎝ST h
n
i
3
−Δt

j in t
max(Φij , 0), 0
⎞
⎠
= −

t i
min
⎛
⎝ST h
n+1
i local
3
+Δt

j in t
min(Φij , 0), 0
⎞
⎠ (7)
We can then choose for each occurence of i the initial
volume that it will get, reasoned as a correction of the a priori
initial value ST hni /3:
In elements where i is "donnor":
volp(i) =
ST hni
3
−
⎛
⎝ST h
n
i
3
−Δt

j in t
max(Φij , 0)
⎞
⎠ ∗ td(i)
max(td(i), to(i))
(8)
In elements where i is "receiver":
volp(i) =
ST hni
3
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−
⎛
⎝ST h
n
i
3
−Δt

j in t
max(Φij , 0)
⎞
⎠ ∗ to(i)
max(td(i), to(i))
(9)
The formulas ensure that all that is given is received. If
demand exceeds offer, all donnors will give what they have to
give and it will be shared between receivers, if offer exceeds
demand, all receivers will get what they need and the donnors
will give only what is necessary.
We have thus optimally distributed the water between trian-
gles, but this is not enough to avoid negative depths and this
is why we now limit the fluxes. We now want that the limited
fluxes are such that:
volp(i)−Δt

j in t
max(Φij , 0) ≥ 0 (10)
So we define β(i) such that, if:
Δt

j in t
max(Φij , 0) > volp(i) (11)
we have:
β(i) = volp(i)Δtj in tmax(Φij , 0)
(12)
and for all fluxes that leave point i:
Φij = min(β(i),β(j))Φij (13)
A key point in the procedure is the fact that the fluxes Φij
are N or PSI fluxes. It means that in a triangle one of them at
least is 0, and that the two others are either converging to a
single point (1-target case) or leaving a single point (2-target
case). All fluxes leaving a point have thus the same sign, so
reducing them independently will reduce the total flux leaving
the point. It would not be the case with fluxes of different signs.
In the case of N or PSI fluxes it is easy also to understand
that in min(β(i),β(j)) one of the β will be equal to 1 if
Φij is not 0 (because a point only gives or only receives, and
a point that receives water has β = 1), so our reduction is
the minimum that can be done. Choosing a constant reduction
within a triangle would slow down a lot the process, with
situations where a dry point could be able to stop the flux
between the two other possibly wet points.
Compared to the other distributive schemes, here the new
volume volp(i) replaces ST hni /3 in the formulas, e.g. the
predictor will locally become:
ST h
n+1
i local
3
Cn+1i local = volp(i)C
n
i
−Δt

j in t
min(Φij , 0)Cnj −Δt

j in t
max(Φij , 0)Cni (14)
where Cni is the original concentration of tracer for point
i, Cn+1i local is the final local concentration of the same point
(i.e.obtained without communicating with other elements), and
hn+1i local is the final local depth of point i, defined by Equation
3.
The predictor equation can be rearranged in the form:
ST h
n+1
i local
3
Cn+1i local =
ST h
n+1
i local
3
Cni
−Δt

j in t
min(Φij , 0)

Cnj − Cni

(15)
To get the real equation actually solved at predictor level, we
still need to add the PSI reduction, denoted with a backward
arrow. It is applied to the right-hand side, so that we now
write:
ST h
n+1
i local
3

Cn+1i local − Cni

=
−Δt
←−−−−−−−−−−−−−−−−−−−−
j in t
min(Φij , 0)

Cnj − Cni

(16)
We briefly recall here what is the PSI non linear reduction: if
a1, a2 and a3 are the quantities to be reduced, corresponding to
points 1, 2 and 3 in a triangle. We define the total contribution
in the triangle as:
atot = a1 + a2 + a3 (17)
The three original contributions are then modified by mul-
tiplication factors, with the effect that the sum is unchanged
(thus keeping the mass conservation) and that all contributions
have the sign of the total. For example if atot > 0 this is
obtained by replacing:
a1 with
max(a1, 0) atot
max(a1, 0) + max(a2, 0) + max(a3, 0)
a2 with
max(a2, 0) atot
max(a1, 0) + max(a2, 0) + max(a3, 0)
(18)
a3 with
max(a3, 0) atot
max(a1, 0) + max(a2, 0) + max(a3, 0)
Similar formulas with function min are used when atot < 0.
With triangles there exists a simpler equivalent consisting of
reduced fluxes Φpsiij (see e.g. Reference [3]), but it works only
with original N fluxes, not when derivatives in time are added,
and moreover the formulas given here easily extend to other
elements.
Equation 14 shows that monotony is given by the
positivity of the coefficient of Cni , which is volp(i) −
Δt

j in tmax(Φij , 0), or ST hn+1i local/3, and it is exactly
the condition 10 that we have secured with the reduction of
fluxes. This is also valid for Equation 16 where, compared to
Equation 14, the negative component in the coefficient of Cni
is reduced. It appears thus that the local positivity of volumes
is the only condition to stabilise a PSI scheme. Merging all
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local values, by weigh-averaging all occurences of a point in
its different triangles, will give a final mass conservative and
monotone result.
As we have limited the fluxes, we must do a book-keeping
of all fluxes that still must be transfered, and try to transfer
them in successive iterations. At the end of an iteration k,
the fluxes that have not been transfered, thus being kept for
iteration k + 1, are denoted Φk+1ij , they are:
Φk+1ij = Φkij − Φ
k
ij = (1−min(β(i),β(j)))Φkij (19)
Iterations are stopped when all the remaining fluxes are 0,
or small enough, or after a maximum number of iterations.
This will cause no problem if the fluxes finally transfered are
the same than the fluxes transfered for computing the new
depths with the continuity equation, what we have called the
"positive-depths" algorithm. However this algorithm was so far
based on a "segment by segment" transfer which is compatible
with the NERD scheme (and is in fact its main idea). If
we want the ERIA scheme to be fully compatible with the
algorithm doing the correction of depths to get positive values,
we must then change this algorithm and organise "triangle by
triangle" transfers of water, as described above. This raises no
additional difficulty, except that this new algorithm had to be
implemened and offered as a new option for the treatment of
negative depths (namely option 3, the NERD scheme requiring
option 2). NERD and ERIA are thus incompatible.
A first very promising result is that testing what has just
been said, by running only the predictor step without further
correction, the rotating cone height after 1 rotation is already
0.4603. This is to be compared with the 0.21 of the PSI scheme
and the 0.39 of the NERD scheme.
B. Corrector step
We now consider that the predictor step has given us,
on a given triangle, local values of the predictor, which we
denote C∗i local. When assembled, these local values will give
another monotone value C∗i global. To facilitate the explanations
we first study a basic solution that will be monotone but
with high numerical diffusion. We shall then present a more
complicated version with a very low numerical diffusion.
The key difference between them is the value considered for
computing the derivative in time.
1) Basic solution: We take here the local value of the depth
for the derivative in time introduced in the corrector right-
hand side, i.e. the value obtained after a local transfer of
fluxes, without considering the other triangles. We thus write
the corrector in the form:
ST h
n+1
i local
3
Cn+1i local =
ST h
n+1
i local
3
(C∗i − Cni )
+
ST hni
3
Cni −Δt

j in t
ΦijCni (20)
+
←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ST h
n+1
i local
3
(Cni − C∗i ) +Δt

j in t
min(Φij , 0)

Cni − Cnj

It is nothing else than a PSI scheme with in the right-hand
side the estimated derivative first added (immediately after the
sign =), then removed in PSI reduced form (first term under
the backward arrow). It simplifies into:
ST h
n+1
i local
3
Cn+1i local =
ST h
n+1
i local
3
C∗i
+
←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ST h
n+1
i local
3
(Cni − C∗i ) +Δt

j in t
min(Φij , 0)

Cni − Cnj

(21)
The monotony condition can be enforced locally by impos-
ing that the coeffcient of Cni is positive:
ST h
n+1
i local
3
+Δt

j in t
min(Φij , 0) ≥ 0 (22)
This is, if we look at our definition of hn+1i local, strictly
equivalent to Condition 10. We have thus derived a viable
scheme, but unfortunately its numerical diffusion is too high,
probably because the local depth is too far from the actual
final depth, so upwinding is not well done locally. The results
with the rotating cone are the following:
TABLE I: basic solution, effect of corrections on numerical
diffusion.
corrections 0 1 2 3 4 5
cone height 0.46 0.30 0.32 0.33 0.34 0.34
The performance is downgraded by the corrections, this is
thus very disappointing.
2) A better solution: In the previous solution, instead of
choosing a local volume ST hn+1i local/3, we would prefer taking
ST h
n+1
i /3, i.e. choosing a volume corresponding to the
real final depth of point i, but this would lead to monotony
problems (this is well exemplified by the rotating cone test
case which crashes). What freedom do we have to choose the
local volumes? Actually, any kind of volume volc(i) (c added
for "corrector") would not spoil mass conservation as soon as
we have:

t  i
volc(i) = Si hn+1i (23)
at the condition that we write the corrector as:
volc(i)

Cn+1i local − C∗i

=
←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
volc(i)(Cni − C∗i ) +Δt

j in t
min(Φij , 0)

Cni − Cnj

(24)
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i.e. that we use also volc(i) for the derivative in time in the
right-hand side. As a matter of fact the sum over all triangles
around i will then give:
Si h
n+1
i C
n+1
i = Si h
n+1
i C
∗
i +

t  i
←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
volc(i)(Cni − C∗i ) +Δt

j in t
min(Φij , 0)

Cni − Cnj

(25)
where we see that volc(i) just replaces the classical
ST h
n+1
i /3 in the right-hand side. Only the distribution of
volumes locally reduced has an influence on the global result.
At this level it is interesting to look at the proof of monotony of
our previous explicit predictor-corrector, if we exclude sources
and boundary terms. It was:
Sih
n+1
i C
n+1
i = Sih
n+1
i C
∗
i +
fiSih
n+1
i (C
n
i − C∗i ) +Δt

j
μj min(Φij , 0)

Cni − Cnj

(26)
fi and μj being coefficients in the range [0,1], due to the
PSI reduction in various triangles. We have here a very similar
problem, but with a fundamental advantage on our side: at
element level the PSI reduction represented by the backward
arrow would give fi = μj , which fortunately avoids a stricter
stability condition. The only problem is, as usual, the positivity
of the coefficient of Cni , which is locally, before reduction:
volc(i) +Δt

j in t
min(Φij , 0) (27)
The PSI reduction, which is actually a multiplication by a
number in the range [0,1], will not change the sign. We thus
only need to ensure that:
volc(i) +Δt

j in t
min(Φij , 0) ≥ 0 (28)
Condition 28 is close to Condition 10. A striking remark
is that the classical predictor-corrector approach would have
introduced here a combination of both conditions in the form:
volc(i)−Δt

j in t
max(Φij , 0) +Δt

j in t
min(Φij , 0) ≥ 0
(29)
It is also:
volc(i)−Δt

j in t
abs(Φij) ≥ 0 (30)
We are here less restrictive and it will bring a better
behaviour of the scheme for high Courant numbers. We have
seen that choosing volc(i) = ST hn+1i local/3 for the derivative
in time leads to monotony but behaves poorly. We would like
to have instead volc(i) = ST hn+1i /3 but it is potentially
unstable. Can we mix both solutions? We can again organise
exchanges between triangles. When hn+1i local < h
n+1
i the point
i needs an extra volume ST

hn+1i − hn+1i local

/3 to get the
correct derivative in time, without spoiling the local monotony.
When hn+1i local > h
n+1
i this is not so obvious, we can only, to
avoid negative volumes, go down to a minimum value hn+1i min
such that:
ST h
n+1
i min
3
= −Δt

j in t
min(Φij , 0) (31)
That is to say we can only give a volume
ST

hn+1i local − hn+1i min

/3. We have thus for every point
again a total offer and a total demand, but with different
definition, thus denoted toc(i) and tdc(i) (again c added for
"corrector"). If the total offer toc(i) exceeds the total demand
tdc(i) we can revert to choosing ST hn+1i /3 everywhere. If
not we can share the available extra quantity. The strategy is
summarised by using for every point the volume volc(i):
volc(i) =
ST h
n+1
i local
3
+
ST max

hn+1i − hn+1i local, 0

3
min(toc(i), tdc(i))
tdc(i)
(32)
The total demand is:
tdc(i) =

T i
max

STh
n+1
i
3
− STh
n+1
i local
3
, 0

(33)
The total offer is:
toc(i) =

T i
ST

hn+1i local − hn+1i min

3
=

T i
⎡
⎣STh
n+1
i local
3
+Δt

j in t
min(Φij , 0)
⎤
⎦ ≥ 0 (34)
This solution leads to the following results with the rotating
cone:
TABLE II: final solution, effect of corrections on numerical
diffusion.
corrections 0 1 2 3 4 5
cone height 0.460 0.698 0.738 0.748 0.752 0.753
The shape of the cone is well preserved (see Figure 1). We
have a regular convergence, tested up to 12 corrections, where
we have a height of 0.756.
Using the PSI fluxes or the N fluxes in the computation
of the offer to(i) in the predictor step does not make any
difference, so it is simpler to keep the N fluxes.
By construction, the scheme is sensitive to the time step
(like NERD and LIPS, but unlike other distributive schemes
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which organise their own time stepping). Table III compares
NERD, ERIA and LIPS at various time steps on the rotating
cone test. DT is the basic time step that does a rotation in
32 steps. It is not a convergence study, since the mesh size
is unchanged, we only test here the effect of the Courant
number. The error given is the square of the Euclidian norm
of the difference between the original cone and its value after
one rotation. This parameter is interesting, though difficult to
interpret because it mixes two kinds of errors: the amplitude
error and the phase error. All the tests are done with a fixed
number of 5 corrections. The table shows however that NERD
and ERIA are at their best with larger Courant numbers.
TABLE III: effect of time step on numerical diffusion and
error.
time step DT DT/2 D/4 DT/6
NERD cone height 0.39 0.34 0.29 0.23
NERD error 10.05 11.47 13.68 16.94
ERIA cone height 0.75 0.78 0.80 0.86
ERIA error 1.01 1.08 2.34 4.50
LIPS cone height 0.10 0.15 0.32 0.64
LIPS error 26.64 23.31 15.18 5.16
time step DT/7 DT/8 DT/16 DT/32
NERD cone height 0.21 0.21 0.18 0.17
NERD error 17.82 18.41 20.06 2.72
ERIA cone height 0.87 0.85 0.81 0.74
ERIA error 4.75 4.03 1.76 1.31
LIPS cone height 0.76 0.82 0.82 0.74
LIPS error 4.22 4.70 2.31 1.36
The surprise is that the ERIA scheme is amazingly not
very sensitive to the Courant number. There is however an
optimum, with an impressive maximum height of 0.87, which
corresponds to a Courant number of about 1, though the shape
should also be discussed and compared, as it is not better
(see Figure 2), and paradoxically coincides with the worst
error. Figure 1 corresponds to DT, the fist column in the
table. This large time step gives for ERIA, as for NERD, the
minimum error. In the same conditions LIPS gives a poor
cone height of 0.10 and the maximum error. The reason is
that for high Courant numbers the LIPS scheme reacts by
increasing implicitation, and the implicit part of LIPS is done
without PSI reduction, as this would introduce non-linearity
in the (otherwise linear) system. The two other schemes are
on the contrary always explicit, at the cost of a few successive
iterations to transmit all the fluxes.
III. A TEST CASE WITH DRY ZONES
The test case of a flow around bridge piers, in the Telemac-
2D portfolio of examples, has been chosen, but the bottom has
been modified so that a part of the domain is dry, thus forming
an island. To achieve this, a disc of radius 4 m has been carved
out around the point of coordinates (6,0), by setting the bottom
elevation at 5 m instead of 0. In Figures 3 and 4 the tracer on
Fig. 1. Rotating cone test. Cone after one rotation, with ERIA scheme, 5
corrections. One rotation in 32 steps (DT).
Fig. 2. Rotating cone test. Cone after one rotation, with ERIA scheme, 5
corrections. One rotation in 224 steps (DT/7).
the island has been artificially set to 0 after the computation,
to visualise the island. Otherwise the values are between 1
and 2, according to the initial and boundary conditions. The
island contour is uneven due to the mesh roughness. Being a
steady state, this case is not really meant for the predictor-
corrector approach since the derivative in time is about 0, but
we show the ability to cope with dry areas. With no correction
the new ERIA scheme appears again to perform better than
LIPS, as regards the numerical diffusion (see the extent of the
yellow level, which represents values between 1.6 and 1.7).
With smaller time steps they tend to give closer results (not
shown here). The loss of mass at the end of the 200 steps of
0.4 s is 0.45 10−12 for ERIA and 0.1 10−8 for LIPS (tracers
without unit). It is due to the fact that ERIA only depends on
machine accuracy while LIPS depends on its solver accuracy.
The Malpasset dam break test case has also been tested and
behaves correctly.
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Fig. 3. Bridge pier test case with an island. Tracer with LIPS.
Fig. 4. Bridge pier test case with an island. Tracer with ERIA.
IV. CONCLUSION
The ERIA scheme takes advantage of two recent progresses
done in the field of distributive advection schemes, namely:
 The predictor-corrector approach, with iterations on cor-
rections if necessary.
 The idea of the NERD scheme applied to triangles, to get
an unconditional stability.
Moreover a new system of distribution of masses between
elements, done in a different way at predictor and corrector
levels, relaxes the stability condition.
The scheme has the following properties:
 Mass conservation
 Monotony
 Low numerical diffusion
 Ability to cope with dry zones
 Unconditional stability
 No linear system to solve
The low numerical diffusion is obtained by the optimised
distribution of available water when splitting the mesh into
isolated triangles for doing an iteration of the scheme. This
was the case also, in a lesser extent, with the NERD scheme.
This idea could actually as well be applied to the other
distributive schemes.
In the rotating cone test case the height of the cone after one
rotation can now be more than 4 times higher than what we
get with the classical PSI scheme. There is no extra problem
with domain decomposition parallelism. The sensitivity to the
Courant number has been much reduced, compared to the
LIPS scheme.
Is there still room for improvement? Why not? We know
that the weak form of the method of characteristics still gives
far better results on the rotating cone test (but fails to be
monotone and is not mass conservative, and so is discarded for
most applications). There is a number of technical weaknesses
or problems of the new scheme that could be examined and
are as many hints of possible improvements:
 The "upwind" of the derivative in time, which is consid-
ered the breakthrough that triggered the initial progress of
all distributive schemes, is actually not really an upwind,
just a PSI non linear limitation. A real upwind spoils so
far the stability proof and remains an open problem. This
is the case of all predictor-corrector distributive schemes.
 The ERIA scheme is only a first order scheme. The theory
of a second order form remains to be done, and attempts
to do so were to no avail so far. The difficulty, as always,
is the proof of stability. It is probable that a second
order form would require a stricter stability condition,
thus more limitation of the fluxes, thus more iterations.
 The extension to 3D will probably raise technical prob-
lems. We have heavily used in the derivation the fact that
the N scheme leads only to a 1-target and a 2-target case.
It is certainly not the case with prisms.
 The need to tune parameters such as the number of
corrections. It would be better to have an automatic
adaptation.
Anyway, a lot of interesting progresses have been done
recently in the field of distributive schemes, bringing a new ad-
vantage to unstructured meshes. These low-diffusion schemes
offer a lot of new possibilities to explore.
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Abstract— Nowadays, at the Federal Waterways Engineering
and Research Institute (BAW) the standard hydro-numerical
river model is a two dimensional, depth-averaged model with
relatively high horizontal resolution with one unique parameter
set being valid over the whole discharge range from low waters
to floods. However, in order to reduce the model dimensionality
(3D to 2D) a few factors need to be taken into account to offset
the information loss. In our approach using Nikuradse
roughness law the required singular, consistent set of
parameters can be only achieved when one uses the horizontal
eddy viscosity coefficient computed by the Elder approach. The
computed viscosity coefficients can get very high and lead to
unwanted consequences. In this context, it is often suggested to
switch to a vertically coarse discretised 3D-model which can be
almost as computationally efficient as a 2D-model but which is
closer to the physics and more credible when it comes to the
mathematical basis of the numerical model. In  this  study  we
do  the  recommended  step  and  have  a  look  at  the
consequences from the modeller’s point of view. We
investigate issues as computational costs, additional efforts
to the modeller, calibration properties, velocity distributions
and assess the advantages and disadvantages.
I. INTRODUTION
Nowadays, at the Federal Waterways Engineering and
Research Institute (BAW) the standard hydro-numerical river
model is a two dimensional, depth-averaged model with
relatively high horizontal resolution. It is due to the fact that
this sort of model provides a good balance between
simulation time and quality of results. However, in order to
reduce the model dimensionality (3D to 2D) a few factors
need to be taken into account to compensate for the
information loss. First of all, 2D-models cannot compute
neither vertical secondary flows and turbulence nor correct
velocity distribution in the entrance and the exit of a bend.
Significantly, the dispersion of the vertical velocity profile
needs to be taken into account. This becomes an important
issue when the model is to be calibrated over a whole
discharge range from low water levels to floods and for in-
stationary flow conditions as in morphological and flood
scenario applications. Furthermore, in trained rivers - such as
the German waterways - the hydraulic impact of 3D-
structures like groynes and parallel dams need to be
adequately represented with a single consistent set of
parameters. The whole discharge spectrum has to be taken
into account where the flow conditions in context of the
regulation structures change with rising water levels: from
emerged obstacles to barely submerged sills, showing critical
flow over their crest, to thoroughly submerged sills which
can be treated as additional form roughness to the flow.
These flow conditions lead to increased backwater as do the
momentum dispersion of the vertical velocity profile and
vertical turbulence. The 2D-model parameterises these
vertically induced losses by horizontal losses. Experience
shows that in our standard modelling approach using
Nikuradse roughness law the required singular, consistent set
of parameters can be only achieved when one uses the
horizontal eddy viscosity coefficient computed by the Elder
approach which combines turbulent losses and the effect of
momentum dispersion. The computed viscosity coefficients
can get very high and in certain combinations of geometrical
and flow conditions can then lead to distorted or wrong
velocity cross sections. Moreover, advanced horizontal
turbulence modelling becomes awkward.
In this context, it is often suggested to switch to a
vertically coarse discretised 3D-model which can be almost
as computationally efficient as a 2D-model but which is
closer to the physics and more credible when it comes to the
mathematical basis of the numerical model. Using the
Telemac suite allows a straightforward switch from 2D to 3D
using the same mesh and adding vertical layering.
Over the years, at BAW numerous 3D river models and
flume investigations also with other solvers, e.g. [1,2], were
set-up and successfully used in project work. One drawback
of these models is the computational effort which is needed,
even more so as river models get longer (> 25 km) and the
need for high resolution grows.
In this study we make the recommended step and have a
look at the consequences from the modeller’s point of view.
We will stay simple in the way the 3D-model is set-up and
look at computational cost, practical issues such as
calibration efforts and for differences in the results.
II. MODEL DESCRIPTION
A.  The 2D reference model
We have  chosen a  24  km long stretch  of  River  Rhine  as
study case. The 2D-Telemac [3] model is located between
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Fig. 1: Bottom elevation of the model area and grid structure
Xanten (Rhine kilometre (Rh-km) 825) and Emmerich (Rh-
km 849) in North Rhine-Westphalia, close to the Netherlands
border. This river section contains groynes, bends, flood
channel and many retention areas. The flood channel was
built between 2010 and 2015 and it is located in a bend
upstream Rees (Rh-km 834 – 838). It contains an opening
that allows ferry boat service between Rees and the village of
Niedermörmter.
The main channel is discretised with a mean resolution of
5 m in summing up to a total of 1.4 million elements. The
grid was divided in different areas according to its land uses
characteristics (river, groynes, arable land …) and its size.
Thus, the distribution of Nikuradse roughness coefficient ks
was realised in the model via 781 different zones.
TABLE I. NUMERICAL PARAMETERS OF THE 2D-TELEMAC MODEL
The model was calibrated by matching computed results
to water level references by adjusting Nikuradse roughness
coefficient ks. For calibration it is suitable to define identity
numbers for each roughness type and define the ks-values in
an external table. Having the most important impact on the
water level elevation, the ks-values of the river bed as well as
the values for the scour fillings occurring in the two up-
stream bends were modified from the lowest to the biggest
discharge in order to fit as best possible to the water level
measurements. For the rest of the roughness patches standard
values were chosen (see Table III). All of the main
parameters are reported in Table I. We have used 10 different
water level measurements which were taken between 2009
and 2015 and are all listed in Table II.
Some of the water level references are somewhat
outdated as they were taken before the flood channel was
opened  in  2015  (Q  =  1031  m³/s,  Q  =  2274  m³/s  and  Q  =
5469 m³/s). In order to finally validate the friction model the
flood channel was closed in the mesh and these three
discharge scenarios were simulated both with the current
model and the modified model with the closed flood channel.
TABLE II. DISCHARGES USED FOR THE 2D-MODEL SIMULATION
Discharges [m3/s]
Low water
1031* 1108 1526 1706
Mean water
1920 2009 2274* 3053
Flooding
4673 5469*
*: discharges used for 3D-simulations
The distribution of the most important ks-values over the
model domain after calibration is given in Table III.
TABLE III. KS VALUES FOR THE MODEL AREA
Zone type ks [m] Zone type ks [m]
River bed 0.02 -0.06 Arable land 0.35
Scour filling 0.025 – 0.15 Field 0.15
Bank 0.03 Wood 0.4
Groynes 0.5 Water body 0.05
Other areas 0.1
B. Extension to 3D
The 3D-Telemac [4] model uses the same horizontal base
mesh as the 2D-Telemac model described above. As the aim
of the study is to evaluate vertically coarse 3D-modelling and
not setting up a full 3D-modell, sigma layering with non-
uniform discretisation with three and five vertical levels
respectively was defined. All relevant numerical parameters
are given in Table IV. For this 3D-model, the aim was to
simulate three representative discharges (e.g. emerged and
submerged groynes) for this stretch of Rhine River.
TABLE IV. NUMERICAL PARAMETERS OF THE 3D-TELEMAC MODEL
No. total of elements Min./Max edge length [m]
1.4 Mio x 3 or 5 respectively 0,44/38,21
Turbulence Model Roughness Model
k-epsilon, mixing-length Nikuradse
Type of advection Time step [s]
14,5 2.0
Telemac Version Parallel Processes
v7p1, hydrostatic 140
A re-calibration of the 3D-model was needed and done
with the same water level references as used for the 2D-
model. Technically, in a 3D-model, ks is a boundary
condition. The chosen way of defining the ks-values via IDs
and tables is not available for the 3D-model. So, in order to
keep things simple for calibration, a uniform distribution of
ks was chosen. A ks-value of 0.04 m for the bottom was found
to give reasonable results and can be regarded as an averaged
No. total of elements Min./Max edge length [m]
1.4 Mio 0,44/38,21
Turbulence Model Roughness Model
Elder Nikuradse
Type of advection Time step [s]
14;5 1.0
Telemac Version Parallel Processes
V6p3 80
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value of the ks-distribution along the river bed defined in the
2D-model.
III. INVESTIGATIONS
Within  the  scope  of  the  study,  several  parameters  were
chosen and modified in order to compare the 2D- and 3D-
simulations. We have focused on the vertical and horizontal
turbulence model and the number of layers. Six scenarios
were analysed (Table V). Due to time limitations, other
vertical discretisation methods were not studied. Both models
are operated with stationary boundary conditions.
TABLE V. 3D-SCENARIOS
Turbulence model K-epsilon Isotropic
mixing length (vertical) + Smagoringsky
(horizontal)
mixing length (vertical) + constant
viscosity (horizontal) of 0.01 m²/s
Number of layers 3 log. distributed
5 log. distributed
We will focus on the additional effort for the modeller for
setting up a 3D-model, have a look at the computational
costs, we will look at the models’ behaviour with increasing
discharge in respect to computed water levels and look at the
velocity distribution.
IV. RESULTS
A. Additional effort for modeller for setting up a 3D-model
Although Telemac-2D and Telemac-3D are relatively
similar, the adjustment of the different parameters, data
management, modeller adaptation to a 3D-model and
simulation is an additional effort for modeller.
Furthermore, the 3D-result management is quite difficult:
first because of the amount of data and second because a pre-
treatment of the results is needed before any practical usage.
E.g. the 3D-result file needs to be sliced before analysing the
vertical distribution of the defined and/or computed
parameters is possible. An adequate and efficient processing
system is needed (e.g. Postel).
B. Computational Cost
Regarding the computational cost, we can consider two
different aspects for comparison: the computational time for
a given duration of simulation (here, we took 10 000 time
steps)  or  until  the  stationary  state  of  the  flow  was  reached.
Even though on average the 2D simulation time is
quantitatively less important than for 3D simulations, the
difference of duration to reach the steady state is not
significant. Table VIII offers a comparison of the
computational time. The 2D-model is about 3.75 times faster
than the “cheapest” 3D-model with three layers and the
mixing-length model combined with constant horizontal
viscosity. Adding the Smagorinsky turbulence model for
horizontal turbulence adds little to the computational effort.
As well known, the k-epsilon model costs much more
computational effort: it is 8.5 times slower than the 2D-
model, operated with Elder.
TABLE VI. COMPARISON OF THE COMPUTATIONAL TIME
AND STATIONARY REGIME ATTAIN TIME
Computational time
for 10 000 seconds
of simulation [min] per
processing unit
Time to attain
stationary regime [min]
2D-model 2,18 19,76
3 layers Q1031 Q2274 Q5469 Q1031 Q2274 Q5469
k-epsilon 17,47 17,18 18,51 127,53 77,31 155,48
mixing length,
Smagorinsky 9,03 9,47 11,1 67,73 52,09 69,57
mixing length,
constant viscosity 8,21 8,51 11,15 63,22 26,38 99,24
5 layers Q1031 Q2274 Q5469 Q1031 Q2274 Q5469
k-epsilonc 34,35 36,27 37,33 250,76 123,32 332,24
mixing
length,Smagorinsky
15,43 16,38 18,34 115,73 98,28 152,22
mixing length,
constant viscosity 13,48 14,59 17,17 103,80 72,95 169,98
C. Calibration over discharge spectrum with one
parameter set
As already claimed in the introduction, the standard
numerical two-dimensional river model set-up at BAW is
supposed to use one single set of parameters over the whole
discharge and flow condition spectrum. This also holds for
the 3D-simulations. In order to stay comparable within the
model variations, the ks-value of 0.04 m was not changed.
The restriction to one parameter set for all discharges has
caused some problems in the recalibration of water-levels. In
the case of the low and mean water discharges, the
differences between the model and the 2D reference are
small, even with the simpler ks-distribution used in 3D. Fig. 2
shows the water level differences between simulation and
measurements for all three discharges. In order to compare
with ease, we will stay in large scale and globality. But it is
evident that local modification of ks-coefficients is required
for better results and calibration. For low and mean flow, the
result for the 3D-model especially with k-epsilon and 3 layers
are slightly better or comparable to the 2D reference. k-
epsilon with 5 layers and the model operated with mixing-
length and Smagorinsky model give good results too. The
results for the combination of mixing-length and constant
viscosity model with 5 layers for low water (Fig. 2, above)
show water levels too high compared to the reference water
levels. The chosen horizontal viscosity of 0.01 m²/s is
obviously too high. The computed water levels for Q = 2274
m³/s (Fig. 2, middle) are on average above the 2D reference
water level with a peak at Rh-km 835 of 0.13 m. Lowest
water levels are computed by the model operated with k-
epsilon and 5 layers. For the flood event (Fig. 2, bottom) all
water levels computed by the 3D-models strongly
underestimate the water level of the 2D-simulation (0.25 m)
and reference water level (0.35 m).
 Partially these differences (∼0.05 m) result from the
absence of the flood channel during the measurements. The
rest is due to numerical reasons and cannot be improved
easily. From experience it is known that models run with k-
epsilon model usually are little sensitive to changes of ks-
values [3]. So in order to raise the computed water level by
0.30 m a very large ks-value would be needed and would
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Fig. 2: Water level difference between simulated and reference
water level for all of the 2D and 3D simulations
certainly lead to a massive overestimation of the water levels
for the other two discharges.
Models operating with mixing-length models  usually  are
more sensitive to this parameter but increasing the ks-values
would also lead to an overestimation of the water levels for
the other two discharges.
D. Lateral Velocity distribution
In order to look for differences in the lateral velocity
distribution of the models we extracted several cross-sections
from the result files (2D-depth-averaged for the 3D-
computations). Fig. 3 shows the scalar velocity in the cross
section Rh-km 832.2 for the 3 discharges simulated with 3
layers. It allows comparisons between the different
turbulence models in 3D-simulation with the 2D-model.
Some differences can be notified on the outer part of the right
bank and the river between 3D and 2D. The three turbulence
models calculate relatively similar velocities except in the
critical locations previously listed. Disparities come to 0.15
m/s at the left bank and 0.05 m/s in the bend.
Fig. 4 offers a comparison between the 2D-model, and
the Smagorinsky turbulence model with different numbers of
layers, 3 and 5. The selected cross section at Rh-km 838.1 is
located at the exit of the flood channel. The contrasts
between 3 and 5 layers are not significant. In fact, the
maximum difference between the two models is 0.01 m/s in
right and left bank and the river bend. Nevertheless, we can
notice a significant difference between 2D and 3D. First
of all, the peak of velocity in the bend is shifted by 50 m for
Q = 1031 m3/s (Fig. 4 a) and 100 m for Q = 5469 m³/s (Fig. 4
c). Moreover, in the channel exit we can observe a variation
of 0.1 to 0.3 m/s between the 2D and 3D simulations.
E. Velocity distribution in the entrance and exit of bends
In theory the lateral and longitudinal velocity distribution
in the entrance and exit of bends of depth-averaged 2D-
models differs from that of 3D-models. Especially at the exit
of the bend, where secondary flow is still fully developed it
takes some distance before the water body has switched back
to an “undisturbed” flow condition. Such a difference in
distribution of velocities can be significant when it comes to
the morphological and nautical assessment of river regulation
measures.
In  the  simulations  described  here  no  such  effect  was
clearly visible. There are differences but they are small and
cannot clearly be associated with this effect. Investigations at
BAW [5] on this matter showed little influence on the results
of transport modelling.
F. Velocity distribution in the vertical
When secondary flow occurs, the flow direction in the
upper parts of the water body differs from that of the lower
part. For transport, the bottom near flow direction is the
determining one. To see this effect it is enough to run
simulations with three layers. The effect is visible in both the
computationally cheaper mixing-length approach as  well  the
k-epsilon model.
V. DISCUSSION
To calibrate a river model with only one unique
parameter set for a large range of discharges means a harsh
restriction to the representation of the physics and the
modelling. In doing so, one can get along in 2D, using the
Elder approach, which combines turbulent losses and the
effect of momentum dispersion. All vertical losses are
transferred to the horizontal level, so, one often gets a good
result with an approach, that is nonphysical in this respect. A
roughness predictor like the van-Rijn predictor [6] can help
in getting correct water levels for very high discharges as it
adds roughness to account for the bed form hysteresis but can
bear disadvantages e.g. when it comes to investigating future
river training measures.
In 3D river models, the increasing losses which occur
with increasing discharge and which lead to backwater
effects can mostly be produced by the turbulence models.
This investigation showed that for parts of these losses
cannot be taken account for by the turbulence models used.
Again roughness predictors like the van-Rijn predictor [6]
might help as they increase roughness with increasing
discharges but very often, 3D river models are rather
insensitive to higher roughness coefficients, even more so
with high discharges. From other investigations [1] we
learned that switching to the non-hydrostatic version can also
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Fig. 3: Comparison of the computed scalar velocity along the
cross section Rh-km 832.2 for low flow (a) mean flow (b) high
flow (c) for the 3D simulation (3 layers, different turbulence
models) with the 2D simulation. A global view of the cross
section geometry is offered in plot d)
Fig. 4: Comparison of the computed scalar velocity along the
cross section Rh-km 838.1 for low flow (a) mean flow (b) high flow
(c) for the 3D simulation (Smagorinsky model, 3 and 5 layers) with
the 2D. A global view of the cross section geometry with the exit of
the flood channel is offered in plot d)
a)
b)
c)
d)
a)
b)
c)
d)
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lead to increased losses with increased discharges. If it also
works for very high discharges is still to be tested.
It is well known, that 3D-modelling increases the
computational time in relation to 2D-modelling depending on
the turbulence model and number of layers (in this study at
least 3.75 times more computational effort). On the other
hand it allows obtaining less artificial results. This type of
data is then useful for instance in the study of bed load
transport, as several horizontal layers allow vertical
variability of the velocity vector.
VI. CONCLUSION
The aim of this work was to explore if a vertically coarse
discretised 3D river model can be a substitute for a 2D-model
which’s “only” fault is its simplified model physics. The
investigation confirmed that even the 3D model with its
turbulence models as they are, cannot per se fulfil the
demand for a river model which can be operated with one set
of parameters over the whole discharge range. There seems
to be need for investigating formulations for river energy loss
modelling valid over the whole discharge range in order to
simplify the modellers life.
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Abstract—One of the most critical issues in the modelling of 
graded sediment transport is the vertical discretization of the 
bed into different layers and their interaction, particularly
between the active layer and active stratum. By applying the 
TELEMAC - SISYPHE system to study the influence of an open 
stone ramp on flood events of a river stretch in Germany we had 
often faced challenges related to unphysical simulation and 
numerical instability. To improve the sediment transport 
module SISYPHE concerning this matter, some parts of the 
FAST computer code (developed by KIT and TUM) are adapted 
into the TELEMAC environment. The present paper shows the 
fundamentals of a new layer subroutine and modifications 
required for the SISYPHE environment. Special treatments for 
nonerodible grid points are also presented. The calculated 
results of the developed model are compared with laboratory 
measurements conducted by Günter (1971) to analyse the 
behaviour of new implementation.
I. INTRODUCTION 
Modelling of graded sediment transport is quite a 
challenging task. The mixing of different soil layers with 
different sediment classes below the surface is not trivial. The 
module SISYPHE, part of the TELEMAC-MASCARET
modelling environment, includes an algorithm for this task -
the layer.f-subroutine. Applying this code to a fractionized 
sediment model some instabilities and errors are observed. 
Therefore, at the Chair of Hydraulic Research and Water 
Resources Management, Technical University of Munich 
(TUM) is a new version for SISYPHE implemented. The main 
idea is to adapt the layer.f and related subroutines based on the
FAST computer code, which has been developed at the 
Institute for Hydromechanics, University of Karlsruhe, 
Germany (KIT) and TUM. As usual for graded sediment 
transport models a so called size-fraction method is used, in 
which the bed is divided into different layers and size-
fractions, each characterised by a certain diameter and 
volumetric percentage of occurrence in the river bed. The 
effect of fractional sediment transport leads to an exchange of 
grains between the layers, and so a grain sorting process can 
be approached. A special treatment of nonerodible parts within 
a calculation domain comes up during the code development.
Nonerodible regions, like concrete walls, bridge piers or large 
stone settings are typical structures in river engineering cases.
In the present paper the structure for vertical layer 
discretization, fractional grain exchange within layers and 
nonerodible treatment is presented. Almost all variables in the 
new version remain the same as ones used before in the 
SISYPHE source code. The new approach is validated by 
modelling two of the well documented laboratory experiments 
performed in 1971 by Günter at the Laboratory of Hydraulics, 
Hydrology and Glaciology, Eidgenössischen Technischen 
Hochschule (ETH) Zürich, Switzerland [2]. Finally, brief 
remarks of the model application for a real case study are also
given.
II. SISYPHE
A. Background and theoretical aspects
The existing and the new codes are both based on the so-
called size-fraction method, where bed material is divided into 
a certain number of grain classes, which are different in size 
and percentage of occurrence. Furthermore, the bed is 
discretised in vertical direction into several layers. The first 
one is the active layer, which is directly exposed to the flow. 
Below this one are several subsurface layers, which are only 
in exchange with the surrounding layers. Due to evolution of 
the river bed, the thickness of the layers changes as well as the 
available percentages of each grain-class in each layer [4].
The bed-level change due to a fraction i is calculated from 
a mass-balance (1): ሺ1-pሻ ∂Zb,i∂t +׏Qb,iሬሬሬሬሬሬԦ=0 (1)
using p = porosity of the bed material; and Qb,ሬሬሬሬሬሬԦ = fractional 
bed load flux, determined by an empirical transport function. 
The total bed deformation is then determined in the following 
equation:
∂Zb
∂t =σ ∂Zb,i∂tNSICLAi=1 (2)
using NSICLA = number of all size classes [1].
B. River bed representation in the numerical model
In the TELEMAC-MASCARET modelling environment 
the calculation domain is represented by a grid consisting of 
nodes connected to unstructured triangular elements. To 
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perform a simulation it is necessary to provide initial 
conditions all over the domain for each node. For the 
morphologic simulation information about the bottom (e.g. the 
river bed level ZF and the rigid bed elevation ZR, with ZF ≥ 
ZR) is necessary. Furthermore, the initial composition of the 
river bed has to be specified by the number of vertical soil 
layers NOMBLAY, the number of grain size classes NSICLA, 
the availability of each class i within the layer k AVAILk,i, and 
the thickness of each layer ESk [4].
III. NEW IMPLEMENTATION
By applying the SISYPHE modelling environment from 
version v6p3 to a large, complex real river application in 
Germany some errors and numerical problems arouse. A 
common error message after several time steps was “Error in 
layer” and the simulation stopped. Using the newer release 
version v7p0 it was not even possible to start the simulations.
From the User-Forum of TELEMAC it seems that many users 
face these problems. In order to solve this issue, the layer 
concept from FAST was adapted and integrated into 
SISYPHE. In the following parts, another treatment of the 
interaction of the layers to each other and of a nonerodible part 
is presented. Furthermore, the existing bedload formula after 
Hunziker [3] is modified and the transport function after Wu
[5] is implemented in qsform.f subroutine. The new code was
initially developed for the version v6p3r2 of the TELEMAC-
SISYPHE system, but it is also integrated in the newer 
releases.
C. Treatment of nonerodible nodes
Modelling nonerodible parts in a calculation domain is a
quite common task in river engineering problems. The river 
bed is commonly very thick until bedrock is reached, however, 
in some locations (e.g. stone ramps, concrete walls at 
embankment structures or at weirs, etc.) the river bed is
nonmovable. In numerical models, a node is classified as 
nonerodible when the thickness of its layers is zero ESk = 0. 
However, it should be noted, that during the simulation period 
deposition can occur at these places and the deposited 
materials can be eroded depending on the local 
hydromorphological conditions. This process should be 
considered in the numerical model. Furthermore, the conditionσ AVAILk,i = 1NSICLAi=1 (3)
has to be fulfilled in any case, to avoid mass 
inconsistencies and division by zero.
The new developed code includes an additional size class 
in addition to the actual available ones to represent 
nonerodible structures. So that a high stability, consistency and 
flexibility of the model could be achieved. This additional size 
class is independent per se from the defined bed grain sizes, as
the transport rate of this additional class is defined to be zero 
and it is excluded from most of the internal calculations. This 
additional grain class occurs only at nonerodible layers. 
Following equations can be formulated for any layer k:
if ESk = 0 then ቊAVAILk,NSICLA        = 1σ AVAILk,i = 0NSICLA-1i=1 (4)
Equation (4) states that in case of a layer with zero
thickness, its material contains up to 100 % of the additional
grain class. Vice versa in case of erodible layers the additional 
grain class does not occur. This is formulated in (5), which 
claims that in this case the sum of residual grain classes must 
be 100 %.
if ESk > 0 then ቊAVAILk,NSICLA       = 0σ AVAILk,i= 1NSICLA-1i=1 (5)
From physical point of view this additional grain class can 
be compared to a large boulder which cannot be moved by the 
flow, which is quite close to reality. The implementation of this 
treatment requires modification in some relevant subroutines 
showed in the following list:
x bedload_formula.f
x bedload_hunz_meyer.f
x bedload_main.f
x init_avai.f
x init_compo.f
x init_sediment.f
x init_transport.f 
x layer.f
x mean_grain_size.f
x qsform.f
x tob_sisyphe.f
In fact, the subroutine noerod.f to define the rigid bed is 
not needed anymore, as this function is now fully integrated 
into init_compo.f. In case of using the bed roughness predictor,
suitable values for Nikuradse grain roughness ks must be 
specified, since SISYHPEs bed roughness predictor options 
might not work proper on nonerodible nodes.
D. River bed decomposition
In the SISYPHE system, the river bed is decomposed into 
vertical layers, initially in the init-compo.f and init_avai.f
subroutines and during the simulation in the layer.f subroutine.
It is important to note that the initially defined number of 
layers at each node NOMBLAY remains the same during the 
calculation. Furthermore, for each layer a maximum possible 
thickness has to be defined. In case of the first layer, the active
layer, this is named ELAY0, which can be either constant or 
depending on the diameter of the material in the active layer. 
The second layer, the active stratum thickness is named 
ESTRAT0 and must be also defined. The last layer has no 
thickness limit. Otherwise, it could happen that in case of high 
deposition the defined number of layers are not capable to 
represent the total sediment thickness. Vice versa it is not 
possible that a layer can get a negative value. It is determined 
as follows:
ZF - ZR = σ ESkNOMBLAYk=1 (6)
The river bed elevation ZF is determined in a geometry 
file, which includes the information BOTTOM. The rigid bed 
level can be defined either constant or varying for each node
depending on the river structures. Here an algorithm is 
implemented to read the information ZR from the same file.
This function works the same as for BOTTOM or BOTTOM 
FRICTION and is therefore not explained here further.
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The new layer treatment considers the following three 
different options, depending on the defined number of layers:
x One layer case
x Two layer case
x Multilayer case
In case of only one layer (NOMBLAY = 1) the total 
available thickness is equal to the thickness of the active layer 
after:
ESNOMBLAY = ZF - ZR (7)
A two layer case (NOMBLAY = 2) includes an active layer 
with a maximum defined thickness and one residual layer 
below, as shown in (8).
ES1= minሺELAY0;ZF-ZRሻ (8)
ESNOMBLAY=ZF-ZR-ES1
The following lines describe the code sequence for 
decomposition of a multilayer case (NOMBLAY ≥ 3):
ES1=min(ELAY0;ZF-ZR) (9)
ES2= minሺESTRAT0;ZF-ZR-ES1ሻ
….
ES= min൫ESTRAT0; ZF - ZR - σ ESkk-ͳk=1 ൯
ESNOMBLAY=ZF-ZR- σ ESkNOMBLAY-ͳk=1
After that, the available percentages of each class i in each 
layer k has to be defined (AVAILk,i). This can be done 
explicitly for each layer in init_compo.f. Via mass balance the 
volumetric amount of sediment VOL in the domain is 
calculated using (10).
VOL=σ ESk*σ AVAIk,iNSICLAi=1NOMBLAYk=1 (10)
In fig. 1 the discretization of the river bed surface and the 
nonerodible level is schematized for an exemplary case with 
maximum five layers at three nodes. Node one is initially 
nonerodible and so the bottom surface is equal to the 
nonerodible level (ZF=ZR) and all layer thicknesses are zero. 
At node two the nonerodible level is lower than the surface 
and the difference is distributed to into layers, starting from 
the top. Layer one to four attains their maximum defined 
thickness and the last one reaches to the rigid bed. The third 
nodes rigid bed is at a medium height and only four layers are 
necessary to distribute the river bed. The thickness of layer 5
is zero.
Figure 1. Scheme of vertical river bed discretization at three 
different nodes.
E. Vertical layer interaction
Based on the initial discretised bed, the model calculates 
the interaction of layers to each other and to the flow. The key 
concept is the existence of an active layer, where the flow 
picks up the transportable sediment and receives the grains 
that the flow is unable to transport [1].
For erosion of the river bed the temporal change of the 
volumetric percentage of a fraction i in the active layer is 
calculated considering the taken material from the flow and 
the available material in the stratum below. This is done via a 
mass balance, given in (11).
∂AVAIL1,i
∂t *ES1=
∂Zb,i
∂t -
∂Zb
∂t *AVAIL2,i (11)
using ∂AVAIL1,i∂t = change of fraction i in the active layer, ES1
= active layer thickness; ∂Zb,i∂t = bed level change of fraction i; ∂Zb
∂t = total bed level change; AVAIL2,i= available percentage 
of fraction i in the active stratum layer. The active stratum is 
capable of an exchange with the stratum below, balanced in 
(12). If the layer below is nonerodible or the maximum 
number of layer is reached, no interaction will take place.
∂AVAILk,i
∂t *ESk=
∂Zb
∂t *(AVAILk,i-AVAILmin(NOMBLAY,k+1),i) (12)
For deposition case, the material enters the top element, so 
no relation with lower layers has to be considered here, see
(13).
∂AVAIL1,i
∂t *ES1=
∂Zb,i
∂t -
∂Zb
∂t *AVAIL1,i (13)
Due to the deposition the active stratum gets some upward 
directed movement and material is in exchange with the layer 
above, the same for other substrate layers:
∂AVAILk,i
∂t *ESk=
∂Zb
∂t *(AVAILk-1,i-AVAILk,i) (14)
After updating the available percentages of each fraction 
in each layer, the thickness of each layer is new distributed 
according to the procedure shown in part D (see (7) – (9)).
Finally via a counter check mass balance is ensured and the 
total amount of sediment within this time step is reached.
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F. Empirical transport functions
The transport function after Hunziker has been developed 
in 1995 using the data conducted by Günter. This equation is 
already implemented in SISYPHE. However, the hiding 
function has to be adapted for the additional grain class
treatment and the code is rewritten to solve the equations
within one loop over all grid nodes. The basic of this transport 
function is the concept of equal incipient motion for all 
sediments. Sediment transport starts only if the dimensionless 
shear stress of the flow is higher than the dimensionless 
threshold. The determining parameters are here the critical 
shields parameter θc and a relation between the mean grain 
diameter of the surface layer dm and subsurface layer dmo. The 
critical shear stress is then modified according to the following 
equation.
θcm=θc* ቀdmodm ቁ0.33 (15)
According to the Günter experiments a hiding/exposure 
function is evaluated and parametrized in order to describe 
which sediments are more or less exposed to the flow. The 
sediment discharge after Hunziker is given in (16).
Qb,i=ටሺs-1ሻ*g*dm3 *AVAILͳǡ*5*(φi(μ*θdm-θcm))3/2(16)
using s = relative density, g = gravity, dm = mean diameter 
of the surface layer, φi = hiding factor,μ = parameter for skin 
friction correction, θdm = dimensionless shear stress parameter 
depending on the mean diameter and flow condition, θcm =
modified critical shields parameter considering mean 
diameters of surface and subsurface layers [4].
The empirical transport function after Wu assumes that the 
probability of a grain to be exposed to the flow is depending 
on the diameter of the grain and the surrounding grains as well 
as the availability. Including a correlation parameter m = 0.6,
which can be used in the calibration, the hiding and exposure 
function is formulated in (17) with
θcm=θc* ൬pe,iph,i൰m (17)
using the critical shields parameter θc and the probability 
of exposure pe,i and hiding ph,i of a grain i at the surface layer.
The transported bedload discharge is given as 
Qb,i=ටሺs-1ሻ*g*di3*AVAILͳǡi*0.0053*൫μ*θdiȀθcm-1൯2.2 (18)
using θdi = dimensionless shear stress parameter 
depending on the diameter of each grain and flow condition, 
θcm = modified critical shields parameter including the hiding 
factor. For more details and full description of the formulas
after Wu see [3].
IV. CALCULATION RESULTS
G. Günter experiment – grain sorting
The new developed subroutines are validated by modelling
the laboratory experiments conducted by Günter in 1971 at the 
ETH Zürich. The experiments were performed in a 40 metres
long and 1 meter wide rectangular channel. Sediment mixtures 
of a certain defined composition were installed in this channel 
according to a defined slope. Running the experiment with 
constant flow conditions after around 40 days, erosion leads to 
a development of new slopes and armoured layers by wash out 
of fine materials [2].
It was decided to recalculate the laboratory experiments 
with the bed load transport formula after Hunziker and Wu. 
For the validation two experiments were numerically 
modelled, experiment #3 and #9. The initial river bed 
composition in case #3 according to Günter is close to a typical 
river bed composition in an alpine river bed. The second case 
#9 is rather unnatural, with high amount of fine and coarse 
grains and less intermediate ones [3]. For each test case are the 
determining parameters given, in table I hydrodynamic
quantities and in table II the morphodynamic ones.
The numerical mesh consist of around 900 elements with 
an average edge length of 33 centimetres. This mesh allows 
with an average time step of 0.5 seconds the simulation of 40
days in an acceptable duration. The boundary conditions for 
the hydrodynamic part are constant discharge at the inlet and
fixed water level at the outlet, 1 centimetre lower than 
estimated water depth at the end of the experiment hG. River 
bed roughness is defined after Nikuradse with a temporal bed 
roughness predictor, depending linearly on the ratio between 
skin friction and mean dimeter of the active layer, with ks =αdm [4]. The ratio coefficient α is used for calibration.
Morphological boundary conditions are defined as free, so 
that no material enters the domain and the river bed can evolve 
without constraints. The river bed is discretised into three 
layers, with a constant active layer thickness of three times the 
initial d90. Active stratum is defined to be three times the active 
layer. Shields parameter θc and the hiding-factor of Wu 
transport function are assumed to be most influencing the 
result and are used in the calibration, too.
TABLE I. BOUNDARY AND FINAL FLOW CONDITIONS
Case Qin I0 hG IG
[/] [l/s] [‰] [cm] [‰]
#3 56.0 2.50 9.91 2.327
#9 39.4 4.00 6.87 4.176
TABLE II. INITIAL SEDIMENT COMPOSITION
size class i 1 2 3 4 5 6
dm,i [cm] 0.051 0.151 0.255 0.360 0.465 0.560
#3-Initial 0.359 0.208 0.119 0.175 0.067 0.072
#9-Initial 0.336 0.117 0.099 0.139 0.129 0.180
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The simulations were performed using the existing codes, 
named “old”, insofar as it was possible, and the new developed 
codes, named “new”. The calibration parameters are adjusted 
in order to get good results in all versions with the same 
parameter set for each test case. The simulations are analysed 
regarding to grainsize distribution in the surface layer, water 
depth and river bed inclination. All values of the domain are 
considered and averaged. Table III shows the defined 
parameters and results together with the corresponding bed 
load functions and different versions of the program. The 
development of the grainsize distribution in the surface layer 
is shown in fig. 2 to fig. 5 separately for each experiment and
bed load function. Important is, that with the “old” codes of 
SISYPHE no simulation could be performed using version 
v7p1, as in all cases the simulation stops after a few time steps 
with “Error in layer”. Using the new code structures the 
crashes does not occur, but the gained results are unrealistic, 
which points to a deeper error in the source code of the 
program. However, this error seems to be corrected in the 
newest unreleased version of TELEMAC, the trunk-version, 
and more realistic results are gained for old and new layer 
treatment. This topic was also discussed in the TELEMAC-
MASCARET user forum.
TABLE III. RESULTS OF THE SIMULATIONS
#3 #9
Hunziker Wu Hunziker Wu
α 2.5 2.5 2.0 2.0
θc 0.044 0.044 0.047 0.047
m / 0.7 / 0.7
hG
[cm]
IG
[‰]
hG
[cm]
IG
[‰]
hG
[cm]
IG
[‰]
hG
[cm]
IG
[‰]
v6p3
old 10.42 1.8 9.87 2.5 6.75 3.9 6.75 3.9
new 9.99 2.2 9.97 2.5 6.75 3.9 6.81 4.2
v7p1
old / / / / / / / /
new 10.51 1.6 11.45 1.0 7.01 3.1 7.63 2.3
trunk
old 10.11 1.8 9.87 2.5 6.74 3.9 6.82 4.1
new 9.98 2.4 10.0 2.4 6.75 3.9 6.82 4.1
Figure 2. Case #3 - grain size distribution using Wu’s function
Figure 3.     Case #3 – grainsize distribution using Hunziker’s function
Figure 4. Case#9 – grainsize distribution using Wu’s function
Figure 5.     Case#9 – grainsize distribution using Hunziker’s function
The bed load function after Wu shows very good 
agreement with the measurements conducted by Günter for 
test case #3 and #9 (fig. 2 and fig. 4). The water depths are 
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close to the measurements with an absolute difference lower 
than 1 millimetre and the inclination has an absolute maximum 
deviation of 0.2 per mille. However, the discrepancy between 
old and new layer treatment is rather small and in both cases 
the armouring of the river bed is well represented. The small 
differences are a result that the Wu bedload function takes the 
diameter of the subsurface layer not directly into account. In 
the Wu’s formula only the available percentage of a grain in 
the surface layer is considered. The Hunziker’s function (abbr. 
hunz) instead uses the diameter of the substrate layer directly 
to modify the critical shields parameter, see (15). Therefore,
the exchange between layers gets more important. In fig. 3 the 
differences of the grain sorting process are more significantly 
visible. With the new layer treatment a better sorting is 
achieved for test case #3 applying version v6p3 and the 
unpublished trunk version. Also the water depth and bed slope 
are more accurate simulated with the new codes. For 
simulation test case #9 only slightly better results are gained
with the new layer treatment compared to the existing codes
(fig. 5).
The new layer treatment allows to simulate the Günter 
experiments with a numerical model with high accuracy. But 
it must be considered that also the existing codes can be used 
to simulate the experiment, in most cases. However, when the 
calculation domain contains nonerodible nodes, the existing 
codes shows their weaknesses. With the new layer treatment 
this problem can be solved, as it can be seen the following part.
H. River case – nonerodible treatment
The functionality of the new treatment for nonerodible 
areas is now tested by the application to the real case, where 
the problems arises first by applying the original SISYPHE 
codes. The test case is a three kilometres long river stretch with 
floodplain in the southern part of Germany, which includes an 
open stone ramp to limit the erosion in this region. 
Furthermore, in the river stretch exists a ground sill below a 
bridge to prevent scour. The ramp, the ground sill and the 
floodplain with embankment dams are initially classified as 
nonerodible. The domain consist of around 130’000 nodes and 
250’000 elements, which does not allow a manual 
identification of nonerodible nodes via node number.
Applying the new subroutines for nonerodible areas and 
layer treatment, this river stretch is finally analysed by a quite 
accurate and stable hydromorphological model. The 
simulations are also performed successfully on a server in
parallel mode. In fig. 6, a longitudinal section along the river 
channel is given, with flow from left to right. From the initial 
river bed (black line) with the fixed parts at the ramp rkm 4.6 
and the ground sill at rkm 2.975 the simulation of a flood event 
over six days leads to significant bed level change. The model 
is able to simulate the observed water levels along the domain 
in a very good manner and the shape of the flooded area is
close to the expected one. The initial nonerodible ramp is after 
the flood event covered with sediments, which is a problem 
for the maintenance. The ground sill keeps the river bed 
upstream of it on a similar level, but downstream of the ground 
sill large erosion is observed due to the weir operating during 
the flood event at the outflow boundary.
Figure 6. Longitudinal section of the river case for initial (back
line) and final (grey line) river bed and for simulated (blue line)
and observed (red crosses) water surface levels.
With the developed model several scenarios and 
modifications were analysed to increase the flood safety for 
the surrounding cities. By a modification at the ramp and the 
ground sill the water levels of a 100-year flood could be halved
to a maximum height of 1 m at the floodplains, which offers 
in combination with a flood protection dam a feasible 
protections system.
V. CONCLUSION
The modelling environment TELEMAC-MASCARET is 
a powerful tool to analyse river engineering issues. The 
problem of numerical errors regarding fractional sediment 
transport leads to the implementation of an alternate treatment 
of grain sorting processes and nonerodible structures on the 
river bed. The newly developed code increases the stability
and flexibility of the TELEMAC-SISYPHE system. The code 
was validated by the numerical modelling of laboratory test 
cases. The measurements of the bed armouring, flow depth 
and final river bed slope were accurately represented. The final
adaption to a real case study shows the model capacity for long 
river stretches with complex bed structures. This model 
provides a promising tool to analyse the impact of sediment 
transport during a flood event in fluvial rivers.
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Abstract—In the Telemac-Mascaret community, there is an
increasing need for Telemac-3D to handle unstructured 3D
meshes. One of the main target applications is the simulation
of submerged structures in the flow. With this aim in view,
a first step is to modify the code so that it can account for
vertical structures on the bed. This is done while maintaining the
advantages of the layered 3D meshes currently used in Telemac-
3D, since a full destructuration would imply more complex
neighbour searches, data access and would require major changes
in the algorithms. The proposed approach will be presented in
this article, including a description of the necessary developments,
comparisons of CPU time before and after the changes, and a
qualitative test case.
I. INTRODUCTION
Telemac-3D is quite a powerful tool for 3D environmental
simulations. One of its strengths lays in the data structure
within the code: the 3D meshes are built as a layering of
one 2D mesh. This makes the data access and neighbour
search efficient, and simplifies the resolution of the 3D Navier–
Stokes equations. However, it comes with drawbacks since
Telemac-3D is then unable to handle submerged bodies and
bathymetries presenting vertical sections.
The aim of this work is to allow Telemac-3D to model
submerged structures with vertical walls and a flat top when
they lie on the bed; for example steps or submerged cylinders.
A simplified representation of the kind of problems considered
here is provided in Figure 1.
The chosen methodology is to keep the main geometrical
advantage of Telemac-3D, namely the layered elements. This
data structure makes the memory access efficient and facilitates
all the operations that need to be performed along the vertical
axis (such as the integration along the depth). This means that
in the proposed formulation, the mesh for these problems will
still be defined from an extrusion of a two-dimensional mesh.
However, in the mesh some nodes and element faces will
represent the sides of a vertical structure and all the nodes
and elements inside that structure will be ignored.
The following modifications to Telemac-3D are thus pro-
posed:
• all the loops shall be modified in order to account
for a variable number of nodes or elements along the
vertical axis;
• a new geometrical file will be read to define the
elements and nodes belonging to a vertical structure;
• the boundary conditions on the sides of the vertical
structures will be added to the boundary conditions
file;
• wall boundary conditions will be imposed on the sides
and top of the vertical structures;
• a new variable for the visualisation of these vertical
structures will be added to the output.
Each of these modifications will be described in detail in
section II. Comparisons of CPU time before and after the
modifications will be shown for a test-case that does not
involve vertical structures in section III. Finally, an illustration
of the kind of problems that the code can handle after the
modifications will be shown in section IV.
Finally, it should be noted that the work presented here
is still in progress, and is not ready to be integrated into an
official release of Telemac-3D yet.
II. PROPOSED DEVELOPMENTS
A. Modification of the three-dimensional loops
The first design choice was to have a variable number of
planes per node or element in the 2D mesh. To do so, the bed
plane number is made variable, and loops through the mesh
points or elements start from its value. Figure 2 shows a sketch
of the definition of the bed nodes and elements. In this way,
all the arrays are still stored with the same structure as before.
For example, an array stored at the nodes of a mesh with a
number of 2D points NPOIN2 and containing NPLAN planes
is stored as a succession of memory blocks of size NPOIN2,
each corresponding to a plane of the 3D mesh, NPLAN times.
The loops through the mesh points or elements will only jump
a few positions in the arrays, so as not to access anything
inside the vertical structures. This approach should only have
a minimal influence on cases without vertical structures (see
the section III for the numerical tests).
The bed nodes will be named STARTPP and the bed
elements STARTPE in the code. For example, a loop over
all the nodes of the mesh is now written as:
DO IPOIN2=1,NPOIN2 !Loop on all 2D nodes
!Loop on all planes in the domain
DO IPLAN=STARTPP(IPOIN2),NPLAN
!Index of the 3D node
IPOIN3=(IPLAN-1)*NPOIN2+IPOIN2
<...>
ENDDO
ENDDO
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(a) Classic layered mesh in Telemac-3D (b) Mesh with a vertical structure
Fig. 1: Illustration of a problem with a vertical structure.
1 1 1 1
3 3
1 1 1 1
1 1 1 1 1
3
1 1 1 1 1
STARTPP STARTPE
Fig. 2: Sketch of the bed plane number definition for the
nodes (STARTPP) and elements (STARTPE), when modelling
vertical structures. The grey circles represent the ignored nodes
whereas the dashed line represents the ignored elements.
B. New formatted data file for the vertical structures
Currently, Telemac-3D can only read a two-dimensional
mesh, which is then extruded along the vertical to form the
three-dimensional mesh. To limit the modifications to the code,
and to keep the possibility for the user to define the vertical
discretisation, this has been kept. The vertical structures will
be defined in a new formatted data file, where the height of
each structure will be defined as well as the list of points
and elements of the 2D mesh lying inside each structure. This
implies that in the two-dimensional mesh provided to Telemac-
3D, the sides of the vertical structures must correspond to
triangle edges and the inside of the vertical structures must
be meshed An example of such a mesh can be found in figure
3.
Domain boundary
Vertical structure boundary
Fig. 3: Two-dimensional mesh for a test case involving two
vertical structures. The meshed boundaries of the vertical
structures are highlighted in orange.
The vertical structures file is referenced in the steering file
using the following keywords:
/--------------------------------------------------/
/ OPTIONS FOR VERTICAL STRUCTURES
/--------------------------------------------------/
VERTICAL STRUCTURES ON THE BED = YES
FILE FOR VERTICAL STRUCTURES = <File name>
This file then needs to follow the following format for each
vertical structure:
<NFR> <NPOIN_VST> <NELEM_VST> <ZVST>
<List of the boundary nodes>
<List of all the nodes inside and on the boundary>
<List of all the elements inside>
Where NFR is the number of nodes on the boundary of the
vertical structure, NPOIN_VST is the number of points along
the boundary and inside the vertical structure, NELEM_VST is
the number of elements inside the vertical structure and ZVST
is the z-coordinate of the top of the step. This file can be easily
defined using Salome Hydro, see Wang [1] for the complete
methodology.
Furthermore, it should be noted that the plane of the mesh
closest to the value ZVST will be moved to this value and it
will be fixed.
C. Defininition of the vertical structures’ side boundary con-
ditions
The side boundary conditions of the vertical structures
will be added to the original boundary conditions file. This
has only been tested for meshes in MED format and their
corresponding boundary condition files. As a reminder, the
BOUNDARY CONDITIONS FILE for a mesh in MED format
is structured as follows:
<Number of boundaries>
<Boundary type> <name of group in mesh>
...
Adding the boundary nodes of the vertical structures to
the boundary nodes of the domain is not trivial as this means
that some of the boundary nodes are now inside the two-
dimensional domain. This is an issue, since in the Bief the
detection of the boundary segments is done by checking if
the triangles’ faces are missing a neighbour. Such process
does not work when boundary segments are located inside
the mesh. Therefore, the algorithm for the boundary segments
detection must be modified, as well as for the detection of
boundary triangles. The existing formulation for boundary
segments detection was kept, but an additional check was
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added: segments are also detected as belonging to the boundary
when they belong to a triangle lying in a vertical structure.
The triangles that are connected to these segments, but that
are outside of a vertical structure, are then added to the list of
boundary elements.
Finally, the neighbouring list IFABOR of each element in
three-dimension had to be updated. Indeed, a neighbour search
through the face of an element whose neighbour lies within a
vertical structure should yield either a liquid or solid boundary
condition instead of the index of the element, so that the latter
is ignored.
D. Imposition of the vertical structures’ side boundary condi-
tions
On vertical structures, the imposition of boundary con-
ditions must only be done from the bed to the top of the
structure. The loops along the three-dimensional boundary
nodes or elements must then start from the first plane and stop
at the plane colinear to the top of the vertical structure. To do
so, a new variable ENDCLI was defined. Figure 4 shows the
values ENDCLI takes on classical boundaries and on vertical
structures.
1 1 1 1 1
3
1 1 1 1 1
NPLAN
3 3
NPLAN
STARTPP ENDCLI
Fig. 4: Sketch of the starting and ending plane number for
lateral boundary nodes of vertical structures (STARTPP and
ENDCLI respectively). The grey circles represent the ignored
nodes whereas the dashed line the ignored elements.
Therefore, loops along the boundaries are now written as:
DO IPTFR2=1,NPTFR2 !Loop on boundary nodes
IPOIN2=NBOR2(IPTFR2)
!Loop on boundary planes
DO IPLAN=STARTPP(IPOIN2),ENDCLI(IPOIN2)
!Index of the 3D node
IPOIN3=NBOR3((IPLAN-1)*NPTFR2+IPTFR2)
<...>
ENDDO
ENDDO
As this is work in progress, the boundary conditions on the
top of the step has not been properly imposed. Work needs to
be done at corner node of both a vertical and a horizontal
boundary. Furthermore, when calculating the evolution of the
free surface, the vertical structures boundaries are taken into
account in the same method as the other boundaries, and this
might not be optimal.
E. New output variable for visualisation purposes
A new variable for VARIABLES FOR 3D GRAPHIC
PRINTOUTS has been added. It is named VST, and is equal
to 1 for all the nodes lying within the vertical structures and
2 for the boundaries of the vertical structures. This allows the
user to remove the points inside vertical structures from the
display.
III. EFFECT ON COMPUTATIONAL TIMES
Throughout the developments presented in section II, the
impacts on the computational times were assessed. The valida-
tion case malpasset_large.cas was run with 10 planes
on one of the computational clusters of EDF1. The simulations
were run on a dedicated computational node on 28 processors.
For each simulation run, the computational times of 5 different
runs were averaged.
TABLE I: Computational time for a large test case without
vertical structures.
Version Averaged computational time
Original code 13 minutes 36 seconds
Modified 3D loops 13 minutes 53 seconds
All modifications 13 minutes 26 seconds
The sumary of the computational times can be found in
Table I. Taking into account that averaging only five simula-
tions still leaves some uncertainties in the computational times,
this table shows that the developments have not increased the
computational times.
IV. QUALITATIVE TEST CASE
A. Geometry of the problem
These developments have been tested with a simple test
case. In this case, two vertical structures are placed in a fluid
domain of size 200× 100× 100 meters (see Figure 6 for more
details on the geometry). A flow rate of 500 m3/s is imposed
at the inflow boundary, and a constant water depth of 100 m
is imposed at the outflow boundary.
Fig. 5: Three-dimensional mesh of the test case.
The size of the 2D mesh elements is 5 m and there are
20 planes in the domain (the three-dimensional mesh is shown
in Figure 5). The time step size is equal to 1 s and a zero
1The Porthos cluster, consisting of 585 computanional nodes of 28 “Intel
R Xeon R CPU E5-2697 v3 @ 2.60GHz (Haswell)” processors.
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Fig. 6: Geometry of the test case. All dimensions are given in meters.
velocity is imposed on the bed and on the lateral boundaries
of the vertical structures.
B. Numerical results
Fig. 7: Fluid velocities inside the test case after 100 time steps.
The results after 100 time steps are shown in Figure 7,
where it is visible that the flow goes around these vertical
structures. Therefore, the developments described in section
II allow vertical structures to be modelled in Telemac-3D.
However there remains a few issues to tackle. These can be
seen in Figures 8 and 9.
In Figure 8, the vertical velocity along a slice of the model
is plotted. It is clear in this figure that a checkerboarding
effect of the vertical velocities appears for the nodes along and
directly above the vertical boundaries of the vertical structures,
which is a sign of instabilities. In fact, these instabilities would
grow if the simulation was allowed to continue longer than 100
time steps, up to a point where horizontal planes would cross,
crashing the simulation.
On the other hand, Figure 9 shows the velocities inside
the vertical structures. As can be seen, the velocities along
the boundaries are not equal to zero, which is in contradiction
with the desired imposed velocities. It is the unclear if these
velocities then diffuse to the elements inside, or if there
remains a few loops that do not ignore those elements, as the
plotted velocity vectors are not equal to zero.
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Fig. 8: Vertical velocities for a slice taken along the centre of
the domain with the normal along the y-axis.
V. CONCLUDING REMARKS
The work presented here shows the first steps achieved
towards adding submerged structures with vertical walls on the
bed of Telemac-3D simulations. These developments heavily
modified the code: loops have been redefined to have a varying
bed plane number, a two-dimensional mesh can now be read
with boundary nodes defined inside, these nodes are then used
to impose boundary conditions along the edges of a vertical
structure and the nodes and elements inside such structures are
ignored.
These modifications have been tested at each stage of
development, and they have not modified the computational
time or the results of simulations without vertical structures
(further checks still need to be run). We are close to the
simulation of vertical structures in Telemac-3D, even if a few
issues remain.
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Fig. 9: Velocities inside the vertical structures on a slice taken
along their centre with the normal along the y-axis. The line
represents the magnitude of the velocities on the boundaries
of structure and the arrows the velocity vectors for the nodes
inside.
To list the most visible ones:
• numerical instabilities tend to develop directly above
the vertical structures;
• boundary conditions along the vertical structures are
not properly imposed (non-zero velocities are ob-
served);
• the velocities inside the vertical structures are not
equal to zero.
Therefore, additional work is required before these devel-
opments can be integrated in an official release of Telemac-3D.
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Abstract—OpenTelemac suffers from numerical reproducibil-
ity failures. In parallel simulations, the domain distribution
toward units computing with floating-point arithmetic may yield
different numerical results. Numerical reproducibility is a re-
quested feature to facilitate the debug, the validation and the test
of industrial or large codes. We present how to apply compen-
sation techniques to recover reproducibility in the finite element
computation of a hydrodynamics simulation. Compensation is
used in both the building and the resolution phases of the linear
system which are not reproducible in the current version of the
software. Here the building step relies on the element-by-element
storage mode and the solving step applies the conjugated gradient
algorithm. We also measure that the running time extra-cost of
the reproducible version is reasonable enough in practice.
I. INTRODUCTION
The openTelemac suite is a HPC code for the simulation
at the industrial scale of free surface flows in 1D-2D-3D
hydrodynamics. It is an integrated set of open source For-
tran 90 modules developped since 20 years of international
collaboration [11]. Like most large and complex applications,
openTelemac introduces parallelism. The domain is distributed
toward several processors which solve simultaneously their
own sub-domains. In practice, the processors are not inde-
pendent of each other, but each one needs the results from
the others. This technology reduces the processing time since
ideally using p processors divides by p the time to solve the
same problem with only one processor.
An undesirable consequence of parallelism reported in
openTelemac is the non-reproducibility of the results. The
ability to reproduce the simulation results becomes a crucial
property to improve the confidence in large scale numerical
experiments. The changes of a simulation results must depend
only on the changes of the simulations inputs, and not be
accidentally affected by uncontrolled floating-point calcula-
tions. The non-deterministic propagation of the rounding errors
and the dynamic reductions of parallel executions may yield
to different outputs. Indeed, numerical reproducibility is a
requested feature to facilitate the debugging and the testing
of the code: it is not obvious to fix a bug nor to test a code
when the results differ from one run to another. Moreover,
critical simulations should verify this reproducibility to satisfy
legal agreements.
We studied a schematic test case, called gouttedo, which is
a 2D-simulation of a water drop fall in a square basin. The test
case specificities are the EBE storage matrix, the uses of the
wave equation system and of the conjugate gradient for the
solving phase. This resolution runs for a triangular element
mesh (8978 elements, 4624 nodes) and simulates several time
steps of 0.2 sec. Figure 1 illustrates the gouttedo test case
where we display the non reproducible behavior of the water
depth simulation between the sequential and the 2 processor
runs. The left plot shows the water depth values returned by
the sequential simulation and the right one corresponds to the
p = 2 parallel run. White spots exhibit the mesh elements
where these latter results differ from the sequential ones.
The first task is to carefully identify the sources which
produce the reproducibility failure and then to apply as
few as possible modifications to limit their extra-cost. The
difficulty in this work was to identify these sources. Figure 2
illustrates the main aspects we need to consider. First row
shows how the results of a code, in different colors, are
not reproducible when varying the number of processors. A
convincing modified reproducible code should satisfied two
criteria:
i) bit-wise identical result for every p-parallel run and for
every p ≥ 1, as showed in the second row in Figure 2
where the results share the same color. Reproducibility is
measured as the relative error between the modified sequential
simulation and the parallel ones (in green).
ii) the reproducible results must be within a reasonable range
of differences compared to the original sequential simulation
ones. This measure is important for the code developers
who, in practice, trust their sequential results as a reference.
The measure of the accuracy is the relative error between
the original sequential simulation and the modified one (in
red). The paper is organized as follows. In Section II we
introduce floating-point arithmetic to explain the reasons of
the non-reproducibility in parallel executions. In Section III,
we summarize the compensation algorithms which are
used in Telemac to recover the reproducibility. The sources
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Figure 1: gouttedo: white spots are non reproducible water
depth values between the sequential (left) and a 2 processors
run (right). Time steps: 1, 2, . . . , 7, 8.
...
...
Figure 2: The two measures of a convincing modified repro-
ducible code
Run mode Sequential 2 procs 4 procs 8 procs
Non-reproducible
original code
Reproducible
code
reproducibilityaccuracy
identification of the non-reproducibility and how we modify
them by using compensation are detailed in Section IV.
Section V presents the reproducible simulation. Finally the
running time extra-cost of these modifications is analyzed in
Section VI.
II. THE SOURCES OF NUMERICAL NON-REPRODUCIBILITY
A. Floating-point arithmetic features
Computer memory is limited so it cannot store the infinite
precision of real numbers. The floating-point (FP) numbers
are approximate real numbers. The IEEE-754 standard [5]
defines the most common floating-point representation and the
behavior of their arithmetic operations. It also defines the data
formats, conversion rules, some special values, the rounding
modes and the accuracy of basic operations. This standard aims
to obtain predictable and portable programs which produce
identical results when running on different machines.
1) Floating-point representation: It is based on the scien-
tific notation to represent a floating-point number x as:
x = (−1)s.m.βe, (1)
where s ∈ {0, 1}. The mantissa m is a string of integer digits
which depends on the radix β > 1 (0 ≤ mi < β) and e
(represented by w bits) acts as a scaling factor for floating-
point number x. The number of mantissa digits is the precision
of the floating-point number, denoted t. Figure 3 details each
component for the binary case (β = 2).
Figure 3: Binary FP representation
sign exponent mantissa
s ∈ {0, 1} emin ≤ e ≤ emax ∈ Z m = 1.m1m2 . . .mt−1; 0 ≤ mi < 2
1 bit w bits t bits
The IEEE-754 standard defines different precision where
the most used ones are the binary single precision repre-
sented with 32 bits, and the binary double precision rep-
resented with 64 bits [5]. They correspond, respectively, to
(w, t) = (8, 24) or (11, 53).
2) Rounding function: The rounding function, denoted ◦,
applies to floating-point numbers and their operations. It is
needed to represent one number or one operation result which
can not be exactly represented by a floating-point number, e.g.
the constants π or 1/10. The rounded operation replaces these
values by an approximating floating-point value. For a non
representable number x ∈ R, ◦(x) = xˆ denotes the floating-
point number xˆ ∈ F resulting from the rounding.
The IEEE-754 standard defines how any numerical value
is rounded to a floating-point number by introducing several
rounding modes. There are illustrate in Figure 4, where we
distinguish the rounding to nearest (RN) which is the default
rounding one, rounding toward −∞ (RD), rounding toward
+∞ (RU) and rounding toward 0 (RZ). The standard forces
the correct rounding for the basic operations (addition, sub-
traction, multiplication, division and square root). "Correct
rounding" means that the returned result is computed as an
infinitely precise result then it is rounded to the floating-point
number, according to the chosen rounding mode. At each
rounding, you lose a priori some accuracy which corresponds
to the rounding error. This rounding error is bounded by the
arithmetic precision. It is classic to denote u this working
precision that verifies u = 2−t for the RN rounding mode
and u = 21−t for the other mode.
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Figure 4: The rounding modes, x, y > 0.
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3) Relative errors: Whatever we work about accuracy or
reproducibility of floating-point operation, we are interested
in these rounding errors and more generally in approximation
errors. Let xˆ ∈ F be the rounded value of x ∈ R, the relative
error is:
Errrel =
|xˆ− x|
|x|
, if x = 0. (2)
When a result is compared to the exact value x, Relation 2
measures the accuracy of the result xˆ. In our simulations we
do not know the exact result. In this quest for reproducibility,
we will compare the value xˆ to a reference one, which is the
sequential result, as explained in Figure 2.
The major problem of floating-point computation is the round-
ing errors propagation which occurs within a sequence of
computations. Although one isolated operation returns the
best possible result (the relative error is bounded by u), a
sequence of calculations may lead to significant errors due
to the accumulation of every single rounding error. It is well
known that a final result of several operations may be far from
the exact value, see [9] for details and numerous entries on the
subject.
4) Non-associativity of floating-point arithmetic: Because
of the rounding errors, the floating-point addition is not
associative. So change in the addition order may produce
different results: (a + b) + c = a + (b + c). For instance,
◦((−1+1)+u) = u, which differs from ◦((1+u)−1) = 0. This
phenomena is a consequence of the limited precision and range
of the IEEE floating-point representation. Hence, depending
on the computation order, the propagation of rounding errors
differs to yield a different result.
B. Parallel computation and numerical reproducibility
Parallel computation is introduced by domain decomposi-
tion where each computing unit solve its own sub-domain. The
sub-domains compute their local contributions, exchange and
summed them to obtain the global value of the whole domain.
In this procedure two causes may lead to non-reproducible
results.
Firstly when the sub-domain number varies, the computation
of the local contributions differs due to the different rounding
errors propagation. In this case, even if the global value is
summed in a static order (as it is the case in openTelemavc’s
paraco), it will differ when the number of sub-domain
changes whereas being reproducible for successive runs with
a fixed number of sub-domains.
Secondly, parallel computation may introduce collective com-
munications where the arrival order of the local contributions
differs because of dynamic scheduling or resource sharing for
instance. That leads to different order of the computations
and due to the non-associativity of the floating-point arith-
metic, results are not reproducible. In this case, there is non-
reproducibility even when the number of sub-domains does
not change.
III. COMPENSATION TECHNIQUE
Compensation is a way to increase the accuracy of results.
We apply compensation techniques to recover the reproducibil-
ity in our context. The principle of this technique is to use
error-free transformation (EFT) which computes the rounding
errors generated by the elementary operations in floating
point arithmetic. Many compensation algorithms have been
developed using these transformations to compute the sum or
the dot product of floating-point vectors [10].
The principle in these transformations is that, for an elementary
operation op ∈ {+,−, ∗} of two floating-point numbers aˆ and
bˆ, there are two floating-point numbers xˆ, yˆ that verify:
aˆ op bˆ = xˆ+ yˆ. (3)
Here xˆ = ◦(aˆ op bˆ) is the rounded part of the result and yˆ is
the generated rounding error. It can also be respectively named
the high-order and low-order parts of the result.
Now we present the EFT and the compensation algorithms
that are useful in our context. Algorithm 1. 2Sum is one EFT
of the addition proposed by Knuth [6] in 1969. It computes the
high (x) and the low (y) parts of the sum of two floating-point
numbers a and b, in 6flop.
Algorithm 1 [x,y]=2Sum(a,b)
x = RN(a+ b)
a′ = RN(x− b)
b′ = RN(x− a′)
δa = RN(a− a
′)
δb = RN(b− b
′)
y = RN(δa + δb)
Algorithm 2. 2Product is one EFT of the multiplication
introduced by Dekker in 1971 [1]. It starts by calling the Split
algorithm proposed by Veltkamp [9]. This algorithm splits the
inputs a and b into their high and lower parts, respectively
ah, bh and al, bl. The 2Product algorithm returns the two
floating-point numbers x = RN(a×b) and the generated error
y. It requires 17flop. Another EFT for the product exists when
a fused multiply and accumulate operator (FMA) is available
[9].
Algorithm 2 [x,y]=2Product(a,b)
[ah, al] = Split(a)
[bh, bl] = Split(b)
x = RN(a× b)
t1 = RN(−r1 +RN(ah × bh))
t2 = RN(t1 +RN(ah × bl))
t3 = RN(t2 +RN(al × bh))
y = RN(t3 +RN(al × bl))
Algorithm 3. Sum2 is the compensation algorithm which
approximates the sum of a vector using Algorithm 1. It was
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proposed by Rump, Ogita and Oishi in 2005 [10]. The result
res of this algorithm is as accurate as if it is computed in
twice the working precision and finally rounded to the working
precision. It requires 7(n− 1)flop.
Algorithm 3 res = Sum2(a)
s1 = a1, σ1 = 0
for i=2 to n do
[si, qi] =2Sum(si−1, ai)
σi = RN(σi−1 + qi)
end for
res = RN(sn + σn)
Algorithm 4. Dot2 is a compensated dot product, that uses
Algorithms 1 and 2 to compute a twice more accurate result.
It requires 25n− 7flop.
Algorithm 4 res = Dot2(a,b)
[r, ǫ] =2Product(a1, b1)
for i = 2 to n do
[p, π] =2Product(ai, bi)
[r, σ] =2Sum(r, p)
ǫ = RN(ǫ+RN(σ + π))
end for
res = RN(r + ǫ)
Sum2 and Dot2, are almost maximally accurate while their
conditioning remains smaller than 1/u. The condition numbers
for the sum and the dot product are respectively,
∑
|ai|/|
∑
ai|
and
∑
|ai ·bi|/|
∑
ai ·bi|. When this conditioning is larger than
1/u, the computation is ill-conditioned and one needs more
than twice the working precision to remain accurate. Another
levels of compensation can be applied, see [10] for instance.
IV. NECESSARY MODIFICATIONS TO RECOVER THE
REPRODUCIBILITY
We recover the numerical reproducibility for the gouttedo
test case of Telemac-2D using the compensated algorithms
presented in Section III. OpenTelemac applies the finite el-
ement library BIEF. This one includes many subroutines in
Fortran 90 which provide the data structure and the subroutines
to the building and the solving phases of the simulation.
Almost all our subroutine modifications have been restricted
to this library. We now describe 4 types of modifications:
data structure, algebraic operations, building phase and solving
phase. The unknowns at each node of the domain mesh are the
depth of water (H) and the two velocity components (U, V ).
In the Introduction, it was reported that these results are not
reproducible but the sources of this issue are unknown. Finite
element method leads to build and solve a general sparse linear
system. The strategy is to observe each component of the
linear as the computation is performed. This system mixes
the three sub-systems related to H,U, V . The sub-system
components are computed from physic algebraic equations by
taken into account all the physical condition inputs. In the case
of the pseudo wave equation, the mixed system is simplified
by eliminating the velocity from the continuity equation at
the discrete level, more details of these transformations are
detailled in [8]. So we obtain the decoupled system :(
A1 0 0
0 A2 0
0 0 A3
)(
H
U
V
)
=
(
C1
C2
C3
)
, (4)
where A2 and A3 become diagonal matrices thanks to
the lumped-mass method. The matrix A1 and the three
second members are computed by algebraic transformations
defined in [3]. It is important to note here that the two
velocity second members C2 and C3 still depend on the
H unknown. Hence, this procedure mixed the building and
the resolution phases. System (4) is solved in two steps: H
is first computed applying the conjugate gradient method
to A1H = C1. Then C2 and C3 derive from H , then the
diagonal systems with A2 and A3 are solved to yield U and V .
In the following we distinguish the modified parts of
the openTelemac code highlighting it on pink. The users
choose the two following keywords in the test case file.
The desired number of processors is defined by the keyword
’PARALLEL PROCESSORS’ in English (or ’PROCESSEURS
PARALLELES’ in French). This correspond to the Fortran
variable NCSIZE that takes value 0 for a sequential execution
and p for a parallel one. The original computation or the
reproducible ones is defined by the keyword "FINITE
ELEMENT ASSEMBLY" in English (or "ASSEMBLAGE
EN ELEMENTS FINIS" in French). This correspond to
the Fortran variable MODASS that takes the values 1,2,3
respectively for the original, integer, compensated modes.
A. Modifications in the data structure
The main type in the BIEF library is BIEF_OBJ which
may be a vector, a matrix or a block. This type contains many
components that define the data, the size, the name etc. We
write V%R the R component of the vector V which corresponds
to the data. In the compensated version, these R values will
be accompanied, when necessary, with the accumulation of
their generated rounding errors. These errors will be stored in
a component named E and we write V%E to access to them.
The same way applies for the diagonal D of the matrix M :
we write M%D%R for data and M%D%E for errors, etc.
Note: the code is not optimized to these modifica-
tions because the subroutine inputs/outputs are not always
a BIEF_OBJ type, but sometimes double precision vectors.
In other words, if the parameters of the subroutines were
always of the BIEF_OBJ type, all the structure components
would be accessible as V%R and V%E. But when the subroutine
parameters are double precision vectors which refer to V%R,
we had to manually add supplementary input/output parameter
that refers to V%E.
B. Modifications in the building phase
The steps of the building phase which condition the repro-
ducibility are the finite element assembly and its complement
step in parallel, the interface node assembly. The finite element
assembly is the main step that builds the linear system. It
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recovers the finite elements values to express them on the nodal
values computing:
V (i) =
nelem∑
ielem=1
Wielem(i). (5)
This process builds the global vector V of size npoin by
accumulating the elementary contributions Wielem for every
element ielem in the mesh that contains the node i. This
assembly is applied to the elementary vector, the diagonal of
any matrix and in the EBE matrix-vector product process, see
Section IV-D.
The domain decomposition in a parallel resolution introduces
inner and interface mesh nodes. The latter ones belong to
a common boundary between several sub-domains and are
shared between several computing units. The interface node
assembly is one of the main significant differences between the
sequential and the parallel resolutions. It significantly affects
the numerical reproducibility by a non-deterministic rounding
errors propagation. Let V be an arbitrary vector extracted from
the linear system, and let i an interface node that belongs to
k sub-domains. V dk(i) is one of the contribution of V in the
sub-domain dk at the interface node i (the computation of
V dk only includes quantities related to dk). Communications
between the sub-domains d1, . . . , dk yield the final value V (i)
at every interface node i as the following reduction:
V (i) =
∑
sub-domains dk
V dk(i). (6)
Accumulation (5) has the same order with respect to ielem
for inner nodes in the sequential and the parallel cases.
Nevertheless, a given inner node i may become one interface
node in another domain decomposition, i.e. when the number
p of computing units varies. Hence this type of nodes suffers
from a non-deterministic error propagation. // In practice, the
computation of the vectors V or the diagonal of the matrix
D is performed respectively in the subroutines vectos or
matrix, which call the subroutine assvec to compute the
finite element assembly process, i.e. Relation (5). In the com-
pensated mode, the generated rounding errors of the assembly
are calculated by subroutine 2Sum (Algorithm 1) which is
added in BIEF. From Relation (5) we derive an assembly which
now computes the rounding error of each node i:
[V (i), EV (i)] = ReprodAssielem=1,...,nelemWielem(i), (7)
where:
(V (i), ei) = 2Sum(V (i),Wel(i)),
and EV (i) accumulates the errors ei for all elements that
include the node i.
In the subroutine assvec (Listing 1) this pair is accumulated
with the errors generated by the assembly for each node
ile(ielem, idp).
We continue the modifications with the same idea to provide a
reproducible interface point assembly. In practice this assembly
is produced in the subroutine paraco which is called at sev-
eral steps in the computation. It becomes paraco_comp in
the compensated mode. In the original mode, the assembly of
the sub-domains contributions (Relation 6) is an accumulation
of the received data. In the compensated one, each sub-domain
receives a pair [data, error] from every neighbor sub-domain.
Listing 1 FE assembly in assvec
1 DO IDP = 1 , NDP
2 DO IELEM = 1 , NELEM
3 IF (MODASS.EQ.1)
4 & X(IKLE(IELEM,IDP)=X(IKLE(IELEM,IDP)
5 & +W(IELEM,IDP)
6 ELSEIF (MODASS.EQ.3) THEN
7 CALL 2SUM(X(IKLE(IELEM,IDP)),
8 & W(IELEM,IDP),X(IKLE(IELEM,IDP)),ERROR)
9 ERRX(IKLE(IELEM,IDP))= ERRX(IKLE(IELEM,IDP))
10 & +ERROR
11 ENDIF
12 ENDDO
13 ENDDO
Then the assembly uses 2Sum to compute the rounding errors
of the data accumulation. These generated rounding errors
are accumulated and represent error contributions of the sub-
domain. For all sub-domains dk that share the interface node
i, we compute:
[V (i), EV (i)] =
⊕
sub-domains dk
[V dk(i), EdkV (i)], (8)
which derives from (6) using again the 2Sum error-free trans-
formation for every dk, as follows:
(V (i), ek) = 2Sum(V (i), V
dk(i)), (9)
EV (i) = EV (i) + E
dk
V (i) + ek. (10)
Step (9) accumulates V (i) and computes the generated round-
ing error ek. Step (10) accumulates in EV (i) this ek and the
previous errors EdkV (i). Finally, compensation occurs after the
last reduction of every interface node i to yield the whole
vector V as:
V + EV . (11)
We stress that this compensation applies once to the vector of
inner and interface nodes after the end of the interface node
assembly (8). After this step, the compensated vector becomes
reproducible.
We note that this procedure is applied to every vector and also
for matrix the diagonal M%D%R which is a vector for the EBE
storage: its accompanying error term M%D%E is calculated in
a similar way.
C. Modifications in the algebraic operations
The rounding errors V%E must be updated for each alge-
braic operation on V%R. Each operation on block or vector is
called by the subroutine os which only verifies the structure
validation before calling the concerned subroutine ov. The lat-
ter computes the requested operation op for the passed vectors
X%R, Y%R, Z%R. In the compensated mode, the new subroutine
ov_comp is called: the data vectors are accompanied with
their own error vectors X%E, Y%E, Z%E to also update them.
Listing 2 contains some of these modified operations.
D. Modifications in the solving phase
In the gouttedo test case, the resolution phase applies the
conjugate gradient (subroutine gracjg). The modifications
impact the computations of the scalar product in function
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Listing 2 Algebraic operations in ov_comp
1 !X,Y and Z correspond to the vector value
2 !!X_ERR,Y_ERR and Z_ERR correspond to the
vector errors
3 !For initialization
4 CASE(’0 ’)
5 DO I=1,NPOIN
6 X(I) = 0.D0
7 X_ERR(I)=0.D0
8 ENDDO
9 !For copy y to x
10 CASE(’Y ’)
11 DO I=1,NPOIN
12 X(I) = Y(I)
13 X_ERR(I) = Y_ERR(I)
14 ENDDO
15 !For addition of two vectors
16 !In the original code: X(I) = Y(I) + Z(I)
17 DO I=1,NPOIN
18 CALL TWOSUM(Y(I),Z(I),X(I),ERROR)
19 X_ERR(I)=(Y_ERR(I)+Z_ERR(I))+ERROR
20 ENDDO
21 !For value by value vectors product
22 !In the original code: X(I) = Y(I) * Z(I)
23 DO I=1,NPOIN
24 CALL TWOPROD(Y(I),Z(I),X(I),ERROR)
25 X_ERR(I)=(Y(I) * Z_ERR(I))+(Y_ERR(I) * Z(I))
26 & +(Y_ERR(I) * Z_ERR(I))
27 X_ERR(I)=X_ERR(I)+ ERROR
28 ENDDO
p_dots and the matrix-vector product in subroutine matrbl,
which are called by gracjg. We now describe these two
modifications.
i) The scalar product X · Y
According to the computation mode, the corresponding scalar
product is called. In the original mode, the dot product of
the whole domain is computed partially by each sub-domain,
then the partial contributions are summed over all the sub-
domains to compute the global scalar product. This reduction
is computed by the MPI dynamic reduction which proceeds
with an non-deterministic order. So for a given input results
may differ. In the compensated mode, a twice more accurate
scalar product is computed. In sequential, Dot2 (Algorithm 4)
computes a such accurate sequential dot product. It accumu-
lates both the dot product and the generated rounding errors
(addition and multiplication) and finally compensates them
together. In the parallel implementation, each sub-domain com-
putes its local scalar product and the corresponding generated
rounding errors. Hence a pair [data, error] is returned by
pdot2. These local pairs are exchanged by the processors via
MPI_ALLGATHER and are accurately accumulated by Sum2
(Algorithm 3) in every computing unit, see Listing 3.
ii) The matrix-vector product M × V
The EBE storage and the EBE matrix-vector product are
detailed in [3]. Matrix M is stored as M%D for its diagonal
terms and M%X for its extra-diagonal ones. The result RES
of the product M × V , of size npoin, satisfies the following
Listing 3 The final sum on all the sub-domains
1 !In original version, MYPART is a scalar
2 !CALL MPI_ALLREDUCE(MYPART,P_DSUM,1,
MPI_DOUBLE_PRECISION,MPI_SUM,MPI_COMM_WORLD
,IER)
3 !In compensated version, MYPART is a pair
of scalar
4 CALL MPI_COMM_SIZE(MPI_COMM_WORLD,NUM_PROCS,IER)
5 ALLOCATE(ALL_PARTIAL_SUM(1:2*NUM_PROCS))
6 ALL_PARTIAL_SUM=0.D0
7 CALL MPI_ALLGATHER (MYPART,2,
MPI_DOUBLE_PRECISION,ALL_PARTIAL_SUM,2,
MPI_DOUBLE_PRECISION,MPI_COMM_WORLD,IER)
8 CALL SUM2(2*NUM_PROCS,ALL_PARTIAL_SUM,P_DSUMERR)
9 DEALLOCATE(ALL_PARTIAL_SUM)
equality:
RES = D.V +
nelem∑
ielem=1
Xielem.Vielem. (12)
The first operand is a vector R1 (of size npoin) resulting from
the Hadamard product R1(i) = D(i) × V (i). The second
operand is calculated in two steps:
1) firstly the multiplication of the extra-diagonal terms
and the vector Vielem via a mapping with the con-
nectivity table from the global numbering i and the
local ones i1, i2, i3 ∈ ielem.
2) Secondly each term of the previous operation has to
be assembled to a global vector R2 of size npoin, in
the corresponding node i, by the FE assembly step,
i.e. applying Relation (5).
Finally, the two vectors are added to obtain the final result of
the matrix-vector product: RES = R1 + R2.
In the compensated mode, this procedure is modified to
also take care of the accompanied errors M%D%E and V%E,
previously computed. The following modifications of the
product (12) produce a reproducible M × V product because
it ends with one interface point assembly step of the result.
The diagonal part D is now associated with its errors ED,
so we compute the pair [DV,ED] × V . The finite element
assembly in Relation (12) is now computed with the modified
one (8). This updates the couple [MV,EMV ] which is,
finally, assembled on the interface nodes with Relation (8).
The final step is the compensation MV + EMV . So all the
M × V products in the conjugate gradient iterations are now
reproducible.
By achieving a reproducible EBE matrix-vector product
and a reproducible dot product, the output H of the conjugate
gradient becomes reproducible. It is important to note that
there are still rounding errors in the conjugate gradient (gener-
ated by the divisions and the other operations) but they remain
similar in both the sequential and the parallel executions.
Recovering the reproducibility of the last two sub-systems U
and V is now straightforward. The U and V diagonal sub-
systems depend on H . The second members C2 and C3 are
built (from H) and are assembled at the interface nodes before
the resolution. Reproducible members A2, C2, A3 and C3 lead
232
to the reproducible diagonal resolution of the U and V sub-
systems.
V. REPRODUCIBLE RESULTS
Thanks to the previous modifications that rely on compen-
sated techniques the results of the gouttedo test case are
now reproducible.
Figure 5 displays two measures corresponding to Figure 2.
The rep plot is the maximum relative error over the whole
domain between the compensated parallel simulations and the
compensated sequential one. The number of processors varies
(p = 2, 4, 8) but all plots are superposed and constant at
the precision level. This exhibits the reproducibility of the
compensated simulations. The second plot acc displays the
maximum relative difference between the original sequential
Telemac-2D simulation and the compensated ones. Relative
differences varies from 10−14 to 10−10. This validates the
compensated simulations that are very similar to the original
sequential Telemac-2D simulation. As already mentioned, this
latter is considered by the openTelemac developers as the ref-
erence simulation. Nevertheless since compensation provides
more accuracy than the working precision computation, this
curve certainly displays the increase of accuracy produced by
the compensation.
Figure 5: Reproducibility (rep) of the compensated simulation
and accuracy (rep) compared to the original Telemac-2D for
the water depth in gouttedo. X-axis: time steps (1 . . . 20× 0.2
sec). Y-axis: maximum relative difference. Number of proces-
sors: p = 2, 4, 8.
acc
rep
VI. EXTRA-COST REPRODUCIBILITY
In our context, we measure the extra-cost of the mod-
ifications that provide reproducible results compared to the
original code. An appropriated method is to repeat the timing
measurement several times and then to report the minimal.
We measure the running time extra-cost in cycles, on the
version v7.2 of openTelemac. This measure are performed with
the hardware counter, the Read-Time-Stamp Counter (RDTSC)
instruction. For the parallel measurement, we synchronize the
processors to be sure that we measure the minimal time
between the processors, see Listing 4. In openTelemac and
Figure 6: gouttedo: Numerical reproducibility, no more white
spots for the water depth values between the sequential (left)
and a 2 processors run (right).
Time steps: 1, 2, . . . , 7, 8.
...
...
Listing 4 Synchronization of the processors in the performance
test
1 ! Beginning of the measure
2 MPI_BARRIER()
3 CALL RDTSC(Begin_Timer)
4 !Time loop calculation...
5 MPI_BARRIER()
6 CALL RDTSC(End_Timer)
7 ! End of the measure
8 Total_Time = End_Timer - Begin_Timer
generally in any simulation, there are a lot of read/write
data at both the pre- and post- simulation steps. It is not
significant to measure the whole simulation: the extra-cost of
the modifications is negligible beside the complete simulation
cost. We only measure the modified parts compared to the
original ones, which are both the building and the solving
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phases. So we measure from the begin to the end of the time
loop that includes all the modifications and avoid to take into
account the large amount of read/write process.
We compare 3 different meshes with 4624, 18225 and 72361
nodes to exhibit how the extra-cost depends on the magnitude
of the problem. Table I presents the significant increasing num-
ber of interface nodes in these 3 meshes that also introduces
a more important communication cost.
Table I: Number of interface nodes in 3 meshes when the
number of computing units varies.
#IP
#nodes
4624 nodes 18225 nodes 72361 nodes
#p
ro
cs
2 procs 72 143 280
4 procs 304 674 1368
8 procs 501 1152 2020
Figure 7 presents the running time (y-axis) and their ratios
of the compensated version running time vs. the original
version for a given time step and when varying the number of
processors (x-axis). We remark that compensated algorithms
double (more or less) the time of the core calculations.
Cycles of the original code are represented as circles and the
compensated ones as squares.
The simulation time increases as the number of mesh nodes
because of the extra-computations of the construction and res-
olution of a larger system. In addition, the number of iterations
of the conjugate gradient significantly increases depending on
the number of the system unknowns. It is interesting to wrote
that the extra-cost for reproducibility benefits from this time
increase since our modifications impact the performance of the
core simulation.
At the contrary, for a given mesh size, the ratio is larger
when increasing the number of processors. This is due to the
augmentation of the interface node number and to their extra-
cost treatment in the compensated version, (Relation 8).
VII. CONCLUSION
We have presented how to recover the numerical repro-
ducibility of the Telemac-2D simulation for the gouttedo test
case using compensation techniques. The difficulties were to
identify the sources of this non-reproducibility, i.e. where
the rounding errors differ between the sequential and the
parallel simulations, and to distinguish their implementations
in this huge code. It was inevitable to manipulate three open-
Telemac components: the Bief library, the parallel library and
Telemac-2D module which include respectively 493, 46 and
192 subroutines. The modifications to obtain reproducibility
were restricted to about 30 subroutines, mostly in BIEF. The
first source is the non-deterministic error propagation at the
interfaces nodes. We recall that this step is implicitly present
in several parts of the computation (building and solving
phases). It is sufficient to store and propagate these errors
and finally compensate them into the computed value after
every step of interface node assembly. These corrections are
applied for both the parallel and the sequential simulations to
yield the expected reproducibility. The second source is the
dynamic reduction of the parallel implementation for the dot
product in the conjugate gradient iterations. It is corrected by
Figure 7: Extra-cost running time and ratios of the compen-
sated computation compared to the floating-point one, for the
test case gouttedo in Telemac-2D. (Mesh size increases from
bottom to top.)
implementing a dot product that computes in about twice the
working precision.
This approach is reasonable in term of running time extra-
cost. We measured no significant extra-cost of the whole
reproducible simulation compared to the original one (when
the read/write data process are considered). Of course, as the
computation core part takes about twice more time in the
reproducible version, the extra-cost could be of the same order
for larger cases.
The feasibility and the efficiency of the compensation have
been compared to other solutions like integer conversion and
reproducible sums [2]. These three techniques were applied
to the Nice test case of the Tomawac module where the non-
reproducibility source is only the finite element assembly step.
The compensated solution appeared to be the more efficient
one [7].
In this work, we track and modify the computation se-
quence of the test case gouttedo to make it reproducible.
Modifications were only necessary to vector and EBE matrix
operations. According to their experience, openTelemac devel-
opers are optimistic that no other source of non-reproducibility
remains in the code [4]. The future development should
integrate the same kind of modifications to other considered
solving options, e.g. additional physical terms or other linear
system solvers. At last, other structure operations should be
corrected to obtain a whole reproducible code, e.g. operations
on block structure, segment storage of matrices, etc. Up to our
knowledge, these modifications seem easy to be integrated in
future versions of a reproducible openTelemac.
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Abstract—Numerical computations of coastal environments
involving bed load transport can be demanding due to spurious
oscillations in the numerical solution. On the other hand, predict-
ing the morphological evolution of complex domains over several
decades is mandatory in the context of integrated coastal man-
agement. This article would like to contribute to the improvement
of long-term morphodynamic simulations. Four vertex-centered
Finite-Volume schemes are presented. They are implemented
into SISYPHE and applied to three different test cases: the
dune propagation, the spreading of a sinusoidal hump and as
a real world test case a numerical model of the German Bight.
The flux-corrected scheme shows the best overall performance
and is well suited for long-term morphodynamic simulations of
complex domains. It turns out that this scheme represents a
vast improvement for the numerical solution of the bed evolution
equation.
I. INTRODUCTION
The coastal zone is characterized by diverse ecosystems
and a wide variety of natural resources. Complex sediment
transport processes and the evolution of the seabed govern the
natural morphology. On the other hand, the coastal zone faces
major changes due to human uses. Predicting the morphologic
evolution is mandatory to develop strategic visions or policies
for the management of the coastal zone.
Numerical modeling systems like the TELEMAC system
[7] can be used to simulate the sediment transport and the
morphological evolution of such complex environments. Solv-
ing the bed evolution is one of the major difficulties in mor-
phodynamic modeling due to spurious oscillations. Especially
for large-scale simulations with complex topography and over
a long-term period, as proposed e.g. by [4], it remains the
difficulty to obtain satisfactory results.
Therefore, it was a demand to improve the numerical
schemes for the bed load part of the Exner equation. Since this
equation describes the propagation and transport of wave-like
features, the numerical treatment is a challenge. A number of
vertex-centered finite-volume schemes up to second order have
been implemented in SISYPHE (Version v7p0) to solve the bed
evolution equation: the central scheme, the upwind scheme,
the Rusanov scheme and a flux-corrected scheme. They are
applied to three different test cases: the dune propagation, the
spreading of a sinusoidal hump and the German Bight model.
II. PHYSICAL BACKGROUND
The bed evolution is described by the following partial
differential equation:
∂zb
∂t
= −
1
ǫn
∇ · qb (1)
with zb the bed elevation (vertical positive upward), t the
time, ǫn = 1 − n the porosity term with n the sediment
porosity and qb = [qb,x, qb,y]T the bed load discharge vector
in the horizontal plane. The nabla operator is defined as
∇ = [∂x, ∂y]T . The bed load vector is pointing into the
direction of the current
qb = qb
1
‖v‖v (2)
where qb denotes the absolute bed load discharge and v =
[vx, vy]
T the current velocity vector.
To compute the bed load discharge, a wide variety of
formulas do exits. For the analysis in this article the well-
known formula according to the Meyer-Peter and Mueller [3]
is used: qb√
g (s− 1) d3s
= m (θ − θcr)n (3)
Herein, g is gravitational acceleration, s = ρs/ρ with the
sediment density ρs = 2650 kg/m3 and the water density
ρ = 1000 kg/m3 and ds the grain diameter. On the right
hand side θ denotes the Shields parameter and θcr is the
critical Shields parameter, which indicates the threshold for
the initiation of sediment transport. The parameters are set to
m = 8 and n = 1.5 for the Meyer-Peter and Mueller formula.
The non-dimensional bed shear stress θ reads as:
θ =
τb
(ρs − ρ) gd (4)
Herein, τb denotes the bed shear stress acting on the sediment
grains. It is calculated according to Nikuradse’s law and reads
as:
τb = ρ
κ2
log
(
12h
ks
)2 ‖v‖2 (5)
Herein, κ is the von Karman constant and h the water depth.
The parameter ks denotes the bed roughness.
For all the results presented in this article one set of
parameters have been used. The grain diameter is chosen to
be ds = 1.5× 10−4m with a manually prescribed value for
the critical shear stress of θcr = 0.047. The porosity is set
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to n = 0.4. The bed roughness ks is equal to three times the
sediment diameter. Furthermore, sediment supply is unlimited
and only one sandy sediment fraction for bed load is taken
into account.
III. FINITE-VOLUME METHOD
To obatin the Finite-Volume formulation, the computational
domain is divided into non-overlapping cells and the bed
evolution equation is integrated over a computational cell.
By introducing cell-averages for the time derivative and by
applying the divergence theorem for the spatial derivatives,
one obtains a numerical scheme that relates the rate of change
of sediment volume to the fluxes across the cell boundary [6].
The Finite-Volume formulation with explicit time stepping for
the bed evolution equation reads:
zn+1b,i = z
n
b,i −
Δt
ǫnTi
ns∑
j=1
lijφij with i = 1, .., ncell (6)
where zn+1b,i denotes the bed elevation at the new time step
n + 1, znb,i is the bed elevation at the previous time step n,
Δt the time step and Ti the area of the Finite-Volume cell.
Furthermore, ns is the number of surrounding sides (edges) of
the cell and lij the edge length. The corresponding neighboring
cell is denoted with j and ncell is the number of cells of the
computational domain. The numerical flux function φij is the
flux over the cell edge in or out of the Finite-Volume cell.
The method how the of the flux function is computed
defines the final numerical scheme. In the following four
different numerical flux functions are described. It should be
remarked that they belong to the class of explicit schemes
and hence they are subject to time step limitations. If the
morphodynaimc model is coupled to the hydrodynamic model
directly, the hydrodynamic time step is the decisive parameter
for stability and therefore this issue is not addressed any further
in this article.
A. Central Scheme (CDS)
The central scheme [6] reads as:
φCDSij =
1
2
(
FL + FR
)
· nij (7)
Herein, the indices L and R denote the left (node i) and right
(node j) state, respectively. The fluxes FL and FR correspond
to qb,i and qb,j . The unit normal vector nij is pointing outwards
of cell i into the direction of cell j. The CDS-scheme is second
order accurate in space and is unstable in the vicinity of shocks
or sharp gradients.
B. Upwind Scheme (UPW)
One of the basic stable schemes is the UPW-scheme [6]. To
circumvent instabilities that arise with a linear interpolation,
the flux is chosen according to the direction the characteristic
velocity. The flux is computed as:
φUPWij =
1
2
(
FL + FR
)
· nij −
1
2
sgn(aij)
(
FR − FL
)
· nij
(8)
where aij denotes the characteristic speed and the sign of aij
defines the upwind direction, which is obtained as:
sgn(aij) =
{
sgn
(
qb,R−qb,L
zb,R−zb,L
)
if zb,R − zb,L = 0
sgn
(
φCDSij
)
otherwise
(9)
with qb,L = qb,i · nij and qb,R = qb,j · nij . Since aij can
not be computed from the Rankine-Hugoniot jump condition
if the bed level difference is nearly zero, the upwind direction
is alternatively obtained from the bed load discharge vector.
The UPW-scheme is know to suffer from significant numerical
diffusion and a grid dependency of the computed results.
C. Rusanov Scheme (RUV)
Another stable and simple scheme is the Rusanov scheme
[6], which is sometimes also named local Lax-Friedrichs
scheme . The flux function is computed as:
φRUVij =
1
2
(
FL + FR
)
· n−
1
2
|aij | (zb,R − zb,L) (10)
where the absolute value of the wave speed is estimated as
|aij | = min
(∣∣∣∣ qb,R − qb,Lzb,R − zb,L
∣∣∣∣, ΔxΔt
)
(11)
with the Euclidean distance Δx between nodes i and j. The
left term on the right hand side in (10) represents an diffusive
term that stabilizes the numerical solution.
D. Flux-Correction (FCT)
Godunovs barrier theorem states that monotone schemes
can be at most first order accurate [6]. As a result, higher order
schemes tend to generate spurious oscillations. This issue can
be overcome with the flux-corrected method. It was developed
by [1] for the one-dimensional case and extended to multidi-
mensions by [8]. This method combines the advantages of a
stable, non-oscillatory first order scheme with the precision of
an second order scheme by the help of an non-linear limiter
function. In smooth regions the FCT-scheme uses the higher
order flux, whereas in shock regions the stable low order
scheme is used. The flux function read as:
φFCTij = φ
LO
ij + αij
(
φHIij − φ
LO
ij
)
(12)
where φLOij denotes a first order, non-oscillatory flux and φ
HI
ij
a higher order flux. The factor αij is the results of a non-
linear limiter; see [5] for the computation procedure for Finite-
Volumes. For αij = 0 the FCT-scheme is equal to the first
order scheme and for αij = 1 it is purely the higher order
flux. For the results presented in the following the upwind
scheme is used for the low order flux (φLOij = φ
UPW
ij ) and for
higher order flux the central scheme is applied (φHIij = φ
CDS
ij ).
E. Implementation into SISYPHE
The Finite-Volumes schemes are implemented in a vertex-
centered manner in the subroutine BED LOAD SOLVS VF.
The data structure as already available in SISYPHE is used.
The keyword VFSCHEME has been introduced to switch be-
tween the numerical schemes easily. An edge-based algorithm
is used for maximum performance and the whole program
code is parallelized by the help of Message Passing Interface
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Fig. 1: Bed development for the dune test case after 5 h, 15 h and 30 h along the centerline of the channel. The initial bed level
is shown for the reference simulation only.
(MPI) routines. At the open inflow boundaries, the bed level
is prescribed. Free evolution is allowed on open outflow
boundaries. For a closed wall, the flux through the boundary
is zero but the evolution is free. The extension to sediment
fractions and non-erodible bottom has been implemented as
well, but the results are not discussed in this article.
IV. VERIFICATION
A. Dune Propagation
The propagation of a sand dune is one the most investigated
test cases for numerical morphodynamic models. A variety of
simulation setups do exist. For the following investigations the
general parameters from the TELEMAC validation test case
were adapted. The test case consist of a dune in a narrow
channel with a unidirectional, constant discharge. The current
is strong enough to move the sediment particles throughout the
whole domain. With time, the dune is propagating downstream
leading to a shock front. Without gravitational transport, the
steep sharp front is further propagation downstream while
reducing its height with time.
1) Model Setup: The geometry of the flume is defined with
a length of 16m and a width of 2m. The initial bed elevation
(Figure 1) is prescribed as:
zb =
{
0.2 sin2
(
π (x−6)4
)
x ∈ [6, 10]
0 otherwise
(13)
The free surface elevation is equal to zs = 0.6m, yielding a
water depth between 0.4m and 0.6m. The specific discharge
in x-direction is chosen to be qx = 0.2m2/s, which results
in velocities between 0.33m/s and 0.50m/s. Hence, the
maximum Froude number is approximately Frmax ≈ 0.25.
The simulations are carried out with the morphodynamic
model SISYPHE. The steady state option is used to obtain the
velocity field computed from the continuity correction for the
steady discharge. The domain is discretized with 3911 nodes,
forming 7432 triangular elements with a mean element edge
length of 0.1m. The time step of 100 s is kept constant during
the total simulation duration of 4 days.
To evaluate the numerical schemes, a reference solution
(blue line in Figure 1) with a high resolution Finite-Volume
upwind-method has been computed. Since the characteristic
velocity is always pointing downstream for the presented test
setup, the upwind direction is simply computed from the bed
load discharge vector.
2) Results: Figure 1 shows the bed elevation after 5 h,
15 h and 30 h along the centerline of the channel. The CDS-
scheme shows instabilities as the dune propagates downstream.
The bed evolution at t = 5h indicates this with wiggles at
the top of the dune. Everywhere else the solution is smooth
and compares well with the reference solution. After 5 h the
simulation crashed due to increasing instabilities.
As expected, the UPW-scheme produces a smooth bed
elevation for all time steps. On the other hand, near the shock
front the solution is quite diffusive. Instead of a sharp front,
the course of the bed is rounded in this region.
The RUV-scheme yields similar results than the UPW-
scheme. Instead of a sharp front the course of the bed is
rounded. Furthermore, it shows the strongest diffusion off all
schemes, which reduces the height of the dune significantly.
A different behavior shows the FCT-scheme. The shock
front is quite well captured and nearly as steep as the reference
solution, but the method cannot prevent the appearance of
small wiggles. Anyway, in smooth regions the solutions is
similar to all the other schemes.
B. Hump Test Case
A two-dimensional test case is the migration of a Gaussian
hump. In contrast to the dune propagation, the hump flattens
out with time and develops into a star shape pattern. This
problem has been proposed by [2], who also derived an
analytical solution for the angle of spread.
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Fig. 2: Computed bed level after two days for the hump test case with flow direction form left to right.
1) Model Setup: The initial bed elevation is given by:
zb =
⎧⎪⎨⎪⎩
sin2
(
π (x−300)200
)
sin2
(
π (y−400)200
)
x ∈ [300, 500] ,
y ∈ [400, 600]
20 otherwise
(14)
The initial surface elevation is zs,0 = 10m, yielding a water
depth between 9m and 10m. On the upstream boundary at
x = 0m a constant inflow discharge of Qx,in = 50m3/s is
prescribed. The discharge in y-direction is set to zero. At the
outflow boundary at x = 1000m free outflow conditions with
a fixed surface elevation at zs,out = 10m are defined. The
lateral boundaries at y = 0m and y = 1000m are defined as
closed walls with slip velocity conditions.
The simulations are carried out with the morphody-
namic model SISYPHE coupled directly with the flow model
TELEMAC-2D (Version v7p0). The bed evolution equation is
solved without morphological acceleration techniques. Auto-
matic time stepping for the TELEMAC-2D model has been
used to ensure a flow Courant number of Cr = 0.9 in
combination with the characteristics method for the advection.
The quadratic domain is discretized with 12242 nodes. The
mean element edge length of the 24082 triangular elements is
10m.
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2) Results: The simulations results for the bed elevation
after two days are presented in Figure 2.
The CDS-scheme in Figure 2a shows the typical star-
shaped pattern. The spreading of the hump can be clearly ob-
served. It is interesting to note that the CDS-scheme performs
very well without producing any wiggles or instabilities.
A different picture draws the UPW-scheme. The diffusive
character leads to a flattened bottom and hence the spreading
is not as pronounced as for the CDS-scheme.
The RUV-scheme produces an even more flattened bottom,
which is an effect of the additional term in the flux compu-
tation. As a result, the decay of the hump is largest of all
schemes.
The FCT-scheme performs similar to the CDS-scheme. The
decay of the hump is in the same order and much smaller as
for the UPW-scheme and the RUV-scheme. The spreading of
the hump is simulated very well.
V. APPLICATION
A. The North Sea Model
To evaluate the numerical schemes in terms of a realistic
and complex setup, the numerical model of the German
Bight (Figure 3a) as described in [4] has been applied. The
simulation domain covers the North Sea, the English Channel
and the adjoining area to the Baltic Sea. The unstructured
finite element mesh consists of nearly 42 000 nodes forming
ca. 80 000 triangular elements (Figure 3b). The models applied
are the hydrodynamic model TELEMAC-2D [3] for calculating
depth-averaged flow and the morphodynamic model SISYPHE
[5] for the bed evolution.
Both models are coupled directly, meaning that data is
exchanged each time step. Using the MPI abilities of the
TELEMAC system has shortened the simulation time. With
an AMD Opteron 32-core system it took approximately three
days for a computation over a period of 50 years. The
simulations are carried out with tidal forcing at the open
boundaries and with unlimited sediment supply. Furthermore,
no extra treatment of tidal flats for the Exner equation has been
implemented.
In this article only the most south-eastern part of the
German Bight is discussed (Figure 3a), which covers the
estuaries of Elbe River and Weser River and large tidal
flats. It should be remarked that the results presented do not
represent real morphodynamic evolutions. The purpose is only
the comparison of the numerical schemes.
B. Bed Evolution After One Year
Figure 4 shows the computed bed evolution after one year.
The bed level is not shown since the evolutions after this time
period are too small to visualize the different results at this
scale satisfactory.
For the CDS-scheme, the evolutions are more less irregular
and a pattern can hardly be observed. The highest values occur
in the channels, especially in the Elbe Estuary. Here, the flow
velocity is highest and the sediment dynamics is strongest.
The UPW-scheme produces completely different results.
Even though the magnitude is nearly the same as for the
CDS-scheme, a distinct pattern of erosion and deposition is
present. In nearly every channel sediment deposition takes
places, whereas the top of them are eroded. It is clear that
this effect is unphysical and depends on the mesh topology.
The same can be observed for the RUV-scheme. The effect
is more pronounced in the channels, since this scheme uses
artificial diffusion to stabilize the computation. Hence, the
bottom flattens out during the simulation especially at locations
with high bed gradients.
The FCT-scheme, which is a blend of CDS-scheme and
UPW-scheme, gives an bed evolution that is principally the
same as the CDS-scheme.
C. Bed Evolution After 50 Years
The previous section shows that the UPW-scheme and
the RUV-scheme produce unphysical solutions when applied
to the real world test case German Bight. Hence, only the
results of the CDS-scheme and the FCT-scheme for long term
morphodynamic simulations are described in the following.
The results for bed elevation and bed evolution after
50 years of tide driven morphodynamics are shown in Figure 5.
The bed elevation computed with the CDS-scheme (Figure 5a)
seems to be satisfactory at the first sight. But a closer look
reveals that at several nodes the bed level is significantly higher
than at the surrounding area. Instabilities arise at these nodes
that make the simulation unstable and the computational results
unusable. Such local erroneous trend of the bed evolution is
sometimes hard to detect and might develop at places where
it is not expected. In contrast, the details in Figure 5a and
Figure 5b in the Elbe Estuary show the typical - and expected
- behavior of the unstable CDS-scheme. The bed evolutions
range between −20m and −20m with an oscillating character
along the estuary.
The FCT-scheme yields much better results for the bed
elevation (Figure 5c) and the bed evolution (Figure 5d). Even
though the overall impression is nearly equal to the CDS-
scheme, one can observe that the local instabilities do not
arise anymore. The bottom is smooth but not flattened out.
The principal appearance compares very well with the initial
bed elevation (Figure 3a) based on observations. The largest
difference can be observed in the Elbe Estuary, which is shown
in the details in Figure 5c and Figure 5d. The FCT-method
successfully prevents instabilities and allows a stable as well
as precise computation of the bed evolution over 50 years.
VI. CONCLUSION
Four Finite-Volumes schemes for the solution of the bed
evolution equation on unstructured grids have been introduced
and applied to three test cases.
The UPW-scheme and the RUV-scheme yield good results
in situations with shock fronts but fail in real world conditions
due to their diffusive character. Both generate similar results,
whereas the RUV-scheme is the most diffusive one. The results
show a significant dependence on the mesh topology. Hence,
they are not suited for morphodynamic simulations of complex
domains.
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Fig. 3: South eastern part of the German Bight model, see [4] for more information.
Surprisingly, the unstable CDS-scheme works well in sit-
uation with smooth regions but it fails for the dune test
case. Unfortunately, with long term simulations instabilities
arise indicating that the CDS-scheme is inappropriate for
simulations over decades.
The FCT-scheme combines the advantages of UPW-scheme
and CDS-scheme. It produces stable solution even in the vicin-
ity of shock front but is also well suited for the computation
of smooth regions like in case of the spreading hump and
complex domain like the German Bight. It works very well
especially for long-term morphodynamic simulations.
The FCT-scheme fits excellently into the SISYPHE frame-
work, since the data structure for the domain discretization and
the boundary conditions can be used directly. Furthermore, the
edge-based implementation allows the implementation of an
efficient algorithm with moderate computational expense and
is well suited for MPI acceleration.
In the next stage the FCT-scheme will be applied to
the computation of fractionated bed load transport including
the existence of a non-erodible bottom and the active layer
concept. Furthermore, numerical simulations of coastal mor-
phology under the influence of complex forcing with tide, wind
and waves have to be carried out and the performance of the
FCT-scheme has to be evaluated.
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Fig. 4: Simulation results after 1 year.
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Fig. 5: Simulation results after 50 years.
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Abstract—In the current version of TELEMAC3D (7.0+),
triangular 2-D unstructured body-fitted meshes are used to
represent the computational domain as for example river banks
or coastal lines. However due to the sigma mesh transformation
in the vertical direction, flows around submerged obstacles with
vertical walls can not be easily handled. In this study, the
Immersed Boundary method is implemented to represent the
obstacles in the water. The principle of the Immersed Boundary
method is to simulate the flow around structures by applying
forces which impede the flow along the solid boundaries. The
numerical results are benchmarked with two laboratory scale
cases, including the flow around a circular cylinder [12] and the
flow over a submerged structure [8].
I. INTRODUCTION
TELEMAC has been widely used to simulate river and
maritime hydraulics. In the current version of the TELEMAC
system (7.0+), and more specifically TELEMAC3D, triangular
2-D unstructured body-fitted meshes are used to represent the
computational domain as for example river banks or coastal
lines. However due to the sigma mesh transformation in
the vertical direction, flows around submerged obstacles with
vertical walls can not be easily handled.
The strategy based on triangular elements to mesh the
bottom of the field, and using layers of triangle elements
to simulate 3-D flows is a clear limitation to tackle flows
around submerged obstacles, as each water column contains
the same number of prisms. It is then possible to generate a
mesh around obstacles such as island or bridge piles which go
through the free surface, but not around submerged structures,
for instance. In order to account for obstacles in water, an
Immersed Boundary (IB) method has been used. The principle
of the Immersed Boundary method is to simulate the flow
around structures by applying forces which impede the flow
along the solid boundaries. An additional IB force, which is to
replace the actual reaction force on the solid surface, is applied
in the momentum equations of the Navier-Stokes equations.
The IB method was firstly introduced by Peskin [9] in 1973
to simulate the blood flow in the heart. This approach was
used to model elastic capillary and artery walls. Nowadays,
a variety of approaches have been developed to simulate
fluid-structure interaction (FSI) problems, for instance. The
IB method used by Peskin [9] is a classic IB method in
which IB forces are represented by appropriate constitutive
laws depending on the realistic force condition. This approach
is more suitable for the simulation of elastic boundaries as the
spring feature of the boundary can be introduced by Hook’s
law. For a rigid boundary, the immersed boundary can be
represented by a direct forcing method [4], [7]. The idea
of this approach is to calculate the IB force based on the
temporally discretised momentum equations. To incorporate
direct forcing in the original diffused interface IB method, the
quantities on the background and immersed boundary meshes
can be materialised by employing discrete delta functions in
the classical formulation.
Another commonly used IB method is the cut-cell method. In
this approach, the mesh cells are cut at the interface to fit the
immersed boundary. The fluxes across the faces of the cut-
cells are reconstructed from the surrounding regular cells and
immersed boundaries [3]. Due to the difficulty managing of the
topology of the cut-cells (for instance, after cutting a rectangle
cell, the shape of the remaining cell can be either a pentagon,
a quadrangle or a triangle), this approach is easier to be used
in 2-D [5], [13], [14] than in 3-D [1], [10].
In this study a direct forcing IB method has been developed
and implemented in TELEMAC3D to simulate the structures
submerged in the water. The 2-D mesh is generated in a way
that the footprint of the obstacle on the bottom is accounted
for. This allows to avoid adding extra interpolations when
computing fluxes, for instance. The numerical results are
compared with two laboratory scales experiment including
the flow around a circular cylinder [12] and the flow over a
submerged cylinder [8].
II. NUMERICAL MODEL
A. Governing equations
In this study, TELEMAC3D is used to simulate the flow
impact on a full cylinder and a submerged cylinder respec-
tively. TELEMAC3D is a three-dimensional computational
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code which solves the 3-D Navier-Stokes equations using the
Boussinesq approximation. The 3-D Navier-Stokes equations
read:
∂u1
∂x1
+
∂u2
∂x2
+
∂u3
∂x3
= 0 (1)
∂u1
∂t
+ u1
∂u1
∂x1
+ u2
∂u1
∂x2
+ u3
∂u1
∂x3
= −
1
ρ
∂p
∂x1
+ (2)
ν
(
∂2u1
∂x21
+
∂2u1
∂x22
+
∂2u1
∂x23
)
+ Fx1
∂u2
∂t
+ u1
∂u2
∂x1
+ u2
∂u2
∂x2
+ u3
∂u2
∂x3
= −
1
ρ
∂p
∂x2
+ (3)
ν
(
∂2u2
∂x21
+
∂2u2
∂x22
+
∂2u2
∂x23
)
+ Fx2
∂u1
∂t
+ u2
∂u3
∂x1
+ u2
∂u3
∂x2
+ u3
∂u3
∂x3
= −
1
ρ
∂p
∂x3
− (4)
g + ν
(
∂2u3
∂x21
+
∂2u3
∂x22
+
∂2u3
∂x23
)
+ Fx3
where (x1, x2, x3) are the Cartesian coordinates, (u1, u2, u3)
is the velocity vector, t the time, ν is the dynamic viscosity, p is
pressure, g is the gravity constant, (Fx1 , Fx2 , Fx3) a potential
extra force (it could be the wind, the Coriolis force, or an IB
force for instance).
The pressure term is divided into hydrostatic pressure ph
and dynamic pressure pd. The hydrostatic pressure is defined
by the following equation:
ph = patm + ρ0g(η − x3) + ρ0g
∫ η
x3
Δρ
ρ0
dx3 (5)
where ρ0 and Δρ are reference density (1,024kg/m3) and
variation of density respectively; patm is the atmospheric
pressure, η is the water surface elevation.
The dynamic pressure pd is solved by Chorin and Teman
projection scheme [2].
TELEMAC3D supports both hydrostatic and non-
hydrostatic options. In the hydrostatic version, the pressure is
only related to the water depth, i.e. Eqs. (1) (2) (3) (5) are
solved. In the non-hydrostatic version, the full Navier-Stokes
equations (Eqs. (1) (2) (3) (4)) with both hydrostatic pressure
ph and dynamic pressure pd are solved.
In this study, the hydrostatic version is used to simulate
the flow past a full cylinder and the non-hydrostatic version is
used to simulate the flow past a submerged cylinder.
B. Immersed boundary condition
The Immersed Boundary method used here corresponds
to a direct forcing method which relies on forces applied to
some nodes of the mesh, which impedes the flow along the
solid boundaries. The additional IB force replaces the actual
reaction force on the solid surface and is activated by using
source terms in the momentum equations of the Navier-Stokes
equations. The forcing step is added in the pressure-continuity
step which is the last step of solving the moment equations.
The forcing step in the current modified model can be
represented as:
un+11 − u
c
1
Δt
= −g(
∂η
∂x1
) (6)
+ν
(
∂2u1
∂x21
+
∂2u1
∂x22
+
∂2u1
∂x23
)
+ Fx1
un+12 − u
c
2
Δt
= −g(
∂η
∂x2
) (7)
+ν
(
∂2u2
∂x21
+
∂2u2
∂x22
+
∂2u2
∂x23
)
+ Fx2
where uci are the velocity components obtained from
previous advection step of calculation and Fxi contains the
buoyancy terms
Following [6], the force terms are obtained by rearranging
Eqs.[6] and Eqs.[7] and substituting un+11 , u
n+1
2 , u
n+1
3 with
the desired velocity at the solid node. By applying non-slip
boundary conditions on the solid surface, the IB force terms
are defined as:
f ibmx1 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0− uc1
Δt
+ g(
∂η
∂x1
)
−ν
(
∂2u1
∂x2
1
+ ∂
2u1
∂x2
2
+ ∂
2u1
∂x2
3
)
− Fx1 , on the boundary node
0 , elsewhere
f ibmx2 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0− uc2
Δt
+ g(
∂η
∂x2
)
−ν
(
∂2u2
∂x2
1
+ ∂
2u2
∂x2
2
+ ∂
2u2
∂x2
3
)
− Fx2 , on the boundary node
0 , elsewhere
TELEMAC3D uses the finite element method for the equa-
tion discretisation. The value of one node relies on the values
of the surrounding nodes. Therefore, although the velocities
on the IB nodes can be set to zero by applying the additional
force (this is because of the assumption that the boundary of
an obstacle is accounted for during meshing), small velocity
fluctuations can still be observed inside the obstacle. In order to
keep the model stable, a zero velocity condition is applied on
all the nodes inside of the obstacle at each time-step. When
dealing with submerged structures in the water, the vertical
zero velocity condition is used at all Immersed Boundary
nodes.
C. Turbulence modelling
In order to simulate more accurately the turbulence impact
of a structure, focusing mainly on the wake, a two-eddy vis-
cosity LES turbulence model was implemented by considering
horizontal and vertical characteristic length-scales separately
[11].
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The two-eddy LES turbulence model shares similar ideas as
the Smagorinsky model, but using different length-scales in the
horizontal and vertical directions respectively. This approach
is more suitable for highly anisotropic filtering cells rather
than using a single characteristic length-scale. Two turbulence
viscosities νt,h and νt,v are commonly used in geophysical
fluid dynamics, with h and v representing the horizontal and
the vertical components respectively. The diffusive term for
the Navier-Stokes equations is calculated as:
Di =
∂
∂x1
(
νh
∂ui
∂x1
)
+
∂
∂x2
(
νv
∂ui
∂x2
)
+
∂
∂x3
(
νh
∂ui
∂x3
)
(8)
where νh = ν + νt,h and νv = ν+ νt,v , and ν is the water
viscosity. Adopting the two-eddy LES model to reproduce the
sub-grid stress through a Smagorinsky model gives:
νt,h = (ChLh)
2|Sh| (9)
νt,v = (CvLv)
2|Sv| (10)
where Ch and Cv are the coefficients of the model and
Lh and Lv are 2 length-scales for the horizontal and vertical
directions respectively. Here Lh and Lv are computed as:
Lh =
√
Δ2x1 +Δ
2
x2 (11)
Lv = Δx3 (12)
Δx3 is obtained by calculating the vertical distance be-
tween two nodes. Because in the current code, the element
volumes have been considered as the integral of test functions
on the domain, Lh can be easily obtained by using an approx-
imate value of Lh =
√
V olume/Δx3
The strain rates tensor |Sh| and |Sv| are decomposed as:
|Sh| =
√
2S211 + 2S
2
33 + 2S
2
13 (13)
|Sv| =
√
2S212 + 2S
2
22 + 2S
2
23 (14)
where Sij is calculated by the Einstein summation conven-
tion, reading as:
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(15)
The coefficients of the model need calibration and this
is still an open issue because of the lack of large range of
available test cases. In this study, Ch and Cv are set to 0.005
and 0.25 respectively which is similar to the recommended
value in [11].
III. CASE I: FLOW PAST A FULL CYLINDER
Firstly, a laboratory experiment (see Roulund [12]) is
used to validate the implementation of the IB method. The
numerical model is built to simulate the flow past a full
cylinder in a flume.
A. Computational domain and mesh
Following Roulund’s experiment [12], the simulation do-
main is set to be 50 m long by 4 m wide. The bed is assumed
to be flat with a constant depth of 0.54 m. A cylinder with a
diameter of 0.53 m (D) is placed at 13 m downstream the inlet
as in figure 1.
Fig. 1: Geometry of the computed domain
The area containing the cylinder and the wake part are
refined. The mesh of the simulation domain contains 48,764
elements in 2-D and has 50 evenly distributed horizontal
layers. As shown in figure 2, the hollow mesh is not used
to represent the cylinder directly, however the boundary nodes
of cylinder are marked as immersed boundary nodes which
can be seen clearly (the boundary between blue mesh and red
mesh is the immersed boundary).
Fig. 2: Geometry of the computed domain with the immersed
boundary
B. Model setup
Table I summrises the test conditions for the cylinder case.
The smooth bed condtion from the experiment of [12] is used
for the model testing.
In the table, Re is the Reynolds number based on the pile
diameter,
Re =
UD
ν
(16)
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Test Flow past full cylinder
Bed Rigid
Smooth bed/rough bed Smooth
Water depth h (m) 0.54
Mean Flow velocity U(ms−1) 0.326
Pile diameter D(m) 0.53
Re Number 1.7× 105
Fr Number 0.14
TABLE I: Test conditions for the numerical modelling
where U is the mean flow velocity and D is the diameter of the
cylinder. Also in the table, Fr is the Froude number defined
by
Fr =
U√
gh
(17)
in which h is the water depth.
A time step of 0.01s is chosen to keep the maximum
Courant below 0.8. The Courant number is defined as:
C = U
Δt
Δx
(18)
where U is the depth-mean flow velocity and Δx is a given
mesh size.
C. Results
The numerical model was run for 30 minutes and the last
100 seconds of the instantaneous results were collected for
analysis and comparison.
The instantaneous horizontal flow distributions obtained
from the numerical model are illustrated in figure 3. Three
figures show the velocity profile at the surface, middle and
bottom layer respectively. The oscillating flow due to the
cylinder obstacle can be seen clearly in the surface and middle
layers. All the figures show slow velocity regions in front
of and behind the cylinder. A dramatic acceleration is also
observed at each side of the cylinder. At the bottom layer,
rather than the long oscillating wake, an accelerated velocity
at the sides of the cylinder plays a more significant role in the
flow structure.
In the further investigation of the horizontal flow distribu-
tion, the averaged horizontal velocity magnitude is calculated
by averaging 100 instantaneous data. The result is represented
in figure 4
As shown in this figure, the velocities inside the cylinder
are kept to zero. The streamlines indicate the route of the flow
past the cylinder. Under the effect of the immersed boundary
forces which are applied on the cylinder boundary nodes,
the upstream flow splits in front of the cylinder and then
accelerates at each side. After stream detaching the cylinder, a
pair of symmetric vortices is clearly found behind the cylinder.
The unsteady flow state is shown in figure 5 which covers
a full vortex shedding period. From these figures, the unsteady
behaviour of the wake is evident. The flow route is represented
by both vectors and streamlines. The shedding of the vortices
from the two sides of cylinder is clearly present.
Quantitatively, the numerical results obtained using the
immersed boundary method are benchmarked with Roulund’s
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Fig. 3: Horizontal velocity distribution at different layers
Fig. 4: Averaged horizontal velocity magnitude and streamlines
at Z = -0.27 m
experiment [12]. Comparison results are shown in figures 6,
7:
The averaged horizontal and vertical velocities at layer Z=-
0.34m are presented in the aformentioned figures. Experimen-
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Fig. 5: Horizontal velocity vectors and streamlines for the
unsteady flow simulation during one period of vortex shedding.
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Fig. 7: Mean vertical velocity at Z = -0.34m. Smooth rigid bed
tal data and numerical model results are illustrated by red dots
and blue curves respectively. The horizontal velocity distribu-
tion shows very good agreement between numerical model and
experiment in front of the cylinder. The upstream flow reduces
from about 0.32 ms−1 to approximately 0 ms−1 in front of the
cylinder wall. Behind the cylinder, both experimental data and
numerical model show a recovery flow, however the distance
for recovery is slightly over-predicted by the numerical model.
The vertical velocities obtained using the numerical model
agree with the experiment measurement both in front of and
behind the cylinder except for a big spike found in front of
the cylinder. This spike is due to the water surface elevation
raising in front of cylinder.
A comparison between the numerical results obtained
by the immersed boundary condition and hollow mesh is
presented in figure 8.The mean horizontal velocity obtained
from the immersed boundary test and hollow mesh test are
represented by a red line and a black line respectively. As
shown in this figure, both IB test and hollow mesh test show
the same result in front of the cylinder, although a small
difference is found in the wake region. Between 0.5 D to
about 18 D, the flow obtained by the immersed boundary test
exhibits a faster recovery, however from 18D downstream on,
the velocity predicted by the hollow mesh test is higher than
the one of the IB test.
Fig. 8: Mean horizontal velocity along the center line at the
layer of Z = -0.27
IV. CASE II: FLOW PAST A SUBMERGED CYLINDER
(WITH FINITE HEIGHT)
In the second test case, the immersed boundary method
is used to simulate the flow around a finite height cylinder.
Following Palau-Salvador’s experiment [8], cylinders with
h=0.2 m height and two different diameters (0.040 m and 0.080
m respectively) are computed using the immersed boundary
method.
A. Computational domain and mesh
Palau-Salvador’s experiment [8] was performed in a tank
with a constant water level of 3 meter and this water depth was
also used in the numerical models. As shown in figure 9, the
width and length of the numerical model was set to 4 h (0.8
m) and 13 h (2.6 m) respectively. The cylinder was placed at
3 h (0.6 m) downstream the inlet.
Fig. 9: Computational domain of the flow passing a finite
height cylinder
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Test 1 2
Bed condition Smooth Rigid Smooth Rigid
Water depth h (m) 3 3
Mean Flow velocity U(ms−1) 0.54 0.54
Pile diameter D(m) 0.04 0.08
Re Number 2.2× 104 4.4× 104
TABLE II: Test conditions for the numerical modelling
In total, the mesh of the numerical model contains 37,372
elements in 2-D and 50 layers in the vertical direction. Similar
to the mesh used in case I, there are 100 nodes located on the
cylinder boundaries. The mesh around the cylinder is refined.
In the vertical direction, as shown in figure 10, the height of
the first 30 layers from the bottom are fixed, thus the cylinder
can maintain a constant height during the simulation.
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Fig. 10: Snapshot of the vertical mesh used in the numerical
model of the flow passing a finite height cylinder
B. Model setup
The key parameters of the numerical model are summarised
in table II.
A constant flow velocity of 0.54 ms−1 is set at the inlet
boundary. The Reynolds number based on the pile diameter is
2.2 × 104 and 4.4 × 104 for both cylinders respectively. The
time step equal to 0.001 s is chosen to keep the maximum
Courant number below 0.6.
C. Results
The horizontal velocity distributions at the layer of x3 =
h/2 are illustrated in figure 11 and figure 12. The numerical
results obtained from the 0.04 m diameter cylinder case and
0.08 m diameter cylinder case show similar pattern that the
flow reduces speed in front of the cylinder and then recovers
behind it. Streamlines in figures indicate that the upstream
flow is separated by the structure and then pushed to the side
of cylinder. After the flow detaches from the cylinder wall,
small vortices are generated in the wake area. Comparing to
the instantaneous pictures of Palau-Salvador’s experiment, the
width of the wake tail in the numerical results is slightly over-
predicted.
The horizontal velocity distributions in the vertical cross-
section along the centre line is shown in figure 13 . The
numerical results show that the flow accelerates at the top of
the cylinder and a deceleration is observed in the wake part.
The vertical vortex behind the cylinder is seen clearly both in
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Fig. 11: Horizontal velocity distribution at layer of h/2 of
the cylinder d= 0.04m. (a)Numerical results. (b)Instantaneous
pictures of Palau-Salvador’s experiment [8]
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Fig. 12: Horizontal velocity distribution at layer of h/2 of
the cylinder d= 0.08m. (a)Numerical results. (b)Instantaneous
pictures of Palau-Salvador’s experiment [8]
the 0.04 m diameter cylinder case and 0.08 m diameter cylinder
case. However in the figure of the 0.04m diameter cylinder
result, the horizontal velocity colour bands indicate that there
is a strong velocity fluctuation in front of the cylinder. The
250
23rd TELEMAC-MASCARET User Club Paris, France, 11-13 October, 2016
X
EL
EV
AT
IO
N
 
Z 
   
 M
-0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2-3
-2.8
-2.6
-2.4
-2.2
-2
-1.8 V E LOC ITY U      M/S
0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
-0.05
-0.1
-0.15
-0.2
a: D=0.04m
X
EL
EV
AT
IO
N
 
Z 
   
 M
-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
-2.8
-2.6
-2.4
-2.2
-2
-1.8 V E LOC ITY U      M/S0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
-0.05
-0.1
-0.15
-0.2
b: D=0.08m
Fig. 13: Horizontal velocity distribution along the center line
in the vertical cross-section view.
reason of this impact is not clearly understood at the moment.
Due to the same configuration used in both cylinder cases, this
velocity fluctuation may come from the quality of the mesh
used in the 0.04 m diameter cylinder case.
Figure 14 shows the Q-criterion to visualise the vortex
structure obtained by both simulations. Q is the second scalar
invariant of the velocity derivative tensor and has been widely
used for vortex visualisation. The spike shown in Fig. 14 (a)
proves the founding in Figure 13(a) that there is a strong
velocity fluctuation in front of the cylinder. Exept this unknown
phenomenon, the vortex structures including horseshoe vortex
at the bottom in front of the cylinder, tip vortex above the
cylinder and trailling vortex behind the cylinder are represented
clearly in the simulations. Because the larger cylinder diameter
case shows an increased Reynolds number based on the
diameter, more vortices can be found in the result of the 0.08
m diameter cylinder case.
V. CONCLUSIONS - PERSPECTIVES
In this study, the Immersed Boundary method is imple-
mented and applied to TELEMAC3D. Two laboratory scale
cases including the flow passing a full cylinder and the flow
passing a finite-height cylinder are simulated. In the full
cylinder case, both instantaneous velocity profiles and mean
velocity profiles are fairly well captured by the numerical
model. In the finite-height cylinder test case, the general flow
feature can be captured by the numerical model. The vortex
structures can be seen clearly in the results.
a: D=0.04m
b: D=0.08m
Fig. 14: Horizontal velocity distribution along the center line
in the vertical cross-section view
Generally, it is possible to couple the Immersed bound-
ary method with TELEMAC3D to represent structures in
the simulation. When dealing with an obstacle going from
the bottom though the surface of the water, the immersed
boundary method offers good accuracy in the prediction of
surrounding flow structures. For the submerged obstacles, they
can be simulated by TELEMAC3D by implementing immersed
boundary method. Although the accuracy is limited currently,
the result of the qualitative analysis can be still obtained from
the numerical model.
In future works, the immersed boundary method used for
submerged structure simulation will be further investigated.
Not only qualitative analysis but also quantitative analysis will
be done by benchmarking numerical results with laboratory
measurement data.
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Abstract—
Reliable and robust archival of model set-ups and outputs,
including input data is a major challenge. Failure to do this in
a robust and sustainable manner could lead to increased set–up
costs for new studies, duplication and possible inconsistencies in
model outputs. In addition, comprehensive archival of input and
output data is an important step in ensuring reproducibility of
results. In order to address these challenges, the utilities presented
in this paper facilitate the automatic archival of model data, and
publication in a citable repositories.
The software is designed to offer data management, vi-
sualisation and database–entry functions for modelling with
the TELEMAC suite. A purpose-built SALOME plugin is also
presented, aimed at automatic file archival and publication. Visu-
alisation is also provided through dedicated lightweight utilities
using the crossplatform Google Earth desktop application.
The practice of transparent publication of model set–up and
results is increasigly dictated by national legislation and will also
lead to the collection of large databases, enabling the analysis
of simulation set–ups as well as output. The ability to filter
and analyse simulation set–ups can lead to the development of
best–practice guidelines, as well as the opportunity to identify
areas for the improvement of future simulations. Visualising all
simulation set–ups together provides the big picture of research
activities, and can offer the ability to identify trends in (perceived)
optimal option choices, as well as identify regions where future
opportunities might arise. Furthermore, as simulation set–ups
from various parties can be collected together and visualised in a
single framework, the ability to collaborate and spread knowledge
internally within, and between, organisations is made possible
through the presented tools.
I. INTRODUCTION
Over the past 30 years, numerical coastal modelling ca-
pabilities have increased substantially, reaching a point where
they are an integral part of the planning phase for many coastal
engineering projects. Ranging from the prediction of coastal
flooding to sediment transport and environmental/ecological
impact assessment studies, with many applications in between,
the use of numerical coastal ocean modelling has become of
paramount importance [3]. In such cases, it is generally the
responsibility of the modeller (often in an ad hoc manner) to
ensure archival of the model and its results. The (collectively)
terabytes of data produced annually are often discarded, apart
from a few summarising figures in reports and/or published
articles, that can often not be used for recomputation and/or
reanalysis at a later date. For many applications, archival of
model results and data provenance records must be maintained
for many years after the modelling phase of the project, as
legislated by government bodies [2].
Within academic institutions, researchers were (and still
are) traditionally credited based upon publications and citation
rates, with minimal or no credit given for ensuring results
are archived, reproducible and easily retrieved. Recentlty, rules
published by the Research Council UK (RCUK) place partic-
ular emphasis on public accountability and open access [15],
and on making all publically funded research data, samples and
models accessible. It is therefore increasingly more important
for institutions to adopt a reserach data management protocol.
The archival solution proposed here, by leveraging the
PyRDM library [9], aims to make it easy for modellers to
archive their work, as well as the option for providing each
simulation setup and its results with a Digital Object Identifier
(DOI). The DOI allows each simulation to be cited in reports
and/or research papers, which can result in researchers being
credited based on the amount of citations their simulations
receive.
Large engineering companies often have groups spread
geographically, or have several (academic or industrial) sub–
contractors, all of whom produce numerical model setups and
output data. This can result in inconsistent model setups and
thus an inability to perform meaningful model comparisons,
or can result in efforts being duplicated across groups. A
centralised database that allows for a quick overview of current
and previous numerical modelling activies can be a very useful
tool used to streamline and optimise the process of setting up
new simulations and comparing / benchmarking against similar
studies, either by other research groups/teams, possibly based
in different geographic locations.
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When setting out to develop an archival system, we consid-
ered the following requirements: a) The entirety of files should
be archived, to allow for the output data to be recomputed
and reproduced; b) It must allow the results and setup to
be readily retrieved; c) It must be very easy to use, with
minimal user steps required, and fit within the workflow of
the modeller. This is essential if the archival system is to be
adopted and continually used. This is why we suggest our
coastal model archiving tool be integrated in the SALOME
modelling platform, in the form of a plugin (see section II-D
for further details).
Archival of all of an institution’s or community’s coastal
modelling activities in a cohesive, structured database also
opens up the possibility for further analysis. In particular,
it allows for a macro–scale analysis of these simulations, to
obtain insight in the principles of setting up a model. For
example, one can ask questions relating to how many sediment
models use the two–dimensional shallow water formulation as
their hydrodynamic solver, or which tidal simulations employ
wind–forcing at the surface, or regularly used numerical or
turbulence modelling choices.
Further insight can be obtained from an institution’s re-
search or consultancy activity by visualising coastal model
domains on a map (for example, as in [4]), laid over satellite
imagery. This allows for an analysis of the spatial distribution
of coastal modelling activities. An organisation is able to,
amongst other things, identify geographic hotspots of numer-
ical modelling activity that could be consolidated, or identify
geographic areas that may form new investment opportunities.
Motivated by the above, we describe an archival solution
for coastal models that performs three distinct, yet integrated
functions:
1) Packages a simulation setup and archives it on a
file server hosted by a data repository service or
institution. If the archived package is made public on
an online repository, a DOI is generated for citation
and easy retrieval.
2) Parses the simulation setup and populates a database
with important parameters (and metadata, such as
owner and time) that can be searched and analysed
at a later date.
3) Converts the domain extent and result to a file format
suitable for viewing in Geographical Information
Systems (GIS) clients, such as Google Earth.
The resulting archival tool is a stand–alone, cross–platform
desktop application with a graphical user interface, which we
name AVoCadO (Archiving and Visualisation of Coastal Ocean
models).
II. METHODOLOGY
The archival framework has been built upon the PyRDM
library. PyRDM is a research data management library which
features the ability to curate and publish data (and software)
objects using various repository services, for example Figshare
and Zenodo [9], [10]. The library implements the relevant API
for each service, allowing data publication to be accomplished
using a single codebase. These services, in turn, return a
citable DOI that can be used for citing the relevant output.
Fig. 1: AVoCadO toolchain. The user is exposed only to
the graphical user interface. AVoCadO interfaces the PyRDM
library [9] to archive software and data, and the CML library
to generate SQL database entries and convert the mesh and
results to the KML file format, suitable for visualisation in
Google Earth.
Furthermore, AVoCadO is built on the CML library, which was
developed specifically for this project, to handle the parsing of
configuration files for adding entries to an SQL database, as
well as generating GIS objects, to be visualised in software
such as Google Earth. An overview of the toolchain is shown
in Figure 1.
A. Archival
A large amount of automation is offered by PyRDM. We
incorporate PyRDM’s curation capabilities into the archiving
workflow, which in turn allows AVoCadO to publish data to
online, persistent repositories in a straight–forward, ‘click of
a button’ manner. Such benefits of automated publishing tools
have been demonstrated by e.g. [9], [10], and [8]. As a result
of such advances in digital curation technology, this ‘opening
up’ of data objects promotes more open research workflows
and reproducibility best practices, and can also help ensure
that research funding policies or government legislations are
properly complied with [1], [11], [12], [14], [16].
We note that Figshare and Zenodo do not take ownership
of any data published on their servers. The user uploading
data is given the option of several licenses under which to
publish their data. Figshare and Zenodo are data repositories
that ensure the persistence and longevity of published output,
and provide users with the ability to search for and obtain the
published data. They also collect analytics for the user, such
as views, downloads and citation rates.
A second archival option is provided within AVoCadO,
whereby the data is archived on a private server. An encrypted
connection is established using the secure shell protocol, and
data is transferred from the modeller’s workstation to an
institution’s file server. Using this archival method, a DOI
is not generated, and thus the database holds a path to the
hostname and location of the archived data on the file server.
Whether a modeller archives simulation data and/or software
to a public repository or a private server, the data is sent as an
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archived package. A unique filename is obtained by naming
each archived package with the Simulation Name provided by
the user, appended by the MD5 hash.
B. Database
For the purposes of rapid prototyping the AVoCadO appli-
cation, an SQLite database [7] is used, rather than a hosted,
process based database server. We note the implementation
is similar and only minor further development would be
necessary to implement a mySQL or PostgreSQL database.
These SQL servers would offer access control with user
authentication, not currently offered by the embedded SQLite
database.
A database entry is generated for each model archived.
The database holds information that relates to retrieval of the
archived input/output data (either a DOI or the hostname and
location of the private file server). The database also holds
information that is parsed from the model configuration file.
For example, a database entry for the TELEMAC model would
include information on whether a simulation used the finite
element or finite volume discretisation method, or whether tidal
flats were enabled.
A separate SQL table is used for each coastal mod-
elling solver implemented in AVoCadO (currently only
TELEMAC [6] (both 2D and 3D) and Fluidity [13]). Each
table contains entries representing a single, archived model.
For TELEMAC, the configuration (.cas) file is parsed using
the parser utility that is provided in the TELEMAC source
code. AVoCadO therefore has all the information that can be
extracted from the configuration file at its disposal, and can
record it in the database. A drawback of recording all the infor-
mation includes inconsistencies between different versions of
TELEMAC. A further significant note regarding the database
entry, is that differences present in supplementary Fortran
subroutines, or modifications made to the software source, are
not recorded in the database (although the supplementary files
and software source can be archived, if the modeller chooses
to do so).
C. Visualisation
Visualisation is also provided by the CML library, devel-
oped as a part of AVoCadO. The CML library takes as input
the directory in which the simulation resides and performs the
following functions:
• Establish numerical solver used:
Given the directory of model setup and results,
CML attempts to determine whether the model uses
TELEMAC or Fluidity as the numerical solver. This
is established by checking the types of files within
the directory. For example, the presence of a .cas
file would suggest a TELEMAC model, whilst the
presence of an .flml file the use of Fluidity.
• Parse directory for files:
The directory is parsed to determine the configuration
file, mesh file, results files and any supplementary
files such as Fortran files, wind or tidal forcing. The
modeller archiving the simulation can choose to over-
ride the automatically detected files, to only publish
specific files, or replace certain files with files from
a different directory. This AVoCadO feature of auto–
selection of files ensures that minimal user input is
required before a model can be archived. An example
of the auto–populated interface is shown in Figure 2,
where fields are populated with the TELEMAC exam-
ple of the Monai Valley test case.
• Extract mesh triagulation and results:
The input mesh is parsed to determine the boundary
of the domain, as well as the triangulation. The points
along the domain boundary are used to define a new
line path in the KML format used by Google Earth,
and the triangulation is used to define a network of
lines, in the KML linestring format. The results file
of the final timestep is parsed and used to produce an
image in the .png file format. The domain boundary is
used to mask the image, ensuring that the visualised
result is only produced within the domain boundaries.
Figure 3 shows example boundaries visualised in
Google Earth.
For performance reasons, the initial visualisation only
includes the outlines of archived models, as well as a place-
mark labelled with the name. This provides users with an
overview of all archived simulations. A user is further able to
enable/disable the visualisation of the mesh and/or the snapshot
images generated from the results files. We note, however,
that the memory requirement of Google Earth increases sub-
stantially when the mesh for multiple archived simulations
is viewed at the same time. Figure 4 shows an example of
the functionality of enabling/disabling field images, as well as
how AVoCadO takes advantage of Google Earth’s ‘regioning’
features. Regioning is the property whereby certain image
overlays are only loaded and shown on screen when at low
altitudes (zoomed in), thus avoiding densely populating the
screen and limiting the memory required by Google Earth.
An important step in converting the mesh and results files
to formats suitable for visualising in Google Earth, is applying
the appropriate projection. Objects visualised in Google Earth
are required to be in the World Geodetic System defined in
1984 (WGS 84). The transformation is realised by the use of
the Python bindings of the GDAL library [5]. GDAL uses the
spatial reference system identifiers as defined by the European
Petroleum Survey Group (EPSG), and thus the EPSG code
of the input coordinate reference system must be provided
by the modeller. This input is labelled ‘Coord system’ and
is given in the bottom right hand corner of the GUI, as seen
in Figure 2. Generating a visualisation for Google Earth is
only reasonable for numerical models on realistic geographical
domain. Models that are performed on idealised domains in
an arbitrary Cartesian coordinate system can not be projected
for visualisation in Google Earth. An entry of zero (0) in this
field will result in AVoCadO not producing the subsequent GIS
objects, and will only use PyRDM for archiving.
D. SALOME plugin
The standalone application is currently able to parse input
files from TELEMAC and Fluidity simulations, with a view to
support more models in the future. The generality of AVoCadO
as an archiving framework for coastal ocean models necessi-
tates the use of a separate, stand–alone application. This, in
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Fig. 2: The AVoCadO GUI after auto–populating with the TELEMAC example directory of the Monai Valley.
Fig. 3: Domain outlines and labeled placemarks for models
of the Torness and Severn Estuary, two models archived using
AVoCadO, visualised in Google Earth. Users have the ability
to select the placemark, afterwhich more summary information
about the model will appear on the screen. By default, only
boundary lines are shown to ensure responsiveness, even with
multiple archived simulations loaded in memory.
itself, could be a barrier to its adoption. Here, a TELEMAC
specific archiving solution is also explored through integration
within the SALOME framework. This solution is more inte-
grated in the workflow of setting up a TELEMAC simulation
and thus is more likely to be of use to the wider TELEMAC
community in the longer term. To achieve integration with
SALOME, the AVoCadO front–end is replaced by a front–end
written in PyQT4 (the same graphical interface library used by
SALOME), while using the same underlying Python modules
as AVoCadO. This plugin allows for archival of models set
up within the SALOME framework. The toolchain of the
archival framework integrated within SALOME is illustrated
in Figure 5.
In contrast to AVoCadO, the plugin does not require the
modeller to provide the software with the directory in which
the model setup resides. This is because the SALOME plugin
is able to parse the SALOME configuration that specifies the
files required for TELEMAC to run.
III. DISCUSSION
AVoCadO is an archiving framework that brings the power
of PyRDM [9] to the coastal modelling community. It lowers
the complexity and time needed for archiving coastal model
setups and their results, thus removing impediments for mod-
ellers to do so and encourages a more reproducible and open
scientific workflow. Archival of model setups and results on a
persistent, searchable, citable repository hosting service such
as Figshare, that enables easy retrieval of data, is ‘added
value’ to multiple parties. It is added value to the modellers
themselves, as well as the modellers’ colleagues, who can
look back upon previous simulations. This has the potential of
lowering the time required to setup a new model, allows for
improvements upon previous setups while also maintaining a
historical record of configurations used for previous models. It
can also provide the particular model with a citable DOI, which
can be used to cite the modellers’ setup and results in reports,
articles and presentations. This can potentially increase the
exposure of the modeller within their respective community,
and enable sharing of models, results and ideas. Such an
archive also encourages collaboration across an institution’s
departments or groups, often spanning multiple geographic lo-
cations, by ensuring a centralised database of archived models
is available for everyone to access and review. It ensures that
time and money is not wasted by setting up duplicate models
and allowing modellers to become familiarised with modelling
methodologies employed by colleagues.
A further benefit, realised by archiving the complete setup,
is that it enables a more thorough comparison between differ-
ent models. Very often, unfair comparisons are made between
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Fig. 4: Google Earth visualisation of a model of the Severn Estuary, as archived by AVoCadO. In these snapshots, the ‘BOTTOM’
field, depicting bathymetry, has been enabled. A .png image of bathymetry was generated and geographically placed by AVoCadO.
The masking ensures that the bathymetry is only defined within the outline of the domain. The depiction on the right is zoomed
closer to the model, at a level where a colourmap appears. KML files generated with AVoCadO take advantage of Google Earth’s
regioning, to ensure responsiveness even when multiple models are being visualised.
Fig. 5: SALOME plugin toolchain. The graphical user interface
is now embedded within SALOME, and makes use of the same
underlying Python libraries that AVoCadO does, providing the
same capabilities to SALOME users.
models that employ different parameters, for example different
forcing, or undocumented drag coefficients, or mesh resolution.
Having access to the complete setup of previous studies one
is comparing to allows for like–for–like comparisons.
A retrievable archive of previous modelling results, that
allow recomputation and reanalysis, along with associated
provenance (numerical model ‘owner’ and origin) is often
required of an institution, either to comply with legislation, or
the conditions set by a funding body. An archiving framework
such as proposed in this paper can help institutions comply
with such requirements.
The generation of a single database that contains entries
and information on multiple simulation models makes ob-
taining insight into general modelling methodologies possible.
Once a large number of simulations are recorded, possibly
from various groups and/or using different underlying solvers,
a statistical analysis of the database could lead to identification
of common practices within the modelling community. These
could result in guidelines of best practice, either automatically
generated by mining the database and statistically identifying
model setups, or with the meticulous direction of an expert.
The visualisation method described herein, provides an
overview of all of an institution’s coastal modelling activi-
ties. With regards to each particular model, the visualisation
is coarse, simplified and often incomplete. This is because
AVoCadO, in addition to an archiving tool, seeks to encour-
age collaboration between departments or groups within an
institution, and the sharing of data, models and ideas. It does
not seek to replace traditional data visualisation tools that are
more powerful or better suited for producing animations from
a model and have tools for analysis of the results.
The framework described offers the possibility of archiving
models and software either publically on Figshare, or pri-
vately on a self–hosted file server. A further possibility is the
use of the paid–for service ‘Figshare for Institutions’. This
provides institutions with an installation of Figshare, either
on distributed cloud services such as Amazon Web Services,
or on local institutional storage. This solution would offer
institutions the benefits of Figshare, such as accurate metrics
on shares, downloads, views and citations, but with the added
benefit of being able to control where the data is stored and
who has access to it. This is often necessary in cases where
the data is commercially sensitive.
AVoCadO, as well as the described SALOME plugin, are
free software released under the GNU GPL license. They
are hosted on bitbucket.org, available to download, modify
and redistribute, for both academic and commercial purposes.
Installation instructions, along with a list of software require-
ments, as well as usage instructions, are provided in the manual
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available with the source code.
IV. CONCLUSION
Data curation is often perceived to be an error–prone and
time–consuming task and is typically treated as an afterthought
leading to inconsistencies in the way data is stored, or even
worse incomplete records. Herein we have presented AVo-
CadO, an archival framework for coastal ocean models, which
encourages consistent data archival, aimed to form part of the
model set–up and results visualisation processes. Consistency
is achieved through automation, for example an automatic
identification of the input and output data within SALOME, but
also the integration of RDM utilities [9]. In addition, AVoCadO
is built around a centralised database that holds information
specific to each simulation model. As the database grows,
it can be used for macro–scale analysis of various coastal
modelling practices and be used as a valuable guide of best–
practices. For models in a geographic domain, AVoCadO also
offers the capability to illustrate the simulation overlaid on a
map. More specifically for TELEMAC users, a similar archival
strategy is presented that is embedded within SALOME as
a plugin. At the expense of a single solution for multiple
numerical solvers, the SALOME plugin offers TELEMAC
users a way to archive their simulations with just a few clicks
of a button.
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Abstract— Two and three-dimensional hydrodynamic models 
based on an two-dimensional unstructured mesh, such as 
TELEMAC-2D and TELEMAC-3D, are well adapted to model 
vertical structures provided that the vertical geometry does not 
vary significantly. However, these models are less suitable if the 
geometry along the vertical axis is too complex. Nevertheless, 
TELEMAC-3D offers the possibility to include local head losses 
and varying atmospheric pressure giving more flexibility when 
dealing with complex vertical structures. Even though the 
program shows clear limitations compared with other CFD 
software able to solve more complex cases, it can easily be 
implemented on large scale computational domains. This article
presents available methods that can be used to model certain 
types of vertical structures as well as application examples such 
as the modelling of bridge piers composed of tens of inclined 
piles, the influence of a debris boom on the flow conditions in a 
hydropower dam reservoir and the influence of floating docks 
on the current circulation in the vicinity of a marina. 
I. INTRODUCTION 
Two and three-dimensional hydrodynamic models based 
on an two-dimensional unstructured mesh, such as 
TELEMAC-2D and TELEMAC-3D, are well adapted to 
model vertical structures provided that the vertical geometry 
does not vary significantly. However, these models are less 
suitable if the geometry along the vertical axis is too complex. 
Nevertheless, TELEMAC-3D offers the possibility to include 
local head losses and varying atmospheric pressure giving 
more flexibility when dealing with complex vertical 
structures.
This article is divided in two parts. The first parts presents 
TELEMAC-3D’s limitations when modelling complex 
vertical structures. Available methods that can be used to 
overcome some modelling problems related to certain types of 
vertical structures are proposed and their validity is discussed. 
Finally, the last part of this article describes examples of 
applications where the proposed methods have been 
implemented.
The aim of this article is to present and share the 
experience gathered by Sweco from consulting assignments in 
which TELEMAC-3D has been used to model complex 
vertical structures. The methodology examples presented are 
not intended to be used as modelling standards.
II. AVAILABLE METHODS FOR MODELLING 
DISCONTINUOUS VERTICAL FEATURES
A. Overview
TELEMAC-3D solves the three-dimensional Navier 
Stockes equations in the field of free surface hydrodynamics 
for incompressible fluids [1, 2]. The main results are the three 
velocity components and the water depths solved at each time 
step. 
The three-dimensional computational mesh is composed 
of a two-dimensional finite element mesh describing the 
bottom geometry that is duplicated several times along the 
vertical axis. This implies that only purely two-dimensional 
geometries can be modelled. Vertical faces are not allowed 
since such features cannot be represented in a two-
dimensional horizontal mesh.
The principles followed by TELEMAC-3D do not allow 
modelling of complex three-dimensional geometries such as 
caves, culverts, tunnels etc. compared to other CFD software 
(FLUENT, FLOW-3D, COMSOL, openFOAM to name a 
few). However, the effect of certain types of vertical structures 
can be simulated by applying local head losses or pressure 
gradients in the computational mesh.
B. Local head losses
Local head losses can be applied at each computational 
node by defining the three components Fx, Fy and Fz of the 
source terms included in the three-dimensional momentum 
equations [2]. User defined source terms should be 
programmed in subroutine source.f. They are treated in an 
implicite way. Their expression is:ܨ௫ ൌ ܵͳܷ ή ܷܨ௬ ൌ ܵͳܸ ή ܸ (1)ܨ௭ ൌ ܵͳܹ ή ܹ
With Fx, Fy and Fz the source terms in the three directions 
(m/s2), S1U, S1V and S1W the intermediate terms to be defined 
in subroutine source.f (1/s) and U, V and W the three 
velocity components (m/s). For the sake of clarity, only the 
case corresponding to the x direction will be detailed in the 
following text.
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The terms in the momentum equations can be defined as a 
force per unit volume divided by the fluid density (dimension 
m/s2): ܨ௫ ൌ ி௏௢௟௨௠௘ήఘ (2)
With F being a force applied to the fluid (N), Volume the 
volume of application (m3) and ρ the fluid density (kg/m3). If 
the force F is defined as a drag force, (2) can be written as:ܨ௫ ൌ ଵଶ ή ஺௥௘௔ή஼ವήȁ௎ȁή௎௏௢௟௨௠௘ (3)
With Area the area on which the force is applied (m2), CD
the drag coefficient (-) and |U| the velocity magnitude (m/s). 
From (1) and (3), S1U can then be defined as:ܵͳܷ ൌ  ଵଶ ή ஺௥௘௔ή஼ವήȁ௎ȁ௏௢௟௨௠௘ ൌ ଵଶ ή ஼ವήȁ௎ȁௗ௫ (4)
With dx being the length of application of the drag force in 
the horizontal plane parallel to the flow direction (m). S1V and 
S1W are therefore equal to S1U.
Equation (2) can be used to apply head losses defined by 
other kind of forces. Another practical application is to apply 
a head loss corresponding to a friction loss at the free surface 
in order to model the flow resistance created by a rough 
surface in contact with the fluid. This is correct if one assumes 
that the free surface hydrodynamics equations remain valid. 
The corresponding equation is:ܨ௫ ൌ ଵଶ ή ஺௥௘௔ή஼೑ήȁ௎ȁή௎௏௢௟௨௠௘ (5)
With Cf the quadratic friction coefficient (-). From (1) and 
(5), S1U can then be defined as:ܵͳܷ ൌ  ଵଶ ή ஺௥௘௔ή஼೑ήȁ௎ȁ௏௢௟௨௠௘ ൌ ଵଶ ή ஼೑ήȁ௎ȁௗ௭ ଶΤ (6)
With dz being the vertical distance between the two upper 
planes (m). In this case also, S1V and S1W are equal to S1U.
For Nikuradse’s friction law and assuming that the velocity 
profile in the vicinity of the water surface can be considered 
as logarithmic, Cf can be expressed as [1, 2]:ܥ௙ ൌ ʹ ή ቈ ఑௟௡ቀయబή೏೥ೖೞ ቁ቉ଶ (7)
With κ being the von Karman constant (0.4) and ks the 
Nikuradse’s roughness coefficient (m) also known as 
equivalent sand roughness.
C. Locally increased atmospheric pressure
Vertical obstacles located at the free surface, such as 
floating or fixed objects, can be modelled by applying a local 
atmospheric pressure gradient in order to lower the free 
surface. The locally increased atmospheric pressure can be 
defined at each computational node in subroutine meteo.f
as: ܲ ൌ ଴ܲ ൅ ߩ݃ܪ (8)
With P being the local atmospheric pressure (Pa), P0 the 
reference atmospheric pressure (105 Pa), ρ the fluid density 
(kg/m3), g the acceleration of gravity (9,81 m/s2) and H the 
draught of the vertical structure (m). The keyword AIR 
PRESSURE should be set to “YES”.
It can be noted that special initial conditions need to be 
defined accordingly regarding water depths in subroutine 
condim.f with the keyword INITIAL CONDITIONS set to 
“PARTICULAR”.
D. Verifications and limitations
The methods described above are sensitive to mesh 
dimensions. When modelling head losses, (4) and (6) show 
that the intermediate source term S1U is dependent on 
horizontal and/or vertical mesh resolution. This needs to be 
taken into account in such applications. 
The sensitivity to the mesh size has been estimated by 
modelling flow in a rectangular channel with the following 
set-up: bottom friction modelled with Nikuradse’s friction law 
and for ks = 0.01 m and with head loss applied at the free 
surface using the same friction law and friction coefficient as 
for the bottom. The channel is 20 m wide, 100 m long, has a 
flat bottom and an initial water depth of 5 m. The discharge 
applied is of 100 m3/s to obtain an average flow velocity of 
1.0 m/s. Three different vertical meshes have been defined 
with (i) 10 planes evenly distributed, (ii) 11 planes with an 
extra plane located 0.05 m below the water surface and with 
the other 10 planes located at the same levels than in the first 
case and (iii) same as before but the extra plane is located 
0.05 m above the bottom. Turbulence was modelled with k-ε 
and the non-hydrostatic version was used. Results are 
presented as vertical velocity profiles from a point located in 
the central part of the channel in the downstream part, see Fig. 
1. Result show that the vertical mesh size has a direct influence 
on the velocity in the vicinity of the refined zone but that the 
influence is limited at the other nodes. It can be noted that the 
vertical profile is nearly symmetrical which was an expected 
result since friction at the free surface has been defined in a 
similar way as the bottom friction. The fact that the profile is
not entirely symmetrical  might be due to the free surface 
Figure 1. Sensitivity analysis to the vertical mesh resolution. 
Vertical velocity profiles. A: 10 planes evenly distributed; B: 11 
planes with thin top layer; C: 11 planes with thin bottom layer.
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slope observed for the results shown in Fig. 1 which was in the 
range of 8.10-5.
The horizontal mesh resolution is also important when 
modelling local atmospheric pressure gradients. As mentioned 
above, a vertical gradient cannot be modelled with a two-
dimensional mesh. 
A simulation has been performed to assess the suitability 
of TELEMAC-3D for modelling head losses generated by a 
vertical contraction of the hydraulic section. The model 
geometry used is a 100 m long and 20 m wide channel. The 
initial water depth has been set to 20 m and the discharge has 
been chosen to 200 m3/s so that the mean velocity is 
approximatively 0.5 m/s. The atmospheric has been locally 
increased to simulate a vertical contraction of 10 m with a 
gradient of 5.0 (distance of 2 m between the nodes with the 
normal atmospheric pressure and the nodes where the extra
pressure is applied) so that the velocity in the contracted 
section is approximatively 1.0 m/s. Another simulation has 
been performed without increased atmospheric pressure but by 
increasing the bottom elevation of 10 m at the same location 
so that both cases can be considered as symmetrical, see Fig. 
2. Bottom friction has been modelled using Nikuradse’s law 
and with ks = 0.01 m. The simulations have been performed 
with 10 evenly distributed vertical planes, with a constant 
viscosity turbulence model in the horizontal plane and with 
Prandtl’s mixing length model in the vertical plane (velocity 
diffusivities have been set to 10-6 m2/s in both cases) and with 
the non-hydrostatic version. Finally, the keyword FREE 
SURFACE GRADIENT COMPATIBILITY has been set to 
1.0 to ensure a perfect balance between the free surface 
gradient and the computed velocities [1, 2]. The results show 
that the contractions generate head losses of 0.068 m and 0.064 
m for the surface and bottom contraction, respectively. The 
difference might be due to the effects of bottom friction and 
turbulence between the bottom and the free surface. A
theoretical head loss estimation using entrance and exit loss 
coefficients of 0.5 and 1.0 respectively, valid for abrupt 
geometry changes, gives a result of 0.076 m. This result is in 
good agreement with the model especially due to the fact that 
the atmospheric pressure and bottom gradient is not vertical 
(i.e. slightly smoother geometry changes). A theoretical 
head loss of 0.068 m is obtained if the entrance and exit loss
Figure 2. Model geometries used for the verification of head 
losses generated by a flow contraction (a: contraction at the free 
surface; b: contraction at the bottom). Only bottom and surface 
planes are visible.
coefficients are reduced by a factor 0.87. These results indicate 
that TELEMAC-3D reproduces correctly expected head losses
due to the contraction of the hydraulic section by means of a 
locally increased atmospheric pressure.
Modelling obstacles with local head losses only allow to 
model their flow resistance. The flow acceleration occurring 
between these obstacles cannot be modelled in 3D. This can 
however be achieved in 2D by including element porosity [2].
III. EXAMPLES OF APPLICATION
A. The Getingmidjan Project, Stockholm (Sweden)
The railway line linking Stockholm Central and 
Stockholm South stations, called “Getingmidjan”, has reached 
its technical life span and is in need of renovation. This line is 
one of the most trafficked railway axis of Sweden and a 
transport stop would have major consequences on railway 
transports in all the country. The renovation works will start 
once the new underground local railway tunnel of the new 
Citybanan project is in operation so that a part of the railway 
traffic using the Getingmidjan line can be diverted. Between 
Stockholm Central and Stockholm South stations, the 
Getingmidjan railway line crosses the Mälaren Lake on both 
sides of the Gamla Stan island (Old Town) on the Centralbron 
bridge, see Fig. 3a. Hydraulic modelling has been performed 
to assess flow conditions in the vicinity of the bridge in order 
to estimate the erosion risk, to provide support for work 
planning and to estimate environmental impacts of the 
renovation works.
The southern pass, called Söderström, is deep with 
maximal water depths of 20 m and with bottom material 
composed of loose sediments. The Centralbron bridge is 
composed of six piers founded using vertical and inclined piles 
reaching the bedrock, see Fig. 3b.
Figure 3. The Getingmidjan Project. a: situation map showing 
the extents of the hydraulic model (red) and the Getingmidjan 
railway line (yellow); b: cross section of the Centralbron Bridge 
over the Söderström pass on the southern side of Gamla Stan.
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The model geometry is composed of a two-dimensional 
horizontal mesh totalling approximatively 82 400 elements 
and of 14 vertical planes. Turbulence has been modelled with 
the Smagorinsky model in the horizontal plane and with 
Prandtl’s mixing length model in the vertical plane. 
TELEMAC-3D was run in its non-hydrostatic version 
(version 6.2).
Calibration has been performed against water levels 
measurements available from recent high flow events. Bottom 
friction was modelled with Strickler’s law and the friction 
coefficient at the bridge location has been estimated to 
50 m1/3/s from the calibration process. 
It was not possible to model piles with the classic method 
by creating “islands” in the model due to the fact that the piles 
are inclined. The method chosen to model the piles’ resistance 
to flow is inspired from the 2D drag force modelling (see the 
TELEMAC-2D dragfo validation case). Local head losses 
have been applied at the nodes located within the bridge pier 
and piles perimeter as intermediate implicite source terms in 
subroutine source.f using the following equation:
With n being the number of piles per pier (40), D the piles 
diameter (0.75 m), A the area of the zone within which the drag 
force term is applied (approximatively 350 m2 for each pier), 
CD the drag coefficient (dimensionless) and |U| the magnitude 
of the flow velocity at each computational node (m/s).
No field measurement was available to calibrate the drag 
coefficient against. Hence, the drag coefficient value used has 
been taken equal to the one provided in the dragfo validation 
case valid for circular piles, CD = 1,34 [2].
The effect of the added drag term on the velocity field 
through the bridge opening for the design flood is presented in 
Fig. 4. “Section S1” is located approximatively 10 m upstream 
of the bridge while “Section S2” is located along the bridge 
axis. The added drag term causes a contraction of the flow 
field between the piers and piles.
B. Fish migration at the Hunderfossen hydropower plant 
(Norway)
The Hunderfossen HPP is located on the 
Gudbrandsdalslågen River approximatively 15 km upstream 
of the city of Lillehammer in Norway. The reservoir is created 
by a concrete gravity dam equipped with spillway gates and 
with an ice spillway. The power plant is situated underground 
and is composed of two units. The intake structures is located 
near the ice spillway and the water is transferred to the units 
by two vertical shafts. A debris boom is located in the reservoir 
between the north bank and the ice spillway in order to divert 
the floating ice flakes out of the reservoir during the winter 
season. Following the installation of a new trashrack 
generating lower head losses, fish migration shifted from the 
ice spillway towards the power waterway, thereby increasing 
fish mortality. Following this, a study is being performed in 
order to identify solutions for diverting the fish migration 
from the power intake back to the ice spillway.
Figure 4. Vertical velocity profiles a: approximatively 10 m 
upstream the Centralbron Brdige; b: along the bridge axis. The 
black dashed lines represent the piers location.
A TELEMAC-3D model has been set-up covering the 
reservoir. The model geometry is composed of a two-
dimensional horizontal mesh totalling approximatively 15 800 
elements and of 17 vertical planes. The model has six open 
boundaries (inflow, outflow from ice spillway and from two 
of the spillway gates and two water level boundaries 
corresponding to the intake structure).
Bottom friction has been modelled using Strickler’s law 
and with a friction coefficient of 30 m1/3/s. The turbulence 
model used was k-ε. TELEMAC-3D was run in its non-
hydrostatic version (version 7.1).
Flow resistance created by the debris boom has been 
modelled by applying a local head loss on the computational 
nodes corresponding to the boom location which was defined 
by two rows of aligned nodes in the horizontal mesh and by 
two horizontal planes with fixed elevations (in addition to the 
plane corresponding to the water surface) along the vertical 
axis. The boom geometry is composed of a vertical upstream 
face and of a 45-degree inclined downstream face. It extends
to approximatively 0.3 m below the water surface. The main 
flow direction makes an angle of approximatively 67 degrees 
with the debris boom’s axis so that the angle of attack is 
approximatively 33 degrees. The local head loss has been 
modelled as a drag force implemented as an implicite source 
term in subroutine source.f. The drag coefficient 
corresponding to the debris boom geometry can be estimated 
to approximatively 1.3 for flow perpendicular to the boom axis 
that has been corrected to approximatively 0.5 to account for 
the actual angle of attack [3]. The source term has been 
multiplied by a factor Uref/U with Uref being the velocity 
without the debris boom and U the velocity with the boom. 
This correction has been applied because the drag force 
formula is theoretically based on the undisturbed flow 
velocity.
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Figure 5. Velocity measurements and results from the 
hydraulic model. a: location of the measurement points; b: 
comparison between measurements and model results (vertical 
velocity profiles).
Flow velocity measurements have been performed in the 
vicinity of the debris boom with an acoustic Doppler device 
(Aquadopp Profiler by Nortek). The total discharge during the 
flow measurements was estimated to 403 m3/s distributed with 
67 m3/s through the two radial gates, 14 m3/s through the ice 
spillway and 322 m3/s through the power station. Outflow 
from the radial gates has been modelled using a user defined 
vertical velocity profile enabling outflow at the correct water 
depth just above the bottom. Outflow from the ice spillway has 
been modelled by defining the bottom levels at the gate 
location so that the water depth at the boundary corresponds 
to the critical depth (surface spillway). The comparison 
between flow measurements performed downstream of the 
debris boom and the results from the hydraulic model is 
presented in Fig. 5. The model tends to underestimate 
somewhat the flow velocities in the central part of the canal
Figure 6. Surface current with debris boom.
(this might be due to inaccurate bottom levels) but reproduces 
the subsurface flow deceleration generated by the boom in a 
satisfying way. The simulated velocity profile at point T2.2.1 
is likely influenced by the model boundaries (intake and ice 
spillway). Note that the flow measurements are considered to 
be uncertain for water depths greater than 2 to 6 m (due to lack 
of suspended particles in the water column). The simulated 
surface current is illustrated in Fig. 6. This study is ongoing 
and these results are therefore preliminary.
C. Flow resistance generated by floating docks (Sweden)
An environmental impact assessment study has been 
performed prior to the installation of new floating docks in a 
marina located in the Stockholm Archipelago. A hydraulic 
study has been performed with the aim of estimating the 
influence of the additional floating piers on the currents and 
the water circulation in the study area. Two types of floating 
docks are to be installed with inner docks composed of 2 m 
long rectangular pontoons every fourth meter (i.e. with a 2 m 
air space between two pontoons) and with outer docks 
composed of continuous concrete structures acting as a wave 
breaker. The draught of the inner and outer docks is of 0.4 m 
and 0.5 m respectively.
A TELEMAC-3D model has been set-up over the study 
area. The model geometry is composed of a two-dimensional 
horizontal mesh totalling approximatively 162 000 elements 
and of 12 vertical planes. The model has two open boundaries 
(water level boundaries at each end of the study area). 
Simulations were performed with wind forcing (average and 
extreme wind cases).
Bottom friction has been modelled using Strickler’s law 
and with a friction coefficient of 35 m1/3/s. The turbulence 
model used was k-ε. TELEMAC-3D was run in its non-
hydrostatic version (version 7.1).
The effect of floating piers has been modelled by lowering 
locally the water surface to simulate the barrier created by the 
pontoons and by applying a friction loss term on the nodes 
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located at the interface between the pontoons and the water 
body. The lowering of the water surface was achieved by 
applying a locally increased atmospheric pressure 
corresponding to the pontoons’ draught (meters of water 
column converted into Pascal) in subroutine meteo.f (initial 
conditions were defined in subroutine condim.f). It can be 
noted that the distance between nodes at the interface between 
free surface and the floating docks has been set to 
approximatively 0.1 to 0.2 m in order to obtain a free surface 
gradient as steep as reasonably possible. The friction loss term 
has been implemented as an implicite source term in 
subroutine source.f with the quadratic friction coefficient 
expressed in terms of Nikuradse’s roughness coefficient ks
which has been set to 0.01 m. The vertical mesh has been 
defined with a classic Sigma repartition above level -0.6 (i.e. 
0.1 m below the deepest docks) and with a user defined Sigma 
repartition (ZSTAR) between this level and the bottom. It can 
be noted that the effect of moored boats has been modelled 
using the same methodology and by assuming that the boats 
can be simulated as a continuous floating structure located 
along the docks with an average draught of 0.2 m. The two-
dimensional mesh with information on floating docks’ draught 
is depicted in Fig. 7. The initial water surface elevation has 
been defined in an additional variable stocked in the geometry 
file and read by the program thanks to the keywords
NUMBER OF 2D PRIVATE ARRAYS and NAMES OF 2D
Figure 7. Modelling of floating docks and moored boats (a: 
overview of the structures with in yellow the moored boats, in 
green the inner docks and in red the outer docks; b: detailed 
view of the computational mesh with initial water surface values 
stocked in geometry file as an additional variable – note that the 
colors are not identical to a).
Figure 8. Sensitivity analysis on the keyword FREE 
SURFACE GRADIENT COMPATIBILITY (a: value 0.9; b: 
value 1.0). Surface current after a simulation time of 1 hour. The 
floating docks and moored boats are depicted with black lines.
PRIVATE VARIABLES.
A sensitivity analysis have shown that the value of the 
keyword FREE SURFACE GRADIENT COMPATIBILITY 
should be set to 1.0 in order to ensure a perfect balance 
between the free surface gradient and the computed velocities. 
Fig. 8 shows that erroneous currents are generated when using 
a value lower than 1.0 (for instance with the recommended 
value of 0.9).
Results in the vicinity of the marina are presented in Fig. 9
for an easterly wind blowing at 7.5 m/s. It can be seen that the 
surface current is reduced by floating docks and the moored 
boats. The differences are strongest in the western part of the 
marina which is in the lee (easterly wind and surface current) 
as well as in the vicinity of the outer docks (continuous barrier 
with a 0.5 m draught). Consequently, the surface current in the 
channel between the marina and the north shore is slightly 
increased. Results have shown that the flow in the sound is 
reduced by approximatively 8.4% due to the additional 
structures. A sensitivity analysis performed on the draught of 
the outer docks showed that the flow reduction can be lowered 
to 7,8% with a draught of 0.2 m indicating that their flow 
resistance is mainly linked to the number of additional 
pontoons (and therefore their associated friction) rather than 
to their draught (for the investigated geometries).
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Figure 9. Stationary surface currents for the extreme wind case 
after a simulation time of 20 hours (a: reference configuration; 
b: with additional floating docks). The floating docks and 
moored boats are depicted with black lines.
IV. CONCLUSION
This article presents available methods for modelling 
certain types of complex vertical structures with the 
hydrodynamic software TELEMAC-3D. These methods are 
based on local head losses that can be applied at any 
computational node in order to model the flow resistance 
generated by a structure and on locally increased atmospheric 
pressure to simulate a vertical contraction of the water body at 
the free surface. The proposed methods have been discussed 
and their limitations highlighted. The aim of this article is 
however not to propose these methods as modelling standards 
as a more formal and in-depth verification and validation 
process would be needed. Finally, application examples have 
been described.
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Abstract— An existing bridge over the Danube River, the 
longest river in the European Union, will be expanded by 
two lateral bridges. Four additional bridge piers will 
potentially induce turbulence, side currents and vortex 
streets which must not influence the shipping route 
through and behind the bridge. Simulations with Telemac-
2D and Telemac-3D and different pier shapes show 
Karman vortex streets behind the piers. The ongoing 
project uses Telemac-3D v7p1 and Telemac-AD to analyze 
the impact of the piers’ shape. The necessary mesh density 
that is the basis for a reliable representation of the 
surrounding bathymetry was determined with tests 
against flume experiments and a mesh impact analysis 
with Telemac-AD. First results are discussed.
I. INTRODUCTION
Obstacles in rivers are dangerous for swimmers, sport boats 
and sometimes even for cargo vessels. Currents near obstacles 
are different from the mainstream due to changes in fluid 
elevation, pressure and velocities.
High velocities frequently occur at the lateral face of bridge 
piers, whereas behind the pier backflow areas, side-currents and 
vortex streets develop, even if they are not always visible at the 
surface. At the front-face of an obstacle most of the water 
moves downward and may draw items down.
The main problem with the simulation of vortex streets is 
that a good representation is only possible if the mesh 
resolution is much smaller than the vortex diameters. In the 
case presented here, the vortex wake will have several hundred 
meters length, but the average vortex diameters will be below 1 
meter at their origin. The necessary mesh resolution has to be 
small; some experts claim smaller than 1 cm resolution in 3D. 
But if one needs to simulate a larger river stretch with many 
bridge piers, a compromise resolution is necessary to keep 
calculation times acceptable.
Five steps are required to find a suitable mesh with 
necessary minimum density and to determine good Telemac 
parameter sets:
1. Straight flume experiments with various pier shapes 
(circle, ellipse, rectangular a.o.) were set up in different 
mesh densities. The meshes were programmed to control 
the mesh point density not only close to the obstacle but 
also with growing distance.
2. This has been tested with several Telemac setups and 
compared to classic empiric Kármán formulas for vortex 
approximations.
3. The mesh points that have an impact on the vortex 
have been identified with Telemac-AD. This marks the 
areas that have to be refined carefully.
4. The transfer of these rules to the real river model 
shows long Kármán vortex streets for academic circular 
piers and match the empiric formulas.
5. The prediction for the future pier shapes also shows
Kármán vortex streets with small vorticity.
II. BOUNDARY CONDITIONS
A. The River and the Bridge
The Danube River (Figure 1) is, after the Volga, the second-
longest river in Europe. It is located in central and eastern 
Europe. Its source is in Germany and the estuary is in Romania
where it flows into the Black Sea. The Danube is an important 
international waterway. Dependent on the flow conditions, 
ships of up to 195 m in length and a width of up to 22.8 m
navigate on the Danube, as do small recreational boats. For all 
of them strong side currents are a potential hazard.
From the total length of 2,888 km, 2,415 km are navigable, 
whereby 351 km are located in Austria. This section belongs to 
the “Upper Danube”, which stretches from Kehlheim in 
Germany to Komárom in Hungary.
Figure 1: Overview of the Danube River
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The Voest-bridge (Figure 2), named after the local steel 
producer, crosses the Danube at river-km 2,133.44. The bridge 
carries a highway with three traffic lanes and one bicycle lane 
in each direction. The cable-stayed bridge has one pier, which is
permanently in water (Figure 3), on which the approx. 70 m 
high pylon is located.
Figure 2: Voest-bridge with additional side-bridges 6; project by 
consortium: Bernard Ingenieure, RWT plus ZT GmbH and Solid 
architecture.
Figure 3: Voest-bridge with existing bridge piers
There are two more piers in the floodplains; however, these 
are not of interest for shipping conditions. The shapes and the 
layout of the existing pier and the new river piers are shown in 
Figure 4 and Figure 5. The distance between the piers is 130m, 
which is sufficient space for 2 meeting cargo vessels of the size 
195 m x 22.8 m. The free span width on the right side of the 
pier is approx. 215 m, on the left side approx. 72 m. The 
distance from pier to slope on the right is 185 m and on the left 
60 m.
Figure 4: Shape of existing pier - Shape of new piers
In the course of the renovation of the Voest-bridge two 
additional side bridges will be built. Therefore four additional, 
new piers will be built in the regular flow section. The effect of 
the existing pier and the new piers in the regular flow section 
shall be investigated.
Figure 5: Layout
B. Simulation of Vortex Streets
Based on the research of Theodore von Kármán some 
empiric formulas and several laboratory examples are available 
for standard obstacle shapes, mainly for frontal symmetric 
approaching flow. These formulas, e.g., the vortex creation 
frequency (1), depend on the Strouhal-number.
݂ ൌ ௌೃכ௏ௗ (1)
where:
● ܵோ… Is the Strouhal number, approximately 0.2 for 
the problems discussed in this paper
● ܸ… the steady velocity of the flow upstream of the 
obstacle
● ݀… diameter of the obstacle.
The “Body Reynolds Number” (2) influence is well known too, as shown 
too, as shown in 
Figure 6 for the different stages of vortex development.
Figure 6: Body Reynolds Number and Vortex Formation [5]
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Ը ൌ ܸ כ ݀Ȁݒ (2)
where:
● ǥ
● ǥ
● ǥǤ
The separation point of vortices is the point at which the 
local wall shear stress disappears. Schlichting and Gersten [3]
write that the angle of separation for a cylinder under a 
subcritical flow regime (300<Re<105) is approximately 80°.
Simulation by finite methods is more challenging to work 
with than the empiric formulas, as a low diffusion and 
dispersion is needed to prevent smoothening of the vortices. For 
Telemac the right advection scheme is known as a key feature. 
Additionally many scientific publications recommend a very 
small mesh resolution to keep the dispersion low. Throughout 
scientific literature, mesh resolution is chosen by the principle 
“high density, as widespread as the hardware allows us”. But it 
is the nature of these numeric simulations that calculation time 
and costs are constraints.
The presented simulations in this paper test the abilities of 
Telemac-3D-v7p1 and Telemac-AD to integrate vortex 
movements in spatially large, inevitable coarser models.
Contrary to many former tests, the authors use Telemac-AD 
to quantify the mesh influence point by point in order to not 
bluntly densify meshes.  The intent is to learn where to improve 
the resolution, where to save mesh points and to reveal 
unexpected interactions.
III. TESTS WITH TELEMAC-3D V7P1
A. First tests vs. Observation in Nature
The first simulations of the existing Voest-bridge-piers did 
not show wake zones. So instead of the genuine shape a circular 
shape was modelled and consequently wake zones appeared. 
The question was raised if this is due to numerical reasons, or if 
there are no wake vortices for non-circular pier-shapes.
Therefore the existing Voest-bridge pier and two comparable 
more non-circular piers at the Inn-river in Innsbruck were 
photographed and filmed. The results are shown in Figure 7.
All three observations showed wake zones behind the piers. 
They are not always obvious at first sight, but by studying 
pictures combined with tripod-filmed videos periodic patterns 
can be determined. Therefore it is assumed, that the absence of 
wake zones in simulations is due to numerical reasons.
The Voest-bridge-study covers a 2,900 m long section of the 
Danube River. The length was chosen based on considerations 
of calculation time and minimization of boundary conditions 
influence. The highest navigable discharge in the investigation 
area is 3670 m3/s, which was chosen as boundary condition for 
the numerical simulations. The riverbed friction was defined 
with a Strickler-coefficient of 37.
Figure 7: Observation of bridge-piers at the Danube/Voest-bridge (top),  
Inn-river in Innsbruck (lower-left) and Hall (lower right)
In order to study the effect of the pier, different shapes 
(Figure 8) were simulated with Telemac-2D v6p3 and v7p1. All 
parameters which influence the diffusivity were set to reduce it 
(e.g. velocity diffusivity). The calculation was performed nearly 
explicit (implicitation for velocity/depth = 0.9) in order to 
obtain less smoothing. Different advection-schemes and 
turbulence models with little smoothing were tested.
Figure 8: Studied pier shapes and arrangements
The results of the first simulation are shown in Figure 9. It 
was assumed, that the smoothing comes from dispersion, which 
is a problem of coarse meshes.
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Figure 9: Wake zones vary with the pier shapes, but no Karman vortex 
streets are visible here.
B. Mesh Dependency and Telemac-AD
Two methods were chosen to find the right mesh / 
parameter combination:
●       
● Ǧ
For the first approach a series of flume meshes had been 
programmed with a Python script that instrumentalized 
Jonathan Shewchuk Triangle library [4]. Figure 10 shows 
meshes for a circle with r=1m and an ellipse with r1=1m and 
r2=4m. The displayed mesh densities are 180 (upper) and 40 
(lower) points at the pier footprint and the triangle growth rate
is 1.15 for every ring further away from the center. Despite of 
being clipped for Figure 10, the length upstream and 
downstream the pier is 50m, the total width is 20m. The first 
calculations showed a good vortex production for the circular 
mesh if used with the advection scheme “weak form of 
characteristics” and a small implicitation for depth and 
velocities. The vortex frequency could be reproduced exactly 
according to the Kármán law: 0.2Hz which equals one new 
vortex every 5 seconds. Additionally the separation point of 
vortices fits to Schlichting and Gersten’s [3] experience. Figure 
11 provides a good impression.
Figure 10: Meshes with controlled point density at the pier and guaranteed 
point distance growth of less than 1.15 times the neighbouring distance.
Mesh densities with less than 40 points around the circular 
pier didn’t perform well. Starting with 40 points (which equals 
a boundary point distance of ~15cm) useful results were 
produced. With 160 points (which equals ~4 cm) the behaviour 
seemed to reach a tangent. 720 points did not change much, but 
increasing computational expenses. Therefore brute force 
densification came to its limits and already included too many 
nodes.
The second, smarter step was to use Telemac-AD to 
determine the right positions for high resolution mesh inserts.
Figure 11: Upper Picture: Estimating vortex zones with the “weak form of 
characteristics” option produces results that comply with Kármán’s 
formula for the vortex creation frequency. Lower picture: The time 
averaged vortex corridor.
Telemac-AD (T-AD) is a special sibling of Telemac, which 
is able to show the interaction between any calculation 
parameter, as long as it is of the Fortran data type “double 
precision”. In this case, it is the mesh point's position on a user 
specified result: the vorticity behind the obstacle. The scientific 
background is explained in more detail in the TUC Proceedings 
of 2013[2].
T-AD is able to determine the influence of a large number 
of input variables on one single target variable in a single 
calculation. This means for the case presented in this paper, that 
7,121 points in 2D have X, Y and Z coordinates, which are in 
total 21,363 variables, which might affect the one result: the 
vorticity behind the pier.
For this purpose a so called cost function is added to the 
Telemac Source code, like an internal post processing routine. 
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After every time step it processes a formula which quantifies 
the vorticity behind the pier. Several alternative cost functions 
were checked. The most useful among them were the standard 
deviation of the velocity components, the variability of Uy and  
the transfer velocity component. Figure 12 shows an orange 
frame which marks the examination zone for the displayed cost 
function. In Figure 13 this is the smaller purple zone.
T-AD v6p2 and v7p2 (so far unpublished) returned the 
adjoints (~ a kind of derivative) for the mesh variables X, Y and 
Z which are combined to generate the vector field (=arrows) in 
Figure 13. The arrows describe the direction and magnitude a 
mesh point should be shifted to increase the vorticity indicator 
(=cost function).
Note: This answer is the elementary input for a potential 
next step, the shape optimization. In the case presented here it 
means that if the Y-dimension of the pier would be bigger, the 
vorticity indicator would be stronger.
To return to the general question of “Which mesh point has 
influence on the vorticity and therefore needs to be treated with 
special care?”; in Figure 13 the adjoints’ magnitude is colored 
as an answer. The logarithmic scale might mislead the 
interpretation. Boundary points have the greatest impact on the 
results, but  the position of the inner points nearby (which are 
more numerous and cover a larger area) also have an impact on 
the results. This means, that the mesh dependency is still strong 
in an area of up to 50 % of pier radius or 50 cm away from the 
boundary nodes, even though the resolution is already < 6 cm in 
this zone. This means the initial recommendation was correct: 
cells have to be smaller here for scientific applications.
Figure 12: The magnitude of point coordinate adjoints clearly shows the 
dependency of the vorticity to non-boundary points. This means that 
shifting one of the coloured points in 2D will lead to slightly other results. 
Due to the logarithmic scale, the pink coloured boundary points have a 100 
times stronger impact than the blue coloured surroundings. However, the 
blue area is up to 100 times larger.
Another interesting fact is the long influence zone directly 
upstream of the pier. The sensitivity of this area explains why 
fins or plates can disturb or even destroy the vortex system that 
efficiently.
Interpretation for the potential linear shift of an inner mesh 
point: As the bottom elevation is 0m for all points, the shift in X 
and Y direction wouldn’t affect the bathymetry, but only the 
calculated velocity gradients close to the obstacle.
This obviously has no linear behavior and means that a 
different mesh point position would result in different velocity 
fields. More points would describe the V-field better, thus 
resulting in less impact for the single points.
Figure 13: If the adjoints are displayed as arrows, they show the direction a 
mesh point has to be moved to increase the vorticity inside the pink 
selected area. The opposite direction would reduce it. In particular, the 
direct boundary points give the expected answer: Shift them to the inner 
side, and the vorticity will be reduced.
For practical purposes, the smaller differences of the results 
allow the authors a 15 cm resolution for the final flume-mesh. 
To understand why the upstream zone around the pillow is still 
that sensitive for the downstream vortex zone, Figure 14
(Telemac 3D-v7p1, here: 10 Levels in 3D) gives a visual 
explanation: The impact pillow on the upstream face and the 
side rolls are clearly visible and separated from the surrounding 
flow. The downward rotation is strongest at a distance of more 
than 0.5m to the obstacle itself. Outside of this zone, the impact 
(as calculated with Telemac-AD) decreases to a negligible 
magnitude.
Figure 14: The pillow on the upstream face produces a strong downward 
drag with the strongest vorticity on the bottom and on the piers back. A 
fine mesh resolution is necessary for this area as well, as it is an essential 
component of the vortex building system. The downward drag starts up to 
1m before the pier.
After many more comparisons between meshes, empirical 
formulae and literature, the step to the real scale model was 
made with the decision towards a mesh size of approx. 10cm 
along the circular piers rising by a factor of 1.15 to the next ring 
of cells. The first test with a circular pier returned the expected 
Kármán vortex street. The frequency is 0.035Hz, which equals 
the creation of one vortex every 28s. See fig. 15.
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Figure 15: Transfer of the parameter set from the flume to the project area. 
The resulting vortex street complies with the empirical Kármán formulas.
The next step is the creation of the final mesh. It includes 
all 5 piers and uses the so far developed parameter setup and 
mesh densities, but there are no comparison values available 
anymore from literature or experiments.
With an further mesh-refinement to 5 cm edge length
Kármán vortex streets with a small vorticity occur (Figure 16).
Figure 16: Kármán vortex streets at the piers of the Voest-bridge.
There are more questions to solve: What is the impact of 
diffusion? And what is the impact on small sport ships? At the 
time of writing, the answers to these questions are open, but we 
will publish some more results and a downloadable Telemac-
AD example  on the webpage
www.uwe-merkel.com/piers-and-eddies
IV. CONCLUSION
Vortex streets can be modeled well enough to comply with 
the well validated empirical formulas. It is important to avoid 
anything that induces artificial diffusion / dispersion. Two 
significant sources of dispersion are known beside some 
smoothing parameters: The mesh density and the type of 
advection. For the latter, the “weak form of characteristics” is 
the best possible answer in Telemac v7p1. For the first, the 
mesh density, the authors have not yet derived a universal 
empirical formula. However, in general results improved and 
met the Kármán frequency, when:
●        ͷ͹Ǥ
●             Ǥ ͷ    ͳͲ
● ൏Ǥͳǡͳͷ
●        
●  Ǧ	Ǧ  ൏ ͳ  Ǥ
Telemac-AD proved itself to be a reliable influence 
detection tool. It is particularly useful for more sophisticated 
pier shapes or groups (especially beyond the standard circular, 
elliptical, arrow or rectangular shapes).
Further parameters, such as resulting shear stress or scour 
development have not been investigated. Further fine-tuning 
will be necessary to meet the accuracy demands of the latter.
The width and dissipation of the wake is also mesh 
dependent, but in general less sensitive to the tested parameters.
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6WXG\RIRFHDQFLUFXODWLRQE\FRXSOLQJZLWKJOREDO
RFHDQPRGHO

$GODQH5(%$Í)ORUHQFH*$1',/+21$QQH/(9$66(85'HOSKLQH/(%5,62OLYLHU%(575$1'
$57(/,$(DX	(QYLURQQHPHQW±UXHGH/RUUDLQH(&+,52//(6)5$1&(

DGODQHUHEDL#DUWHOLDJURXSFRP



$EVWUDFW²0RVWRI WKHPDULQH FRDVWDOPRGHOV UHSUHVHQWRQO\ WKH
WLGDOFXUUHQWV+RZHYHU LQPDQ\SDUWVRI WKHZRUOG WKHFRDVWDO
FLUFXODWLRQLVDOVRGULYHQE\WKHJOREDOFXUUHQWVZKLFKDUHOLQNHG
WR FOLPDWRORJ\ DQG DWPRVSKHULF FLUFXODWLRQ V 7KURXJK YDULRXV
VWXGLHV DURXQG WKH ZRUOG DQG VWHS E\ VWHS $57(/,$ KDV
GHYHORSHG D PHWKRGRORJ\ WR LQWHJUDWH WKH JOREDO FLUFXODWLRQ LQ
7(/(0$& QXPHULFDO PRGHOV WKLV PHWKRGRORJ\ KDV HYROYHG
SURJUHVVLYHO\DFFRUGLQJWRGDWDDYDLODEOHDQGWKHUHTXLUHPHQWVRI
WKH VWXGLHV SRUW IDFLOLWLHV FRDVWDO GHYHORSPHQW FRROLQJ ZDWHU
V\VWHPV PDULWLPH UHQHZDEOH HQHUJ\7KLV SDSHU GHVFULEHV WKH
PHWKRGVDQGWKHLUHYROXWLRQ

, ,1752'8&7,21
$WWKHEHJLQQLQJWKHJOREDOFXUUHQWVZHUHRQO\LQWHJUDWHG
DV D IORZ UDWH DW WKH 7(/(0$& PRGHO ODWHUDO ERXQGDULHV
7KHQ D FRXSOLQJ ZLWK JOREDO RFHDQ PRGHOV KDV EHHQ
LPSOHPHQWHG7KLVFRXSOLQJLQYROYHVWKHFXUUHQWVEXWDOVRWKH
VDOLQLW\DQGWKHWHPSHUDWXUH7RKDYHDJRRGUHSUHVHQWDWLRQRI
WKHVXUIDFHSKHQRPHQDWKHDWPRVSKHULFIRUFLQJZLQGVWUHVV
SUHVVXUH ILHOG« KDG WR EH DGGHG 7KH GHVFULSWLRQ RI WKHVH
GHYHORSPHQWV LV SUHVHQWHG EHORZ LQ WKH FRQWH[W RI WKH VWXG\
VLWHDQGLWVVSHFLILFLW\

,, 685)$&()/8;
7KH PRGHO KDV EHHQ GHYHORSHG LQ WKH IUDPHZRUN RI WKH
FRQVWUXFWLRQ DQG H[SORLWDWLRQ RI D ODUJH VFDOH WUDQVKLSPHQW
FRQWDLQHUV WHUPLQDO LQ WKH5HSXEOLF RI 6mR7RPp H 3UtQFLSH
7KH DUHD RI WKH SURMHFW KDV EHHQ VHOHFWHG E\ WDNLQJ LQWR
DFFRXQW IURPRQH VLGH WKH H[LVWHQFH RI WKH GHHSVHD FDQ\RQ
ZKLFKDOORZVODUJHGUDXJKWVYHVVHOVWRFDOODQGIURPWKHRWKHU
VLGH WKH QDWXUDO SURWHFWLRQ FRQVWLWXWHG E\ WKH LVODQG RI 6mR
7RPpIURPPDMRURFHDQLFVZHOOVIURP6:DQG6(
&XUUHQWV LQ6mR7RPpDQGPRUHJHQHUDOO\ LQ WKH*XOIRI
*XLQHD DUH PDUNHG E\ D YDULDELOLW\ RFFXUULQJ RYHU ZLGH
UDQJHVRI WLPHDQGVSDFH7KH6mR7RPp LVODQG LV ORFDWHGDW
WKHERXQGDU\DUHDEHWZHHQ WKH6RXWK:HVW*XLQHDFXUUHQWDW
WKH1RUWK DQG WKH:HVW1RUWK:HVW HTXDWRULDO FXUUHQW DW WKH
6RXWK'XHWRVRPHVHDVRQDOIOXFWXDWLRQVWKLVERXQGDU\LVQRW
FRQVWDQW7KHYDULDELOLW\RIWKHFXUUHQWLVGXHWRWKHIDFWWKDWLW
LV HVVHQWLDOO\ GULYHQ E\ DWPRVSKHULF IRUFLQJ DQG E\ VHDVRQDO
FKDQJHV LQ HTXDWRULDO ZLQG VWUHVV ILHOGV :LQG ILHOGV DUH
GLUHFWO\ UHODWHG WR WKHSRVLWLRQ DQG WKH LQWHQVLW\RI WKH VHPL
SHUPDQHQWKLJKSUHVVXUHV\VWHPLQWKH6RXWK
7KHVWXG\RIWKHRFHDQFLUFXODWLRQLVEDVHGRQWKHXVHDQG
HYDOXDWLRQ RI D ' ORFDO PRGHO RI WKH 6DR 7RPp LVODQG
%RXQGDU\FRQGLWLRQVRIWKLVORFDOPRGHOKDYHEHHQGHWHUPLQHG
E\RWKHUPRGHOVEXLOWRQDUHJLRQDOVFDOH


)LJXUH%RXQGDU\RIWKHJHQHUDODQGUHJLRQDOPRGHO
7R UHSUHVHQW VHDVRQDO VFHQDULRV FRPELQLQJ WKH WLGDO
HIIHFWV WR WKH JOREDO DQG ORFDO ZLQGGULYHQ FXUUHQWV WKH VHD
OHYHO YDULDWLRQV DQG WLGDO FXUUHQWV DUH FRPSXWHG E\ D
VSHFLILFDOO\GHYHORSHG WLGDOK\GURG\QDPLFPRGHO ,QRUGHU WR
DGG WKH JOREDO FLUFXODWLRQ FXUUHQWV WR WKH WLGDO VHD VXUIDFH
YDULDWLRQV DQG FXUUHQWV DQRWKHU PRGHO ZLWK QHVWHG JULG KDV
EHHQ EXLOW 7KLV LQWHUPHGLDWH PRGHO LQWHJUDWHV DOO WKH
SKHQRPHQD DW WKHVH ERXQGDULHV 7KLV PRGHO ILUVWO\ EXLOG LQ
'KDVEHHQVLPSOLILHGLQ'
)LQDOO\WKHORFDO'PRGHOLQWHJUDWHVWKHEDWK\PHWULFGDWD
HVWDEOLVKHGIURPWKHVXUYH\DURXQGWKHVLWHRIWKHSURMHFWDQG
LQ SDUWLFXODU WKRVH ZKLFK GHVFULEH WKH FDQ\RQ DQG WKH ZDWHU
OHYHO DQG IOX[HVERXQGDU\ FRQGLWLRQV IRU WKH ORFDOPRGHO DUH
WUDQVIHUUHGIURPWKHRXWSXWRIWKHLQWHUPHGLDWHPRGHO
)RUWKHWKHUPDODQGVDOW WUDQVSRUWRQO\WKHORFDOPRGHOLV
XVHG 7KH LQLWLDO DQG ERXQGDU\ FRQGLWLRQV DUH EDVHG RQ WKH
VXUYH\V DQG WKH ZLQG GDWD RI WKH LQVLWX PHDVXUHPHQWV LQ
,OKHX GDV &DEUDV DUH DSSOLHG DV ERXQGDU\ FRQGLWLRQV RYHU
WKHZKROHVHDVXUIDFH
:HKDYHFDOLEUDWHGWKHK\GURG\QDPLFPRGHORQWKHUHVXOWV
RI PHDVXUHPHQWV E\ WXQLQJ WKH EHG UHVLVWDQFH ZKLFK LV QRW
WKHGRPLQDWLQJSDUDPHWHUIRUWKHVHGHSWKVWKHHGG\YLVFRVLW\
DQG WKHZLQG IULFWLRQ IDFWRU:HKDYHSXWGDPSLQJ IXQFWLRQV
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WRWDNHLQWRDFFRXQWRIWKHLPSDFWRIWKHVWUDWLILFDWLRQWKHUPDO
DQGVDOLQHVWUDWLILFDWLRQRQWKHUHVXOWV
7KH WLPH VHULHV RI VXUIDFH DQGERWWRPFXUUHQWV VLPXODWHG
E\ WKH PRGHO DUH FDOLEUDWHG DJDLQVW DYDLODEOH LQVLWX
PHDVXUHPHQWVREWDLQHG IURP WKUHH VWDWLRQV )LJXUH$W WKH
HQGRI WKH WXQLQJSURFHVVZHPD\ FRQFOXGH WKDW LQ VSLWH RI
VRPHPLQRUGHYLDWLRQVWKHDJUHHPHQWEHWZHHQWKHVLPXODWLRQ
UHVXOWVDQGWKHPHDVXUHPHQWVLVYHU\JRRGLQJHQHUDO6RZH
KDYH DVVHVVHG WKDW WKH ORFDOPRGHO LV FDOLEUDWHG VXFFHVVIXOO\
RQWKHZHHNRIPHDVXUHPHQWVDQGWKDWWKHVHOHFWHGFDOLEUDWLRQ
SDUDPHWHUVDUH WKHEHVWFRPSURPLVH WR UHSURGXFH WKHYDULRXV
K\GURPHWHRURORJLFDOVLWXDWLRQVVLPXODWHG


)LJXUH&RPSDULVRQPRGHOPHDVXUHPHQWDWVXUIDFHUHGDQGERWWRPEOXH

,,, */2%$/&855(176
$ *HQHUDOGHVFULSWLRQ
,QRUGHU WR KDYH DEHWWHU UHSUHVHQWDWLRQRI WKH FXUUHQWV LQ
WKH DUHDV ZKHUH WKH JOREDO FXUUHQWV DUH SUHGRPLQDQW LW ZDV
GHFLGHG WR WDNH WKHP LQWR DFFRXQW DV LQSXW LQ WKH
K\GURG\QDPLFPRGHO
$Q RFHDQ FXUUHQW LV D FRQWLQXRXV GLUHFWHG PRYHPHQW RI
VHDZDWHUJHQHUDWHGE\IRUFHVDFWLQJXSRQWKLVPHDQIORZVXFK
DV EUHDNLQJ ZDYHV ZLQG WKH &RULROLV HIIHFW FDEEHOLQJ
WHPSHUDWXUHDQGVDOLQLW\GLIIHUHQFHVZKLOHWLGHVDUHFDXVHGE\
WKHJUDYLWDWLRQDOIRUFHVRIWKH6XQDQG0RRQ'HSWKFRQWRXUV
VKRUHOLQH FRQILJXUDWLRQV DQG LQWHUDFWLRQVZLWK RWKHU FXUUHQWV
LQIOXHQFHDFXUUHQW
VGLUHFWLRQDQGVWUHQJWK
6LQFH$57(/,$KDVIXOILOOHGVHYHUDOK\GURG\QDPLF
VWXG\LQWKH*XLQHDJXOIDUHD7KXVJOREDOFXUUHQWVKDYHEHHQ
LQYHVWLJDWHG LQRUGHU WRXQGHUVWDQG WKHFLUFXODWLRQDURXQG WKH
VWXG\ DUHD DQG WKHQ WR SURYLGH LQSXW GDWD LQWR WKH PRGHO
,QGHHGFXUUHQWVDORQJWKH*XLQHDJXOIFRDVWDUHPDLQO\GULYHQ
E\WKHVHFRPSOH[JOREDOFXUUHQWV
$QDO\VLVRIFXUUHQWVLPSOLHVDSUHOLPLQDU\VWXG\RIJOREDO
FXUUHQWV LQ WKH*XLQHD*XOI ,QGHHG HYHQ LI WKHVH ELJ RFHDQ
FXUUHQWVHYROYHRIIVKRUHWKH\FUHDWHJOREDOFXUUHQWVZKLFKFDQ
DIIHFW WKH ORFDO K\GURG\QDPLF DW WKH VXSHUILFLDO OD\HUV 
P
,QWKLVDUHDJOREDOIORZVDUHFRPSOH[DQGFORVHO\OLQNHGWR
FOLPDWRORJ\2QWKHRQHKDQGDWPRVSKHULFFLUFXODWLRQZLQG
UDLQKHDWH[FKDQJHVDQWLF\FORQLFFHOOV«JHQHUDWHVFXUUHQWV
RQWKHRWKHUKDQGKHDWDFFXPXODWHGE\WKHRFHDQLQWKLVDUHD
LQIOXHQFHFOLPDWHWKURXJKPDULQHFXUUHQWV

% *OREDOFXUUHQWVLQWKH*XLQHD*XOI
0DLQJOREDOFXUUHQWVRIIVKRUHWKHVWXG\DUHDDUHVKRZHG
RQ)LJXUH


x 7KH 6RXWK (TXDWRULDO &XUUHQW 6(& LV GLUHFWO\
FUHDWHGE\WUDGHZLQGV,WLVDZDUPFXUUHQWJRLQJIURP
HDVW WRZHVWZLWK D YHORFLW\EHWZHHQ WRPV ,WV
PD[LPXPYDOXHDSSHDUVGXULQJDXVWUDOZLQWHUEHFDXVH
RI WKH 6DLQW +HOHQV DQWLF\FORQH ,W LV IRXQG QHDU WKH
HTXDWRU EXW LWV VLWXDWLRQ FDQ PRYH 7KH 6RXWK
6XEWURSLFDO &XUUHQW SDUDOOHO WR WKH 6(& JRHV LQ WKH
VDPH GLUHFWLRQ WKURXJK WKH ZHVW DQG LV VLWXDWHG
OLJKWO\ VRXWK7KHGLIIHUHQFHEHWZHHQ WKHVHFXUUHQWV
LVQRWFOHDU
x 7KH 1RUWK (TXDWRULDO 8QGHU&XUUHQW &&(1 LV
VLWXDWHG RQ WKH QRUWK VLGH RI WKH HTXDWRU ,W HYROYHV
DFFRUGLQJ WR WKH ,QWHUWURSLFDO &RQYHUJHQFH =RQH
,7&=ZKLFKFRUUHVSRQGVWRWKHSDUWRIWKHHDUWKQHDU
WKH HTXDWRU ZKHUH DWPRVSKHULF IORZV RI WKH 
KHPLVSKHUHV FRPH WRJHWKHU 6WUXFWXUH DQG SRVLWLRQ RI
WKLVDUHDHYROYHVHYHU\GD\,WLVVWURQJHUGXULQJDXVWUDO
ZLQWHU
x $W WKH HDVW WKH 1RUWK (TXDWRULDO 8QGHUFXUUHQW JLYHV
ELUWK WR WKH PDLQ FXUUHQW RI WKH *XLQHD *XOI WKH
*XLQHD &XUUHQW *& LW IORZV HDVWHUO\ DORQJ WKH
*XLQHD FRDVW RI WKH :HVW $IULFD ,WV PHDQ VSHHG LV
DERXW  PV ZLWK D PLQLPXP YDOXH RI DERXW 
PVGXULQJDXVWUDOVXPPHU-DQXDU\)HEUXDU\DQGD
PD[LPXPYDOXHDEOHWRUHDFKPVLQDXVWUDOZLQWHU
-XQH ± -XO\$W WKH HQG RI WKH %LDIUD %D\ LW JRHV
VRXWKWREHSDUWLDOO\LQWHJUDWHGLQWKH6RXWK(TXDWRULDO
&XUUHQW ,WV H[WHQW LV DERXWPLOHVRIIVKRUHZLWK D
WKLFNQHVVDURXQGWRP6WURQJZLQGVIURP1RUWK
(DVWWR(DVWFDQFUHDWHDVZLWFKRIWKLVFXUUHQW

7KH OLPLW EHWZHHQ WKH *XLQHD &XUUHQW DQG WKH 6RXWK
(TXDWRULDO&XUUHQWLVDQDUHDZKHUHZKLUOVHGGLHVDSSHDU
x $WWKHOHYHORIVXEVXUIDFHOD\HUVFRPSOH[FLUFXODWLRQV
H[LVW 7KH (TXDWRULDO 8QGHU&XUUHQW (8& LV WKH
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PDLQIORZLWJRHVHDVWHUO\LQWKHRSSRVLWHGLUHFWLRQRI
WKH 6(& EHOORZ P GHSWK ,Q WKH *XLQHD JXOI LW
GLYLGHVLQWREUDQFKHVRQHWKURXJKWKHVRXWKZKLFK
VXSSOLHV WKH &RQJR*DERQ 8QGHU&XUUHQW DQG WKH
VHFRQGRQH WKURXJK WKH QRUWK WRZDUGV WKH%LDIUD%D\
ZKLFK OHDGV WR WKH *XLQHD 8QGHU&XUUHQW *8&
KHDGLQJWRWKHZHVW7KHVL]HRIWKHVHEUDQFKHVLVQRW
ZHOONQRZQEHFDXVHLWGHSHQGVRQWKHSRVLWLRQRI(8&
DQG LWV ZKLUOV QHDU 6DR 7RPH ZKLFK HYROYH 'XULQJ
DXVWUDOZLQWHU(8&YHORFLW\UHDFKHVLWVPD[LPXP

)LJXUH7HPSHUDWXUHDQGVXUIDFHIORZLQ-DQXDU\DXVWUDO
VXPPHUDQG-XO\DXVWUDOZLQWHU

& *OREDOPRGHO
*OREDO&XUUHQWVLQWKH*XOIZKLFKLVRQHRIWKHLQSXWGDWD
IRUWKHORFDOK\GURG\QDPLF7(/(0$&'PRGHOKDYHEHHQ
GHULYHGIURPWKH0\2FHDQ3URGXFWV
7KH 0\2FHDQ VHUYLFHV SURYLGH LQIRUPDWLRQ RI FXUUHQWV
WHPSHUDWXUH VDOLQLW\ RQ WKH *OREDO 2FHDQ EDVHG RQ D
FRPELQDWLRQ RI VSDFH DQG LQ VLWX REVHUYDWLRQV DQG WKHLU
DVVLPLODWLRQLQWRPRGHOV
)RU WKH SUHVHQW VWXG\ GDLO\ GDWD RI FXUUHQWV WHPSHUDWXUH
DQG VDOLQLW\ KDYH EHHQ GRZQORDGHG DW D ODUJH VFDOH DQG DW
YDULRXV GHSWK 7KH\ FRPH IURP DQ RSHUDWLRQDO 0HUFDWRU
JOREDO PRGHO DQDO\VLV DQG IRUHFDVW V\VWHP ZKLFK VSDWLDO
UHVROXWLRQ LV DW  GHJUHH KRUL]RQWDOO\ DQG WHPSRUDO
UHVROXWLRQGDLO\7KHYHUWLFDOGLVFUHWL]DWLRQLVFRPSRVHGRI
OD\HUVOHYHOVIRUWKHXSSHUP
2QFH WKH DQDO\VLV LV GRQH VRPH RI WKHVH GDWD KDYH EHHQ
XVHGDVERXQGDULHVFRQGLWLRQVIRUWKHK\GURG\QDPLFPRGHO

)LJXUH0DSVRIJOREDOFXUUHQWVLQWKH*XLQHD*XOILQ)HEUXDU\
OHIWVLGHDQG-XO\ULJKWVLGH
)LJXUH VKRZV WKH  PDLQ JOREDO FXUUHQWV DW  GLIIHUHQW
SHULRGV $V GHVFULEHG SUHYLRXVO\ WKH *XLQHD &XUUHQW LV
GLUHFWHG HDVWHUO\ ZKHUHDV WKH 6RXWK (TXDWRULDO &XUUHQW JRHV
WRZDUG WKH ZHVW 'XULQJ WKH DXVWUDO VXPPHU WKH *XLQHD
&XUUHQW UHPDLQV ORZ EHFDXVH RI WKH ZHDNQHVV RI WKH 1RUWK
(TXDWRULDO8QGHUFXUUHQWWKH6RXWK(TXDWRULDO&XUUHQWLVDOVR
ZHDN

,9 */2%$/&855(176$77+(685)$&(
,Q  D VWXG\ ZDV FRQGXFWHG LQ *DERQ LQ RUGHU WR
DGUHVV WKH LVVXHV RI PDMRU FRDVWDO GHYHORSPHQWV $
K\GURG\QDPLFPRGHOZDVEXLOWLQRUGHUWRUHSURGXFHWKHRFHDQ
FLUFXODWLRQRII&DS/RSH]
0DULWLPHERXQGDULHVZHUHFRQWUROOHGE\ZDWHUOHYHOWLGH
DQGFXUUHQWV IURPWKHODUJHVFDOHRFHDQPRGHO0(5&$725
7KH PRGHO SURYHG WR EH XQVDWLVIDFWRU\ EHFDXVH LW ZDV
XQVWDEOH7KLVSKHQRPHQRQLVZHOONQRZQLQPRGHOOLQJDQGLV
LQGXFHG E\ DPLVPDWFK EHWZHHQ WKH WZR VRXUFHV RI H[WHUQDO
GDWD WKH0HUFDWRUPRGHO DQG WKH WLGDO PRGHO RI WKH*XOI RI
*XLQHD DQG WKH ORFDO PRGHO 7KHVH LQFRPSDWLELOLWLHV DUH
XVXDOO\ RI WZR W\SHV QDPHO\ GLIIHUHQFHV LQ EDWK\PHWU\ DQG
RWKHUVRXUFHRIH[WHUQDOIRUFLQJVXFKDVZLQG
7R RYHUFRPH WKLV LW LV QHFHVVDU\ WR EULQJ WKLV W\SH RI
PRGHOOLQJWRDQXPEHURIGHJUHHRIIUHHGRPWRWKHOLPLWVWKDW
DOORZ WKH PRGHO WR DGMXVW ZKLOH LQWHJUDWLQJ WKH H[WHUQDO
IRUFLQJ SURYLGHG DW WKH ERXQGDU\ +HUH WKH IORZ LV GLUHFWHG
PDLQO\ WR WKH QRUWK  VRXWK WKXV WKH ZHVWHUQ ERXQGDU\ KDV
EHHQPRGLILHG WR RQO\ LPSRVHZDWHU OHYHOV 7KLV FKDQJH KDV
UHVXOWHG LQ VRPH VWDELOLW\ WR WKH RYHUDOO VFDOH RI WKH ORFDO
PRGHODQGPRGHOOHGFXUUHQWVFRQVLVWHQWZLWKREVHUYDWLRQVRQ
WKHRXWVNLUWVRI&DS/RSH]
'HVSLWH WKLV WKH RYHUDOO G\QDPLFV ZDV QRW VDWLVIDFWRU\
HVSHFLDOO\RQWKHHDVWHUQERXQGDU\ZLWKWKHSUHVHQFHRIDIOX[
WRR LPSRUWDQW FRPSDUHG WR WKH LQIRUPDWLRQ DYDLODEOH LQ WKH
OLWHUDWXUH RU IURP0HUFDWRU ,Q WXUQ WKLV ERUGHU KDV SDUWLDOO\
EHHQPRGLILHGWRWDNHLQWRDFFRXQWRQO\WKHZDWHUOHYHOV
)LQDOO\ IRU HDFK ERXQGDU\ WKHVH IRUFLQJ GDWD KDYH EHHQ
LPSOHPHQWHG)LJXUH
x %RXQGDU\ZDWHUOHYHO
x %RXQGDU\ZDWHUOHYHODQGJOREDOFXUUHQW
x %RXQGDU\ZDWHUOHYHO
x %RXQGDU\ZDWHUOHYHODQGJOREDOFXUUHQW
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
)LJXUH%RXQGDULHVFRQGLWLRQV

7KHHQHUJLHVLQYROYHGLQWKHPRGHODUHFRQVLVWHQWZLWKWKH
PHDVXUHPHQWV,QGHHG WKHPRGHODOWHUQDWHVSHULRGVZKHQWKH
LQWHQVLW\ LV ORZ OHVV WKDQ  P  V DQG SHULRGV ZKHUH WKH
LQWHQVLW\ LV KLJKHU VHYHUDO GD\V DURXQG  WR  P  V
ZKLFK WUDQVODWHV JHQHUDO FXUUHQWV VXSSOLHG E\ WKH 0HUFDWRU
PRGHOVRWKDWWKHPHDVXUHGYHORFLW\LQWHQVLW\LVFRQVWDQWRYHU
WKH ZKROH SHULRG+RZHYHU VWDWLVWLFDOO\ WKHPRGHO SURYLGHV
DQDYHUDJHVXUIDFHVSHHGRIDERXWFPVFRPSDUHGZLWK
FPV IRU WKHREVHUYDWLRQV ,W LV WKHVDPH IXUWKHUZLWKDQ
DYHUDJHVSHHGPHDVXUHGRQWKHRUGHURIFPVFPV
VSHHGPRGHOOHG


)LJXUH&RPSDULVRQEHWZHHQPRGHOPHDVXUHPHQWV

,Q VXPPDU\ IRU WKLV VWXG\ RQO\ JOREDO FXUUHQWV DW WKH
VXUIDFHDUHLPSRVHG$QGWKHQLW¶VSURSDJDWHGRQWKHYHUWLFDO
E\XVLQJD6RXOVE\SURILOH6RWKHUHQRUHDO'JOREDOFXUUHQW
LPSRVHG ,Q RUGHU WR KDYH D EHWWHU UHSUHVHQWDWLRQ RI WKH
FXUUHQWV'JOREDOFXUUHQWVPXVWEHWDNHQLQWRDFFRXQW$QG
WRNHHSWKH'VWUDWLILFDWLRQ WHPSHUDWXUHDQGVDOLQLW\KDYHWR
EHXVHGLQWKHPRGHO

9 '*/2%$/&855(1767(03(5$785($1'
6$/,1,7<
,Q  $57(/,$ KDV GHYHORSHG D PRGHO LQ RUGHU WR
GHYHORSWKHEDVLVRIGHVLJQRID&/1*WHUPLQDOSURMHFWZKLFK
LV ORFDWHG LQ DQ LQGXVWULDOSRUW GHYHORSPHQW DW DERXW NP
6RXWKRIWKHWRZQRI.ULELLQ&DPHURRQ
7KUHHPDULWLPHERXQGDULHVDUHFRQVLGHUHG)LJXUH


)LJXUH7KHK\GURG\QDPLFPRGHOERXQGDULHV

)RU HDFK ERXQGDU\ YDULRXV IRUFLQJ GDWD KDYH EHHQ
LPSOHPHQWHGGXULQJWKHFDOLEUDWLRQVWHS
x %RXQGDU\LVWKHFRQWRXUVRIWKHPRGHODWWKHVXUIDFH
ZKHUHWLGDOGDWDDUHLPSRVHGDVLQSXW
x %RXQGDU\  FRUUHVSRQGV WR WKH VXUIDFH OD\HU ZKHUH
GDLO\ FXUUHQWV WHPSHUDWXUH DQG VDOLQLW\ PD\ EH
LPSRVHGDVLQSXWGDWD
x %RXQGDU\UHSUHVHQWVWKH'ODWHUDOFRQGLWLRQVZKHUH
GDLO\ FXUUHQWV WHPSHUDWXUH DQG VDOLQLW\ PD\ EH
LPSRVHGDORQJWKHZDWHUFROXPQ
7KHQGXULQJFDOLEUDWLRQSURFHVVGLIIHUHQWLQSXWFRQGLWLRQV
KDYH EHHQ LPSRVHG WR WKH  ERXQGDULHV XQWLO D VDWLVIDFWRU\
UHSURGXFWLRQRIWKHPHDVXUHGFXUUHQWKDVEHHQDFKLHYHG
7KLV KDV EHHQ GRQH LQ WKUHH VWHSV GXULQJ HDFK VWHS
YDULRXV WHVWV KDYH EHHQ UHDOLVHG )LQDOO\ WR LPSURYH PRGHO
UHVXOWVWHPSHUDWXUHDQGVDOLQLW\DUHDGGHGLWLVV\QWKHWL]HGLQ
7DEOH






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

7KHQH[WILJXUHVKRZVWKHLQWHJUDORIVSHHGDPSOLWXGHIRU
WKHGLIIHUHQWWHVWVFDVHV


)LJXUH&RPSDULVRQEHWZHHQGLIIHUHQWWHVWVFDVHV

7KH VWDWLVWLFDO DQDO\VHV VKRZ WKDW WKHPRGHO LV FRQVLVWHQW
ZLWKPHDVXUHPHQWVERWKDWWKHVXEVXUIDFHDQGWKHPLGGHSWK
(QHUJ\ OHYHOV LQ WKH PRGHO DUH JRRG /RFDO K\GURG\QDPLF
FLUFXODWLRQ LVFRUUHFW HYHQ LI VRPHWLPHV WKHHQHUJ\SHDNV DUH
VOLJKWO\ ZHDNHU ,W LV ZRUWK QRWLQJ WKDW VWURQJ LQWHQVLWLHV
UHSUHVHQW D ZHDN ZHLJKW LQ JOREDO YDOXH RI YHORFLW\
'LVWULEXWLRQV RI VSHHG DPSOLWXGH PRGHO DQG PHDVXUHV DUH
FORVH


)LJXUH&RPSDULVRQPRGHOPHDVXUHPHQWVDWWKHVXUIDFHDQGPLG
FROXPQ

7KLVVWXG\VKRZVKRZLPSRUWDQWLW LV WRWDNHLQWRDFFRXQW
DOOWKHSDUDPHWHUVJOREDOFXUUHQWVWHPSHUDWXUHVDOLQLW\ZKHQ
JOREDOFXUUHQWVDUHSUHGRPLQDQW

9, /21*7(50
,QIRUDQRIIVKRUHSURMHFWQHDUWKH0DUWLQLTXHLVODQG
ZH KDYH GHYHORSHG D WKUHHGLPHQVLRQDO PRGHO LQ RUGHU WR
PRGHO\HDUVRIFXUUHQWVWHPSHUDWXUHDQGVDOLQLW\7KHVL]H
RI WKHHGJHVRI WKHPHVK LVóDW WKHERXQGDU\ IRU OHVV WKDQ
 P QHDU WKH SURMHFW 7KLV VL]H RQ WKH SHULSKHU\ LV
HTXLYDOHQW WR WKH RQH RI WKH VWUXFWXUHG JULG RI WKH 1(02
PRGHO ZKLFK LV XVHG WR LPSRVH FXUUHQWV WHPSHUDWXUH DQG
VDOLQLW\ DW WKH PHVRVFDOH DQG IRU WKH HQWLUH ZDWHU FROXPQ
ERXQGDU\  LQ WKH ILJXUH EHORZ 73;2 LV XVHG IRU IRUFLQJ
WKHZDWHUGHSWKZLWK WKH WLGDOVLJQDO$WPRVSKHULFFRQGLWLRQV
ZLWKDLU WHPSHUDWXUHSUHVVXUHZLQGDQGHYDSRUDWLRQDUHDOVR
LPSRVHGDWWKHIUHHVXUIDFH
,Q RUGHU WR DYRLG D VORZ GHULYH RQ WKH UHVXOWV GDWD
DVVLPLODWLRQLVXVHGRQWKHEXONZDWHUIRUWKHWZRSDUDPHWHUV
VDOLQLW\ DQG WHPSHUDWXUH7KH UHVXOW RI WHPSHUDWXUH HYROXWLRQ
DWGLIIHUHQWGHSWKFDQEHVHHQRQ)LJXUH


)LJXUH7HPSHUDWXUHHYROXWLRQGXULQJ\HDU

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