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Abstract
In this paper four-parameter unfoldings Xλ of symmetric elliptic Hamiltonians of degree four are studied.
We prove that in a compact region of the period annulus of X0 the displacement function of Xλ is sign
equivalent to its principal part, which is given by a family induced by a Chebychev system; and we describe
the bifurcation diagram of Xλ in a full neighborhood of the origin in the parameter space, where at most
two limit cycles can exist for the corresponding systems.
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1. Introduction and statements of the main results
The aim of this paper is to study the families of differentials of elliptic Hamiltonians of degree
four
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and its unfoldings
dHν +
(
μ0 + μ1x + μ2x2
)
y dx = 0, (1.2)
where ν is a small parameter, and (σ1, σ2) = (1,1), (−1,1) and (1,−1), respectively.
For ν = 0, the Hamiltonians are symmetric (called also reversible) with respect to the diffeo-
morphism (x, y) → (−x, y). The level curves of H0 are shown in cases (i), (ii) and (iii) of Fig. 1,
corresponding respectively to (σ1, σ2) = (1,1), (−1,1) and (1,−1) and called the global center
case, the truncated pendulum case and the figure eight (Duffing oscillator) case. Note that in the
case of (σ1, σ2) = (−1,−1), the only singularity is a saddle point, and there is no closed level
curve.
For 0 < ν  1, the parameter ν breaks this symmetry in a generic way. The family (1.2)
depends of the parameter λ = (ν,μ0,μ1,μ2, ) ∈ (R4,0). Of course, it is equivalent to look at the
Liénard family of vector fields
Xλ:
x˙ = ∂Hν
∂y
,
y˙ = −∂Hν
∂x
+ μ0y + μ1xy + μ2x2y.
(1.3)
These systems were extensively studied in [1,3–8] among others. Our paper relies strongly on
the results of [4–7] on Abelian integrals.
We compare the displacement functions of the unfoldings with their principal part. In order
to avoid difficulties related to the nondifferentiability of the displacement function, we limit
our study to a closed interval of values of the Hamiltonian, not containing the critical value
corresponding to the boundary polycycle.
We introduce the Dulac ideal in the space of parameters, characterizing perturbations of the
Hamiltonian vector field having identity Poincaré map (see also [1]). We show that in all cases
the principal part and the remainder can be divided in the Dulac ideal. Using convenient blowing-
ups, we show in different charts the stability of the principal part, thus justifying the terminology
principal part.
Finally, we describe the bifurcation diagram of the unfolding in a full neighborhood of the
origin in the parameter space. In fact, the bifurcation diagrams in the global center case and
truncated pendulum case are homeomorphic, but the bifurcation diagram in the figure eight case
is different. We give simple polynomial models for the bifurcation diagram in either case. The
two cases are modeled by the same polynomial function, but considered on different intervals.
Our approach permits us to prove the existence of a neighborhood of the origin in the multi-
dimensional parameter space, where at most two limit cycles can exist for the corresponding
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families λ(ε) of the unfolding and proved that for any such one-parameter family defined for
ε ∈ [0, ε0], ε0 > 0, at most two limit cycles exist. But, a priori, in [7] the size of this value ε0
depends on the one-parameter family and hence no uniformity is guaranteed.
In [4–6] Dumortier and Li studied bifurcations of the families (1.3), for any value of the
parameter ν. In particular, they proved the existence of limit cycles of multiplicity four for some
large values of ν. In their study, only the charts {μ¯2 = ±1} are considered. This does not permit
a result in a full neighborhood of the origin as we want to make here.
We are interested here in breaking the degeneracy of the Poincaré map due to the symmetry
(x, y) → (−x, y). In the figure eight case (iii) of Fig. 1, we hence study only the creation of limit
cycles from the exterior ovals.
For ν = 0, one can obtain all the limit cycles from the zeros of the Abelian integral. But,
a priori, the study in [4–6] does not permit to pass from the Abelian integral to the displace-
ment function, when ν → 0. This is for the following reason. When ν = 0, the symmetry of the
Hamiltonian produces a degeneracy in the unfolding and it could hence happen that the domain
of validity of the comparison between the displacement function and the Abelian integrals in the
parameter μ = (μ0,μ1,μ2), shrinks to zero, as ν → 0.
One aim of this article is to show that the degeneracy present for Abelian integrals is preserved
for the unfolding of the displacement function, in a whole neighborhood of the origin in the
parameter space.
2. Some preliminaries, definitions and properties
We prove first that the displacement function δ can be divided in the parameter space in the
same way as its principal part M. Next, we define the notion of sign equivalence, in order to
compare the families δ and M in the next section. This comparison will be based principally on
the Chebychev property of triple (I0, I¯1, I2), of Abelian integrals generating M. We recall in this
section, some definitions and properties of the Chebychev systems, and introduce the blow-up
map which we will use to prove the main theorem in the next section.
2.1. Division of the displacement function in the parameter space
The Hamiltonian H0 defined in (1.1) has a center at (0,0) in cases (i) and (ii) and a saddle in
case (iii), which belongs to the figure eight loop. Let h¯ = +∞ in the cases (i) and (iii) and h¯ = 1/4
in the case (ii). The domain H−10 ((0, h¯)) is the maximal open period annulus of the Hamiltonian.
It is the complement of the center in case (i), the region bounded by the heteroclinic cycle form
which the center is deleted in case (ii) and the region outside the figure eight loop in case (iii).
Let [h0, h1] ⊂ (0, h¯) be a closed interval such that H−10 ([h0, h1]) is contained in the period an-
nulus of the Hamiltonian H0. Let σν = H−1ν [h0, h1]∩R+ ×{0} and σ ′ν = H−1ν [0, h¯]∩R+ ×{0}.
Using the parametrization of σν and σ ′ν by Hν , we consider the Poincaré map Pλ : [h0, h1] →
(0, h¯), of Xλ given by (1.3), defined for λ belonging to a small neighborhood W of the ori-
gin 0 ∈ R4. The Poincaré map P is an analytic function of (h,λ) ∈ [h0, h1] × W . We denote
δ(h,λ) = Pλ(h) − h the displacement function defined on [h0, h1] × W .
Let
ωi = xiy dx, (2.1)
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tonian vector field XHν and let
Ii(h, ν) = −
∫
γ (h,ν)
ωi. (2.2)
By the usual Poincaré formula applied to each of the small parameters μi , it follows:
Lemma 2.1. The displacement function δ can be written
δ(h,λ) = μ0I0(h, ν) + μ1I1(h, ν) + μ2I2(h, ν) + O
(‖μ‖2), (2.3)
where ‖ · ‖ is some norm on R3.
Note that if
μ0 = μ2 = νμ1 = 0, (2.4)
then the system Xλ has a center at (0,0) in the perturbed global center and truncated pendulum
cases and Xλ has a continuous band of closed orbits surrounding the figure eight loop related to
the saddle at (0,0), in the perturbed exterior figure eight case. Indeed, if (2.4) is verified, then
either the system is Hamiltonian (if μ1 = 0), or it is reversible (if ν = 0).
Proposition 2.1. The displacement function δ can be divided in the ideal O{μ0,μ2, νμ1} gen-
erated by the functions μ0,μ2, νμ1. That is, there exist analytic functions Δi(h,λ), i = 0,1,2,
defined for (h,λ) ∈ [h0, h1] × W such that
δ(h,λ) = μ0Δ0(h,λ) + μ2Δ2(h,λ) + νμ1Δ1(h,λ). (2.5)
Proof. Applying the Taylor formula with respect to the variables μ0 and μ2, we first write δ as
follows:
δ(h,λ) = μ0Δ0 + μ2Δ2 + δ˜(h, ν,μ1). (2.6)
Next, δ˜ vanishes for μ1 = 0, so it can be divided by μ1. Repeating the same argument for ν gives
an analytic function Δ1 = 1μ1ν δ˜. 
Remark 2.1. In a general setting, the division of the displacement function in the Bautin ideal B
has been proved in [12]. Denoting D the Dulac ideal generated by conditions which guarantee
that the first return map is identity, one knows that B ⊂ D and division can be done in D. This
is what happens here, for D = (μ0,μ2, νμ1). In fact, from our study it follows that in our case
B =D.
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Given a family fλ(h) = f (h,λ) of functions defined on [h0, h1] × W , W ⊂ Rk , we consider
the bifurcations of its zeros. We will say that a family is generic, if it is stable under small smooth
perturbations, up to contact equivalence [11]. For a generic family, the contact equivalence de-
fines a stratification of the bifurcation diagram and each bifurcation stratum has a well defined
type: fold, cusp, swallowtail, crossing of extrema, . . . .
We use a weaker equivalence (sign equivalence), which is sufficient for our purpose.
Definition 2.1. Let f (h,λ) and g(h,λ) be two families of functions defined on [h0, h1] × S
and [k0, k1] × S, where S is a k-dimensional compact manifold. We say that f and g are sign
equivalent, if there exists a homeomorphism from [h0, h1] × S to [k0, k1] × S sending (h,λ) →
(φ(h,λ),Φ(λ)) so that the zeros of f (h,λ) are sent to the zeros of g(φ(h,λ),Φ(λ)) and the
signs of these functions are preserved.
The homeomorphism Φ of S onto itself sends each bifurcation stratum of f to a bifurcation
stratum of g of the same type. This definition can be easily germified.
We say that two families as above are smoothly sign equivalent, if the homeomorphism Φ
realizing the equivalence is a diffeomorphism.
2.3. Principal part, Chebychev systems and blow-up of the parameter space
Define
Ii(h) = Ii(h,0), i = 0,2,
I¯1(h) = ∂
∂ν
I1(h,0). (2.7)
Now let
M(h,λ) = μ0I0(h) + μ1νI¯1(h) + μ2I2(h). (2.8)
We call M the principal part of the displacement function. Before stating and proving the main
theorem we need some preliminaries to make precise the properties of M and to be able to
compare the displacement function to it. The principal ingredient for the proof of the theorem
below and for the proof of its corollary, is that the set of functions {I0, I¯1, I2} is a Chebychev
system, which will be proved in the next lemma. We first recall the definition (see [10]).
Definition 2.2. A (k + 1)-tuple of smooth functions (J0, . . . , Jk), defined on some interval
[h0, h1], is a Chebychev system, if for any  k, a nontrivial linear combination of the functions
(J0, . . . , J) has at most  zeros in [h0, h1] counting the multiplicities.
The simplest example is the set of monomials (1, x, x2, . . . , xk), which is a Chebychev system
on any interval.
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(i) The Chebychev property is equivalent to the nonvanishing of the successive Wronskian de-
terminants W = W(J0, . . . , J),  = 0, . . . , k, [10] and hence is an open property in the C∞
topology.
(ii) The Chebychev property has the following simple characterizations: for k = 0, J0(h) = 0,
for all h; for k = 1, in addition to the previous property, the function J1
J0
has a nonzero deriva-
tive, for any h; for k = 2, in addition to the previous properties, the curve h → ( J1
J0
(h), J2
J0
(h))
is convex.
As a consequence, if k = 1, the family has just one simple zero for each parameter value and
the only bifurcations correspond to zeros crossing the boundary at h0 or h1. If k = 2, it has at
most 2 zeros and a pair of lines of fold bifurcation, in addition to the boundary bifurcations.
The following lemma is a reformulation of a result in [7] (see also [8]).
Lemma 2.2. The triple of functions (I0, I¯1, I2) is a Chebychev system, for any [h0, h1] ⊂ (0, h¯),
where h¯ is defined as above.
Proof. By the definitions (2.1) and (2.2)
I1(h, ν) = −
∫
γ (h,ν)
xy dx,
where γ (h, ν) is the compact component of H−1ν (h). Hence, along γ (h, ν) the function y =
y(x, ν) of the integrand satisfies
y2
2
+ σ1 x
4
4
− ν x
3
3
+ σ2 x
2
2
= h,
which implies ∂
∂ν
y(x, ν) = x33y along γ (h, ν). Thus, we have
I¯1(h) = ∂
∂ν
I1(h,0) = −
∫
γ (h,0)
x4
3y
dx = 1
3
∂
∂h
I4(h,0).
Since I0(h) is the area of the region surrounded by the closed orbit γ (h,0), it follows
I0(h) = 0, for any h ∈ [h0, h1] ⊂ (0, h¯).
Next, Lemma 3.6(i) of [7] gives d
dh
I¯1(h)
I0(h)
= 0, h ∈ (0, h¯). This is equivalent to the fact that a
nontrivial linear combination of the functions (I0(h), I¯1(h)) has at most 1 zero in (0, h¯). That is
W(I0(h), I¯1(h)) = 0, for h ∈ (0, h¯).
By the results in Lemma 2.4 and Remark 2.6 of [7], it follows that the functions I0(h,0),
∂
∂ν
I1(h,0), I2(h,0) (i.e., the functions I0(h), I¯1(h), I2(h)) are linearly independent on h ∈ (0, h¯).
That is W(I0(h,0), ∂∂ν I1(h,0), I2(h,0)) = 0. Then by Remark 2.2, (I0, I¯1, I2) is a Chebychev
system in [h0, h1]. 
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Then the linear family
J (h,α) =
k∑
i=0
αiJi(h), α = (α0, . . . , αk) ∈ Sk, (2.9)
is smoothly sign equivalent to the polynomial family P(h,β) = ∑ki=0 βihi , β = (β0, . . . ,
βk) ∈ Sk.
The following proposition describes triviality results of the bifurcation diagram for the types
of families that appear in our applications after a convenient blowing-up.
Proposition 2.3. [10, Theorem 1.8.1] Let J (h,α,ρ,u) =∑ki=0 αiJi(h,α,ρ,u) be a family of
functions defined for h ∈ [h0, h1], α ∈ Sk , ρ belonging to a compact K ⊂ Rm and u belonging
to a neighborhood of the origin in Rn. Let J 0i (h) = Ji(h,α,ρ,0), i = 0, . . . , k. Assume that the
functions (J 00 , . . . , J 0k ) are independent of α and ρ and that they form a Chebychev system on[h0, h1].
Then, there exists a sufficiently small neighborhood W ⊂Rn of the origin such that for u ∈ W ,
the family J (h,α,ρ,u) is smoothly sign equivalent to the family
J 0(h,α) =
k∑
i=0
αiJ
0
i (h), (2.10)
considered as a family depending trivially on (ρ,u). This equivalence is realized by a diffeomor-
phism Φ(α,ρ,u) = (ϕ(α,ρ,u), ρ,u), in the parameter space, such that ϕ(α,ρ,0) ≡ α. This
gives that the bifurcation diagram of J (h,α,ρ,u) is diffeomorphic to the product of the bifurca-
tion diagram of J 0(h,α) by K × W .
To reduce locally the function M to linear combinations of the three functions (I0, I¯1, I2), we
need to blow up the parameter space. For this, we consider the blowing-up
Ψ (ν¯, μ¯0, μ¯1, μ¯2, u) :S
3 ×R+ →R4,
given by
μ0 = u2μ¯0, μ1 = uμ¯1, μ2 = u2μ¯2, ν = uν¯. (2.11)
The powers in u are given by the quasi-homogeneous weights in the function M .
Given a function f (h,λ) and the blowing-up Ψ , we define the corresponding blown-up family
f¯ (h, λ¯, u) = 1
u2
f (h,Ψ (λ¯, u)), where λ¯ = (ν¯, μ¯0, μ¯1, μ¯2). In our study,
M¯(h, λ¯, u) = μ¯0I0(h) + ν¯μ¯1I¯ (h) + μ¯2I2(h). (2.12)
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In this subsection we prove that the displacement function δ of the family Xλ is sign equivalent
to its principal part M (2.8).
The main result of this section is as follows:
Theorem 3.1. Let δ and M be the displacement function and its principal part as defined previ-
ously. Then the family δ is sign equivalent to its principal part M on [h0, h1] ⊂ (0, h¯), for λ in
a neighborhood of the origin, where h0 and h1 are chosen so that Q(h0) = Q(h1). The homeo-
morphism Φ of sign equivalence can be chosen to be equal to the identity on the two center lines
Oμ1 = {μ0 = μ2 = ν = 0} and Oν = {μ0 = μ1 = μ2 = 0}, and to be a smooth diffeomorphism
outside them.
In the proof, we will have to distinguish two cases. The first case concerns the global center
or the truncated pendulum. We call it the monotonic case due to the (increasing) monotonicity
of the function h → Q(h) = I2
I0
(h) ([5, Lemma 2.4] and [4]). The second case is the figure eight
loop case, which we call the nonmonotonic case. In this case Q(h) has a single minimum for
a sufficiently large interval [h0, h1] [2, Lemma 2.7]. We assume in the sequel this choice of the
interval [h0, h1].
Proof. We cover the sphere S3 by the following charts:
(μ¯0, μ¯2) ∈ S1, (μ¯1, ν¯) ∈ D1 ⊂R2, (3.1)
μ¯1 = ±1, (μ¯0, μ¯2, ν¯) ∈ D±2 ⊂R3, (3.2)
ν¯ = ±1, (μ¯0, μ¯1, μ¯2) ∈ D±3 ⊂R3. (3.3)
The size of the discs D1 and D±i , i = 2,3, is chosen as explained below.
Consider first the family δ¯ in the chart (3.1). It is given by
δ¯ = μ¯0
(
I0(h) + O(u)
)+ μ¯1ν¯(I¯1(h) + O(u))+ μ¯2(I2(h) + O(u)). (3.4)
Recall that (μ¯0, μ¯2) belongs to the circle and that the quotient function h → I2I0 (h) is either
monotone or has a single regular quadratic critical point according to the case we study. In any
case it is a stable situation. The stability is also verified on the boundary due to the condition
Q(h0) = Q(h1). Let v = (u, μ¯1, ν¯). As (μ¯0, μ¯2) belongs to the circle, we can rewrite the expres-
sion (3.4) as
δ¯ = μ¯0
(
I0(h) + O
(‖v‖))+ μ¯2(I2(h) + O(‖v‖)). (3.5)
We choose the disc D1 sufficiently small, so that by stability the bifurcation diagram is trivial
(similarly, as in Proposition 2.3).
The compact discs D±2 and D
±
3 are next chosen sufficiently big so that together with D1, they
cover the sphere.
The family δ¯ in the charts (3.2) is of the form
δ¯ = μ¯0
(
I0(h) + O(u)
)± ν¯(I¯1(h) + O(u))+ μ¯2(I2(h) + O(u)). (3.6)
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μ¯0 = ρ ¯¯μ0, μ¯2 = ρ ¯¯μ2, ν¯ = ρ ¯¯ν, (3.7)
for ρ ∈ [0, ρ0]. This gives δ¯ = ρ ¯¯δ, with
¯¯δ = ¯¯μ0
(
I0(h) + O(u)
)± ¯¯ν(I¯1(h) + O(u))+ ¯¯μ2(I2(h) + O(u)). (3.8)
By applying Proposition 2.3 to the family ¯¯δ, we see that it is smoothly sign equivalent to the
Chebychev family
¯¯μ0I0(h) ± ¯¯νI¯1(h) + ¯¯μ2I2(h).
This gives a diffeomorphism in the parameter space S2 ×[0, u0]×[0, ρ0], where ( ¯¯μ0, ¯¯μ2, ¯¯ν) ∈ S2
and (u,ρ) ∈ [0, u0] × [0, ρ0]. This diffeomorphism induces a homeomorphism realizing sign
equivalence between δ¯ given in (3.6) and the restriction
M¯ = μ¯0
(
I0(h)
)± ν¯(I¯1(h))+ μ¯2(I2(h)) (3.9)
of M¯ (2.12) to the domain (3.2).
This is a diffeomorphism outside the axis. We can treat in a completely similar way the fam-
ily δ¯ in the chart (3.3).
Finally, the different equivalence homeomorphisms that one has obtained in the different
charts can be glued up into a unique homeomorphism Φ¯ defined on a neighborhood of the
exceptional divisor S3 × {0} in S3 × R+. Before gluing these different homeomorphisms, we
have to change them so that they coincide in the intersection of their respective domains. This
is easily realized by isotopies preserving the bifurcation strata, taking into account that they are
equal to identity for u = 0. The resulting homeomorphism Φ¯ is equal to the identity on the lines
{μ¯0 = μ¯2 = ν¯ = 0} and {μ¯0 = μ¯1 = μ¯2 = 0}, and can be constructed to be a smooth diffeo-
morphism outside them. Then, it induces a homeomorphism Φ on a neighborhood of the origin
in R4, which is equal to the identity on the two center lines Oμ1 = {μ0 = μ2 = ν = 0} and
Oν = {μ0 = μ1 = μ2 = 0}, and is a smooth diffeomorphism outside them. Finally, it is easy,
but tedious to construct a family of homeomorphisms as in the definition of sign equivalence
Definition 2.1. 
Corollary 3.1.
(i) The homeomorphism Φ sends the bifurcation diagram of the family δ to the bifurcation
diagram of the family M .
(ii) There exists a neighborhood W of the origin 0 ∈R4, such that for λ ∈ W , the system Xλ has
at most two limit cycles intersecting the interval σν = H−10 ([h0, h1]) ∩R+ × {0}.
Remark 3.1. In cases (i), (ii) of Fig. 1, it is very easy to extend the study to the center, i.e., to
take h0 = 0.
On the other hand, it is natural to try to extend our study of the displacement function to
the points h1 = 1/4 in the case (ii) and h0 = 0 in the case (iii). These values correspond to the
values of the Hamiltonian on the polycycle bounding the period annulus. It is clear that for these
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for the Abelian integrals M . For instance, one encounters bifurcations of the upper and lower
heteroclinic connections in the case (ii), which are related to the half-integrals Ii , i.e., to the
integrals restricted to the upper or lower heteroclinic connection of the Hamiltonians H0.
A study of a family very similar to the case (ii) was made in [9], where quadratic perturbations
of symmetric Hamiltonians with double cycle loops were studied. In that paper, the authors
described the bifurcation diagram in a neighborhood of the double cycle loop, for the parameter
values restricted to a conic sector around the line of symmetric systems. It is clear that this study
could be repeated in the cases (ii) and (iii).
Nevertheless, it is not known how to study the bifurcations of the polycycles in a full neigh-
borhood of the parameter space.
4. Topological description of the bifurcation diagram
In this section, we describe the topology of the bifurcation diagram of M . As in the previous
section, we have to distinguish two cases: the monotonic and the nonmonotonic. The bifurcation
diagrams of M in the two cases are not the same. They give the bifurcation diagram for the vector
field family Xλ.
The bifurcation diagram is a subset of R4. It is a radial cone with vertex at the origin above
the sphere S3 = {μ20 + μ21 + μ22 + ν2 = 1}, the conic structure being given by (2.11).
We denote μ¯i and ν¯ the restriction of the coordinates μi and ν on the sphere. We describe
the intersection of the bifurcation diagram with the sphere S3. The study is done using the charts
(3.1)–(3.3).
The chart (3.1) is a solid torus T1. Similarly, the union of the charts (3.2) and (3.3) contains a
solid torus T2, which together with T1 covers S3.
The bifurcations of a zero passing through the boundary of the interval [h0, h1] at h = h0
and h = h1 are given each by two spheres S0 = {M¯(h0, μ¯0, μ¯1, μ¯2, ν¯) = 0} and S1 =
{M¯(h1, μ¯0, μ¯1, μ¯2, ν¯) = 0}. Their intersection S0 ∩ S1 = C is transversal and given by a cir-
cle.
The complementary S3 \ (S0 ∪ S1) consists of four domains I–IV (see Fig. 2). The four do-
mains I–IV cut any local transversal section at any point of C just like the four quadrants are
separated by the coordinate axes in R2.
Fig. 2. Regions I–IV in R3\{S0 ∪ S1}.
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Fig. 4. The local structure near pi .
We describe first the bifurcation diagram in the torus T1. In the monotonic case, the bifurca-
tion in T1 consists only of the four discs given by the intersection of the spheres Sk , k = 0,1,
with T1. In the nonmonotonic case, there are two additional discs of double zero bifurcations
in T1 (see Fig. 3).
We now consider the bifurcation diagram in the torus T2 in the two cases. There are four
points pi , i = 1, . . . ,4, ordered cyclically on the circle C. The points p1 and p3 (ν¯ = ±1) cor-
respond to the Hamiltonian centers and p2 and p4 (μ¯1 = ±1) to the reversible centers. Up to
a homeomorphism, the local bifurcation at these points is given by a linear Chebychev family
α01 + α1x + α2x2. It has a conic structure and the local structure is given by Fig. 4. On each of
the spheres Sk , k = 0,1, the points pi , pi+1 are connected by nonintersecting arcs jk , k = 0,1,
j = 1,2,3,4, of double zeros at h0 and h1, respectively (see Figs. 5(a) and 5(b)). The double
zero bifurcation surface in T2 is represented by Figs. 5(a) and 5(b) in the monotonic and non-
monotonic case. The figures are given in an unwrapped torus T2 for the sake of clearness.
The surface of double zeros is different in the monotonic and nonmonotonic case. In the
monotonic case the whole surface of double zeros is contained in the torus T2. It consists of
four discs Bj , j = 1, . . . ,4, with boundary ∂Bj = j0 ∪ j1. The discs belong alternatively to the
domains I and III, see Figs. 5(a) and 6(a).
In the nonmonotonic case the double zero bifurcation surface in the sphere S3 is obtained by
gluing its pieces belonging to the tori T1 and T2, respectively. It is a union of two discs B0 ⊂ II
and B1 ⊂ IV. Each of the discs B0 and B1 cuts the corresponding domain II (respectively IV) in
two regions.
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Fig. 6. Bifurcation diagram.
The disc B0 is bounded by the arcs 11, 
2
0, 
3
1, 
4
0 and the second disc B1 is bounded by the
complementary arcs jk as shown in Figs. 5(b) and 6(b).
The global bifurcation diagram in the two cases is obtained by gluing together the parts of
the bifurcation diagram visible in the two tori T1 and T2. They are given in Fig. 6(a) in the
monotonic case and in Fig. 6(b) in the nonmonotonic case.
The complementary of the above described bifurcation surfaces has 8 regions in the
monotonic case and 6 regions in the nonmonotonic case. The maximal number of zeros is 2.
This number is achieved in 4 regions in the monotonic and 2 regions in the nonmonotonic case.
See Figs. 6(a) and 6(b) for more details.
Remark 4.1. Note that in the description of the bifurcation diagram of the family M we used
only the monotonicity properties of the functions I0, I¯1, I2. Hence the same description applies
for a suitable polynomial model.
90 C. Li et al. / J. Differential Equations 231 (2006) 78–91More precisely, in the monotonic case, due to the fact that h → Q(h) = I2
I0
(h) is increasing
and (I0, I¯1, I2) form a Chebychev system, the family M is sign equivalent to the family
P(x,μ0,μ1,μ2, ν) = μ01 + μ1νx + μ2x2 (4.1)
on any interval [a, b], for 0 < a < b.
Similarly, in the nonmonotonic case, the family M is sign equivalent to the family (4.1), but
on an interval a < 0 < b, where a and b are chosen so that Q(h1) − Q(h0) and b2 − a2 are of
the same sign.
Remark 4.2. Just as in the proof of the main Theorem 3.1, we can prove that the families M and
P are sign equivalent by a diffeomorphism outside of the axes Oμ1 and Oν.
Remark 4.3. Using the properties of the Abelian integrals (I0, I¯1, I2) as given in [4–7], a more
quantitative description of the bifurcation diagram of the principal part
M = μ0I0 + μ1νI¯1 + μ2I2 (4.2)
can be obtained.
In [4–6], the authors study the bifurcation diagram of the principal part M of the displacement
function. The study is done for each value of the parameter ν fixed close to 0. We call it a
tomographic study of the bifurcation diagram. We give the study in a full neighborhood of the
origin in the parameter space. We can hence obtain such a tomographic study on a fixed disc in
the μ parameter space independent of ν, by cutting our bifurcation diagram.
5. Perspectives
In our work, we first show that the displacement function δ is sign equivalent to its principal
part M . The problem of reduction to a principal part is a general problem. In our case, the choice
of the principal part was given by using a division in the Bautin ideal. The problem is completely
open in general in a neighborhood of a polycycle and even in the examples studied in this paper.
Next, we observe that the principal part M is given by a family induced by a Chebychev sys-
tem. Recall that the bifurcation diagram of a linear Chebychev system is unique. In our examples
we get families induced by nonlinear maps from a Chebychev systems. We blow up the parame-
ter space and decompose it in different sectors, obtaining a deformation of a stable situation in
each sector. Our examples show that in different cases two different bifurcation diagrams appear.
This is due to different monotonicity properties of the map Q. Recall that systems induced by a
nonlinear map from Chebychev systems have already been encountered in the study of unfold-
ings of a cusp of order n (see [10, Section 2.1]). It seems an interesting problem to develop a
general study of the bifurcation diagram of families induced by nonlinear maps from Chebychev
systems.
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