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Abstract
To select the best paper at a conference or in a journal, people use reasonably standard semi-heuristic procedures like averaging scores. These
procedures usually work well, but sometimes, new situations appear for
which the existing procedures are not automatically applicable. Since the
existing procedures are heuristic, it is often not clear how to extend them
to new situations. In this paper, we provide a possible explanation for the
existing procedures. This explanations enables us to naturally generalize
these procedures to possible new situations.

1

How Best Papers Are Selected Now: Description and Challenges

How best papers are usually selected. Many conferences and journals have
a tradition of selecting the best paper; for journals, it is usually the best paper
published in a certain time period. To select the best paper, the conference or
the journal asks several respected researchers to form a committee. Members
of the committee state their opinions. These opinions are then combined into a
single score, and the paper with the largest score is proclaimed the winner.
Sometimes, experts provide numerical estimates of the papers’ quality. In some cases, committee members are asked to evaluate each paper by a
number on a given scale – e.g., on a scale from 0 to 10. As a result, for each
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expert i and for each expert j, we get a number vij describing the j-th expert’s
estimate of the quality of the i-th paper.
How these estimates are usually combined? Usually, for each paper, we
simply add the experts’ estimates of this paper – or, which is equivalent in terms
of the resulting ordering of papers, we take the arithmetic average of diﬀerent
scores.
Sometimes, experts are asked to rank the papers. In some cases, instead
of asking the experts to evaluate each paper on a scale, the conference simply
asks each expert to rank all the candidate papers. Then, if there are n candidate
papers, for each expert, the top paper gets n points, second best gets n−1 points,
etc., all the way to the worst paper that gets 1 point. These points are then
averaged, and the paper with the largest overall score is proclaimed the best.
Challenges. In most cases, the above procedure works well, but sometimes,
unusual situations occur. For example, sometimes, one of the experts, instead
of ranking all the papers, just selects a paper which is the best according to
him/her, and does not provide the ranking of all the other papers. How do we
take the opinion of this expert into account?
This is not an easy question to answer because the existing strategy is semiheuristic, it is not based on any well-deﬁned set of principles, so it is not clear
how to extend the existing strategies to such new cases.
As a result, for each such new case, people have to invent new ideas. It
would be therefore nice to come up with a theoretical explanation of the existing
strategies, an explanation that would enable us to automatically generalize these
existing strategies to new situations.
In this paper, we provide such an explanation.
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How to Justify the Current Semi-Heuristic
Methods for Selecting Best Papers

Why arithmetic average. The ﬁrst procedure that we described above was
taking an arithmetic average of estimates provided by several experts. A natural
ﬁrst question is: why arithmetic average? Why not mean squared value? Why
not geometric average? To answer this question, let us analyze this situation in
detail.
For each paper j, have several estimates v1j , v2j , . . . , vnj provided by diﬀerent experts. We want to combine them into a single estimate. A natural idea is
to assume that for each paper, there is the actual objective value ej , and expert
estimates vij are approximations to this desired value. In other words, we want
to ﬁnd the value ej for which v1j ≈ ej , v2j ≈ ej , etc.
This is a typical situation in data processing, when we have several results
v1j , v2j , etc., of measuring the desired quantity ej , and we want to combine these
measurement results into a single – more accurate – estimate of this quantity.
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There are usually many diﬀerent (and reasonable independent) factors due
to which the measurement result diﬀers from the actual value. The diﬀerence
vij −ej is the result of the joint eﬀect of all these factors. It is known that, under
reasonable condition, the probability distribution of the sum of a large number
of independent similar-size random variables is close to Gaussian (normal); see,
e.g., [10]. Thus, it makes sense to assume that the diﬀerences vij − ej are
normally distributed, with some standard deviation σ.
This means that for each value ej and for each
the probability
( expert i,2 )
(vij − ej )
of having the estimate vij is proportional to exp −
. The experts
2σ 2
are usually assumed to be independent. So, the probability to have all the
given estimates is equal to the product of the product of the corresponding
probabilities:
)
(
n
∏
(vij − ej )2
exp −
.
(1)
2σ 2
i=1
Out of all possible values ej , it is reasonable to select the most probable value,
i.e., the value for which the probability (1) is the largest. Maximizing the expression (1) is equivalent to minimizing its negative logarithm, i.e., equivalently,
minimizing the sum
n
∑
(vij − ej )2 .
i=1

Diﬀerentiating this expression with respect to ej and equating the derivative to
0, we get
n
1 ∑
ej = ·
vij ,
n i=1
i.e., we get a justiﬁcation of the usual arithmetic average.
Why n points for the top rank, n − 1 points for next ranked paper,
etc. The above subsection describes how to combine the numerical grades, but
what if instead of numerical grades, experts only provide rankings of diﬀerent
papers? How do we convert a ranking into numerical grades?
Let us assume that all these grades are from some interval. Without losing
generality, we can safely assume that this interval is the interval [0, 1]. We want
to assign, to each paper, a number so that paper ranked better would get the
higher number. If we denote the value assigned to the worst paper by v1 , the
values assigned to the second worst paper by v2 , all the way to the best of n
paper to which we assign the value vn , then these n numbers must satisfy the
inequality
0 ≤ v1 < v2 < . . . < vn ≤ 1.
(2)
There are many diﬀerent tuples (v1 , . . . , vn ) with this property. We have no
reason to assume that one of these tuples is preferable, so it makes sense to
assume that all these tuples are equally probable. In precise terms, this means
that we assume that we have a uniform distribution on the set of all the tuples
that satisfy the inequality (2).
3

We have diﬀerent possible tuples, we need to combine all these diﬀerent
possible tuples into a single tuple. Similarly to the previous section, we can
argue that the most appropriate combination is taking the arithmetic average of
all these tuples, i.e., in mathematical terms, taking the mean values m1 , . . . , mn
of the corresponding components v1 , . . . , vn – mean values in the sense of the
above uniform distribution.
i
; see, e.g.,
It turns out that these mean values have a single form mi =
n+1
[1, 2, 3, 4, 5, 6, 7, 8, 9]. Thus:
• the amount of points assigned to the most highly ranked paper, with i = n,
is proportional to n;
• the next paper gets the number of points proportional to n − 1,
• etc.
• until we get to the lowest ranked paper, to which we assign the number
of points proportional to 1.
This is exactly how this assignment is usually done, which means that this usual
assignment has also been justiﬁed.

3

How to Use These Justifications to Handle
Possible Challenges

The ideas behind the above justiﬁcations can be used to provide a recommendation on what to do in other situations as well. For example, let us consider
the above challenge when one of the experts, instead of ranking all n papers,
just selects the best one.
In this case, no matter how we rank other papers, the selected paper get the
value n. Depending on how we rank all other papers, other papers get values
from 1 to n − 1. Since we do not have any reason to assume that one of the
rankings is preferable, it is reasonable to conclude that all these rankings are
equally probable. Thus, similarly to the previous session, the number assigned
to each of the remaining n − 1 papers should be equal to the arithmetic average
– i.e., to the mean – of all the values assigned to this paper according to diﬀerent
possible rankings.
To compute these averages, there is no need to consider all (n − 1)! possible
rankings: it is suﬃcient to take into account that, ﬁrst, the number assigned to
each of the n − 1 papers is the same, and second, since the sum of numbers m
assigned to all n − 1 papers is always equal to
(n − 1) · n
,
2
the mean values should also add up to the same sum:
1 + 2 + . . . + (n − 1) =

m + . . . + m (n − 1 times) = (n − 1) · m =
4

(n − 1) · n
.
2

Thus, m = n/2. So, in this situation:
• to the highest ranked paper, we assign the value n, and
• to every other paper, we assign the value n/2.
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