We investigate the classical problem of a gambler repeatedly betting $1 on the flip of a potentially biased coin until he either loses all his money or wins the money of his opponent. This is then extended to the case of his adversary (a casino) having practically unlimited resources and used to derive the inverse Gaussian distribution of the first passage time. ‡ Probability of Winning the Game
‡ Probability of Winning the Game
We assume that the probability of winning a single round of this game is p, which is usually close, but not necessarily equal, to 1 2 . Thus, for example, when betting $1 on black in the game of roulette, with 18 black, 18 red, and 1 green, all with equally likely outcomes, p is equal to 18 37 = 0.4865. We also assume that our player and his adversary start with a dollars and b dollars, respectively, and that they are both determined to continue playing until one of them goes broke.
Our first objective is to find the probability that our player wins the game, ending up with a + b dollars. To do this, we have to imagine that the game has been going on for some time, and the player has reached the point of having exactly i dollars in his pocket, so that his opponent has a + b -i. Given that, we denote our player's probability of winning the game by w i . If one more round is played, one can see that (1) w i = p w i+ 1 + H1 -pL w i-1 , depending on whether the player wins (the first term) or loses (the second one) the next round [1] . The end conditions are w a+b = 1 (the game is already won) and w 0 = 0 (the game is lost). We thus have a + b -1 linear equations for the corresponding w i probabilities, where 0 < i < a + b. The equations are of a rather special type, as each of them involves only three consecutive values of w i , so rather than using the usual LineÖ arSolve procedure, it is more appropriate to switch to RSolve.
sol =
RSolve@8w@iD ã p w@i + 1D + H1 -pL w@i -1D, w@0D ã 0, w@a + bD ã 1<, w@iD, iD@@1DD
, the solution is indeterminate, but we get the correct answer in the limit.
All we have to do now is to evaluate w i using i = a. To this end, we build the following function.
Pw@a_, b_, p_D := I1 -HH1 -pL ê pL a M ë H1 -HH1 -pL ê pL^Ha + bLL Pw@a_, b_, 1 ê 2D := a ê Ha + bL
We apply the function to the cases discussed so far. From these examples we can see that when both players start with the same amount of money and the coin is fair, each of them can win with the same probability of 50%. But as soon as the coin is slightly biased, the probability of the disadvantaged player winning decreases; this disparity becomes more pronounced as the initial capital of both players increases.
In practice, things are even worse than that: the casino starts with practically unlimited resources, which implies that a disadvantaged player does not stand any chance of winning
. Should p be slightly higher than . Should p be slightly higher than 1 2 though, his chances to continue winning indefinitely are computed by taking the limit of w a as b Ø ¶, resulting in
‡ Distribution of the Gameʼs Duration
To find the distribution of the random number of rounds it takes to complete a game with two players, each with finite resources, given that currently the first player has i dollars in his pocket, we introduce the corresponding probability generating function H i HzL. Similarly to how we solved for w i , we can now set up the equations
where the multiplication by z is necessary to account for the extra round played. We also know that H 0 HzL = H a+b HzL = 1 (a probability generating function of 1 indicates that there are no more rounds to be played).
We now solve these equations. 
Substituting a for i yields the corresponding result. One can see that these games can easily last hundreds of rounds (things get worse when p approaches 1 2 ).
Sometimes it is sufficient to know only the mean and variance of this distribution. 
· The Case of an Infinitely Rich Adversary
By analyzing the local variables r and s in the definition of H, we can see that r > 1 and 0 < s < 1, for any 0 § z < 1. As b Ø ¶, we thus get
, the probability that the game finishes in finite time is J 1-p p N a , according to (2) . The conditional probability generating function of the total number of rounds, given that the game does not continue indefinitely, is thus
The more interesting case is when p § , which implies that the game cannot continue indefinitely. Expanding (4) in powers of z would enable us to plot the corresponding distribution, as was done at the beginning of this section; we leave this as an exercise. Here is the mean and variance of the total number of rounds. In this last section, we explore yet another interesting limit of the gambler's ruin problem. First we assume that the game is happening in "real time" t and that n rounds are played during each hour (or any other unit of time). We also assume that To visualize its possible course, we take d = -0.35, c =2, and n = 20 and display a random realization of the process; that is, we display its current values-the amount of money in the gambler's pocket-as a function of t during the next 50 hours, taking the initial value to be $100. Assuming the gambler can borrow money and continue playing even when the value of the process (his current worth) is negative, it is easy to see that this value at time t is a normally distributed random variable with mean A + d t and variance c t, where A is the initial value, and d and c (introduced earlier) are the so-called drift and diffusion coefficients, respectively. This assertion can be proved by realizing that the moment-generating function of the net win (equal to 1 with probability p and to -1 with probability 1 -p) in one round of the original game is MHuL = p e u + H1 -pL e -u . To adjust this to the new game (winning or losing . To get the moment-generating function of the total win (or loss, when negative) accumulated during a time interval of length t, we have to add the results of n t independent rounds, which corresponds to raising MHuL to the power of n t. Finally, we need to take the limit as n Ø ¶. ). Since it represents only the total net winnings up to time t, we have to add the initial value of A to get the distribution of the gambler's net worth at time t; this will increase the expected value to A + d t.
· Inverse Gaussian Distribution
We now establish the distribution of T, the first passage time through the value of zero, which is the time at which the gambler has to stop playing, since he has lost all his money. We assume that he starts with the amount A and that d < 0; reaching the value of zero in finite time is thus guaranteed.
We proceed similarly to deriving the distribution of his net worth: we first find the moment-generating function of T in terms of the old game, with n rounds played every hour, and then take the limit as n Ø ¶.
To get the moment-generating function of the number of rounds of the old game needed to go broke, we simply replace z in (4) by e u , and a by A 
The corresponding probability density function is
for t > 0 and f HtL = 0 otherwise. To prove this, we compute the moment-generating function of (8), which agrees with (7). 
t t0
+ t uF, 8t, 0, ¶<,
The corresponding distribution is called the inverse Gaussian; it has mean t 0 and variance Its distribution function of cumulative probabilities can be expressed in terms of the distribution function of the standard normal distribution (denoted F) as:
We verify this, getting an expression that agrees with (8).
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Applying the inverse Gaussian distribution to our previous example (c = 2, d = -0.35, and A = 100), we now display the distribution of time it takes the corresponding Brownian motion to reach zero for the first time. 
