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This thesis focuses on the prescribed mean curvature problem on the unit ball in the
Euclidean space with dimension three or higher. Such problem is well known and
attracts a lot of attention. If the candidate f for the prescribed mean curvature is
sufficiently close to the mean curvature of the standard metric in the sup norm, then
the existence of solution has been known for more than fifteen years. It is interesting
to investigate how large that difference can be. This thesis partially achieves this
goal using the mean curvature flow method. More precisely, we assume that the
given candidate f is a smooth positive Morse function which is non-degenerate in
the sense that |∇f |2Sn + (∆Snf)2 6= 0 and maxSnf/minSnf < δn, where δn = 21/n,
when n = 2 and δn = 2
1/(n−1), when n ≥ 3. We then show that f can be realized
as the mean curvature of some conformal metric provided the Morse index counting
condition holds for f . This shows that the possible best difference in the sup norm




The problem of finding a conformal metric on a manifold with certain prescribed
curvature has been extensively studied during the last few decades, see for instance
[9, 20, 31, 42] and references therein. Among them, a typical one is the prescribing
scalar curvature problem on n (n ≥ 3) dimensional compact Riemannian manifolds
without boundary, which can be described as follows.
Let (M, g0) be an n (n ≥ 3) dimensional compact manifold without boundary
with Riemannian metric g0. Let f(x) be a smooth function on M . The problem is
to find a conformal metric g = u4/(n−2)g0 such that the scalar curvature of the new
metric g is equal to f(x). It is well known that this problem is equivalent to seeking
the positive solutions to the following nonlinear partial differential equation:
− 4(n− 1)
n− 2 ∆g0u+R0u = f(x)u
n+2
n−2 , (1.1)
where R0 is the scalar curvature under the metric g0.
When the prescribed function f(x) is a constant function, the problem above
is the well known Yamabe problem. In 1960, Yamabe [43], by using variational
techniques, claimed to have solved this problem. Unfortunately, a serious gap was
found in his proof later. Following Yamabe’s argument, Trudinger [41] was able to
fill the gap in the case of small Yamabe invariant which is defined by
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that the Yamabe Problem can be solved whenever the condition Y (M, g0) < S∗
holds. Moreover, he showed this inequality is satisfied by manifolds of dimension
≥ 6, which is not locally conformally flat and thus was able to prove the Yamabe’s
theorem in these cases. The Yamabe problem was finally settled by Schoen [39] in
1984 by applying the positive mass theorem.
Later on, several different approaches were tried. One of them was introduced




where r = −
∫
M
R dvg. If the flow exists for all time and converges smoothly as time
t → ∞, then the limit metric has constant scalar curvature. B. Chow [19] showed
that the flow converges as t → ∞ when the initial metric is locally conformal
flat with positive Ricci curvature. R. Ye [44] extended Chow’s result to all locally
conformal flat manifolds. More recently, Struwe and Schwetlick [37] asserted the
convergence of the flow on 3, 4 or 5 dimensional manifolds with a constraint on the
initial energy. Brendle [7] proved the global existence and convergence of the flow
for arbitrary initial energy under the assumptions that 3 ≤ n ≤ 5 or M is locally
conformal flat, and M is not conformal to n-sphere. Later, he extended this result
to dimensions n ≥ 6 in [8].
It is not hard to imagine that the prescribed scalar curvature problem is even
harder when the prescribed function f(x) is not a constant function. Since the
equation (1.1) is conformally invariant, one may use the Yamabe invariant to char-
acterize the catalogue of possible metrics g. More or less, the case of negative Yam-
abe invariant is well understood by a series of works due to Kadzan-Warner [29],
Ouyang [34, 35], Rauzy [36]. While the positive Yamabe invariant case is much
harder. For the positive Yamabe invariant, the particular interesting case is when
the underlying manifold is the unit sphere Sn (n ≥ 3) with the standard round
metric gSn . In this case the equation (1.1) becomes
− 4(n− 1)
n− 2 ∆Snu+ n(n− 1)u = f(x)u
n+2
n−2 , on Sn. (1.2)
This equation has been well studied and various results have been known, among
many others, we refer the reader to [11,12,15,27,28,30,31,40] and literature therein.
3One of interesting studies among them is due to Chang and Yang [11]. About
twenty years ago, they obtained a perturbation result which asserts the existence
of a positive solution of equation (1.2) provided the degree condition holds for f(x)
and f(x) is a smooth, positive, non-degenerate function up to certain order and
sufficiently close to n(n− 1) in C0 norm.
More recently, Chen and Xu [16] noticed that, as concerns with the perturbation
result, there is a disadvantage that one requires ||f − n(n − 1)||∞ < n for some
sufficiently small, dimension dependent number n. One almost has no control on
its size. It is interesting to investigate how large the number n could be. They
partially succeeded in this direction through the scalar curvature flow together with
the Morse theory. This approach previously has been developed for Q−curvature
flow on four sphere by Malchiodi and Struwe [33].
A natural analogy of prescribing scalar curvature problem for manifolds with
boundary is the following. Let (M, g0) be an n+ 1 (n ≥ 2) manifold with boundary
∂M . For a given smooth function f(x) on ∂M , one would like to find a confor-
mal metric g = u4/(n−1)g0 such that, its interior scalar curvature vanishes and the
boundary is of mean curvature f with respect to the new metric g. Just similar to
the scalar curvature problem, this problem can also equivalently convert to solving
the following boundary value problem
− 4n











is the normal derivative operator with respect to outward normal ν and to
the metric g0 and R0 and H0 are respectively scalar curvature and mean curvature
of the metric g0.
In this thesis, we consider the case that the underlying manifold is the unit ball
in the Euclidean space. Let (Bn+1, gE) be the n + 1 (n ≥ 2) dimensional unit ball
with Euclidean metric gE. Then the boundary value problem (1.3) amounts to find a
positive harmonic function in the ball with non-linear boundary condition, namely,
find a positive solution to the following nonlinear boundary value problem:
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dµSn = 0, hence a neces-






Since one is looking for a positive solution, it is necessary that max f > 0. It is
known that there is another obstruction for the existence which is so-called Kazdan-
Warner type condition [22], namely, if u is a solution, then∫
Sn
(∇gEf · ∇gEx)u2n/(n−1) dµSn = 0,
where x is position vector of corresponding point of Sn in Rn+1.
Cherrier [18] was the first person to pay attention for this equation and he
addressed the regularity issue for the equation (1.4). He showed that solutions to this
equation which are of class H1 are also smooth. Later on, Escobar [22] considered
the boundary value problem (1.3) in which the boundary ∂M is nonumbilic. As a
special case of Theorem 4.1 in [22], he proved the existence of a positive solution
to equation (1.4) under an extra assumption of symmetry. When n = 2 and 3,
Abdelhedi, Chtioui and Ahmedou [2] proved the existence of a positive solution if
the candidate f satisfies the non-degeneracy condition
(∆Snf)
2 + |∇f |2Sn 6= 0 on Sn, (1.5)
and the index counting condition∑
{y∈Sn,∇f(y)=0,∆f(y)<0}
(−1)ind(f,y) 6= (−1)n, (1.6)
where ind(f, y) denotes the Morse index of f at the critical point y. By replacing
the non-degeneracy condition by the flatness condition, which is widely used in the
scalar curvature problem, Abdelhedi and Chtioui [1] extend the above result to the
case n > 3. Another interesting result is due to Chang, Xu and Yang [13], which is
an analogue of Chang and Yang’s perturbation theorem in [11]. Let us state it in
more detail.
Given P ∈ Sn, t ∈ (0,∞), using z as the stereographic coordinates with P at
infinity one denotes the conformal transformation φP,t(z) = tz. Then the set of
5conformal transformations {φP,t|P ∈ Sn, t ≥ 1} is diffemomorphic to the unit ball
Bn+1 ⊂ Rn+1 with each point (Q, t) ∈ Sn×[1,∞) identified with ((t−1)/t)Q ∈ Bn+1.
Inspired by the Kazdan-Warner type condition, for each smooth function f , one
considers the following map G : Bn+1 → Rn+1 by
G(P, t) = −
∫
Sn
xf ◦ φP,t dµSn .
If the smooth function f satisfies non-degeneracy condition (1.5), then the degree of
the map G(P, t), denoted by deg(G,Bn+1, 0) is well defined. Chang, Xu and Yang’s
perturbation result can now be stated as
Theorem 1.1. (Chang, Xu and Yang) There is a constant n, sufficiently small,
such that if f is a smooth positive function on Sn which satisfies the non-degeneracy
condition (1.5) and ||f − 1||∞ < n; then if
deg(G,Bn+1, 0) 6= 0, (1.7)
there is a positive solution to the equation (1.4).
Up to this point, natural guess is that Chen and Xu’s method might be adopted
to the boundary value problem (1.4) and to achieve a similar estimate on the small
number n. The main purpose of the thesis is to realize this idea.
Finally, let us state the structure of this thesis which is organized as follows. In
Chapter 2, we state the main result of the thesis and some explanations and future
studies are also given there. In Chapter 3, we introduce the mean curvature flow
and obtain a uniform lower bound of the mean curvature for all t ≥ 0. In addition,
we show the long time existence of the flow with any smooth positive initial data.
In Chapter 4, Lp convergence of the flow is established for all p ≥ 1. Chapter 5
is devoted to analyzing possible blow-ups of solutions. Firstly, we generalize the
Schwetlick and Struwe’s compactness result in [37] to the present case which is
Lemma 5.1 in the article. Then, we apply Lemma 5.1 to prove that either the
flow converges in W 1,p(Sn) for some p > n as t → ∞, or the surface area form of
the sphere under the flow concentrates to dδQ weakly in the sense of measure. In
the latter case, the corresponding normalized flow v(t), which will be defined there,
converges to 1 in Cλ(Sn) (λ = 1− n
p
), as→∞. Here the simple bubble condition and
a suitable choice of the initial data guarantee that only the single concentration point
can happen. The concentration and compactness analysis will play a key role in the
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later parts of the article. Starting from Chapter 6, we will perform a contradiction
argument. Suppose the flow does not converge, which means that f cannot be
realized as the mean curvature of any metric in the conformal class of the standard
Euclidean metric. In the divergent case of the flow, we analyze the asymptotic
behavior of the flow. With the help of the shadow flow Θ(t) = −
∫
Sn
Φ(t) dµSn , where
Φ(t) is a family of conformal transformation of pair (Bn+1, Sn), we obtain, for a
fixed suitable initial data, the metric g(t) concentrate at the unique critical point Q
of f , where ∆Snf(Q) ≤ 0. In Chapter 7, the main result of the thesis: Theorem 2.1
can be deduced by the standard Morse theory.
Chapter2
Conclusions
In this thesis, we studied the problem of the existence of conformal metrics on n+ 1
dimensional unit ball in Euclidean space with the prescribed mean curvature. The
major finding of the thesis is the following
Theorem 2.1. Let n ≥ 2 and f : Sn → R be a positive smooth Morse function






where δn = 2
1/n, when n = 2 and δn = 2
1/(n−1), when n ≥ 3. Let us consider the
following numbers associated with f
mi = #{θ ∈ Sn;∇Snf(θ) = 0,∆gSnf(θ) < 0, ind(f, θ) = n− i}, (2.2)
where ind(f, θ) denotes the Morse index of f at critical point θ. If the following
algebraic system has no non-trivial solutions,
m0 = 1 + k0,mi = ki−1 + ki, 1 ≤ i ≤ n, kn = 0, (2.3)
with coefficients ki ≥ 0, then the equation (1.4) admits at least one positive solution.
At this point, some explanations about Theorem 2.1 may be necessary.
1. Inspired by Aubin [4], we pose the condition (2.1). If f cannot be realized
as mean curvature of any conformal scalar flat metrics (i.e. blow-up phenomenon
7
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will occur for (1.4)), then the blow-up solution of (1.4) basically is a combination
of several standard bubbles. The condition (2.1), indeed, can guarantee only one
standard bubble in that combination. This is the reason why we call it ’ simple
bubble condition ’.
2. By recalling some previous results in the Chapter 1, one may notice that there
are three topological conditions: (1.6), (1.7) and (2.3). All these conditions are
sufficient, under the assumption that f is a smooth positive Morse function on Sn,
for solvability of the boundary value problem (1.4). One may ask if there is any
relationship among them. Indeed, when f is a smooth positive Morse function on
Sn, it is not hard to see that (1.6) implies (2.3) and the reverse in this implication
is also true when n = 2. While for n > 2, the Morse index condition (2.3) seems
weaker than the index counting condition (1.6). Next, by following the appendix of
Chang, Gursky and Yang [12], one can essentially obtain the equivalence of (1.6)
and (1.7).
3. One of aims of this thesis is to look for the largest possible n in Chang, Xu and
Yang’s perturbation result. If f satisfies ||f − 1||C0(Sn) < (δn− 1)/(δn + 1), then the
argument above and main theorem imply that the boundary value equation (3.3)
has a positive smooth solution. However, we only partially achieve this goal, since
we are not clear whether the bound above is optimal or not. We set this as a future
study.
4. Finally, recall that when n = 2, Abdelhedi, Chtioui and Ahmedou [2] showed
that the existence of a positive solution if the prescribed function f satisfies the non-
degeneracy condition (1.5) and the index counting condition (1.6). Notice that when
n = 2, the index counting condition and the Morse index condition are equivalent
from the previous argument. Hence, it is reasonable that Theorem 2.1 still holds
true if the simple bubble condition is removed. The question is that whether this
can be realized by using the flow method. From the argument in the thesis, it is
relatively easy to see that the key point is how to guarantee only one blow-up point
without the simple bubble condition. We also set this as a future study.
Chapter3
The flow and elementary estimates
3.1 Flow equation and its energy
Let f be a smooth positive function on Sn and set 0 < m = infSnf ≤ f ≤ M =




= (αf −H)g (3.1)
on ∂Bn+1, and
R = 0 (3.2)
in Bn+1, where H and R are respectively the mean curvature of Sn and scalar
curvature of Bn+1 with respect to the metric g(t).
From the equation (3.1), our metric flow preserves the conformal class. If we
write the metric in the form g(t) = u
4
n−1 gE, together with the equation (3.2), we















∆gEu = 0. (3.5)
9
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in Bn+1.
It is well known that the prescribed mean curvature problem has a variational








































where and hereafter −
∫
Sn
denotes the average integral over Sn. Hence E[u] here is
nothing but the average of the mean curvature if the metric is scalar flat.
For convenience, we choose the factor α(t) such that the boundary volume (area)














































(αf −H) dµg = 0. (3.8)
3.1 Flow equation and its energy 11
The next lemma verifies that the energy functional Ef [u] is non-increasing along
the flow defined by (3.3) and (3.7).
Lemma 3.1. Let u be any positive smooth solution of (3.3)-(3.7). Then one has
d
dt












|α(t)f −H|2u 2nn−1 dµSn .




















































|α(t)f −H|2u 2nn−1 dµSn .
Therefore, for each t > 0, one has
Ef [u](t) ≤ Ef [u](0) = Ef [u0] <∞, (3.9)
for any initial data 0 < u(0) = u0 ∈ H1(Bn+1), which also implies that







n ≤ CEf [u0] <∞,
where C depends on M , the maximum value of f , and the volume of the initial
metric g(0). Hence if the flow exists for all time t > 0, then it follows from Lemma















dt < +∞. (3.10)







n is bounded between two positive con-





|α(tj)f −H(tj)|2u(tj) 2nn−1 dµSn → 0, as j →∞. (3.11)
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3.2 Uniform lower bound of the mean curvature
Let us first cite a sharp trace Sobolev type inequality of Beckner-Escobar without




















for all w ∈ H1(Bn+1), and with equality holds if and only if w = 1 and g = φ∗(gE)
for some conformal transformation φ of pair (Bn+1, Sn).
In the following lemma, we will show that the normalized coefficient α(t) is
bounded between two positive constants.
Lemma 3.3. There exist two positive constants α1 and α2 depending on f and the
initial boundary volume, such that
0 < α1 ≤ α(t) ≤ α2.
Proof: We rewrite α(t) as





















0 dµSn , we obtain the upper
bound












On the other hand, Lemma 3.2 provides the lower bound:






























For the latter use, let us derive the flow equation for the mean curvature which
is the following lemma.
3.2 Uniform lower bound of the mean curvature 13
Lemma 3.4. The mean curvature satisfies the evolution equation




(αf −H) + 1
2
(αf −H)H + α′f
on Sn. Here, the function αf −H is extended such that
∆g(t)(αf −H) = 0
in Bn+1.






































(αf −H) + 1
2
(αf −H)H + α′f,
where ∂/∂ν = u−
2
n−1∂/∂ν0. The definition of αf − H inside the ball is defined by
harmonic extension through the time metric.
In order to derive the lower bound for the mean curvature, we need the upper
bound of the derivative of the normalized coefficient α(t).
Lemma 3.5. There exists a constant α0 such that
αt ≤ α0
for all t ≥ 0.

















































(αf −H)2u 2nn−1 dµSn + 12−
∫
Sn


























8(n− 1)m := α0 (3.12)
for all t > 0, where α2 is given by Lemma 3.3.
At this point, we are able to obtain a uniform lower bound for the mean curva-
ture.
Lemma 3.6. One can find a universal constant γ such that the mean curvature
function H(t) of g(t) satisfies
H(t)− α(t)f ≥ γ
for all t ≥ 0.
Proof: Let x ∈ Bn+1 be the maximum point of the function αf − H at the
time t. Since α(t)f − H(t) is harmonic in Bn+1 by Lemma 3.4, it follows that
x ∈ Sn and ∂
∂ν
(αf − H) ≥ 0. Moreover, if (αf − H)(x) is sufficiently positive,
then H(x) should be sufficiently negative by the boundedness of αf . By Lemma
3.5, α′f is bounded from above. Hence (αf − H)H + α′f < 0 at x. This implies
∂
∂t
(αf−H)(x) < 0. Therefore, there exists a constant C > 0 such that αf−H ≤ C,
i.e. H − αf ≥ −C := γ, for all t ≥ 0.
3.3 Long time existence
In this part, we will prove that the flow is well defined for all t > 0. To do so, we
first show that the conformal factor u(x, t) is of a uniform upper bound as well as a
uniform positive lower bound on any finite time interval.
Lemma 3.7. Given any T > 0, there exists a positive constant C = C(T ), such
that
C−1 ≤ u(x, t) ≤ C,
for any (x, t) ∈ Bn+1 × [0, T ].
Proof: Since u is harmonic in Bn+1, both maximum and minimum values on the
closed ball are achieved at the boundary points. Hence we only need to obtain the
3.3 Long time existence 15
upper and lower bound of u(x, t) for x ∈ Sn. From the flow equation (3.3) and
Lemma 3.6, it follows that
u(t) ≤ u(0)e−n−14 γt
for all 0 ≤ t ≤ T .
Now we prove that u also has a uniform lower bound. Note that u is harmonic





[−(αf + γ)u 2n−1 ].
By Lemma 3.6, we have














on Sn. Using Theorem A.2 and the upper bound of u(t), we obtain inf
Sn
u(t) ≥ C−1(T )
for all 0 ≤ t ≤ T . Hence the assertion holds.
Using the lemma above and following the scheme by Brendle [6], we will prove
the global existence with any smooth positive initial value u0. In the following, for
abbreviation, let || · ||p = || · ||Lp(Sn) and || · ||r,p = || · ||W r,p(Sn).
Lemma 3.8. The mean curvature is uniformly bounded in Ln(Sn, g) for t ∈ [0, T ].
Proof: Using the evolution equation for the mean curvature and integration by



































|H|p(H − αf) dµg


















|H|p(H − αf) dµg. (3.13)
























which implies that there exists a constant C(T ) > 0 depending on T such that∫
Sn
|H|n dµg ≤ C(T ).
Lemma 3.9. The mean curvature is uniformly bounded in L
n2
n−1 (Sn, g) for t ∈ [0, T ].




|∇|H|n2 |2dVgdt ≤ C(T ).







|∇|H| p2 |2dVg + C|||H|
p
2 ||22, (3.14)








|||H|n2 ||22 dt+ C(T ).





dt ≤ C(T ).




dt ≤ C(T ),
3.3 Long time existence 17




dt ≤ C(T ). (3.15)












































From this relation, it follows that
θ(p+ 1) > 1⇐⇒ q > n.
Hence if we set p = q = n
2




























log(y + 1) ≤ Cy n−1n + C.




n dt ≤ C(T ).
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Hence, we conclude that
y ≤ C(T )
for all t ∈ [0, T ], which proves the assertion.
Lemma 3.10. The mean curvature is uniformly bounded in Lp(Sn) for t ∈ [0, T ]
and for all p ≥ 2.











for all p, q ≥ 2. For q = n2
n−1 we have by Lemma 3.9
||H||q ≤ C(T ).











Since q > n, we have θ(p+ 1) > 1. Hence (1− θ)(p+ 1) < p. By Young’s inequality,
we conclude that ||H||p is bounded.
Lemma 3.11. The function ∂
∂t
u is bounded in Lp(Sn, gE) × [0, T ] for all p ≥ 2.
Moreover, the function is bounded in Cα(Sn)× [0, T ].
















are bounded in Lp(Sn, gE) × [0, T ] for all p ≥ 2. Hence, from Lemma 3.2 in [6], it
follows that u is bounded in W 1,p(Sn, gE) × [0, T ] for all p ≥ 2. By the Sobolev’s
embedding theorem, we have u is bounded in Cα(Sn)× [0, T ].
As an immediate consequence, we obtain
Corollary 3.12. The evolution equations (3.3) - (3.7) have a unique smooth solution
which is defined for all t ≥ 0.
3.3 Long time existence 19
Proof: Firstly, following the same argument in [6, Proposition 3.5], the solution
of the evolution equations (3.3)-(3.7) exists on a small time interval. Then using
Lemma 3.11 and applying bootstrap argument, we obtain that the evolution equa-
tions (3.3)-(3.7) possess a smooth solution for t ∈ [0, T ] with T < +∞. Finally, we








|αf −H|pu 2nn−1dµSn .
For sake of the further reference, we compute the derivative of Fp(g(t)) in time t as























|αf −H|p−2(αf −H) ∂
∂ν

































|αf −H|p(αf −H) dµg.
(4.1)
The main purpose of this section is to prove that Fp(g(t))→ 0, as t→∞. To do
this, we first show that the mean curvature H(t) converges to αf in the L2 sense.
21
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|∇(αf −H)|2 dVg. (4.3)




|αf −H|2 dµg → 0, as t→∞.
Proof: We will split the proof into two cases according to the dimension of sphere.





























































Integrating from tj to t with t ≥ tj yields
23




where tj is a sequence defined by (3.10). From (3.11), it follows that v(tj) → 0
as tj → ∞. This fact together with the integrability of F2(g(t)) over (0,∞), we







which implies that F2(g(t)) → 0 as t → ∞. Moreover, integrating (4.4) for t over




|∇(αf −H)|2 dVgdt <∞.
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Using the same trick as in case (i), we can obtain that F2(g(t)) → 0 as t → ∞.




|∇(αf −H)|2 dVgdt <∞.

















Our next task is to show that, for any 1 ≤ p < ∞, Fp(g(t)) → 0 as t → ∞.
The strategy to do this is to follow the same scheme in [16] originally proposed by
Schwetlick and Struwe in [37]. As the first step, we set up the following estimate.








|αf −H| pnn−1 dµg
)n−1
n
≤ CFp(g(t)) + CFp(g(t))
p−n+1
p−n ,
where C is a constant, depending only on n and p.



























|αf −H|p(αf −H) dµg + pαt−
∫
Sn
f |αf −H|p−2(αf −H) dµg
















where constants C0 and C1 depend on n and p, but are independent of t.




































Hence, by choosing  = C−11
p−1(p−1)(n−1)
2
, we then finish the proof.
Lemma 4.3. For any p <∞, there holds Fp(g(t))→ 0 as t→∞.
Proof: We will divide the proof into two steps.









For n = 2, (4.7) holds for p0 = 3, σ0 = 1 in view of Lemma 4.1.
For n ≥ 3, we will prove (4.7) by an induction on integers k < n
2
. To do so, we






















where C > 0 is independent of t.
For k = 1, (4.8)-(4.11) follow from (3.10), (4.2), (4.5), (4.6) and Lemma 4.1.
Assume that estimates (4.8)-(4.11) are true for k with k < n
2
. Then by (4.8),









dt ≤ C. (4.12)
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Now we consider the following three cases and show that either the induction pro-
cedure terminates by a suitable choice of p0 > n and σ0 ∈ (0, 1], or estimates
(4.8)-(4.11) hold for k + 1.
Case (i): If k > n−1
2
, we set p0 =
2kn
n−1 > n, σ0 =
n−1
n
, then the induction
procedure terminates by (4.12).
Case (ii): If k < n−1
2
















































By Lemma 3.6, we obtain




















(αf −H)2k−2|∇(αf −H)|2 dVg,
where we have used the fact that |αt| ≤ C for some constant by (3.12), Lemma 4.1
and Lemma 3.3. Integrating above differential inequality over (0, t) and using the
inductive assumption yield


































(αf −H)2k(t) dµg(t) + C ≤ C.
Letting t → ∞, we then have shown that (4.8) holds for k + 1. Note that k < n−1
2































|αf −H|2k+ 43 (αf −H) dµg. (4.13)




|αf −H|2k+ 43 (αf −H) dµg ≤ (−γ)F2k+ 4
3
(g(t)).
















(g(t)) ≤ C[F2k(g(t)) + F2k+2(g(t))].










|∇(|αf −H|k+ 23 )|2 dVg
≤ C[F2k(g(t)) + F2k+2(g(t))]. (4.15)
Since (4.8) holds for k and k + 1 in the present situation, integrating (4.15) from 0
to ∞ with respect to t gives





|∇(|αf −H|k+ 23 )|2 dVgdt ≤ C. (4.16)





|αf −H|2k+ 43 dµgdt ≤ C. (4.17)














n−1 = n +
n
3(n−1) > n, σ0 =
n−1
n
, the inductive procedure
terminates.










(αf −H)2k|∇(αf −H)|2 dVg
= (k + 1)−
∫
Sn







− k − 1)−
∫
Sn




(αf −H)2(k+1) dµg − (n
2







(αf −H)2k dµg. (4.19)
Integrating (4.19) from 0 to∞ with respect to t, we will establish (4.9) and (4.10) for
k + 1. By moving the first two terms in (4.18) to left-hand side and integrating the
resulted equation, we will obtain (4.11) for k + 1. Hence we complete the inductive
process.
Case 3: If k = n−1
2


































|αf −H|2k+ 13 (αf −H) dµg. (4.20)




|αf −H|2k+ 13 (αf −H) dµg ≤ (−γ)F2k+ 1
3
(g(t)).





















n + CF2k(g(t)). (4.21)
We remind the reader that k > 1 implies that n > 3 so the estimate in above
holds. From Lemma 4.1, (3.12) and Ho¨lder’s and Young’s inequalities, we find∣∣∣∣∣αt−
∫
Sn
f |αf −H|2k− 53 (αf −H) dµg
∣∣∣∣∣
≤ CF2(g(t)) 12F2k(g(t)) 3k−13k ≤ CF2k(g(t)) + CF2(g(t)),
















n + F2k(g(t)) + F2(g(t))). (4.22)
Integrating (4.22) from 0 to∞ with respect to t and using the inductive assumption,




|∇(|αf −H|k+ 16 )|2 dVgdt ≤ C.
Furthermore, integrating (4.21) from 0 to ∞ with respect to t and using inductive





|αf −H|2k+ 13dµgdt ≤ C.
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3(n−1) > n, σ0 =
n−1
n
, the inductive procedure then
terminates.





, k ∈ N0,
where p0, σ0 are given by step 1. Next we argue by induction on k. Assume for





















It follows from (4.23) that there exist a sequence tj with tj → ∞ as j → ∞, such
that
Fpk(g(tj))→ 0 as j →∞.
For abbreviation, let F (t) = Fpk(g(t)) and σ = σk with
∫∞
0




F (t) ≤ CF (t)σ
(
F (t)η1 + F (t)η2
)
,











G(t) ≤ CF (t)σ. (4.25)
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Integrating (4.25) over (tj, t) yields







G(t) = 0. (4.26)
From this we can conclude that limt→∞ F (t) = 0. Otherwise, there exists a sequence











> 0, for large k ∈ N0,








As in [16] or [33], suppose that the flow does not converge for any initial data u0 with
Ef [u0] ≤ β for a suitable real number β to be determined later, then a standard
Morse theory argument leads to conclude that System (2.3) would hold for some
non-negative ki with 0 ≤ i ≤ n, which contradicts our assumption. As the first step
for this purpose, we need to focus on the blow-up analysis.
5.1 Normalized flow
For t ≥ 0, let




be the center of mass of g = g(t), and whenever S 6= 0, let
Q(t) = S/|S| ∈ Sn
be its image under radial projection. It is a well known fact that, for every smoothly
varying family of metrics g(t) = u(t)
4
n−1 gE, there exits a family of conformal diffeo-
morphisms Φ(t) : (Bn+1, Sn) 7→ (Bn+1, Sn) which take Sn into itself such that∫
Sn
x dµh = 0 for all t, (5.1)
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2r(t)(x− 〈Q(t), x〉Q(t)) + [r(t)2(1 + 〈Q(t), x〉)− (1− 〈Q(t), x〉)]Q(t)
r(t)2(1 + 〈Q(t), x〉) + (1− 〈Q(t), x〉)
(5.2)
for suitable choice of r(t).
The induced metric h = Φ∗(g) will be called the normalized metric. In terms of
the conformal factor u, it can be written as h = v
4
n−1 gE, where
v = (u ◦ Φ)|det(dΦ)| n−12(n+1) . (5.3)
Then its induced surface measure can be expressed as dµh = v(t)
2n
n−1dµSn . The
normalized conformal factor v satisfies the following equation






v + v = Hhv
n+1
n−1 , on Sn
(5.4)
where Hh = Hg ◦Φ(t) is the mean curvature of the metric h(t). For simplicity, from
now on, we also set fΦ = f ◦Φ. Similar computation as in [16], relation (5.3) yields
the evolution equation










for v on Sn, where ξ = (dΦ)−1 dΦ
dt
is the vector field on Sn.
The constraint (5.1) allows us to relate the conformal vector field ξ and the flow
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In order to derive asymptotic behavior of metrics g(t) = u(t)
4
n−1 gE near infinity, we
will set up the compactness and concentration criterion. Next lemma characterizes
the blow-up behavior. First some notations: for r > 0, x0 ∈ Sn, set B+r (x0) = {x ∈
Bn+1 : dgE(x, x0) < r} and ∂′B+r (x0) = ∂B+r (x0) ∩ Sn.
Lemma 5.1. Let gk = u
4
n−1
k gE, where 0 < uk ∈ C∞(Bn+1, gE), k ∈ N, be a family








∣∣∣∣pdµgk ≤ C0 (5.7)
for all k and some p > n. Then, either
(i) the sequence uk is uniformly bounded in W
1,p(Sn, gSn) ↪→ L∞(Sn) for some
p > n; or
(ii) there exist a subsequence of uk and finitely many points x1, ..., xL ∈ Sn such









n ≥ 1 (5.8)
where Hk = Hgk . In addition, if the alternative (ii) occurs, the sequence uk is also
uniformly bounded in Lp on any compact subset of
(
Sn\{xl, ..., xL}, gSn
)
.
Proof: Our proof here is to mimic the proof of Theorem 3.1 in [37] with several
necessary modifications. Fix a point x0 ∈ Sn and assume there exists a constant

























we have Pk = Hku
2
n−1











Using Sobolev’s inequality and the mean value theorem of subharmonic function for


























Hk dµgk ≤ C. (5.10)
From Theorem A.1 and (5.10), it follows that {uk} is bounded in Lq0(∂′B+r (x0)) for
some q0 >
2n





























≤ C(r)1− 2nq0(n−1) .










)→ 0 as r → 0, (5.11)
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uniformly in k ∈ N, where we still use the notation r to denote r.




















































































q(n−1) . It follows from Theorem A.1 and (5.10) again that {uk}










































From the definition of p1, we have the following fact
pp1(n+ 1)− 2np1
































k − uk ∈ Lp1(∂′B+3r(x0)).






n admits a finite subcover ∂′B+ri(xi), where ri =
r(xi), 1 ≤ i ≤ I. Hence, we have
||∂uk
∂ν0
||Lp1 (Sn) ≤ Imax
1≤i≤I
C(ri).
From Lemma 3.2 in [6], we then obtain the uniform bound
||uk||W 1,p1 (Sn) ≤ Imax
1≤i≤I
C(ri).
The Sobolev’s embedding now yields the estimate
||uk||L∞(Sn) ≤ C||uk||W 1,p1 (Sn)
≤ C||∂uk
∂ν0




≤ C = C(r).
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Therefore ∣∣∣∣∂uk∂ν0











is bounded in Lp(Sn). From Lemma 3.2 in [6] again, we obtain the desired uniform
bound
||uk||W 1,p(Sn) ≤ Imax
1≤i≤I
C(ri).
If (5.9) does not hold for every x with some r = r(x) > 0, we iteratively determine
points xl, l ∈ N, and a subsequence {uk} (relabeled) such that for any r > 0 and
any l condition (5.8) is valid. This iteration terminates after finitely many steps.
Indeed, given x1, . . . , xL, choose 0 < r < min
i 6=j


































By a covering argument as above we then obtain that {uk} is bounded in Lp on any
compact subset of (Sn\{x1, . . . , xL}), as claimed.
Now, we are ready to obtain a considerably sharpened version of the previous
lemma for our flow. Let us first define
































n − 1], f}, n ≥ 3,
and set













u ∈ C∞∗ ;Ef [u] ≤ β
}
.
Notice that C∞f is not empty, since u ≡ 1 obviously belongs to this set. With all
these notations, we state the main result of this section as follows.
Lemma 5.2. Let u(t) be the solution of the flow with initial data u0 ∈ C∞f . Let (tk)k
be any time sequence with tk →∞ as k →∞. Consider the sequence uk := u(tk) and
corresponding metrics gk = u(tk)
4





k gE be associated
sequence of normalized metrics as in section 5.1. Then, up to a subsequence, either
(i) uk is bounded in W
1,p(Sn, gSn) for some p > n. In addition, uk → u∞ in
W 1,p(Sn, gSn) as k → ∞, where g∞ = u
4
n−1∞ gE, up to a constant multiple, has the
mean curvature f ,
or
(ii) there exists a point Q ∈ Sn such that, as k →∞,
dµgk → ωnδQ, (5.16)
weakly in the sense of measures. Moreover, in the latter case, we have
vk → 1 in Cλ(Sn), (5.17)
for any λ ∈ (0, 1).
Proof:



















α(tk)f dµgk ≤ C.


































Thus Lemma 5.1 can be applied to the sequence (uk)k. Thus we consider two
alternatives.
If alternative (i) holds, that is, if uk is uniformly bounded in W
1,p(Sn, gSn) for p > n,
then up to a subsequence, there exists u∞ ∈ W 1,p(Sn, gSn) such that uk → u∞ weakly
in W 1,p(Sn, gSn) and strongly in C
λ(Sn) for any 0 < λ < 1 − n
p
, as k → ∞. Since
uk satisfies 











From Lemma 3.3, up to a subsequence, we may assume that α(tk) converges to some
positive number α∞. Then it follows from Lemma 4.3 that ||Hk−α∞f ||Lp(Sn,gk) → 0.
Hence u∞ will solve 






+ u∞ = α∞fu
n+1
n−1∞ on Sn.
By the regularity theory by Cherrier [18], since f is smooth, u∞ is also smooth. The
weak Harnack inequality Theorem A.2 implies that there exists a constant C > 0
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it follows that uk → u∞ in W 1,p(Sn, gSn) and g∞ = u
4
n−1∞ gE, up to a constant
multiple, has mean curvature f .
If the alternative (ii) occurs, we have to show that this leads to the concentration
behavior as described in the Lemma. Before we can do this, we have to prepare
ourself with several preliminary estimates. We state them as several lemmas. Then
our concentration behavior (ii) will follow with the help of those lemmas. First of
all, simple bubble condition really means there will be only one bubble along the
flow.
Lemma 5.3. There exists only one concentration point in the sense of (5.8).




































































































Now, suppose {x1, . . . , xL}, defined by the previous lemma, are concentration points
with L > 1. Let 0 < r < 1
2

































which is a contradiction. Thus the lemma follows.
The next lemma says that the L2 norm of the normalized conformal factor is
bounded below by a positive constant.




v2k dµSn ≥ C0 > 0.
Proof. From the conformal invariance property of E[u], Lemma 3.1 and (2.1), it
follows that
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n (1 + 0). (5.18)
By the improved Sobolev inequality as given in [13], there exists a constant C ≥
2 > 0 such that





2 dVgE + C−
∫
Sn
v2k dµSn . (5.19)
If we choose
 =
12 [1− (1 + 0)2−(
n−1
n
)2 ][(1 + 02
n−1
n2 )]−1, n = 2,
1
2
[1− (1 + 0)2 2−nn ][(1 + 02 1n )]−1, n ≥ 3,





n + ) < 1. Combining (5.18) and (5.19) yields
(C − (2 1−nn + ))−
∫
Sn





n + )(1 + 0)),
which implies the desired estimate.
Basically the previous lemma gives us some control on vk from below on some
set of Sn. More precisely we can state it as the following Lemma.
Lemma 5.5. There exists a constant C1 > 0 such that for each k, there exists a
set Ωk ⊂ Sn with the following properties: (a) |Ωk| ≥ C1 > 0, (b) for each x ∈ Ωk,
vk ≥ C2 > 0 for some uniform constant C2 > 0.




where C0 is a constant we have found in previous
Lemma. Then we define Ωk = {x ∈ Sn; vk(x) ≥ b}. We claim here that these
Ωk satisfy the required properties. First of all, Lemma 5.4 and Ho¨lder’s inequality























n |Ωk| 1n + b2ωn.





:= C1 > 0.
The property (b) follows from the definition of Ωk with C2 = b.
In fact, this implies that vk is of pointwise bound from below.
Lemma 5.6. There exists a uniform constant C3 > 0 such that vk ≥ C3 > 0.
Proof. Notice that vk satisfies the following equation






+ vk = Hkv
n+1
n−1
k , on S
n.
(5.20)
For δ > 0 sufficient small such that (1+δ)(n−1) < n, multiplying the first equation
of (5.20) by v−1−2δk and then integrating the resulting equation, together with the






















































v−2δk dµSn + C(δ, n)||Hhk − α(tk)fΦk ||L nn−(n−1)(1+δ) (Sn,hk).
(5.21)
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Notice that λ1 = 1 is the first non-zero Steklov eigenvalue for the laplace operator
on the unit ball. Thus the Raleigh characterization for the eigenvalue implies∫
Sn








|∇(v−δk )|2 dVgE .



























≤ (1 + η−1)ω−1n C−2δ2 |Ωk|2













dµSn ≤ 1− 2τ, where τ = (2ωn)−1C1 > 0.
Choose η sufficiently small such that (1 + η)(1− 2τ) < 1− τ . Then, it follows from
(5.21) and (5.22) that∫
Sn
v−2δk dµSn ≤ C +
(






+C||Hhk − α(tk)fΦk ||L nn−(n−1)(1+δ) (Sn,hk).
By choosing δ > 0 sufficiently small and Lemma 4.3, we have∫
Sn
v−2δk dµSn ≤ C.
We now want to use the Green’s representation formula to get the point-wise
estimate of vk. In order to do so, let us first recall Gilbarg and Trudinger’s notation
5.2 Concentration-compactness 47
in [24]. The fundamental solution for laplace on the Euclidean space is given by
Γ(x, y) =
1
(n+ 1)(1− n)ωn+1 |x− y|
1−n.








[2(1− < x, y >)]|x− y|−1−n.
Now notice that [2(1− < x, y >)] = |x− y|2 if x 6= y ∈ Sn. Hence we conclude that




Γ. Since our function u
is smooth up to the boundary, the Green’s representation in [24] (page 18, formula
(2.16)) can be applied for all x ∈ Bn+1. This and Lemma 4.3, for sufficiently small
γ > 0 with 2 + γ < 2n






























k − v−γk ) dµSn
≤
(



































since Γ(x, ·) belongs to Lq(Sn, gSn) for 1 < q < nn−1 and x ∈ Sn. Choose γ = 2δ(p−1)p .
Then v−γk (x) ≤ C for x ∈ Sn. Notice that ∆gE(v−γk ) ≥ 0, by maximum principle, we
conclude that v−γk (x) ≤ C, for x ∈ Bn+1, which is vk ≥ C3 > 0.
From now on, we wish to get an upper bound for v too. In order to do so, we
first need the lower bound on the first-non-zero Steklov eigenvalue.
Lemma 5.7. Let λk1 be the first non-zero Steklov eigenvalue associated to the metric
gk. Suppose the alternative (ii) in Lemma 5.2 occurs. Then there exists a positive
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constant σ0 such that, up to a subsequence, λ
k
1 ≥ σ0 > 0.
Proof. Since gk is isometric to the normalized metric hk, we only need to estimate



























From (5.23) and (5.24), it follows that rk → 0 as k → ∞. Now, up to a rotation,
we may assume Q = N , the north pole. As in [23], we consider the following map
Σ: Bn+1\N 7→ Rn+1+
Σ(x1, x2, . . . , xn+1) =
(
4x¯
|x¯|2 + (1 + xn+1)2 ,
2(|x¯|2 + x2n+1 − 1)
|x¯|2 + (1 + xn+1)2
)
,
where x¯ = (x1, . . . , xn). Notice that when |x| = 1, that is, x ∈ Sn




Hence, Σ restricted on sphere is the stereographic projection. The inverse function
of Σ is
Ψ˜(z) = Σ−1(z) =
(
4z¯
|z¯|2 + (2 + zn+1)2 ,
|z|2 − 4
|z¯|2 + (2 + zn+1)2
)
.








is the inverse of the stereographic project from the north pole of the sphere. Set
wk(z) = (|det(DΨ˜)|)
n−1
2(n+1) (vk ◦ Ψ˜) ≥ 0.
Then subject to a subsequence, wk : Rn+1+ 7→ R in W 1,ploc(R
n+1
+ ) converges to a
function w∞ such that
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







n−1∞ = 0, on ∂Rn+1+ .
Up to the scaling and selection of the subsequence, we can assume that α∞f(Q) = 1.








for some λ > 0 and z0 ∈ ∂Rn+1+ .
Let φ(z) = (λz¯ + z0, λzn+1) and define
Φ = Ψ˜ ◦ φ ◦ Σ.
It follows from the definition that
Φ∗(hk)|Sn → gSn as k →∞,
in W 1,p(Bn+1\N, gE) for any p < ∞. Let us still denote by w
4
n−1
k gE the metric
Φ∗(hk). Hence we have
wk → 1 as k →∞ in W 1,p(Bn+1\N, gE).
In the following, for simplicity, we will use the map 1
2
Σ as the stereographic projec-
tion. Set p˜i = 1
2
Σ and pi = p˜i|Sn .
Now for any given 0 < ρ < 1, let ζρ be a cut-off function on Bn+1 via stereo-
graphic projection defined by
ζρ(z) = log log
1
ρ
− log log |z|,
for ρ−
1
e < |z| < ρ−1 in above coordinate around the south pole S and ζρ(z) = 0 in














(− log ρ)−n → 0, as ρ→ 0. (5.25)
For any k, let ϕk be the first eigenfunction associated to the metric hk with non-zero




ϕk dµhk = 0 and −
∫
Sn
ϕ2k dµhk = 1. (5.26)
Firstly, we claim that there exists k0 ∈ N such that λhk1 ≥ 12 , for all k ≥ k0. Assume


















Notice that, it follows from Lemma 5.6 that wk ≥ C0 for some constant C0 > 0.


























|∇(ζρ ◦ p˜i)|2ϕ2kj dVgE
]
(5.28)
Since (ζρ ◦ p˜i)2 ≤ 1 and∫
Bn+1
|∇ϕkj |2w2kj dVgE =
∫
Bn+1




the first term in the bracket of the right hand side of (5.28) is bounded. For the
second term, from the Ho¨lder’s inequality, it follows that
∫
Bn+1
|∇(ζρ ◦ p˜i)|2ϕ2kj dVgE ≤
(∫
Bn+1















The first factor is bounded by (5.25), while the second factor can be estimated by

















































Hence, we obtain that {ϕkjζρ◦ p˜i} is a bounded sequence in H1(Bn+1), which implies
that there exists a subsequence, still denoted by {ϕkjζρ ◦ p˜i} and a function ϕρ such
that ϕkjζρ ◦ p˜i → ϕρ as j →∞ weakly in H1(Bn+1) which is also strongly convergent
in Lq(Sn, gSn) with q <
2n
n−1 . Since ||ϕρ||H1(Bn+1) ≤ limj→∞ ||ϕkjζρ ◦ p˜i||H1(Bn+1), we
conclude that {ϕρ} is bounded in H1(Bn+1). Therefore, there exists a subsequence
{ϕρi} and ϕ0 ∈ H1(Bn+1) such that ϕρi → ϕ0 as i→∞ weakly in H1(Bn+1). With











(||∇(ϕkζρ)||L2(Bn+1,hk) − ||∇ϕk||L2(Bn+1,hk)) ≤ 0. (5.31)
Let us assume those fact for a moment and derive the expected contradiction. In


























Similarly, we have −
∫
Sn
ϕ0 dµSn = 0. Hence, ϕ0 6= 0. It follows from (5.27), (5.30),

































|∇ϕ0|2 dVgE ≥ 1,
which is impossible. Hence, there exists k0 ∈ N such that λhk1 ≥ 12 for all k ≥ k0. By
choosing σ0 = min{λh11 , . . . , λhk01 , 12}, we thus obtain the desired result. Therefore,






















V ol({x ∈ Sn; ζρ ◦ pi(x) < 1}, hk)










































|∇ϕk|2hk dVhk + α(tk)−
∫
Sn






































Hence, use this and shift the last term to left hand side to obtain the desired bound
with suitable constant C > 0. Now, we are left to show the estimate (5.31). From
the Ho¨lder’s inequality and (5.25), it follows that
||ϕk∇(ζρ ◦ p˜i)||2L2(Bn+1,hk) =
∫
Bn+1















Our aim here is to show that ||ϕk∇(ζρ ◦ p˜i)||2L2(Bn+1,hk) is a little o term. In order
to see this, we observe that the first factor goes to zero as ρ→ 0. In fact, we have∫
Bn+1
|∇(ζρ ◦ p˜i)|n+1hk dVhk =
∫
Bn+1




|∇ζρ|n+1 dz ρ→0−→ 0,
as we have shown in the equation (5.25). Thus the only thing left is to show the
second factor is uniformly bounded. To see the bounded-ness, we observe that
∆(ϕkwk) = 0 in the unit ball B
n+1. This is due to the fact that ∆hk(ϕk) = 0 since
ϕk is the Steklov eigenfunction for the metric hk and the scalar curvatures of both
metrics gk and hk are zero, the claim follows from the conformal invariant for the


















Now the fact that ∆(wkϕk) = 0 implies that (ϕkwk)
2 is a subharmonic function on
Bn+1 thus by mean value property for subharmonic function, we have




















Now we handle the first term on the right hand side of the equation (5.34). Again


































k dµSn . (5.35)
The upper bound for the last term follows from the estimate (5.32). Thus, combine
the estimates (5.33), (5.34) and (5.35) to conclude the bound we needed.
Moreover, as ρ→ 0, the desired estimate (5.31) follows from Minkowski inequal-
ity as follows:
||∇(ϕkζρ ◦ p˜i)||L2(Bn+1,hk)
≤ ||(ζρ ◦ p˜i)∇ϕk||L2(Bn+1,hk) + ||ϕk∇(ζρ ◦ p˜i)||L2(Bn+1,hk)
≤ ||∇ϕk||L2(Bn+1,hk) + o(1).
Proof of Lemma 5.2 (continued): By using Lemma 5.6, 5.7 and Theorem B.1 in
the Appendix B, we are now in position to prove the asymptotic behavior described
in the case (ii) of the Lemma 5.2.
Notice that condition (i) in Theorem B.1 is trivial for our flow. From Lemma
4.3, it follows that
||Hhk ||Lp(Sn,hk)
≤ ||Hhk − α(tk)f ◦ Φk||Lp(Sn,hk) + ||α(tk)f ◦ Φk||Lp(Sn,hk)
= ||Hk − α(tk)f ||Lp(Sn,gSn ) + ||α(tk)f ||Lp(Sn,gSn ) ≤ C. (5.36)
Hence, the condition (ii) in the Theorem B.1 is fulfilled. Moreover, if we choose
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χ0 = C3 and l0 =
1
2
, then condition (iv) will hold by Lemma 5.6. From Lemma 5.7,
it follows that the condition (iii) also holds up to a subsequence. Therefore, we can







k dµSn ≤ C4. (5.37)
Then by iteration, we will obtain the higher integrability of vk. Starting with
q0 =
2n




























































k ∈ Lp0(Sn, gSn). (5.38)
By Sobolev embedding theorem, we obtain
vk ∈ W 1,p0(Sn.gSn) ↪→ L
np0


































> 1, l ∈ N.
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which implies that there exists an l0 ∈ N with ql0 > 2n
2
n−1 and q0 < q1 < · · · < ql0−1 <
2n2









Hence, by Sobolev embedding, we have
||vk||Cσ(Sn) ≤ C,
with σ = 1− n
pl0
. It follows from (5.38) and Lemma 4.3 that there exist convergent
subsequences of (vk)k in C
λ(Sn) with λ ∈ (0, 1). Choose an arbitrary convergent
subsequence vki and suppose that vki → v∞ in Cλ(Sn). By (5.2), the normalized
conformal transformations Φk when restricted on the sphere can be expressed by
Φk|Sn = ΦQk,rk . Let Qkij be any convergent subsequence of Qki and assume that
Qkij → Q∗ ∈ Sn as j → ∞. Now suppose that rkij → r0 < ∞, then Φkij → ΦQ∗,r0
as j → ∞. Then det(dΦkij) will converge to det(dΦQ∗,r0) on Sn which is bounded
away from 0. Hence we can conclude that ukij is bounded from below and above by
a positive constant on Sn, since vkij is bounded from below and above by a positive









− ukij ∈ Lp(Sn, gSn), p > n
that ukij is uniformly bounded in W
1,p(Sn, gSn), which leads us to the alternative (i),
clearly contradicts with our assumption that the alternative (i) does not hold. Thus







uniformly converges to ΦQ∗,∞ ≡ Q∗ for x ∈ Sn\∂′B+γ (−Q∗),















≤ ||Hkij ◦ Φkij − αtkf ◦ Φkij ||Lp(Sn,hkij )
+||α(tk)f ◦ Φkij − α∞f(Q∗)||Lp(Sn,hkij ) → 0, (5.40)
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as j → ∞. Therefore, from the equations of vkij , we can conclude that v∞ weakly
solves 






+ v∞ = α∞f(Q∗)v
n+1
n−1∞ on Sn.
From the normalized condition (5.1) and Vol(Sn, hk) = ωn, it follows, by the Esco-
bar’s uniqueness theorem [21], that v∞ must be constant and v∞ ≡ 1. Moreover,
plugging this into the equation above, we obtain α∞f(Q∗) = 1. Since the convergent
subsequence vki is chosen arbitrarily, we conclude that vk → 1 in Cλ(Sn).
In addition, from the proof above and (5.40), we know that the convergence of
||Hk−1||Lp(Sn,gk) for p > n does not depend on the choice of subsequence. Therefore,
up to a subsequence, from Lemma 5.5 and (5.8) it follows that there exists a unique




n + o(1) ≤ ||Hk||Ln(∂′B+r (Q),gk)














Hence, dµk → ωnδQ weakly in the sense of measure.
We can now use the assertions of Lemma 5.2 to obtain the following characteri-
zation of the asymptotic behavior of the flow (u(t)) in case of divergence.
Lemma 5.8. Suppose that f cannot be realized as the mean curvature of any
conform metric. Let u(t) be a smooth solution of (3.3) and (3.4), and let v(t) be
the corresponding normalized flow. Then, as t→∞, we have
v(t)→ 1, h(t)→ gSn in Cλ(Sn)
for any λ ∈ (0, 1), and ||Φ(t)−Q(t)||L2(Sn,gSn ) → 0. Moreover, we have
||f ◦ Φ(t)− f(Q(t))||L2(Sn,gSn ) → 0 and α(t)f(Q(t))→ 1.
Proof: For a fixed λ ∈ (0, 1), arguing by contradiction, suppose we can find a
sequence tl →∞ such that
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lim
l→∞
(||v(tl)− 1||Cλ(Sn) + ||Φ(tl)−Q(tl)||L2(Sn,gSn )) > 0. (5.41)
From Lemma 5.2, it follows that
lim
l→∞
||v(tl)− 1||Cλ(Sn) = 0. (5.42)
Hence (5.41) implies that liml→∞ ||Φ(tl) − Q(tl)||L2(Sn,gSn ) := C0ωn > 0. Note that









2(1− 〈Φ(tl), Q(tl)〉) dµhl .




2(1− 〈Φ(t), Q(t)〉) dµhl = 2(1− |S(tl)|).
Hence for sufficiently large l, we obtain
1− |S(tl)| ≥ C0
2
> 0.
Since |S(tl)| ≤ 1 − C02 < 1, there exists a subsequence, denoted again by {tl}, such
that S(tl) → S0 as l → ∞ with |S0| < 1. Therefore, Φ(tl) → ΦS0/|S0|,r0 on Sn
with r0 = (1 + |S0|)/(1− |S0|) <∞. By the same argument as before, we conclude
u(tl) is uniformly bounded from above and below by positive constants. Hence
u(tl) will converge to a smooth positive function u∞ as in the proof of Lemma 5.2.
Then the metric u
4
n−1∞ gE will have mean curvature equal to f , which contradicts the
assumption that f can not be realized as a mean curvature of any conformal metric.










v + v2dµSn → 1, as v → 1. Therefore,


















f ◦ Φ(t)− f(Q(t)))dµh = 0.
Chapter6
Finite-dimensional dynamics
From now on we assume that f cannot be realized as the mean curvature of any
conformal metric in the standard conformal class of gE. Hence, the mean curvature
flow with the initial data u0 ∈ C∞f does not converge.
6.1 Estimate of ||ξ||L∞ and ||divSnξ||L∞
In this subsection, we introduce the scaled stereographic projection, which allow us
to control the supreme norm of ξ and divSnξ and characterize the concentration
point.
Let (x1, x2, ..., xn+1) denote the coordinate functions in Rn+1 restricted to Sn.





, x = (x1, ..., xn+1) ∈ Sn
and denote its inverse by Ψ : Rn → Sn with
Ψ(z) =
(2z1, ..., 2zn, 1− |z|2)
1 + |z|2 , z = (z
1, ..., zn) ∈ Rn.
For q ∈ Rn and r > 0, let Ψq,r : Rn → Sn be the conformal map
Ψq,r = Ψ ◦ δq,r
59
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1 + |z|2 −
4zizj
(1 + |z|2)2 = δij(1 + x
n+1)− xixj, (6.1)




















zien+1i = |xn+1|2 − 1. (6.5)
































ξ dµSn = (X
1, ..., X i, ..., Xn+1) ∈ Rn+1, (6.7)
and  = r−1. Then from the representations (6.1) and (6.3) of ei and with the help
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We are now able to obtain the estimate of the supreme norm of the conformal
vector field ξ and divSnξ.
Lemma 6.1. There exists a universal constant C > 0 such that
||ξ||L∞ ≤ C||αf −H||L2(Sn,g) and ||divSnξ||L∞ ≤ C||αf −H||L2(Sn,g).
Proof: From (6.1), (6.3) and (6.4), it is not difficult to see that ||ei||L∞ ≤ 2 for
i = 1, 2, . . . , n and ||∑ni=1 ziei||L∞ ≤ 1. Hence by (6.6), (6.8) and (6.9) and the












It follows from (6.7) and (5.6) that
































+ ||ξ||L∞ ||v 2nn−1 − 1||C0
]
.
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2 ||v 2nn−1 − 1||C0 ≤ 12 for t > T . Therefore for all t > T , we have









Now, observe that F2(g(t)) can never be zero for any finite t, otherwise f will be
realized as a mean curvature of some conformal metric. Since ξ is continuous on








for t ≤ T + 1.



































∣∣∣∣∣ ≤ C||ξ||L∞ ≤ C||αf −H||L2(Sn,g).
6.2 Estimate of the change rate of F2(t)
Recall our notation




and we also set, for brevity,
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In view of Lemma 5.8, we can control the upper bound of change rate of F2(t) as
follows
Lemma 6.2. With error o(1)→ 0 as t→∞, there holds
d
dt
F2(t) ≤ −(1 + o(1))G2(t) + (1 + o(1))F2(t).





























































































|∇(αf −H)|2 dVg + o(1)F2(t).




























|∇(αf −H)|2 dVg +−
∫
Sn





















α(fΦ − f(Q(t))(αfΦ −Hh)2 dµh
+ (αf(Q(t))− 1)F2(t) + F2(t)
:= I1 + I2 + F2(t).
It follows from Lemma 5.8 that
I2 = o(1)F2(t).





(fΦ − f(Q(t))n dµh = −
∫
S2
(fΦ − f(Q(t))2 dµh = o(1).





























































|∇(αf −H)|2 dVg +−
∫
Sn
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6.3 The shadow flow
Recall that by Lemma 5.8 the center of mass S(t) of g(t) can be approximated by




with θ(t) = Θ|Θ| . Given t ≥ 0, consider a rotation of the sphere which maps θ(t) to
the north pole. Then Φ(t) : (Bn+1, Sn)→ (Bn+1, Sn) when restricted on the sphere
can be expressed as Φ(t)|Sn = Ψ ◦ δq(t),r(t) ◦ pi. If we use the tangent space of the




1+|z|2 ), where (t) =
1
r(t)
. The reason for Φ(t) has such representation is
that our parameter r(t) → ∞ as t → ∞ and θ(t) approaches to the concentration
point Q.
Lemma 6.3. For some uniform constant C > 0 there holds
||fΦ − f(θ)||L2 ≤

C| log | 12 |df(θ)|+ C n = 2
C|df(θ)|+ C3/2 n ≥ 3.
Proof: We expand f ◦Ψ around z = 0 to obtain
f(Ψ(z))− f(θ)
= df(θ) · dΨ(0)z + 1
2
∇df(θ)(dΨ(0)z, dΨ(0)z) +O(3|z|3)
= 2df(θ)z + 22∇df(θ)(z, z) +O(3|z|3). (6.11)
Using the above expansion, we can estimate




















C2| log | 12 |df(θ)|2 + C2 n = 2
C2|df(θ)|2 + C3 n ≥ 3.
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The assertion now follows.
The purpose of the remaining part of this subsection is to characterize the be-
havior of the shadow flow (Θ(t))t≥0 and the concentration scale . To do so, we need
to analyze the dynamics more precisely, as in [16] we decompose the speed ut into
spherical harmonics. Let {ϕgi }i∈N0 be an L2(Sn, g)-orthonormal basis of eigenfunc-
tions, solving 










with eigenvalues 0 = λg0 ≤ λg1 ≤ λg2 ≤ · · · . If we let ϕhi = ϕgi ◦ Φ, then {ϕhi }i∈N0






i . We also define ϕi = ϕ
gE
i with eigenvalues λi = λ
gE
i , i ∈ N0. It is well
known that
0 = λ0 < λ1 = λ2 = · · · = λn+1 = 1 < λn+2 = 2 ≤ · · · .
In view of Lemma 5.8, we have λgi = λ
h
i → λi. Moreover, one may choose the bases
















(αf −H)ϕgi dµg =
∫
Sn
(αfΦ −Hh)ϕhi dµh = βih.




xi, i = 1, 2, ..., n+ 1







xi(αfΦ −Hh)dsh, i = 1, 2, ..., n+ 1. (6.12)




b and βg = (β
1
g , ..., β
n+1
g ). Then
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and up to an error order o(1)F
1
2
2 , the vectors b and βg coincide.
First let us get the precise estimate on ||v− 1||H1(Sn,gSn ) as a simple consequence










and when g = gE, we set || · ||∗ as the short form of || · ||∗gE .
Lemma 6.4. With a uniform constant C > 0, there holds
||v − 1||H1(Sn,gSn ) ≤ C(F2(t)
1








By the choice of initial data and volume constraint and (5.1), we have V 0 = · · · =
V n+1 = 0. Also, let


















n−1 − 1)ϕidµSn +O(||v − 1||2∗)
= V i + o(1)||v − 1||∗,
with o(1)→ 0 as t→∞. In particular
|vi| = o(1)||v − 1||∗, i = 0, . . . , n+ 1. (6.13)








































































(v − 1) dµSn .
Since the first Steklov eigenvalue of the pair operators (∆, ∂
∂ν0

















Hence, using Lemma 5.8 and (6.13), we get the following estimate∣∣∣∣−∫
Sn
Hhdµh − 1






dµgSn + o(1)||v − 1||∗.


















||v n+1n−1 − v||2L2(Sn,gSn )









|v − 1|2dµSn + 3(n− 1)
2
8
||v n+1n−1 − v||2L2(Sn,gSn ).
By Lemma 5.8, we have ||v − 1||L2(Sn,gSn ) → 0. Hence, for sufficiently large t, we
have C||v − 1||2L2(Sn,gSn ) ≤ 12 .
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||v n+1n−1 − v||2L2(Sn,gSn ). (6.15)
Observe that by Lemma 5.8, we have the following expansion
v
n+1
n−1 − v = 2




||v n+1n−1 − v||2L2(Sn,gSn ) ≤ (3 + o(1))||v − 1||2L2(Sn,gSn ).






λ2i |vi|2 ≥ λ2n+2||v − 1||2L2(Sn,gSn ) + o(1)||v − 1||2∗.
Since 3 < λ2n+2 = 4, for sufficiently large t > 0 we can absorb the last term on
the right of (6.15) into the left to get the estimate on ||v − 1||2L2(Sn,gSn ) in terms of
C(F2 + ||fΦ−f(Q)||2L2(Sn,gSn ))+o(1)||v−1||2H1(Sn,gSn ). Finally use the equation(6.15)
again to get the estimate we want:
(1 + o(1))||v − 1||H1(Sn,gSn ) ≤ C
(|| ∂v
∂ν0
||L2(Sn,gSn ) + ||v − 1||L2(Sn,gSn )
)
≤ C(F 122 + ||fΦ − f(Q)||L2(Sn,gSn )).






Proof: By the argument before Lemma 6.4, we may show the equivalent statement
































































































:= I1 + I2 + I3 + I4.



















































xv(dv · ξ) dµSn|
≤ C
(












where we have used the fact that || ∂v
∂ν0
||L2(Sn,gSn ) = o(1) as t → ∞ which follows
from Lemma 6.4. This will be used again in the next estimate.
For I3, by (3.3), (5.5), Lemmas 6.1 and 5.8 again, we can first estimate
||vt||L2(Sn,h) ≤ ||v||C0||αfΦ −Hh||L2(Sn,h) + C|| ∂v
∂ν0
||L2(Sn,gSn )||ξ||L∞








≤ C||αfΦ −Hh||L2(Sn,h). (6.17)



















































The next lemma compares F2 and |B|2 for t sufficiently large.
Lemma 6.6. With error o(1)→ 0 as t→∞, we have
F2(t) = (1 + o(1))|B|2.
Proof: Set Fˆ2 =
∑
i≥n+2
|βig|2. Then, with o(1)→ 0 as t→∞, we have
F2 = |βg|2 + Fˆ2 = |B|2 + Fˆ2 + o(1)F2.











(1− λgi )|βig|2 + (1− λgn+2)Fˆ2




(1− λi)|βig|2 + (1− λn+2)Fˆ2 + o(1)F2,
= −Fˆ2 + o(1)F2




F2 ≤ −Fˆ2 + o(1)F2. (6.18)
Assume that |B(t1)|2 ≥ Fˆ2(t1) for some sufficiently large time t1. For t near t1, we
may express F2 as
F2 = (1 + δ(t))|B|2,
with −1
2











By Lemma 6.5, we have ∣∣B · dB
dt
∣∣ ≤ o(1)F2.
Hence, we can obtain
dδ
dt
|B|2 ≤ −( δ
1 + δ
+ o(1))F2 = −(δ + o(1))|B|2.
Dividing both sides by the factor |B|2, we find
dδ
dt
≤ −(δ + o(1)),
which implies that δ(t)→ 0 as t→∞, that is
F2 = (1 + o(1))|B|2,
as claimed.
Therefore, to complete the proof, we only need to find some sufficiently large
time t1 so that |B(t1)|2 ≥ Fˆ2(t1). Suppose the contrary, i.e., |B|2 ≤ Fˆ2 for all





+ o(1))F2 ≤ −1
4
F2
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when t is large enough. Hence, we have F2(t) ≤ Ce− 14 t for some C > 0 and t ≥ t2.









∣∣∣ ≤ CF 122 ≤ Ce− 18 t,
where ∂′B+r0(Q) = ∂
′B+r0(Q, gSn), and we obtain







uniformly for t ≥ t2 if we first choose t2 sufficiently large and then r0 > 0 sufficiently
small. On the other hand, from Lemma 5.8, it follows that for any accumulation
point Q of (Q(t))t>0 and any r0 > 0,
Vol(∂′B+r0(Q), g)→ ωn
as t→∞, which yields a contradiction with (6.20). The proof is complete.
The following proposition characterizes the concentration behavior of the shadow
flow. Since the proof is exactly the same as [38] when n = 2 and [16] when n ≥ 3,
we will provide the proof in the Appendix C.
Proposition 6.7.
(i) As t→∞ there holds
b− 〈b, θ〉θ = 2
n
ωnα(df(θ) + o(1)), i = 1, ..., n,
〈b, θ〉 =














α2(df(θ) + o(1)), i = 1, ..., n,
1− |Θ(t)|2 =

(4 + o(1))2| log | n = 2
( 4n
n−2 + o(1))





12α4| log |2(∆S2f(θ) +O(1)|∇f(θ)|2S2 + o(1)) n = 2
16(n+1)
(n−2)2 α
4(∆Snf(θ) +O(1)|∇f(θ)|2Sn + o(1)) n ≥ 3.
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(ii) As t → ∞, the metric g(t) concentrate at critical points Q of f , where
∆Snf(Q) ≤ 0.
Proof: Refer to the Appendix C.
For the sake of further reference, we also note the following result.
Lemma 6.8. As t→∞ we have
Ef [u(t)]→ f(Q) 1−nn ,
where Q = lim
t→∞
Θ(t) is the unique limit of the shadow flow (Θ(t))t≥0 associate with
(u(t)).











n−1 dµSn = −
∫
Sn
fΦ dµh → f(Q(t)).
Chapter7
Existence of conformal metrics with
prescribed mean curvature
For p ∈ Sn, 0 <  ≤ ∞, in the stereographic coordinates with the point −p at
infinity ( so that p again becomes the north pole ), we may let Φp, = Ψ ◦ pi by
recalling Sec. 5.3. Note that Φp, = Φ
−1
p,−1 = Φ−p,−1 for all p ∈ Sn, 0 <  <∞. This
defines a map
θ : Sn × (0,∞)(p, ) 7→ ∣∣det(dΦp,)∣∣n−12n .
Moreover, there exists a conformal transformation Φp,: (Bn+1, Sn) 7→ (Bn+1, Sn)
such that Φp,|Sn = Φp,. If we let up, = |det(dΦp,)|
n−1









p, dµSn ⇀ ωnδp,
in the weak sense of measure as → 0.
Given a map u0 ∈ C∞∗ , we let u = u(t, u0) be the solution of the flow (3.3) and
(3.4) with initial data u(0) = u0, and we let Φ(t, u0) be the family of normalized
conformal diffeomorphisms satisfying (5.1) for the pull-back metric
h = h(t, u0) = v
4
n−1 gE = Φ(t, u0)
∗g,
where we let g = g(t, u0) = u
4
n−1 gE, and with suitable v = v(t, u0). Let
p = p(t, u0) = −
∫
Sn
Φ(t, u0) dµSn (7.1)
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be the approximate center of mass of g(t, u0), so that, up to a rotation, whenever
p 6= 0 we have Φ|Sn = Φp, for some unique number 0 <  = (t, u0) < 1. For ρ ∈ R,
also let
Lρ = {u ∈ C∞∗ ; Ef [u] ≤ ρ}
denote the sub-level set of Ef . For convenience, we label all critical points p1, ..., pN





Ef [upi,], 1 ≤ i ≤ N.
By our assumption on f , it follows from Proposition 6.7 that minimum points of
f cannot be concentration points, that is, the energy level where the concentration
occurs is strictly less than β1. For notational convenience only in the following






{βi − βi+1} > 0, we then have βi − 2ς0 > βi+1 for all i.
As in [33] and [16], to prove the existence of conformal metrics, we need to set
up the following key proposition.
Proposition 7.1.
(i) If β1 < β0 ≤ β, where β has been chosen in the equation (5.15), then Lβ0 is
contractible.
(ii) For 0 < ς ≤ ς0 and each i, the set Lβi−ς is homotopy equivalent to the set
Lβi+1+ς .
(iii) For each critical point pi of f with ∆Snf(pi) > 0 the set Lβi+ς0 is homotopy
equivalent to the set Lβi−ς0 .
(iv) For each critical point pi of f with ∆Snf(pi) < 0 the set Lβi+ς0 is homotopy
equivalent to the set Lβi−ς0 with (n− ind(f, pi))-cell attached.
By assuming this proposition for a moment, our main theorem is now a imme-
diate consequence of this result.
Proof of Theorem Suppose the contrary, namely, f cannot be realized as the
mean curvature of a conformal metric g on Sn. A suitable choice of β0 in part (i)
of Proposition 7.1 shows that Lβ0 is contractible. Furthermore, the flow defines a
homotopy equivalence of the set E0 = Lβ0 with a set E∞ whose homotopy type is
that of a point with n− ind(f, p) dimensional cells attached for every critical point








holds for the Morse polynomials of E0 and E∞, where ki ≥ 0 and mi are given
in (2.3). Equating the coefficients in the polynomials on the left and right hand
side of (7.2), we obtain a set of non-trivial solutions of (2.3), which violates the
hypothesis in Theorem. We thus obtain the desired contradiction and the proof of
main theorem is complete.
As a first step to prove Proposition 6.1, we need to show the stability of the
flow in any finite time interval [0, T ] for initial data in C∞f , which is necessary to
construct the homotopies below.
Lemma 7.2. Given any T > 0, let ui(t) = u(t, u
0
i ) be the solutions to our flow with
initial data u0i ∈ C∞f , i = 1, 2. Then there exists a constant C > 0, depending on
T, n and ||ui||L∞([0,T ];C2n(Sn)), i = 1, 2, such that
sup
0≤t≤T
||u1(t)− u2(t)||H2n(Sn,gSn ) ≤ C||u01 − u02||H2n(Sn,gSn ).
Proof:
Let gi = u
4
n−1
i gE, Hi = Hgi , and redefine the factors αi(t) by



































where d(x, t) = α(u1)f+b(x, t)−u−
2
n−1















Observe that Lemma 3.7 implies that there exist two constants Ci = Ci(T ) > 0
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such that
C−1i ≤ ||ui(t)||L∞(Sn×(0,T )) ≤ Ci,
for i = 1, 2.
Also the assumption in the statement, together with the upper bound on the
total mean curvature E(ui), i = 1, 2, can be used to control the difference between
α(u2) and α(u1) in terms of w. We provide the detail as follows:














































≤ C(||H1||L2(Sn,g1) + ||H2||L2(Sn,g2) + E[u1]
+E[u2])||w||L2(Sn,gSn )
≤ C||w||L2(Sn,gSn ). (7.4)



























(α(u2)− α(u1))u2fw dµSn .





































Since w2 is subharmonic, we obtain, by mean value theorem, that∫
Bn+1





With the estimate (7.4), it is not hard to see the following is true.∣∣∣∣ ∫
Sn
(α(u2)− α(u1))u2fw dµSn
∣∣∣∣ ≤ C ∫
Sn
w2 dµSn .
Since ui, i = 1, 2 are bounded from above as well as from below by positive
constants, through the definition of d(x, t), we find that |d(x, t)| ≤ C for some
constant C > 0 which may depend on all those upper and lower bounds as well as
T . This implies that ∣∣∣∣ ∫
Sn
d(x, t)w2 dµSn
∣∣∣∣ ≤ C ∫
Sn
w2 dµSn .
With all above estimates at hand, we easily conclude that there exists a constant


















Hence, for any t ∈ [0, T ], integrating the above differential inequality over (0, t)
yields ∫
Sn
w2(t) dµSn ≤ eC0t
∫
Sn
w2(0) dµSn . (7.5)
Next, observe that w is a harmonic function on Bn+1, we can write it in the
polar coordinate as w = w(r, θ) where r ≤ 1 and θ ∈ Sn. Clearly (−∆Sn)2nw is
still well defined function on Bn+1. Other fact is that ∂(−∆Sn )
nw
∂ν0
= (−∆Sn)n ∂w∂ν0 . In
particular, this implies that the function (−∆Sn)nw is still a harmonic function on



























(−∆Sn)2nw(α(u2)− α(u1))u2f dµSn .
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Using the Young’s inequality, interpolation inequality and mean value theorem for




































for some large constant C > 0 which depends on the upper and lower bound of ui
as well as the dimension n. For the second estimate in above, we treat w and its
derivatives as functions on Sn only.
Furthermore, from (7.4) and the integration by parts, by similar remark as above,





















|(−∆Sn)nw|2 dµSn ≤ C
∫
Sn




Therefore, for any t ∈ [0, T ], from integrating above differential inequality over
(0, t), we reach, by (7.5), that∫
Sn











w2(0) dµSn . (7.6)
Finally, combine the equations (7.5) and (7.6) to obtain
sup
0≤t≤T
||w(t)||H2n(Sn,gSn ) ≤ C||w(0)||H2n(Sn,gSn ),
which completes the proof.
Proof of Proposition 7.1 (i) Let β0 be chosen as before. Given u0 ∈ Lβ0 , let
u(t, u0) be the solution of the flow with the initial data u0. Since the energy is
decreasing along the flow, it follows that
Ef [u(t, u0)] ≤ β0.
We first claim that for any given  > 0 there exists a sufficiently large T1(u0, ) > 0
continuously depending on u0 in the H
2n(Sn, gSn) topology such that
||v − 1||C0 < , (7.7)
for t > T1(u0, ).
To verify the claim: using Lemma 5.8, we can choose a large T2 such that ||v −
1||C0 ≤ 12 for t ≥ T2. By the decomposition (6.14), we can find a constant C1
depending on n and T2, upper bounds of F2n and α, the maximum value of f as






∣∣∣n+1 dµSn ≤ C1(F 122 + ||fΦ − f(p)||L2). (7.8)















2 + ||fΦ − f(p)||L2), (7.9)
for some constant C2 > 0 and t ≥ T2.
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Using Sobolev embedding theory, we obtain











where C0 > 0 depends only on the dimension constant n.
Let us consider the following function






whereM = maxSnf andQ is the unique concentration point of the flow. By choosing
T3 > T2 such that |o(1)| < 1 in the Lemma 6.2 for t > T3, it follows from Lemmas
3.1 and 6.2 that
dζ(t)
dt
< 0 and ζ(t) > 0,
for all t > T3. Since lim
t→∞
||fΦ − f(Q)||L2 = 0, we can find T4 > T3 such that
||fΦ − f(Q)||L2 < 2(n+1)2(C0C)2 , for t > T4,
where C0 is given by (7.10) and C = C1 + C2. Now define
δ = min{ 2(n+1)
2(C0C)2
, ζ(T4)} > 0.
Then the set {t; t ≥ T4 + 1 and ζ(t) < δ} 6= ∅ by the fact that lim
t→∞
ζ(t) = 0 in view
of Lemmas 4.1 and 6.8. Hence we can find
T1(u0) := T1(, u0) = inf{t; t ≥ T4 + 1 and ζ(t) < δ},
which will serve our purpose. Indeed, from the monotonicity of ζ and Lemma 7.2,
it follows that T1(u0) is continuously depend on u0 in H
2n-norm. Moreover, from
ζ(t) < ζ(T1(u0)) ≤ δ for t > T1(u0) and Ef [u](t) − f(Q) 1−nn > 0 for all t ≥ 0
guaranteed by Lemmas 3.1 and 6.8, we conclude that F2(t) ≤ δ for all t ≥ T1(u0).
Hence using estimates (7.8), (7.9) and (7.10), we obtain
||v − 1||C0 < ,
for t > T1(u0), which establish our claim.
In the following, we are ready to define a homotopy on Lβ0 which induces a
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contraction within C∞∗ . To do so, as in [16], we first choose two positive constants













f ◦ Φ dµSn = 1,
where v = u(T1) ◦ Φ(det(dΦ))
n−1
2(n+1) . It is not hard to see that |σ1 − σ2| = O(). We
then define a homotopy on Lβ0 as follows
H(s, u0) =




































≤ s ≤ 1,
where p˜i is defined as in Lemma 5.7. Indeed, H(s, u0) induces a contraction within
C∞∗ . To verify this, it is clear that Ef [H(s, u0)] ≤ β0 if s ∈ [0, 13 ] ∪ [23 , 1]. Hence
we only need to check that Ef [H(s, u0)] ≤ β0 for s ∈ [13 , 23 ]. For convenience, we




η(s) > 0, (7.12)




], since we then have
Ef [H(s, u0)] ≤ max{η(13), η(23)}
= max{Ef [u(T1, u0)], Ef [(det(dΦ−1))
n−1
2(n+1) ]} ≤ β0,





Hence we focus on the proof of (7.12). Set
vs =
[






Using conformal invariance of the energy
Ef [u] = Ef◦Φ[u ◦ Φ(det(dΦ))
n−1
2(n+1) ],
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and the property
Ef [cu] = Ef [u], for any constant c > 0,
we then obtain
Ef [H(s, u0)] = Ef◦Φ[vs].
Therefore, we can, instead of Ef [H(s, u0))], use the energy Ef◦Φ[vs] for s ∈ [13 , 23 ].
In the following let ˙ := d
ds
. From (7.13), we calculate the derivatives with respect












n−1 ) and v¨s = −n+1n−1v−1s |v˙s|2. (7.14)
It is not difficult to arrive to the following estimates
||v˙s||C0 = O() and ||vs − σ1||C0 = O(). (7.15)



























s v˙s dµSn = 0. (7.17)
Now for any positive function f , a direct computation yields


































































































































































for w, v ∈ H1(Bn+1). It is well known that the map u 7→ d2Ef [u](·, ·) ∈ L(H1(Bn+1)×

















∇vs · ∇(v−1s |v˙s|2) dVgE . (7.20)
In order to estimate the last term on the right hand side of (7.20), using Green’s
identity we rewrite it as follows∫
Bn+1
















2 dVgE . (7.21)
From the expression of vs, it follows that
∆gEvs =
n+ 1
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2 dVgE ≥ 0. (7.25)

































|∇v˙s|2 dVgE − [ 4n−1 +O()]−
∫
Sn
|v˙s|2 dµSn . (7.26)
In order to estimate the first term on the right-hand side of (7.26). We decompose














and ϕj is given by Sect.5.3. Let pi be the limit point of the conformal transformation
















































s )v˙sϕj dµSn .





v˙s dµSn = O()||v˙s||L2 and −
∫
Sn







|∇v˙s|2 dVgE − 2
∫
Bn+1







|∇v˙s|2 dVgE dµSn +O()
∫
Sn
|v˙s|2 dµSn . (7.27)
On the other hand, we also have∫
Bn+1























|v˙s|2 dµSn . (7.28)
Combining estimates (7.27) and (7.28) yields∫
Bn+1
|∇v˙s|2 dVgE ≥ (2 +O())
∫
Sn
|v˙s|2 dµSn . (7.29)













|v˙s|2 dµSn > 0.





, 2(t, u0)}, τ(0) = 0. (7.30)
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From (C.10), it follows that τ(t)→∞ as t→∞. For 0 ≤ τ <∞, we let U(τ, u0) =















(1− |P |2) =

2α2| log |2(∆S2f(θ) +O(1)|∇f(θ)|2S2 + o(1)) n = 2
16(n+1)
(n−2)2 α
2(∆Snf(θ) +O(1)|∇f(θ)|2Sn + o(1)) n ≥ 3.
(7.32)
with error O(1) ≤ C and o(1)→ 0 as → 0.
Let 0 < ς < ς0 be given. We claim there exists T > 0 with U(T, Lβi−ς) ⊂ Lβi+1+ς .
Suppose by contradiction that for some 1 ≤ i0 ≤ N , there exist Tk →∞, uk ∈ Lβi0−ς
such that
Ef [U(Tk, uk)] > βi0+1 + ς, for all k.
For each k ∈ N, choose tk ∈ [Tk2 , Tk]. Then from Tk → ∞ it follows that tk → ∞
as k → ∞. Hence we conclude by Lemma 3.1 that −∫
Sn
|α(tk)f − Hk|2 dµgk → 0
as k → ∞, where gk = U(tk, uk) 4n−1 gE and Hk is the mean curvature of gk. Let
θ(tk, uk) ∈ Sn be the shadow points of the flow with the initial data uk valued at
time tk. It follows from Lemma 5.2 that for sufficiently large k the metrics gk|Sn
will be arbitrarily close to round metrics. In view of (7.31) and (7.32), the limit
θ = lim
k→∞
θ(tk, uk) exists and is a critical point of f . Then Lemma 5.2 also implies
Ef [U(tk, uk)] → f(θ) 1−nn as k → ∞. Since we have Ef [uk] ≤ βi0 − ς, we conclude
that θ = pl with l > i0 by Lemma 3.1 and hence





for large k, which yields an expected contradiction.
Now for u0 ∈ Lβi−ς , we let
T (u0) = inf{t ≥ 0;Ef [u(t, u0)] ≤ βi+1 + ς} ≤ T.
As in (i), T (u0) continuously depends on u0 and the map K(s, u0) = U(sT (u0), u0)
for 0 ≤ s ≤ 1 if u0 ∈ Lβi−ς\Lβi+1+ς and K(s, u0) = u0 if u0 ∈ Lβi+1+ς defines the
desired homotopy equivalence.
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To derive the remaining assertions (iii) and (iv), we need the help of the following
lemmas.











n−1 dµSn = 0, (7.33)
there exist two universal constants C1 > 0, C2 > 0 such that
C2||u− 1||2∗ ≤ E[u]− 1 ≤ C1||u− 1||2∗,
provided ||u− 1||C0(Sn) and ||u− 1||∗ are sufficiently small.
Proof:
Using (7.33), the smallness of ||u− 1||C0(Sn) and ||u− 1||∗, a Taylor’s expansion
and the Sobolev trace embedding, we obtain





n−1 |∇u|2 dVgE +−
∫
Sn






n−1 |∇u|2 dVgE +−
∫
Sn











where the last equality can be seen as follows. Since ||u− 1||C0 is small, we have
u
2n
n−1 − 1 = 2n
n− 1(u− 1) +
n(n+ 1)
(n− 1)2 (u− 1)
2 + o(1)(u− 1)2. (7.35)
Integrate it over Sn and observe that the integral of the left hand side is equal to 0




(u− 1)dµSn + (n+ 1
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and ϕj is given by Sect.5.3.




(u− 1)dµSn = −
∫
Sn









2(n− 1)(u− 1) +O(u− 1)
2](u− 1)dµSn












n−1 − 1)]ϕj dµSn
= o(1)||u− 1||L2 . (7.37)
Using (7.35), (7.36), (7.37) and following the proof of (7.27) and (7.28), we obtain∫
Bn+1
|∇u|2 dVgE ≥ (2 + o(1))
∫
Sn
(u− 1)2 dµSn .
Plugging the inequality above into (7.34), we have











2(n−1) + o(1))||u− 1||2∗ := C2||u− 1||2∗.
For the upper bound, from (7.34), it follows that
E[u]− 1 ≤ ( 2
n−1 + o(1))||u− 1||2∗ := C1||u− 1||2∗.
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For r0 > 0 and each critical point pi ∈ Sn of f let
Br0(pi) =
{
u ∈ C∞∗ ; g = u
4
n−1 gE induces a normalized metric
h = Φ∗g = v
4
n−1 gE with Φ|Sn = Φ−p,s for some p ∈ Sn,
0 < s ≤ 1 such that ||v − 1||2∗ + |p− pi|2 + s2 < r20
}
.
As in [33], we use s, p, and v as coordinates for u ∈ Br0(pi). Moreover, by our
assumption on f , we may use the Morse lemma to introduce coordinates p = p+ +p−
on TpiS
n near pi = 0 so that
f(p) = f(pi) + |p+|2 − |p−|2.






f ◦ Φ−p,s dµh =

f(p) + 2s2| log s|∆S2f(p)




+O(s3| log s|) + o(1)s||v − 1||∗, n ≥ 3,
(7.38)
where o(1)→ 0 as r0 → 0.
(b) Furthermore, we can bound for n = 2∣∣∣ ∂
∂s
Ef [u] + 2s| log s|E[u]f(p)− 32 ∆S2f(p)
∣∣∣
≤ Cs+ C(|p− pi|+ s)||v − 1||∗, (7.39)








≤ Cs2| log s|+ C(|p− pi|+ s)||v − 1||∗. (7.40)
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(c) For any q ∈ Tp(Sn), there holds∣∣∣∂Ef [u]
∂p




n df(p) · q
∣∣∣
≤ Cs(s+ ||v − 1||∗)|q|. (7.41)
(d) Finally, there exists a uniform constant C0 > 0 such that
〈∂Ef [u]
∂v




C0||v − 1||2∗ + o(1)s| log s|
1
2 ||v − 1||∗ n = 2,
C0||v − 1||2∗ + o(1)s||v − 1||∗ n ≥ 3.
(7.42)
where 〈·, ·〉 denotes the duality pairing of || · ||∗ with its dual and o(1)→ 0 as r0 → 0.
Proof:
To simplify the notation, let
A = A(u) = −
∫
Sn
f ◦ Φ−p,s dµh.
(a) We have
A− f(p) = −
∫
Sn





(f ◦ Φ−p,s − f(p))(v 2nn−1 − 1) dµSn .
Observing that |df(p)| → 0 as r0 → 0, by Lemma 6.3 we can bound the error term
as follows
|I| ≤ ||f ◦ Φ−p,s − f(p)||L2||v
2n
n−1 − 1||L2 ≤

o(1)s| log s| 12 ||v − 1||∗, n = 2,
o(1)s||v − 1||∗, n ≥ 3.
We now assume that p is the north pole. Upon introducing stereographic coordinates





























II +O(s2) + o(1)s| log s| 12 ||v − 1||∗, n = 2,
II +O(s3| log s|) + o(1)s||v − 1||∗, n ≥ 3.

























n), n ≥ 3.
































f ◦ Φ−p,sv 2nn−1 dµSn .



























)2n(v 2nn−1 − 1)dz
(1 + |z|2)n
:= I + II.
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Expanding f as in equation (6.11), we obtain
∂
∂s
(f(Ψs(z))) = 2df(p)z + 4s∇df(p)(z, z) +O(s2|z|3).





















16pis| log s|∆S2f(p) +O(s), n = 2,
4ωn
n−2s∆Snf(p) +O(s
2| log s|), n ≥ 3.
On the other hand, the expansion to the first order yields
∂
∂s
(f(Ψs(z))) = 2df(p)z +O(s|z|2)
= 2(df(p)− df(pi))z +O(s|z|2).
We hence obtain the uniform estimate∣∣∣ ∂
∂s
(f(Ψs(z)))
















|v 2nn−1 − 1||z|dz
(1 + |z|2)n
]
≤ C(s+ |p− pi|)||v − 1||∗.
The claim now follows from the estimates and (a).
(c) For q ∈ Tp(Sn), we expand d(f ◦ Φ−p,s) · q around p to obtain



















Notice that we may write
∂Ef [u]
∂p



































n (I + II).
The claim follows from
|I| ≤

Cs2| log s||q|, n = 2,
Cs2|q|, n ≥ 3,
and |II| ≤

Cs| log s| 12 ||v − 1||∗|q|, n = 2,
Cs||v − 1||∗|q|, n ≥ 3,
which can be estimated similarly to the proof of (a).
(d) A direct computation yields〈 ∂
∂v











n−1 |∇v|2 dVgE +−
∫
Sn

































(E[v]A−1f ◦ Φ−p,s − 1)
v
n+1








n−1 − 1 = n+ 1
n− 1(v − 1) + o(|v − 1|),
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n−1 |∇v|2 dVgE − 2n−1−
∫
Sn
(v − 1)2 dµSn
+o(1)||v − 1||2∗
≥ C0||v − 1||2∗. (7.43)
Moreover, we may write









(f ◦ Φ−p,s − A)v
n+1
n−1 (v − 1) dµSn
:= II1 + II2.
Using Lemma 7.3, we can bound
|II1| ≤ C||v − 1||3∗ = o(1)||v − 1||2∗,




(f ◦ Φ−p,s − f(p))v
n+1





(f(p)− A)v n+1n−1 (v − 1) dµSn
∣∣∣∣
≤ C(||f ◦ Φ−p,s − f(p)||L2 + |f(p)− A|)||v − 1||∗
≤

o(1)s| log s| 12 ||v − 1||∗, n = 2,
o(1)s||v − 1||∗, n ≥ 3.
Combining all the estimates above, we hence complete the proof.
Proof of Proposition 7.1 (continued): By Lemma 7.4, in the following we will
always choose r0 > 0 and ς > 0 sufficiently small such that Br0(pi) ⊂ (Lβi+ς\Lβi−ς)
and ς ≤ r30 < ς0. As shown in the proof of (ii), for any 1 ≤ i ≤ N and sufficiently
large T > 0, we have U(T, Lβi+ς0) ⊂ Lβi+ς . In addition, choosing a larger T =
T (u0) > 0, if necessary, for any u0 ∈ Lβi+ς0 we either have U(T, u0) ∈ Lβi−ς or
U(t, u0) ∈ B r0
4
(pi) for some t ∈ [0, T ].
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For u = (s, p, v) ∈ Br0(pi), we have





















(E[v]− 1)− f(pi) 1−nn (An−1n − f(pi)n−1n )
]
, (7.44)
























A− f(pi) = A− f(p) + f(p)− f(pi),





n − f(pi)n−1n )
=

s2| log s|∆S2f(p) + 12(|p+|2 − |p−|2)







+ o(1)(s2 + |p− pi|2 + ||v − 1||2∗), n ≥ 3.
(7.45)
Now, using Lemma 7.3, we then arrive to the following estimate
Ef [u]− βi ≥

C2||v − 1||2∗ − C(s2| log s|+ |p− pi|2), n = 2,
C2||v − 1||2∗ − C(s2 + |p− pi|2), n ≥ 3.
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Hence, for u ∈ Lβi+ς ∩Br0(pi), we find
||v − 1||2∗ ≤

C(s2| log s|+ |p− pi|2 + r30), n = 2,
C(s2 + |p− pi|2 + r30), n ≥ 3.
(7.46)
On the other hand, using the time scale (7.30), Lemmas 3.1, 6.6 and Proposition










−C3(|∇f(p)|2S2 + s2| log s|2|∆S2f(p)|2), n = 2
−C3(|∇f(p)|2Sn + s2|∆Snf(p)|2), n ≥ 3
≤

−C4(s2| log s|+ |p− pi|2), n = 2,
−C4(s2 + |p− pi|2), n ≥ 3,
with uniform constants C3, C4 > 0 for all u0 ∈ Br0(pi). Here we have used the
following facts: |∇f(p)|2Sn = |p−pi|2 by the choice of the coordinate and |∆Snf(p)| >
0 if r0 is sufficiently small by the non-degenerate condition.





Ef [U(τ, u0)] ≤ −C5r20 (7.47)
with uniform constant C5 > 0 in view of (7.46). Hence for fixed r0 > 0 the length of
time needed for the flow U(t, ·) to traverse the annular region Lβi+ς∩(B r02 \B r04 (pi)) is
uniformly positive, which allow us to choose sufficiently large T > 0 and sufficiently
small ς > 0 such that




T, inf{t;Ef [U(t, u0)] ≤ βi − ς}
}
,
depending continuously on u0. Then the map (t, u0) 7→ U(min{t, Tς(u0)}, u0) gives
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a homotopy equivalence of Lβi+ς with a subset of Lβi−ς ∪ (B r02 ∩ Lβi+ς).
Depending on the sign of ∆Snf(pi) we now proceed as follows
(iii) Suppose ∆Snf(pi) > 0. For u = (s, p, v) ∈ Br0(pi), let the vector field X(u)
on Br0(pi) be defined as
X(u) = (1, 0, 0).
Then let G(u, σ) be the solution of the flow equation
d
dσ
G(u, σ) = X(G(u, σ))
with initial data G(u, 0) = u. Observe that X is transversal to ∂Br0(pi) and
G(u, r0) 6∈ Br0(pi); hence we can find a first time 0 ≤ σ = σ(u) ≤ r0 such
that G(u, σ(u)) 6∈ Br0(pi), and the map u 7→ σ(u) is continuous. Let H(u, σ) =
G(u,min{σ, σ(u)}). Then H defines a homotopy: Br0(pi) × [0, r0] 7→ Br0(pi) such
that
H(Br0(pi), r0) ⊂ ∂Br0(pi) and H(·, σ)|∂Br0 (pi) = id, 0 ≤ σ ≤ r0.















n ∆Snf(p) + o(r0), n ≥ 3,
which implies that there is a uniform constant C5 > 0 such that if r0 > 0 is suffi-
ciently small, then
Ef [H(u, r0)] ≤ Ef [u]− C5r20 ≤ βi − ς,
for all u ∈ B r0
2
(pi) ∩ Lβi+ς .
Now, composing H with the flow (t, u0) 7→ U(min{t, Tς(u0)}, u0), we then obtain
a homotopy K: Lβi+ς0× [0, 1] 7→ Lβi+ς0 such that K(Lβi+ς0 , 1) ⊂ Lβi−ς Furthermore,
by our choice of r0 > 0, it follows that
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K(·, σ)|Lβi−ς = id, for 0 ≤ σ ≤ 1.
Finally, for each u0 ∈ Lβi−ς , let
Tς0(u0) = inf{t ≥ 0;Ef [U(t, u0)] ≤ βi − ς0]}.
As in (ii), the numbers Tς0(u0) are uniformly bounded and depend continuously on
u0. By composing K with the flow (t, u0) 7→ U(min{t, Tς0(u0)}, u0), we obtain a
homotopy equivalence of Lβi+ς0 with Lβi−ς0 .
(iv) Suppose ∆Snf(pi) < 0. From (7.44) and (7.45), with a constant C2 from
Lemma 7.3, it follows that






C2||v − 1||2∗ − s2| log s|f(pi)−1∆S2f(p) + 12f(pi)−1
(|p−|2 − |p+|2) + o(1)(s2| log s|+ |p− pi|2 + ||v − 1||2∗)
]





C2||v − 1||2∗ − 2(n−1)n−2 s2f(pi)−1∆Snf(p) + n−1n f(pi)−1
(|p−|2 − |p+|2) + o(1)(s2 + |p− pi|2 + ||v − 1||2∗)
]
, n ≥ 3,
where o(1) → 0, as r0 → 0. We henceforth conclude that there exists a number
δ > 0 with δ2 < 2
9
min{1, r20} such that




for any u = (s, p, v) ∈ Br0(pi)∩Lβi+ς with |p+| ≤ 2δr0, provided r0 > 0 is sufficiently
small and ς ≤ r30.
Let a+ = max{a, 0} for a ∈ R. We construct a cut-off function η given by
η = (1 − (|p+|−δr0)+
δr0
)+. For 0 ≤ r ≤ 1, u = (s, p, v) ∈ Br0(pi), let 0 < 13s < s0 < 23s.
Then define H1(u, r) = ur by letting
ur = (sr, pr, vr) =
(
s+ (s0 − s)rη, p− rηp−,
(
(1− rη)v 2nn−1 + rη)n−12n ).
We claim that H1 defines a homotopy: Br0(pi) ∩ Lβi+ς × [0, 1] → Br0(pi) such
that H1(·, 1) maps the set {u ∈ Br0(pi) ∩ Lβi+ς ; |p+| < δr0} to the set B+δr0 , where
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for 0 < ρ < r0 we denote as
B+ρ := {u ∈ Br0(pi); s = s0, p− = 0, |p+| < ρ, v = 1},
provided ||v−1||C0 is sufficiently small ( which can be guaranteed by the construction
of homotopies above ). Also note that the set B+δr0 is diffeomorphic to the unit ball
of dimension n− ind(f, pi).
To establish the claim, we only need to show that ur ∈ Br0(pi), for 0 ≤ r ≤ 1,
under the assumption of smallness of ||v − 1||C0 . To see this , we consider the
following function
ζ(r) = (s+ (s0 − s)r)2 + |p− rp−|2 + ||vr − 1||2∗, with η = 1.


























































r |∇v|2 ≥ 0,
∂vr
∂ν0







and the fact that ||v − 1||C0 = o(1) implies ||v−1r − 1||C0 = o(1). Furthermore,
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Therefore, we can obtain














∣∣∣2 dµSn] ≥ 0,
which implies that
ζ(r) ≤ max{ζ(0), ζ(1)} ≤ max{r20, s20 + |p+|2}.
Since ηr > 0 implies that η > 0, we have |p+| ≤ 2δr0. On the other hand, the
estimate (7.49) yields s2 ≤ r20
4





+4δ2)r20 ≤ r20. Now it is clear that ||ur||2 = ζ(rη) ≤ max{ζ(0), ζ(1)} ≤ r20,
which establishes the claim.
Our next purpose is to control the energy level of ur, that is, Ef [ur] ≤ βi + ς if
u ∈ Br0(pi)∩Lβi+ς and ς is sufficiently small. To achieve this goal, we observe that
for η = 0, we have ur = u which implies directly the desired result. Hence, we only
need to show that d
dr






































:= η(1− rη)−1[I − II − III] := η(1− rη)−1D. (7.50)






r sr| log sr|∆S2f(pr)Ar (s0 − sr)
+O
(
sr + (sr + |pr − pi|)||vr − 1||∗
)











s2r| log sr|+ (sr + |pr − pi|)||vr − 1||∗
)















sr| log sr| 12 (sr| log sr| 12 + ||vr − 1||∗)
)











sr(sr + ||vr − 1||∗)
)
|p−r |, n ≥ 3,































































r (III1 + III2).







































3(n− 1)2 + o(1)
]||vr − 1||2∗,
where the last inequality follows from the same proof as in Lemma 7.3.






f ◦ Φ−pr,sr dµSn
)
.
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f ◦ Φ−pr,sr dµSn =

Ar + o(1)sr| log sr| 12 ||vr − 1||∗, n = 2,















o(1)sr| log sr| 12 ||vr − 1||∗, n = 2,




o(1)sr| log sr| 12E[vr]||vr − 1||∗, n = 2,
o(1)srE[vr]||vr − 1||∗, n ≥ 3.

















sr| log sr| 12 + ||vr − 1||∗














sr + ||vr − 1||∗
)||vr − 1||∗, n ≥ 3.
Observe that in the local coordinates of pi, we have
f(pr) = f(pi) + |p+r |2 − |p−r |2 and df(pr) · p−r = −2|p−r |2.










− E[vr]sr| log sr|∆S2f(pr)Ar (s0 − sr)− E[vr]
|p−r |2
Ar









sr| log sr|(s0 − sr) + ||vr − 1||2∗ + |p−r |2
)}






















sr(s0 − sr) + ||vr − 1||2∗ + |p−r |2
)}



































, n ≥ 3.
Since ∆Snf(pi) < 0, by continuity ∆Snf(pr) < 0 if |pr−pi| < r0 and r0 is sufficiently
small. We then conclude that d > 0. With this choice of d, we can rewrite the









sr(sr − s0) + |p−r |2 + ||vr − 1||2∗
)






If η > 0, then |p+r | ≤ 2δr0. We choose r0 sufficiently small such that 2Cδr0 < d.




sr(sr − s0) + |p−r |2 + ||vr − 1||2∗
−2||vr − 1||∗(sr − s0)
]
< 0,
which in turn implies D < 0 by (7.51). We hence obtain the desired result. It also
implies that H1(·, r) maps the set Br0(pi) ∩ Lβi+ς into itself for all r. Moreover, by
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(7.50) and the choice of δ we have
H1(·, r)|∂Br0(pi)∩Lβi+ς = id, 0 ≤ r ≤ 1.
Now let the vector field X1(u) be defined as
X1(u) = (0, p
+, 0)
and let G1(u, σ) solve the flow equation
d
dσ
G1(u, σ) = X1(G1(u, σ)), 0 ≤ σ ≤ δ−1,
with initial data G1(u, 0) = u. Again we note that X1 is transversal to the boundary
of Br0(pi) within Lβi+ς ; Furthermore, for any u ∈ Br0(pi) ∩ Lβi+ς with |p+| ≥ δr0
there holds G1(u, δ
−1) 6∈ Br0(pi). Therefore, we can find a first time 0 ≤ σ1 =
σ1(u) ≤ δ−1 such that G1(u, σ1) 6∈ Br0(pi) and the map u 7→ σ1(u) is continuous.
We extend this map to the whole set Br0(pi)∩Lβi+ς by letting σ1(u) = δ−1 whenever
G1(u, σ) ∈ Br0(pi) for all σ ∈ [0, δ−1]. Defining H2(u, σ) = G1(u,min{σ, σ1}) = uσ,










n |p+|2 + Cr30
≤ −Cr20,
if |p+| > δr0. Let H be the composition of H1 with H2. Then we obtain a homotopy
H: Br0(pi) ∩ Lβi+ς × [0, 1]→ Br0(pi) ∩ Lβi+ς such that
H(Br0(pi) ∩ Lβi+ς , 1) ⊂ B+δr0 ∪ (∂Br0(pi) ∩ Lβi+ς)
and
H(·, r)|∂Br0 (pi)∩Lβi+ς = id, 0 ≤ r ≤ 1.
Composing H with U(T, ·) where T = T (u0) = inf{t ≥ 0;Ef [U(t, u0)] ≤ βi − ς} for
u0 ∈ Lβi+ς . From (7.47) and (7.48) together with the fact that the length of time
needed for the flow U(t, ·) to traverse the annular region Lβi+ς ∩ (Br0(pi)\B r04 (pi))
is uniformly positive, it follows that U(T, ∂Br0(pi) ∩ Lβi+ς) ⊂ Lβi−ς . The proof can
now be completed as the part (iii).
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AppendixA
In this appendix A, we give two results about the linear theory for the prescribing
mean curvature equation on the manifold (Bn+1, g0) which is needed in the proof of
Lemma 5.1 and a positive lower bound of conformal factor. Fixing point x0 ∈ Sn,
recall the following notation: B+r (x0) = {x ∈ Bn+1 : d(x, x0) < r} and ∂′B+r (x0) =
∂B+r (x0) ∩ Sn. Then have the following estimate
Theorem A.1. Let u ∈ C∞(Bn+1, gE) be a solution of the equation






+ u = Pu on Sn.
(A.1)
(i) For any Γ < ω
1
n
n , any r > 0, there exists a constant q0 >
2n
n−1 and a constant C(r)
such that whenever ||P ||Ln(∂′B+2r(x0)) ≤ Γ, then
||u||Lq0 (∂′B+r (x0)) < C||u||L 2(n+1)n−1 (B+2r(x0))
.
(ii) For any q > 2n
n−1 , any r > 0, there exists a constant C = C(q, r) > 0 such that
||u||Lq(∂′B+3r(x0)) < C||u||L 2(n+1)n−1 (B+4r(x0))
,






Proof: The proof here is a modification of Theorem A.1 of [37].
(i) This assertion will follow by performing one step of a Moser iteration. Choose
some smooth cut-off function η satisfying η(x) = 1 for x ∈ B+r (x0), η(x) = 0 for
x ∈ Bn+1\B+2r(x0), and |∇η|gE ≤ C/r for all x ∈ Bn+1. For suitable p ≥ 1, we then
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let v = u2p−1η2. Multiplying the first equation of (A.1) and integrating by parts
yields ∫
Bn+1










Puv dµSn , (A.2)
where · denotes the scalar product in the metric gE. Let w = upη. Then |w|2 = uv
and moreover, using the Young’s inequality we have
|∇w|2gE = p2u2p−2η2|∇u|2gE + 2pu2p−1η∇u · ∇η + u2p|∇η|2gE
≤ (p2 + p− 1
2







(∇u · ∇v + u2p|∇η|2gE). (A.3)





























Let Γ = aω
1
n
n , where 0 < a < 1. For 1 < p < min {2−aa , n+1n−1}, using (A.4), Lemma
3.2, our smallness assumption and Ho¨lder’s inequality we then obtain






























n−1 , we thus complete the proof of the first claim.
(ii) We perform finitely many steps of a Moser iteration. For 1 < p ≤ q(n−1)
2n
and
η ∈ C1(B+4r(x0)), we define the test function v = u2p−1η2. Then we can obtain the


















u2p|∇η|2gE dVgE . (A.5)



















u2p(|∇η|2gE + η2) dVgE . (A.6)
Let q∗ = q · n+1
n
> 2(n+1)











, ri = r(3 +
21−i), η = ηi such that η ≡ 1 in B+ri+1(x0) ∪ ∂′B+ri+1(x0), η ≡ 0 in [Bn+1\B+ri(x0)] ∪
[Sn\∂′B+ri(x0)] and |∇η|gE < C3 2
i
r
. It follows from (A.6) that








2pi ||u||L2pi (B+ri (x0)).
























q(n− 1)− n(pm + 1)
) 1



















q(n− 1)− n(pm + 1)
) 1
2pi ||u||L2p1 (B+4r(x0))











= q, we thus complete the proof.
Theorem A.2. Let P be a smooth function on Sn. Furthermore, assume that u is
a positive function on Bn+1 of the following equation:






+ Pu ≥ 0 on Sn.














Proof: We will adopt the proof of Proposition A.2 in [7] and split the proof into
three claims.
Claim 1. For x0 ∈ Sn and r sufficiently small, we define B+r (x0) as before and
assume 1 ≤ p < n+1
n−1 . Then there exists a constant C(n, r, P, p, gE) > 0 such that
||u||Lp(B+2r(x0)) ≤ C infB+r (x0)
u.
The proof of the claim will partly follow the scheme of Lemma A.1 in [26]. For
β < 0 and β 6= −1, let r ≤ r1 < r2 ≤ 3r and let η be some smooth function with
η(x) ≡ 1, x ∈ B+r1(x0), η(x) ≡ 0, x ∈ Bn+1\B+r2(x0) and |Dη|gE ≤ 2r2−r1 . Multiplying
the equation by η2uβ and integrating by parts, we obtain, by using the boundary




(∆u)(η2uβ) dVgE = −
∫
Bn+1










η2uβ−1|∇u|2 dVgE − 2
∫
Bn+1



















Set w = u
β+1
2 . Then we have∫
Bn+1
































Combining the above two inequalities, we have∫
Bn+1
|∇ηw|2 dVgE ≤ C(n, P, β)
∫
Bn+1
w2(η2 + |∇η|2) dVgE .





≤ C(n, P, β, gE)||(η + |∇η|)w||L2(Bn+1). (A.7)





≤ 2C(n, P, β, gE)
r1 − r2 ||w||L2(B+r2 (x0)). (A.8)
Denote χ = n+1

















If γ > 0, (A.9) implies that
||u||Lχγ(B+r1 (x0)) ≤ (
2C(n, P, β, g0)
r1 − r2 )
2
γ ||u||Lγ(B+r2 (x0)), (A.10)
where C(n, P, β, gE) = C(n, P, γ − 1, gE) := C(n, P, γ, gE) remains bounded if γ
keeps away from 1. Choose a sufficiently large integer m and then choose p0 ∈
(χ−(m+1), χ−m). For 0 < p0 < p < χ = n+1n−1 , we set γi = χ
ip0, ρi = r(2 + 2
−i), i =
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0, 1, 2, . . . . By the choice of p0, we know that γi keep away from 1. Hence,
sup0≤i<∞C(n, P, γi, gE) < ∞. Set C(n, P, gE) = sup0≤i<∞C(n, P, γi, gE). Recall
that β < 0, we thus require γ < 1. By the choice of p0, 0 < γi < 1, for 0 ≤ i ≤ m.



















p0 and B = 2
2

















































which is independent of i and finite.














Now we use (A.10) once more, with γ = p
χ
< 1, and with r1 = 2r, r2 = ρm+1 to
obtain
































:= C(n, P, p, r, p0, g0)||u||Lp0 (B+3r(x0)). (A.14)
If γ < 0, then from (A.9) we have
||u||Lγ(B+r2 (x0)) ≤ (
2C(n, P, β, gE)
r1 − r2 )
2
γ ||u||Lχγ(B+r1 (x0)). (A.15)
Set γi = −χip0, ρi = r(2+2−i), i = 0, 1, 2, . . . . Then γi → −∞. Hence, sup0≤i<∞C(n, P, γi, gE) <
∞ and we set C1(n, P, gE) = sup0≤i<∞C(n, P, γi, gE). Take γ = γi = −χip0, r1 =




















1 ||u||L−χk+1p0 (B+ρk+1 (x0))
≤ Aa1Bb1||u||L−χk+1p0 (B+ρk+1 (x0)),





p0 and B1 = 2
2
p0 and the numbers a, b are the same as before.
Now letting k →∞ in the above inequality yields













u := C(n, P, r, gE) inf
B+r (x0)
u. (A.16)





up0dVgE ≤ C(n, P, gE, r).
For y0 ∈ B+3r(x0), 0 < R < r, let η be some smooth function satisfying η(x) = 1 for
dg0(x, y0) < R; η(x) = 0 for dgE(x, y0) > 2R and |∇η|gE ≤ C/R for all x. Similar to
the beginning of the proof of Claim 1, multiplying the equation of u by η2u−1 and
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integrating by parts, we can obtain the estimate∫
B+2R(y0)
η2|∇ log u|2dVgE ≤ 2
∫
B+2R(y0)




≤ C(n, P, gE)Rn−1.
Using Ho¨lder’s inequality, we have∫
B+R(y0)
|∇ log u|dVgE ≤ C(n, P, gE)Rn−1.
Since r is sufficiently small, B+3r(x0) is homeomorphic to small half ball around the
origin in Rn+1+ . Hence, from the John-Nirenberg estimate (see [24, Theorem 7.21]),
it follows that there exists some p∗ > 0 such that∫
B+3r(y0)
ep
∗| log u−log u|dVgE ≤ C(n, P, gE, r),
where log u = −
∫
B+3r(x0)
log u dVgE .
Since m is chosen sufficient large, p0 will be sufficiently small. Hence p0 < p
∗.









ep0| log u−log u|dVgE
∫
B+3r(x0)










∗| log u−log u|dVgE
)2
≤ C(n, P, gE, r).
That is
||u||Lp0 (B+3r(x0)) ≤ C(n, P, gE, r)||u||L−p0 (B+3r(x0)). (A.17)
Combining (A.14), (A.16) and (A.17) yields
||u||Lp(B+2r(x0)) ≤ C(n, P, r, p0, gE) infB+r (x0)
u.
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Since p0 now is just a fixed number, we have C(n, P, r, p0, gE) = C(n, P, r, gE). The
proof of Claim 1 is completed.
Claim 2. For sufficiently small r > 0, there exists a constant C(n, P, gE, r) > 0
such that ∫
B+r (x)
u dVgE ≤ Cu(y),
for all x, y ∈ Sn.
From Claim 1, it follows that∫
B+2r(x)
u dVgE ≤ L0 inf
B+r (x)
u,
for some constant L0. In particular, we have∫
B+2r(x)




where the constant L1 = L0/Vol(B
+
r (x)). We claim that∫
B+r (x)
u dVgE ≤ L0Lm−11 u(y),
whenever d(x, y) ≤ mr. In fact, if d(x, y) ≤ mr, then we can find a sequence of
points xk : 1 ≤ k ≤ m such that x1 = x, d(xm, y) ≤ r, and d(xk, xk+1) ≤ r for all
1 ≤ k ≤ m− 1. From this, it follows that∫
B+2r(xm)












for all 1 ≤ k ≤ m− 1. Therefore, we obtain∫
B+r (x)
u dVgE ≤ L0Lm−11 u(y).
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Let 0 be the original point of the unit ball Bn+1. Denote by Bs(0) the ball with




(0). Then we can find finitely
many points x1, x2, . . . , xl ∈ Sn such that A ⊂ ∪li=1B+r (xi). For any y ∈ Sn, it
follows from Claim 2 that ∫
A
u dVgE ≤ Cu(y).
Hence, ∫
A
u dVgE ≤ Cinf
Sn
u. (A.18)












and using (A.18), we can obtain
Cinf
Sn
u ≥ (1− r/4)












































In this Appendix B, we generalize Proposition A in [10] to the mean curvature case.
The following result will be used to control the upper bound of the normalized flow
in the blow-up argument.
Theorem B.1. On (Bn+1, gE), if g = u
4










|Hg|pu 2nn−1 dµSn ≤ ap for some p > n;
(iii) 0 < Λ ≤ λ1(g), where λ1(g) is the first non-zero Steklov eigenvalue associated
with g, where ap,Λ are positive constants and
(iv) assuming the condition:∫
{x∈Sn;u(x)≥χ0}
dµSn ≥ l0ωn, (B.1)
for some constants χ0, l0. Then there exist 0 and a constant C0 depending only on







Proof: Let dµg = u
2n
n−1dµSn , H = Hg. Since






+ u = Hu
n+1
n−1 , on Sn,
Multiplying the first equation by 2
n−1u






































n−1w2 dµSn . (B.2)





























w2 dµSn . (B.3)









|H|pu 2nn−1 dµSn ≤ apωn,




n−1 dµSn ≤ ap
bp
ωn.























































































By the condition (B.1), we have∫
Eχ0
dµSn ≥ l0ωn, i.e., |Eχ0| ≥ l0ωn,























































































+ (1 + η−1)C(χ0)2









+ (1 + η−1)C(χ0)2. (B.6)
Without loss of generality, assume that χ
2n
n−1




0 |Eχ0| ≥ χ
2n
n−1
0 l0ωn > 0, we may choose sufficiently small η > 0
such that (1 + η)(1−χ
2n
n−1
0 l0) ≤ 1− δ, for some positive constant δ = δ(χ0, l0). From











Choose β = 1 + 2, then w = u
1+β














n−1w2 dµSn . (B.7)








































































































































n−1+2 dµSn ≤ C0,
with 0 = 2.
AppendixC
For the sake of having a self-contained thesis, we will provide the details of the proof
of Proposition 6.7 in the Appendix C which will follow from the following several
lemmas.
Lemma C.1. With error o(1)→ 0 and O(1) ≤ C as t→∞ there holds







, i = 1, ..., n;
〈b, θ〉 =






∆Snf(θ) +O(1)|∇f(θ)|2Sn + o(1)
)
n ≥ 3.

























































(||v − 1||L2 + ||∇v||L2)||fΦ − f(θ)||L2
≤ C||v − 1||H1||fΦ − f(θ)||L2 . (C.3)
We henceforth focus on the term∫
Sn
〈∇x,∇fΦ〉Sn dµSn = n
∫
Sn
x(fΦ − f(θ)) dµSn . (C.4)
In the following, we choose the coordinate as in the Section 6.3. With this coordinate
at hand, we then have∫
Sn





(1 + |z|2)n +R3,





(1 + |z|2)n ≤ C
n.


















(1 + |z|2)n +R4
:= I + II +R4, (C.5)








C2 n = 2
C3| log | n = 3
C3 n ≥ 4.
To estimate b− 〈b, θ〉θ, we have, by symmetry, that





































(1 + |z|2)n+1 ≤ C
n+1.
and






(1 + |z|2)n = 0.
Now summing all the estimates above up, we find
b− 〈b, θ〉θ = α
∫
Sn












|Ri| ≤ C2 + C(||v − 1||2H1 + ||αfΦ −Hh||2L2 + ||fΦ − f(θ)||2L2)
≤ C2 + CF2 + C||fΦ − f(θ)||2L2
≤

C2| log |2 + C|b|2 n = 2
C2 + C|b|2 n ≥ 3
in view of (C.2), (C.3), and Lemmas 6.3, 6.6 and 6.4.
Now, we deal with 〈b, θ〉. Notice that by symmetry we have











(1 + |z|2)n = 0.
and by using the bound for n = 2∣∣∣ ∫
B1/(0)
4|z|4dz
(1 + |z|2)3 − 4pi| log |
∣∣∣ ≤ C,
and the following fact for n ≥ 3∫
Rn
2n+1(1− |z|2)|z|2dz























7 n ≥ 3,
with error term |Rn+17 | ≤ Cn. Hence, we obtain
〈b, θ〉 = α
∫
Sn











8 n ≥ 3,
(C.7)
with error







C2 + C|b|2 + C|∇f(θ)|2Sn2 n = 2
C3| log |+ C|b|2 + C|∇f(θ)|2Sn2 n ≥ 3.
in view of Lemma 6.3. From (C.6) and (C.7), it follows that
|b|2 = |b− 〈b, θ〉θ|2 + |〈b, θ〉|2
≤ C|∇f(θ)|2Sn2 +O(4)(1 + |∆Snf(θ)|2) + C|b|4.
Since |b|2 → 0 as t → ∞, by choosing t sufficiently large such that C|b|2 ≤ 1
2
and
then absorbing the last term to the left hand side, we complete the proof.
Observe that Lemmas 6.6, C.1, 6.4 and 6.3 yield respectively the bound
F2 ≤ C(|∇f(p)|2Sn)2 +O(3) (C.8)
and
||v − 1||2H1 ≤

C(|∇f(p)|2S2)2| log |+O(2) n = 2
C(|∇f(p)|2Sn)2 +O(3) n ≥ 3.
(C.9)
























) +O(|∇f(p)|2Sn)2 +O(3) n ≥ 3.








(αfΦ −Hh) dµh =
∫
Sn







n−1 − 1) dµSn .
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The claim then follows from (6.8)-(6.9) and the estimate
|I| ≤ C||ξ||L∞||v 2nn−1 − 1||H1 ≤ CF
1
2
2 ||v − 1||H1
≤ C(F2 + ||v − 1||2H1) ≤

C(|∇f(p)|2S2)2| log |+O(2) n = 2
C(|∇f(p)|2Sn)2 +O(3) n ≥ 3,
implied by Lemmas 6.1, 6.4, 6.3 and (C.8) and (C.9).
The proof of the next lemma is identical to the proof of Lemma 6.10 in [16] and
we omit it.
Lemma C.3. With error o(1)→ 0 as t→∞ there holds
dΘi
dt
= (2 + o(1))
dqi
dt




(1− |Θ(t)|2) = (2 + o(1))(1− |Θ(t)|2)dr
dt
.
Finally,  and |Θ(t)| can be related as follows.
Lemma C.4. With error o(1)→ 0 as t→∞ there holds
1− |Θ(t)|2 =

(4 + o(1))2| log | n = 2
( 4n
n−2 + o(1))
2 n ≥ 3.
Proof: With our choice of coordinates, we find
1− |Θ(t)|2 = 1− |Θn+1|2 = (1−Θn+1)(1 + Θn+1)





































(1 + |z|2)(1 + |z|2)2/| log |
)
= pi,






(1 + |z|2)(1 + |z|2)n =
nωn
2n(n− 2) .
Proof of Proposition 6.7:
(i) The first claim is a direct consequence of Lemmas C.1-C.4.
(ii) From Lemma C.4 and (i) we obtain
∣∣∣ ddt(1 − |Θ|2)∣∣∣ ≤ C(1 − |Θ|2)2, that is,
1 − |Θ|2 ≥ C0
t
with some constant C0 > 0. From Lemma C.4 it follows that for
n = 2
2| log | ≥ C1
1 + t
,
and for n ≥ 3
2 ≥ C1
t
for sufficiently large t. Hence for both cases n = 2 and n ≥ 3
2 ≥ C1
t| log t| (C.10)













Since the integral of (t| log t|)−1 is divergent, the flow must accumulate at a critical
point Q of f . Now if ∆Snf(Q) > 0, by the first claim in the Proposition 6.7 we
then have d
dt
(1 − |Θ|2) > 0 for sufficiently large t. However it will contradict with
the fact that 1− |Θ|2 → 0 as t→∞. Hence, at the only concentration point Q we
have ∆Snf(Q) ≤ 0.
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