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ON NORM RELATIONS FOR ASAI–FLACH CLASSES
GIADA GROSSI
Abstract. We give a new proof of the norm relations for the Asai–Flach Euler system built by
Lei–Loeffler–Zerbes. More precisely, we redefine Asai–Flach classes in the language used by Loeffler–
Skinner–Zerbes for Lemma–Eisenstein classes and prove both the vertical and the tame norm re-
lations using local zeta integrals. These Euler system norm relations for the Asai representation
attached to a Hilbert modular form over a quadratic real field F have been already proved by Lei–
Loeffler–Zerbes for primes which are inert in F and for split primes satisfying some assumption;
with this technique we are able to remove it and prove tame norm relations for all inert and split
primes.
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Introduction
The theory of Euler systems is a powerful tool used in modern number theory for studying Galois
representations: they play an important role in bounding Selmer groups of such Galois representa-
tions, conditional on the non-vanishing of a value of the associated L-function.
An Euler system for a p-adic representation V of GQ, the absolute Galois group of Q, (unramified
outside a finite set Σ of places including p) is a collection of Galois cohomology-classes (zm)m≥1 with
zm ∈ H
1(Q(µm), V
∗(1)) satisfying the following norm relations:
(0.1) cores
Q(µmℓ)
Q(µm)
zmℓ =
{
zm ℓ | m or ℓ ∈ Σ
Pℓ(Frob
−1
ℓ )zm otherwise,
where Frob−1ℓ is the arithmetic Frobenius and Pℓ(x) = det(1 − Frob
−1
ℓ x|V ) is its characteristic
polynomial.
Even though such Euler systems are expected to exist for “representations coming from geometry”,
it is very difficult to construct non-trivial examples. In the last few years some new Euler systems
have been constructed, e.g. an Euler system for the p-adic representation attached to the Rankin-
Selberg conveolution of two modular forms [LLZ14], for the Asai representation of a quadratic Hilbert
modular form [LLZ16] and more recently for the spin representation of a genus 2 Siegel modular form
[LSZ17]. The common input of these works, following the ideas of [Kat04], are Siegel units, which
are invertible elements in O(YH), where H = GL2 and YH is the Shimura variety corresponding to
the algebraic group H . More generally one considers Eisenstein classes, which are elements in the
first motivic cohomology group of YH with coefficients in some specific motivic sheaves.
The idea of the aforementioned papers is then to consider embeddings GL2 →֒ G (or GL2×GL1 GL2 →֒
G in [LSZ17]), where G is a suitable algebraic group. Pushing forward the Siegel units via the cor-
responding embedding at the level of Shimura varieties, one gets classes in a motivic cohomology
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group of the desired variety YG. Such embeddings are then suitably “perturbed” in order to define
classes in the motivic cohomology of the base change over cyclotomic extensions YG × µm. Via the
e´tale regulator one obtains classes in the e´tale cohomology of YG × µm, which give rise to classes in
Galois cohomology via the Hochschild-Serre spectral sequence. The Galois representations are the
ones attached to (twists) of automorphic representations for the group G; they appear in the middle
degree e´tale cohomology of YG,Q.
The main difficulty in proving that the classes form an Euler system is the proof of the tame
Euler system norm relations, i.e. comparing classes zmℓ and zm when ℓ ∤ m. In the Rankin–Selberg
([LLZ14]) and in the Asai case ([LLZ16]), these relations are proved via some explicit computations
in the Hecke algebra. This approach would have been much more difficult (or even impossible) for
the Euler system attached to a genus 2 Siegel modular form, as the structure of the group GSp4 is too
complicated. In [LSZ17], indeed, the technique used was different: the norm relations were obtained
using results from smooth representation theory. In this note we show that it is possible to adapt
this strategy to give new proofs of the norm relations in the Rankin–Selberg and Asai case (Theorem
7.3.2). We will give the details for the Asai case, which requires separate computations for the cases
when ℓ is split and when ℓ is inert. The split prime computations also give a new proof of the tame
norm relations in the Rankin–Selberg case.
In [LLZ16], the authors found classes for (twists of) the Asai representation of a Hilbert cuspidal
eigenform over a real quadratic field F . These Euler system classes are shown to satisfy the norm
relations (0.1) for primes ℓ which are either inert in F or which are split and satisfy the additional
assumption that the two prime ideals of F above it are narrowly principal (i.e. principal ideal whose
generator is a totally real element of F ). Using smooth representation theory, we are able to fully
prove norm relations, with no such assumption on ℓ.
Setting and organisation of the paper. We consider the embedding of algebraic groups over Q
(0.2) H := GL2 →֒ G := ResF/QGL2 .
We will be working with (the finite part of) cuspidal automorphic representations Π of GL2(AF,f ),
where AF,f denotes the finite ade`les over F . Equivalently we can view Π as a representation of G(Af ),
where Af are the finite ade`les over Q. We will also need to consider the “intermediate” algebraic
group G∗ := G×ResF/Q Gm Gm.
We proceed first by recalling in §1 some useful tools to work with representations of GL2 over
a local field. The following sections, §2 and §3, should be thought in parallel: we move to local
smooth representations of G over Qℓ proving the same results for both the inert and split case, giving
explicit descriptions of local Asai L-factors L(As(σ), s) of principal series representations σ as local
zeta integrals.
In §4, we will prove our main local results: Proposition 4.3.10 and Corollary 4.3.11. They compare
images of maps satisfying certain assumptions and with values in smooth representations σ of G(Qℓ).
While the proposition can be proved directly for any such map, the corollary follows from an explicit
proof of the claimed equality for a specific choice of a non-zero map built using the zeta integrals of
§2 and §3 (Definition 4.2.5 and Theorem 4.2.7). One deduces the result using the crucial multiplicity
one result of Theorem 4.1.1. In our setting, we are not able to apply, as in [LSZ17], the main result
of [KMS03], since we can not always assume that the representation σ restricted to G∗ is irreducible.
We instead prove directly the result, in the cases not covered by [Pra90], applying tools of Mackey
theory, using the fact that there are exactly two orbits of GL2 acting on the flag variety G/B, where
B is the Borel subgroup of G.
In §5 we recall the definition of Eisenstein classes asH(Af )-equivariant maps with values in motivic
cohomology of YH (as in [LSZ17, § 7]). We proceed in §6 with the definition of the Asai–Flach map,
with values in motivic cohomology of YG, obtained composing the Eisenstein class map with the
pushforward induced by (0.2). We then define the motivic Asai–Flach classes as image via this map
of specific elements.
Finally in §7 we prove some pushforward compatibilities of such motivic classes (Theorem 7.1.1
and 7.1.2); in particular the p-direction compatibility follows from the local result of Proposition
4.3.10. We then use these classes to find elements in Galois cohomology of the Asai representation
of a Hilbert cuspidal eigenform and prove Euler system norm relations (Theorem 7.3.1 and 7.3.2);
vertical norm relations follow from the p-direction compatibility of motivic classes, while tame norm
relations rely on the local result of Corollary 4.3.11.
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1. Local representation theory for GL2
In this section we recall the standard tools of local representation theory that will be useful later
in the proof of norm relations. We follow [Bum97, Chapter 4].
We let E be a non-Archimedean local field and denote with O, p, ̟ respectively the ring of integers
in E, the maximal ideal and a fixed uniformiser of p. Let | · | be the norm and q such that |̟| = q−1.
We also fix an Haar measure dx on E and d×x on E×. For a smooth character χ of E× we define its
local L−factor
L(χ, s) = L(χ| · |s, 0) =
{
(1− χ(̟)q−s)−1 if χ|
O×
= 1
1 otherwise.
1.1. Induced representations. We recall here some basics about induced representations of totally
disconnected topological groups. See for example [BZ76, §§2.21-2.29]. Let X be a group as above
with a right Haar measure dR on X and a left Haar measure dL.
Definition 1.1.1. The modular quasicharacter δX of X is defined by dR(x) = δX(x)dL(x). X is
said to be unimodular if δX = 1.
A trivial example of unimodular group is any abelian group. A less trivial example isX = GLn(E).
A group which is not unimodular is the Borel subgroup B of GLn(E). For n = 2, its modular
quasicharacter is given by
δB(
(
a b
0 d
)
) = |ad |.
Consider now Y a closed subgroup of X . We have a restriction functor from the category of smooth
representations of X to smooth representations of Y . This functor has a left and a right adjoint,
given by induction and compact induction.
Definition 1.1.2. Let (V, τ) be a smooth representation of Y . We denote with IndXY τ the space of
smooth functions f : X → V satisfying the following condition
f(yx) = δ
−1/2
X (y)δ
1/2
Y (y)f(x) for every x ∈ X, y ∈ Y .
We denote with c- IndXY (τ) the subspace of Ind
X
Y τ consisting of functions which in addition are
compactly supported modulo Y . This coincides with IndXY (τ) when X/Y is compact. These are
X-representation with action of X given by right multiplication.
Theorem 1.1.3 (Frobenius reciprocity). Let (W,σ) be a smooth representation of X and (V, τ) a
smooth representation of Y . Denote with ( )∨ the smooth dual of a representation. We then have the
following isomorphisms:
HomX(σ, Ind
X
Y τ) ≃ HomY (σ|Y , δ
1/2
Y δ
−1/2
X τ);
HomX(c- Ind
X
Y τ, σ
∨) ≃ HomY (δ
−1/2
Y δ
1/2
X τ, (σ|Y )
∨).
If X is an algebraic group, we can realise induced representations as sections of a vector bundle B
over the algebraic variety X/Y with fibres V . Let B be the space X×V with an equivalence relation
given by
(x, v) ∼ (xy, δ
1/2
X (y)δ
−1/2
Y (y)τ(y)v) for x ∈ X, y ∈ Y, v ∈ V.
It is straightforward to see that, writing Γ(X/Y,B) for the smooth sections of B and Γc(X/Y,B) for
the compactly supported smooth sections, we have
Γ(X/Y,B) = IndXY (τ) and Γc(X/Y,B) = c- Ind
X
Y (τ).
We now state a general lemma about compactly supported smooth sections of vector bundles on
totally disconnected locally compact algebraic groups (see for example [Pra90, Lemma 5.1]).
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Lemma 1.1.4. Let X be a totally disconnected locally compact algebraic group, Z a closed subgroup
and B a vector bundle over X. Then we have an exact sequence
0→ Γc(X − Z,B|X−Z)→ Γc(X,B)→ Γc(Z,B|Z)→ 0.
We now apply this lemma in a particular case and find an exact sequence of induced representations
that will be useful later. Let H, J be closed subgroups of a totally disconnected locally compact
algebraic group G and τ a smooth representation of J . Assume that the quotient H\G/J has two
elements. This means that the action of H on the space G/J has two orbits, one open and one closed.
We can write these two orbits as H/H1, H/H2, where H1 = StabH(1 · J) and H2 = StabH(ǫ · J),
where ǫ ∈ G such that ǫ · J is in the open orbit. We can compute these subgroups as follows
H1 = H ∩ J, H2 = H ∩ ǫ
−1Jǫ.
Applying the above lemma for Z = H/H1, X − Z = H/H2 and normalising appropriately one finds
an exact sequence of H-modules
(1.1) 0→ c- IndHH2 τ2 → (c- Ind
G
J τ)|H → c- Ind
H
H1 τ1 → 0,
where τ1 = δ
1/2
J · δ
−1/2
H1
· τ|H1 and τ2 is a representation of H2 given by
τ2(h) = δ
1/2
J (ǫhǫ
−1)δ
−1/2
H2
(h)τ(ǫhǫ−1).
1.2. Principal series representations.
Definition 1.2.1. Let H = GL2(E) and ξ, ψ two quasicharacters of E
×. We define a space of
functions on H as follows
IH(χ, ψ) := {f : H → C smooth : f(
(
a ∗
0 d
)
· h) =
∣∣a
d
∣∣1/2 χ(a)ψ(d)f(h)}
We will denote IH(χ, ψ) simply as I(χ, ψ); notice that this is the space given by the normalised
induction from the Borel subgroup B(E) of GL2(E) (consisting of upper triangular matrices). We
see I(χ, ψ) as a GL2(E)-representation letting GL2(E) act by right translation, i.e. for g ∈ GL2(E)
g · f(h) = f(hg) for every f ∈ I(χ, ψ), h ∈ GL2(E).
In other words letting τ be the one dimensional representation of B(E) given by τ(
(
a ∗
0 d
)
) = χ(a)ψ(d),
we have I(χ, ψ) = Ind
GL2(E)
B(E) τ .
Definition 1.2.2. The GL2(E)-representations I(χ, ψ), for χ, ψ quasicharacters of E
×, are called
principal series representations.
To characterise such representations, we recall the definition of the intertwining operator. Fix χ, ψ
and write them as
χ = | · |s1ξ1, ψ = | · |
s2ξ2,
where si ∈ C and ξi are unitary characters. Let f ∈ I(χ, ψ). We write, for h ∈ GL2(E),
Mf(h) =
∫
F
f(w ·mx · h)dx,
where w =
(
0 −1
1 0
)
and mx =
(
1 x
0 1
)
.
The following proposition determines when this integral makes sense and in which space Mf will
be defined.
Proposition 1.2.3. [Bum97, Proposition 4.5.6]. If Re(s1−s2) > 0 then the above integral is absolute
convergent and it defines a nonzero intertwining map
M : I(χ, ψ)→ I(ψ, χ)
f 7→Mf.
In the case where Re(s1− s2) < 0 we clearly have an analogous operator M obtained by switching
χ and ψ. The procedure for defining such an operator in the case where Re(s1 − s2) = 0 uses flat
sections and the fact that we can write GL2(E) = B(E) ·K, where K = GL2(O) (known as Iwasawa
decomposition, see [Bum97, Proposition 4.5.2]). Indeed one starts with noticing that f ∈ I(χ, ψ) is
uniquely determined by its restriction to K, which satisfies
f(
(
a b
0 d
)
· k) = ξ1(a)ξ2(d)f(k),
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for a, d ∈ O×,b ∈ OF and k ∈ K. We denote with V0 the space of smooth functions on K satisfying
this condition, having fixed ξ1, ξ2. Then for any s1, s2 ∈ C and f0 ∈ V0 there exists a unique extension
of f0 to an element fs1,s2 in Vs1,s2 := I(| · |
s1ξ1, | · |
s2ξ2). Fixing f0, the function
(s1, s2) 7→ fs1,s2 ,
is called a flat section. We then have
Proposition 1.2.4. [Bum97, Proposition 4.5.7]. Fix f0 ∈ V0. For a fixed h ∈ GL2(E) the integral
Mfs1,s2(h) defined as above for Re(s1 − s2) > 0 has analytic continuation to all s1, s2 where χ 6= ψ.
We hence have defined an intertwining operator
M : I(| · |s1ξ1, | · |
s2ξ2)→ I(| · |
s2ξ2, | · |
s1ξ1).
We have the following theorem characterising principal series representations.
Theorem 1.2.5. [Bum97, Theorem 4.5.1 and 4.5.2]. Let χ, ψ be quasicharacter of E×. Then I(χ, ψ)
is an irreducible GL2(E)-representation except in the following two cases
(i) if χψ−1 = | · |−1, then I(χ, ψ) has a one-dimensional invariant subspace and the quotient
representation is irreducible;
(ii) if χψ−1 = | · |, then I(χ, ψ) has an irreducible codimension one invariant subspace.
If I(χ, ψ) is irreducible, then it is isomorphic to I(ψ, χ) via the intertwining operator M . Moreover if
we have two such representations, for quasicharacters χ1, ψ1, χ2, ψ2, and HomGL2(E)(I(χ1, ψ1), I(χ2, ψ2))
is non zero then either χ1 = χ2 and ψ1 = ψ2 or χ1 = ψ2 and ψ1 = χ2.
Another tool we need to introduce is a pairing on I(χ, ψ)×I(χ−1, ψ−1) which identifies I(χ−1, ψ−1)
with the smooth dual of I(χ, ψ). See [Bum97, Proposition 4.5.5]. The pairing is defined by an integral
as follows
Definition/Proposition 1.2.6. The following integral defines a perfect pairing 〈 , 〉 : I(χ, ψ) ×
I(χ−1, ψ−1)→ C
〈f1, f2〉 :=
∫
GL2(O)
f1(h)f2(h)dh,
for every f1 ∈ I(χ, ψ), f2 ∈ I(χ
−1, ψ−1).
1.3. Whittaker models. Let Ψ be a fixed nontrivial additive character of E.
Definition 1.3.1. Let V be a smooth representations of GL2(E). A Whittaker functional on V is a
linear functional λ : V → C satisfying
λ(mx · v) = Ψ(x)λ(v),
for every x ∈ F, v ∈ V , where as above mx =
(
1 x
0 1
)
.
Proposition 1.3.2. [Bum97, Proposition 4.5.4]. The dimension of the space of Whittaker functionals
for the representation I(χ, ψ) is exactly 1.
We have an explicit example of a Whittaker functional µ for I(χ, ψ). The above proposition tells
us that every other Whittaker functional for this representation is scalar multiple of µ.
Definition 1.3.3. We define µ : I(χ, ψ)→ C by
µ(f) =
∫
F
f(w ·mx)Ψ(−x)dx,
where w is as defined in the previous section.
Remark 1.3.4. With the above notation, this integral converges if Re(s1 − s2) > 0, but we can
proceed with an analytic continuation to every s1, s2 using flat sections as above.
Definition 1.3.5. The Whittaker model of I(χ, ψ) is defined to be the function
W : f 7→
(
Wf : h 7→ µ(h · f) =
∫
F
f(w ·mx · h)Ψ(−x)dx
)
It satisfies Wf (mx ·
(
z 0
0 z
)
· h) = Ψ(x) · χψ(z) ·Wf (h).
We can associate to every Whittaker functional a Whittaker model as in the previous definition.
The dimension one proposition tells us that they differ by a scalar.
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Remark 1.3.6. One similarly defines a Whittaker model for every (V, π) smooth representation of
GL2(E). For any Whittaker functional λ, one lets Wλ : v 7→ (Wλ,v : h 7→ µ(h · v)). The image of Wλ
defines a subspace of the space of functions Λ on GL2(E), satisfying Λ(mx · h) = Ψ(x) · Λ(h). The
group GL2(E) acts naturally by right translation on this space, and the image of Wλ is invariant
for this action. Such image is isomorphic as GL2(E)-representation to (V, π) and indeed provides a
“concrete” model for (V, π).
Lemma 1.3.7. For the Whittaker model of I(χ, ψ) we have
W(
a b
0 d
)
·f
(
(
y 0
0 1
)
) = Ψ(d−1by) · χψ(d) ·Wf (
(
d−1ay 0
0 1
)
).
Proof. This is straightforward rewriting(
y 0
0 1
)
·
(
a b
0 d
)
= md−1by ·
(
d 0
0 d
)
·
(
d−1ay 0
0 1
)
and using Wf (md−1by ·
(
d 0
0 d
)
·
(
d−1ay 0
0 1
)
) = Ψ(d−1by) · χψ(d) ·Wf (
(
d−1ay 0
0 1
)
) 
1.4. Spherical representations. Let (V, π) an irreducible admissible representation of GL2(E).
One can consider the subspace V GL2(O) of vectors fixed by the action of GL2(O). This is at most
one dimensional (see [Bum97, Theorem 4.6.2]).
Definition 1.4.1. An irreducible admissible representation (V, π) of GL2(E) is called spherical if it
contains a GL2(O)−fixed vector.
Remark 1.4.2. The reason for which we are interested in spherical representations is that automor-
phic representations of GL2 decompose into a restricted product of local representations and these
are all spherical outside a finite set of places.
Example 1.4.3 (Principal series representations). The representation I(χ, ψ) with χ, ψ unramified
and χψ 6= | · |±1 is spherical. To see this, we define the normalised spherical vector ϕ0 as function on
GL2(E) by
ϕ0(h) = ϕ0(b · k) := |a/d|
1/2χ(a)ψ(d), where b =
(
a ∗
0 d
)
, k ∈ K = GL2(O).
To write h ∈ GL2(E) as b · k, we use again Iwasawa decomposition. It is clear by the definition that
this function is fixed by K. We check that it is well defined and that it is an element of I(χ, ψ).
Suppose that bk = b′k′ for b =
(
a ∗
0 d
)
, b′ =
(
a′ ∗
0 d′
)
k ∈ K = GL2(O). Then we have b = b
′u with
u ∈ K ∩ B(E) i.e. u =
(
x ∗
0 y
)
with x, y ∈ O×. Since χ(x) = ψ(y) = 1 and |x| = |y| = 1, we find
ϕ0(bk) = ϕ0(b
′k′). To check that this defines an element of I(χ, ψ) we compute ϕ0(b
′h) = ϕ(b′bk),
where as before h = bk, b =
(
a ∗
0 d
)
, b′ =
(
a′ ∗
0 d′
)
, k ∈ K = GL2(O). Hence
ϕ0(b
′h) = ϕ0(
(
aa′ ∗
0 dd′
)
· k) = |aa′/dd′|1/2χ(aa′)ψ(dd′) = |a′/d′|1/2χ(a′)ψ(d′)ϕ0(h).
It turns out that this example is enough to determine every spherical representation (of dimension
greater than 1).
Theorem 1.4.4. [Bum97, Theorem 4.6.4]. Let (V, π) be a spherical representation of GL2(E) of
dimension greater than 1. Then π is a spherical principal series representation.
Remark 1.4.5. More precisely, a spherical representation π will be isomorphic to IH(χ, ψ), where
χ, ψ are the unramified quasicharacters of E× determined by
χ(̟) = α, ψ(̟) = β,
and α, β are the roots of the polynomial X2 − q−1/2λX + µ, where λ, µ are the eigenvalues of
T (p), R(p) on the one-dimensional space of spherical vectors of V . Indeed the Hecke algebra of
locally constant compactly supported complex valued functions on GL2(E) acts on (V, π) via the
formula ξ · v =
∫
GL2(E)
ξ(g)(π(g)v)dg (see Definition 2.1.1). The action of the subalgebra of GL2(O)-
biequivariant functions preserves the one-dimensional space V GL2(O). In particular we can consider
the eigenvalues for the action on spherical vectors of the operators
T (p) := ch(GL2(O)
(
̟ 0
0 1
)
GL2(O)), R(p) := ch(GL2(O)
(
̟ 0
0 ̟
)
GL2(O)).
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We now want to characterise the Whittaker model of Definition 1.3.3 for ϕ0 ∈ I(χ, ψ) as in the
above example. First we let
α := χ(̟), β := ψ(̟).
We have the following result, that will be extremely helpful later. We write W0 :=Wϕ0 .
Theorem 1.4.6. [Bum97, Theorem 4.6.5]. Let α, β as above. Then for any y ∈ E×, let m := ord(y).
We have
(1− q−1αβ−1)−1W0
((
y 0
0 1
))
=
{
0 if m < 0
q−m/2 · α
m+1−βm+1
α−β if m ≥ 0
We want to work with a Whittaker model W such that for Wϕ0
((
y 0
0 1
))
= 1 if y ∈ O×.
Definition 1.4.7. The normalised Whittaker model of I(χ, ψ) is defined by (1 − q−1αβ−1)−1 ·W ,
for α, β as above.
1.5. Siegel sections. This section contains exactly the same results and definitions of [LSZ17, §3.2].
We report them for the seek of completeness and refer to loc. cit. for the proofs.
Definition 1.5.1. Let S(Q2ℓ ,C) be the space of Schwartz functions on Q
2
ℓ . For φ ∈ S(Q
2
ℓ ,C), we
write φˆ for its Fourier transform, i.e.
φˆ(x, y) =
∫
Qℓ
∫
Qℓ
eℓ(xv − yu)φ(u, v)du dv,
where eℓ is the standard additive character on F = Qℓ, mapping ℓ
−n to exp(2πi/ℓn).
In the first part of [LSZ17, Proposition 3.2.2], the authors define a map from S(Q2ℓ ,C) to IH(χ, ψ)
for χ, ψ characters of Q×ℓ using explicit integrals. With the same notation we write
S(Q2ℓ ,C)→ IH(χ, ψ)
φ 7→ fφ,χ,ψ.
Proposition 1.5.2. The above mentioned map satisfies
fg·φ,χ,ψ(h) = χ(det g)
−1| det g|−1/2fφ,χ,ψ(hg),
f
ĝ·φ,χ,ψ
(h) = ψ(det g)−1| det g|−1/2fφˆ,χ,ψ(hg).
In particular if ψ = | · |−1/2 and χ is unramified, then the map
S(Q2ℓ ,C)→ IH(χ, ψ)
φ 7→ Fφ,χ,ψ := fφˆ,χ,ψ
is H(Qℓ)-equivariant.
Proposition 1.5.3. With notation as above, we have
M(fφ,χ,ψ) =
ε(ψ/χ)
L(χψ−1, 1)
· fφˆ,ψ,χ,
where ε(ψ/χ) is the local ε-factor (equal to 1 if ψ/χ is unramified).
We now define some special Schwartz function that will be useful later.
Definition 1.5.4. For integers t ≥ 0 we define φt ∈ S(Q
2
ℓ ,C) as follows
• for t = 0, φ0 := ch(Zℓ) ch(Zℓ),
• for t > 0, φt := ch(ℓ
tZℓ) ch(Z
×
ℓ ).
This functions are preserved by the action of
KH,0(ℓ
t) := {
(
a b
c d
)
∈ H(Zℓ) : c ≡ 0 mod ℓ
t}.
Lemma 1.5.5. Let χ, ψ be unramified characters. The function fφt,χ,ψ is supported on B(Qℓ)KH,0(ℓ
t)
and
fφt,χ,ψ(1) =
{
1 if t = 0
L(χψ−1, 1)−1 if t ≥ 1.
Definition 1.5.6. For integers t ≥ 1 we define φ1,t ∈ S(Q
2
ℓ ,C) to be ch(ℓ
tZℓ) ch(1 + ℓ
tZℓ). This
function is preserved by the action of
KH,1(ℓ
t) := {γ ∈ H(Zℓ) : γ ≡
(
∗ ∗
0 1
)
mod ℓt}.
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2. Zeta integrals for G(Qℓ) = GL2(Fℓ) (inert prime case)
Let E be an unramified quadratic extension of Qℓ. We will work with the representation σ =
IG(χ, ψ) of G = GL2(E). We denote with K the subgroup GL2(O), where O is the ring of integers
of E.
2.1. Action of the Hecke algebra on Whittaker model. First we recall the definition of Hecke
algebra acting on σ.
Definition 2.1.1. We denote with H(G) the Hecke algebra of locally constant compactly supported
C-valued functions on G = GL2(E). It is an algebra under convolution, defined by
φ1 ⋆ φ2(g) :=
∫
G
φ1(gh
−1)φ2(h)dh,
for φ1, φ2 ∈ H(G). Moreover we regard σ as left H(G)- module via
φ · f =
∫
G
φ(g)(g · f)dg.
Lemma 2.1.2. We have
g1 · (φ · (g2 · f)) = φ(g
−1
1 (−)g
−1
2 ) · f.
Example 2.1.3 (The operator U(ℓ)). We define U(ℓ) ∈ H(G) to be
U(ℓ) := 1Vol(K′) ch(K
′ ·
(
ℓ 0
0 1
)
·K ′),
where K ′ is any subgroup of K contained in {γ ∈ K : γ ≡
(
∗ ∗
0 1
)
mod ℓ}. We can write K ′ ·
(
ℓ 0
0 1
)
·K ′
as union of left cosets
(K ′ ·
(
ℓ 0
0 1
)
·K ′) =
⊔
γ∈J
γ ·
(
ℓ 0
0 1
)
·K ′
where J is a set of representatives for the left quotient (
(
ℓ 0
0 1
)
K ′
(
ℓ−1 0
0 1
)
∩ K ′)\K ′. We claim that
we can take J = {
(
1 u
0 1
)
}u∈(O/ℓO). Indeed the subgroup for which we are taking the quotient is the
subgroup K ′′ of matrices of
(
a b
c d
)
∈ K ′ such that c ≡ 0 mod ℓ. The matrices considered are clearly in
distinct cosets and since for any
(
a b
c d
)
∈ K ′, d 6≡ 0 mod ℓ we can choose u ∈ O/ℓO such that b ≡ ud
mod ℓ. In other words (
1 u
0 1
)−1(
a b
c d
)
∈ K ′′.
Hence we can rewrite
(K ′ ·
(
ℓ 0
0 1
)
·K ′) =
⊔
u∈(O/ℓO)
(
1 u
0 1
)
·
(
ℓ 0
0 1
)
·K ′ =
⊔
u∈(O/ℓO)
(
ℓ u
0 1
)
·K ′.
We will need to define an appropriate additive character of E and then work with the normalised
Whittaker model for σ as in Definition 1.4.7. Consider eℓ the standard additive character on Qℓ. We
define an additive character Ψ on E fixing δ ∈ OE such that E = Qℓ ⊕Qℓ(δ) and letting
Ψ : x→ eℓ(TrE/Qℓ(δ
−1x)).
We can assume v(δ) = 0 since E/Qℓ is unramified. This character has conductor OE (see for example
[RV99, Exercise 3(e), Chapter 7]).
We describe how the action of the operator U(ℓ) of Example 2.1.3 modifies the Whittaker model.
Proposition 2.1.4. Let ϕ ∈ σ a spherical vector. Then for any y ∈ E×, we have
WU(ℓ)·ϕ
((
y 0
0 1
))
=
{
0 if v(y) < 0
ℓ2Wϕ
((
ℓy 0
0 1
))
if v(y) ≥ 0.
Proof. We prove the result for W as in Definition 1.3.5. We can also assume φ = φ0 the normalised
spherical vector. By definition
WU(ℓ)·ϕ0
((
y 0
0 1
))
= µ
((
y 0
0 1
)
· (U(ℓ) · ϕ0)
)
=
∑
u∈(OE/ℓOE)
µ
((
y 0
0 1
)(
ℓ u
0 1
)
· ϕ0
)
,
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where in the second equality we used the decomposition of U(ℓ) as in Example 2.1.3 and the fact
that ϕ0 is K-invariant. Now we write(
y 0
0 1
)(
ℓ u
0 1
)
=
(
1 yu
0 1
)(
yℓ 0
0 1
)
= myu ·
(
yℓ 0
0 1
)
.
So we find
WU(ℓ)·ϕ0
((
y 0
0 1
))
=
∑
u∈(OE/ℓOE)
Ψ(yu)Wϕ0
((
ℓy 0
0 1
))
.
If v(ℓy) < 0, i.e. v(y) < −1, applying Theorem 1.4.6, we find that the above quantity is zero. If
v(ℓy) = 0, i.e. v(y) = −1, the sum is equal to∑
u∈(OE/ℓOE)
Ψ(yu) =
∑
0≤i,j≤ℓ−1
Ψ(y(i+δj)) =
∑
0≤i,j≤ℓ−1
Ψ(iy)Ψ(δjy)) =
∑
0≤i,j≤ℓ−1
eℓ(Tr(δ
−1y))ieℓ(Tr(y))
j .
Having assumed that v(δ) = 0 and having v(y) = −1, we have that at least one of the two terms
eℓ(Tr(δ
−1y)), eℓ(Tr(y)) is equal to ζℓ = exp
2πi/ℓ. Assume for example eℓ(Tr(δ
−1y)) = ζℓ, we can
rewrite the sum as ∑
0≤j≤ℓ−1
eℓ(Tr(y))
j ·

 ∑
0≤i≤ℓ−1
ζiℓ

 = 0.
Finally, if v(yℓ) > 0, i.e. y ∈ OF , Ψ(yu) = 1 and hence
WU(ℓ)·ϕ0
((
y 0
0 1
))
= ℓ2Wϕ0
((
ℓy 0
0 1
))
.
Hence the result. 
2.2. Zeta integrals. As above fix the irreducible spherical principal series representation σ =
IG(χ, ψ), for χ, ψ quasicharacters of E
×. Let
α := χ(ℓ), β = ψ(ℓ)
and let χσ the central character of σ, i.e. χσ = χψ. We define the local Asai L-factor
1 of σ to be
L(As(σ), s) := [(1− αℓ−s)(1− βℓ−s)(1 − αβℓ−2s)]−1,
Moreover if η is an unramified character of E×, we define
σ ⊗ η := IG(η · χ, η · ψ)
and naturally let
L(As(σ ⊗ η), s) = [(1− αη(ℓ)ℓ−s)(1− βη(ℓ)ℓ−s)(1− αβη(ℓ)2ℓ−2s)]−1.
Definition 2.2.1. Let σ as above and η an unramified character of E×. For every f ∈ σ, we define
Z(σ, η, f, s) := L(As(σ ⊗ η), s)−1
∫
Q×ℓ
|y|s−1η(y)Wf
((
y 0
0 1
))
d×y.
The following three lemmas will be very useful.
Lemma 2.2.2 (Zeta integral at the spherical vector). There exist r(σ, η) ∈ R such that for ever f ∈ σ
and s ∈ C such that Re(s) > r(σ, η), the above integral is absolutely convergent and, as function of
s, lies in C[ℓs, ℓ−s]; in particular it has analytic continuation for all s ∈ C. Moreover, if ϕ0 is the
normalised spherical vector as above, we have
Z(σ, η, ϕ0, s) = L(η
2χσ, 2s)
−1.
Proof. It is enough to check convergence and analytic continuation for f = g · ϕ0, where g ∈ G.
The validity of these statements for such f depends only on the class of g in N\G/G(OE). Since
representatives of this quotient are elements of the form
(
a 0
0 d
)
, Lemma 1.3.7 implies that it suffices
to look at the integral for f = ϕ0.
Applying Theorem 1.4.6 (notice that in our case q = ℓ2), we find∫
Q×ℓ
|y|s−1η(y)Wϕ0
((
y 0
0 1
))
d×y =
∑
m≥0
(ℓs−1)−mℓ−mη(ℓ)m ·
αm+1 − βm+1
α− β
=
∑
m≥0
Xm ·
αm+1 − βm+1
α− β
,
1The standard L-factor of σ is [(1 − αℓ−2s)(1 − βℓ−2s)]−1 and can be obtained by the same integral we consider
here, but integrating over y ∈ E× with norm and measure on E rather than on Qℓ. It will be clear later the reason of
the name Asai L-factor.
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where X = ℓ−sη(ℓ). We can manipulate the latter series and obtain
∑
m≥0
Xm ·
αm+1 − βm+1
α− β
=
1
α− β
∑
m≥0
(α · (Xα)m − β(Xβ)m) =
1
α− β
(
α
1− αX
−
β
1− βX
)
=
1
(1− αX)(1− βX)
.
The series converges for |αX |C < 1, |βX |C < 1, that is for Re(s) > r(σ, η), for some real number
depending on σ and η. Substituting X = ℓ−sη(ℓ), for s in this region, we find∫
Q×ℓ
|y|s−1η(y)Wϕ0
((
y 0
0 1
))
d×y = [(1− αη(ℓ)ℓ−s)(1 − βη(ℓ)ℓ−s)]−1 = L(As(σ ⊗ η), s) · (1− αβη(ℓ)2ℓ−2s)
and (1− αβη(ℓ)2ℓ−2s) = L(χση
2, 2s)−1. 
Lemma 2.2.3 (Action of U(ℓ) on the zeta integral). If ϕ0 is the normalised spherical vector as above,
we have
Z(σ, η, U(ℓ)ϕ0, s) =
ℓs+1
η(ℓ) [Z(σ, η, ϕ0, s)−L(As(σ⊗ η), s)
−1] = ℓ
s+1
η(ℓ) [L(η
2χσ, 2s)
−1−L(As(σ⊗ η), s)−1]
Proof. First we apply Proposition 2.1.4 and find
Z(σ, η, U(ℓ)ϕ0, s) = ℓ
2L(As(σ ⊗ η), s)−1
∫
|y|<ℓ
|y|s−1η(y)W0
((
ℓy 0
0 1
))
d×y
= ℓs+1η(ℓ)−1L(As(σ ⊗ η), s)−1
∫
|y|<1
|y|s−1η(y)W0
((
y 0
0 1
))
d×y,
where in the second equality we used the change of variables y  ℓy. We then rewrite the integral in
the last term as∫
Q×ℓ
|y|s−1η(y)W0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y −
∫
|y|≥1
|y|s−1η(y)W0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y.
Then we apply Theorem 1.4.6 and obtain∫
|y|≥1
|y|s−1η(y)W0
((
y 0
0 1
))
d×y =
∫
Z×ℓ
W0
((
y 0
0 1
))
d×y =
∫
Z×ℓ
d×y = 1.
Putting everything together we find
Z(σ, η, U(ℓ)ϕ0, s) = ℓ
s+1η(ℓ)−1L(As(σ ⊗ η), s)−1
(∫
Q×ℓ
|y|s−1η(y)W0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y − 1
)
= ℓs+1η(ℓ)−1(Z(σ, η, ϕ0, s)− L(As(σ ⊗ η), s)
−1).

Lemma 2.2.4 (Action of the Borel subgroup of GL2(Qℓ)). For any f ∈ σ, a, d ∈ Q
×
ℓ , we have
Z(σ, η,
(
a ∗
0 d
)
· f, s) =
∣∣d
a
∣∣s−1 χσ(d)η(a−1d) · Z(σ, η, f, s)
Proof. We apply Lemma 1.3.7 together with the fact that, for our choice of Ψ, we have Ψ(x) = 1 for
every x ∈ Qℓ. We find
Z(σ, η,
(
a ∗
0 d
)
· f, s) = χσ(d)L(As(σ ⊗ η), s)
−1
∫
Q×ℓ
|y|s−1η(y)Wf
((
d−1ay 0
0 1
))
d×y
= χσ(d)|d/a|
s−1η(a−1d)L(As(σ ⊗ η), s)−1
∫
Q×ℓ
|y|s−1η(y)Wf
((
y 0
0 1
))
d×y
= χσ(d)|d/a|
s−1η(a−1d) · Z(σ, η, f, s)
where in the second equality we used the change of variable y  d−1ay. 
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3. Zeta integrals for G(Qℓ) = GL2(Qℓ)×GL2(Qℓ) (split prime case)
3.1. Whittaker models for G = GL2×GL2. Let χ1, ψ1, χ2, ψ2 be quasicharacters of Q
×
ℓ . We now
consider a representation of G = GL2(Qℓ)×GL2(Qℓ).
Definition 3.1.1. For χ1, ψ1, χ2, ψ2 as above, let
IG(χ, ψ) := IH(χ1, ψ1)⊗ IH(χ2, ψ2),
i.e. f ∈ IG(χ, ψ) is f : G→ C such that
f((
(
a ∗
0 d
)
,
(
a′ ∗
0 d′
)
) · g) =
∣∣a
d
∣∣1/2 ∣∣∣a′d′ ∣∣∣1/2 χ1(a)ψ1(d)χ2(a′)ψ2(d′)f(g).
We see IG(χ, ψ) as a G-representation letting G act by right translation.
Definition 3.1.2. The G-representations IG(χ, ψ), for χ1, χ2, ψ1, ψ2 quasicharacters of Q
×
ℓ are called
principal series representations for G.
We need to define what is a Whittaker functional for a representation V of G, having fixed an
additive character Ψ.
Definition 3.1.3. A Whittaker functional on V is a linear functional λ : V → C satisfying
λ(mx,x′ · v) = Ψ(x− x
′)λ(v),
for every x, x′ ∈ Qℓ, v ∈ V , where mx,x′ = (mx,mx′) = (
(
1 x
0 1
)
,
(
1 x′
0 1
)
).
We now define a Whittaker model for σ = IG(χ, ψ), for χ = (χ1, χ2), ψ = (ψ1, ψ2). We will be
using Whittaker models for IH(χ1, ψ1) and IH(χ2, ψ2) as constructed above. Recall that everything
depends on the choice of the additive character. We will consider the functionals as in Definition
1.3.3, but with different choices of the additive character. Fix such an additive character Ψ for which
we want to obtain a Whittaker functional for σ. We then let Ψ1 = Ψ and Ψ2 = Ψ(−(·)). And write
µi : I(χi, ψi)→ C where
µ1(f1) =
∫
F
f1(w ·mx)Ψ1(−x)dx,
µ2(f2) =
∫
F
f2(w ·mx)Ψ2(−x)dx.
And finally let µ : σ → C to be defined by
µ(f1, f2) = µ1(f1) · µ2(f2).
It is straightforward to see that it is a Whittaker functional for σ.
Definition 3.1.4. We let W be the Whittaker model for σ defined by
W : f 7→ (Wf : g = (g1, g2) 7→ µ(g · f))
From the definition we have, for f = f1 ⊗ f2,
Wf (g1, g2) = µ1(g1 · f1) · µ(g2 · f2) =
(∫
F
f1(w ·mx · g1)Ψ1(−x)dx
)
·
(∫
F
f2(w ·mx · g2)Ψ2(−x)dx
)
=W1,f1(g1) ·W2,f2(g2),
where W1,f1 ,W2,f2 are the Whittaker models for IH(χ1, ψ1) and IH(χ2, ψ2) obtained from the func-
tionals µ1, µ2.
Lemma 3.1.5. For the Whittaker model of σ we have
W((
a b
0 d
)
,
(
a b
0 d
))
·f
((
y 0
0 1
)
,
(
y 0
0 1
))
= χσ(d) ·Wf
((
d−1ay 0
0 1
)
,
(
d−1ay 0
0 1
))
,
where χσ = χ1ψ1χ2ψ2 will be called the central character of σ.
Proof. This is straightforward from Lemma 1.3.7. Indeed, by definition, the left hand side term is
equal to
W
1,
(
a b
0 d
)
·f1
(
(
y 0
0 1
)
) ·W
2,
(
a b
0 d
)
·f2
(
(
y 0
0 1
)
)
and applying the lemma, this is equal to
Ψ(d−1by) ·Ψ(−d−1by) · χ1ψ1(d) · χ2ψ2(d) ·W1,f1(
(
d−1ay 0
0 1
)
) ·W2,f2(
(
d−1ay 0
0 1
)
).
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
Definition 3.1.6. The normalised Whittaker model for σ is defined by
W = (1 − ℓ−1αβ−1)−1(1− ℓ−1γδ−1)−1 ·W
where α = χ1(ℓ), β = ψ1(ℓ), γ = χ2(ℓ), δ = ψ2(ℓ).
The definition and properties of spherical representations of H carry over representations of G,
using the subgroup GL2(Zℓ)×GL2(Zℓ). In particular we define the normalised spherical vector of σ
to be
ϕ0 = ϕ1,0 ⊗ ϕ2,0,
where ϕi,0 is the normalised spherical vector for IH(χi, ψi) as in Example 1.4.3. Let then
W0 :=Wϕ0 .
Theorem 3.1.7. Let, as above, α = χ1(ℓ), β = ψ1(ℓ), γ = χ2(ℓ), δ = ψ2(ℓ). Then for any y ∈ Q
×
ℓ ,
let m := ord(y). We have
W0
((
y 0
0 1
)
,
(
y 0
0 1
))
=
{
0 if m < 0
ℓ−m · α
m+1−βm+1
α−β ·
γm+1−δm+1
γ−δ if m ≥ 0
Proof. This is a corollary of Theorem 1.4.6 
3.2. Action of the Hecke algebra on Whittaker model. We will now recall the definition of
the Hecke algebra acting on σ = IG(χ, ψ).
Definition 3.2.1. We denote with H(G) the Hecke algebra of locally constant compactly supported
C-valued functions on G. It is an algebra under convolution, defined by
φ1 ⋆ φ2(g) :=
∫
G
φ1(gh
−1)φ2(h)dh,
for φ1, φ2 ∈ H(G). Moreover we regard σ as left H(G)- module via
φ · f =
∫
G
φ(g)(g · f)dg.
Lemma 3.2.2. We have
g1 · (φ · (g2 · f)) = φ(g
−1
1 (−)g
−1
2 ) · f.
Example 3.2.3 (The operator U(ℓ)). We define U(ℓ) ∈ H(G) to be, essentially (U(ℓ), U(ℓ)), i.e. the
usual U(ℓ) operator on each of the GL2(Qℓ). More precisely
U(ℓ) := 1Vol(K′) ch(K
′ ·
((
ℓ 0
0 1
)
,
(
ℓ 0
0 1
))
·K ′)
for K ′ = K ′1 × K
′
2 subgroup of GL2(Zℓ) × GL2(Zℓ), with K
′
1,K
′
2 ⊂ {γ ∈ K : γ ≡
(
∗ ∗
0 1
)
mod ℓ}.
Proceeding as in Example 2.1.3, we can rewrite
K ′ ·
((
ℓ 0
0 1
)
,
(
ℓ 0
0 1
))
·K ′ =
⊔
0≤u,v≤ℓ−1
((
1 u
0 1
)
,
(
1 v
0 1
))
·
((
ℓ 0
0 1
)
,
(
ℓ 0
0 1
))
·K ′
=
⊔
0≤u,v≤ℓ−1
((
ℓ u
0 1
)
,
(
ℓ v
0 1
))
·K ′.
From now on we take Ψ = eℓ, the standard additive character of Qℓ, i.e. the one mapping ℓ
−n to
exp(2πi/ℓn).
We describe how the action of the operator U(ℓ) of Example 3.2.3 modifies the Whittaker model.
Proposition 3.2.4. Let ϕ ∈ σ a spherical vector. Then for any y ∈ Q×ℓ , we have
WU(ℓ)·ϕ
((
y 0
0 1
)
,
(
y 0
0 1
))
=
{
0 if |y| ≥ ℓ
ℓ2Wϕ
((
ℓy 0
0 1
)
,
(
ℓy 0
0 1
))
if |y| < ℓ.
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Proof. We prove the result for the Whittacker model W . By definition
WU(ℓ)·ϕ
((
y 0
0 1
)
,
(
y 0
0 1
))
= µ
(((
y 0
0 1
)
,
(
y 0
0 1
))
· (U(ℓ) · ϕ)
)
=
∑
0≤u,v≤ℓ−1
µ
(((
y 0
0 1
)(
ℓ u
0 1
)
,
(
y 0
0 1
)(
ℓ v
0 1
))
· ϕ
)
,
where in the second equality we used the decomposition of U(ℓ) as in Example 3.2.3 and the fact
that ϕ is K-invariant. Now we write((
y 0
0 1
)(
ℓ u
0 1
)
,
(
y 0
0 1
)(
ℓ v
0 1
))
=
((
1 yu
0 1
)(
yℓ 0
0 1
)
,
(
1 yv
0 1
)(
yℓ 0
0 1
))
= myu,yv ·
((
yℓ 0
0 1
)
,
(
yℓ 0
0 1
))
.
So we find
WU(ℓ)·ϕ
((
y 0
0 1
)
,
(
y 0
0 1
))
=
∑
0≤u,v≤ℓ−1
Ψ(yu)Ψ(−yv)Wϕ
((
ℓy 0
0 1
)
,
(
ℓy 0
0 1
))
.
If |yℓ| > 1, applying Theorem 3.1.7, we find that the above quantity is zero. Similarly if |yℓ| = 1,i.e.
eℓ(y) = ζℓ := e
2πi/ℓ, the sum is equal to
c ·
∑
0≤u,v≤ℓ−1
eℓ(yu)eℓ(−yv) = c ·
∑
0≤u,v≤ℓ−1
ζuℓ ζ
−v
ℓ = 0,
where ϕ = c · ϕ0. Finally, if |yℓ| < 1, eℓ(yu) = eℓ(−yv) = 1 for every u, v and hence
WU(ℓ)·ϕ
((
y 0
0 1
)
,
(
y 0
0 1
))
= ℓ2Wϕ
((
ℓy 0
0 1
)
,
(
ℓy 0
0 1
))
.
Hence the result. 
3.3. Zeta integrals. We fix the quasicharacters χ1, ψ1, χ2, ψ2 such that χ1ψ
−1
1 6= |·|
±1, χ2ψ
−1
2 6= |·|
±1
and then fix the irreducible spherical principal series representation σ = IG(χ, ψ) as above. We define
the local L-factor of σ to be
L(σ, s) := [(1− αγℓ−s)(1 − αδℓ−s)(1 − βγℓ−s)(1− βδℓ−s)]−1,
where, as above, α = χ1(ℓ), β = ψ1(ℓ), γ = χ2(ℓ), δ = ψ2(ℓ). Moreover if η is an unramified character
of Q×ℓ , we define
σ ⊗ η := IG((η, η) · χ, ψ)
and naturally let
L(σ ⊗ η, s) = [(1− αγη(ℓ)ℓ−s)(1 − αδη(ℓ)ℓ−s)(1− βγη(ℓ)ℓ−s)(1− βδη(ℓ)ℓ−s)]−1.
Definition 3.3.1. Let σ as above and η an unramified character of Q×ℓ . For every f ∈ σ, we define
Z(σ, η, f, s) := L(σ ⊗ η, s)−1
∫
Q×
ℓ
|y|s−1η(y)Wf
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y.
The following three useful lemmas are the analogous of Lemmas 2.2.2, 2.2.3, 2.2.4 of the previous
section.
Lemma 3.3.2 (Zeta integral at the spherical vector). There exist r(σ, η) ∈ R such that for ever f ∈ σ
and s ∈ C such that Re(s) > r(σ, η), the above integral is absolutely convergent and, as function of
s, lies in C[ℓs, ℓ−s]; in particular it has analytic continuation for all s ∈ C. Moreover, if ϕ0 is the
normalised spherical vector as above, we have
Z(σ, η, ϕ0, s) = L(η
2χσ, 2s)
−1.
Proof. In order to prove the first statements, we reduce to compute the integral for f = ϕ0, arguing
as in the proof of Lemma 2.2.2. Applying Theorem 3.1.7, we find∫
Q×ℓ
|y|s−1η(y)Wϕ0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y =
∑
m≥0
(ℓs−1)−mℓ−mη(ℓ)m ·
αm+1 − βm+1
α− β
·
γm+1 − δm+1
γ − δ
=
∑
m≥0
Xm ·
αm+1 − βm+1
α− β
·
γm+1 − δm+1
γ − δ
,
14 GIADA GROSSI
where X = ℓ−sη(ℓ). We can manipulate the latter series and obtain
∑
m≥0
Xm ·
αm+1 − βm+1
α− β
·
γm+1 − δm+1
γ − δ
=
1
(α− β)(γ − δ)
(
αγ
1− αγX
−
αδ
1− αδX
−
βγ
1− βγX
+
βδ
1− βδX
)
=
1
α− β
(
α+ αβ2γδX2 − β − α2βγδX2
(1− αγX)(1− αδX)(1− βγX)(1− βδX)
)
=
1− αβγδX2
(1− αγX)(1− αδX)(1− βγX)(1− βδX)
.
This is a standard computation, see for example Jacquet’s refreshing exercise [Jac72, Lemma 15.9.4].
We have conditions on the convergence giving the condition Re(s) > r(σ, η). Substituting X =
ℓ−sη(ℓ), we find∫
Q×ℓ
|y|s−1η(y)Wϕ0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y = (1− χσ(ℓ)η
2(ℓ)ℓ−2s)L(σ ⊗ η, s) = L(η2χσ, 2s)
−1L(σ ⊗ η, s).

Lemma 3.3.3 (Action of U(ℓ) on the zeta integral). If ϕ0 is the normalised spherical vector as above,
we have
Z(σ, η, U(ℓ)ϕ0, s) =
ℓs+1
η(ℓ) [Z(σ, η, ϕ0, s)− L(σ ⊗ η, s)
−1] = ℓ
s+1
η(ℓ) [L(η
2χσ, 2s)
−1 − L(σ ⊗ η, s)−1]
Proof. First we apply Proposition 3.2.4 and find
Z(σ, η, U(ℓ)ϕ0, s) = ℓ
2L(σ ⊗ η, s)−1
∫
|y|<ℓ
|y|s−1η(y)W0
((
ℓy 0
0 1
)
,
(
ℓy 0
0 1
))
d×y
= ℓs+1η(ℓ)−1L(σ ⊗ η, s)−1
∫
|y|<1
|y|s−1η(y)W0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y,
where in the second equality we used the change of variables y  ℓy. We then rewrite the integral in
the last term as∫
Q×ℓ
|y|s−1η(y)W0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y −
∫
|y|≥1
|y|s−1η(y)W0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y.
Then we apply Theorem 3.1.7 and obtain∫
|y|≥1
|y|s−1η(y)W0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y =
∫
Z×ℓ
W0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y =
∫
Z×ℓ
d×y = 1.
Putting everything together we find
Z(σ, η, U(ℓ)ϕ0, s) = ℓ
s+1η(ℓ)−1L(σ ⊗ η, s)−1
(∫
Q×ℓ
|y|s−1η(y)W0
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y − 1
)
= ℓs+1η(ℓ)−1(Z(σ, η, ϕ0, s)− L(σ ⊗ η, s)
−1).

Lemma 3.3.4 (Action of the Borel subgroup of GL2(Qℓ)). For any f ∈ σ, a, d ∈ Q
×
ℓ , we have
Z(σ, η,
((
a ∗
0 d
)
,
(
a ∗
0 d
))
· f, s) =
∣∣d
a
∣∣s−1 χσ(d)η(a−1d) · Z(σ, η, f, s)
Proof. We apply Lemma 3.1.5 and find
Z(σ, η,
((
a ∗
0 d
)
,
(
a ∗
0 d
))
· f, s) = χσ(d)L(σ ⊗ η, s)
−1
∫
Q×ℓ
|y|s−1η(y)Wf
((
d−1ay 0
0 1
)
,
(
d−1ay 0
0 1
))
d×y
= χσ(d)|d/a|
s−1η(a−1d)L(σ ⊗ η, s)−1
∫
Q×ℓ
|y|s−1η(y)Wf
((
y 0
0 1
)
,
(
y 0
0 1
))
d×y
= χσ(d)|d/a|
s−1η(a−1d) · Z(σ, η, f, s)
where in the second equality we used the change of variable y  d−1ay. 
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4. Towards norm relations
Let G be the algebraic group over Q defined in the introduction, i.e. G = ResQF GL2, for F
real quadratic field. We will now prove some results using the zeta integrals of the two previous
sections. We will denote with σ an unramified irreducible principal series representation of G(Qℓ),
i.e. σ = IGL2(Qℓ)×GL2(Qℓ)(χ, ψ) if ℓ splits and σ = IGL2(Fℓ)(χ˜, ψ˜) for Fℓ the unramified quadratic
extension of Qℓ if ℓ is inert. We will denote with χσ the central character of σ, namely χσ = χ1ψ1χ2ψ2
in the first case and χσ = χ˜ψ˜ in the second one. By abuse of notation, we will often write H for
H(Qℓ) = GL2(Qℓ) and denote with L(As(σ), s) both the local L-factor we considered in §2.2 and
§3.3, i.e.
L(As(σ), s) =
{
L(σ, s) if ℓ splits and σ = IGL2(Qℓ)×GL2(Qℓ)(χ, ψ)
L(As(σ), s) if ℓ is inert and σ = IGL2(F )(χ˜, ψ˜).
We also let
αi = χi(ℓ), βi = ψi(ℓ) if ℓ splits,
α = χ˜(ℓ), β = ψ˜(ℓ) if ℓ splits,
4.1. Multiplicity one. We will fix σ as above and another pair of unramified characters χ, ψ satis-
fying
χψ · χσ = 1.
We will moreover assume that IH(χ, ψ) is either irreducible or it has an infinite dimensional subrep-
resentation, i.e. χψ−1 6= | · |−1. We will be considering the embedding
ι : H(Qℓ) →֒ G(Qℓ).
In the split case ι(h) := (h, h) ∈ GL2(Qℓ)×GL2(Qℓ), while in the inert case ι(h) := h ∈ GL2(Qℓ) ⊂
GL2(F ).
Theorem 4.1.1 (Multiplicity one). Let σ, χ, ψ as above. We assume that
(⋆) |αi|C = |βi|C if ℓ splits, |α|C = |β|C if ℓ is inert
and that |χ(ℓ)|C 6= |ψ(ℓ)|C. We then have
dim (HomH(IH(χ, ψ)⊗ σ,C)) ≤ 1.
Proof. If ℓ splits and IH(χ, ψ) is irreducible, i.e. χψ
−1 6= | · |, this is Theorem 1.1 of [Pra90]. We
apply it for V1 = IH(χ, ψ), V2 = IH(χ1, ψ1), V3 = IH(χ2, ψ2) (i.e. V2 ⊗ V3 = σ). To deal with the
case when χψ−1 = | · | we will make use of the exact sequence (1.1), following the strategy of [Pra90,
Proof of Theorem 1.2 Case 2]. Let G = GL2(Qℓ)×GL2(Qℓ), J = B(Qℓ)×B(Qℓ), H = GL2(Qℓ) and
τ is given by
τ
((
a b
0 d
)
,
(
a′ b′
0 d′
))
= χ1(a)ψ1(d)χ2(a
′)ψ2(d
′).
In this case H1 = B(Qℓ) and H2 = T = {
(
λ1 0
0 λ2
)
, λi ∈ Q
×
ℓ } (the maximal split torus). To show that,
one can take ǫ = (Id,
(
0 1
−1 0
)
). Using the fact that T is unimodular and
δB×B
((
a b
0 d
)
,
(
a′ b′
0 d′
))
= |ad ||
a′
d′ |,
δB
((
a b
0 d
))
= |ad |,
δB×B
(
ǫ(
(
λ1 0
0 λ2
)
,
(
λ1 0
0 λ2
)
)ǫ−1
)
= 1,
we find the exact sequence of GL2(Qℓ)-modules
0→ c- Ind
GL2(Qℓ)
H2
τ˜ → σ|H → IH(χ1χ2| · |
1/2, ψ1ψ2| · |
−1/2)→ 0,
where τ˜ (
(
λ1 0
0 λ2
)
) = χ1ψ2(λ1)ψ1χ2(λ2). Let now V = IH(χ, ψ). Applying HomH(−, V
∨) to the above
exact sequence we find
0→HomH(IH(χ1χ2| · |
1/2, ψ1ψ2| · |
−1/2), V ∨)→ HomH(σ|H , V
∨)
→ HomH(c- Ind
GL2(Qℓ)
H2
τ˜ , V ∨)→ Ext1H(IH(χ1χ2| · |
1/2, ψ1ψ2| · |
−1/2), V ∨))→ . . .
Since the smooth dual of V is V ∨ = IH(χ
−1, ψ−1), we have, from the second part of Theorem 1.2.5,
that
HomH(IH(χ1χ2| · |
1/2, ψ1ψ2| · |
−1/2), V ∨) 6= 0,
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if and only if χ1χ2|·|
1/2 = χ−1, ψ1ψ2|·|
−1/2 = ψ−1 or χ1χ2|·|
1/2 = ψ−1, ψ1ψ2|·|
−1/2. Since χψ−1 = |·|
we can write χ = | · |1/2γ−1, ψ = | · |−1/2γ−1, for some quasicharacter γ. Hence the above space is
non-zero if and only if the pair (χ1χ2, ψ1ψ2) is equal to
(| · |−1γ, | · |γ) or (γ, γ).
The first case can not happen because of the assumption (⋆). In the second case we are reduced to
compute the dimension of HomH(σ ⊗ τ,C), where
σ = IH(χ, χ)⊗ IH(γχ
−1, γχ−1), τ = IH(| · |
1/2γ−1, | · |−1/2γ−1).
The argument of [LL79, Lemma 2.8] works for showing that the number of irreducible components
of the restriction to G∗(Qℓ) of the G(Qℓ)-representation σ is equal to the number of characters ω of
G(Qℓ)/G
∗(Qℓ) ≃ Q
×
ℓ /(Q
×
ℓ )
2 such that σ⊗ω ≃ σ. In this case we find, again applying Theorem 1.2.5,
that the only such character is ω = 1 and hence σ is irreducible as G∗(Qℓ) representation. Without
loss of generality we can assume that γ is trivial and hence that both σ and τ are trivial on the
centre. Hence they factor through G∗(Qℓ)/Q
×
ℓ ≃SO(4) and PGL(2) ≃SO(3) respectively. The main
result of [KMS03] shows that for any representations σ of SO(n+ 1) and τ of SO(n) generated by a
spherical vector, the dimension of HomSO(n)(σ ⊗ τ,C) is at most 1. Finally, if (χ1χ2, ψ1ψ2) 6= (γ, γ)
the first space in the sequence is zero which implies, by [Pra90, Corollary 5.9], that also the Ext1 is
zero. We hence find
HomH(σ|H , V
∨) ≃ HomH(c- Ind
GL2(Qℓ)
H2
τ˜ , V ∨) ≃ HomH2(τ˜ , (V|H2)
∨).
By assumption we have χ−1ψ−1 = χ1ψ1χ2ψ2, hence the central characters of τ˜ and V
∨ agree. We
can apply [Wal85, Lemma 9], saying that this space is at most one dimensional.
We now prove the inert case, applying again the exact sequence (1.1). Let G = GL2(Fℓ), where
Fℓ is the quadratic unramified extension of Qℓ and choose a Qℓ basis {1, α}. Then let J = B(Fℓ),
H = GL2(Qℓ) and τ be the smooth representation of J given by
τ
((
a b
0 d
))
= χ˜(a)ψ˜(d).
The two orbits of the action of GL2(Qℓ) on GL2(Fℓ)/B(Fℓ) ≃ P
1
Fℓ
are the GL2(Qℓ) orbit of (1 : 0)
(essentially P1Qℓ) and the GL2(Qℓ) orbit of (1 : α), which is given by (a : b) ∈ P
1
Fℓ
such that
a/b 6∈ Qℓ, ab 6= 0. Writing a = x0 + y0α, b = x1 + y1α, we have(
y1 −y0
−x1 x0
)
· (a : b) = (x0y1 − x1y0 : α(x0y1 − x1y0)) = (1 : α)
and x0y1 − x1y0 6= 0, otherwise if y1 6= 0, a/b = y0/y1 ∈ Qℓ. If y1 = 0, then x1 6= 0 and y0 6= 0.
We find that the stabiliser of the closed orbit is H1 = B(Qℓ) and, taking ǫ =
(
1 0
α 1
)
, the stabiliser of
the open one is H2 = {
(
a b
α2b a
)
, a, b ∈ Q2ℓ − (0, 0)}. To see that H2 can be written of this form, we
compute the conjugate of B(Fℓ) by ǫ.(
1 0
α 1
)(
a b
0 d
)(
1 0
−α 1
)
=
(
a− bα b
aα− bα2 − dα bα − d
)
.
Requiring that such matrices lie in GL2(Qℓ) implies that b ∈ Qℓ and a = a1 + bt, d = a1 − bt, for
a1 ∈ Qℓ. The group H2 is a (non-split) maximal torus in GL2(Qℓ). This is again unimodular and
δB(Fℓ)(ǫ
(
a b
α2b a
)
ǫ−1) = δB(Fℓ)(
(
a + bα b
0 a− bα
)
) = |a+ bα||a− bα|−1 = 1.
We find the exact sequence of GL2(Qℓ)-modules
0→ c- Ind
GL2(Qℓ)
H2
τ˜ → σ|H → IH(χ˜|Q×ℓ
, ψ˜|Q×ℓ
)→ 0,
where τ˜ (
(
a b
α2b a
)
) = χ˜(a+ bt) · ψ˜(a− bt).
Applying HomH(−, V
∨) as before to the above exact sequence we find
0→HomH(IH(χ˜|Q×ℓ
, ψ˜|Q×ℓ
), V ∨)→ HomH(σ|H , V
∨)
→ HomH(c- Ind
GL2(Qℓ)
H2
τ˜ , V ∨)→ Ext1H(IH(χ˜|Q×ℓ
, ψ˜|Q×ℓ
), V ∨))→ . . .
Since the smooth dual of V is V ∨ = IH(χ
−1, ψ−1), we have, arguing as above, that
HomH(IH(χ˜|Q×ℓ
, ψ˜|Q×ℓ
), V ∨) 6= 0,
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if and only if χ˜|Q×
ℓ
= χ−1, ψ˜|Q×
ℓ
= ψ−1 or χ˜|Q×
ℓ
= ψ−1, ψ˜|Q×
ℓ
= χ−1. Assumption (⋆) implies that this
is not the case, hence the above space is zero and so is Ext1. We hence find
HomH(σ|H , V
∨) ≃ HomH(c- Ind
GL2(Qℓ)
H2
τ˜ , V ∨) ≃ HomH2(τ˜ , (V|H2)
∨).
By assumption we have χ−1ψ−1 = (χ˜ · ψ˜)|Q×ℓ
, and we can again apply [Wal85, Lemma 9], saying that
this space is at most one dimensional. 
4.2. A basis for HomH(IH(χ, ψ) ⊗ σ,C). Using the zeta integral defined above, we now want to
construct an explicit nonzero element of HomH(IH(χ, ψ)⊗σ,C), which by the above theorem will be
a basis.
Definition 4.2.1. Let η = ψ, for ψ as above. For any ϕ ∈ σ, s ∈ C, we define a function zs,ϕ on
H(Qℓ) by
zs,ϕ(h) := Z(σ, η, ι(h) · ϕ, s+
1
2 ),
for any h ∈ H(Qℓ).
We now let, for s ∈ C, ψs := ψ| · |
−s, χs := χ| · |
s.
Proposition 4.2.2. The above function defines an element zϕ ∈ IH(ψ
−1
s , χ
−1
s ) for every ϕ ∈ σ.
Moreover
zs,ϕ0(1) = L(
ψ
χ , 2s+ 1)
−1,
zs,U(ℓ)ϕ0(1) =
ℓs+3/2
η(ℓ) [L(
ψ
χ , 2s+ 1)
−1 − L(As(σ ⊗ η), s+ 12 )
−1]
Proof. The first assertion is a straightforward corollary of Lemma 2.2.4 and Lemma 3.3.4. Indeed
zϕ(
(
a ∗
0 d
)
· h) = Z(σ, η, ι(
(
a ∗
0 d
)
)ι(h) · ϕ, 12 ) =
∣∣a
d
∣∣s+1/2 χσ(d)η(a−1d) · Z(σ, η, ι(h) · ϕ, 12 )
=
∣∣a
d
∣∣1/2 ψ−1(a)|a|sχ−1(d)|d|−s · zϕ(h),
using χσ = ψ
−1χ−1 and η = ψ. The formula for the value at ϕ0 (U(ℓ)ϕ0 respectively) follows from
Lemma 2.2.2 and Lemma 3.3.2 (Lemma 2.2.3 and Lemma 3.3.3 respectively). 
By definition, the map
zs : σ → IH(ψ
−1
s , χ
−1
s )
ϕ 7→ zs,ϕ
is H-equivariant. Moreover it follows from the proposition that z0 is different from zero if L(
ψ
χ , 2s+
1)−1 and L(As(σ⊗η), s+ 12 )
−1 do not both vanish at s = 0. Notice that if ℓ is inert then L(ψχ , 2s+1)
−1
divides L(As(σ ⊗ η), s+ 12 )
−1.
Lemma 4.2.3. If ℓ splits, assume that L(ψχ , 2s+1)
−1 and L(As(σ⊗ η), s+ 12 )
−1 do not both vanish
at s = 0. If ℓ is inert, assume that L(ψχ , 2s + 1)
−1 and L(ψχ , 2s + 1)L(As(σ ⊗ η), s +
1
2 )
−1 do not
both vanish at s = 0. Then the image of the homomorphism z0 is contained in the unique irreducible
subrepresentation of IH(ψ
−1, χ−1).
Proof. If L(ψχ , 2s + 1)
−1 does not vanish, then IH(ψ
−1, χ−1) is irreducible and there is nothing
to prove. Otherwise, χψ−1 = | · | and IH(ψ
−1, χ−1) has a unique infinite dimensional irreducible
subrespresentation St(γ) and one dimensional quotient with action given by γ(det). We claim that if
L(As(σ⊗η), s+ 12 )
−1 does not vanish at s = 0, the space HomH(σ|H , γ(det)) is zero, and, consequently,
the image of z0 is contained in St(γ). The proof uses the same methods as the one of Theorem 4.1.1.
With the same notation, in the split case one finds an exact sequence
0→HomH(IH(χ1χ2| · |
1/2, ψ1ψ2| · |
−1/2), γ(det))→ HomH(σ|H , γ(det))
→ HomH(c- Ind
GL2(Qℓ)
H2
τ˜ , γ(det))→ Ext1H(IH(χ1χ2| · |
1/2, ψ1ψ2| · |
−1/2), γ(det))→ . . .
Since L(As(σ ⊗ ψ), 12 )
−1 is not zero, then none of the characters χ1ψ2, χ1χ2, ψ1χ2, ψ1ψ2 is equal to
ψ−1| · |−1/2 = γ. On the other hand, applying Frobenius reciprocity one finds that the first space in
the sequence is non zero if and only if χ1χ2 = γ and ψ1ψ2 = γ, while the third one is non zero if and
only if χ1ψ2 = γ and ψ1χ2 = γ. This proves the claim.
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Similarly in the inert case, we have
0→HomH(IH(χ˜|Q×
ℓ
, ψ˜|Q×
ℓ
), γ(det))→ HomH(σ|H , γ(det))
→ HomH(c- Ind
GL2(Qℓ)
H2
τ˜ , γ(det))→ Ext1H(IH(χ˜|Q×ℓ
, ψ˜|Q×ℓ
), γ(det))→ . . .
The assumption L(ψχ , 2s + 1)L(As(σ ⊗ η), s +
1
2 )
−1 = (1 − χ˜ψ(ℓ)ℓ−s−1/2)(1 − ψ˜ψ(ℓ)ℓ−s−1/2) 6= 0
at s = 0 and Frobenius reciprocity again imply that the first and third space in the sequence are
zero. 
Unlike in the GSp4 case where temperedness considerations allow to assume the non-vanishing
of both the abelian L-factor and the one where the principal series appears, in our setting it can
actually happen that they both are zero, e.g. it is possible that at some split primes σ = IH(χ1, ψ1)⊗
IH(γχ
−1
1 , γψ
−1
1 ). The following lemma shows that in this case z0 is identically zero.
Lemma 4.2.4. If the assumptions of the previous lemma are not satisfied, then z0 is identically zero.
Proof. This follows from the explicit description of functions in the Krillov model of principal series
representations of GL2(Qℓ) as recalled for example in [Jac72, Lemma 14.3]. In the split case, the
functions y 7→Wi,ϕ(
(
y 0
0 1
)
) are indeed in the Krillov model of IH(χi, ψi). By definition
L(As(σ ⊗ ψ), s+ 1/2) = L(χ1χ2γ
−1, s)L(χ1ψ2γ
−1, s)L(ψ1χ2γ
−1, s)L(ψ1ψ2γ
−1, s)
Firstly we assume that the order of vanishing of L(As(σ ⊗ ψ), s + 1/2)−1 is 2 and, without loss of
generality, we can assume χ1χ2 = ψ1ψ2 = γ, where ψ
−1 = | · |1/2γ. Since the order is 2, we have
χi 6= ψi, and Wi,ϕ(
(
y 0
0 1
)
) can be written
fi(y)χi(y)|y|
1/2 + gi(y)ψi(y)|y|
1/2
for some fi, gi ∈ S(Qℓ). Hence the function Z(σ, ψ, ϕ1⊗ϕ2, s+1/2) is equal to L(As(σ⊗ψ), s+1/2)
−1
multiplied by the integral∫
Q×ℓ
|y|s−1γ−1(y)(f1(y)χ1(y)|y|
1/2 + g1(y)ψ1(y)|y|
1/2)(f2(y)χ2(y)|y|
1/2 + g2(y)ψ2(y)|y|
1/2)d×y
= P1(s)L(1, s) + P2(s)L(χ1ψ2γ
−1, s) + P3(s)L(ψ1χ2γ
−1, s),
where Pi(s) are polynomials in ℓ
−s, ℓs. The equality follows from the description of the L-factor
L(µ, s) for any quasicharacter of Q×ℓ (see [Jac72], the discussion after Lemma 14.3). Since in our
situation we have
L(As(σ ⊗ ψ), s+ 1/2)−1 = L(1, s)−2L(χ1ψ2γ
−1, s)−1L(ψ1χ2γ
−1, s)−1,
the result follows. If the order of vanishing of L(As(σ ⊗ ψ), s + 1/2)−1 is 4, we have χ1 = ψ1 and
χ2 = ψ2 = γχ
−1
1 . In this case∫
Q×ℓ
|y|s−1γ−1(y)(f1(y)χ1(y)|y|
1/2 + g1(y)χ1(y)v(y)|y|
1/2)(f2(y)γχ
−1
1 (y)|y|
1/2 + g2(y)γχ
−1
1 (y)v(y)|y|
1/2)d×y
= P1(s)L(1, s) + P2(s)L(1, s)
2 + P3(s)L(1, s)
3.
Here v is the valuation of Qℓ and the equality follows from what said above and [Jac72, (14.2.1)] in
the case where v or v2 appears in the integral. Being L(As(σ ⊗ ψ), s + 1/2)−1 equal to L(1, s)−4,
again the result follows.
Similarly, in the inert case we have that the Krillov function y 7→Wϕ(
(
y 0
0 1
)
) can be written as
|y|
1/2
Fℓ
(f(y)γ(y) + g(y)γ(y)v(y)).
for f, g ∈ S(Fℓ) and | · |Fℓ is equal to | · |
2 when restricted to Qℓ. Indeed the fact that both the L
factor vanish implies that χ˜ = ψ˜ = γ, where ψ−1 = | · |1/2γ. Hence the integral in the definition of
zs,ϕ is ∫
Q×ℓ
|y|sγ−1(y)(f(y)γ(y) + g(y)γ(y)v(y))d×y = P1(s)L(1, s) + P2(s)L(1, s)
2.
In this case L(As(σ ⊗ ψ), s+ 1/2) = L(1, s)−4 and the result follows. 
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We recall then the intertwining operator defined thanks to Proposition 1.2.4 and the pairing of
definition 1.2.6
M : IH(χs, ψs)→ IH(ψs, χs) and 〈−,−〉 : IH(ψs, χs)× IH(ψ
−1
s , χ
−1
s )→ C.
Definition/Proposition 4.2.5. For every f ∈ IH(χ, ψ), ϕ ∈ σ, we let
zχ,ψ(f ⊗ ϕ) := lim
s→0
L(ψχ , 2s+ 1)〈Mfs, zs,ϕ〉,
where fs ∈ IH(χs, ψs) is any polynomial section passing through f . This gives a well defined element
zχ,ψ ∈ HomH(IH(χ, ψ)⊗ σ,C) which is not zero.
Proof. First of all one notices that 〈Mf, zs,ϕ〉 = 〈fs,Mzs,ϕ〉. If χ, ψ, σ are as in Lemma 4.2.4, then
zs vanishes for s → 0. If χ, ψ, σ are as in Lemma 4.2.3, then zs is an element of the non-generic
irreducible subrepresentation of IH(ψ
−1, χ−1), which is the kernel of the M operator if L(ψχ , 2s+ 1)
has a pole at s = 0. Hence in both cases the limit is well defined and depends only on f . Moreover,
the first formula of Proposition 4.2.2 implies that zχ,ψ(f ⊗ϕ0) 6= 0, for some nice choice of f , e.g. for
f = Fφ0 one can see this from the computation in the proof of Theorem 4.2.7, where we show
zχ,ψ(Fφ0 ⊗ ϕ0) = L(χψ
−1, 1)−1Vol(H(Zℓ)),
which is different from zero since we assumed χψ−1 6= | · |−1. 
The following corollary is then a straightforward consequence of the above proposition and of the
multiplicity one theorem.
Corollary 4.2.6. Take σ, ψ, χ as above and assume that condition (⋆) holds and that |χ(ℓ)|C 6=
|ψ(ℓ)|C. Then zχ,ψ is a basis for HomH(IH(χ, ψ)⊗ σ,C).
Using this specific element of HomH(IH(χ, ψ)⊗σ,C), we now prove a theorem that will play a key
role in the proof of norm relations. Having fixed χ, ψ, for every φ ∈ S(Q2ℓ ,C) we let, as in Proposition
1.5.2,
Fφ := Fφ,χ,ψ = fφˆ,χ,ψ ∈ IH(χ, ψ).
We also recall the special elements φ0, φ1 ∈ S(Q
2
ℓ ,C) as in Definition 1.5.4.
Theorem 4.2.7. With notation as above, we assume that (⋆) holds and that the characters χ, ψ are
as follows
• χ = | · |1/2+k+h · τ , for τ a finite order unramified character and k, h ≥ 0 integers;
• ψ = | · |−1/2+h.
Then for any z ∈ HomH(IH(χ, ψ)⊗ σ,C) we have
(i) z(Fφ1 ⊗ ϕ0) =
1
(ℓ+1) ·
(
1− ℓ
k
τ(ℓ)
)
· z(Fφ0 ⊗ ϕ0);
(ii) z(Fφ1 ⊗ U(ℓ) · ϕ0) =
ℓ
(ℓ+1) ·
[(
1− ℓ
k
τ(ℓ)
)
− L(As(σ), h)−1
]
· z(Fφ0 ⊗ ϕ0),
where in (ii) the Hecke operator U(ℓ) is the one of Examples 2.1.3 and 3.2.3, in the inert and split
prime case respectively.
Proof. Wewill prove both the statements for the specific function zχ,ψ , which is a basis of HomH(IH(χ, ψ)⊗
σ,C).
First we notice that Fφt is the value at s = 0 of the Siegel section fφˆt,χs,ψs . We apply Proposition
1.5.3 and find
M(fφˆt,χs,ψs) = L(χψ
−1, 1− 2s)−1fφt,ψs,χs .
We then apply the definition of the pairing 〈−,−〉 and get
〈M(fφˆt,χs,ψs), zϕ0〉 = L(χψ
−1, 1− 2s)−1 ·
∫
H(Zℓ)
fφt,ψs,χs(h)zϕ0(h)dh
= L(χψ−1, 1− 2s)−1fφt,ψs,χs(1) ·
∫
K0(ℓt)
zs,ϕ0(h)dh.
For the last equality we used that fφt,ψs,χs restricted to H(Zℓ) is a scalar multiple of ch(K0(ℓ
t)).
This follows from the fact that, by Lemma 1.5.5, fφt,ψs,χs restricted to H(Zℓ) is supported on K0(ℓ
t)
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and φt is invariant by the action of K0(ℓ
t). Recall that g · ϕ0 = ϕ0 for any g ∈ G(Zℓ). Hence
zs,ϕ0(h) = zs,ϕ(1) for any h ∈ H(Zℓ) and we can continue the chain of equality writing
z(Fφt ⊗ ϕ0) = L(χψ
−1, 1)−1fφt,ψ,χ(1)Vol(K0(ℓ
t)) · lim
s→0
(
L(ψχ , 1 + 2s)zs,ϕ0(1)
)
=
{
L(χψ−1, 1)−1L(ψχ−1, 1)−1Vol(K0(ℓ)) if t = 1
L(χψ−1, 1)−1Vol(H(Zℓ)) if t = 0,
where we applied Lemma 1.5.5 for the value fφt,ψ,χ(1) and the first formula of Proposition 4.2.2 to
show that the limiting value is exactly equal to 1. Since Vol(K0(ℓ))H(Zℓ) = [H(Zℓ) : K0(ℓ)]
−1 = 1ℓ+1 and
L(ψχ−1, 1) = L(| · |−1−kτ−1, 1) = (1− ℓ
k
τ(ℓ))
−1
we obtain (i). We proceed similarly to get (ii), using in addition the second formula of Proposition
4.2.2. We find
zχ,ψ(Fφ1 , U(ℓ)ϕ0) = Vol(K0(ℓ))L(χψ
−1, 1)−1L(ψχ−1, 1)−1 · lim
s→0
L(ψχ , 1 + 2s)zU(ℓ)ϕ0(1)
= ℓ
3/2
η(ℓ) Vol(K0(ℓ))L(χψ
−1, 1)−1 lim
s→0
L(ψχ , 1 + 2s)
−1L(ψχ , 1 + 2s)(zϕ0(1)− L(As(σ ⊗ η), s+
1
2 )
−1)
= ℓVol(K0(ℓ))L(χψ
−1, 1)−1
[
L(ψχ , 1)
−1 − L(As(σ ⊗ η), 12 )
−1
]
.
Using the formula proved above for the value z(Fφ0 ⊗ ϕ0) and noticing that L(As(σ ⊗ η),
1
2 ) =
L(As(σ ⊗ | · |−1/2+h), 12 ) = L(As(σ), h), we obtain (ii). 
Remark 4.2.8. We emphasise that, in order to prove this theorem for any z ∈ HomH(IH(χ, ψ)⊗σ,C),
we used
• σ is a principal series representation for G with central character such that χψ · χσ = 1 and
(⋆) holds;
• χ, ψ are in the form χ = | · |1/2+k+h · τ , ψ = | · |−1/2+h;
• dim (HomH(IH(χ, ψ)⊗ σ,C)) = 1.
4.3. From HomH(τ ⊗ σ,C) to X(τ, σ
∨). Let τ, σ be smooth representations of H(Qℓ) and G(Qℓ)
respectively. We will now establish a bijection from the space HomH(τ ⊗σ,C) and the space X(τ, σ
∨)
of linear maps Z : τ⊗CH(G)→ σ
∨ satisfying certain properties. For the specific choice τ = S(Q2ℓ ,C),
we will prove results that are essential in the proof of the norm relations (in motivic cohomology).
In particular for σ an unramified principal series representation as above, we will use the above
mentioned bijection and will be able to combine these results with Theorem 4.2.7, obtaining a result
that is a key point in the proof of tame norm relations (in Galois cohomology).
Definition 4.3.1. Let τ, σ be smooth representations of H(Qℓ) and G(Qℓ) respectively. We define
X(τ, σ∨) to be the space of linear maps Z : τ ⊗C H(G)→ σ
∨, which are H(Qℓ)×G(Qℓ)-equivariant,
with the actions defined as follows:
• H(Qℓ) acts trivially on σ
∨ and on τ ⊗H(G) via
h · (v ⊗ ξ) = (h · v)⊗ ξ(h−1(−)).
• G(Qℓ) acts naturally on σ
∨ (which is a G(Qℓ)-representation) and on τ ⊗H(G) via
g · (v ⊗ ξ) = v ⊗ ξ((−)g).
We now state explicitly the bijection we were mentioning above.
Proposition 4.3.2. There is a canonical bijection between HomH(τ⊗σ,C) and X(τ, σ
∨) characterised
as follows
HomH(τ⊗σ,C) −→ X(τ, σ
∨)
z 7−→ Z,
where Z(f ⊗ ξ)(F ) = z(f ⊗ (ξ · F )), for every f ∈ τ, ξ ∈ H(G) and F ∈ σ.
Proof. We start by rewriting Lemma 3.2.2 as
(1) g · (ξ · F ) = ξ(g−1(−)) · F ;
(2) ξ · (g · F ) = ξ((−)g−1) · F ;
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for every ξ ∈ H(G), F ∈ σ, g ∈ G(Qℓ).
Firstly we check that Z is G(Qℓ)-equivariant. By definition of the action on the smooth dual of σ,
for every g ∈ G(Qℓ) and Φ ∈ σ
∨, g · Φ(−) = Φ(g−1 · (−)). We have
[g · Z(f ⊗ ξ)](F ) = Z(f ⊗ ξ)(g−1 · F ) = z(f ⊗ (ξ · (g−1 · F )))
(2)
= z(f ⊗ (ξ((−)g) · F ))
= Z(f ⊗ (ξ((−)g))(F ) = Z(g · (f ⊗ ξ))(F ).
Then we check that Z is H(Qℓ)-equivariant, recalling that H(Qℓ) acts trivially on σ
∨. For h ∈
H(Qℓ) we have
Z(h · (f ⊗ ξ))(F ) = Z((h · f)⊗ ξ(h−1(−)))(F ) = z((h · f)⊗ (ξ(h−1(−)) · F ))
(1)
= z((h · f)⊗ (h · (ξ · F )))
z∈HomH
= z(f ⊗ ξ · F ) = Z(f ⊗ ξ)(F ).
Hence Z ∈ X(τ, σ∨).
The fact that this defines a bijection follows from the isomorphism
HomG(c- Ind
G
H(τ), σ
∨) ≃ HomH(τ ⊗ σ,C),
which is essentially given by Frobenius reciprocity (see [LSZ17, Proposition 3.8.1]). Here we denoted
with c- IndGH(τ) the compact induction. Using τ ⊗H(G) = c- Ind
G
H τ , one finds
HomG(c- Ind
G
H(τ), σ
∨) ≃ X(τ, σ∨).

Definition 4.3.3. Let R ∈ H(G). we define R′ ∈ H(G) by R′(g) := R(g−1).
Remark 4.3.4. It is an easy computation to check that for every Φ ∈ σ∨,F ∈ σ, we have
Φ(R · F ) = R′ · Φ(F).
Indeed one one side we have, Φ(R · F ) = Φ
(∫
G
R(g)g · Fdg
)
=
∫
G
R(g)Φ(g · F )dg, using linearity of
Φ. On the other we find R′ ·Φ(F) =
∫
GR(g
−1)gΦ(F )dg =
∫
GR(g
−1)Φ(g−1 ·F )dg. This integrals are
equal since G is unimodular.
Corollary 4.3.5. Let z↔ Z as in the above Proposition. Let U1 ≤ U0 be subgroups of G, f0, f1 ∈ τ
and g0, g1 ∈ G such that
z(f1, g1 · F ) = z(f0, g0 · (R · F ))
for some R ∈ H(U0\G/U0) and for every F ∈ σ
U0 . Then the elements Zi := Z(fi⊗ch(giUi)) ∈ (σ
∨)Ui
satisfy ∑
u∈U0/U1
u · Z1 = R
′ · Z0 ∈ (σ
∨)U0 .
Proof. It is clear by the definition of the action of G that Zi ∈ (σ
∨)Ui , moreover summing over
quotient representatives gives also
∑
u∈U0/U1
u · Z1 ∈ (σ
∨)U0 . Writing (σ∨)U0 = (σU0 )∨, we are then
left to check that both the L.H.S. and the R.H.S. take the same value at every F ∈ σU0 . Applying
the Lemma above, we find
R′ · Z0(F ) = Z0(R · F ) = Z(f0 ⊗ ch(g0U0))(R · F ) = z(f0 ⊗ (ch(g0U0)R) · F ) = Vol(U0)z(f1, g1 · F ).
In the last equality we used the assumption z(f1, g1 · F ) = z(f0, g0 · (R · F )) together with the fact
that g0 · (R · F ) = R(g
−1
0 (−)) · F and
ch(g0U0) ⋆ R(g) =
∫
G
ch(g0U0)(gh)R(h
−1)dh =
∫
g−1g0U0
R(h−1)dh = Vol(U0)R(g
−1
0 g),
where we obtained the last equality from the fact that R is in H(U0\G/U0). Moreover for every
u ∈ U0/U1 we have
u · Z1(F ) = u · Z(f1 ⊗ ch(g1U1))(F ) = Z(f1 ⊗ ch(g1U1))(u
−1F ) = z(f1 ⊗ ch(g1U1)((−)u) · F ).
We also find that∑
u∈U0/U1
ch(g1U1)((−)u) · F =
∑
u
∫
G
ch(g1U1)(gu) g · Fdg =
∑
u
∫
g1U1
gu−1 · Fdg
=
∑
u
∫
U1
g1 · Fdg = Vol(U1)[U0 : U1] g1 · F = Vol(U0) g1 · F,
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where we used the fact that F is invariant by U0 ≥ U1. The result follows using linearity and the
above expression for u · Z1(F ). 
We now work in the setting where
• we take τ = S(Q2ℓ ,C)
• we replace σ∨ by an arbitrary smooth complex representation W of G(Qℓ).
We consider X(W ) to be, similarly as above, the space of functions
Z : S(Q2ℓ ,C)⊗H(G)→W
satisfying the H(Qℓ)×G(Qℓ) equivariance property with actions defined as above.
Lemma 4.3.6. Let ξ ∈ H(G) be invariant by left translation of the principal congruence subgroup of
level ℓT in H(Zℓ) for some T ≥ 0. Then for any Z∈ X(W ) the expression
1
Vol(KH,1(ℓt))
Z(φ1,t ⊗ ξ)
is independent of t ≥ T , where KH,1(ℓ
t), φ1,t are as in Definition 1.5.6.
Proof. This is the analogous of [LSZ17, Lemma 3.9.2]. The proof carries over, we sketch it for
the seek of completeness. For any t ≥ T we fix J a set of coset representatives for the quotient
KH,1(ℓ
T )/KH,1(ℓ
t) such that J is contained in the principal congruence subgroup of level ℓT . We can
write φ1,T =
∑
k∈J k ·φ1,t. From that, using H(Qℓ)-equivariance of Z and the fact that ξ is invariant
by the action of the principal congruence subgroup of H of level ℓT , we obtain
Z(φ1,T ⊗ ξ) =
∑
k∈J
Z(k · (φ1,t ⊗ (k
−1 · ξ)) =
Vol(KH,1(ℓ
T ))
Vol(KH,1(ℓt))
Z(φ1,t ⊗ ξ).

Definition 4.3.7. We define Z(φ1,∞ ⊗ ξ) to be the limiting value defined by the above lemma.
We now define a precise choice for ξ, that will be used for the definition of the Euler system classes.
Definition 4.3.8. Let m ≥ 0 integer and a ∈ Z×ℓ , we define η
(a)
m ∈ G(Qℓ) by
η(a)m :=


((
1 0
0 1
)
,
(
1 a
ℓm
0 1
))
∈ GL2(Qℓ)×GL2(Qℓ) if ℓ splits(
1 δ · a
ℓm
0 1
)
∈ GL2(Fℓ) if ℓ is inert.
In the second case we fix δ ∈ OFℓ such that Fℓ = Qℓ ⊕Qℓ(δ) as in §2. We will write ηm = η
(1)
m . We
also let for n ≥ max(m, 1).
K(a)m,n :=


{(g1, g2) ∈ GL2(Zℓ)×GL2(Zℓ) : g1, g2 ≡
(
∗ ∗
0 1
)
) mod ℓn, det g1, det g2 ≡ a mod ℓ
m} if ℓ splits
{g ∈ G(OFℓ) : g ≡
(
∗ ∗
0 1
)
mod ℓn, det g ≡ a mod ℓm} if ℓ is inert
Remark 4.3.9 (On the choice of ηm). The choice of these elements in G(Qℓ) corresponds to the
choice of the “embedding twist” in the original definition of the Asai-Flach classes of [LLZ16] (and
of Beilinson-Flach classes in [LLZ14]). The choice of the matrices is given by something of the
form ι(
(
1 ℓ−m
0 1
)
) “twisted” by some upper triangular matrix of G(Zℓ) not coming from H(Zℓ), i.e.
something of the form ((
1 a1
0 1
)
,
(
1 a2
0 1
))
and
(
1 a
0 1
)
respectively
for a1, a2 ∈ Zℓ/ℓZℓ, a1 6= a2 and a ∈ OFℓ/(ℓOFℓ + Zℓ) respectively.
Recall then the Hecke operator R = U(ℓ) in Example 2.1.3 and 3.2.3. Taking K ′ = Km,n we have a
decomposition as left cosets as in the mentioned examples. We now denote with U ′(ℓ) the element R′
(see definition 4.3.3) of the Hecke algebra invariant (on the left and on the right) by Km,n, explicitly
it is
U ′(ℓ) =
1
Vol(Km,n)
ch(Km,nι(
(
ℓ−1 0
0 1
)
)Km,n) ∈ H(Km,n\G/Km,n).
Proposition 4.3.10. For any Z∈ X(W ), we have
Z(φ1,∞ ⊗ ch(ηm+1Km,n)) =
{
1
ℓU
′(ℓ)
1
ℓ−1 (U
′(ℓ)− 1)
· Z(φ1,∞ ⊗ ch(ηmKm,n))
if m ≥ 1
if m = 0.
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Proof. First of all we apply Remark 4.3.4 and the decomposition of Examples 2.1.3 and 3.2.3 to find
U ′(ℓ) · Z(φ1,∞ ⊗ ch(ηmKm,n)) =
(S)
∑
0≤u,v≤ℓ−1 Z
(
φ1,∞ ⊗ ch
(
ηm
((
ℓ u
0 1
)
,
(
ℓ v
0 1
))
Km,n
))
(I)
∑
0≤i,j≤ℓ−1 Z
(
φ1,∞ ⊗ ch
(
ηm
(
ℓ i+ αj
0 1
)
Km,n
))
,
where (S) denotes the split case and (I) the inert one. In both cases we are going to rewrite the Hecke
algebra element using the invariance of Km,n by Zℓ translation.
(S) In the first case
ηm ·
((
ℓ u
0 1
)
,
(
ℓ v
0 1
))
=
((
1 u
0 1
)
, Id
)
·
((
ℓ 0
0 1
)
,
(
ℓ v + ℓ−m
0 1
))
and we have g ∈
((
1 u
0 1
)
, Id
)
·
((
ℓ 0
0 1
)
,
(
ℓ v + ℓ−m
0 1
))
Km,n if and only if g ∈
((
ℓ 0
0 1
)
,
(
ℓ v + ℓ−m
0 1
))
Km,n.
Hence writing
((
ℓ 0
0 1
)
,
(
ℓ v + ℓ−m
0 1
))
= ι(
(
ℓ 0
0 1
)
) ·
(
Id,
(
1 1+ℓ
mv
ℓm+1
0 1
))
, we get
ch
(
ηm
((
ℓ u
0 1
)
,
(
ℓ v
0 1
))
Km,n
)
(g) = ch(η
(1+ℓmv)
m+1 Km,n)
(
ι(
(
ℓ 0
0 1
)−1
)g
)
=
(
ℓ 0
0 1
)
· ch(η
(1+ℓmv)
m+1 Km,n)(g).
(I) Similarly in the second case, writing
ηm
(
ℓ i+ δj
0 1
)
=
(
1 i
0 1
)(
ℓ δ(j + ℓ−m)
0 1
)
and using g ∈
(
1 i
0 1
)(
ℓ δ(j + ℓ−m)
0 1
)
Km,n if and only if g ∈
(
ℓ δ(j + ℓ−m)
0 1
)
Km,n, we find
ch
(
ηm
(
ℓ i + δj
0 1
)
Km,n
)
=
(
ℓ 0
0 1
)
· ch(η
(1+ℓmj)
m+1 Km,n).
Now we write the above sum (both in the (S) and (I) case) as∑
0≤u,v≤ℓ−1
Z
(
φ1,∞ ⊗
(
ℓ 0
0 1
)
· ch(η
(1+ℓmv)
m+1 Km,n)
)
= 1Vol(KH,1(ℓn))
∑
0≤u,v≤ℓ−1
Z
(
φ1,n ⊗
(
ℓ 0
0 1
)
· ch(η
(1+ℓmv)
m+1 Km,n)
)
= ℓVol(KH,1(ℓn))
∑
0≤v≤ℓ−1
Z
((
ℓ 0
0 1
)
·
((
ℓ 0
0 1
)−1
· φ1,n ⊗ ch(η
(1+ℓmv)
m+1 Km,n)
))
= ℓVol(KH,1(ℓn))
∑
0≤v≤ℓ−1
Z
((
ℓ 0
0 1
)−1
· φ1,n ⊗ ch(η
(1+ℓmv)
m+1 Km,n)
)
= ℓVol(KH,1(ℓn))
∑
0≤v≤ℓ−1
Z
(
ch(ℓn+1Zℓ × (1 + ℓ
nZℓ))⊗ ch(η
(1+ℓmv)
m+1 Km,n)
)
=
∑
0≤v≤ℓ−1
Z
(
φ1,∞ ⊗ ch(η
(1+ℓmv)
m+1 Km,n)
)
In the third equality we used the fact that Z is H(Qℓ) equivariant and the action on the target
is trivial. The fourth one is a consequence of the definition of φ1,n and the action of H(Qℓ) on
Schwartz functions. For the last one one reasons as follows. Write S′ = ℓn+1Zℓ × (1 + ℓ
nZℓ) ans
S = ℓn+1Zℓ × (1 + ℓ
n+1Zℓ); in particular ch(S) = φ1,n+1. Now we write
Stab(S) = KH,1(ℓ
n+1) ⊂ Stab(S′) = {
(
a b
c d
)
∈ H(Zℓ) : c ≡ 0(ℓ
n+1), d ≡ 1(ℓn)}.
We also write Σ = {
(
1 0
0 1 + ℓnk
)
}0≤k≤ℓ−1, which is a set of representatives for the quotient Stab(S
′)/ Stab(S).
We can then write
ch(S′) =
∑
σ∈Σ
σ · ch(S) =
∑
σ∈Σ
σ · φ1,n+1.
It is easy to check that for every σ ∈ Σ, letting ξv := ch(η
(1+ℓmv)
m+1 Km,n) we have σ · ξv = ξv. Hence
we find
Z(ch(S′)⊗ξv) =
∑
σ
Z(σ·φ1,n+1⊗ξv) =
∑
σ
Z(σ·(φ1,n+1⊗σ
−1·ξv)) =
∑
σ
Z(φ1,n+1⊗ξv) = ℓ·Z(φ1,n+1⊗ξv).
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Hence we can write
ℓ
Vol(KH,1(ℓn))
∑
0≤v≤ℓ−1
Z (ch(S′)⊗ ξv) =
ℓ2
Vol(KH,1(ℓn))
∑
0≤v≤ℓ−1
Z (φ1,n+1 ⊗ ξv)
= 1Vol(KH,1(ℓn+1))
∑
0≤v≤ℓ−1
Z (φ1,n+1 ⊗ ξv)
=
∑
0≤v≤ℓ−1
Z
(
φ1,∞ ⊗ ch(η
(1+ℓmv)
m+1 Km,n)
)
,
where for the second equality we used [KH,1(ℓ
n) : KH,1(ℓ
n+1)] = ℓ2.
Now we notice that (
a 0
0 1
)
ηm+1
(
a−1 0
0 1
)
= η
(a)
m+1.
Moreover for a ≡ 1 modulo ℓmZℓ,
(
a−1 0
0 1
)
∈ Km,n and hence
ch(ηm+1Km,n)
((
a−1 0
0 1
)
(−)
)
= ch(
(
a 0
0 1
)
ηm+1
(
a−1 0
0 1
)
Km,n) = ch(η
(a)
m+1Km,n).
Moreover, for such a’s, we have
(
a 0
0 1
)
· φ1,t = φ1,t hence we can write
Z(φ1,∞ ⊗ ch(η
(a)
m+1Km,n)) = Z
(
φ1,∞ ⊗ ch(ηm+1Km,n)
((
a−1 0
0 1
)
(−)
))
= Z(φ1,∞ ⊗ ch(ηm+1Km,n))
m ≥ 1 Applying what we wrote above, we get that all the terms in the sum are equal to Z(φ1,∞ ⊗
ch(ηm+1Km,n)) and hence
U ′(ℓ) · Z(φ1,∞ ⊗ ch(ηmKm,n)) = ℓ · Z(φ1,∞ ⊗ ch(ηm+1Km,n))
m = 0 We can apply the same reasoning for all v but for v ≡ −1 modulo ℓ. For such v we find
ch(η
(1+v)
1 K0,n) = ch(K0,n), hence we get
U ′(ℓ) · Z(φ1,∞ ⊗ ch(K0,n)) = (ℓ − 1) · Z(φ1,∞ ⊗ ch(η1K0,n)) + Z(φ1,∞ ⊗ ch(K0,n))

We now want to go back to the case where W is the smooth dual of principal series representation
and τ = IH(χ, ψ) in order to use the bijection of Proposition 4.3.2 and Theorem 4.2.7. First of all
let K = G(Zℓ). We assume that the Haar measures on G(Qℓ) and on H(Qℓ) are normalised to that
Vol(G(Zℓ)) = Vol(H(Zℓ)) = 1. We also recall the Siegel section map used above
S(Q2ℓ ,C)→ IH(χ, ψ)
φ 7→ Fφ,χ,ψ := fφˆ,χ,ψ,
that is H(Qℓ) equivariant if χ, ψ are unramified.
Corollary 4.3.11. Let W = σ∨ for σ a principal series representation with central character χσ.
Let χ, ψ unramified characters such that
• χ = | · |1/2+k+hτ , for τ a finite order character (that may be ramified) and k, h ≥ 0 integers;
• ψ = | · |−1/2+h;
• we assume that σ satisfies χψ · χσ = 1 and (⋆) holds.
Let Z ∈ X(σ∨) and assume that it factors through the Siegel section map for the above χ, ψ, i.e.
S(Q2ℓ ,C)⊗H(G) σ
∨
IH(χ, ψ)⊗H(G)
Z
Then we have
Z(φ1,∞ ⊗ (ch(K)− ch(η1K))) =
ℓ
ℓ−1L(As(σ), h)
−1 · Z(φ0, ch(K)),
where φ0 is as in Definition 1.5.4.
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Proof. We write φ0,1 := ch(ℓZℓ × Z
×
ℓ ) and
K0 := Stab(ℓZℓ × Z
×
ℓ ) = {γ ∈ H(Zℓ) : γ ≡
(
∗ ∗
0 ∗
)
mod ℓ}.
We also recall that φ1,1 = ch(ℓZℓ × (1 + ℓZℓ)) and write K1 := KH,1(ℓ) = Stab(ℓZℓ × (1 + ℓZℓ)). For
every σ ∈ H(Zℓ ⊂ K = G(Zℓ), we have σ · ch(K) = ch(K) and hence
Z(σ · φ1,1 × ch(K)) = Z(σ · (φ1,1 × ch(K))) = Z(φ1,1 × ch(K)).
Applying this and writing φ0,1 =
∑
σ∈K0/K1
σ · φ1,1, we obtain
(4.1)
Z(φ1,∞ ⊗ ch(K)) =
1
Vol(K1)
Z(φ1,1 ⊗ ch(K)) =
1
[K0:K1] Vol(K1)
Z(φ0,1 ⊗ ch(K))
= 1Vol(K0)Z(φ0,1 ⊗ ch(K)) = (ℓ+ 1)Z(φ0,1 ⊗ ch(K)),
where in the last step we used the fact that Vol(H(Zℓ)) = 1 and [H(Zℓ) : K0] = ℓ+ 1.
Then applying the previous proposition we find, writing KG,1 := K0,1,
Z(φ1,∞ ⊗ ch(η1KG,1)) =
1
ℓ−1 (U
′(ℓ)− 1) · Z(φ1,∞ ⊗ ch(KG,1)).
Let KG,0 be the subgroup of G given by matrices congruent to
(
∗ ∗
0 ∗
)
modulo ℓ. Next we sum on
both side of the last equality over representatives of K/KG,1. On the left hand side we obtain
Z(φ1,∞ ⊗ η1 ch(K)). On the right hand side, writing K/KG,1 = K/KG,0 ·KG,0/KG,1, and using the
fact that KG,0/KG,1 commutes with the Hecke operator U
′(ℓ), we obtain
1
ℓ− 1
∑
γ∈K/KG,0
γ · (U ′(ℓ)− 1)Z(φ1,∞ ⊗ ch(KG,0)).
Moreover we can argue as before, using the fact that σ · ch(KG,0) = ch(KG,0) for σ ∈ K0 ⊂ KG,0, we
can rewrite Z(φ1,∞ ⊗ ch(KG,0)) as (ℓ+ 1)Z(φ0,1 ⊗ ch(KG,0)). Overall we have obtained
(4.2)
Z(φ1,∞ ⊗ η1 ch(K)) =
ℓ+ 1
ℓ− 1
∑
γ∈K/KG,0
γ · (U ′(ℓ)− 1)Z(φ0,1 ⊗ ch(KG,0))
=
ℓ+ 1
ℓ− 1
∑
γ∈K/KG,0
γ · U ′(ℓ)Z(φ0,1 ⊗ ch(KG,0))−
ℓ+ 1
ℓ− 1
Z(φ0,1 ⊗ ch(K)).
Combining (4.1) and (4.2), one obtains
(4.3)
Z(φ1,∞ ⊗ (ch(K)− ch(η1K))) = (ℓ + 1)(1 +
1
ℓ−1 )Z(φ0,1 ⊗ ch(K))
− ℓ+1ℓ−1
∑
γ∈K/KG,0
γ · U ′(ℓ)Z(φ0,1 ⊗ ch(KG,0)).
We finally use the assumption that Z factors through the Siegel section. First we suppose that τ
is ramified. Since both φ0 and φ0,1 are invariant under the action of matrices of the form
(
a ∗
0 d
)
for
a, d ∈ Z×ℓ , we get
Fφ0,χ,ψ = χ(a) · Fφ0,χ,ψ,
and being χ ramified, this implies that Fφ0,χ,ψ = 0. Similarly Fφ0,1,χ,ψ = 0 and the claimed equality
reads 0 = 0. So we can suppose τ unramified, so that we are able to apply Theorem 4.2.7 (where φ1
is our φ0,1). Using Remark 4.3.4, the two equalities of the theorem give us
Z(φ0,1 ⊗ ch(K)) =
1
(ℓ+1) ·
(
1− ℓ
k
τ(ℓ)
)
· Z(φ0 ⊗ ch(K)),
U ′(ℓ) · Z(φ0,1 ⊗ ch(KG,0)) =
ℓ
(ℓ+1) ·
[(
1− ℓ
k
τ(ℓ)
)
− L(As(σ), h)−1
]
· Z(φ0 ⊗ ch(KG,0)).
Hence we rewrite the two terms on the right hand side of (4.3) as
(ℓ+ 1)(1 + 1ℓ−1 )Z(φ0,1 ⊗ ch(K)) =
ℓ
ℓ−1
(
1− ℓ
k
τ(ℓ)
)
· Z(φ0 ⊗ ch(K)),
ℓ+1
ℓ−1
∑
γ∈K/KG,0
γ · U ′(ℓ)Z(φ0,1 ⊗ ch(KG,0)) =
ℓ
(ℓ−1) ·
[(
1− ℓ
k
τ(ℓ)
)
− L(As(σ), h)−1
] ∑
γ∈K/KG,0
γ · Z(φ0 ⊗ ch(KG,0))
= ℓ(ℓ−1) ·
[(
1− ℓ
k
τ(ℓ)
)
− L(As(σ), h)−1
]
Z(φ0 ⊗ ch(K))
and get the claimed equality. 
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Remark 4.3.12 (Towards Asai–Flach Euler system). As anticipated in the introduction, in order to
(re)define the Euler system constructed in [LLZ16], we will define a special map AFk,k’,jmot for k, k
′ ≥ 0
integers and 0 ≤ j ≤ min(k, k′) with values in W = H3mot(YG,D(2)), where YG is the Shimura variety
associated to G and D is a motivic sheaf depending on k, k′, j. Such map will be of “global nature”,
more precisely it is a map
AFk,k’,jmot : S(A
2
f ,Q)⊗H(G(Af ),Q) −→ H
3
mot(YG,D(2))
satisfying conditions of H(Af )×G(Af )-equivariance with actions defined as in Definition 4.3.1. The
Asai–Flach classes will be defined by images via AFk,k’,jmot of very precise elements in S(A
2
f ,Q) ⊗
H(G(Af ),Q), whose local components will be the one we considered in this section. Proving norm
relations (in motivic cohomology) will turn out to be equivalent to prove relations of such classes
locally at a certain prime q, i.e. we will be looking at a map
Z := (AFk,k’,jmot )q : S(Q
2
q ,Q)⊗H(G(Qq),Q) −→W = H
3
mot(YG,D(2)) ∈ X(W ).
In order to prove norm relations of vertical type, we will be able to apply Proposition 4.3.10. While
for proving “tame norm relatitons” the input local data will be essentially the one in Corollary
4.3.11, but we have the strong assumption on W . We will have to apply the e´tale regulator and
Hochschild—Serre spectral sequence to pass to Galois cohomology and finally take the projection to
an automorphic representation of G associated to an Hilbert modular form of weight (k + 2, k′ + 2).
As anticipated in Remark 1.4.2, the local component at a “good prime” ℓ of this representation will
be a spherical principal series representation, so we will finally be able to apply Corollary 4.3.11.
5. Eisenstein classes for H = GL2
5.1. Motivic cohomology. Let X be an object in the category Sm of smooth variety over a field
k ⊂ C. Then Voevodsky defined motivic cohomology as homomorphisms in the triangulated category
DM−(k) of motivic complexes. For a construction of this category see [Voe00]; he equips it with a
functor M : Sm→ DM−(k) and with a Tate object Q(1).
Definition 5.1.1. The motivic cohomology of X as above is defined by
Himot(X,Q(j)) := HomDM−(k)(M(X),Q(j)[i]).
He is then able to identify motivic cohhomology with hypercohomology with respect to the Zariski
topology, more precisely
Himot(X,Q(j)) ≃ H
i
Zar(X,C•(Z(j))),
where C•(Z(j)) is the Suslin complex of sheaves in the Zariski topology (see [Voe00] for more details).
The idea of motives and motivic cohomology is in some sense to collect together the information
coming from all Weil cohomology theories T . There are regulator maps
regT : H
i
mot(X,Q(n))→ H
i
T (X,QT (n)),
all compatible with comparison isomorphisms. For this see [Hub00].
We can similarly construct motivic cohomology with “non trivial coefficient sheaves”, by replacing
the Tate object Q(j) with a motivic sheaf F . For ι : S →֒ T is a closed immersion of codimension d,
there is a Gysin map
(5.1) ι∗ : H
i
mot(S, ι
∗F(j))→ Hi+2dmot (T,F(j + d)).
We will be interested in sheaves over the modular curve and over the Hilbert modular surface arising
from universal modular abelian varieties over them. We first fix some notation. Given a Shimura
datum (G, X), we write YG for the inverse limit over K, compact open subgroups of G(Af ), of the
varieties YG(K) := G(Q)\G(Af ) × X/K. Similarly every time we consider a cohomology group for
YG we mean the limit of the cohomology groups of YG(K). We work with G = H,G
∗, G, for which
X is the Siegel plane in the first case and two copies of the Siegel plane in the second and third ones
(with action of G∗(Q), G(Q) given by the two real embeddings σ1, σ2 on the two copies). We obtain
a smooth curve YH , which is the infinite level modular curve, and smooth surfaces YG∗ , YG which are
infinite level Hilbert modular surfaces. They are defined over Q.
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5.1.1. Modular curves. We consider π : E → Y an elliptic curve such that E and Y are regular. We
will be interested in the case where Y is a modular curve and E is the universal elliptic curve over it.
For T a cohomology theory one considers the sheaf on Y
HT := (R
1π∗QT )
∨.
Let Sk be the symmetric group on k letters and define a character
ǫk :µ
k
2 ⋊ Sk −→ µ2
(η1, . . . , ηk, σ) 7→ η1 · · · ηk sgn(σ).
Letting µ2 act on E via [−1] : E → E and letting Sk act on E
k by permuting the factors, an action of
µk2 ⋊ Sk is induced on E
k. One then defines
Himot(Y,TSym
kHQ(E)(j)) := H
i+k
mot(E
k,Q(j + k))(ǫk),
i.e. the ǫk-eigenspace of µ
k
2⋊Sk acting on the motivic cohomology group. This definition is motivated
by the following
Theorem 5.1.2. For T any of the previous mentioned cohomology theories, there is an isomorphism
HiT (Y,TSym
kHQT (E)(j))
∼= Hi+kT (E
k,QT (j + k))(ǫk).
Moreover, since the regulator regT commutes with the action of µ
k
2 ⋊ Sk, we obtain a map
regT : H
i
mot(Y,TSym
kHQ(E)(j))→ H
i
T (Y,TSym
kHQT (E)(j)).
One can also define a sheaf with coefficient field L any number field (see Definition 3.2.1 in [LLZ16]
for more details). Motivic cohomology groups are then related by
Himot(Y,TSym
kHL(E)(j)) = L⊗Q H
i
mot(Y,TSym
kHQ(E)(j)).
5.1.2. Hilbert modular surfaces. One can construct analogous motivic sheaves HL(A) for an Hilbert
modular surface YG∗(K) and A the universal abelian surface over it. It decomposes as
HL(A) = HL(A)
(1) ⊕HL(A)
(2),
where HL(A)
(1) is the direct summand where for x ∈ OF , [x]∗ = σi(x) (see [LLZ16, § 3.2b] for more
details).
Definition 5.1.3. For k, k′ ≥ 0 we define the motivic sheaf TSym[k,k
′ ]HL(A) over YG∗(K) by
TSymk
(
HL(A)
(1)
)
⊗ TSymk
′
(
HL(A)
(2)
)
.
One can similarly define Sym(k,k
′)HL(A) and we have that its dual is TSym
[k,k′]HL(A).
From these sheaves, one constructs motivic sheaves for Hilbert modular surfaces YG with respect to
the larger group G we were considering in the previous sections (and which is not of PEL type). The
e´tale cohomology of the e´tale realisation of such sheaves will be the natural place where the Galois
representations we are interested in will show up. Let us start by considering integers k, k′, t, t′ such
that k, k′ ≥ 0 and k + 2t = k′ + 2t′. Write λ for the quadruple (k, k′, t, t′). Fix an open compact
subgroup U ⊂ G(Af ) and consider YG(U) and YG∗(U ∩ G
∗(Af )). One considers, with notation as
above, the sheaf H˜
[λ]
L over YG∗(U ∩G
∗(Af )) defined by[
TSymk
(
HL(A)
(1)
)
⊗ det
(
HL(A)
(1)
)t]
⊗
[
TSymk
′
(
HL(A)
(2)
)
⊗ det
(
HL(A)
(2)
)t′]
.
Using the map YG∗(U ∩G
∗(Af ))→ YG(U) one can then define, pushforwarding the above sheaf and
taking some component, a sheaf H
[λ]
L over YG(U). We refer to [LLZ16, § 3.2c] for more details.
Remark 5.1.4. One has similarly the dual sheaf H
(λ)
L over YG. The e´tale realisation of H
(λ)
L is the
lisse Q¯ℓ-sheaf associated to the representation of GL
Hom(F,R)
2 given by(
Symk(Std∨)⊗ dett
)
⊗
(
Symk
′
(Std∨)⊗ dett
′
)
,
where Std∨ is the dual of the standard two-dimensional representation of GL2. This is the sheaf Lξ,ℓ
considered in [Nek16, §5.5].
The e´tale realisation of H
[λ]
L is the lisse Q¯ℓ-sheaf associated to the representation of GL
Hom(F,R)
2
given by (
Symk(Std)⊗ det−t
)
⊗
(
Symk
′
(Std)⊗ det−t
′
)
,
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5.1.3. Clebsch–Gordan map. Write YH and YG∗ for the Shimura curve and surface associated to H
and G∗. We have a closed embedding
ι : YH →֒ YG∗ .
One has that the abelian variety ι∗(A) is canonically isomorphic to OF ⊗Z E , compatibly with the
OF action. In particular both ι
∗(HL(A)
(1)) and ι∗(HL(A)
(2)) can be identified with HL(E). Hence
we obtain two maps
TSymk+k
′
HL(E)→ TSym
kHL(E) ⊗ TSym
k′ HL(E) = ι
∗
(
TSym[k,k
′ ]HL(A)
)
,
L(1) =
2∧
L
HL(E)→ HL(E)⊗HL(E) = ι
∗
(
TSym[1,1]HL(A)
)
.
Combining these two maps using multiplication in the symmetric tensor algebra, we find
Proposition 5.1.5. ([LLZ16, Proposition 3.3.1]). For any integers k, k′, j satisfying 0 ≤ j ≤
min(k, k′), we have a morphism
CG
[k,k′,j]
mot : TSym
k+k′−2jH(E)→ ι∗(TSym[k,k
′ ]H(A))(−j).
This is analogous to the map defined in [KLZ15] (see Corollary 5.2.2) for the GL2×GL2 case.
Moreover, writing YG for the Shimura surface associated to G, one can use the fact that the pullback
to YG∗ of the sheaf H
[λ]
L over YG is TSym
[k,k′]HL(A)(t + t
′) to find
(5.2) CG
[k,k′,j]
mot : TSym
k+k′−2jH(E)→ ι∗G(H
[λ]
L (−j − t− t
′)),
where ιG denotes the natural embedding YH
ι
−→ YG∗ → YG.
5.2. Eisenstein classes. We now recall which are the elements in motivic cohomology that we are
actually going to consider. This is [LSZ17, § 7].
Write S0(A
2
f ,Q) ⊂ S(A
2
f ,Q) for the subspace of functions φ satisfying φ(0, 0) = 0.
Theorem 5.2.1 (Eisenstein symbol maps).
(1) ([Col04, The´ore`m 1.8]) There is a canonical H(Af )-equivariant map
S0(A
2
f ,Q) −→ H
1
mot(YH ,Q(1)) = O(YH)
× ⊗Q
φ 7−→ gφ
characterised by the following: if φ = ch((a, b) +N Zˆ) for some N ≥, a, b ∈ Q2 −NZ2, then
gφ = ga/N,b/N , the Siegel unit in the notation of Kato ([Kat04, §1.4]).
(2) ([BL94, §2]) Let k ≥ 1. There is a H(Af )-equivariant map
S(A2f ,Q) −→ H
1
mot(YH ,TSym
kHQ(E)(1))
φ 7−→ Eiskφ,
characterised by the following: the pullback of its de Rham realisation is the TSymkH(E)-
valued differential 1-form −F
(k+2)
φ (τ)(2πidz)
k(2πidτ), where F
(k+2)
φ is the Eisenstein series
defined as in [LSZ17, Theorem 7.2.2].
Remark 5.2.2. If φ = ch((0, b) + N Zˆ), then Eiskφ is the class defined in [KLZ15, Theorem 4.1.1].
Moreover, it is a consequence of Kronecker limit formula that if φ ∈ S0(A
2
f ,Q), d log gφ, which is the
de Rham realisation of gφ, is equal to −F
(2)
φ (2πidτ).
We will need a description of the target of these maps in terms of “adelic induced representations”.
The reader should have in mind, for the following discussion, that we are going to define classes using
Eisenstein elements and, in order to apply the local results of the previous sections, it will be helpful
to identify motivic cohomology with H(Af ) representations that locally look like IH(Qℓ)(χ, ψ). More
precisely
Definition 5.2.3. For k ≥ 0 and η a finite order character of A×f /Q
×+ such that η(−1) = (−1)k,
we define Ik(η) to be the space of functions f : H(Af )→ C such that
f
((
a b
0 d
)
g
)
=‖ a ‖k+1‖ d ‖−1 η(a)f(g), for every g ∈ H(Af ), a, d ∈ A
×
f , b ∈ Af .
We view it as a H(Af ) representation by right translation. For k = 0 and η = 1, we define I
0
0 (1) to
be the subrepresentation which is the kernel of the integration over H(Af )/B(Af ) on I0(1).
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Remark 5.2.4. Notice that restricting f ∈ Ik(η) to H(Qℓ), we find an element fℓ in the space
IH(Qℓ)(| · |
1/2+kηℓ, | · |
−1/2),
with notation as in §1.
We finally relate motivic cohomology to these representations.
Theorem 5.2.5. With notation as above,
(1) ([Sch89, Theorem 3]) there is a H(Af )-equivariant isomorphism
∂0 :
O×(Y )
(Qab)×
⊗ C −→ I00 (1)⊕
⊕
η 6=1
I0(η),
characterised by the fact that ∂0(g)(1) is the order of vanishing of g at the cusp ∞.
(2) For k ≥ 1, there is a surjective H(Af )-equivariant map
∂k : H
1
mot(Y,TSym
kHQ(E)(1)) ⊗ C −→
⊕
η
Ik(η),
such that ∂k(x) is the residue at ∞ of the de Rham realisation of x. Moreover this map is an
isomorphism on the image of the Eisenstein symbol. (See [SS91, Theorem 7.4] and [Lem17,
Lemma 4.3])
Moreover, we have an explicit description of the image of the Eisenstein symbols via these maps.
Write S(A2f ,C)
η for the subspace of S(A2f ,C) on which Zˆ
× acts via the character η.
Proposition 5.2.6. ([LSZ17, Proposition 7.3.4]) Let φ ∈ S(A2f ,C)
η and write φ =
∏
ℓ φℓ. If k = 0
and η = 1, assume that φ(0, 0) = 0. Then we have
∂k(Eis
k
mot,φ) =
2(k + 1)!L(k + 2, η)
(−2πi)k+2
∏
ℓ
f
φ̂ℓ,|·|1/2+kηℓ,|·|−1/2
,
where the functions in the product are the Siegel sections of Proposition 1.5.2.
6. Definition of Asai–Flach map and classes
6.1. Definition of the map. We fix integers k, k′ ≥ 0 such that k + 2t = k′ + 2t′ and write
Dk,k
′
:= H
[λ]
L (−t− t
′), as in 5.1.2. We will fix j such that 0 ≤ j ≤ min(k, k′). The goal of this section
is to define a map
AFk,k’,jmot : S(A
2
f ,Q)⊗H(G(Af ),Q) −→ H
3
mot(YG,D
k,k′ (2 − j))
that is H(Af )×G(Af ) equivariant, with actions given as follows
• H(Af ) acts trivially on the target and it acts on S(A
2
f ,Q)⊗H(G(Af ),Q) via
h · (φ ⊗ ξ) = (h · φ)⊗ ξ(h−1(−)).
• G(Af ) acts via the natural action on H
3
mot(YG,D
k,k′ (2− j)) and on the source via
g · (φ⊗ ξ) = φ⊗ ξ((−)g).
We will consider open compact subgroups U ⊂ G(Af ) such that the natural map
ιU : YH(U ∩H)→ YG(U)
is a closed embedding. It is easy to check that this holds for U sufficiently small. We then have that
the Hecke algebra H(G(Af ),Z) is generated as a Z-module by the functions of the form ch(gU) where
g ∈ G(Af ) and U is as above. The following proposition is an adaptation of [LSZ17, Proposition
8.2.3].
Proposition 6.1.1. Let U be a sufficiently small subgroup of G(Af ) and U
′ ≤ U . Write V :=
U ∩ H(Af ) and choose coset representative (xj)j∈J of the double quotient V \U/U
′. Then write
U ′j := xjU
′x−1j , V
′
j := H(Af ) ∩ U
′
j. Define the maps
ιj : YH(V
′
j )→ YG(U
′
j)
·xj
−−→ YG(U
′),
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where the last arrow is induced by multiplication on the right by xj. Then the ij’s have disjoint image,
hence ⊔YH(V
′
j )→ YG(U
′) is a closed embedding. Moreover the following diagram is cartesian
⊔jYH(V
′
j ) YG(U
′)
YH(V ) YG(U).
Proof. First of all we notice that since U ′j < U , U
′
j is sufficiently small and hence each ij is a
closed immersion. Now for each j ∈ J we choose coset representatives (vi)i∈Ij of V/Vj and get
coset representatives (vixj)i∈Ij ,j∈J of U/U
′. Hence the union of the images of the ιj ’s is exactly the
preimage of YG(U). This implies that the diagram is cartesian and the top map is a closed immersion
since the bottom one is. 
Definition 6.1.2. Fix an Haar measure on H(Af ) and let V ⊂ H(Af ) an open compact subgroup.
We define a map AV : S(A
2
f ,Q)→ S(A
2
f ,Q)
V by
AV (φ) :=
∫
V
h · φdh = Vol(W ) ·
∑
v∈V \W
v · φ,
where W is an open compact subgroup of V fixing φ.
The following lemma is an immediate consequence of the definition.
Lemma 6.1.3. If V ′ ⊂ V , we have AV (φ) =
∑
v · AV ′(φ), where V =
⊔
vV ′.
Now let x ∈ G(Af ) and U such that xUx
−1 is sufficiently small. Let
ξ = ch(xU) ∈ H(G(Af ),Z), V = H ∩ xUx
−1.
We denote with ιxU the closed embedding obtained by
ιxU : YH(V ) →֒ YG(xUx
−1)
≃
−→
·x
YG(U).
Moreover (5.2) gives a map
CG
[k,k′,j]
mot : H
i
mot(YH(V ),TSym
k+k′−2j HL(n))[j + t+ t
′]→ Himot(YH(V ), ι
∗(H
[λ]
L )(n− j − (t+ t
′))),
where we added the twist by the (j + t + t′)-th power of the determinant, meaning tensoring with
the one dimensional representation on which H(Af ) acts as (j + t+ t
′)-th power of the determinant.
One also has, as in (5.1), a purshforward map
(ιxU )∗ : H
i
mot(YH(V ), ι
∗
xU (H
[λ]
L )(n))→ H
i+2
mot(YG(U),H
[λ]
L (n+ 1)).
Composing such morphisms for i = 1, n = 1 we obtain a map
ι
[k,k′,j]
xU,∗ : H
1
mot(YH(V ),TSym
k+k′−2j HQ(1))[j + t+ t
′] −→ H3mot(YG(U),H
[λ]
L (2− j − (t+ t
′))).
We also have, from the previous chapter, a H(Af )-equivariant map
S(A2f ,Q)→ H
1
mot(YH ,TSym
k+k′−2j HQ(1))
φ 7−→ Eisk+k
′−2j
mot,φ .
In particular if φ ∈ S(A2f ,Q)
V for some V ⊂ H(Af ), we have Eis
k+k′−2j
mot,φ ∈ H
1
mot(YH(V ),TSym
k+k′−2jHQ(1)).
We can finally make the following definition:
Definition 6.1.4. The level U motivic Asai–Flach map for k, k′, j and U as above is defined by
AFk,k’,jmot ,U : S(A
2
f ,Q)[j + t+ t
′]⊗H(G(Af ),Z) −→ H
3
mot(YG(U),H
[λ]
L (2− j − (t+ t
′)))
φ⊗ ξ 7−→ ι
[k,k′,j]
xU,∗ (Eis
k+k′−2j
mot,AV (φ)
),
where ξ = ch(xU) as above and V = H ∩ xUx−1. Since the Hecke algebra is spanned by functions of
this form, AFk,k’,jmot is defined extending by Z linearity.
Proposition 6.1.5. The above defined map satisfies
(a) if ξ′ = g · ξ for g ∈ G(Af ), then
AFk,k’,jmot ,gUg−1 (φ⊗ ξ
′) = g · AFk,k’,jmot ,U (φ ⊗ ξ).
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(b) For every h ∈ H(Af ), one has
AFk,k’,jmot ,U (h · (φ⊗ ξ)) = AF
k,k’,j
mot ,U (φ⊗ ξ).
(c) If U ′ ⊂ U , writing π : YG(U
′)→ YG(U) for the natural projection map, we find
AFk,k’,jmot ,U ′(φ⊗ ξ) = π
∗AFk,k’,jmot ,U (φ⊗ ξ).
Proof. We prove all the statements for ξ = ch(xU), which is enough because they span the Hecke
algebra.
(a) We find that ξ′ = ch(xg−1(gUg)). Then the statement follows from the commutativity of the
following diagram
YG(xUx
−1) YG(U)
YG(xUx
−1) YG(gUg
−1).
Id
·x
·g−1
·xg−1
together with the fact that the action of g on cohomology is precisely given by the pushforward of
the right vertical map.
(b) We have, by definition of the action, h · (φ⊗ ξ) = h · φ ⊗ ch(hxU). Writing V = xU ∩H and
using AhV h−1(h · φ) = h ·AV (φ) we get the desired equality.
(c) We can write ξ = ch(xU) =
∑
u∈U/U ′ ch(xuU
′). We then apply Proposition 6.1.1 to find
π∗ ◦ π∗ =
∑
u∈U/U ′ u. Combining this with π∗(AF
k,k’,j
mot ,U ′(φ ⊗ ch(xU
′))) = AFk,k’,jmot ,U (φ ⊗ ch(xU))
and
∑
u∈U/U ′ u · ch(xU
′) = ch(xU), we are done. 
Definition 6.1.6. We define
AFk,k’,jmot : S(A
2
f ,Q)[j + t+ t
′]⊗H(G(Af ),Z) −→ H
3
mot(YG,H
[λ]
L (2− j − (t+ t
′)))
to be the direct limit lim
−→U
AFk,k’,jmot ,U . This is well defined thanks to (c) in the above Proposition.
6.2. Definition of the classes in motivic cohomology. In order to define the Asai–Flach elements
in motivic cohomology, we will specify the choice of an element in S(A2f ,Q)⊗H(G(Af ),Z) to which
we will apply AFk,k’,jmot .
We start by fixing a prime p, a finite set of primes S not containing p. Our choice will also depend
on integers m,M ≥ 1 with M coprime to S and p. We now will define KM,m,n ⊂ G(Af ),W ⊂ H(Af )
and φM,m,n ∈ S(A
2
f ,Q), ξM,m,n ∈ H(G(Af ),Z) satisfying certain properties and apply AF
k,k’,j
mot in
order to define an element
z
[k,k′,j]
M,m,n :=
1
Vol(W ) AF
k,k’,j
mot (φM,m,n ⊗ ξM,m,n) ∈ H
3
mot(YG(KM,m,n),H
[λ]
L (2− j − (t+ t
′))).
Every definition of such data will be given in term of local data. Writing QS =
∏
ℓ∈S Qℓ we will
define
• subgroups KS ⊂ G(QS),Kp,n ⊂ G(Qp) and let
Kn := KS ×Kp,n ×
∏
ℓ 6∈S∪{p}
G(Zℓ) ⊂ G(Af );
• A subgroup KM,m,n ⊂ Kn, defined by Kn ∩ det
−1(1 +MpmOF );
• functions φS ∈ S(Q
2
S ,Z), φℓ ∈ S(Q
2
ℓ ,Z) for ℓ 6∈ S and let
φM,m,n := φS ⊗
⊗
ℓ 6∈S
φℓ;
• elements ξℓ ∈ H(G(Qℓ),Z) for ℓ 6∈ S and let
ξM,m,n := ch(KS)⊗
⊗
ℓ 6∈S
ξℓ;
• an open compact subgroup W ⊂ H(Af ) defined choosing WS ⊂ H(QS)∩KS acting trivially
on φS and Wℓ ⊂ H(Qℓ) for ℓ 6∈ S and letting
W :=WS ×
∏
ℓ 6∈S
Wℓ.
We consider fixed the choices at S and require that the global elements satisfy the following
(i) ξM,m,n is fixed by right translation of KM,m,n,
(ii) ξM,m,n is fixed by left translation of W ,
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(iii) φM,m,n is stable under the action of W .
We first define the level subgroup Kn. We are only left with saying what is the choice at p. We let
Kp,n := {
(
a b
c d
)
∈ G(Zp) : c ≡ d− 1 ≡ 0 mod p
n}.
The desired subgroup KM,m,n will then be given at p by
{g ∈ Kp,n : det g ≡ 1 mod Mp
mZˆ}.
Write K∗M,m,n := KM,m,n ∩ G
∗(Af ) ⊂ K
∗
n := Kn ∩ G
∗(Af ). We then have (cf. [LSZ17, Proposition
5.4.2]) that the determinant map induces an isomorphism
(6.1) YG∗(K
∗
M,m,n) ≃ YG∗(K
∗
n)×Q µMpm .
We now define the local terms of ξM,m,n, φM,m,n,W at places ℓ 6∈ S, dividing the three cases ℓ ∤
Mp, ℓ |M, ℓ = p. First of all we write
ηℓ,r :=


((
1 0
0 1
)
,
(
1 1
ℓm
0 1
))
∈ GL2(Qℓ)×GL2(Qℓ) if ℓ splits(
1 δ 1
ℓm
0 1
)
∈ GL2(Fℓ) if ℓ is inert.
This is the element ηr defined in Definition 4.3.8.
ℓ ∤Mp: We let
ξℓ = ch(G(Zℓ)), Wℓ = H(Zℓ), φℓ = ch(Z
2
ℓ).
ℓ |M : First we define Kℓ,1 = {g ∈ G(Zℓ) : det g ≡ 1 mod ℓ}. We then let
ξℓ = ch(Kℓ,1)− ch(ηℓ,1Kℓ,1),
Wℓ = {h ∈ H(Zℓ) : deth ≡ 1 mod ℓ, h ≡
(
∗ ∗
0 1
)
mod ℓ2},
φℓ = ch(ℓ
2Zℓ × (1 + ℓ
2Zℓ)).
ℓ = p: We define Kp,m,n = {g ∈ G(Zp) : det g ≡ 1 mod p
m, g ≡
(
∗ ∗
0 1
)
mod pn}. Let
ξp = ch(ηp,mKp,m,n).
We then choose an integer t ≥ 1 big enough such that Wp ⊂ ηp,mKp,m,nη
−1
p,m, where
Wp = {h ∈ H(Zℓ) : deth ≡ 1 mod p
m, h ≡
(
∗ ∗
0 1
)
mod pt}.
Finally for such choice of t we let
φp = ch(p
tZp × (1 + p
tZp)).
It follows easily from the definitions that conditions (i),(ii),(iii) above are satisfied. We finally can,
as anticipated above, make the following definition:
Definition 6.2.1. For M,m, n and W,φM,m,n, ξM,m,n as above, we define
z
[k,k′,j]
M,m,n :=
1
Vol(W ) AF
k,k’,j
mot (φM,m,n ⊗ ξM,m,n) ∈ H
3
mot(YG,H
[λ](2 − j − (t+ t′)))
Lemma 6.2.2. The above definition is independent on the choice of the Haar measure on H(Af )
and on the choice of t at the place p.
Proof. Writing U := KM,m,n, we have, from (i) and (ii) that ξM,m,n ∈ H(W\G/U). We rewrite it as
ξM,m,n =
∑
ch(xiU),
where ch(xiU) is left invariant under W , i.e. W ⊂ Vi := H(Af ) ∩ xiUx
−1
i . Hence writing ιi := ιxiU
we have that by definition our classes are
1
Vol(W )
∑
i
(ιi)∗ ◦CG
[k,k′,j]
mot (Eis
k+k′−2j
mot,AVi (φ)
),
where φ = φM,m,n. Using (iii), the definition of the averaging map and the fact that Eis
k+k′−2j
mot,−
is H(Af )-equivariant, we can write Eis
k+k′−2j
mot,AVi (φ)
= Vol(W )
∑
v∈Vi/W
v · Eisk+k
′−2j
mot,φ , from which the
independence on the Haar measure becomes clear.
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Write now W for the subgroup defined by the condition at p with a fixed choice of t and W 0 for
the subgroup defined with a different choice, say t0 > t. We similarly write φM,m,n and φ
0
M,m,n. We
can write
φM,m,n =
∑
w∈W/W 0
w · φ0M,m,n.
We obtain
1
Vol(W ) AF
k,k’,j
mot (φM,m,n ⊗ ξM,m,n) =
1
Vol(W )
∑
w
AFk,k’,jmot (w · φ
0
M,m,n ⊗ ξM,m,n)
= 1Vol(W )
∑
w
AFk,k’,jmot (w · (φ
0
M,m,n ⊗ ξM,m,n))
= [W :W
0]
Vol(W ) AF
k,k’,j
mot (φ
0
M,m,n ⊗ ξM,m,n)
= 1Vol(W 0) AF
k,k’,j
mot (φ
0
M,m,n ⊗ ξM,m,n).
In the second equality we used (ii), and in the third the fact that AFk,k’,jmot is H(Af )-equivariant. 
Remark 6.2.3. Condition (i) together with the fact that AFk,k’,jmot is G(Af )-equivariant implies
z
[k,k′,j]
M,m,n ∈ H
3
mot(YG(KM,m,n),H
[λ](2− j − (t+ t′))),
as wanted. Pulling back these classes to YG∗ , we find elements in
H3mot(YG∗(Kn)× µMpm ,TSym
[k,k′ ]H(A)(2 − j)).
It is clear from the construction that, if M = 1,m = 0, these are the classes AF
[k,k′,j]
mot,pn of [LLZ16,
Definition 3.4.2]. In loc.cit., the authors obtain classes AF
[k,k′,j]
mot,Mpm,pn,a twisting the class AF
[k,k′,j]
mot,Mpmpn
by the matrix
(
1 a
Mpm
0 1
)
, for any a ∈ OF /(Mp
mOF + Z). The input elements in H(G(Af )) we are
considering involve matrices of the same form for a specific choice of a ∈ OF ⊗ Zˆ/(Mp
m + Zˆ). The
places where our classes and the ones of [LLZ16, Definition 3.5.1] differ are the primes ℓ |M , where
there is a correction term given by ch(Kℓ,1). Indeed the tame norm relations we will prove are not
the same as the ones obtained in [LLZ16, Theorem 3.5.3, Corollary 4.3.8], where the factor appearing
is the local Euler factor P (σ−1ℓ ℓ
−1−j) summed with a term divisible by ℓ − 1. One then applies
[LLZ14, Lemma 7.3.4] ([Rub00, Lemma IX.6.1]) to find Galois cohomology classes satisfying the
correct relations. Thanks to the correction term at the primes dividing M , we in fact don’t get this
extra factor and we are able to show that our classes form an Euler system.
7. The Asai–Flach Euler systems norm relations
7.1. Pushforward compatibilities in motivic cohomology. We now prove that the classes just
defined satisfy compatibility properties if we vary the level Kn and if we vary the cyclotomic field in
the p-direction.
Theorem 7.1.1. For n ≥ 1 we have, writing πn : YG(KM,m,n+1) → YG(KM,m,n) for the natural
projection,
(πn)∗(z
[k,k′,j]
M,m,n+1) = z
[k,k′,j]
M,m,n.
Proof. Going back to the definition of the local data in §6.2, we see that the only place where these
differ is p, where
ξp = ch(ηp,mKp,m,n),
while we can choose the same t sufficiently large, so that we have the same W and the same φp in
the definition of z
[k,k′,j]
M,m,n+1 and z
[k,k′,j]
M,m,n. So locally at p, we need to check that
(πn)∗((AF
k,k’,j
mot )p(φ⊗ ch(xKp,m,n+1))) = (AF
k,k’,j
mot )p(φ⊗ ch(xKp,m,n)).
But this is true, since we can write ch(xKp,m,n) =
∑
k∈Kp,m,n/Kp,m,n+1
ch(xkKp,m,n+1) and the
pushforward act on cohomology by multiplication of coset representatives k ∈ Kp,m,n/Kp,m,n+1. 
The following theorem is essentially the proof of the vertical type Euler system norm relation for
the classes we will obtain in Galois cohomology in the next section starting with the motivic input
z
[k,k′,j]
M,m,n.
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Theorem 7.1.2. For m ≥ 1 we have, writing πm : YG(KM,m+1,n) → YG(KM,m,n) for the natural
projection,
(πm)∗(z
[k,k′,j]
M,m+1,n) =


U ′(p)
pj(
U ′(p)
pj − 1
) · z[k,k′,j]M,m,n if m ≥ 1if m = 0,
where U ′(p) is the Hecke operator in H(Kp,m,n\G(Qp)/Kp,m,n) given by the double coset of
(
p−1 0
0 1
)
.
Proof. This theorem follows from the choice of the local data and from Proposition 4.3.10. As in the
previous theorem, the elements φM,m+1,n ⊗ ξM,m+1,n and φM,m,n ⊗ ξM,m,n are the same at places
different from p. Hence we are comparing two values of the p-part map
(AFk,k’,jmot )p : S(Qp)⊗H(G(Qp))→ H
3
mot(YG,H
[λ]
L (2− j − (t+ t
′)))[−j],
which is H(Qp) × G(Qp)-equivariant. Since it is enough to check the equality after tensoring with
C, we can apply Proposition 4.3.10. Indeed, reasoning as in the proof of the previous theorem,
we have, that on the left hand side we have 1Vol(Wp,m+1) (AF
k,k’,j
mot )p(φp ⊗ ch(ηp,m+1Kp,m,n)), where
φp = ch(p
tZp × (1 + p
tZp)) and Wp,m+1 = {h ∈ H(Zℓ) : deth ≡ 1 mod p
m+1, h ≡
(
∗ ∗
0 1
)
mod pt}.
Hence the classes we need to compare are
[KH,1(p
t) : Wp,m+1](AF
k,k’,j
mot )p(φ1,∞ ⊗ ch(ηp,m+1Kp,m,n)),
[KH,1(p
t) :Wp,m](AF
k,k’,j
mot )p(φ1,∞ ⊗ ch(ηp,mKp,m,n)).
The proposition tells us that
(AFk,k’,jmot )p(φ1,∞⊗ch(ηp,m+1Kp,m,n)) =
{
1
pU
′(p)
1
p−1 (U
′(p)− 1)
·(AFk,k’,jmot )p(φ1,∞⊗ch(ηp,mKp,m,n))
if m ≥ 1
if m = 0.
The factors 1ℓ ,
1
ℓ−1 cancels out since [KH,1(p
t) : Wp,m]/[KH,1(p
t) : Wp,m+1] = [Wp,m : Wp,m+1] is
equal to ℓ, ℓ− 1 respectively. Moreover the twist [j] makes the factor pj appear. 
7.2. Hilbert cuspforms and Galois representations. In the previous chapter, we constructed
some classes
z
[k,k′,j]
M,m,n ∈ H
3
mot(YG(KM,m,n),H
[λ](2− j − (t+ t′))).
We now will realize these classes in e´tale cohomology and use the Hodschild–Serre spectral sequence
to find elements in Galois cohomology of the representation attached to a weight (k+2, k′+2) Hilbert
cuspform. We will then show that they satisfy the Euler system norm relations.
We consider f a cuspidal Hilbert newform of weight (k + 2, k′ + 2) and of level Kf ⊂ G(Af ). We
assume k ≡ k′ mod 2 and we write w = k + 2 + 2t = k′ + 2 + 2t′. Denote with L a number field
generated by the Hecke eigenvalues {λm}m⊂OF and fix a prime p. We fix an arbitrary place v of L
dividing p.
As in the case of classical modular forms, for every finite place w of L, one has a Galois represen-
tation
ρf,w : Gal(F¯ /F )→ GL2(Lw)
such that for all but finitely many prime (e.g. for p ∤ NNmL/Q(w), if f is of level N), the represen-
tation ρf,w is unramified at p and Trace(Frobp) = λp. The more detailed characterization of this
representation is a result due to Blasius, Rogawski and Taylor. One can then consider the classical
L-function attached to f . In [FLHS15], it is proved that all elliptic curves over real quadratic fields
are modular and hence the L-function of such an elliptic curve is equal to the L-function of f for the
Hilbert eigenform f of weight (2, 2) corresponding to it.
We consider the Lv-linear representations of GQ attached to f . The classes constructed above are
not related to this Galois representation, but rather to a GQ-representation obtained from ρf,v. One
defines the Asai Galois representation attached to f using the tensor induction by
ρAsf,v :=
(⊗
− Ind
)Q
F
(ρf,v)⊗ Lv(t+ t
′) : Gal(Q¯/Q)→ GL4(Lv).
It is called the Asai Galois representation attached to f because it was first considered by Asai in
[Asa77]. We will denote it with V Asf .
Remark 7.2.1. In the degenerate case F = Q⊕ Q, we can think of this Asai representation as the
representation attached to the Rankin–Selberg convolution of two modular forms.
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Definition 7.2.2. For f as above, we define the local Euler factor for ℓ 6= p to be
PAsℓ (f,X) := det(1−X Frob
−1
ℓ |(V
As
f )
Iℓ),
where Frobℓ is the arithmetic Frobenius at ℓ and Iℓ is the inertia subgroup at ℓ. The local Euler
factor at p is defined by the same polynomial acting on the Galois representation ρAsf,w for some
auxiliary w such that p ∤ w.
Then the Asai L-function is defined by
LAs(f, s) :=
∏
ℓ
PAsℓ (f, ℓ
−s)
This product converges for Re(s) > k+k
′
2 and it admits an analytic continuation to the whole
complex plane. It also satisfies a functional equation relating the value at s with the value at
k+k′−1−s. We are interested in writing the Euler factors in terms of the automorphic representation
attached to f . We will need the following result
Proposition 7.2.3. ([Asa77, Theorem 2], [LLZ16, Proposition 4.3.4]) If f is of level N and ℓ ∤
Nm(N)p then
PAsℓ (f, ℓ
t+t′X) =
{
(1− α1α2X)(1− α1β2X)(1− β1α2X)(1− β1β2X), if ℓ = l1 · l2 splits in F
(1− αX)(1− βX)(1− αβX2) if ℓ is inert in F .
where αi, βi and α, β are the roots of X
2 − ali(f)X + ℓ
w−1εli(f) and of X
2 − aℓ(f)X + ℓ
2(w−1)εℓ(f)
respectively, where w = k + 2 + 2t = k′ + 2 + 2t′.
Now, recall that from the action of G(Af ) on H
2
e´t
(
(YG)Q¯,H
(λ)
Lv
(t+ t′)
)
we obtain the finite part
of the automorphic representation corresponding to f . We will denote it with Πf = ⊗
′
ℓΠℓ, where Πℓ
is a G(Qℓ)-representation and it is spherical for all but finitely many primes ℓ. We can describe these
Πℓ and relate the local L-factor with the Euler factor at ℓ using the previous proposition.
Corollary 7.2.4. For ℓ as above, let
σ =
{
IG(Qℓ)(χ, ψ) if ℓ splits
IG(Qℓ)(χ, ψ) if ℓ is inert,
where
χ1(ℓ) = α1ℓ
−1/2, ψ1(ℓ) = β1ℓ
−1/2,
χ2(ℓ) = α2ℓ
−1/2, ψ2(ℓ) = β2ℓ
−1/2.
and χ(ℓ) = αℓ−1, ψ(ℓ) = βℓ−1.
We then find that Πℓ ≃ σ and
PAsℓ (f, ℓ
−1−s+t+t′) =
{
L(σ, s)
L(As(σ), s)
Proof. This follows from the above Proposition and by applying Theorem 1.4.4 and Remark 1.4.5.
First we deal with the split prime case. At a place ℓ as above the spherical representation is determined
by the values χi(ℓ), ψi(ℓ) being the roots of X
2 − ℓ−1/2λiX + µi, where λi, µi are the eigenvalues of
T (li), R(li). Since f is a newform we have λi = ali(f) and µi = ℓ
w−2εℓi(f). Hence we need to solve
al1(f) = α1 + β1 = ℓ
1/2(χ1(ℓ) + ψ1(ℓ)), ℓ
w−2εl1(f) = ℓ
−1α1β1 = χ1(ℓ)ψ1(ℓ);
al2(f) = α2 + β2 = ℓ
1/2(χ2(ℓ) + ψ2(ℓ)), ℓ
w−2εl2(f) = ℓ
−1α2β2 = χ2(ℓ)ψ2(ℓ).
From where we find the claimed values of χi(ℓ), ψi(ℓ).
For the inert prime case we proceed similarly, finding χ(ℓ), ψ(ℓ) to be roots of X2−(ℓ2)−1/2λX+µ,
where λ, µ are the eigenvalues of T (ℓ), R(ℓ). Now λ = aℓ(f) and µ = ℓ
2(w−2)εℓ(f). Hence from
aℓ(f) = α+ β = ℓ(χ(ℓ) + ψ(ℓ)), ℓ
2(w−2)εℓ(f) = ℓ
−2αβ = χ(ℓ)ψ(ℓ)
we find the claimed values of χ(ℓ), ψ(ℓ). 
We use the characterisation of the local components of Π = Πf obtained in the previous corollary
to prove that if the Hilbert modular form is not a base change lift of a modular form of GL2 /Q,
then a certain Hom-space is zero. We denote with ωΠ the Hecke character of F given by the central
character of Π and we let χΠℓ be the character of Q
×
ℓ given by the restriction of Πℓ to the center of
H(Qℓ).
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Proposition 7.2.5. Let τ be the representation of H(Af ) given by γ(det), where γ is a character of
the ide`les of Q such that γ2ℓ is equal to χΠℓ for every ℓ. If Π is not a twist of a base change lift of a
cuspidal representation of H(Af ), then
HomH(Af )(Π, τ) = 0.
Proof. We will assume for simplicity that γ is trivial. If HomH(Af )(Π, τ) 6= 0 then HomH(Qℓ)(Πℓ,1) 6=
0 for every ℓ. In particular for all primes ℓ as above which split in F , we have
HomH(Qℓ)(I(χ1, ψ1)⊗ I(χ2, ψ2),1) = HomH(Qℓ)(I(χ1, ψ1), I(χ
−1
2 , ψ
−1
2 )) 6= 0.
Hence Πℓ = Πλ ⊗Πλ¯ is of the form
I(χ1, ψ1)⊗ I(χ
−1
1 , ψ
−1
1 ) or I(χ1, ψ1)⊗ I(ψ
−1
1 , χ
−1
1 ).
Hence Πλ ≃ Πλ¯ ⊗ χ1ψ1. Letting σ be the non trivial automorphism of F/Q and σ(Π)λ = Πσ(λ), we
hence found that the representations Π and σ(Π)⊗ωΠ are isomorphic at all but finitely many primes.
Moreover ωΠ restricted to the ide`les of Q is trivial. We can then apply [LR98, Theorem 2(a)], which
implies that Π is a twist of a base change lift of a cuspidal representation of GL2 /Q and reach the
desired contradiction. 
We now see that the Asai representation appears in the parabolic e´tale cohomology of YG. Write
λ = (k, k′, t, t′).
Definition 7.2.6. We define H
[λ]
Lv
to be the e´tale sheaf of Lv-vector spaces on YG, for U sufficiently
small, which is the e´tale realisation of the motivic sheaf H
[λ]
L of §5.1.2. We denote with H
(λ)
Lv
its dual.
For simplicity let L := H
(λ)
Lv
(t + t′). We consider parabolic e´tale cohomology: let Y BBG be the
Bailey-Borel compactification of YG and write j : YG → Y
BB
G for the natural open embedding. Then
parabolic cohomology is defined by
Hie´t,!(YG,Q¯,L) = lim
→K
Hie´t((YG(K)
BB)Q¯, j!∗L).
These cohomology groups have both a GQ and a G(Af ) action.
Theorem 7.2.7 ([Nek16],[BL84]). Let L be as above, with λ = (k, k′, t, t′) where k + 2t = k′ + 2t′.
There is a GQ ×G(Af )-equivariant decomposition
H2e´t,!(YG,Q¯,L) =
⊕
Π
VΠ ⊗Π
∨,
where Π runs over the finite part of cuspidal automorphic representations Π⊗Π∞ of G where Π∞ is
a discrete series of weight (k + 2, k′ + 2). We denote with Π∨ its dual G(Af )-representation and VΠ
is the GQ-representation defined by the tensor induction of ρΠ twisted by t+ t
′, where JL(ρΠ) = Π.
In other words, if Π is the automorphic representation generated by a Hilbert cuspidal eigenform f ,
ρΠ = ρf,v and VΠ = V
As
f .
Taking the dual (as GQ-module) of the cohomology group in the theorem, we get a GQ ×G(Af )-
equivariant decomposition
H2e´t,!(YG,Q¯,H
[λ]
Lv
(2− (t+ t′))) =
⊕
Π
V ∗Π ⊗Π
∨.
Let’s now fix an automorphic representation Π. We have the following
Proposition 7.2.8. (see [LLZ16, § 4.4]). Let K ⊂ G(Af ) be a level such that Π
K 6= 0 and T a set
of primes including the ones at which K is ramified. Let I be the maximal ideal of the Hecke algebra
away from T given by the kernel of the action on ΠK . Then the localisation at I of Hi
e´t(YG(K)Q¯,L)
is zero for i 6= 2 is 0 and is equal to the localisation of parabolic cohomology for i = 2.
Moreover such localisation is given by(
H2e´t(YG(K)Q¯,L)
)
I
=
(
H2e´t,!(YG(K)Q¯,L)
)
I
=
⊕
Π′∼Π
VΠ′ ⊗ ((Π
′)∨[t+ t′])K ,
where the sum runs over automorphic representations as in the theorem such that Π′v ≃ Πv for almost
all v. In particular the localisation is independent on T .
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Now recall that the target of our map AFk,k’,jmot is H
3
mot(YG,H
[λ]
L (2− j − (t+ t
′))). Let f be a fixed
Hilbert eigenform of weight (k + 2, k′ + 2) and Π the corresponding G(Af )-representation, so that
V ∗Π = (V
As
f )
∗. In order to find classes in Galois cohomology of (V Asf )
∗ we will, roughly, use continuous
e´tale realisation map and then apply the above proposition together with Hochschild–Serre spectral
sequence. We will find a G(Af )-equivariant map
prΠ : H
3
mot(YG,H
[λ]
L (2− j − (t+ t
′))) −→ H1(Q, (VΠ)
∗(−j))⊗Π∨.
We work for any K level subgroup of G(Af ).
• We have (see [Hub00]) a realisation functor for continuous e´tale cohomology (as defined in
[Jan88]) for varieties defined over Q
re´t : H
3
mot(YG(K),H
[λ]
L (2− j − (t+ t
′))) −→ H3e´t(YG(K),H
[λ]
Lv
(2− j − (t+ t′))).
• There is an Hochschild–Serre spectral sequence (see again [Jan88]) relating continuous e´tale
cohomology for varieties over Q with e´tale cohomology of the base change over Q¯
Ep,q2 = H
p(Q, Hqe´t(YG(K),D))⇒ H
p+q
e´t (YG(K)Q¯,D).
From this, one gets a map from the kernel of the map Hie´t(YG(K),D)→ H
i
e´t(YG(K)Q¯,D)
GQ
to H1
(
Q, Hi−1e´t (YG(K)Q¯,D)
)
. In particular, for i = 3, since Artin vanishing theorem tells us
that Hie´t(YG(K)Q¯,D) = 0 being i > dim(YG(K)) = 2, we obtain a map
HS : H3e´t(YG(K),H
[λ]
Lv
(2 − j − (t+ t′))) −→ H1
(
Q, H2e´t(YG(K)Q¯,H
[λ]
Lv
(2 − j − (t+ t′)))
)
.
• We now localise at the maximal ideal I given by the kernel of the Hecke algebra acting on
ΠK as in Proposition 7.2.8. Applying such proposition and projecting to the Π-isotypic part
we find
(H3e´t(YG(K),H
[λ]
Lv
(2− j − (t+ t′))))I −→ H
1
(
Q, (V Asf )
∗(−j)
)
⊗ (Π∨)K .
Since all these maps are compatible with respect to changing K and since, by Proposition 7.2.8,
the localisation is independent on the choice of the set of primes T (which may vary changing K),
we can construct a map of G(Af )-representation.
Definition 7.2.9. We define prΠ to be the G(Af )-equivariant map
prΠ : H
3
mot(YG,H
[λ]
L (2 − j − (t+ t
′))) −→ H1
(
Q, (V Asf )
∗(−j)
)
⊗Π∨
obtained by the previous steps and taking the limit with respect to K.
In order to define classes in Galois cohomology, we need to take a “projection” toH1
(
Q, (V Asf )
∗(−j)
)
from the target of the map in the previous definition. To do that we assume that Π is ordinary at p.
This means that, letting
K0(p) = {γ ∈ G(Zp) : γ ≡
(
∗ ∗
0 ∗
)
mod p},
the eigenvalue of the Hecke operator U(p) acting on Π
K0(p)
p (which is equal to the one of U ′(p) acting
on (Π∨p )
K0(p)) is a p-adic unit; we will denote it with α. We fix a finite set of primes S to be set of
primes outside which Πℓ is a spherical representation. We now fix the local data as in §6.2. Write
K ′ := KS ×
∏
ℓ∤pS
G(Zℓ)×K0(p),
where KS is chosen so that Π
K′ 6= 0. Choose a vector vα ∈ Π
K′ in the U(p) = α eigenspace. This
gives a homomorphism
vα : (Π
∨)K
′
−→ Lv.
What we are going to do is to consider the image of the KM,m,n-invariant classes defined in §6.2,
take the image via the G(Af )-equivariant map prΠ and then apply vα. For W,φM,m,n, ξM,m,n as in
§6.2, we consider z
[k,k′,j]
M,m,n as in Definition 6.2.1,
z
[k,k′,j]
M,m,n =
1
Vol(W ) AF
k,k’,j
mot (φM,m,n ⊗ ξM,m,n) ∈ H
3
mot(YG,H
[λ](2 − j − (t+ t′))).
Since these elements actually lied in the KM,m,n-invariant subspace of the motivic cohomology group,
when we apply the e´tale regulator and the map obtained via Hochschild–Serre we obtain classes in
H1
(
Q, H2e´t(YG(KM,m,n)Q¯,H
[λ]
Lv
(2− j − (t+ t′)))
)
.
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Recall from (6.1) that, restricting to G∗, we find
YG∗(K
∗
M,m,n) ≃ YG∗(K
∗
n)×Q µMpm .
We now recall a result that will be useful to use the above isomorphism to land in Galois cohomology
over cyclotomic extensions.
Proposition 7.2.10. [Nek16, Corollary 5.8]. Let U ⊂ G(Af ) be the stabiliser of YG∗. We have a
GQ ×G(Af ) isomorphism
Hi
e´t(YG,Q¯,L) ≃ Ind
G(Af )
U H
i
e´t(YG∗,Q¯, ι
∗L),
where the natural embedding ι : YG∗ →֒ YG is an open immersion.
We also recall that for any variety X over Q we naturally have the following isomorphism of
GQ-modules
Hie´t((X ×Q µN )Q¯,L) ≃ Ind
GQ
GQ(µN )
Hie´t(XQ¯,L).
Moreover, by Shapiro’s lemma we have
H1(Q, Ind
GQ
GQ(µN )
V ) = H1(Q(µN ), V ).
Applying the above proposition and these isomorphisms for N = Mpm and for the GQ-module
H2e´t(YG∗(K
∗
M,m,n)Q¯,TSym
[k,k′]HLv (A)(2 − j)), we can give the following
Definition 7.2.11. For m ≥ 0 we define a class
zΠ,jMpm,α ∈ H
1(Q(µMpm ), (V
As
f )
∗(−j))
by letting
1
M ·


(
pjσp
α
)m
(
1−
pjσp
α
) · (vα ◦ prΠ∨)(z[k,k′,j]M,m,n) if m ≥ 1if m = 0,
where σp is the arithmetic Frobenius at p in Gal(Q(µM )/Q).
7.3. Norm relations in Galois cohomology. These are the classes that, as we are going to show,
form an Euler system for V Asf (j + 1).
Theorem 7.3.1 (Vertical norm relations). Let j ≤ min(k, k′) and k, k′ ≥ 0. We have
cores
Q(µMpm+1)
Q(µMpm )
(
zΠ,jMpm+1,α
)
= zΠ,jMpm,α.
Proof. Since the pushforward by
πm : H
2
e´t(YG∗(K
∗
n)× µMpm+1 ,TSym
[k,k′ ]HLv (A))→ H
2
e´t(YG∗(K
∗
n)× µMpm ,TSym
[k,k′]HLv(A))
induces corestriction in Galois cohomology, the result is an immediate corollary of Theorem 7.1.2.
This indeed can be rewritten as
(πm)∗(z
[k,k′,j]
M,m+1,n) =


U ′(p)
pj(
U ′(p)
pj − 1
) · z[k,k′,j]M,m,n if m ≥ 1if m = 0,
seen as elements in H2e´t(YG∗(K
∗
M,m,n),TSym
[k,k′]HLv(A)). Here U
′(p) is the Hecke operator given
by the double coset of
(
p−1 0
0 1
)
in H(K∗M,m,n\G
∗(Af )/K
∗
M,m,n), and we used the fact that, as ex-
plained in the proof [LLZ16, Proposition 4.3.4]2, the Hecke operator of Theorem 7.1.2, acts on
H2e´t(YG∗(K
∗
M,m,n)Q¯,TSym
[k,k′](HLv (A))) as U
′(p). The isomorphism (6.1) intertwines U ′(p) with
U ′(p)×σ−1p , where U
′(p) ∈ H(K∗n\G
∗(Af )/K
∗
n) and σ
−1
p is the arithmetic Frobenius at p in Gal(Q(µM )/Q).
Since vα projects to the U
′(p) = α eigenspace, the theorem follows. 
Theorem 7.3.2 (Tame norm relations). Let j ≤ min(k, k′) and k, k′ ≥ 0. We assume that Π is not
a twist of a base change lift of a cuspidal representation of GL2 /Q. For any ℓ ∤Mp, ℓ 6∈ S, we have
cores
Q(µℓMpm )
Q(µMpm )
(
zΠ,jℓMpm,α
)
= Q(σ−1ℓ )z
Π,j
Mpm,α,
where Q(X) = det(1 − X Frob−1ℓ |V
As
f (1 + j)), i.e. Q(σ
−1
ℓ ) = Pℓ(ℓ
−1−jσ−1ℓ ) for Pℓ(X) = det(1 −
X Frob−1ℓ |V
As
f ) as in Definition 7.2.2.
2The pullback of the projection from YG∗ to YG intertwines U
′(p) on the cohomology of YG∗ with p
−(t+t′)U ′(p)
on the cohomology of YG, where U
′(p) is the normalised Hecke operator given by pt+t
′
U ′(p).
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Proof. First of all we notice as above that the corestriction map is induced by pushforward under
the projection π : YG(KℓM,m,n) → YG(KM,m,n). The class on the left is then obtained in motivic
cohomology by applying
S(A2f ,Z)[j+t+t
′]⊗H(G(Af ))
AFk,k’,jmot−−−−−→ H3mot(YG(KℓM,m,n),D(2−j))
π∗−→ H3mot(YG(KM,m,n),D(2−j))
We have π∗ ◦ AF
k,k’,j
mot (φ ⊗ ξ) =
∑
k k · AF
k,k’,j
mot (φ ⊗ ξ) =
∑
kAF
k,k’,j
mot (φ ⊗ (k · ξ)), where k runs over
coset representatives of KℓM,m,n/KM,m,n. In particular we find that∑
k
k · ξℓM,m,n = ξ
′
ℓM,m,n,
where ξ′ℓM,m,n is equal to ξℓM,m,n at every component but at ℓ where we find∑
k
kℓ · (ch(Kℓ,1)− ch(ηℓ,1Kℓ,1)) = ch(G(Zℓ))− ch(ηℓ,1G(Zℓ)).
Hence both the left hand side and the right hand side of the claimed equality are obtained as image
of the same map vα ◦ prΠ∨ ◦ AF
k,k’,j
mot
S(A2f ,Z)[j + t+ t
′]⊗H(G(Af ),Z) −→ H
1(Q(µMpm), (V
As
f )
∗(−j)).
They are obtained as image of elements that are the same at every component different from ℓ, where
the right hand side is the image of ℓ−1ℓ
(
(ch(ℓ2Zℓ × (1 + ℓ
2Zℓ))⊗ (ch(G(Zℓ))− ch(ηℓ,1G(Zℓ)))
)
and
the left hand side the image of ch(Z2ℓ )⊗ ch(G(Zℓ)). The factor ℓ− 1 appears comparing Vol(W ) for
the two different motivic classes, while 1ℓ comes from the
1
M -factor in the definition of the Galois
cohomology classes. So it is enough to compare the image of these two elements via the component
at ℓ of the above map. We will first compare the images through each of the the maps
Z : S(Q2ℓ ,Z)[j + t+ t
′]⊗H(G(Qℓ),Z) −→ H
1(Q(µMpm), (V
As
f )
∗(−j))⊗Π∨ℓ −→ Π
∨
ℓ ,
where the last map is is a G(Af )-equivariant projection to Π
∨
ℓ , obtained by choosing a basis element of
H1(Q(µMpm ), (V
As
f )
∗(−j)). Note that this Galois cohomology group is a priori infinite dimensional,
but since it is actually equal to the Galois cohomology of some maximal unramified (outside a finite
set of places) extension, we are reduced to take this projection map for a finite number of basis
elements. First we assume that k + k′ − 2j 6= 0. By definition and by Theorem 5.2.5, Proposition
5.2.6 and Theorem 7.2.7, we find that Z satisfies the condition of Corollary 4.3.11, for integers k and
h equal to k + k′ − 2j and j + t+ t′ respectively. Condition (⋆) follows from purity.
If M = 1 we can apply then Corollary 4.3.11 with σ = Πℓ. The factor of discrepancy is then
L(σ, h)−1. We then apply Corollary 7.2.4 to get
L(σ, h)−1 = L(Πℓ, j + t+ t
′)−1 = Pℓ(ℓ
−1−j).
The multiplication by such scalar is carried when we take the projection via vα into Galois cohomology
and this is precisely what we were looking for (since σℓ is trivial in this situation).
If M > 1, we apply this to every twist by Dirichlet characters modulo M and apply Shapiro’s
lemma. First of all we suppose m = 1. This is no problem since Theorem 7.3.1 allows us to reduce
to this case. We are now comparing classes in H1(Q(µM ), (V
As
f )
∗(−j)). Since ρ := (V Asf )
∗(−j) is
a GQ-module, we have Ind
GQ(µM )
GQ
(ρ) =
⊕
η ρ ⊗ η, where η varies over all characters of the quotient
GQ/GQ(µM ) = Gal(Q(µM )/Q) ≃ (Z/MZ)
×. We hence find
H1(Q(µM ), (V
As
f )
∗) =
⊕
η
H1(Q, (V Asf )
∗ ⊗ η).
Since σℓ is the image of ℓ
−1 in Gal(Q(µM )/Q), if we write z ∈ H
1(Q(µM ), (V
As
f )
∗(−j)) as (zη)η, we
have that σ−1ℓ · z = (η(ℓ) · zη)η. Hence we have reduced to prove that the η-components of the classes
we are considering differ by the factor Pℓ(ℓ
−1−jη(ℓ)). But now we are again in the case M = 1 and
the discrepancy factor on H1(Q, (V Asf )
∗(−j)⊗ η) is given by L(σ, h)−1, where now σ = Πℓ ⊗ η. We
then find, as we wanted,
L(σ, h)−1 = L(Πℓ ⊗ η, j + t+ t
′)−1 = Pℓ(ℓ
−1−jη(ℓ)).
We are left with the case k+ k′ − 2j = 0. The issue here is that the divisor map from O×(Y )⊗C
in (1) of Theorem 5.2.5 has a kernel. It consists of non-generic representations of H(Af ). For any
such representation τ we have that HomH(Af )(τ ⊗Π,C) = 0 thanks to the assumption that Π is not a
base change lift from GL2 /Q and Proposition 7.2.5. Hence the local map factors through the Siegel
section also in this case and the proof follows as above. 
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Remark 7.3.3. These classes hence satisfy the Euler system norm relations (0.1) as stated in the
Introduction. In particular we proved the tame norm relations for all primes ℓ 6∈ S. In [LLZ16] these
were proved only for ℓ inert in F or ℓ split with the condition of the two primes ideal in F above it
being narrowly principal.
Remark 7.3.4 (Integral classes). In fact, one is interested in “integral classes”: fixing a GQ-stable
lattice T ⊂ (V Asf )
∗(−j), we would like to have classes in H1(Q(µm), T ) satisfying the same norm
relations. To do that one works with integral Eisenstein classes, applies the map AFk,k’,jmot and slightly
modifies the projection map vα ◦ prΠ by choosing an appropriate Hecke operator that will define
a lattice as above. This is explained in details for the case G =GSp4 in [LSZ17] in the discussion
following Proposition 10.5.2.
7.4. A remark on Beilison–Flach Euler system. It should now be clear to the reader that,
proceeding in a completely analogous way, one can reprove Euler system norm relations for Beilinson–
Flach classes. These elements were constructed in [LLZ14] and [KLZ15] and lay in Galois cohomology
of the representation attached to the Rankin–Selberg convolution of two modular forms f, g of weight
k+2, k′+2 respectively. This means that in this case one works with Π = Πf ⊗Πg, where Πf ,Πg are
automorphic representations of GL2(Af ). Hence we have, at all but finitely many places, a spherical
representation Πℓ of G(Qℓ) as in Definition 3.1.2, where now G = GL2×GL2. Using §3, one can
restate all the results of §4 for G; everything is already there, since we are in the degenerate case
where all primes split. One then defines a map
BFk,k’,jmot : S(A
2
f ,Q)[j]⊗H(G(Af ),Z) −→ H
3
mot(YG,TSym
[k,k′]H(E)(2 − j)),
similarly as in §6.1, where now TSym[k,k
′ ]HL(E) is a motivic sheaf over the GL2×GL2 Shimura
variety and the considered embedding ι at the level of algebraic groups is the diagonal embedding
GL2 →֒ GL2×GL2. In this case one uses
CG
[k,k′,j]
mot : TSym
k+k′−2j H(E)→ ι∗(TSym[k,k
′]H(E))(−j),
as in [KLZ15, Corollary 5.2.2]. The local input is then the same as in §6.2, again in the “all split
primes” case. The proofs of all results in §7 carry over, where in this setting the Galois representation
(Vf ⊗ Vg)
∗ appears in H2e´t(YG,Q¯,TSym
[k,k′]H(E)(2)).
Both in this case and in the Asai–Flach one, the obtained classes are not exactly the ones obtained
pushing forward Eisenstein classes via “perturbed embeddings”. The classes explicitly defined this
way in [LLZ14] and [LLZ16] satisfy the expected tame norm relations at ℓ only modulo (ℓ − 1); one
obtains an Euler system thanks to a result by Rubin stating that these relations are enough to “lift”
such classes to an Euler system. This error term does not appear in this setting because at primes
ℓ | M we already add a correction term in the definition of the local Hecke algebra element ξM,m,n
(see Remark 6.2.3). This can be seen to be the right choice from the local computation of Corollary
4.3.11.
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