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Abstract
Today, a trend towards lightweight components is seen in many industrial fields. Func-
tionally graded products with tailored mechanical properties, load profile adapted ge-
ometries, and reduced joining operations can be used to master today’s challenges. For
three dimensional products an innovative metal forming process, based on a differential
thermomechanically coupled process, can be employed. Here, the workpiece is locally
heated up to 1200 ◦C, forged in a hydraulic press, and rapidly cooled down. This leads
to different material phases with different mechanical properties.
The complexity and strong interdependency of thermal, mechanical, and metallurgical
fields on each other are difficult to predict with standard procedures. To efficiently
use this production technique, engineers have to be supported in the process design by
simulation tools which account for the new requirements. The purpose of this thesis
is to further the understanding and prediction of advanced thermomechanically coupled
forming processes. It is part of a twelve year joint research effort, has its main focus on
the numerical treatment, and does not yet include metallic phase transformations.
For the low alloy steel used in the forming process (51CrV4) the mechanical and
thermal properties were not available. Thus, basic experiments are conducted that char-
acterize some principle features. Based on these results, a thermomechanically con-
sistent material model is developed. It captures the main thermomechanical behavior
in monotonous loading. The deformation gradient is multiplicatively decomposed into
a thermal, an elastic, and a plastic part. Additionally, relevant material properties are
modeled as temperature-dependent quantities.
An accurate prediction of the temperature distribution and the material evolution in
time and space plays an important role in the studied processes. The vertical method
of lines (semi-discrete approach) is applied using isoparametric finite elements for the
spatial discretization. It is shown that this approach leads to a nonlinear differential-
algebraic equation system, where the differential part stems from the evolution of the in-
ternal variables (describing viscous and plastic material effects) and the time-dependent
temperature field. The algebraic part of the system comes from the quasistatic balance of
linear momentum. The new point of view allows the consistent application of higher or-
der time integration methods. Stiffly accurate diagonally implicit Runge-Kutta methods
(SDIRK-methods) with step size control are applied. To account for the yield condition
and to ensure objectivity, the time integration is performed in the reference configura-
tion in combination with a return mapping consisting of an elastic predictor and a plastic
corrector. Contrary to popular myth, the numerical results show that high-order methods
are suitable for thermomechanically coupled problems, are more efficient than standard
iii
procedures, and allow an error control, respectively a time step adaptivity.
Due to the strong coupling of the intended application and to exploit the advantages
of high-order accuracy and time-adaptivity, a monolithic scheme is employed. This
results in a large global system of equations, with an unsymmetric iteration matrix.
Several approaches are considered to accelerate the solution process. To enhance the
quality of the initial iterate a linear extrapolator is proposed. It significantly improves
the robustness of the Newton process allowing larger time steps and accelerates the
iteration process. Doing so, the number of required iterations can be reduced by one
third. At the heart of the Newton process is the solution of the global linear system,
which can consume over 80% of the total computation time. Here, different approaches
for direct and iterative solvers are studied. If the multilevel-Newton algorithm (MLNA)
is used in combination with the chord-method, the tangent is kept constant if possible.
This spoils the second order rate of convergence, but reduces the total CPU time by 60%
to 85%.
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1. Introduction
Today, a trend towards lightweight components is seen in many industrial fields, par-
ticularly in the automotive industry. Tailoring of mechanical properties, load profile
adapted geometries, and reduction of joining operations are employed to master today’s
environmental and economical challenges.
An encouraging approach to achieve these objectives are functionally graded prod-
ucts, cf. [Koizumi, 1997] and [Miyamoto, 1999]. However, state-of-the-art processes
are either limited to two-dimensional products, such as metal sheets (see e.g. [Tušek
et al., 2001] and [Ryabkov et al., 2008]), or are restricted to academic studies. Up to
now, three-dimensional products are based on powder metallurgy or metal casting tech-
niques, cf. [Kieback et al., 2003]. These concepts allow only simple gradients and are
difficult to process due to extremely differing flow resistance and formability, see for
instance [Raßbach and Lehnert, 2000]. Thus, labor-intensity and cost-ineffectiveness
limit their use in commercial production. This deficiency is overcome by a promising
and highly innovative process, which is based on a differential thermomechanically cou-
pled process. To efficiently use this production technique in large scale, engineers have
to be supported in the process design by a problem-solving environment, a simulation
tool which accounts for the requirements specific to the new process.
1.1. Significance of Thermomechanical Processes
A coupled process is characterized by two or more fields which affect each other. In vari-
ous engineering applications mechanical parts are subjected to a combination of thermal
and mechanical loads. Well-known examples are power piping, blades of gas turbines,
and automotive parts such as pistons, combustion chambers, and exhaust systems.
While thermomechanical loads are common conditions in daily action of many techni-
cal devices, thermomechanical coupling also occurs during many production processes,
[Altan, 1998]. In this context the coupling yields several advantages; in the case of
warm forging these are for example a decreased yield strength (thus reduced forming
forces), an increased ductility (allowing more complex shapes), an increased tool life
time, a reduction of pores, and a reduction of chemical inhomogeneities (due to in-
creased diffusion), [Altan et al., 2004, p. 233]. In particular in advanced metal forming
applications such as press hardening, cf. [Nicolas, 2005] and [Maikranz-Valentin et al.,
2008], the mutual effects of thermal, mechanical, and metallurgical fields on each other
are harnessed.
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The aforementioned thermomechanical process was recently proposed in [Steinhoff
et al., 2005]. It is another example with an extraordinary complex interaction of differ-
ent mechanisms and received considerable scientific and industrial attention, [Steinhoff
et al., 2009]. The innovative approach combines the possibilities of thermomechani-
cal coupling to obtain bulk steel products with tailored properties. In contrast to con-
ventional integral thermomechanical processing, a highly heterogeneous temperature
profile is imposed on the workpieces. This new differential thermomechanical process
allows the generation of workpieces with functionally graded mechanical properties as
demonstrated in [Weidig et al., 2008]. Further characteristics are a three-dimensional
geometry, a thermally controlled material flow, and a three-dimensional gradation due
to local microstructural transformations. The procedure, which is described in detail in
[Weidig et al., 2009], is shown for the demonstrator “shaft with flange”. This demon-
strator resembles an example of typical products in engineering such as pistons in pumps
and hydraulic systems, gearbox shafts, cam shafts, and eccentric shafts. The procedure
(a) Heating (b) Transfer and positioning
(c) Open die forming (d) Closed die forming
Figure 1.1.: Thermomechanically coupled forming process
consists of four sequential steps. In the first step, Fig. 1.1a, the induction facility heats
the workpiece locally (in the center) up to a temperature of 1200 ◦C. The resulting tem-
perature profile varies strongly in axial direction. Subsequently, the electro-pneumatic
transfer unit, Fig. 1.1b, pulls the workpiece upward and positions it automatically in a
forging die. Transfer and positioning take approximately 4 s. Immediately commences
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the forging process with the hydraulic press (capacity of 1000 kN). During the first
stage, Fig. 1.1c, open die forming takes place and the workpiece exchanges heat with
its surroundings by free convection and radiation. In the following, the forming dies
come into contact and closed die forming sets in, Fig. 1.1d. The contact is the driving
force for an increased heat exchange by contact cooling. The final product, Fig. 1.2,
shows different material phases (metallic), which are associated with different mechan-
ical properties.
Figure 1.2.: Cut of final workpiece (rotated by 90◦)
1.2. Computational Science and Engineering
During the illustrated manufacturing process, several physical and chemical processes
simultaneously take place on various length and time scales. The complexity of these
processes renders classical engineering patterns consisting of empirical design-build-test
cycles impracticable and uneconomic. The strong dependencies between manufacturing
technologies and parameters on one side and final component properties on the other
side require new engineering methods. An iterated design-mesh-analyze paradigm on
the grounds of physics-based computational tools is on the cusp of superseding the clas-
sical engineering patterns and promises several general advantages, [Oden, 2002; Post,
2009]. In particular for the new thermomechanically coupled manufacturing process
it seems mandatory. Its application is needed to gain a complete understanding of the
interaction of the single processes and for the design of specific workpieces with tai-
lored properties. Despite early suspicion even from highly respected researchers such
as Truesdell [1984], computational science and engineering (CSE) is a rapidly growing
area and is now regarded as an equal partner along with experiment and theory. CSE
is a multidisciplinary area where three domains intersect, namely applied mathemat-
ics, computer science and engineering/science. Its main business is the development of
problem-solving environments (PSE), [Gallopoulos et al., 1994]. According to [Gal-
lopoulos, 1997], the process in CSE and of a particular PSE can be viewed as concentric
layers as depicted in Fig. 1.3.
The success of the CSE methodology depends on its performance regarding compu-
tation time and first of all on its reliability. With an exponential growth in computing
capability (with respect to floating-point operations), the first aspect seems at first sight
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Figure 1.3.: Computational science and engineering as concentric layers, according to
[Gallopoulos, 1997]
secondary. Nevertheless, successful PSEs can have as much economic impact as higher
performance hardware, [Gallopoulos et al., 1994]. In fact, during the last four decades
the improvement in performance for scientific computing problems derived from com-
putational methods has been of the same order as the improvement derived from super-
computer hardware, [Schäfer, 2006, p. 6]. Thus, an investment in numerical methods
gives a good return and should not be disregarded. Furthermore, numerical methods
and software have to be continuously adapted to new trends in computer technology.
Otherwise improvements in computer hardware remain ineffectual.
As mentioned before, another important issue for PSEs is reliability of the numerical
results. Apparently, there are many simplifications and abstractions involved in the CSE
approach, which are a source of potential errors. However, high reliability is crucial for
the successful application of PSEs and in the engineering decision making process, [Sz-
abó and Babuška, 1991, Chp. 1]. Unfortunately, it can be difficult and costly to achieve,
which is the reason why it is sometimes neglected by PSE builders, [Gallopoulos et al.,
1994]. Reliability of computer predictions is the subject of validation and verification, as
described in [Babuška and Oden, 2004]. In this context, validation refers to the quality
of the physical respectively mathematical model. The quality of the numerical treatment
of the particular model (including the implementation on a specific computer hardware)
is assessed by verification. To assess the accuracy and validity of computer predictions
severe tests have to be done. However, these can only corroborate a model and its im-
plementation. A model can never be validated; it can only be invalidated. The same
assertion is true for verification, see [Babuška and Oden, 2004].
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Today the finite element method is used with great success to solve many engineering
problems. During the four stages of the thermomechanically coupled production pro-
cess, shown in Fig. 1.1a - 1.1d, different physical processes take place and pose various
challenges for the numerical solution.
The heating stage is mainly governed by pure heat conduction. During the transfer
and positioning stage heat conduction with superimposed strong heat transfer to the
surroundings determines the temperature profile of the workpiece. The regions of high
temperature show fully coupled thermomechanical behavior during the open die forming
stage. Other regions of the workpiece are still at room temperature and are dominated
by a pure mechanical problem. The behavior in the final stage of closed die forming
is dominated by the contact of the workpiece and the tool. This has an impact on the
mechanical and thermal problem.
In this work the emphasis is put on the numerical treatment of the pure heat conduction
problem, the pure mechanical problem, and finally the fully coupled thermomechanical
problem. In all these numerical solution methods emanates a huge sequence of linear
systems of equations with special properties.
1.3.1. Heat Conduction Problem
In the induction facility the workpiece is heated locally which results in a temperature
profile. It is the cause of pure heat conduction within the workpiece. The heat con-
duction problem does not seem to be problematic, at least at first sight. It is one topic
of many introductory books on the finite element method such as [Becker et al., 1981;
Hughes, 2000; Zienkiewicz and Taylor, 2005]. Moreover, even books that have a focus
on heat transfer, such as [Lewis et al., 1996] and [Reddy and Gartling, 2000], men-
tion only some minor problems in connection with time integration. Nevertheless the
heat conduction problem does pose some unresolved problems. In particular spatial and
temporal oscillations can be observed.
In [Damjanic´ and Owen, 1982] temporal oscillations were found when using the
Crank-Nicolson method. Further, spatial oscillations for a low diffusivity parameter
were observed at the initial stages of the transient response. Already Fujii [1973] con-
cluded that the spatial oscillations at the initial stages are due to a violation of a discrete
maximum principle. To satisfy this discrete maximum principle too small time steps
have to be avoided in the semi-discrete Galerkin method. This was further investigated
in [Rank et al., 1983], were it is shown that small time steps do not improve the ac-
curacy, but lead to physically unreasonable results. To avoid the loss of accuracy, a
minimum time step criterion is derived. Also Thomas and Zhou [1997] and Yang and
Gu [2005] investigate the effect of time step size on the accuracy of time integration, in
particular with regard to the minimum time step criterion. Kujawski and Wiberg [1987]
investigated a different class of time integration methods. They developed a generalized
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least-squares time finite element procedure which leads to a four parameter and two time
level family of schemes. They investigate accuracy, stability, and oscillatory behavior
of the algorithm. Faragó and Horváth [2007] discuss qualitatively adequate numerical
methods for linear parabolic problems. They derive lower and upper bounds for time
step sizes of the θ-method. Unphysical oscillations can be avoided with the derived
time step bounds, but at the same time the attainable accuracy of the time integration is
limited by this step size.
Higher-order time integration schemes as described in [Hairer et al., 2000] and [Hairer
et al., 2002] have gained attention in connection with the solution of heat conduction
problems. Fung [2001] develops a third order accurate A-stable time integration method
using the θ-method and two substeps with complex-valued weighting coefficients. Man-
cuso et al. [2000] apply a continuous Galerkin formulation for the time integration of lin-
ear heat conduction problems and obtain A-stable integration schemes of higher-order.
Lang and Verwer [2001] develop a third order accurate Rosenbrock (linear-implicit)
solver for nonlinear parabolic problems. Loureiro and Mansur [2009] use singly diago-
nally implicit Runge-Kutta (SDIRK) methods to compute a numerical Green’s function
matrix for the solution of linear heat conduction problems. In the recent study of Hansen
and Ostermann [2010] SDIRK schemes are compared with a backward difference for-
mula of order two (BDF2). For a simple model problem the authors find that the second
order SDIRK method yields better accuracy than the BDF2 method and is a good com-
promise between accuracy and computational effort. In particular, the SDIRK method
is in favor in comparison with the backward Euler method.
Often the rate of convergence is derived analytically and is either not tested at all
or asserted only in simple test problems, in many cases just one-dimensional. However,
from a practical point of view, the ratio of total computation time and numerical accuracy
is more important than the theoretical rate of convergence. Also time adaptivity has
rarely been studied so far, cf. [Eriksson and Johnson, 1991] and [Eriksson and Johnson,
1995]. Further, the influence of material parameters on the solution and requirements of
the material model have not been discussed.
1.3.2. Mechanical Problem
During the forming process the workpiece is plastically deformed. The regions of the
workpiece which are at a moderate temperature can be described by an isothermal me-
chanical problem, whose solution procedure also forms the basis for the fully coupled
thermomechanical procedure. To solve the mechanical problem with the finite element
method it is necessary to specify a material model. This model is given by so-called
constitutive equations which have to be solved along with the balance equations of con-
tinuum mechanics. Process, i.e. history-dependent behavior such as metal plasticity
is commonly described by material models of evolutionary type, [Dunne and Petrinic,
2005]. In this case the stresses are given by an elasticity relation which in addition to
the total strain depends on internal variables. These account for the inelastic effects and
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evolve according to ordinary differential equations known as evolution equations which
are referred to as flow rules in the case of metal plasticity. The flow rules are governed by
additional internal variables, commonly divided into kinematic and isotropic hardening.
These variables specify the form and size of the yield surface, which divides the space
of stress into an elastic and inelastic region. Nonlinear kinematic hardening in the small
strain range is mainly modeled by Armstrong & Frederick-type models where the linear
kinematic hardening is modified such that a saturation state is reached, see [Armstrong
and Frederick, 1966].
The most popular solution scheme within the realm of implicit finite element compu-
tations is the radial return method also known as the elastic predictor and plastic cor-
rector scheme. Algorithms on this basis use a backward Euler like or exponential-type
time integration method. For specific material equations it is often possible to construct
problem-adapted stress algorithms, which are superior to the standard procedure. Ex-
amples and further references in the small strain regime can be found in [Auricchio and
Taylor, 1995; Hartmann and Haupt, 1993; Hartmann et al., 1997].
In the case of finite deformations different approaches, based on the multiplicative
decomposition of the deformation gradient, have been proposed to achieve nonlinear
kinematic hardening behavior [Dettmer and Reese, 2004; Lämmer, 1998; Lion, 2000;
Svendsen et al., 1998; Tsakmakis, 1996; Tsakmakis and Willuweit, 2004]. Similar ap-
proaches as in the small strain regime are used for the numerical solution. Additionally,
in [Simo et al., 1985] the necessity to incorporate the constitutive assumption of plas-
tic incompressibility for finite deformations is mentioned and concretized in [Simo and
Miehe, 1992]. However, backward Euler like integration steps destroy the assumption of
plastic incompressibility. In [Lührs, 1997] an additional scalar variable is introduced in
order to take account of the plastic incompressibility condition. Further investigations
were done by Tsakmakis and Willuweit [2003] as well as Dettmer and Reese [2004].
On the basis of geometry preserving integration procedures a discussion has been in-
troduced by Helm [2006]. In [Hartmann et al., 2008b] SDIRK methods are used in
combination with a local projection to fulfill the plastic incompressibilty condition. Of
course, exponential mapping algorithms are implicitly satisfying the side-condition, see
[Weber and Anand, 1990] and [Vladimirov et al., 2007] for further references.
All these investigations have been done in view of local aspects. The applied time
integration procedure for a given deformation is defined on element, i.e. Gauss-point
level. A similar “local” approach in the framework of elastoplasticity, where the yield
condition has to be fulfilled (algebraic constraint) during the evolution of the internal
variables given by ordinary differential equations (ODE), is interpreted as a system of
differential-algebraic equations (DAE), see [Büttner and Simeon, 2002; Kirchner and
Simeon, 1999]. The differential part consists of the system of ODEs given by the evo-
lution equations (flow and hardening rules) and the algebraic part comes from the yield
condition.
A different interpretation of nonlinear (implicit) finite elements, in conjunction with
constitutive models of rate-type, has been proposed by Ellsiepen and Hartmann [2001].
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This interpretation goes back to the investigations of Fritzen [1997]; Fritzen and Wit-
tekindt [1997]. There, the method of vertical lines leads, after the spatial discretization
using finite elements, to a system of DAEs. The algebraic part results from both the dis-
cretized weak formulation (equilibrium conditions) and the yield conditions which are
currently “active”. The differential part is given by the ODEs stemming from the evo-
lution equations of the internal variables. The entire DAE-system is solved by means
of stiffly accurate diagonally-implicit Runge-Kutta methods (DIRK, see, for example,
[Hairer et al., 2002]) in combination with the Multilevel-Newton algorithm (MLNA, see
[Rabbat et al., 1979]) having the advantage of obtaining the classical structure of im-
plicit finite elements. This is presented in more detail by Hartmann [2005], where the
method leads in a straightforward way to local and global iterations. Furthermore, the
so-called consistent tangent operator is embedded in a natural manner.
The application in [Ellsiepen and Hartmann, 2001] is curbed to small strain elasto-
plasticity. In [Hartmann, 2002] this is extended to finite strain viscoelasticity and in
[Hartmann and Bier, 2008] to a problem of pressure-dependent finite strain elasto- and
viscoplasticity. This “global” interpretation of finite elements applied to constitutive
models of evolutionary-type, however, using different integration algorithms, can be
found in [Eckert et al., 2004; Hartmann and Hamkar, 2010; Hartmann and Wensch,
2007], where on the global DAE-system BDF or Rosenbrock-type methods are applied.
In [Hartmann, 2002] and [Hartmann, 2006a] the expected order of the applied higher-
order DIRK methods are sustained which is demonstrated in numerical examples. The
constitutive models are formulated as smooth functions, i.e. there are no case distinc-
tions as in yield function based models. In [Ellsiepen and Hartmann, 2001] it was
shown that an order reduction is visible in small strain elastoplasticity. In [Hartmann
and Bier, 2008] this is numerically observed in a more complex finite strain yield func-
tion based model. The reason of this phenomenon is still an open issue, see also [Büttner
and Simeon, 2002]. In [Hartmann et al., 2008a] the concept of the global formulation
using stiffly accurate DIRK-methods combined with the MLNA is extended and used
with a constitutive model of finite strain elasto- and viscoplasticity with several mul-
tiplicative decompositions of the deformation gradient. In particular the influence of
time-adaptivity and incompressibility is studied including a geometry preserving algo-
rithm in the sense of a projection method, see e.g. [Hairer et al., 2002]. Nevertheless,
even with this approach the order reduction phenomenon remains an unresolved issue.
1.3.3. Thermomechanical Problem
The middle section of the workpiece is heated up to 1200 ◦C and shows fully coupled
thermomechanical behavior. Thermomechanical coupling is a classical multifield prob-
lem, which can be solved by various approaches depending on the degree of coupling,
cf. [Schrefler, 2004] and [Kuhl, 2004a, p. 24]. In many cases the influence of one field
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on the other can be neglected.1 A prominent example is negligible heat production due
to small deformations. This leads to a one-way coupled problem which can be solved by
two single field solvers. Snydera and Bathe [1981] for example simulate thermoelastic-
plastic deformations using the α-method, where the transient temperature distribution is
known a priori and used in the mechanical computation. Another example with a neg-
ligible influence on the thermal field is considered by Kuhl [2004b]; Kuhl et al. [2002].
There, the internal dissipation caused by elasto-plastic deformations of a rocket com-
bustion chamber can be neglected.
Partitioned approaches allow a stronger coupling between the fields, cf. [Felippa and
Park, 1980]. In this case the fields are computationally treated as isolated entities, which
are separately advanced in time (possibly with different time step sizes). The interaction
effects are viewed as forcing effects that are communicated between the components.
These approaches are suitable when there is only a small number of fields, which are
weakly coupled. In particular for surface coupling, they can lead to very efficient solu-
tion schemes. For a more recent review see [Felippa et al., 2001]. Today, the so-called
staggered solution procedure is the most commonly used approach for thermomechani-
cal analysis. At each time step data is exchanged between the thermal and mechanical
solution procedure, [Peric´ and Owen, 2004]. Advantages are a relatively simple imple-
mentation (code reusability) and the application of independent (optimal) spatial grids
for each subproblem, see for example [Rieger, 2002].
An early application is presented in [Argyris et al., 1981], where the staggered solu-
tion is used for thermal-heat conduction and elastic-viscoplastic response behavior using
finite elements with fully implicit time integrators for both fields. For each time step the
mechanical response is linearly extrapolated and used to determine the mechanical heat
production. Hereby, the thermal field can be computed. Subsequently, the mechani-
cal response at the current time is computed. However, an iterative correction of the
mechanical heat production for the thermal analysis is not applied.
The method has been extensively used by many authors. Metal forming of massive
three-dimensional parts are considered for example in [Adam and Ponthot, 2003, 2005;
Cˇanad¯ija and Brnic´, 2004; Hakansson et al., 2005] using the backward Euler method
in combination with the radial return algorithm. In [Münch, 1989] effects of phase
change are additionally handled. An application of the staggered approach to sheet
metal forming using small strain theory is presented in [Xing and Makinouchi, 2002].
There the backward Euler method is used for the mechanical field and the trapezoidal
rule is applied to the thermal differential equations. The authors suggest different cou-
pling schemes depending on the boundary conditions. A similar solution is presented in
[Bergman and Oldenburg, 2004], where the authors use the forward Euler method for the
heat equation and the effective-stress-function algorithm, developed in [Kojic´ and Bathe,
1987], for the mechanical subproblem. See also [Burkhardt, 2008], where the method is
1Criteria for thermomechanical analysis are given e.g. in [Münch, 1989, p. 39] and the references cited
therein.
9
1. Introduction
applied to simulate the press hardening process of body parts in the automotive industry.
A similar approach based on the operator-splitting methodology is proposed in [Simo
and Miehe, 1992] and has been applied e.g. in [Miehe, 1993, 1995, 1996]. A product
formula algorithm is constructed via an operator split of the nonlinear thermodynamical
problem and results in a two-step solution procedure with an isothermal split. Both, the
mechanical and thermal subproblem require the integration of the local evolution equa-
tions. However, the algorithm is only conditionally stable and first order accurate, inde-
pendent of the underlying methods applied to each subproblem. Further disadvantages
are a mesh dependence of the solution and the subproblems constitute ill-posed prob-
lems, [Simo, 1998]. Adiabatic splitting, proposed by Armero and Simo [1992, 1993],
resolves the problem of conditional stability. The unconditionally stable algorithm em-
ploys also two steps. It starts with an isentropic step, in which the total entropy is held
constant, followed by a heat conduction step (with nonlinear source) at fixed configu-
ration. Agelet de Saracibar et al. [1999, 2001] extended the adiabatic split to coupled
thermoplastic problems with phase-change. A recent application of operator splitting
using different time integrators and steps in each subproblem is presented in [Kassiotis
et al., 2009]. There, the adequate choice of time steps leads to a significant speed up of
the computation.
General drawbacks of staggered procedures are higher computational costs due to
coupling iterations for volume coupling, a degradation of accuracy, and possibly a degra-
dation of time-stepping stability caused by prediction. The most natural approach to
multifield problems are direct methods, so-called monolithic or simultaneous proce-
dures. These do not have the aforementioned problems but often lead to higher com-
putational costs due to unsymmetric iteration matrices. In spite of their good stability
properties, they are rarely used in thermomechanical analysis. In [Fritsch, 2004; Glaser,
1992; Parisch, 2003] the monolithic approach is used with the backward Euler method
for the time integration in combination with the radial return method for large strain plas-
ticity problems coupled with linear heat conduction. Miehe [1988, p. 167] compares the
simultaneous and staggered approach for a two-dimensional large strain thermoelastic
problem. Even though the staggered approach needs a multiple of global iterations, it
is faster than the simultaneous scheme. However, in the thermoelastic case there are
no local iterations. The effort of the local iterations depends on the complexity of the
material model and can also have a large impact on the total computation time. Up to
now the DAE interpretation developed for implicit finite element analysis of quasistatic
mechanical problems has not been extended to the thermomechanically coupled setting.
The general structure of such an approach is already outlined in [Quint and Hartmann,
2009] but not given in detail. Furthermore, higher-order time integration methods have
not been used for thermomechanically coupled problems, neither for the monolithic nor
the staggered approach. Even though a modified expression of the staggered approach
is given by Simo [1998, p. 459], no results have been reported. The expression turns the
staggered approach into a second order accurate scheme.
Another important issue in thermomechanical analysis concerns the material model-
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ing. A comprehensive review on small strain viscoplasticity including thermomechani-
cal coupling as well as thermally induced phase changes is given by Chaboche [2008].
Material models for hot working have to account for several physical mechanisms, these
include strain rate sensitivity, temperature sensitivity, strain rate and temperature history
effects, as well as strain hardening and restoration processes. An example of a classical
model for applications in the finite strain regime based on a single scalar internal vari-
able representing isotropic resistance with evolution equations of rate type is given in
[Brown et al., 1989]. The model parameters are fit to the data of hot compression exper-
iments and verified in the following. Even though the model is comparatively simple it
is capable to predict the response of an independent monotonous test.
More recent approaches for finite deformations are based on a thermodynamic frame-
work and the multiplicative decomposition of the deformation gradient, just as in isother-
mal finite-strain models. This approach is applied e.g. in [Celigoj, 1998; Glaser, 1992;
Ibrahimbegovic and Chorfi, 2002; Jansohn, 1997; Lämmer, 1998; Simo and Miehe,
1992], where a thermoelastic (recoverable) and a plastic intermediate configuration are
used. Based on these results a special focus on the mechanical heat dissipation is put in
[Hakansson et al., 2005; Helm, 2006]. It is well known that part of the work required
to produce plastic deformations is stored as internal energy within the material. The
other part is dissipated in the form of heat. The effect is most pronounced for small and
moderate plastic deformations; at large plastic strains the ratio of dissipated and plas-
tic deformation energy converges to a value just below one, as already found by Taylor
and Quinney [1934]. A mixed kinematic and isotropic hardening model with variable
mechanical dissipation is developed in [Hakansson et al., 2005]. Kinematic hardening
proved to be important for processes with cyclic mechanical loading, where it leads to a
higher temperature rise than isotropic hardening.
On the basis of the multiplicative decomposition of the deformation gradient Lion
[2000] describes the deduction of constitutive equations for finite thermoviscoplastic-
ity from nonlinear rheological models. He proposes to use an additional multiplicative
split of the deformation gradient for each physical mechanism, i.e. three in the case of
thermoviscoplasticity. Due to the increased complexity this formulation is rarely used.
Examples are [Ganapathysubramanian and Zabaras, 2002; Srikanth and Zabaras, 1999],
where the deformation gradient is decomposed into an elastic, a plastic, and a ther-
mal part (in that order). An alternative multiplicative decomposition of the deformation
gradient into a rotational, an elastic, a thermal, and a plastic part for anisotropic mate-
rial undergoing thermomechanical deformations is proposed in [Huétink, 2006]. Even
though successfully used in many applications, there is also criticism on the concept of
intermediate configurations. Bertram [2003] mentions several shortcomings such as the
lack of a unified format for isotropic and anisotropic modeling, and the missing unique-
ness of the split (arbitrary rotations of unloaded placements are possible), among others.
He suggests to use a theory based on isomorphisms instead, which does not rely on the
notions of unloading, intermediate configurations, and plastic strain.
Metallic phase transformations (solid↔ solid) and their interaction with the mechan-
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ical behavior are crucial for the innovative forming process. On the basis of ordinary
differential equations Hömberg [1995, 1996]; Visintin [1987] describe the evolution of
different metallic phase fractions due to a prescribed temperature history. A comprehen-
sive review of such and other models for phase transformations is given in [Böhm et al.,
2003]. Applications to specific steels are studied e.g. in [Surm et al., 2008, 2004]. The
coupled thermoplastic problem with phase transformation (fluid↔ solid) is considered
e.g. in [Agelet de Saracibar et al., 2001]. There, a small strain formulation is chosen
and solidification processes are considered. Several solid-solid phase transformations
and the interaction with the mechanical field is studied in [Pietzsch et al., 2007; Simsir
and Gür, 2008]. There, a small strain formulation and constant material parameters are
chosen. A linear temperature dependence of the elastic properties is added by Mahnken
et al. [2009]. There, however, only two phases are taken into account for a low alloy
steel. The model is later extended to large deformations in [Mahnken and Schneidt,
2010]. A more fundamental approach is given by [Wolff et al., 2008]. There the mate-
rial properties depend on the ratio of the phase fractions (using mixture rules) and the
interaction of plasticity, transformation induced plasticity (TRIP) and phase transforma-
tions is included. However, a thermodynamically consistent material model including
all relevant phase transformations for large deformations is not yet available.
1.3.4. Solution of Linear Systems
Within the DIRK/MLNA approach a sequence of linear systems of equations emanates.
For each global Newton-like iteration at each time step a large linear system has to be
solved. To this end, direct or iterative solvers can be used. The applied method can
have a significant impact on the overall performance of the method. Frequently, it is
stated that for smaller linear systems of equations direct solution schemes are superior
(see, for an overview in the context of finite elements, [Crisfield, 1986] and [Ferencz and
Hughes, 1998]) and iterative solvers seem to be rarely applied in structural mechanics
unless memory demands make direct solutions impossible. Both direct and iterative so-
lution techniques have been substantially improved in the recent past. On the one hand,
very efficient direct solvers for sparse non-symmetric linear systems can be used within
the Multilevel-Newton algorithm, popular examples are SuperLU [Demmel et al., 1999],
UMFPACK [Davis and Duff, 1997], and PARDISO [Schenk et al., 1999]. These pack-
ages are based on sparse storage schemes so that all redundant information is removed
and only inevitable data are stored. However, these methods are limited to a certain size
of the linear system and with growing dimensions iterative solvers have to be employed.
Krylov-subspace solvers as GMRES [Saad and Schultz, 1986] and BiCGSTAB [van der
Vorst, 1992] can be very efficient for large, sparse and non-symmetric matrices, espe-
cially if appropriate preconditioning techniques are applied. A thorough overview on
iterative solvers with hints on efficient implementation is also given in the textbooks of
Golub and van Loan [1996], Saad [2003], and Meister [2008].
There are some publications reporting on iterative solutions in the finite element lit-
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erature on geometrical and physical nonlinear problems. In [van den Boogaard et al.,
2003] iterative solvers are applied to sheet forming processes within explicit and im-
plicit integration schemes for dynamical and inelastic systems. There, conjugate gra-
dient (CG, [Hestenes and Stiefel, 1952]), BiCGSTAB and GMRES solvers with and
without symmetric successive overrelaxation (SSOR), incomplete Cholesky (IC), and
Jacobi preconditioners are investigated for symmetric systems. Other applications using
iterative solvers for symmetric system matrices in finite elements are dealt with in [Saint-
Georges et al., 1996], [Augarde et al., 2006], and [Augarde et al., 2007]. Note that these
articles address the case of symmetric linear systems only, whereas they sometimes ap-
ply methods like GMRES and BiCGSTAB which were designed for the non-symmetric
case. In [Neff and Wieners, 2003] a multigrid method is applied to various models of
viscoplasticity, whereas a similar approach treats the more smooth problem of porous
media in [Wieners et al., 2002, 2005]. The single-grid algorithms are based on the GM-
RES and BiCGSTAB algorithms. A comparison of several direct and iterative solvers
used in conjunction with finite elements can also be found [Wriggers, 2009].
1.4. Scope of Thesis
This thesis addresses central open issues in the development and successful application
of a PSE for the new thermomechanically coupled process. These include experiments,
modeling, and numerics, with a focus on the latter.
The steel used in the forming processes is 51CrV4 (referred to as SAE6150 in the
SAE steel grading system). For this low alloy steel the mechanical and thermal prop-
erties were not available. Accordingly, in Chp. 2 basic experiments are conducted that
characterize the principle material features and form the basis for the development of a
material model. The material model as well as the formulation of the thermomechanical
problem are based on the general framework of continuum mechanics. In this regard all
relevant fundamentals are summarized in Chp. 3.
On the basis of thermomechanically consistent material modeling a large strain ther-
moviscoplasticity model for 51CrV4 is developed in Chp. 4. It captures the main ther-
momechanical behavior in monotonous loading and is a consequent extension of the
model developed by Helm [2006]. Following the proposal of Lion [2000], the defor-
mation gradient is multiplicatively decomposed into a thermal, an elastic, and a plas-
tic part, which has not been studied before. Additionally, relevant material properties
are modeled as temperature-dependent quantities. Their functional dependence is de-
termined by experimental data, thermodynamic calculations, or approximated on the
grounds of physical reasoning. This temperature dependence is missing in the original
investigations of Helm [2006]. However, it can lead to significant differences in the to-
tal behavior as demonstrated in [Cˇanad¯ija and Brnic´, 2004], where the response of the
model of Simo and Miehe [1992] is compared for constant and temperature-dependent
parameters. Phase transformations are not yet included, but the model is suitable for an
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extension along the lines of [Wolff et al., 2008].
With the material model and the governing equations at hand, the thermomechanical
forming process can be computed. To this end, the initial boundary value problem that
describes quasistatic large strain thermomechanical processes within solids is derived in
Chp. 5. With the numerical treatment in mind, it is formulated in the variational form
(also known as weak formulation). This forms the starting point for the application of
the method of lines. In this semi-discrete approach time and space are discretized sep-
arately. Here, in the first step finite elements are used for the spatial discretization. The
approach leads to a nonlinear differential-algebraic equation system, where the evolu-
tion equations of the internal variables at the integration points are included in the global
formulation. This interpretation has been developed in connection with quasistatic me-
chanical systems but has not been extended to thermomechanical systems yet. The new
point of view allows the consistent application of higher-order time integration methods.
The methodology is in the first step applied to the separate energy balance, which
forms the basis for the following developments. Local temperatures play the most im-
portant role for the evolution of the metallic phases and strongly influence the current
mechanical properties of the workpiece. Thus, an accurate computation of temperatures
in space and time is crucial for correct predictions and process designs.2 To this end,
adaptive high-order time integration is investigated. Stiffly accurate diagonally implicit
Runge-Kutta methods (SDIRK-methods) with step size control are applied. The deriva-
tion follows the ideas in [Ellsiepen and Hartmann, 2001; Hartmann, 2002; Hartmann
et al., 2008a], where the methods are applied to purely mechanical problems. The pro-
cedure has the advantage that backward Euler based finite element implementations are
easily extendable to a high-order DIRK-method. Additionally, the DIRK-method ap-
proach is of high-order without extending the number of unknowns and offers a step
size control technique (time-adaptivity) with negligible extra work. In the case of the
purely thermal problem, it is known that an order reduction occurs for time-dependent
boundary conditions. This problem is alleviated by correcting the boundary terms at
internal stages in a simple manner. The proposed method, see Sec. 5.5, requires a neg-
ligible amount of extra time and works very well for linear and moderately nonlinear
functions.
In order to carry over the advantages of high-order accuracy and time-adaptivity to
the thermomechanical simulation the monolithic scheme is employed. This results in a
large unsymmetric iteration matrix on global level, which consumes a lot of computation
time. On the other hand this scheme has several additional advantages in comparison
to the staggered approach. The commonly applied isothermal split leads to numerical
instabilities when a high degree of coupling is considered as shown by [Simo, 1998,
p. 474] and Agelet de Saracibar et al. [1999] (there the coefficient of thermal expansion
2The energy balance of the workpiece is also strongly influenced by the exchange of heat with the
surroundings. A highly resolved numerical treatment of this interaction is not presented here. This
can be achieved by considering a thermal fluid-structure interaction problem as investigated by the
author and collaborators, see [Birken et al., 2010; Hartmann et al., 2009c].
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is varied). The degree of coupling between the mechanical and thermal field increases
with the number of material parameters that are temperature-dependent. In particular
when phase transformations are included in addition, the coupling intensifies.3 Further-
more, the staggered approach is an inherently sequential process. It stems from a time
when sequential computing was standard and does not profit from the current computer
architecture which relies heavily on multicore CPUs.
In this work, the Multilevel-Newton algorithm (MLNA) is applied to the fully coupled
problem, where the consitutive equations are solved on the local level and the balance
equations on the global level. To deal with the drawback of a large global system several
aspects are regarded. A linear extrapolator is proposed in Sec. 5.6 for the acceleration
of the Newton process, taking advantage of the information from previous time steps.
This considerably reduces the number of iterations and total computation time. Further-
more, a modified version of the MLNA algorithm is used, where the iteration matrix is
kept constant for several iterations, which leads to additional savings. All simulations
are done with the in-house code Tasafem, a finite element program for time and space
adaptive computations, [Hartmann, 2006a]. For this program a new data management
using modules has been implemented by the author. It is much more efficient with re-
spect to access times and allows larger models. Secondary, the programming is easier to
understand, less error prone, and allows a parallelization, which is done using OpenMP
in this work, see e.g. [Chapman et al., 2008]. Build on top of this, an efficient assembly
routine for the global iteration (stiffness) matrix is constructed. For the storage of the
iteration matrix the compressed sparse row format (CSR) is used, which can be handled
by several modern solvers for linear systems. Several direct and iterative solvers are
implemented and compared by the author. To further accelerate the computation when
using iterative solvers two aspects are investigated, that have not been exploited in the
context of finite element computations. Namely, flexible stopping criteria and flexible
preconditioning are applied in Sec. 5.7.
Another important issue is verification. In CSE this can be done either by code ver-
ification or by solution verification. Both approaches are followed in this work. The
code verification is done according to the concepts in [Hunt and Thomas, 2003, p. 224]
and [Sommerville, 2007, p. 562]. Here in particular unit, integration, and regression
tests are done (mainly by hand).4 Furthermore, error situations are tested and the con-
sumption of resources (memory, disk space, cpu throughput, etc.) is investigated. The
solution verification is based on a posteriori error estimates. To this end, analytical so-
lutions, e.g. [Al-Baldawi, 2008], are compared with the numerical solution as reported
in [Rothe, 2010]. In many cases (in most relevant ones) an analytical solution is not at
hand. To cope with this lack of information the numerical method itself can be used to
3The algorithm of the adiabatic split is unconditionally stable but uses a special formulation of the
material model which differs from the common one. This requires additionally the local solution of
nonlinear equations, cf. [Simo, 1998, p. 474].
4In future developments this testing could be automated and standardized as shown in [Hunt and Thomas,
2005] and [Clark, 2006].
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approximate the error. In the case of time integration this can be done highly efficiently
by using an embedded method as described in Sec. 5.5.
To avoid or at least reduce errors already during the development process the au-
thor introduced several innovations. A new error handling is included with automatic
compiler based message generation. Subroutines have been written and rewritten in
Fortran 95/2003 to make use of compiler based checks (variable types, input and out-
put parameters of subroutines and functions) that are offered by the new standard. An
automatic documentation generation is added that generates consistent documentation
directly from the source code. For the collaborative work and for the assistance in er-
ror finding in the program code (by continuous and repetitive comparison with previous
version) a version control system has been installed. The development process is further
enhanced (less errors by automatizing) and speed up by a make file based compilation.
For the evaluation of computational results several output options and tools have been
established, including a customization of the GiD pre- and post-processor from the Inter-
national Center for Numerical Methods in Engineering (CIMNE). These tools are also
used for the numerical examples in Chp. 6.
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Steel 51CrV4 (referred to as SAE6150 in the SAE steel grading system) is the reference
material used in all presented thermomechanical experiments.1 This is a typical heat-
treatable low alloy steel used in metal forming applications for products that have to
combine high strength and wear resistance including shafts, bevels, pinions, and gear-
wheels. A material model with identified material parameters for the steel 51CrV4 is
not at hand and is developed in the following chapters.
Prior to formulating a model for any material, experiments should be carried out.
These allow to identify the principal features of the material behavior. The information
at hand guides the construction of mathematical models, so-called constitutive models,
for the real material and is used to identify the material parameters in subsequent chap-
ters.
A close inspection of the physical process taking place on a microscopic scale reveals
extremely complicated systems. Including these effects in constitutive models is not
feasible for predictions in engineering applications. As explained in Chp. 3 and Chp. 4,
radically simplified model assumptions are generally used. Nevertheless, the physical
processes on a micro scale (physical model) are described, where appropriate, to give
additional hints for the construction of the constitutive model.
All specimens used in the experiments come from the same production batch, thus
having only minor sample to sample variations in the chemical composition, [Lambers
et al., 2010]. The three main components are C (0.58 to 0.59 wt.%), Cr (0.96 to 0.98
wt.%), and Mn (0.83 to 0.88 wt.%).2 The phase transformation behavior of 51CrV4 is
in this work not yet included. It is studied e.g. by Maier et al. [2008]. In [Lambers et al.,
2009, 2010] the effect of the previous history, including heat and mechanical treatment,
on the transformation behavior is studied.
1The Transregional Collaborative Research Center SFB/TR TRR30 received a donation of steel bars
with a diameter of 35 mm, a length of 3 m, and a total weight of 8000 kg from the company Georgs-
marienhütte GmbH. All bars were produced within a single batch.
2A complete table of the chemical composition of the studied 51CrV4 specimens is also given in [Lam-
bers et al., 2010]. Even though the specimens used here show only minor sample to sample variations,
this is not the general case. The analysis of steel 51CrV4 from different suppliers revealed that there
may be significant deviations of the constituents, see for example [Lambers et al., 2009; Maier et al.,
2008; Wever et al., 1961]. These differences influence the thermal, mechanical, and transformation
behavior. On the last aspect experimental results and conclusions are given in [Orlich et al., 1973].
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2.1. Mechanical Properties of 51CrV4 at Room
Temperature
To study the basic elastic and plastic material properties of 51CrV4 one-dimensional
tests with constant strain rates and multistage relaxation test are considered. In particu-
lar, the rate dependence, relaxation behavior, and equilibrium stress state of the material
are of interest. For the anticipated application cyclic properties are irrelevant and are not
investigated.
It is known that twisting tests of thin-walled tubes, as applied for example in [Haupt
and Lion, 1995], are capable of producing uniform simple shear states (the main driving
force for metal plasticity) in the specimen and are in that respect superior to tension
tests.3 However, tension test are the most common, for 51CrV4 thin-walled tubes are
not available, and their manufacturing would introduce residual stresses which alter the
overall behavior. Thus, uniaxial tension and compression tests are carried out, with the
advantage that the results can also be compared to the measurements of other groups.4
The experimental setup in Fig. 2.1 consists of a personal computer (equipped with an
A/D and D/A converter and software for measurement and controlling) and the testing
machine with measuring instruments. The testing machine contains a built-in inductive
displacement transducer and a sensor for the axial force. To improve the measurement
A/D- D/A-
converter
measuring
instruments
load cell
specimen
Figure 2.1.: Setup of tension test
accuracy an additional load cell (operating on the basis of a strain gauge) is integrated
in the experimental setup.
It is assumed that the inhomogeneity due to the clamping decays rapidly and can be
neglected in the middle of the specimen shown in Fig. 2.2a. The middle region is ex-
pected to be in a homogeneous state of stress and is, therefore, used as local measuring
range. The extensometer, shown in Fig. 2.2b, has an initial length of 25 mm and is at-
tached at this point to measure the local displacement. The signal from that gauge is also
used as actual value for the displacement control. To this end, a PID controller is used
3Lubliner [2008] discusses the advantages and disadvantages of the two experiments in Chp. 2.
4The experiments were done at the laboratory of the Institute of Mechanics at the University of Kassel.
The process paths were instructed by the supervisor and evaluated by the author.
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Figure 2.2.: Tension specimen
to adjust the displacement of the lower clamping so that the set path is followed in each
instant. The control input and data acquisition are done with the program DASYLab in
combination with a 16 bit D/A converter and a 12 bit A/D converter built in the PC. The
maximum data rate is 30 Hz.
2.1.1. Tension and Compression Tests
A sequence of tests is chosen along the bottom-up approach proposed in [Lion, 1994]. In
the first series strain-controlled tension and compression tests with four different rates,
as depicted in Fig. 2.3a, are done. At the beginning a hold time of t0 = 3 s is included
to ensure equilibrium initial conditions. Two other hold times of t2 − t1 = 5 s and
t4 − t3 = 8 s are added in the middle and at the end of each process to return to an
equilibrium state. The maximum displacement is |umax| = 1 mm, which corresponds to
a maximum strain of |εmax| = 0.04 in all tests. The strain rate varies and is given by the
loading and unloading times t1 − t0 = t3 − t2 = {2 s, 20 s, 200 s, 2000 s}, leading to
strain rates of |ε˙| = {2× 10−2 s−1, 2× 10−3 s−1, 2× 10−4 s−1, 2× 10−5 s−1}.
Each process is repeated five times and the mean values are displayed in Fig. 2.4a for
tension and Fig. 2.4b for compression. The displayed stress is the so-called true stress5
σ = F/A, where F is the measured force and A refers to the current area. According
to Lubliner [2008, p. 77] typical metals do not change significantly in volume6 and the
5In a three-dimensional setting this corresponds to the Cauchy stress.
6Many metals have a Poisson’s ratio of about ν = 0.3 in the linear elastic range. This number gives the
ratio of the transversal strain (contraction) to axial strain (extension), when the specimen is stretched
in lateral direction. A perfectly incompressible elastic material (at small deformations) would have a
19
2. Experimental Observations and Physical Models
 0
 0
u
in
m
m
umax = 1
t in s
t0 = 3 t1 t2 t3 t4
(a) Prescribed displacement
-100
-50
 0
 50
 100
 0
F
in
k
N
t in s
t0 = 3 t1 t2 t3 t4
(b) Resultant force
Figure 2.3.: Loading and unloading path with inserted hold times
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current area can be computed from the volume constancy relation Al = A0l0. The
computed strain is the conventional or engineering strain, the change in length of the
extensometer divided by the initial length, ε = ∆l/l0.
During the first phase of loading, the specimen behaves linearly elastic, indicated by
the dashed line between the origin and point A. The transition from the linearly elastic
to plastic behavior is clearly visible at point A with a yield strength of about 460 MPa.
After this point the specimen shows nonlinear hardening along the curve A-B. At point
B stress relaxation occurs, characterized by a vertical line. The relaxation is only barely
visible in this representation and is studied in more detail in the following experiments.
The phenomenon is also visible in the force-time diagram Fig. 2.3b, where the tensile
and compressive forces decrease during the hold times between t2 − t1 and t4 − t3,
respectively.
When the specimen is unloaded it behaves linearly elastic again, with the same slope
as between the origin and point A. At point C the stress reaches the elastic limit. Yielding
starts again and leads to nonlinear hardening. It is found in both tension and compres-
sion, that the yield stress is lower than before. This effect is known as the Bauschinger
effect, [Tsakmakis, 1994, p. 3] and [Lubliner, 2008, p. 83]. When the stress is reduced to
zero at point D, the remaining strain is different from zero. Thus, the material has been
deformed plastically. After passing that point pronounced nonlinear hardening occurs.
Each test is repeated five times yielding similar results. In fact, the standard deviation
in all tests was below 10 N. Only at the beginning of the fastest strain rate the standard
deviation is twice as big, around 19 N. But even this value corresponds only to about
3.3 × 10−4%. Also at this strain rate the stress-strain curve shows fluctuations after the
linear elastic range. The reason seems to be nonphysical and can be attributed to the
testing machine’s limitations.
Between the stress responses at various strain rates only small differences are visible.
Thus, at room temperature only a small rate dependence of the material behavior is
seen in these diagrams and it is difficult to obtain quantitative values from them. In
addition to the overall behavior and the dependence on the strain rate, the degree of
the tension-compression asymmetry is of interest. In Fig. 2.5 tensile and compressive
stresses during loading with a strain rate of |ε˙| = 2× 10−4 s−1 are compared. The
material behaves almost identical in both cases and the stress responses coincide to a
high degree. Similar results are obtained for the other strain rates. This result agrees
with the response of many other metals when the Cauchy stress is considered, as stated
by Lubliner [2008, p. 77].
Poisson’s ratio of ν = 0.5. However, in the performed tests, the main part of the total deformation is
due to plasticity and this deformation satisfies the incompressibility assumption.
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2.1.2. Long-time Relaxation Test
To further investigate the relaxation behavior, in particular for long times, the tension
and compression test is stopped after reaching the maximum displacement |umax| =
1 mm, which corresponds to point B in Fig. 2.4a. The maximum displacement is applied
within 2 s, which corresponds to a strain rate of |ε˙| = 2× 10−2 s−1. After reaching the
maximum displacement, the displacement (respectively strain) is held constant and the
time evolution of the stress is recorded. The resulting stress relaxation curves are shown
in Fig. 2.6. Obviously the stress relaxes in both cases, tension and compression, over a
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Figure 2.6.: Stress relaxation
long period with a pronounced relaxation at the beginning. Due to the low sampling rate,
which was chosen according to the long recording time, the measured signal fluctuates
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perceptibly. Similar to the deviations in the stress response (observed when using the
highest strain rate |ε˙| = 2× 10−2 s−1), these fluctuations seem to be nonphysical and
due to the testing machine’s limitations.
2.1.3. Multistage Relaxation Test
To obtain the equilibrium response the multistage process of Fig. 2.7 is investigated.
As pointed out in [Lion, 1994, p. 17] these processes have the advantage of a drastically
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Figure 2.7.: Multistage-relaxation path, thold = 10000 s, tload = 2 s
reduced experimentation time and offer more accurate results than processes with a slow
strain rate.
The process consists of five stages in loading and unloading. At each stage the initial
length is extended or reduced by u = 0.2 mm as shown for the beginning of the process
in Fig. 2.7b. The used load time is tload = 2 s, which corresponds to a strain rate of |ε˙| =
4× 10−3 s−1. After each loading stage the displacement is held constant for thold =
10000 s, see Fig. 2.7a. During this phase stress relaxation occurs and the measured
stress tends towards the equilibrium stress, as can be seen in Fig. 2.8a and Fig. 2.8c for
the tension and compression test, respectively. The relaxation phase degenerates into a
vertical line when plotted in a stress vs. strain diagram as in Fig. 2.8b and Fig. 2.8d. The
end points of the relaxation phases are close to the equilibrium stress. Connecting them
leads to a good approximation of the equilibrium hysteresis.
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Figure 2.8.: Multistage-relaxation response
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2.2. Thermophysical Properties of 51CrV4
During the production cycle shown in Sec. 1.1 the workpiece is locally heated up to
1200 ◦C. Thus, the material is in a severe thermal imbalance. It is known from expe-
rience that nature strives for balance states. In the present case this compensation is
achieved on the one hand by heat flow between the workpiece and its environment and
on the other hand by heat flow within the workpiece itself. This exchange of thermal
energy is governed by thermophysical properties, in particular by the heat capacity, the
heat conductivity and the emissivity of the material.
Due to the large temperature range of the anticipated application, ranging from room
temperature up to 1200 ◦C, the temperature influence on the thermophysical material
properties is of particular interest. Three different institutions7 were instructed with
experiments to determine the temperature-dependent heat capacity, heat conductivity,
and emissivity.
2.2.1. Specific Heat Capacity
The heat capacity is the measure of the heat (thermal energy) required to increase the
temperature θ of a body with mass m by a certain value without encountering a phase
transition of the material. Heat is, just like mechanical work, not a system property (state
variable, in terms of thermodynamics). Instead it manifests itself only during processes,
where energy is exchanged.8 Thus, it is generally given as differential quotient with
respect to time
Q = mcd
dθ
dt . (2.1)
The heat capacity mcd can be computed from equation (2.1) if the supplied heat as well
as the rate of temperature are known.
Differential Scanning Calorimetry (DSC) is employed for the measurement of the
specific heat capacity cd. This thermoanalytical technique was developed in 1960 by
[Watson and O’Neil, 1966] and operates according to the heat flux principle, see also
[Höhne et al., 2003, Chp. 6.1] for details.
A sample and a standard reference sample are subjected to a controlled temperature
program by supplying thermal energy, as shown in the schematic drawing in Fig. 2.9a.
During this program the temperature of the sample and the reference deviate due to dif-
7The heat capacity and heat conductivity were measured by the company Netzsch, a renowned manu-
facturer of thermal testing equipment. The emissivity in the low temperature range was measured at
the Bavarian Center for Applied Energy Research (ZAE Bayern). The analysis of the high temper-
ature range (above 700 ◦C) was done at the Institut für Kernenergetik und Energiesysteme from the
University of Stuttgart.
8In general, energy forms as work and heat can only be exchanged during a change of state. This is
discussed for example in [Stephan et al., 2009, Chp. 3] and [Hemminger and Höhne, 1979, p. 30] as
well as the literature cited therein. After completing this change there is no heat or work.
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Figure 2.9.: Measurement of specific heat capacity
ferent heat capacities and phase transformations. Thus, the temperature of the sample
and the temperature difference between the two are measured continuously. The exper-
imental setup is as symmetric as possible (same geometries, similar material properties
of sample and reference sample). This has the advantage that unavoidable measurement
errors, e.g. heat leakage such as convection and radiation, compensate each other to
some degree by forming the difference of both signals. Another measurement error is
due to the diffusive nature of heat conduction, which leads to “smeared” measurement
signals, see [Hemminger and Höhne, 1979, p. 59]. This effect as well as others have to
be included in the analysis as described in [Haines, 1995; Höhne et al., 2003].
The samples that were used in all measurements were discs with a diameter of 5 mm
and a mass of approximately 100 mg. The reference sample was heated at a constant
rate of 20 K/min up to 1250 ◦C. According to the specifications of the manufacturer
the measured specific heat has an accuracy better than 2.5% up to 1500 ◦C. The result-
ing curve in Fig. 2.9b shows a peak around 700 ◦C. This increase is due to the Curie
transition, the change in magnetic properties from ferro-magnetic to para-magnetic. At
785 ◦C there is also an endothermic change of the crystal structure from body-centered
cubic (ferrite/ pearlite) to face-centered cubic (austenite). This change is connected with
an enthalpy change of 45.74 J/g.
2.2.2. Thermal Conductivity
The thermal conductivity λ of a material describes its ability to conduct heat. To deter-
mine the thermal conductivity, the results of the DSC measurement and a laser flash ap-
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paratus (LFA) are combined. This apparatus is shown in Fig. 2.10a and consists mainly
of three parts: a furnace with a sample holder, a laser underneath the furnace (connected
by fiber optics), and an infrared (IR) detector mounted directly on top of the furnace.
The cylindrical sample with a diameter of 12.7 mm is heated under dynamic argon (in-
ert gas) atmosphere to a predetermined temperature. When this reference temperature
is reached, the base face of the sample is further heated by irradiating it with a short
laser pulse (burst of energy). The pulsed laser (Nd:YAG, maximal power: 20 J/pulse,
wave length: 1064 nm) irradiation results in a homogeneous heating of the base face
and a succeeding temperature rise on the top face. The relative temperature increase is
measured as a function of time by the IR detector (Indium antimonide, InSb, photodi-
ode detector). The diffusivity of the sample a(θ) is computed with this information and
the solution of the corresponding heat conduction problem.9 Subsequently the thermal
conductivity is given by
λ(θ) = a(θ)ρ(θ)cd(θ). (2.2)
To enhance the emissivity and the absorptivity the samples were coated with graphite
prior to each measurement. For each temperature five single measurements were con-
ducted. The mean values are depicted in Fig. 2.10b with an absolute accuracy of the
LFA method of about 3%.
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Figure 2.10.: Measurement of heat conductivity
It is known, cf. [Gnielinski et al., 2006, Chp. Dea], that the heat conductivity is sensi-
9The heat conduction problem can be solved analytically under the assumption of adiabatic conditions
and a homogeneous temperature distribution over the radius of the sample. It can be shown, that the
thermal diffusivity reads in this case a = 0.1388 l2t0.5 , with the sample thickness l and the time needed
for 50% of the temperature increase t0.5.
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tive with respect to changes in composition. Even small additions of alloying elements
can lead to a significant decrease of the heat conductivity. Additionally, the thermal and
mechanical history of the material have a strong effect on the heat conductivity. These
effects are not yet captured by the present experiments. In contrast, the values of heat
capacity, thermal expansion, Young’s modulus, and Poisson’s number vary only little
with the constituents.
2.2.3. Emissivity
Matter, that is at a nonzero temperature, exchanges energy with its surrounding environ-
ment. This change of energy may require the presence of a material medium as e.g. in
the case of heat convection or the aforedescribed heat conduction. In contrast, transfer
of energy by radiation does not require any medium and is even most efficient in vac-
uum. Thermal radiation is energy emitted by matter and transported by electromagnetic
waves, see [Incropera et al., 2007, p. 9 and p. 724]. It can be attributed to changes in the
electron configurations of the constituent atoms.
In general radiation is a volumetric phenomenon. However, in most solids (opaque
matter) radiation emitted from interior molecules is strongly absorbed by adjoining
molecules. Accordingly, in such a solid the net radiation emitted by the body origi-
nates from the molecules that are within a small distance of the surface (typical is a
distance of approximately 1 µm from the exposed surface). Thus, radiation can often be
treated as a surface phenomenon.
At the end of the 19th century Stefan and Boltzmann found an upper limit for the
emissive power of a surface, which is today known as the Stefan-Boltzmann law
Eb = σθ4s , (2.3)
where θs is the absolute temperature of the surface and σ = 5.67× 10−8 W/m2 K4 is
the Stefan-Boltzmann constant. A body that emits energy according to (2.3) is called an
ideal radiator or blackbody. The heat flux that is emitted by a real surface is less and is
given by
E = σθ4s , (2.4)
where  is termed emissivity. This radiative property is a measure of how efficiently the
surface emits energy relative to a blackbody and is in the range 0 ≤  ≤ 1.
A surface does not only emit radiation but it also intercepts and absorbs radiation
from its surroundings. The property that describes the portion of the irradiation which
is absorbed by the surface is the absorptivity. Often it is assumed that the absorptivity
equals the emissivity, which is referred to as a gray surface. In this case the net rate of
radiation heat transfer from the surface which is completely enclosed by a blackbody is
E = σ(θ4s − θ4∞), (2.5)
where θ∞ is the temperature of the surroundings.
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As an electromagnetic wave, thermal radiation encompasses a range of the electro-
magnetic spectrum. Its wave length ranges from approximately 0.1 µm to 100 µm and
includes the upper part of ultraviolet (UV), all the visible, and infrared (IR) light. Only
this spectrum is caused by and affects the thermal state of matter. Radiation emitted and
absorbed by a surface shows in general a spectral and directional dependency, i.e. the
intensity of the emitted radiation varies with wave length and angle of emission respec-
tively incidence, [Baehr and Stephan, 2008, p. 563]. Representative dependencies of
the directional and spectral distributions for various materials are depicted in [Incropera
et al., 2007, p. 746]. However, in view of the intended application these properties are
of minor importance. Instead, the total (hemispherical) emissivity, an integrated average
over wavelength and direction, is of practical relevance. This implies the assumption of
a diffuse (directionally independent) emitter.
The experimental determination of the emissivity is based on the principle of radiation
comparison. To this end, the emitted radiation of the sample is compared with the radi-
ation of a blackbody.10 The experimental setup is shown in Fig. 2.11a. A disc-shaped
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Figure 2.11.: Measurement of total emissivity
sample (diameter of 15 mm and thickness of 5 mm) is mounted in a chamber, which can
be evacuated or filled with inert gas. In the present study the chamber is filled with the
inert gas argon at a pressure of 960 mbar. The inner surface of the chamber is cooled
to room temperature and blackened (coating with an emissivity close to 1.0). Below the
sample is a spiral inductor to heat the sample to prescribed temperatures. Its temperature
10The closest approximation of a blackbody is a cavity with an aperture and whose inner surface is held at
uniform temperature. A thermodynamical explanation is given e.g. in [Incropera et al., 2007, p. 736]
and [Baehr and Stephan, 2008, p. 586].
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is measured within a bore in radial direction (diameter of 1.2 mm and depth of 7 mm).
The measured value is extrapolated to the emitting surface (distance between the bore
and the emitting surface is 1.3 mm) to yield the corresponding temperature. Mounted on
top of the sample is a thermal radiation detector which measures the total radiation. This
value is compared to the signal of a blackbody, which has been obtained in a previous
measurement.
The actual evaluation of the emissivity also includes the effect of the encapsulating
chamber, and absorption in the optical path by the CaF2 window and gas. The measure-
ment method has been successfully applied to various materials, see e.g. [Neuer, 1993;
Neuer and Hoch, 1993]. Further details of the apparatus as well as an analysis of errors
are given in [Neuer, 1971].
The final result of the total emissivity is shown in Fig. 2.11b. Again there is an abrupt
change in the values around 800 ◦C, which at first sight seems to be connected to the
change of crystal structure from ferrite to austenite. However, further investigations have
revealed, that this change is permanent and due to an alteration of the material surface.
This alteration is even visible with the naked eye and may be connected to thermally
activated diffusion processes. The diffusion of soluble constituents is considerably eased
within the austenite microstructure, see [Läpple, 2006, p. 83].
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Mechanics
In order to make predictions of the thermomechanical behavior of workpieces, it is nec-
essary to formulate the complete process as a mathematical problem. Continuum me-
chanics is the basis for this formulation (a thorough and modern description can be found
for example in [Haupt, 2000; Hutter and Jöhnk, 2004]). It is a branch of mechanics that is
concerned with the analysis of the kinematics and the mechanical behavior of solids and
fluids. This theory ignores the discrete nature of matter consisting of grains, molecules,
atoms or even more delicate structures, depending on the scale of observation. Instead,
a macroscopic point of view is taken and the material is modeled as a continuum which
can be described by continuous or piecewise continuous functions. This assumption is
justified in many engineering applications that deal with pieces of matter that are very
large compared with these particles and leads to the development of field theories.
A field is a scalar-, vector-, or tensor-valued function of space and time. Examples
of such fields are the temperature, velocity, and stress distribution, respectively. The
fields are governed by general and individual statements. On the one hand the universal
laws of nature are considered as general statements, which are formulated as balance
equations. On the other hand, models for the material under consideration reproduce
typical behavior patterns of the real material within certain restricted situations. These
material models are individual statements, which reflect only the material properties of
the particular material or class of materials, and are given in the form of constitutive
equations.
3.1. Basic Kinematics
Continuum mechanics is concerned with deformable bodies, which change their shape
due to external loads. The study of motion without regard to the forces, which drive it,
is called kinematics. This branch is further divided into particle kinematics and defor-
mations. Particle kinematics describe the motion of a single particle of a body without
reference to the motion of neighboring particles. On the other hand, deformations1 de-
scribe the motion of the entire body which might include a change of shape due to a
relative motion of its particles.
1In continuum mechanics the term deformation is used for general motions, even those that do not
involve a change of shape. Because of the ambiguity this terminology is discouraged by Noll [2004,
p. 2], who introduced it in the first place. He suggests to use the term “transplacement” instead.
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3.1.1. Configuration and Motion
Within the outlined context, a material body is a region of space that is continuously
filled with matter. Mathematically, the material body B = {P} is defined as an infinite
set of material points or particles P which satisfies two essential properties: first, there
is a set K = {χ} of one-to-one mappings, which are called configurations,
χ :
{
B → χ[B] ⊂ R3
P 7→ χ(P) = (x1, x2, x3)⇐⇒ P = χ−1(x1, x2, x3).
(3.1)
Second, the composition of two configurations χ1 ∈ K and χ2 ∈ K
χ2 ◦ χ−11 :
{
χ1[B] → χ2[B] ⊂ R3
(x1, x2, x3) 7→ (y1, y2, y3) = χ2
(
χ−11 (x1, x2, x3)
) (3.2)
is continuously differentiable. The latter ensures that two neighboring material points
remain neighbors, while the first guarantees that each material point occupies only one
point of space which is not shared by any other material point. This definition also
excludes catastrophic situations such as ripping, pinching, or interpenetration of matter.
With the notion of a configuration, the motion of a material body B can be described
as a parametric curve in K with time t ∈ R as parameter
t 7→ χt ∈ K. (3.3)
The time-dependent configuration χt is called current configuration. As the material
body moves and deforms a smooth family of configurations emanates, see Fig. 3.1.
B
P
χ
1
(P)
χ
2
(P)
χ
3
(P)
x(t1)
x(t2)
x(t3)
e1 e2
e3
Figure 3.1.: Motion of a body as a parametric curve in K with t as parameter
In order to eliminate the abstract concept of the material point P from the formu-
lation, an arbitrary but fixed configuration is chosen as reference.2 With the reference
2Often the initial configuration is chosen for convenience, but this is not mandatory.
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configurationR ∈ K,
R :
{
B →R[B] ⊂ R3
P 7→R(P) = (X1, X2, X3)⇐⇒ P = R−1(X1, X2, X3),
(3.4)
each material point P is labeled with a corresponding number triple (X1, X2, X3). Fur-
thermore, this ordered triple can be interpreted as the coordinates of the point P ∈ E3
of the three-dimensional Euclidean space of physical observation at which the particle
P is located, see Fig. 3.2. To this end, the origin O and base vectors ei have to be spec-
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Figure 3.2.: Reference configuration and current configuration
ified to provide a frame of reference.3 Thus the vectors X = XαEα and x = xiei are
position vectors, relative to O and o, of the material point within the reference and the
current configuration respectively.4 The corresponding number triples (X1, X2, X3) are
called material coordinates and (x1, x2, x3) are termed spatial coordinates. Statements
in continuum mechanics can be formulated either with material or spatial coordinates,
which is referred to as Lagrangian and Eulerian description respectively.
The motion is represented by means of the vector function
χR :
{
R× R+ → χt[B]
(X, t) 7→ x = χR(X, t) := χt
(R−1(X)) . (3.5)
3In this text orthonormal base vectors and Cartesian coordinates are used.
It is not necessary to introduce a reference system or even an orthonormal one. This is done here
only for clarity. A completely system free derivation based on general coordinates and on manifolds
can be found in [Marsden and Hughes, 1994] and [Haupt, 2000] .
4In general different frames of reference can be used for the reference and current configuration.
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In many representations of solid mechanics, the initial configuration, i.e. the configu-
ration of the material body at the time t = t0, is chosen as reference. In this case the
motion is described by the displacement of a particle, which is the difference of the
position vectors
u(X, t) = x−X = χR(X, t)−X. (3.6)
The definition of the displacement vector is illustrated in Fig. 3.3.
R[B]
X χt[B]
x
u
E1 E2
E3
Figure 3.3.: Definition o displacement vector u
3.1.2. Deformation Gradient
Locally, the motion of a material body B is characterized by the so-called deformation
gradient
F(X, t) = GradχR(X, t). (3.7)
Due to the requirement that the composition of two configurations (3.2) is continuously
differentiable, there exists a Taylor expansion for the vector function (3.5) of the current
position
x = χR(X, t) = χR(X0 +dX, t) = χR(X0, t)+F dX+‖dX‖r(X0, t, dX), (3.8)
with the property
lim
‖dX‖→0
‖r(X0, t, dX)‖ = 0. (3.9)
Here the gradient is evaluated with respect to the material coordinates. With the or-
thonormal bases {Eα} and {ei} the deformation gradient has the component represen-
tation
F = GradχR =
∂χRi
∂Xα
ei ⊗Eα = Fiαei ⊗Eα. (3.10)
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The deformation gradient is the Fréchet derivative of χR(X, t) with respect to X in
the direction dX . The direction dX can be interpreted as a tangent vector to a smooth
curve in R, consisting of particles in the reference configuration and the material point
X . The curve
α 7→ C(α), C(α0) = X, (3.11)
with
dX = ddαC(α) dα
∣∣∣∣
α=α0
= C ′(α0) dα (3.12)
is called material line. In the current configuration the material line is given by
α 7→ c(α) = χR(C(α), t), c(α0) = x, (3.13)
with the tangent vector
dx = ddαc(α) dα
∣∣∣∣
α=α0
= c′(α0) dα. (3.14)
The application of the chain rule leads to
dx = {GradχR(C(α), t)}C ′(α0) dα. (3.15)
Thus, the material elements dX transform according to
dx = F dX. (3.16)
The material lines in the reference and current configuration as well as the transforma-
tion of material line elements is depicted in Fig. 3.4. Since dX and dx are associated
X
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dx = F dX
x = χR(X, t)
E1 E2
E3
e1 e2
e3
Figure 3.4.: Transformation of material line elements by the deformation gradient
with the reference and current configuration, respectively, F is a two point-tensor, [Og-
den, 1997].
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This geometrical interpretation of the deformation gradient leads directly to the re-
lations of material surface and material volume elements in the reference and current
configuration
da = (det F) F−T dA (3.17)
and
dv = (det F) dV . (3.18)
The material elements occur in integrals and are thus a basis for the formulation of bal-
ance relations in subsequent chapters. From the invertibility of the configurations (3.2)
follows that det F 6= 0 and it is generally assumed that det F > 0 holds. The determi-
nant of the deformation gradient is in the case of Cartesian coordinates the Jacobian of
the transformation.
Although the deformation gradient contains all the information of the local motion it
is not directly used as a strain measure, since it does not vanish for rigid body motions.
Instead tensors which emanate from the multiplicative decomposition of F into orthog-
onal and symmetric parts are used. This so-called polar decomposition is unique and
holds due to the invertibility of the deformation gradient
F = RU = VR. (3.19)
The second order tensors U and V are symmetric positive definite5 and the tensor
R is orthogonal.6 The orthogonal tensor R describes a pure rotation of a material line
element dX , whereas the so-called right stretch tensor U and the so called left stretch
tensor V describe a pure elongation of the line elements dX and R dX respectively. It
can be shown, [Haupt, 2000], that the stretch tensors can be expressed in terms of the
deformation gradient
U2 = C = FTF, (3.20)
V2 = B = FFT. (3.21)
The symmetric positive tensors C and B are called right and left Cauchy-Green tensors
respectively and are used for the definition of strain measures later on.
3.1.3. Velocity, Acceleration, and Velocity Gradient
Many relevant processes are time-dependent. Thus, time derivatives of the various fields
are required for the formulation of the balance equations and the material models. To
this end, a tensor valued function of arbitrary order w = f(P , t) is considered. The time
derivative
w˙(t) = f˙(P , t) = ddtf(P , t) (3.22)
5A symmetric positive definite tensorU has the propertiesU = UT and v ·Uv > 0 holds for any vector
v 6= 0.
6Tensors with the property RTR = RRT = 1 are called orthogonal.
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at a material point P ∈ B is called material derivative of f . The physical quantity
w = f(P , t) can be expressed either in terms of spatial coordinates
f¯ : (x, t) 7→ w = f¯(x, t) = f(χ−1t (x), t) (3.23)
or in material coordinates
fˆ : (X, t) 7→ w = fˆ(X, t) = f(R−1(X), t). (3.24)
The transition from one to the other representation is given by
fˆ(X, t) = f¯(χR(X, t), t), (3.25)
f¯(x, t) = fˆ(χ−1R (x, t), t). (3.26)
The time derivative in the material representation follows directly from the definitions
(3.22) and (3.24)
w˙(t) = ∂
∂t
fˆ(X, t). (3.27)
The material derivative of the spatial representation is obtained by computing the total
derivative of (3.23), i.e. by applying the chain rule
w˙(t) = ddt f¯(χR(X, t), t)
=
{
grad f¯(x, t)
} ∂
∂t
χR(X, t) +
∂f¯
∂t
.
(3.28)
Here, the appropriate product is assumed between the gradient with respect to x and the
velocity vector. The velocity of a particle P ∈ B is defined as
v = x˙(t) = ddtχt(P). (3.29)
It can be expressed in the material (Lagrangian) representation
v = vˆ(X, t) = ∂
∂t
χR(X, t) (3.30)
or in the spatial (Eulerian) representation
v = v¯(x, t) = vˆ
(
χ−1R (x, t), t
)
. (3.31)
Accordingly, the material derivative in spatial representation can be expressed as
w˙(t) =
{
grad f¯(x, t)
}
v¯(x, t) + ∂
∂t
f¯(x, t). (3.32)
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The two summands are often referred to as convective and local derivative. An appli-
cation of this result is the computation of the acceleration vector a. It is the material
derivative of the velocity vector (3.29), which leads to
a = aˆ(X, t) = ∂
∂t
vˆ(x, t) = ∂
2
∂t2
χR(X, t) (3.33)
in the material representation and with (3.32) to
a = a¯(x, t) = {grad v¯(x, t)} v¯(x, t) + ∂
∂t
v¯(x, t) (3.34)
in the spatial configuration.
The deformation gradient F contains all local information of the motion. In many
situations also the rate of change is of interest as described above, where the rate of
change of the particle position leads to the velocity vector. The spatial gradient of the
velocity vector
Grad vˆ(X, t) = F˙(X, t) (3.35)
is called material velocity gradient, while the gradient with respect to spatial coordinates
grad v¯(x, t) =: L(x, t) (3.36)
is the spatial velocity gradient. The relation between the velocity gradients is established
by considering the identity between the expressions for the velocity (3.30) and (3.31)
vˆ(X, t) = v¯(χR(X, t), t) . (3.37)
Differentiation with respect toX leads to
Grad vˆ(X, t) = {grad v¯(x, t)}GradχR(X, t). (3.38)
With the definition (3.35) follows
F˙ = LF (3.39)
and
L = F˙F−1. (3.40)
In many formulations only a part of the spatial velocity gradient L is used. The sym-
metric part D is called the strain rate tensor
D := 12
(
L + LT
)
, D = DT (3.41)
and the antisymmetric part
W := 12
(
L− LT) , W = −WT (3.42)
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is called the spin or vorticity tensor. Adding both tensors yields the spatial velocity ten-
sor L = D + W. The role of the spatial velocity gradient L is similar to the geometrical
interpretation of the deformation gradient. It represents the rate at which changes of
material elements take place. Taking the time derivative of the material elements (3.16),
(3.17), and (3.17) and inserting the definition (3.40) leads to
(dx)· = L dx, (3.43)
(da)· = [(div v)1− LT] da, (3.44)
(dv)· = (div v) dv. (3.45)
In these expressions div denotes the divergence operator with respect to spatial coordi-
nates x, while Div is used in the following for the divergence operator with respect to
material coordinatesX . In the following the hat and bar (indicating material and spatial
representation) are dropped in favor of a more concise notation.
3.1.4. Strain Tensors
A motions deviation from a rigid body motion is termed strain or distortion. Strain
tensors provide a measure for the three-dimensional strain state. Therefore, they have to
vanish in the case of a rigid body motion, which is generally given by
x = χR(X, t) = Q(t)(X −X0) + x0(t). (3.46)
The motion consists of a pure rotation about the pointX0 given by the orthogonal tensor
Q(t) and a pure translation given by the vector valued function x0(t), which represents
the motion of the material frame of reference point.
The deformation gradient of a rigid body motion according to equation (3.46) is
location-independent and equal to the rotation tensor
F(X, t) = Q(t).
Accordingly, the right Cauchy-Green tensor becomes
C = FTF = QTQ = 1
and the left Cauchy-Green tensor reads
B = FFT = QQT = 1.
The tensor
E(X, t) := 12 (C− 1) = 12
(
FTF− 1) (3.47)
vanishes for rigid body motions. It is referred to as the Green strain tensor and operates
on tangent spaces of the reference configuration. In contrast the Almansi strain tensor
A(x, t) := 12
(
1−B−1) = 12 (1− F−TF−1) (3.48)
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operates on the current configuration and is related to the Green strain tensor (3.47) by
A = F−TEF−1. (3.49)
For the formulation of balance equations and constitutive models also the time deriva-
tives of strain tensors are necessary. The time derivative of the Green strain tensor fol-
lows from definition (3.47)
E˙ = 12
(
F˙TF + FTF˙
)
= FT 12
(
F−TF˙T + F˙F−1
)
F. (3.50)
With the definition of the strain rate tensor (3.40) the relation
E˙ = FTDF ⇔ D = F−TE˙F−1 (3.51)
is established. With this result and the transformation rule (3.49) the relation for the time
rate of the Almansi tensor can be computed easily
D = F−TE˙F−1 = F−T
(
FTAF
)· F−1 = A˙ + LTA + AL. (3.52)
3.2. Balance Equations
The objective of continuum mechanics is the determination of the state of a macro-
scopic system, i.e. the density %(X, t), the current position χR(X, t), and the tempera-
ture θ(X, t) of all material points P as a function of time t, [Altenbach and Altenbach,
1994]. The balance equations describe the interaction of the outside world with the
material body B and link the external loads with physical quantities.
3.2.1. General Considerations
The main idea for the formulation of the balance equations is the free-body principle,
also called the principle of intersection, [Szabó, 1996]. According to this principle any
material body can be cut into two imaginary parts, which are material bodies as well.
Each part enjoys the original properties if the interaction between the parts is accounted
for properly. The principle is assumed to hold for any body part, independent of its size.
The present state of a material body is represented by the current configuration, the
mass, the momentum, the moment of momentum, the temperature, the energy, and the
entropy of the body. This state can be represented by physical quantities or variables.
These are classified either as intensive or extensive. Intensive quantities are independent
of the size of the body (system) and remain constant when the body is divided into sub-
bodies, such as temperature, stress and electric field. Quantities that are proportional to
the amount of matter are referred to as extensive, such as volume. These are additive and
thus, can be represented by volume integrals over density functions of the mechanical
and thermal quantities, [Hutter and Jöhnk, 2004].
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The integration over the body can be carried out in the reference configuration R[B]
or in the current configuration χR[B]. For an arbitrary physical variable G, which char-
acterizes a partial aspect of the state of the body, this leads to
G(t) =
∫
ω
γ (x, t) dv =
∫
Ω
Γ (X, t) dV, (3.53)
where γ and Γ denote the corresponding density functions in the current and reference
configuration, respectively. In the reference configuration the integration is carried out
over the open set Ω of a body with the boundary ∂Ω (bounding surface). In the current
configuration the shape of the body may change with time, thus leading to the time-
dependent volume ω(t) and surface ∂ω(t), see Fig. 3.5. The density functions are related
R[B]
Ω χt[B]
ω
x = χR(X, t)
X x
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E2
E3
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Figure 3.5.: Material domains in the reference and the current configurations with mate-
rial subsets Ω and ω, respectively
to each other by the definition of motion (3.5) and the transformation of material volume
elements (3.18) which yields
Γ (X, t) = γ
(
χR(X, t) , t
)
det F. (3.54)
The change of the physical variable G with time is driven by external actions (influence
of the surroundings) and by internal processes within the body. These effects are again
described as state or process variables. These are denoted as P for production, S for
supply, and F for flux. The time rate of change of G is the sum of all effects
dG
dt = P + S + F. (3.55)
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Internal processes such as heat production due to internal friction or radioactive decay
are accounted for by the production term
P =
∫
ω
pi(x, t) dv =
∫
Ω
Π(X, t) dV. (3.56)
Effects from the exterior can take place either over the volume or the surface of the
subbody. The supply or source
S =
∫
ω
σ(x, t) dv =
∫
Ω
Σ(X, t) dV (3.57)
is exclusively supplied from outside the body, but the effect influences the whole domain.
Examples are the effects of gravitation and heat radiation. In contrast to the supply S,
the effect of the flux
F = −
∫
∂ω
φ(x, t) ·n da = −
∫
∂Ω
Φ(X, t) ·nR dA (3.58)
enters the body through the surface ∂ω or ∂Ω; it is said to flow from outside into the
body. In this representation the Cauchy-Lemma has already been incorporated and unit
normal vectors of the current configuration n and the reference configuration nR have
been introduced, see [Hutter and Jöhnk, 2004, p. 55].7 Examples for the flux densities
are surface stress and heat flux through a surface. The general balance equation (3.55)
can now be written as
d
dt
∫
ω
γ (x, t) dv =
∫
ω
[pi(x, t) + σ(x, t)] dv −
∫
∂ω
φ(x, t) ·n da, (3.59a)
d
dt
∫
Ω
Γ (X, t) dV =
∫
Ω
[
Π(X, t) + Σ(X, t)
]
dV −
∫
∂Ω
Φ(X, t) ·nR dA. (3.59b)
These are so-called global balance statements for the physical variable G. Under certain
continuity requirements on the integrands of equations (3.59), the statements can be
reformulated as local statements in the form of partial differential equations.
To this end, firstly the sequence of differentiation and integration of the left-hand side
of equations (3.59) has to be interchanged and secondly the surface integral on the right-
hand side has to be transformed to a volume integral. In the material formulation, i.e. in
coordinates of the reference configuration, the interchange of variables can be carried
out, provided Γ is differentiable
d
dt
∫
Ω
Γ (X, t) dV =
∫
Ω
∂Γ (X, t)
∂t
dV. (3.60a)
7The Cauchy Lemma states, that the surface densities depend linearly on the normal n or nR of the
surface. The densities are given by a contraction.
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In the spatial representation, i.e. in coordinates of the current configuration, the domain
of integration ω also depends on time and this leads to Reynolds transport theorem
d
dt
∫
ω(t)
γ (x, t) dv =
∫
Ω
(
γ˙ det F + γ(det F)· ) dV = ∫
ω
(
dγ
dt + γdiv v
)
dv, (3.60b)
see also [Hutter and Jöhnk, 2004]. Here, the relation for the rate of the volume ele-
ment (3.45) has been made use of. Furthermore, if the continuity requirements of the
divergence theorem are fulfilled by φ respectively Φ, then the application of the theorem
leads to ∫
∂ω
φ(x, t) ·n da =
∫
ω
divφ dv (3.61a)
and ∫
∂Ω
Φ(X, t) ·nR dA =
∫
Ω
Div Φ dV. (3.61b)
With equations (3.60) and (3.61) the balance equations (3.59) can be written as∫
ω
(
dγ
dt + γdiv v − pi − σ + divφ
)
dv = 0 (3.62a)
and ∫
Ω
(
∂Γ
∂t
− Π− Σ + Div Φ
)
dV = 0. (3.62b)
Due to the free body principle the global (integral) form of the balance equations hold
for any partial volume of the material body B. Assuming furthermore that the integrands
of equations (3.62) are continuous with respect to x and X , respectively, then it holds
that the integrands vanish over the whole integration domain, [Haupt, 2000, p. 77]. This
leads to the local balance of equations
dγ
dt + γdiv v = −divφ+ pi + σ, (3.63a)
∂Γ
∂t
= −Div Φ + Π + Σ. (3.63b)
The local balance equations are derived for scalar-valued equations. They have the same
form also in the case of higher-dimensional tensors fields. In this case the divergence
operates not on a vector but on a general tensor field, see e.g. [Helm, 2003, p. 111].
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3.2.2. Balance of Mass
Mass is a characteristic property of a material body B. It is a measure for the effect of
inertia and gravity. The mass m : (B, t) → R+ is defined by the volume integral over
the mass density distribution %(x, t) as
(B, t) 7→ m(B, t) =
∫
ω
%(x, t) dv =
∫
Ω
%R(X, t) dV. (3.64)
The mass densities of the current and reference configuration are related by
%R = % det F. (3.65)
The mass of any material body B is temporally constant
dm
dt =
d
dt
∫
ω
%(x, t) dv = ddt
∫
Ω
%R(X, t) dV = 0. (3.66)
The local formulation of the mass balance in the material representation follows as
∂
∂t
%R(X, t) = 0⇐⇒ %R = %R(X) . (3.67)
According to the general equation (3.60b) it follows for the spatial representation
d
dt%+ %div v = 0. (3.68)
3.2.3. Balance of Linear Momentum
The linear momentum p : (B, t)→ R3 characterizes the kinetic state of a material body.
It combines the velocity and mass distribution of the body and is defined as
p(B, t) =
∫
ω
v(x, t) %(x, t) dv =
∫
Ω
v(X, t) %R(X) dV. (3.69)
The balance of linear momentum resembles Newton’s second law, according to which
the sum of all forces acting on a body is equal to the time rate of change of its mo-
mentum. In the context of continuum mechanics, forces8 appear as surface and volume
forces leading to
dp
dt =
d
dt
∫
ω
v% dv =
∫
∂ω
t da+
∫
ω
k% dv, (3.70a)
dp
dt =
d
dt
∫
Ω
v%R dV =
∫
∂Ω
tR dA+
∫
Ω
k%R dV. (3.70b)
8For a full discussion of force in the continuum context see [Truesdell, 1991].
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The quantity k represents a force density per unit mass9 such as acceleration or gravity.
The surface force density t is called Cauchy stress vector. Due to Cauchy’s lemma the
stress vectors depend linearly on the unit normal vectors. In the spatial representation
this leads to the Cauchy stress tensor
t = Tn. (3.71)
The components of the Cauchy stress tensor describe the surface force acting on a ma-
terial surface element in the current configuration
df = t da = T da. (3.72)
Similar to strain tensors, also stress tensors can be expressed with respect to different
configurations. In the material representation this leads to the first Piola-Kirchhoff stress
tensor
tR = TRnR. (3.73)
It describes the force acting on the surface in the reference configuration and defines the
Piola-Kirchhoff stress vector tR. The physical action of the force still takes place in the
current configuration10 leading to the force vector
df = tR dA = TR dA. (3.74)
The differential surface forces df given by equations (3.72) and (3.74) obviously have
to be equal. Together with the transformation rule of material surface elements (3.17)
this yields the relationship between the stress tensors
TR = T(det F)F−T. (3.75)
With the help of the stress tensors, the surface integrals of equations (3.70a) and (3.70b)
can be transformed into volume integrals. To this end, the stress vector is replaced by the
corresponding stress tensor formulation (3.71) or (3.73) and then the divergence theorem
is applied. In the current configuration this leads to
d
dt(%v) + %vdiv v = div T + %k, (3.76)
which can be further simplified with the balance of mass (3.68) and gives
%
d
dtv = div T + %k. (3.77a)
The procedure is the same for the reference configuration and leads to
%R
d
dtv = Div TR + %Rk. (3.77b)
9Some authors, see for example [Altenbach and Altenbach, 1994, p. 129], also define a body force
density for the reference configuration. Due to the results of the balance of mass, both densities are
equal and a different notation is therefore omitted in this text.
10Since dA and df are associated with the reference and current configuration, respectively, the first
Piola-Kirchhoff stress tensor is a two-point tensor.
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3.2.4. Balance of Moment of Momentum
The rotational or moment of momentum is similar to the linear momentum a vector
m : (B, t)→ R3 that characterizes the kinetic state of a material body. It is defined as
m(B, t) =
∫
ω
(x− c)× v% dv =
∫
Ω
(χR − c)× v%R dV, (3.78)
where c is an arbitrary but fixed reference point in space. The balance of rotational
momentum corresponds to the Euler equations of a rigid body, see for example [Szabó,
1996, p. 30]. It states, that the time rate of change of the rotational momentum is equal
to the moment exerted by all forces acting on the body. The resulting moment of the
external forces is given in terms of surface and volume integrals, which lead to
dm
dt =
d
dt (x− c)× v% dv =
∫
∂ω
(x− c)× t da+
∫
ω
(x− c)× k% dv. (3.79)
This statement can be expressed in local form with the relation of the Cauchy stress
tensor (3.71) and the divergence theorem. This results in the symmetry of the Cauchy
stress tensor
T = TT. (3.80)
For details of the mathematical derivation with and without component representation
compare [Haupt, 2000, p. 99] and [Ogden, 1997, p. 148] respectively.
From equation (3.75) follows that the first Piola-Kirchhoff stress tensor is unsymmet-
ric and satisfies
TRFT = FTTR ⇐⇒ TR = FTTRF−T. (3.81)
3.2.5. Balance of Energy - First Law of Thermodynamics
When surface and volume forces act on a body, work is done and energy is supplied to
the body. In addition to this, energy can be supplied in the form of heat and further non-
mechanical work. In the case of pure mechanical processes the balance of mechanical
energy is a direct consequence of the balance equations for mass and momentum. The
statement is just as universally valid as the basic balance equations themselves. In the
general case the balance of energy establishes the equivalence of mechanical and non-
mechanical work introduced e.g. by thermal, electro-magnetical, or chemical processes.
The total energy of a body B consists11 of kinetic K and internal energy E. The kinetic
energy is defined by a volume integral as
K(B, t) =
∫
ω
1
2v ·v% dv. (3.82)
11In general the total energy also includes potential energy. In many engineering applications this energy
part plays only an insignificant role and is neglected in many contributions on continuum mechanics.
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The internal energy is also an extensive quantity, thus given by the integration over the
specific internal energy e as
E(B, t) =
∫
ω
e% dv. (3.83)
It is the remainder of the total energy after subtracting the kinetic energy. Often it
consists of strain energy, potential energy, thermal energy, or chemical energy. Of course
further energy forms are conceivable.
Due to external loads and internal sources the total energy changes. The time rate of
change is equal to the power of external forces L and the resultant heat supplyQ leading
to
K˙(B, t) + E˙(B, t) = L(B, t) +Q(B, t). (3.84)
The power of external forces includes the action of surface and volume forces
L(B, t) =
∫
∂ω
t ·v da+
∫
ω
k ·v% dv. (3.85)
Thermal energy can be supplied to a material body by heat conduction through its sur-
face and heat radiation distributed over its volume
Q(B, t) = −
∫
∂ω
q ·n da+
∫
ω
r% dv. (3.86)
Here the heat flow density is given by the scalar product of the normal vector n and the
vector q, which is called Cauchy heat flux vector. Its minus sign is due to the convention
that the heat flow is positive if the material body absorbs energy. The scalar r denotes the
specific thermal energy production, which can be due to radiation or internal processes.
Using the definitions of the individual physical quantities (3.82), (3.83), (3.85), and
(3.86), the balance of energy reads in the current configuration
d
dt
∫
ω
(1
2v ·v + e
)
% dv =
∫
∂ω
Tn ·v da+
∫
ω
k ·v% dv −
∫
∂ω
q ·n da+
∫
ω
r% dv. (3.87)
Applying the divergence theorem yields∫
ω
(v · v˙ + e˙) % dv =
∫
ω
[
div
(
TTv
)
+ k ·v%− div q + r%] dv. (3.88)
With the product rule div
(
TTv
)
= (div T) ·v + T · gradv, the symmetry of T, and
the definition of the strain rate tensor D according to equation (3.41) this can be written
as∫
ω
(
de
dt + v · v˙
)
% dv =
∫
ω
(T ·D− div q + r%) dv +
∫
ω
(div T + k%) ·v dv. (3.89)
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According to the balance of linear momentum (3.70a) the underlined terms are equal
and the expression (3.89) further simplifies to∫
ω
(
de
dt −
1
%
T ·D + div q − r
)
% dv = 0. (3.90)
Thus, the local balance of energy reads in the current configuration
de
dt =
1
%
T ·D− 1
%
div q + r. (3.91a)
For the material representation follows analogously
de
dt =
1
%R
T˜ · E˙− 1
%R
Div qR + r. (3.91b)
In this formulation a further stress tensor and heat flux vector are introduced. The second
Piola-Kirchhoff stress tensor is defined by
T˜ := (det F) F−1TF−T. (3.92)
The definition ensures the equality of the specific stress power expressed in terms of
variables of the current and reference configuration
1
%
T ·D = det F
%R
T ·F−TE˙F−1 = 1
%R
T˜ · E˙. (3.93)
In this expression the relation (3.51) of the strain rate tensor D and the time rate of
the Green strain tensor E are used. By equation (3.75) the first and the second Piola-
Kirchhoff stress tensors are related by
TR = FT˜. (3.94)
In the energy balance in the material representation (3.91b) the Piola-Kirchhoff heat flux
vector qR, which operates on the reference configuration, is introduced. The vector is
related to the Cauchy heat flux vector by
qR = (det F) F−1q. (3.95)
3.2.6. Principle of Irreversibility - Second Law of
Thermodynamics
The first law of thermodynamics states, that the total energy of an isolated system is
conserved and is only transformed from one energy form to another one. There is no
information provided on the direction and kind of the transformation. Although it is
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known from experience, that real processes are directional, i.e. they proceed in a certain
chronological order and are irreversible. It is observed for example, that heat flows only
from hot to cool regions and that gas flows from a high-pressure to low-pressure region.
The (so far) missing information on the direction and kind of energy transformation is
given by the second law of thermodynamics on the basis of the concepts of tempera-
ture and entropy. Both are considered to be primitive variables with the temperature θ
being an intensive and the entropy S an extensive variable. The entropy can be viewed
as a measure for the amount of energy, which has been transformed irreversibly, see
[Altenbach and Altenbach, 1994].
In physical systems an entropy production corresponds to irreversible changes and a
conservation of the entropy value is associated with reversible changes of the system.
From experience it is known that reversible processes are mere ideal limit cases, which
do not occur in nature, [Stephan et al., 2009]. Formally a balance statement for the
entropy can be stated as
dS
dt =
d
dt
∫
ω
s% dv =
∫
ω
(pi + σ) dv −
∫
∂ω
φ ·n da. (3.96)
According to the second law of thermodynamics, entropy can only be produced but
never annihilated, i.e. for the production term holds∫
ω
pi dv > 0. (3.97)
In classical thermodynamics, which is concerned with thermodynamic states of equilib-
rium, the entropy supply σ and the entropy flux φ are related to the supply and transport
of thermal energy and temperature θ. Even though the temperature has a physical back-
ground in equilibrium thermodynamics, it is just defined formally in non-equilibrium
thermodynamics: a positive scalar is assigned to each material point and all times
θ :
{
B × R → R+
(P , t) 7→ θ(P , t) = θ¯(x, t) = θˆ(X, t). (3.98)
The scalar θ is called absolute temperature or thermodynamic temperature. Mathemati-
cally, it can be interpreted as an integrating denominator, see e.g. [Stephan et al., 2009].
The entropy flux is driven by the heat flux over the surface of the body and is given as
the quotient of the heat flux vector and the absolute temperature
φ = 1
θ
q. (3.99)
Accordingly, the volume distributed entropy supply is the quotient of the radiation (heat
production) and absolute temperature
σ = 1
θ
r. (3.100)
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The relations (3.99) and (3.100) hold strictly only for equilibrium states of single com-
ponent systems. For example in mixtures, a more general form of the entropy flux has
to be postulated, see [Haupt, 2000]. For non-equilibrium processes, there is still a con-
troversy on the correct formulation of the entropy flux and supply, see e.g. [Muschik,
1998].
Nevertheless, for processes close to equilibrium the relations (3.99) and (3.100) are
good approximations and are commonly used in continuum thermomechanics. Inserting
equations (3.97), (3.99), and (3.100) into the balance of entropy (3.96) leads to the so-
called Clausius-Duhem inequality
d
dt
∫
ω
s% dv ≥
∫
ω
1
θ
r% dv −
∫
∂ω
1
θ
q ·n da. (3.101)
The local form of the Clausius-Duhem inequality is achieved under adequate continu-
ity assumptions by the application of the divergence theorem. The standard procedure
yields
%s˙θ ≥ %r − div q + 1
θ
grad θ · q. (3.102)
In this representation, the first two terms on the right-hand side can be substituted with
the help of the energy balance (3.91a)
%r − div q = %e˙−T ·D. (3.103)
The substitution leads to
%
d
dt (θs− e)− %s
dθ
dt + T ·D−
1
θ
grad θ · q ≥ 0. (3.104a)
In the material representation the Clausius-Duhem inequality takes on the form
%R
∂
∂t
(θs− e)− %Rs∂θ
∂t
+ T˜ · E˙− 1
θ
Grad θ · qR ≥ 0. (3.104b)
The energy density
ψ := e− θs (3.105)
is called the (specific) free energy, Helmholtz free energy, or just Helmholtz energy. It
is used in the formulation of many material models (including the one of this work) and
related to other thermodynamic potentials by Legendre transformations, refer to [Haupt,
2000, p. 488] for further details.
3.2.7. Coupling of Balance Equations
All balance equations have to be fulfilled simultaneously bearing in mind that these are
coupled with each other. The change of one field has an effect on the other field. In this
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work the balance of momentum (3.77a) and the balance of energy (3.91a) are coupled
by their field quantities.
For the thermal field, the temperature θ is chosen as field variable. According to the
principle of local action, see [Haupt, 2000, p. 257], the materials behavior of a local
point is governed by its close neighborhood. Thus, the right Cauchy-Green tensor C
is chosen as field variable for the mechanical field. Both fields are coupled via their
material equations.
The interdependence in the case of thermomechanical coupling, as considered in this
work, is depicted in Fig. 3.6.
Mechanical
Field
Thermal
Field
0 = DivTR + %Rk
T˜ = h (C, θ,q)
q˙ = f (C, θ,q)
heat production due
to mechanical work
w
(
C, C˙, θ, θ˙,q
)
thermal expansion
Fˇθ = ϕ(θ)1
cdθ˙ = −
1
%R
Div qR + r + w
heat flux qR (C, θ)
Figure 3.6.: Thermomechanical Coupling
On the one hand, when mechanical work is supplied to a material body the resulting
deformation causes heat production. One can distinguish heat production due to ther-
moelastic coupling, internal energy storage and plastic dissipation. The heat production
is described in detail in Sec. 4.2. It depends on the value of internal variables q (describ-
ing the materials state), the right Cauchy-Green tensor, the temperature, and their time
derivatives. Furthermore, the heat flux qR is not only a function of temperature but also
depends on the deformation.
On the other hand, a change of temperature influences the mechanical field. First of
all, it causes thermal expansion or contraction (depending on the sign of the tempera-
ture change). In Sec. 4.1.1 the thermally induced change of volume is assumed to be
isotropic. Moreover, for a given deformation the state of stress depends on the value
of the temperature and the internal variables. The evolution of the internal variables
in turn is strongly influenced by θ. Details on the material model and the temperature
dependence are given in Sec. 4.1.
In general, a change of temperature or state of stress can also result in a change of
the material phase. During the process of phase transformation latent heat is relased
or absorbed by the material body without a change of temperature. In many cases the
mechanical properties have strongly changed, after a phase transformation. Phase trans-
formations are not included in the material model used in this work.
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Exposed to the same external loads, different materials can behave in entirely different
ways. For the steel 51CrV4 and the intended application, the thermomechanical material
behavior in monotonous loading processes is most important. With the relations that
have been covered up to now, it is impossible to predict the response of a material body
and thus to determine the thermomechanical behavior of the workpiece. The missing
link is given by constitutive equations, also referred to as material models.
4.1. Large Strain Thermoviscoplasticity Model for
51CrV4
The following model captures the main thermomechanical behavior of steel 51CrV4 in
processes dominated by monotonous loading. It uses the method of internal variables to
account for inelastic behavior and fulfills the basic requirements on constitutive equa-
tions, in particular the principle of material frame indifference and thermomechanical
consistency. According to Lion [2000] it is advantageous to base phenomenological
equations on rheological models. These allow an easily accessible interpretation and in
most cases automatically lead to a thermomechanically consistent formulation, see also
[Altenbach and Altenbach, 1994, p. 226].
4.1.1. Rheological Model
The present constitutive model is motivated by the one-dimensional rheological model
of Fig. 4.1. It consists of an elastic (reversible deformations) and an inelastic (irre-
total deformation
thermal
expansion
elastic
deformation
inelastic
deformation
Figure 4.1.: Rheological model of constitutive equations
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versible deformations) part. The reversible deformation can be split into a purely me-
chanical part, indicated by the spring in the middle, and a thermal expansion part, de-
picted by the element on the most left. Irreversible deformations arise after exceeding
the yield stress, remain after removing external loads, and are usually associated with
plasticity. According to the multiple splits, the model can be viewed as an extension of
the model proposed in [Helm, 2006], where only inelastic and thermoelastic deforma-
tions are distinguished. This leads to different kinematical relations as discussed in the
next section.
In the stress-strain diagram Fig. 2.4a of the steel 51CrV4 it is seen that the yield
stress is significantly lower after it has been subjected to tensile stresses above the ini-
tial yield stress and is afterwards loaded in reverse direction. To capture this important
phenomenon, referred to as the Bauschinger effect or kinematic hardening, the plastic
deformation could be represented by a Kelvin-Voigt type model, as done in App. A.5.2.
In general isotropic and kinematic hardening coexist, but experience shows that kine-
matic hardening is dominant in many cases, cf. [Haupt and Lion, 1995]. From Fig. 2.4
can be inferred that kinematic hardening is also dominant in the case of 51CrV4. How-
ever, in the present work monotonous loading processes are in the main focus. For these
processes it is shown in [Hakansson et al., 2005] that both isotropic and kinematic hard-
ening are suitable models and yield satisfactory results. Hence, isotropic hardening is
chosen in the following to describe the hardening behavior due to its simplicity. Regard-
ing cyclic processes, the two approaches admittedly lead to significant differences in the
stress and temperature distributions.
The friction element in Fig. 4.1 resembles the total inelastic deformation, includ-
ing hardening and viscous effects. Lion [2000] pointed out that rheological models
including plasticity and hardening effects can be motivated by physical processes on
the microscopic scale. Plasticity is attributed to local inelastic slip processes, while
hardening can be interpreted as the spatial average of local elastic lattice deformations
caused by dislocations. The inelastic deformations cause the stress power which is dis-
sipated as heat and can be associated with a pronounced thermal influence. For metals
a strong temperature-dependence of the inelastic material properties is often observed,
cf. [Lubliner, 2008, p. 85]. Plastic deformations that take place at high temperatures do
not produce any work-hardening. These deformations are known as hot-working, where
the characteristic temperature is the so-called recrystallization temperature, which is typ-
ically between 35% to 50% of the melting temperature of the metal. These aspects have
to be considered in the following.
4.1.2. Kinematical Relations and Measures of Stress
To decompose the deformation in the various parts induced by the rheological model the
multiplicative split of the deformation gradient can be applied, cf. [Lubarda, 2004]. The
procedure can be traced back to [Eckart, 1948], where a local relaxed state for inelastic
deformations is introduced. In its present form it is originally developed in [Lee, 1969]
54
4.1. Large Strain Thermoviscoplasticity Model for 51CrV4
for elastoplastic and in [Lu and Pister, 1975] for thermoelastic deformations.1 Here,
following the proposals in [Lion, 2000] and [Meggyes, 2001], both splits are applied,
resulting in a multiple multiplicative decomposition of the deformation gradient
F = FˇrFi = FˆeFˇθFi. (4.1)
It consists of a multiplicative decomposition of the deformation gradient F into a re-
versible part Fˇr and an inelastic part Fi. The latter includes viscous and plastic effects.
The reversible part Fˇr is further decomposed into an elastic Fˆe and a thermal Fˇθ part,
where Fˆe is the stress-producing part of the deformation gradient.
Apparently, the proposed multiplicative decomposition of the deformation gradient
is not unique. Arbitrary rotations of the intermediate configurations can be included as
demonstrated by Haupt [2000, p. 435]. Thus, in addition to the assumption of frame-
invariance all constitutive equations have to be invariant with respect to the free choice
of Q¯. The decomposition induces two additional intermediate configurations denoted
by χˇt and χˆt which are illustrated in Fig. 4.2. The thermal intermediate configuration
R[B] dX
χ
t
[B]
dx
χˆ
t
[B]
dxˆ
χˇ
t
[B]
dxˇ
F
Fi
Fˇr
Fˇ
θ
Fˆe
Figure 4.2.: Configurations implied by the multiplicative split of the deformation gradi-
ent
χˆt is equal to the unloaded (stress-free) configuration in finite strain plasticity and is in
the following the basis for the formulation of the stress-strain relation.
In addition to the kinematical relations introduced in Sec. 3.1, further relations are
implied by the decomposition. Transferring the Green strain tensor to the inelastic in-
1Refer also to [Helm, 2006] for further references and remarks on the origin of the multiplicative split
of the deformation gradient.
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termediate configuration χˇt results in
Γˇ = F−Ti EF−1i = 12
(
FˇTr Fˇr − 1
)
+ 12
(
1− F−Ti F−1i
)
= Γˇr + Γˇi. (4.2)
In this configuration the total strain can be additively decomposed into a purely re-
versible part
Γˇr = 12
(
Cˇr − 1
)
, Cˇr := Fˇ
T
r Fˇr (4.3)
and a purely inelastic part
Γˇi = 12
(
1−B−1i
)
, Bi := FiFTi . (4.4)
The tensor Γˇr has the structure of the Green strain tensor and consists only of reversible
deformation components, i.e. deformations due to thermal expansion and stresses within
the elastic range. According to the concept of dual variables (refer to [Haupt, 2000,
p. 314ff.]), derivatives of Oldroyd type are introduced for the inelastic configuration.
For the following only the covariant derivative
M
ˇ( · ) = ˙ˇ( · ) + LTi ( · ) + ( · )Li, Li := F˙iF−1i , (4.5)
is needed. Consequently, the rate of the Green strain tensor can also be splitted additively
in the intermediate configuration
M
Γˇ = F−Ti E˙F−1i =
˙ˇΓ + LTi Γˇ + ΓˇLi =
M
Γˇr +
M
Γˇi. (4.6)
The rate of the inelastic part takes on a remarkably simple form. Transferring the purely
inelastic part (4.4) to the reference configuration leads to the inelastic strain tensor Ei.
Computing the material time derivative of this tensor and transferring the result back to
the inelastic intermediate configuration leads to the Oldroyd derivative
M
Γˇi = 12
(
LTi + Li
)
. (4.7)
It is the symmetric part of the inelastic velocity gradient Li and is sometimes called the
inelastic strain rate tensor, as can been seen by comparison with equation (3.41).
Alternatively, the strain behavior can be expressed with respect to the thermal config-
uration χˆt. Transferring the Green strain tensor from the reference configuration to this
configuration results in Γˆ = (FˇθFi)−TE(FˇθFi)−1 = Fˇ
−T
θ ΓˇFˇ
−1
θ . Regarding the reversible
part of the strain tensor Γˇr in the thermal configuration, one obtains
Γˆr = Fˇ
−T
θ ΓˇrFˇ
−1
θ = 12
(
FˆTe Fˆe − 1
)
+ 12
(
1− Fˇ−Tθ Fˇ
−1
θ
)
= Γˆe + Γˆθ. (4.8)
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Again the strain tensor splits additively in two parts of Green and Almansi type. The
purely elastic part of the deformation is given by
Γˆe = 12
(
Cˆe − 1
)
, Cˆe := Fˆ
T
e Fˆe. (4.9)
It is this strain tensor that the stress-strain relation is based on in the following. The
thermal part reads
Γˆθ = 12
(
1− Bˇ−1θ
)
, Bˇθ := FˇθFˇ
T
θ , (4.10)
where a linear dependence of the thermal deformation gradient on the temperature is
assumed. The gradient Fˇθ is further assumed to represent isotropic expansion and is
therefore given with the coefficient of linear thermal expansion α as
Fˇθ := (1 + αϑ)1 = ϕ(θ)1, ϑ := θ − θi. (4.11)
Additionally, the change of temperature ϑ is introduced here. Due to the special form
of Fˇθ, the thermal gradient is symmetric and can be easily inverted. Thus, one obtains
directly the relations
Cˇθ = ϕ21, Γˆθ = 12(1− 1/ϕ2)1, Fˇ
−1
θ = 1/ϕ 1, and
˙ˇFθ = ϕ′(θ)θ˙1, (4.12)
where ϕ′(θ) denotes the derivative of ϕwith respect to θ. For the following investigation
also the covariant derivative with respect to the thermal configuration is required. It is
used to compute the stress power with respect to the thermal configuration and is given
by
M
ˆ( · ) = ˙ˆ( · ) + LTθi( · ) + ( · )Lθi, Lθi := F˙θiF−1θi = ( ˙ˇFθFi + FˇθF˙i)(F−1i Fˇ
−1
θ ). (4.13)
Taking into account the special form of the thermal deformation gradient, the thermal-
inelastic velocity gradient can be further simplified to
Lθi =
ϕ′(θ)
ϕ
θ˙1 + Li. (4.14)
In addition to the kinematical relations, also the transformation behavior of stress tensors
is important for the subsequent derivation. According to the results of Haupt [2000,
p. 316], the various stress tensors transform as
Sˇ = FiT˜FTi , Sˆ = FˇθSˇFˇ
T
θ , S = FˇrSˇFˇ
T
r , and S = FˆeSˆFˆ
T
e . (4.15)
Fig. 4.3 summarizes the transformations of the different strain, strain rate, and stress ten-
sors. Using these relationships, the second law of thermodynamics can be evaluated in
the various configurations. Doing so, additional restrictions on the constitutive equations
are derived to further substantiate the model. Finally, these result in evolution equations
for the internal variables introduced by the rheological model and further assumptions.
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Figure 4.3.: Transformations induced by multiplicative split of the deformation gradient
4.1.3. Derivation of Evolution Equations
The kinematical relations are inserted into the second law of thermodynamics to guar-
antee the thermomechanical consistency of the model, cf. [Haupt, 2000, p. 491]. To this
end, the second law in the form of the Clausius-Duhem inequality (3.104b) is applied
and separated into the internal dissipation inequality
δ = −ψ˙ − sθ˙ + 1
%R
T˜ · E˙ ≥ 0 (4.16a)
and the heat conduction inequality
−1
θ
Grad θ · qR ≥ 0. (4.16b)
This is in general a stronger requirement than the inequality (3.104b) itself which holds
for many thermodynamical processes, cf. [Truesdell and Noll, 2004, p. 295], and is
commonly assumed. The internal dissipation δ in inequality (4.16a) is connected to
the entropy production due to thermomechanical processes. This is sometimes referred
to as the local entropy production. The heat conduction inequality (4.16b) is used in
Sec. 4.1.6 to propose a constitutive equation for the heat flux vector.
Along the lines of the rheological model in Fig. 4.1, the following structure of the free
energy is assumed
ψ = ψ
(
Γˆe, p, ps, θ
)
= ψe
(
Γˆe, θ
)
+ ψi
(
p, ps, θ
)
+ ψθ(θ). (4.17)
It depends on the temperature θ, the elastic strain tensor Γˆe, and two internal variables
describing isotropic hardening, p and ps. The rheological model also suggests an addi-
tive split in an elastic, a plastic, and a thermal part. The thermal and elastic parts are
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associated with the energy stored by reversible thermomechanical processes. They cor-
respond to the element on the left and the spring in the middle of the rheological model,
which experience the deformations Fˇθ and Fˆe, respectively.
The second part in equation (4.17) consists of the energy stored during plastic defor-
mations. In the pioneering work of Taylor and Quinney [1934] it is found that up to 15%
of the plastic work is stored in the material. The main part of the plastic work is dissi-
pated in the form of heat. In subsequent works, see [Helm, 1998] and the literature cited
therein, even higher amounts of stored energy are found for small plastic deformations.
These can reach a maximum of 70% and decrease monotonously with increasing strains.
Furthermore, this phenomenon can be related to hardening and thus, incorporated in the
constitutive model by a hardening variable. During plastic deformations, dislocations
are produced and move within the material. The energy dissipation in form of heat due
to this movement can be accounted for by the scalar internal variable pd. Further, the
accumulated plastic strain p, also called equivalent or effective inelastic strain, is used
for the description of isotropic hardening in the formulation of the free energy (4.17).
The stored energy related to this effect is represented by the internal variable ps, which
is given by the difference ps = p− pd.
Taking the material time derivative of the free energy (4.17) and inserting the result
in the internal dissipation inequality (4.16a) results in
δ =
(
1
%R
Sˆ− ∂ψe
∂Γˆe
)
·
M
Γˆe −
(
s+ ∂ψ
∂θ
− 2ϕ
′
ϕ
Γˆe · ∂ψe
∂Γˆe
− 1
%R
ϕϕ′ tr Sˆ
)
θ˙
+
(
2Γˆe
∂ψe
∂Γˆe
+ 1
%R
Sˇ + 1
%R
2ΓˇθSˇ
)
·
M
Γˇi −
(
∂ψi
∂p
+ ∂ψi
∂ps
)
p˙+ ∂ψi
∂ps
p˙d ≥ 0. (4.18)
In this expression the stress power is evaluated in the thermal intermediate configura-
tion χˆt with the previously derived relations of stresses and strains. Additionally, ψe is
assumed to be an isotropic tensor function of the elastic strain tensor, i.e. ψe(Γˆe, θ) =
ψe(QΓˆeQT, θ). This implies that the derivative is coaxial with the strain argument and
their product commutes, i.e. (∂ψe/∂Γˆe)Γˆe = Γˆe(∂ψe/∂Γˆe). Consult [Ogden, 1997,
p. 193] for further details.
In the first step, only purely reversible deformations are considered. In this case there
is no plastic contribution and all internal variables related to plasticity remain constant.
Thus, the rates of p, and ps, as well as the Oldroyd-rate of Γˇi vanish identically and the
internal dissipation is equal to zero. For arbitrary rates of Γˆe and θ within the elastic
range this implies potential relations for the stress tensor and the entropy
Sˆ = %R
∂ψe
∂Γˆe
and s = −∂ψ
∂θ
+ ϕ
′
%R
(
ϕ tr Sˇ + 2
ϕ
Γˆe · Sˆ
)
. (4.19)
In the second step, arbitrary deformations, including viscoplastic contributions, are con-
sidered. It is assumed that relations (4.19) derived for the purely thermoelastic case are
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also valid in the plastic range. For ps a conjugate stress variable is introduced
R := %R
∂ψi
∂ps
, (4.20)
which can be identified as a “back-stress” with a physical interpretation. As plastic de-
formation proceeds, dislocations multiply and eventually get stuck at obstacles within
the metallic lattice. The dislocations pile up at the barriers and introduce local stress
fields. These fields act as “back-stresses” which impede the mobility of other disloca-
tions and make the creation of new dislocations more difficult. Even higher stresses are
necessary to produce additional plastic deformations. A phenomenon known as work
hardening, cf. [Lubliner, 2008, p. 101].
Inserting the definition (4.20) in the dissipation inequality and taking into account the
potential relations (4.19) yields
δ = 1
%R
(
1 + 2Γˇr
)
Sˇ ·
M
Γˇi −
(
∂ψi
∂p
+ 1
%R
R
)
p˙+ 1
%R
Rp˙d ≥ 0. (4.21)
This expression can be further simplified with the definition of the Mandel stress tensor
Pˇ :=
(
1 + 2Γˇr
)
Sˇ = CˇrSˇ, (4.22)
which operates on the inelastic intermediate configuration. As pointed out by Tsakmakis
and Willuweit [2004], stress tensors of this type arise in a natural way in the case of finite
deformations.
The positiveness of the first term of the dissipation inequality (4.21) is guaranteed by
an associated (normality) flow rule of the form
M
Γˇi = Λ
PˇD∥∥∥PˇD∥∥∥ , (4.23)
where Λ is the so-called plastic multiplier and the superscript “D” denotes the deviator
operator of a second order tensor AD = A − 13(tr A)1. It is generally observed that
plastic flow is independent of hydrostatic stress states and thus, solely driven by the
deviatoric stress components, cf. [Rösler et al., 2008, p. 86]. The flow rule can be
derived by computing the derivative of the yield function of von Mises-type
F
(
Pˇ, R, θ
)
=
∥∥∥PˇD∥∥∥−√23(k(θ) +R). (4.24)
It dissects the stress space into an elastic and an inelastic region. Elastic loading of
the material occurs if the value of F is negative or equal to zero, i.e. the relative stress
measure is below the yield stress k(θ) + R. It is assumed to be temperature-dependent
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since a strong temperature influence of the yield stress is reported for metals, cf. [Rösler
et al., 2008, p. 195].
The plastic multiplier is assumed to be of Perzyna-type to incorporate viscous effects
Λ := 1
η
〈
F
σ0
〉m
. (4.25)
In this expression η and m are parameters which control the viscous behavior and σ0 is
used to normalize the value of the yield function. The brackets 〈 · 〉 denote the so called
McCauley brackets with the property 〈x〉m = xm if x > 0 and 〈x〉m = 0 otherwise.
A flow rule of the type (4.23) with the plastic multiplier of equation (4.25) has been
originally proposed in [Perzyna, 1963]. It is an extension of the proposal of Hohenemser
and Prager [1932], where the exponent is set to unity m = 1.
Similarly, the positiveness of the last term in inequality (4.21) (dissipation during
hardening) is guaranteed by choosing the evolution of pd to be proportional to the change
of the yield stress
p˙d = ζR, (4.26)
with the positive scalar valued function ζ(θ). This temperature-dependent function is
further specified in the following. The variable pd is the dissipative part of the accumu-
lated plastic strain p. For this, the rate is commonly defined as
p˙ :=
√
2
3
∥∥∥ MΓˇi∥∥∥ = √23Λ, (4.27)
where the traditional factor
√
2/3 is chosen such that the model gives in an uniaxial
tension test the same value as a one-dimensional model would, see [Lubliner, 2008,
p. 69].
4.1.4. Choice of Free Energy
The free energy function given in equation (4.17) represents the different storage mech-
anisms occurring during thermomechanical deformations. It is additively composed of
a purely elastic, a purely inelastic, and a thermal part. Since the temperature also influ-
ences the mechanical behavior, also the elastic and inelastic free energies are functions
of the temperature θ. The elastic part consists of an isochoric and a dilatoric part, it is
given by
%Rψe
(
Γˆe, θ
)
= U(Je, θ) + v (Ie¯, θ) , (4.28)
with the specific parts
U(Je, θ) =
K(θ)
50
(
J5e + J−5e − 2
)
, and v(Ie¯, θ) =
G(θ)
2 (Ie¯ − 3) , (4.29)
where Ie¯ is the first invariant of the isochoric part of the elastic right Cauchy-Green
tensor
Ie¯ := tr Cˆe, Cˆe :=
(
det Cˆe
)−1/3Cˆe. (4.30)
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Hence, the tensor Cˆe is unimodular, i.e. the property det Cˆe = 1 holds. This split into a
volumetric and isochoric part is based on the suggestion of Flory [1961]. Only the uni-
modular part of the elastic right Cauchy-Green tensor influences the volume preserving
part of the free energy v(Ie¯, θ), which is of Neo-Hooke type. The dilatoric part U(Je, θ)
follows the proposal in Hartmann and Neff [2003] and depends only on the determinant
of the elastic deformation gradient Je := det Fˆe.
In addition to the elastic part of the free energy, the inelastic behavior of the body also
contributes to its energy balance. The inelastic part of the free energy is specified as
%Rψi
(
p, ps, θ
)
= γ(θ)2 p
2
s + φk(θ)p. (4.31)
The first term is the standard assumption for nonlinear isotropic hardening, which has
been successfully used for example by Fritsch [2004] for thermomechanical problems,
and by Chaboche [1993a] and Hartmann et al. [1997] in an isothermal setting. The sec-
ond term follows an original idea of Tsakmakis [1998]. It is linear in p and is added to
take account of the aforementioned energy storage mechanisms during hardening. The
amount of stored energy is specified by the value of φ. A higher value of φ results in
an increased energy storage, while the value φ = 0 is equal to a complete dissipation
of the plastic stress power. The term has no effect on the hardening behavior but only
influences the energy storage and thus the resulting temperature field in a thermome-
chanically coupled analysis. This approach is also used in [Jansohn, 1997], [Lämmer,
1998], [Helm, 1998], and [Helm, 2006]. Further remarks on the modeling of energy
storage during plastic deformations and a comparison with experimental data are also
given by Chaboche [1993b].
Inserting the intermediate results and the inelastic free energy according to equation
(4.31) in the dissipation inequality (4.21) results in the compact form of the dissipation
inequality
%Rδ = Λ
(
F +
√
2
3(1− φ)k
)
+ ζR2 ≥ 0, (4.32)
which has to be satisfied for every thermomechanical process. During inelastic defor-
mations, the value of the plastic multiplier Λ, the yield function F , and the temperature-
dependent initial yield stress k are positive. For a thermomechanical consistent model,
this inequality limits the range of the energy storage parameter φ to 0 ≤ φ ≤ 1. Further-
more, with the specific choice of the inelastic part of free energy, the back-stress (change
of yield stress) can be given explicitly. Inserting equation (4.31) in the potential relation
(4.20) leads to the back-stress
R = γ(θ) ps = γ(θ) (p− pd). (4.33)
With this result, it is possible to express the rate of the dissipative part of the plastic arc
length in terms of p and pd. Inserting the back-stress in the evolution equation yields
p˙d = ζR = Λ
√
2
3β(θ) (p− pd), (4.34)
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where the definition ζ = β/γp˙ is used. This implies the following rate of the back-stress
R˙ = γp˙−
(
βp˙− 1
γ
∂γ
∂θ
θ˙
)
R. (4.35)
For a constant temperature or temperature-independent material parameters this differ-
ential equation of first order is separable and can be integrated analytically (either by
separation or variable substitution, cf. [Greenberg, 1998, p. 46]). For homogeneous ini-
tial conditions R(0) = 0 MPa, the solution is given in terms of the plastic arc length
as
R(p) = γ
β
(1− exp(−βp)) . (4.36)
Thus, the material parameters can be interpreted physically. The parameter γ = R′(0)
is equal to the initial slope of the back-stress, while the parameter β determines its
saturation value R∞ = lim
p→∞
R = γ/β. This value decreases with higher temperatures
and typically tends to zero when the temperature reaches a value between 35% to 50%
of the melting temperature of the metal. The qualitative development of the back-stress
at constant temperature is depicted in Fig. 4.4, where the back-stress R is plotted versus
the plastic arc length p. The nonlinear hardening and the saturation are clearly visible.
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Figure 4.4.: Evolution of back-stress in nonlinear isotropic hardening
Having specified the elastic part of the free energy in equation (4.28) with the specific
parts of equation (4.29), it is possible to evaluate the potential relation of the stress
tensor. Equation (4.19) yields the stress tensor in the thermal intermediate configuration
Sˆ = 2%R
∂ψe
∂Cˆe
= JeU ′(Je, θ)Cˆ
−1
e + J−2/3e G
(
1− 13
(
tr Cˆe
)
Cˆ
−1
e
)
(4.37)
= K10
(
J5e − J−5e
)
Cˆ−1e +GJ−2/3e
(
1− 13
(
tr Cˆe
)
Cˆ−1e
)
. (4.38)
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Further, the Mandel stress tensor given in equation (4.22) can be expressed with the
elastic right Cauchy-Green tensor and the stress tensor in the thermal intermediate con-
figuration. To this end, the specific form of the thermal deformation gradient (4.11) is
taken into account and leads to
Pˇ = CˇrSˇ = CˆeSˆ =
K
10
(
J5e − J−5e
)
1 +GJ−2/3e
(
Cˆe − 13
(
tr Cˆe
)
1
)
. (4.39)
In the following, the constitutive relations and in particular the evolution equations have
to be evaluated and integrated in time. This allows to predict the materials behavior and
to make an overall simulation of the thermomechanical metal forming process. The time
integration is done in the reference configuration.
4.1.5. Transformation into Reference Configuration
In principle, it is possible to evaluate and integrate the constitutive equations in any
configuration. However, the reference configuration plays a special role in that it is
constant. That is, arbitrary configurations deform during a general process, which has
to be accounted for in the time integration and often leads to low order approximations,
refer for example to [Simo and Hughes, 2000, p. 279].
Thus, to be able to apply general high-order time integration methods, all constitutive
equations are transformed into the reference configuration. To this end, the relations
derived in Sec. 4.1.2 are used. They yield the second Piola-Kirchhoff stress tensor
T˜ = F−1θi SˆF−Tθi =
1
ϕ2
F−1i SˆF−Ti (4.40)
= K(θ)10
(
J5e − J−5e
)
C−1 +G(θ)J−2/3e
(
1
ϕ2
C−1i − 13
(
tr Cˆe
)
C−1
)
, (4.41)
where Je and tr Cˆe can be expressed as functions of the right Cauchy Green tensor C
and the inelastic right Cauchy-Green tensor Ci as
Je =
1
ϕ3
J
Ji
and tr Cˆe =
1
ϕ2
tr
(
C−1i C
)
, (4.42)
where J := det F and Ji := det Fi are the determinants of the total and the inelastic de-
formation gradient. Concluding, the stress strain relation of the second Piola-Kirchhoff
tensor is of the general form
T˜ = h(C, θ,q) . (4.43)
For the present model, the internal variables q include the inelastic right Cauchy-Green
tensor Ci, the accumulated plastic strain p and its dissipative part pd. The stress itself de-
pends only on the value of the inelastic right Cauchy-Green tensor. This tensor changes
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if the yield limit is exceeded, which is given by the yield function (4.24). The evolution
is given by
C˙i = 2E˙i = 2FTi
M
ΓˇiFi = 2Λ
(
FTi Pˇ
DFi
)
/
∥∥PˇD∥∥, (4.44)
where the deviator of the Mandel stress tensor reads
PˇD = GJ−2/3e Cˆ
D
e with FTi Cˆ
D
e Fi =
1
ϕ2
C− 13
(
tr Cˆe
)
Ci. (4.45)
The evolution equations of the accumulated plastic strains (4.27), and (4.34) are inde-
pendent of the configuration and do not require any transformation. Their values de-
termine the backstress R and thereby the value of the yield function F and the plastic
multiplier Λ.
Summarizing, the evolution equations are of the general form
Aq˙ = r(C, θ,q) , q(X, ti) = qi(X) . (4.46)
Depending on the coefficient matrix A, the evolution equations form an ODE or a DAE.
In the case of the currently investigated thermoviscoplastic material model, A is regular
(here A = 1) and (4.46) becomes an ordinary differential equation system.
In addition to the constitutive equations for the mechanical part of the material, rela-
tions for the thermal part are required. This regards the ability of the steel 51CrV4 to
store and conduct thermal energy.
4.1.6. Constitutive Equation of Heat Flux Vector
For the derivation of the evolution equations, the Clausius-Duhem inequality (3.104b)
has been separated into the internal dissipation inequality (4.16a) and a second inequal-
ity (4.16b), which describes the entropy production due to heat conduction within the
body. Inequality (4.16a) is satisfied for every thermomechanical process, due to the con-
struction of the evolution equations and it remains to find a constitutive relation for the
heat flux vector. The most simple relation which satisfies the heat conduction inequality
is the popular Fourier’s law
qR = −λR Grad θ, (4.47)
which proposes a linear relation between the temperature gradient and the heat flux
vector. Here, λR is the heat conductivity of the material. It is in general a positive
definite second order tensor to take account of directional dependencies. In many cases
the conductivity tensor is defined with respect to the current configuration
q = −λ grad θ. (4.48)
It can be easily shown (see also (3.95)) that both tensors are related by
λR = (det F) F−1λF−T. (4.49)
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For isotropic materials, such as the workpieces of 51CrV4, the tensor λ degenerates into
a scalar λ.
Other, more complicated models for the heat flux have been proposed in the litera-
ture. The most frequently criticized shortcoming of Fourier’s law is that it leads to a
parabolic equation for the temperature field, which implies an instantaneous distribution
of information throughout the entire medium. This behavior contradicts the principle of
causality and is known as the ‘paradox of heat conduction’. By adding a thermal inertia
term the behavior can be corrected, as for example done in the Maxwell-Cattaneo model
for heat conduction, cf. [Christov, 2009]. However, this model can lead to a contradic-
tion of the second law of thermodynamics. This deficiency is in turn overcome by the
relativistic heat conduction model, cf. [Ali and Zhang, 2005]. This model is known to
be compatible with the theory of special relativity, the second law of thermodynamics,
electrodynamics, and quantum mechanics, simultaneously. Nevertheless, there is also
some criticism of this model and a number of conceptual issues are highly controversial.
The effect of finite heat propagation has a strong impact for small scales of time and
length. However, for metallic materials of technically relevant dimensions, this effect
can be neglected. See also the discussion in [Helm, 2001, p. 62]. Thus, the linear
Fourier’s law is used in the following to model the heat conduction and energy balance
of the steel 51CrV4. This is further substantiated in the following.
4.2. Derivation of Heat Conduction Equation
The transfer of thermal energy within a body is referred to as heat conduction. It takes
place from regions of higher temperatures to regions of lower temperatures, as given by
the heat flux vector. Physically, heat flux is due to the combination of vibrations of the
molecules in the metallic lattice of 51CrV4 and the energy transport by free electrons. In
addition to this, heat can also be transferred by radiation and convection. Often several
processes occur simultaneously and constitute a supply of thermal energy to a work
piece (material body).
During thermomechanical processes mechanical energy is transformed into thermal
energy. The local form of the balance of energy (3.91b) establishes the link between me-
chanical and non-mechanical work and also accounts for the transfer of thermal energy
within a body.
In this work temperature θ is chosen as global variable to describe the thermal state
of the body. For this quantity, a partial differential equation, describing the spatial and
temporal evolution, can be derived from the balance of energy. To this end, the specific
internal energy e is expressed in terms of the specific free energy ψ, the entropy s, and
the temperature using equation (3.105). Inserting the time derivative in the balance of
energy (3.91b) results in
ψ˙ + θ˙s+ θs˙ = 1
%R
T˜ · E˙− 1
%R
Div qR + r. (4.50)
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With the internal dissipation δ, given by equation (4.16a), one arrives at the compact
expression
θs˙ = δ − 1
%R
Div qR + r, (4.51)
with the internal dissipation according to equation (4.21). The entropy is given by the
potential relation (4.19) and thus, depends on the elastic right Cauchy-Green tensor Cˆe,
the plastic arc length p, the energy storing part of the plastic arc length ps, and the
temperature θ. Substituting the total time derivative of the entropy yields
θ
∂s
∂θ
θ˙ = δ − θ
(
∂s
∂Cˆe
· ˙ˆCe + ∂s
∂ps
p˙s +
∂s
∂p
p˙
)
− 1
%R
Div qR + r. (4.52)
In this expression,
cd := θ
∂s
∂θ
(4.53)
is referred to as the specific heat at constant deformation (see also [Haupt, 2000, p. 513])
and
w := δ − θ
(
∂s
∂Cˆe
· ˙ˆCe + ∂s
∂ps
p˙s +
∂s
∂p
p˙
)
, w = −we + wp − ws (4.54)
is the heat production due to internal dissipation. According to [Helm, 1998, p. 85],
this term can be further split into three parts with a physical meaning. It consists of a
thermoelastic coupling part
− we := −θ ∂s
∂Cˆe
· ˙ˆCe, (4.55)
a plastic dissipation part due to the stress power of plastic strains
wp :=
1
%R
Pˇ ·
M
Γˇi =
1
%R
Λ
(
F +
√
2
3(k +R)
)
, (4.56)
and an energy storing part which is given by the stress power due to a change of internal
variables
− ws := 1
%R
ζR2 − θ
(
∂s
∂ps
p˙s +
∂s
∂p
p˙
)
− 1
%R
Λ
√
2
3kφ. (4.57)
With the definitions of the specific heat and the heat production, the heat conduction
equation is given in the reference configuration as
cdθ˙ = − 1
%R
Div qR + r + w. (4.58)
Equivalently, it can be expressed in the current configuration
cdθ˙ = −1
%
div q + r + w. (4.59)
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The derived expressions are valid for arbitrary thermomechanical processes. In the case
of metal plasticity small elastic strains are commonly assumed to simplify the equations
and the numerical treatment, cf. [Helm, 2001; Jansohn, 1997; Lührs, 1997; Lührs et al.,
1997]. The applicability and its implications are considered in the next chapter.
4.3. Assumption of Small Elastic Strains
Elastic strains in a plastically deformed metal (in metal forming applications) are only of
the order 10−3, while plastic strains of the order unity are not unusual, cf. [Lee, 1969].2
Thus, elastic strains are often neglected in finite deformation plasticity equations, result-
ing in a simplified theory, cf. [Lubliner, 2008, p. 490]. In this case, the main implication
is a simplified transformation between configurations, cf. [Haupt, 2000, p. 451]. Re-
garding the transformation, it is assumed that the elastic stretch tensor is approximately
the unity tensor, Uˆe ≈ 1, and thus the elastic deformation gradient equals the elastic
rotation tensor, Fˆe ≈ Rˆe. One speaks of small elastic strains and arbitrary rotations.
The resulting form of the associated flow rule is then the same as in small-deformation
theory. The stress-strain relation is, however, not modified and used in its original form.
In the following, it is also assumed that the elastic strains are small next to unity,∥∥Cˆe − 1∥∥  1. Contrary to the aforementioned approach, all equations are treated
equal and linearized with respect to the elastic right Cauchy-Green tensor.
4.3.1. Thermomechanical Relations
Under the assumption that the stress tensor in the thermal configuration is analytic, it
can be expanded into an infinite series. Dropping all nonlinear terms of the Taylor series
at the point Cˆe = 1 results in
Sˆ(Cˆe, · ) ≈ Sˆ(1, · ) + DSˆ(1, · )
[
Cˆe − 1
]
. (4.60)
Here, only the dependence on the elastic right Cauchy-Green tensor Cˆe is regarded. The
dependence on other variables is indicated by the centered dot. In the final formulation,
the stress tensor is of course given as a function of the total right Cauchy-Green tensor C,
the temperature θ, the temperature gradient Grad θ, and internal variables q, as stated in
equation (4.43). The second summand represents the directional derivative of the stress
tensor in the direction of the change of the elastic Cauchy-Green tensor Cˆe−1. Forming
the derivative of equation (4.38) and computing its value at Cˆe = 1 one arrives at
Sˆ = K2
(
tr Cˆe − 3
)
1 +GCˆDe . (4.61)
2Plastic deformations under high pressure, which occur for example in explosive forming, also produce
finite elastic strains. In this case the assumption of small elastic strains and the implied simplifications
can not be justified.
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The Mandel stress tensor given by equation (4.39) is treated along the same lines. It can
be easily shown that the linearized Mandel stress in the inelastic configuration is equal
to the linearized stress tensor in the thermal configuration
Pˇ ≈ Sˆ. (4.62)
For the application of high-order time integration methods, all quantities are needed in
the reference configuration. To this end, the linearization is applied to the transformed
(nonlinear) quantities.
4.3.2. Transformation into Reference Configuration
The nonlinear second Piola-Kirchhoff stress tensor (4.41) is linearized at Cˆe = 1, which
yields
T˜ = K2ϕ2
(
tr(CC−1i )
ϕ2
− 3
)
C−1i +
G
ϕ4
(
C−1i CC−1i − 13 tr(CC−1i )C−1i
)
. (4.63)
The same result can be obtained by transforming the linearized stress tensor of the ther-
mal configuration, given by equation (4.61), into the reference configuration. In addition
to the stress tensor, the evolution equations of the internal variables are required. How-
ever, equation (4.44) can not be linearized, since it includes the normal direction given
by the deviator of the Mandel stress tensor Pˇ.3 Instead, the already linearized Mandel
stress tensor of equation (4.62) is inserted and leads to
C˙i = 2Λ
1
ϕ2C− 13
(
tr Cˆe
)
Ci∥∥CˆDe ∥∥ = 2Λ
C− 13 tr
(
CC−1i
)
Ci√
C−1i C ·CC−1i − 13 tr
(
CC−1i
)2 . (4.64)
Accordingly, the linearized Mandel stress tensor is also used to compute the value of the
yield function (4.24) and thus the plastic multiplier Λ of equation (4.25).
Consistent with the present approach, the quantities related to the energy balance are
linearized with respect to the elastic right Cauchy-Green tensor.
4.3.3. Heat Conduction Equation
According to the definition of the heat capacity (4.53), cd is given by the product of
the absolute temperature θ and the temperature derivative of the entropy s. The entropy
3This is similar to the one-dimensional expression of the sign function sgn x = x/|x|, for which a
meaningful linearization at x = 0 is not available either.
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itself can be computed with the potential relation (4.19) and reads
s = −∂ψθ
∂θ
− 1
%R
[
K ′(θ)
50
(
J5e + J−5e − 2
)
+ G
′(θ)
2 (Ie¯ − 3)
− 3Kα10ϕ
(
J5e − J−5e
)
+ γ
′(θ)
2 p
2
s + φk′(θ)p
]
. (4.65)
Computing its derivative with respect to temperature and linearizing the result yields
cd = −θ
[
∂2ψθ
∂θ2
+ 1
%R
3α
2ϕ
(
α
ϕ
K −K ′(θ)
)
tr
(
CC−1i − 1
)
+
(
γ′′(θ)
2 p
2
s + φk′′(θ)p
)]
. (4.66)
In accordance with the previous simplifications, the deformation-dependent part of the
heat capacity can be neglected in the case of steel 51CrV4 and the intended range of
application. Thus, the common approximation
cd ≈ −θ∂
2ψθ
∂θ2
(4.67)
is even during thermomechanical processes a sufficient approximation of the heat ca-
pacity, see also [Jansohn, 1997, p. 33]. The thermal part of the free energy ψθ can be
chosen to reflect the thermal behavior seen in the DSC-measurements in Sec. 2.2.1.
Furthermore, the heat production due to internal dissipation is needed for the complete
definition of the heat conduction equation. The heat production due to thermoelastic
coupling (4.55) converts under the assumption of small elastic strains to
− we = −θ 1
%R
3Kα
2ϕ tr
˙ˆCe = −θ 1
%R
3Kα
2ϕ
d
dt
(
1
ϕ2
tr(CC−1i )
)
. (4.68)
Inserting the time derivatives of the plastic arc lengths in equation (4.57), the heat pro-
duction due to energy storage can be written as
− ws = 1
%R
(
β
γ
R2 + θγ′(θ) (p− pd)
(
1− β
γ
R
)
+ θϕk′(θ)− kϕ
)
p˙. (4.69)
The heat production due to internal dissipation is a function of the displacement, tem-
perature, their velocities, and internal variables,
w = wˆ
(
C, C˙, θ, θ˙,q
)
. (4.70)
The most significant amount of heat is produced during plastic deformations accord-
ing to equation (4.56). The model is now completely defined for thermomechanical
processes with small elastic deformations. It still remains to determine the material
parameters.
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4.4. Parameter Identification
The parameters of the proposed material model have to be identified according to the ex-
perimental results of Chp. 2. This identification has to be done for the thermomechanical
as well as the thermophysical properties.
4.4.1. Thermomechanical Properties
First of all, the significance of the thermomechanical parameters and their influence on
the stress-strain curve are regarded. To this end, the stress response of a uniaxial tension
test with a constant strain rate of ε˙xx = 0.002 s−1 is computed. At t = 20 s, the axial
strain is held at a constant level of εxx = 0.04. The described test is repeated several
times where all parameters but one are fixed. The fixed parameters are set according to
Tab. 4.1 and the varied parameter is indicated in the respective plot.
In the first test, the isotropic hardening parameter β is varied and the resulting stress
evolution is shown in Fig. 4.5a. Increasing the value of β lowers the maximal back-
stress R∞, as implied by equation (4.36). The hardening parameter γ has a similar
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Figure 4.5.: Influence of hardening parameters on material behavior
effect on the resulting stress curve. Increasing γ increases the maximal back-stress R∞,
which scales linearly with the hardening parameter. Both parameters have a contrary
effect and one or the other can be used to achieve a specified back-stress. Moreover,
by simultaneously adjusting both parameters (keeping the quotient γ/β constant), the
curvature of the stress curve can be fitted to given data.
Next, the initial yield stress k0 and the viscosity η are varied. Changing k0 in Fig. 4.6a
moves the begin of yielding on the stress curve in vertical direction. The shape of the
stress curve itself is not influenced. Even though, the material starts to yield at the
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prescribed value of k0, this point is not clearly visible in the curves. At the begin of
plastic flow the internal variables grow at a moderate rate which increases with further
developed plastic strains. This causes the yield limit to appear to be at a higher level.
In contrast to the initial yield stress k0, the viscosity η has a strong influence on the
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Figure 4.6.: Influence of parameters on material behavior
materials velocity dependence and the shape of the stress curve. Higher values of η
produce higher over stresses, as seen in the relaxation phase for t ≥ 20 s in Fig. 4.6b.
Furthermore, the transition from the elastic to the plastic region is more smooth.
Now, that the influence of the material parameters is known, they can be easily fitted
by hand. In the first step, the elastic parameters are determined. The elastic modulus E
is given by the initial slope of the experimental stress-strain curve. Assuming a Pois-
son’s number4 of ν = 0.3 results in the values for the bulk modulus K0 and the shear
modulus G0 at room temperature as specified in Tab. 4.1. In the second step the inelas-
tic parameters are fitted. The value of k0 is given by the beginning of plastic flow and
the hardening behavior determines the values of γ and β. The relaxation characteristic
finally specifies the viscosity η. The additional parameters which define the plastic mul-
tiplier in equation (4.25) are set to σ0 = G0 and m = 2. With the material parameters
of Tab. 4.1 the experimental and theoretical stress curves in Fig. 4.8a correspond to a
sufficient degree.
Not only the isothermal properties are important. Of central interest is the thermo-
mechanical behavior of the material. Unfortunately, experimental data is not available
for 51CrV4. Due to this lack the values of these parameters have to be chosen on the
grounds of theoretical considerations.
On the basis of the well known metallic bonding model, it can be argued that Young’s
elasticity modulus E varies approximately linearly with temperature, refer to Rösler
4The relations between elastic parameters are given for example in [Haupt, 2000, p. 186].
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Table 4.1.: Material parameters
K0 cK G0 cG k0 kH γ η β0 βH b α
GPa MPa/◦C GPa MPa/◦C MPa MPa MPa - - - 1/◦C 1/◦C
167 -91 76.9 -42 450 100 110 6e-11 0.19 1 42e-4 1.2e-5
et al. [2008, p. 60]. A similar dependence is also seen in computations with the multi-
phase alloy program JMatPro.5 This program is based on thermodynamic modeling
and calculations which are augmented by theoretical material models and properties
databases. This approach allows a quantitative calculation of mechanical properties,
and thermophysical and physical properties, cf. [Guo et al., 2010, 2009; Saunders et al.,
2003]. Based on these considerations, a linear temperature dependence of the elastic
moduli is assumed
K(θ) = K0 + cK(θ − θ0), G(θ) = G0 + cG(θ − θ0) (4.71)
and depicted in Fig. 4.7a. Technically more relevant than the change of elastic proper-
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Figure 4.7.: Temperature influence on material parameters
ties is the change of the plastic behavior. In hot-working, i.e. at temperatures above the
recrystallization temperature (typically 35 to 50% of the melting point in Kelvin), plas-
tic deformations do not produce any work hardening, anisotropy, or the Bauschinger
effect. Furthermore, it is well known that temperature has a significant influence on
the yield strength. At higher temperatures steel shows softening, i.e. a decrease of the
5The computational results using JMatPro were provided by the work group of Prof. Maier from the
University of Paderborn.
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yield strength, and deforms plastically at lower stresses. This behavior can be explained
by the Boltzmann-law of thermodynamics, which describes the probability of a pro-
cess to take place. It is also the basis of the Arrhenius equation which governs many
thermally activated physico-chemical processes, see [Rösler et al., 2008, p. 194] and
[Lubliner, 2008, p. 85]. The equation states that the rate of the process is proportional
to exp(−∆E/(kBθ)), where ∆E is the activation energy of the process, kB is the Boltz-
mann’s constant, and θ is the absolute temperature in K.
In the present model all evolution equations, such as the rate of the inelastic right
Cauchy-Green tensor according to equation (4.44), are proportional to the plastic mul-
tiplier. The plastic multiplier Λ itself is according to equation (4.25) proportional to
the value of the yield function (4.24). Motivated by the Arrhenius equation and the
aforementioned effects, an exponential temperature dependence is assumed for the yield
stress k and the hardening parameter β according to
k(θ) = (k0 − kH)e−b(θ−θ0) + kH, β(θ) = (β0 − βH)e−b(θ−θ0) + βH. (4.72)
This temperature dependence is depicted for the yield stress in Fig. 4.7b. Numerical
values of the chosen parameters for the yield stress and the hardening parameter are also
contained in Tab. 4.1. Using the full set of parameters, the material response is computed
for different temperatures between room temperature and ϑ = 1200 ◦C. The resulting
stress curves are shown in Fig. 4.8a. For the time integration the implicit method of
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Figure 4.8.: Flow curves with fitted material parameters
Ellsiepen using adaptive step size control is applied. Refer to Sec. 5.5.4 for details
on the applied time integration methods.The error estimator automatically resolves the
transition from elastic to plastic behavior by choosing small time steps, indicated by the
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small box in Fig. 4.8b. At the same time it is highly efficient by allowing large time
steps in the smooth regions of pure elastic or plastic behavior.
4.4.2. Thermophysical Properties
The heat capacity and the emissivity are strongly influenced by the phase transformation
of the material between 700 ◦C and 800 ◦C (see Figs. 2.9b and 2.11b). In order to
obtain a reasonable temperature-dependent phenomenological constitutive model, the
logarithmic interpolation concept of Kreisselmeier and Steinhauser [1979] is applied.
According to the investigations in [Bier and Hartmann, 2006] the interpolation formula
(weighted mean) of two scalar functions y1 = f1(x) and y2 = f2(x)
f(x) = −c ln
(
e−f1(x)/c + e−f2(x)/c
2
)
(4.73)
has the property that f(x) tends for c > 0 at fixed x to the value of the function with
smaller value at that point. Furthermore, f(x0) = f1(x0) = f2(x0) holds at the inter-
section point x0. The parameter c controls the closeness of f(x) to the functions f1(x)
for x ≤ x0 and f2(x) for x ≥ x0 and the sharpness at the intersection point x0. In view
of the experimental data in Fig. 2.9 and 2.11 the combination of exponential and linear
functions seems appropriate. In [Hartmann et al., 2009b] the proposal
cd1(θ) = a1ea2θ + a3, cd2(θ) = a4e−a5(θ−θ0) + a6θ, (4.74)
1(θ) = d1ed2θ, 2(θ) = d3e−d4(θ−θ0) + d5θ. (4.75)
leads to the final form of the heat capacity and emissivity
cd(θ) = −c ln
(
e−cd1(θ)/c + e−cd2(θ)/c
2
)
, (4.76)
(θ) = −cˆ ln
(
e−1(θ)/cˆ + e−2(θ)/cˆ
2
)
. (4.77)
For the heat conductivity a polynomial of order three within the temperature range of
interest seems to be sufficient
λ(θ) = b0 + b1θ + b2θ2 + b3θ3. (4.78)
The identification process for cd and  is done as follows: first the functions cd1(θ) and
1(θ) are identified within the increasing part of the experimental data. Afterwards, the
functions cd2(θ) and 2(θ) are calibrated to the data in the region with decreasing values.
For each branch, the material parameters are obtained by using a Levenberg-Marquardt
method yielding a1 = 34.2, a2 = 0.0026, a3 = 421.15, a4 = 956.5, a5 = 0.012,
a6 = 0.45, b0 = 40.1, b1 = 0.05, b2 = −0.0001, b3 = 4.9 × 10−8, d1 = 0.16,
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d2 = 0.002, d3 = 0.06, d4 = 0.025, d5 = 0.0002, and θ0 = 900. Finally, the values c and
cˆ of the interpolation functions (4.76) and (4.77) are determined. The values control the
sharpness of the change in the functions of heat capacity and emissivity, where c = 10
and cˆ = 0.01 are appropriate. In Figs. 2.9, 2.10, and 2.11 the result of the identification
procedure is depicted. Obviously, the heat capacity drops down by approximately 50%
and the emissivity increases by a maximum factor of four.
With the complete model at hand, predictions of the material’s response to prescribed
strains and heat fluxes can be computed. So far these predictions are restricted to a
material point, or homogeneous states. However, in practice non-homogeneous states
and workpieces of finite dimension are most relevant. For predictions in these cases
the balance equations of Sec. 3.2 have to be fulfilled simultaneously and solved for the
mechanical and thermal state, which form an initial boundary value problem. Closed
solutions are known only for special cases and in general the solution has to be obtained
numerically.
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Table 4.2.: Summary of constitutive equations (small elastic strains)
Stress relation
T˜ = K(θ)2
(
tr(CC−1i )− 3
) C−1i
ϕ2 + (4.63)
G(θ)
(
1
ϕ4C
−1
i CC−1i − 13 tr(CC−1i )
C−1i
ϕ2
)
= h(C, θ,Ci)
Elastic moduli
K(θ) = K0 + cK(θ − θ0), G(θ) = G0 + cG(θ − θ0) (4.71)
Flow rule
C˙i = 2Λ
(
C−1i C ·CC−1i − 13 tr
(
CC−1i
)2 )−1/2 (C− 13 tr (CC−1i )Ci) (4.64)
p˙s = p˙− p˙d = Λ
√
2
3
(
1− β(θ) (p− pd)
)
Plastic multiplier
Λ = 1
η
〈
F
σ0
〉m
(4.25)
Yield function
F = G
ϕ2
√
C−1i C ·CC−1i − 13 tr
(
CC−1i
)2 −√23(k(θ) +R(ps)) (4.24)
Yield stress
k(θ) = (k0 − kH)e−b(θ−θ0) + k0 (4.72)
Back-stress
R = γ ps (4.33)
Hardening parameter
β(θ) = (β0 − βH)e−b(θ−θ0) + β0 (4.72)
Internal heat production w = wp − we − ws
wp = 1%R Λ
(
F +
√
2
3(k +R)
)
(4.56)
−we = −θ 1%R 3Kα2ϕ tr
˙ˆCe = −θ 1%R 3Kα2ϕ ddt
(
1
ϕ2 tr(CC
−1
i )
)
(4.68)
−ws = 1%R
(
β
γ
R2 + θγ′(θ) (p− pd)
(
1− β
γ
R
)
+ θϕk′(θ)− kϕ
)√
2
3Λ (4.69)
Heat flux vector
q = −λ(θ) grad θ (4.48)
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5. Numerical Solution of Initial
Boundary Value Problems
The main task of this work is to help making predictions and through this assist the
engineering process of differential thermomechanical production processes. To this end,
continuum mechanics helps to determine the scalar density field % = %(X, t), the vector
field of displacement u(X, t) = χR(X, t)−X (respectively motion x), and the scalar
field of temperature θ = θ(X, t). The balance equations by themselves are insufficient
for determining the field variables. On the one hand, the balance equations give a total
of 8 equations.1 But on the other hand, there is a total of 19 unknown variables.2 The
fields k (body force density) and r (internal heat production, e.g. due to electromagnetic
radiation) are part of the given data. This system of equations is under-determined. To
uniquely determine all variables, the system has to be closed. To this end, the balance
relations are combined with a constitutive model, comprising 11 constitutive equations,
and lead to an initial boundary value problem (IBVP), the field equations.
The resulting system of equations can in general not be solved analytically; instead
numerical methods have to be employed. In this regard the finite element method has
proved itself as a powerful tool and is used in the following for the spatial discretization.
The method is established on a variational formulation of the IBVP. This so-called weak
form is derived for the fully coupled thermomechanical system. Further aspects, which
require particular attention, are the integration in time, as well as robust and fast solution
techniques for the underlying algebraic systems of equations (nonlinear and linear).
5.1. Local Form of Initial Boundary Value Problems
The thermomechanically coupled problem is governed by the balance of momentum
(3.77b)
0 = Div TR + %Rk,
1The following numbers of equations are at hand: balance of mass (1), balance of linear moment (3),
balance of energy (1), and balance of moment of momentum (3).
2The following variables are unknown: density (1), motion (3), stress tensor (9), energy (1), heat flux
vector (3), entropy (1), and temperature (1).
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the heat conduction equation (4.58)
cdθ˙ = − 1
%R
Div qR + r + w,
and the evolution of the internal variables (4.46)
q˙ = f (C, θ,q) .
To complete the problem statement, initial and boundary conditions are needed. For
the motion and the temperature initial conditions have to be specified in the complete
domain, i.e. the material body B.
In many engineering applications it is reasonable to neglect the influence of inertia,
thus omitting the acceleration term in the balance of momentum. In this case, the pre-
scription of the initial position and velocity are omitted, [Marsden and Hughes, 1994,
p. 213]. As in the present study, the problem in hand may still depend on time due to
transient boundary conditions and time-dependent internal processes, leading to a qua-
sistatic problem, [Fritzen, 1997, p. 67].
Thus, initial conditions have to be prescribed in this case as well. They can either be
given in the material or the spatial representation. Concerning the motion, the position
and velocity distribution of matter at the initial time ti are naturally given in the material
configuration, cf. [Ogden, 1997, p. 230] and [Haupt, 2000, p. 101]. For the temperature
distribution both descriptions are reasonable and read
θ(X, ti) = θi(X) , for allX ∈ Ω, (5.1)
θ(x, ti) = θi(x) , for all x ∈ ω, (5.2)
in the reference and current configuration, respectively. The initial state of the material
is given by the values of the internal variables at the time ti and is stated as
q(X, ti) = qi(X) , for allX ∈ Ω, (5.3)
q(x, ti) = qi(x) , for all x ∈ ω, (5.4)
for the reference and current configuration, respectively.
Furthermore, data for the mechanical and the thermal field has to be given at the
boundary of the domain. Three different kinds of boundary conditions are distinguished.
The boundary condition of first kind prescribes the field variable itself. It is also called
Dirichlet, essential, or geometric boundary condition. The boundary condition of second
kind prescribes the directional derivative of the field variable. It is often termed Neu-
mann, natural, or dynamic boundary condition. A combination of the field variable and
its derivative on the boundary is a boundary condition of third kind.3 If the combination
3Even though omitted in many books on continuum mechanics, a combination of the primary variable
and its directional derivative is a common boundary condition in engineering. A beam, which is at one
end spring supported, see e.g. [Meirovitch, 2001, p. 386], is an example for such a mechanical system.
Convective heating or cooling at the surface are common examples for thermal systems, cf.[Incropera
et al., 2007, p. 78] and [Greenberg, 1998, p. 952].
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is linear, then it is referred to as Robin boundary condition, [Greenberg, 1998].
To define boundary conditions, the material surface of the body B is split into disjoint
(open) subsets.4 For the mechanical field follows
∂Ω = ∂uΩ ∪ ∂sΩ, ∂uΩ ∩ ∂sΩ = ∅,
in the material and
∂ω = ∂uω ∪ ∂sω, ∂uω ∩ ∂sω = ∅,
in the spatial representation.5 Refer also to Fig. 5.1. The Dirichlet boundary condi-
∂sΩ
∂uΩ
∂Ω = ∂uΩ ∪ ∂sΩ,
∂uΩ ∩ ∂sΩ = ∅,
∂ω = ∂uω ∪ ∂sω,
∂uω ∩ ∂sω = ∅.
Figure 5.1.: Mechanical boundary conditions of Dirichlet and Neumann type
tion specifies the displacement over the finite open interval ]ti, te[⊂ R and reads in the
material representation
u = χR(X, t)−X = r(X, t) forX ∈ ∂uΩ and t ∈ ]ti, te[. (5.5)
In the spatial representation the Dirichlet boundary condition refers to the velocity
v(x, t) = g(x, t) for x ∈ ∂uω and t ∈ ]ti, te[. (5.6)
4A bar above a set means set closure (the union of the set with its boundary), cf. [Hughes, 2000, p. 58].
5More general boundary conditions are possible, but are omitted for brevity. One possibility is to define
a local basis ei at every point of ∂Ω and to specify the ith component of either the stress or displace-
ment vector for each i ∈ {1, 2, 3}, [Lubliner, 2008, p. 36]. A similar approach, following [Hughes,
2000, p. 77], is also implemented in the finite element code TASAFEM, [Hartmann, 2006a]. Other
possibilities are to prescribe kinematic constraints, as shown in [Dhondt, 2004, p. 91 and p. 171],
[Dhatt and Touzot, 1985, p. 232], and [Oñate, 2009, p. 309], and to take account of contact, see for
example [Kloosterman, 2002] and [Rieger and Wriggers, 2004].
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The Neumann boundary conditions naturally refer to the current configuration (forces
and stress act on the current configuration). Here the Cauchy stress vector
t = Tn = s¯(x, t) for x ∈ ∂sω and t ∈ ]ti, te[ (5.7)
is prescribed. By the constitutive equation of the Cauchy stress tensor, it depends on the
strain and thus, on the derivative of the motion, i.e. the deformation gradient F .
The Neumann boundary conditions can also be expressed with respect to the reference
configuration. The equivalence of the force acting on the material surface elements
according to the equations (3.73) and (3.75) leads to
df = Tn da = TRnR dA (5.8)
and thus,
Tn = TRnR
dA
da . (5.9)
The relation between the surface elements can be computed by considering equation
(3.17). The norm of da is
da =
√
da · da = (det F)
√
nR ·C−1nR dA. (5.10)
With the intermediate results (5.9) and (5.10) the boundary condition (5.7) is written as
t = 1
(det F)
√
nR ·C−1nR
TRnR
= sˆ(X, t) = s¯(χR(X, t) , t) forX ∈ ∂sΩ and t ∈ ]ti, te[.
(5.11)
In this representation, the stress vector also depends on the deformation. Another possi-
bility (see [Haupt, 2000, p. 104]) is to omit the deformation dependence and to prescribe
instead the Piola-Kirchhoff stress vector
tR = TRnR = s(X, t) forX ∈ ∂sΩ and t ∈ ]ti, te[. (5.12)
This simplified boundary condition is referred to as dead loading and approximates ex-
pression (5.11) in the case of small deformations. In the case of large deformations the
boundary condition (5.11) should be used.
In connection with the numerical solution using finite elements this kind of bound-
ary condition is known under the names of follower, deformation-dependent, and path-
following loads. The issue has been addressed for over three decades, see e.g. [Hibbit,
1979; Simo et al., 1991; Wriggers, 2009].
The specification of boundary conditions for the thermal field is done similarly to the
mechanical ones. First the surface is split in the reference configuration into
∂Ω = ∂θΩ ∪ ∂qΩ ∪ ∂θqΩ, ∂θΩ ∩ ∂qΩ ∩ ∂θqΩ = ∅,
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and in the current configuration into
∂ω = ∂θω ∪ ∂qω ∪ ∂θqω, ∂θω ∩ ∂qω ∩ ∂θqω = ∅.
The Dirichlet boundary condition reads
θ(X, t) = Tˆ (X, t) forX ∈ ∂θΩ and t ∈ ]ti, te[ (5.13)
in the reference configuration and
θ(x, t) = T¯ (x, t) for x ∈ ∂θω and t ∈ ]ti, te[. (5.14)
in the current configuration. In the case of Neumann boundary conditions, the heat flux
is prescribed. Similar to the stress vector for the mechanical field, this is done naturally
in the current configuration. The condition is written as
qn = q ·n = f¯q(x, t) for x ∈ ∂qω and t ∈ ]ti, te[. (5.15)
An analogous argument as in equation (5.8) leads with the preliminary result (5.10) to
the transformation into the reference configuration
qn =
1
(det F)
√
nR ·C−1nR
qR ·nR
= fˆq(X, t) = f¯q(χR(X, t) , t) forX ∈ ∂qΩ and t ∈ ]ti, te[.
(5.16)
See also equation (3.95) for the relation between the Cauchy and the Piola-Kirchhoff
heat flux vectors.
The simplified condition
qn = qR ·nR = fq(X, t) forX ∈ ∂qΩ and t ∈ ]ti, te[ (5.17)
neglects the deformation dependence of the heat flux and is a good approximation for
small strains. In many situations the heat flux is not given as a function of time. Instead
it depends on the surface temperature as in convective cooling and thermal radiation.
This is expressed by a combined boundary condition of the form
qR ·nR = c(X, θ, t) forX ∈ ∂qΩ and t ∈ ]ti, te[, (5.18)
which is in the following investigated for two important cases.
In the case of pure convection a linear dependence (Robin boundary condition) is
often assumed
qcon = hc (θ(x)− θf) , for x ∈ ∂θqω and t ∈ ]ti, te[, (5.19)
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with the heat transfer coefficient hc and the absolute temperature of the surrounding
fluid θf (in K). The heat transfer coefficient reflects the mean heat transfer and can be
determined experimentally or for special cases analytically, see for example [Incropera
et al., 2007]. Another option is to additionally simulate the flow of the surrounding fluid
and to determine the heat flux by fluid-structure interaction as done in [Birken et al.,
2010; Hartmann et al., 2009c].
The net rate of heat transfer due to radiation per unit surface is given by
qrad = σ
(
θ4(x)− θ4∞
)
, for x ∈ ∂θqω and t ∈ ]ti, te[, (5.20)
where σ is the Stefan-Boltzmann constant (σ = 5.67× 10−8 W/m2 K4), and θ∞ is the
absolute temperature (isothermal) of the surroundings. The emissivity  depends on the
surface material and condition (see Sec. 2.2.3); it takes on values between zero and one.
Often the heat convection and radiation boundary conditions are linearly combined to
qn = qcon + qrad.
The strong form of the initial boundary value problem formulated in the reference con-
figuration is stated in Problem 1. The governing equations belong to different classes of
differential equations. The evolution of the internal variables (4.46) is given (at a local
point X) by nonlinear ordinary differential equations, where the time dependent defor-
mation C(X, t) and temperature θ(X, t) act as forcing functions. A further nonlinearity
is introduced by the case distinction between the elastic and plastic region. The internal
variables change only during plastic deformations.
For constant material parameters the heat conduction equation (4.58) is the prototyp-
ical example of a parabolic partial differential equation (PDE), see for example [Green-
berg, 1998, p. 943]. In the case of temperature dependent material properties, i. e. heat
capacity and heat conductivity, the PDE is said to be quasilinear, cf. [Greenberg, 1978,
p. 523]. In [Rincon et al., 2005, 2006] existence, uniqueness, and asymptotic behav-
ior of a one- and a two-dimensional nonlinear heat conduction equation are established.
The diffusive character of the PDE has a regularizing effect, which contributes to the
stability of numerical methods.
The balance of momentum (3.77b) represents in the case of small strain quasistatic
elastic deformations an elliptic PDE. The mathematical theory for this class of problems
is well developed and analytical solutions for many special cases are known, cf. [Sadd,
2005]. However, for nonlinear problems, a unique solution can in general not be ex-
pected, see also the comments of Ogden [1997, p. 234] for nonlinear elasticity. In the
case of inelastic material behavior the situation is even more complicated, see for exam-
ple [Alber, 1995; Fritzen, 1997, p. 64].
In the case of the fully coupled nonlinear thermomechanical Problem 1 studied here,
the second Piola-Kirchhoff stress tensor depends on the temperature via the thermal ex-
pansion (given by ϕ(θ)) and the elastic moduli. The bulk modulusK and shear modulus
G vary linearly with θ. Furthermore, the initial yield stress k(θ) depends, according to
(4.72), exponentially on the temperature. A similar dependence is chosen for the hard-
ening parameter β which has a strong influence on the development of the back-stress
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Problem 1 Strong form of the coupled problem
Given the initial conditions
θ(X, ti) = θi(X) X ∈ Ω, (5.1)
q(X, ti) = qi(X) X ∈ Ω, (5.3)
and the boundary conditions
u(X, t) = r(X, t) on ∂uΩ × ]ti, te[, (5.5)
TRnR = s(X, t) on ∂sΩ × ]ti, te[, (5.12)
θ(X, t) = Tˆ (X, t) on ∂θΩ × ]ti, te[, (5.13)
qR ·nR = fq(X, t) on ∂qΩ × ]ti, te[, (5.17)
qR ·nR = c(X, θ, t) on ∂θqΩ × ]ti, te[, (5.18)
find (u, θ) : Ω× [ti, te]→ R3 × R such that
0 = Div TR + %Rk on Ω × ]ti, te[, (3.77b)
cdθ˙ = − 1
%R
Div qR + r + w on Ω × ]ti, te[, (4.58)
q˙ = f (C, θ,q) on Ω × ]ti, te[, (4.46)
with the constitutive relations
T˜ = h (C, θ,q) , (4.43)
w = wˆ
(
C, C˙, θ, θ˙,q
)
(4.70)
qR = −λR Grad θ. (4.47)
R. Both determine the value of the yield function (4.24). For higher temperatures the
material starts to plastify at a lower value and experiences less hardening. See Fig. 4.8a
for flow curves at different temperatures. The heat conduction equation is coupled with
the displacement field by the internal heat production w and the heat conductivity λR,
see Tab. 4.2 on p. 77 for a summary of the constitutive equations. Additional remarks
on the thermomechanical coupling are given in Sec. 3.2.7.
For this coupled problem, neither a statement on the existence and uniqueness of a
solution nor on the convergence behavior of numerical methods is known to the author.
The existence of a solution to the nonlinear IBVP is assumed, but can be proved only for
special cases. In particular the classical notion of a well-posed (correctly set) problem
85
5. Numerical Solution of Initial Boundary Value Problems
according to Hadamard [2003] is inappropriate. This would imply the existence of a
unique solution, which is continuously dependent on the given data.
5.2. Variational Form of Initial Boundary Value
Problems
Some numerical methods such as the finite difference method begin the approximation
directly from the strong statement of the problem. Many other numerical methods, in-
cluding the finite element method, are based on a variational formulation of the IBVP,
the so-called weak form.
The weak forms of the balance equations are in mathematical terms real functionals.
A functional is a map from a vector space to the underlying field. In the present case,
the field underlying the vector space of functions is the set of real numbers R, i.e. a
functional pi is a function that takes a function as its argument and returns a scalar, as
depicted in Fig. 5.2. Therefore, it is also referred to as a function of functions.
Set of
functions
θ
pi(θ)
Sθ,t
pi[θ]
R
Figure 5.2.: Functional pi : θ 7→ pi(θ)
The weak forms can be obtained from the strong forms. In the first step, the equations
are multiplied by a variation, also called weighting function. Following, the product
is integrated over the complete domain. To reduce the requirements of continuity (dif-
ferentiability) on the solution, the divergence theorem is applied. By this procedure
the highest derivatives are reduced by one order, thus enlarging the space of admissible
functions. Accordingly, one speaks of the corresponding weak form. Under appropriate
continuity assumptions it can be shown that the weak and the strong forms are equiva-
lent, refer for example to [Hughes, 2000, p. 60]. As stated in [Zienkiewicz et al., 2005,
p. 319] in the case of finite deformations, the derivation is most conveniently done in the
reference configuration. Later on, the results can be easily transformed to the current
configuration, if necessary. Details for the problems in hand are given in the following.
Two classes of functions for the motion and the temperature are introduced each. The
first is composed of trial, or candidate solutions. These are required from the outset
to satisfy the Dirichlet boundary conditions. The collections of all trial solutions are
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written as
Su,t := { u( · , t) | u (X, t) = r(X, t) forX ∈ ∂uΩ } (5.21)
and
Sθ,t :=
{
θ( · , t)
∣∣∣ θ(X, t) = Tˆ (X, t) forX ∈ ∂θΩ } . (5.22)
Note, that these definitions vary as functions of time due to the time-dependent boundary
conditions. Further, there are no assumptions on the function space. In contrast to the
linear theory, which has a sound mathematical foundation (see for example [Strang and
Fix, 1973]), such a tool is not at hand for the nonlinear case. The variational formulation
of the equations of continuum mechanics is formal in the sense that up to today little is
known about the appropriate mathematical structure for specific models, cf. [Simo and
Hughes, 2000, p. 266]. Often S ⊂ Hp(Ω) are employed, where Hp(Ω) denotes the
Sobolev space of functions possessing square integrable derivatives up to order p.6
Similarly, associated with these trial functions, the sets of admissible test functions
are defined as
Vu :=
{
δu : Ω→ R3 ∣∣ δu (X) = 0 forX ∈ ∂uΩ } (5.23)
and
Vθ := { δθ : Ω→ R | δθ(X) = 0 forX ∈ ∂θΩ } . (5.24)
The test functions are illustrated in Fig. 5.3 and can be interpreted as the difference
between a fixed trial function, e.g. θ0(x) ∈ Sθ,t, and another arbitrary member θ(x) of
the same set.7 In contrast to the remarks in some engineering books on the finite element
method, they do not have to be infinitesimal small. They only have to be admissible,
i.e. functions from these sets vanish where Dirichlet boundary conditions are specified
and form homogeneous counterparts to the trial functions. They are also referred to as
weighting functions or variations.8
The Neumann boundary conditions are not explicitly enforced. They are satisfied
automatically by the variational statement. This property simplifies the construction of
approximate solutions, see [Jeltsch-Fricker, 2007, p. 209] and the literature cited therein.
6The necessary order 1 ≤ p < ∞ has to be determined from the problem in hand, cf. [Zeidler, 1985,
Sec. 42.7], and thus, depends on the constitutive equations. For hardening plasticity at small deforma-
tions holds p = 1, see [Simo and Hughes, 2000, p. 161].
7The dependence on the parameter t is not necessary in the mathematical derivation (due to the arbitrari-
ness of the functions) and has been dropped.
8The variations can be formulated either with respect to the current or the reference configuration. In
the first case the function spaces change with χR and their members are called spatial variations. The
dependence on χR can be removed by a change of variables leading to material variations, as done
here. Thus, δu and δθ span the fixed linear spaces Vu and Vθ, respectively. For further details refer
to [Simo and Hughes, 2000, p. 263].
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θ(x)
θR
θL
θ0(x)
θ(x)
δθ = θ − θ0
xxL xR
(a) Variation of temperature with
prescribed temperature at left
and right end
∂uΩ
∂uω
R[B]
X
χ
t
[B]
x0 xδu
x = χR(X, t)
(b) Spatial variation of motion
Figure 5.3.: Superposed variations
5.2.1. Weak Form of the Balance of Momentum
The derivation starts from the quasistatic balance of linear momentum given in equation
(3.77b)
0 = Div TR + %Rk.
In the first step the balance equation (3.77b) is multiplied by virtual displacements
δu(X) ∈ Su,t and the product is integrated over the complete body∫
Ω
(Div TR + %Rk) · δu dV = 0. (5.25)
With the identity
(Div TR) · δu = Div
(
TTRδu
)−TR · Grad δu (5.26)
follows ∫
Ω
(
Div
(
TTRδu
)−TR · Grad δu+ %Rk · δu) dV = 0. (5.27)
In this form, the divergence theorem9 can be applied to the first term of the integrand
and leads to∫
∂Ω
(
TTRδu
) ·nR dA− ∫
Ω
TR · Grad δu dV +
∫
Ω
%Rk · δu dV = 0. (5.28)
9See [Greenberg, 1998, p. 793] for the general idea of the divergence theorem and an outline of its proof.
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With the aid of the Cauchy-theorem TRnR = tR the integrand of the surface integral
can be expressed in terms of the stress vector. Furthermore the relation between the first
and the second Piola-Kirchhoff stress tensors TR = FT˜ can be utilized to yield∫
∂Ω
tR · δu dA−
∫
Ω
T˜ ·FT Grad δu dV +
∫
Ω
%Rk · δu dV = 0. (5.29)
Due to the symmetry of the second Piola-Kirchhoff stress tensor T˜, the product in the
second integral satisfies
T˜ ·FT Grad δu = T˜ · 12
(
FT Grad δu+ GradT δu F
)
= T˜ · δE. (5.30)
Where
δE = 12
(
FT Grad δu+ GradT δu F
)
(5.31)
is the variation of the Green strain tensor
δE = dEduδu = DE[δu]. (5.32)
The weak form of the balance of linear momentum in the reference configuration reads∫
Ω
T˜ · δE dV =
∫
∂Ω
tR · δu dA+
∫
Ω
%Rk · δu dV. (5.33)
5.2.2. Weak Form of the Balance of Energy
The derivation of the weak form can be done either on the basis of the local balance of
energy formulated in terms of the current configuration (3.91a), or in terms of the refer-
ence configuration (3.91b). Again, the balance equation in the reference configuration
de
dt =
1
%R
T˜ · E˙− 1
%R
Div qR + r
serves as a point of departure. The equation is first multiplied by a virtual temperature
δθ ∈ Vθ and subsequently integrated over the volume of the body∫
Ω
%R
∂e
∂t
δθ dV =
∫
Ω
(
T˜ · E˙−Div qR + %Rr
)
δθ dV. (5.34)
With the equivalence
Div (qRδθ) = δθDiv qR + qR · Grad δθ (5.35)
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the expression in equation (5.34) is converted into the weak form
−
∫
Ω
qR · Grad δθ dV =∫
Ω
T˜ · E˙δθ dV −
∫
∂Ω
qR ·nRδθ dA+
∫
Ω
%R
(
r − ∂e
∂t
)
δθ dV. (5.36)
The virtual temperatures fulfill the homogeneous Dirichlet boundary conditions, i.e. they
vanish at those points where the temperature is prescribed. Thus, the surface integral
has to be evaluated only over ∂qΩ and ∂θqΩ, where the heat flux is given. The statement
(5.36) is equal to the presentation in [Dhondt, 2004, p. 42] and [Miehe, 1988, p. 59].
However, in this form the time derivative of the temperature is not stated explicitly.
Hence, the energy balance in the form of the heat conduction equation is commonly
used, see for example [Dhondt, 2004, p. 307], [Heimes, 2003, p. 44], [Heimes, 2005,
p. 94], [Fritsch, 2004], [Parisch, 2003, p. 263], and [Peric´ and Owen, 2004].
5.2.3. Weak Form of the Heat Conduction Equation
With constitutive assumptions (equations) the balance of energy is transformed into the
heat conduction equation
cdθ˙ = − 1
%R
Div qR + r + w. (4.58)
In general in this equation the heat capacity cd and the production term w are temper-
ature and deformation-dependent. The derivation of the weak form is analogous to the
procedure for the balance of energy and leads to∫
Ω
%Rcdθ˙δθ dV−
∫
Ω
qR · Grad δθ dV = −
∫
∂Ω
qR ·nRδθ dA+
∫
Ω
%R(r+w)δθ dV. (5.37)
Starting from (4.59) and integrating over the current configuration yields to the weak
form∫
ω
%cdθ˙δθ dv −
∫
ω
q · grad δθ dv = −
∫
∂ω
q ·nδθ da+
∫
ω
%(r + w)δθ dv. (5.38)
Formally, both weak expressions, in the reference and the current configuration, are of
the same form.
90
5.3. Method of Lines
5.2.4. Weak Form of the Coupled Problem
The equations (5.33) and (5.36), respectively (5.37), have to be fulfilled simultaneously.
Multiplication by arbitrary scalars and subsequent addition leads to a single variational
formulation for the coupled problem
M

∫
Ω
(
T˜ · δE− %Rk · δu
)
dV −
∫
∂Ω
tR · δu dA

+ T

∫
Ω
[
%R
(
cdθ˙ − r − w
)
δθ − qR · Grad δθ
]
dV +
∫
∂Ω
qR ·nRδθ dA
 = 0. (5.39)
The constants M and T are arbitrary and can be used to lead to better conditioned sys-
tems of equations within the scope finite element analysis, as explored in [Miehe, 1988].
With the constitutive relation of the heat flux vector, i.e. Fourier’s model (4.47), fol-
lows
M

∫
Ω
(
T˜ · δE− %Rk · δu
)
dV −
∫
∂Ω
tR · δu dA

+ T

∫
Ω
[
%R
(
cdθ˙ − r − w
)
δθ + κGrad θ · Grad δθ] dV + ∫
∂Ω
qR ·nRδθ dA
 = 0.
(5.40)
The transformation into a single variational form is often stated, see for example [Miehe,
1988] and [Heimes, 2003], but does not seem necessary. The proposition of a single
equation is weaker as the one of two simultaneous equations. The arbitrariness of the
virtual functions eventually leads to the same result as two simultaneous equations. Fur-
thermore, the two constants M and T formally cancel during the solution process with
finite elements. This might also be the reason why no effect on the condition, respec-
tively solvability of the equation systems, is observed in [Miehe, 1988].
The weak form of the coupled initial boundary value problem formulated in the refer-
ence configuration is stated as Problem 2. For general domains and boundary conditions,
this problem can only be solved numerically. The numerical solution with the method
of lines is considered in the next section.
5.3. Method of Lines
The method of lines (MOL) is a technique for solving partial differential equations,
where all variables but one are discretized, [Großmann and Roos, 2005; Schiesser,
91
5. Numerical Solution of Initial Boundary Value Problems
Problem 2 Weak form of the coupled problem
Given the initial conditions θi, qi, the boundary conditions r, s, Tˆ , fq, and c, find u ∈
Su,t and θ ∈ Sθ,t such that for any t ∈ [ti, te]
piu
(
u, θ,q, δu
)
=
∫
Ω
T˜ · δE dV −
∫
∂sΩ
s · δu dA
−
∫
Ω
%Rk · δu dV = 0, for all δu ∈ Vu, (5.33)
piθ(u, θ,q, δθ) =
∫
Ω
%R
(
cdθ˙ − r − w
)
δθ dV −
∫
Ω
qR · Grad δθ dV
+
∫
∂qΩ
fqδθ dA+
∫
∂θqΩ
cδθ dA = 0, for all δθ ∈ Vθ, (5.37)
and
q˙ = r(C, θ,q) , q(X, ti) = qi(X) , for anyX ∈ Ω. (4.46)
T˜ = h (C, θ,q) , (4.43)
qR = −λR Grad θ. (4.47)
1991].10 In most cases, the time and spatial variables are treated differently, [Schiesser
and Griffiths, 2009]. Owing to the principle of causality, the evolution of quantities in
time possesses a certain directionality: current values can depend only on previous ones.
In general, this property is in contrast to the spatial distribution and can be taken into
account for the discretization of time, cf. [Schäfer, 2006, p. 152]. Another important
requisite for the successful application of the MOL is the absence of sharp fronts in the
solution that move rapidly as a function of both space and time. In other words the
rapid moving fronts (if any) can be reasonably well decoupled in time and space. An
important example where this condition is violated are hyperbolic PDEs with shocks,
cf. [Ascher and Petzold, 1998, p. 15].
Most often, the spatial variables are discretized first, leaving the time variable con-
tinuous and leading to an ordinary differential equation in time, as shown for the heat
10Some authors use the name method of lines only in conjunction with a finite difference discretization
of spatial variables and prefer the name semi-discrete method instead, [Cottrell et al., 2009, p. 186]
and [Becker et al., 1981, p. 250].
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conduction problem in [Becker et al., 1981, p. 246] and [Hughes, 2000].11 The proce-
dure is illustrated in Fig. 5.4 for a fixed two-dimensional domain.
t
te
t0
x2
x1
Ωe
(a) Semi-discrete system (continuous time)
t
t4
t3
t2
t1
t0
x2
x1
θ(x, t4)
θ(x, t3)
θ(x, t2)
(b) Fully discrete system
Figure 5.4.: Relation between spatial and temporal discretization for a two-dimensional
domain
There are also discretization techniques, which do not distinguish between the spatial
and temporal dimension. These are referred to as space-time finite elements, where a
basis in space-time is created by taking a tensor product of the basis in the spatial and
temporal dimension. Obviously, this approach greatly increases the total size of the
problem. To minimize the problem size, a partitioning in the time direction is done.
A single element in the time direction is solved one after another with the results of
the previous elements weakly enforced as boundary conditions, as in a discontinuous
Galerkin method, see [Cottrell et al., 2009, p. 191] and the literature cited therein.12 Even
though, this is an intellectually very satisfying approach and potentially very accurate,
the semi-discrete (MOL) approach is chosen in this work. Due to the large anticipated
problem size, performance issues play an important role and advocate the classical MOL
approach.
In the following, finite elements with an isoparametric ansatz are chosen for the spatial
discretization, as indicated in Fig. 5.4a. This approach has become widely accepted
and is successfully applied in many engineering applications, see for example [Hughes,
2000; Wriggers, 2009].
11There is also a method of lines, where the first step consists of the discretization in time. The procedure
leads to a boundary value problem and is better known under the name of Rothe-method, cf. [Groß-
mann and Roos, 2005, p. 117 and p. 337].
12For the application of continuous and discontinous Galerkin time integration in different settings see
for example [Carstens and Kuhl, 2005], [Kuhl, 2004a, p. 79], and [Kuhl and Meschke, 2007].
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Isoparametric elements use the same shape functions for the approximation of the
geometry and the physical quantities. This simplifies the formulation of the continuum
problem and leads to well-conditioned algorithms, cf. [Strang and Fix, 1973]. Addition-
ally, isoparametric elements allow a very good approximation of arbitrary geometries.
The finite element method (FEM) which is used in this work is the subject of the next
section.
5.4. Spatial Discretization using Finite Elements
The Ritz-Galerkin idea, which underlies most modern numerical solution techniques of
partial differential equations, consists of two steps. In the first step finite-dimensional
approximations of St and V are constructed. The finite-dimensional function spaces are
assumed to be subspaces of St and V , respectively, i.e.
Sht ⊂ St and Vh ⊂ V . (5.41)
In this notation, the superscript h refers to the association of Sht and Vh with an underly-
ing mesh (discretization) of characteristic length scale h. The superscript is used in the
following for all approximate quantities associated with the mesh. Most modern finite
element analysis are based on the Bubnov-Galerkin method, often just referred to as the
Galerkin method.
The following illustration of Galerkin’s method and isoparametric elements is based
on the books [Hughes, 2000; Simo and Hughes, 2000; Wriggers, 2009]. The interpreta-
tion as differential-algebraic equations is motivated by the works of Ellsiepen and Hart-
mann [2001]; Fritzen [1997]; Hartmann [2003]; Wittekindt [1991], who investigated
purely mechanical problems.
5.4.1. Galerkin’s Method
In the Galerkin method, a special choice of Sh and Vh is made: Assuming the collection
Vhθ is given. Then, to each member δθh ∈ Vhθ a function θh ∈ Shθ,t is constructed by
θh = δθh + Tˆ h, (5.42)
where Tˆ h is a fixed function which approximates the Dirichlet boundary conditions, i.e.
Tˆ h(X, t) ≈ Tˆ (X, t) on ∂θΩ. (5.43)
In classical FEM typically Tˆ h interpolates Tˆ at the nodes. Another option is to use a
least-squares fit of the Dirichlet data. Thus, equation (5.42) defines the shifted subspace
Shθ,t := Tˆ h + Vhθ =
{
Tˆ h + δθh
∣∣∣ δθh ∈ Vhθ } , (5.44)
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where the function Tˆ h(X, t) is called the lift or lifting of the subspace. Up to the lift,
the collections Vhθ and Shθ,t are composed of identical functions.13 For the displacement,
the finite-dimensional subspaces Shu,t and Vhu are constructed in the same manner.
The second step of the Galerkin idea is to find among all linear combinations of the
trial functions the one which satisfies the Galerkin form of the problem. The unknown
coefficients of the linear combination are determined not by a partial differential equa-
tion, but by a differential-algebraic system of nnθ + 3nnu equations, where nn is the
dimension of the approximate function spaces.14 In addition, ordinary differential equa-
tions for the evolution of the internal variables have to be solved simultaneously. The
complete system is derived in the following.
Since the test spaces Vh are finite-dimensional, there exists a basis in Vh, i.e. a finite
number of linearly independent functions Nˆi ∈ Vh, i = 1, . . . , nn, that span the sub-
space. Assuming a discretization with nnod nodal points, η = { 1, 2, . . . , nnod } defines
the nodal indexes of all basis functions. The sets containing all nodes with Dirichlet
boundary conditions are denoted by ηθ ⊂ η and ηu ⊂ η for temperatures and displace-
ments, respectively. With this numbering, the test spaces are given as
Vhθ :=
 δθh : δθh(X) = ∑
i∈η−ηθ
Nˆi(X) δΘi
 , (5.45)
and
Vhu :=
 δuh : δuh(X) = ∑
i∈η−ηu
Nˆi(X) δui
 , (5.46)
where η − ηθ denotes set subtraction. The cardinality of the sets (number of members)
are |η − ηθ| = nnθ and |η − ηu| = nnu. The functions Nˆi are referred to as shape,
basis, or interpolation functions. In general, different discretizations can be employed
for the temperature and the displacement field (and even the displacements in different
directions). However, to guarantee a monotone convergence, the basis functions can not
be chosen completely independent from each other, refer to [Altenbach et al., 1991] and
[Gabbert, 1987]. Using the same discretization for both fields fulfills the requirements.15
13In the Petrov-Galerkin method different weighting and test spaces are assumed. This changes the prop-
erties of the resulting discrete problem, which is advantageous for example in the cases of hyperbolic
and singularly perturbed partial differential equations, cf. [Großmann and Roos, 2005, p. 367] and
[Roos et al., 2008, p. 82].
14 For the case of linear heat conduction, one arrives at a system of nnθ ordinary differential equations,
cf. [Hughes, 2000, p. 421]. In the case of static (time-independent) partial differential equations, the
coefficients are constant and can be determined from nn (nnθ in the case of heat conduction and nnu
in the case of mechanical problems) discrete algebraic equations, cf. [Strang and Fix, 1973].
15In fluid flow problems, heterogeneous elements with functions of different nature are often used. In that
case the velocity field is interpolated by a higher-order function than the pressure field. This choice is
based on the nature of the governing equations, see [Dhatt and Touzot, 1985, p. 121].
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To satisfy the homogeneous boundary conditions, it is required that the shape func-
tions vanish where Dirichlet boundary conditions are prescribed
Nˆi(X) = 0 forX ∈ ∂θΩ, i ∈ η − ηθ, (5.47)
Nˆi(X) = 0 forX ∈ ∂uΩ, i ∈ η − ηu. (5.48)
The members of Shθ,t and Shu,t are constructed according to equation (5.42) as
θh(X, t) =
∑
j∈η−ηθ
Nˆj(X) Θj(t) + Tˆ h(X, t), (5.49)
uh(X, t) =
∑
j∈η−ηu
Nˆj(X) uj(t) + rh(X, t) . (5.50)
The Dirichlet boundary conditions are approximated by
Tˆ h(X, t) =
∑
j∈ηθ
Nˆj(X) Θj(t), (5.51)
rh(X, t) =
∑
j∈ηu
Nˆj(X) uj(t). (5.52)
For convenience, Θj(t) = Tˆ (Xj, t) and uj(t) = r(Xj, t) are assumed, leading to the
nodal interpolates of the prescribed functions. This is neither the only possibility, nor the
best from the standpoint of accuracy. The effect is investigated for example in [Strang
and Fix, 1973, p. 192]. Furthermore, the lift is not ambiguous, other constructions which
include for example contributions from the nodes η − ηθ are possible. This choice
however does not alter the final result.
Inserting the approximate primal variables θh, uh, and their variations into the weak
forms (5.33) and (5.37) leads for an elastic material to a finite-dimensional problem.
However, for non-elastic materials, the material’s state is given by the evolution equa-
tions of the internal variables (4.46). These are still continuous with respect to the spa-
tial location, rendering the complete problem infinite-dimensional. To obtain a finite-
dimensional problem, a numerical quadrature has to be employed for all integrals de-
pending on the internal variables.16
Independent of the specific choice of method, a quadrature rule transforms an integral
into a sum of K terms. Each term is given by the integrand evaluated at a quadrature
point ζk and weighted by a factor γk. In the weak forms, the second Piola-Kirchhoff
16For the case of purely mechanical systems, this method results in a system of differential-algebraic
equations as shown in [Wittekindt, 1991] and further investigated in [Fritzen, 1997], [Ellsiepen and
Hartmann, 2001], and [Hartmann, 2003]. The algebraic part stems from the discrete balance of linear
momentum and the differential part comes from the evolution equations of the internal variables.
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stress tensor T˜ and the production term due to internal dissipation w depend on the
internal variables. Thus, the two integrals are approximated by∫
Ω
T˜ · δE dV ≈
K∑
k=1
γkh (C, θ,q) · δE
∣∣∣
X=ζk
, (5.53)
and ∫
Ω
%Rwδθ dV ≈
K∑
k=1
γk%Rwδθ
∣∣∣
X=ζk
, (5.54)
turning the weak forms into their approximate counterparts pihu and pi
h
θ . This does not
pose a severe restriction on the method, since numerical integration has to be used in
most cases anyway. Nevertheless, numerical quadrature is considered to be a variational
crime, see for example [Strang and Fix, 1973, p. 181] and [Hughes, 2000, p. 191]. By
the preceding construction, the internal variables q are only needed at the K quadrature
points. The resulting Galerkin form of the coupled problem is given in Problem 3.
Problem 3 Galerkin form of the coupled problem
Given the initial conditions θi, qi, the boundary conditions r, s, Tˆ , w, and c, find uh ∈
Shu,t and θh ∈ Shθ,t such that for any t ∈ [ti, te]
pihu
(
uh, θh,qk, δuh
)
= 0, for all δuh ∈ Vhu, (5.55)
pihθ
(
uh, θh,qk, δθh
)
= 0, for all δθh ∈ Vhθ , (5.56)
and
q˙ = r
(
Ch, θh,q
) ∣∣∣
X=ζk
, q(ζk, ti) = qi(ζk) , k ∈ 1, . . . , K. (5.57)
5.4.2. Nonlinear Differential-Algebraic Equations
The Galerkin form of Problem 3 is solved by evaluating the variational equations (5.55)
and (5.56) with the finite-dimensional approximations of the temperature θh, the dis-
placements uh, and their variations. Starting with the weak form of the heat conduction
problem
pihθ
(
uh, θh,qk, δθh
)
=
K∑
k=1
γk%R
(
cdθ˙ − r − w
)
δθ
∣∣∣
X=ζk
−
∫
Ω
qR · Grad δθ dV +
∫
∂qΩ
fqδθ dA+
∫
∂θqΩ
cδθ dA = 0 (5.58)
97
5. Numerical Solution of Initial Boundary Value Problems
and inserting the temperature variation (5.45) leads to
∑
i∈η−ηθ
δΘi
{
K∑
k=1
γk%R
(
cdθ˙ − r − w
)
Nˆi
∣∣∣
X=ζk
−
∫
Ω
qR · Grad Nˆi dV +
∫
∂qΩ
fqNˆi dA+
∫
∂θqΩ
cNˆi dA
}
= 0. (5.59)
Since the coefficients δΘi are arbitrary, the terms in braces have to vanish for every
i ∈ η− ηθ. This is equivalent to the fundamental lemma of calculus of variations in the
continuous case (or the du Bois-Reymond lemma in a more general setting), cf. [Jeltsch-
Fricker, 2007, p. 20]. Further, inserting the ansatz of the approximate temperature (5.49)
and approximate lift (5.51) results in∑
j∈η−ηθ
(
CijΘ˙j + ΛijΘj
)
= Ri −
∑
j∈ηθ
(
CijΘ˙j + ΛijΘj
)
, for all i ∈ η − ηθ, (5.60)
an implicit system of nnθ − npθ ordinary differential equations of first order for the
unknown coefficients Θj, j ∈ η−ηθ. Here, npθ is the number of prescribed temperature
and the capacity matrix
Cij =
K∑
k=1
γk%RcdNˆiNˆj
∣∣∣
X=ζk
, (5.61)
the conductivity matrix (using Fourier’s heat flux vector according to equation (4.47))
Λij =
∫
Ω
Grad Nˆi ·λR Grad Nˆj dV, (5.62)
and the right-hand side
Ri =
K∑
k=1
γk%R (r + w) Nˆi
∣∣∣
X=ζk
−
∫
∂qΩ
fqNˆi dA−
∫
∂θqΩ
cNˆi dA (5.63)
are introduced. In matrix notation equation (5.60) can be expressed as
C(θ) θ˙ + Λ(θ)θ = R(θ)− C(θ) θ˙ −Λ(θ)θ, (5.64)
where the vector θ contains all unknown nodal temperatures Θj , the vector u consists
of the unknown nodal displacements uj , and the vector q (with dimension nq) is com-
posed of all internal variables qj of the complete domain. The overlined vectors contain
the prescribed values of the corresponding vectors. In the most general case, the ca-
pacity matrices C,C, the conductivity matrices Λ,Λ, and the load vector R depend
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on the nodal temperatures θ, internal variables q, nodal displacements u, and their ve-
locities. The capacity matrix C is in general symmetric, positive-definite (cf. [Hughes,
2000, p. 422]) and thus invertible. Hence, equation (5.64) can be transformed to an ex-
plicit ODE. However, the capacity matrix often has a special structure (large, banded,
and sparse). Computing its inverse results in general in a dense matrix and is time-
consuming, as noted in [Ascher and Petzold, 1998, p. 237]. Instead, efficient numerical
methods operate directly on the implicit ODE (5.64), see for example [Strehmel and
Weiner, 1995, p. 270 and p. 363].
Next, the weak form of the balance of linear momentum
pihu
(
uh, θh,qk, δθh
)
=
K∑
k=1
γkh (C, θ,q) · δE
∣∣∣
X=ζk
−
∫
∂sΩ
s · δu dA−
∫
Ω
%Rk · δu dV = 0 (5.65)
is treated in the same fashion as the heat equation. Expanding the approximate displace-
ment variation yields
∑
i∈η−ηu
δui ·
{
K∑
k=1
γkFT˜ Grad Nˆi
∣∣∣∣
X=ζk
−
∫
∂sΩ
sNˆi dA−
∫
Ω
%RkNˆi dV
}
= 0, (5.66)
which is linear in δui. By the same argument as before, the term in braces is identically
zero. Inserting further the ansatz of the displacement (5.50) in
K∑
k=1
γkFT˜ Grad Nˆi
∣∣∣∣
X=ζk
−
∫
∂sΩ
sNˆi dA−
∫
Ω
%RkNˆi dV = 0, for all i ∈ η − ηu,
(5.67)
results in an algebraic system of 3nnu − npu equations, where npu is the number of pre-
scribed displacement values. It is written in matrix form as
g(u,θ,q, t) = 0. (5.68)
This system is nonlinear in the nodal displacements u, the nodal temperatures θ, as well
as the internal variables q.
Formally, the entity of evolution equations of the internal variables at the quadrature
points qk can also be viewed as a global system of ordinary differential equations. This
perspective leads to the semi-discrete Galerkin form of the coupled problem, Problem
4. It forms a system of nonlinear differential-algebraic equations (DAE). The algebraic
part comes from the discretized balance of linear momentum (5.68), and the differential
part is given by the evolution equations of the nodal temperatures (5.64) and the internal
variables (5.70). Additionally, the evolution equations of the internal variables can also
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Problem 4 Semi-discrete Galerkin form of the coupled problem
Given the initial conditions θ0 and q0 , find u, θ, and q are such that for any t ∈ [ti, te]
0 = g(u,θ,q, t), (5.68)
C(θ) θ˙ = rθ(u, u˙,θ, θ˙,q, t), θ(ti) = θ0, (5.69)
q˙ = rq(u,θ,q), q(ti) = q0. (5.70)
contain an algebraic part. This is for example the case of a rate-independent plastic
material, consult for example [Ellsiepen and Hartmann, 2001].
The DAE of Problem 4 has been set up without specifying the shape functions and
without any regard to its computer implementation. The challenge of the Ritz-Galerkin
method is to choose shape functions Nˆi that are on the one hand convenient to compute,
i.e. can be easily processed by a computer, and on the other hand general enough to
approximate closely the unknown solution. These goals are simultaneously achieved
by what is today known as the finite element method (FEM), a Galerkin method with a
special choice of shape functions. Furthermore, this choice of shape functions leads to
advantageous numerical properties of the emerging equations.
5.4.3. Isoparametric Elements
The underlying idea of the finite element method is to subdivide a given structure into
nel smaller pieces with local domain Ωe, i.e.
Ω ≈ Ωh =
nel⋃
e=1
Ωe, Ωi ∩ Ωj = ∅, if i 6= j, (5.71)
as shown in Fig. 5.5a. Here, the domain is approximated by Ω ≈ Ωh introducing an
additional geometric approximation error (bar denotes closure, see fn. 4 on p. 81).
Within each subdomain, called finite element, the shape functions are given in an
extremely simple form and are highly localized. Normally, polynomials are chosen
which vanish outside the element domain Ωe. Thus, the shape functions Na are mostly
orthogonal to each other, leading to band structured system matrices (such as C and Λ)
in the semi-discrete Galerkin form. Typical shapes of three-dimensional elements are
tetrahedra and hexahedra as shown in Fig. 5.5b to 5.5e. Overlapping of elements and
gaps are not allowed due to compatibility reasons.
To ensure convergence of the overall procedure, the shape functions have to satisfy
certain requirements. According to Hughes [2000, p. 104], sufficient conditions on the
shape functions for convergence are:
• Shape functions have to be smooth on each element interior Ωe (at least C1).
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Ωe
(a) Mesh of complete domain Ω consisting
of elements with domain Ωe
(b) Linear
tetrahedron
(c) Quadratic
tetrahedron
(d) Linear hexahe-
dron
(e) Quadratic hexa-
hedron
Figure 5.5.: Spatial discretization with finite elements
• Shape functions have to be continuous across each element boundary ∂Ωe.
• Shape functions have to be complete polynomials.
These conditions are only sufficient, i.e. there are elements constructed with shape func-
tions that do not fulfill the conditions but the procedure still converges.
A special type of element class are isoparametric elements, which were first published
in 1966 by Irons based on an original idea of Taig.17 Due to their special construction,
they automatically satisfy the basic convergence conditions, see [Hughes, 2000, p. 120].
They lend themselves to a concise computer implementation and can be designed to take
on convenient shapes. As pointed out by Wriggers [2009, p. 105], they are in particular
extremely well suited for nonlinear problems. A discretization of the spatial formulation
is easily obtained and it makes no difference whether the weak form is evaluated in the
initial or current configuration. Hence, the isoparametric element concept is used for the
spatial discretization in the following.
In the construction of higher-order elements geometric difficulties due to complex
boundary shapes are encountered. They can be dealt with by some form of coordinate
mapping. For isoparamteric elements, the shape functions are formulated in a reference
configuration denoted by Ω in terms of natural coordinates ξ. The element interpolation
function is of the form
θh : Ω × R+ → R, θh(ξ, t) =
nen∑
a=1
Na(ξ)Θea(t), (5.72)
which approximates in this case the temperature within the eth element. Here, nen is the
number of nodes per element. To relate the natural coordinates ξ with the geometrical
17A historical account of the development is given in [Zienkiewicz, 1995].
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coordinates, a mapping of the same form as the interpolation function (5.72) is used,
hence the name isoparametric element. The mapping reads for the reference configura-
tion
Xh : Ω → Ωe, Xh(ξ) =
nen∑
a=1
Na(ξ)Xea, (5.73)
and for the current configuration
xh : Ω × R+ → ωe, xh(ξ, t) =
nen∑
a=1
Na(ξ)xea(t). (5.74)
These mappings are in most cases one-to-one, onto, Ck, k ≥ 1 continuous, and have
a positive Jacobian determinant Je = det(∂X/∂ξ) > 0 for all ξ ∈ Ω.18 Thus the
inverse mapping ξ = X−1 : Ωe → Ω exists and is Ck by the inverse function theorem,
cf. [Burg et al., 2008, p. 507]. With these assumptions the mappings preserve the form
of an element. The transformation of a linear hexahedral element from the normed
parameter space Ω to the reference configuration Ωe and the current configuration ωe
is illustrated in Fig. 5.6. Stars in Ω indicate the position of quadrature points which are
used for the numerical evaluation of the weak forms and are considered in Sec. 5.4.4.
A basic and very popular element for three-dimensional analysis is the trilinear hexa-
hedral element, see [Dhatt and Touzot, 1985, p. 114]. Its domain Ωe is the image of the
biunit cube in ξ -space under a trilinear mapping. It is composed of eight nodes with the
corresponding shape functions
Na(ξ) = 18(1 + ξaξ)(1 + ηaη)(1 + ζaζ), (5.75)
where ξa denotes the coordinates of the nodes in ξ -space. This element is in the FEM
literature also referred to as cubic or brick element. It is the tensorial product of first
order Lagrange polynomials, see for example [Schwarz and Köckler, 2004, p. 93]. La-
grange polynomials of order n− 1 are defined as
La : [−1, 1]→ R, La(ξ) =
n∏
b=1
b6=a
(ξ − ξb)
(ξa − ξb) , La(ξb) = δab =
{
0 if a 6= b
1 if a = b
, (5.76)
where δab is the Kronecker delta as defined for example in [Kreyszig, 1989, p. 114]. A
graphical representation of the three quadratic Lagrange polynomials with equidistant
nodes is given in Fig. 5.7a. Each function takes on the value one at its node and is
zero at the other nodes. This property can be used for the derivation of higher-order
multidimensional (Lagrange) elements.
18An exception of practical relevance are elements with coalesced nodes, derived by element degenera-
tion, such as wedge-shaped elements. See [Hughes, 2000, p. 120] for further remarks.
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Ω
Ωe
ωe
ξ
η
ζ
Je =
[
∂X
∂ξ
]
je =
[
∂x
∂ξ
]
F =
[
∂x
∂X
]
u(X)
X x
e1 e2
e3
Figure 5.6.: Transformation of linear hexahedral element e from the normed parameter
space Ω into the reference Ωe and the current ωe configurations
-1 0 1
L1
L2
L3
ξ
(a) Quadratic Lagrange polynomials
1 2 3
1
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1 5 2
4 7 3
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Ω
Ωe
ξ
ξξ
η
η
η
x
(b) Tensorial product of Lagrange polynomials
Figure 5.7.: Construction of Lagrange elements
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For the construction of multidimensional elements, the tensorial product of Lagrange
polynomials in the different coordinate directions of the ξ-space can be employed,
Na(ξ) = Li(ξ)Lj(η)Lk(ζ). (5.77)
This is illustrated in two dimensions in Fig. 5.7b, where the nine-node, quadratic hexa-
hedron is composed of second order polynomials in ξ and η direction. Coordinate lines
in ξ-space are mapped (by the mapping (5.73) in the reference and (5.74) in the cur-
rent configuration) into curvilinear lines in x-space. Thus, curved boundaries may be
approximated more closely with this element than with the linear element.
In three dimensions the generalization of the linear hexahedral element results in the
27-node Lagrange element. Its shape functions are depicted for fixed ζ = 1 (top surface)
in Fig. 5.8.
(a) Corner Node (b) Middle Node (c) Midside Node
Figure 5.8.: Quadratic Lagrange shape functions at fixed ζ = 1
Lagrange elements satisfy the completeness condition, but have a comparatively high
number of element nodes nen that results in a large global system of equations. Cost-
effectiveness is often in dispute and the optimal choice of element is problem-dependent.
In many cases similar results can be obtained by simplified elements with a reduced
number of nodes. Elements that have nodeless interiors are referred to as Serendipity
elements and are also used in the numerical examples. An example is the 20-node hex-
ahedron of Fig. 5.5e, another one is the 8-node quadrilateral which is equal to the one
displayed in Fig. 5.7b but with no internal node (node 9 is left out). The derivation of
such an element and elements with a variable number of nodes is displayed in [Hughes,
2000, p. 132]. Various other element types, including elements with an increased in-
terelement continuity are derived in [Dhatt and Touzot, 1985].
An advantage of the FEM is that the unknowns Θea(t) have a physical meaning in
contrast to the weights produced by a general Ritz approximation. The unknowns Θea(t)
resemble the function value at node a of element e. This property makes the computer
output much easier to interpret. Another advantage is an easy improvement of the nu-
merical solution, which can also be done locally. The accuracy of the approximation
can be increased by refining the subdivision, i.e. increasing the number of finite ele-
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ments.19 In the classical Ritz-Galerkin method more and more complex trial functions
are included for the same purpose.
A further advantage of the FEM is the computation of the weak forms. This is per-
formed within a single element in the reference domain in identical manner each. To this
end, the volume integral of an arbitrary integrand I are first approximated by the integral
over the volume Ωh . Subsequently, this integral can be split in a sum of integrals over
element domains. These can, in turn, be computed in the ξ-space by substitution, e.g. a
change of variables (see for example [Burg et al., 2008, p. 569])∫
Ω
f(X) dV ≈
∫
Ωh
f(X) dV =
nel∑
e=1
∫
Ωe
f(X) dV
=
nel∑
e=1
∫
Ω
f(ξ) det Je(ξ) dΩ =
nel∑
e=1
+1∫
−1
+1∫
−1
+1∫
−1
f(ξ)Je(ξ) dξ dη dζ. (5.78)
Here Je = [∂X/∂ξ] and Je = det Je denote the Jacobian (functional) matrix and the
Jacobian (functional) determinant of the transformation into the initial configuration,
respectively. For the transformation into the current configuration, these values are de-
noted by je = [∂x/∂ξ] and je. Refer also to Fig. 5.6 for a graphical representation of
the transformations and Fig. 5.7b for an illustration of curvilinear coordinates emanating
from the transformation. Surface integrals, which are important with regard to boundary
conditions, are treated in a similar manner. See the transformation (5.183) for details.
In the finite element method, the global system of equations is assembled not by
looping through the basis functions, but by looping through the elements. At the element
level, the local contributions are computed and in a second step assembled into the global
system by means of connectivity arrays. This assembly process is described in minute
detail in [Hughes, 2000], [Großmann and Roos, 2005, p. 205], [Dhatt and Touzot, 1985,
p. 207], and [Becker et al., 1981, p. 107].
The integrand “f(ξ) det Je(ξ)” in equation (5.78) is in general not a polynomial but a
rational function of the new coordinates ξ. Hence, one retreats to numerical integration
in many cases.
5.4.4. Numerical Quadrature
Frequently, the integration can not be performed analytically or the exact computation
would be too costly.20 If so, the integral has to be approximated by a numerical in-
19This approach is commonly referred to as the h-version of FEM. There are also other possibilities
to increase the accuracy. Uniformly increasing the polynomial degree of shape functions is called
the p-FEM, while a combination of both approaches is known by the name hp-FEM, cf. [Szabó and
Babuška, 1991].
20There are also attempts to obtain analytical integrals by symbolic computations. Videla et al. [2007]
for example use the computer algebra system Maple to compute an analytical expression of the exact
105
5. Numerical Solution of Initial Boundary Value Problems
tegration, also called numerical quadrature or cubature.21 Numerical quadrature is so
intimately related to the performance of the finite element method, that its selection is
often part of the definition of a particular element formulation. However, doing so intro-
duces further numerical errors which might affect the overall convergence behavior.
For this reason, numerical quadrature is listed under the heading of variational crimes
by some authors. The effect of numerical quadrature on the solution is studied in [Strang
and Fix, 1973, p. 191]. It is not necessary that every polynomial which appears is inte-
grated exactly. Sufficient conditions to maintain full rate of convergence of the exactly
integrated formulation are given. Full rate is attained if the quadrature rule is capable
of exactly integrating all monomials through degree k¯ + k − 2m, where k is the order
of the underlying Lagrange polynomial, k¯ is the order of the highest-order monomial
present in the element shape functions, and m is the order of the highest derivative.22
First order convergence is obtained for quadrature rules that are exact for monomials
through degree k¯ −m. When selecting a suitable quadrature rule, it is not sufficient to
consider only accuracy requirements. Rank deficiency may also be an issue for low or-
der quadrature rules and has to be considered separately. This effect leads to the famous
spurious zero strain deformation patterns and hour-glass modes. In practice, a 8 point
Gaussian quadrature is often used for the stiffness matrix (composed of derivatives of
the shape functions) of trilinear brick elements, while a 27 point integration is used for
elements with quadratic shape functions, cf. [Wriggers, 2009, p. 121]. For mass matri-
ces a higher-order integration rule should be used. A more recent investigation on the
effect of numerical integration in particular for higher-order elements, including the h-
and the p-version of the FEM is done by Kim and Suri [1993].
Due to its accuracy and efficiency, the most popular quadrature rule in FEM is Gauss-
Legendre quadrature. In fact, in one dimension it can be shown that Gauss-integration is
optimal and integrates a polynomial of order 2nip−1 exactly, where nip is the number of
integration points. See [Schwarz and Köckler, 2004, p. 321] for a proof and a derivation
of parameters.
Starting with the one-dimensional case and assuming that the integrand f is smooth
and integrable, the integral can be expressed as a finite sum and a remainder
+1∫
−1
f(ξ) dξ =
nip∑
l=1
γlf(ξl) + r[f ] ≈
nip∑
l=1
γlf(ξl), (5.79)
where ξl and γl denote the coordinate and the corresponding weight of the lth quadra-
ture point of the Gaussian-rule. The remainder or error r[f ] generally depends on the
stiffness matrix of an 8-node plane elastic element. The authors found a reduction of CPU time of
over 50% compared with the standard Gauss-Legendre quadrature.
21Some authors such as Überhuber [1997, p. 71] use the term quadrature for the numerical computation
of a univariate integral and cubature for multiple integrals.
22Some examples on the computation of the necessary order of accuracy are given in [Hughes, 2000,
p. 191]. See also [Zienkiewicz and Taylor, 2005, p. 169ff.].
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function f(ξ) and is dropped in the approximation.
It can be shown that the integration points ξl are the lth root of the Legendre poly-
nomial of order nip.23 The resulting quadrature coordinates and weights for up to 5
integration points are summarized in Tab. 5.1. Gaussian rules for integrals in several
Table 5.1.: Coordinates and weights of one-dimensional Gauss-Quadrature
nip order of accuracy ξl γl
1 1 0.00000000000000 2.00000000000000
2 3 ±0.57735026918963 1.00000000000000
3 5 ±0.77459666924148 0.55555555555556
0.00000000000000 0.88888888888889
4 7 ±0.86113631159405 0.34785484513745
±0.33998104358486 0.65214515486255
5 9 ±0.90617984593866 0.23692688505619
±0.53846931010568 0.47862867049937
0.00000000000000 0.56888888888889
dimensions can be derived from the one-dimensional formula. For this purpose, the
one-dimensional quadrature is employed on each coordinate separately
+1∫
−1
+1∫
−1
+1∫
−1
f(ξ) dξ dη dζ =
+1∫
−1
+1∫
−1
{ nξip∑
i=1
γif(ξi, η, ζ)
}
dη dζ =
+1∫
−1
{ nξ,ηip∑
i,j=1
γiγjf(ξi, ηj, ζ)
}
dζ =
nξ,η,ζip∑
i,j,k=1
γiγjγkf(ξi, ηj, ζk) =
nip∑
l=1
γlf(ξl, ηl, ζl). (5.80)
Unfortunately, in multidimensional cases these Gaussian quadrature rules are no longer
optimal. In fact, the six-point (non-Gaussian) rule in Tab. A.1 (on p. 187) with quadra-
ture points on the faces of the biunit cube attains the same accuracy as the 2× 2× 2 = 8
point Gaussian quadrature. Even higher is the difference in the case of the 14-point rule,
which is described in [Hammer and Stroud, 1958] and studied in the FEM context in
[Irons, 1971]. In [Hellen, 1972] it is shown that this rule is of similar accuracy as the
standard 3×3×3 = 27 point rule for both very distorted and regular shaped serendipity
elements with 20 nodes. The parameters of the integration formula are given in Tab. A.1.
For higher demands on the accuracy (in particular when using the p-version of FEM),
these integration methods are ineffective. In that case vector quadrature methods as
23Refer to [Kreyszig, 1989, p. 176] for the definition and properties of Legendre polynomials.
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developed in [Hinnant, 1994] yield more accurate solutions while having only a small
fraction of the computational effort.
In the numerical examples of Chp. 6 either Gaussian integration rules or direct inte-
gration methods in several dimensions with the reduced computational effort of up 50%
are employed. This is of particular importance when there a many time-consuming oper-
ations on integration-point level, as for example the time integration of complex material
models. The origin of the local equations and the overall time integration is considered
next.
5.5. Temporal Discretization using Runge-Kutta
Methods
The nonlinear DAE of Problem 4 can only be solved numerically. For this purpose,
different implicit time integration procedures of Runge-Kutta (RK) type are promising
and described in the following.24 The general procedure is developed on the basis of
ordinary differential equations stemming from the heat conduction equation and later on
extended to differential-algebraic equations.
5.5.1. Numerical Solution of Ordinary Differential Equations
A pure thermal problem is governed solely by the discretized heat conduction equation
(5.64). The right-hand side can be summarized as a prescribed forcing function R˜(t),
which might also depend on the nodal temperature vector θ, and leads to
Cθ˙ + Λθ = R˜(t), θ(ti) = θ0. (5.81)
It represents quasilinear differential equations as described in [Hairer and Wanner, 2002,
p. 442]. Due to the properties of the capacity matrix C (see also the remarks on p. 99),
the ODE (5.81) can be transformed into explicit form
θ˙ = C−1
(
R˜(t)−Λθ
)
.
Thus, the problem can be compactly stated as a general ODE system
θ˙(t) = f (t,θ), t ∈ [ti, te]
θ(ti) = θi.
(5.82)
24There are many different time integrations methods in the mathematical literature, among them the dis-
continous Galerkin (dG) methods and the Newmark algorithm. See also the footnote on p. 109. Refer
for example to [Eriksson et al., 1985], [Johnson, 2009, p. 157], or the cited literature in Sec. 1.3.3 and
1.3.3 on the dG. The Newmark algorithm is a direct integration method for second order time prob-
lems, cf. [Hughes, 2000, p. 490ff.]. However, it can be adapted to first order problems by dropping all
terms associated with the mass matrix M, see for example [Zienkiewicz and Taylor, 2005, p. 600ff.].
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To construct an approximate solution of equation (5.82), the interval of integration is
discretized by a mesh with strictly increasing finite numbers including the end points of
the compact time interval
Ih = {t0, t1, . . . , tN} with ti = t0 < t1 < · · · < tN−1 < tN = te.
The time step size is the difference between two consecutive points
hn := tn+1 − tn, n = 0, . . . , N − 1. (5.83)
There are several possibilities to construct an approximate solution, i.e. a mesh function
θh(t) : Ih → Rnnθ , (5.84)
where θh(tn) is an approximation of the analytical solution θ(tn). In the case of an initial
value problem (IVP), as the one at hand, one may proceed in time and use information
from a previous step to compute the next time step.25 This leads to one-step methods,
which are of the general form
θn+1 = θn + hϕ(tn,θn;h), n = 0, . . . , N − 1 (5.85)
θ0 = θi. (5.86)
Here, the increment functionϕ is only formally explicit and also includes implicit meth-
ods. Assuming sufficient differentiability of θ(t), an implicit formulation can be derived
from a Taylor series expansion of θ(t) at the point tn+1
θ(tn) = θ(tn+1)− hθ˙(tn+1) + 12h2θ¨(tn+1)∓ · · · ,
θ(tn+1) = θ(tn) + hθ˙(tn+1) +O(h2).
(5.87)
Neglecting higher-order terms, this leads to the well known backward (implicit) Euler
method
θn+1 = θn + hn f (tn+1,θn+1), n = 0, . . . , N − 1
θ0 = θi.
(5.88)
The method uses the tangent f (t,θ) at the future point (tn+1,θn+1). This implies the
solution of a system of algebraic equations which is in general nonlinear and requires
25 Another important class of integration schemes are linear multistep methods. These exploit information
from several preceding time steps, thus leading to efficient high-order methods. Details can be found
in [Hairer et al., 2000, p. 356], [Hairer and Wanner, 2002, p. 261], [Ascher and Petzold, 1998, p. 123],
and [Strehmel and Weiner, 1995, p. 325]. Kirchner and Simeon [1999] successfully apply a second
order BDF integration scheme to a unified viscoplasticity model, whereas Eckert et al. [2004] treat
an elasto-plasticity problem using a BDF2 method. However, according to Wittekindt [1991, p. 44]
these methods have the drawback to require several restarts due to the elastic-plastic case distinction
when applied to plasticity problems. Instead, he suggests to use one-step methods, in particular of
Runge-Kutta type.
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an iterative procedure. On the one hand the drawback is that the method becomes im-
plicit but on the other hand this enhances the stability properties of the method (see for
example [Ascher and Petzold, 1998, p. 51]).
Concerning the stability, one has to distinguish between the stability of the prob-
lem at hand and the stability of the numerical method. An ODE is said to be stable if
small perturbations of the initial data remain bounded and possibly also decay with time
(asymptotically stable).26 This is an important requisite for any numerical solution. In
the case of linear ODEs with constant coefficients this can be connected with the real
part of eigenvalues of the underlying system matrix. For nonlinear ODEs the assessment
is much more subtle and depends also on the particular solution path.
Another important characteristic of an initial value problem is its stiffness. Ideally, the
choice of step size h is dictated only by accuracy demands. For many methods the step
size is further restricted by stability requirements. An IVP is referred to as being stiff
if the stability requirements dictate a much smaller step size than is needed to satisfy
approximation demands. Stiffness depends on the differential equation itself, the accu-
racy requirements, the length of the interval of integration, and the region of absolute
stability of the numerical method. A characteristic of stiff systems is that perturbations
of a smooth solution decay very fast. This property leads to severe problems for explicit
methods, cf. [Strehmel and Weiner, 1995, p. 238].
The concepts of stability and stiffness are illustrated by the one-dimensional example
θ˙(t) = λ(θ(t)− g(t)), (5.89)
θ(ti) = θi, (5.90)
where g(t) is a bounded but otherwise arbitrary function.27 For λ < 0, the problem is
asymptotically stable. Choosing the function g(t) = sin(t), the analytical solution can
be easily obtained
θ(t) = θh(t) + θp(t) =
(
θi − λ1 + λ2
)
exp(λt) + λ1 + λ2 (λ sin(t) + cos(t)) . (5.91)
The solution for λ = −10 and θi = 1 is displayed as the solid black curve in Fig. 5.9a.
Perturbing the initial data, i.e. computing the solution for different θi as indicated by
the gray curves, does not affect the solution path strongly. The perturbations decay
fast and all curves eventually coincide. For a time step size of h = pi/20 ≈ 0.16,
the numerical solution is computed with the forward and backward Euler method and
plotted in Fig. 5.9b. The backward Euler method obtains a reasonable approximation
but the forward Euler method shows spurious oscillations.28 These become even more
severe when the step size h or the factor |λ| is enlarged.
26Refer to [Ascher and Petzold, 1998, p. 25] and [Strehmel and Weiner, 1995, p. 194] for a precise
definition.
27See [Ascher and Petzold, 1998].
28The backward Euler method has the advantage of skipping fine-level solution details, due to its stability
properties (denoted as L-stability or stiff decay). This is on the one hand a great potential for efficient
use but on the other hand a great danger for misuse.
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Figure 5.9.: Solution behavior
An improved numerical solution can be obtained by using an adapted mesh, which
is very fine during the transient phase (t < 0.3) and coarse during the smooth phase.
However, this does not resolve the problems of the explicit method. If the differential
equation (5.89) is modified to read
θ˙(t) = λ(θ(t)− g(t))− g˙(t),
then the analytical solution is simply θ(t) = g(t). Independent of the function g(t),
if |λ|  1, this equation poses severe problems for methods with insufficient stability.
This is studied in detail in [Strehmel and Weiner, 1995, p. 208]. In connection with
the thermomechanical analysis, this property is important for two reasons. Firstly, the
spatial discretization of the heat conduction equation leads for fine meshes to very stiff
problems. This is studied analytically for the finite difference method in [Strehmel and
Weiner, 1995, p. 207] and numerically for the finite element method in [Rothe, 2010].
Secondly, the behavior of many real materials leads to the construction of stiff evolution
equations. These might even be of differential-algebraic type. Time integration meth-
ods for these problems have to comply with the stability requirements (often L-stable
methods are chosen).
Low order methods, such as the backward Euler method, are appropriate for comput-
ing approximate solutions of a relatively low accuracy or if the problem being solved is
rough. The construction of higher-order methods could in principle also be based on the
Taylor polynom (5.87). This leads to so-called Taylor series methods, with the draw-
back that analytical expressions for higher-order derivatives are required. In practice,
the derivation of these derivatives is cumbersome and prohibits a general application.29
29The ongoing development of compilers in particular of automatic differentiation (AD), cf. [Griewank
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An alternative approach is based on the equivalent integral equation of the ODE (5.82).
It allows to achieve a higher accuracy order just by using f (t,θ), without forming sym-
bolic derivatives of the Taylor series.
Integrating both sides of
θ˙(t) = f
(
t,θ(t)
)
from tn to tn+1 leads to
tn+1∫
tn
θ˙(t) dt =
tn+1∫
tn
f
(
t,θ(t)
)
dt. (5.92)
By the first fundamental theorem of calculus, see for example [Mattuck, 1999, p. 269],
the left-hand side can be replaced by the difference of the temperature vector at the
integration limits θ(tn)− θ(tn+1) and thus,
θ(tn+1) = θ(tn) +
tn+1∫
tn
f
(
t,θ(t)
)
dt
= θ(tn) + hn
1∫
0
f
(
tn + τh,θ(tn + τh)
)
dτ (5.93)
follows, where the substitution t = tn + τhn scales the integral to unit length in the
last statement. A prove of the reverse equality is given in [Mattuck, 1999, p. 454].
Hence, both statements, the ordinary differential equation and the integral equation, are
equivalent.
The integral on the right-hand side of equation (5.93) can be approximated by a
quadrature rule as outlined in Sec. 5.4.4. This leads to
θ(tn+1) ≈ θ(tn) + hn
s∑
i=1
bif
(
tn + cih,θ(tn + cih)
)
. (5.94)
In this representation, s is the number of quadrature points with the quadrature weights
bi and the corresponding coordinates ci, i = 1, . . . , s. These quadrature points are called
stages in connection with time integration. Many implicit Runge-Kutta methods use the
same stages as classical quadrature rules, where Gauss methods obtain maximum order.
Unfortunately, the sum in equation (5.94) can not be computed yet, because f (t,θ)
has to be evaluated for the unknown temperatures θ(tn + cih). These stage temperatures
can in turn be approximated by a similar quadrature formula. In order not to introduce
and Walther, 2008, p. 301] for higher-order derivative vectors with AD, might turn this into a more
attractive method for realistic applications.
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additional unknowns, the same stages (quadrature points) cj but different weighting fac-
tors aij are chosen
θ(tn + cih) = θ(tn) +
tn+cihn∫
tn
f
(
t,θ(t)
)
dt
≈ θ(tn) + hn
s∑
j=1
aijf
(
tn + cjh,θ(tn + cjh)
)
. (5.95)
The latter approximation can be of lower order without degrading the accuracy order of
the time step (5.94). It only has to be ensured that lower order errors cancel when finally
summed up. To this end, the local discretization error has to be considered. It is defined
as
el = θ(tn+1)− θn+1, (5.96)
where θn+1 is the result of a single time step of any one-step method according to equa-
tion (5.85) with the starting vector θn on the solution curve θ(t).
A method with increment function ϕ(tn,θn;hn ) is said to be consistent if for any
given function f follows
ϕ(t,θ(t); 0) = f (t,θ), (5.97)
i.e. the increment function ϕ tends to f as h approaches zero. In other words the rear-
ranged calculation rule (5.85) of a single time step
θn+1 − θn
h
= ϕ(tn,θn;h) (5.98)
is a local approximation of the differential operator given in equation (5.82). For prac-
tical considerations, the quality of this approximation is of importance. A measure for
the degree of the approximation is the consistency (accuracy) order. A method is of
consistency order p if
max
t∈Ih\tN
‖el(t+ h)‖ ≤ Chp+1. (5.99)
The constant C and the order p ∈ N can be determined by comparison of the Taylor
expansions of the true solution θ(t) and the calculation rule.30 Of course, this holds only
under the assumption of sufficient differentiability of the differential operator f (t,θ).
The real goal of the numerical time integration is not consistency, but convergence.
Convergence means that (within exact arithmetic) the analytical solution can be approxi-
mated to an arbitrary accuracy by refining the mesh (hmax → 0). A method is convergent
of order p∗ if the global error
eg(tn) = θn − θ(tn), n = 1, 2, . . . , N (5.100)
30Although conceptually simple, this is a laborious task with an excess of terms to be matched. The
task can be significantly eased by the introduction of a labeled tree. This graphical representation
(described for example in [Hairer et al., 2000, p. 146] and [Strehmel and Weiner, 1995, p. 46]) however
does not give a methodology for the construction of methods, only for checking their orders.
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satisfies
max
t∈Ih
‖eg(t)‖ ≤ Chp∗max. (5.101)
The order of convergence p∗ has not to be the same as the order of consistency p. Never-
theless, it can be shown that under certain circumstances (refer to [Strehmel and Weiner,
1995, p. 36] and [Ascher and Petzold, 1998, p. 41] for technical details) consistency
leads to convergence and that both, the order of consistency and the order of conver-
gence are equal.
On a real (productive) computer system, all computations are done in a finite-dimensional
environment (finite-dimensional number representation). This results in a second error
contribution, the so called round-off error, as depicted in Fig. 5.10. The total error con-
error
total error truncation error
roundoff error
hhopt
Figure 5.10.: Qualitative behavior of different error contributions
sists of the truncation error (governed by the order of convergence) and the inevitable
round-off error.
A high order of convergence is preferable since it offers the potential of larger time
steps with several accompanying advantages. A large time step h diminishes the round-
off error of a single time step. The total number of time steps is reduced and at the same
time the accumulation of round-off errors. Most of all, less time steps can speed up the
computational scheme. A further and important gain in computational efficiency can be
achieved by a special choice of algorithmic parameters.
A general implicit Runge-Kutta method is given by the parameter scheme termed
Butcher tableau
c1 a11 a12 . . . a1s
c2 a21 a22 . . . a2s
...
...
... . . .
...
cs as1 as2 . . . ass
b1 b2 . . . bs
, which can be written compactly as
c A
bT
.
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Formulated with stage values Θi, the method reads
θn+1 = θ(tn) + hn
s∑
i=1
bif
(
tn + cih,Θi
)
(5.102)
Θi = θ(tn) + hn
s∑
j=1
aijf
(
tn + cjh,Θj
)
, i = 1, . . . , s, (5.103)
or equivalently, formulated with stage derivatives Θ˙i, it is given by
θn+1 = θ(tn) + hn
s∑
i=1
biΘ˙i (5.104)
Θ˙i = f
(
tn + cih,θ(tn) + hn
s∑
j=1
aijΘ˙j
)
, i = 1, . . . , s. (5.105)
The stage values Θi and stage derivatives Θ˙i are intermediate approximations at times
tn + cih to the solution and its derivative, respectively. Both quantities are local to
the step from tn to tn+1. When such a method is applied to the ODE (5.82) then for
each time step all stages values Θi or alternatively all stage derivatives Θ˙i are coupled
and a nonlinear equation system of dimension neq = nnθ × s has to be solved. The
computational expense of its solution is high and is a clear disadvantage in comparison
with other methods.
The class of diagonally implicit Runge-Kutta (DIRK) methods avoids this burden.
For efficiency reasons, the coefficient matrix A is chosen to be lower triangular
c1 a11
c2 a21 a22
...
...
... . . .
cs as1 as2 . . . ass
b1 b2 . . . bs
.
Now, the ith stage value is defined as
Θi = θ(tn) + hn
i∑
j=1
aijf
(
tn + cjh,Θj
)
, i = 1, . . . , s. (5.106)
= ΘSi + hn aiif
(
tn + cih,Θi
)
, with ΘSi := θ(tn) + hn
i−1∑
j=1
aijf
(
tn + cjh,Θj
)
The choice aij = 0, j > i decouples the single stages, which can in this case be solved
one by one. Hence, a sequence of s nonlinear systems of the dimension neq = nnθ −npθ
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each has to be solved. This implies a significant reduction of computational costs, which
becomes tremendous for large systems.
If in addition, the diagonal elements are all equal, i.e. aii = γ, i = 1, . . . , s, one speaks
of singly DIRK methods. Using a modified-Newton method (see Sec. 5.6, p. 146) only
a single LU factorization has to be performed for the complete time integration. Of
course, these advantages do not come for free and are at the expense of stability and
accuracy. The maximum attainable order of a singly DIRK method is p = s + 1 and
with γ > 0 these methods have only stage orders q = 1, cf. [Strehmel and Weiner,
1995, p. 265]. A Runge-Kutta method with a nonsingular coefficient matrix A which
satisfies asj = bj, j = 1, . . . , s is called stiffly accurate. This leads to the property of
stiff decay, cf. [Ascher and Petzold, 1998, p. 101]. Additionally, the last stage value Θs
equals θn+1, as can be seen from equations (5.106) and (5.102). Thus, the evaluation
of the latter equation can be omitted, saving additional computing time. Having said
that, the attainable order is further restricted to p = s in the case of stiffly accurate
DIRK methods. The presented approach and its numerical features are studied in the
next subsection.
5.5.2. Order Reduction Phenomenon
While the presented methods work very well and are known to achieve a high order of
accuracy for general ODEs, this is not always the case when they are used in conjunction
with the method of lines (MOL-RK approach). In the presence of Dirichlet boundary
conditions, a convergence and order reduction can be seen when using the MOL-RK
approach for parabolic and hyperbolic PDEs. This phenomenon is well known and re-
ported in [Verwer, 1986] for implicit, as well as in [Sanz-Serna et al., 1986] for explicit
Runge-Kutta methods. The temporal order of convergence can further be related to the
spatial regularity and the type of boundary conditions as shown in [Lubich and Oster-
mann, 1993].
To study the effect in the present case, the heat conduction problem of Fig. 5.11
is treated with the MOL-RK approach using finite elements and DIRK methods. At
the left and right side of the domain, the boundary temperatures are specified. A heat
source term r is not specified, since the expected numerical difficulties are caused by the
boundary conditions. The setup is such, that the problem degrades to a one-dimensional
one. Its mathematical representation, the one-dimensional form of the heat equation
(4.59), is also given in Fig. 5.11. In the formulation the one-dimensional Fourier’s
heat flux q = −λ∂θ/∂x according to equation (4.47) is used. Furthermore, the dif-
fusivity a = λ/(%cd) as introduced in equation (2.2) is used to summarize all material
parameters. Using the same arguments as in the derivation of the weak form of the
three-dimensional heat conduction equation (5.37), one arrives at its one-dimensional
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L
x
θ(0, t)
θ(L, t) ∂θ
∂t
= a∂
2θ
∂x2
θ(x, ti) = θi(x)
θ(0, t) = f(t)
θ(L, t) = g(t)
Figure 5.11.: Setup of one-dimensional heat conduction problem
counterpart
L∫
0
θ˙δθ dx+
L∫
0
aθ′δθ′ dx = 0. (5.107)
In this representation, the spatial derivative with respect to x is abbreviated by a prime.
Along the MOL approach the weak form is first discretized in space and subsequently
in time. The Galerkin ansatz using finite elements reads
θh(x, t) =
∑
j∈η−ηθ
Nˆj(x) Θ(t) +
∑
j∈ηθ
Nˆj(x) Θj(t),
see equations (5.49) and (5.51). The most basic discretization uses linear shape func-
tions and is depicted in Fig. 5.12. It leads to a piecewise linear approximation of the
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Figure 5.12.: Discretization of one-dimensional domain with linear finite elements
temperature distribution in space.
As outlined in Sec. 5.4.3, the shape functions and integrals are evaluated element
wise. Thus, the temperature is given within the jth element (xj ≤ x ≤ xj+1) by
θh(x, t) = N1(ξ)Θj(t) +N2(ξ)Θj+1(t), x(ξ) = N1(ξ)xj +N2(ξ)xj+1, (5.108)
where Ni(ξ), i = 1, . . . , nen, is the shape function associated with the ith node of the el-
ement. A similar ansatz is chosen for the virtual temperatures. Using the same argument
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as in equation (5.60), one arrives at the ODE
Cθ˙ + Λθ = −C θ˙ −Λθ, (5.109)
where θ contains all unknown nodal temperature values. The vector θ = {f(t), g(t)}T
consists of all prescribed values, here the boundary temperatures at nodes 1 and nnod.
The capacity matrices C and C as well as the conductivity matrices Λ and Λ are as-
sembled from the element matrices C and Λ. Due to the simplicity of the elements, all
integrals can be evaluated analytically and a numerical quadrature is not needed. The
conductivity matrix of the jth element is given by
Λj =
xj+1∫
xj
a
[
N ′1N
′
1 N
′
1N
′
2
N ′2N
′
1 N
′
2N
′
2
]
dx = a∆x
[
1 −1
−1 1
]
. (5.110)
Similarly, the element capacity matrix can be computed analytically and reads
Cj =
xj+1∫
xj
[
N1N1 N1N2
N2N1 N2N2
]
dx = ∆x6
[
2 1
1 2
]
. (5.111)
The capacity matrix C and the conductivity matrix Λ are of the dimension nnθ×nnθ and
have the same structure (tridiagonal).
Applying a DIRK method, consisting of equations (5.102) and (5.106), results for the
stage values Θi in[
1
hn aii
C + Λ
]
Θi =
1
hn aii
CΘSi −Cθ˙(tn+ cihn )−Λθ(tn+ cihn ), i = 1, . . . , s,
(5.112)
where the starting vector
ΘSi = θn + hn
i−1∑
j=1
aijΘ˙j (5.113)
is completely given by the previous stages. Formally, a single DIRK stage has the same
structure and involves the same operations as one step of the classical backward Euler
method. Thus, existing FEM codes with implicit time integration can be extended to
high-order time integration with only minor changes. Stiffly accurate methods addition-
ally have the advantage that the last stage value Θs corresponds to the value at the next
time step θn+1, as pointed out previously.
After the stage value Θi is known, the stage derivative can be computed from equation
(5.106), it is given by
Θ˙i =
Θi −ΘSi
hn aii
. (5.114)
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In the first example, homogeneous boundary conditions f(t) = g(t) = 0 are pre-
scribed. A sinusoidal initial temperature distribution θi(x) = sin(pix/L) is chosen,
which is consistent with the boundary conditions. To minimize the influence of the spa-
tial approximation, a very fine grid with nnod = 100000 nodes is chosen. The parameters
length and diffusivity are specified to be L = 1 and a = 0.1, respectively. Together with
this fine discretization, this leads to a stiff ODE.
The temperature distribution can be computed analytically with the method of sepa-
ration of variables as shown in [Greenberg, 1998, p. 954]. The solution is given by
θ(x, t) = sin
(pix
L
)
exp
(
−a
(pi
L
)2
t
)
(5.115)
and slowly decays with time, tending towards the steady-state solution. It is depicted
in Fig. 5.13a for different times. With the analytical solution at hand, the numerical
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Figure 5.13.: Heat conduction problem with homogeneous boundary conditions
error can be computed for various time stepping methods. Here, the DIRK methods of
App. A.2 are applied with different constant step sizes h. The results for the backward
Euler method (DIRK-1), the second order method of Alexander [1977] (DIRK-2), the
third order method of Alexander [1977] (DIRK-3), and the fourth order method of Hairer
and Wanner [2002, p. 100] (DIRK-4) are shown in Fig. 5.13b. The order of convergence
is given by the slope of the curves. For reference, the theoretical orders are indicated by
dashed lines. As can be seen, the theoretical order are indeed achieved by the numerical
methods. For small time steps h and high-order methods, the accuracy can not be im-
proved due to round-off errors and the convergence degenerates after passing an optimal
step size hopt, refer also to Fig. 5.10. A similar behavior is often also observed for large
time steps, where the error estimate (5.101) does not hold. Thus, an intermediate step
size interval is typically chosen and of practical relevance.
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Next, the problem is changed slightly by specifying a time-dependent boundary con-
dition at the left side, f(t) = sin(pi/2t). Its solution is displayed in Fig. 5.14a. The
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Figure 5.14.: Heat conduction problem with inhomogeneous boundary condition at left
side
temperature distribution can still be derived analytically but is given in terms of an in-
finite series. This is demonstrated in [Al-Baldawi, 2008] along the lines of [Greenberg,
1998, p. 977]. Looking at the convergence behavior, it is seen in Fig. 5.14b that none of
the methods exceeds second order rate of convergence. Spending a lot of computational
effort does not pay off at all for the higher order methods. For explicit RK methods it
is shown by Carpenter et al. [1995] that the conventional imposition of boundary condi-
tions leads to a numerical scheme which is only first order accurate in the neighborhood
of the boundary and globally only of second order accuracy, independent of the spatial
operator.
There are several proposals to cope with the present problems. One approach is to re-
formulate the problem and move the “input” from the boundary conditions to the PDE, as
done in the aforementioned analytical solution of this problem, see for example [Calvo
and Palencia, 2001]. However, this approach is not suited for complicated boundary
conditions in several dimensions and works only for linear problems. Another approach
ignores the given boundary conditions during the intermediate stages and extends the
inner values up to the boundary, possibly using one-sided approximations of the spa-
tial derivatives. A drawback of this method is that the allowable step size is drastically
reduced, rendering the RK method less attractive, cf. [Carpenter et al., 1995].
A remedy to this are corrections of the boundary terms for intermediate stages as de-
scribed in [Pathria, 1997], [Alonso-Mallo, 2002], and [Alonso-Mallo and Cano, 2004].
The idea stems from the fact that the stage value Θi is according to equation (5.95) only
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a lower order approximation of θ(tn + cih). In fact, the stage order of the considered
methods is only q = 1 6= p.
Instead of directly prescribing the stage values and derivatives at the boundary, the
boundary conditions are cast in the form of an ODE θ˙(t) = {f˙(t), g˙(t)}T, which is
added to the ODE (5.109). The time integration of this part is done in the usual way and
boils down to a simple summation of weighted derivatives. For example for the function
f(t) the ith stage value is given as
Fi = f(tn) + h
i∑
j=1
aij f˙(tn + cjh). (5.116)
Its effect on the convergence behavior is shown for the sinusoidal boundary term in
Fig. 5.15a. Remarkably, the order of convergence is completely restored in this case.
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Figure 5.15.: Convergence behavior with modified internal stages
For a polynomial boundary function f(t) = 12(t
2 + t3) the proposed method still works
but the convergence order is slightly spoiled, as seen in Fig. 5.15b. In this case the more
demanding iterative methods developed in [Alonso-Mallo, 2002] and [Alonso-Mallo
and Cano, 2004] may overcome this deficiency.
Another demanding application, where order reductions are reported, are differential-
algebraic equations. Their numerical treatment using DIRK methods is considered next.
5.5.3. Numerical Solution of Differential-Algebraic Equations
The semi-discrete Galerkin form of the thermomechanically coupled problem, Problem
4, constitutes a system of differential-algebraic equations (DAE). The class of DAEs
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contains all ODEs, as well as mixed problems. Here, both differentiation and integration
may be intertwined in a complex manner.
In the present case, the DAE is given in semi-explicit form and consists of a differ-
ential part and an algebraic part. Its differential part is composed of the afore-discussed
ODE for the temperatures and the evolution equations of the internal variables. The
algebraic part stems from the discretized balance of linear momentum.31 The DAE
0 = g(u,θ,q, t), (5.117)
Cθ˙ = rˆ θ(u,θ,q, t), θ(ti) = θ0, (5.118)
q˙ = rq(u,θ,q), q(ti) = q0, (5.119)
with the consistent initial conditions g(u0,θ0,q0, ti) = 0 is of semi-explicit form. If
the partial derivative of the algebraic part with respect to u is regular within the neigh-
borhood of the solution, then it is a semi-explicit index-1 DAE. The index of a DAE is
the number of differentiations needed to transform the DAE into an ODE. In the present
case the algebraic equation can be differentiated with respect to time t, which first results
in
0 = ∂g
∂u
u˙ + ∂g
∂θ
θ˙ + ∂g
∂q
q˙ + ∂g
∂t
, (5.120)
and subsequently, yields the differential equation
u˙ = −
[
∂g
∂u
]−1 [
∂g
∂θ
θ˙ + ∂g
∂q
q˙ + ∂g
∂t
]
. (5.121)
This procedure is called index reduction by differentiation. Afterwards, a standard solver
can be applied to the resulting ODE. However, this is typically not a practical option
for most large systems since it involves many operations and can deteriorate the numer-
ical properties of the problem. E.g. the numerical solution does not exactly fulfill the
algebraic constraint and may “drift off” from the manifold given by the constraint equa-
tions. Furthermore, due to internal heat production, the temperature evolution may also
be coupled with the velocity and the rate of change of the internal variables
C(θ) θ˙ = rθ(u, u˙,θ, θ˙,q, t). (5.122)
Hence, the problem at hand is not an index-1 DAE and index reduction becomes even
more involved and other methods are superior to it.32 These methods can be classified
31For certain material models, the evolution equations of the internal variables themselves form DAEs,
see for example [Hartmann, 2003] and the references therein.
32In general, the higher the index of a DAE, the more difficulties one can expect for its numerical solution.
Note however, that the index by itself does not imply anything about the numerical difficulty of the
solution. In fact, a higher-index DAE can often be simpler than an ODE or a lower-index DAE, refer
for instance to the examples in [Ascher and Petzold, 1998, p. 242]. On the other hand, DIRK methods
are known to experience a severe order reduction for semi-explicit index-2 DAEs and fully implicit
index-1 problems, cf. [Ascher and Petzold, 1998, p. 271].
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as direct or indirect discretization. The solution by indirect discretization is based on the
regularity of ∂g/∂u and uses the implicit function theorem to obtain from the algebraic
constraint (5.117) for all times t a unique solution u(t) = g˜u(θ,q, t). This relation can
be substituted in the differential part of the DAE consisting of equations (5.118) and
(5.119). The procedure results in an ODE which can be solved by a standard integration
method.
On the other hand, in direct discretization the problem is first reformulated. The DAE
is regularized by replacing the algebraic constraint equation by the ODE
εu˙ = g(u,θ,q, t), (5.123)
which depends on a small parameter 0 < ε  1. Together with the equations (5.118)
and (5.119) a singularly perturbed initial problem emanates. For its numerical solu-
tion methods for stiff ODEs and in particular with stiff decay are promising, since the
regularized ODE is very stiff. Applying a DIRK method leads to the equation system
εUi = εun + h
i∑
j=1
aijg(Uj,Θj,Qj, tn + hcj) (5.124)
CΘi = Cθn + h
i∑
j=1
aijrθ(Uj, U˙j,Θj, Θ˙j,Qj, tn + hcj), (5.125)
Qi = qn + h
i∑
j=1
aijrq(Uj,Θj,Qj), (5.126)
which has to be solved at each stage i = 1, . . . , s. Next, the limit ε → 0 is considered.
This leads to
0 = g(Ui,Θi,Qi, tn + hci), (5.127)
which replaces equation (5.124).
Introducing further starting vectors QSi and USi for the internal variables and nodal
displacements (analogous to the definition (5.113)) simplifies the equation system to
0 = Gu(Ui,Θi,Qi) = g(Ui,Θi,Qi, tn + hci), (5.128)
0 = Gθ(Ui,Θi,Qi) = C
(
Θi −ΘSi
)− haiirθ(Ui, U˙ i,Θi, Θ˙i,Qi, tn + hci), (5.129)
0 = L(Ui,Θi,Qi) = Qi −QSi − haiirq(Ui,Θi,Qi). (5.130)
The stage derivatives depend on the stage values and are given by
U˙ i :=
Ui − USi
haii
, Θ˙i :=
Θi −ΘSi
haii
, and Q˙i :=
Qi −QSi
haii
. (5.131)
Direct and indirect discretization of semi-explicit index-1 DAEs, as the one considered
here, are equal if stiffly accurate RK methods are used, [Strehmel and Weiner, 1995,
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p. 384]. For a DAE of index greater than two it is usually best to use index-reduction
techniques to solve the problem in a lower-index form, cf. [Ascher and Petzold, 1998,
p. 262].
The solution of the nonlinear equation system (5.128)-(5.130) has to be done iter-
atively and is considered in Sec. 5.6. Prior to that, another point related to the time
integration deserves attention. The performance of any discretization method depends
not only on the chosen method but to a large degree also on the time step size h and its
control. For this purpose, different time step control techniques have been developed.
The method used in this work is considered next.
5.5.4. Step Size Control
Methods with a constant step size perform poorly if the solution varies rapidly in some
part of the integration interval and slowly in other parts. In these cases problem adapted
meshes are required. The step size should be chosen in such a way that it is large in
smooth parts and small in transient parts. Step sizes which are too small lead to a waste
of computational resources and an accumulation of round-off errors.
The goal is to keep the entire integration process local and to only march forward
in time. Hence, step size control relies on an estimation of the local error el(tn + h).
Using this estimation, the step size h is chosen in such a way that ‖el(tn + h)‖ stays
below a user-supplied error tolerance. Even though, some doubt on the quality of the
error estimate is advisable, it is expected that by this procedure also the global error
maxt∈Ih‖eg(t)‖ does not proliferate.33
A highly efficient method for local error control is based on an embedded Runge-
Kutta method. For this purpose, two s-stage methods are constructed in such a way
that they use the same stages ci, have the same coefficient matrix A, but use different
weights bi and bˆi, leading to different accuracy orders p and pˆ. The method reads in
compact notation
c A
bT
+
c A
bˆ
T ⇒
c A
bT
bˆ
T
.
To compute an estimate of the local error, the consistency orders of the two methods
33It is also possible to control the global error, which is closely related to goal-oriented adaptive control.
One possibility is to use step doubling (also referred to as Richardson extrapolation), cf. [Ascher and
Petzold, 1998, p. 93]. Another possibility is to solve an adjoint problem as described in [Lang and
Verwer, 2007] and the literature cited therein. Certainly, these approaches are much more costly than
local error control, since at least two full integrations over the complete time domain have to be done.
Whether local error control is reliable or not, depends on the condition of the system. In general, this
is no problem if the system is dissipative.
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differ by one, i.e. pˆ = p− 1. Using both methods for a single step leads to
yn+1 = y(tn + h) +O
(
hp+1
)
, (5.132)
yˆn+1 = y(tn + h) +O
(
hpˆ+1
)
, (5.133)
where the solution vector yT = {uT,θT,qT} has been introduced. Consequently, the
difference yˆn+1 − yn+1 estimates the main part of the local discretization error for the
embedded method of consistency order pˆ = p − 1. Thus, the error estimation is done
only for the “second best” approximation of y(tn + h). On the other hand, this method
uses in general much less computational resources than estimation methods. The pair of
embedded Runge-Kutta methods share the stage computations, which have to be done
only once. The local error is approximately given by
el ≈ yerr = yˆn+1 − yn+1 = hn
s∑
i
(
bˆi − bi
)
Y˙ i, (5.134)
with the stage derivatives
Y˙ i =
Yi − Y Si
hn aii
. (5.135)
These are computed at the end of each stage, once the stage vector Yi is known. As
before, the formula uses the starting vector Y Si , composed only of previously computed
information
Y Si = yn + hn
i−1∑
j=1
aijY˙ j. (5.136)
Hence, also for the algebraic variables, the displacements u, stage derivatives and an
error estimation can be obtained by the embedded method.
With the error estimate at hand, it can be checked whether the local error stays below
a user-specified tolerance Etol. This is in general given as a combination of a user-
prescribed absolute εa and relative tolerance εr. It is requested that the local error satisfies
‖yerr‖ = ‖yˆn+1 − yn+1‖ ≤ εa + εr‖yˆn+1‖ = Etol (5.137)
for each time step. If the components of the solution y are very different in magnitude, it
is better to use an array of tolerances, as studied in conjunction with FEM computations
in [Hartmann et al., 2008b]. For each component an individual absolute and a common
relative error tolerance can be given.
In the case that the estimated error stays below the specified tolerance Etol, the in-
tegration can march forward, probably with a different step size. Otherwise the step is
rejected and has to be repeated with a smaller step size. To find an appropriate size, the
information from the error estimation can be used. Since the lower order method is of ac-
curacy order pˆ, the local error behaves as ‖el(tn+hn )‖ ≈ Chpˆ+1n . From this relationship
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C can be approximately determined. An “optimal” step size is computed with the re-
quirement, that the local error equals the specified tolerance, i.e. Etol = ‖yerr‖ ≈ Chpˆ+1opt .
This step size is given by
hopt = hn
(
Etol
‖yerr‖
)1/(pˆ+1)
= hn
(
εa + εr‖yˆn+1‖
‖yˆn+1 − yn+1‖
)1/(pˆ+1)
(5.138)
and the process is repeated until an acceptable step size if found. In this case the time
integration can move forward. For successful time steps, the same formula can used to
adapt the size for the next step.
In practice, safety factors have to be used to ensure a stable algorithm with neither
too large nor too small time steps and to prevent too frequent changes of the step size.
As pointed out before, different tolerances are used for quantities of different magnitude
and physical meaning. Also the used norm has to be specified, its appropriate choice is
crucial for the whole process. According to Deuflhard and Bornemann [2008, p. 170], it
is advisable to use smooth norms, such as the euclidean norm. Following the proposal of
Hairer et al. [2000, p. 168] and Hairer and Wanner [2002, p. 124], for the displacements
and temperatures the weighted norms
eu :=
√√√√ 1
nnu
nnu∑
k=1
(
uerr,k
εua + εur |uk|
)2
, eθ :=
√√√√ 1
nnθ
nnθ∑
k=1
(
θerr,k
εθa + εθr |θk|
)2
, (5.139)
are employed, where uk and θk are the kth components of un+1 and θn+1, respectively.
The respective error estimates uerr and θerr are given by equation (5.134). For the internal
variables a maximum norm is used, since these are defined pointwise. Diebels et al.
[1999] propose the usage of
eq := max
1≤k≤nq
∣∣∣∣ qerr,kεqa + εqr |qk|
∣∣∣∣ . (5.140)
After the error measures have been computed, the maximum emax = max(eu, eθ, eq) is
used to determine the new step size
hnew = hn ×
max
(
fmin, fsafety × e−1/(pˆ+1)max
)
if emax > 1
min
(
fmax, fsafety × e−1/(pˆ+1)max
)
if emax ≤ 1
. (5.141)
The safety factor 0 < fsafety < 1 prevents oscillations of the step size while fmin and
fmax keep the step size from increasing and decreasing too fast. Usually values around
0.8 < fsafety < 0.9, 0.2 < fmin < 0.5, and 2 < fmax < 3 work best, but these can be
highly problem-dependent.
If necessary, the step size control can be stabilized and further refined by methods
developed in feedback control theory of mechanical and electrical systems. This ap-
proach was first studied by Gustafsson et al. [1988] and later on refined for explicit
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Runge-Kutta methods in [Gustafsson, 1991] and for implicit Runge-Kutta methods in
[Gustafsson, 1994]. A thorough review of the achievements in this area is given by
Söderlind [2002]. In control theory commonly PI and PID control structures are used
to improve robustness, where already the PI controller is satisfactory for many cases. It
leads to a relatively simple modification of the elementary local error control
hopt = hn
(
Etol
‖yn+1err ‖
)kI ( ‖ynerr‖
‖yn+1err ‖
)kP
, (5.142)
where kI and kP are constant parameters that define the proportional and the integral
gain, respectively. These parameters are somewhat problem-dependent and should be
finetuned for a specific application. A generally reasonable choice for the parameters
are kI = 0.3/(pˆ+ 1) and kP = 0.4/(pˆ+ 1).
In the course of the numerical solution of the DAE (5.117)-(5.119) with implicit time
adaptive Runge-Kutta methods a sequence of nonlinear systems (5.128)-(5.130) em-
anates. Its solution has to be done iteratively and offers several aspects for performance
gains compared to standard procedures. These aspects are considered in the following.
5.6. Solution of Nonlinear Systems
At each stage within a time step of the DIRK-methods, a nonlinear algebraic system
F : Rn → Rn, F (y) = 0 (5.143)
has to be solved. In the case of thermomechanically coupled problems, the vector of
unknowns consists of the stage values yT = {UT,ΘT,QT} and the system has the form
F (y) =

Gu(U ,Θ,Q )
Gθ(U ,Θ,Q )
L(U ,Θ,Q )
 = 0, (5.144)
with the dimension n = nnu + nnθ + nq and the components of F given in equations
(5.128)-(5.130). Of course, the function F and the variables depend on the current stage.
The subscript i, denoting the ith stage, has been dropped for brevity, i.e. U stands for the
unknown stage value Ui at the time t = tn+hn ci. The discretized equilibrium condition
Gu and the discretized heat equation Gθ are assembled from element contributions and
have to be solved on global level. In contrast to that, the internal variables were only
formally assembled to a global vector q. Thus, the discretized evolution equations of the
internal variables are defined on local, i.e. quadrature point, level and are only coupled
by the nodal temperatures θ and the nodal displacements u. This special structure of
the equation system has to be considered when constructing efficient solution methods.
The most popular method used in the context of nonlinear finite element analysis is the
multilevel-Newton algorithm as pointed out by Hartmann [2005]. This a variant of the
classical Newton-Raphson method.
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5.6.1. Newton-Raphson Method
The numerical solution of the nonlinear system of equations (5.143) starts from the
initial iterate (sometimes referred to as guess) y (0) and uses an iteration of the form
y (m+1) = y (m) + ∆y (m). (5.145)
To determine the Newton step ∆y (m), the system (5.143) is linearized at the point y (m).
To this end, the components of F are expanded in the form of a Taylor polynomial.
Exemplarily, for the first component of F and y one obtains
F1(y1 + ∆y1, y2, . . . , yn) = F1(y1, y2, . . . , yn) + ∆y1
∂F1
∂y1
∣∣∣∣
y(0)
+ · · · .
The other components of F and y are treated in the same manner. Keeping only first
order terms, this leads to a linear system of equations for the Newton step ∆y (k)
F
(
y (m)
)
+ dFdy
∣∣∣∣∣
y(m)
∆y (m) = 0
with the Jacobian matrix
dF
dy =
F1,1 · · · F1,n... . . . ...
Fn,1 · · · Fn,n
 , Fi,j = ∂Fi
∂yj
. (5.146)
A solution exists under the assumption that the Jacobian matrix is regular. It is formally
given by
dF
dy
∣∣∣∣∣
y(m)
∆y (m) = −F
(
y (m)
)
. (5.147)
The iteration is finished, once a specified error tolerance is reached. Common are a toler-
ance for the Newton step vector ‖∆y‖ ≤ toly, a tolerance for the residual ‖F (y (m))‖ ≤
tolF , and a combination of both.
When applied to the equations (5.144), the Newton-Raphson method has to be used
with some caution. Two facets to keep in mind are related to the efficiency and the
convergence properties of the method. The basic ideas of the solution scheme for the
systems of nonlinear equations and the convergence theory for Newton’s method are
most often based on local considerations, see [Kelley, 1995]. The standard assumptions
require that
• there is a solution y ∗ to the problem F (y) = 0
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• the functional matrix of the function F (y), dF (y)/ dy , is Lipschitz continuous
near the solution y ∗
• dF (y)/ dy is non-singular.
Lipschitz continuity near y ∗ means that there is a constant κ > 0 such that ‖F ′(x) −
F ′(y)‖ ≤ κ‖x − y‖. κ is called Lipschitz constant. These assumptions (in particular
the requirement that F (y) is Lipschitz continuous differentiable) are rigorous and often
violated in engineering problems. E.g. the existence of a yield surface with distinction
in elastic and plastic region in material models of metal plasticity are non-differentiable
functions.
Non-smooth functions and singular functional matrices can lead to order reduction
and even the failure of convergence. There are many attempts to cope with these prob-
lems. Among these global methods are line search methods as the Armijo rule [Armijo,
1966], trust region methods [Dennis and Schnabel, 1996], homotopy [Watson et al.,
1987] and pseudo-transient continuation [Kelley and Keyes, 1998]. Additionally, stabil-
ity problems of the structure are frequently solved by means of the arc-length method
on global level. Further problems might occur in constitutive equations with softening
behavior. In this case, local integration steps have to be treated with the methods dis-
cussed above. A small viscosity is commonly applied to regularize the case distinctions
in yield function based models, as discussed in [Simo and Hughes, 2000].
5.6.2. Multilevel-Newton Algorithm
The multilevel-Newton algorithm (MLNA) is the most commonly used algorithm in the
context of nonlinear finite element analysis of quasistatic problems in solid mechanics.
It was originally developed in the context of large-scale electrical networks in [Rabbat
et al., 1979]. The algorithm is known to have local quadratic convergence provided that
suitable conditions on the continuity and regularity of the Jacobian matrix of the equa-
tions are satisfied. Ellsiepen and Hartmann [2001] relate the MLNA to the consistent
tangent operator developed by Simo and Taylor [1985] and the classical structure of
local iteration of the “stress algorithm”.
The MLNA, which has in this case two levels, is also based on a correction of the form
(5.145). In contrast to the classical Newton-Raphson method, the system of equations
is decomposed into a local and global part, which are treated separately. Combining on
the one hand the global equations of the equilibrium condition and the heat equation in
GT := {GTu,GTθ } and on the other hand the nodal displacements and temperatures in
V T := {UT,ΘT} leads to the compact system
G(V ,Q ) = 0, (5.148)
L(V ,Q ) = 0. (5.149)
Assuming that the local equation (5.149) is satisfied at the point (V0,Q0), and supposing
that the function L is C1 continuous in some neighborhood N of (V0,Q0) with ∂L/∂Q
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regular. Then the function L uniquely implies a function Qˆ(V ) in N by the implicit
function theorem, cf. [Greenberg, 1998, p. 647].34 This function can be inserted into
the global equation (5.148) leading to an expression which only depends on the global
variables
G
(
V ,Qˆ (V )
)
= 0. (5.150)
Applying the classical Newton-Raphson scheme to equation (5.150) yields for each it-
eration m the linear system[
∂G
∂V
+ ∂G
∂Qˆ
dQˆ
dV
]
y (m)
∆V (m) = −G
(
V (m), Qˆ
(
V (m)
))
, (5.151)
where the matrix on the left-hand side is the generalized “consistent tangent operator” of
the fully coupled thermomechanical system. The functional matrices read in component
form
∂G
∂V
=
∂Gu∂U ∂Gu∂Θ
∂Gθ
∂U
∂Gθ
∂Θ
 , and ∂G
∂Q
=
∂Gu∂Q
∂Gθ
∂Q
 . (5.152)
Since the function Qˆ(V ) is in general unknown, Q is determined from equation (5.149)
for given global variables V . This is done blockwise using a classical Newton-Raphson
scheme on quadrature point level. Thus, only local systems of low dimension have to be
treated.
On the global level, the derivative dQˆ/dV is needed to assemble the generalized stiff-
ness matrix in equation (5.151). It can be determined by inserting the function Qˆ(V )
into the local equation (5.149) and forming the total derivative with respect to the global
variables V . The derivative dL/ dV vanishes identically, since Qˆ is obtained from equa-
tion (5.149). Following the chain rule one obtains
dL
dV =
∂L
∂V
+ ∂L
∂Qˆ
dQˆ
dV = 0, with
dQˆ
dV =
 ∂Q∂U
∂Q
∂Θ
 ,
which constitutes a linear system with several right-hand sides
∂L
∂Qˆ
dQˆ
dV = −
∂L
∂V
. (5.153)
The outlined iteration is repeated until a user-prescribed convergence criterion is ful-
filled. Tab. 5.2 summarizes the complete procedure with distinction into local and global
level. On the global level, from eight different convergence criteria can be chosen in the
34These conditions are in general fulfilled for problems using viscoelastic and thermoviscoelastic material
models. For material models of plasticity with case distinction this is not necessarily true. For instance
the continuity can be violated, which might result in an order reduction or even a failure of the MLNA.
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Table 5.2.: Multilevel-Newton algorithm in the ith stage of time-step from tn to tn+1
Given: V (0),Q(0) from initial iterate, hn , tn + cihn , aii, S
Repeat m = 0, . . .
local (quadrature point) level
given: V (m), y :=
(
U(m),Θ(m),Q(m)
)
local integration step
L(V (m),Q (m)) = 0  Q (m)
consistent linearization
∂L
∂Q
∣∣∣∣
y
dQ
dV
∣∣∣∣
y
= − ∂L
∂V
∣∣∣∣
y
 dQdV
∣∣∣∣
y
global level
solve linear system of equations[
∂G
∂V
∣∣∣∣
y
+ ∂G
∂Q
∣∣∣∣
y
dQ
dV
∣∣∣∣
y
]
∆V = −G(y)  ∆V
update of global variables
V (m+1) ← V (m) + ∆V  V (m+1)
until the convergence criterion is fulfilled
inhouse code TASAFEM. These are listed in App. A.3 and include the classical criteria
of the norms of the Newton update, the residual, and the combination of both.
Depending on the complexity and the kind of the material model as well as the global
number of unknowns, the local integration step can consume a major part of the total
computation time.35 An advantage of the MLNA is that the local Newton (local integra-
tion step, also called stress algorithm) can be easily executed in parallel. To this end,
all elements are grouped into element sets, where elements belonging to the same set
share the same properties, i.e. they have the same shape, the same shape functions, and
“are made of” the same material. The loop over all elements is in this work parallelized
using OpenMP directives as described for example in [Chapman et al., 2008]. In this
regard, it is important to maintain the same partitioning throughout the complete pro-
35The study in [Hartmann et al., 2009a] showed that for moderately sized models (up to 100000 degrees
of freedom) and a model of metal plasticity, more than 60% of the computation time is spend on the
local level. When the problem size is decreased, the ratio becomes even more pronounced and the
solution time of the global system becomes insignificant.
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gram sequence. For instance, already during the initialization of variables the same set
of directives should be used. This ensures that memory is allocated according to and in
physical proximity of the processors, which access the variables, later on. A measure
for the quality of the implementation is the speed-up gained by using several processors
(or threads). It is defined as
Sp :=
computing time with 1 processor
computing time with n processors
= T1
Tn
, (5.154)
see for example [Wriggers, 2009, p. 199]. Ideal is a linear speed-up, i.e. Sp = n.
This theoretical value is usually not reached since there is an overhead due to commu-
nication and synchronization (idle times of processors). The speed-up of the current
implementation is shown in Fig. 5.16a. Shown is the speed-up of the local work (includ-
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Figure 5.16.: Speed-up and computation times of element routines (θ-prb: mostly ther-
mal problem, pl-prb: many plastic deformations)
ing element computation and assembly of elemental contributions) for a single MLNA
iteration. The two curves represent two exemplary situations of a fully coupled ther-
momechanical problem involving large strains, see Sec. 6.3. The blue curve (pl-prb)
corresponds to the case where the complete workpiece deforms plastically, while the red
curve (θ-prb) corresponds to the mostly temperature driven case, see also Fig. 6.24 on
p. 177. Even though, not all possibilities for parallelization are exploited and a compar-
atively simple parallelization is done here, the algorithm performs quite well for a small
number of threads. In Fig. 5.16b the absolute gain of computational time is presented for
the two cases. Here the computation time is normalized with respect to the maximum
CPU time.
As mentioned above, the function values G and the global iteration matrix are com-
puted within finite element routines. This process is described next.
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5.6.3. Computation of Functions and Functional Matrices
At each iteration of the multilevel-Newton algorithm the linear system[
∂G
∂V
+ ∂G
∂Qˆ
dQˆ
dV
]
y (m)
∆V (m) = −G
(
V (m), Qˆ
(
V (m)
))
has to be set up and solved, where GT := {GTu,GTθ } consists of the fully discretized
balance of momentum and the discretized heat conduction equation, see also (5.152).
The right-hand side and the functional matrix are assembled from element contribu-
tions. Analytical expressions for these contributions are most easily obtained by starting
from the weak forms. Here, the spatial and temporal discretizations have to be taken
into account. The spatial discretization is done using isoparametric finite elements, as
described in Sec. 5.4. These have the following element interpolation functions
θ(ξ, t) =
nen∑
a=1
Na(ξ)Θea(t), X(ξ) =
nen∑
a=1
Na(ξ)Xea, x(ξ, t) =
nen∑
a=1
Na(ξ)xea(t).
For the temporal discretization DIRK methods are applied. A single stage consists of
determining the stage value
Yi = Y Si + hn aiiY˙ i, with Y Si = yn + hn
i−1∑
j=1
aijY˙ j.
Thus, the stage derivative can be written as
Y˙ i =
Yi − Y Si
hn aii
.
The complete method of time integration and further details are given in Sec. 5.5. In the
following, the index of the ith stage of the DIRK-time integration and the mth MLNA-
iteration are omitted for brevity. All values are to be understood as stage values within a
MLNA iteration, if not stated otherwise.
Required derivatives of constitutive functions are computed numerically using finite
differences according to [Press et al., 1992, p. 180, 381].
Balance of Momentum - Computation of Right-Hand Side
For purely mechanical problems with finite deformations the derivation is already given
in the standard literature on nonlinear finite element methods, see e.g. [Bonet and Wood,
1997, p. 170ff.], [Wriggers, 2009, p. 123ff.], and [Zienkiewicz et al., 2005, p. 137ff.].
Following the standard procedure, the temporal discretization and the interpolation func-
tions are inserted into the weak form of the balance of momentum (5.33)
piu
(
u, θ,q, δu
)
=
∫
Ω
T˜ · δE dV
︸ ︷︷ ︸
Ri
−
 ∫
∂sΩ
s · δu dA+
∫
Ω
%Rk · δu dV

︸ ︷︷ ︸
Re
= 0,
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with the virtual work of internal Ri and external Re forces. This leads to the global
system
δUTGu = δUT(Ri − Re) = 0, Gu = Gu(U ,Θ,Q), (5.155)
which is derived in the following. Ri and Re are equivalent internal and external forces,
which determine the function value of Gu. The vectors U and Θ consist of all nodal
unknowns and Q is the assembly of the internal variables of all integration points of the
complete structure. All quantities have to be evaluated at the ith stage of the nth time
step and the mth MLNA iteration. Of course, the values of Ri and Re also depend on the
prescribed nodal values. However, these remain constant within each MLNA iteration.
Thus, their dependence is not explicitly stated.
Within a single element e comprising nen nodes, the displacement is approximated by
using the shape functions Na and nodal displacements uea,
u(ξ, t) = x(ξ, t)−X(ξ) =
nen∑
a=1
Na(ξ)
(
xea(t)−Xea
)
=
nen∑
a=1
Na(ξ)uea(t).
A distinction in prescribed and unknown values is not done on this level. The nodal
u
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
ue1
ue2
...
uenel
 , δu
e =

δue1
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...
δuenel
 .
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{
δuea x δu
e
a y δu
e
a z
}T
Figure 5.17.: Nodal displacements uea and displacement vector ue of volume element e
displacements are commonly arranged within an element displacement vector ue of di-
mension (3nen×1), see also Fig. 5.17. Inserting the displacement approximation into the
expression for the virtual Green strain tensor (5.31), one obtains the symmetric tensor
expression
δE = 12
nen∑
a=1
(GradNa ⊗ δuea) F + FT (δuea ⊗GradNa) . (5.156)
It is linear in the virtual displacements δuea and its component form reads
δEαβ =
1
2
nen∑
a=1
3∑
b=1
[FαbNa,β +Na,αFbβ] δuea b, (5.157)
134
5.6. Solution of Nonlinear Systems
where Na,α denotes the components of the gradient GradNa, i.e. the partial derivative
∂Na/∂Xα. Gradients with respect to different coordinates can be easily obtained within
finite elements. The computation in the context of isoparametric interpolation functions
is given in App. A.4.
The symmetry of the virtual Green strain tensor δE and the second Piola-Kirchhoff
stress tensor T˜ can be exploited. To this end, the tensors are mapped to column matrices
(vectors), sometimes referred to as Voigt notation, see e.g. [Belytschko et al., 2004,
p. 615], and [Wriggers, 2009, p.124]. The stress tensor reads in matrix notation
T˜ =
{
T˜11 T˜22 T˜33 T˜12 T˜23 T˜31
}T
.
According to the expression (5.156), the virtual strain tensor is linear in δuea and can
thus be expressed as
δE =

δE11
δE22
δE33
2δE12
2δE23
2δE31

=
nen∑
a=1
B˜aδuea. (5.158)
It is defined similar to the common practice in small strain problems, where shearing
components are doubled. This definition leads to the identity of the scalar products
T˜ · δE = δETT˜ and thus, permits an efficient evaluation. The matrix B˜a is called strain-
displacement matrix. It depends on the current value of the deformation gradient F and
can be obtained from the component form (5.157),
B˜a =

F11Na,1 F21Na,1 F31Na,1
F12Na,2 F22Na,2 F32Na,2
F13Na,3 F23Na,3 F33Na,3
F11Na,2 + F12Na,1 F21Na,2 + F22Na,1 F31Na,2 + F32Na,1
F12Na,3 + F13Na,2 F22Na,3 + F23Na,2 F32Na,3 + F33Na,2
F13Na,1 + F11Na,3 F23Na,1 + F21Na,3 F33Na,1 + F31Na,3
 . (5.159)
With these preliminary results, the element contributions of the virtual work of internal
forces are given by
Rei =
∫
Ωe
T˜ · δE dV =
nen∑
a=1
(δuea)
T
∫
Ωe
B˜TaT˜ dV =
nen∑
a=1
(δuea)
T
∫
Ω
B˜TaT˜ det Je(ξ) dΩ =
nen∑
a=1
(δuea)
T r ei a = (δue)
T r ei (5.160)
The spatial integration is performed in the parametric space ξ using numerical quadra-
ture, as explained in Sec. 5.4.4. See also the relation (5.78) and Fig. 5.6 for the trans-
formation from the reference configuration to the parametric space. The nodal internal
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force vectors r ei a are collocated to the element internal force vector r ei , which is in turn
assembled in the global internal force vector (A represents an assembly operator)
r ei =

r ei 1
r ei 2
...
r einen
 , Ri =
nel
A
e=1
r ei . (5.161)
This is done in a similar manner as for the nodal displacements uea, see also Fig. 5.17.
The assembly process is the same as in standard linear finite element procedures and not
repeated here. Details can be found e.g. in the introductory works [Hughes, 2000, p. 42,
92ff.], [Reddy, 2004, p. 33], or [Zienkiewicz and Taylor, 2000, p. 8, 585ff.]. All other
element vectors (also coming from the heat conduction equation) are assembled in an
analogous manner. This is not explicitly noted in the following.
The virtual work of the external forces is treated in the same way. The contribution of
the eth element is given by
Ree =
∫
∂sΩe
s · δu dA+
∫
Ωe
%Rk · δu dV =
nen∑
a=1
(δuea)
T
 ∫
∂sΩe
Nas dA+
∫
Ωe
%RkNa dV
 .
This results in the external nodal force vector
r ee a =
∫
∂sΩe
Nas dA+
∫
Ωe
%RkNa dV, (5.162)
which leads to the element external force vector r ee . These are again assembled to the
global external force vector Re. Now, the function value Gu (i.e. the right-hand side
of the linear system) is determined. Next, the functional matrix ∂Gu/∂V has to be
computed, see for example equation (5.151).
Balance of Momentum - Computation of Functional Matrix
The functional matrix can be obtained by forming the directional derivative of the weak
form of the balance of momentum (5.155). The derivative in the direction ∆U results in
δUT DGu[∆U ] = δUT
[
∂Gu
∂U
]
∆U = δUTKuu∆U , (5.163)
and the derivative in the direction ∆Θ is given by
δUT DGu[∆Θ] = δUT
[
∂Gu
∂Θ
]
∆Θ = δUTKuθ∆Θ. (5.164)
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Assuming conservative external forces (i.e. displacement independent forces, no fol-
lower forces), Re does not contribute to the tangent matrix. When looking at the deriva-
tive of Ri the displacement dependence of T˜ = h(C, θ,Ci) as well as δE have to be
considered. Using the equality T˜ · δE = FT˜ · Grad δu, one obtains
DRei [∆u] =
∫
Ωe
[
Grad ∆u T˜ + F Dh[∆u]
] · Grad δu dV. (5.165)
According to the stress relation (4.63), the second Piola-Kirchhoff stress tensor depends
on the displacement (given by C), the temperature θ, and internal variables q. Its direc-
tional derivative with respect to the right Cauchy-Green tensor reads
Dh[∆C] =
[
∂h
∂C +
∂h
∂q
∂q
∂C
]
∆C = 12
4
Cu∆C, ∆C = DC[∆u]. (5.166)
4
Cu is a generalized (algorithmic) stiffness tensor of fourth order, that accounts for the
assumed displacement dependence of the internal variables, refer also to the general
equation of the MLNA (5.151). ∆C = 2∆E is the change of the right Cauchy-Green
tensor due to a given displacement change. As elaborated in Sec. 5.6.2, it is assumed
that the internal variables can be expressed as a function of the displacement and the
temperature, due to the implicit function theorem. With this result two parts of the
directional derivative (5.165) can be identified
DRei [∆u] =
∫
Ωe
(
Grad ∆u T˜ · Grad δu︸ ︷︷ ︸
geometric part
+ δE · 4Cu∆E︸ ︷︷ ︸
constitutive part
)
dV. (5.167)
The first term, the geometric part, is often named initial stress term, since the stresses at
a given state appear directly. It arises from the nonlinear form of the strain-displacement
relation. The component form is constructed using indicial notation∫
Ωe
(
Grad ∆u T˜ · Grad δu) dV (5.168)
=
nen∑
a=1
nen∑
b=1
∫
Ωe
(
(∆ueb ⊗GradNb) T˜ · (δuea ⊗GradNa)
)
dV (5.169)
=
nen∑
a=1
nen∑
b=1
(δuea)
T
∫
Ωe
(Gab1) dV∆ueb, Gab = (GradNa)
T T˜ (GradNb) . (5.170)
This leads to the definition of the geometric stiffness submatrix of dimension (3× 3)
ke,abuu,G =
∫
Ω
(Gab1) det Je dΩ, (5.171)
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which links nodes a and b. It gives the geometric contribution to the change of the ath
component of the internal element force vector due to a displacement change of the bth
element node.
The second term of the directional derivative (5.167), the constitutive part, contains
the algorithmic stiffness tensor
4
Cu, also known as consistent tangent, and the increment
of the Green strain tensor ∆E. Similar to the relation for the virtual Green strain tensor
(5.158), one can express the symmetric increment of the strain tensor in matrix notation
with the strain-displacement matrix (5.159)
∆E =
nen∑
b=1
B˜b∆ueb, ∆C = 2
nen∑
b=1
B˜b∆ueb.
Also the (algorithmic) stiffness tensor has to be adopted to the matrix form. To this
end,
4
Cu is transformed to a (6 × 6) matrix Cu. With these relations, the constitutive
component of the linearized virtual work equation for element e is given by∫
Ωe
(
δE · 4Cu∆E
)
dV =
nen∑
a=1
nen∑
b=1
(δuea)
T
∫
Ωe
B˜TaCuB˜b dV∆ueb =
nen∑
a=1
nen∑
b=1
(δuea)
T ke,abuu,C∆ueb.
It yields the definition of the constitutive stiffness submatrix
ke,abuu,C =
∫
Ω
B˜TaCuB˜b det Je dΩ. (5.172)
The sum of the geometric and constitutive stiffness matrices results in the nodal subma-
trix of dimension (3× 3)
ke,abuu = k
e,ab
uu,G + k
e,ab
uu,C. (5.173)
It is often called tangent matrix and links element nodes a and b. Within one element
the submatrices are arranged to form the element stiffness matrix
keuu =

ke,11uu ke,12uu . . . ke,1nenuu
ke,21uu ke,22uu . . . ke,2nenuu
...
... . . .
...
ke,1nenuu ke,2nenuu . . . ke,nennenuu
 . (5.174)
It has the dimension (3nen × 3nen). The linear change of r ei due to ∆ue is given by
this matrix. On the global level, the element contributions are assembled to the global
stiffness matrix
Kuu =
nel
A
e=1
keuu. (5.175)
Here, also boundary conditions and concerning the computer implementation, the stor-
age scheme have to be considered. Popular storage schemes for sparse matrices are the
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compressed sparse row (CSR) and the compressed sparse column (CSC) format. See
also the literature references given in Sec. 5.7 and after the assembly of nodal force
vectors (5.161).
In the case of fully coupled thermomechanical problems, the weak form of the balance
of momentum (5.33) also depends on the temperature θ. Thus, a linearization of the
fully discretized equation (5.128) with respect to Θ has to be computed. The external
forces (i.e. stress vector s and body force density k) are assumed to be independent of
the temperature θ. Hence, the directional derivative of Re vanishes. The directional
derivative of the internal virtual work yields
DRei [∆θ] =
∫
Ωe
DT˜[∆θ] · δE dV. (5.176)
Similar to the linearization of the stress tensor T˜ = h(C, θ,Ci) with respect to a dis-
placement change (5.166), a change of temperature leads to
Dh[∆θ] =
[
∂h
∂θ
+ ∂h
∂q
∂q
∂θ
]
∆θ = CT∆θ.
The consistent linearization according to equation (5.150) implies that the internal vari-
ables depend on the displacement and the temperature. Instead of the material stiffness
tensor
4
Cu, a second order stiffness tensor CT arises. It resembles the change of the
second Piola-Kirchhoff stress tensor due to a change of temperature ∆θ. Taking into ac-
count the matrix formulation, CT is transformed to the vector CT. Inserting this relation
in (5.176) leads to
DRei [∆θ] =
∫
Ωe
δETCT∆θ dV =
nen∑
a=1
nen∑
b=1
(δuea)
T
∫
Ωe
(
B˜TaCTNb
)
dV∆Θeb.
From this formulation the element stiffness submatrix of dimension (3× 1) is identified
as
ke,abuθ =
∫
Ω
B˜TaCTNb det Je dΩ. (5.177)
So far, all required quantities related to the balance of momentum are determined. Still
missing are the terms for the heat conduction equation. These are derived in the next
subsection.
Heat Conduction Equation - Computation of Right-Hand Side
In many applications the heat conductivity λ is assumed to be constant with respect
to the current configuration. Additionally, the heat transfer depends on the size of the
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body’s surface, which is influenced by the deformation. If these effects are to be in-
cluded, it is advantageous to start from the weak form (5.37) formulated with respect to
the current configuration. After all, the integrals are evaluated neither in the reference
nor the current configuration, but the parametric space ξ. In an analogous way to the
balance of momentum, inserting the spatial and temporal discretization into the weak
form of the heat conduction equation
piθ(u, θ,q, δθ) =∫
ω
%cdθ˙δθ dv
︸ ︷︷ ︸
Hc
−
∫
ω
% (r − w) δθ dv
︸ ︷︷ ︸
Hi
−
∫
ω
q · grad δθ dv
︸ ︷︷ ︸
Hq
+
∫
∂qω
fqδθ da+
∫
∂θqω
cδθ da
︸ ︷︷ ︸
He
= 0.
leads to the global system
δΘTGθ = δΘT (Hc − Hi − Hq + He) = 0, Gθ = Gθ(Ui,Θi,Qi). (5.178)
Here, Hc, Hi, Hq, and He are equivalent heat vectors related to heat storage, internal heat
production, heat conduction, and external heat supply. Their values are again computed
within one element and assembled on the global level. The derivation follows the same
steps as for the nodal force vectors. Within an element these nodal values are arranged
to the element vectors hec , hei , heq , and hee of dimension (nen × 1). The ath components
of the element heat vectors read
hec a =
∫
Ω
%RcdNaθ˙ J
e dΩ, (5.179)
hei a =
∫
Ω
%R (r − w)Na Je dΩ, (5.180)
heq a =
∫
Ω
(gradNa)T q je dΩ, (5.181)
hee a =
∫
ωe
fqNa da+
∫
∂θqω
cNa da. (5.182)
As before, all quantities in these expressions have to be evaluated at the ith stage of
the nth time step. This holds also for the stage derivatives, which are given by the
relations (5.131). The temperature velocity θ˙ is computed using the starting value ΘSi
and the stage value Θi of the nodal temperature vector. It is given by the definition of
the stage derivative Θ˙i =
(
Θi −ΘSi
)
/ (haii). To guarantee the property of incremental
objectivity (see [Simo and Hughes, 2000, p.278ff.]) the rate of the right Cauchy-Green
tensor is defined as C˙i :=
[
Ci −CSi
]
/(haii). In (5.181) the Jacobian determinant of
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the transformation from parametric space into the current configuration je = det je =
det [∂x/∂ξ] is used for the coordinate transformation.
For the computation of the external heat supply (5.182), a coordinate transformation
of surface integrals is needed. Surface integrals are evaluated in the reference element
using the isoparametric parametrization. The computation follows the outline in [Green-
berg, 1998, p.739ff.]. The surface element of the current configuration is given by
da = ‖x,ξ dξ × x,η dη‖ = ‖x,ξ × x,η‖ dξ dη =
∥∥∥∥∂x∂ξ × ∂x∂η
∥∥∥∥ dξ dη. (5.183)
The transformation of the surface element in the current configuration into the paramet-
ric space is shown in Fig. 5.18. As depicted, the differentials of the position vector x,
∂Ω
∂ωe
∂ωe
ξ
ξη
η
da = ‖x,ξ × x,η‖ dξ dηx,ξ dξ
x,η dη
x
ξ(x, y, z), x(ξ, η)
nˆ
nˆ
e1 e2
e3
Figure 5.18.: Transformation of surface element e from the current configuration ∂ωe
into the normed parameter space ∂Ω and illustration of da and nˆ
e.g. x,ξ dη and x,η dη, form a parallelogram with area da. In the expression of the sur-
face element, the cross product of the differentials is a non-unit normal vector nˆ on the
surface of the element e. With nˆ the surface element can be expressed as
da = ‖nˆ‖ dξ dη, nˆ =

x2,ξx3,η − x2,ηx3,ξ
x3,ξx1,η − x3,ηx1,ξ
x1,ξx2,η − x1,ηx2,ξ
 , (5.184)
where the differentials can be computed with the nodal position vector
x,ξ =
∂x
∂ξ
=
nen∑
a=1
∂Na
∂ξ
xea(t), and x,η =
∂x
∂η
=
nen∑
a=1
∂Na
∂η
xea(t).
The equivalent heat vectors, and thus the function value of Gθ vary with displacement
and temperature. The application of the MLNA therefore requires the linearization with
respect to U and Θ.
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Heat Conduction Equation - Computation of Functional Matrix
The linearization of the weak form of the heat conduction equation (5.178) leads to
δΘT DGθ[∆U ] = δΘT
[
∂Gθ
∂U
]
∆U = δΘTKθu∆U , (5.185)
and
δΘT DGθ[∆Θ] = δΘT
[
∂Gθ
∂U
]
∆Θ = δΘTKθθ∆Θ. (5.186)
Similar to the mechanical case, the components of the iteration matrices are computed
on element level and determined by evaluating the directional derivative. For the heat
storage term one obtains
DHec [∆θ] =
nen∑
a=1
nen∑
b=1
δΘea
∫
ωe
%
(
∂cd
∂θ
θ˙ + cd
haii
)
NaNb dv∆Θeb.
From this result one gets the components of a generalized heat capacity matrix
ke,abθθ,c =
∫
Ω
%R
(
∂cd
∂θ
θ˙ + cd
haii
)
NaNb det Je dΩ. (5.187)
Again the temperature velocity θ˙ (stage derivative) is computed from the stage value and
the starting vector of nodal temperatures using relation (5.131).
In general the heat storage is also deformation dependent. However, in many cases
only a temperature dependence of the heat capacity cd = cd(θ) is assumed. This is also
the case for the material model derived in Sec. 4.1. Thus, the submatrix for nodes a and
b becomes
DHec [∆u] = 0, k
e,ab
θu,c = 0T.
It is a matrix (row vector) of dimension (1 × 3). The equivalent vector of internal heat
production leads to
DHei [∆θ] =
nen∑
a=1
nen∑
b=1
δΘea
−∫
ωe
%
(
Dw
Dθ
)
NaNb dv
∆Θeb,
with the deformation dependent heat production w = w
(
C, C˙, θ, θ˙,q
)
. Considering the
DIRK-time integration (see relation (5.131) for the stage derivatives) and the implicit
function theorem for q, one obtains the algorithmic derivative
Dw
Dθ =
∂w
∂θ
+ ∂w
∂θ˙
1
haii
+
{
∂w
∂q
}T
∂q
∂θ
. (5.188)
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The contribution to the components of the element iteration matrix is
ke,abθθ,i = −
∫
Ω
%R
(
Dw
Dθ
)
NaNb det Je dΩ, (5.189)
where Dw/Dθ is the algorithmic derivative (5.188). The directional derivative with
respect to the displacement is computed similarly
DHei [∆u] =
nen∑
a=1
nen∑
b=1
δΘea
−∫
ωe
%NawTCB˜b dv
∆ueb, (5.190)
with the matrix
wC = 2
{
∂w
∂C +
1
haii
∂w
∂C˙
+
[
∂q
∂C
]T{
∂w
∂q
}}
. (5.191)
The terms in curly brackets in (5.190) form the algorithmic derivative of the heat pro-
duction w with respect to a displacement change ∆u. In the formulation the spatial
as well as the temporal discretization are included. The matrix wC is of dimension
(6 × 1). It is formed with C, the matrix (column vector) representation of the right
Cauchy-Green tensor C. The stage derivative of the right Cauchy-Green tensor reads
C˙i =
[
Ci −CSi
]
/(haii), where Ci and CSi are computed with the stage and starting
value of the displacements Ui and USi , respectively. Accordingly, the nodal contribution
to the iteration matrix reads
ke,abθu,i = −
∫
Ω
%RNawTCB˜b det Je dΩ. (5.192)
Looking at the term Hq, describing heat conduction within the body, the constitutive
model of the heat flux specifies the starting point for the derivation of the iteration ma-
trix. The heat flux vector used in this work is specified in the current configuration
q = λ grad θ, where the conductivity tensor depends only on temperature λ = λ(θ).36
Thus, Hq formulated in the current configuration is linearized in a first step with respect
to the temperature change ∆θ. This results in
DHeq [∆θ] =
nen∑
a=1
nen∑
b=1
δΘea
−∫
ωe
(gradNa)T
{
dλ
dθ grad θNb + λ gradNb
}
dv
∆Θeb,
which implies the nodal based iteration matrix
ke,abθθ,q = −
∫
Ω
(gradNa)T
{
dλ
dθ grad θNb + λ gradNb
}
det je dΩ. (5.193)
36In the derivation given here, a symmetric tensor λ is considered, while in the examples of Chp. 6, the
special case of an isotropic conductivity (λ = λ1) is used.
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The effect of a displacement change is computed similarly. With the symmetry of the
heat conductivity tensor λ, the iteration submatrix is expressed in matrix formulation as
ke,abθu,q =
∫
Ω
{
− [(gradNa)T gradNb] (grad θ)Tλ− [(gradNb)T grad θ] (gradNa)Tλ
+
[
(gradNa)Tλ grad θ
]
(gradNb)T
}
det je dΩ. (5.194)
The last term that has to be linearized is the vector of external heat supply, hee . The
surface temperature of the body can determine the amount of heat transferred to the
surroundings, as in the case of convective cooling. This is accounted for by the term c.
The linear change of hee ath component due to bth nodal temperature change is given by
ke,abθθ,e =
∫
∂Ω
∂c
∂θ
NaNb‖x,ξ × x,η‖ dξ dη. (5.195)
Neither the prescribed surface heat flux fq, nor the temperature dependent heat flux c
(describing e.g. convective cooling or thermal radiation) vary with the displacement.
However, both terms act on the current configuration. Thus, the effect of a changing
surface has to be accounted for. This is done by linearizing the surface element in the
current configuration da = ‖x,ξ × x,η‖ dξ dη. Doing so leads to
D da[∆u] =
{
x,ξ × x,η
‖x,ξ × x,η‖
}T{
∆u,ξN¯,η −∆u,ηN¯,ξ
}
dξ dη
with
N¯,i =
 0 x3,i −x2,i−x3,i 0 x1,i
x2,i −x1,i 0
 ,
where the comma indicates differentiation (e.g. x1,ξ = ∂x1/∂ξ). See also [Wriggers,
2009, p. 144] and the literature cited therein. With this intermediate result the derivative
of hee with respect to a nodal change of displacement yields the iteration matrix
ke,abθu,e =
∫
∂Ω
(fq + c)Na
{
nˆ
‖nˆ‖
}T {
Nb,ξN¯,η −Nb,ηN¯,ξ
}
dξ dη, (5.196)
where the non-unit normal vector nˆ is given in equation (5.184). The submatrix ke,abθu,e is
a row vector of dimension (1 × 3). All nodal based contributions have to be added to
account for the various effects due to a change of temperature and displacement
ke,abθθ = k
e,ab
θθ,c + k
e,ab
θθ,i + k
e,ab
θθ,q + k
e,ab
θθ,e, (5.197)
ke,abθu = k
e,ab
θu,i + k
e,ab
θu,q + k
e,ab
θu,e, (5.198)
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To form the element iteration matrices, the nodal contributions (submatrices) are ar-
ranged according to the node numbers. One obtains
keθθ =

ke,11θθ k
e,12
θθ . . . k
e,1nen
θθ
ke,21θθ k
e,22
θθ . . . k
e,2nen
θθ
...
... . . .
...
ke,1nenθθ k
e,2nen
θθ . . . k
e,nennen
θθ
 , keθu =

ke,11θu k
e,12
θu . . . k
e,1nen
θu
ke,21θu k
e,22
θu . . . k
e,2nen
θu
...
... . . .
...
ke,1nenθu k
e,2nen
θu . . . k
e,nennen
θu
 .
The element iteration matrices keθθ and keθu account for the element contribution to a
change of Gθ due to a change of nodal temperature, and nodal displacement.
The assembly of the linear system (5.151) from the element contributions leads to
a system with special structure. This can be solved efficiently using the solvers for
sparse linear systems described in Sec. 5.7. Before this is done, another aspect deserves
attention. In every finite element analysis, the solution of the nonlinear systems forms
an integral part, which consumes a considerable part of the available computational
resources. Different approaches for accelerating this iteration are considered next.
5.6.4. Accelerating the Newton Process
A very important efficiency hint is related to the initial iterate of the nonlinear solver. In
standard textbooks on nonlinear finite elements such as [Bathe, 1996], [Belytschko et al.,
2004], and [Wriggers, 2009], the authors suggest to use as initial iterate the value which
was obtained from the previous time step tn. The extension to the DIRK-method implies
the starting vector of the last stage quantity (temperature, displacement, or both). Bathe
[1996] further recommends to use the exact tangent stiffness matrix and to decrease
the step size if convergence problems of the Newton-iteration occur. Belytschko et al.
[2004] mention that the major restrictions on the size of the time-step in implicit methods
arise (besides accuracy requirements) from the decreasing robustness of the Newton-
procedure. They point out that large time-steps impair the convergence of the Newton-
method and the starting iterate may be far from the solution.
To get in the range of quadratic convergence and to significantly reduce the number of
iterations an approximation of the solution should be used. This approximation is often
referred to as extrapolator or predictor and these initial guesses can be based on linear
or quadratic extrapolation from the previous increments [Esche et al., 1997], [Stricklin
et al., 1973], [Miller, 2005]. In the case of DIRK methods also a so-called stage exten-
sion extrapolation can be used. This was introduced in [Cameron, 1999] and studied in
[Clemens et al., 2003] for the case of electro- and magneto-quasistatic field simulations.
In this work a linear extrapolation of the global variables from the last two computed
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stages (time steps) is used
V (0)(i) = V(i−1) +
t(i) − t(i−1)
t(i−1) − t(i−2)
(
V(i−1) − V(i−2)
)
=
t(i) − t(i−2)
t(i−1) − t(i−2) V(i−1) +
t(i−1) − t(i)
t(i−1) − t(i−2) V(i−2). (5.199)
The times t(i) define stage times, which can belong to the current or the previous time
step.37 This extrapolation can be done at almost no expense and yields great savings;
in many examples the number of iterations is halved and the MLNA is stabilized essen-
tially. In these cases the MLNA without extrapolator diverges and the time step has to
be repeated with a smaller size. In the very first time step the prescribed step size is
reduced to h = 10−3h0 to start the process when no information from previous stages
is available. The proposed approach is only used to determine the starting vector of
the global variables. Using the extrapolation technique for the internal variables did not
result in any savings for the considered material model of metal plasticity. The reason
for this might be related to the applied Multilevel-Newton algorithm in Tab. 5.2, where
the local step (5.149) is mainly influenced by the known global variables V (m). For a
global block-Newton-method the conclusion might differ and these have to be studied
separately.
At the heart of the Newton process and thus, the numerical process as a whole, is the
solution of the global linear system (5.151). Its solution can consume over 80% of the
total computation time, which poses the possibility for another way to accelerate the it-
eration process (when using a direct solver for the linear systems). In the chord method,
also referred to as modified Newton method, one avoids the computation of the deriva-
tive and saves linear algebra work. The Jacobian matrix according to equation (5.146)
is computed and factorized only once at the begin of the iteration. This leads to more
iterations than the standard Newton method (convergence is only q-linear, see [Kelley,
2003, p. 33] and [Kelley, 1995, p. 76]) but the overall cost is usually significantly less.
Another possibility is to compute the iteration matrix and its factorization every m iter-
ations. This increases the rate of convergence (superlinear but less than 2) and is known
as the Shamanskii method, cf. [Kelley, 1995, p. 78].
The success of the method depends also on the quality of the initial iterate, which is
substantially imporved using the extrapolation described above. In view of the MLNA
the global system is adapted[
∂G
∂V
+ ∂G
∂Qˆ
dQˆ
dV
]
y (0)
∆V (m) = −G
(
V (m), Qˆ
(
V (m)
))
, (5.200)
37Of course, the stage times given by ci, i = 1, . . . , s should be increasing for this simple extrapolation
formula to work best. This property is also advantageous for the convergence behavior of the overall
Newton process. However, this it is not the case for all considered DIRK methods.
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where the iteration matrix (generalized consistent tangent operator) is kept constant[
∂G
∂V
+ ∂G
∂Qˆ
dQˆ
dV
]
y (0)
= dGdV
∣∣∣∣
0
.
In this Chord-MLNA (CMLNA) the iteration matrix can be kept constant even for sev-
eral time steps. Its recomputation is only necessary if the time step size changes (when
singly DIRK methods are used, see p. 116)38 or the rate of convergence degrades too
much. The advantages are, that the factorization of the global system is kept constant
and that only function evaluations are needed on element level. Derivatives do not have
to be computed, i.e. on quadrature point level the consistent linearization (5.153) and on
element level the computation of ∂G/∂V as well as ∂G/∂Q are not needed. Further-
more the assembly process of element matrices can be omitted.
To further improve the global convergence properties of the method a line search is
added. Here, the Armijo rule (see [Kelley, 1995, p. 145]) is used to reduce the step
length of the CMLNA if necessary. In a first step the search direction d is computed
using [
∂G
∂V
+ ∂G
∂Qˆ
dQˆ
dV
]
y (0)
d = −G
(
V (m), Qˆ
(
V (m)
))
. (5.201)
To prevent overshoots and to keep the step from going to far it is required that∥∥∥G(V (m) + sd , Qˆ(V (m) + sd))∥∥∥ < ∥∥∥G(V (m), Qˆ(V (m)))∥∥∥ (5.202)
is fulfilled, with the step length s. Often one searches for the smallest integer n such that
for s = 2−n the criterium (5.202) is satisfied. This corresponds to halving the step size
each time. If the reduction is not sufficient after two steps a quadratic model can be build
and used to determine s analytically. However, numerical experiments showed that this
seems to be unnecessary for the intended application. Thus, this approach is not applied
in the following (eventhough neither complicated nor computationally demanding). The
global variables for the next iteration are given by
V (m+1) = V (m) + sd . (5.203)
As already mentioned before, the solution of the global linear system (5.151) can con-
sume over 80% of the total computation time. Thus, its fast solution is compulsory.
Different approaches and accelerating techniques are presented in the following.
38If general DIRK methods are applied a different Jacobian and factorization has to be stored for each
stage with different diagonal element aii. This is supported by current solvers such as PARDISO,
but of course significantly increases the amount of required memory. The feature of storing different
factorizations could also be used for the staggered approach, where an iteration matrix for the thermal
and one for the mechanical problem are needed.
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5.7. Solution of Sparse Linear Systems
In the course of the numerical simulation, a sequence of linear systems emanates. These
systems are similar to each other, i.e. the values of the coefficient matrices often change
gradually during the simulation or changes are restricted to certain parts of the matrices.
More importantly, the structure of the matrices is sparse, unstructured (e.g. not diagonal
or block diagonal) and constant. There are only very few non-zero elements, whose
locations (coordinates) do not change. Thus, special techniques can be utilized to take
advantage of this structure.
Typical sparsity patterns are given in Fig. 5.19. The presented systems stem from
(a) Standard sparsity pattern as produced by GiD (b) Sparsity pattern after reordering with the re-
verse Cuthill McKee algorithm
Figure 5.19.: Typical sparsity patterns of functional matrices, in this case from a tensile
test with neq = 6751 unknowns and 462469 non-zero elements
a purely mechanical example, which is created using the GiD pre- and post-processor
from the International Center for Numerical Methods in Engineering (CIMNE). The
geometry is modeled using the CAD features of GiD, and subsequently meshed as de-
scribed for example in [Oñate, 2009, p. 431]. Using the standard numeration leads to
the pattern of Fig. 5.19a. The percentage of nonzero elements is only at the order of
1%. An improved matrix sparsity pattern can be obtained by an additional reordering,
as shown in Fig. 5.19b. Here the reverse Cuthill-McKee ordering is applied, cf. [Saad,
2003, p. 81]. This algorithm uses a node at one corner of the structure as a starting point
to produce matrices with small bandwidth and is known to be better for Gaussian elimi-
nation. However, in all tested examples this reordering does not result in any significant
performance gain. This might be due to the preordering and pivoting, which is done
anyway by advanced solver packages for linear systems.
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All available solvers can be distinguished in direct and iterative solvers.39 Commonly,
direct solvers are used for small to medium sized problems (currently around 200000
unknowns) and iterative solvers for large scale problems, often with several million
unknowns. Both approaches are briefly outlined and compared in the following.
5.7.1. Direct Solvers
During each iteration, the linear system of equations (5.151) has to be solved. It is of
the general form
Js = r , s ∈ Rneq (5.204)
where the coefficient matrix J := dG/ dV |y(m) ∈ Rneq×neq is the Jacobian, and the
right-hand side r := G(y (m)) ∈ Rneq is the residual of the global equation system
evaluated at the current approximation y (m) =
(
U(m),Θ(m),Q(m)
)
. While the Jacobian
matrix is often symmetric for the purely mechanical and the purely thermal subproblem,
this is in general not the case for the fully coupled thermomechanical problem. Hence,
in the following only methods for quadratic unsymmetric linear systems (but having a
symmetric sparsity pattern; J is said to be structurally symmetric) are considered.
For the solution of general systems LU decomposition is often applied, which is a
modified form of the Gaussian elimination, cf. [Golub and van Loan, 1996, p. 94]. It is
based on a decomposition of the coefficient matrix of the form
J = LU , (5.205)
where L is a unit lower triangular matrix and U is an upper triangular matrix having
only zero entries below the main diagonal. For a 3× 3 system, the factorization reads in
component formJ11 J12 J13J21 J22 J23
J31 J32 J33
 =
 1 0 0L21 1 0
L31 L32 1
 U11 U12 U130 U22 U23
0 0 U33
 ,
it also called triangular decomposition of the matrix J . Once, the factors L and U are
known, the solution to the original system is found by first, solving
Lt = r , (5.206)
for t and second, solving
Us = t (5.207)
39An important class of iterative solvers, which is not considered here, are multilevel methods. These also
provide an efficient way to solve large linear systems. Two different multilevel-method approaches
are used, namely the geometric multigrid (GMG), refer for example to [Hackbusch, 1985], and more
recently the algebraic multigrid (AMG), as illustrated in [Stüben, 1999]. Many information and refer-
ences on both approaches can be found at http://www.mgnet.org.
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for the unknown Newton direction s. Both equations are triangular and their solution
is trivial, done recursively using only back-substitution. These require a computational
effort of orderO(n2eq), while computing the factorization requires the most floating-point
operations (flop). In this case, the total number of flop is approximately n3eq/3 as shown
in [Überhuber, 1997, p. 231]. This means, that once the LU decomposition has been
computed, the solution of equation (5.204) can be obtained at a significantly lower cost
for varying right-hand sides r . However, using the method directly as described would
be unfeasible for large systems. The computational and memory requirements would
even outrun the resources of current supercomputers.40 Even though the coefficient
matrix J is sparse, the factors L and U generally do not inherit this sparsity structure.
One speaks of fill-in, which leads in the worst case to fully populated triangular matrices.
Fortunately, for sparse matrices the flop counts can be significantly lower, when the
sparsity structure of the coefficient matrix J is exploited. Sparse direct methods gener-
ally employ graph models to minimize both the needed storage and the performed work.
A typical solution process consists of four phases:
1. Preordering Phase
Exploit matrix structure using for example minimum degree ordering or nested
dissection ordering to reduce fill-in.
2. Symbolic Factorization Phase
Analyze the matrix structure to determine a pivot sequence and data structures for
efficient factorization.
3. Numerical Factorization Phase
Compute actual factors L and U using the pivot sequence.
4. Solve Phase
Compute forward and backward triangular sweeps for each different right-hand
side r and iterative refinement.
Within this work, two popular modern LU-packages based on different factorization
strategies, namely UMFPACK 5.0.3 [Davis and Duff, 1997] and PARDISO 3.2 [Schenk
and Gärtner, 2004; Schenk et al., 1999], have been integrated in the inhouse FEM-code
TASAFEM.41 UMFPACK is a multifrontal solver, which builds the LU decomposition
of a sparse matrix by working only on subsets of rows and columns at a time. Processing
these subsets, which are called the fronts, involves dense matrix operations. These are
highly optimized and use the computer architecture very efficiently.
40Another problem is the stability of the numerical method. The elimination process in its simplest form
is numerically unstable as shown in a simple example in [Überhuber, 1997, p. 233]. Pivoting is used
to overcome a loss of accuracy due to cancellation of leading digits.
41These two and nine other direct solvers for linear systems are also compared in [Gould et al., 2007].
PARDISO is shown to be among the fastest in different test scenarios.
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The solution process using PARDISO starts with finding a symmetric fill-in reducing
permutation matrix P, see [Schenk and Gärtner, 2006] for details. Following, the fac-
torization of the sparse matrix PJPT = QLUT is done in parallel, with the supernode
pivoting matrix Q in order to balance numerical stability and scalability during the fac-
torization process. Though, the result of the pivoting approach is that the factorization
is, in general, not exact. This makes iterative refinement necessary, which might seem
unfamiliar when using direct methods.
PARDISO is a high-performance, robust, and memory-efficient parallel solver. It is
optimized for shared memory multiprocessor architectures and takes advantage of the
memory hierarchy on modern microprocessors to achieve a high floating-point perfor-
mance. It turns out to be even in its serial version faster than UMFPACK for the solu-
tion of many systems coming from a FEM discretization as shown in [Hartmann et al.,
2009a]. In the following, only PARDISO is used as a direct solver.
Since the structure of the coefficient matrix J is constant during the complete sim-
ulation, it is sufficient to execute phase 1 and phase 2 (preordering and symbolic fac-
torization) only once. Certainly, the numerical factorization and the back-substitution
still have to be done. In PARDISO phase 1 and 2 are combined in a single phase (thus,
there are only three phases) and the single phases can be executed separately. For three
different medium sized models, the run times of the different phases and the total run
time are recorded in Tab. 5.3. Furthermore, the influence of different numbers of threads
Table 5.3.: Measured runtimes of different phases of PARDISO
neq/1000 Number of CPU time CPU time CPU time
threads Phase 1-1 Phase 2-3 total
21 1 0.3 1.6 1.9
46 1 0.7 6.6 7.3
100 1 1.8 28.0 29.8
21 2 0.3 0.9 1.2
46 2 0.7 3.6 4.3
100 2 1.8 15.0 16.8
21 4 0.3 0.5 0.8
46 4 0.7 2.0 2.7
100 4 1.8 8.3 10.1
21 8 0.3 0.4 0.7
46 8 0.8 1.6 2.4
100 8 1.7 7.4 9.2
is studied. The most time consuming part of PARDISO, the numerical factorization and
back-substitution, scales nicely up to four threads. For eight threads there is only a small
speed-up on the present hardware. Remarkably, phase 1 (the preordering and symbolic
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factorization) does not profit from a higher number of threads and its CPU time can not
be neglected. Thus, executing this phase just once safes a lot of computational time in
transient nonlinear computations and becomes mandatory when using the parallel ver-
sion of PARDISO.
A different approach for the solution of linear systems are iterative solvers. These
solvers are in particular suitable for large systems and can be conveniently combined
with the Newton process.
5.7.2. Iterative Solvers
All iterative solution methods for the linear system Js = r start with an initial approxi-
mation
s0 ∈ Rneq
and construct a sequence { sk : k = 1, 2, 3, . . . }. The iteration is stopped when a user-
specified tolerance is reached. Iterative methods can be classified as stationary and non-
stationary. Stationary methods are older, simpler to understand and implement. Among
them are the Jacobi, the Gauss-Seidel, and the Successive Overrelaxation (SOR) method.
Non-stationary methods, on the other hand, are a relatively recent development. Cur-
rently Krylov subspace methods are considered to be among the most important iterative
techniques available for solving large linear systems. They are based on projection pro-
cesses (both orthogonal and oblique) onto Krylov subspaces. In favorable cases this
reveals dominant properties of the system at an early stage and one may expect rapid
convergence. Krylov subspaces are subspaces spanned by vectors of the form p(J)v ,
where p is a polynomial in J of degree k − 1, i.e.
Kk(J,v) :=
{
v ,Jv ,J2v , . . . ,Jk−1v
∣∣ v ∈ Rneq } . (5.208)
A general projection method for solving Js = r is given by the projection onto K and
orthogonal to L:
Find sk ∈ s0 +Kk(J,v0) such that r − Jsk⊥Lk,
with v0 = r − Jr0. Different versions of Krylov subspace methods arise from different
choices of the subspace Lk and from the ways in which the system is preconditioned.
For example, in the Generalized Minimal Residual method (GMRES) Lk = JKk is
chosen, cf. [Saad and Schultz, 1986]. All previously computed vectors in the orthogonal
sequence have to be stored and slow down the computation of a single iteration step.
These steps become increasingly expensive. For this reason, in practice the iteration
sequence is restarted with a new initial vector s0. This is referred to as the restarted
GMRES and is used in the numerical examples. Another popular solver, which is also
used in the following, is the biconjugate gradient stabilized method (BiCGSTAB), which
is described in [van der Vorst, 1992]. The iterative solvers used in this work are modified
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versions from Youcef Saad’s Sparskit 2.0, [Saad, 1994b]. A nice overview with many
hints on the implementation of iterative solvers is given in [Barrett et al., 1994]. The
authors supply general templates, which allow ports to different machines and computer
languages.
The selection of a suitable stopping tolerance of the iterative solver can be important
for the overall computational efficiency. This is similar to choice in the Newton process
(see App. A.3). In connection with the Newton iteration this allows a further efficiency
gain, which can not be achieved by direct solvers.
5.7.3. Stopping Criteria for Iterative Solvers
As mentioned above, an important advantage of iterative methods is that they can be
stopped as soon as the approximation is sufficient for the purpose of the overall compu-
tational process. For instance the accuracy of Newton step s (the solution of the linear
system) should be related to the discretization error resulting from the approximations
in space and time and stability considerations.
In the context of the Newton process in Tab. 5.2 this means that the accuracy to which
the (large) global system is solved can be adjusted to achieve satisfactory convergence of
the nonlinear residual. This is the main idea of inexact Newton methods as introduced
in [Dembot et al., 1982]. Finding stopping criteria for the iterative solvers of linear
systems in an inexact Newton method asks for balancing between moderately accurate
solution of the linear problems and reasonably fast convergence of the nonlinear process.
The standard paper containing useful stopping criteria (called forcing terms) for inexact
Newton processes is [Eisenstat and Walker, 1996]. The tolerances which are used here
are inspired by Kelley [1995, Chapter 6].
The residual norm of an approximation of an exact Newton step s is ‖Js − r‖. The
coefficient matrix J = dG/ dV |y(m) is the Jacobian, and the right-hand side vector,
given by r = G(y (m)), is the residual of the global equation system evaluated for the
variables at the mth Newton iteration y (m). A stopping criterion for the relative residual
norm of the linear system can be written as
‖Js − r‖ ≤ ε(m)‖G(y (m))‖.
In [Kelley, 1995, Chapter 6] the values ε(m) are obtained with
ε
(m)
A = γ‖G
(
y (m)
)‖2/‖G(y (m−1))‖2
for a parameter γ ∈ (0, 1] as
ε(m) =

εmax, m = 0
min
(
εmax, ε
(m)
A
)
, m > 0, γε(m−1)2 ≤ 0.1
min
(
εmax, max
(
ε
(m)
A , γε
(m−1)2
))
, m > 0, γε(m−1)2 > 0.1
(5.209)
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for a value εmax that bounds away the sequence ε(m) from 1, e.g. εmax = 0.9. See [Kelley,
1995, Chapter 6] for more details on these choices.
For the last linear system of the nonlinear process one may avoid over-solving with
equation (6.20) in [Kelley, 1995, Chapter 6] or one may simply monitor the magnitude
of ‖G(y (m))‖ and switch to a stopping criterion for this absolute residual norm as soon
as it comes close to the desired accuracy.
5.7.4. Preconditioners for Iterative Solvers
The rate at which an iterative method converges depends on spectral properties of the
coefficient matrix J . In many real applications, iterative methods suffer from slow con-
vergence. Thus, one transforms the linear system into an equivalent one, i.e. a system
which has the same solution but posses favorable properties. This is usually done with a
second matrix M , the preconditioning matrix or just preconditioner. An example is left
preconditioning as given by
M−1Js = M−1r . (5.210)
This system has the same solution as the original system and is called the preconditioned
system. A good preconditioner improves the convergence rate of the iterative method
and its construction and application is inexpensive. Most important, the solution of
Ms = r has to be cheap, since it is required at each step of the iterative solution.
Preconditioning is a key ingredient for the success of Krylov subspace methods. There
are three ways to apply a preconditioner: from left, right, or both sides.
Preconditioners can be algebraic or physics-based, i.e. derived by considering a sim-
pler problem, which allows an inexpensive solution. Here, only algebraic precondition-
ers are considered. One way of defining a preconditioner is to perform an incomplete
factorization of the original matrix J of the form
J = LU − R,
where L and U have the same sparsity pattern as J and R is the residual or error of
the factorization. This is often referred to as ILU(0) and is relatively inexpensive to
compute. Admittedly, in many circumstances, this is a rather crude approximation and
results in a low convergence rate of the Krylov subspace method. Several alternatives
have been proposed to alleviate this situation by allowing more fill-in in the factors L
and U . In ILU(p) all fill-in elements whose level of fill does not exceed p are kept.42
An approach that takes into account the numerical values of the matrix elements is in-
complete factorization with threshold ILUT(p, τ ). It drops elements according to their
magnitude rather than their location.
Simple preconditioners, based on additively splitting the matrix J (such as Symmetric
Successive Overrelaxation), proved to be too inaccurate. They perform poorly for the
present systems and are not further considered. In this context, see also the remarks in
[Hartmann et al., 2009a].
42Fill levels are basically path lengths in the graph of the matrix J . A precise definition is given in [Saad,
2003, p. 297].
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The purpose of computational engineering and science (CES) is to provide predictions
of physical events and to assist in the design process, [Oden, 2002]. Its promise is to
replace the standard engineering process of iterated empirical design-build-test cycles
with an iterated design-mesh-analyze paradigm, [Post, 2009].
In order to fulfill these promises the CES approach has to be first of all reliable and
in addition to that sufficiently fast. The first aspect is the subject of validation and
verification as described by Babuška and Oden [2004] in the context of CES. The second
aspect can be related to the performance of the underlying numerical methods. Both
aspects are considered in the following examples.
6.1. Cooling Experiment of a Locally Heated Steel
Specimen
The main purpose of this experiment is to provide data for the validation of the entire
model consisting of material data, mathematical model, and its numerical solution.1
6.1.1. Experimental Setup and Results
A cylindrical steel specimen made of 51CrV4 with a diameter of 30 mm and a length
of 200 mm undergoes the same heating process as the demonstrator flange described in
Chp. 1.1. To record the temporal and spatial temperature distribution, the specimen is
equipped with eight thermocouples. Their positions are indicated in Fig. 6.1.
1
3
5 8
7
6
4
2
induction coil
clamping
r
z
no. r z no. r z
- mm mm - mm mm
1 0 0 5 15 75
2 15 0 6 0 100
3 13 50 7 7.5 100
4 7.5 75 8 15 100
Figure 6.1.: Position of thermocouples (indicated by )
1The experiment has been carried out according to the specifications of the author in the laboratory of the
Institute for Production Technology and Logistics, Chair of Metal Forming Technology, University of
Kassel.
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The specimen is inserted by hand in a transfer unit and clamped pneumatically, as
shown in Fig. 6.2a. From that point on a test program is started and the complete pro-
cess runs automatically. The process control of the system is based on a CAN-Bus-IO-
module, which allows accurate time-dependent control of the machine functions. For
the control and data acquisition of the process a program is used, which is based on
LabView, see [Weidig et al., 2008] and [Sumathi and Surekha, 2007] for details. The
clamping moves downward such that the centers of the specimen and the induction coil
are aligned.
Next, the specimen is heated by induction, Fig. 6.2b. The induction facility al-
(a) Specimen with thermocou-
ples
(b) Induction heating (c) Cooling due to convection
and radiation
Figure 6.2.: Cooling experiment of locally heated specimen
lows the generation of three dimensional thermal profiles in workpieces. It consists
of a high-capacity power supply and three independent medium-frequency transformers
(10− 70 kHz) and an additional high-frequency transformer. In general, the resulting
temperature profile depends on the heating time, heating power, heating frequency, and
induction coil geometry. Here, a single three-turn coil with an inner diameter of 44 mm
and a height of approximately 60 mm is used. The heating is done at two subsequent
power levels. In the first stage the specimen is subjected for t1 = 12 s to an induc-
tive heating with a power of P1 = 42 kW. In the second stage this power is reduced
to P2 = 15 kW. This stage lasts for t2 = 5 s and is added to obtain a homogeneous
temperature profile over the radius. In both stages a frequency of f = 15 kHz is used.
At the end of the inductive heating process a maximum temperature of approximately
1200 ◦C is locally reached.
After finishing the heating process, the specimen is moved upward into its initial po-
sition and the temperature evolution is recorded, Fig. 6.2c. The resulting mean temper-
ature evolution of ten independent experiments at various locations until te = 180 s is
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shown in Fig. 6.3. During the measurement single thermocouples recorded completely
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Figure 6.3.: Experimental results of cooling experiment
out of range data (zero signal, high frequency), which can not be explained by usual
deviations. These thermocouples apparently lost contact (possibly due to broken or cold
soldering joints) and broke down during the process. Their data is excluded from the
evaluation. Concerning the rejection of experimental data, cf. [Taylor, 1997, p. 169].
The application of Chauvenet’s criterion is controversial, because it operates merely on
statistical data and is not applied here.
In Fig. 6.3a the mean temperature at the bottom of the specimen is depicted for the
center 1: (r = 0 mm) and the circumference 2: (r = 15 mm). There is only a small
temperature difference in radial direction, which is within the mean deviation of the
recorded signal. The dispersion about the mean is larger at the surface of the specimen
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than at its center. This phenomenon is seen in all measurements and might be due to
a high sensitivity of the surface temperature on the surrounding environment. For the
computation of the mean values four and seven data sets are used for the center and the
circumference, respectively.
Fig. 6.3b shows the mean of eight values at the positions 3: (z = 50 mm, r =
13 mm), 4: (z = 75 mm, r = 7.5 mm), and 5: (z = 75 mm, r = 15 mm). Again
the mean deviation at the surface is about four times as large as at an internal measur-
ing point. A similar result is seen at the center of the specimen (positions 6, 7, and 8),
Fig. 6.3c. There is only a small temperature difference in radial direction (in particular
between r = 7.5 mm and r = 15 mm) and there are significant deviations at the surface
temperature between different measurements.
The temperature in axial direction varies strongly due to the local heating process.
During the free cooling this imbalance is compensated by heat diffusion within the spec-
imen and heat exchange with its surroundings. The mean temperature evolution at the
four different locations in axial direction is plotted in Fig. 6.3d.
In addition to the measurement with thermocouples, the temperature field of the sur-
face is recorded with thermal imaging, Fig. 6.4. The images show a pronounced temper-
(a) 0 s (b) 10 s (c) 20 s (d) 60 s (e) 120 s (f) 180 s
◦
C
1000
800
600
400
200
Figure 6.4.: Thermal images
ature gradient at the beginning of the cooling process (t = 0 s). This gradient is reduced
quickly during the first seconds. Already at t = 60 s a smooth temperature distribution
is seen. At large times (t > 180 s) this temperature distribution tends to a homogeneous
state.
6.1.2. Numerical Simulation
For the numerical simulation a finite element model is set up. The model in Fig. 6.5a
consists of the steel specimen, the clamping, and some part of the transfer unit. The
dimensions of the geometry are given in Fig. 6.5a and Fig. 6.5b. Due to the symmetry
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20
2.6
5.25
∅17
2.5
0.5
(a) Front view
4
∅3
5
12.4
(b) Bottom view (c) Finite element
mesh
Figure 6.5.: Model of cooling experiment (dimensions in cm), the heat flux q is specified
throughout the surface
of the geometry, the initial conditions, and the boundary conditions, it is sufficient to
use only half of the setup in the computation, Fig. 6.5c. The geometry is approximated
with finite elements. For the volume a total of 24102 eight-noded (linear) hexahedral
elements are used. At the outer surface, the specimen can exchange thermal energy with
its surrounding by free convection and heat radiation. This heat flow is taken account
of by surface elements.2 Here 3592 four-noded quadrilateral elements, which coincide
with the surfaces of the corresponding hexahedral elements, are used. The complete
model has a total of 27809 nodes which equals the number of unknown temperatures
(no temperatures are prescribed at the boundary).
The problem setup is completed by an initial temperature distribution. To this end, the
experimental data (see Fig. 6.3) at t = 0 s are used. In supplemental heating experiments
the initial temperature is measured at two additional positions, 9: (z = 62.5 mm, r =
15 mm) and 10: (z = 87.5 mm, r = 15 mm). All points are fitted using biharmonic
spline interpolation, [Sandwell, 1987]. The resulting initial temperature distribution is
depicted in Fig. 6.6, where black spheres indicate the measured data points. To keep the
temperature at the ends of the specimen at a constant level (and to prevent an unphysical
temperature decrease) additional data points are specified at the ends. These points are
indicated by gray spheres in Fig. 6.6a. Furthermore a symmetric temperature distribution
with respect to reflection is assumed, the plane of symmetry being the cross section at
the center of the specimen. Since the high temperature is concentrated at the center
of the specimen this assumption holds at the beginning of the process. At later stages
an asymmetry is suspected due to the clamping. The symmetric temperature profile at
r = 0 mm is visualized in the Fig. 6.6b, where the measured data points (at several
2All surface integrals are evaluated within special elements. This has the advantage that within the
volume elements no check for boundary conditions is necessary, which speeds up the computation.
Of course, this does not change the result nor the number of unknowns.
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Figure 6.6.: Initial temperature distribution
different radii) are given by circles.
Neumann boundary conditions are specified throughout the surface. At the outer
boundary the same conditions are specified for the transfer unit, the clamping and the
specimen. Different combinations of heat transfer due to free convection and heat radia-
tion are studied in the following. At the symmetry plane (internal boundary) a zero heat
flux is prescribed.
In every technical solid surface microscopic and macroscopic irregularities are present
which influence the thermal contact conductance. This phenomenon also occurs at the
clamping, where a perfect contact is assumed in the model. The actual area of contact
for most metallic surfaces is only about 1 to 2%, even at relatively high contact pressures
of the order of 10 MPa, cf. [Madhusudana, 1996]. To accurately model the resistance
induced by the imperfect contact additional experiments according to the lines in [Mad-
husudana, 1996, p. 67] are required.
6.1.3. Simulation Results using Different Models
First of all the validity of the proposed numerical procedure and the influence of model
parameters are of interest. For this task, a series of four models, cf. Tab. 6.1, is set up
and the resulting temperature evolutions are compared with the experimental data. In
particular the influence of the thermophysical material parameters is studied. In the in-
vestigations the model predictions using a constant heat conductivity λ0 = 35 W/(m K)
and a constant heat capacity cd0 = 600 J/(kg K) are compared with the predictions us-
ing the temperature-dependent relations (4.78) and (4.76). For the mass density a value
of % = 7815 kg/m3 is used throughout. Additionally, the effect of heat exchange with
the surroundings is important. In this case, the value of the emissivity  and the heat
transfer coefficient hc are varied. For the emissivity the temperature-dependent function
(4.77) is used.
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Table 6.1.: Sets of model parameters
set no. λ cd h 
W/(m K) J/(kg K) W/(m2 K) 1
1 λ0 cd0 0 0
2 λ0 cd0 hc0 0
3 λ(θ) cd(θ) hc0 0
4 λ(θ) cd(θ) hc0 (θ)
The heat transfer coefficient hc is the only parameter for which there is no exper-
imental data at hand. In the case of free convection hc is typically in the range of
2 to 25 W/(m2 K), cf. [Incropera et al., 2007, p. 8]. For special cases the heat transfer
coefficient can be determined analytically using boundary layer theory, see for example
[Schlichting and Gersten, 2006] and [Kays et al., 2005]. Assuming a constant tempera-
ture in axial direction the relations yield a value of hc ≈ 12 W/(m2 K), see App. A.6.
The analytical relations were experimentally investigated in [Popiel and Wojtkowiak,
2004] and [Popiel et al., 2007]. On the one hand the analytical relations could be con-
firmed by the experiments, but on the other hand a high sensitivity of the results was
observed. In fact the experimenters had to close and seal all windows, doors, and ven-
tilation ducts of the laboratory and additionally encase the specimen in a mosquito net
housing. Such precautions are not taken in the present experiments. Thus, an increased
heat transfer coefficient is expected. Small unpredictable air movements, which can not
be avoided in an open production environment, are furthermore likely to be the reason
for the large temperature deviations seen at the circumference (r = 15 mm) in Fig. 6.3.
In the computations a constant value hc0 = 35 W/(m2 K) is compared with absent
convective heat transfer (hc = 0 W/(m2 K)).
Fig. 6.7 shows the resulting temperature evolutions for the models of Tab. 6.1 at dif-
ferent positions in axial direction. Simulation results are given by solid lines, while the
mean of the measurements are indicated by crosses and the deviation from the mean is
given by the gray surfaces. Values underneath the surface are chosen, if available, due
to the higher accuracy of the measurements and to reduce the influence of the surface
conditions. All models (set 1 through 4) are capable of capturing the qualitative behav-
ior of the temperature evolution. Only the temperature at the free end of the specimen
(z = 0 mm) is not well predicted by any model. The reason for this deviation might be
the complex flow field and the resulting cooling condition at that point.
Neglecting the convective heat transfer (set 1) results in an overestimation of the tem-
peratures. The temperature dependence of the material properties has only a minor
influence on the result (compare set 2 and set 3). Using both, temperature-dependent
material properties as well as convective heat and radiative heat transfer (set 4) leads to
the best correlation between the experimental and numerical data.
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Figure 6.7.: Measured and computed temperature evolution for different models
6.1.4. Properties of Numerical Methods
The subject of this investigation are the actual rate of convergence and the computation
time of high-order time integration methods. Here, the DIRK methods of Chp. 5.5 with
an order between one and four are applied to the model, which includes convective heat
transfer and nonlinear heat conductivity, heat capacity, and emissivity (set 4 of Tab. 6.1).
The numerical solution is compared with a reference solution, thus defining the relative
error
rel errΘ := max
n
‖θn − θrefn ‖
‖θrefn ‖
. (6.1)
It is the maximum of the relative deviation over all time steps tn ∈ [0 s, 160 s]. Due to
the lack of an analytical solution, the reference solution has to be computed numerically
as well. For this purpose the fourth order method of Hairer et al. [2000] with a time step
size of h = 0.1 s is used.
In Fig. 6.8a the relative error is plotted versus the constant time step size h. The slope
of the curves represent the rate of convergence. The dashed lines indicate the theoretical
orders one through four. Given are the results of the classical backward Euler method
(BE, p = 1), the second order method of Ellsiepen [1999] (El), the third order method of
Alexander [1977] (Alex), and the fourth order method of Hairer et al. [2000] (Hairer).
All methods achieve their theoretical orders, only the fourth order method of Hairer
stays below its expected order.
Of practical importance is not only the rate of convergence, but above all the com-
putational costs of the methods. Fig. 6.8b shows the relative error in relation to the
computation time. In this plot the third order method of Alexander shows the highest
slope and is for high accuracy requirements most efficient. On the other hand the method
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Figure 6.8.: Rate of convergence
of Ellsiepen is for a given error tolerance the fastest method in a large and practical im-
portant range. The backward Euler method gives even for high computation times only
comparatively rough results.
A further gain of accuracy and a speed up of the computation can be achieved by using
an adaptive time step. The error of the current time step is estimated by an embedded
method as described in Chp. 5.5. This information is used to compute the size of the
next time step.
The outlined procedure is applied to the complete cooling process with a duration of
180 s. Specified are a relative error tolerance εr = 10−5 and an absolute error tolerance
of εa = 0.01 ◦C. Fig. 6.9 shows the time step size versus the time for the three high-order
methods of order p = {2, 3, 4}. The embedded method is one order smaller (p−1) each,
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Figure 6.9.: Time step size behavior and computational costs
where the extension of Alexander’s method to an embedded method is given in [Cash,
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1979]. All tested methods perform a series of small time steps at the beginning of the
process and increase the size gradually, while keeping the local error approximately
constant.
6.2. Impact of Global System Solver on Overall
Performance
At the center of all studied computations is the solution of a large sequence of linear
systems. The size of the systems grows starting with the heat conduction problem, where
each node has a single degree of freedom, and is biggest in the fully coupled problem.
Here each node has four degrees of freedom, which leads to much larger systems with a
more dense structure.
In the following, the application of direct and iterative solvers for the solution of the
global system is studied in isothermal simulations. To also take into account the com-
putational effort spend on local level different complexity levels of material models are
considered. Two material models are used which span the room of realistic (practicable)
complexity, for which the details are given in App. A.5.2. The first model describes finite
strain viscoplasticity of metals and has been formulated for isothermal predictions of the
steel 51CrV4, see [Hartmann et al., 2008a; Quint and Hartmann, 2007] and the literature
cited therein. It is a fairly complex model with a relatively high local effort. The second
model describes viscoplastic behavior in the small strain regime and has been developed
for Polyoxymethylene (POM), according to [Hartmann, 2006b]. Its local solution can
be obtained very efficiently.
6.2.1. Global and Local Computation Time
In the first example the influence of the discretization and the material model on the
local, global, and total computation time is studied. See Tab. 5.2 in reference to oper-
ations performed on local and global level. This information is crucial because many
algorithms, as e.g. the CMLNA, reduce the global computational cost at the expense of
the local computational cost and vice versa.
A monotonous loading, Fig. 6.10a, of a plate with hole, Fig. 6.10b, is considered. Due
to multiple symmetries only one eighth of the body needs to be considered. Note that the
body and the boundary conditions are also symmetric in the thickness-direction. This
setting serves as a benchmark problem to study various strategies in the following exam-
ples. Four different meshes with varying sizes are investigated, Fig. 6.11. The number
of unknown displacements ranges from nnu = 5006 up to nnu = 100520 and the corre-
sponding number of internal variables ranges from nq = 126720 up to nq = 2965248.
For the time integration the method of Ellsiepen is used throughout (see Tab. A.5 on
p. 190), which is of second order and has two stages.
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Figure 6.10.: Boundary conditions of the plate with hole
(a) nel = 1320, nnu = 5006, nq =
126720
(b) nel = 6144, nnu = 21055, nq =
589824
(c) nel = 13800, nnu = 45964, nq =
1324800
(d) nel = 30888, nnu = 100520,
nq = 2965248
Figure 6.11.: 3D meshes of plate with a hole
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The local integration step (5.130) is very cheap for the POM-model (only function
evaluations, see [Hartmann, 2006b]) and expensive in the case of the metal plasticity
model, where local iterations have to be performed (see [Hartmann et al., 2008a]). The
corresponding computation times are given in Fig. 6.12. Displayed is the normalized
CPU time over the number of unknown displacements nnu. For the polymer POM the
local computation time, see equations (5.149) and (5.153), increases linearly with the
number of unknowns but the global computation time grows more rapidly and out-
weights the local computation time, Fig. 6.12a. For the large strain metal plasticity
model the local computation time increases also linearly. But in this case it is larger
than the global computation time of equation (5.148) and dominates the total effort,
Fig. 6.12b. Reducing the global computation cost has only a minor effect in this case.
In a fully coupled scenario with a simplified and efficiently solved material model (such
as the one developed in Chp. 4.3) the portion of the global system of the total computa-
tion cost is relatively high. Thus, the computational time distribution of the POM model
resembles this situation more closely than that of the complex model.
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Figure 6.12.: Global/ Local computation times
6.2.2. Adaptive Stopping Tolerance for Iterative Solvers
In this subsection the usage of the adaptive stopping tolerance for the iterative solver is
investigated (here ILUT-preconditioning for each linear system is used). As mentioned
in Chp. 5.7.3, at the beginning of the Multilevel-Newton iteration the solution of the
linear system of equations is not required to be very accurate, but the accuracy has
to increase when coming closer to the sought-after solution. Here, the viscoplasticity
model of POM is used, see App. A.5.1. The total time is decomposed into eleven time
steps consisting of two time stages each (integration with the method of Ellsiepen).
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As initial value for the stopping tolerance, εmax = 10−3 in equation (5.209) proved its
worth. Using the value εmax = 0.25 or even εmax = 0.5 as suggested in [Kelley, 1995]
led to more global iterations at the beginning of the Newton process and thus spoiled
the savings of the iterative solver. The second parameter, which serves to compute a
measure of the degree to which the nonlinear iteration approximates the solution, is set
to γ = 0.9.
Again monotonous loading, Fig. 6.10a, is applied to the plate with a hole, Fig. 6.11d,
having nnu = 100520 unknown displacement degrees of freedom. In Fig. 6.13a the stop-
ping tolerance ε is given over the Newton-iteration number. In the standard method the
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Figure 6.13.: Use of adaptive stopping tolerance for iterative solver for linear system of
equations
stopping tolerance is fixed to ε = 10−6. When using the adaptive stopping tolerance
the initial value is ε = 10−3. This value is used for the first Newton iteration. Then the
stopping tolerance is reduced reaching eventually ε = 10−6. After the fourth MLNA-
iteration the solution of the nonlinear system is found and time is advanced to the next
time stage yielding a new nonlinear system of equations. The stopping tolerance is reset
to ε = 10−3 and the process starts again. The reason for using an adaptive stopping toler-
ance is to reduce the number of iterations of the Krylov solver per Newton iteration. This
number is displayed over the Newton-iteration number in Fig. 6.13b. Using the adaptive
stopping tolerance reduces the number of iterations of the linear solver, particularly, at
the beginning of each Newton-process. It can also be seen from the graph that the total
number of Newton-iterations increases slightly when the adaptive stopping tolerance is
used. Here, the standard (constant) stopping tolerance led to a total of 82 Newton it-
erations while the adaptive stopping tolerance needed 94 iterations. On the other hand
the number of iterations of the BiCGSTAB solver was reduced from 6350 (standard)
to 5384 (adaptive), even though more linear systems had to be solved. Comparing the
computation times, the total saving when using the adaptive stopping tolerance is in this
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example about 14%. The application of the adaptive stopping tolerance in the case of
the finite strain viscoplasticity model of Appendix A.5.2 does not show any advantages,
because the increase of global Newton-iteration steps is computational very costly due
to the expensive computation of the tangential stiffness matrix (coefficient matrix) in
equation (5.148).
6.2.3. Preconditioning Strategies
The computation of the preconditioner for the iterative solver can consume a significant
amount of the total solution time of the linear system. As pointed out in Chp. 5.7.4 it is
not necessary to recompute the preconditioner for every system but the preconditioner
can be kept constant during the Newton-process or even over some time interval of the
time integration.
In all computations the ILUT (incomplete LU-decomposition with dual-threshold
strategy, see [Saad, 1994a]) is used as preconditioner. Gauss-Seidel and SSOR precon-
ditioners (see e.g. [Großmann and Roos, 2005, p. 505ff.]) have proved too weak for the
problems at hand in terms of convergence (they led to ten respectively five times more
BiCGSTAB-iterations than using the ILUT preconditioner). Therefore, despite the neg-
ligible costs to compute these preconditioners, they were not considered in the follow-
ing. To determine the parameters lfil (level of fill-in) and droptol (dropping tolerance)
a pretest is performed with the BiCGSTAB solver on an example linear system. This
system comes from the first Newton-step within the solution of the monotonous loading
of the plate with hole (material model POM and nnu = 100520 unknown displacement
degrees of freedom). In Fig. 6.14 the computation time is given over the dropping toler-
ance for four different numbers of fill-in. The total computation time to solve the linear
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Figure 6.14.: Influence of droptol and lfil on computation times
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system, consisting of a preconditioner computation plus a BiCGSTAB run, is plotted in
Fig. 6.14a. The plot indicates that the level of fill-in has a minor influence and suggests
using a rather rough dropping tolerance. In Fig. 6.14b only the computation time of the
iterative solver is considered. This plot shows that the computation time decreases with
smaller drop tolerances and reaches a minimum at about droptol = 10−4. On the other
hand the computation time rises quickly for a drop tolerance greater than 10−2. Since
the preconditioner is to be reused and to stay away from the large increase of computa-
tion time, the parameters lfil=6 and droptol=10−4 are chosen. Note that Figures 6.14a
and 6.14b indicate that the „classical" ILU(0) decomposition, with parameters lfil=0
and droptol=0, is not efficient and that it is necessary to consider more sophisticated
ILU-decompositions for satisfactory convergence speed. For completeness, the compu-
tational costs of the preconditioner and the iterative solver in dependence of the number
of unknowns are given in Fig. 6.15a. Again the computation time of a single system
coming from a Newton-step as described above is considered (now for the four different
meshes of Fig. 6.11).
Next, results with periodic preconditioner recomputation with two different periods
are presented: recomputation for every system, and utilizing a constant preconditioner.
The number of iterations needed to solve each linear system (nnu = 100520) within the
Multilevel-Newton iteration is displayed for two different periods in Fig. 6.15b. When
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Figure 6.15.: Comparison of recomputation strategies of the preconditioner
working with the constant preconditioner, i.e. computing the preconditioner only once
at the beginning of the simulation, the number of Krylov subspace iterations increases
with time and the algorithm can even break down. Nevertheless more than half of the
total computation time is saved. Recomputing the preconditioner every fortieth system
yields a comparable number of iterations as when recomputing the preconditioner for
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every system. This strategy saves 58% of the total computation time. In other words,
the recycled preconditioner is as powerful as the preconditioner from scratch during
the MLNA iterations and is insensitive to several time-steps. This makes additional
updating of the recycled preconditioner, using additional techniques, unnecessary. The
application of the preconditioner periodic recycling technique is possible for the finite
strain viscoplasticity model as well. However, in this case, where on Gauss-point level
12 equations with 12 unknowns have to be computed, the reduction of the computational
costs does not lead to an essential improvement since the local computation dominates
the problem.
6.2.4. Comparison of Direct and Iterative Solver
Finally, the performances of direct and iterative solvers for sparse linear systems are
compared for the plate with hole of Fig. 6.10b described with the material model of
POM and subjected to the loading of Fig. 6.10a. The computation times are given for
two direct solvers, UMFPACK 5.03 and PARDISO 3.2, and for the iterative solvers
BiCGSTAB and restarted GMRES (both are modified versions from Youcef Saad’s
Sparskit2). For the BiCGSTAB and the GMRES solvers the incomplete LU factor-
ization with threshold and parameters as described in Sect. 6.2.3 are used. The restart
parameter of the GMRES solver is set to ten. To obtain high performance for the iterative
solvers the preconditioner is computed periodically with a period of 40 linear systems
and the adaptive stopping criteria is used with the parameters γ = 0.9, εmax = 10−3, and
εmin = 10−6. Similarly, the user-specific parameters in the direct solver packages where
tuned to obtain optimal performance. As can be seen from the graphs of Fig. 6.16, the
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Figure 6.16.: Comparison of direct and iterative solvers
iterative solvers outperform the direct ones when solving large systems. In particular,
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the BiCGSTAB solver performs very well and is superior as soon as systems have more
than about 20000 unknowns. For GMRES the superiority comes somewhat later, but
still the slope of the curve for GMRES is clearly less steep than for the LU-packages.
Note that the condition numbers (in the 1-norm) of the initial linear systems of the con-
sidered sequences are already of the order 105; this does not seem to have a negative
influence on the performance of the iterative solvers.
6.2.5. Chord-MLNA
Another way to speed up the computation with direct solvers is to use the CMLNA,
see p. 146 for details. In this case the global iteration matrix is assembled only once
and kept constant during the iteration. Thus, a single LU-decomposition according to
equation (5.205) at the beginning of the iteration is sufficient. This dramatically reduces
the cost of a single iteration but is usually at the expense of the rate of convergence.
Again the largest system of the plate with hole (material model POM and nnu = 100520
unknown displacement degrees of freedom) is considered. According to Fig. 6.17a the
rate of convergence drops to first order for the CMLNA. Hence, the CMLNA needs
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Figure 6.17.: MLNA and CMLNA
more iterations. At the first stage it needs six instead of four global iterations, where the
largest differences are at the end of the iteration process. At the second stage there is no
difference because the initial value is so close to the solution that both methods converge
with only a single global step. Looking at the computation time of the global iterations
in Fig. 6.17b one can see that a single global iteration of the chord method (including
the local iterations at each integration point) takes only about one seventh of the exact
MLNA. Even though the CMLNA has only first order convergence rate and needs more
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iterations, it computes the solution faster. The total computation times of the single time
step are indicated in Fig. 6.17b as well. In the studied example a time step with the exact
MLNA takes about two and a half times as much computation time as the CMLNA. In
the case of the fully coupled setting the influence can be expected to be even higher due
to the increased computational effort of the global solver.
6.3. Thermomechanical Forming Process
Finally, the first part of the new thermomechanical metal forming process of Chp. 1.1
is considered. The fully coupled process starts with inductive heating as shown in
Fig. 1.1a. Subsequent to the electro-pneumatic transfer to the forming die, the workpiece
is compressed in axial direction. The final step of closed die forming is not considered
in the following.
6.3.1. Induction Heating
Induction or electromagnetic heating is based on energy absorption from an alternating
magnetic field generated by an inductor. Variations of the magnetic field with time cause
I
I
I
δ x
I(x)
(a) Current distribution I(x)
(Skin effect)
(b) Heat generating surface
Figure 6.18.: Modeling of heat generation due to induction heating
eddy currents within the workpiece which result in a heat up. The process is determined
by a characteristic length δ, sometimes referred to as penetration depth of the eddy
currents, which is given by
δ =
√
ρ
pifµrµ0
. (6.2)
Here ρ is the electrical resistivity of the material, f the frequency of the induction fa-
cility, µ0 = 4pi × 10−7 N/A2 the permeability of vacuum (magnetic constant), and µr is
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the relative permeability of the material. The characteristic length on the one hand de-
scribes the current distribution in the workpiece and on the other hand gives a measure
to distinguish between low and high frequency induction. In the case of planar bodies
the induced current and power density depend exponentially on δ. A similar relation
(involving Bessel’s functions) can be found for cylinders, cf. [Nemkov, 2009, p. 436].
If the characteristic dimensions (e.g. cylinder diameter) of the workpiece are larger than
4δ, one speaks of high frequency induction. This is also the case for the considered
workpiece and the applied frequency f = 15 kHz, which is used in the following. In
the case of high frequencies, all electromagnetic processes take place in a thin skin layer
of the part. In Fig. 6.18a a schematic plot of the distribution of the eddy current I(x)
versus the depth x is shown. At room temperature the relative permeability and elec-
tric resistivity of the material are µr(20 ◦C) ≈ 600 and ρ(20 ◦C) ≈ 0.2× 10−6 Ωm,
respectively. This results in a penetration depth of δ(20 ◦C) ≈ 0.075 mm. With rising
temperature the penetration depth increases and reaches at the maximum temperature a
value of δ(1200 ◦C) ≈ 5.2 mm. To model this heat supply, the heat flux is prescribed
at an imaginary surface, see Fig. 6.18b and 6.19a.3 This heat generation surface is lo-
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Figure 6.19.: Model of one eighth of the workpiece
cated 2 mm beneath the surface of the workpiece. To further account for heat transfer
with the surrounding, a heat transfer boundary condition is specified at the outer surface,
Fig. 6.19b. Due to the multiple symmetries it is sufficient to model only on eight of the
workpiece to reduce the amount of computational effort.
3Another, even more realistic, approach to model the heat supply is to specify a volumetrically dis-
tributed heat source with depth-dependent magnitude. Of course, simulating the complete electro-
magnetic field and its influence on the workpiece would be most accurate.
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The same induction facility as in Chp. 6.1.1 is used and the induction heating is ap-
plied in two stages, as already described. In the first stage (main heating) the workpiece
is heated with a power of P1 = 42 kW for t1 = 12 s. In the second stage (homogeniza-
tion) the power is reduced to P2 = 15 kW and applied for t2 = 5 s. Using these values
directly and taking account of the size of the heat generation surface would result in too
high temperatures. Consequently, the prescribed heat flux of the model has been reduced
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Figure 6.20.: Prescribed heat flux and resulting temperature evolution
to approximately 50% of the theoretical value to incorporate various power losses of the
induction facility and the power transfer to the workpiece. The prescribed heat flux is
shown in Fig. 6.20a, where both heating stages and the abrupt change between them
are clearly visible. At t = 17 s the induction heating is finished and the workpiece is
transported to and positioned in a forging die for the subsequent mechanical treatment.
The transport is accounted by a cooling simulation without external heat supply, similar
to Sec. 6.1.2.
The temperature evolution caused by the electrical heat induction is shown for three
different points in Fig. 6.20b. All three points are located at the center of the workpiece
and distributed over the radius. The temperature rises fastest at the surface (r = 15) and
reaches a maximum temperature of θ = 1249 ◦C at t = 17 s. Following this trend are
the temperature evolutions of the other two points. Their temperature rises are slightly
delayed, not as rapid as the one at the surface, and smoothed due to the parabolic char-
acter of the underlying differential equation.
The temperature field is obtained by a finite element computation with the mesh of
Fig. 6.19c. The mesh consists of nel = 1584 twenty-seven-noded (quadratic) hexaderal
elements and nel = 240 nine-noded (quadratic) quadrilateral surface elements which
account for the heat transfer with the surrounding and the heat supply due to the heating.
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The complete model has a total of nnod = 7617 nodes with up to four unknowns each
(depending on the prescribed boundary condition of the specific node). This results in
a total number of nn = 28388 unknown primary variables and nq = 228096 internal
variables.
The preliminary investigations of the pure cooling problem (refer to Chp. 6.1.3) show
that the temperature dependence of the thermal material parameters has only a negligible
influence on the temperature evolution and distribution. Thus, the parameters of set
number 2 of Tab. 6.1 on p. 161 (which result in a good correlation with experimental
results) are chosen for simplicity.
Fig. 6.21 shows the complete temperature distribution at different times. The heat is
induced at the outer surface of the middle section and flows in radial and axial direction.
There is a strong temperature gradient in radial direction at early times of the first heat-
◦
C 1200
800
400
0
(a) Middle of first heat-
ing, t = 5 s
(b) End of first heating,
t = 12 s
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(d) Begin of compres-
sion, t = 20 s
Figure 6.21.: Temperature distribution at different times during heating stages
ing stage. This strong imbalance alleviates with time. At the end of the second heating
stage (homogenization stage) and in particular after the transport only a small tempera-
ture variation over the radius remains. Nevertheless, in axial direction the temperature
gradient is still clearly visible and plays a crucial role in the following compression.
Induced by the temperature field, a displacement field emanates from the thermome-
chanical coupling. The resulting displacement field at the end of the transport is depicted
in Fig. 6.22a. At the center of the workpiece there is no displacement due to the sym-
metry of the setup. Additionally, the displacement in axial and radial direction of two
points are plotted in Fig. 6.22b. The coordinates of points 2 and 8 correspond to the
positions of thermocouples in Fig. 6.1 on p. 155. Point 8 moves only in radial direction
(which corresponds to the x-direction) and the main movement of point 2 is in axial
direction (z-direction). Again, the effect of the two heating stages and the transport is
visible. At the top surface (point 2) there is hardly any change, while point 8 contracts
slightly. The heat flows from the middle region of high temperature to the cooler regions
of the workpiece. Consequently, the middle of the workpiece cools down a little which
causes thermal contraction. The heat distribution does not, however, have any influence
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Figure 6.22.: Displacement field during heating and homogenization stages
on the axial displacement of the top surface, since for the material the coefficient of
linear thermal expansion α = 1.2× 10−5 1/◦C is assumed to be constant.
6.3.2. Axial Compression
Following the heating process and transport, the workpiece is compressed in axial di-
rection. To model this forming process, the same finite element model as already in the
previous section is used. At the cross-sectional areas symmetry boundary conditions are
prescribed. These boundary conditions and the mesh are illustrated in Fig. 6.23. For the
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transfer of outer surfaces
Figure 6.23.: Mechanical and thermal boundary conditions during compression
top surface the displacement in axial direction u¯z(t) is prescribed. At t = 20 s the axial
displacement is positive (u¯z(20 s) ≈ 0.4457 mm) due to the thermal expansion during
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the previous heating process, see also Fig. 6.22b. Within the following two seconds,
the top surface is compressed up to a value of u¯z(22 s) = −10 mm, which corresponds
to a compression of about 10% of the initial length.4 The movement of the top sur-
face in radial direction is not constrained at all. The material parameters describing the
mechanical behavior correspond to the identified values in Tab. 4.1 on page p. 73.
The mechanical stresses caused by thermal expansion and external displacement loads
lead to plastic deformations of the material. The zones of plastic behavior are shown
in red in Fig. 6.24. Interestingly, already at the beginning of the heating process (t =
(a) t = 2.8 s (b) t = 12 s (c) t = 17 s
(d) t = 20.5 s (e) t = 22 s
Figure 6.24.: Evolution of plastic zones (red) during heating and compression
2.8 s), the metal reacts plastically in the hollow cylinder of heated material. The elevated
4The closed die forming stage, where the workpiece comes into contact with the forming die and is given
its final shape, is not considered here.
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temperature lowers the yield stress according to equation (4.72) and leads to thermal
expansion and distortion within that region. See also Fig. 4.7b on p. 73, which shows
the temperature dependence of the initial yield stress. At later times of the heating
stage (t = 12 s), the thermal expansion of the outer material leads to higher stress
in the center of the workpiece and causes there plastic yielding. However, the plastic
strains caused during the induction heating are only of the scale ‖Ci − 1‖ ≈ 0.01.
This is small compared to the values ‖Ci − 1‖ ≈ 0.45 which are reached at the center
during the compression phase. During the second heating stage (homogenization) and
the transport (t = 17 s), the thermal imbalance levels out. Even though there are still
relatively large thermal displacements there is no distortion of the material and thus no
plastic deformation. Of course this changes drastically in the following compression. In
the compression phase (t = 20.5 s) the stress is initially homogeneously distributed, but
the material at the center of the workpiece is at the highest temperature. Thus plastic
yielding starts in this region and causes the workpiece to buckle. The plastic region
gradually advances to the top of the workpiece until all material deforms plastically
(t = 22 s), while the largest plastic deformations occur at the center of the workpiece.
The complete process including inductive heat up and mechanical compression is
computed using the second order accurate method of Ellsiepen, see Chp. 5.5.3 and
App. A.2 for details. The time integration is done in combination with the adaptive
time step size control of Chp. 5.5.4. For each time step the errors of the primary and
internal variables are estimated, where different tolerances are specified for each quan-
tity. For the nodal displacements the absolute error εua = 0.1 mm and the relative error
tolerance εur = 10−3 are used. For the nodal temperatures and the internal variables the
tolerances εθa = 1 ◦C, εθr = 10−3, εqa = 10−4, and εqr = 10−2 are employed, respectively.
Fig. 6.25 shows the time step size, which is computed by the controller, versus time.
Additionally, rejected time steps are indicated by a cross. The specified initial step size
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Figure 6.25.: Time step size behavior - rejected time step sizes indicated by×
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is h = 0.1 s. This step size is reduced to h = 0.001 s for the very first time step of each
interval (to initialize the Newton extrapolator, as will be explained in the following) and
then restored to its initial value for the second step. At the beginning of the first heating
process the integration error is governed by the error of the nodal temperatures. This er-
ror is relatively small. Thus, the time integration could proceed with rather large steps.
However, the heating leads to plastic behavior of the metal, as seen in Fig. 6.24a. This
leads to high integration errors of the internal variables and results in rejected time steps
at t = 0.55 s and t ≈ 0.72 s. Thus, the step size is reduced and gradually increases
during the heating process due to a more evenly distributed temperature field. At the
begin of the second heating stage and the transport phase the time step size is reduced
to its initial value by default. During these two phases there are none or only small
plastic deformations. Hence, the time step size is rapidly increased up to a maximum
of h ≈ 2.24 s leading to very fast computations. With the start of the compression the
behavior changes dramatically. The external loads lead to increased stresses, large de-
formations, and high plastic rates. This causes in particular at the interval start several
time step rejections and small time steps. Over the course of the last integration interval
there are only small variations of the step size. This has to do with the chosen factors
of the step size controller (fmin = 0.3, fmax = 2.5, fsafety = 0.85, refer to p. 126) and is
absolutely intended since it is advantageous for the Newton process.
The computational efficiency of the overall scheme is not only determined by the
feasible time step size, but to a large degree also by the solution of the nonlinear systems,
which arise during the integration process. To this end, the Multilevel-Newton algorithm
(see Chp. 5.6.2) is employed. On local level, i.e. integration point level, a classical
damped Newton-Raphson method is used. The functional matrix is recomputed and
factorized for each iteration, since the local system is of low dimension. In the present
case seven simultaneous equations have to be solved at each point. The iterative process
requires in most cases only three to five iterations to reach the prescribed convergence
criterion ‖∆q‖ ≤ 1 × 10−10. Here, the tolerance is fixed and stricter than the one used
on the global level.5
On the global level a combination of relative and absolute tolerances based on the
initial iterates are used in the previous simulations. Both, the norm of the residual
‖G(V ,Q)‖ and the correction of the primary variables ‖∆V‖ with V T = {UT,ΘT}
are monitored. Details are given in criterion 7 on p. 191 in App. A.3.
To study the performance of different versions of the solver for the linear system,
the simple criterion ‖∆V‖ ≤ tolV is used, with tolV = 1 × 10−7. The results of the
direct solver PARDISO are given in Fig. 6.26. Displayed is the global correction ‖∆V‖
versus the iteration number for three successive time steps, which consist of two stages
each (method of Ellsiepen). Thus, the solution sequence of totally six global nonlinear
5Another possibility is to use an adaptive tolerance for the local Newton method, which is based on the
global iteration state, see criterion 4 on p. 191. However, the investigations in [Quint, 2004] show that
this can have a negative effect on the global iteration and thus, increase the total effort. The adaptive
criterion is not further considered here.
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Figure 6.26.: Convergence and efficiency of different versions of MLNA
systems is considered. The tolerance of the convergence criterion tolV is indicated by a
horizontal line and the total computation times for the nonlinear system are indicated.
In Fig. 6.26a the second order rate of convergence of the standard-MLNA (red curve)
is clearly visible. The algorithm reaches the prescribed tolerance within six to seven
iterations. For each iteration, the global functional matrix according to equation (5.151)
has to be evaluated and factorized. The chord-MLNA tries to avoid this burden as much
as possible, at the expense of its rate of convergence. Here, the functional matrix is
kept constant and set up only if the time step size changes or the rate of convergence
degrades too much. In the considered example there is a total of 3327 iterations but only
148 LU factorizations are done by the CMLNA. Consequently, the rate of convergence
drops to first order and the CMLNA (blue curve) needs more iterations. In the exemplary
interval 13 to 14 iterations are typical. However, each single iteration is a lot cheaper
than a single iteration of the standard-method. The gain is twofold, on the one hand the
contributions to the functional matrix (element matrices) are not needed and on the other
hand only back-substitutions have to be performed instead of a full LU factorization.
Looking at the local effort, the chord method needs 15.7% (in the case of mostly elastic
deformations) to 48.8% (mostly plastic deformations) of the CPU time of the standard-
method. The gain related to the solution of the linear system has the largest impact and
is approximately independent of the underlying system. Here, only 4% to 5% of the
CPU time of the standard-method are consumed.
An additional acceleration can be achieved by the Newton extrapolator as described
in Chp. 5.6.4. Its effect for the standard- and CMLNA is depicted in Fig. 6.26b. Both
methods profit largely from the extrapolator, which improves the quality of the initial
iterate. Thereby, it reduces the number of iterations by one to two for the standard-
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method and two to three for the chord-method. Furthermore, it stabilizes the iteration
process and allows larger time steps (which would be limited by the Newton process
instead of the time integration, otherwise).
For large systems the difference between the chord- and standard-MLNA becomes
even more pronounced. While the local effort grows linearly with the number of in-
tegration points (i.e. the number of elements), the solution effort of the linear system
grows much faster. This is demonstrated using a very fine discretization of the work-
piece, as shown in Fig. 6.27. In this case linear elements are used, which lead to a
41053 = nnod nodes
37620 = nel lin. hex. elements
1980 = nel lin. quad. elements
158596 = neq global unknowns
2106720 = nq internal variables
2710 s = CPUl local
6528 s = CPUg global
9381 s = CPUt total
Figure 6.27.: Workpiece discretized with a fine mesh using linear elements and corre-
sponding computation times of combined Ellsiepen-CMLNA approach
smaller bandwidth of the iteration matrix (see Fig. 5.19 on p. 148 and the remarks there)
in comparison to higher order elements. The smaller bandwidth is accompanied by a
lower number of nonzero entries in the sparsity pattern, thus consuming less memory,
and allowing the solution of more global unknowns. For neq = 158596 unknowns, back-
substitutions need only about 1% of the computation time of the complete LU factoriza-
tion. The combined approach of Newton extrapolator and CMLNA seems mandatory in
this case.
Finally, all proposed acceleration techniques are compared to the standard approach.
The comparison is done for the setup shown in Fig. 6.23 with two different prescribed
displacements. In the first case a compression of u¯z(22 s) = −10 mm is considered,
which is also investigated in Fig. 6.24 and Fig. 6.25. In the second case a compression
of u¯z(22 s) = −30 mm is prescribed. The corresponding deformed configuration and
temperature distribution is shown in Fig. 6.28a.
In the standard approach (Std.) the backward Euler method is used for time integra-
tion. It is combined with the standard-MLNA without extrapolator, Sec. 5.6.2. The time
step is adjusted according to the number of Newton iterations. If the number exceeds a
value of 15 or the algorithm does not find a solution the time step is reduced (multiplied
by 0.3). If the number of Newton iterations is less than or equal to four the time step
size is increased (multiplied by 1.2). In all other cases the time step size is kept constant.
Parallelization is not exploited, thus only one processor is used.
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(a) Compression of workpiece by prescribed
u¯z(22 s) = 30 mm
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(b) Comparison of CPU times (Opt. 1: CMLNA
with Ellsiepen, Opt. 2: same as Opt. 1 but using
efficient quadrature rule)
Figure 6.28.: Overall efficiency of the standard procedure in contrast to the optimized
(adaptive) algorithms
The standard approach is contrasted with the optimized (adaptive) algorithms. Here,
the second order accurate method of Ellsiepen is used for time integration in combina-
tion with the embedded adaptive step size control, see Sec. 5.5 and App. A.2. It is used
with the CMLNA and uses the extrapolator for the global variables, both explained in
Sec. 5.6.4 (Opt. 1). Furthermore, the influence of efficient quadrature rules is investi-
gated (Opt. 2). Here the fourteen point rule of Stroud, given in Tab. A.1 on p. 187. Both
optimized algorithms exploit parallelization and use four threads.
In Fig. 6.28b a large difference is seen between the standard and the optimized algo-
rithms. The factor is for the smaller deformation (u¯z(22 s) = −10 mm) about 39.2
for Opt. 1 and 53.4 for Opt. 2, i.e. Opt. 1 needs about 2.5% of the CPU time of
the standard procedure and Opt. 2 only 1.9%. In the case of the larger deformation
(u¯z(22 s) = −30 mm) the difference is even more pronounced. Here Opt. 1 uses 1.9%
and Opt. 2 uses 1.4% of the CPU time of the standard procedure. Computing a solution
on a fine mesh such as the one depicted in Fig. 6.27 would not be feasible using the
standard procedure.
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The purpose of this thesis is to further the understanding and prediction of advanced
thermomechanically coupled forming processes. The project, which is the basis of this
thesis is part of a twelve year joint research effort and has been developed during the
first four years. Thus, it is not intended to answer all open questions yet.1 The com-
plexity and the strong interdependency of the studied processes demand an approach on
the basis of computational science and engineering. Such a CSE-approach comprises a
broad spectrum ranging from physical models to numerical algorithms and their imple-
mentation on current computer hardware. In this regard several open issues, which are
relevant for the studied process, are identified and covered.
For the low alloy steel 51CrV4 the mechanical and thermal properties were not avail-
able. Thus, basic experiments are conducted that characterize some principle features.
The mechanical behavior at room temperature is captured by various tensile tests in the
small strain regime. The steel behaves symmetric in tension and compression and shows
already at room temperature a small rate dependence. The specific heat capacity is de-
termined by differential scanning calorimetry. The measurements show a strong jump
around 700 ◦C due to the Curie transition and metallic phase transformations. Addi-
tionally, the thermal conductivity and the emissivity of the steel are determined. The
emissivity shows a similar irregularity around 800 ◦C. Additional experiments reveal
that the abrupt change of the emissivity is permanent.
Material models with only a small number of temperature-dependent parameters are
still considered to be state of the art in finite element analysis of engineering problems.
However, it is known that in principle all parameters depend on temperature and that
this dependence can be strongly nonlinear as seen in the presented experiments. In
this work the temperature distribution within the workpiece and consequently the bal-
ance of energy play a crucial role. Accordingly, a material model for 51CrV4 based on
the thermodynamic framework and the multiplicative decomposition of the deformation
gradient is developed. It is an extension of the model proposed by Helm [2006], where a
special focus is put on the mechanical heat dissipation in monotonous processes. Here,
an alternative multiplicative decomposition of the deformation gradient into an elastic,
a thermal, and a plastic part is chosen. The volumetric part of the free energy is of Neo-
Hookean type and the dilatoric part follows the proposal in Hartmann and Neff [2003].
Furthermore, relevant material properties are modeled as temperature-dependent quan-
tities. To allow a highly efficient computer implementation, the material equations are
1The author worked on the C1-project of the Transregional Collaborative Research Center SFB/TR
TRR30 in Kassel.
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simplified with the assumption of small elastic strains.
To investigate the thermo-physical behavior, the material model is used in cooling
tests. The best correlation of the simulation and experimental data is achieved using
temperature-dependent parameters. However, a fairly good agreement can also be ob-
tained with constant material parameters and properly set boundary conditions. This
can be of practical interest when no experimental data of thermo-physical properties is
at hand and further leads to a linear model with considerably reduced computational
effort.
An accurate prediction of the temperature distribution in time and space plays an im-
portant role in the studied processes. The local temperature evolution within the work-
piece governs micro-structural solid state phase transformations and is therefore studied
in detail. For the simulation of the temperature field a semi-discrete approach is used,
consisting of a finite element approximation in space and a high-order Runge-Kutta inte-
gration in time. The proposed procedure has the main advantage that higher order rates
of convergence in time can be achieved independently of the spatial approximation. The
rate of convergence and the computational costs are investigated in an example and show
that on the one hand the theoretical rates are indeed achieved. On the other hand the sec-
ond order accurate method of Ellsiepen with time-adaptive step size control proves to
be most efficient. The methods are in particular superior to the backward Euler method,
which is widely used and recommended. Moreover, the embedded step size control of
the high-order methods allows moreover to maintain a defined level of error at each time
step.
Concerning the fully coupled thermomechanical problem, the vertical method of lines
(semi-discrete approach) is applied using isoparametric finite elements for the spatial
discretization. It is shown that this approach leads to a nonlinear differential-algebraic
equation system, where the differential part stems from the evolution of the internal vari-
ables (describing viscous and plastic material effects) and the time-dependent tempera-
ture field. The algebraic part of the system comes from the quasistatic balance of linear
momentum. The new point of view allows the consistent application of higher order time
integration methods. To this end, adaptive high-order time integration is investigated,
which is already known to be efficient for purely mechanical problems. Stiffly accurate
diagonally implicit Runge-Kutta methods (SDIRK-methods) with step size control are
applied, which also yield good results in the considered thermal problem. To account
for the yield condition and to ensure objectivity, the time integration is performed in the
reference configuration in combination with a return mapping consisting of an elastic
predictor and a plastic corrector. In accordance with the results of quasistatic plasticity
problems, an order reduction is seen for DIRK-methods. This prevents the achievement
of higher orders than two. On the other hand, the method of Ellsiepen again proves to
be most efficient and allows the application of an embedded error control. Contrary to
popular myth (see for example [Jansohn, 1997, p. 2]), the results show that high-order
methods are suitable for thermomechanically coupled problems, are more efficient than
standard procedures, and allow an error control, respectively a time step adaptivity.
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Due to the strong coupling of the intended application and to exploit the advantages
of high-order accuracy and time-adaptivity a monolithic scheme is employed. This re-
sults in a large global system of equations, with an unsymmetric iteration matrix when
Newton-type solution schemes are applied. To accelerate the solution process, several
properties are taken advantage of. First of all, the convergence behavior (and thus, the
required computational effort) of Newton-type iteration schemes depends on the quality
of the initial iterate. In standard textbooks on nonlinear finite elements such as [Bathe,
1996], [Belytschko et al., 2004], and [Wriggers, 2009], the authors suggest to use the
solution from the previous time step as starting point. They further point out that the
lack of robustness of the Newton-procedure is the cause for major restrictions on the
time-step size of implicit methods. To enhance the quality of the initial iterate a linear
extrapolator is proposed. It uses the information from previous time stages of the DIRK-
method to compute the new initial iterate. The extra effort is negligible since it requires
only a fused multiply-add operation.2 On the other hand it significantly improves the
robustness of the Newton process allowing larger time steps (only limited by accuracy
considerations of the time integration) and accelerates the iteration process. Doing so,
the number of required iterations can be reduced by one third.
At the heart of the Newton process and thus, the numerical process as a whole, is
the solution of the global linear system. Its solution can consume over 80% of the total
computation time and its fast solution is compulsory. Looking at the complete sequence
of linear systems emanating within implicit finite element analysis further aspects for
an acceleration can be identified. When using iterative solvers a user-prescribed stop-
ping tolerance has to be specified. Taking an adaptive tolerance (according to the state
of the Newton convergence, i.e. low at the beginning and high at the end) can lead to
savings of more than 14%. The main improvement is given by reducing the costs of the
preconditioner. Although it is common to compute the preconditioner each time before
the iterative solver is started, one can freeze the preconditioner for a large number of
solution calls. It turns out that in some problems it is sufficient to compute the precon-
ditioner only once at the very first time-step. Even if the preconditioner is computed for
every fortieth call of the solver one can save an overall computational time of more than
50% in many applications.
When direct solvers are used for the linear system, a similar approach can be pursued.
Bathe [1996] recommends to use the exact tangent stiffness matrix in order to profit from
second order rate of convergence. However, this property is restricted to the vicinity
of the exact solution, i.e. when the iterate is already sufficiently close to it. This is in
particular not given at the beginning of the iteration process when using large time steps.
Using instead the multilevel-Newton algorithm (MLNA) in combination with the chord-
method, the exact tangent is computed only once. This spoils the second order rate of
convergence, thus leading to more iterations, but reduces the total CPU time. In fact
2A fused multiply-add is a floating-point multiply-add operation performed in one step, with a single
rounding. This is implemented inside many current microprocessors such as the Intel Itanium.
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the exact MLNA takes two and a half times as much computation time as the Chord-
MLNA. In the case of thermomechanically coupled simulations the difference is even
bigger and for medium sized problems a factor of six to seven is not unusual. Of course,
best would be to combine the advantages from both approaches. This could probably
be done using Krylov-subspace recycling as described in [Parks et al., 2006]. Another
interesting approach are matrix-free iterative methods along a similar line of thought.
However, the determination of the necessary preconditioner is in this context still an
open question and subject of current research.
To capture all important phenomena during the thermomechanical production process
other issues should be considered in future work. First of all, thermomechanical exper-
iments have to be conducted to determine the material properties at high temperatures.
Most suitable for this purpose are compression tests with large deformations similar to
the experiments done in [Brown et al., 1989]. With the experimental results at hand,
the parameters of the presented material model can be determined without resorting
to theoretical considerations. Furthermore, the material model has to be extended by
phase transformations. This can be done along the lines of [Wolff et al., 2008], where
phase fractions are proposed as additional internal variables with further evolution equa-
tions. This extension fits well with the overall structure of the proposed DIRK-MLNA
approach. Preliminary studies in this direction have already been conducted with en-
couraging results.3 Regarding the interaction of the workpiece and the work tool, ther-
momechanical contact has to be considered. The treatment of thermomechanical contact
using finite elements is described for example in [Pantuso et al., 2000; Peric´ and Owen,
2004; Rieger and Wriggers, 2004], but has not been studied in connection with high-
order time integration. Research in the fields of material testing, material modeling, and
simulation is on going in various projects of the SFB/TR TRR30.
The scope of the thesis is restricted to the solid body and interactions with other bodies
are included as boundary conditions. An exact determination of the thermal energy ex-
change of the workpiece with its surrounding environment by convection and radiation
is still difficult and requires also further investigations. A promising approach is to use
thermal fluid-structure interaction simulations. In this context, the author and collabo-
rators extended the presented DIRK-approach to a two-dimensional coupled simulation
of the workpiece and the surrounding air. Heat conduction within the workpiece is com-
puted with the presented finite element approach using the in-house code Tasafem. The
fluid flow around the workpiece is simulated with the finite volume program τ -code, see
for example [Gerhold et al., 1997]. Both programs run on different machines and are
coupled via the Component Template Library (CTL), refer to [Matthies et al., 2006]. It
turns out, that the advantages already seen in the thermomechanical solid simulations
are carried over to the thermally coupled FSI-problem. In future research, this approach
should be validated in experiments and extended to complex three-dimensional settings.
3See the student reserach projects of Büchling [2010] and Rothe [2010], which were supervised by the
author.
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A.1. Numerical Integration Formulas
In multidimensional cases Gaussian quadrature rules, obtained by applying the one-
dimensional rule to each coordinate, are no longer optimal. So-called direct methods,
constructed on the basis of three-dimensional monomials ξaηbζc, are often more effec-
tive. In fact, the six-point (non-Gaussian) rule in Tab. A.1 with quadrature points on the
faces of the biunit cube attains the same accuracy as the 2 × 2 × 2 = 8 point Gaus-
sian quadrature. Even higher is the difference in the case of the 13 and 14 point rules,
which are developed in [Hammer and Stroud, 1958] and described in the FEM context
in [Irons, 1971]. The 14 point rule is also given in Tab. A.1. In [Hellen, 1972] it is shown
that these rules are of similar accuracy as the standard 3×3×3 = 27 point rule for both
very distorted and regular shaped serendipity elements with 20 nodes. A slightly less
Table A.1.: Coordinates and weights for integration on biunit cube
nip order of accuracy ξl ηl ζl γl
4 2 0 ±√2/3 −1/√3 2
±√2/3 0 1/√3 2
6 3 ±1 0 0 4/3
0 ±1 0 4/3
0 0 ±1 4/3
6 3
√
1/6 ±√1/2 −√1/3 4/3
−√1/6 ±√1/2 √1/3 4/3
−√2/3 0 −√1/3 4/3√
2/3 0
√
1/3 4/3
14 5 ±√19/30 0 0 320/361
0 ±√19/30 0 320/361
0 0 ±√19/30 320/361
±√19/33 ±√19/33 ±√19/33 121/361
accurate rule is derived in [Stroud, 1967] and given in Tab. A.2. Analytical expressions
for the computation of more accurate representations are derived in [Peterson, 2009].
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Table A.2.: Coordinates and weights for integration on biunit cube
nip order of accuracy ξl ηl ζl γl
13 5 0 0 0 A
±(a b b) B
±(b a b) B
±(b b a) B
±(c c a) C
±(c d c) C
±(d c c) C
a = 8.80304406699309780477378182098603E−01
b = −4.95848171425711152814212423642879E−01
c = 7.95621422164095415429824825675787E−01
d = 2.52937117448425813473892559293236E−02
A = 1.68421052631578947368421052631579E+00
B = 5.44987351277576716846907821808944E−01
C = 5.07644227669791704205723757138424E−01
An overview on state of the art quadrature and cubature rules is given in [Cools, 2003].
The parameters of the methods can be retrieved as download from the authors website.
For the computation of mass matrices, the application of Lobatto integration, given
in Tab. A.3, and their corresponding extension to the multidimensional case is some-
times advantageous. The formulas automatically lead to diagonal matrices and satisfy
Table A.3.: Coordinates and weights for Lobatto integration
nip order of accuracy ξl γl
2 2 ±1 1
3 4 ±1 1/3
0 4/3
4 6 ±1 1/6
±√5/5 5/6
the discrete maximum dissipation principle, as shown in [Rank et al., 1983]. Thus, they
are interesting for time dependent diffusion problems such as heat conduction. Another
application is the solution of dynamic problems using the FEM in combination with ex-
plicit time integration methods. A (sparse) band structured mass matrix would prohibit
the advantage of the explicit method.
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There are also many integration rules for triangles and tetrahedra, see for example
[Dhatt and Touzot, 1985, p. 258], [Hughes, 2000, p. 173], [Wriggers, 2009, p. 118 and
p. 122] and the literature cited therein.
A.2. Butcher Tableaus of Runge-Kutta Methods
Implicit Runge-Kutta methods are given by the stages ci, the weighting factors bi, i =
1, . . . , s, and the coefficient matrix aij . These parameters are written compactly in the
form of Butcher arrays. In particular the structure (population) of the coefficient ma-
trix A = [aij] has a strong influence on the methods stability characteristics and its
computational effort. It can take on any of the forms given in Tab. A.4.
Table A.4.: General form of Butcher arrays
c1 a11 a12 . . . a1s
c2 a21 a22 . . . a2s
...
...
... . . .
...
cs as1 as2 . . . ass
b1 b2 . . . bs
(a) Fully implicit Runge-Kutta
methods
c1 a11
c2 a21 a22
...
...
... . . .
cs as1 as2 . . . ass
b1 b2 . . . bs
(b) Diagonally implicit
Runge-Kutta methods
c1 γ
c2 a21 γ
...
...
... . . .
cs as1 as2 . . . γ
b1 b2 . . . bs
(c) Singly diagonally im-
plicit Runge-Kutta
methods
The most simple method within this class is the popular backward Euler method with
the Butcher array
1 1
1 yn+1 = yn + hn f
(
tn+1,yn+1
)
. (A.1)
In the literature, Runge-Kutta methods are often denoted by different names. The well
known θ-method is given by
θ θ
1 yn+1 = yn + hn f
(
tn + θhn , (1− θ)yn + θyn+1
)
. (A.2)
It includes the explicit Euler method (θ = 0), the midpoint rule (θ = 12 ), and the back-
ward Euler method (θ = 1). Another example is the α-method, which is given by
0 0
1 1− α α
1− α α
yn+1 = yn + hn
(
(1− α)f (tn,yn) + αf (tn+1,yn+1)
)
. (A.3)
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Using the parameter α = 0 and α = 1, again leads to the forward and backward Euler
method, respectively. The trapezoidal rule is attained for α = 12 .
As pointed out in Chp. 5.5, diagonally implicit Runge-Kutta methods (DIRK) form a
good compromise between stability and computational costs. The efficiency is further
improved by using an embedded Runge-Kutta method of lower order to obtain an error
estimate. Butcher arrays of the embedded DIRK methods, which are used in this work,
are given in Tab. A.5. For each method, the number of stages s, the order of the main
Table A.5.: Butcher-arrays of embedded DIRK-methods
(a) Ellsiepen’s method [Ellsiepen, 1999, p. 89] (s = 2, p = 2, pˆ = 1)
α α
1 1− α α
1− α α
1− αˆ αˆ
α = 1− 12
√
2, αˆ = 2− 54
√
2
(b) Combination of trapezoidal and backward Euler method (s = 3, p = 2, pˆ = 1)
0 0
1 0 1
1 0.5 0 0.5
0.5 0 0.5
0 1 0
(c) Cash’s method [Cash, 1979] (s = 3, p = 3, pˆ = 2)
γ γ
δ τ − γ γ
1 α β γ
α β γ
αˆ βˆ 0
γ = 0.4358665215084580
τ − γ = 0.2820667392457705
α = 1.2084966491760101
β = −0.6443631706844691
δ = 0.7179332607542295
αˆ = 0.7726301276675511
βˆ = 0.2273698723324489
(d) Hairer & Wanner’s method [Hairer and Wanner, 2002] (s = 5, p = 4, pˆ = 3)
1
4
1
4
3
4
1
2
1
4
11
20
17
50 − 125 14
1
2
371
1360 − 1372720 15544 14
1 2524 −4948 12516 −8512 14
25
24 −4948 12516 −8512 14
59
48 −1796 22532 −8512 0
method p, and the order of the embedded method pˆ are specified.
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A.3. Convergence Criteria of Global Newton
Method
On the global level, the algebraic equation system (5.148) has to be solved, which reads
in component form
G(V ,Q ) =
{
Gu(U ,Θ,Q )
Gθ(U ,Θ,Q )
}
= 0, (A.4)
where the vector V T := {UT,ΘT} contains all global variables. In the special cases of
purely mechanical and purely thermal problems, it is equal to the vector nodal displace-
ments and nodal temperatures, respectively. To terminated the global Newton method,
an appropriate convergence criterion has to be specified. Here, the user can choose from
eight different criteria. These are listed in the following and include the classical criteria
of the correction 1, the residual 2, and the combination of both 3.
1. Global correction based tolerance:
‖∆V‖ ≤ tolV
2. Residual based tolerance:
‖G(V ,Q)‖ ≤ tolG
3. Combination of global correction and residual based tolerances:
‖∆V‖ ≤ tolV , and ‖G(V ,Q)‖ ≤ tolG
4. Variable local tolerance, depending on the global convergence:
‖∆V‖ ≤ tolV ,
set tolerance of local Newton iterations to
tolQ = max
(
min
(
‖∆V‖2, tol(0)Q
)
, tolminQ
)
5. Combination of relative and absolute tolerance, based on the norm of the con-
verged global variables at the previous stage
‖∆V‖ ≤ tolrelV ‖Vi−1‖+ tolabsV √neq
6. Combination of relative and absolute tolerance, based on the initial residual
‖G(V ,Q)‖ ≤ tolrelG ‖G
(
V (0),Q(0)
)‖+ tolabsG √neq
7. Combination of relative and absolute tolerances, see 5 and 6 for details
‖∆V‖ ≤ tolrelV ‖Vi−1‖+ tolabsV √neq, and
‖G(V ,Q)‖ ≤ tolrelG ‖G
(
V (0),Q(0)
)‖+ tolabsG √neq
8. Newton tolerances based on the tolerances of the DIRK-method
‖∆V‖ ≤ tolrelV ‖V (0)‖+ tolabsV √neq with
tolrelV = εr/100, tolabsV = εa/100
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Setting the local Newton tolerance according to 4, i.e. starting with a rough tolerance
and refining when approaching the exact solution on global level, leads in special cases
to a performance increase. Unfortunately this does not hold in general due to the inter-
ference between the local and global level. This is investigated in detail in [Quint, 2004]
and [Hartmann, 2005], where it is called “improved MLNA”. Specifying relative and ab-
solute tolerances as in 5 and 6 can be based on theoretical considerations as in [Kelley,
2003, p. 9]. The criterion 8 has the advantage, that the accuracy is automatically related
to the user specified accuracy of the time integration.
A.4. Computation of Gradients with Respect to
Different Coordinates
Gradients of scalar and vector functions are needed within finite elements to compute
the right hand side and the functional matrix.
A typical example of a scalar function is the temperature θ. With the element interpo-
lation function (5.72), the temperature gradient with respect to the current and reference
configuration is given by
grad θ = ∂θ
∂x
=
nen∑
a=1
gradNaΘea, and Grad θ =
∂θ
∂X
=
nen∑
a=1
GradNaΘea. (A.5)
A typical example of a vector function is the displacement. The displacement gradient
is given within one element e by
gradu =
nen∑
a=1
uea ⊗ gradNa, and Gradu =
nen∑
a=1
uea ⊗GradNa. (A.6)
For the evaluation, the gradient of the shape functionNa has to be computed with respect
to the different configurations. However, these functions are formulated in terms of the
parametric coordinates ξ and a transformation into other configurations is needed
Na = Na(ξ) = Na(ξ(x)) = Na(ξ(X)). (A.7)
The position vectors in the current and reference configuration are related to the para-
metric coordinates by the element interpolation functions
x(ξ, t) =
nen∑
a=1
Na(ξ)xea(t), and X(ξ) =
nen∑
a=1
Na(ξ)Xea.
The directional derivative1 of the current position is given by
dx = j dξ, and dX = J dξ, (A.8)
1See also the remarks on material elements in Sec. 3.1.2.
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where the Jacobians are given by
J =
[
∂X
∂ξ
]
= GradξX =
nen∑
a=1
Xa ⊗GradξNa, Jij = ∂Xi
∂ξj
,
j =
[
∂x
∂ξ
]
= Gradξ x =
nen∑
a=1
xa ⊗GradξNa, jij = ∂xi
∂ξj
,
With these preliminary results, the different gradients of Na can be obtained by consid-
ering the directional derivative of the shape function Na
DNa(ξ)[dξ] = DNa(ξ(x))[dx] = DNa(ξ(X))[dX]. (A.9)
Inserting the results of (A.8) leads to
DNa(ξ)[dξ] = GradξNa · dξ = gradNa · dx = gradNa · j dξ. (A.10)
The directional derivative of Nˆa is treated in the same manner. Finally, the gradients are
given by
gradNa = j−T GradξNa, and GradNa = J−T GradξNa.
These can be evaluated analytically only for simple elements and domains. In most cases
numerical quadrature is applied and the inverse Jacobians have to be computed only at
certain points, the quadrature points. In this case the inverse Jacobians are computed
within the elements using dense matrix algorithms.
A.5. Additional Constitutive Models
A.5.1. Small Strain Viscoplasticity Model for POM
The small strain viscoplasticity model for polyoxymethylene (POM) was originally de-
veloped in [Hartmann, 2006b]. It is motivated by the rheological model in Fig. A.1
which implies an additive decomposition of the strain and the stress. The linearized
strain tensor E is split into an elastic and a viscous part, E = Ee + Ev, E = ET,
Ee = ETe , Ev = ETv . Additionally, the stress-state T = TT is assumed to consist of an
equilibrium and an overstress part, T = Te
eq
+ Th
eq
+ Tov, where the equilibrium stress
part consists of an elastic, Te
eq
= Te
eq
T, and a hysteretic part, Th
eq
= Th
eq
T. The elastic
equilibrium and the overstress part Tov = TTov are defined by elasticity relations
Tov = K0(tr Ee)I + 2G0EDe , (A.11)
Te
eq
= (KTfT (IE) +KCfC(IE)) IEI +G(JE) (fT (IE) + βfC(IE)) ED (A.12)
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Figure A.1.: Rheological model for constitutive equations of POM
with both the deformation-dependent shear modulusG(JE) and the smoothing functions
fT (IE) as well as fC(IE)
G(JE) =
α1
α2 +
√
JE
, fT (IE) = 12(1 + tanh(aIE)), fC(IE) =
1
2(1− tanh(aIE)).
Here, the invariants IE = tr E and JE = ED ·ED are defined Furthermore a is a smooth-
ing parameter and K0, G0, KT , KC , α1, and α2 are material parameters which have
to be adapted to experimental data, see [Hartmann, 2006b]. The smoothing functions
are introduced to represent the tension-compression asymmetry occurring in the exper-
iments, controlled by the material parameter β. The remaining viscous strains Ev and
the hysteretic part of the equilibrium stresses Th
eq
are given by evolutions equations, i.e.
ordinary differential equations of first order:
T˙h
eq
= cE˙D − bs˙Th
eq
(A.13)
E˙v =
β2‖E˙‖β3 + 1
η0(1 + β1‖E‖)Tov (A.14)
Here, a deformation-process dependent viscosity is applied. s˙ = ‖E˙‖ =
√
E˙ · E˙ ≥ 0
defines the rate of an arc-length and b, c, β2, β3 and η0 are additional material parameters
representing the remaining deformations and the rate-dependence as well as relaxation
behavior of the material under consideration. The material parameters are compiled in
Tab. A.6 In conclusion, the constitutive model fits into the structure
T = h(E,q) (A.15)
q˙ = r(E, E˙,q), (A.16)
with q = {Th
eq
,Ev}. In the three-dimensional case q has the dimension 12, since both
the stress and the strain tensor are symmetric. The stress state is defined by the current
state of deformation and the state of the internal variables. The latter are implicitly
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Table A.6.: Material parameters of small strain viscoplasticity model identified in [Hart-
mann, 2006b]
KT KC α1 α2 β c b K0 G0 η0 β1 β2 β3
MPa MPa MPa / / MPa / MPa MPa MPa 105 / /
7200 7200 35 0.04 1.8 200 10 5000 700 107 7 0.96 10
given by ordinary differential equations. Although the constitutive model is nonlinear, a
diagonally-implicit Runge-Kutta step can be solved explicitly since the internal variables
occur linearly, see [Hartmann, 2006b]. Thus, on quadrature-point level there are no
iterations (see function L in equation (5.149) and Tab. 5.2), i.e. only function evaluations
have to be performed on quadrature-point level.
A.5.2. Finite Strain Viscoplasticity Model for Metal at Room
Temperature
In comparison much more complicated is the model of Fig. A.2, which describes finite
strain viscoplasticity of metals with kinematic hardening and is originally published in
[Hartmann et al., 2008a]. According to the proposals of Lion [2000] and Tsakmakis and
total deformation
dissipative
part
energy
storing part
plastic
deformation
elastic
deformation
Figure A.2.: Rheological model for constitutive equations
Willuweit [2004] a multiplicative decomposition of the deformation gradient into an
elastic and a viscous part is assumed, where the latter is additionally decomposed mul-
tiplicatively into an energy storing and a dissipative part: F = FˆeFp = FˆeFˇsFd. Based
on this decomposition strain tensors relative to the inelastic intermediate configurations
are formulated. Relative to the plastic intermediate configuration an elasticity relation
is formulated, which can be expressed by quantities relative to the reference configu-
ration. The kinematic hardening behavior is modeled by strain-like quantities, where
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an additional elasticity relation defines a back-stress tensor occurring in a von Mises
yield function. Both the plastic and the energy storing intermediate configurations are
controlled by flow rules for strain tensors. Relative to the reference configuration they
can be expressed by the plastic right Cauchy-Green tensor Cp = FTp Fp and the quan-
tity Cd = FTd Fd. The extension to viscoplasticity is done by a Perzyna-type model. In
Tab. A.7 the model is summarized showing that 12 internal variables control the inelastic
Table A.7.: Constitutive model expressed with quantities relative to the reference con-
figuration
Elasticity Viscoplasticity
Loading
condition
F ≤ 0 F > 0
Flow rule 1 C˙p = 0 C˙p = Λ 32α
(
CpT˜C−CdZCp − 13(tr(T˜C−CdZ))Cp
)
Flow rule 2 C˙d = 0 C˙d = Λ
√
8/3β (CdZCd − (tr(ZCd))/3Cd)
Elasticity
relation
T˜ = K(J − 1)JC−1 + 2c10J−2/3
(
C−1p − 13 tr(CC−1p )C−1
)
Abbreviations
Z = 12
(
c1 − c23
) (
3− tr(CdC−1p )
)
C−1p + c22
(
C−1p −C−1p CdC−1p
)
F =
√
3
2
(
(CpT˜CC−1p −CdZ) · (T˜C−C−1p CdZCp)− 13
(
T˜C−CdZ
)2)− k
α = F + k, Λ = 1/η(F/σ0)rv
deformation process, where T˜ = (det F)F−1TF−T is the 2nd Piola-Kirchhoff tensor. T
designates the Cauchy-stress tensor. The aspect of integration, particularly, the incorpo-
ration of the plastic incompressibility condition is discussed in [Hartmann et al., 2008a].
The chosen material parameters are depicted in Tab. A.8. The integration step of the
Table A.8.: Material parameters of finite strain viscoplasticity model
K µ k c1 c2 β1 r σ0 η
MPa MPa MPa MPa MPa − − MPa s
166666.67 76923.08 200 6666.67 20000 0.0025 1.0 1.0 0.1
internal variables is done iteratively on quadrature-point level by solving 12 unknowns
(and one for the yield function) if F < 0 holds. Accordingly, the numerical effort is
much larger than for the small strain POM model.
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A.6. Convective Heat Transfer Coefficient of
Isothermal Vertical Cylinder
A body that is immersed in a moving fluid exchanges thermal energy with the fluid,
this energy exchange is called heat convection. The fluids movement can be driven by
external means, such as fans. In this case one speaks of forced flow and thus forced heat
convection. In the presence of temperature differences, density variations result and lead
to buoyancy forces. These let the fluid rise, independently of external forces. This effect
is technically exploited e.g. by radiators and heat exchangers. Air that is in direct contact
with the devices heats up and experiences a reduction in density. The lighter air rises
and induces a vertical bulk fluid motion, where cool air flows in from the ambience.
Both mechanisms are of technical relevance, where in the present paper the free con-
vection dominates the cooling process. The heat flux qcon is often approximated by a
linear relationship
qcon = hc (θs − θ∞) , (5.19)
where θs is the absolute temperature (in K) of the surface, θ∞ is the absolute temperature
of the surrounding fluid, and hc is the heat transfer coefficient, which reflects the mean
heat transfer. In the following it is determined on the basis of analytical and experimental
results.
According to Fig. 6.5a, the heat transfer coefficient of a vertical cylinder (length L =
0.15 m and diameter D = 0.03 m) has to be found. Simplifying the investigation, an
isothermal setting is assumed here, in contrast to the real experiment. The convective
heat transfer coefficient is related to the Nusselt number Nu and the heat conductivity of
air λ by
hc =
Nuλ
L
. (A.17)
The Nusselt number is a dimensionless parameter that characterizes the heat transfer
properties of the boundary layer. It can be expressed in terms of further dimensionless
parameters of the fluid flow, namely the Grashof and the Rayleigh number. The Grashof
number gives the ratio of buoyancy to viscous forces acting on the fluid
Gr = gβ(Θs − θ∞)L
3
ν2
, (A.18)
where g = 9.81 m/s2 is the gravitational acceleration and β is the volumetric thermal
expansion coefficient, which can in the case of ideal gases be approximated by β = 1/θf,
cf. [Incropera et al., 2007, p. 564]. The parameter ν is the kinematic viscosity of air,
which also depends on the fluid temperature θf.
In [Churchill and Chu, 1975] a correlation between Ra, Pr, and Nu is derived for
laminar (104 . Ra . 109) and turbulent (109 . Ra . 1013) flow over an isothermal
vertical plate
NuP =
[
0.825 + 0.387Ra
1/6
[1 + (0.492/Pr)9/16]8/27
]2
, (A.19)
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which is also recommended in [Gnielinski et al., 2006]. Slightly better accuracy is
obtained in the case of laminar flow with the equation
Nup = 0.68 +
0.670Ra1/4
(1 + (0.492/Pr)9/16)4/9) , Ra . 10
9, (A.20)
cf. [Churchill and Chu, 1975]. In these expressions the similarity parameter Prandtl
number Pr = νρcp/λ = Ra/Gr is used. Its values can be found for different tempera-
tures for example in [Incropera et al., 2007, p. 941].
In comparison with a flat plate the curvature of a cylinder leads to an increased Nusselt
number. Different analytical relations are investigated and compared with experimen-
tal data in [Popiel et al., 2007]. The authors find that the equation of Cebeci [1974]
correlates best with their experimental data
Nu =
(
1 +B
[
321/2(Gr)−1/4
(
L
D
)]C)
NuP (A.21)
where
B = 0.0571322 + 0.20305Pr−0.43,
C = 0.9165− 0.0043Pr1/2 + 0.01333 ln(Pr) + 0.0004809/Pr.
Using equation (A.21), the convective heat transfer coefficient h is computed for three
different surface temperatures θs. According to [Kays et al., 2005, p. 383], all proper-
ties (Ra, Pr, . . . ) have to be evaluated at a specific reference temperature. Almost all
reported data and data correlations use the average film temperature θf = 12(θs + θ∞),
which is also employed here. The temperature at the outer edge of the boundary layer
is fixed at θ∞ = 290 K. The resulting intermediate values and heat transfer coefficients
are summarized in Tab. A.9 and are obtained by equations (A.17), (A.18), (A.20), and
(A.21). The average heat transfer coefficient (due to free convection) of a vertical cylin-
Table A.9.: Parameter
Θs θf ν(θf) Pr(θf) λ(θf) hc(θf)
◦C K m2/s - W/mK W/(m2K)
434 500 38.79 · 10−6 0.684 40.7 · 10−3 9.61
834 700 68.10 · 10−6 0.695 52.4 · 10−3 10.51
1234 900 102.90 · 10−6 0.720 62.0 · 10−3 10.91
der at a constant temperature is between hc = 9 W/(m2K) and hc = 11 W/(m2K) in
the range of Θ = 400 ◦C to Θ = 1200 ◦C.
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