In this paper, we present a fluctuation analysis of a type of parabolic equations with large, highly oscillatory, random potentials around the homogenization limit. With a Feynman-Kac representation, the Kipnis-Varadhan's method, and a quantitative martingale central limit theorem, we derive the asymptotic distribution of the rescaled error between heterogeneous and homogenized solutions under different assumptions in dimension d ≥ 3. The results depend highly on whether a stationary corrector exits.
Introduction
Equations with microscopic structure arise naturally in physics and applied science, and homogenization has become important to derive macroscopic models in both periodic and random settings, see [19, 23, 26, 17] . When the underlying random medium is stationary and ergodic, stochastic homogenization replaces it by a deterministic, and properly-averaged constant, which, from a probabilistic point of view, is a law of large numbers type result. Much less is known regarding the random fluctuations though, e.g., the size of the error between heterogeneous and homogenized solutions, and the distribution of the rescaled error. The goal of this paper is to present a systematic analysis of random fluctuations produced by parabolic equations with large random potentials.
Error estimates have been derived for stochastic homogenization in different contexts, including the recent work on discrete and nonlinear setting [26, 8, 10, 11, 20] . However, asymptotic distributions are less well-understood. When the randomness is sufficiently mixing, it is natural to expect the central limit type of results to hold. For the homogenization constant, they are derived in [21, 6] . For one dimensional case or equations with bounded random potentials, when certain integral representation of the solution is available, asymptotic distributions of the rescaled errors are derived for both short-and long-range-correlated randomness, leading to Gaussian or possible non-Gaussian limit [9, 7, 1, 5, 4, 12] .
In this paper, following the framework of [14] , we focus on the example of a parabolic equation with large, highly oscillatory, random potentials. A similar type of equations has been analyzed in [2, 3, 24, 25, 16 ] to obtain either homogenization or convergence to stochastic partial differential equation (SPDE) . Asymptotic Gaussian fluctuations are proved in [3] by combinatorial techniques for an equation with Gaussian potentials. One of the main goals here is to present an example of non-Gaussian potential for which such a result holds.
The main tool we use is a probabilistic representation and the Kipnis-Varadhan's method [18] , which helps to reduce the error between heterogeneous and homogenized solutions to the Wasserstein distance between martingales and Brownian motions, plus residues caused by a corrector function. By a simple modification of the quantitative martingale central limit theorem developed by Mourrat [20] , we obtain an accurate quantification of the Wasserstein distance, and are able to derive the asymptotic distribution under different assumptions in dimension d ≥ 3. A similar approach will be applied to parabolic operators in divergence form in [15] .
The results depend highly on the existence of a stationary corrector through the dimension. On one hand, when the stationary corrector does not exist in d = 3, we prove a central limit result in Theorem 2.4 for Gaussian and Poissonian potentials. The weak convergence limit can then be appropriately expressed as a stochastic parabolic equation with an additive noise. While the distribution we analyze is written as a conditional expectation by the probabilistic representation, we are able to link it to a parabolic equation with an additive random potential and eventually show that the random potential can be replaced by a white noise. On the other hand, when the stationary corrector exists in d ≥ 5, for a large class of strongly mixing potentials, we show in Theorem 2.8 that the random fluctuation converges to the stationary corrector in distribution. The limit is not necessarily Gaussian, and the error decomposition there is consistent with a formal two-scale expansion. For the critical dimension d = 4 in which the stationary corrector does not exist, we present a decomposition of the error in Theorem 2.6 for equations with constant initial conditions. The rest of the paper is organized as follows. We state the main results in Section 2. We then review some estimates obtained in [14] and prove a quantitative martingale central limit theorem in Section 3. In Section 4, 5 and 6, we prove Theorem 2.4 for d = 3. In Section 7, Theorem 2.8 and 2.6 are proved for d ≥ 5 and d = 4 respectively. Technical Lemmas are left in the Appendix.
Here are notations used throughout the paper. We use E to denote the expectation with respect to the random environment, and E B , E W the expectations with respect to independent Browian motions B t , W t , respectively. We denote the normal distribution with mean µ and variance σ 2 by N (µ, σ 2 ), and q t (x) is the density function of N (0, t). Let G λ (x) be the Green's function of λ − 1 2 ∆. Let f λ (x) = R d ϕ(x − y)G λ (y)dy, f λ k (x) = R d ϕ(x − y)∂ x k G λ (y)dy, where ϕ is the shape function of the Poissonian potential defined in Assumption 2.3 below. The Fourier transform is denoted as F{f }(ξ) =f (ξ) = R d f (x)e −iξ·x dx. The convolution is denoted as (f ⋆ g)(x) = R d f (x − y)g(y)dy. When we write a b, it means a ≤ Cb for some C > 0 independent of ε. Let a ∧ b = min(a, b), and a ∨ b = max(a, b). For multidimensional integrations, i dx i is abbreviated as dx. Throughout the paper we assume the dimension d ≥ 3.
Problem setup and main results
Let (Ω, F, P) be a random medium associated with a group of measure-preserving, ergodic transformations {τ x , x ∈ R d }, and E denote the expectation. Let V ∈ L 2 (Ω) such that Ω V(ω)P(dω) = 0. Define the stationary random field V (x, ω) = V(τ x ω) and consider the following equation when ∂ t u ε (t, x, ω) = 1 2 ∆u ε (t, x, ω) + i 1 ε V ( x ε , ω)u ε (t, x, ω) (2.1) with initial condition u ε (0, x, ω) = f (x) for f ∈ C ∞ c (R d ). We will omit the dependence on the particular realization ω and write u ε (t, x) and V (x) from now on.
Let {D k , k = 1, . . . , d} be the L 2 (Ω) generator of T x , which is defined as T x f (ω) = f (τ x ω), and the Laplacian operator L =
k . We use ., . to denote the inner product in L 2 (Ω) and . the L 2 (Ω) norm. Assuming T x is strongly continuous in L 2 (Ω), we obtain the spectral resolution
where U (dξ) is the associated projection valued measure. We assume there is a non-negative power spectrumR(ξ) associated with V, i.e.,R(ξ)dξ = (2π) d U (dξ)V, V . Clearly
is the covariance function of V .
[14, Theorem 2.2] shows that ifR(ξ)|ξ| −2 is integrable, then
in probability with u hom solving the homogenized equation ∂ t u hom (t, x) = 1 2 ∆u hom (t, x) − 1 2 σ 2 u hom (t, x) (2.4) with the same initial condition u hom (0, x) = f (x) and the homogenization constant
Remark 2.1. For the singularity |ξ| −2 to be integrable around the origin, d ≥ 3 is necessary.
If an additional strongly mixing condition of V is satisfied [14, Assumption 2.4], [14, Theorem 2.6] proves an error estimate:
(2.5)
Remark 2.2. For the initial condition f , we actually only need the integrability off (ξ)(1 + |ξ|). If f ≡ const, since R d δ(ξ)(1 + |ξ|)dξ = 1, heuristically we still have the integrability off (ξ)(1 + |ξ|). It can be checked that the estimate still holds.
The goal of this paper is to go beyond the error estimate and analyze the rescaled fluctuation. In the following, we state the main results under different assumptions on the random potentials.
Central limit theorem: d = 3
Assumption 2.3. V is assumed to be Gaussian or Poissonian satisfyingR(0) > 0, and
• when V is Gaussian, for any α > 0, there exists C α > 0 such that the covariance function satisfies |R(x)| ≤ C α (1 ∧ |x| −α ).
• when V is Poissonian, V (x) = R d ϕ(x − y)ω(dy) − c ϕ , where the shape function ϕ is continuous, compactly supported and satisfies R d ϕ(x)dx = c ϕ , and ω(dy) is the Poissonian point process with Lebesgue measure dy as its intensity. Then
In particular, for the Poissonian case,
The following is the main result. 
weakly with v(t, x) solving the following SPDE with additive spatial white noise and zero initial condition:
The weak convergence is in the following sense:
1. As a process in (t, x) ∈ R + × R d , the finite dimensional distributions of ε
It is clear that v(t, x) is a Gaussian process, so Theorem 2.4 can be regarded as a central limit result.
Error decomposition by a corrector: d ≥ 4
For the Laplacian operater L =
for λ > 0. In Lemma 7.1 below, we will show that the L 2 (Ω) limit of Φ λ exists iffR(ξ)|ξ| −4 is integrable. When the potential V is short-range-correlated and d ≥ 5, we can define the corrector Φ = lim λ→0 Φ λ in L 2 (Ω) and it is the solution of
The following mixing assumption is the same as [14, Assumption 2.4].
Assumption 2.5 (Strongly mixing assumption). E{V 6 (x)} < ∞ and there exists a mixing coefficient ρ(r) decreasing in r ∈ [0, ∞) such that for any β > 0, ρ(r) ≤ C β (1 ∧ r −β ) for some C β > 0 and the following bound holds:
for any two compact sets
where o(ε| log ε|
We will see below that E{|εΦ ε 2 (τ x ε ω)|} ε| log ε| 1 2 , so Theorem 2.6 implies for fixed (t, x) that
It turns out that | log ε| 
in distribution, which implies
. Under Assumption 2.5, we have for fixed (t, x) that
15)
where C V is some deterministic constant that can be computed explicitly, and
C V is given by (7.33). If we assume some symmetry property of the distribution of V (x), e.g., E{V (x 1 )V (x 2 )V (x 3 )} = 0, ∀x 1 , x 2 , x 3 ∈ R d as in the Gaussian case, we have C V = 0, i.e., the bias vanishes.
Since Φ(τ x ω) is a stationary process, Theorem 2.8 implies that for fixed (t, x), we have
in distribution as ε → 0. The limit is not necessarily Gaussian.
Remarks on the results
We first point out an important difference between the results in Theorem 2.4 and Theorem 2.6, 2.8. When d = 3, we obtain both the weak convergence for fixed (t, x) and the weak convergence weakly in space. When d ≥ 4, our approach only leads to the weak convergence for fixed (t, x). Take d ≥ 5 for example, Theorem 2.8 shows the random fluctuation
When considered weakly in space, it is actually much smaller than ε. In general, for random variables of the form R d V (x/ε)g(x)dx with g ∈ C ∞ c , we get an order of ε d 2 . In our case, since the power spectrum of Φ(τ x ω) blows up at the origin, we actually obtain
≪ ε. The size of the error is consistent with the result obtained by the second author for Gaussian potentials [3, Theorem 2] , where it is shown that 
dx is welldefined in any dimension if we plug the formal Wiener integral expression of v(t, x). However, it is straightforward to check that
in distribution. On one hand, it indicates that (2.17) only holds for fixed (t, x) and is not true weakly in space, i.e., the o(ε) term actually contributes weakly in space. On the other hand, we note that Theorem 2.4 is consistent with (2.18) when d = 3. Now we discuss the different assumptions we made on the random potentials.
When d = 3, we assume a Gaussian or Poissonian potential to obtain the following limiting SPDE after some explicit calculations:
From the above equation, the homogenization constant σ 2 shows up as a potential, and it comes from the averaging of ε −1 V (x/ε). There is also the spatial white noiseẆ (x) coming from the rescaled potential ε V (x/ε). At a certain step, we need to get rid of the interaction between those two terms, and this is precisely the role of Proposition 4.1. Some explicit calculations facilitate our analysis.
For d ≥ 4, we assume the strongly mixing property, also known as ρ−mixing, which is only used in an estimation of fourth-order moments. For the critical case d = 4 with the logarithm scaling, we further assume the initial condition is constant to get rid of the interaction between ε t/ε 2 0 V (B s )ds and εB t/ε 2 appeared in the Feynman-Kac representation (3.1) below, and the martingale part does not contribute to the rescaled error in the end. Otherwise, we have the same term coming from the martingale part to deal with as d = 3, see (3.28). Proving the central limit result when d = 4 reduces to the weak convergence of | log λ|
2 ∆, and here we assume again a Gaussian or Poissonian potential. In the end, we point out that the expansion obtained in Theorem 2.8 is consistent with a formal two-scale expansion. Let us assume that u ε (t, x) = u hom (t, x) + εu 1 (t, x, y) + . . . with a fast variable y = x/ε, then by collecting terms of order ε −1 in (2.1), we have the equation satisfied by u 1 :
The solution u 1 can be formally written as
where G 0 is the Green's function of − 1 2 ∆. The integral is not defined realization-wise since G 0 is not integrable, but if we pass to the limit from the Green's function of λ − 1 2 ∆, we derive 22) then the formal expansion gives u ε (t, x) = u hom (t, x) + iεu hom (t, x)Φ(τ x ε ω) + . . ., which is consistent with Theorem 2.8. This indicates that when a stationary corrector exists, it is possible to obtain the random fluctuation by a formal two-scale expansion.
Refining the error
In this section, we review some key estimates in [14] , prove a quantitative martingale central limit theorem, and derive a compact form of the properly-rescaled error in (3.29), (3.30) and (3.32) for d = 3, 4 and d ≥ 5 respectively.
Error estimates
By the Feynman-Kac representation and the scaling property of Brownian motion, the solution to (2.1) is written as
Define y s := τ x ε +Bs ω as the environmental process taking values in Ω, and the regularized corrector Φ λ solve the corrector equation(λ − L)Φ λ = V. We choose λ = ε 2 from now on. By Itô's formula, the process X ε t := ε t/ε 2 0 V(y s )ds can be decomposed as X ε t = R ε t + M ε t with 
which implies
Therefore, to analyze the asymptotic distribution of u ε (t, x) − u hom (t, x) after proper rescaling, we need to refine E 1 and E 2 to separate those terms of the right order. 
Quantitative martingale central limit theorem
For E 1 , using the fact that |e ix − 1 − ix| |x| 2 , we have that
Now we analyze E 2 . By the expression in (3.11), the goal is reduced to an estimation of
(|ξ| 2 +σ 2 λ )t } and separating the terms of the right order. The following is a simply modified quantitative martingale central limit theorem we need. Proposition 3.2. Let M t be a continuous martingale with a right-continuous filtration (F t ) t≥0 and W t a standard Brownian motion, then for any f ∈ C b (R) with up to third order bounded and continuous derivatives, we have 19) where τ = sup{s ∈ [0, 1]| M s ≤ 1} and the constant C only depends on the bound of f ′′′ .
Proof. The proof follows a special case of [20, Theorem 3.2] .
Since M t is continuous, the quadratic variation process M t is continuous as well. It is clear that τ is a stopping time, and we constructM t on [0, 2] as (3.20) where b is an independent Brownian motion starting from the origin with a right continuous filtration (F b t ) t≥0 . ClearlyM t is a continuous martingale with the new filtrationF t = σ(F t ∪ F b 0 ) when t ≤ 1 and
(3.21)
For the first term, we have
For the second term, we haveM
(3.23) For almost every ω ∈ Ω,M ε t = εξ · B t/ε 2 + M ε t is a continuous, square-integrable martingale, we apply Proposition 3.2 with f = e ix and obtain for almost every ω that
where
by recalling (3.15).
Next, we consider
again by using (3.15).
In the end, since
we obtain the following results by (3.13) and (3.14). For ≈, it means the difference goes to zero in
, where
By writing v 1,ε in Fourier domain as well, we have proved that
, and in the Fourier domain the integration only charges ξ = 0, so only the bound in (3.13) matters for E 2 and we have E{|E 2 |} ε ≪ ε| log ε| 1 2 . Therefore, we obtain
4 Proof of the main theorem: d = 3
Now we are ready to prove the main theorem. Recall thatM εBy (3.4) and (3.14), EE B {(ε
} are both bounded, so since R ε t is small as in (3.4), we can replaceM ε t by εξ · B t/ε 2 + X ε t in (3.29) and obtain
so EE B {|Y ε t | 2 } is uniformly bounded, and we have
We show the interaction between X ε t and Y ε t goes to zero in the following sense: Proposition 4.1.
By the above Proposition, the rescaled corrector can be written as
For the last term in Y ε t , we can write
where the last equality comes from a simple application of the duality relation in Malliavin calculus [22] . For the sake of convenience, we present some standard facts about Malliavin calculus in Appendix C.
To summarize, we have
which combines with the following Proposition to complete the proof of Theorem 2.4.
in the sense of Theorem 2.4, and v(t, x) solves the following SPDE with additive white noiseẆ (x) and zero initial condition:
Remark 4.3. To combine (4.8) and Proposition 4.2 to prove Theorem 2.4, we need to note that the statistical error caused in (4.8) is x−independent, i.e.,
for some x−independent constant C ε → 0 as ε → 0.
Asymptotic independence, proof of Proposition 4.1: d = 3
Our goal is to prove that
where B, W are independent Brownian motions. We claim that
as ε → 0. If the claim is true, then
Poissonian case
Recall that
and since
for some constant C, where
To calculate E{(e iX ε t (B) −e
are all integrals with respect to the Poissonian point process ω(dy), we apply Lemma A.1 to obtain
σ 2 t )Y ε t (W )} = P 1 + P 2 , where 6) and P 2 is the remainder, we have the following lemma concerning P 1 .
Proof. Firstly, we have
is uniformly bounded. Then we only have to apply Lemma A.2 to complete the proof.
The rest is to prove that E B E W {|P 2 |} → 0. Actually, by the fact that
The methods to prove all the above estimates are similar, i.e., we expand e ix in power series and control each term after standard changes of variables. We will only present a detailed proof of (5.10) since it contains all the ingredients and the other terms are handled in a similar way.
Without loss of generality, we can assume |ϕ(x)| is some bounded, radially symmetric and decreasing function with compact support in the estimation.
we can divide the terms into two groups depending on whether they involve the integration in s, i.e.,
A similar decomposition holds for h B (W ). To prove 
, and (A 2 (B), A 2 (W )). In the following, we will analyze them separately.
Firstly, we write 
for some constant C > 0.
The proof of Lemma 5.4 is left in the Appendix.
Now we only have to note that
as ε → 0 to complete the proof of Lemma 5.3.
Lemma 5.5.
Again, we expand e ix in power series to obtain
Applying the following lemmas, the proof of Lemma 5.5 is complete.
(5.21)
Lemma 5.7. When N (m i ) = 2, 3, we have
The proofs of Lemma 5.6 and 5.7 are left in the Appendix.
By symmetry, we only analyze (A 1 (B), A 2 (W )), i.e., Lemma 5.8.
Similarly, we have 
The proofs of Lemma 5.9 and 5.10 are left in the Appendix.
Gaussian case
When V is Gaussian, The following lemma suffices to prove E B E W {|P 2 |} → 0.
Proof. By symmetry, we only need to prove that E B E W {I 2 n } → 0 for
29)
30) Lemma 6.1. v ε (t, x) solves the following equation
with zero initial condition.
Proof. By Feynman-Kac formula, we can write the solution to (6.1) as
σ 2 t }, so we have
Since v ε solves (6.1) with zero initial condition, the solution may be written as
We first show for fixed (t, x), v ε (t, x) ⇒ v(t, x) in distribution.
The solution to the limiting SPDE (4.9) can be written as
with W (dy) the Wiener integral.
Let
Proof. By change of variables, we have
For fixed s, u ∈ (0, t),
by the dominated convergence theorem. Since u hom is bounded, we have
which is integrable in [0, t] 2 since d = 3. Thus again by the dominated convergence theorem, the proof is complete. If V is Gaussian, then v ε (t, x) is Gaussian. Since both the mean and variance converge, we have v ε (t, x) ⇒ v(t, x) in distribution. For the convergence of finite dimensional distributions, we only need to show the convergence of E{v ε (t 1 , x 1 )v ε (t 2 , x 2 )}, but the proof is the same as in Lemma 6.2.
c ϕ dyds
is Poissonian as well, and we have the following lemma.
Lemma 6.3. For any θ ∈ R, E{exp(θv ε (t, x))} → E{exp(θv(t, x))} (6.10)
as ε → 0.
When k ≥ 3, note that G t−s (x − y) ≤ q t−s (x − y) and u hom is bounded, so we have
In the Fourier domain, by change of variables and integration in z, we have
(6.13) Changing variables ξ 2 → εξ 2 , s i → ε 2 s i , i ≥ 3, and since |F{|ϕ|}| is uniformly bounded, we have
s i dξds.
(6.14)
, which is integrable in [0, t] 2 when d = 3. Now we only have to integrate in s i , i ≥ 3 and use the fact that F{|ϕ|}(ξ)|ξ| −2 is integrable to conclude that
as ε → 0. The proof is complete.
To prove the convergence of finite dimensional distributions in the Poissonian case, we only need to apply the results for Gaussian when k = 2, and use the fact that |
For the convergence of
weakly for g ∈ C ∞ c (R d ), the discussion is the same as in Lemma 6.2 and 6.3.
Proof of the main theorem: d ≥ 4
We first consider the case d ≥ 5 when the stationary corrector exists. For constant initial condition, we will see that the discussion of the critical case d = 4 is similar to d ≥ 5.
The following lemma confirms that the existence of a stationary corrector is equivalent with the integrability ofR(ξ)|ξ| −4 . 
Proof. By spectral representation, the solution should be written as
and for it to be well-defined, we need
If the integrability condition holds, we have
by the dominated convergence theorem.
Under Assumption 2.5, R(x) decays sufficiently fast, soR(ξ) is bounded, and the stationary corrector exists when d ≥ 5. We recall (3.32) that
(7.4) v 1,ε corresponds to the contribution from the remainder R ε t , and v 2,ε corresponds to the contribution from the martingales, i.e., by the quantitative martingale central limit theorem, it reduces to the difference between quadratic variations M ε t − (|ξ| 2 + σ 2 λ )t. We will analyze v 1,ε /ε and v 2,ε /ε separately, and it turns out that the remainder contributes to the random corrector while the martingale part contributes to the deterministic error.
Analysis of v
where R ε t = ε t/ε 2 0 λΦ λ (y s )ds − εΦ λ (y t/ε 2 ) + εΦ λ (y 0 ) with the environmental process y s = τ x ε +Bs ω, we discuss the three terms respectively.
Proof. First of all, we show that
in L 1 (Ω). The result comes from an application of the quantitative martingale central limit theorem, together with the fact that EE B {| M ε t − (|ξ| 2 + σ 2 λ )t| 2 } ε 2 and E{Φ 2 λ } is uniformly bounded when d ≥ 5. Since |σ 2 λ − σ 2 | ε 2 and Φ λ → Φ by Lemma 7.1, we obtain that
in L 1 (Ω). The proof is complete.
Proof. We only need to show that
For any u ∈ (0, t/ε 2 ) that may depend on ε, we consider
s } (7.8) with F s the natural filtration associated with B. The r.h.s. of the last display can be bounded by E B {|E B {Φ λ (y t/ε 2 )|F u }|}, and since y s is invariant with respect to P, we have
By an explicit calculation, we have
as s → ∞, where R Φ λ is the covariance function of Φ λ and satisfies R Φ λ (ξ) R (ξ)|ξ| −4 . Now we have
for any u ∈ (0, t/ε 2 ). The second term goes to zero in L 1 (Ω) if we choose u so that t/ε 2 − u → ∞ as ε → 0 by the above discussion. For the first term, its L 1 norm is bounded by ε 2 (t/ε 2 − u) since Φ λ is bounded in L 2 . Therefore, we only need to choose u so that t/ε 2 − u → ∞ and ε 2 (t/ε 2 − u) → 0, e.g., when t/ε 2 − u = 1/ε to complete the proof.
Proof. We only need to show EE B {| t/ε 2 0 λΦ λ (y s )ds| 2 } → 0. By an explicitly calculation, we have that
|ξ| 2 |s−u| ε 2 dsdu,
where R Φ λ (x) is the covariance function of Φ λ . Clearly R Φ λ (ξ) R (ξ)|ξ| −4 , so by the dominated convergence theorem, the proof is complete.
Combining Lemma 7.2, 7.3 and 7.4, we conclude that
(7.14)
We will show that Z λ,ξ can be replaced by
so the term ε t/ε 2 0 Z ξ (y s )ds is again of the form of Brownian motion in random scenery, to which we will apply Kipnis-Varadhan's method again.
By a straightforward calculation, we have r.h.s. ε
The above proof shows that Z λ,ξ → Z ξ in L 1 (Ω). We claim that the convergence is actually in L 2 (Ω) by proving {Z λ,ξ } is a Cauchy sequence in L 2 (Ω).
It already converges in L 1 (Ω) by the proof of Lemma 7.5, so we only need to show it is a Cauchy sequence in L 2 (Ω) by proving
converges as λ 1 , λ 2 → 0. By a direct calculation, we obtain that 16) where 
(7.18) for some Ψ satisfying |Ψ(x)| 1 ∧ |x| −β for any β > 0. By the dominated convergence theorem and the convergence of σ 2 λ → σ 2 , we have the convergence of 
for some c > 0 and β > 0 sufficiently large. By taking the limit λ → 0, we obtain 20) and clearly it implies the integrability of (|R 1,
The proof is complete.
Now we show that for ε t/ε 2 0 Z ξ (y s )ds, we can apply Kipnis-Varadhan's result. Since we are in the probability space Ω with the measure-preserving and ergodic transformations {τ x , x ∈ R d }, the only assumption we need to verify is Z ξ , −L −1 Z ξ < ∞, see [14, Z ξ (y s )ds) 2 } is bounded uniformly in ε in our context. For the sake of convenience, we present the proof in the following lemma.
Proof. First, letR(ξ) be the power spectrum associated with V, then V, −L −1 V < ∞ is equivalent with the integrability ofR(ξ)|ξ| −2 . Now by an explicit calculation, we have
|ξ| 2 u dξdu ds.
(7.21)
As a function of s,
|ξ| 2 u dξdu is positive and increasing, so for the r.h.s. of the above display to be uniformly bounded in t, an equivalent condition is
i.e., the integrability ofR(ξ)|ξ| −2 . The proof is complete.
By Lemma 7.5, we know that
where ≈ means the error goes to zero in
By Kipnis-Varadhan's method and Proposition 7.6, 24) whereΦ is the corrector corresponding to Z ξ . This leads to
Since we have two martingales here, we apply martingale central limit theorem and ergodic theorem to show that E B {e
Proof. By stationarity, we can replace y s by τ Bs ω. To simplify the notation, we let
D kΦ (y s )dB k s . By martingale central limit theorem and ergodic theorem, we obtain that for almost every ω ∈ Ω, 27) where N 1 , N 2 are joint Gaussian with mean zero and covariance matrix tΣ, and
For the second term, we have
by the weak convergence and dominated convergence theorem. Now we let K → ∞ and calculate
Σ 11 t Σ 12 t to complete the proof.
The above proposition implies that
. By combining (3.32), (7.13) and (7.31), we conclude that
if we define
The proof of Theorem 2.8 is complete.
If we assume the symmetry condition of the distribution of V (x) = V(τ x ω), E{V (x 1 )V (x 2 )V (x 3 )} = 0, ∀x 1 , x 2 , x 3 ∈ R d as in the Gaussian case, by a direct calculation we can obtain C V = 0, i.e., the bias vanishes.
Analysis of v 1,ε : d = 4
When d = 4, by assuming the initial condition f ≡ 1, the error from the martingale part is negligible. From (3.30) , we have
with the error going to zero in L 1 (Ω). We recall that R ε t = ε t/ε 2 0 λΦ λ (y s )ds − εΦ λ (y t/ε 2 ) + εΦ λ (y 0 ) with y s = τ x ε +Bs ω. The analysis is very similar with d ≥ 5, and we present it through the following lemmas in parallel with Lemma 7.2, 7.3, 7.4.
Lemma 7.9. | log ε|
Proof. The proof is the same as Lemma 7.2 if we note that
Lemma 7.10. | log ε|
Proof. The proof is the same as Lemma 7.3 except that we have to show as in (7.10) that
for s ∈ (0, t/ε 2 ) chosen so that ε 2 s → 0. By Lemma A.9, we have
−|ξ| 2 λs dξ 1 + | log λs| | log ε| .
(7.36) Now we choose s = ε −2 | log ε| −1 . In this way | log λs| = log | log ε| ≪ | log ε| and ε 2 s = | log ε| −1 → 0 as ε → 0. The proof is complete.
Lemma 7.11. | log ε|
Proof. By an explicit calculation and Lemma A.9, (1 + log |s − u|)dsdu < ∞, (7.37) so the proof is complete. Now we can combine (3.30), Lemma 7.9, 7.10 and 7.11 to conclude that
in L 1 (Ω). The proof of Theorem 2.6 is complete.
Proof of Corollary 2.7: d = 4
The last goal is to prove the convergence in distribution of | log ε|
for Gaussian and Poissonian potentials. To keep the notation simple, we consider | log λ|
For the Gaussian case, since E{Φ λ } = 0, we only need to show the convergence of variance, i.e., | log λ| −1 Φ λ , Φ λ . This is given by Lemma A.10.
For the Poissonian case, we prove the weak convergence again by the characteristic function.
Lemma 7.12. If V is Poissonian as in Assumption 2.3, then we have ∀θ ∈ R:
Proof. The proof is similar to Lemma 6.3.
By stationarity, we can choose
Now we can write
, after a Taylor expansion and change of variables, we have
For k ≥ 3, we have
for some constant C. Since ϕ is continuous and compactly supported, we can assume here |F{|ϕ|}| to be bounded, fast-decaying, radially symmetric and decreasing. Then for the integration in ξ k−1 , by Lemma A.4, we obtain
The r.h.s. of the above display is of the form Φ λ , Φ λ withR(ξ) replaced by |F{|ϕ|}(ξ k−1 )| 2 , so by Lemma A.10, we obtain
for some possibly different constant C > 0. This leads to
as λ → 0. The proof is complete.
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A Technical lemmas
Lemma A.
Proof. If h i are all compactly supported, it is a direct calculation. The general case can be proved by approximation.
Lemma A.2.
exp( (V (B s ) − V (W s ))ds, respectively, when V is Poissonian. This is discussed in detail in [13] . By [13, Proposition 3.7, 3.8] , we have that as ε → 0
in probability, which directly leads to (A.2) if we expand e ix in power series and use the fact
For (A.3), we use the fact that |a + b| k ≤ 2 k−1 (|a| k + |b| k ) together with (A.5) to derive that
in probability. The rest is to show
in probability. Assuming R is positive without loss of generality, we have in Fourier domain that
by the dominated convergence theorem, which completes the proof.
Lemma A.3.
in probability as ε → 0.
Proof. We note that ε 2 t/ε 2 0 t/ε 2 0 R(B s − B u )dsdu is the variance of ε t/ε 2 0 V (B s )ds. By [13, Proposition 3 .7], we obtain (A.6). The proof of (A.7) is contained in the proof of Lemma A.2.
Lemma A.4. Assume f is positive, radially symmetric and decreasing, and integrable around the origin, g is bounded, integrable, positive, radially symmetric and decreasing, the f ⋆ g is bounded, radially symmetric and decreasing.
Proof. Clearly, f ⋆ g is bounded and radially symmetric, so we only need to prove it is radially decreasing.
By Fubini theorem and symmetry, it can be reduced to the one-dimensional case. Let F (x) = R f (x + y)g(y)dy, and by approximation, we assume f is smooth and bounded. So F ′ (x) = R f ′ (x + y)g(y)dy = R f ′ (y)g(y − x)dy, which implies
When x > 0, y < 0, we have x − y = |x| + |y| ≥ |x + y|, so g(x − y) ≤ g(x + y), and since f ′ (y) ≥ 0, we have F ′ (x) ≤ 0. The proof is complete.
Lemma A.5.
Without loss of generality, we assume |ϕ| is bounded, radially symmetry and decreasing function with compact support, and replace G λ , ∂ x k G λ by the above bounds in the estimates.
We take R d |f λ |(x + y)|x| 2−d dx for example. The proof of the other inequalities is similar.
by Lemma A.4, since |ϕ|⋆(e −c √ λ|x| |x| 2−d ) is a bounded, integrable, radially symmetric and decreasing function again by Lemma A.4. Now we assume |ϕ|(x) 1 ∧ |x| −α for some α > 0 sufficiently large, and bound the integral in z by
for some constant ρ > 0 [14, Lemma A.3] . The rest is a straightforward calculation. then we have
where x, y ∈ {B, W }, andB,W ∈ {0, B t/ε 2 , W t/ε 2 }.
Proof. The proofs for all choices of x s , y u ,B,W are similar. We take one example that contains all the ingredients.
Let x s = B s , y u = B u ,B = B t/ε 2 ,W = W t/ε 2 , and we consider
For (i), by change of variables, we have
For the integrals in y, z, by Lemma A.4, we have
By change of variables
, we have
For (ii), by change of variables, we have
and the rest is the same. The proof is complete. then we have
where x, y ∈ {B, W },W ∈ {0, B t/ε 2 , W t/ε 2 }.
Proof. The proof is similar to that of Lemma A.6. We do not present the details here.
Lemma A.8. Assume f, g are bounded, integrable, positive, and radially symmetric and decreasing, then we have
Lemma A.9. When d = 4 and s > 0,
Proof. By a change of coordinate,
Proof. First we consider the following integral
for some smooth and fast-decaying f . By an integration by parts, we have
Secondly, we have
(A. 19) Clearly the first part goes to zero. For the second part, by a change of variables, we obtain 
for ϕ i chosen as ϕ, g 2 , and y i chosen as y, z depending on the permutation. By a standard change of variables, we have
which leads to
for some constant C.
Next, we consider the expectation in B.
The analyze is similar except that we have to deal with integration in y, z. Again for any permutation of {s 1 , . . . , s m 1 +m 3 ,s}, denoted by S, we consider
where ϕ i is either ϕ or g 1 and y i is either y or z depending on the permutation. Let i y , i z be the smallest indexes such that y iy = y and y iz = z. By the same change of variables λ i =
(B.6) Letĩ y be the second smallest index such that yĩ y = y. The following is the order in which we integrate with respect to x, u, λ, y, z in (B.6). It ensures that the integral of |g 1 | always contains a factor of 1/|x| d−2 .
First integrate in λ i , then integrate in x m 1 +m+3+1 , . . . , x max(ĩy,iz)+1 .
If i z >ĩ y , for |ϕ iz |( iz j=1 x j − z), we integrate in z; next, we integrate in x iz , . . . , xĩ y +1 . Since i z >ĩ y , we have i y = 1,ĩ y = 2. So we are left with |ϕ 1 |(
, integrate in y, x 2 , x 1 . In the end, we integrate in u iy , u iz .
If i z <ĩ y , for |ϕ iy |( iy j=1 x j − y)|ϕĩ y |( ĩ y j=1 x j − y), integrate in y, xĩ y , then integrate in xĩ y −1 , . . . , x iz +1 ; for |ϕ iz |( iz j=1 x j − z), integrate in z. Since i z = 1 or 2, we integrate in x 1 , and in the end, integrate in u iy , u iz .
After the above integration, and using the fact that R d |ϕ|(x + y)|x| 2−d dx is uniformly bounded in y, we arrive at the following estimate
where the factor of ε −4 comes from integration in u iy , u iz .
Therefore,
for some constant C. If m 2 = m 3 = 0, the discussion is similar except that when taking E W , E B , we have to deal with the integral in z, y respectively.
In the end, we deal with the case when m 1 = m 4 = 0, so m 2 ≥ 1, m 3 ≥ 1.
We first look at the case when m 2 = m 3 = 1, i.e., by Lemma A.8 and A.5.
Next, we look at the case when m 2 + m 3 ≥ 3. By symmetry, we assume m 2 ≥ 2. Consider E B and dz, by similar discussion as before, we obtain that Combining them with Lemma A.5, the proof is complete.
Proof of Lemma 5.6.
First, we note that f λ is uniformly bounded, since F{f λ }(ξ) = F{ϕ}(ξ)(λ+ If m 1 m 3 = 0, we use a constant to bound f λ , and the rest of the discussion is similar to the proof of Lemma 5.4; i.e., first take E W , then take E B while dealing with integrals in y, z. We get the following estimate If m 2 = m 3 = 0 or m 1 = m 4 = 0, again we bound |f λ | by constant, and when taking E W , E B , deal with the integral in z, y respectively. In the end, we get the same estimate as in (B.12), which completes the proof. where F λ (x) = R d ϕ(x + y)f λ (y)dy, and x, y ∈ {B, W },B ∈ {0, B t/ε 2 },W ∈ {0, W t/ε 2 }. Note that |F λ |(x) ≤ |f λ | ⋆ |ϕ|(−x) since |ϕ| is symmetric. In the following, we will always replace |f λ | by |ϕ| ⋆ (e −c √ λ|x| |x| 2−d ) in the estimates, so we can assume it is radially symmetric. By Lemma A.6, we have that
(B.14)
where the last inequality comes from Lemma A.5. Proof of Lemma 5.9.
The discussion is similar as in the proof of Lemma 5.4, so we do not present all the details.
If m 1 m 3 = 0, we first use constant to bound |f λ |, then take E W . Next we take E B and deal with the integral in y, z. In the end, we obtain ε N (m i )+ For other cases, the discussion is similar. The proof is complete. 
