We analyze the problem of quantum-limited estimation of a stochastically varying phase of a continuous beam ͑rather than a pulse͒ of the electromagnetic field. We consider both nonadaptive and adaptive measurements, and both dyne detection ͑using a local oscillator͒ and interferometric detection. We take the phase variation to be ϭͱ(t), where (t) is ␦-correlated Gaussian noise. For a beam of power P, the important dimensionless parameter is Nϭ P/ប, the number of photons per coherence time. For the case of dyne detection, both continuous-wave ͑cw͒ coherent beams and cw ͑broadband͒ squeezed beams are considered. For a coherent beam a simple feedback scheme gives good results, with a phase variance ӍN Ϫ1/2 /2. This is ͱ2 times smaller than that achievable by nonadaptive ͑heterodyne͒ detection. For a squeezed beam a more accurate feedback scheme gives a variance scaling as N Ϫ2/3 , compared to N Ϫ1/2 for heterodyne detection. For the case of interferometry only a coherent input into one port is considered. The locally optimal feedback scheme is identified, and it is shown to give a variance scaling as N Ϫ1/2 . It offers a significant improvement over nonadaptive interferometry only for N of order unity.
I. INTRODUCTION
The phase of an electromagnetic field is not a quantity that can be directly measured. All phase-measurement schemes rely on measurement of some other quantity, which necessarily introduces an excess uncertainty in the phase estimate. The standard method of measuring the phase of a single mode is to combine it with a strong local-oscillator field, which is detuned from the signal ͑so the phase changes linearly with respect to the signal phase͒. This is called the heterodyne scheme, and introduces an excess uncertainty scaling as 1/n , where n is the mean photon number. If the signal phase is known approximately beforehand, the introduced phase uncertainty can be reduced greatly by using a local-oscillator phase that is /2 out of phase with the signal ͑homodyne measurements͒.
If there is no estimate for the phase available beforehand, it is still possible to reduce the excess phase uncertainty by adjusting the local-oscillator phase during the measurement so as to approximate a homodyne measurement ͓1-3͔. The mark II dyne measurements considered in Refs. ͓2͔ and ͓3͔ introduce an excess phase uncertainty scaling as n Ϫ3/2 . It is even possible to attain the theoretical limit, scaling as ln n/n 2 , using a more sophisticated feedback scheme ͓4͔.
The case of interferometry is quite similar. In interferometry we wish to measure the phase shift in one arm of an interferometer by counting photons in the output ports. If a phase shift varying linearly in time is introduced into the other arm ͑analogous to the heterodyne case͒, there is a large introduced phase variance scaling as n Ϫ1 . On the other hand, if feedback is used to adjust the auxiliary phase shift adaptively, the introduced phase variance is greatly reduced ͓5,6͔.
These studies are all based on single-shot measurements,
where the measurements are made on a single ͑oneor two-mode͒ pulse with finite duration and a single fixed phase. In practice, if we wish to transmit information via a beam, a time-varying phase would be more convenient. A timevarying phase may also arise through random fluctuations, and we may wish to keep track of the phase as well as possible. It is also possible to model a broadband signal that carries information by random fluctuations. We therefore consider the case of a phase subject to white noise in this paper. We consider cw measurements for both dyne measurements and interferometry. For the former, we consider both coherent beams and broadband squeezed beams. For interferometry it is not clear if there is a cw analog to the optimal two-mode states derived in Refs. ͓5,6͔. Therefore, we consider only the case of a coherent input into one port.
II. ADAPTIVE DYNE MEASUREMENTS ON A COHERENT BEAM
First, we will consider the case of cw dyne measurements on a single beam with a varying phase. It is simplest to consider a coherent beam with amplitude ␣ϭ͉␣͉exp͓i(t)͔ having a constant magnitude, but varying phase. The magnitude is scaled so that ͉␣͉ 2 is the photon flux ( P/ប). As explained above, the phase is assumed to diffuse in time, ͑tϩdt͒ϭ͑t ͒ϩͱdWЈ͑ t ͒.
͑2.1͒
Here dWЈ is a Wiener increment satisfying (dWЈ) 2 ϭdt. The spectrum for the coherent beam is a Lorentzian of linewidth ͑full width at half maximum͒ . As in the single-shot case, a quadrature of the field is measured by combining the mode to be measured with a large-amplitude local-oscillator field at a 50:50 beam splitter and measuring the outputs with photodetectors. The photocurrent is then defined by
where ␦N ϩ and ␦N Ϫ are the outputs from the photodetectors and ␤ is the local-oscillator amplitude. For a continuous coherent beam this yields
where ⌽(t) is the phase of the local oscillator, and dW(t) is a Wiener increment independent of dWЈ(t).
In making adaptive phase measurements the phase of the local oscillator is usually taken to be ⌽(t)ϭ (t)ϩ/2, where (t) is some estimate of the system phase (t) ͓7͔. With this, the signal becomes
͑2.4͒
A. Linear approximation
Provided that the estimated system phase is sufficiently close to the actual system phase, we can make the linear approximation
͑2.5͒
Rearranging this equation, we see that
is an unbiased estimator of (t) based on the data obtained in the infinitesimal time interval ͓t,tϩdt). We will denote the best phase estimate based on all the data up to time t by ⌰(t). Note that this is the best phase estimate, in contrast to the phase estimate used in the feedback (t). The variance of each phase estimate (t) is given by
Here the simple definition of the variance has been used, rather than the Holevo phase variance ͓8͔
͑2.8͒
as in Refs. ͓2-6͔. This is because we are using the linear approximation.
The noise in the estimate (t) is due entirely to the photocurrent noise, rather than the noise in the phase itself. Since dW(t) is independent of all previous noise, the updated best estimate ⌰(tϩdt) will be a weighted average of the instantaneous phase estimate (t) and the estimate from all the previous data ⌰(t).
The equilibrium value of the variance of ⌰(t), with all the individual phase estimates correctly weighted, will be denoted by ⌬⌰ 2 . From Eq. ͑2.1͒, after a time dt the phase variance of ⌰(t) with respect to the new system phase (t ϩdt) will be ⌬⌰ 2 ϩdt. The variance in the phase estimate from the latest time interval, (t), will be given by Eq. ͑2.7͒.
If we take a weighted average of ⌰(t) and (t), then the contributions from each of the phase estimates from the individual time intervals should be correctly weighted, and the variance in the weighted average should be the equilibrium value, ⌬⌰ 2 . This implies that 1 ⌬⌰ 2 ϩdt ϩ4͉␣͉ 2 dtϭ 1
Solving for ⌬⌰ 2 gives ⌬⌰ 2 ϭͱ/2͉␣͉. If we define
the number of photons per coherence time ͑or photon flux divided by linewidth͒, we have
This is the square root of the analogous result 1/4n for a single-shot adaptive measurement on a coherent pulse of mean photon number n . Explicitly, the weighted average is
͑2.12͒
Solving this as a differential equation gives
Therefore, this method corresponds to a simple negative exponential scaling of the weighting. We can also consider a more general negative exponential scaling given by
͑2.14͒
Note that with this more general scaling, ⌰(t) is no longer necessarily the best phase estimate. For most of the remainder of this paper, ⌰(t) will be used in this more general sense, rather than as specifically the best phase estimate. The best phase estimate will be found by finding the optimum value of . Taking the derivative of this expression with respect to time gives ⌰͑tϩdt͒ϭdt͑t ͒ϩ͑ 1Ϫdt͒⌰͑t ͒.
͑2.15͒
This means that this method is again a weighted average, except with a weighting that is not optimum. If we find the variance of both sides of this equation and solve for ⌬⌰ 2 we obtain 
This equation has a minimum of ⌬⌰ 2 ϭͱ/2͉␣͉ for ϭ2͉␣͉ͱ, reproducing the result found more directly above.
B. Exact treatment
The results of the previous section are all using the linear approximation ͑2.5͒. Although this approximation is very useful for obtaining the asymptotic value of the variance, it does not directly tell us what to do in the exact case. In the exact case for single-shot measurements ͓2͔, rather than averaging phase estimates from each time interval, we determine A v and B v , defined ͑for scaled time v͓0,1͔͒ as
͑2.17͒
and obtain the phase estimate from
͑2.18͒
The intermediate phase estimate in the simplest ͑mark II͒ case ͓2͔ was
We seek cw analogues of these formulas, that should reproduce the above linearized results in the appropriate ͑large N) regime. Guided by Sec. II A, we replace the definitions of A v and B v by and continue to use arg A t as the intermediate phase estimate (t). We will not consider any better intermediate phase estimates here, as these only give very small improvements over the mark II case for coherent states.
To find a formula for ⌰(t), we can use a similar approach to that used in Ref. ͓2͔ . Let us ignore the variation of the system phase in Eq. ͑2.20͒. Since we expect from Sec. II A that for large N the optimal is O(͉␣͉ͱ)ϭO(ͱN)ӷ, this is a reasonable approximation. Then we find
Ϫϱ t e (uϪt) e i(⌽Ϫ/2) dW͑u ͒.
͑2.23͒
Equation ͑2.22͒ is analogous to the corresponding result ͓2͔ for the case of single-shot measurements, except with v replaced with 1/. Note that from this derivation it naturally emerges that we should use the same exponential in the integrand for B t as for A t . From Eq. ͑2.22͒ it can be shown that
͑2.24͒
Taking the expectation value gives
͑2.25͒
If the local oscillator phase is independent of the photocurrent record, then this is exact. In the case of feedback, B t may be correlated with t , but this result should still be approximately true. Therefore, the phase estimate that will be used here is
͑2.26͒
Similarly to the single-shot case ͓4͔, we will define the variable C t ϭA t ϩB t A t * , so ⌰(t)ϭarg C t . The above derivation is not exact if the system phase is not constant; however, arg C t should still be a good estimator for the phase in the semiclassical limit. A differential equation for the feedback phase can be determined in a similar way as in Ref. ͓2͔. Using Eq. ͑2.20͒, we can determine the increment in A t , dA t ϭe i⌽ I͑t ͒dtϪA t dt.
͑2.27͒
Taking the local oscillator phase to be ⌽(t)ϭarg A t ϩ/2, we find that
so the magnitude of A t varies as
Thus ͉A t ͉ increases up to an equilibrium value given by ͉A t ͉ 2 ϭ1/2. Using this result, the increment in the feedback phase in the steady state is
Therefore, the feedback phase just changes linearly with the signal, with constant coefficient ͑rather than a timedependent coefficient as in the pulsed case ͓2͔͒.
Using this result gives the stochastic differential equation for the phase estimate (t) as
Making a linear approximation gives
Rearranging and integrating then gives the solution as
͑2.33͒
If the phase is measured relative to the current system phase, then
To determine an expression for the phase estimate ⌰(t), note that it can be simplified to
Using Eq. ͑2.21͒ and expanding the exponentials to first order gives
This demonstrates that the mark II phase estimate is approximately a weighted average of the intermediate phase estimates, just as in the pulsed case it is approximately an unweighted average ͓2͔. Note also the similarity of this result to the result for the linear case ͑2.14͒. Unfortunately the simple technique used in the linear case cannot be applied here. However, using the standard techniques of stochastic calculus, the expectation value ͗⌰ 2 (t)͘ can be determined from Eq. ͑2.36͒, in a lengthy but straightforward calculation. The result is exactly the same as that obtained using the linear approximation ͑2.16͒.
III. HETERODYNE MEASUREMENTS ON A COHERENT BEAM
In order to determine how much of an improvement feedback gives for cw measurements, we will compare it with the case of cw heterodyne measurements. For heterodyne measurements on a pulsed coherent state, the introduced phase variance is equal to the intrinsic phase variance. This indicates that the first term in Eq. ͑2.16͒ should be double for the heterodyne case, so the phase variance is
We now show this more rigorously using a similar technique to that used in Ref.
Ϫϱ t e (uϪt) e i⌽(u) ͓͑␣e Ϫi⌽ ϩ␣*e i⌽ ͒duϩdW͑ u ͔͒.
͑3.2͒
For the heterodyne case, the local oscillator phase ⌽(t) varies very rapidly, so the second term above will be negligible. This means that A t simplifies to
Since B t is also negligible, the phase estimate ⌰(t) simplifies to ⌰(t)ϭarg A t . As above, the phase will be measured relative to the current system phase. In the limit Nӷ1, the system phase does not vary significantly during the time 1/, so we can take the linear approximation, giving
Using this, the phase estimate is
Here the linear approximation has again been used. Further evaluating this gives
The variance is, therefore,
The first term here can be evaluated to give /2. In addition, it is easy to show that ͗ t 2 ͘Ϸ0 and ͉͗ t ͉ 2 ͘ϭ1/2. Using these results gives the variance as
This shows that Eq. ͑3.1͒ is correct. Using this result, the minimum variance is ͱ/ͱ2͉␣͉ for ϭͱ2͉␣͉. In terms of N, this is 1/ͱ2N, which is ͱ2 times the minimum phase variance for the adaptive case.
IV. RESULTS FOR DYNE MEASUREMENTS ON A COHERENT BEAM
In order to verify the above analytical results, the equilibrium phase variance was determined numerically for a variety of parameters. Because we do not presuppose a value for , there are two dimensionless parameters in our simulations,
From the above theory, the optimum value of is 2/ͱN for the adaptive case and ͱ2/N for the heterodyne case.
The value of N was varied from 1 up to 2.5ϫ10 37 . For each value of N, was varied from a quarter to four times 2/ͱN. Measuring time in units of ͉␣͉ Ϫ2 , the time steps used were ⌬tϭ1/10 3 . For these calculations 1024 simultaneous integrations were performed and the variance was sampled repeatedly. The integrations were taken up to time 10/, in order for the variance to reach its equilibrium value, then the variance was sampled at time intervals of 1/ up until time 100/.
The results for ϭ2/ͱN are plotted in Fig. 1 . The variances for Nϭ1 to 4ϫ10 12 are the Holevo variances, and for above 4ϫ10 12 are the standard variances. As can be seen, the results are very close to the theoretical values. To show the improvement over heterodyne measurements, the ratio of the minimum phase variance for adaptive measurements to the minimum phase variance for heterodyne measurements ͑with ϭͱ2/N) is plotted in the inset of Fig. 1 . The ratio is close to 1 for small N, but for larger N the ratio gets closer and closer to 1/ͱ2.
Alternatively we can plot the phase variance as a function of for fixed N. In Fig. 2 we have shown the phase variance as a function of for Nϭ10 6 , for adaptive and heterodyne measurements. The numerical results agree reasonably closely with the theoretical values, although there is a noticeable difference for adaptive measurements for the larger values of . Note that the minimum phase variance for adaptive measurements is at ϭ2/ͱN, and the minimum phase variance for heterodyne measurements is larger and at a smaller value of . When the value of N is increased further, the numerical results agree even more closely with the theoretical values.
V. ADAPTIVE DYNE MEASUREMENTS ON A BROADBAND SQUEEZED BEAM
The above results show that the improvement offered by adaptive measurements over nonadaptive ͑heterodyne͒ measurements in the case of a coherent beam is only a factor of 1/ͱ2 reduction in the variance. This is similar to the singleshot case, where a 1/2 reduction was found for the coherent case. However, in the single-shot case a far more dramatic reduction is found for the case of a squeezed state. Motivated by this we now consider adaptive dyne measurements on a cw squeezed beam.
It is simplest to consider broadband squeezing. Physically, this could arise as the output of a driven parametric oscillator in the limit that the decay time of the cavity is much shorter than any other relevant timescales ͓9͔. This results in the modification of the photocurrent from Eq. ͑2.3͒ to where ␣ is the amplitude of the squeezed beam, and r and are the magnitude and phase of the squeezing, respectively. In this idealized limit the noise reduction via squeezing occurs by a reduction in the shot noise level, rather than an anticorrelation between the shot noise and the later coherent amplitude ͑as in the single-shot case͒.
For reduced phase uncertainty, the phase of the squeezing should be ϭ2ϩ, where is the system phase. If we are using feedback given by ⌽ϭ ϩ/2, where is an estimate of the phase, then the photocurrent can be expressed as
͑5.2͒
It is clear that if the intermediate phase estimate used is very close to the system phase, then the factor multiplying dW will be close to e Ϫr and will be at a minimum. The better the intermediate phase estimate is, the smaller this multiplying factor will be. If the intermediate phase estimate is not perfect, it is clear that increasing the squeezing past a certain level will not reduce the multiplying factor. This is because the e 2r term will start to dominate.
It is possible to estimate the optimum squeezing and the minimum phase variance using the linear approximation. In this approximation, the variance in the individual phase estimates (t) is ͓e Ϫ2r cos 2 ͑ Ϫ ͒ϩe 2r sin 2 ͑ Ϫ ͔͒/4͉␣͉ 2 dt. ͑5.3͒
It is clear that the minimum phase variance ͑in this approxi-mation͒ will be obtained when the best phase estimates are used for . It is therefore reasonable to use the phase estimates ⌰(t) for , rather than arg A t as in the coherent case. The values of ⌰(t) will be the best phase estimates when the correct is used. As the variance of these estimates is ⌬⌰ 2 , we obtain ͗e Ϫ2r cos 2 ͑ Ϫ ͒ϩe 2r sin 2 ͑ Ϫ ͒͘Ϸe Ϫ2r ϩe 2r ⌬⌰ 2 .
͑5.4͒
This approximation will be true for small phase variances and large squeezing. Following the same derivation as for the coherent case, the only difference is the multiplying factor, so we obtain
This expression has two independent variables, and r, that can be varied in order to find the minimum phase variance. Taking the derivative of Eq. ͑5.5͒ with respect to and setting the result to zero gives ϭ ⌬⌰ 2 .
͑5.6͒
Substituting this into Eq. ͑5.5͒ gives
Taking the derivative of this with respect to r and again setting the result equal to zero gives e Ϫ4r ϭ⌬⌰ 2 .
͑5.8͒
Substituting this back into Eq. ͑5.7͒ gives the phase variance as
͑5.9͒
Thus we see that even for an arbitrarily squeezed beam, the best scaling we can obtain for the phase variance is N Ϫ2/3 , as compared to N Ϫ1/2 for a coherent beam. This difference is less than for pulsed measurements, where the phase variance for the optimum squeezed states scales almost as n Ϫ2 , as compared to n Ϫ1 for coherent states.
VI. HETERODYNE MEASUREMENTS ON A BROADBAND SQUEEZED BEAM
In order to determine the phase variance for heterodyne measurements on a squeezed beam, we can simply perform the derivation of Sec. III, except with the factor multiplying dW from Eq. ͑5.1͒ included. This means that the variance will be
Ϫϱ t e (uϪt) e i(⌽Ϫ/2) ϫͱe Ϫ2r sin 2 ͑ ⌽Ϫ ͒ϩe 2r cos 2 ͑ ⌽Ϫ ͒dW͑ u ͒.
͑6.2͒
Here we have used the assumption that the phase of the squeezing is 2ϩ. Note that the derivation of Sec. III takes the phase relative to the current system phase. This means that to a first approximation we may take (u)ϭ0.
In order to determine the phase variance, we must determine the expectation values ͉͗ t ͉ 2 ͘ and ͗ t 2 ͘. We find
Ϫϱ t e 2(uϪt) ͑ e Ϫ2r sin 2 ⌽ϩe 2r cos 2 ⌽ ͒du.
͑6.3͒
As the local oscillator phase ⌽ is varying rapidly in the heterodyne case, we may take the average values of sin 2 and cos 2 , giving Ϫϱ t e 2(uϪt) e 2i⌽ ͑ e Ϫ2r sin 2 ⌽ϩe 2r cos 2 ⌽ ͒du.
͑6.5͒
Taking trigonometric averages as above gives
Using these results we obtain the phase variance as
This differs from the result for the coherent case by the multiplying term cosh(2r)Ϫ 1 2 sinh(2r). This has a minimum of ͱ3/2 for rϭln(3)/4. Using this value, we obtain the minimum variance as 3 1/4 ͱ/(2␣) for ϭ2ͱ͉␣͉/3 1/4 . Thus we find that the scaling is the same as for a coherent beam, and the multiplying factor is only about 7% smaller. In contrast there is a factor of two difference in the single-shot case.
VII. RESULTS FOR DYNE MEASUREMENTS ON A BROADBAND SQUEEZED BEAM
The results for the cw squeezed beam were obtained by a similar method as for the coherent case. Only variation in the variables N and of Eq. ͑4.1͒ was considered, and time was measured in units of ͉␣͉ Ϫ2 . The step sizes used were ⌬t ϭ1/10 3 . The integrations were taken up to time 30/, then the variance was sampled every time step until time 130/. The integration was performed using the photocurrent given in Eq. ͑5.1͒ with ϭ2ϩ.
It was found that when (t)ϭarg C t was used in the feedback, very poor results were obtained. This is a similar result to the case for single-shot measurements, where using arg C v feedback results in large phase variances ͓4͔. This is because, when the intermediate phase estimates are extremely good, the results do not distinguish easily between the real system phase and the system phase plus . This means that many of the results are out by , resulting in a large overall phase variance.
In order to avoid this problem, rather than using arg C t in the feedback, an intermediate phase estimate given by
was used, with constant. Note that this is the same as used to obtain phase measurements close to optimum in the single-shot case, except that there a time-varying was used. For each value of N there are three variables that can be altered to minimize the phase variance: , r, and . It is not calculationally feasible to consider a range of values for all three variables. Instead, different values were tried systematically to find the minimum phase variance.
The minimum phase variances obtained by this method are plotted as a function of N in Fig. 3 . The theoretical values given by Eq. ͑5.9͒ are also shown in this figure. The numerical results are higher than the theoretical values, but they have the same scaling with N, namely, N Ϫ2/3 . If we plot the ratio of the numerical results to the theoretical values as in the inset of Fig. 3 , we find that for the largest values of N the ratio levels off at about 2.6. Now note that, from Eqs. ͑5.8͒ and ͑5.9͒, the optimum value of e Ϫ2r should be (2N) Ϫ1/3 . Similarly, from Eqs. ͑5.6͒ and ͑5.9͒, the optimum value of is (N/4) Ϫ1/3 . The numerically obtained optimum values of e Ϫ2r and , as well as these theoretical expressions, are plotted in Fig. 4 . Similarly to the case for the phase variance, the scaling is the same as theoretically predicted, but the scaling constants are different. For the case of e Ϫ2r , the optimum values are about eight times those theoretically predicted, whereas the values of are around a third of those theoretically predicted.
For the case of there is no theoretical prediction for the optimum value. The numerically obtained values are shown in Fig. 4 , and as can be seen decreases in a regular way with increasing N. A power law was fitted to these values ͑for NϾ1), and the power found was Ϫ0.35Ϯ0.01. This is very similar to the N Ϫ1/3 scaling found for e Ϫ2r and .
The results for heterodyne measurements are also shown in Fig. 3 . The results in this case agree very accurately with the theoretical prediction, within about 0.5% for the larger values of N. Similarly the optimum values of r and agree very accurately with those predicted above. The variance scales as N Ϫ1/2 , in contrast to the variance for adaptive measurements that scales as N Ϫ2/3 . This means that the improvement in using adaptive measurements scales as N Ϫ1/6 , which can be very large for large N. 
VIII. cw INTERFEROMETRY
Now we will turn from dyne measurement on a single beam to cw interferometric measurements. In this case we have a Mach-Zehnder interferometer ͑MZI͒, and are attempting to continuously track a stochastically varying phase in one arm, by controlling the phase in the other arm and detecting photons in the two output beams. This is shown in Fig. 5 . In this context it is not possible to consider nonclassical states of the type considered for the single-shot case ͓6͔. Instead, for simplicity, we will restrict our consideration to the case where all photons enter through one port. This can be realized using coherent light, with ͉␣͉ 2 photons per unit time. Note that because this is an interferometric measure-ment rather than one using a local oscillator as a phase reference, the phase of ␣ is irrelevant.
This case is essentially semiclassical, and the detections can be considered independently. Therefore, consider the state with a single photon incident on port a. The annihilation operators for the output modes of the MZI, ĉ 0 and ĉ 1 , are related to the annihilation operators for the input modes, â and b , by ͓6͔
for u͕0,1͖. Hence the probability for detecting the photon in detector u is given by
Using Bayes' theorem, the probability distribution for the system phase after the detection is proportional to this probability times the initial probability distribution. Denote the results for m such detections by the string n m ϭu m u mϪ1 •••u 1 . The probability distribution for the phase given n m , P(͉n m ), can be expressed as
͑8.3͒
In the absence of any phase variation, it can be shown from Eq. ͑8.2͒ that the unnormalized coefficients P m;k Ј (n m ) can be determined by
The normalization condition on the probability distribution becomes P m;0 (n m )ϭ1. The normalized probability distribution can be obtained by simply dividing the coefficients obtained from Eq. ͑8.4͒ by P m;0 Ј (n m ).
Similarly to the case of dyne measurements, we will assume that the system phase diffuses with time as in Eq. ͑2.1͒. When the phase varies in time, the time between detections is important. For a photon flux of ͉␣͉ 2 , the probability of a photodetection in time dt is ͉␣͉ 2 dt. The probability distribution for the time between detections is given by the exponential distribution P E ͑ t ͒dtϭ͉␣͉ 2 e Ϫ͉␣͉ 2 t dt.
͑8.5͒
In the results that will be presented here, the time between detections, ⌬t, was determined according to this probability distribution. Now in order to determine the effect of this phase diffusion on the probability distribution between detections, we must first consider the effect over some very small time interval ␦t. This is necessary because the probability distribution for the change in the system phase over time ⌬t does not go to zero for ⌬ϭϮ. This means that the probability distribution will not be exactly Gaussian, due to the overlap.
In contrast, if we look at a very small time interval ␦t, the change in the phase will have a normal distribution with a variance of ␦t. Explicitly the probability distribution is
The probability distribution for the phase after time ␦t will be the convolution of the initial probability distribution with the Gaussian described by Eq. ͑8.6͒. Evaluating this convolution gives
As ␦t is assumed to be small, ␦tӶ1, and the integral in Eq.
͑8.7͒ evaluates to e Ϫk 2 ␦t/2 . The effect of the variation of the system phase on the probability distribution is, therefore, P m;k ␦t ͑ n m ͒ϭ P m;k ͑ n m ͒e Ϫk 2 ␦t/2 .
͑8.8͒
In order to take account of the effect of the phase diffusion on the probability distribution over some significant time interval ⌬t, this time interval can be thought of as comprising M small time intervals ␦t. Then we find that the coefficients are just multiplied by M terms of e Ϫk 2 ␦t/2 . This is equivalent to a single term of e Ϫk 2 ⌬t/2 , which is very easy to implement.
As time passes the effect of Eq. ͑8.4͒ is to broaden the distribution of probability coefficients in k, corresponding to a smaller variance in the phase distribution. In contrast, the Gaussian term in Eq. ͑8.8͒ tends to narrow the distribution of probability coefficients, corresponding to a greater phase variance. The initially broad phase distribution narrows until an approximate equilibrium is reached, where the two effects cancel each other out.
In Ref.
͓6͔ it was shown that the optimum phase estimate for the single-shot case is
͑8.9͒
It is easy to see that this phase estimate is optimal in the cw case also. In addition we consider feedback that is equivalent to that considered in the single-shot case in Ref. ͓6͔. Rather than using an intermediate phase estimate as in the dyne case, we use the full power of Bayesian statistics to choose the feedback phase ⌽ so as to minimize the expected Holevo phase variance after the next detection. This is achieved by choosing ⌽ m to minimize the value of ͓6,10͔
The values of P(n m ͉) can be obtained, except for a normalizing constant that is common to u m ϭ0 and 1, by using Eq. ͑8.4͒. This means that we can express M (⌽ m ) as in Ref.
͓6͔ with the parameters a, b, and c given by aϭ P mϪ1;Ϫ1 ͑ n mϪ1 ͒, bϭ 1 2 P mϪ1;Ϫ2 ͑ n mϪ1 ͒,
These values of a, b, and c can be used to determine the feedback phase as in Ref. ͓6͔ .
The phase uncertainty at equilibrium can be estimated using a similar approach as was used for the single-mode case. Let us assume that the equilibrium variance in the best estimate for the system phase is ⌬⌰ 2 . After time ⌬t, the variance in this phase estimate with respect to the new system phase, (tϩ⌬t), will be ⌬⌰ 2 ϩ⌬t. In the equilibrium case this increase in the variance should, on average, be balanced by the decrease due to the next detection.
We now wish to estimate the equilibrium variance based on a weighted average with the previous best phase estimate, and a phase estimate from the new detection. If we use the actual variance for a phase estimate based on a single detection, then we do not get accurate results. This is because the variance for a single detection is large, so the weighted average does not accurately correspond to the exact theory. In order to make the theory based on weighted averages accurate, we need to assume an effective variance for the single detection, that is different from the actual variance.
In the case where there is no variation in the system phase, the phase variance after n detections is approximately 1/n ͓6͔. It is clear that, if we assume that each detection has an effective variance of 1, then we will obtain the correct result. This is, in fact, equal to the variance as estimated using ͗2(1Ϫcos )͘ ͑this measure is used, for example, in Ref. ͓11͔͒. Applying this to the case with a varying system phase gives 1 ⌬⌰ 2 ϩ⌬t ϩ1ϭ 1 ⌬⌰ 2 .
͑8.12͒
Simplifying this to solve for ⌬⌰ 2 , we find ⌬⌰ 2 Ϸͱ⌬t. On average, the time between detections is 1/͉␣͉ 2 , so the approximate value of the variance should be ⌬⌰ 2 Ϸͱ/͉␣͉ 2 ϭ1/ͱN. ͑8.13͒
IX. RESULTS FOR cw INTERFEROMETRY
In order to verify this theoretical result, the equilibrium phase variance was determined numerically for a variety of parameters. In this case there is only one dimensionless parameter, N. In the case of dyne measurements there was the additional parameter describing how the latest results were weighted as compared to the previous results. In this case we do not have this parameter, as the phase estimates are not determined in that way.
The calculations were run for 10 5 detections ͑or 2ϫ10 5 for the maximum value of N), and the phase error was sampled every detection after 10ͱN detections. This was done 100 times for each value of N. The equilibrium phase variance was determined in this way for the nearly optimum feedback scheme described above. In addition we tested a nonadaptive measurement scheme with
where ⌽ 0 is a random initial phase. When the value of N was 1 or less this was modified to
to prevent ⌽ m being constant ͑modulo ). This is equivalent to the nonadaptive scheme in the single-shot case used in Ref. ͓6͔ , and is analogous to heterodyne measurement. The reason for the factor of 1/ͱN is that the effective number of detections used for the phase estimate is ͱN. This follows from the fact that the phase variance is approximately 1/ͱN. A minor problem with cw adaptive measurements is that the number of probability coefficients P m;k (n m ) needed to determine the probability distribution for the phase rises indefinitely with the number of detections. The narrowing effect of the varying system phase, however, means that the probability coefficients fall approximately exponentially with k. The probability distribution can, therefore, be approximated very accurately by keeping only a certain number of coefficients. For the results presented here all probability coefficients with a magnitude above about 10 Ϫ20 were used.
The Holevo phase variances for the two measurement schemes are plotted in Fig. 6 . As can be seen, the results for both cases are very close to the theoretical result of 1/ͱN for the larger values of N. For values of N closer to 1 the results for the nonadaptive scheme are noticeably above the theoretical values. For small values of N ͑less than 1͒, the variance converges to 3 for both the feedback schemes. This is what can be expected, as the system phase is randomized between detections. This means that the measurements are equivalent to phase measurements with a single photon, for which the Holevo phase variance is 3. The feedback has no effect, as there is no information on which to base it.
To see the differences more clearly, the phase variances are plotted as ratios to the theoretical values in the inset of Fig. 6 . The adaptive scheme gives phase variances that are very close to, and slightly below, the theoretical values for moderate values of N. In contrast, the results for nonadaptive measurements are all above the theoretical values ͑for N у1). For small values of N the variance for both schemes is below 1/ͱN, as the variance is converging to 3.
These results show that there will be a significant improvement in using an adaptive scheme over a nonadaptive scheme only if the time scale for the system phase variation is comparable to the time between detections. This can be expected from the results for the single-shot case with all photons in one port, where there was a significant improvement in using an adaptive scheme only if the photon number was small. The maximum improvement here is about 24% for NϷ4.
X. CONCLUSIONS
This study considered the problem of cw phase measurements, where the phase is being varied randomly in time and the aim is to follow this variation with the minimum possible 
FIG. 6. The phase variance as a function of N. The numerical results for adaptive and nonadaptive measurements are shown as the crosses and pluses, respectively, and the theoretical values are shown as the continuous line. The inset shows the phase variance as a ratio to the theoretical value of 1/ͱN. The results for adaptive and nonadaptive measurements are shown as the continuous line and dotted line, respectively. excess uncertainty. We considered three different situations: dyne measurements on a coherent beam, dyne measurements on a ͑broadband͒ squeezed beam, and interferometric measurements using a coherent beam input. The relevant dimensionless parameter is N, the number of photons per coherence time ͑the characteristic time for the phase diffusion͒. Under optimum conditions, we found the analytical results, confirmed numerically, shown in Table I . Previous results obtained for single-shot measurements on a pulse containing n, or n on average, photons are also shown for comparison.
A number of regularities are evident from this table. With coherent light, the variance reduction offered by adaptive measurements is at most a multiplying factor. With nonclassical light, nonadaptive measurements scale in the same way as for coherent light, but adaptive measurements offer an improvement in the scaling. In all cases, the variance reduction ͑by a change in the prefactor or the scaling͒ is less in the cw case than in the pulsed case. This is because in order to obtain the best phase estimate, as N increases, the memory time for the estimate is reduced. This is needed to keep the contribution to the variance from the varying system phase ͑which increases with memory time͒ comparable with that from the quantum uncertainty ͑which decreases with memory time͒. This means that the effective number of photons used for the estimate is the number per memory time, rather than the number per coherence time, N.
In the case of dyne measurements on a coherent beam, it was found that good results were obtained using a simple feedback phase (arg A t ), similarly to mark II single-shot measurements ͓2͔. In the cw case, the feedback simplifies to a form even simpler than for the single-shot case. Specifically, the feedback phase is simply adjusted proportional to the photocurrent. When the correct proportionality constant is selected, a minimum equilibrium phase variance is found that scales as N Ϫ1/2 /2. This is only ͱ2 times smaller than the phase variance for heterodyne measurements.
For the case of dyne measurements on broadband squeezed states, the situation is considerably more complicated. The change in the phase cannot be taken to be proportional to the current, but rather is a functional with two parameters. With the degree of squeezing to be optimized as well, there are three parameters that must be varied to find the minimum phase variance. Nevertheless, it is still possible to obtain an analytic result that agrees with the numerical results in its scaling ͑although predicts the wrong multiplying factor͒. Specifically, it was found that the minimum phase variance varies as N Ϫ2/3 , compared to N Ϫ1/2 for a coherent beam. This contrasts with heterodyne measurements on broadband squeezed states, for which the minimum variance is only about 7% below the corresponding result for a coherent beam.
The case for interferometry is more difficult to treat, as it does not work with any simple feedback scheme. The feedback used was based on minimizing the expected variance after the next detection, similarly to the single-shot case. Despite this, it was found that it is possible to determine an approximate theory that agrees reasonably well with the numerical results for the case where a coherent beam enters one port of the interferometer. Similarly to the dyne case with a coherent state, the phase variance is proportional to N Ϫ1/2 . When a linearly changing feedback phase was used ͑analogous to the heterodyne scheme͒, it was found that the phase variance is above that for the adaptive feedback, but the difference is very small except for N of order unity. This is as can be expected, as the difference is also very small for large photon numbers in the single-shot case.
In comparison with our previous pulsed results, the cw results obtained in this paper are probably more relevant to, and in some cases easier to implement in, a quantum-optics laboratory. This augurs well for future experimental verification.
