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By making use of new Lyapunov type inequalities, we establish disconjugacy and stability
criteria for discrete Hamiltonian systems. The stability criteria are given when the system
is periodic.
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1. Introduction
In this paper, we consider the discrete Hamiltonian system
∆x(n) = a(n)x(n+ 1)+ b(n)u(n)
∆u(n) = −c(n)x(n+ 1)− a(n)u(n), (1)
where a, b, c are real-valued functions defined on Z, and ∆ is the usual forward difference operator defined by ∆x(n) =
x(n+ 1)− x(n). The Hamiltonian system (1) is generally written in the form
∆y(n) = JH(n)yσ (n), n ∈ Z,
where H(n) is a 2× 2 symmetric matrix defined on Z, and
J =
[
0 1
−1 0
]
, y(n) =
[
x(n)
u(n)
]
, yσ (n) =
[
x(n+ 1)
u(n)
]
.
In what follows, byN [α, β], we mean the discrete set (interval)
N [α, β] = {α, α + 1, . . . , β}
for any α, β ∈ Zwith α < β.
Definition 1. The system (1) is said to be stable if all solutions are bounded on Z, unstable if all nontrivial solutions are
unbounded on Z, and conditionally stable if there exists a nontrivial solution bounded on Z.
In the discrete case, instead of the usual zero, the concept of generalized zero, which is due to Hartman [1], is used.
Definition 2. A function f : Z→ R is said to have a generalized zero at n0 ∈ Z if either f (n0) = 0 or f (n0 − 1)f (n0) < 0.
∗ Corresponding author.
E-mail addresses: raziyemert@cankaya.edu.tr (R. Mert), zafer@metu.edu.tr, agacik.zafer@yahoo.com (A. Zafer).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.08.013
3016 R. Mert, A. Zafer / Computers and Mathematics with Applications 62 (2011) 3015–3026
Definition 3. Let α, β ∈ Z with α ≤ β − 2. A nontrivial function f : N [α, β] → R is said to be disconjugate if it has at
most one generalized zero inN [α, β]; otherwise, it is called conjugate onN [α, β].
Definition 4. Let α, β ∈ Z with α ≤ β − 2. Consider the discrete Hamiltonian system (1) on N [α, β]. System (1) is said
to be relatively disconjugate (with respect to x) onN [α, β + 1] if there is no real solution (x, u) such that x is conjugate on
N [α, β + 1].
In [2], Guseinov and Kaymakçalan proved the following disconjugacy and stability theorems.
Theorem A. Let α, β ∈ Zwith α ≤ β−2. Consider the discrete Hamiltonian system (1) onN [α, β]. Assume that 1−a(n) > 0,
b(n) > 0 for n ∈ N [α, β]. If
β−1−
n=α
|a(n)| +

β−
n=α
b(n)
β−1−
n=α
c+(n)
1/2
≤ 1, c+(n) := max{c(n), 0}, (2)
then system (1) is relatively disconjugate onN [α, β + 1].
Theorem B. Assume that
a(n+ N) = a(n), b(n+ N) = b(n), c(n+ N) = c(n), n ∈ Z, (3)
where N ≥ 2 is fixed integer, and for n ∈ N [1,N], b(n) > 0, c(n) > 0, and
b(n)c(n)− a2(n) ≥ 0, b(n)c(n)− a2(n) ≢ 0. (4)
If
N−
n=1
|a(n)| +

b0 +
N−
n=1
b(n)

N−
n=1
c(n)
1/2
≤ 1, b0 := max{b(1), b(2), . . . , b(N)},
then system (1) is stable.
For relatedwork in the literature on discrete, continuous, and impulsive second order equations andHamiltonian systems
we refer to [1–13] and the references therein. It is for sure that the conditions of the above theorems are quite restrictive
when compared to their counterparts in the continuous case. Therefore, our aim is to find alternative theorems which are
applicable in case Theorems A and B are not. The proofs are based on Floquet theory and Lyapunov type inequalities.
The paper is organized as follows. In Section 2, we derive some Lyapunov inequalities for Hamiltonian system (1), which
are closely related to the stability criterion to be obtained. Disconjugacy and stability criteria are given in Sections 3 and 4,
respectively. The last section contains two illustrative examples.
2. Lyapunov type inequalities
In this section, we establish some Lyapunov type inequalities related to system (1), which will be crucial in proving the
disconjugacy and stability theorems.
Definition 5. If p : Z→ R is a function such that 1+p(n) ≠ 0 for all n ∈ Z, then the discrete exponential function, denoted
by ep(n, s), is defined to be
ep(n, s) =

n−1∏
r=s
(1+ p(r)), if s ≤ n
s−1∏
r=n
1
1+ p(r) , if s > n
for all n, s ∈ Z. We make the convention that e0(n, s) ≡ 1 and ep(n, n) ≡ 1.
It is known that [14] if p : Z→ R is a function such that 1+ p(n) ≠ 0 for all n ∈ Z, then for t, r, s, n ∈ Z,
ep(n, s) = 1ep(s, n) , ep(t, s)ep(s, r) = ep(t, r) (5)
and
∆ep(n, ·) = p(n)ep(n, ·), ∆ep(·, n) = −p(n)ep(·, n+ 1). (6)
In what follows as before,
c+(n) := max{c(n), 0}.
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Theorem 1. Let α, β ∈ Z with α ≤ β − 2. Assume that
1− a(n) ≠ 0, b(n) ≥ 0, n ∈ Z.
If system (1) has a real solution (x, u) such that x has consecutive generalized zeros at α and β and that x(α) = x(β) = 0, then
the inequality
β−1−
n=α
b(n)e2−a(n, τ )

β−2−
n=α
c+(n) ≥ 4 (7)
holds for some τ ∈ N [α + 1, β − 1].
Proof. Using system (1), we have
∆[x(n)u(n)] = b(n)u2(n)− c(n)x2(n+ 1). (8)
In view of x(α) = x(β) = 0, summing both sides of (8) from α to β − 1 yields
β−1−
n=α
b(n)u2(n) =
β−1−
n=α
c(n)x2(n+ 1) =
β−2−
n=α
c(n)x2(n+ 1).
Thus,
β−1−
n=α
b(n)u2(n) ≤
β−2−
n=α
c+(n)x2(n+ 1). (9)
Let τ ∈ N [α + 1, β − 1] such that
|x(τ )| = max
α+1≤n≤β−1
|x(n)|.
Clearly, |x(τ )| > 0. Multiplying the first equation of (1) by e−a(n, α), we get
∆[x(n)e−a(n, α)] = b(n)u(n)e−a(n, α), n ∈ Z. (10)
Similarly,
∆[x(n)e−a(n, β)] = b(n)u(n)e−a(n, β), n ∈ Z. (11)
Summing (10) from α to τ − 1 and taking into account that x(α) = 0, we get
x(τ )e−a(τ , α) =
τ−1
n=α
b(n)u(n)e−a(n, α),
and hence
|x(τ )| ≤
τ−1
n=α
b(n)|u(n)||e−a(n, τ )|, (12)
where we have used (5) to write that
e−a(n, α)/e−a(τ , α) = e−a(n, α)e−a(α, τ ) = e−a(n, τ ).
Similarly, summing (11) from τ to β − 1 and using x(β) = 0, we have
|x(τ )| ≤
β−1−
n=τ
b(n)|u(n)||e−a(n, τ )|. (13)
Adding (12) and (13) and then using the Cauchy–Schwartz inequality and (9) results in
2|x(τ )| ≤
β−1−
n=α
b(n)|u(n)||e−a(n, τ )|
≤

β−1−
n=α
b(n)e2−a(n, τ )
1/2 β−1−
n=α
b(n)u2(n)
1/2
3018 R. Mert, A. Zafer / Computers and Mathematics with Applications 62 (2011) 3015–3026
≤

β−1−
n=α
b(n)e2−a(n, τ )
1/2 β−2−
n=α
c+(n)x2(n+ 1)
1/2
≤ |x(τ )|

β−1−
n=α
b(n)e2−a(n, τ )
1/2 β−2−
n=α
c+(n)
1/2
.
Dividing by |x(τ )|, we get inequality (7). 
Theorem 2. Let α, β ∈ Z with α ≤ β − 2. Assume that
1− a(n) > 0, b(n) > 0, n ∈ Z. (14)
If system (1) has a real solution (x, u) such that x has consecutive generalized zeros at α and β and that x(α) = 0, x(β − 1)x(β)
< 0, then the inequality
β−2−
n=α
b(n)e2−a(n, τ )

β−2−
n=α
c+(n) > 1 (15)
holds for some τ ∈ N [α + 1, β − 1].
Proof. Let τ ∈ N [α + 1, β − 1] such that
|x(τ )| = max
α+1≤n≤β−1
|x(n)|.
Clearly, |x(τ )| > 0. We multiply the first equation in (1) by e−a(n, α), sum from α to τ − 1, and use x(α) = 0 to get
x(τ ) =
τ−1
n=α
b(n)u(n)e−a(n, τ ).
Hence,
|x(τ )| ≤
τ−1
n=α
b(n)|u(n)|e−a(n, τ )
≤
β−2−
n=α
b(n)|u(n)|e−a(n, τ )
≤

β−2−
n=α
b(n)e2−a(n, τ )
1/2 β−2−
n=α
b(n)u2(n)
1/2
. (16)
It is not difficult to show that, see [2, Theorem 1.3],
β−2−
n=α
b(n)u2(n) <
β−2−
n=α
c(n)x2(n+ 1) ≤
β−2−
n=α
c+(n)x2(n+ 1). (17)
From (16) and (17), we obtain
|x(τ )| <

β−2−
n=α
b(n)e2−a(n, τ )
1/2 β−2−
n=α
c+(n)x2(n+ 1)
1/2
≤ |x(τ )|

β−2−
n=α
b(n)e2−a(n, τ )
1/2 β−2−
n=α
c+(n)
1/2
.
Dividing by |x(τ )|, we get inequality (15). 
Theorem 3. Let α, β ∈ Zwith α ≤ β − 1. Assume that (14) holds and that system (1) has a real solution (x, u) such that x has
consecutive generalized zeros at α and β and that x(α − 1)x(α) < 0, x(β) = 0. Then the inequality
β−1−
n=α
b(n)e2−a(n, τ )

β−2−
n=α−1
c+(n) > 1 (18)
holds for some τ ∈ N [α, β − 1].
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Proof. Let τ ∈ N [α, β − 1] such that
|x(τ )| = max
α≤n≤β−1
|x(n)|.
Clearly, |x(τ )| > 0. Again, we multiply the first equation in (1) by e−a(n, β), and sum from τ to β− 1, and take into account
that x(β) = 0 to get
−x(τ ) =
β−1−
n=τ
b(n)u(n)e−a(n, τ ).
Hence,
|x(τ )| ≤
β−1−
n=τ
b(n)|u(n)|e−a(n, τ )
≤
β−1−
n=α
b(n)|u(n)|e−a(n, τ )
≤

β−1−
n=α
b(n)e2−a(n, τ )
1/2 β−1−
n=α
b(n)u2(n)
1/2
. (19)
We also have, see [2, Theorem 1.4],
β−1−
n=α
b(n)u2(n) <
β−2−
n=α−1
c(n)x2(n+ 1) ≤
β−2−
n=α−1
c+(n)x2(n+ 1). (20)
From (19) and (20), we obtain
|x(τ )| <

β−1−
n=α
b(n)e2−a(n, τ )
1/2  β−2−
n=α−1
c+(n)x2(n+ 1)
1/2
≤ |x(τ )|

β−1−
n=α
b(n)e2−a(n, τ )
1/2  β−2−
n=α−1
c+(n)
1/2
.
Dividing by |x(τ )|, we get inequality (18). 
Theorem 4. Let α, β ∈ Z with α ≤ β − 1. Assume that
1− a(n) > 0, b(n) > 0, c(n) > 0, n ∈ Z. (21)
If system (1) has a real solution (x, u) such that x has consecutive generalized zeros at α and β and that x(α − 1)x(α)
< 0, x(β − 1)x(β) < 0, then the inequality
β−2−
n=α−1
c(n)e2−a(τ , n+ 1)

β−1−
n=α−1
b(n)

> 1 (22)
holds for some τ ∈ N [α − 1, β − 1].
Proof. Wemay assume that
x(n) > 0, n ∈ N [α, β − 1].
Then we have
x(α − 1) < 0, x(β) < 0.
Let s ∈ N [α − 1, β − 1]. It follows that
∆[u(n)e−a(α − 1, n)] = −c(n)e−a(α − 1, n+ 1)x(n+ 1), (23)
∆[u(n)e−a(β − 1, n)] = −c(n)e−a(β − 1, n+ 1)x(n+ 1). (24)
We first sum (23) from α − 1 to s− 1 to get
u(s)e−a(α − 1, s)− u(α − 1) = −
s−1
n=α−1
c(n)e−a(α − 1, n+ 1)x(n+ 1),
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and hence
u(s)− u(α − 1)e−a(s, α − 1) = −
s−1
n=α−1
c(n)e−a(s, n+ 1)x(n+ 1). (25)
Next, we sum (24) from s to β − 2 to obtain
u(β − 1)− u(s)e−a(β − 1, s) = −
β−2−
n=s
c(n)e−a(β − 1, n+ 1)x(n+ 1).
Then, we have
u(β − 1)e−a(s, β − 1)− u(s) = −
β−2−
n=s
c(n)e−a(s, n+ 1)x(n+ 1). (26)
Notice that (25) disappears when s = α − 1, and (26) is void if s = β − 1. After some calculations, as in the proof of
[2, Theorem 1.5], we get
u(α − 1) > 0, u(β − 1) < 0. (27)
In view of (27), it follows from (25) and (26) that,
|u(s)| ≤
β−2−
n=α−1
c(n)e−a(s, n+ 1)x(n+ 1)
≤

β−2−
n=α−1
c(n)e2−a(s, n+ 1)
1/2  β−2−
n=α−1
c(n)x2(n+ 1)
1/2
. (28)
On the other hand,
β−2−
n=α−1
c(n)x2(n+ 1) <
β−1−
n=α−1
b(n)u2(n) (29)
holds, see [2, Theorem 1.5]. Employing (29) in (28) leads to
|u(s)| <

β−2−
n=α−1
c(n)e2−a(s, n+ 1)
1/2  β−1−
n=α−1
b(n)u2(n)
1/2
, s ∈ N [α − 1, β − 1]. (30)
Let
|u(τ )| = max
α−1≤n≤β−1
|u(n)|.
Then by |u(τ )| > 0 and (30), on putting s = τ , we get
1 <

β−2−
n=α−1
c(n)e2−a(τ , n+ 1)
1/2  β−1−
n=α−1
b(n)
1/2
. 
From Theorems 1–4, we obtain the following corollary.
Corollary 1. Let α, β ∈ Z with α ≤ β − 2. Assume that
1− a(n) > 0, b(n) > 0, c(n) > 0, n ∈ Z.
If system (1) has a real solution (x, u) such that x has generalized zeros at α and β , then either
β−1−
n=α
b(n)e2−a(n, τ )

β−2−
n=α−1
c(n)

> 1 (31)
or 
β−1−
n=α−1
b(n)

β−2−
n=α−1
c(n)e2−a(τ , n+ 1)

> 1 (32)
holds for some τ ∈ N [α − 1, β − 1], where τ depends on the particular solution.
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Corollary 2. Let α, β ∈ Z with α ≤ β − 2. Assume that
0 < a(n) < 1, b(n) > 0, c(n) > 0, n ∈ Z, (33)
and that
b(n) ≤ k1(2a(n)− a2(n)), c(n) ≤ k2(2a(n)− a2(n)), n ∈ Z, (34)
for some positive real numbers k1 and k2.
If system (1) has a real solution (x, u) such that x has generalized zeros at α and β , then either

ea2−2a(α, β)− 1
 β−2−
n=α−1
c(n) >
1
k1
(35)
or

ea2−2a(α − 1, β − 1)− 1
 β−1−
n=α−1
b(n) >
1
k2
(36)
holds.
Proof. In view of (6), we see that
b(n)e2−a(n, τ ) ≤ −k1∆[ea2−2a(n, τ )]
and
c(n)e2−a(τ , n+ 1) ≤ k2∆[ea2−2a(τ , n)].
Therefore,
β−1−
n=α
b(n)e2−a(n, τ ) ≤ k1[1− ea2−2a(β, α)]ea2−2a(α, τ ) (37)
and
β−2−
n=α−1
c(n)e2−a(τ , n+ 1) ≤ k2[1− ea2−2a(β − 1, α − 1)]ea2−2a(τ , β − 1). (38)
On the other hand, using 0 < 1− a(n) < 1 we have
ea2−2a(τ , α) ≥ ea2−2a(β, α)
and
ea2−2a(β − 1, τ ) ≥ ea2−2a(β, α − 1)
for all τ ∈ N [α − 1, β − 1].
Using the above inequalities in (37) and (38), we obtain
β−1−
n=α
b(n)e2−a(n, τ ) ≤ k1
1− ea2−2a(β, α)
ea2−2a(β, α)
(39)
and
β−2−
n=α−1
c(n)e2−a(τ , n+ 1) ≤ k2
1− ea2−2a(β − 1, α − 1)
ea2−2a(β − 1, α − 1)
. (40)
Now, the inequalities (35) and (36) follow, in view of (39) and (40), from Corollary 1. 
3. Disconjugacy criteria
Let α, β ∈ Zwith α ≤ β − 2. Consider the discrete Hamiltonian system (1) onN [α, β].
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Theorem 5. Assume that
1− a(n) > 0, b(n) > 0, n ∈ N [α, β]. (41)
If 
β−
n=α
b(n)e2−a(n, τ )

β−1−
n=α
c+(n)

≤ 1 (42)
holds for all τ ∈ N [α + 1, β], then system (1) is relatively disconjugate onN [α, β + 1].
Proof. Suppose that system (1) is not relatively disconjugate on N [α, β + 1]. Then, there is a real solution (x, u) with x
nontrivial and such that x(α) = 0 and that x has a next generalized zero at γ ∈ N [α + 2, β + 1]. We have either x(γ ) = 0
or x(γ )x(γ − 1) < 0. Therefore, applying Theorems 1 and 2, we see that
γ−1−
n=α
b(n)e2−a(n, τ )

γ−2−
n=α
c+(n)

> 1 (43)
for some τ ∈ N [α + 1, γ − 1]. Clearly (43) contradicts (42). 
Corollary 3. Assume that (41) holds. If
β−
n=α
b(n)

β−1−
n=α
c+(n)

≤ M(α, β),
where
M(α, β) = min{e2−a(τ , n) : τ ∈ N [α + 1, β], n ∈ N [α, β]},
then system (1) is relatively disconjugate onN [α, β + 1].
Theorem 6. Assume that
0 < a(n) < 1, b(n) > 0, n ∈ N [α, β], (44)
and
b(n) ≤ k1(2a(n)− a2(n)), n ∈ N [α, β], (45)
for some positive real number k1.
If 
β∏
n=α
1
(1− a(n))2 − 1

β−1−
n=α
c+(n) ≤ 1k1 , (46)
then system (1) is relatively disconjugate onN [α, β + 1].
Proof. We proceed as in the proof of Theorem 5 to arrive at inequality (43), from which on using the estimates (39) and
(45), we have
1 < k1
1− ea2−2a(γ , α)
ea2−2a(γ , α)
γ−2−
n=α
c+(n)
= k1

ea2−2a(α, γ )− 1
 γ−2−
n=α
c+(n)
= k1

γ−1∏
n=α
1
(1− a(n))2 − 1

γ−2−
n=α
c+(n),
which contradicts (46) on replacing γ by β + 1 in view of (44). 
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4. Stability criteria
In this section, we assume that the Hamiltonian system (1) is of period N , where N ≥ 2 is an integer, i.e., the condition
(3) is satisfied.
Let
Φ(n) =
[
x1(n) x2(n)
u1(n) u2(n)
]
, Φ(0) = I2,
where I2 is the unit 2× 2 matrix, be a fundamental matrix solution of (1). The Floquet multipliers of (1) are the eigenvalues
of the monodromy matrixΦ(N). Let
D = x1(N)+ u2(N). (47)
Lemma 1 ([2]). System (1) is unstable if |D| > 2, and stable if |D| < 2. If |D| = 2, then system (1) is stable when
u1(N) = x2(N) = 0; but conditionally stable and not stable otherwise.
We also need the lemma below, cf. [2, Lemma 8.5].
Lemma 2. Assume that (3) holds,
1− a(n) > 0, b(n) > 0, n ∈ N [1,N],
and
N−
n=1
[
c(n)− a
2(n)
b(n)
]
> 0. (48)
If D2 ≥ 4, then system (1) has a real nontrivial solution y = (x, u) with x having a generalized zero inN [1,N].
Proof. Since D2 ≥ 4, it follows that system (1) has a real nontrivial solution y = (x, u) satisfying y(n+ N) = ρy(n), where
ρ (Floquet multiplier) is an eigenvalue of the monodromy matrix.
Suppose that x(n) ≠ 0 and x(n− 1)x(n) > 0 for all n ∈ Z. Define
w(n) = −u(n)
x(n)
, n ∈ Z.
From y(n+ N) = ρy(n), we have
w(N + 1)− w(1) = 0. (49)
Moreover, for n ∈ Z,
∆w = c(n)− 2d(n)w + b(n)w
2
1− b(n)w (50)
and
1− b(n)w(n) = (1− a(n))x(n+ 1)
x(n)
> 0, (51)
where
2d(n) = 2a(n)− a2(n)+ b(n)c(n). (52)
It is elementary to show that for a, b ∈ Rwith b > 0,
bw2 − 2aw ≥ −a
2
b
, w ∈ R.
Employing this inequality we infer that
c(n)− 2d(n)w + b(n)w2 = c(n)− [2a(n)− a2(n)+ b(n)c(n)]w + b(n)w2
= c(n)+ [b(n)w2 − 2a(n)w] + [a2(n)− b(n)c(n)]w
≥ c(n)− a
2(n)
b(n)
+ [a2(n)− b(n)c(n)]w
= c(n)[1− b(n)w] − a
2(n)
b(n)
[1− b(n)w]
=
[
c(n)− a
2(n)
b(n)
]
[1− b(n)w]
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and hence by (50) and (51),
∆w(n) ≥
[
c(n)− a
2(n)
b(n)
]
, n ∈ Z. (53)
Summing from 1 to N and using (49) we see that
N−
n=1
[
c(n)− a
2(n)
b(n)
]
≤ 0. (54)
Obviously, (48) and (54) contradict each other. This completes the proof. 
Theorem 7. Assume that (3), (33), (34) and (48) hold, and that
N∏
n=1
1
(1− a(n))2 − 1

N−
n=1
c(n) ≤ 1
k1
(55)
and 
N∏
n=1
1
(1− a(n))2 − 1

b0 +
N−
n=1
b(n)

≤ 1
k2
, (56)
where
b0 = max{b(1), b(2), . . . , b(N)}.
Then system (1) is stable.
Proof. In viewof Lemma1 it is sufficient to show thatD2 < 4.Assumeon the contrary thatD2 ≥ 4. Thenby Lemma2, system
(1) has a real nontrivial solution (x, u) such that x has at least one generalized zero α in N [1,N]. From y(n + N) = ρy(n),
we see that x has a next generalized zero at β ≤ α + N . Because of our assumptions, we see that Corollary 2 applies.
Note that, due to periodicity condition (3), we have
α+N−1∏
n=α
1
(1− a(n))2 =
N∏
n=1
1
(1− a(n))2 (57)
and
α+N−2−
n=α−1
c(n) =
N−
n=1
c(n). (58)
Using (57) and (58), we obtain from (35) that
1
k1
<

ea2−2a(α, α + N)− 1
 α+N−2−
n=α−1
c(n)
=

α+N−1∏
n=α
1
(1− a(n))2 − 1

α+N−2−
n=α−1
c(n)
=

N∏
n=1
1
(1− a(n))2 − 1

N−
n=1
c(n),
which contradicts (55).
Similarly, (36) leads to
1
k2
<

ea2−2a(α − 1, α + N − 1)− 1
 α+N−1−
n=α−1
b(n)
=

α+N−2∏
n=α−1
1
(1− a(n))2 − 1

α+N−1−
n=α−1
b(n)
=

N∏
n=1
1
(1− a(n))2 − 1

b0 +
N−
n=1
b(n)

,
a contradiction with (56). 
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Remark 1. Theorem B was proved by making use of Lemma 8.5 in [2] in place of Lemma 2. The two lemmas differ only
by the conditions (4) and (48). Therefore, one can easily see that Theorem B remains valid if (4) is replaced by the weaker
condition (48). Below we will show by an example that even in this case Theorem 7 is better in a sense that it applies while
Theorem B fails.
5. Examples
In this section, we give two examples to illustrate our results.
Example 1. Let α, β ∈ Zwith α ≥ 1 and α + 2 ≤ β ≤ α + 15. Consider the discrete Hamiltonian system
∆x(n) = −3x(n+ 1)+ 2−4nu(n)
∆u(n) = (−1)n+1x(n+ 1)+ 3u(n). (59)
We observe that a(n) = −3, b(n) = 2−4n, c(n) = (−1)n, and e−a(n, τ ) = 4n−τ . It is easy to see that (41) holds, and that
β−
n=α
b(n)e2−a(n, τ )

β−1−
n=α
c+(n)

≤ (β − α)
β−
n=α
1
16τ
≤ (β − α)(β − α + 1) 1
16α+1
≤ 1,
for all τ ∈ N [α + 1, β], i.e., (42) holds. Therefore, it follows from Theorem 5 that system (59) is relatively disconjugate on
N [α, β + 1]. Note that Theorem A is not applicable since
β−1−
n=α
|a(n)| =
β−1−
n=α
3 = 3(β − α) ≥ 6 > 1.
Example 2. Consider the discrete Hamiltonian 2-periodic system
∆x(n) = a(n)x(n+ 1)+ b(n)u(n)
∆u(n) = −c(n)x(n+ 1)− a(n)u(n), n ∈ Z, (60)
where N = 2, a(1) = 1/6, a(2) = 1/4, b(1) = 1/4, b(2) = 1/5, c(1) = 3/13, c(2) = 3/10.
Clearly, (33) holds, and the inequalities in (34) are satisfied with k1 = 9/11 and k2 = 108/143. Furthermore,
2−
k=1
[
c(k)− a
2(k)
b(k)
]
= 1003
9360
> 0,
2∏
n=1
1
(1− a(n))2 − 1

2−
n=1
c(n) = 207
250
<
11
9
,
and 
2∏
n=1
1
(1− a(n))2 − 1

b0 +
2−
n=1
b(n)

= 273
250
<
143
108
, (b0 = 1/4),
which mean that (48), (55) and (56) are satisfied. Applying Theorem 7, we may conclude that system (60) is stable. Note
that Theorem B due to (4) fails to apply in this case.
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