Abstract. We consider the equation −∆u = |x| α |u| p−1 u for any α ≥ 0, either in R 2 or in the unit ball B of R 2 centered at the origin with Dirichlet or Neumann boundary conditions. We give a sharp description of the asymptotic behavior as p → +∞ of all the radial solutions to these problems and we show that there is no uniform a priori bound (in p) for nodal solutions under Neumann or Dirichlet boundary conditions. This contrasts with the existence of uniform bounds for positive solutions, as recently shown in [30] for α = 0 and Dirichlet boundary conditions.
Introduction
We consider the equation
where α ≥ 0 and p > 1, we also consider the problem in the unit ball B of R 2 centered at the origin − ∆u = |x| When α = 0 these are commonly known as Lane-Emden problems, while when α > 0 they were introduced first by M. Hénon in [28] and so are usually referred to as Hénon problems. As we will see the existence of radial solutions for all these planar problems can be easily proved for any p > 1.
In this work we give a sharp description of the asymptotic behavior of all the radial solutions to the problems (1.1), (1.2)-(1.3) and (1.2)-(1.4) as the exponent p → +∞, for any fixed α ≥ 0.
The interest in the study of the asymptotic behavior as p → +∞ for these 2-dimensional problems started from the seminal works by Ren and Wei ( [35, 36] ), which concern the study of the least energy solutions for the Lane-Emden equation (α = 0) in general smooth bounded domains, under Dirichlet boundary conditions. In this case, the least energy solutions u p (which are positive) exhibit a single point concentration and u p → 0 locally uniformly outside the concentration point as p → +∞. Moreover, differently from the almost critical higher dimensional case (which is much more studied, see for instance [4, 6, 27, 37, 41] ), these solutions do not blow-up but stay uniformly bounded (in p) in L ∞ and (see [1] ) u p L ∞ → √ e as p → +∞.
p 0 , such that, for all p ≥ p 0 , any solution u p of the Lane-Emden problem with Dirichlet condition on the boundary of the domain satisfies that
Moreover in [16] a complete description of the asymptotic behavior of any positive solution of the Dirichlet Lane-Emden problem has been given, in any smooth bounded planar domain and under a uniform energy bound assumption, showing simple concentration at a finite number of distinct points, convergence to 0 locally uniformly outside the concentration set, convergence of the L ∞ -norm to √ e and energy quantization to integer multiples of the value 8πe in the limit as p → +∞ (for the sharp quantization result and L ∞ -norm limit behavior see [14] and also [42] ). In particular, when the domain is the ball B centered at 0, then the Dirichlet Lane-Emden problem (i.e. (1.2)-(1.3) with α = 0) admits a unique positive solution (which is the least energy) which is radial and strictly decreasing in the radial variable (by the symmetry result in [21] ), so the unique concentration point is necessarily the origin, which is the maximum point, and one has that From [1] we also know that a suitable scaling of u p converges to a radial solution Z 0 of the Liouville equation in the whole R Concerning sign-changing solutions of the planar Dirichlet Lane-Emden problem, from [15] it is known that, under energy uniform bounds in p, nodal solutions are uniformly bounded in p, concentrate at a finite number of points and converge to zero locally uniformly outside the concentration set as p → +∞ (see also [24] , where low energy sign-changing solutions have been studied).
In this paper we show that an a prior bound as in (1.5) does not hold in general for sign-changing solutions (see Theorem 2.8). Moreover, differently from the positive case, as p → +∞ the concentration may not be simple and a tower of bubbles may appear as shown in [25] in the ball B and later generalized to other symmetric domains in [15] .
In particular, when the domain is the unit ball B centered at 0, it is known that the Dirichlet Lane-Emden problem (1.2)-(1.3) (with α = 0) admits infinitely many radial solutions, one (up to sign) for each fixed number m of nodal regions, and they all concentrate only at the origin as p → +∞, where their absolute maximum (up to sign) is attained. The asymptotic behavior of the nodal radial solutions with m = 2 nodal regions has been analyzed in full detail in [25] . The nodal radius r p of these solutions shrinks to the origin as p → +∞ and there exists an explicit constant θ ∼ 10.374 (so that t := as p → +∞.
Moreover, in [25] it is proved that the nodal radius r p satisfies (r p )
as p → +∞ (1.12) and |p(u p ) (r p )|r p → (θ − 2)e 2 θ+2
as p → +∞.
(1.13)
Furthermore, denoting by s p the unique minimum (up to sign) of u p , one has that it shrinks to 0,
as p → +∞ (1.14) and |u p (s p )| → e Finally, the asymptotic value of the energy is explicitly determined as p → +∞.
(1.16)
The following is also known: a suitable scaling of u + p converges to the solution Z 0 of the same limit problem (1.9) already involved in the asymptotic of the positive solution, but a suitable rescaling of u − p converges to a radial solution of a different limit problem, that is, the singular Liouville equation
R 2 e Z dx = 4πθ, (1.17) where δ 0 is the Dirac measure centered at 0. Observe that, in [17] , this asymptotic information is the starting point to show that the Morse index of u p is 12 when p is sufficiently large (see also [18] for the higher dimensional case).
In this paper, we extend and generalize to any radial solution u p the asymptotic results described above. In particular (see the case α = 0 in Theorems 2.4 and 2.5 below) we show similar convergence as in (1.6)-(1.7) and (1.10)-(1.11) and describe in a precise way the asymptotic behavior of all the critical points, all the roots and the values of u p and u p at these points respectively as in (1.12)-(1.13)-(1.14)-(1.15), for any radial solution u p . We also study the convergence of a suitable rescaling of the solution in each nodal region and explicitly determine the asymptotic value of the energy, generalizing (1.8) and (1.16) .
Our asymptotic analysis is carried out also for the Neumann Lane-Emden problem (i.e. (1.2)-(1.4) with α = 0), which is much less studied than the Dirichlet problem. These seem to be the first results concerning the asymptotic behavior of Neumann solutions in the 2-dimensional case.
Observe that an easy application of the divergence theorem implies that nontrivial solutions u p of the Neumann problem are necessarily sign-changing, since
Moreover, when the domain is the ball B, radial solutions cannot be ground states (see [38, Corollary 1.4 ], see also [22] ). Our Theorem 2.6 below (case α = 0) provides a first description in dimension 2 of the asymptotic behavior of all the radial solutions of the Neumann Lane-Emden problem in the ball B as p → +∞. In particular, we obtain sharp constants for the asymptotic behavior of all the critical points, all the roots and the values of u p and u p at these points respectively and explicitly determine the asymptotic value of the energy.
Our results, both for the Dirichlet and the Neumann Lane-Emden problems, complement the known results for the radial solutions of the same problems in higher dimension N ≥ 3, as p approaches the critical Sobolev exponent
N −2 from the left (see [5, 18] and in particular the recent paper [26] where explicit rates of blow-up and sharp constants are obtained, similarly to what we obtain in our results).
In this work we also consider the case α > 0, namely the Hénon problems.
The first results on the asymptotic behavior of solutions to the Dirichlet Hénon problem are due to Cao e Peng ( [12] ) who study, in higher dimension N ≥ 3 and as p → N +2 N −2 from below, the ground states solutions (which are positive) showing a pointwise blow-up at a point approaching the boundary. As observed in [12] when the domain is a ball of R N , N ≥ 3, this implies in particular that, differently with the case α = 0, the least energy Dirichlet solution for the Hénon problem for any fixed α > 0 is not radial for almost critical values p. This was already known from [39, Theorem 6 .1], where it was also proved that, in any dimension N ≥ 2, the breaking of symmetry also happens at any subcritical value of the exponent p, as soon as α is large enough.
When the domain is the ball B, radial solutions for the Dirichlet Hénon problem (i.e. (1.2)-(1.3) with α > 0) exist for any p ∈ (1, p α ), where [33] ). A partial study of their asymptotic behavior, as p → p α , may be found in [3] in dimension N ≥ 3, and in [2] in dimension N = 2, where this analysis is used as the starting point to compute the Morse index of the solutions as in [17, 18] . In particular, [2] contains the sharp description, in dimension N = 2, of the asymptotic behavior, as p → +∞, of the nodal radii, critical points and values of the least energy radial solution (which is positive) and of the least energy sign-changing radial solution (which has 2 nodal regions). Also, the behavior of suitable rescalings of these solutions are studied. In this paper, we derive the existence of a unique (up to a sign) radial sign-changing solution with m nodal regions for any m ≥ 2, p > 1 and for N = 2, for the Hénon problems with both Dirichlet and Neumann boundary conditions and we perform a sharp asymptotic analysis of solutions as p → +∞ (see Theorems 2.4, 2.5 and 2.6). In the Dirichlet case, our results complement the ones about the asymptotic behavior of the solutions contained in [2, 3] . In particular, we extend the results in [2] to any radial solution and improve them, showing among other things that, similarly as for the Lane-Emden case, the solutions concentrate at the origin. Following [2, 3] and using our asymptotic analysis, one could then compute the Morse index for all the radial solutions also in dimension N = 2, this will be the object of future investigation (see the Appendix for some discussion and a conjecture).
The case of the Neumann Hénon problem is particularly interesting, since no results at all are available in the literature for this equation. The only papers considering Neumann Hénon type problems (where a linear term is added into the equation) are [20] , where the existence of ground state solutions and the breaking of symmetry phenomenon is investigated, and [9] where the asymptotic behavior as α → +∞ and for fixed p is studied for this solution. Our case is different not only because we are interested in radial solutions but above all because while [20, 9] deal with positive solutions, it is not difficult to see that any nontrivial solution of (1.2)-(1.4) is necessarily sign-changing (just apply the divergence theorem similarly as in (1.18)).
As a consequence of our results, we also obtain information on the asymptotic behavior of radial solutions for the equation in the whole plane (1.1), for any fixed α ≥ 0 (see Theorem 2.7).
Furthermore, from our sharp asymptotic analysis, we deduce the lack of uniform (in p) a priori bounds for nodal solutions of the 2-dimensional Lane-Emden/Hénon equation with either Dirichlet or Neumann boundary conditions (see Theorem 2.8), thus showing, in the Dirichlet Lane-Emden case, a difference with respect to the case of positive solutions, for which the uniform a priori bound (1.5) holds, as recently proved in [30] .
We point out that we are interested in the asymptotic analysis as p → +∞ and for α ≥ 0 fixed, we refer to [8, 7, 9] for different results concerning the description of the asymptotic behavior as α → +∞ and p is fixed ( [8, 7] for Dirichlet ground states positive solutions and [9] for Neumann ground states positive solutions of an Hénon-type problem).
Main results and ideas
For a radial function u : B → R defined on the unit ball B we freely vary between the notations u(x), x ∈ B and u(r), 0 ≤ r ≤ 1.
In order to state our results, first we need to introduce the following definition: Definition 2.1. Let (θ k ) k≥0 be the sequence of real numbers uniquely defined by the following iteration:
where L is the Lambert function, namely the inverse function of f (L) = Le L .
The numbers θ k are the building blocks to express the sharp constants involved in the asymptotic analysis of the solutions as p → ∞. Below we define these constants (Definition 2.2) and explain their relationship with the concentration rates (Theorems 2.4, 2.6, and 2.7). Once these relationships have been established, a careful study of the behavior of these constants (Section 6) is used to show the lack of a universal uniform bound on nodal solutions for the Dirichlet and Neumann problems (see Theorem 2.8).
We have the following monotonicity properties. 
as p → +∞, where 
and that | m u α,p (1)| → 1 as p → +∞. We expect that m u α,p (x) → 1 uniformly on compact subsets of B \ {0}, but this does not follow directly from Theorem 2.4 and would require further analysis.
Next we consider the radial solutions to (1.1). They oscillate infinitely many times and have a unique local maximum or minimum between any two consecutive zeros. It is not difficult to see that they are linked by a suitable change of variables to the radial solutions of the Dirichlet and Neumann problems, hence as a consequence of our previous results we deduce the following characterization.
Theorem 2.7 (Problem in R
2 ). Let α ≥ 0 and w α,p be the radial solution of (1.1) such that
Then w α,p has a sequence (ρ m,α,p ) m∈N of zeros and a sequence (δ m,α,p ) m∈N of critical points such that 
S m are the constants in Definitions 2.1-2.2.
From the study of the constants performed in Section 6 (see Theorem 6.2), we deduce the following result which implies that there is no a priori bound for nodal solutions. 
Furthermore,
33)
An immediate consequence is that the i-th local maximum or minimum is also unbounded for any i ∈ N as m, p → ∞ and with the same growth rate.
Corollary 2.9. Using the notation of Theorems 2.4 and 2.6. Then
and the same result holds with
Theorem 2.8 implies that, for the 2-dimensional Lane-Emden and Hénon problems with either Dirichlet or Neumann boundary conditions, a priori uniform bounds do not hold true for nodal solutions in general, and in fact the supremum norm grows as √ m, where m − 1 is the number of interior zeros of the solution (see Figure 4) . We recall that positive solutions of Dirichlet LaneEmden problems do satisfy an a priori uniform bound, see [30] .
To close this section, we describe the organization and main ideas of the paper. Theorems 2.4 and 2.5 (Dirichlet Lane-Emden) are shown in Section 3 for α = 0. Here, an inductive strategy is used together with the fact that m−1 u 0,p and m u 0,p are related via a suitable change of variables. More details on the structure of our proof is in Section 3.2. In Section 4 we study the case α > 0 in Theorems 2.4 and 2.5 (Dirichlet Hénon), which is deduced from the case α = 0 using another change of variables which works only in dimension 2. Using (2.23) and (2.30), we show Theorems 2.6 (Neumann) and 2.7 (whole R 2 ) in Section 5. In Section 6 we do a careful analysis of the constants and use this to show Theorem 2.8, Corollary 2.9, and Lemma 2.3. Finally, in the Appendix A we discuss a conjecture on a Morse index formula for the solutions. 
Preliminary properties. Let us denote by
(ii) then follows immediately observing that for critical points (
≤ 0, where
Thus F is non increasing, in particular F (0) ≥ F (r) for all r ∈ (0, 1), which implies (i), and F ( 
By the classical Strauss inequality for radial functions in H 1 (R 2 ) ( [40] ) and the energy estimate in (3.7) we deduce the following pointwise bound.
Moreover, integrating the equation (3.1) written in polar coordinates, we have that
As a consequence, we deduce the next identity.
We then obtain the following estimate for the derivative.
Lemma 3.5. There exists C m > 0 and p m > 1 such that
Proof. Let r ∈ (0, 1). Choosing s = 0 and t = r in the identity (3.8) (recall that (
and the conclusion follows from (3.7). The case r = 1 is obtained by continuity. 
Lemma 3.7 (Pohozaev identity). It holds that
Proof. The claim follows from the Pohozaev identity
where ν denotes the exterior unit normal vector on ∂B.
We conclude this paragraph recalling some known asymptotic results. Thanks to the energy bound (3.7), the general asymptotic analysis in [15] apply to the solution . In particular, since the domain is now a ball and m u p is radial, it follows that it concentrates at only 1 point, which is the origin (i.e. k = 1 and S = {0} in the notation of [15, 16] ). In our notations:
Observe that from [15] we also know that a first bubble always appears. Indeed, [15 
and
are as in Theorem 2.5 with α = 0.
The proof of Theorem 3.9 is done by an iterative argument on the number m. More precisely, it is obtained once the following inductive basis and inductive step are shown. Proposition 3.11 (inductive basis) was essentially already known from the general works [35, 36, 1] on the asymptotic behavior of the least energy solutions of the Dirichlet Lane-Emden problem. In Section 3.3 we will sketch a proof for completeness. As we will see it exploits the following: 
As a consequence, it can be proved that, if one knows that Theorem 3.9 holds for the solution m−1 u p , then, in order to prove that it holds for the solution m u p , one has to show only the last 4 relations
as p → +∞. The proof of these 4 sharp limits is at the core of Section 3.4. It is mainly based on integral estimates and ODE techniques, and we exploit many arguments from [25] , where the case m = 2 was investigated. One of the ingredients of the proof is the description of the bubble behavior for the last rescaled function Observe that, once Propositions 3.13 and 3.14 are proven, an iterative argument on m gives also the proof of Theorem 3.10, using the propositions as inductive basis and inductive step respectively.
In conclusion in order to show Theorems 3.9 and 3.10 it remains to show
• the inductive basis: Propositions 3.11 and 3.13 (see Section 3.3);
• the inductive steps: Propositions 3.12 and 3.14 (see Section 3.4).
3.3.
The case m = 1. Here we prove Propositions 3.11 and 3.13.
Proof of Proposition 3.13. We have to show that
= 0). (3.22) was known from [35] , we repeat the proof for completeness. By Poincare inequality,
where
and, as a consequence, recalling that
The proof of (3.23) can be found in [1] . Observe that the functions Proof of Proposition 3.11. We have to show
From [35, 36] we know that the least energy solutions satisfy the following energy condition
Identity (3.25) was obtained in [1] by a contradiction argument which uses (3.27) and Proposition 3.13. Here we write a more direct proof which exploits also a pointwise estimate recently obtained in [16] for the rescaled function 
provided p ≥ p δ . From (3.28) one immediately derives (3.25) using the energy estimate (3.27), changing variable in the integral and passing to the limit by Lebesgue's theorem (thanks to (3.28) ) and the results in Proposition 3.13:
as p → +∞. Identity (3.25) follows recalling that θ 0 = 2, and that
Similarly, recalling that
√ e, one has that (3.26):
3.4. The inductive step. In this section we prove Propositions 3.12 and 3.14. In order to shorten the notations let us set 
As a consequence,
Proof. By a direct computation it is easy to verify that the function w(r) := (r p )
u p (r p r), r ∈ (0, 1), solves (3.1) and (3.2). Moreover, it has m − 1 nodal regions and so, by the uniqueness,
Hence, we have the following.
As a consequence, 
M i are the constants in Theorem 3.9.
Proof. By (3.31), (3.32), (3.33) , and the inductive assumption,
The previous result implies that, in order to prove Proposition 3.12, it is enough to study the asymptotic behavior of the 4 quantities
We start with a preliminary result.
where λ 1 is the first eigenvalue of −∆ in H 1 0 (Ω), as a consequence
Proof. (3.40) clearly follows from (3.39). The proof of (3.39) is similar to the one of (3.24). Indeed let Ω p := {r p < |x| < 1}, then by the monotonicity property of the first eigenvalue
and so, by Poincare inequality:
From this we easily deduce the following. Proof. If, by contradiction, s pn ≥ α > 0 for a sequence p n → +∞ as n → +∞, then, by Lemma 3.3,
for n large. 
Proof. The upper bound in (3.41) is immediate, since r p < 1, moreover
as p → +∞, where for the last equality we have used the assumption that Theorem 3.9 holds for m−1 u p . Moreover, 
which gives a contradiction. Assume by contradiction that h > −σ. As z p (0) = 0 and z p (a p ) = −p, by the mean value theorem in (a p , 0) we have the existence of t p ∈ (a p , 0) such that
as p → +∞. Moreover, since h > −σ by assumption, there exists C 1 > 0 such that
for p large. On the other hand, from the equation (3.30),
Recall that (z p ) (0) = 0 and that, by definition, 1 + zp p ≤ 1. Then, integrating on (t p , 0), we have for p large that
from which we obtain
But (3.51) implies that |t p + σ + o(1)| ≥ C 3 > 0 for p large and so, by (3.52),
uniformly in p, for p large, reaching a contradiction with (3.50).
Using Proposition 3.22 and Proposition 3.23 we can prove the convergence of the last rescaling z p of m u p . (β θ + |x| θ ) 2 , (3.54)
(3.55) and θ := 2(σ 2 + 2) (> 2) (3.56)
is a singular radial solution of 
Following the proof of [1, Theorem 1.1] one can then show that z p is locally uniformly bounded in (−σ, +∞). By standard elliptic estimates, we have that z p is uniformly bounded in C
Let us set Z(r) := z(r − σ), so Z satisfies
Hence Z must be the function in (3.54) with (3.55) and (3.56), which satisfies
where δ 0 is the Dirac measure centered at 0 and H := − (3.20) , the equality σ = σ m−1 is equivalent to θ = θ m−1 . We begin with some auxiliary lemmas. 
Proof. The claim follows from the change of variable s = s p + ε p r and the definitions of z p and ε p , because u p ). Namely, we have that
Using Proposition 3.24 we can now integrate
as p → +∞, where the passage to the limit in ( * ) is due to Lebesgue's theorem ( (1 + zp p ) ≤ 1 and the integration is on a bounded interval), while the last equality is a consequence of (3.54) with (3.55) and (3.56) in Proposition 3.24 (as already observed in (3.59)). 
as p → +∞, where M > 0 is the constant in (3.46) and I p is defined in (3.60).
Proof. We make the change of variable r = s p + ε p s in the left hand side and use the definition of z p and of ε p , then we observe that the inequality (1 +
p , which allows to estimate the integral with I p , that is,
We are also able to compute the value of the derivative in the last zero of a solution. We can now compute this integral similarly as we did in the proof of Lemma 3.26, making the change of variable r = s p +ε p s and passing to the limit as p → +∞. We use that u p , so all these results hold), hence we obtain that
as p → +∞, where the passage to the limit in ( * ) is again due to Lebesgue's theorem ( (1+ zp p ) ≤ 1 and the integration is on a bounded interval), while the equality in ( * * ) is again a consequence of (3.54) with (3.55) and (3.56) in Proposition 3.24 (as already observed in (3.59)). Putting together (3.64) with (3.65) one has as p → +∞, where I p is defined in (3.60) and θ (> 2) is the constant in Proposition 3.24.
Proof. Observe that, differently from the previous proofs, we cannot pass to the limit into the integral that defines I p , since now Lebesgue's Dominated Convergence Theorem does not apply. We follow similar ideas as in [25] .
Recalling the definition of I p and repeating the same computations as in (3.61) one has that
≤ C.
STEP 2. We show that lim inf
By the convergence of z p to Z in Proposition 3.24 and the one of sp εp to σ in Proposition 3.22, using Fatou's lemma we obtain lim inf
STEP 3. We prove that 1 4
From (3.9) and Lemma 3.25
as p → +∞. We decompose the integral in (3.70) into the sum of three terms:
For the first term we make the change of variable r = sr p and reduce it to the computation of the total energy for the solution m−1 u p , which can be done using Lemma 3.7 and the inductive assumption that Theorem 3.9 holds for the solution m−1 u p . Finally, we have the dependence on θ and M by exploiting Lemma 3.28, namely, 
as p → +∞. We use Lemma 3.26 and Lemma 3.27 to estimate the last two terms in (3.71), hence 
as p → +∞. Since I p is bounded by STEP 1, then, up to a subsequence, it converges to I ∞ , as p → +∞. From (3.74) we then have that
Since F is increasing for x ≥ 2 and I ∞ ≥ θ+2(≥ 2) by STEP 2, it then follows that I ∞ = θ + 2. 
where L is the Lambert function (i.e. the inverse function of
Proof. It is enough to show the following equality 
In order to compute the integral on the left hand side of (3.79) we make the change of variable r = s p + ε p t and recall the definition of z p , to obtain that
We then pass to the limit as p → +∞, using the convergence of z p to Z (Proposition 3.24), the computation already obtained in (3.78) and Lebesgue's convergence theorem:
as p → +∞, where the last equality is a consequence of (3.54) with (3.55) and (3.56) in Proposition 3.24 (as already observed in (3.59)). Proof. Substituting the value of t obtained in Proposition 3.31 in (3.76), we have that
Proof of Proposition 3.14. Let m ≥ 2 and we assume that Theorem 3.9 holds for the radial solution STEP 1. We prove the last convergence in (3.12), (3.13), (3.14) and (3.15). Namely we show that: 
where M and R have been defined in (3.46) and (3.45). Following similar ideas as in the proof of (3.78) we obtain, for s > 0,
Then, as in the proof of (3.79), we multiply the equation − ( 
which ends the proof of (3.87). Identity (3.87) implies (3.88), because
Next we prove (3.89). Observe that = [
The proof of (3.90) also follows, since
We prove all the other convergences in (3.12), (3.13), (3.14), (3.15).
Proof of STEP 2.
The proof is obtained combining Lemma 3.17 with the convergence of (r p ) 2 p−1 proved in (3.81) in STEP 1 and using also the explicit values of the constants (in (2.6) and (2.7)) related to the solution m−1 u p with m − 2 interior zeros, which are known since Theorem 3.9 holds for it by assumption. We have that
3.5. Proof of Theorem 2.4 -case α = 0. The proof is a consequence of Theorem 3.9, Theorem 3.10 and some of the preliminary results in Section 3.1.
We keep the notation of Section 3, namely (3.14) and (3.15) in Theorem 3.9 are exactly the case α = 0 of the sharp limits in (2.13), (2.14), (2.15) and (2.16) in Theorem 2.4. The proof of the case α = 0 in (2.12) follows instead from (3.13) in Theorem 3.9 combined with the preliminary Lemma 3.7, indeed
In order to conclude the proof of Theorem 2.4, we need to show the case α = 0 in the convergence in (2.10), namely that
as p → +∞. The proof of (3.94) exploits not only Theorem 3.9 but also Theorem 3.10 and some preliminary results in Section 3.1 (in particular the asymptotic results in Lemma 3.8). We start from the representation formula and splitting the integral into 2 terms:
Let δ ∈ (0, 1). For the first term we use that for any x, y such that 0 < δ ≤ |x| ≤ 1 and |y|
(where the constant C depends on δ); moreover, exploiting Lemma 3.4 we also have that 
which ends the proof of (3.100) and, therefore, of (3.98).
Proof of (3.99):
as p → +∞ and so, by (3.96) and (3.100),
as p → +∞. Moreover, |G(x, y)| ≤ C for any x, y such that 0 < δ ≤ |x| ≤ 1 and |y| < δ 2 . As a consequence,
Finally, for the last term, we use (3.11) in Lemma 3.8, namely,
|G(x, y)|dy
as p → +∞. Identity (3.99) follows from (3.101) and (3.102). 
and 
Moreover, note that
Hence,
as p → +∞. 
and similarly the relations
The claim now follows from Theorem 3.10 (with m = i + 1).
The Dirichlet Hénon problem in B
In this section we prove the case α > 0 in Theorems 2.4 and 2.5.
The case α = 0 (Dirichlet Lane-Emden) has been proved in Section 3, the idea is to use a suitable change of variable in order to derive the case α > 0 from the case α = 0.
To this aim let us observe that the Lane-Emden equation (case α = 0) and the Hénon equation (case α > 0) are linked -in the radial setting and in dimension 2 -by a change of variable first considered in [11] and then also used in [13, 23, 39] (see also [32, 39] where it is exploited also in a non-radial setting). Indeed, setting v(r) := 2 α + 2
then it is easy to see that u is a solution of the Lane-Emden equation
if and only if v is a solution of the Hénon equation
moreover also the boundary conditions are preserved:
As a consequence, using the change of variable (4.1), one immediately obtains the existence and uniqueness of the radial solutions with m − 1 interior zeros for the Dirichlet Hénon problems, since
We remark that this strategy cannot be used in higher dimension. From Similarly one shows the convergence of the energy in (2.12), again using the change of variable (4.2) and passing into the limit by exploiting the convergence already proved for the energy in the case α = 0, namely,
The convergence in (2.10) also follows from (4.2) and the corresponding C 1 loc (B \ {0}) convergence already proved for 
The conclusion follows observing that
it is not difficult to check that Z i,α solves (2.20).
The Neumann problems and the equation in the whole R 2
In this section we prove Theorems 2.6 and 2.7. Here, in order to simplify the notation, we have dropped the dependence on m. Then
Taking the derivative on both sides of (5.4), it follows that
Analysis of the constants
In this section we do a careful study of the constants in Definition 2.2 and show Theorem 2.8. The first result in this section characterizes the growth of θ k .
Theorem 6.1 (Linear growth of θ k ). Let θ k be the numbers in Definition 2.1. It holds that
for all k ∈ N.
In particular, the sequence (θ k ) k is strictly increasing and
where [x] denotes the integer part of x.
Using Theorem 6.1 we can deduce information on all the constants in Definition 2.2. ≈ 2.028. Then, for every m ∈ N,
where Γ is the usual Gamma function. Furthermore,
To show Theorem 6.1, we begin with an alternative formula for θ k . Let
and let
Lemma 6.4. For every m ∈ N,
Proof. We argue by induction. The inductive base is clear since
and therefore
Next we deduce some bounds for A k . We need first an auxiliary lemma. Recall the following wellknown properties of the L function: For every
Lemma 6.5. For every k ∈ N,
Proof. Let f : (0, ∞) → (0, ∞) be given by f (s) = If k ∈ N and s = 2k + 1, then
and (6.8) follows. Next we show inequality (6.9). For s > 0, let
From ( 
Proof. We show first that A k < 1 4k for all k ∈ N. The inductive base is immediate, since 0.2388 ≈ A 1 < 1 4 . Let k ∈ N and assume that A k < 1 4k . Using that t → L(φ(t)) is a monotone increasing function, it follows, by Lemma 6.5, that
. ) then, using that t → L(φ(t)) and t → L(t) are monotone increasing functions and Lemma 6.5,
. We are now ready to prove Theorem 6.1.
Proof of Theorem 6.1. Let k ∈ N. By Proposition 6.6 we know that 4k < We are now ready to show Theorem 6.2.
Proof of Theorem 6.2. By Theorem 6.1, .
(6.15) Substituting (6.14) and (6.15) into (6.13), we obtain (6.2). Finally, from (6.2) and (6.11) one has (6.3), because lim inf . Proof of Corollary 6.3. This is a direct consequence of Theorem 6.2 and the fact that, for every i ∈ N,
where all the right-hand sides are positive constants independent of m.
We conclude the section with the proofs of Theorem 2.8 and Corollary 2.9. Conjecture A.1 holds in the case m = 1, since it can be proved that the least energy solution has Morse index 1 (see [31] ). Moreover it has been proved in the case m = 2 in [17] , where it is shown that m( 2 u p ) = 12. We remark that in higher dimension N ≥ 3, the Morse index is smaller, since, in this case, the Morse index grows linearly; to be more precise, in [18] 
