We deepen the study of two known neighborhood structures, which here will be called f · k-neighborhood structures and f · q-neighborhood structures, in the context of Sostak fuzzy topological spaces. In particular, we characterize fuzzy topologies by f · k-neighborhood structures. Moreover we introduce and discuss the notions of f · kneighborhood prestructure and f · m-neighborhood structure in the same context. At last we prove that the three neighborhood structures mentioned above are equivalent.
Introduction
The problem of characterizing fuzzy topologies by means of suitable local structures has been investigated by many authors since the end of the seventies. The most important notions of neighborhood considered are essentially three, as many as the principal notions of membership of a fuzzy point to a fuzzy set, which here will be called belonging, proper belonging, and quasi coincidence. For the corresponding notions of neighborhood, we will use, respectively, the terms k-neighborhood, m-neighborhood, and qneighborhood.
The k-neighborhoods in Chang topological spaces were introduced in 1978 by Kerre [6] . Two years later, in [9] , Pu and Liu asserted in a theorem that a certain set of properties of the k-neighborhoods characterizes the topology, but afterwards this part of the proposition was shown to be false. The purpose of characterizing Chang topologies through the k-neighborhoods was realized in 1983 by De Mitri and Pascali [1] (this result published in [1] is already present in C. De Mitri's Degree thesis, E. Pascali as Supervising Professor, of 1977); in this work, the notions of belonging and proper belonging were used contextually, and this choice made possible the reaching of the expected result.
The characterization of Chang topologies through the m-neighborhoods was estab3910 Equivalence among some fuzzy neighborhood structures by the same authors. But unfortunately, these two works did not take into account the results contained in [1] , so the first of them ends with inexact valuations that have not been denied in the second one, where the authors have stated how it is possible to express any one of the three neighborhood systems in terms of either of the other two. Finally in 1990,Šostak [11] generalized the notions of k-neighborhood and of q-neighborhood setting them in the context ofŠostak fuzzy topological spaces: as a consequence of the fuzzification of the notion of openness, the fuzzification of the notion of neighborliness was obtained. But also here the results established in [1] have been ignored, and the treatment concerning the k-neighborhood system has remained incomplete. We can repeat analogous remarks with regard to the results achieved in 1997 by Demirci [3] . The results established in [11] about the q-neighborhoods were found again in 2004 by Fang [4] .
This short survey here made about the problem of the neighborhoods is limited to those notions of neighborhood which are analyzed in this paper, and which present a strong homogeneity one another. We left out, for instance, all neighborhood systems relating to crisp points only, for example those of Ludescher, Roventa, and Warren (see [7] ), which are set in Chang topological spaces, and those of Ying [12] , which are set in fuzzifying topological spaces. Likewise, we left out the neighborhoods of fuzzy points introduced again by Ying in [13] : concerning this, we observe that although the context is that of Chang topological spaces, where the property of openness is crisp, nevertheless these neighborhoods are fuzzified through a fuzzification of the membership relation.
The topic treated in this paper is set in the context ofŠostak fuzzy topological spaces [10] . Differently from [3, 11] , but similarly to [4] , the neighborhood structures are introduced in a general form, that is, as functions defined even without a topological structure. In Section 3, dealing with the k-neighborhood structure, the notion of fuzzy pretopology is involved too, and so the results contained in [11] are used as a basis for further researches; indeed, in such a context, the opportunity emerges to introduce the notion of k-neighborhood prestructure, and we obtain a description of the smallest fuzzy topology among those which are greater than a given fuzzy pretopology. Successively, in the same section, the k-neighborhood structures are again seen in the more particular context of Chang spaces, so permitting the improvement of some results achieved in [7] and the comparison with the neighborhood structure studied in [1] . Finally, in the last two sections, the structures of the m-neighborhoods and of the q-neighborhoods are analyzed, and their link with the k-neighborhood structures is established, so proving their essential equivalence.
Preliminaries
For any nonempty set X, we call fuzzy sets of X the elements of I X , where I = [0,1]. Among them, there are in particular the elements of 2 X , where 2 = {0, 1}, so-named crisp sets; two notable examples are the characteristic functions χ ∅ and χ X , which in the sequel we will denote, respectively, by the symbols ∅ and X. If A ∈ I X , we call the support of A the set
We call each fuzzy set of X having a singleton as its support a fuzzy point of X. If {x} is the support of the fuzzy point p and p(x) = λ, we write p = x λ . The family of the fuzzy points of X will be denoted by (X); moreover we put
, we call the dual of p the fuzzy point p = x 1−λ . Given p = x λ ∈ (X) and A ∈ I X , we define the relations of belonging, proper belonging, and quasi coincidence, respectively, as follows:
For any τ ∈ I I X , we consider the following axioms:
. Each map τ verifying the conditions (t 1,2 ) will be called here an f-pretopology on X; if τ also verifies the condition (t 3 ), we will say that τ is an f-topology on X. The pair (X,τ) will be called, respectively, an f-pretopological space and an f-topological space. If the map τ is such that τ(I X ) ⊆ 2, then we will prefer, respectively, the terms c-pretopology, c-topology, c-pretopological space, and c-topological space; we note that, in this case, τ is the characteristic function of a subset of I X , which we will indicate by the same symbol τ. If τ is a c-topology on X, given β ⊆ τ, we say that β is a base of τ if for all A ∈ τ, there exists β ⊆ β such that A = β .
We have that if δ is a c-pretopology, then the family τ = {A ∈ I X | ∃δ ⊆ δ such that A = δ } is the only c-topology of which δ is a base, and it is the coarsest c-topology among the ones which contain δ; or rather we observe that τ is the smallest f -topology among the ones which are greater than δ.
Given the f -topological spaces (X,τ) and (Y ,δ), any function f :
k-neighborhood structures and prestructures
For any κ ∈ I (X)×I X , where X is a nonempty set, we can consider the following axioms:
. We observe that the second member of the inequality in (k 4 ), in the presence of the con-
The axioms (k 0,1,2,3,4 ) are taken from [3, 11] ; however the axiom (k 5 ) is new, although deduced from [1] , and we prove (see Example 3.10) that it is independent of the others. We note that the axioms (k 3,4 ) involve the relation of belonging, while the axiom (k 5 ) involves the relation of proper belonging.
Every map κ ∈ I (X)×I X verifying the conditions (k 0,1,2,3,4 ) will be called an f · kneighborhood prestructure, or an f · k-prestructure, on X; if κ also verifies the condition (k 5 ), we will say that κ is an f · k-neighborhood structure, or an f · k-structure, on X.
If κ satisfies the conditions (k 0,1 ), then it also satisfies the condition
Proof. The check of (k a ) under the conditions (k 0,1 ) is immediate. In order to prove (k b ) under the hypothesies (k 1,3,4 ), we suppose on the contrary that p, q ∈ (X) exist such that q ≺ p and
As for (k c ) under the condition (k 5 ), we only need to observe that for all p U, it holds that q≺U κ(q,U)
Finally, we recognize that the condition (k k ) trivially follows from the conditions (k 5 ) and (k b ).
With any map τ
On the other hand, with any map κ ∈ I (X)×I X , one can associate the maps Ᏸ κ , -κ ∈ I I X defined by
It is immediate to note that Ᏸ κ ≤ -κ in general, and that Ᏸ κ = -κ if κ satisfies the condition (k c ).
Now we present an example of an f · k-structure. The case of an f · k-prestructure which is not an f · k-structure is showed forward (see Example 3.10).
It is easy to check that κ satisfies the conditions (k 0,1,2,3,4,5 ). Moreover, we have
The following theorem includes [3, Proposition 2.5] and [11, Theorems 1 and 3], and furthermore it states that if τ is an f -topology on X, then τ is an f · k-structure on X.
If τ is an f-topology on X, then τ is an f · k-structure on X, and τ = Ᏸ τ = -τ .
Proof. As for the proof of the first part and of the equality τ = Ᏸ τ at the end of the second part, see [3, Proposition 2.5] and [11, Theorems 1 and 3]. Now we prove that if τ is an f -topology, then τ also satisfies the condition (k 5 ). Given p ∈ (X), U ∈ I X , and α > τ (p,U), we claim that there exists
Finally, we observe that by the condition (k c ) applied to τ , it follows that Ᏸ τ = -τ .
Remark 3.4. If τ is an f -topology on X, then by the theorem above, we have τ(A)
X (we note more precisely, due to the condition ( A) ). Thus the f -topology τ can be expressed in terms of the f · k-structure associated with it.
Moreover, since also the equality τ(A) = p≺A τ (p,A), for all A ∈ I X , holds, one can assert that although the function τ is defined on (X)×I X , its restriction to * (X)×I X is enough to characterize the f -topology τ.
The following two theorems concern both the maps Ᏸ κ and -κ generated by a map κ ∈ I (X)×I X ; the statements relating only to Ᏸ κ appear in [11, Theorem 2] , while the ones involving also -κ are new.
Theorem 3.5. If κ is an f · k-prestructure on X, then Ᏸ κ is an f-pretopology on X, and κ = Ᏸκ . Moreover -κ is an f-topology on X, and κ ≤ -κ .
Proof. As for the proof of the first part, see [11, Theorem 2] . Now we prove that -κ is an f -topology on X. The check of the conditions (t 1,2 ) can be done in the same way as for Ᏸ κ in [11] . There remains to check the condition (t 3 ): given
Finally, we observe that the relation κ ≤ -κ trivially follows from the already proved fact that κ = Ᏸκ and from the fact that since Ᏸ κ ≤ -κ , it obviously follows that Ᏸκ ≤ -κ .
Theorem 3.6. If κ is an f · k-structure on X, then -κ is an f-topology on X, and the equalities -κ = Ᏸ κ and κ = -κ hold.
Proof. By the condition (k c ), a consequence of (k 5 ), we have that -κ = Ᏸ κ . So the thesis trivially follows from Theorem 3.5.
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We note that by Theorems 3.3 and 3.6, if τ is an f -topology on X, then τ is the only f · k-structure on X such that τ = -τ ; similarly, if κ is an f · k-structure on X, then -κ is the only f -topology on X such that κ = -κ .
Remark 3.7. From Theorems 3.3 and 3.5, we easily deduce that if κ is an f · k-prestructure without being an f · k-structure, then the f -pretopology Ᏸ κ cannot be an f -topology, and furthermore the equality κ = -κ cannot hold.
On the other hand, it is proved (see Example 3.12) that some f -pretopology τ exists which is not an f -topology, and nevertheless it is such that τ is an f · k-structure. For such an f -pretopology, the equality τ = Ᏸ τ cannot be true, since, due to Theorem 3.6, Ᏸ τ is an f -topology. Consequently, by Theorem 3.5, we can exclude the existence of an f · k-prestructure κ such that Ᏸ κ = τ, since otherwise we would have τ = Ᏸκ = κ and hence τ = Ᏸ τ . Theorems 3.3 and 3.5 suggest a procedure to build f · k-structures from f · k-prestructures and f -topologies from f -pretopologies: in fact, with the f · k-prestructure κ, one can associate the f · k-structure -κ and with the f -pretopology τ, one can associate the f -topology -τ .
We know that the relations κ ≤ -κ and τ ≤ -τ hold; the following theorem states that -κ is the smallest f · k-structure among the ones which are greater than κ, and that -τ is the smallest f -topology among the ones which are greater than τ.
If τ is an f-pretopology on X, then -τ is the smallest f-topology on X such that τ ≤ -τ .
Proof. Let κ be an f · k-structure such that κ ≥ κ, and take p ∈ (X) and U ∈ I X . By applying (k 1 ) to κ and (k 5 ) to κ , one gets that for all
. Now, let τ be an f -topology such that τ ≥ τ, and assume on the contrary that there exists The theorem below characterizes the continuity of the functions between f -topological spaces by means of the related f · k-structures. 
Proof. The proof is straightforward. 
If the map κ
3 ) for all p ∈ (X) and for all U ∈ I X , if U ∈ κ p , then p U; (k c 4 ) for all p ∈ (X) and for all U ∈ I X , if U ∈ κ p , then there exist V ∈ κ p such that V ≤ U and V ∈ κ q for all q V ; (k c 5 ) for all p ∈ (X) and for all U ∈ I X , if U ∈ κ q for all q ≺ p, then U ∈ κ p . Moreover, the conditions (k a,b,c,k ) become, respectively, the following:
We observe that the conditions (k c 0,1,2,3,4 ) appear, nearly the same (see also Remark 3.11), in [1, 6, 9] , and that (k Previously it has been asserted, with respect to any map κ ∈ I (X)×I
X
, that the condition (k 5 ) cannot be deduced from the ones which precede it. Indeed the following example, drawn from [11] , shows that the condition (k 5 ) is not a consequence of the conditions (k 0,1,2,3,4 ) even in the particular case where κ((X)×I X ) ⊆ 2.
Example 3.10. We define the map κ ∈ 2 (X)×I X by setting for all p = x λ ∈ (X) and for all U ∈ I X , κ(p,U) = 1 ⇔ λ < 1/2 and U(x) ≥ λ or λ ≥ 1/2 and U(x) = 1. In [11] , it is observed that κ satisfies the conditions (k c 0,1,2,3,4 ). It is easy to check that, however, the condition (k c 5 ) is not satisfied. Indeed, given p = x 1/2 ∈ (X) and U ∈ I X such that 1/2 ≤ U(x) < 1, one has that U ∈ κ q for all q ≺ p and that U / ∈ κ p . 3916 Equivalence among some fuzzy neighborhood structures From Theorem 3.3, we deduce that if τ is a c-pretopology, then τ is a c · kprestructure and τ ⊆ Ᏸ τ . Moreover, also owing to Remark 3.4, if τ is a c-topology, then τ is a c · k-structure, and for all
⊥ . As a confirmation of what has been announced in the second part of Remark 3.7, the example below shows that, in order that τ be a k-structure, it is not necessary for τ to be a topology (and hence the equality τ = Ᏸ τ is not true in general), even if one only considers Chang spaces.
Example 3.12. Let X = R. With every fuzzy point p = x λ ∈ (R), we associate the fuzzy set C p defined by C p (t) = max{λ − |t − x|,0} for all t ∈ R, and we take τ = {C p | p ∈ (R)} ∪ {∅, R}. We recognize that τ is a c-pretopology which does not satisfy the condition (t 3 ). We also see that τ is a c · k-structure.
From Theorem 3.5, we deduce that if κ ∈ 2 (X)×I X is a c · k-prestructure, then Ᏸ κ and -κ are, respectively, a c-pretopology and a c-topology. The following proposition states that -κ is just the c-topology of which Ᏸ κ is a base.
Proof. It is already known that Ᏸ κ ⊆ -κ . Given A ∈ -κ , if p is any fuzzy point such that p ≺ A, owing to the definition of -κ , we have that A ∈ κ p , and hence because of (k
ensures that p V p , and furthermore it holds that V p ∈ Ᏸ κ owing to the definition of Ᏸ κ . Thus, taking δ = {V p ∈ I X |p ∈ (X) and p ≺ A}, one has that δ ⊆ Ᏸ κ and p≺A p ≤ p≺A V p ≤ A, and hence A = δ .
Remark 3.14. In general, given a c-pretopology δ and denoting by τ the c-topology of which δ is a base, we obviously have that, for all p ∈ (X), δ p ⊆ τ p . As for the reverse inclusion τ p ⊆ δ p , we observe that it is not necessarily true. Indeed, if it were true that in all cases δ p = τ p for all p ∈ (X), then from Theorem 3.5 and Proposition 3.13, it would follow that every c · k-prestructure κ generates a c-topology -κ such that κ = -κ , in contrast with what has been asserted in the first part of Remark 3.7.
The fact that the above-mentioned inclusion is not true in general constitutes an element of distinction of fuzzy topology from classic topology, and it is essentially due to the fact that the notion of k-neighborhood is based on a belonging relation which weakly interacts with the union operation.
Remark 3.15. From Theorem 3.8, it follows that if τ is a c-pretopology, then -τ is the coarsest c-topology among the ones which contain τ, and hence it is just the c-topology of which τ is a base. If we apply this conclusion to the c-pretopology Ᏸ κ considered in Proposition 3.13, we can get an indirect proof of the proposition itself, simply by observing that because of Theorem 3.5, it follows that -Ᏸ κ = -κ .
From Theorem 3.6, we deduce that if κ ∈ 2
is a c-topology and that for all p ∈ (X), κ p = -κ p . Keeping in mind Remark 3.11, we Cosimo De Mitri 3917 can assert that this result is equivalent to [1, Theorem 2.1]. Clearly, the k-neighborhood structure gives a suitable extension of the neighborhood structure of classic topology, as well as invalidating the final comment of [7] , where the k-neighborhood structure was essentially excluded from consideration.
m-neighborhood structures
We call every map µ ∈ I * (X)×I X verifying the following axioms an f · m-neighborhood structure, or an f · m-structure, on the nonempty set X:
. We observe that the second member of the inequality in (m 4 ), in the presence of the condition (m 3 ), shrinks to p≺V ≤U q≺V µ(q,V ). 
Proof. The check of (m a ) under the conditions (m 0,1 ) is immediate. To prove (m b ) under the hypotheses (m 1,3,4 ), one can imitate the proof of (k b ) in Proposition 3.1.
As for (m m ), after acquiring (m b ), there remains to prove that if p ∈ * (X) and 
(ii) for all p ∈ * (X) and for all U ∈ I X , µ κ (p,U) = q p κ(q,U).
Example 4.2. Let X be a singleton {x}. For λ ∈ (0,1) and U ∈ I X , we define
Keeping in mind the function κ in Example 3.2, we recognize that µ = µ κ and κ = κ µ .
Proof. Given p ∈ (X) and U ∈ I X , it is evident that for all
Now we suppose that κ is an f · k-prestructure. The check of (m 0 ) for µ κ is trivial if one considers that κ satisfies (k a ).
It is immediate to check that if κ satisfies (k 1 ), then µ κ satisfies (m 1 ), and that if κ satisfies (k 3 ), then µ κ satisfies (m 3 ).
To prove (m 2 ), let us consider p ∈ * (X), U 1 ,U 2 ∈ I X , U = U 1 ∧ U 2 , and suppose on the contrary that µ κ (p,U) < µ κ (p,U 1 ) ∧ µ κ (p,U 2 ). Then there exist r,s p such that µ κ (p,U) < κ(r,U 1 ) and µ κ (p,U) < κ(s,U 2 ). Thus, assuming, for instance, that r s, one would have, by (k b ) and (k 2 
As for (m 4 ), taking p ∈ * (X), U ∈ I X , and α < µ κ (p,U), we need to prove that there exists
, it follows that there exists q p such that α < κ(q,U). Because of (k 3,4 ), one has that there exists V ∈ I X such that p ≺ V ≤ U and α < κ(r,V ) for all r V . There remains to check that α ≤ s≺V µ κ (s,V ): in fact, if there existed s ≺ V such that α > µ κ (s,V ), then, taking r ∈ (X) such that s ≺ r ≤ V , one would have at the same time α < κ(r,V ) and α > κ(r,V ). Now we suppose that κ is an f · k-structure and we prove that given p ∈ (X) and U ∈ I X , it follows that κ(p,U) ≥ κ µκ (p,U). Since κ µκ (p,U) = q≺p µ κ (q,U), the purpose is reached if given α > κ(p,U), one finds q ≺ p such that α ≥ µ κ (q,U). Actually, if α > κ(p,U), due to (k 5 ) there exists q ≺ p such that α > κ(q,U), so, by (k b ), one has that α > κ(r,U) for all r q, that is, α ≥ r q κ(r,U) = µ κ (q,U). Proof. If p ∈ * (X) and U ∈ I X , one sees that for all q p, µ(p,U) ≥ r≺q µ(r,U) = κ µ (q,U), and hence µ(p,U) ≥ q p κ µ (q,U) = µ κµ (p,U). Now let µ be an f · m-structure. The check of the condition (k 0 ) for κ µ is trivial if one considers that µ satisfies (m a ).
It is easy to check that for all i ∈ {1, 2,3}, κ µ satisfies (k i ) if µ satisfies (m i ).
As for (k 4 ), given p ∈ (X), U ∈ I X , and α < κ µ (p,U), we need to prove that there exists V ∈ I X such that p V ≤ U and α ≤ s V κ µ (s,V ). From α < q≺p µ(q,U), for any q ≺ p, one has that α < µ(q,U), and hence, by (m 3, 4 ) , that there exists V q ∈ I X such that q ≺ V q ≤ U and α < µ(r,V q ) for all r ≺ V q . Letting V = q≺p V q , we have that p V ≤ U, and there remains to prove that given s V , we have α ≤ κ µ (s,V ). Actually, for all r ≺ s, since r ≺ V , there exists q r ≺ p such that r ≺ V qr , so, by (m 1 ), one has that α < µ(r,V qr ) ≤ µ(r,V ); thus α ≤ r≺s µ(r,V ) = κ µ (s,V ). Now we prove that κ µ satisfies (k 5 ), that is, for fixed p ∈ (X) and U ∈ I X , κ µ (p,U) ≥ q≺p κ µ (q,U). On the contrary, we suppose that there exists r ≺ p such that µ(r,U) < q≺p κ µ (q,U). It follows that, for all q ≺ p, µ(r,U) < κ µ (q,U) = s≺q µ(s,U). Then, taking q ∈ * (X) such that r ≺ q ≺ p, it would follow that µ(r,U) < s≺q µ(s,U) ≤ µ(r,U).
From Theorem 4.3, we see that with the c · m-structure µ and the c · q-structure π are associated, respectively, the c · q-structure π µ and the c · m-structure µ π defined as follows: for all p ∈ (X), π µ p = {µ q | q ∈ * (X) andp}, that is, π µ p = µ p if p ∈ * (X) and π µ p = q≺p µ q if p ∈ * (X); for all p ∈ * (X), µ π p = π p . These equalities agree with the corresponding equalities in [8, Proposition 1] , where the case is considered in which µ and π are, respectively, the c · m-structure ᏹ τ and the c · qstructure ᏽ τ associated with the same c-topology τ (in this case, we have µ π = µ and π µ = π).
