Generalising the idea of the classical EM algorithm that is widely used for computing maximum likelihood estimates, we propose an EM-Control (EM-C) algorithm for solving multi-period finite time horizon stochastic control problems. The new algorithm sequentially updates the control policies in each time period using Monte Carlo simulation in a forward-backward manner; in other words, the algorithm goes forward in simulation and backward in optimization in each iteration. Similar to the EM algorithm, the EM-C algorithm has the monotonicity of performance improvement in each iteration, leading to good convergence properties. We demonstrate the effectiveness of the algorithm by solving stochastic control problems in the monopoly pricing of perishable assets and in the study of real business cycle.
Introduction

Motivation and Main Results
Stochastic control problems are widely used in macroeconomics (e.g., the study of real business cycle), microeconomics (e.g., utility maximization problem), and marketing (e.g., monopoly pricing of perishable assets). These control problems are likely to be of finite time horizon. However, a finite time horizon stochastic control problem is more difficult than the related infinite horizon problem, because the optimal control policy is not necessarily stationary. Usually one has to resort to numerical methods to find solutions for such finite time horizon stochastic control problems. Due to the curse of dimensionality, it is generally difficult to numerically solve such problems, especially in high dimension and for complicated stochastic dynamics.
To overcome these difficulties, in this paper we attempt to solve finite time horizon stochastic control problems by using Monte Carlo simulation. More precisely, we propose a new algorithm, EM-Control (EM-C) algorithm, that sequentially updates the control policies in each time period using Monte Carlo simulation in a forwardbackward manner; in other words, the algorithm goes forward in simulation and backward in optimization in each iteration. We demonstrate the effectiveness of the algorithm by solving stochastic control problems in the monopoly pricing of perishable assets and in the study of real business cycle. Our algorithm is motivated from an algorithm in a different field, the classical Expectation-Maximization (EM) algorithm (Dempster, Laird and Rubin (1977) ), which is widely used for computing maximum likelihood estimates (MLEs) for missing data or latent variables. In each iteration, the EM algorithm first calculates the conditional distribution of the missing data based on parameters from the previous iteration, and then maximizes the expectation of the full likelihood function based on the just updated conditional distribution to get updated parameters. Interestingly, the EM algorithm can be viewed as an algorithm that in each iteration alternatively maximizes an objective functional with one distribution parameter and one ordinary parameter: the distribution parameter is the conditional distribution of the missing data, and the ordinary parameter is the parameter of the original MLE problem; see Section 2.1.
Our EM-C algorithm generalizes the idea of the EM algorithm to solve multiperiod finite time horizon stochastic control problems, for which there is a control policy corresponding to each time period. The EM-C algorithm is an iterative one that updates one control policy corresponding to one time period at each step in the iterations. Inheriting the spirit of the EM algorithm, the EM-C algorithm updates the control policy at a given time period by optimizing the objective function with respect to the control policy at that time period only, and with the control policies at all other periods fixed at their most up-to-date status in the iteration of the algorithm. What distinguishes the new EM-C algorithm from existing algorithms is fourfold:
(i) Similar to the EM algorithm, the proposed EM-C algorithm has the monotonicity of performance improvement at each iteration, which leads to good convergence properties of the EM-C algorithm.
(ii) The EM-C algorithm does not assume particular dynamics of the evolution of states (i.e. not limited to particular setting of stochastic processes), just as the EM algorithm can be applied to broad probability distributions. (iii) The EM-C algorithm does not use the Bellman equation; in contrast, many numerical algorithms in the literature rely on the Bellman equation or its approximation. 1 (iv) Unlike many existing algorithms, the EM-C algorithm treats finite time horizon stochastic control problems, where the optimal policy is not necessarily stationary.
Literature review
As the EM algorithm is one of the most cited algorithms in statistics, there have been numerous extensions of the algorithm; see, e.g., Wei and Tanner (1990) , Meng and Rubin (1993) , Gu and Li (1998) , and a review in Lange (2010, Chap. 13 ), among others. The EM algorithm allows for general distributional assumptions and has the advantageous property of monotonic convergence (Wu (1983) ). There is a large literature on stochastic control in economics. Hansen and Sargent (2013) provide detailed discussions on stochastic control problems in which the Bellman equations can be solved analytically. Ljungqvist and Sargent (2013) discuss dynamic programming methods and their applications to a variety of problems in economics. Judd (1998) and Miranda and Fackler (2002) provide comprehensive treatment of recursive methods for solving stochastic control problems in economics. Stokey, Lucas and Prescott (1989) describe many examples of modeling theoretical problems in economics using dynamic programming and other recursive methods, including optimal economic growth, resource extraction, principal agent problems, public finance, business investment, asset pricing, factor supply, and industrial organization. Flemming and Soner (2005) provide in-depth discussion on continuous time stochastic control problems and their applications. Kushner and Dupuis (2001) give an excellent survey of numerical methods for solving continuous time stochastic control problems by using Markov chains. There have also been many studies on the numerical solutions to continuous time stochastic control problems in mathematical finance;
see, e.g., Zhang (2004) , Bouchard and Touzi (2004) , Crisan, Manolarakis and Touzi (2010) , Fahim, Touzi and Warin (2011) , Kharroubi, Langrené and Pham (2013a) , Kharroubi, Langrené and Pham (2013b) , and Guo, Zhang and Zhuo (2012) , among others. Most of these studies focus on particular stochastic processes, e.g. discretized diffusion processes or Lévy processes, but our EM-C algorithm can be applied to general stochastic processes. Moreover, our method is a simulation based method, suitable for high dimensional problems.
Approximate dynamic programming (ADP) has been developed 2 for dealing with the three sources of curses of dimensionality: high dimensionality of state space, control policy space, and random shock space; see the books by Powell (2011) and Bertsekas (2012) . ADP algorithms can be broadly classified into two categories: value iteration and policy iteration.
3 Most ADP algorithms are value iteration algorithms, which approximate the value function by employing the Bellman equation. 4 Such algorithms are efficient when the value function can be well approximated, but there is no guarantee of monotonicity of value function improvement otherwise. As an alternative, a policy iteration algorithm keeps track of the policy instead of the value function. At each period, a value function is calculated based on a policy estimated previously and then improved within the policy space. The value iteration and policy iteration ADP algorithms may not have monotonic improvement of the value function at each iteration.
2 ADP has also evolved under the name of reinforcement learning in computer science (see, e.g., Sutton and Barto (1998) ).
3 Many ADP algorithms focus on infinite time horizon problems where the optimal value function and policy are stationary. In contrast, our EM-C algorithm focuses on finite time horizon problems where neither the optimal value function nor the optimal policy is stationary.
4 Value function iteration is closely related to the duality approach for stochastic dynamic programming; see Brown, Smith and Sun (2010) , Brown and Smith (2014) , Brown and Haugh (2014) .
Our algorithm is related to but is fundamentally different from the policy iteration ADP algorithms mainly in that: (i) the EM-C algorithm does not use the Bellman equation; (ii) the EM-C algorithm has monotonic improvement of the value function at each iteration; and (iii) the EM-C algorithm can be applied to general control problems in which the objective functions may not be time-separable.
ADP is closely related to the problem of American option pricing using simulation. Broadie and Glasserman (1997) develop an implicit approximate dynamic programming algorithm for American option pricing that assigns equal weights to each branch in a randomly sampled tree. Longstaff and Schwartz (2001) and Tsitsiklis and Van Roy (2001) combine simulation with regression on a set of basis functions to develop low-dimensional approximation to value functions; they are related to the stochastic mesh method introduced in Broadie and Glasserman (2004) and correspond to an implicit choice of mesh weights. See also Glasserman (2004, Ch. 8 ) for more discussion.
The literature of Markov decision processes mainly concerns multi-period stochastic control problems with a finite state space or a finite control space. There are also simulation-based algorithms for Markov decision processes; see, e.g., the books by Chang, Fu, Hu and Marcus (2007) and Gosavi (2015) for comprehensive review and discussion. The main differences between these algorithms and our EM-C algorithm are: (i) The EM-C algorithm has monotonicity in each iteration; (ii) The EM-C algorithm does not utilize Bellman equation.
The rest of the paper is organized as follows. In Section 2, we propose the EM-C algorithm. In Section 3, we show that the EM-C algorithm improves the objective function in each iteration and hence has good convergence properties. In Section 4, we propose an implementation of the EM-C algorithm based on simulation and the stochastic approximation algorithm. Section 5 and Section 6 present two applications of the EM-C algorithm in monopoly pricing for airline tickets and real business cycles respectively.
The EM-Control (EM-C) Algorithm
The EM Algorithm
Suppose we observe the data z of a random vector Z but not the data of the random vector Y . Assume that the joint probability density function of X = (Y, Z) is given by p(y, z | θ) with θ being the parameter. The probability density function of Z is given by p(z | θ). The MLE of the parameter θ is obtained by maximizing the log likelihood L(θ) = log p(z | θ).
Starting from an initial estimate θ 0 , at the kth iteration the EM algorithm updates θ k−1 to be θ k by two steps:
, which is the conditional density of the missing data y given the observed data z and the parameter estimate θ
obtained from previous iteration.
2. M step: Set θ k to be the θ that maximizes
where E q k denotes the expectation with respect to y under the conditional distribution q k . Neal and Hinton (1999) provides an alternative view of the EM algorithm in which both the E-step and the M-step are maximizing (or at least not decreasing) the same objective functional. In fact, define a functional F (q, θ) as
where H(q) := −´log q(y) · q(y)dy is the entropy of the probability density q. Then, Neal and Hinton (1999, Theorem 1) shows that the E-step and M-step of the EM algorithm at the kth iteration are equivalent to
1. E step: Set q k to be arg max q F (q, θ k−1 ).
2. M step: Set θ k to be arg max θ F (q k , θ).
Hence, at each iteration, the EM algorithm first maximizes the objective functional F (q, θ) with respect to q only and with θ fixed, and then maximizes F (q, θ) with respect to θ only and with q fixed. The EM algorithm allows for very general distribution assumption for (Y, Z); it also has monotonicity in each iteration which lead to good convergence properties (Wu (1983) ).
The Multi-Period Finite Time Horizon Stochastic Control Problem
Now we consider a general multi-period finite time horizon stochastic control problem, which allows for vector-valued control policies, vector-valued states, and vector-valued random shocks. Let n c be the dimension of the control policy and let n s be the dimension of the state. Suppose there are T time periods and at period 0 a decision maker observes the initial state s 0 ∈ R ns . 5 At the tth period the decision maker observes the state s t ∈ R ns and then chooses a n c -dimensional control c t ∈ σ(s t ), the sigma field generated by s t . Hence, the policy c t is adapted to the information available up to period t and can be represented as a function of s t . Since s 0 is known at period 0, c 0 ∈ R nc is also deterministic. For t ≥ 1, we assume that
where c(·) is a function and θ t = (θ t,1 , θ t,2 , . . . , θ t,d ) ′ ∈ R d is the vector of parameters for the tth period. For example, one may assume that the policy c t is linearly spanned by a set of basis functions, i.e., c t :
. . , d} is the set of basis functions for the tth period. The state s t+1 is determined by s t and the control c t by the following state evolution equation
where ψ t+1 (·) is the state evolution function and z t+1 ∈ R nz is the random vector denoting the random shock in the (t + 1)th period. Path dependence can be accom-modated by including auxiliary variables in s t . The state evolution dynamics in (3) is a general one, which is not restricted to discretized diffusion processes or Lévy processes. At period 0, the decision maker wishes to choose the optimal control c 0 ∈ R nc and the sequence of control parameters θ 1 , . . . , θ T −1 , which determines the sequence of controls c 1 , . . . , c T −1 , so as to maximize the expectation of his or her utility
where Θ is a subset of R n with n = n c + (
is the utility function of the decision maker in the (t + 1)th period. It is worth noting that the utility function in the first period can include utility at period 0.
A control problem more general than the problem (4) is given by
s.t. c t = c(t, s t , θ t ), t = 0, 1, . . . , T − 1,
is a general utility function that may not be time-separable as the one in (4). For simplicity of exposition, we will present our EM-C algorithm for the problem (4); however, the EM-C algorithm also applies to the general problem (6); see Appendix D for details. For simplicity of notation, we denote x = (c 0 , θ 1 , θ 2 , . . . , θ T −1 ) and denote the objective function of problem (4) by
In general, the expectation in (7) cannot be evaluated in closed-form, and hence U(x)
does not have an analytical form.
Description of the EM-Control (EM-C) Algorithm
In this subsection, we generalize the idea of the EM algorithm to propose the EMControl (EM-C) algorithm for solving (4). The EM-C algorithm is an iterative algorithm involving multiple rounds of the back-to-front updates. Inheriting the spirit of the EM algorithm, the EM-C algorithm updates the control policy at a given time period by optimizing the objective function with respect to the control policy at that time period only, and with the control policies at all other periods fixed at their most up-to-date status in the iteration of the algorithm. More precisely, suppose that after the (k−1)th iteration, the control policy param-
T −1 ). In the kth iteration, the EM-C algorithm updates x k−1 to be
by the updating rule:
where M(·) is a point-to-set map on Θ (i.e., M(·) maps a point in Θ to a subset of Θ) that represents the updating rule. The EM-C algorithm updates c
, . . . , θ Next, we specify the precise updating rule in (8). In the kth iteration, before updating the control parameter at period t ∈ {T − 1, T − 2, . . . , 1}, the control policy parameter is (c
which can be easily shown to be equivalent to
see Appendix A for details. Therefore, such θ k t that satisfies (9) can be obtained by finding a suboptimal (optimal) solution to the problem
is updated to be θ k t , the control policy parameter is updated from (c
is updated, the control policy parameter is
Then, the control parameter is updated from (c
. In short, Algorithm 1 summarizes the EM-C algorithm for solving problem (4). The intuition of the view of the EM algorithm in Neal and Hinton (1999) and that of our EM-C algorithm are also related to the block coordinate descent (BCD) algorithms, in which the coordinates are divided into blocks and only one block of coordinates are updated at each substep of iterations in a cyclic order. However, the details of the algorithms differ significantly: (i) In essence, the EM-C algorithm attempts to update control policies, just like the EM algorithm that can be viewed as a generalized BCD searching in the functional space (i.e., space of distribution q in (1)) rather than space of real numbers. That is why the proof of convergence of EM-C algorithm is similar to that of the EM algorithm (e.g. as in Wu (1983) ).
(ii) BCD methods are used for maximizing deterministic objective functions, but the 2. Iterate k until some stopping criteria are met. In the kth iteration, update
by moving backwards from t = T − 1 to t = 0 as follows:
Such θ k t can be set as a suboptimal (optimal) solution to the problem
Such c k 0 can be set as a suboptimal (optimal) solution to the problem
where
EM-C algorithm is used for maximizing the expectation of a random utility function (i.e., (7)), which generally cannot be evaluated analytically. That is why we have to employ simulation and stochastic optimization to implement the EM-C algorithm (see Section 4). (iii) The EM-C algorithm is more flexible in the optimization requirement. Unlike the BCD algorithms, the EM-C algorithm does not require to update the control parameter to be the exact minimizer of the subproblem ( (12) or (13)), nor does it update the control parameter based on the gradient of the objective function, partly because in the problems solvable by the EM-C algorithm typically neither the objective function (i.e., (7)) nor the gradient of the objective function can be evaluated analytically. (iv) The convergence of the EM-C algorithm holds under weaker conditions. The convergence of the BCD algorithms is obtained based on various assumptions on the objective function such as that the objective function is convex or is the sum of a smooth function and a convex separable function or satisfies certain separability and regularity conditions; 6 in contrast, the proof of convergence of EM-C algorithm is similar to that of the EM algorithm, as in Wu (1983), which does not need such assumptions on the objective function. See Section 3 for details.
Convergence Analysis
The convergence properties of EM-C algorithm are similar to those of the EM algorithm. First, the EM-C algorithm has monotonicity in each iteration. Second, under mild assumptions, the sequence of objective function values generated by the iteration of EM-C algorithm converges to a stationary value (i.e., objective function value evaluated at a stationary point) or a local maximum value. Third, the sequence of control parameters generated by the iteration of EM-C algorithm converges to a stationary point or a local maximum point under some additional regularity conditions.
Monotonicity
Theorem 1. The objective function U(·) defined in (7) monotonically increases in each iteration of the EM-C algorithm, i.e.,
Proof. See Appendix B.1.
Convergence of {U (x k
)} k≥0 to a Stationary Value or a Local
Maximum Value
Let {x k } k≥0 be the sequence of control parameters generated by the EM-C algorithm.
In this subsection, we consider the issue of the convergence of U(x k ) to a stationary value or a local maximum value. We make the following mild assumptions on the objective function U(·) defined in (7):
U(·) is continuous in Θ and differentiable in the interior of Θ.
The assumption (16) is needed as we need to define stationary points of U(·). Suppose the objective function U(·) satisfies (15) and (16). Then, we have
By (14) and (17), U(x k ) converges monotonically to some U * . It is not guaranteed that U * is the global maximum of U on Θ. In general, if the objective function U has several local maxima and stationary points, which type of points the sequence generated by the EM-C algorithm converges to depends on the choice of the starting point x 0 ; this is also true in the case of the EM algorithm.
A map ρ from points of X to subsets of X is called a point-to-set map on X (Wu (1983) ). Let M be the point-to-set map of the EM-C algorithm defined in (8). Define M := set of local maxima of U(·) in Θ,
We have the following theorem on the convergence of {U(x k )} k≥0 for the EM-C algorithm.
Theorem 2. Suppose the objective function U satisfies conditions (15) and (16). Let {x k } k≥0 be the sequence generated by
(1) Suppose that
Then, all the limit points of {x k } k≥0 are stationary points (resp. local maxima) of U,
(2) Suppose that at each iteration k in the EM-C algorithm and for all t, θ k t and c k 0 are the optimal solutions to the problems (12) and (13) respectively. Then, all the limit points of {x k } are stationary points of U and U(x k ) converges monotonically to
Proof. See Appendix B.2.
Convergence of {x
k } k≥0 to a Stationary Point or a Local
Maximum Point
Let M(a) and S(a) be defined in (18) and (19) respectively. Under the conditions of Theorem 2, U(x k ) → U * and all the limit points of {x k } are in S(U * ) (resp. M(U * )).
However, this does not automatically imply the convergence of {x k } k≥0 to a point
consists of a single point x * , i.e., there cannot be two different stationary points (resp. local maxima) with the same U * , then the following theorem says that x k → x * . The following theorem also provides another condition under which x k → x * .
Theorem 3. Let {x k } k≥0 be an instance of an EM-C algorithm satisfying the conditions of Theorem 2, and let U * be the limit of {U(x k )} k≥0 .
(
is discrete, i.e., its only connected components are singletons, then
Proof. See Appendix B.3.
Of course, from a practical viewpoint, very often the convergence of value function {U(x k )} k≥0 to a stationary value or a local maximum value is more important than the convergence of {x k } k≥0 .
4 An Implementation of the EM-C Algorithm
Implementing the EM-C Algorithm by Simulation
In the EM-C algorithm, we need to find a suboptimal (optimal) solution to the problems (12) and (13). In practice, the expectation in the objective functions of these problems may not be evaluated in closed-form, which makes solving these problems difficult. We propose to solve these problems by using a simulation based approach, called stochastic approximation (SA) algorithm. The SA is a classical iterative stochastic optimization algorithm that tries to find zeros or extrema of expectations which cannot be computed directly. 7 More precisely, at each iteration of the EM-C algorithm, sample paths are simulated using the current policy, and then the SA is applied to find updates of the control policy at each time period to improve the objective function.
8
At the beginning of the kth iteration, we first simulate N i.i.d. sample paths of the states (s 0 , s 1 , . . . , s T −1 ) according to the control parameter (c
which are obtained at the end of the (k − 1)th iteration. We denote these sample paths as
7 The SA algorithm is initiated in Robbins and Monro (1951) and Kiefer and Wolfowitz (1952) . It has been widely used in reinforcement learning to improve policies in temporal difference methods (see, e.g., Chang, Fu, Hu and Marcus (2007) ). There is a voluminous literature on SA algorithms; see, e.g, Gu and Li (1998) , a survey paper by Lai (2003) and the books by Kushner and Yin (2003) and Spall (2003) . Broadie, Cicek and Zeevi (2011) propose a SA algorithm that improves the finite time performance of the Kiefer-Wolfowitz algorithm.
8 However, it is not necessary to use the SA algorithm to implement our EM-C algorithm. One can also use other stochastic optimization algorithms such as the cross-entropy algorithm (Rubinstein and Kroese (2004) ) in the implementation.
In step 2(a) of Algorithm 1, we apply the SA algorithm to solve the problem (12). The expectation in the objective function of (12) is equal to
where (5)) and
is a simulated sample path that starts from s k t,l and then follows the control parameter
as an approximation to the objective function when solving the problem. Hence, at each iteration of the SA algorithm (at the parameter θ t corresponding to that iteration), we only need to simulate N sample paths of the states during period t + 1
The samples s k t,l , l = 1, . . . , N are the same for all iterations of the SA algorithm.
In step 2(b) of Algorithm 1, we apply the SA algorithm to solve the problem (13).
The expectation in (13) is equal to
where 
as an approximation to the objective function when solving the problem (13). The details of the SA algorithm for solving the problems (12) and (13) are described in Appendix C.
Suppose that we use a fixed number of m iterations in the SA algorithm. Then, the computational cost of solving the problems (12) and (13) are respectively O(m(T − t + 1)) and O(mT ). Hence, the computational cost of each iteration of the EM-C algorithm is O(mT 2 ).
Numerical Example: A Simple Stochastic Growth Model
We consider a simple stochastic growth problem as follows
exp(a + bz t+1 ), t = 0, 1, 2,
where a is a constant, b > 0 is the volatility, and z t+1 , t = 0, 1, 2, are i.i.d. random noises with the standard normal distribution. At the tth time period, the amount
is consumed from capital s t , and the remaining capital grows by a multiplication factor exp(a + bz t+1 ). All available capital will be consumed in the end (at period t = 3).
The problem can be solve analytically with the following optimal controls and optimal value functions c * t = log(3 − t), t = 0, 1, 2,
V 0 (s 0 ) = 6a − 4 log 4 + 4 log s 0 .
To test our algorithm numerically, we choose a = −0.1 and b = 0.2. We use N = 10, 000 sample paths in the simulation and m = 2, 000 iterations in the SA algorithm. We consider two specifications of basis functions. In the first specification, we use only one basis function
In the second specification, we use two basis functions
It follows from (26) that the theoretical optimal policy c * t lies in the space linearly spanned by the basis in the second specification (corresponding to optimal control parameters θ * t = (log(3 − t), 0) ′ ) but not in the first one. In the EM-C algorithm, we choose initial values of c 0 and θ t to be c Figure 1 shows the objective function values of the EM-C algorithm over 5 iterations for the problem (25) by using two specifications of basis functions. In both specifications, the EM-C algorithm converges quickly to a value close to the theoretical optimal objective function value given by (27) after 2 iterations, even in the first specification when only one basis function is used. Each iteration takes around 3 minutes.
Application 1: Monopoly Pricing of Perishable Products
In this section we shall apply the EM-C algorithm to solve two problems related to monopoly pricing of airline tickets. The first one, the single product airline ticket pricing, is more for the purpose of illustrating the validity of the algorithm, as there is an analytical solution available for the continuous time version of the problem and a good heuristic plug-in method for the discrete version of the problem. The second one, the multi-product airline ticket pricing, is challenging, as so far only heuristic Objective function value
Theoretical optimal EM-C using one basis EM-C using two basis Figure 1 : The objective function values of the EM-C algorithm over 5 iterations for the problem (25). In the implementation, we use N = 10, 000 sample paths in the simulation and use m = 2, 000 iterations in the SA algorithm. The EM-C algorithm converges after 2 iterations. Each iteration takes around 3 minutes. The theoretical optimal objective function value is -6.1452. The optimal objective function values obtained by the EM-C algorithm is -6.1421 (7.4659e-03) when only one basis function is used and is -6.1358 (7.4755e-03) when two basis functions are used. The numbers in the parenthesis denote standard errors of the estimate of the objective function using N sample paths, which is equal to the sample standard deviation of the N samples on the right-hand side of (24) divided by √ N.
methods are available. The EM-C algorithm not only provides a rigorous solution, but also yields significant value function improvement over the heuristic methods.
Single Product Case
The Single Product Monopoly Pricing Model
Consider a single product monopoly pricing for airline tickets as in Gallego and Van Ryzin (1994) . It is a finite horizon problem with one state and one control. Suppose revenue within a short period (t, t + ∆t) is given by p(λ t )∆N λ , where λ t is the sale intensity at time t, N λ is a Poisson counting process with intensity λ t , p(λ t ) is the price at time t, and ∆N λ is the number of arriving customers in the time interval (t, t + ∆t). The continuous-time problem is formulated as follows
where n c is the total remaining capacity and T is the time-to-maturity.
In this problem, the state variable is the residual capacity R s = n c − N λ s and the control is λ s , which determines the ticket price p(λ s ) and the dynamics of future arrivals. Apparently, V (n c , 0) = V (0, T ) = 0, for any n c and any T . When α = 1, luckily enough there is an analytical solution given by (Gallego and Van Ryzin (1994) )
We discretize the time horizon [0, T ] into n T equal periods, denoted as t 0 = 0, . . . , t n T = T , and formulate a discrete version of the problem (28) as follows:
where (32) means that N
has a Poisson distribution with mean λ t i T /n T ; N c t is the total number of customers that have arrived and bought the ticket during [0, t]; (33) means that N c t is capped at n c ; (34) is used to incorporate the constraint λ t i ∈ (0, a). In the discrete problem (31), the state variable is the residual capacity
. There is no analytical solution to the discrete problem (31); but when α = 1, the optimal policy (30) for the continuous problem can be used as a plug-in policy for the discrete problem.
Numerical Results
In the following numerical examples of problem (31), we choose a = 20, α = 1, T = 1, n T = 4, and n c = 20, 10, and 5, respectively. We use N = 10, 000 sample paths in the simulation and use m = 1, 000 iteration in the SA algorithm. We specifies the control c t as the linear combination of three basis functions:
In the algorithm, we choose initial values of c 0 and θ t to be c 0 0 = 0, θ 0 t = 0, for all t. Table 1 compares the expected revenue for the continuous problem (28) and the discrete problem (31) obtained under three policies respectively: (i) the expected revenue for the continuous problem under the theoretical optimal policy (30); (ii) the expected revenue for the discrete problem obtained under the plug-in policy (30); (iii) the expected revenue for the discrete problem obtained under the optimal policy calculated by the EM-C algorithm. It seems that the expected revenue of the optimal policy obtained by the EM-C algorithm is slightly better than that of the plug-in policy for the discrete problem. To demonstrate convergence of the EM-C algorithm, Figure 2 shows the objective function values of the EM-C algorithm over 5 iterations n c = 20 n c = 10 n c = 5 Table 1 : Monopoly pricing of a single product: expected revenue for the continuous problem (28) and the discrete problem (31) obtained under three policies respectively: (i) "continuous" means the expected revenue for the continuous problem under the theoretical optimal policy (30); (ii) "plug-in" means the expected revenue for the discrete problem obtained under the plug-in policy (30); (iii) "EM-C" means the expected revenue for the discrete problem obtained under the optimal policy calculated by the EM-C algorithm. The expected revenue under the theoretical optimal policy for the continuous problem is computed from (29); the expected revenues for the discrete problem under the plug-in and EM-C policies are estimated from N = 10, 000 sample paths. We consider three cases: n c = 20, 10, and 5. "Std. error" indicates the standard error of the estimate of the expected revenue, which is equal to the sample standard deviation of the N samples on the right-hand side of (24) divided by √ N.
for the discrete problem (31) when n c = 20, 10, and 5 respectively.
Multi-Product Case
The Multi-product Monopoly Pricing Model
We extend the single product monopoly pricing model into a multi-product model as first studied in Gallego and Van Ryzin (1997) . With higher dimension, this problem cannot be solved analytically. More precisely, suppose the airline flight network has n l legs (direct flights), based on which there are n i itineraries. Define a matrix A := [a kj ] ∈ R n l ×n i , where a kj ∈ {0, 1} and a kj = 1 if and only if the direct flight k is a part of the itinerary j. For example, consider a simple network with 3 nodes, {1, 2, 3}, two direct flights {1 → 2, 2 → 3}, and three itineraries {1 → 2, 2 → 3, 1 → 2 → 3}.
Then for this flight network,
As one can see that the dimension of this problem increases very quickly, Monte Carlo methods might offer a realistic hope for solving such a problem. Let p ∈ R n i be the vector of prices for the n i itineraries. The customers who need the n i itineraries come to buy tickets according to the process N λ ∈ N n i with arrival rates λ ∈ R n i . p is assumed to be a function of the customer arrival rates λ. Let the initial capacities of the direct flights be n c ∈ N n l . The objective is to optimize the expected revenue by choosing the prices p, or equivalently, the customer arrival rates λ. More precisely, the multi-product monopoly pricing problem is formulated as
As the high dimensional HJB equation corresponding to the problem (36) is difficult to solve, Gallego and Van Ryzin (1997) provide two heuristic policies called MTS and MTO that are asymptotically optimal as the size of the problem goes to infinity. Both heuristic policies use the optimal control from a deterministic version of this problem, which assumes that the control λ t is time invariant and deterministic. The deterministic case is solved as a constrained non-linear optimization problem.
Denote the corresponding control and price asλ * andp * respectively. More precisely, the MTS and MTO policies are given below:
(i) MTS policy: set the prices equal to the deterministic optimal pricep * and preallocate seats for each itinerary accordingly. Stop selling the ticket of itinerary j if the pre-allocated seats for itinerary j are exhausted;
(ii) MTO policy: set the prices equal to the deterministic optimal pricep * and sell tickets in the order of customer arrival. Stop selling the ticket of itinerary j when the inventory of at least one direct flight k drops strictly below a kj .
We focus on a discrete-time setting of the problem. The time horizon [0, T ] is divided into n T equal periods, denoted as t 0 = 0 < t 1 < · · · < t N T −1 < t N T = T . The discrete time problem is formulated as max c t k ,j ,k=0,...,n T −1,j=1,...,n i E 0
c t k ,j ∈ R, j = 1, . . . , n i .
In the formulation, λ t k ,j should satisfy the constraint that 0 < λ t k ,j < λ 0,j e ǫ 0,j . The constraint is imposed by (39), which means that λ t k ,j = c t k ,j if 0 < c t k ,j < λ 0,j e ǫ 0,j , and λ t k ,j = 0 if c t k ,j ≤ 0, and
The control of the problem is c t k = (c t k ,1 , . . . , c t k ,n i ) ′ . The state variables of the problem are the residual
. Similar to the single product case, we cap the customer arrival process at n c to impose the capacity constraint. The capping becomes more complicated in the multiproduct case, since there can be more than one way to allocate the remaining capacity of a direct flight to the itineraries. As a result, the function G in (38) is defined as
where (40) is the case when capacity is not exceeded, under which no capping is performed. If the capacity is exceeded for some direct flights, then the residual capacities are allocated optimally to maximize the revenue in the period [t k , t k+1 ]. This suggests that when tickets are about to be sold out, the remaining seats will be allocated to those itineraries that generate more revenue.
Numerical Results
We consider a particular case of problem (37) in which the flight network has 3 nodes, {1, 2, 3}, two direct flights {1 → 2, 2 → 3}, and three itineraries {1 → 2, 2 → We use linear functions of the state variables as the basis functions for the controls c = (c 1→2 , c 2→3 , c 1→2→3 ) ′ , i.e., the basis functions are
We denote the control parameter at period t as θ t = (θ t,k,l ) k=1,2,3,l∈{1→2,2→3,1→2→3} . Then, the control c t is
We then apply the EM-C algorithm to the problem. We use N = 10, 000 sample paths in the simulation and use m = 2, 000 iterations in the SA algorithm. The initial control parameters c Figure 3 shows the objective function values of the EM-C algorithm over 6 iterations. The EM-C algorithm converged after 5 iterations. It appears that the (rigorous) EM-C algorithm yields a much higher revenue than that from the two heuristic algorithms MTO and MTS. Table 2 compares the distributions of revenues obtained by the EM-C algorithm, MTO, and MTS, respectively, using N = 10, 000 The bottleneck of the program is the iteration of the SA algorithm that need to be implemented by "for loops" in Matlab, which is known to be slow. The computation time can be greatly reduced if the algorithm is implemented by a compiled language such as C/C++. The optimal revenue obtained by the EM-C algorithm is 187292.9 (with standard error 54.7). The standard error is equal to the sample standard deviation of the N samples on the right-hand side of (24) divided by √ N .
sample paths in the simulation. The distribution of the total revenue under the EM-C algorithm has higher mean, higher skewness, smaller kurtosis, and higher quantile (at 1%, 5%, 95%, 99% level) than that under the MTO and MTS. Table 2 also compares the revenues at the 3rd period and the 6th period obtained by the EM-C algorithm, MTO, and MTS, respectively. At the 3rd period, the EM-C algorithm performs similarly to MTO and MTS; however, at the 6th period, the EM-C algorithm performs better than the other two in terms of mean and standard error. The total revenue generated by the EM-C method is 187,292.9 with standard error 54.7; while the two standard heuristic methods (MTO and MTS) give 185,090.2 and 182,433.5 with standard error 58.2 and 59.0 respectively. Thus, the EM-C method leads to an expected revenue increase of 1.2% and 2.7%, respectively. This is a very significant improvement, in view of the tight margin of airlines with large revenue and small profits. Figure 4 compares the histogram of the total revenue obtained under the EM-C algorithm, MTO, and MTS; the EM-C algorithm achieves a better right tail distribution than the other two policies. Table 2 : Multi-product monopoly pricing: comparing the distributions of revenues obtained by the EM-C algorithm, MTO, and MTS respectively, using N = 10, 000 sample paths in the simulation. "Std. error" indicates the standard error of the mean estimate. The distribution of the total revenue under the EM-C algorithm has higher mean, higher skewness, smaller kurtosis, and higher quantile than that under the MTO and MTS. At the 3rd period, the EM-C algorithm performs similarly to MTO and MTS; however, at the 6th period, the EM-C algorithm performs better than the other two in terms of mean and standard error.
policies to allocate residual capacities of direct flights to itineraries. Comparing the ticket pricing functions at the beginning of the 3rd period with those at the beginning of the 6th period, we can see that the prices at the beginning of the 6th period under the EM-C algorithm are more sensitive with respect to the residual capacities than those at the beginning of the 3rd period; this is reasonable as the optimal ticket prices should be more dependent on the residual capacity, to maximize revenue when the time left for the sale of the tickets is only one period.
Application 2: Real Business Cycle
In this section, we apply the EM-C algorithm to study the problem of real business cycle (see e.g., Kydland and Prescott (1982 ), Long Jr. and Plosser (1983 ), Hansen (1985 , and Christiano (1990) ). In the literature this is typically studied assuming infinite time horizon, under which a stationary solution can be computed. In particular, a log-linear linear-quadratic (LQ) approximation is used to approximate the objective function, which transforms the problem to a well-studied linear-quadratic programming problem. However, by using the EM-C algorithm, we show that there are very significant differences between the finite time horizon and infinite time horizon prob- The first row plots the prices at the beginning of the 3rd period (i.e., at time t 2 = 1/3), and the second row plots the prices at the beginning of the 6th period (i.e., at time t 5 = 5/6). The prices under the MTO and those under the MTS are the same, although the two algorithms adopt different policies to allocate residual capacities of direct flights to itineraries. R 12 and R 23 denote the residual capacities of the direct flight 1 → 2 and 2 → 3 respectively. p 12 , p 23 , and p 123 denote the airline ticket prices for the itinerary 1 → 2, 2 → 3, and 1 → 2 → 3 respectively. lem. Indeed, the policies used for the infinite horizon problem can be very different from those for the finite time horizon problem, even if we take a 10-year time horizon; and our algorithm yields much higher expected utility and more sensible control policy than the log-linear LQ method in the finite time horizon problem.
The Model
The standard infinite horizon problem in the literature is as follows
s.t. x t+1 = ρx t + ǫ t+1 , t ≥ 0,
where (k −1 , x 0 ) is given as the initial state at period t = 0; x t is the technology innovation level at period t, which evolves following a time-series AR(1) model; exp(x t )k γ t−1 is the total production at period t; g t is the consumption at period t; k t is the endof-period-t capital, which depends on the depreciation rate of capital δ; τ ∈ (0, 1) is the risk preference parameter. The logarithmic preference can be considered as the limiting case when τ → 1−. The state of the model at period t is s t = (k t−1 , x t ).
The main idea of log-linear LQ approximation is to approximate the objective function with linear or quadratic functions, so that the approximated problem fits into the linear quadratic programming framework, which is analytically tractable. Letk t = log(k t ). The log-linear LQ approximation approach applies a second-order Taylor series expansion toũ(k t ,k t−1 , x t ) := u(exp(k t ), exp(k t−1 ), x t ) with respect to
, where k * and x * are the steady-state values of k t and x t of the non-stochastic version of (41) obtained by setting ǫ t = 0 for all t. More precisely, the log-linear LQ approximation policy to the infinite horizon problem (41) is given by Christiano (1990, Eq. (2.19) )
, where
λ is the unique solution such that λ 2 − φλ + 1 β = 0 and |λ| ≤ 1.
Now consider, instead, a new problem of the finite horizon version as follows
s.t.
where (44) is used to impose the constraint 0 < g t < exp(x t )k γ t−1 + (1 − δ)k t−1 for t = 0, . . . , T − 1; (45) means that the available capital at period T is all consumed at period T . Hence, in terms of the notation of problem (4), the last period utility of problem (43) is given by
, where g T is given by (45).
We shall solve this finite time horizon problem by using the EM-C algorithm.
Numerical Results
Suppose the problem parameters are β = 0.98, γ = 0.33, τ = 0.5, δ = 0.025, ρ = 0.95, and ǫ t d ∼ N(0, σ 2 e ) with σ e = 0.1. The initial state is s 0 = (k −1 , x 0 ) = (k * , 0), where k * is given in (42). The control c t is specified as
where {φ i , i = 1, 2, 3, 4} are the basis functions defined as
In the EM-C algorithm, we initialize c 0 0 = 0 and θ 0 t = 0 for all t. We use N = 10, 000 sample paths in the simulation and use m = 2, 000 iterations in the SA algorithm.
We first solve the problem (43) for the case of 6 years, i.e. T = 6. In Figure   6 , cumulative expected utility of EM-C optimal control and that of the log-linear LQ approximation are illustrated, based on simulation of N = 10, 000 sample paths.
The EM-C algorithm converges after 3 iterations. It takes about 18 minutes to finish each iteration. The optimal utility obtained by the EM-C algorithm is 28.53 (with standard error 0.008). The standard error is equal to the sample standard deviation of the N samples on the right-hand side of (24) divided by √ N . Objective function value EM-C Log-Linear LQ Figure 6 : Real business cycle: the comparison of the utility value obtained by the EM-C algorithm and that by the log-linear LQ approximation for the problem (43) with T = 6. The EM-C algorithm converges after 3 iterations. It takes about 18 minutes to finish each iteration. The optimal utility obtained by the EM-C algorithm is 28.53 (with standard error 0.008). The standard error is equal to the sample standard deviation of the N samples on the right-hand side of (24) divided by √ N . Figure 7 compares the optimal consumption g t as a function of the state (k t−1 , x t ) under the EM-C control for the finite time horizon problem (43) and that under the log-linear LQ approach for the infinite time horizon problem. It is clear from the figure that optimal consumption at period t = 5 under the EM-C algorithm is much more sensitive to k t−1 than that obtained by the log-linear LQ approach. We then solve the problem (43) for the case of 10 years, i.e., T = 10. In Figure   8 , cumulative expected utility of EM-C optimal controls and that of the log-linear LQ approximation are illustrated, based on simulation of N = 10, 000 sample paths.
The EM-C algorithm converges after 3 iterations. It takes about 30 minutes to finish each iteration. The optimal utility obtained by the EM-C algorithm is 38.04 (with standard error 0.016). The standard error is equal to the sample standard deviation of the N samples on the right-hand side of (24) divided by √ N . Figure 9 compares the optimal consumption (control policy) g t as a function of the state (k t−1 , x t ) under the EM-C control for the problem (43) with T = 10 and that under the log-linear LQ approach for the infinite time horizon problem. It is clear from the figure that optimal consumption at period t = 9 under the EM-C algorithm is much more sensitive to k t−1 than that obtained by the log-linear LQ approach. Real business cycle problem: the comparison of the optimal consumption (control policy) g t as a function of the state (k t−1 , x t ) under the EM-C control for the finite time horizon problem (43) with T = 6 and that under the log-linear LQ approach for the infinite time horizon problem. The top figure plots g t for t = 2, and the bottom one plots g t for t = 5, which is the second to the last period. : Real business cycle problem: the comparison of the optimal consumption g t as a function of the state (k t−1 , x t ) under the EM-C control for the problem (43) with T = 10 and that under the log-linear LQ approach for the infinite time horizon problem. The top figure plots g t for t = 2, and the bottom one plots g t for t = 9, which is the second to the last period.
y ∈ M(x), and (b) if x ∈ Γ, α(y) ≥ α(x) for all y ∈ M(x). Then all the limit points of x k are in the solution set Γ and α(x k ) converges monotonically to α(x * ) for some
We now prove part (1) of the theorem. First, we show that M is a closed pointto-set map on R n . Suppose
We will show thatb ∈ M(ā). Since b k ∈ M(a k ), it follows that U(a which implies thatb ∈ M(ā). Hence, M is a closed point-to-set map on R n .
Second, we will verify that the conditions of the global convergence theorem cited above hold. Let α(x) be U(x) and the solution set Γ to be S or M. Then, condition (i) follows from (15) and (14). Condition (ii) has been approved above. Condition (iii) (a) follows from (20). Condition (iii) (b) follows from (14). Hence, the conclusion of part (1) of the theorem follows from the global convergence theorem. We move to prove part (2) of the theorem. To prove part (2), we only need to show that, under the condition of part (2), (20) Hence, (20) holds for any x k−1 / ∈ S for the EM-C algorithm. Then, the conclusion of part (2) follows from part (1) of the theorem, which has been proved.
B.3 Proof of Theorem 3
Proof. We first prove part (1). By Theorem 2, all the limit points of {x k } k≥0 are in S(U * ) = {x * } (resp. M(U * ) = {x * }). Hence, any converging subsequence of {x k } k≥0
converges to x * , which implies that x k → x * as k → ∞. Hence, part (1) of the theorem holds. Next we prove part (2). By the condition (15), {x k } is a bounded sequence.
By Theorem 28.1 of Ostrowski (1966) , the set of limit points of the bounded sequence {x k } with x k+1 − x k → 0 as k → ∞ is compact and connected. In addition, by Theorem 2, all the limit points of {x k } are in S(U * ) (resp. M(U * )). Hence, the conclusion of part (2) follows.
Appendix C Stochastic Approximation Algorithm for
Solving Problems (12) and (13) By (21) and (23), the problems (12) and (13) have the general form
where Υ ⊂ R m ,f (·) is defined in (22) and (24) To reduce variance in the SA algorithm, at each iteration k, we use the common random numbers for generating the 2m random variablesf (y k +c
In the numerical examples of this paper, we used the scaled-and-shifted stochastic approximation (SSSA) algorithm in Broadie, Cicek and Zeevi (2011) , where the The EM-C algorithm also works for the general control problem (6) in which the utility function may not be time-separable. In such problems, (9) can no longer be simplified to be (10). To make the EM-C algorithm work for such problems, at each tth period of iteration k, one just need to set θ k t as a suboptimal (optimal) solution to 
The convergence theorems 1, 2, and 3 also hold for the EM-C algorithm for the general control problem (6).
In the implementation of the EM-C algorithm for the general control problem (6), one needs to solve the subproblem (48), where the objective function is: as an approximation to the objective function when solving the subproblem (48).
