Abstract. Standard numerical methods for the heat equation in two or more space dimensions are excellent if it is necessary to follow the evolution in great detail through many small timesteps. This paper presents efficient and accurate new adaptive methods that solve the free-space heat equation with large timesteps. These methods combine the fast Gauss transform with an adaptive refinement scheme that represents the solution as a continuous piecewise polynomial, to a user-specified degree of accuracy. The same approach is extended to solve inhomogeneous problems and to solve the heat equation in moving domains with boundaries. In problems with boundaries, it allows the use of accurate boundary representations without requiring difficult product integration formulas or precluding fast evaluation schemes. Numerical experiments in two space dimensions show these methods to be accurate and efficient, especially for highly nonuniform or discontinuous initial data or when substantial accuracy is required.
1. Introduction. It is often necessary to solve the free-space heat equation U AU in R 2 (1) u= f at =0 with a difficult initial temperature field f: We suppose that f vanishes at infinity, is globally Lipschitz but not necessarily C 1, and varies rapidly over only a small portion of its support.
One needs values of u at arbitrary points, not on a regular grid.
In this paper, we present efficient and accurate new numerical methods for solving this problem. These methods are accurate in the sense that the user can specify a precision e, and the solution is then produced within error e (relative to lull). The work required increases as e decreases, as it must, but these methods are efficient in the sense that they attempt to represent u with as few degrees of freedom as possible, adapting those degrees of freedom to fit u. These methods are efficient in another sense as well; the work required to go from u (x, t) to u (x, + At) is proportional to the number of degrees of freedom required and decreases as At increases. (For explicit numerical methods, the work required increases as At increases, and for implicit methods, it is superlinear in the number of degrees of freedom.)
Our methods are based on the exact evolution formula 1 fI e-lX-yl2/u(Y' t) dy, 4At. u=f att 0, with f2 a possibly time-dependent subset of the plane having a bounded C 2 boundary Of2, n the outward unit normal to f2, and or,/5, g, f, and F C 2 functions on their domains.
We first discuss the inhomogeneous free-space problem as an example of the technique employed on (3) . We solve (4) by Duhamel's principle and evaluate the resulting integral by the trapezoidal rule; this is second-order accurate in At. Simpson's rule gives a fourth-order method, and higher-order methods are similarly easy to construct.
The organization of the paper is as follows. In 2, we derive the Hermite expansion of the heat kernel and truncation error estimates. Next, in 3, we describe how we project a given function f onto a finite-dimensional subspace, which resolves it within error 6 relative to Iflc max Ifl. In 4, we describe how to combine these two techniques to solve the homogeneous free-space heat equation (1), and in 5 we extend the method to the inhomogeneous equation (4) . In 6 we sketch how to solve (3), using our method and heat potential theory; details will be given in a later publication. Numerical experiments are presented in 7 and conclusions in 8.
2. Hermite expansions. The purpose of this section is to describe how certain moments of u (x, t) suffice to evaluate u (x, + At) at any point x within an error tolerance 6 . We use the explicit evolution formula [5] 1 fR e-lx-yl2/u(Y' t) dy, 8 4At (5) u (x, t + At) -for the bounded solution u of (1).
The heat kernel (with 1 for simplicity) is a real-analytic function of y R , so we can expand it in a two-dimensional Taylor series: 1 (6) h(x y) e -Ix-el2
-.ha(x)y a. [10] extended the algorithm to cover the situation when 3i or 3j.) Now rescale and shift this formula with an arbitrary and a center of expansion c; we get (12) h
>o 1-.ho (x-c) (y-c) / and the error in truncating after terms with oti < p is given by (10) Mitchell's subdivision procedure assigns one vertex of each triangle in the initial triangulation as a "peak" and the side opposite the peak as the base. (In our case, the initial triangulation consists of isosceles right triangles and the peak is the vertex at the right angle, opposite the hypotenuse.) Then it subdivides triangles by dividing the base and the neighboring triangle opposite the peak, with the new vertex being assigned as the peak of each of the four new triangles created by the subdivision. Compatibility is maintained by always subdividing compatible pairs of triangles; if the neighbor opposite the peak is not compatibly subdivisible, it is itself divided recursively until compatibility is maintained. An example is shown in Fig. 3 Hence evaluating T r and adding up values with coefficients is not a numerically unstable process.
To evaluate T r, we first translate and scale T to simplify the notation, then use the Divergence Theorem and recursion. Write y (i, j) and x (x, y). Then is concludes the evaluation of E. and hence of C. 4 . The homogeneous problem. We now combine the tools described in 2 and 3 to construct methods for solving the homogeneous free-space heat equation
with f a bounded function that vanishes at infinity. The unique bounded solution u satisfies the semigroup property [5] f Ca is effectively reduced exponentially as 4t increases. The scaling of coefficients used in Method 1 was developed in [10] In Fig. 4 , we display the triangulation needed to resolve 10 10 f(x) y cos(kl(Xl -1))Cos(k2(x2 2))e
(where)1 and 22 are randomly chosen, for each kl and k2, on [-1, 1]) within error e 10 -2 relative to Ifl, using linear interpolation. Figure 5 displays the triangulation needed to resolve the solution u(x, t) with initial data f(x), at 0.1, to the same relative precision.
The triangulation began with a 6 x 6 grid of square cells on [-3, 3] More precisely, we carry out Method to construct the coefficients Ca of u (x, At). Then we apply the adaptive refinement strategy again, with u(x, At) in place of f(x). Thus we construct a new triangulation on which u(x, At) is equal to a piecewise polynomial of degree d, within error elu(., At)l. We then repeat the construction of the C's with u(x, At) in place of f, and we then can evaluate u (x, 2 At). We repeat this process, going from real-space This sum can be truncated with an error bound similar to that for the original series. Thus u can be expressed as a local Taylor series in each cell, with coefficients depending on the Hermite coefficients C for nearby cells and the Hermite functions of the center-to-center vectors.
The advantage of this is that each evaluation of u costs only O(p + 1)2 arithmetic operations, rather than O((2I 4-1)(p + 1)) , which can be one or two orders of magnitude larger.
Since most of the computational effort is spent on evaluating u, this is a considerable savings.
As in [6] , there is a break-even point, a number of evaluations per cell below which it is not efficient to transform u to a Taylor series. This point depends on the degree of refinement necessary in the given cell, hence is not known a priori. However, it can be estimated from the behavior of u in the cell in the previous timestep or directly from the rate of decay of the Hermite coefficients.
However, another advantage is that when u is given by a truncated Taylor series, the coefficents C, for the next time level are trivial to compute. For cell C, we have By substituting (23) into (24), we also get an expression for the new C's in terms of the old C's, which allows us to evolve u completely in transform space and makes it unnecessary to return to real space at every step.
5. The inhomogeneous case. We now generalize one of the methods, Method 2.1, to solve the inhomogeneous free-space heat equation (25) ut=Au+F(x,t) inR2, [9] and more recently in [2] . The key operators in this theory are the layer potentials Sg(x, t) G(x x', t')g(x, t') dx' dt', (t') Dg(x, t) t')g(x t') dx' dt'
(x x' ttaken over a time-dependent boundary 1-' (t). Here G is the heat kernel G (x, t) (4r t)-le-Ix12/4t and g is a function defined on F (t) for each t. Various boundary conditions for the heat equation can be transformed into Volterra integral equations on F(t), with operators like S, D, or D*, by representing the solution of the heat equation as a sum of layer potentials.
In this section, we describe briefly how our methods can be used to evaluate Sg. The basic idea is that layer potentials are solutions of inhomogeneous problems like the one treated in the previous section, but with distributions rather than smooth functions on the fight-hand side as forcing terms. Sg, for example, solves U AU--}-, (27) u(x, O) O, where/z is the measure that assigns density g concentrated on F (t). The double layer potential Dg has the normal derivative of a measure on the right-hand side.
Clearly this observation does not allow one to evaluate layer potentials with standard numerical methods that mostly require point values. Our methods, however, require only the ability to integrate the inhomogeneous term against a piecewise polynomial. The singularity in time of the kernel G turns out to complicate the integration slightly, requiring a straightforward asymptotic calculation.
Let us consider the single layer potential u Sg. Since u satisfies (27), the evolution formula (26) gives 1 f e -Ix-yl2/au
flfp e-lx-yl2/4(t-t') + At {t') 47r(t t') g(y' t') dydt'.
The integrand in the time integral is singular; it becomes infinite as t' approaches t. Thus a standard integration formula like the trapezoidal role will not achieve its usual order of accuracy. A standard technique for eliminating this difficulty is product integration; to apply product integration, one extracts an analytic form for the singularity of e-lx-yl2/4(t-t') (x, t') t') 4yr(t t') g(y' t') dy as t' approaches from below. Say, (x, t') 4(x, t') as t' " t. Then we construct an integration rule by interpolating (x, t')/cb(x, t') and integrating the resulting polynomial g(x, t) as t' 'l" t.
/4n'(t t')
This square-root singularity is consistent with the usual parabolic scaling of the heat equation.
It is derived by approximating F(t') by its tangent line, estimating the error, and Taylor expanding. The technique is fairly standard 1 ]. When x does not lie on 17 (t), however, approximation by the tangent line gives the wrong answer, because it neglects the curvature of 17(t). A better approach is to approximate 17(t) by the osculating circle or parabola; the result depends only on the curvature of F (t), so either will do. We omit the details and state the result.
Assume x0 is the closest point on 17 (t) to x and let D Ix x01. Let R be the radius of curvature of F (t) at x0 and p be the distance from x to the center of curvature. Then, if p > 0, (x, t') /4:r(t t') e-z2/4(t-t')g(x' t) ast' " t.
We now have the asymptotic behavior of the integrand. The next step is to write the time integral as f e-D2/4(t-t') h (x, t') dt' xt /4zr(t t') e(D2-1x-yl2)/4(t-t') h (x, t') (t') /4zr (t t') g(y' t') dy so that h(x, t') /R/pg(xo, t) as t' " t. Now h is a nice smooth function, so we replace it by its linear interpolant To evaluate u, we also need to evaluate the "Gauss transform on a curve" defined by e-lX-yl/ We now have to evaluate integrals of the fo ) (y)dy, where is a polynomial. If we use line inteolation, the recuence relation for doing this was developed in 3. Otheise, simil but more complicated recuence relations can be developed, or Gauss-Legendre integration of sufficiently high order can be used. A major advantage of the present approach is that we are able to use high-order approximations of F without having to integrate Gaussians over such approximations. The difficulty of carrying out these calculations has been a major stumbling block in the construction of high-order product integration schemes, both for the heat equation and the Laplace equation. With the current approach, one needs only to integrate powers over polynomial curve elements, a technique that can always be carded out. This advantage was observed but not developed in [6] . The fast multipole method [7] can be used in a similar way to eliminate the necessity of product integration in potential theory for the Laplace equation. This approach seems likely to be particularly useful in three-dimensional problems, where product integration is more difficult.
The remainder of the calculation is straightforward; we present some preliminary numerical results in 7. We have described only the single layer potential, but the analysis of the double layer potential is quite similar. The jump in the double layer potential across the boundary complicates matters surprisingly little.
7. Numerical experiments. In this section, we describe the results of codes written for the homogeneous problem and the single layer potential. The codes were written in standard FORTRAN 77 and run on a SUN SPARCstation 1+ with the optimizer flag -(3, using doubleprecision arithmetic. The timings reported are usually reproducible within 1 or 2%, which is sufficient for our purposes.
First, we implemented Method 2.1 for the homogeneous problem, checking the numerical results against exact solutions for three sets of exact temperature fields; each is produced by shifting, scaling, and summing a basic solution. We put 0 but smooth and sharply varying for > 0. We used our method to compute u for ten timesteps equispaced from 0 to 1, beginning each triangulation with a 14 x 14 grid of square cells on the domain [-7, 7] 2 and using linear, quadratic, and cubic interpolation with various error tolerances e. We took K 10, so each solution Uj varies over scales from 1 to 0.1. We used p 6 and I 2 to achieve error e 10 -2 relative to lul at each step. O(e-2). A fourth-order explicit method would need O(e -1) work to achieve error less than e.
Our method is relatively unfazed by nonsmooth or discontinuous initial temperature fields as long as they are bounded. It resolves the discontinuity as well as it can, and ends up with a very good approximation except on a very small area. The small area where the interpolant is inaccurate does not affect the total error, essentially because the heat equation is stable in L as well as L. One feature that is not apparent from the tables is that evaluation of u is more costly than evaluation of the coefficients. Typically the code spends 80% of its time evaluating u and only 20% evaluating coefficients. This is partly due to inefficiency; the refinement test we use wastes many evaluations of u when the grid is almost completed. We plan to address this admittedly minor point in future improvements.
Finally, we present some preliminary numerical results for the evaluation of the single layer potential Sg(x, t) fotfr e-lx-yl2/4(t-s) (t') 4n'(t s) g(y, s) dy ds.
In order to compute the error, we took a very simple case with g and F(t) a stationary circle with center (0, 0) and radius 1.1. (Of course, we coded the method for a general curve and density.) We computed Sg on an adaptive grid using N steps until 1, setting 10 -1 initially and reducing by a factor of 4 for each successive calculation. The triangulation with 10 -1 is shown in Fig. 6 We conclude that the method is expensive but accurate; perhaps its best feature is the elimination of product integration. 8 . Conclusions. We have described an efficient adaptive approach to several heat flow problems that arise in physics. The simplest is the homogeneous free-space heat equation, for which we constructed several methods. All are based on the Hermite expansion of the heat kernel, combined with an adaptive triangulation scheme that represents a given function f as a piecewise polynomial within an error lflo. Another key ingredient is the idea of writing the solution as a function that can be evaluated at any point, rather than a set of values to be interpolated.
We then demonstrated how to construct methods for the inhomogeneous case, using Duhamel's principle, and how to evaluate layer potentials. We treated layer potentials as inhomogeneous problems with distributional fight-hand sides and treated the time singularities by product integration. The Hermite expansion is highly useful here, because it makes it unnecessary to carry out product integration in space. Thus even for high-order curve representations such as cubic splines, we still need only to evaluate integrals of monomials over the curve; we do not have to integrate Gaussians over a cubic spline curve, which is very difficult or impossible to do exactly. The Hermite series approach also combines the accuracy of product integration with the speed of the fast algorithm; usually product integration and fast algorithms do not marry well, because fast algorithms depend on processing the source independently of the location of the target then evaluating. In this case, the product integration simply postmultiplies the output of the fast summation technique.
Numerical results show these methods to be efficient and accurate. They perform particularly well in spatially rough problems where considerable accuracy is required.
The present techniques are formulated for the heat equation. It is shown in [4] The interpolants of degrees d 1, 2, 3 at these nodes are given by [3] In the linear case, it is straightforward to transform from barycentric to Cartesian coordi- 
