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This paper deals with the identification and maximum likelihood estimation of
the parameters of a stochastic differential equation from discrete time sampling.
Score function and maximum likelihood equations are derived explicitly. The
stochastic differential equation system is extended to allow for random effects
and the analysis of panel data. In addition, we investigate the identifiability
of the continuous time parameters, in particular the impact of the inclusion of
exogenous variables.
1. INTRODUCTION
In econometrics, dynamic models are mainly based on discrete time. How-
ever, continuous time models, already propounded by Koopmans, were rec-
ommended by some authors, including Bergstrom [2-6,8], Phillips [22],
Sargan [28], Gandolfo [11], Wymer [32], and others. Another approach was
pioneered by Robinson [24-27] who handled the systems in the frequency
domain.
This paper focuses on maximum likelihood estimation of the unknown
model parameters from discrete time sampling. We estimate the "exact dis-
crete model" which corresponds to the continuous time model in the sense
that observations at given points in time that are generated by the latter sys-
tem also satisfy the former. Score function and maximum likelihood equa-
tions for the continuous time parameters are derived explicitly. An explicit
formula for the Fisher information is given by Singer [29]. As far as we
know, only nonlinear optimization techniques with numerical derivatives
have been used up to now for maximizing the likelihood function (Bergstrom
[5,7,9], Harvey and Stock [13], Jones [15], Jones and Tryon [16], Jones
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and Ackerson [17], Zadrozny [33]). However, in larger systems these algo-
rithms may break down (see Dennis and Schnabel [10]).
In the present paper we discuss a fully parameterized model without re-
strictions. In some applications, restrictions on the system matrices, guided
by economic theory, have to be accounted for. This can be achieved by let-
ting the matrices depend on a lower dimensional parameter vector (see, e.g.,
Bergstrom [6], Zadrozny [33], Harvey and Stock [13]). Using the chain rule,
the maximum likelihood equations can be derived analogously. The system
can be extended to allow for mixed flow and stock data. Singer [30,31] in-
troduces a continuous/discrete state space model, which allows the treatment
of higher order models including errors of measurement, individual specific
random effects, and flow data. ML estimates are obtained using EM and
quasi-Newton algorithms with exact analytic derivatives.
Both simulation studies and empirical applications show that our estima-
tion procedure is much more efficient and robust than the derivative-free
optimization algorithms. In the present paper the stochastic differential equa-
tions system is extended to allow for the analysis of panel data involving
short time series but many observations at any given point in time. For a dis-
cussion of the advantages of panel data see Hsiao [14]. In addition, we in-
vestigate the identifiability of the continuous time parameters, in particular
the impact of the inclusion of exogenous variables.
In the next section we give a short review of the solution of stochastic dif-
ferential equations, including additional random effects to account for time-
invariant omitted variables. In Section 3 we consider in detail maximum
likelihood estimation, and Section 4 contains the identification results.
2. MODEL SPECIFICATION
In the following we consider the system of linear stochastic differential equa-
tions
dyn(t) = [Ayn(t)+Bxn(t) + rn] dt + GdWn(t),
t<E[to,tT], n = l,...,N (2.1)
where Wn(t) is the /w-dimensional Wiener process, and formally d\Vn(t) =
£„(*) dt where £„(/) is "white noise" with zero mean and E{^n{t)in(s)') =
Imb(t — s). Wn(t) and Wn>(t) are assumed to be independent. yn(t) is a
/7-vector of endogenous variables, and xn(t) is a ^-vector of exogenous or
control variables. A, B, and G arep x p, p x q, and/7 x m-matrices. In gen-
eral, A, B, and G contain unknown parameters which must be estimated
from the data. xn are the individual specific components representing the ef-
fects of unobserved variables which remain constant over t for given n. Here
we only deal with the random effect approach. We assume that the {xn) are
i.i.d. according to iV(0; Vx). Moreover, we assume that irn is independent of
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the Wiener process Wn{t). Note that the individual specific effects in (2.1)
affect the rates of change and not the absolute levels of the dependent vari-
ables. The initial values yn(to) may vary from individual to individual. They
may be constants or random variables.
Another approach is the fixed effects model. Then, the {xn) are unknown
parameters which have to be estimated along with the regression coefficients
and the other model parameters. This approach is already included in (2.1).
The normality assumption is dropped and the parameters xn can be absorbed
in B by using appropriate dummy coding of the exogenous variables. How-
ever, as we shall see in the next section, the resulting discrete-time model for
the observations includes lagged endogenous variables. Then, if the number
T of observation times is fixed (and small) and N is large, we face an inci-
dental parameter problem (see, e.g., Hsiao [14, Chapter 4], for details).
Hence we use a random effect framework. On the other hand, time effects
X, (such as economy wide shocks) can be easily included in the model as
fixed effects, since T is small. We only have to incorporate appropriate
dummy variables in the matrix of exogenous variables.
We note that, if random effects are included, the solution of the stochas-
tic differential equation (2.1) is no longer a Markov process. But if we ex-
tend the system by including the vector dirn(t) = 0 with the random initial
value trn(to) = irn where xn is N(0; VT), then the solution of the complete
dynamic system is a Markov process. The solution of the _yn-part in which
we are interested is given by (Arnold [1]):
yn(t) = txp(A(t - to))yn{to) + I exp(A(t - s))Bxn(s) ds
- t0)) - I)rn + ('exp(A(t - s))GdWn(s).
(2.2)
Under the assumptions stated above, yn{t) is also a Gauss process.
3. MAXIMUM LIKELIHOOD ESTIMATION
3.1. The General Maximum Likelihood Estimator
Assuming equally spaced observation intervals At = tj — tj_ly we can write
(Phillips [23, p. 137])
J fAt exp(A(At - s))Bxn(tj-i + s) dso
= 8n + enj n = l,...,N, 7 = 1 , . . . , 7 (3.1)
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where
8n = A~l(exp(A At) — I)irn and
EnJ = f exp(A(At - s))GdWn(tj-i + s).Jo
The covariance structure of the disturbances is given by
cov(5n,5n.) = 8nn.A-l{exp(A At) - /)FT(exp(^l' AO - I)A~T
•=8nn.V5 (3.2)
and
cov(Enj,£n.k) =8nn>djkVE
where
V& = exp(As)Q sxp(A's) ds, Q = GG'
and 8jk denotes the Kronecker symbol.
For the covariance structure of 8n + em we obtain
cov(5n + zni,8m + sm>) = 8nm{V& + 8ijV£),
In matrix notation this reads
IN ® d r l r ® Vt + h ® KE) (3.3)
where IN is an identity matrix of order N, lT a T x 1 vector of ones, and ®
denotes the Kronecker product.
We have used the assumption that the Wiener process Wn(t) is indepen-
dent of the individual specific effect icn.
We define
Zn(tj) =yn(tj) - exp(^ At)yn(tj-{)
exp(A(At - s))Bxn(tj_i + s) ds
Jo
and the error term is denoted by unj = 8n + znj. In addition, let us define
Zn= [zAti),...,zn(tT)Y, Yn= [yn(h),...,yn(tT)]',
Y-Un=[yn(t0),...,yn(tT-l)Y Fn(A,B,X) = [/„,, . . . ,fnT]',
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where
fnj =
Jo
s) ds
Un=[unl,...,unT]' n = l,...,N,
The system (3.1) can be rewritten as
Zn=Yn- Y-UnA. - Fn(A,B,X) = Un
where A* = exp(A' At).
For notational convenience we define:
(3.4)
F =
N
FN.
u =
Y-ui
The covariance matrix of the disturbances Un can be written compactly as
E = cov(vec( £/„)) = \TYT ® Vs + IT ® Vz.
Here the vec-operation is defined by stacking the rows of a matrix into a col-
umn vector.
Since we have assumed that xn is normally distributed, the log-likelihood
of N individuals (conditional on the initial values) is obtained as
HA.B, V,(A,Q), Va(A, VT); Y, Y_ltX)
= const - 7V/2[log(det(E)) + tr(E-'S)] (3.5)
where S = l/N^vec(Zn)vec'(Zn).
Utilizing the McDonald-Swaminathan-calculus for symbolic matrix differ-
entiation (see McDonald and Swaminathan [19] and also Magnus and Neu-
decker [18]) we obtain the following maximum likelihood equations:
(1) 3//an =- |3E /a f ivec (E- 1 -E- 'SE" 1 ) = 0
(2) dl/dVT = -^E/aF ; rvec(E- 1 - I T 1 SIT1) = 0
(3) dl/dA = -\dI./dA vec(E-' - E-'SE"1) - \dS/dA vec(E-') = 0
(4) dl/dB = - iaS/9Svec(E-1) = 0
(3.6)
If there are restrictions on the structural parameter matrices, they are as-
sumed to depend on a lower dimensional parameter vector 0. Then, using
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the chain rule, the matrix derivatives (3/3Q), (d/dV*), (d/dA), and (d/dB)
have to be replaced by (dU/de)(d/dU), (dVr/de)(d/dVT), (dA/dO)(d/dA),
and (dB/dQ)(d/dB). Since we attempt to obtain an explicit solution, we only
consider the case without restrictions.
In order to solve the ML-equations (3.6) we have to consider the block
structure of the covariance matrix E and distinguish the following cases:
3.2. Model Without Individual Specific Effects
Here £ = IT (g) Vz, so that (see 3.6.1)
(dE/dQ) = [dVE/dQ, 0,0,... ,dVs/dn, 0,... ,dVe/dU] = vec'/ r <g) dVE/dQ
where we used partitioned McDonald-Swaminathan-derivatives. Abbreviat-
ing the block matrix E"1 — E~'SE~1 by R and denoting the blocks by
Rij,i,j = 1 , . . . , T, we get from (3.6.1)
(dI,/dU)vec R = dVs/dQ\ecJ^Ru = 0,
where Ru = b^V'1 - V^SyV^1.
This implies
0 = a K/dQ vec ( TV"1 - Vt
A sufficient condition is Vt = 1/rS Sa.
Thus equation (3.6.1) can be fulfilled by the choice t = IT ® Vs. Since
dZ/dA is of the same block structure as dE/dQ, the first term in equation
(3.6.3) vanishes when t is inserted. Thus we are left with the equations
) =0
) = 0 . (3.7)
3.3. Model with Individual Specific Effects
Here X=IT®Ve+ lrl^- <g) Vb and E~l =IT<g> V~v -\T\'T% W~\ where
W = TVE + Vz Vf1 Vz. Equations (3.6.1) and (3.6.2) now yield
(dE/dU)\ecR = [dVE/dU, 0,0,.. .,dVe/dQ, 0 , . . . ,dVz/dQ]vecR = 0
(dX/dVir)vecR= [dVs/dVr,... ,dVs/dVr]vecR = 0 (3.8)
where R = L~l - E-'SE"1,
and 5;. = Ey5,>-, and so on.
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Equations (3.8) imply
j = O. (3.9)
U
An obvious solution is £,• Ru — 0 and S,y Rij = 0. Defining S= = 2 ,5 , , and
S* = TifrjSjj, these equations read
0 = T(V~X - W~x) - [V-lS=V~l - V-lS.W~l
- W-^S.V-1 - TW'lS.W~l] (3.10.1)
o = TV~X - T2W~1 - [vrls.yrl - TV-1S.W-1
- TW^S.V-1 - T2W-lS.W~1]. (3.10.2)
After some manipulations (3.10.2) can be written as
T2 V5 + TVE = S,.
and inserting (3.10.1) we obtain
V1S l Z
Again (3.6.1) and (3.6.2) can be fulfilled by the choice
t=IT® Ve+ I T - I J . ® V& (3.12)
and since the structure of d Z/dA is
[dV&/dA, 0 , 0 , . . . ,dVe/dA, 0 , 0 , . . . ,dV^/dA] + [3Vs/dA,... ,dVs/dA]
we are led via (3.9) to the same set of equations (3.7).
3.4. ML-Equations for A and B
In order to solve (3.7), dS/dA and dS/dB can be expressed as
dS/dA = \/N^d[vec(Zn) vec'(Zn)]/dA
= VN^dZn/dAdpr ® vec' Zn + vec Z'n ® IpT)
dS/dB = l/Nj]d[vec(Zn) vec'(Zn)]/dB
® vec' Zn + vec Z'n ® IpT)
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and we obtain from (3.7)
2 (dZn/dA)L~l vecZn = 0
Calculating dZn/8A and dZn/8B we can write [using vec(vec/?) =
vec(vec#')]
[(dA./dA)(YLUn <g> Ip) + dFn/dA]L~l vec(Yn - Y-UHA. - Fn) = 0
1
 vec(rrt - y_ I fJ l^. - Fn) = 0. (3.13)
Fn is a functional of the exogenous variables and the parameters A and B.
The values of the exogenous variables, however, are known only at fixed
points in time. So, in general, the functional Fn can be calculated only ap-
proximately. Two simple approximations are discussed in the next section.
Sometimes there is knowledge about the functional form of the time paths
and the integrals fnj can be calculated explicitly. Another approach is as-
suming that the vector xn(t) is itself generated by a differential equation.
4. ON THE IDENTIFICATION PROBLEM
The drift matrix A is, in general, nonsymmetric and may have complex eigen-
values. Then, the matrix equation A* = exp{A At) will not have a unique
solution and we run into a well-known identification problem (Phillips [21]).
It turns out that the inclusion of exogenous variables may help to identify
the continuous time model.
We discuss two simple approximation methods for the exogenous variables
in order to calculate the functional
/„, = (*'exp(A(At - s))Bxn(tj-i + s) ds (4.1)
Jo
explicitly (more complicated approximations are discussed in Phillips [23]):
(i) x{t) are (or are approximated by) step functions, (ii) x(t) change linearly
between the observation times (polygonal lines). It is well known that the
approximations introduce an asymptotic bias which depends on the smooth-
ness of the true path xn{t) (see, e.g., Sargan [28], Phillips [23], Bergstrom
[6]). According to the mean value theorem, the step function approximation
can be shown to introduce a bias of order O(At2), whereas in the case of
polygonal lines an approximation error of O(At3) arises. Our starting point
is the exact discrete model (cf. (3.1),(3.4))
Y - Y_XA* - F(A,B,X) = U
where A* = exp(^4 At) = (A,)', and Fis given in (3.4).
In the sequel we employ the following assumptions:
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Assumption 1. All eigenvalues of A are distinct. Then, A can be diago-
nalized and represented as A = PAP'1. Let A have r real and 2c complex
eigenvalues (p = r + 2c). If A is a solution of A* = exp(,4 At), then other
solutions AK can be represented as
AK = A + (2iri/At)P diag(0,K,-
:=A+MK (4.2)
where 0 is an r-nullvector and A" is a c-vector of integers (see Phillips [21]).
•
Assumption 2. The real parts of the eigenvalues A are negative. This im-
plies that A and AK are nonsingular. •
Assumption 3. The reduced form parameters A*, B*, C \ VE, and V& are
identified. •
Furthermore, the following properties are utilized (we use the notation
[X, Y]: = XY - YX for the commutator of X and Y).
Property 1. A commutes with A*, A~l, AK, and MK. •
Property 2. A* and A are diagonalized by the same matrix P. •
Property 3. [A®I,I®A] = 0. This implies exp(L At) =exp((,4 ® 1 +
I ® A)At) = {exp(A At) ® /) (/ ® exp(^ At)) = A* ® /T. •
Property 4. (^ 4 ® / + / ® A) is nonsingular. This is a consequence of As-
sumption 2. •
(i) Exogenous variables approximated by step functions. If the exogenous
variables are piecewise constant between measurements we obtain from (4.1)
fnJ = B*xn(tj-i)
where B* =A~l{A* - I)B. Then, the exact discrete model reads (B* = Bi)
Y - Y^A. - Ar_1B» = U (4.3)
where AT_, = [xi(t0), ...,xx (tT_x),... ,xN(t0),... ,
PROPOSITION 1. If the exogenous variables are approximated by step
functions and the reduced form (discrete time) parameters are identified, not
all continuous time parameters can be uniquely inferred and we have:
1. If A* has complex eigenvalues, A cannot be uniquely determined from A".
2. Q is identified, iff the condition LKvec Vz = L vec Ke(*) is fulfilled.
3. If (*) is not fulfilled, there are only finitely many solutions (AK,QK) with
QK > 0 (Hansen and Sargent [12]).
4. Bis identified iffB* is in the null space ofMK = (2vi/M)P &a%(0,K,-K)P-1.
5. Vx is identified iff Vs satisfies the condition AKVSA'K = A VSA'. •
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Proof. Suppose that (A*,B*, Vt, Vs) is given and that some of the eigen-
values of A* are complex. We have to solve the equations
A* = exp(A At) (4.4.1)
B* =A~l(A*-I)B (4.4.2)
= I exp(As)Q expo's) ds (4.4.3)
Vs = A~l(A* - I)VT(A* - I)'(A-1)' (4.4.4)
for the continuous time parameters A, B, Q, and FT.
AccordingJo (4.2), equation (4.4.1) has, in general, infinitely many solu-
tions AK, where A can be obtained by taking the matrix logarithm of A*
(principle value). Then, (4.4.2) implies the solutions
BK = (A' - I)-lAKB\ (4.5)
However, it may happen that AKB* = AB*. Inserting (4.1), we obtain
MKB* = 0pxq (4.6)
where
MK = (2«7AOPdiag(0, / : , -A:) />-1 .
Now
rank(diag(O,Ai,-J«:)) > 2, (4.7)
and thus rank(M/r) > 2, if the trivial cases p = l o r r = j 3 > 2 (all eigenval-
ues are real; no aliasing) and K = (0,... ,0) are excluded. If B* is such that
(4.6) can be fulfilled (this is the case if the columns of B* or B are in the
null space of MK), all BK = B and 5 is identified.
Let us now exploit (4.4.3). The integral
=
Jo
Ke  exp(As)Q expo's) ds
is explicitly given as
vec Vz = L- ' (exp(L At) - 7)vec Q (4.8)
where L = (A®I+I<g)A) (cf. Properties 3 and 4).
Equation (4.8) implies the solutions
vec G* = (exp(Ljf At) - I)-lLKvec Vz
= (A* ®A*~ /r 'Ljrvec V& (4.9)
where LK = AK ® / + / % AK.
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QK is symmetric but, as pointed out by Hansen and Sargent [12], not nec-
essarily positive semidefinite with the consequence that the set of observa-
tionally equivalent matrices is finite. However, if
LK vec FE = L vec Ve (4.10)
could be fulfilled, only one solution QK = fi is obtained. (4.10) is equivalent
to
[MK <g) / + / <g) Af*]vec Ve = 0
or
MKK+VeM^ = 0. (4.11)
According to Theorem 2 of Hansen and Sargent [12], if we have VE(AK,tt) =
Vt(A,Q) for some AK =£ A, then infinitely many structures (AK,Q) are ob-
tained. If (4.10) or (4.11) is fulfilled, their Theorem 2 can be applied.
Finally, let us solve (4.4.4). We obtain
VrK = (A* - irlAKVsA'K(A" - / ) - ' . (4.12)
All VTK are positive semidefinite, as required. However, if the condition
AKVbA'K = A V&A' holds, there is only one solution VT. Inserting (4.2) it is
seen that
[MK ®A+A®MK + MK® M^vec V& = 0
must be satisfied, which is possible for p > 2, since rank [. ] > (p — 2)2 =
p2- 4(p-l). m
(ii) Polygonal approximation. Here the exogenous variables are approx-
imated by piecewise linear functions. Now we obtain the following (pseudo)-
exact discrete model
Y - r_iA, - X . , 5 , - AXC. = U (4.13)
where C*(A,B) = -A~lB + (AAt)~lB*, AX = [Axu,..., AxlT,...,
AxNl>... ,AxNT]' and AxnJ = xn(tj) - x(tJ_i).
In this case we obtain a further condition (the others are given in (4.4))
= -{A*-I)'lB* + {AAt)-xB*. (4.14)
Now one of the solutions AK of (4.4.1) must fulfill (4.14), say AK. The
other AK, K * K', can satisfy (4.14) only if
From this we again get condition (4.6) (set K — K' -* K)
MKB* = 0pxq. (4.15)
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Since rank(MK) > 2, there are at most p — 2 linear independent columns of
B* which are in the null space of MK. Thus we have proved:
PROPOSITION 2. Let B* (and thus B) have column rank >p-l. Then
(4.15) cannot be fulfilled and only one AK solves (4.14). In this case all con-
tinuous time parameters are identified from equally spaced observations. •
Proposition 2 shows that the inclusion of additional exogenous variables
may help to identify the continuous time parameters from discrete time ob-
servations. Note that in the case/? = 2 equation (4.15) cannot hold and the
model is identified. Furthermore, it should be noted that restrictions on the
parameter matrices of the system may also be an aid to identification.
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