We describe a method for solving large-scale general quadratic programming problems. Our method is based upon a compendium of ideas which have their origins in sparse matrix techniques and methods for solving smaller quadratic programs. We include a discussion on resolving degeneracy, on single phase methods and on solving parametric problems. Some numerical results are included.
Introduction
In this paper we describe a method for solving the quadratic programming problem minimize Q(x) = {x T 
Hx + c T x (xeU",H = H T ),
(1.1a) subject to a]x = bj, l«i«m e (1.1b) and ajx^bi, «r e + l«i=sm.
We are particularly concerned in solving (1.1) when n is large and the vectors a, and matrix H are sparse. We do not restrict H to being positive (semi-)definite and consequently are content with finding local solutions to (1.1). Of course, for many classes of problem, it is known a priori that any local solution is a global one. Our method is fundamentally related to that proposed by Fletcher (1971) , but makes use of sparse matrix technology (in particular, linear programming basis handling techniques) to exploit the nature of the problem. In Section 2, we describe a general framework for our method. Linear algebraic issues are considered in Section 3 together with a description of how these issues relate to solving more specific quadratic programming problems of the form minimize Q{x) = WHx + C T X (xeW,H = H T ), (1.2a) subject to and /«*=£«, (1.2c) in which A is an m by n matrix, b is an m-vector, and / and u are n-vectors whose components may be infinite. This latter description is important as it forms the basis of the algorithm implemented as subroutine VE09 in the Harwell Subroutine Library. The construction of initial feasible points for (1.2) is described in Section 4 and a discussion of parametric problems follows in Section 5. Finally some numerical results are given in Section 6. An appendix is included to show how a certain set of anti-cycling rules may be applied to problem (1.1). We let g(x) denote Hx + c, the gradient of Q(x), let / be the (appropriately dimensioned) identity matrix and let e k denote its A:th column.
The basic algorithm
In this section we describe the algorithm of Fletcher (1971) in a general setting. Our aim is to isolate the important parts of Fletcher's method and to show how each stage is related to solving a particular set of linear equations. Methods for solving such equations will not be considered until Section 3.
In his paper, Fletcher describes an active-set algorithm for solving (1.1). He comments that he hesitates to call his method 'new' as it freely borrows from existing ideas in other branches of mathematical programming. We should add that the method described here is even less 'new' as it borrows quite heavily from Fletcher's method and from the sparse matrix technology that has arisen in the 1970s and 80s. Indeed, most existing algorithms for convex quadratic programming (including Fletcher's method and the method given here when applied to convex problems) are theoretically identical (in exact arithmetic they all generate the same sequence of iterates from a given starting point) provided that they operate under an identical set of pivoting rules (Best, 1984; Djang, 1979) . For the general non-convex problem, the method of Gill & Murray (1978) is closely related in philosophy to Fletcher's method; this method and the philosophically different method of Keller (1973) actually generate the same sequence of iterates as Fletcher's approach under identical pivoting rules. The differences between the various methods for solving (1.1) are essentially restricted to the manner in which the set(s) of linear equations that occur at each iteration are solved.
In order to describe the algorithmic framework in a general setting, we need the following definitions and observations. DEFINITION 2.1 An equality problem EP(/) is given by minimize Q(x) subject to ajx = b h iel (2.1)
for the set / = E U A, where £ = {1,..., m e } and A c {/n e + 1 ,...,m}.
Given a point x that satisfies ajx = bi for all i e /, any finite solution x+p to EP(/) must satisfy the first-order optimality conditions This property has a number of alternative interpretations (Gould, 1985) ; in particular, it is equivalent to A having full rank and p T Hp being strictly positive for all nonzero vectors p satisfying Ap = 0 and thus to the projected or reduced Hessian matrix (see, for example, Gill, Murray, & Wright, 1981) if H is positive semi-definite, such a point will be a local solution to (1.1). If H is indefinite and there are some zero multipliers, the point obtained may not be a local solution to (1.1); however, as Fletcher points out, such a situation may be regarded as degenerate in that an arbitrarily small perturbation to the problem data can transform the FSEP into a local solution. The difficulty of verifying optimality in this circumstance is considerable; the optimality conditions for (1.1), when there are zero Lagrange multipliers, are computationally unattractive (see, for example, Mangasarian, 1980) in that they are equivalent to needing to find the global solution to a second (closely related) nonconvex quadratic program. To our knowledge, no existing algorithm is able to overcome this difficulty in an efficient manner.
As there are only a finite number of FSEPs and, as we shall indicate, moving from one to the next is a finite process, the overall algorithm is finite. It remains to describe how to proceed from one FSEP to a better one.
The The above process is finite and, provided an unbounded direction is not found, must terminate with an FSEP. This is because every time jr ( * } +/» ( * ) fails to be an FSEP, we add to / (/t) a constraint whose gradient is independent of those already indexed by / ( *\ If this adding continues we will eventually either exhaust all of the constraints (1.1c) or arrive at an extreme point of the feasible region (which is automatically an FSEP).
Complications arise when H is not positive definite, as it is then not obvious wliich of the two cases (a) or (b) will occur. However, whenever K(l) satisfies SOC, only case (a) is possible. The novel part of Fletcher's algorithm is that, at each iteration, the iterate jr ( * ) is associated with an equality problem EP(/ (t) ) for which AT(7 (fc) ) satisfies SOC. The essence of the algorithm is contained in the following theorems (the proofs are straightforward and are omitted). Theorems 2.1 and 2.2 tell us that once we have encountered a set /for which AXO satisfies SOC, then we will eventually discover an FSEP for which the corresponding matrix K must satisfy SOC. Theorem 2.3 describes the only circumstances under which we may lose the second-order condition; we delete a constraint from / and encounter a direction of infinite descent (n 5s 0). Once we have lost the second-order condition, it would appear to be more difficult to solve EP(/_ ; ). However, Fletcher observes that if the circumstances described by (iii) of Theorem 2.3 are satisfied then either the problem is unbounded from below or one or more constraints will restrict the step a for which x+ ap satisfies (1.1c). If the /th constraint is one such constraint and if a is restricted by this constraint to be at most a, then x + ap satisfies (1.1c) and equation (2.5) holds. Hence either condition (vi) or condition (vii) of the theorem is satisfied. In the former case, the second-order condition is maintained for the set /_ /+/ . In the latter case, JC + ap is an FSEP for the equality problem for which the second-order condition is satisfied. Moreover, the Lagrange multiplier corresponding to the constraint (2.9c) for problem (2.9) has the value A y + a ft 5* A, ; > 0 and is therefore a candidate for deletion (applying Theorem 2.3 to (2.9); note that the remaining nonzero multipliers for (2.9) are A_, + aq). But then the resulting equality problem, EP(/ +/ \{;}) is the same problem as the problem EP(/_ y U {/}) which would have arisen naturally by just removing constraint / from / and then adding constraint /; the difference is that, by going by way of the set /+,, we are able to maintain the second-order condition and to calculate the solution to EP(/ +/ \{/})-Repeating this argument from x + ap, we must eventually arrive in the position where one of the alternatives (ii) or (vi) of Theorem 2.3 occurs. (As the sets / +/ grow in size, then alternative (vi), which automatically occurs when |/| = n, will occur unless (ii) happens first.) In case (vi) we will have found an FSEP which satisfies SOC. In all cases any new FSEP encountered must satisfy SOC.
In order to guarantee that we do not generate a repeating sequence of FSEPs with the same objective function value, we must ensure that we occasionally take a nonzero step. Consideration of Theorem 2.3 indicates that it is sufficient to ensure that an infinite consecutive occurrence of case (vi) (a cycle) cannot happen. (All other cases result in either a nonzero step or an increase in the size of / and hence a move to an FSEP which has not been encountered before.) The simplest possible method for ensuring that a cycle cannot happen is to perturb the right-hand sides b t by small random amounts (such as might be introduced naturally in a finite precision calculation) whenever case (vi) of the theorem occurs. Other possibilities include replacing the true objective function by its linearized approximation g (x o ) J x at the degenerate point jr 0 and using anti-cycling rules from linear programming (see Wolfe, 1963; Fletcher, 1988; Gill et al., 1989) to find a direction in which the approximation, and hence Q(x), may be reduced in a feasible neighbourhood of x 0 . This approach is somewhat unsatisfactory in that matrix operators/factorizations for a different problem may be required. Alternatively, anti-cycling rules which take account of the quadratic nature of the objective function have been suggested in conjunction with certain quadratic programming methods (see, for example, Chang & Cottle, 1980; Ritter, 1981) . In the appendix, we establish that the least index rule proposed by Bland (1977) for use with the simplex method is equally appropriate within our general framework (this was conjectured, but not proved, in the paper by Chang & Cottle) .
Finally, the algorithm requires that we start from an FSEP for which the second-order condition holds. It is, of course, by no means obvious how one can obtain even a feasible point in general. Fletcher suggests using a phase-one linear programming method to find a feasible vertex (at which the second-order condition must hold and which must necessarily be an FSEP). If there are fewer than n linearly independent constraints it will be necessary to introduce some artificial bounds to create a vertex to use this approach. We prefer to use a single-phase method (in which an artificial objective function contrasting constraint infeasibilities and the true objective is minimized), but a description of this is considerably simplified in the context of a reformulation of problem (1.1) and will be left until Section 4. 
Linear algebra
Considerable ingenuity has been used in finding different ways of solving matrix equations of the type (2.6), (2.7), and (2.8) which arise at each iteration of the algorithm described in Section 2 (see, for instance, Van de Panne & Whinston, 1969; Bartels, Golub, & Saunders, 1970; Fletcher, 1971; Murray, 1971; Best & Ritter, 1976; Gill & Murray, 1978; Bunch & Kaufman, 1980; Powell, 1981; Goldfarb & Idnani, 1983; Gill et al., 1984) . Often smaller systems of equations which take account of the structure of the matrix K(l) are obtained; the equations are usually solved by means of matrix factorizations or, in earlier methods (including Fletcher's implementation of the algorithm of Section 2), explicit matrix inverses. As consecutive sets / are closely related, it is normal to update these factorizations or inverses rather than recomputing them each iteration.
In the large-sparse context, we would normally think of using methods for which the resulting systems of equations have coefficient matrices (a) which are comparable in sparsity with the problem matrices H and A, (b) for which sparse factorization methods are applicable, and (c) for which it is possible to update the factorization in an efficient manner when the set / changes. We would not usually think of using matrix inverses in this context as they are invariably dense. Unfortunately, most of the methods which have been developed for small problems (including those mentioned above) are not generally appropriate for larger problems as they violate requirement (a). The only really satisfactory methods for general sparse problems are likely to be related to methods which do not try to simplify equations (2.6)-(2.8) but form factorizations of the matrix K(l) itself. Such methods are likely to satisfy requirements (a) and (b). However requirement (c) poses more of a problem. The trouble with the matrix K(l) is that both rows and columns change as / is altered and it is this aspect which causes trouble when an existing sparse factorization is updated.
The Schur-complement update method proposed by Gill et al. (1985 Gill et al. ( , 1987a ) manages to avoid this problem by maintaining a sparse factorization of the initial matrix X(/ (0) ) and a dense factorization of the Schur complement (see, for example, Golub & Van Loan, 1983 ) of /iC(/ (0) ) in a growing matrix of the form
Equations (2.6)-(2.8) and their solutions may be embedded in linear systems whose coefficient matrices are precisely of this form. The matrix E is made up from appropriate rows of the identity matrix and vectors aj. F is symmetric and made up of rows with at most one nonzero entry. Both /JT(/
) and its Schur complement are therefore symmetric and this may be exploited when forming factorizations. Updating the dense factorization of the Schur complement is not difficult provided that sufficient storage space is available. However, the constant need to access E can be inconvenient; furthermore, it will be necessary to refactorize K(l) whenever the Schur complement becomes too large to store economically. This approach seems to hold considerable promise and, indeed, has already been used successfully to solve very large convex problems arising in the electrical power industry (P. E. Gill, private communication). The adaptation to nonconvex problems using the framework of Section 2 should not prove very difficult. The paper of Gill et al. (1987a) should be consulted for further details.
More recently, Gill et al. (1987b) have described a method of updating a sparse unsymmetric factorization of a matrix when both rows and/or columns are added, deleted, or replaced. Such a tool is extremely valuable and, again, its use in conjunction with the framework of Section 2 is anticipated. It has the slightly unfortunate feature that, although symmetric changes are made to K(l) as / changes, the updating procedures for its factorization ignore this symmetry-the updates are treated as a row change followed by a column change (or vice versa). This is almost certainly a consequence of maintaining an unsymmetric factorization of a symmetric matrix.
Ideally, we should like to maintain a symmetric sparse factorization of K(l) and to perform symmetric updates as / changes. Although it is possible to find such a factorization (see Duff & Reid, 1983) , the possibility of being able to update it appears remote; even in the dense case, when the Duff-Reid factorization reduces to the symmetric indefinite factorization of Bunch & Parlett (1971) and where an updating scheme is known (Sorensen, 1977) , the updates are extremely complicated and appear not to adapt to the sparse case.
All of the equations (2.6)-(2.8) are of the generic form (3.1)
In the method that we propose, we suppose that A represents the matrix whose rows are the vectors aj for k $ I. Then, on defining s = -Ap, (3.1) can be expanded to give and we shall refer to (3.2) as the expanded version of (3.1). The advantage of (3.2) over (3.1) is that as / changes, with the exception of simple row permutations, only the columns of the coefficient matrix
change. This is the situation normally associated with linear programming basis matrices and there are extremely powerful methods for dealing with the changes which occur if an LU factorization of B is maintained (see, for example, Saunders, 1976; Reid, 1982) . We shall refer to B as the extended basis matrix. The principal disadvantages of using (3.2) in comparison with (3.1) are that B is not symmetric and may be significantly larger than K(l). The hope is that the advantages of using a proven factorization updating technique will outweigh such at Radcliffe Science Library, Bodleian Library on May 17, 2010 disadvantages. We note, however, that the work involved in finding a sparse LU factorization of B using many common pivotal strategies (such as the Markowitz test) will naturally pick the last diagonal block of (3.3) first. Thereafter the factorization will actually be working upon the remaining block of B which is actually K(l). The work will therefore be comparable with schemes which just factorize K(l). There is some evidence that ignoring symmetry can actually be advantageous when forming sparse factorizations (see Duff, Erisman, & Reid, 1986: p. 241; George, 1974) .
Most real-life problems include simple bound constraints of the form
We do not necessarily assume that all (or any) of the bounds in (3.4) are finite. We now consider how the structure of such simple constraints might be exploited. For simplicity, we shall assume that the first k such constraints are contained in /.
If we partition the vectors and matrices in the obvious way, (3.2) may be rewritten as where /»FX = 'BC-Once again, only columns of the extended basis matrix associated with (3.5) change as / changes. Moreover the matrix for (3.5) is considerably smaller than that which would result if (3.2) were applied without taking special account of the simple bound constraints. However it is interesting to consider the types of column changes which can occur as / changes. In particular, when a general constraint or a simple bound is added to /, a column of the coefficient matrix of (3.5) is replaced by a column of respectively. Notice that, in the former case, access is needed to a row of A whereas, in the latter case, a column of A is needed. This can be rather awkward for large problems when A is stored in a packed form. If, however, the general constraints are all equality constraints and are included in the initial /, the only subsequent changes in / will be due to simple bound constraints and hence only access to the columns of A will be necessary.
It and the extended basis matrix is now
(3.8)
(We have reordered the variables and the rows of the extended basis matrix for convenience. Now only the last n columns of B can change with I.) It is convenient to store the data for the problem in the matrix Li b\ stored in packed form by columns. Notice that it is still necessary to access the rows of A when the initial factorization (or any refactorization) of B is formed. However, this overhead will normally prove acceptable in comparison with the overall work needed to form the factorization. (There are efficient algorithms for changing from a column-wise to a row-wise storage scheme for a matrix A, requiring a small multiple of n A , the number of nonzeros of A, operations-for instance, the code MC46 in the Harwell Subroutine Library performs this task in roughly 2/i A operations. Thus, the original matrix B may be formed efficiently in comparison with the number of operations-a linear or frequently worse function of n B -required to find its factors.)
We now consider the work involved in updating an LU factorization of B as / changes. Each change will involve at most one element leaving / and one element being added (as described in Theorems 2.2 and 2.3). We must be careful with the order in which the computation is performed because, although the extended basis matrix at the end of each iteration is guaranteed to be nonsingular, the intermediate matrices need not be. In fact, this can only happen if possibility (iv) of Theorem 2.3 occurs. Our implementation uses subroutine LA05 (Reid, 1982) from the Harwell Subroutine Library as the mechanism for updating the factorization. Very briefly, if the Arth column of B, b k , is to be replaced by the vector b to form the matrix B, we have the relationship
where Bd = b. If a factorization of B is known, the special form of the matrix
(differing from the identity matrix in just a single column) may be exploited so that the factors of B are easily updated to find those of B. If a constraint is being removed from /, the linear system 'Bd = b' is the expanded version of (2.7); when a constraint is added to /, the relevant system is the expanded version of (2.9). Thus the solutions to these systems actually play two roles; in determining the search direction (as in Theorem 2.3) and in updating the factorization of B.
Notice that when B is nonsingular, B is nonsingular if and only if the kth entry of d is nonzero.
In the case of possibility (iv) of Theorem 2.3, it can happen that although the matrices B and and P is the permutation matrix which interchanges columns k and /, it is clear that B is nonsingular and that the factorization of B can be obtained by way of the factors of one of the matrices in (3.12). That is, we use LAOS twice, placing b l in column / and then b 2 in column k. Rather than incorporating P in the factorization of B, the permutation may be stored separately. All of the other updates required by Theorems 2.2 and 2.3 may be accomplished by either a single (nonsingular) rank-1 update of the form (3.9) or a (nonsingular) rank-2 update of the form (3.10) in which at least one of the intermediate matrices (3.11) is nonsingular.
Initial point problems
We now turn to the problem of finding an initial FSEP mentioned at the end of Section 2. Let x 0 be any point satisfying (3.6c) and let D be the diagonal matrix whose ith diagonal entry is 6, -ajx o . The standard phase-1 problem (see, for example, Chvatal, 1983 where e is a vector of ones. The point x=x 0 , y = e is feasible for (4.1); furthermore x = x satisfies (3.6b, c) if and only if x = i, y = 0 solves (4.1). It is straightforward to pick a point x 0 so that x =x 0 , y -e is a vertex of (4.1b,c,d) (introducing artificial bounds if necessary). In this case, any optimal solution to (4.1) for which y = 0 must yield an FSEP for (3.6) provided that we now consider (3.6) to be a problem in the n +m variables x and y and include the additional constraints 0^j,^0. (These latter constraints would be removed from the problem if they were not, or if they ceased to be, in /.) Possible disadvantages of such an approach are that (4.1) is a linear programming problem (requiring different factorizations from (3.6)) and that the initial feasible point will normally lie at a vertex of (3.6b,c) (whereas the solution to (3.6), especially when H is positive definite, may not and the phase-2 calculation may require many iterations to recover from a poor initial feasible point).
An alternative is to let p be a nonnegative scalar parameter and to solve the composite problem minimize Q(x) + pe T y, (4-2) subject to the constraints (4.1b,c,d). (Such a problem is related to the Big-M method for linear programming, see, for example, Chvatal, 1983 .) It is easy to show that, if the Lagrange multipliers for the general constraints (3.6b) at a local minimizer x of (3.6) are k^ and if p ^ -min(D^G C ), then x = x and y = 0 is a local minimizer of (4.2). This means that, in particular, if H is positive definite and if p is large enough, simple convexity arguments show that solving (4.2) is equivalent to solving (3.6). Consequently, such problems can be solved in a single The only way in which we can obtain a local solution that does not yield a feasible solution to (3.6) for any p is for the algorithm to encounter a set A e S for which p A is infinite and for which e r y>0 for all pe[p A ,°°). Consider a particular value of p, p, in this interval and its related solution. The solution, (x, y) and its associated Lagrange multipliers, A, will satisfy an equation of the form There are a number of ways of proceeding if (a) and (b) of Theorem 4.1 are not satisfied and we encounter an unbounded solution to (4.2). The simplest is merely to revert to solving (4.1) (This is equivalent to solving (4.2) with infinite p.) We might also introduce artificial bounds whenever a step to infinity is indicated. It is worth noting, however, that if a step to infinity occurs with // > 0 (Theorem 2.3) for (4.2), then a move in the same direction from any feasible point for (3.6) will also result in a step to infinity. This follows as the components of /?FR for the artificial variables y must all be zero by virtue of (4.Id). The remaining components of p then give a feasible direction of negative curvature for Q{x) which is not restricted by any of the bounds (3.6c/4.1c). Therefore the presence of such a direction for (4.2) is indicative of an unbounded solution to (3.6) whenever (3.6) has a feasible point. The situation when fi = 0 is not so clear.
We note that it is obviously unnecessary to include an artificial variable for any constraint which is satisfied at x 0 . Indeed, it is desirable for there to be as few artificial variables as possible as the algorithm will normally perform at least as many iterations as there are artificial variables. This then raises the interesting question of finding an initial x 0 at which many constraints are satisfied, a process often known as crashing. We shall not comment further on this problem here but refer the reader to Gould and Reid (1989) for one possible solution.
Parametric problems
An important feature of the Harwell code VE09 is that it provides a facility for solving parametric problems. Indeed this option is used extensively in the solution of ordinary problems whenever the single-phase method (4.2) described in Section 4 is attempted-VE09 used just such a single-phase method. The theory of parametric quadratic programming is well understood (at least for convex problems) and has been described by many authors (see, for instance, Ritter, 1967; Best, 1982; Valiaho, 1985) . Our implementation is based upon the framework given by Best (1982) with adaptations to cope with nonconvex problems. Briefly, we consider the parametric problem minimize %x J Hx + (c +18c) J x (5.1a) subject to Ax = b +16b (5.1b) and /s£x=su (5.1c)
for all values of t in the interval \t ,t\. Although other parametric problems sometimes occur (see, for example, Pang, Kaneko, & Hallman, 1979) , problems of the form (5.1) are by far the most common. Classes of such problems occur in, for example, the fields of portfolio analysis (see Markowitz, 1952) , structural engineering (see Maier, 1970) , and multiple criterion decision processes (see Rhode & Weber, 1984) . Suppose we have found a local solution x for the value t = 1 e [t ,i) , that the components jcpx of JC are contained in / and fixed at one of the bounds (5.1c), and that K{1) satisfies SOC. The remaining variables * FR and the Lagrange multipliers then satisfy Let i be the supremum of all values of t for which (5.4) is satisfied. To simplify the discussion, suppose that only one of the inequalities (5.4) is critical-that is, would be violated if t were further increased-at this supremum. (This amounts to a nondegeneracy assumption; Ritter (1981) shows how this assumption may be relaxed.) We may then extend the parametric solution from ? to i. The solution at and beyond /depends upon which of the inequalities (5.4) becomes critical at i. If one of (5.4a) is violated beyond /, the relevant variable is introduced into /. Under these circumstances the analysis given by Best remains true even for nonconvex problems. Two possibilities occur; either the new K(l) is nonsingular (in which case it satisfies SOC and t may be extended beyond i using the new (5.3)) or it is singular. In the latter case, either we can conclude that the solution path we are following ends at / or there is another variable whose removal gives rise to a set / for which K{l) again satisfies SOC and which also allows us to extend t beyond /.
If one of (5.4b) or (5.4c) is violated at i, possible outcomes may be deduced from Theorem 2.4 when applied to (5.1). If case (i) of the theorem applies, the solution may be extended beyond / by freeing the relevant variable from its bound and using the new (5.3). In case (iii), x + (r -?) dx does not solve (5.1) at t = i and a new solution to the problem must be sought. This gives a discontinuity in the parametric solution but cannot occur when H is positive (semi-)definite. In case (ii) the position is not so clear. Although x + (t -?) 6x is an FSEP for (5.1) at t = i with nonpositive Lagrange multipliers, the presence of a zero multiplier makes it difficult to say whether x + (l-1)5x solves (5.1) or not. (This is the same problem as that discussed in Section 2.) Our remedy is to increase t very slightly beyond Mo 1 and to resolve the problem at t = 1 using x + Q-i) dx as the starting point. This will mean that we will miss a small portion of the parametric interval but can simply backtrack from 1 to recover the missing part. Under our simplifying nondegeneracy assumption, we can always choose ?>/so that the starting point is an FSEP for (5.1); the existing factorization of B may be used when the new minimization is attempted.
We note that special forms of equations (5.2)-(5.4) are the basis of the method proposed by Markowitz & Perold (1981) for the solution of portfolio optimization problems; such problems can be stated and solved as parametric quadratic programs.
Numerical experience
In this section we give details of some of the problems that we have solved using VE09. The list is intended to provide a bench-mark for the development of future codes. We have tried to find problems which are either nonconvex or large. We have found the former to be extremely useful in debugging our code. The latter are included as an indication as to how the algorithm performs on larger problems; we purposefully did not solve any huge problems because of the expense involved but would be grateful to receive any real-life problems (i.e. problems for which the answer is of interest to someone) for future testing.
Our code is written in Double Precision Fortran 77. All of our computation was performed on the IBM 3084Q computer at Harwell; the code was compiled using the VS Fortran compiler with the optimization option OPT = 2. All timings reported are in seconds for time spent in the CPU and appear to be correct to about one hundredth of a second.
Our purpose in reporting some numerical results is merely to indicate how an algorithm like VE09 should perform on reasonably large examples. We do not regard the results as indicating the best performance that may be achieved by such algorithms. Indeed, as the number of iterations required will depend crucially upon the initial point and the associated set /, the performance will undoubtedly be enhanced by a more sophisticated crash procedure for automatically generating the starting point. This issue has recently been investigated by Gould & Reid (1989) . Problem 1. For our first problem we took problem 118 of Hock & Schittkowski (1981) , converted the inequality constraints to equalities by adding slack variables, and perturbed some of the diagonal entries for the objective function to make the problem nonconvex. If we denote the diagonal Hessian The solution x* obtained for this problem is defined by the variables x, (i e L) being fixed at their lower bounds and x t (i e U) at their upper bounds (the remaining variables lying between their bounds); the sets L and U are as follows: , 3, 6, 9, 20, 30, 31, 32}, U = {1, 16, 17, 18, 22, 23, 27} .
In addition we solve a parametric version (5.1) of the same problem for all t in the interval [0, 5] and where the elements of the vectors 6b and 6c are all zero excepting 6c x = l, 6c 5 = -l, 6c l6 = l, <5c 24 =-2, 6b l = 6, and 6b 9 = -6. The solution obtained was defined over 10 parametric sub-intervals and for reference the intervals and the changes which occur at the end of each interval are described in Table 6 .2. The problem has no feasible solution for />4.5.
Problem class 2.
Here we solve
where the constants a it i = \,...,k + \, are given. These problems arise in the optimal placement of nodes in a scheme for solving ordinary differential equations with given boundary values (J. R. Kightley, private communication). In Table 6 .3 we give details of the performance of VE09 on this problem for various values of k and n (=2k -l), and where we chose ar, -= 1.0 +1.01'" 1 , 1 =£ i: ^ k + 1. The algorithm was started from the feasible point at which the first k variables are at their lower bounds and the remaining variables are determined by the constraints-this is the point chosen by the crash procedure in VE09. For reference, the solutions for these problems are defined by the sets L and U as follows: , 107, 115, 123, 130, 136, 139, 147, 155, 162, 168, 179, 181 , 300}, L/ = {21,277}; L= {1, 107, 115, 123, 130, 136, 139, 147, 155, 162, 168, 171, 179, 187, 195, 200, 203, 211, 219, 228, 230, 232 In Table 6 .4 we give details of the performance of VE09 on this problem for various values of fc; we chose or, and started from the same point as described for the previous class. For reference, the solutions for these problems are defined by where D is a prespecified diagonal matrix. In Table 6 .5 we summarize the performance of VE09 on such problems for various ( The initial point for each problem was chosen by the crash routine within VE09; the sets which define the solutions obtained are not given here but are available on request. We have presented the basis for a general large-scale quadratic programming algorithm. The algorithm proceeds in a single phase and is equally capable of solving parametric problems. It has been implemented as subroutine VE09 in the Harwell Subroutine Library. In the future we intend to compare this method with the promising Schur complement method of Gill et al. (1987a) .
