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1. Introduction
Soient r, c1, c2 des entiers, avec r ≥ 2. On se propose ici de calculer le groupe de Picard de
la variété de modules M(r, c1, c2) des faisceaux cohérents semi-stables sur P2, de rang r et de
classes de Chern c1, c2.
Les premiers résultats dans cette direction ont été obtenus par J. Le Potier ([17]) qui a déterminé
le groupe de Picard des variétés de modules de fibrés stables de rang 2 et de degré pair sur
P2. Plus récemment, S.A Strømme ([25]) a calculé Pic(M(2, c1, c2)) dans les cas où c1 ou c2 est
impair. Dans [17], c’est le groupe de Picard d’un ouvert lisse de M(2, c1, c2) qui est obtenu, et
dans [25] celui des variétés de modules M(2, c1, c2) qui sont lisses. Le premier résultat de cet
article est le
Théorème A : La variété de modules M(r, c1, c2) est localement factorielle.
On en déduit que le groupe de Picard deM(r, c1, c2) est isomorphe au groupe des classes d’équi-
valence linéaire de ses diviseurs de Weil. Le calcul effectif de Pic(M(r, c1, c2)) fait intervenir les
conditions d’existence des faisceaux stables sur P2. D’après [6] et [7], il existe une unique appli-
cation δ : Q→ R possédant la propriété suivante : on a dim(M(r, c1, c2)) > 0 si et seulement
si
∆(r, c1, c2) =
1
r
(
c2 −
r − 1
2r
c21
)
≥ δ
(c1
r
)
.
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Si on a égalité, on dit queM(r, c1, c2) est de hauteur nulle (cf. 2.2). On peut maintenant énoncer
le
Théorème B : Supposons que dim(M(r, c1, c2)) > 0. Alors on a
(i) Pic(M(r, c1, c2)) ≃ Z si M(r, c1, c2) est de hauteur nulle.
(ii) Pic(M(r, c1, c2)) ≃ Z2 si M(r, c1, c2) n’est pas de hauteur nulle.
Donnons maintenant une construction des éléments de Pic(M(r, c1, c2)). On appelle famille de
faisceaux de M(r, c1, c2) paramétrée par une variété algébrique S un faisceau cohérent E sur
S × P2, plat sur S, tel que pour tout point fermé s de S, Es = E|{s}×P2 soit semi-stable, de rang
r et de classes de Chern c1, c2. Dans toute la suite on n’utilisera que des familles paramétrées
par des variétés lisses. On note K(S) le groupe de Grothendieck de S. Soit E une famille de
faisceaux de M(r, c1, c2) paramétrée par S. On note pS, p2 les projections S × P2 → S et
S × P2 → P2. Deux familles E, E ′ de faisceaux de M(r, c1, c2) paramétrées par S sont dites
équivalentes s’il existe un fibré en droites L sur S et un isomorphisme E ′ ≃ E ⊗ p∗S(L). On
note F (S) l’ensemble des classes d’équivalence de telles familles. On définit ainsi un foncteur
F de la catégorie des variétés algébriques lisses dans celle des ensembles (cf. 2.1).
On note η = η(r, c1, c2) la classe dans K(P2) d’un fibré vectoriel algébrique V sur P2, de rang
r et de classes de Chern c1, c2. On note H = H(r, c1, c2) le noyau du morphisme de groupes
χη : K(P2) −→ Z
défini par : χη([W ]) = χ(V ⊗W ) pour tout fibré vectoriel algébrique W sur P2, [W ] désignant
la classe de W dans K(P2). La classe η, le morphisme χη ainsi que H ne dépendent que de r,
c1, c2. Notons que H est isomorphe à Z2.
Le morphisme γE : H → Pic(S), restriction du morphisme K(P2)→ Pic(S) associant à [W ] le
fibré en droites det(pS![E ⊗ p∗2(W )])
−1 ne dépend que de la classe d’équivalence de E (d’après
la définition de H), et en dépend fonctoriellement. On en déduit un morphisme
γ : H −→ Pic(F )
où Pic(F ) est le groupe de Picard du foncteur F (cf. 2.1.4). D’autre part, il existe un morphisme
canonique
σ : Pic(M(r, c1, c2)) −→ Pic(F )
déduit de la propriété universelle de M(r, c1, c2). On a alors le
Théorème C : Il existe un unique morphisme
L : H −→ Pic(M(r, c1, c2))
rendant commutatif le diagramme
H
γ //
L
  
Pic(F )
Pic(M(r, c1, c2))
σ
OO
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Plus concrètement, si W1, . . . ,Wk sont des fibrés vectoriels algébriques sur P2, n1, . . . , nk des
entiers tels que α = −
∑
1≤i≤k
ni[Wi] ∈ H, on a
f ∗E(L(α)) ≃
⊗
1≤i≤k
det(pS![E ⊗ p
∗
2(Wi)])
⊗ni .
où fE : S →M(r, c1, c2) est le morphisme déduit de E (cf. 2.1).
Soit χ la caractéristique d’Euler-Poincaré des faisceaux cohérents sur P2 de rang r et de classes
de Chern c1, c2. Le résultat précédent n’apporte quelque chose que dans le cas où r, c1 et χ ne
sont pas premiers entre eux. En effet, dans le cas contraire, il existe un faisceau universel E0
sur M(r, c1, c2)× P2 (cf. 2.1), et il suffit de prendre
L(α) =
⊗
1≤i≤k
det(pM ![E0 ⊗ p
∗
2(Wi)])
⊗ni ,
pM désignant la projection M(r, c1, c2)× P2 →M(r, c1, c2). On peut maintenant décrire
Pic(M(r, c1, c2)) :
Théorème D : Si M(r, c1, c2) n’est pas de hauteur nulle, le morphisme de groupes
L : H −→ Pic(M(r, c1, c2))
est un isomorphisme.
Il reste à traiter le cas des variétés de modules de hauteur nulle. On appelle fibré exceptionnel
sur P2 un fibré vectoriel algébrique stable G tel que Ext
1(G,G) = {0} (cf. [7]). Supposons que
M(r, c1, c2) soit de hauteur nulle. On peut alors définir un fibré exceptionnel F possédant la
propriété suivante : pour tout faisceau semi-stable V de rang r et de classes de Chern c1, c2,
on a hi(F ∗ ⊗ V ) = 0 pour tout i ≥ 0 (cf. 2.2). Alors [F ∗] ∈ H, et γ([F ∗]) est l’élément neutre
de Pic(F ). On prouvera le
Théorème E : Si M(r, c1, c2) est de hauteur nulle, de fibré exceptionnel induit F , le morphisme
de groupes
L : H −→ Pic(M(r, c1, c2))
est surjectif, et son noyau est le sous-groupe engendré par [F ∗].
SoitM = M(r, c1, c2) une variété de modules de dimension positive,M0 l’ouvert des points lisses
de M . On a codimM(M\M0) ≥ 2 car M est normale. On peut donc définir le déterminant ωM
du faisceau cotangent de M . On a alors
Théorème F : On a ωM = L(β), avec β = η∗ ⊗ ω − η∗, η∗ désignant la classe duale de η, et
ω celle du fibré canonique sur P2.
(La classe duale de [V ], V étant un fibré vectoriel algébrique sur P2, est la classe du dual V ∗
de V ).
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Voici le plan des démonstrations. On montrera (cf. 2.5) qu’on peut se ramener au cas où
−1 <
c1
r
≤ 0 (la variété de modules et les faisceaux correspondants sont dits normalisés). On
représente ensuite naturellement M(r, c1, c2) comme bon quotient d’une variété lisse M de
complexes de fibrés vectoriels sur P2 par un groupe réductif GM (cf. 2.6).
Soient Ms(r, c1, c2) l’ouvert de M(r, c1, c2) correspondant aux faisceaux stables, Ms son image
réciproque dans M. Alors le morphisme quotient Ms →Ms(r, c1, c2) est un quotient géomé-
trique. Il en découle un morphisme
πM : Char(GM) −→ Pic(Ms(r, c1, c2)) ,
Char(GM) désignant le groupe des caractères de GM.
Dans le chapitre 3 on montrera qu’en fait πM est à valeurs dans Pic(M(r, c1, c2)) :
Char(GM)
πM //
τM
&&
Pic(Ms(r, c1, c2))
Pic(M(r, c1, c2))
restriction
OO
d’où le morphisme τM . Cela signifie que tout fibré en droites sur Ms(r, c1, c2) provenant d’un
caractère de GM peut ètre prolongé àM(r, c1, c2). On en déduit dans le chapitre 3 les théorèmes
A et B en utilisant de plus les résultats suivants :
1) Le morphisme canonique πM : Char(GM)→ Pic(Ms(r, c1, c2)) est surjectif, et c’est un
isomorphisme siM(r, c1, c2) n’est pas de hauteur nulle (démonstrations dans les chapitres
5 à 8).
2) Si M(r, c1, c2) est de hauteur nulle et non isomorphe à P5, on a Pic(Ms(r, c1, c2)) ≃ Z
(ce résultat provient de [6]).
Les autres théorèmes sont démontrés dans le chapitre 4. On définit d’abord pour cela un mor-
phisme de groupes Λ : Char(GM)→ H tel que le diagramme
Char(GM)
τM //
Λ

Pic(M(r, c1, c2))
σ

H
L
88
γ // Pic(F )
soit commutatif. En général, Λ est un isomorphisme. Ceci permet de définir L.
On suppose ici que le corps de base est C, mais les résultats précédents s’étendent sans difficulté
au cas où le corps de base est algébriquement clos de caractéristique nulle.
J’ai beaucoup profité de l’aide efficace de J. Le Potier pour effectuer ce travail. Je tiens ici à l’en
remercier. Je remercie aussi le referee pour les améliorations qu’il a apportées à la présentation
des résultats.
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2. Préliminaires
2.1 – Faisceaux semi-stables
2.1.1 – Formulaire et notations
Soit E un faisceau cohérent sur P2, de rang r > 0, et de classes de Chern c1, c2. On pose
∆(r, c1, c2) = ∆(E) =
1
r
(
c2 −
r − 1
2r
c21
)
,
qu’on appelle le discriminant de E. On appelle pente de E le nombre rationnel
c1
r
et on le note
µ(E). Posons P (X) =
1
2
X2 +
3
2
X + 1. Le théorème de Riemann-Roch prend la forme suivante :
on a χ(E) = r
(
P (µ(E))−∆(E)
)
, χ(E) désignant la caractéristique d’Euler-Poincaré de E. Si
E, F sont des faisceaux cohérents sur P2, on pose
χ(E,F ) =
2∑
i=0
(−1)i dim(Exti(E,F )) .
Alors on a, si rg(E) > 0 et rg(F ) > 0,
χ(E,F ) = rg(E) rg(F )
(
P (µ(F )− µ(E))−∆(E)−∆(F ))
(proposition (1.1) de [7]). On a, pour tout entier i ≥ 0 un isomorphisme canonique
Ext1(E,F ) ≃ Ext2−i(F,E(−3))∗ (dualité de Serre, proposition (1.2) de [7]), même si rg(E) ou
rg(F ) est nul.
On note Q le fibré quotient canonique de O ⊗H0(O(1))∗ sur P2.
2.1.2 – Faisceaux semi-stables
Soit E un faisceau cohérent sur P2. On dit que E est semi-stable (resp. stable) s’il est sans
torsion et si pour tout sous-faisceau propre F de E on a µ(F ) ≤ µ(E), et en cas d’égalité
χ(F )
rg(F )
≤
χ(E)
rg(E)
(resp. <). Cette notion de stabilité est celle de D. Gieseker ([11]) et M. Ma-
ruyama ([19]). Les variétés de modulesM(r, c1, c2) sont construites dans l’article précédemment
cité de Gieseker.
Si E est semi-stable, il existe une filtration de E, dite de Jordan-Hölder :
0 = E0 ⊂ · · · ⊂ Em = E, telle que pour 1 ≤ i ≤ m, Ei/Ei−1 soit stable et de mêmes pente et
discriminant que E. Une telle filtration n’est pas toujours unique, mais la classe d’isomorphisme
du gradué (c’est à dire la somme directe des Ei/Ei−1) ne dépend que de celle de E. On notera
Gr(E) la classe d’isomorphisme de ⊕1≤i≤mEi/Ei−1.
Soit E un faisceau cohérent sans torsion sur P2. Il existe une unique filtration de E :
0 = E0 ⊂ · · · ⊂ Em = E, telle que pour 1 ≤ i ≤ m, Ei/Ei−1 soit l’unique sous-faisceau G de
E/Ei−1 possédant les propriétés suivantes : pour tout sous-faisceau propre H de E/Ei−1,
on a µ(H) ≤ µ(G), et si µ(H) = µ(G), on a ∆(H) ≥ ∆(G), et si enfin µ(H) = µ(G) et
∆(H) = ∆(G), alors rg(H) ≤ rg(G). On l’appelle la filtration de Harder-Narasimhan de E.
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2.1.3 – Variétés de modules
Soient r > 0, c1, c2 des entiers. Soit F = F (r, c1, c2) le foncteur contravariant de la catégorie
des variétés algébriques complexes dans celle des ensembles associant à S l’ensemble des classes
d’équivalence de familles plates de faisceaux semi-stables de rang r et de classes de Chern c1,
c2 sur P2 paramétrées par S (cf. Introduction).
La variété de modules M = M(r, c1, c2) est une variété algébrique, unique à isomorphisme
près, possédant les propriétés suivantes :
(i) Il existe un morphisme de foncteurs F → Hom(−,M).
(ii) Si M ′ est une variété algébrique et F → Hom(−,M ′) un morphisme de foncteurs, il
existe un unique morphisme f : M →M ′ tel qu’on ait un diagramme commutatif
Hom(−,M)
Hom(−,f)

F
66
((
Hom(−,M ′)
En particulier, d’après (i), d’une famille E de faisceaux de M(r, c1, c2) paramétrée par S on
déduit un morphisme
fE : S −→M(r, c1, c2) .
La variété M(r, c1, c2) est projective, normale et irréductible ([7], [19]). Les points fermés de
M(r, c1, c2) sont les classes d’équivalence de faisceaux semi-stables de rang r et de classes de
Chern c1, c2 (deux tels faisceaux E, E ′ étant équivalents si Gr(E) = Gr(E ′)).
2.1.4 – Groupe de Picard du foncteur F
Un élément L de Pic(F ) est la donnée, pour toute variété algébrique lisse S et tout E ∈ F (S),
d’un élément LE de Pic(S) dépendant fonctoriellement de E, c’est à dire que pour tout mor-
phisme f : T → S de variétés algébriques lisses et tout E ∈ F (S), on a f ∗(LE) ≃ Lf∗(E). La
structure de groupe abélien de Pic(F ) est définie par : (L.L′)E = LE ⊗ L′E. L’élément neutre
de Pic(F ) est évidemment défini par : LE = OS, pour tous S et E ∈ F (S).
On définit maintenant un morphisme de groupes
σ : Pic(M(r, c1, c2)) −→ Pic(F ) .
Pour tout L ∈ Pic(M(r, c1, c2)), toute variété algébrique S et tout E ∈ F (S), on a
σ(L)E = f
∗
E(L). Le morphisme σ est injectif. Pour le voir il suffit de trouver une famille E telle
que le morphisme f ∗E : Pic(M(r, c1, c2))→ Pic(S) soit injectif. D’après Gieseker ([11]) il existe
une variété algébfique lisse R sur laquelle opère un groupe PGL(N), et un élément E de F (R)
tel que fE : R→M(r, c1, c2) soit un bon quotient de R par PGL(N) (cf. 3-). Un fibré de
ker(f ∗E) provient d’un caractère de PGL(N), et comme le seul caractère de PGL(N) est trivial,
f ∗E est injectif.
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2.2. – Fibrés exceptionnels et variétés de modules de hauteur nulle
Soit M(r, c1, c2) une variété de modules de hauteur nulle. Posons µ =
c1
r
. D’après [6], il existe
un fibré exceptionnel G, unique à isomorphisme près, tel que |µ− µ(G)| < xG, xG désignant
la solution inférieure à 1 de l’équation X2 − 3X +
1
rg(G)2
= 0.
Si µ ≤ µ(G), on a pour tout i ≥ 0 et tout faisceau semi-stable E de rang r et de classes de Chern
c1, c2, hi(G∗ ⊗ E) = 0. Si µ > µ(G), on a pour tout i ≥ 0 et tout faisceau semi-stable E de rang
r et de classes de Chern c1, c2, hi(G(3)⊗ E) = 0. On dit que G est le fibré exceptionnel induit
par M(r, c1, c2) (ou plus précisément induit par r, c1, c2). Les égalités précédentes découlent
de la semi-stabilité de E et de la relation δ(µ) = P (−|µ(G)− µ|)−∆(G), d’où on déduit
χ(G∗ ⊗ E) = 0 (resp. χ(G(3)⊗ E) = 0) si µ ≤ µ(G) (resp. µ > µ(G)). Pour plus de détails
voir [6] et [7].
2.3 – Groupe de Picard, diviseurs de Weil, groupe de Grothendieck
Soit S une variété algébrique intègre. On note Pic(S) le groupe de Picard de S, c’est à dire le
groupe des classes d’isomorphisme de fibrés en droites algébriques sur S.
Supposons que S soit normale. On note Cl(S) le groupe des classes d’équivalence linéaire de
diviseurs de Weil de S. On a un morphisme canonique αS : Pic(S)→ Cl(S) qui est injectif.
C’est un isomorphisme si et seulement si S est localement factorielle. Pour plus de détails, voir
[13], prop. 1-12 et [20], p. 141.
Soit S une variété algébrique lisse. On note K(S) le groupe de Grothendieck des classes d’équi-
valence de faisceaux cohérents sur S (voir [3]). On notera [E] l’image dans K(S) d’un faisceau
cohérent E sur S.
Si T est une autre variété lisse, et f : T → S un morphisme projectif, on définit un morphisme
de groupes f! : K(T )→ K(S) en associant à [E] l’élément
∑
(−1)i[Rif∗(E)] de K(S).
Il existe un unique morphisme de groupes det : K(S)→ Pic(S) tel que pour tout faisceau
localement libre E sur S, det([E]) soit le déterminant habituel de E.
2.4 – Familles complètes de faisceaux sur P2
Dans ce qui suit T désigne une variété algébrique lisse irréductible et F un faisceau cohérent
sur T × P2 plat sur T tel que pour tout point fermé t de T , Ft soit sans torsion, de rang r et
de classes de Chern c1, c2. On suppose que dim(M(r, c1, c2)) > 0. On introduit dans [7] deux
conditions :
(KS) Le morphisme de déformation infinitésimale de Kodaïra-Spencer de F au point t de T
est surjectif.
(L) On a Ext2(Ft, Ft) = {0}.
Soit (H1, . . . , Hm) une suite de polynômes à une variable à coefficients rationnels. On dit
qu’un faisceau cohérent sans torsion E sur P2 est de poids (H1, . . . , Hm) si la filtration de
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Harder-Narasimhan de E est de longueur m : 0 = E0 ⊂ · · · ⊂ Em = E, et si pour 1 ≤ i ≤ m,
Gri(E) = Ei/Ei−1 a pour polynôme de Hilbert Hi.
Soit E un faisceau cohérent sur P2. On dit que E est p-semi-stable (resp. p-stable) s’il est sans
torsion et si pour tout sous-faisceau propre E ′ de E on a µ(E ′) ≤ µ(E) (resp. <). On a les
implications suivantes :
E est p-stable +3

E est stable

E est p-semi-stable E est semi-stableks
Soit (H1, . . . , Hm) le poids d’un faisceau cohérent sans torsion E. Alors on a pour 1 ≤ i ≤ m,
Hi(X) = ri(P (µi +X)−∆i), où ri, µi, ∆i désignent respectivement le rang, la pente et le
discriminant du i-ième gradué de la filtration de Harder-Narasimhan de E. Alors E est p-semi-
stable si et seulement si µ1 = µ(E), et on a aussi dans ce cas µ2 = · · · = µm = µ(E).
Proposition 2.1 : Supposons que c1 = 0, que les conditions (L) et (KS) soient satisfaites, que
pour tout point t de T , Ft soit p-semi-stable et que h0(Ft) = 0. Soit T ss l’ouvert de T des points
t tels que Ft soit semi-stable. Alors on a codimT (T\T ss) ≥ 2.
Démonstration. Les poids des faisceaux Ft sont en nombre fini d’après [7], et si
α = (H1, . . . , Hm) est l’un d’eux, l’ensemble Tα des points t de T tels que Ft soit de poids α
est une sous-variété localement fermée lisse de T de codimension dα =
∑
i<j
rirj(∆i +∆j − 1),
avec les notations précédentes (proposition (3.3) de [7]). Supposons que m > 1. Soit t ∈ T . On
pose ni = c2(Gri(Ft)) pour 1 ≤ i ≤ m. Alors on a ∆i =
ni
ri
. On verra plus loin que ni ≥ ri.
Donc
dα ≥ r1rm
(
n1
r1
+
nm
rm
− 1
)
= rm(n1 − r1) + nmr1 .
Il faut montrer que dα ≥ 2, et pour cela il suffit de prouver que n1 ≥ r1 et nm ≥ 2. Le faisceau
Gr1(Ft) est semi-stable de pente 0, donc on a Hom(Gr1(Ft),O(−3)) = {0}, d’où par dualité
de Serre h2(Gr1(Ft)) = 0. Puisque h0(Ft) = 0, on a aussi h0(Gr1(Ft)) = 0, donc
h1(Gr1(Ft)) = −χ(Gr1(Ft)) = n1 − r1 ≥ 0,
ce qui démontre la première inégalité. En ce qui concerne la seconde, si 2 ≤ i ≤ n, notons que
par définition de la filtration de Harder-Narasimhan on a
H1(X)
r1
>
Hi(X)
ri
pour tout X assez
grand, ce qui équivaut à
n1
r1
<
ni
ri
. Puisque
n1
r1
≥ 1, on a ni > ri, et en particulier nm ≥ 2. Ceci
achève la démonstration de la proposition 2.1. 
On ne suppose plus à présent que c1 = 0. Le résultat suivant est démontré dans [6] (proposition
34) :
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Proposition 2.2 : Supposons que F soit une famille de faisceaux de M(r, c1, c2) vérifiant la
condition (KS). Soit T s l’ouvert de T des points t tels que Ft soit stable. Alors, si M(r, c1, c2)
n’est pas une variété de modules de hauteur nulle isomorphe à P5, on a codimT (T\T s) ≥ 2.
On en déduit le
Corollaire 2.3 : Soit Ms(r, c1, c2) l”ouvert de M(r, c1, c2) correspondant aux faisceaux stables.
Alors, si M(r, c1, c2) n’est pas une variété de modules de hauteur nulle isomorphe à P5, on a
codimM(r,c1,c2)(M(r, c1, c2)\Ms(r, c1, c2)) ≥ 2.
Les fibrés exceptionnels induits par les exceptions du corollaire 2.3 sont de rang 1.
Soit E un fibré vectoriel sur P2, de rang r, ℓ une droite de P2. Alors il existe une unique suite
décroissante (kℓi )1≤i≤r d’entiers, telle que
E|ℓ ≃
⊕
1≤i≤r
Oℓ(k
ℓ
i )
(Grothendieck [12]). Il existe une seule telle suite (k0i )1≤i≤r, telle que l’ensemble des droites ℓ
telles que (kℓi )1≤i≤r = (k
0
i )1≤i≤r soit un ouvert non vide de P
∗
2. On dit que (k
0
i )1≤i≤r est le type
de décomposition générique de E.
Soit E0 un fibré vectoriel sur P1. On dit que E0 est rigide si Ext
1(E0, E0) = {0}. Si
E = OP1(k1)⊕ · · · ⊕ OP1(kr), cela revient à dire que l’ensemble des ki est réduit à un entier
ou à deux entiers consécutifs. On dit que E est de type de décomposition générique rigide si le
fibré sur P1 somme directe des OP1(k
0
i ) est rigide.
Proposition 2.4 : Supposons que F vérifie les conditions (L) et (KS) et que pour tout t ∈ T ,
Ft soit localement libre et de type de décomposition générique rigide. Soit T ss l’ouvert de T
des points t tels que Ft soit semi-stable. Alors, si M(r, c1, c2) n’est pas de hauteur nulle, on a
codimT (T\T
ss) ≥ 2.
Ce résultat est dû à J. Le Potier.
Démonstration. D’après [7], T\T ss est la réunion d’un nombre fini de sous-variétés lisses loca-
lement fermées disjointes. Soit t ∈ T\T ss, Y la sous-variété lisse contenant t. Alors on a d’après
la proposition (3.3) de [7]
codimT (Y ) = −
∑
1≤i<j≤m
χ(Gri(Ft)),Grj(Ft))
(m désignant la longueur de la filtration de Harder-Narasimhan de Ft). Chacun des termes
de cette somme est négatif ou nul d’après la démonstration du lemme (4.8) de [7]. Supposons
que codimT (Y ) = 1. Alors on a χ(Gr1(Ft),Grm(Ft)) = 0 ou -1. Si χ(Gr1(Ft),Grm(Ft)) = 0,
d’après la démonstration du lemme (4.8) de [7], Gr1(Ft) ou Grm(Ft) est semi-exceptionnel, c’est
à dire somme directe de fibrés exceptionnels deux à deux isomorphes. Supposons que Gr1(Ft)
soit semi-exceptionnel (l’autre cas est analogue). Alors, on a
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χ(Gr1(Ft), Ft) = χ(Gr1(Ft),Gr1(Ft)) +
∑
i>1
χ(Gr1(Ft),Gri(Ft))
≥ χ(Gr1(Ft),Gr1(Ft))− 1 ≥ 0 .
Mais on a µ(Gr1(Ft)) ≥ µ(Ft), et M(r, c1, c2) n’est pas de hauteur nulle. Donc, conformément
à la condition pour que dim(M(r, c1, c2)) > 0 (cf. [7]), on a χ(Gr1(Ft), Ft) < 0, ce qui est
contradictoire. 0n ne peut donc pas avoir χ(Gr1(Ft),Grm(Ft)) = 0.
Supposons maintenant que χ(Gr1(Ft),Grm(Ft)) = −1, c’est à dire
(1) ∆1 +∆m =
1
r1rm
+ P (µm − µ1) ,
où ri (resp. ∆i) est le rang (resp. discriminant) de Gri(Ft). On a vu que ni Gr1(Ft) ni
Grm(Ft) ne peuvent être semi-exceptionnels, donc on a (2∆i − 1)r2i ≥ 1 pour i = 1,m, car
(2∆i − 1)r
2
i = di − 1, di étant la dimension de la variété de modules contenant Gri(Ft). On a
di ≥ 1 car Gri(Ft) n’est pas semi-exceptionnel, et en fait di ≥ 2 car il n’existe pas de variété de
modules de dimension 1 d’après [7]. Donc
1
r1rm
+ P (µm − µ1) ≥ 1 +
1
2
(
1
r21
+
1
r2m
)
,
c’est à dire
1− P (µm − µ1) +
1
2
(
1
r1
−
1
rm
)2
≤ 0 .
Mais d’après la démonstration du lemme (4.8) de [7], on a 0 ≤ µ1 − µm ≤ 1, donc
1− P (µm − µ1) ≥ 0, d’où
1− P (µm − µ1) =
1
2
(
1
r1
−
1
rm
)2
= 0 ,
et µ1 = µm, r1 = rm. On a ∆i ≥
1
2
(
1 +
1
r2i
)
pour i = 1,m, et d’après (1) on a
∆1 +∆m = 1 +
1
r2i
, donc ∆1 = ∆m et finalement les polynômes de Hilbert de Gr1(Ft) et
Grm(Ft) sont égaux. Ceci contredit la définition de la filtration de Harder-Narasimhan de Ft.
On a donc bien codimT (Y ) 6= 1. La démonstration du fait que codimT (Y ) 6= 0 est analogue,
en plus facile. On a donc bien codimT (T\T ss) ≥ 2. Ceci démontre la proposition 2.4. 
2.5 – Variétés de modules normalisées
Rappelons qu’un faisceau cohérent sur P2 de rang r > 0 et de première classe de Chern c1 est
dit normalisé si −1 <
c1
r
≤ 0. Soit k un entier. Si E est un faisceau cohérent de rang r et de
classes de Chern c1, c2, on note c′1, c
′
2 les classes de Chern de E(k). C’est à dire
c′1 = c1 + rk, c
′
2 = c2 + (r − 1)c1k +
r(r − 1)
2
k2 .
On définit un isomorphisme M(r, c1, c2) ≃M(r, c′1, c
′
2) en associant au point correspondant au
faisceau semi-stable E le point correspondant à E(k). Cet isomorphisme est compatible avec
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un isomorphisme évident de foncteurs Θ : F (r, c1, c2) ≃ F (r, c′1, c
′
2). Le produit tensoriel par
[O(−k)] définit un automorphisme Θk : K(P2)→ K(P2). Il est immédiat que Θk induit un
isomorphisme H(r, c1, c2) ≃ H(r, c′1, c
′
2), qu’on a un diagramme commutatif
H(r, c1, c2)
γ //
Θk

Pic(F (r, c1, c2))
Θ

H(r, c′1, c
′
2)
γ // Pic(F (r, c′1, c
′
2))
et que Θk(η∗(r, c1, c2)) = η∗(r, c′1, c
′
2). Il en découle que pour démontrer les théorèmes A à F on
peut supposer que la variété de modules est normalisée (si k est la partie entière de −
c1
r
, on a
en effet −1 <
c′1
r
≤ 0).
2.6 – Complexes de Kronecker
2.6.1 – Définitions. On rappelle ici des résultats de [7]. Soit K• un complexe fini de faisceaux
cohérents sur P2. On définit le rang rg(K•), le degré c1(K•), la caractéristique d’Euler χ(K•)
et le polynôme de Hilbert PK• de K• par
rg(K•) =
∑
i
(−1)i rg(Ki), c1(K
•) =
∑
i
(−1)ic1(K
i),
χ(K•) =
∑
i
(−1)iχ(Ki), PK• =
∑
i
(−1)iPKi
(PKi désignant le polynôme de Hilbert de Ki). On appelle complexe de Kronecker un complexe
du type
0 −→ ∧2Q∗ ⊗H−1 −→ Q
∗ ⊗H0 −→ O ⊗H1 −→ 0 ,
où le terme du milieu est en degré 0, les Hi étant des C-espaces vectoriels de dimension finie.
On définit de manière évidente les morphismes de complexes de Kronecker, les sous-complexes
de Kronecker et complexes de Kronecker quotients d’un complexe de Kronecker. On montre
ainsi que les complexes de Kronecker forment une catégorie abélienne. Ils sont utilisés dans [1]
pour étudier les fibrés stables de rang 2 sur P2. Ce sont des cas particuliers de monades (cf.
Horrocks [15]).
Soit K• un complexe de Kronecker de rang r, de degré c1 et de caractéristique d’Euler χ.
On dit que K• est semi-stable (resp. stable) si pour tout sous-complexe de Kronecker propre
K ′• de K• on a pour m≫ 0, rPK′•(m)− rg(K ′
•)PK•(m) ≤ 0 (resp .<). Ceci équivaut à
rc1(K
′•)− rg(K ′•)c1 ≤ 0, et en cas d’égalité rχ(K ′
•)− rg(K ′•)χ ≤ 0 (resp. <).
SoitM(r, c1, c2) une variété de modules telle queMs(r, c1, c2) soit non vide, et que −r < c1 ≤ 0.
Soit E un faisceau semi-stable de rang r et de classes de Chern c1, c2 sur P2. On associe à E
un complexe de Kronecker KE
0 // ∧2Q∗ ⊗H1(E(−2))
uE // Q∗ ⊗H1(E(−1))
vE // O ⊗H1(E) // 0
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an moyen de la suite spectrale de Beilinson ([1], [2], [18]). La dimension de l’espace vectoriel
H1(E(−i)) pour i = 0, 1, 2 ne dépend que de r, c1, c2. On a
dim(H1(E(−i))) = −χ(E(−i)) = −r
(
P
(c1
r
− i
)
−∆(r, c1, c2)
)
.
Le morphisme de faisceaux uE est injectif, vE est surjectif, ker(vE)/ im(uE) est isomorphe à E
et KE est semi-stable. Si E est stable, KE l’est aussi.
Réciproquement, soit
0 // ∧2Q∗ ⊗H−1
u // Q∗ ⊗H0
v // O ⊗H1 // 0
un complexe de Kronecker semi-stable (resp. stable), la dimension de Hi étant
ni = −χ(E(i− 1)) pour i = −1, 0, 1. Alors le morphisme de faisceaux u est injectif, v est
surjectif, et ker(v)/ im(u) est semi-stable (resp. stable) de rang r et de classes de Chern c1, c2. De
plus, le complexe de Kronecker précédent est isomorphe à celui qui est associé à ker(v)/ im(u).
Soit M la variété des tels complexes de Kronecker semi-stables. Elle est lisse et irréductible.
Sur M× P2 existe un complexe universel dont la cohomologie en degré 0 est une famille de
faisceaux deM(r, c1, c2) paramétrée parM. On en déduit un morphisme π :M→M(r, c1, c2).
Le groupe GM = (GL(n−1)×GL(n0)×GL(n1))/C∗ agit sur M de la façon suivante :
GM ×M //M
(C∗(g−1, g0, g1), (u, v))
✤ //
(
(IQ∗ ⊗ g0) ◦ u ◦ (I∧2Q∗ ⊗ g−1)
−1, g1 ◦ v ◦ (IQ∗ ⊗ g0)
−1
)
.
En fait, π est un bon quotient de M par GM (proposition (2.6) de [7]).
Pour tout (u, v) ∈M, le stabilisateur de (u, v) dans GM s’identifie naturellement à
End(ker(v)/ im(u))/C∗.
2.6.2 – Les caractères de GM. On note Char(GM) le groupe des caractères de GM. Supposons
d’abord que n1 > 0 et n−1 > 0. Les caractères de GM sont définis par les triplets (a0, a1, a2)
d’entiers tels que a2n−1 + a1n0 + a0n1 = 0. Le caractère associé à (a0, a1, a2) est
λa0,a1,a2 : GM // C
∗
C∗(g−1, g0, g1)
✤ // det(g−1)
a2 det(g0)
a1 det(g1)
a0 .
Le groupe Char(GM) est isomorphe à Z2. Si n−1 = 0 ou n1 = 0, Char(GM) s’identifie de même
à un sous-groupe de Z2 isomorphe à Z.
2.6.3 – Le morphisme Λ : Char(GM)→ H. On supposera d’abord que n1 > 0, n−1 > 0. Consi-
dérons le morphisme de groupes
Λ0 : Z
3 // K(P2)
(a0, a2, a2)
✤ //
∑
0≤i≤2
ai[O(−i)].
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Lemme 2.5 : Le morphisme Λ0 est un isomorphisme.
Démonstration. Soit x =
∑
0≤i≤2
[O(−i)]. Alors on a
rg(x) = a0 + a2 + a2,
c1(x) = −a1 − 2a2
c2(x) = 2a1a2 + 2a2(a2 − 1) +
a1(a1 − 1)
2
=
1
2
c1(x)
2 −
1
2
a1 − 2a2.
Le résultat découle du fait que pour tout triplet (r, c1, c2) d’entiers, le système d’équations
r = a0 + a2 + a2,
c1 = −a1 − 2a2
c2 −
1
2
c21 = −
1
2
a1 − 2a2.
possède une solution entière (a0, a1, a2) unique. C’est
a0 = r − c2 +
c1(c1 + 3)
2
,
a1 = 2c2 − c
2
1 − 2c1,
a2 = −c2 +
c1(c1 + 1)
2

Remarque : un calcul simple montre que l’inverse de Λ0 est défini par
Λ−10 ([W ]) = (χ(W ),−χ(W ⊗Q
∗), χ(W (−1)))
pour tout fibré vectoriel algébrique W sur P2.
Par définition des entiers ni, l’égalité a2n−1 + a1n0 + a0n1 = 0 équivaut à
χη(Λ0(a0, a1, a2)) = 0. Par conséquent, en voyant comme dans 2.6.2 Char(GM) comme un sous-
groupe de Z3, on a
Λ0(Char(GM)) = H(r, c1, c2) .
Le morphisme Λ est simplement la restriction de Λ0. C’est un isomorphisme.
Étudions maintenant le cas n1 = 0 (le cas n−1 = 0 est analogue). Dans ce cas M(r, c1, c2) est
une variété de modules de hauteur nulle de fibré exceptionnel associé O. Le morphisme Λ est
défini par
Λ(a1, a2) = a1[O(−1)] + a2[O(−2)] ,
pour tous entiers a1, a2 tels que a2n−1 + a1n0 = 0. Dans ce cas ce n’est bien entendu pas un
isomorphisme, mais on a un isomorphisme H ≃ (Char(GM))⊕ Z[O].
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2.7 – Variétés de saut et formule de Porteous
On décrit ici certains résultats de [10] et [14]. Soient S une variété algébrique lisse irréductible,
E un fibré vectoriel de rang 2 sur S, P le fibré en droites projectives sur S déduit de E. On
note p : P → S la projection. Soit G un faisceau cohérent sur P , plat sur S. Pour tout point
fermé s de S, on pose Gs = G|p−1(s). Supposons que pour tout s, Gs soit sans torsion, et que
si χ désigne la caractéristique d’Euler des faisceaux Gs on ait χ ≤ 0. On définit dans [14], pour
tout s, une application linéaire canonique
ds : TsS −→ L(H
0(Gs), H
1(Gs))
(TsS désignant l’espace tangent de S en s). Si E est trivial, on a P ≃ S × P1, et ds s’interprète
de la façon suivante : soient
ωs : TsS −→ Ext
1(Gs, Gs)
le morphisme de déformation infinitésimale de Kodaïra-Spencer de G en s,
ηs : Ext
1(Gs, Gs) −→ L(H
0(Gs), H
1(Gs))
l’application canonique (appelée “comorphisme de Petri” dans [14]). Alors on a ds = −ηs ◦ ωs
([14], 7.7). Dans le cas général, on peut définir un sous-schéma fermé Z1(G), dont le support est
l’ensemble des s tels que h0(Gs) ≥ 1. On a, pour toute composante irréductible Y de Z1(G),
codimS(Y ) ≤ 1− χ. En cas d’égalité (pour toutes les composantes), ou si Z1(G) = ∅, l’élément
de l’anneau de Chow de S associé à Z1(G) est donné par
[Z1(G)] = c1−χ(−p!(G))
(formule de Porteous). Soit S un point du support de Z1(G) tel que h0(Gs) = 1. Alors, si ds
est surjective, Z1(G) est lisse en s.
3. Fibrés en droites sur un quotient
Dans cette partie on définit le morphisme Char(GM)→ Pic(M(r, c1, c2)). On sait très bien
définir le morphisme Char(GM)→ Pic(Ms(r, c1, c2)). Le problème est donc de prolonger les
fibrés en droites sur Ms(r, c1, c2) provenant de Char(GM) à M(r, c1, c2). Plus généralement,
étant donné un bon quotient π : X → N par un groupe réductif G, le lemme de descente
donne des conditions suffisantes pour qu’un caractère de G définisse un fibré en droites sur
N (voir 3.2 pour une définition précise). On voit ensuite facilement que ces conditions sont
vérifiées par tout caractère de GM, dans le cas du quotient M→M(r, c1, c2).
3.1 – Lemme de descente
Soient G un groupe algébrique réductif connexe, X une variété algébrique intègre sur laquelle
opère algébriquement le groupe G. On suppose qu’il existe un bon quotient π : X → N .
Rappelons qu’on appelle G-fibré vectoriel sur X un fibré vectoriel algébrique sur X muni d’une
action linéaire algébrique de G au dessus de l’action de G sur X. Pour tout fibré vectoriel
algébrique E sur N , le fibré π∗(E) a une structure naturelle de G-fibré sur X. Si F est un
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G-fibré vectoriel, on dit que F descend à N s’il existe un fibré vectoriel E sur N tel que les
G-fibrés F et π∗(E) soient isomorphes.
Théorème 3.1 : (”Lemme de descente”) Soit F un G-fibré vectoriel sur X. Alors F descend à
N si et seulement si pour tout point fermé x de X tel que Gx soit fermée, le stabilisateur Gx
de x dans G agit trivialement sur Fx.
(cf. [26], théorème 2.3).
3.2 – Fibrés en droites et caractères
On conserve les notations de 3.1. Considérons une action linéaire de G sur le fibré trivial
X × C, au-dessus de l’action de G sur X. Elle provient d’un morphisme croisé, c’est à dire un
morphisme χ : G×X → C∗ tel qu’on ait χ(gg′, x) = χ(g, g′x)χ(g′, x) pour tous g, g′ ∈ G et
x ∈ X. On a alors g(x, t) = (gx, χ(g, x)t) pour tous g ∈ G, x ∈ X et t ∈ C.
Tout caractère λ de G définit un morphisme croisé : χ(g, x) = λ(g). Réciproquement, si toute
fonction inversible sur G est le produit d’un caractère par une constante, tout morphisme
croisé provient d’un caractère (proposition 14 de [6]). On supposera que c’est la cas dans tout
ce qui suit. Notons Lλ le G-fibré en droites sur X induit par λ. Du théorème 3.1 on déduit
immédiatement la
Proposition 3.2 : Le G-fibré Lλ descend à N si et seulement si pour tout point fermé x de X
tel que Gx soit fermée, on a λ|Gx = 1.
3.3 – Application
On prend pour X l’espace M des complexes de Kronecker semi-stables du type
∧2Q∗ ⊗H−1 −→ Q
∗ ⊗H0 −→ O ⊗H1
défini en 2.6. Sur M agit le groupe réductif GM =
(∏
−1≤i≤1GL(Hi)
)
/C∗, et il existe un bon
quotient π :M→M (M est une varieté de modules de faisceaux semi-stables sur P2). Posons
ni = dim(Hi) pour i = −1, 0, 1. On supposera dans ce qui suit que n−1, n0, n1 sont non nuls.
Les autres cas se traitent de façon analogue.
Toute fonction inversible sur GM est le produit d’un caractère de GM par une constante. Donc,
comme on l’a noté dans 3.2, les morphismes croisés GM ×M→ C∗ proviennent des caractères
de GM. Le résultat à démontrer est la
Proposition 3.3 : Soient λ ∈ Char(GM) et x un point fermé de M tel que GMx soit fermée.
Alors on a λ|GMx = 1.
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Lemme 3.4 : Soit E un faisceau cohérent semi-stable sur P2. Soit σ un endomorphisme de E.
Alors il existe une filtration de Jordan-Hölder de E invariante par σ.
Démonstration. Considérons la filtration suivante de E : 0 = E0 ⊂ E1 ⊂ · · · ⊂ Em = E, où,
pour 1 ≤ i ≤ m, Ei/Ei−1 est la somme de tous les sous-faisceaux de E/Ei−1, stables et de mêmes
pente et discriminant que E. Il est clair que cette filtration est invariante par σ. On cherche
une filtration de Jordan-Hölder de E invariante par σ plus fine que la filtration précédente.
On est donc ramené au cas où E est une somme directe de faisceaux stables. On peut écrire
E =
⊕
1≤i≤nE
′
i ⊗ C
mi , les E ′i étant des faisceaux stables de mêmes pente et discriminant que
E, non isomorphes deux à deux. Les sous-faisceaux E ′i ⊗ C
mi de E sont invariants par σ. On
est donc ramené au cas où E = E ′ ⊗ Cn, E ′ étant un faisceau stable. Un endomorphisme
de E provient d’une matrice n× n, et en trigonalisant celle-ci, on obtient une filtration de
Jordan-Hölder de E invariante par σ. Ceci démontre le lemme 3.4. 
Soit λ un caractère de GM, défini par le triplet d’entiers (a0, a1, a2) (cf. 2.6.2).
Soient x0 ∈M, 0 = z0 ⊂ z1 ⊂ · · · ⊂ zm = x0 une filtration de x0 par des sous-complexes de
Kronecker, correspondant à une filtration de Jordan-Hölder de la cohomologie E de x0 en degré
0. On peut écrire
zj/zj−1 : ∧
2Q∗ ⊗Hj−1 −→ Q
∗ ⊗Hj0 −→ O ⊗H
j
1 ,
pour 1 ≤ i ≤ m, et (n−1, n0, n1) est un multiple entier de (dim(H
j
i ))−1≤i≤1. SoientMj la variété
de complexes de Kronecker semi-stables contenant zj/zj−1, GMj le groupe analogue à GM
opérant surMj, λj le caractère de GMj défini par (a0, a1, a2). Alors, si g est un élément de GM
laissant invariante la filtration précédente de x0, et si gj désigne l’élément de GM induit par g,
on a
λ(g) =
∏
1≤j≤m
λj(gj) .
On va en déduire la proposition 3.3.
Supposons que g ∈ (GM)x0 . D’après le lemme 3.4, on peut supposer que la filtration précédente
de x0 est invariante par g. Pour 1 ≤ j ≤ m, gj est un élément du stabilisateur de zj/zj−1.
Puisque la cohomologie en degré 0 de zj/zj−1 est stable, gj est l’élément neutre de GMj , donc
λj(gj) = 1. On a donc λ(g) = 1, ce qui démontre la proposition 3.3.
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4. Groupe de Picard
Soit M = M(r, c1, c2) une variété de modules de dimension positive, Ms = Ms(r, c1, c2), M la
variété de complexes de Kronecker associée à M (cf. 2.6). On a un morphisme de groupes
πM : Char(GM) −→ Pic(Ms)
qui d’après la proposition 3.3 et le théorème 3.1 se factorise de la façon suivante :
Char(GM)
πM //
πM &&
Pic(M)
jyy
Pic(Ms)
j étant la restriction. On démontrera dans la suite la
Proposition 4.1 : Le morphisme de groupes πM est surjectif. C’est un isomorphisme si la
variété de modules M n’est pas de hauteur nulle.
Donnons les grands traits de sa démonstration. On peut se ramener au cas où −r < c1 ≤ 0.
Si c1 = 0, on étudie directement la variété M (cf. 5). Cette méthode s’inspire de [17].
Si c1 6= 0, on utilise la description d’Ellingsrud ([8]) de certains ouverts de M (cf. 6).
Dans les cas où c1 = −1 ou 1− r, il sera nécessaire d’étudier certaines sous-variétés de M (cf.
7).
Enfin, on traitera dans 8 le cas r = 2, en utilisant des résultats de Strømme ([25]) et Le Potier
([17]).
On suppose dans le reste de cette partie que la proposition 4.1 est démontrée. On va en déduire
les théorèmes A à F.
4.1 – Démonstration du théorème A
Il faut montrer que M est localement factorielle. C’est évident si M ≃ P5. Sinon, d’après
le corollaire 2.3 on a codimM(M\Ms) ≥ 2. Il suffit donc de montrer que la restriction
j : Pic(M)→ Pic(Ms) est surjective. C’est une conséquence de la surjectivité de πM et de
sa factorisation précédente.
4.2 – Démonstration du théorème B
Si M n’est pas de hauteur nulle, on a codimM(M\Ms) ≥ 2, donc, M étant localement facto-
rielle, on a Pic(M) ≃ Pic(Ms). Ce dernier est isomorphe à Char(GM) d’après la proposition
4.1, et Char(GM) ≃ Z2. Donc Pic(M) ≃ Z2.
Si M est de hauteur nulle, et si M ≃ P5, on a Pic(M) ≃ Z. Si M n’est pas isomorphe à P5,
on a encore codimM(M\Ms) ≥ 2, et Pic(M) ≃ Pic(Ms). Soit M0 l’ouvert des points lisses de
M . Il contient Ms et d’après [6] (théorème 7), on a Pic(M0) ≃ Z. On a donc Pic(M) ≃ Z.
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4.3 – Démonstration du théorème C
Il faut définir le morphisme L : H(r, c1, c2) = H → Pic(M). La variété M est constituée de
complexes de Kronecker du type
∧2Q∗ ⊗H−1 −→ Q
∗ ⊗H0 −→ O ⊗H1 .
Posons ni = dim(Hi) pour i = −1, 0, 1. Supposons que n−1 > 0 et n1 > 0. On a alors un iso-
morphisme Λ : Char(GM) ≃ H (cf. 2.6.3). 0n prend simplement L = πM ◦ Λ−1. Pour voir que
cet isomorphisme convient, il suffit de montrer que le diagramme suivant est commutatif :
(∗) Char(GM)
πM //
Λ

Pic(M)
σ

H
γ // Pic(F )
Soit λ un caractère de GM, défini par un triplet (a0, a1, a2) (cf. 2.6.2). Posons α = Λ(λ).
Soit V la cohomologie en degré 0 du complexe de Kronecker universel sur M× P2. On a des
isomorphismes canoniques
R1pM∗(V ⊗ p
∗
2(O(−i))) ≃ O ⊗H−i+1
pour i = 0, 1, 2, pM, p2 désignant les projections M× P2 →M et M× P2 → P2. Donc, par
définition de γ, Λ et πM, on a des GM-isomorphismes
(2) π∗(πM(λ)) ≃ γ(α)V ≃
⊗
0≤i≤2
det(H−i+1)
ai .
Soit S une variété algébrique lisse, E une famille de faisceaux de M(r, c1, c2) paramétrée par
S. Les faisceaux R1pS∗(E ⊗ p∗2(O(−i))), i = 0, 1, 2, sont localement libres, et on a, pour tout
s ∈ S, sur un voisinage ouvert Us de s des trivialisations
R1pS∗(E ⊗ p
∗
2(O(−i)))|Us ≃ OUs ⊗H−i+1 .
d’où on déduit, à l’aide de la suite spectrale de Beilinson, un morphisme fs : Us →M tel que
fE|Us = π ◦ fs. On en déduit à l’aide de (2) et de fs, un isomorphisme
γ(α)E|Us
φ // f ∗E(πM(λ))|Us
Si on prend une trivialisation différente de (2), le morphisme induit Us →M est le produit de
fs par un morphisme Us → GM. Il en découle que φ ne dépend pas de la trivialisation (2). Les
isomorphismes φ se recollent donc et définissent un isomorphisme
γ(α)E ≃ f
∗
E(πM(λ)) .
On a donc bien σ(πM) = γ(Λ(λ)). L’existence de L est ainsi prouvée. Son unicité découle de
l’injectivité de σ (cf. 2.1.4).
Supposons maintenant que n1 = 0 (le cas n−1 = 0 est analogue). Dans ce cas M(r, c1, c2) est de
hauteur nulle, de fibré exceptionnel induit O. On a d’après 2.6.3 un isomorphisme naturel
H ≃ Λ(Char(GM))⊕ Z[O] .
On définit alors L par
L([O]) = OM(r,c1,c2), et L = πM ◦ Λ
−1 sur Λ(Char(GM)) .
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Pour montrer que σ ◦ L = γ, il reste à prouver que le diagramme (∗) est commutatif, ce qui
est analogue au cas précédent. L’injectivité de σ entraine aussi l’unicité de L.
Ceci achève la démonstration du théorème C.
4.4 – Démonstrations des théorèmes D et E
Le théorème D découle du fait que L = πM ⊗ Λ−1, et de ce que πM est un isomorphisme si M
n’est pas de hauteur nulle.
Démontrons le théorème E. Supposons queM soit de hauteur nulle. Puisque πM est surjectif, il
découle de la définition de L (cf. 4.3), que L l’est aussi. Puisque Pic(M) ≃ Z, on a ker(L) ≃ Z.
Il faut montrer que ker(L) est engendré par [F ∗], F désignant le fibré exceptionnel induit par
M . On sait déjà que [F ∗] est dans ker(L). Il reste donc à montrer que [F ∗] ne peut pas se
mettre sous la forme [F ∗] = nz, avec n entier, n > 1, et z ∈ K(P2). D’après 2.6.3, cela revient à
prouver que les entiers χ(F ∗), χ(F ∗ ⊗Q∗) et χ(F ∗(−1)) sont premiers entre eux. Mais on peut
voir (par un calcul direct ou en utilisant la suite spectrale de Beilinson), qu’on a
rg(F ∗) = −χ(F ∗ ⊗Q∗) + χ(F ∗) + χ(F ∗(−1)) , c1(F
∗) = χ(F ∗ ⊗Q∗)− 2χ(F ∗(−1)) .
Puisque le rang et la première classe de Chern d’un fibré exceptionnel sont premiers entre
eux d’après [7], χ(F ∗), χ(F ∗ ⊗Q∗) et χ(F ∗(−1)) sont aussi premiers entre eux. Ceci achève la
démonstration du théorème E.
4.5 – Démonstration du théorème F
Supposons d’abord que codimM(M\Ms) ≥ 2. On supposera que n1 > 0, n−1 > 0 (les autres
cas sont analogues). On a d’après [7] une suite exacte de fibrés vectoriels sur π−1(Ms) =Ms :
0 // A
f // B
h // π∗(TMs) // 0,
avec A = OMs ⊗ (⊕−1≤i≤1 End(Hi)) /C
∗, B étant le noyau du morphisme
d : OMs ×
(
Hom(∧2Q∗ ⊗H−1, Q
∗ ⊗H0)⊕ Hom(Q
∗ ⊗H0,O ⊗H1)
)
−→ OMs ⊗ Hom(∧
2Q∗ ⊗H−1,O ⊗H1) ,
défini an-dessus du point (u, v) de M par d(u′, v′) = v′u− vu′. Les morphismes f , h, d
sont des GM-morphismes et d est surjectif. On a un isomorphisme de GM-fibrés en droites
π∗(ωM)|Ms ≃ det(B)
−1 det(A). Le GM-fibré det(B) se calcule à partir des déterminants des
fibrés de départ et d’arrivée de d. Il en découle, puisque codimM(M\Ms) ≥ 2, qu’on a
ωM = πM(λ), λ étant le caractère de GM défini par
α = (3(n0 − n−1), 3(n−1 − n1), 3(n1 − n0)) .
Un calcul simple montre que Λ(α) = η∗ω − η∗. Le théorème F en découle.
Si codimM(M\Ms) = 1, M est isomorphe à P5, et le théorème F est alors une conséquence de
[6], IV, 7.
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5. Le cas c1 = 0, r > 2
.
Rappelons queM désigne la variété des complexes de Kronecker associée àM(r, 0, c2). SoitMp
l’espace des complexes de Kronecker (u, v) tels que le morphisme de faisceaux u soit injectif,
v surjectif, et ker(v)/ im(u) p-semi-stable (cf. 2.4). Soit Ms l’ouvert de M des complexes
de Kronecker stables, M0 l’ouvert de Ms des complexes (u, v) tels que ker(v)/ im(u) soit
localement libre. On supposera d’abord que M(r, 0, c2) n’est pas de hauteur nulle, (c’est à dire
que r < c2). La variété Mp est lisse. Pour le voir on procède comme pour montrer que M est
lisse (proposition (2.6) de [7]), en remarquant que pour tout faisceau p-semi-stable E, on a
Ext2(E,E) = {0}.
Lemme 5.1 : On a codimM(M\Ms) ≥ 2, codimM(Mp\Ms) ≥ 2 et codimM(Ms\M0) ≥ 2.
Démonstration. 0n applique les résultats de 2.4 à la cohomologie V du complexe de Kronecker
universel sur M× P2. Cette famille de faisceaux sur P2 vérifie bien les propriétés (L) et
(KS). D’après la proposition 2.1 on a codimM(Mp\M) ≥ 2, et d’après la proposition 2.2,
codimM(M\Ms) ≥ 2, ce qui démontre les deux premières inégalités. La troisième découle de
la proposition 2.8 de [7], et du fait que r > 2. 
D’après [17], on a une suite exacte de groupes abéliens
O∗(Ms)/C
∗ // Char(GM) // Pic(Ms(r, 0, c2))
π∗ // Pic(Ms)
(cf. prop. 3.2), car l’action de GM sur M est libre, et π :Ms →Ms(r, 0, c2) est un quotient
géométrique. Pour démontrer la proposition 4.1 il suffit donc d’après le lemme 5.1 de prouver
la
Proposition 5.2 : On a O∗(Mp) = C∗ et Pic(Mp) = 0.
5.1 – Restriction à des droites
Pour tout élément non nul z de H0(O(1)), soit Mz l’ouvert de Mp constitué des complexes
(u, v) tels que la restriction de ker(v)/ im(u) à la droite de P2 d’équation z = 0 soit un faisceau
trivial.
Lemme 5.3 : On a, si z, z′ ∈ H0(O(1)) sont linéairement indépendants,
codimMp(Mp\(Mz ∪Mz′)) ≥ 2.
Démonstration. D’après le lemme 5.1 il suffit de montrer que
codimM0(M0\(Mz ∪Mz′)) ≥ 2.
D’après Hulek [16], les ouvertsMz etMz′ sont non vides. Donc, si Y =M0 ∩ (Mz\Mz′), et si
Y désigne l’adhérence de Y dansM0, il suffit de montrer queM0\(Mz ∪Mz′) est contenu dans
Y \Y . Cela revient à montrer, puisque V vérifie la condition (KS), que tout fibré stable E de
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rang r et de classes de Chern 0, c2 dont les restrictions aux droites ℓ, ℓ′ d’équations respectives
z = 0, z′ = 0, sont non triviales, peut se déformer en fibrés dont la restriction à ℓ est triviale,
mais non la restriction à ℓ′. Autrement dit, il faut prouver que l’application canonique
λ : Ext1(E,E) −→ Ext1(E|ℓ, E|ℓ)⊕ Ext
1(E|ℓ′ , E|ℓ′)
est surjective. Le faisceau End(E)|ℓ∪ℓ′ est un sous-faisceau de End(E)|ℓ ⊕ End(E)|ℓ′ , et le quo-
tient est concentré en le point d’intersection de ℓ et ℓ′. On en déduit que l’application canonique
µ : Ext1(E|ℓ∪ℓ′ , E|ℓ∪ℓ′) −→ Ext
1(E|ℓ, E|ℓ)⊕ Ext
1(E|ℓ′ , E|ℓ′)
est surjective. On a d’autre part une suite exacte
0 −→ E(−2) −→ E −→ E|ℓ∪ℓ′ −→ 0
d’où on déduit, en utilisant le fait que Ext2(E,E(−2)) = {0}, que
ν : Ext1(E,E) −→ Ext1(E|ℓ∪ℓ′ , E|ℓ∪ℓ′)
est surjective. Donc λ = µ ◦ ν est surjective. Ceci démontre le lemme 5.3. 
Pour démontrer la proposition 5.2 il reste à prouver la
Proposition 5.4 : On a
a – O∗(Mz ∪Mz′) = C∗ .
b – Pic(Mz ∪Mz′) = 0 .
5.2 – Démonstration de la proposition 5.4
5.2.1 – Préliminaires sur les matrices
Soient r, n des entiers tels que n > r > 2. Soit M(n) l’espace des matrices n× n à coefficients
dans C. On dira (suivant [16]) que A ∈M(n) = L(Cn,Cn) est régulier si son polynôme minimal
est de degré n. C’est le cas si et seulement si pour tout sous-espace spectral E ⊂ Cn de A, la
matrice de A|E dans une base convenable de E est un bloc de Jordan.
Soient A ∈M(n) et YA est le sous-espace vectoriel de M(n) des matrices de la forme [A,B],
B ∈M(n). D’après [16], si A est régulière, YA est l’ensemble des matrices C telles que
Tr(AkC) = 0 pour 0 ≤ k ≤ n, et codimM(n)(YA) = n.
Lemme 5.5 : Si A est une matrice régulière de blocs carrés
A =
(
A1 0
0 A2
)
,
alors YA est l’ensemble des matrices de la forme(
M1 P
Q M2
)
avec M1 dans YA1 et M2 dans YA2.
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Démonstration. Il est facile de voir que les matrices de YA sont de la forme
(
M1 P
Q M2
)
avec
M1 dans YA1 et M2 dans YA2 . Et comme ces matrices forment un sous-espace vectoriel E de
codimension n, on a YA = E. 
Lemme 5.6 : Soit A ∈M(n) une matrice non régulière. Alors on a codimM(n)(YA) > n.
Démonstration. C’est facile à voir si A ne possède qu’une valeur propre (par exemple si A est
une homothétie, on a YA = {0}). Si ce n’est pas le cas il existe un sous-espace spectral E ⊂ Cn
de A tel que E 6= Cn et que A|E ne soit pas régulière. Soit F la somme directe des autres
sous-espaces spectraux. On a alors Cn = E ⊕ F . Relativement à cette décomposition YA est
constitué d’endomorphismes ayant des matrices de la forme
(
M1 P
Q M2
)
avec M1 dans YA1 et
M2 dans YA2 . En raisonnant par récurrence on peut supposer que codimEnd(F )(YA2) ≥ dim(F ),
et on a codimEnd(E)(YA1) > dim(E) d’après ce qui précède. Donc on a codimM(n)(YA) > n. 
Pour 0 ≤ s ≤ n, soit Rs la sous-variété de M(n) des matrices de rang s. On note XrA la variété
des matrices de la forme [A,B], de rang r. K. Hulek a montré dans [16] que si A est régulière,
alors XrA est irréductible de dimension 2rn− r
2 − n. On a si A est régulière
dim(XrA) = dim(YA)− codimM(n)(Rr) .
Lemme 5.7 : L’espace vectoriel YA est engendré par XrA.
Démonstration. On prouve d’abord que
XrA = X
r
A ∪X
r−1
A ∪ · · · ∪X
0
A .
On a Rr = R0 ∪R1 ∪ · · · ∪Rr, et Rr est une variété irréductible, donc toutes les com-
posantes irréductibles de XrA ∪X
r−1
A ∪ · · · ∪X
0
A = YA ∩Rr sont de dimension au moins
dim(YA)− codimM(n)(Rr) = dim(X
r
A). Comme dim(X
s
A) < dim(X
r
A) si r > s, YA ∩Rr est ir-
réductible, donc XrA ∪X
r−1
A ∪ · · · ∪X
0
A ⊂ X
r
A. L’inclusion réciproque étant immédiate, notre
égalité est prouvée. Montrons maintenant que XrA engendre YA. Puisque X
r
A engendre le même
sous-espace vectoriel de YA que son adhérence, il suffit de montrer que X2A ∪X
1
A engendre YA. Il
suffit, d’après le lemme 5.5, pour prouver que X2A ∪X
1
A engendre YA, de considérer les cas où A
est une matrice diagonale possédant n valeurs propres distinctes ou bien une matrice de Jordan.
Dans le premier cas, YA est constitué des matrices dont les termes diagonaux sont nuls. On
construit une base de YA dont les éléments sont dans X1A en considérant des matrices dont un
seul terme est non nul. Si A est une matrice de Jordan, YA est constitué des matrices (aij)1≤i,j≤n
telles que pour k = 0, . . . , n− 1 on ait a1+k,1 + a2+k,2 + · · ·+ an,n−k = 0. On construit une base
de YA en prenant d’une part des matrices n’ayant qu’un seul terme non nul d’indice (i, j) avec
i ≤ j, et d’autre part des matrices (aij) telles qu’il existe un entier k avec 0 ≤ k ≤ n− 1 tel
que aij = 0 si i− j 6= k et possédant exactement deux termes non nuls. Les matrices du pre-
mier type appartiennent à X1A, celles du second à X
2
A. Donc si A est une matrice régulière, X
r
A
engendre bien YA. 
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Lemme 5.8 : Si A est une matrice non régulière, alors dim(XrA) < 2rn− r
2 − n.
Démonstration. Remarquons d’abord qu’il existe une matrice régulière A0 telle que YA ⊂ YA0 :
il suffit de trouver une matrice régulière A0 telle que toute matrice commutant avec A0 commute
aussi avec A, car alors si C commute avec A0, pour toute matrice B on a Tr([A,B]C) = 0, donc
[A,B] ∈ YA0 . Pour trouver A0 on peut supposer que A est une matrice diagonale de matrices
B1, . . . , Bm régulières. On prend pour A0 une matrice du même type avec Bi − aiI à la place
de Bi, les scalaires ai étant choisis de telle sorte que A0 soit régulière. L’inclusion YA ⊂ YA0
est stricte car A n’est pas régulière. On a XrA = X
r
A0
∩ YA, et comme XrA0 engendre YA0 , que
dim(YA) < dim(YA0), et que X
r
A0
est irréductible, on a dim(XrA) < dim(X
r
A0
) = 2rn− r2 − n.

Soit H ∈ C[X] un polynôme unitaire de degré au plus n − 1. Soit DH la variété des matrices
dont le polynôme minimal est H. Alors DH est la réunion d’un nombre fini de sous-variétés loca-
lement fermées D(1)H , . . . , D
(k)
h , où chaque D
(i)
H est une orbite de l’action de GL(n) sur M(n) par
conjugaison : D(i)H = {C
−1DiC;C ∈ GL(n)}. Il en découle que si C(Di) désigne le commutant
de Di, on a
codimM(n)(D
(i)
H ) = dim(C(Di)) = codimM(n)(YDi) .
Soit Zr la sous-variété de M(n)2 constituée des couples (A,B) tels que rg([A,B]) = r. Soit
Zregr l’ouvert constitué des (A,B) tels que A soit régulière. En utilisant le fait que pour toute
A ∈M(n) régulière on a dim(XrA) = 2rn− r
2 − n, et le morphisme (A,B) 7→ (A, [A,B]) de
Zregr dans M(n)
2, on voit aisément que dim(Zregr ) = 2rn− r
2 + n2.
Lemme 5.9 : On a codimZr(Zr\Z
reg
r ) ≥ 2.
Démonstration. Soient H ∈ C[X] un polynôme unitaire de degré au plus n− 1 et CH ⊂M(n)2
la sous-variété constituée des (A,B) tels que A ∈ DH et rg([A,B]) = r. Il suffit de montrer que
dim(CH) < 2rn− r
2 − n+ n2. Avec les notations précédentes, on a CH = C(1) ∪ · · · ∪ C(k),
avec C(i) = {(A,B) ∈ CH ;A ∈ Di}. Soit di = codimM(n)(YDi)− n > 0. Soit
Φ : C(i) // M(n)2
(A,B) ✤ // (A, [A,B])
D’après les lemme 5.8 on a
dim(im(Φ)) < dim(Di) + 2rn− r
2 − n = n2 − 2n− di + 2rn− r
2.
Comme les fibres de Φ sont isomorphes à C(Di) et sont de dimension n+ di on obtient que
dim(C(i)) < 2rn− r2 − n+ n2. 
5.2.2 – Étude de Mz
Posons n = c2. On a alors n > r > 2. Les éléments de Mp sont des complexes
0 // ∧2Q∗ ⊗ Cn
u // Q∗ ⊗ Cn
v // O ⊗ Cn−r // 0.
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Soient tu : H0(O(1))→M(n) l’application déduite de u, et sv : H0(O(1))→ L(Cn,Cn−r) celle
déduite de v.
Proposition 5.10 : On a
(i) O∗(Mz)/C∗ ≃ Z, et ce groupe est engendré par la fonction (u, v) 7→ det(tu(z)).
(ii) Pic(Mz) = 0.
Soient z′, z′′ des éléments de H0(O(1)) tels que (z, z′, z′′) soit une base de H0(O(1)). Le mor-
phisme
h :Mz // M(n)
3 × L(Cn,Cn−r)3
(u, v) ✤ // (tu(z), tu(z
′), tu(z
′′), su(z), su(z
′), su(z
′′))
induit un isomorphisme de Mz sur la sous-variété de M(n)3 × L(Cn,Cn−r)3 constituée des
(A0, A1, A2, B0, B1, B2) tels que A0 soit inversible, qu’on ait BjAi = BiAj pour 0 ≤ i, j ≤ 2,
et que pour tout couple ((a0, a1, a2), (b0, b1, b2)) d’éléments linéairement indépendants de C3 on
ait
im
(∑
0≤i≤2
aiBi
)
+ im
(∑
0≤i≤2
biBi
)
= Cn−r .
En effet, si (A0, A1, A2, B0, B1, B2) = h(u, v), la première condition signifie que la restriction de
ker(v)/ im(u) à la droite des zéros de z est triviale, la seconde que v ◦ u = 0, et la troisième que v
est surjectif. Réciproquement, si (A0, A1, A2, B0, B1, B2) possède les trois propriétés précédentes,
on en déduit un complexe de Kronecker (u, v) avec u injectif (comme morphisme de faisceaux)
et v surjectif. Le faisceau coker(u) est sans torsion : cela découle du fait que le complexe de
Kronecker réduit à u est semi-stable, A0 étant inversible. L’absence de torsion de coker(u)
découle alors de la proposition 2.3 de [7]. Donc ker(v)/ im(u) est sans torsion. La restriction de
ce faisceau à la droite des zéros de z est triviale, car A0 est inversible, donc ker(v)/ im(u) est
de type de décomposition générique trivial, donc il est p-semi-stable. Par conséquent (u, v) est
un élément de Mz. On identifiera donc par la suite Mz et la sous-variété localement fermée
image de h.
On a un isomorphisme
Mz // Cr ×GL(n)
(u, v) ✤ //
(
(tu(z
′)tu(z)
−1, tu(z
′′)tu(z)
−1, sv(z)) , tu(z)
)
,
où Cr est définie de la façon suivante : c’est la variété des (A1, A2, B0) ∈M(n)2 × L(Cn,Cn−r)
tels que im([A1, A2]) ⊂ ker(B0), que B0 soit surjective et que pour toutes valeurs propres a1
de A1 et a2 de A2 on ait im(A1 − a1I) + im(A2 − a2I) + ker(B0) = Cn. Pour démontrer la
proposition 5.10 il suffit de prouver la
Proposition 5.11 : On a
(i) O∗(Cr) = C∗,
(ii) Pic(Cr) = 0.
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On a dim(Mz) = 3n2. Il en découle que dim(Cr) = 2n2. Soit Xr la sous-variété de
M(n)2 × L(Cn,Cn−r) des (A1, A2, B0) vérifiant seulement les deux premières conditions précé-
dentes, c’est à dire tels que im([A1, A2]) ⊂ ker(B0) et que B0 soit surjective. Pour tout entier s
tel que 0 ≤ s ≤ r, soit Xsr la sous-variété (localement fermée) de Xr, constituée des (A1, A2, B0)
tels que rg([A1, A2]) = s. Alors Xrr est un GL(n− r)-fibré principal de base Zr. Soit X
r,reg
r
l’ouvert des points de Xrr au dessus de Z
reg
r .
Soit s un entier tel que 0 < s < r. La donnée d’une surjection Cn−s → Cn−r définit un
morphisme Xss → X
s
r qui est surjectif et dont les fibres sont de dimension (n− s)(r − s).
Donc, puisque dim(Xss ) = dim(X
r
r ) = 2n
2 (d’après [16], lemma 2.3.5 et prop. 2.3.6), on a
codimXr(X
s
r ) = (n− s)(r − s). On a dim(X
0
0 ) = 2n
2 + n, d’où on déduit
codimXr(X
0
r ) = (r − 1)n. Il découle des égalités précédentes que codimXr(Xr\X
r
r ) ≥ 2. Le
lemme 5.9 entraine que codimXr(Xr\X
r,reg
r ) ≥ 2. Posons C
reg
r = Cr ∩X
r,reg
r . Pour démontrer
la proposition 5.11 il suffit donc de prouver la
Proposition 5.12 : On a
(i) O∗(Cregr ) = C
∗.
(ii) Pic(Cregr ) = 0 .
Soit S l’ouvert de L(Cn,Cn−r) des applications linéaires surjectives, et
F : (M(n)× S)×M(n) // (M(n)× S)× L(Cn,Cn−r)
((A,B0), B)
✤ // ((A,B0), B0[A,B]).
C’est un morphisme de fibrés vectoriels sur M(n)× S. Pour tout A ∈M(n), on note C(A) le
commutant de A dans M(n). Soit M(n)reg l’ouvert de M(n) constitué des matrices régulières,
Lemme 5.13 : (i) Le morphisme F est surjectif en (A,B0) si et seulement si aucun élément
non nul de C(A) ne s’annule sur ker(B0).
(ii) Il existe un ouvert U de M(n)× S tel que F soit surjectif en tout point de U et que
ker(F|U) ⊂ C
reg
r , codimCr(C
reg
r \ ker(F|U)) ≥ 2 , codimM(n)×S((M(n)× S)\U) ≥ 2 .
.
Démonstration. (i) On utilise les notations de 5.2.1. On munit M(n) du produit scalaire défini
par la trace. Alors F(A,B0) est surjective si et seulement si YA + L(C
n, ker(B0)) = M(n), c’est
à dire si et seulement si Y ⊥A ∩ L(C
n, ker(B0))
⊥ = {0}, et (i) découle du fait que Y ⊥A = C(A),
et que L(Cn, ker(B0))⊥ est l’espace des endomorphismes de Cn qui s’annulent sur ker(B0).
(ii) Si A est une matrice régulière, on a C(A) = C[A], et C[A] ∩ L(Cn, ker(B0))⊥ est un idéal de
C[A], engendré par un élément PA,B0(A), PA,B0 étant un polynôme de degré au plus n divisant
le polynôme minimal de A. On a
dim(C[A] ∩ L(Cn, ker(B0))
⊥) = n− deg(PA,B0) .
Pour 1 ≤ k ≤ n− 1, soit VB0,k la sous-variété deM(n)
reg des A telles que deg(PA,B0) = k. Toute
matrice A de VB0,k possède un sous-espace invariant de dimension k contenant ker(B0) (c’est
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ker(PA,B0)). Donc r ≤ k et
dim(VB0,k) ≤ (k − r)(n− k) + k
2 + n(n− k) = n2 − r(n− k) .
Soit Wk la sous-variété de M(n)reg × S des (A,B0) tels que A ∈ VB0,k. Si (A,B0) ∈ Wk,
im(F(A,B0)) est de codimension n− k, donc ker(F(A,B0)) est de dimension d = nr + n− k. On a
donc
dim(ker(F|Wk)) = dim(Wk) + d ≤ n
2 − r(n− k) + n(n− r) + d = 2n2 − (n− k)(r − 1).
Soit U le complémentaire de l’union des Wk pour r ≤ k ≤ n− 1. Alors ker(F|U) est
contenu dans Cregr , puisque si (A,B0) ∈ U , et si a est une valeur propre de A, on a
ker(B0) + im(A− aI) = C
n, car A n’est pas dans VB0,k. D’après ce qui précède on a donc,
puisque dim(Cregr ) = 2n
2
codimCregr (C
reg
r \ ker(F|U)) ≥ r − 1 ≥ 2 .
La troisième inégalité est immédiate. Ceci achève la démonstration du lemme 5.13. 
On démontre maintenant la proposition 5.12. On a O∗(Cregr ) = O
∗(ker(F|U)),
Pic(Cregr ) = Pic(ker(F|U)) et ker(F|U) est un fibré vectoriel sur U , donc O
∗(Cregr ) ≃ O
∗(U)
et Pic(Cregr ) ≃ Pic(U). Mais U est un ouvert de M(n)× S dont le complémentaire est de
codimension au moins 2, donc O∗(U) = C∗ et Pic(U) = 0, ce qui démontre la proposition 5.12.
Les propositions 5.10 et 5.11 sont donc aussi démontrées.
5.2.3 – Démonstration de la proposition 5.4
Prouvons d’abord a-, c’est-à-dire que O∗(Mz ∪Mz′) = C∗. Soit ∆ l’hypersurface deMz ∪Mz′
définie par l’équation φ(u, v) = det(tu(z)) = 0. Il suffit, d’après la proposition 5.10 de montrer
que ∆ est non vide. Soit ((A1, A2, B0), C) ∈Mz′ , avec A1 = tu(z)tu(z′)−1 (cf. 5.2.2, on a un iso-
morphismeMz′ ≃ Cr ×GL(n)). Alors, si a1 est une valeur propre de A1, ((A1 − a1I, A2, B0), C)
est un élément de Mz′ ∩∆, donc ∆ 6= ∅.
Prouvons maintenant b-, c’est-à-dire que Pic(Mz ∪Mz′) = 0. Il suffit de montrer que ∆ est
une hypersurface intègre de Mz′ . En effet, on a dans ce cas une suite exacte
Z
i // Pic(Mz ∪Mz′)
restr. // Pic(Mz) = 0
le morphisme i associant à 1 le faisceau d’idéaux de ∆. Or celui-ci est trivial car ∆ est défini
par une équation algébrique. Donc Pic(Mz ∪Mz′) = 0.
Montrons que ∆ est une hypersurface intègre de Mz. Avec les notations du lemme 5.13, cela
découle du fait que la sous-variété de ker(F|U) définie par l’équation det(A) = 0 est une hyper-
surface intègre de ker(F|U).
Ceci achève la démonstration de la proposition 5.4.
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5.3 – Le cas des variétés de hauteur nulle
La variété M(r, c1, c2) est de hauteur nulle si et seulement si r = n. Dans ce cas, Ms est un
ouvert de l’espace affine Hom(∧2Q∗ ⊗ Cn, Q∗ ⊗ Cn), donc Pic(Ms) = 0, d’où la surjectivité du
morphisme πM. Ceci achève la démonstration de la proposition 4.1 dans le cas où c1 = 0, r > 2.
6. Le cas −r < c1 < 0, r > 2.
Il s’agit toujours de démontrer la proposition 3.1 dans les cas précisés dans le titre. Pour cela,
on utilise une description due à G. Ellingsrud ([8]) d’un ouvert U de Ms(r, c1, c2). On montre
que le morphisme de groupes Char(GM)→ Pic(U) induit par πM est surjectif. Dans certains
cas, Ms(r, c1, c2)\U peut contenir des hypersurfaces de M(r, c1, c2). On montrera alors que
les faisceaux d’idéaux de ces hypersurfaces proviennent de Char(GM). La démonstration de
quelques résultats concernant les cas c1 = −1 ou 1− r sera effectuée dans le chapitre 7.
6.1 – La construction d’Ellingsrud et son utilisation
6.1.1 – Fibrés sur P2 et éclatements de P2
Soient r, c1, c2 des entiers tels que −r < c1 < 0, r > 2, et que M(r, c1, c2) soit de dimension
positive. On donne ici une description de certains ouverts de M(r, c1, c2), tirée de [8].
Soient x ∈ P2 et Ux l’ouvert de Ms(r, c1, c2) constitué des fibrés vectoriels dont la restriction à
toute droite passant par x est rigide. Dans le cas où c1 est distinct de −1 et 1− r, on verra
que codimMs(r,c1,c2)(Ms(r, c1, c2)\Ux) ≥ 2. Soit Px l’éclatement de P2 en x. C’est la sous-variété
de P2 × P∗2 des couples (y, ℓ), ℓ étant une droite de P2 contenant x et y. Soient p : Px → P2 et
q : Px → L les projections, L désignant la droite de P∗2 définie par x. La fibre p
−1(x) s’identifie à
L (à l’aide de q). Soit E un fibré vectoriel sur P2, de type de décomposition (−1, . . . ,−1, 0, . . . , 0)
sur toute droite passant par x, de rang r et de classes de Chern c1, c2. Posons
A = q∗(p
∗(E)), B =
(
q∗(p
∗(E∗(−1))
)∗
.
Ce sont des fibrés vectoriels sur L, et on a sur Px une suite exacte
0 −→ q∗(A) −→ p∗(E) −→ q∗(B)⊗ p∗(O(−1)) −→ 0 .
On a
rg(A) = r + c1, rg(B) = −c1, c1(A) = −c2 +
c1(c1 + 1)
2
= −c1(B) .
De plus, si E est stable, A est de type de décomposition négatif et B de type de décomposition
positif. Il n’y a donc qu’un nombre fini de choix possibles pour les types de décomposition de
A et B.
Réciproquement, on considère des fibrés vectoriels A, B sur P1 possédant les propriétés précé-
dentes, c’est-à-dire que
rg(A) = r + c1, rg(B) = −c1, c1(A) = −c2 +
c1(c1 + 1)
2
= −c1(B) ,
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que A est de type de décomposition négatif, et B de type de décomposition positif. Les construc-
tions qui vont suivre ne dépendent que des classes d’isomorphisme de A et B, c’est-à-dire de
leurs types de décomposition (cf. 2.4.3), notés respectivement α, β.
Il existe un fibré vectoriel sur L, unique à isomorphisme près, rigide et de rang et première
classe de Chern donnés. On notera A0 et B0 des fibrés rigides sur L tels que
rg(A0) = r + c1, rg(B0) = −c1, c1(A0) = −c2 +
c1(c1 + 1)
2
= −c1(B0) ,
Les types de décomposition de A0 et B0 seront notés respectivement α0, β0.
Les extensions
0 −→ q∗(A) −→ p∗(E) −→ q∗(B)⊗ p∗(O(−1)) −→ 0
sont classifiées par Vαβ = Ext
1
OPx
(q∗(B)⊗ p∗(O(−1)), q∗(A)). Sur Vαβ × Px existe une exten-
sion universelle
0 −→ p∗1(q
∗(A)) −→ F −→ p∗1(q
∗(B)⊗ p∗(O(−1))) −→ 0 ,
p1 désignant la projection Vαβ × Px → Px. Sur Vαβ agit le groupe G = (Aut(A)× Aut(B))/C∗,
et pour tous ǫ, ǫ′ ∈ Vα,β, on a Fǫ ≃ Fǫ′ si et seulement si ǫ, ǫ′ sont dans la même G-orbite. Soit
V sαβ l’ouvert de Vαβ des points ǫ tels que Fǫ provienne d’un fibré vectoriel sur P2 (cela revient
à dire que la restriction de Fǫ à p−1(x) est triviale) qui soit stable. Alors G agit librement sur
V sαβ. Soit F
′ le fibré vectoriel sur V sαβ × P2 déduit de F, c’est-à-dire l’image directe par I × p de
la restriction de F à V sαβ × Px. On déduit de F
′ un morphisme fαβ : V sαβ →M(r, c1, c2) dont
les fibres sont les orbites de l’action de G.
6.1.2 – Plan des démonstrations
On verra que X0 = im(fα0β0) est un ouvert de Ms(r, c1, c2). On définit dans 6.6 un morphisme
X0 →M compatible avec un morphisme de groupes ψ : G→ GM. On déduit de ψ un mor-
phisme de groupes ψ : Char(GM)→ Char(G).
D’autre part, on construira un morphisme naturel surjectif G1 → Pic(X0), G1 désignant un
quotient de Char(G), et ce morphisme est un isomorphisme si M(r, c1, c2) n’est pas de hauteur
nulle. Le composé
Char(GM) −→ G1 −→ Pic(X0)
est le morphisme déduit de πM. Il est surjectif. On en déduira la proposition 4.1 dans 6.8.
Dans certains cas Ux\X0 est constitué d’un certain nombre d’hypersurfaces irréductibles de la
forme im(fαβ), et on prouvera que leurs faisceaux d’idéaux proviennent de Char(GM) (6.9).
Si c1 6= −1 et c1 6= 1− r, Ms(r, c1, c2)\Ux est de codimension au moins 2 et sinon c’est une
hypersurface et on montrera dans le chapitre 7 que son faisceau d’idéaux provient de Char(GM).
6.1.3 – Dimension des im(fαβ)
Un calcul élémentaire donne si V sαβ n’est pas vide
dim(im(fαβ)) = dim(M(r, c1, c2))− dim(Ext
1(A,A))− dim(Ext1(B,B)) .
On peut aussi déduire ce résultat du
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Lemme 6.1 – Soit 0→ q∗(A)→ E → q∗(B)⊗ p∗(O(−1))→ 0 une suite exacte. Soit
h : V sαβ → Ext
1(E , E) l’application déduite de cette suite. Alors on a un isomorphisme
coker(h) ≃ Ext1(A,A)⊕ Ext1(B,B) .
Démonstration. On considère la suite spectrale Em,nr associé à la filtration q
∗(A) ⊂ E de E ,
convergeant vers Extm+n(E , E). On va décrire les termes de niveau E1 pouvant éventuellement
être non nuls. On a Ext1(q∗(A), q∗(B)⊗ p∗(O(−1))) = {0} (cela se voit en utilisant le foncteur
q∗). De même, Ext2(q∗(B)⊗ p∗(O(−1)), q∗(A)) = Hom(q∗(B)⊗ p∗(O(−1)), q∗(A)) = {0}. Les
termes Em,n1 éventuellement non nuls qui restent sont figurés ci-dessous
Ext1(A,A)⊕ Ext1(B,B)
n
OO
• Hom(A,A)⊕ Hom(B,B) V sαβ
m //
On en déduit une suite exacte
V sαβ
h // Ext1(E , E) // Ext1(A,A)⊕ Ext1(B,B) // 0 ,
ce qui démontre le lemme 6.1. 
6.2 – Caractérisation des fibrés provenant de P2
Soit Hαβ l’ensemble des ǫ ∈ Vαβ tels que Fǫ ne provienne pas d’un fibré vectoriel sur P2.
C’est l’ensemble des ǫ tels que h0(p−1(x), Fǫ ⊗Op−1(x)(−1)) 6= 0. D’après le théorème de semi-
continuité, c’est donc une sous-variété fermée de Vαβ. Soit ǫ le point de Vαβ\Hαβ correspondant
à l’extension du lemme 6.1. Alors l’application h : Vαβ → Ext
1(Fǫ, Fǫ) n’est autre que le mor-
phisme de déformation infinitésimale de Kodaïra-Spencer de Fǫ au point ǫ (cf. Newstead [23],
Appendix). On déduit du lemme 6.1 que si A et B sont rigides (c’est-à dire A = A0, B = B0),
F est une déformation complète de Fǫ.
Lemme 6.2 – On suppose que dim(Ext1(A,A)) + dim(Ext1(B,B)) ≤ 1. Alors Hαβ 6= Vαβ .
Démonstration. Soit ǫ ∈ Vαβ. La restriction à p−1(x) de l’extension donnée par ǫ donne une
suite exacte
(3) 0 −→ A −→ Fǫ|p−1(x) −→ B −→ 0 .
À ǫ on a donc associé une extension de B par A. Le morphisme induit Vαβ → Ext
1(B,A)
est la restriction naturelle. Ce morphisme est surjectif : pour le voir, il suffit de montrer
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que si J est le faisceau d’idéaux de p−1(x), on a h2(q∗(B∗ ⊗ A)⊗ p∗(O(1))⊗ J) = 0. Mais
J = p∗(O(−1))⊗ q∗(O(1)), donc
h2(q∗(B∗ ⊗ A)⊗ p∗(O(1))⊗ J) = h2(q∗(B∗ ⊗ A(1))) = h2(B∗ ⊗ A(1)) = 0 .
Pour démontrer le lemme 6.2, il suffit de trouver un point ǫ de Vαβ tel que F|Vαβ×p−1(x) soit une
déformation complète de Fǫ|p−1(x). Pour cela, il suffit que le morphisme déduit de (3)
φ : Ext1(B,A) −→ Ext1(Fǫ|p−1(x), Fǫ|p−1(x))
est surjectif. Comme dans le lemme 6.1, on considère la suite spectrale Em,nr associée à la
filtration A ⊂ Fǫ|p−1(x), convergeant vers Ext
m+n(Fǫ|p−1(x), Fǫ|p−1(x)). Elle montre que coker(φ)
est isomorphe au conoyau du morphisme canonique
ψ : Hom(A,B) −→ Ext1(A,A)⊕ Ext1(B,B)
défini par l’élément e(ǫ) de Ext1(B,A) déduit de (3) et les accouplements
Hom(A,B)× Ext1(B,A) −→ Ext1(A,A) et Hom(A,B)× Ext1(B,A) −→ Ext1(B,B) .
Il est évident que φ est surjectif si A et B sont rigides. On va montrer que c’est aussi le cas si
dim(Ext1(A,A)) + dim(Ext1(B,B)) = 1, et si ǫ est convenablement choisi. On peut supposer
que dim(Ext1(A,A)) = 1 et Ext1(B,B) = {0} (l’autre cas est analogue). Il faut alors trouver
ǫ tel que la multiplication par e(ǫ) : Hom(A,B)→ Ext1(A,A) soit surjective. Pour cela, il suffit
d’après (3) qu’on ait h1(Fǫ|p−1(x) ⊗ A∗) = 0. C’est le cas si les entiers qui apparaissent dans le
type de décomposition de Fǫ|p−1(x) sont supérieurs ou égaux à -1.
Il reste alors à trouver un ǫ dans Vαβ tel que Fǫ|p−1(x) soit trivial ou de type de décompo-
sition (1, 0, . . . , 0,−1). Soit ǫ ∈ Vαβ tel que Fǫ|p−1(x) soit d’un type de décomposition diffé-
rent des précédents. On a alors dim(Ext1(Fǫ|p−1(x), Fǫ|p−1(x))) ≥ 2. Le morphisme de restric-
tion Ext1(Fǫ, Fǫ)→ Ext
1(Fǫ|p−1(x), Fǫ|p−1(x)) est surjectif : pour le voir il suffit de prouver que
Ext2(Fǫ, Fǫ ⊗ J) = {0}. Par dualité de Serre sur Px on a
Ext2(Fǫ, Fǫ ⊗ J) ≃ Hom(Fǫ, Fǫ ⊗ J
∗ ⊗ ω)∗, avec ω = p∗(O(−2))⊗ q∗(O(−1)), et
Hom(Fǫ, Fǫ ⊗ J
∗ ⊗ ω) = Hom(Fǫ, Fǫ ⊗ p
∗(O(−2))⊗ q∗(O(−1))) = {0}, à cause du type de dé-
composition de Fǫ sur une droite de P2 passant par x.
On en déduit avec le lemme 6.1 que l’image du morphisme de déformation infinitésimale
Vαβ → Ext
1(Fǫ|p−1(x), Fǫ|p−1(x)) est de codimension au plus 1. L’étude des déformations des
fibrés sur P1 de [4] (voir aussi [5]) montre que la sous-variété de Vαβ des ǫ′ tels que Fǫ′|p−1(x) ne
soit ni trivial ni de type de décomposition (1, 0, . . . , 0,−1) est de codimension au moins 1 en
ǫ. Elle ne peut donc pas être égale à Vαβ tout entier. Ceci achève la démonstration du lemme
6.2. 
Remarque : En fait, il découle de la démonstration du lemme 6.2 que dans tous les cas, pour
tout ǫ ∈ Vαβ, le morphisme canonique Ext
1(Fǫ, Fǫ)→ Ext
1(Fǫ|p−1(x), Fǫ|p−1(x)) est surjectif. Il
en découle que pour tout ǫ ∈ Vα0β0 , F|Vα0β0×p−1(x) est une déformation complète de Fǫ|p−1(x).
Corollaire 6.3 : La sous-variété Hα0β0 est une hypersurface irréductible de Vα0β0.
Démonstration. Posons E0 = OL(1)⊕ (r − 2)OL ⊕OL(−1). Il découle de la théorie des défor-
mations des fibrés sur P1 (Brieskorn [4]) et du lemme 6.2 que les ǫ ∈ Vα0β0 tels que Fǫ|p−1(x) soit
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isomorphe à E0 constituent une hypersurface lisse X. Pour tout ǫ ∈ Vα0β0 , la suite exacte
(4) 0→ A0 −→ Fǫ|p−1(x) −→ B0 −→ 0
montre que Fǫ|p−1(x) est trivial si et seulement si l’application Dǫ : H0(B0(−1))→ H1(A0(−1))
déduite de (4) est bijective. Donc Hα0β0 est défini par l’équation det(Dǫ) = 0, et c’est une hyper-
surface contenant X. Pour voir que Hα0β0 est irréductible, il reste à montrer que Hα0β0\X est
de codimension au moins 3 dans Vα0β0 (car Hα0β0 est une sous-variété homogène). Cela découle
du fait que si Fǫ|p−1(x) n’est ni trivial ni isomorphe à E0 on a dim(Ext
1(Fǫ|p−1(x), Fǫ|p−1(x))) ≥ 3.
Ceci démontre le corollaire 6.3. 
6.3 – Existence de fibrés stables
Lemme 6.4 : Si M(r, c1, c2) n’est pas de hauteur nulle, et si
dim(Ext1(A,A)) + dim(Ext1(B,B)) = 1, V sαβ n’est pas vide.
Démonstration. On a déjà vu que Vαβ 6= Hαβ. Il reste à montrer qu’il existe un ǫ ∈ Vαβ\Hαβ tel
que F ′ǫ soit stable. Soient ǫ ∈ Vαβ\Hαβ et (S, s0) le germe d’une variété lisse tel qu’il existe une
déformation semi-universelle F ′′ de F ′ǫ paramétrée par S avec F
′′
s0
≃ F ′ǫ . On déduit de F
′ un
morphisme Φ : U → S, U désignant le germe de Vαβ en ǫ, et on a Φ(ǫ) = s0, Φ∗(F ′′) ≃ F ′|U×P2 . On
a Ts0S = Ext
1(F ′ǫ , F
′
ǫ), et d’après le lemme 6.1, l’image de l’application tangente TǫVαβ → Ts0S
est un hyperplan.
La sous-variété Z des points s tels que F ′′s ne soit pas semi-stable est de codimension au moins
2, d’après les propositions 2.2 et 2.4. Donc im(Φ) n’est pas contenu dans Z. Il en découle qu’il
existe ǫ′ ∈ Vαβ\Hαβ tel que F ′ǫ soit stable. Ceci démontre le lemme 6.4. 
En utilisant la proposition 2.4 on obtient aussi le
Corollaire 6.5 : Si M(r, c1, c2) n’est pas de hauteur nulle, on a
codimVα0β0
(
(Vα0β0\Hα0β0)\V
s
α0β0
)
≥ 2.
6.4 – Caractères du groupe G
On va déterminer le groupe des caractères du groupe
G = (Aut(A0)× Aut(B0))/C
∗ .
On s’en sert plus loin pour étudier Pic(im(fα0β0)). On peut écrire A0 = aO(k)⊕ a0O(k + 1),
B0 = bO(k
′)⊕ b0O(k
′ + 1), avec a > 0, b > 0. Les automorphismes de A0 s’identifient aux ma-
trices du type
M =
(
X Z
0 Y
)
,
avec X ∈ GL(a), Y ∈ GL(a0), Z étant un morphisme aO(k)→ a0O(k + 1). Le sous-groupe de
Aut(A0) constitué des M telles que X et Y soient les matrices identités est un espace vectoriel,
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donc tout morphisme Aut(A0)→ C∗ est constant sur ce sous-groupe. On en déduit que
Char(Aut(A0)) = Char(GL(a)×GL(a0)) ,
et de même
Char(Aut(B0)) = Char(GL(b)×GL(b0)) .
Supposons que a0 et b0 soient non nuls. Alors Char(G) est constitué des morphismes
φs,t,u,v : (Aut(A0)× Aut(B0))/C
∗ −→ C∗
C∗
((
X Z
0 Y
)
,
(
X ′ Z ′
0 Y ′
))
7−→ det(X)s det(Y )t det(X ′)u det(Y ′)v
s, t, u, v étant des entiers tels que sa+ ta0 + ub+ vb0 = 0. Donc Char(G) est isomorphe à Z3.
Si un des entiers a0, b0 est nul (resp. les deux), alors Char(G) est isomorphe à Z2 (resp. Z), et
on définit de même les caractères φs,t,u (resp. φs,t).
6.5 – Suites exactes canoniques
Elles sont utilisées dans 6.6 pour définir un morphisme V sα0β0 →M.
Lemme 6.6 : Soit ǫ ∈ V sαβ. Alors on a des suites exactes de fibrés vectoriels sur L
0 // A // OL(−1)⊗H
1(F ′ǫ(−1))
u // OL ⊗H
1(F ′ǫ) // 0,
0 // OL(−1)⊗H
1(F ′ǫ(−2))
v // OL ⊗H
1(F ′ǫ(−1)) // B(−1) // 0,
u et v étant les morphismes canoniques.
Démonstration. Pour définir u et v on remarque que H0(OL(1))∗ ⊂ H0(OP2(1)). Considérons
le complexe de Kronecker de F ′ǫ (cf. 2.6) :
K• : ∧2Q∗ ⊗H1(F ′ǫ(−2))
γ // Q∗ ⊗H1(F ′ǫ(−1))
ν // O ⊗H1(F ′ǫ).
Le morphisme de faisceaux γ est injectif, ν est surjectif, et F ′ǫ ≃ ker(ν)/ im(γ). De cette suite
exacte on déduit les suivantes sur Px
0 −→ p∗(∧2Q∗)⊗H1(F ′ǫ(−2)) −→ p
∗(Q∗)⊗H1(F ′ǫ(−1)) −→ p
∗(coker(γ)) −→ 0,
0 −→ p∗(F ′ǫ) −→ p
∗(coker(γ)) −→ O ⊗H1(F ′ǫ) −→ 0.
De la suite exacte 0→ q∗(A)→ p∗(F ′ǫ)→ q
∗(B)⊗ p∗(O(−1))→ 0 on déduit q∗(p∗(F ′ǫ)) ≃ A,
R1q∗(p
∗(F ′ǫ)) = 0. En prenant l’image directe sur L des suites exactes sur Px précédentes, on
obtient la suite exacte
0 −→ q∗(p
∗(F ′ǫ)) −→ q∗(p
∗(coker(γ))) −→ OL ⊗H
1(F ′ǫ) −→ 0,
et l’isomorphisme q∗(p∗(coker(γ))) ≃ O(−1)⊗H1(F ′ǫ(−1)). On en déduit la première suite
exacte du lemme 6.6. La seconde s’obtient de manière analogue. 
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On déduit du lemme 6.6 les isomorphismes canoniques
(5) H1(F ′ǫ(−2)) ≃ H
0(B(−2)), H1(F ′ǫ) ≃ H
1(A), H1(F ′ǫ(−1)) ≃ H
1(A(−1)) ≃ H0(B(−1)).
Notons qu’on peut les retrouver directement en partant de la suite exacte
0→ q∗(A)→ p∗(F ′ǫ)→ q
∗(B)⊗ p∗(O(−1))→ 0.
6.6 – Lien avec les complexes de Kronecker
Rappelons que M désigne la variété des complexes de Kronecker semi-stables associée à
M(r, c1, c2), Ms l’ouvert de M des complexes stables. Supposons que les complexes de Krone-
cker de M soient du type
∧2Q∗ ⊗H−1 −→ Q
∗ ⊗H0 −→ O ⊗H1 .
D’après (5) il existe des isomorphismes
H−1 ≃ H
0(B0(−2)), H0 ≃ H
0(B0(−1)), H1 ≃ H
1(A0)
définissant un morphisme Φ : V sα0β0 →Ms, associant à ǫ ∈ V
s
α0,β0
le complexe de Kronecker de
F ′ǫ , compte tenu des isomorphismes (5). Ce morphisme est compatible avec le morphisme de
groupes G→ GM défini par les isomorphismes (5), induisant
ψ : Char(GM) // Char(G)
λu.v,w
✤ // φ−w(k+1),−w(k+2).vk′+u(k′−1),v(k′+1)+uk′
(cf. 2.6.2, ceci si a0 et b0 sont non nuls, les autres cas étant analogues).
Lemme 6.7 – Soit χ le caractère de G défini par un générateur de l’idéal de Hα0β0 dans Vα0β0.
Alors le morphisme déduit de ψ, ψ0 : Char(GM)→ Char(G)/Zχ est surjectif.
Démonstration. On supposera que a0 et b0 sont non nuls, les autres cas étant analogues.
Soit f un générateur de l’idéal de Hα0β0 . On a alors pour tous g ∈ G et x ∈ Vα0β0 ,
f(gx) = χ(g)f(x). On reprend les notations de la démonstration du corollaire 6.3. La fonc-
tion ǫ 7→ det(Dǫ) est une puissance de f (à une constante multiplicative près). Le caractère
qui lui est associé est φ−k,−k−1,−k′,−k′−1. Il suffit de montrer que le morphisme déduit de ψ,
ψ′ : Char(GM)→ Char(G)/Zφ−k,−k−1,−k′,−k′−1 est surjectif. Avec les identifications déjà vues
de Char(GM) et Char(G) à des sous-groupes de Z3 et Z2 respectivement, on voit que le mor-
phisme
Char(GM)⊕ Z // Char(G)
(λ, n) ✤ // ψ(λ) + nφ−k,−k−1,−k′,−k′−1
provient de la matrice 
−k − 1 0 0 −k
−k − 2 0 0 −k − 1
0 k′ k′ − 1 −k′
0 k′ + 1 k′ −k′ − 1
 .
La surjectivité de ψ′ découle du fait que le déterminant de cette matrice est 1. Ceci démontre
le lemme 6.7. 
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6.7 – Étude de l’image de fα0β0
Posons X0 = im(fα0β0). D’après le lemme 6.1, fα0β0 est une submersion, donc X0 est un ouvert
de Ms(r, c1, c2).
Lemme 6.8 – Si M(r, c1, c2) n’est pas de hauteur nulle, on a O∗(X0) = C∗.
Démonstration. Soit α ∈ O∗(X0). Alors α0 = α ◦ fα0β0 une fonction régulière inversible G-
invariante sur V sα0β0 . Soit f un générateur de l’idéal de l’hypersurface Hα0β0 de Vα0β0 . D’après
les corollaires 6.3 et 6.5, on peut écrire α0 = δfn, avec δ ∈ C∗ et n un entier. Soit χ le caractère
de G associé à f (f(gx) = χ(g)f(x)). D’après la démonstration du lemme 6.7, χ est non trivial.
Le caractère associé à α0 est χn, donc χn = 1 puisque α0 est G-invariante, d’où n = 0. Donc α
est constante. Ceci démontre le lemme 6.8. 
Proposition 6.9 – Si M(r, c1, c2) n’est pas de hauteur nulle, il existe un isomorphisme cano-
nique Char(G)/Zχ→ Pic(X0), χ désignant le caractère de G défini par Hα0β0.
Lemme 6.10 – Soit U un ouvert de X0. Alors le morphisme canonique O(U)→ O(f
−1
α0β0
(U))G
est surjectif.
Démonstration. Soit X˜0 la variété des triplets (x0, u, v), avec x0 ∈ π−1(X0) ⊂M, u (resp.
v) étant un isomorphisme q∗(p∗(E)) ≃ A0 (resp. R1q∗(p∗(E(−1))) ≃ B0(−1)), E désignant
la cohomologie en degré 0 de x0. Sur X˜0 opèrent les groupes G et GM. La projection
X˜0 → π
−1(X0) est localement triviale : cela découle du fait que si V désigne la cohomologie
du complexe de Kronecker universel sur π−1(X0)× P2, il existe des trivialisations locales des
fibrés p0∗(Hom(p∗L(A0), X1)) et p0∗(Hom(p
∗
L(B0(−1)), X2)), p0 et pL désignant respectivement
les projections π−1(X0)× L→ π−1(X0) et π−1(X0)× L→ L, et X1 = (I × q)∗
(
(I × p)∗(V )
)
,
X2 = R
1(I × q)∗
(
(I × p)∗(V (−1))
)
. On a un diagramme commutatif
X˜0
p1 //
q1

π−1(X0)
π

V sα0β0
fα0β0 // X0
q1 associant à (x0, u, v) l’extension
0 // q∗(A0)
u≃

// p∗(E) // q∗(B0)⊗ p
∗(O(−1)) //
v≃

0
q∗(q∗(p
∗(E))) q∗(R1q∗(p
∗(E(−1))))(1)⊗ p∗(O(−1))
E désignant la cohomologie de x0 en degré 0. Soit φ une fonction régulière G-invariante sur
f−1α0β0(U). On en déduit une application φ : U → C. Il faut montrer qu’elle est régulière. Pour
cela, il suffit de prouver que φ ◦ π est régulière sur π−1(U) (car π est un bon quotient par GM,
cf. 2.6). Puisque p1 est localement triviale, il suffit de montrer que φ ◦ π ◦ p1 est régulière. Mais
on a φ ◦ π ◦ p1 = φ ◦ fα0β0 ◦ q1 = φ ◦ q1, donc φ ◦ π ◦ p1 est bien régulière. Ceci démontre le
lemme 6.10. 
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Démontrons maintenant la proposition 6.9. On définit d’abord un morphisme de groupes
θ : Pic(X0)→ Char(G)/Zχ. Soit L ∈ Pic(X0). Le fibré en droites f ∗α0β0(L) est trivial, et muni
d’une structure de G-fibré. À tout isomorphisme f ∗α0β0(L) ≃ OV sα0β0 on associe donc une struc-
ture de G-fibré sur OV s
α0β0
, c’est à dire un caractère de G. Ces structures de G-fibré diffèrent
d’un automorphisme de OV s
α0β0
, c’est à dire que les caractères qu’ils définissent forment une
classe d’équivalence modulo Zχ, qui est par définition θ(L). Il suffit maintenant de montrer que
θ est un isomorphisme.
On va voir d’abord que θ est surjectif. Soit η ∈ Char(G)/Zχ. On peut d’après le lemme 6.7
écrire η = ψ0(λ), avec λ ∈ Char(GM). Le caractère λ définit un fibré en droites L sur X0, et
θ(L) = η.
Montrons maintenant que θ est injectif. Soit L ∈ ker(θ). Un G-isomorphisme
h : f ∗α0β0(L)→ OV sα0β0
induit un isomorphisme de fibrés vectoriels “ensembliste” h : L→ OX0 .
Il faut montrer que c’est un isomorphisme algébrique. Soit U un ouvert de X0 tel qu’on ait
une trivialisation L|U ≃ OU . Alors h|U est défini par un élément G-invariant de O∗(fα0β0(U)).
D’après le lemme 6.8, h|U , qu’on peut voir comme une application U → C∗, est régulière. Ceci
montre que h est bien un isomorphisme algébrique. La proposition 6.9 est donc démontrée.
On démontre de même la
Proposition 6.11 – Si M(r, c1, c2) est de hauteur nulle, il existe un morphisme canonique
surjectif Char(G)/Zχ→ Pic(X0), χ désignant le caractère de G défini par Hα0β0.
6.8 – Démonstration de la proposition 4.1
6.8.1 – Rappelons que Ux désigne l’ouvert de Ms(r, c1, c2) correspondant aux fibrés vectoriels
dont la restriction à toute droite passant par x est rigide. Soit M0 l’ouvert de Ms(r, c1, c2)
correspondant aux faisceaux localement libres. Puisque r > 2, on a d’après la proposition (2.8)
de [7], codimMs(r,c1,c2)(Ms(r, c1, c2)\M0) ≥ 2. On démontrera dans le chapitre 7 la
Proposition 6.12 – Si c1 = 1− r ou −1, et r > 2, Ms(r, c1, c2)\Ux contient une unique hy-
persurface intègre K0. Le fibré en droite Λ0 associé à K0 appartient à l’image de πM.
Si 1− r < c1 < −1, on a d’après [5], codimM0(M0\Ux) ≥ 2. Examinons maintenant Ux. Rappe-
lons qu’on a
A0 = aO(k)⊕ a0O(k + 1), B0 = bO(k
′)⊕ b0O(k
′ + 1) .
avec a > 0, b > 0. Si a0 > 0 et b0 > 0, si A n’est pas isomorphe à A0, ou si B n’est pas isomorphe
à B0, on a dim(Ext
1(A,A)) + dim(Ext1(B,B)) ≥ 2, donc d’après le lemme 6.1, Ux étant la
réunion de tous les im(fαβ), on a codimUx(Ux\X0) ≥ 2 (avec X0 = im(fα0β0) comme dans 6.7).
Si a0 = 0 et a > 1, on note α1 le type de décomposition (k + 1, k, . . . , k, k − 1). Alors
K1 = im(fα1β0) est une hypersurface irréductible de Ux. Soit Λ1 le fibré en droites sur Ux associé
à K1.
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Si b0 = 0 et b > 1, on définit de même le type de décomposition β1, l’hypersurface irréductible
K2 de Ux et l’élément Λ2 de Pic(Ux) associé.
Si a0 = 0, a > 1 et si b0 > 0 ou b0 = 0, b = 1, on a codimUx(Ux\(X0 ∪K1)) ≥ 2.
Si b0 = 0, b > 1 et si a0 > 0, ou a0 = 0, a = 1, on a codimUx(Ux\(X0 ∪K2)) ≥ 2.
Enfin, si a0 = 0, a > 1, b0 = 0 et b > 1, on a codimUx(Ux\(X0 ∪K1 ∪K2)) ≥ 2.
6.8.2 – On démontrera plus loin les assertions suivantes : soit π′M le morphisme canonique
Char(GM)→ Pic(Ux). Alors
(i) Si a0 = 0, a > 1, on a Λ1 ∈ im(π′M).
(ii) Si b0 = 0, b > 1, on a Λ2 ∈ im(π′M).
Démontrons maintenant la proposition 4.1. La surjectivité de πM découle immédiatement de
(i), du lemme 6.7 et des propositions 6.9, 6.11, 6.12. Il reste à montrer que si M(r, c1, c2) n’est
pas de hauteur nulle, πM est un isomorphisme. Cela revient à prouver, πM étant surjectif, que
Pic(M0) contient un sous-groupe isomorphe à Z2.
Supposons que a0 > 0 et b0 > 0. Dans ce cas, Pic(X0) est isomorphe à Char(G)/Zχ, qui contient
un sous-groupe isomorphe à Z2, ainsi par conséquent que Pic(M0).
Supposons que a0 = 0, a > 1 et b0 > 0. Alors Pic(X0) ≃ Char(G)/Zχ, qui contient un sous-
groupe isomorphe à Z. Il suffit donc de montrer que le sous-groupe de Pic(Ux) engendré par Λ1
est sans torsion. Dans le cas contraire, on en déduirait une fonction régulière sur Ux s’annulant
précisément sur K1, et cette fonction induirait une fonction régulière inversible non constante
sur X0. Ceci est impossible d’après le lemme 6.8. Donc Pic(M0) contient bien un sous-groupe
isomorphe à Z2.
Le cas b0 = 0, b > 1 et a0 > 0 est analogue au précédent.
Si a0 = b0 = 0, a > 1 et b > 1, on procède comme dans les cas précédents, en considérant Λ1,
Λ2 et en utilisant le lemme 6.8.
Les cas où a = 1 ou b = 1 sont analogues. On utilise en plus Λ0 et la proposition 6.12.
6.9 – Étude de Λ1 et Λ2
On va démontrer les assertions (i) et (ii) de 6.8.2.
On utilise ici les résultats de 2.7. On ne démontrera que (i), (ii) étant analogue. Soit V la
cohomologie du complexe de Kronecker universel sur π−1(Ux)× P2. Comme dans le lemme 6.6
on a une suite exacte sur π−1(Ux)× L
0 −→ W −→ p∗L(OL(−1))⊗H−1 −→ O ⊗H0 −→ 0 ,
avec W = (I × q)∗
(
(I × p)∗(V )
)
, pL désignant la projection π−1(Ux)× L→ L. La sous-variété
π−1(K1) est précisément l’ensemble des points y tels que Wy ne soit pas rigide. Rappelons que
A0 = aOL(k). Par conséquent, Wy n’est pas rigide si et seulement si h0(Wy(−k − 1)) 6= 0. Il en
découle que π−1(K1) est le support du schéma de saut (cf. 2.7) Z = Z1(W ⊗ p∗L(OL(−k − 1))).
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On va montrer que π−1(K1) est intègre. On sait déjà que π−1(K1) est irréductible, et il suffit de
prouver que si y ∈ im(fα1β0), Z est lisse en y. Pour cela il suffit de montrer que l’application
canonique
ds : TyM−→ L(H
0(Wy(−k − 1)), H
1(Wy(−k − 1)))
est surjective. Mais ds est la composée du morphisme de déformation infinitésimale de Kodaïra-
Spencer ω : TyM→ Ext
1(Vy, Vy) et des morphismes canoniques
θ : Ext1(Vy, Vy) −→ Ext
1(Wy,Wy) ,
η : Ext1(Wy,Wy) −→ L(H
0(Wy(−k − 1)), H
1(Wy(−k − 1))) .
On sait que ω est surjectif, et θ aussi d’après le lemme 6.1. La surjectivité de η découle du
type de décomposition de Wy(−k − 1). Donc ds est surjective, et Z est lisse en y. On a donc
Z = π−1(K1). On a dans l’anneau de Chow de π−1(Ux)
[π−1(K1)] = π0!(−c1(W ⊗ p
∗
L(OL(−k − 1))))
(π0 désignant la projection M× L→M). On a une suite exacte
0 −→ W ⊗ p∗L(OL(−k − 1)) −→ p
∗
L(OL(−k − 2))⊗H1 −→ p
∗
L(OL(−k − 1))⊗H0 −→ 0
d’où on déduit immédiatement c1(W ⊗ p∗LO(−k − 1)) = 0 et [π
−1(K1)] = 0, ce qui entraine
la trivialité de π∗(Λ1). Ceci démontre (i).
7. Le cas c1 = −1, r > 2
On démontre ici la proposition 6.12. On ne traitera que le cas c1 = −1, et on donnera des
indications pour résoudre de même le cas c1 = 1− r.
7.1 – Préliminaires
Soit V la cohomologie du complexe de Kronecker universel sur Ms × P2. Soit M0 l’ouvert de
Ms(r,−1, c2) correspondant aux faisceaux localement libres. Puisque r > 2, on a
codimMs(r,−1,c2)(Ms(r,−1, c2)\M0) ≥ 2, et il suffit de démontrer la proposition 6.12 avec M0 à
la place de Ms(r,−1, c2). Soit M′s l’ouvert de π
−1(M0) constitué des points y tels que pour
toute droite ℓ de P2 passant par x on ait h1(Vy|ℓ) = 0.
Lemme 7.1 : On a codimMs(Ms\M
′
s) ≥ 2.
Démonstration. Il suffit de montrer que pour toute droite ℓ passant par x, la sous-variété fermée
Y de Ms constituée des y tels que h1(Vy|ℓ) > 0 est de codimension au moins 3. Pour cela, on
remarque que pour tout y ∈Ms, V|Ms×ℓ est une déformation complète de Vy|ℓ (cela découle du
fait que V est une déformation complète de Vy et de ce que l’application canonique
Ext1(Vy, Vy) −→ Ext
1(Vy|ℓ, Vy|ℓ)
est surjective, parce que Ext2(Vy, Vy(−1)) = {0}). Le lemme 7.1 découle du fait que si y ∈ Y ,
on a dim(Ext1(Vy|ℓ, Vy|ℓ)) ≥ 3. 
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SoitM′′s l’ouvert deM
′
s constitué des points y tels qu’il existe au plus une droite ℓ passant par
x lelle que Vy|ℓ ne soit pas rigide.
Lemme 7.2 : On a codimM′s(M
′
s\M
′′
s) ≥ 2.
Démonstration. Soient ℓ, ℓ′ des droites distinctes passant par x. Il suffit de montrer que la
sous-variété fermée Y de M′s constituée des y tels que Vy|ℓ et Vy|ℓ′ ne soient pas rigides est de
codimension au moins 4. Cela découle de la surjectivité de l’application canonique
Ext1(Vy, Vy) −→ Ext
1(Vy|ℓ, Vy|ℓ)⊕ Ext
1(Vy|ℓ′ , Vy|ℓ′)
et de ce que si Vy|ℓ n’est pas rigide, on a dim(Ext
1(Vy|ℓ, Vy|ℓ)) ≥ 2. La surjectivité de
l’application précédente se démontre comme dans le lemme 5.3, en utilisant le fait que
Ext2(Vy, Vy(−2)) = {0}. 
Soit U0 = π(M′′s). C’est un ouvert de M0, dont le complémentaire est de codimension au moins
2. Il suffit donc de prouver que K ′0 = U0\Ux est une hypersurface irréductible de U0, et que si
Λ′0 désigne le fibré en droites associé à K
′
0, Λ
′
0 est trivial sur π
−1(U0).
Soit X la sous-variété fermée de M′′s × L constituée des couples (y, ℓ) tels que Vy|ℓ ne soit
pas rigide. Le fibré Vy|ℓ n’est pas rigide si et seulement si h0(Vy|ℓ(−1)) 6= 0. Donc X est le
support du schéma de saut Z du fibré vectoriel W = (I × p)∗(V (−1)) sur M′′s × Px, (Px
désignant comme précédemment l’éclatement de P2 en x, M′′s × Px étant considéré comme un
fibré projectif sur M′′s × L). La projection p0 sur M
′′
s induit une bijection X → π
−1(K0). On
verra dans le paragraphe suivant que X est irréductible et de codimension 1. Montrons que Z
est lisse. Pour cela, il suffit de prouver que pour tout (y, ℓ) ∈ X, le morphisme canonique
d(y,ℓ) : T(y,ℓ)(M
′′
s × L) −→ L(H
0(Vy(−1)|ℓ), H
1(Vy(−1)|ℓ))
est surjectif. On va montrer que la restriction de d(y,ℓ) à Ty(M′′s) est surjective. Cette restric-
tion est le morphisme dy défini par la variété de saut du fibré vectoriel V (−1)|M′′s×ℓ. C’est à
un signe près la composée du morphisme de déformation infinitésimale de Kodaïra-Spencer
ω : Ty(M
′′
s)→ Ext
1(Vy, Vy) et des morphismes canoniques
θ : Ext1(Vy, Vy) −→ Ext
1(Vy|ℓ, Vy|ℓ) ,
η : Ext1(Vy|ℓ, Vy|ℓ) −→ L(H
0(Vy(−1))|ℓ, H
1(Vy(−1)|ℓ)) .
On sait déjà que ω est surjective, θ l’est car Ext2(Vy, Vy(−1)) = {0}, et η l’est à cause du type
de décomposition de Vy(−1)|ℓ. Donc dy est surjective et Z est lisse.
On a donc Z = X. La classe de X dans l’anneau de Chow deM′′s × L se calcule par la formule
de Porteous : [X] = c2(−π0!(W0)), π0 désignant la projection M′′s × Px →M
′′
s × L. Pour calcu-
ler c2(−π0!(W0)), on peut utiliser le complexe de Kronecker universel sur M′′s × P2. Son image
réciproque surM′′s × Px a pour cohomologie en degré 0 le faisceau W0 ⊗ p
∗
2(O(1)), p2 désignant
la projection M′′s × Px → P2. On en déduit immédiatement que les classes de Chern de π0!(W0)
proviennent de L (par la projection de M′′s × L sur L), et par conséquent c2(−π0!(W0)) = 0.
On a donc [X] = 0. Puisque p0 induit un isomorphisme birationnel X → π−1(K ′0), on a
[π−1(K ′0) = p0∗([X]) = 0, ce qui prouve que π
∗(Λ′0) est trivial et démontre la proposition 6.12.
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7.2 – Démonstration de l’irréductibilité de X
Il revient au même de prouver que π−1(K ′0) est irréductible et de codimension 1. Il suffit de
montrer que pour toute droite ℓ de P2, la sous-variété fermée Mℓ de M0 correspondant aux
fibrés dont la restriction à ℓ n’est pas rigide est irréductible et de codimension 2. D’après Brun-
Hirschowitz ([5]), Mℓ est équidimensionnelle et de codimension 2. Il reste à prouver que Mℓ est
irréductible. On utilisera les notations du chapitre précédent, avec les modifications suivantes :
on notera fxαβ au lieu de fαβ, V
x
αβ au lieu de Vαβ, etc., pour spécifier le point x, qui pourra
varier.
Lemme 7.3 : Soit M ′ℓ l’ouvert de Mℓ correspondant aux fibrés n’ayant qu’un nombre fini de
droites de saut. Alors M ′ℓ est dense dans Mℓ.
Démonstration. Soit ℓ′ une droite de P2 distincte de ℓ. Alors, si E est un fibré vectoriel de
Mℓ ∩Mℓ′ , le morphisme canonique
Ext1(E,E) −→ Ext1(E|ℓ, E|ℓ)⊕ Ext
1(E|ℓ′ , E|ℓ′)
est surjectif, comme on l’a déjà vu. Il en découle queMℓ ∩Mℓ′ est équidimensionnel de codimen-
sion 4 dans M0. Soit T la sous-variété de M0 × (P∗2\{ℓ}) constituée des couples (E, ℓ
′) tels que
E ∈Mℓ ∩Mℓ′ . D’après ce qui précède, on a dim(T ) = dim(Mℓ). Soit p : T →Mℓ la projection.
Le fermé Mℓ\M ′ℓ est l’ensemble des E ∈M0 tels que p
−1
M (E) soit de dimension au moins 1. Ce
fermé est de codimension au moins 3 dansM0, puisque dim(p
−1
M (Mℓ\M
′
ℓ) ≤ dim(T ) = dim(Mℓ).
Puisque Mℓ est équidimensionnel, M ′ℓ est dense dans Mℓ. Ceci démontre le lemme 7.3. 
Lemme 7.4 : Soit Y le complémentaire dans M0 de la réunion des ouverts im(f
y
α0β0
), y par-
courant P2. Soit M ′′ℓ = M
′
ℓ ∩ (M0\Y ). Alors M
′′
ℓ est dense dans M
′
ℓ.
Démonstration. Il suffit de montrer que Y ne contient aucune composante connexe de M ′ℓ, au-
trement dit que Y ∩M ′ℓ n’est pas de codimension 2 dans M0. La dimension de Y ∩M
′
ℓ′ est la
même pour toutes les droites ℓ′ de P2. Notons-la d. Soit Z la sous-variété de M0 × P∗2 consti-
tuée des (E, ℓ′) tels que E ∈M ′ℓ′ ∩ Y . Alors on a dim(Z) = d+ 2. Les fibres de la projection
Z →M0 sont finies et son image est contenue dans Y , donc d+ 2 ≤ dim(Y ) ≤ dim(M0)− 1,
d’où codimM0(Y ∩M
′
ℓ) ≥ 3, ce qui démontre le lemme 7.4. 
Il reste à montrer que M ′′ℓ est irréductible. Il suffit de montrer qu’il en est de même de toutes
les intersections de M ′′ℓ avec les ouverts im(f
y
α0β0
), y parcourant P2\ℓ. En effet, supposons cela
démontré, et que M ′′ℓ possède au moins deux composantes irréductibles Y1, Y2. Soit y1 (resp. y2)
un point de Y1\Y2 (resp. Y2\Y1). Il existe un point y de P2 tel que y1, y2 ∈ im(f
y
α0β0
), car les z ∈ P2
tels que y1 (resp. y2) soit dans im(f zα0β0) constituent un ouvert de P2. Alors M
′′
ℓ ∩ im(f
y
α0β0
)
n’est pas irréductible, contrairement à notre supposition.
Soit y ∈ P2\ℓ. Montrons que M ′′ℓ ∩ im(f
y
α0β0
) est irréductible. On note Fℓ la restriction à
V yα0β0 × ℓ du fibré extension universelle Fy sur V
y
α0β0
× Py. On va voir que pour tout ǫ ∈ V
y
α0β0
,
Fℓ est une déformation complète de Fℓǫ. Il en découle que la sous-variété fermée Y ′ de V
y
α0β0
des
ǫ tels que Fℓǫ ne soit pas rigide est équidimensionnel et de codimension 2. Il faut montrer que
Y ′ est irréductible. Pour cela, on remarque que puisque Y ′ est une sous-variété homogène, des
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composantes irréductibles éventuelles se coupent en une sous-variété de codimension au plus
4. Il suffit donc de trouver un ouvert Y ′0 de Y
′ tel que codimY ′(Y ′\Y ′0) ≥ 5, et qu’en chaque
point de Y ′0 ne passe qu’une seule composante irréductible de Y
′. L’ouvert Y ′0 est constitué des
points ǫ tels que Fℓǫ soit de type de décomposition (1, 0, . . . , 0,−1,−1) ou (1, 0, . . . , 0,−2). En
effet, si ǫ ∈ Y ′\Y ′0 , on a dim(Ext
1(Fℓǫ, Fℓǫ)) ≥ 5, donc codimY ′(Y ′\Y ′0) ≥ 5. D’autre part, Y
′
0
est lisse en les points ǫ tels que Fℓǫ soit de type (1, 0, . . . , 0,−1,−1), et il reste à montrer que Y ′0
est irréductible au voisinage des points ǫ tels que Fℓǫ soit de type (1, 0, · · · , 0,−2). Pour cela, il
suffit de trouver une déformation complète E de Oℓ(1)⊕ (r − 2)Oℓ ⊕Oℓ(−2), paramétrée par
une variété lisse S, telle que la sous-variété fermée S ′ des points s ∈ S tels que Es ne soit pas
rigide soit irréductible. C’est simplement la famille des extensions
0 −→ Oℓ(−2) −→ E0 −→ (r − 2)Oℓ ⊕Oℓ(1) −→ 0 .
Dans ce cas, on a S = H1(Oℓ(−3))⊕ Cr−2, et S ′ = Cr−2. Ceci prouve l’irréductibilité de Y ′.
Montrons maintenant que pour tout ǫ ∈ V yα0β0 , Fℓ est une déformation complète de Fℓǫ. Il
suffit de montrer que le morphisme canonique Ext1(F y, F y)→ Ext1(Fℓǫ, Fℓǫ) est surjectif. Cela
découle de l’égalité Ext2(F y, F y ⊗ p∗(O(−1))) = {0} : par dualité de Serre, on a
Ext2(F y, F y ⊗ p∗(O(−1))) ≃ Hom(F y, F y ⊗ p∗(O(1))⊗ ω)∗ ,
ω désignant le faisceau canonique sur Py. On a ω ≃ p∗(O(−2))⊗ q∗(O(−1)), donc
Hom(F y, F y ⊗ p∗(O(1))⊗ ω) = Hom(F y, F y ⊗ p∗(O(−1))⊗ q∗(O(−1))) = {0}, à cause du
type de décomposition générique de F y.
7.3 – Le cas c1 = 1− r
On procède de la même façon, mais cette fois, on s’intéresse aux fibrés E sur P2 pour lesquels
il existe une droite ℓ passant par x telle que h0(E|ℓ) “saute”.
8. Le cas r = 2
On démontre ici la proposition 4.1 dans le cas où r = 2.
8.1 – Le cas des variétés de hauteur nulle
Si M(2, c1, c2) est de hauteur nulle, on a c1 = 0 et c2 = 2. La variété M est un ouvert d’un
espace affine, donc Pic(M) = 0, et par conséquent πM : Char(GM)→ Pic(M) est surjective.
Ceci démontre la proposition 4.1. Dans toute la suite, on supposera que M(2, c1, c2) n’est pas
de hauteur nulle.
8.2 – La cas c1 = −1
Il existe sur M(2,−1, c2)× P2 un faisceau universel F , c’est à dire que pour tout
y ∈M(2,−1, c2), Fy est un faisceau semi-stable de rang 2, de classes de Chern −1, c2, dont le
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point de M(2,−1, c2) associé est y. D’après Strømme [25], Pic(M(2,−1, c2)) est engendré par
les fibrés en droites Li = det(R1p1∗(F ⊗ p∗2(O(−i)))), i = 0, 1, 2 (p1, p2 désignant les projections
M(2,−1, c2)× P2 →M(2,−1, c2) et M(2,−1, c2)× P2 → P2). Pour démontrer la proposition
4.1 on va prouver que les π∗(Li) sont triviaux, pour un choix convenable de F . Comme pré-
cédemment, V désigne la cohomologie en degré 0 du complexe de Kronecker universel sur
M× P2. Elle est munie de l’action évidente du groupe G1 = GL(H1)×GL(H0)×GL(H1).
Soient m ∈M et t ∈ C∗. Alors l’action de t(IH−1 , IH0 , IH1) sur Vm est l’homothétie de rapport
t. Il existe un caractère λ de G1 tel que pour tout t ∈ C∗ on ait λ(t(IH−1 , IH0 , IH1)) = 1/t
(parce que dim(H0)− dim(H−1) = 1). Soit Lλ le G1-fibré en droites sur M déduit de λ.
Soit p′1 :M× P2 →M la projection. Alors le sous-groupe C
∗ de G1 agit trivialement sur
V ′ = V ⊗ p′1
∗(Lλ), qui’ est donc muni d’une action de GM. Puisque π est un quotient géomé-
trique et que l’action de GM est libre, on peut “descendre” V ′ àM(2,−1, c2)× P2, et on obtient
ainsi un faisceau universel F . On a des isomorphismes canoniques π∗(Li) = det(Hi+1)⊗ Lλ,
i = 0, 1, 2, ce qui démontre que les π∗(Li) sont triviaux.
8.3 – Le cas c1 = 0
Soient p′1, p
′
2 les projections Ms × P2 →Ms et Ms × P2 → P2. Strømme [25] a montré que
si c2 est impair, on a Pic(Ms(2, 0, c2)) ≃ Z2. On va voir que c’est encore vrai si c2 est pair.
Soit M0 1’ouvert de Ms(2, 0, c2) correspondant aux faisceaux localement libres. Le Potier [17]
a montré que Pic(M0) ≃ Z, et O∗(M0) = C∗. D’autre part, la démonstration de Strømme de
l’irréductibilité de Ms(2, 0, c2)\M0 (première partie de la proposition (4.6) de [25]) est valable
même si c2 est pair, donc Ms(2, 0, c2)\M0 est une hypersurface irréductible. On a une suite
exacte
Z
i // Pic(Ms(2, 0, c2)) // Pic(M0) // 0,
le morphisme i associant à 1 le fibré en droites associé à Ms(2, 0, c2)\M0. Puisque
O∗(M0) = C
∗, i est injectif, donc on a Pic(Ms(2, 0, c2)) ≃ Z2. Il faut maintenant mon-
trer que πM : Char(GM)→ Pic(Ms(2, 0, c2)) est surjectif. Pour cela, on prouvera que
le faisceau d’idéaux de π−1(Ms(2, 0, c2)\M0) est trivial et que le morphisme canonique
π′′M : Char(GM)→ Pic(M0) est surjectif.
La première assertion se démontre comme la seconde partie de la proposition (4.6) de [25] : on
trouve une résolution de l’idéal I de Ms(2, 0, c2)\M0
0 −→ O ⊗H0 ⊗ L −→ OH
∗
−1 −→ I −→ 0,
où L est le G1-fibré en droites det(H1)−c2−1 ⊗ det(H0)2c2−1 ⊗ det(H1)c2 , avec
G1 = GL(H−1)×GL(H0)×GL(H1). On en déduit que I est trivial, d’où l’assertion. La suite
précédente est en fait une suite exacte de G1-fibrés vectoriels, I étant muni de l’action naturelle
de G1. On en déduit que le fibré en droites associé à Ms(2, 0, c2)\M0 provient du caractère
λc2+1,1−2c2,c2 de GM.
Démontrons la seconde assertion. Rappelons certains résultats de [17]. On prend pour H0 l’es-
pace vectoriel H∗−1 dual de H−1. Soit N la sous-variété fermée de π
−1(M0) des complexes (u, v)
tels que l’application linéaire H0(O(1))→ L(H−1, H∗−1) déduite de u soit à valeurs dans l’es-
pace S2H∗−1 des applications linéaires symétriques. On a alors π(N ) = M0. Le groupe réductif
G′ = (GL(H−1)×GL(H1))/{−1,+1} agit librement sur N de la façon suivante :(
(g1, g2), (u, v)
)
7→
(
(IQ∗ ⊗
t g−11 ) ◦ u ◦ (I∧2Q∗ ⊗ g
−1
1 ), g2 ◦ v ◦ (IQ∗ ⊗
t g1)
)
.
42 JEAN–MARC DRÉZET
L’inclusion N →M est compatible avec le morphisme de groupes
φ : G′ // GM
(g1, g2)
✤ // (g1,
tg−11 , g2).
La restriction de π à N est un bon quotient de N par G′ , et le morphisme canonique
Char(G′)→ Pic(M0) est surjectif. Le groupe Char(G′) est constitué des morphismes
ha,b : G
′ // C∗
(g1, g2)
✤ // det(g1)
a det(g2)
b
a et b étant des entiers tels que a+ b soit pair si c2 est impair. En fait, Le Potier montre que
φ induit un isomorphisme du sous-groupe G2 de Char(G′) des ha,b avec b = 0 sur Pic(M0). Le
morphisme de groupes φ induit
Φ : Char(GM) // Char(G
′)
λa,b,c
✤ // ha−b,c.
Le caractère de GM correspondant à π−1(Ms(2, 0, c2)\M0) est λc2+1,1−2c2,c2 , dont l’image dans
Char(G′) est h3c2,c2 . Ce caractère définit le fibré trivial sur M0, ainsi par conséquent que h3,1.
Il suffit donc de montrer que im(Φ) et h3,1 engendrent un sous-groupe de Char(G′) contenant
G2. Si c2 est impair, tout élément de G2 se met sous la forme h2a,0, a étant un entier. On a
h2a,0 = Φ(λa,−a,0). Si c2 est pair, tout élément de G2 se met sous la forme ha,0, a étant un entier.
Si a est pair, ha,0 ∈ im(Φ), comme précédemment. Si a est impair on a
ha,0 = (h3,1)
c2
2 Φ(λa−1−c2
2
,c2−
a+1
2
,−
c2
2
) .
Ceci achève la démonstration de la proposition 4.1.
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avec les modifications suivantes :
– Le lemme de descente de [26] est utilisé. La version originale utilisait une version moins
forte de ce lemme, avec plus de vérifications à effectuer. Les démonstrations sont de ce
fait simplifiées.
– Des lemmes préliminaires sur les matrices ont été rajoutés dans 5.2 (4.2 dans la version
originale) pour clarifier les démonstrations.
Il y a de plus quelques corrections d’erreurs mineures et des améliorations dans la rédaction et
la bibliographie.
Il existe une démonstration un peu différente des résultats de cet article dans
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Le Potier, J. Lectures on vector bundles. Translated by A. Maciocia. Cambridge Studies in Adv.
Math. 54, Cambridge Univ. Press (1997).
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