Semantic layout-based image synthesizing, which has benefited from the success of generative adversarial networks (GANs), has received a substantial amount of attention recently. How to enhance the synthesis image equality while maintaining the stochasticity of the GAN remains a challenge. We propose a novel denoising framework to handle this problem. The generation of overlapping objects is another challenging task when synthesizing images from a semantic layout to a realistic RGB photograph. To overcome this deficiency, we include a one-hot semantic label map to force the generator to pay more attention to the generation of overlapping objects. Furthermore, we improve the loss function of the discriminator by considering the perturbed loss and cascade layer loss to guide the generation process. We applied our methods to the Cityscapes, photo-sketch, day-night, facades, and NYU datasets to demonstrate the image generation ability of our model.
I. INTRODUCTION
Image-to-image translation has made much progress due to the success of image generation and synthesis. As a subtopic of research image translation, image-to-image translation tasks require a model to not only understand the image content but also convert the source image to a target image under certain rules. Many image processing problems, such as semantic segmentation and color restoration, etc. can be considered image-to-image work. Since Generative Adversarial Network (GAN) was presented by Goodfellow et al. [1] , GAN has proven to be very efficient at image generation and synthesizing tasks in many research fields [2] , [3] . Researchers have quickly shown that an extension of GAN can not only generate images from random noise [4] , but also synthesize an image under a specified condition [5] . Continuing this fast pace, research on image-to-image translation became popular due to the success of the conditional generative adversarial network (cGAN) [6] - [8] . The ability to build a model that can create realistic images based on some simple graphics (e.g., semantic layouts) is highly desirable. In fact, the substantial amount of work on GAN proves that GAN is a good candidate for handling image-to-image translation work. However GAN based models are still weak when implementing precise generation tasks. Organizing the translated image content precisely and enhancing the generated image equality remains a challenging. Taking Fig.1 as an example, creating realistic overlapping cars based solely on an adhesive semantic layout would be a challenging task. In order to achieve this goal, the image-to-image translation model should be smart enough to understand the relationship and the position of each car in the space domain. We therefore seek an algorithm that can learn to pay attention to the adhesive semantic layout between different objects.
In this paper, we propose a novel idea for generating realistic images from the semantic layout precisely. We take advantage of pix2pix, the Cascade Refinement Network (CRN) and Inception-ResNet to design our model [6] , [9] , [10] . The cascade layer loss from the CRN can efficiently control the content organization while the adversarial structure can generate realistic sharp samples. It is believed that the residual blocks can be used to build very deep neural networks [11] . The residual blocks can also help to alleviate situations in which the gradient vanishes or gradient explodes. We also consider the skip connection for the encoder-decoder network, which is derived from the U-net [12] . Specifically, we add skip connections between the convolution layers before residual blocks and the deconvolution layers after the residual blocks to allow low-level information flow between neural networks.
To generate the complex objects precisely, we compute the instance map of complex objects (such as the cars in the Cityscapes [13] and the furniture in the NYU [14] datasets) from the semantic layouts. In addition, we concatenate the instance car map with the raw semantic layout to provide additional information to our model. Inspired by InfoGAN [15] , we develop a denoising framework by adding some auxiliary random noise to the input images. Our model will attempt to remove the noise during the generation process and synthesize a clear image. This operation can enhance the model stochasticity and increase the robustness in the image generation stage.
To further improve the generation, we follow the perturbed loss defined by Denton et al. [16] . The perturbed loss can improve the ability of the discriminator and push the generator to create more realistic images. The details of our framework are displayed in Fig. 2 . In this paper we make the following contributions:
• We develop a new framework to include residual blocks, cascade layer loss and perturbed loss to synthesize images from a semantic layout to a realistic RGB image.
• We develop a denoising process to enhance the model stochasticity and increase the robustness in the imageto-image translation stage.
• To generate complex objects precisely, we include an instance map to force the generator to focus on the confusing parts and improve the final generation performance.
II. RELATED WORK A. RESIDUAL NETWORKS
Residual networks, which are developed by He et al. [11] , have proven to be efficient in image classification tasks. Some computer vision tasks, such as image translation and image editing also use residual blocks as a strong feature representation architecture [17] . Residual networks are neural
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Let y i−1 and y i denote the input and output of the ith residual block separately, where f i is a sequence of convolutions, with batch normalization [18] , and with Rectified Linear Units (ReLU) as nonlinearities. The shortcut connections can transmit gradients and propagated errors in very deep neural networks. The residual networks had made much success in image classification [11] and super resolution [19] .
Researchers have proven the powerful efficiency of residual blocks and we adopt them as one part of our network.
B. IMAGE-TO-IMAGE TRANSLATION
There exists a large body of work on supervised representation learning. Early methods were based on stacked autoencoders or restricted Boltzman machines [20] . Researchers have used pairwise supervision to achieve image feature representations using the auto-encoders [21] , [22] . In addition, image-to-image translation problems are often regarded as feature representations and feature matching work. Some researchers have used variational autoencoder (VAE) [23] to model images and learn the sample distribution [24] . These researchers have already taken significant steps in computer vision tasks, while deep convolution neural networks (CNNs) have become the common workhorse behind a wide variety of image processing problems. For style translation, Gatys et al. [25] applied a VGG-16 network to extract the features. Other methods based on CNNs use deep neural networks to capture feature representations of images and apply them to other images [26] , [27] . They attempt to capture the feature spaces of scattering networks and proposed the use of features extracted from a pre-trained VGG network instead of low-level pixel-wise error measures [28] . Conditional generative adversarial networks (cGANs) for image-to-image translation have made a substantial amount of progress recently [7] , [24] , [29] . Researchers have combined adversarial training and feature representation to translate images [30] .
C. GANs
Generative adversarial networks (GANs) [1] aim to map the real image distribution by forcing the synthesized samples to be indistinguishable from natural images. The discriminator attempt to differentiate synthesized images from real images, while the generator aims to generate plausible images as much as possible to fool the discriminator. The adversarial loss has been a popular choice for many image-to-image tasks [31] - [34] .
Recent research related to GANs has mostly been based on the work of DCGAN (deep convolutional generative adversarial network) [3] . DCGAN has been proven to learn good feature representation from image pixels in many research studies. In addition, the deep architecture has shown fantastic effectiveness at synthesizing plausible images in adversarial networks. Additionally conditional generative adversarial networks (cGAN), which were developed in [5] , offer a solution to generate images with auxiliary information. Previous studies have conditioned GANs on discrete labels, text [35] and images. The application of conditional GANs on image processing includes the inpainting [36] , image manipulation guided by user constraints [37] , future frame prediction [38] , and other tasks. Researchers have applied adversarial training to image-to-image translation, in which the images from one domain are used as inputs to obtain translated images from another domain [6] , [39] - [41] . The recent famous method for image-to-image translation using GANs is pix2pix [6] ,which operates in a conditional setting. It consists of a generator G and a discriminator D. For an image translation task, the objective of the generator G is to translate the input images to plausible images in another domain, while the discriminator D aims to distinguish real images from the translated images. The supervised framework can build a mapping function between different domains. Toward the stable training of the GAN, the Wasserstein generative adversarial network (WGAN) [42] replace Jensen-Shannon divergence by the Wasserstein distance as the optimization metric, and recently some other researchers have improved the training using the gradient penalty method [43] . Many researchers have leveraged adversarial training for image-to-image translation, which aims to build a mapping function between different domains using given image pairs or unpaired data. In addition, the semi-supervised methods using adversarial loss have been proven [7] , [29] , [30] , [41] , [44] , [45] .
III. PROPOSED METHODS
In this paper, we use residual blocks and convolution neural networks as the generators. Inspired by U-net, we use the skip connections between feature maps in the generator to build the deep generator network. The residual block can help alleviate the gradient vanishing and gradient explosion problems. To generate more photorealistic images and balance the training, we have added some noise to the input images and found that the noise can help to improve the ability of the generator.
A. ARCHITECTURE OF OUR MODELS
As described in Fig. 2 , we use three convolution-Batchnorm-ReLu [18] to obtain smaller size feature maps, and then, we use nine residual blocks to capture the feature representations. Following these residual blocks, we use two deconvolution layers to obtain high resolution images. We use the Batchnorm layers and Leaky ReLU after both the convolution operation and deconvolution layers. The final outputs have been normalized from -1 to 1 using the Tanh activation to generate 256 × 256 image outputs. We build the skip connections between the convolution layers and deconvolution layers to allow low-level information transmission. Such a network requires that all information flow passes through all of the layers, including the bottleneck.
All of the filters in the convolutions have kernel size 4 and stride 2. The residual blocks use kernel size 3 and stride 1. To learn the difference between the fake and real components, we add the perturbed loss as a regularization scheme. Fig. 2 shows the architecture of our model. Let k4n64s2 denote that the convolution layer has 64 convolution filters with a kernel size 4 and stride 2.
We use the Adam optimizer of the learning rate 0.0002 for both the discriminator and generator. All of the experiments take 200 epochs. Following the pix2pix method, we apply random jittering by resizing the 256 × 256 input images to 286×286 and randomly cropping them back to size 256×256. The number parameters of in our model is approximately one fourth that of pix2pix and one eighth that of Cascade Refinement Network (CRN). We use fewer parameters to obtain better results.
B. PERTURBED LOSS
The original GAN loss is expressed as
Let x denote the semantic input, and z denote the noise. As a result of concatenating the input image and the generated images in Fig. 2, D(x, G(x, z) )) shows the predicted output of the discriminator. Ideally D(x, y) = 1 and D(x, G(x, z))) = 0 where G(x) denotes the generated samples. To make the discriminator more competitive, we use the perturbed training to improve the generations. 
Wherex represents the mixture of the synthesized fake image G(x, z) and the target image y. Only a portion ofx is from the target image. Additionally, α is a random number from 0 to 1 that follows a uniform distribution. Here, we can regardx as a perturbed sample. The object of a perturbed samplex indicates that we changed the output of the generated sample in a desired way. We add this perturbed loss to improve the training of GANs and the quality of the synthesized samples. We compute the perturbed loss L p . The L p computes the distance between the fake images and target images and encourage the discriminator to distinguish different components of the mixed images. This can help to improve the ability of discriminator to distinguish the fake images.
C. NOISY ADDING AND ONE-HOT INSTANCE MAP
Gaussian noise z is usually used in traditional GANs as an input to the generator [1] , [3] . As mentioned in Isola et al.'s work [6] , how to enhance the stochasticity of their pix2pix method is an important question. We increase the stochasticity of our model by adding Gaussian noise to the input images. In addition, we found the additional noise can actually help the generator synthesize images stably, and we have performed experiments using various standard deviations to determine the influence of the noise. As mentioned in Fig. 1 , it is challenging to create a realistic image based on only a semantic label map while the cars are overlapping. We compute the instance map of the cars from the semantic input and concatenate them as the final input. We hope that this operation can force our generator to focus on the boundary and structure information of the overlapping objects. First, we extracted the car segmentation scene and made the background black. Fig. 3 shows how we obtained the instance map from the semantic labeled images and how we added the noise. Please note that we also concatenated the instance map and the fake images for the discriminator. 
D. CASCADE LAYER LOSS
To make the synthesized images more clear and perform better, we considered Chen and Koltun work [9] and included an extra pre-trained VGG-19 network called the CRN to provide the cascade loss in our hybrid discriminator. The details of the cascade loss are described in Fig. 2 . The feature maps of the convolutional networks can express some important information in the images. The CRN can provide extra criteria for our model to distinguish real images from fake samples. The cascade loss is considered to be a measurement of similarity between the target and the output images. We initialize the network with the weights and bias of the pre-trained VGG network on the Imagenet dataset [46] . Each layer of the network will provide a cascade loss between the real target images and the synthesized images. We use the first five convolutional layers as a component of our discriminator.
Following the definition mentioned in Eq. 5, here y denotes the target image and (G(x, z) ) is the image produced by the generator G; θ is the parameters of the generator G; and n is the cascade response in the n th level in the CRN. We choose the first 5 convolutional layers in VGG-19 to calculate the cascade loss. Thus we have N = 5. Please note that the loss L cascade (θ) mentioned in Eq. 5 is only used to train the parameter θ of the generator G. The CRN is a pre-trained network. The weights of the CRN will not be changed while we train the generator G. The parameter λ n controls the influence of the cascade loss in the n th layer of CRN.
The cascade loss can provide the ability to measure the similarity between the output and the target images under N different scales and enhance the ability of the discriminator. It is believed that the cascade loss from the higher layers controls the global structure; the loss from the lower layers controls the local details during the generation. Thus, the generator should provide better synthesized images to cheat the hybrid discriminator and finally improve the synthesized image quality.
E. OBJECTIVE
The goal is to learn a generator distribution over data y that matches the real data distribution P data by transforming an observed input semantic image x ∼ P data (x) and a random Gaussian noise z ∼ P(z) into a sample G(x, z). This generator is trained by playing against an adversarial discriminator D that aims to distinguish between the generated samples from the true data distribution (a real image pair {x, y}) and the generator's distribution (a synthesized image pair {x, G(x, z)}). As mentioned in Isola et al.'s work [6] , location information is very important when synthesizing images. Thus we still use the L1 loss to the objective in our network to force the generator to synthesize images while considering the details of the small parts.
The L1 loss is the fundamental loss of our generator which guarantees the image-to-image generation abilities. Our final objective is
Where L l1 represents the real-fake L1 loss, and γ , σ and θ are hyper parameters that balance our training. We use a greedy search to optimize the hyper parameters with γ = 100, θ = 1, σ = 1 in our experiments.
IV. EXPERIMENTS
To validate our methods, we conduct extensive quantitative and qualitative evaluations on Cityscapes, Facades [47] and NYU datasets [14] , which contain sufficient object variations and are widely used for image-to-image translation analysis.
We choose the contemporaneous approach (pix2pix) as the baseline [6] , and we also compare our model with CRN [9] , which is also a state-of-the-art method on the image-to-image generation task. In addition, other methods for image-toimage methods such as (CycleGAN and DualGAN) are also used in our experiments. The results from the five compared methods are generated using the code and models released by their authors. Following their methods, we use 400 images of the Facades dataset for training and 100 for testing. On the image-to-image tasks, we use some image quality scores (R-MSE, SSIM, MSE and P-NSR) to evaluate the generations of the methods used. For the supervised translation method, the output images with lower R-MSE and MSE are better while images with higher P-NSR and higher SSIM are better. Based on [48] , the inception score is a good measure to evaluate the synthesized image quality, and it correlates well with human evaluation. Thus we compute the inception score of the synthesized images using different methods.
A. NYU DATASET, DAY-NIGHT DATASET AND FACADES DATASET
To test the generative ability of our model, we use the RGB images from the NYU dataset [14] and obtain the semantic layouts from Ivaneck's work [49] . One challenge on this dataset is that the sematic labels are quite limited. In this dataset, the semantic layouts contain only five different classes (furniture, structure, prop, floor and boardlines). Note that different types of objects can be labeled the same class (e.g., beds and bookshelves are both labeled ''furniture''). In this way, we obtained 795 five-category semantic images from the training dataset of the raw NYU dataset [14] , and 700 for training, with 95 for testing. In this case, it is difficult for the generator to organize the contents and generate plausible results. We regard this task as a challenging task for this one-to-many translation. Thus, we compute the instance map of these objects and concatenate the instance map with the semantic layouts, which can provide our generator with more information and force the model to pay attention to the overlapping objects in Fig. 4 .
The experimental results in Fig. 4 show that the picture generated by pix2pix performs well on generating some FIGURE 4. Generation results with an indoor image from the NYU dataset [14] . The images in the second row are local enlarged images from images generated by Pix2pix [6] , CRN [9] , CycleGAN [7] , DualGAN [29] and our method in the first row. The red box and blue boxes show different details of the images.
simple content, such as the floor and wooden furniture. However pix2pix fails to generate books on the bookshelf. The CRN method fails to generate images with enough details. The CycleGAN and DualGAN methods generate images with the correct layouts and color but without detailed information such as books and shelves, as shown in Fig. 4 . The details of the small parts in the generated images of the two methods are blurry. Although the image-to-image tasks can be considered a one-to-many problem, we still measure four types of image quality scores on these three methods for reference. Table 1 shows the evaluation results of the three methods. The CRN is better at generating images without structure errors. For this reason, the CRN has a higher SSIM score. Compared with the pix2pix method, we have a higher SSIM and lower MSE error. Our methods have better results than the other four methods. For the NYU dataset, we compute the inception score of the different methods. The sixth column in Table 1 show the inception score of different methods. Our method has the highest score among the five methods. We evaluate the effectiveness of the perturbed loss L p on both the NYU and Facades datasets. As Figs. 5 and 6 show, the perturbed loss can actually reduce the blur parts and help the generator to create more plausible images with more detailed information. On the other hand, we evaluate the performance of the denoising process in Fig. 7 . The results in Fig. 7 show that the proper noise can help alleviate this phenomenon. We also evaluate the effectiveness of the noise in the NYU dataset in Fig. 8 and the effectiveness of the instance map in Fig. 9 . Proper noisy inputs make the generation process more robustly, and the synthesized image with an instance map appears clearer. We also evaluate the cascade layer loss for our model. Fig. 10 shows the compared results on the NYU dataset. The generations without cascade layer loss are blurry and the color blocks are dirty and wrong. We also evaluate this loss in the Facades dataset, and we can see the results in Fig. 11 . We did not compute the instance map for the Facades dataset because that this dataset is easy and does not have the complex objects. In addition to the two datasets, we compared our method with CycleGAN, DualGAN and pix2pix in the Day-night dataset, which has 90 paired images for training and 10 for testing. Fig. 12 shows the results of the four methods. The outputs of CycleGAN lack the details of the objects and appear to be not photorealistic. The outputs of pix2pix and DualGAN are slightly blurry and have some color blocks. Because the number of images is small, we did not compute the inception score and the other four evaluation metrics. Our method successfully emulates the translation from day to night while preserving the texture information of the input images. 
B. CITYSCAPES DATASET AND SKETCH DATASET
The cityscapes dataset contains 20 different types of objects and have various scenes. The overlapping objects, such as cars in the semantic layouts are difficult for our generator to synthesize. As described in Fig. 13 , although models such as pix2pix can synthesize a clear image, such generated images often contain errors, especially close to the boundary of two different objects (e.g., two neighboring cars). The results generated from CRN are basically correct but lack the details of the small objects, and the generated objects are blurry. The methods CycleGAN and DualGAN fail to generate images with clear boundaries and plausible small parts such as cars and buildings. The generated images of DualGAN have many dirty color blocks in the red boxes, while the images generated by CycleGAN lack local information. With the help of the cascade layer loss, perturbed loss and the instance map, the images generated by our model contain correct and clear objects. We also evaluate the image equality scores on the cityscape dataset. The results in Table 2 show that both our method and CycleGAN have high inception scores. However our method has higher P-SNR and SSIM, and lower MSE and R-MSE than CycleGAN. This dataset contains 2975 images and we use 2675 for training and the others for testing. The perturbed loss L p can improve the image generation in some way. Fig. 14 shows the results when we explore the effectiveness of the L p .It can be seen that using the perturbed loss can generate images with more details and the generation became sharper than cases without using perturbed loss. Table 3 also shows the evaluation results with the four evaluation metrics. The perturbed loss allows the adversarial network to train longer efficiently. For this reason, the model with perturbed loss leads to a lower MSE error and obtain better generations. The L p can help to improve the ability of the discriminator in distinguishing the fake component from the real sample distribution. Thus, it can generate more plausible results.
In addotion, we also consider checking the extra cascade layer loss L c . Thus, we design the contrast experiments to show the effectiveness of this loss. Fig. 15 shows the experimental results. As this figure shows, the results using the cascade layer loss could be clearer. This loss could provide hierarchy constraints for the generator. The higher-layer feature maps can carry on interpretation information for this image-to-image translation. From Table 3 , L c can help the model to generate images with higher SSIM and lower MSE error. This loss can force the generator to generate images while considering small parts as well as matching the representations of fake images and real images in high-level space.
The effect of the instance map Ins. is also evaluated in our experiment in Table 3 . To further validate that our car instance map Ins. can improve the generation results, we show some examples in Fig. 16 . The additional car instance map can provide our generator with more information and force the discriminator to concentrate on the car objects. It is easy to determine that inputs with the car instance map lead to more plausible results. The results in Table 3 also demonstrate this point.
To explore the effectiveness of the noisy input, we evaluate how the denoising process can improve the generation results. Fig. 17 shows some experiment results. We find that models trained with appropriate Gaussian noise (e.g., Gaussian noise with a deviation of 0.1) generate more plausible images as well as a better inception score. However, if the noise is larger (e.g., Gaussian noise with a deviation of 0.4), the outputs become worse. To determine the approximate noisy input, we compare the synthesized images under different scales of noisy inputs. Table 3 shows some image equality scores under different conditions on the Cityscapes dataset. Let Z0 denote the results obtained without noisy inputs, and Z0.1 means inputs with Gaussian noise N (0, 0.1). Comparing the Z0 and Z0.1 line, the improvement from the approximate noise can be seen. We have performed experiments using five different deviations of noisy input. Comparing the six line outputs for noise, we conclude that the approximate noisy input can help improve the generation while large deviation noise (0.2 and 0.4) have a bad effect on our methods. And the denoising process can improve the robustness of our model as well as generate better images. However, when the noise is too large, the results become worse than the results without adding noise.
Considering that we used multiple improvements, we evaluate some combinations of these methods on the Cityscapes dataset. Table 3 shows the evaluation results. We find that our framework performs well when we mix Gaussian random noise with standard deviation 0.1 rather than other noisy inputs. The image generation results can be further improved when we consider the perturbed loss L p , the cascade loss L c and the instance map. We find that we can obtain better results by hybridizing these methods together. We evaluate our final method on the Cityscapes dataset with L c , L p , car instance map and Gaussian noise with a standard deviation 0.1, and we thereby achieved the highest P-SNR, SSIM and inception scores as well as the lowest MSE and R-MSE scores.
To further explore the ability of the proposed method, we also evaluated our methods in the Photo-sketch dataset [51] , [52] . Following DualGAN, we used 995 images for training and 199 for testing. In this task, we did not compare the results using the CRN method because the CRN method is applied for translating image semantics to real images only. Table 4 shows the evaluation results of the different methods. Our methods have better results than the other three methods (a higher inception score and lower MSE error). Fig. 18 shows the generated images with different methods. The nose and mouth are highlighted by red boxes. Our methods successfully achieve the style translation between photo and sketch. The output of Pix2pix has artifacts and appears blurry. In addition, the outputs of CycleGAN and DualGAN fail to emulate the style translation from photo to sketch. In these experiments, we also evaluated the effectiveness of the perturbed loss, instance map, noisy input and cascade loss respectively. Table 5 shows the results of our experiments. Comparing the evaluation outputs of using different noisy inputs (Z0, Z0.1, Z0.2 and so on), the inception score of Z0.1 is improved by approximately 0.2 compared with the case of Z0. Thus, proper noisy input can actually improve the image translation results in our model. In addition, the L p row shows the evaluation output using the perturbed loss. At the same time, we evaluate the efficiency of the two different losses. The perturbed loss (L p ) and the cascade layer FIGURE 19 . We extract the facial key points and the edge information of the important facial parts such as the eyes and mouth as the instance map using Stasm [50] . We regard the output as the instance map. loss (L c ) reduce the MSE error and improve the inception score. We can see the improvement of L p and L c from Fig. 20 method. In this task, considering the difficulty in the different organ generations, we extract the facial key points and the edge information of the important facial parts, such as the eyes and mouth, as the instance map using Stasm [50] . Fig. 19 shows how we obtain our instance map in the Photo-sketch dataset. We can conclude that the instance map can help our model to improve the image translation results by checking the row of L p + L c + Z 0.1 and the last row in Table 5 . The combination of these methods (Z0.1, L p , L c and Ins) obtain the best resulting performance.
V. CONCLUSION
In this paper, we propose a new architecture based on GAN to achieve image translation between two different domains. We introduce a denoising image-to-image framework to improve the image generation process and increase the robustness of our model. We use an instance map to force the generator to concentrate on the overlapping objects, to achieve better generation performance. The perturbed loss and the cascade loss can improve the content organizing ability of the generator. Experimental results show that our method outperforms other state-of-the-art image-to-image translation methods in semantic image based photo synthesis, day-to-night translation and photo-to-sketch generation tasks. Specially, our method performs well on complex objects generation tasks with the help of instance map.
Although our model can achieve plausible image-to-image translation tasks among contemporaneous methods, a gap still exists between the real images and the synthesized images. Overall, the key of image-to-image translation is how to teach the model to comprehend the relationship among the various objects. On this point, we use cascade layer loss to control the image structure information at different scales. We also use a denoising process and the perturbed loss to improve the robustness and model the invariability in the sample distribution. However, these approaches are still not adequate to obtain a realistic synthesized image. It is still a challenge to achieve a pixel-level translation. We need the discriminator to be smarter to guide the generation process. This goal requires the model to achieve not only feature matching but also the global information extracting. We leave these objectives for our future work.
