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Dans le domaine de la conquête spatiale, la technologie liée au dimensionnement du bouclier
thermique d’une capsule spatiale se révèle l’ingrédient essentiel de la rentrée atmosphérique. En
effet, lorsqu’un module d’exploration est envoyé à la découverte d’une planète, il va subir un
échauffement aérodynamique intense lors de sa rentrée dans l’atmosphère de cette planète (vi-
tesse de rentrée supérieure à 5 km.s−1). Le frottement de l’air va permettre à la sonde de ralentir
ce qui va entraîner une conversion de l’énergie cinétique en énergie thermique. Ceci conduit à une
augmentation brutale de la température du matériau pouvant atteindre 4000 K. Afin de garantir
l’intégrité de la structure, des matériaux ablatables sont utilisés pour absorber en grande partie
le flux thermique par diverses réactions physico-chimiques. Seuls les matériaux composites ther-
mostructuraux de type Carbone/Carbone (C/C) sont retenus pour la composition du bouclier
thermique car ils présentent une très bonne tenue mécanique à haute température et résistent à
l’ablation. Ces réactions chimiques (oxydation, sublimation) à la surface du matériau vont en-
traîner une disparition de matière et par conséquent, une diminution de l’épaisseur du bouclier.
Cette récession va avoir plusieurs conséquences sur l’interaction entre l’écoulement du fluide et
l’évolution structurelle de la surface, notamment sur le vol de la capsule et sur les échanges
pariétaux de masse et de chaleur qui vont augmenter lors du passage laminaire/turbulent. Les
essais expérimentaux en laboratoire permettent de reproduire partiellement les conditions de
rentrée atmosphérique. Néanmoins, la caractérisation du flux thermique et de l’évolution struc-
turelle des matériaux ablatés peuvent être réalisées par ces installations. Ces études ont mis en
évidence la création d’une rugosité microscopique à la surface du bouclier en régime turbulent,
tandis qu’en régime laminaire, la surface de ce même matériau peut être considérée comme lisse
tout au long de l’essai. De plus, la turbulence amplifie les échanges thermiques à la paroi et fa-
vorise donc le phénomène d’ablation avec le recul de la paroi. La turbulence joue un rôle majeur
dans la formation des rugosités qui reste à définir.
La conception du bouclier thermique est une contrainte forte pour le poids du module spatial.
La connaissance de l’évolution du matériau au cours de son ablation et de son interaction avec
le milieu fluide est nécessaire au dimensionnement correct de l’épaisseur de la protection ther-
mique. Cette compréhension débute par l’examen de l’état de surface du matériau en fonction
de l’écoulement à l’échelle microscopique afin de pouvoir remonter aux échelles supérieures. Les
couplages forts entre le matériau et l’écoulement interviennent sur une plage d’échelle très large




L’étude de l’ablation a déjà fait l’objet de nombreux travaux et de modèles. La plupart de ces
études se focalisent sur les échanges de masse et de chaleur dans la partie fluide. La monographie
de Duffa sur l’ablation [16] brosse un aperçu non exhaustif des modèles existants. La surface sur
laquelle est basée la plupart de ces modèles est une surface plane fixe au cours du temps. La
formation de rugosités et la caractérisation des états de surface ablatée mise en évidence par des
essais expérimentaux en laboratoire sont prises en compte au travers de modèles de turbulence,
par exemple avec lois de paroi -Puigt [46]- dans lesquels la rugosité est supposée fixe. Des études
fines modélisant les échanges entre un écoulement et la réaction d’ablation à la plus petite échelle
de la turbulence existent mais restent confidentielles. Notamment, Artal [1] a proposé une étude
sur l’ablation du col de tuyères d’Ariane V grâce à un code de simulation numérique directe.
Malheureusement ses travaux ne seront ouverts qu’à partir de 2015. Nous avons pu cependant
obtenir quelques informations concernant le traitement de la réaction d’ablation à la paroi : la
récession du matériau a été négligée devant la taille du domaine de calcul et il n’y a pas de suivi
explicite de la paroi au cours de la simulation.
Les premières études concernant l’évolution de la paroi en fonction de la réaction d’ablation
au cours du temps proviennent des travaux de Vignoles et al. [17] qui proposent un modèle
analytique 2D de prédiction de l’état de surface soumis au phénomène de réaction-diffusion.
Cependant, la prise en compte des caractéristiques de l’écoulement sur le bouclier thermique
n’est pas retenue. Plus récemment, les travaux de Aspa [2] et Lachaud [24] proposent des études
complètes sur l’ablation dans les cols de tuyères avec un suivi de la récession sur des maté-
riaux hétérogènes et une approche multi-échelle de l’ablation. Ils ont permis de proposer des
modèles d’ablation analytiques à chaque échelle du matériau composite C/C. Mais ces études
se concentrent uniquement sur le transfert thermique et massique de l’ablation et l’interaction
avec un écoulement n’est pas envisagée.
A l’issue de ces études, il apparaît nécessaire de prendre en compte l’évolution explicite de la
formation de la rugosité afin de proposer par la suite une meilleure optimisation du dimension-
nement du bouclier thermique.
Objectif de la thèse
Comme nous venons de le voir, de nombreuses études et modèles offrent une description
complète de l’ablation des matériaux composites C/C et de l’effet de la rugosité sur l’écoule-
ment. Malheureusement, la description de l’évolution structurelle du matériau au cours de la
rentrée atmosphérique est très peu représentée en fonction de l’écoulement. Le but de notre
étude est donc de construire un modèle d’ablation où apparaissent les couplages résultant de
l’écoulement du fluide et de la récession du matériau ablaté. Il s’agit à terme de mieux com-
prendre l’influence des paramètres de la turbulence sur la formation des rugosités à la surface
des matériaux ablatables pour la plus petite échelle de la turbulence. Pour cela, un premier
modèle d’ablation regroupant les principales caractéristiques de l’écoulement et de la physique
de la rentrée atmosphérique est mis au point afin de caractériser l’état de surface d’un maté-
riau ablatable sans résolution des équations de la mécanique des fluides. Ce modèle est ensuite
implanté dans un code numérique dédié permettant de simuler les états de surface uniquement
par le phénomène de réaction-diffusion. Puis, un modèle plus complet basé sur les équations de
Navier-Stokes couplé à la réaction d’ablation est ajouté dans un code de simulation numérique
directe. L’outil numérique réalisant cette étude va nous permettre de :
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– Suivre la récession et la topologie du matériau au cours du temps,
– Caractériser l’évolution de l’écoulement à la plus petite échelle de la turbulence.
Présentation du mémoire
Le dimensionnement de l’épaisseur du bouclier thermique d’une capsule spatiale fait inter-
venir une multiplicité de phénomènes et de couplages forts à différentes échelles. Aucun modèle
n’est capable de couvrir la totalité de la physique de la rentrée atmosphérique. Il est nécessaire
de passer par une approche multi-échelle afin de construire des modèles de plus en plus complets.
Le mémoire est structuré en trois parties. Une première partie de ce mémoire est ainsi consacrée
à l’étude des phénomènes physico-chimiques rencontrés au cours de la rentrée atmosphérique
avec un aperçu sur les régimes d’écoulement que la capsule traverse lors de sa descente dans
l’atmosphère. L’analyse de ces données permet de dégager le couplage et l’échelle de l’interaction
fluide/structure à considérer. Ceci permet de définir un premier modèle d’état de surface d’un
matériau ablatable par le phénomène de réaction-diffusion dans lequel les caractéristiques de
l’écoulement sont prises en compte par la définition d’un coefficient effectif. Dans le chapitre
suivant, nous définissons dans ce modèle le couplage fort entre l’équation de diffusion de l’espèce
sublimée et la récession de la paroi. L’écriture des équations aérothermochimiques permet de
classer les différentes échelles de temps et d’espace qui composent un écoulement turbulent afin
de sélectionner la méthode de simulation de la turbulence pour notre étude. Ce choix va nous
permettre de coupler la résolution d’un écoulement turbulent avec l’ablation.
La deuxième partie du mémoire est consacrée au développement et à la validation des outils
numériques élaborés pour effectuer les simulations des modèles définis précédemment. Ainsi, le
chapitre 4 reprend la création d’un code numérique spécifique utilisant la méthode Level-Set
pour le suivi de la surface avec l’équation de diffusion de l’espèce sublimée. De plus, une pré-
sentation des principales étapes de validation sur des cas tests de la littérature est réalisée. Les
chapitres 5 et 6 présentent en détails les modifications apportées au code de simulation numé-
rique directe afin de réaliser l’interaction forte fluide/structure, notamment grâce à la mise en
place d’une transformation conforme exacte. Ce développement original permet une étude de la
déformation de l’état de surface du matériau ablatable tout en préservant la précision de l’outil
numérique.
Dans une troisième partie, les outils et approches développés sont appliqués à un matériau
ablatable homogène. Ainsi, le chapitre 7 est consacré à la simulation 3D de l’état de surface
par réaction-diffusion. Ce cas a mis en évidence une morphologie similaire à celle observée sur
les matériaux ablatés. De plus, le modèle analytique nous donne une évaluation du coefficient
d’accommodation nécessaire au calcul du flux de sublimation. Dans le dernier chapitre, nous








Aspects physiques des phénomènes
pariétaux en rentrée atmosphérique
Ce chapitre présente les principaux phénomènes physico-chimiques que rencontre le bouclier
thermique d’une capsule spatiale lors de la rentrée atmosphérique (phase durant laquelle la sonde
rentre dans l’atmosphère). Cette étape permet à la capsule de ralentir et s’accompagne d’un fort
échauffement aérodynamique. Afin de garantir l’intégrité de la structure, des matériaux ablatables
sont employés pour absorber une grande partie de la chaleur produite. Le dimensionnement du
bouclier thermique joue ainsi un rôle essentiel pour la réussite de la mission. Nous allons décrire
les interactions entre l’écoulement et la dégradation du matériau pour des échelles allant de la
taille de la sonde à la structure microscopique du bouclier afin de dégager la multitude des
échelles et des couplages présents.
1.1 Contexte
Dans les années 50, la conquête spatiale est devenue une priorité pour les deux grandes na-
tions de l’époque : les États-Unis et l’Union Soviétique. Le projet d’un vol habité est apparu
comme un véritable challenge pour la communauté scientifique. De nos jours, la collaboration
internationale a comme ambition d’explorer les différentes planètes composant notre système
solaire. Cette exploration planétaire s’effectue par l’envoi de sondes orbitales capable de déter-
miner la composition de l’atmosphère et de cartographier la surface de la planète. De plus, des
modules sont envoyés à sa surface afin d’analyser le sol et de rapporter des échantillons de roches
pour permettre de mieux comprendre les planètes, les astéroïdes, les comètes, etc.
Ainsi très rapidement, la technologie de la rentrée atmosphérique est présentée comme l’ingré-
dient essentiel à la conquête spatiale. La conception du bouclier thermique est une contrainte
pour le poids du module car elle limite le matériel d’analyse embarqué et les échantillons qui
seront prélevés. Le rôle du bouclier thermique est d’assurer la protection de la sonde grâce à
l’évacuation de l’échauffement aérodynamique par réactions chimiques lors de la phase de rentrée
atmosphérique. L’épaisseur de la protection doit être suffisante pour jouer parfaitement son rôle
et permettre d’avoir une charge utile la plus importante.
Le 19 octobre 1989, la NASA a lancé à partir de la navette Atlantis la sonde Galiléo destinée à
l’exploration de Jupiter. Une fois en orbite autour de la planète, la capsule a largué un module
de 335 kg qui a plongé dans l’atmosphère de Jupiter. Cette rentrée atmosphérique a été qualifiée
comme la rentrée la plus difficile. La sonde est entrée dans l’atmosphère de Jupiter à une vitesse
de 47.4 km.s−1. La température derrière le choc a atteint 16 000 K et le flux thermique a dépassé
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FIG. 1.1 – Bouclier thermique de la sonde Galiléo [25]
150MW.m−2. Durant sa rentrée, 26% de sa masse initiale a été vaporisée en approximativement
70 s (cf Fig. 1.1). En comparaison, une rentrée martienne s’effectue typiquement à 6 km.s−1.
La densité de l’atmosphère est 1/70 fois celle de la Terre et le flux thermique n’excède pas 4
MW.m−2. Par exemple, le bouclier thermique de la sonde MARS Pathfinder a reçu un flux ther-
mique de 1.06 MW.m−2. La rentrée sur la planète Vénus qui possède une atmosphère similaire
à Mars, dont la densité est 70 fois supérieure à la densité de l’atmosphère terrestre, connaît des
vitesses de 10 km.s−1 avec un flux thermique de l’ordre de plusieurs millions de W.m−2.
Ces conditions sévères de rentrée atmosphérique vont s’accompagner de nombreux échanges
d’énergie (thermique, cinétique, etc.) et de masse entre l’écoulement et la protection thermique.
1.2 Aperçu sur les différents régimes d’écoulement en rentrée
atmosphérique
Au cours de la rentrée atmosphérique, la sonde spatiale est confrontée à différents régimes
d’écoulements. Ils sont caractérisés en fonction du nombre de MachMa, rapport de la vitesse du
véhicule sur la vitesse du son. Lorsque ce nombre atteint une valeur supérieure à 1, l’écoulement
est dit supersonique. Au-delà de Ma>5, l’écoulement est hypersonique. Tout au long de sa
trajectoire de rentrée, la sonde spatiale va décélérer pour passer du domaine hypersonique au
domaine supersonique, puis transonique (0.8 < Ma < 1.2) et enfin subsonique (Ma < 1) avant
d’atteindre une vitesse d’approche réduite.
Lors de sa phase de descente, la sonde traverse des couches de gaz de densité très différentes.
Ainsi, pour une rentrée terrestre, la pression de l’air à 90 km d’altitude est 400 000 fois plus faible
que celle au niveau de la mer, alors qu’elle en vaut 1/8 à 30 km d’altitude. Lors de la traversée
de ces diverses couches de densité, une onde de choc incurvée et détachée va se créer devant le
bouclier thermique (cf Fig.1.2). Le gaz traversant l’onde de choc est ralenti sur une distance de
l’ordre de quelques libres parcours moyen λ (distance moyenne parcourue par une molécule entre
deux chocs) et transfère ainsi une partie de son énergie cinétique sur les modes d’énergie interne
des composants du gaz (mode de translation, mode de rotation, mode électronique). Une grande
partie de l’énergie cinétique est transformée en énergie thermique. Des réactions chimiques de
type dissociation ou ionisation peuvent intervenir dans ce processus physique.
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FIG. 1.2 – Écoulement autour de la maquette Apollo à Mach=2.2
Le classement des différents régimes d’écoulement s’effectue à l’aide du nombre de Knudsen qui
est un nombre adimensionné défini par le rapport entre le libre parcours moyen moléculaire λ




A chaque couche de densité de gaz traversée correspond une modélisation physique bien spéci-
fique :
– Pour des altitudes supérieures à 120 km, le régime d’écoulement est dit régime moléculaire
libre, les collisions sont trop faibles pour qu’il soit possible de décrire le système par les
équations de Navier-Stokes classiques. L’écoulement est régi par les équations de Boltz-
mann sans terme collisionnel. Un tel régime est généralement caractérisé par un nombre
de Knudsen Kn>10. Le milieu est peu contraignant en termes de pression et de flux
thermique.
– Entre 100 et 120 km d’altitude, l’écoulement est modélisé par la théorie cinétique des gaz,
caractérisé par un nombre de Knudsen compris entre 1 et 10. Les équations de Boltzmann
complètes sont utilisées et le régime est dit alors moléculaire. Au fur et à mesure de la
descente, la densité et le flux de particules augmente également.
– Peu à peu, le nombre d’atomes et de molécules atteint une valeur telle que le milieu peut
être considéré comme continu sauf dans les régions à forts gradients comme en proche
paroi. Dans ces zones, la longueur caractéristique de l’écoulement reste faible devant le
libre parcours moyen (couche de Knudsen). Le régime est alors transitionnel et le nombre
de Knudsen est compris entre 10−2<Kn<1.
– Pour des altitudes inférieures à 80 km, la fréquence de collisions devient très élevée (1011
collisions par seconde) et est caractérisée par un nombre de Knudsen inférieur à 10−2. Le
régime devient continu et il est représenté par les équations de Navier-Stokes. A partir
de cette altitude, l’ablation du bouclier thermique intervient. De plus, pour des altitudes
comprises entre 80 km et 30 km l’écoulement autour de l’engin spatial est plutôt laminaire.
Puis pour des altitudes inférieures à 30 km, l’écoulement devient turbulent.
Pour notre étude, nous allons nous concentrer sur des altitudes de rentrée inférieures à 30 km
où l’ablation et la turbulence coexistent. Nous nous plaçons ainsi dans le domaine d’application
du régime continu pour la résolution des équations de la mécanique des fluides.
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FIG. 1.3 – Régimes d’écoulement en rentrée atmosphérique
1.3 Les interactions physico-chimiques entre le fluide et le bou-
clier thermique en milieu continu
A ces grandes vitesses, l’écoulement du fluide autour du véhicule spatial se situe dans le
régime hypersonique et une onde de choc détachée se crée devant le bouclier thermique. Dans
la zone située derrière ce choc, les températures et le flux de chaleur que reçoit la protection
sont à leur maximum. Notamment les transferts au sein de la couche limite (d’une grandeur de
quelques µm à quelques mm) sont importants car l’énergie cinétique est transformée en énergie
thermique sous l’effet de la dissipation visqueuse. Pour contenir cet échauffement, le bouclier
thermique des sondes spatiales est réalisé en matériaux composites thermostructuraux de type
Carbone/Carbone (C/C) [12]. Ces matériaux sont retenus en raison de leur tenue mécanique à
haute température, de leur basse densité et de leur résistance à l’ablation. Néanmoins, la résine
composant le matériau va se pyrolyser sous l’impact du flux thermique. Les gaz chauds créés,
essentiellement des résidus carbonés, vont se propager jusqu’à la surface et seront injectés dans
la couche limite. Une modélisation du transfert de masse et de chaleur à travers le bouclier
thermique des gaz issus de la pyrolyse est proposé par Preux [48]. La réaction de pyrolyse est un
processus endothermique qui utilise une partie de l’énergie thermique pour transformer le solide
en gaz, ce qui va réduire l’échauffement. De même, l’injection des gaz de pyrolyse dans la couche
limite a pour effet de réduire le flux convectif. D’autre part, des réactions chimiques entre la
couche limite et la surface vont consommer le matériau ce qui va entraîner une récession de la
paroi. Ces réactions d’ablation sont soit endothermiques dans le cas de la vaporisation ou de la
sublimation, soit exothermiques pour l’oxydation. Suivant le régime des réactions et la diffusion
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des espèces chimiques au travers de la couche limite, l’impact sur le flux thermique que reçoit
le bouclier ne sera pas identique.
Par ailleurs, le bouclier thermique peut également subir une érosion mécanique lorsqu’il va tra-
verser des nuages chargés de particules. Par exemple, pour une rentrée atmosphérique martienne
[8], ces particules sont des poussières d’oxyde de fer, d’argile, ou à base de silice. Elles vont per-
turber l’écoulement et le flux thermique à la paroi [7].

























FIG. 1.4 – Résumé des phénomènes physiques associés aux transferts pariétaux
1.3.1 Les réactions chimiques
L’écoulement et le bouclier thermique sont le siège d’une activité chimique intense. Deux
familles de réactions ont lieu :
– les réactions homogènes qui se déroulent dans la même phase,
– les réactions hétérogènes faisant intervenir les phases solide et gazeuse.
Parmi les réactions hétérogènes, nous pouvons considérer les réactions suivantes :
• les réactions d’ablation : oxydation et sublimation,
• l’injection des gaz issus de la pyrolyse,
• la recombinaison catalytique de O2 et de N2,
• la recombinaison des ions et des électrons.
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Le schéma (1.5) résume toutes les réactions chimiques qui ont lieu en surface et au coeur du
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vitesse injection : vw
(Joxi + Jsub ) + J pyro = wvw
FIG. 1.5 – Résumé des phénomènes physico-chimiques
Au cours du temps, le carbone constitutif de la protection thermique réagit avec les molécules
du milieu fluide, ce qui dégrade le matériau, tandis que les recombinaisons catalytiques se dé-
roulent à bilan de masse nul. De plus, ces réactions sont exothermiques et ont un impact sur le
réchauffement de la surface du matériau.
1.3.2 Notions de déséquilibre chimique
Lors de la traversée du choc détaché, le fluide se trouve brusquement ralenti sur une distance
de l’ordre du libre parcours moyen. Il en résulte un transfert très important de l’énergie cinétique
sur les différents modes d’énergies de la particule. On conçoit aisément que la montée en tem-
pérature va engendrer une activité chimique intense : dissociation des molécules, ionisation des
atomes et molécules, échanges d’atomes entre molécules, etc. Tous ces mécanismes sont décrits
par la cinétique chimique qui modélise les effets des collisions réactives entre particules, c’est-à-
dire l’évolution du taux de production/destruction des espèces chimiques dans le mélange.
Lorsque les grandeurs thermodynamiques varient, le système tend à évoluer vers sa nouvelle
valeur d’équilibre sans forcément l’atteindre. En effet, l’évolution des espèces chimiques est dé-
finie par un temps caractéristique τc qui représente le temps mis par le système pour atteindre
l’équilibre. On parle aussi de temps de relaxation chimique. Parallèlement, on peut définir un
temps caractéristique de l’écoulement τf , temps mis par une particule fluide pour parcourir une
distance caractéristique L du problème de diffusion. On appelle aussi ce temps : temps de transit
de la particule fluide par diffusion.
Dans ces conditions, on distingue trois types d’écoulement suivant les temps caractéristiques du
fluide :
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. τf « τc : Le temps de transit est très petit devant le temps de relaxation chimique. Par
exemple, après la traversée d’un choc, une telle valeur signifie que les collisions ne sont
pas suffisantes pour faire évoluer le système vers son état d’équilibre : l’écoulement est dit
figé et la composition chimique ne change pas. Ce type d’écoulement se rencontre lorsque
le milieu est raréfié.
. τf ≈ τc : Le temps de transit par diffusion est du même ordre de grandeur que le temps
de relaxation chimique. Le système évolue vers son état d’équilibre local, sans jamais
l’atteindre. On parle de déséquilibre chimique. Les écoulements à moyenne et à haute
altitude sont caractéristiques de ce déséquilibre.
. τc « τf : Le temps de transit est très grand devant le temps de relaxation chimique. Les
collisions sont suffisantes pour que le système atteigne l’état d’équilibre local. On dit que
l’écoulement est à l’équilibre chimique.
1.3.3 Les réactions homogènes
Le modèle le plus simple pour une atmosphère terrestre, en l’absence d’ablation apportant
des produits carbonés et pour une température inférieure à 10 000K (Cf [41] par exemple), est
composé de deux éléments (N,O) et de 5 espèces : N2, O2, NO, O et N . Entre 2500K et 4000K,
le dioxygène commence à se dissocier en atomes d’oxygène. Des recombinaisons de monoxyde
d’azote (NO) apparaissent. A partir de 4000K, le diazote commence à son tour à se dissocier
ainsi que le monoxyde d’azote. Ces principales réactions chimiques sont données dans le tableau
(1.1). L’espèce chimique nommée Mi est un catalyseur de la i-ème réaction chimique. Il est
formé de l’une des espèces ou d’une combinaison des espèces présentes : N2, O2, NO, O ou N .
Il disparaît dans le bilan global, son rôle étant de favoriser la réaction chimique.
Réaction 1 O2 + M1 ⇐⇒ 2O + M1
Réaction 2 N2 + M2 ⇐⇒ 2N + M2
Réaction 3 NO + M3 ⇐⇒ N + O + M3
Réaction 4 NO + O ⇐⇒ N + O2
Réaction 5 N2 + O ⇐⇒ NO + N
TAB. 1.1 – Réactions chimiques
M1, M2, M3 sont des catalyseurs fonctions des 5 espèces chimiques :
M1 = N2 + O2 + NO + 5 N + 5 O
M2 = N2 + 7 O2 + 7 NO + 30 N + 30 O
M3 = N2 + O2 + 22 NO + 22 N + 22 O
TAB. 1.2 – Catalyseurs
Pour des températures supérieures à 9 000K, le gaz devient un plasma partiellement ionisé
composé de N , O mais également de O+, NO+, N+ et d’électrons libres.
Un modèle d’atmosphère plus ou moins sophistiqué existe pour chaque planète explorée.
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1.3.4 Les réactions de catalycité
Lorsque la paroi est limitée au rôle de catalyseur, elle ne subit aucune modification de son
état de surface. Dans ce cas, elle va favoriser la recombinaison des atomes gazeux à sa surface.
Cette recombinaison qui a lieu au niveau de la paroi est responsable d’un dégagement d’énergie
de recombinaison qui entraîne un échauffement à la paroi et augmente ainsi les flux thermiques
pariétaux.
Le processus de catalyse se décompose principalement en trois grandes étapes à l’échelle molé-
culaire :
– L’adsorption des atomes gazeux,
– La désorption de la molécule ou de l’atome adsorbé,
– Les réactions de recombinaison : recombinaison de Eley Rideal et recombinaison de Lang-
muir Hinshelwood.
L’adsorption est un phénomène fortement lié à l’état de surface du matériau, notamment la
présence de sites libres et de la température. On peut distinguer deux types d’adsorption :
la physisorption et la chimisorption. La physisorption correspond à l’adsorption d’un atome à
la surface par l’intermédiaire de forces de Van der Walls. Cette réaction a peu de chance de
se dérouler à hautes températures. Dans le cas de la rentrée, nous allons préférentiellement
rencontrer la chimisorption qui correspond à l’adsorption d’un atome gazeux à la surface du
matériau par la création d’une liaison forte. L’équation bilan de l’adsorption s’écrit :
A+ Site
 AS (1.2)
où AS représente un atome adsorbé sur un site de la surface, A représente un atome de la phase
gazeuse et Site est un site libre de la surface du matériau.
La désorption consiste en la libération d’un atome de la surface lorsque la température est assez
élevée. L’équation bilan de la désorption est :
AS 
 A+ Site (1.3)
Enfin, les deux principaux mécanismes de recombinaison sont le mécanisme de Eley Rideal
et le mécanisme de Langmuir Hinshelwood. Dans le premier cas, la recombinaison se fait entre
un atome adsorbé et un atome de la phase gazeuse. Dans le second cas, deux atomes adsorbés
se recombinent pour donner une molécule gazeuse.
L’équation bilan d’une recombinaison de Eley Rideal s’écrit :
AS +A
 A2 + Site (1.4)
où A2 représente une molécule libérée dans la phase gazeuse.
L’équation bilan de la recombinaison de Langmuir Hinshelwood est de la forme :
AS +BS 
 AB + 2Site (1.5)
Pour plus de détails, la thèse [43] reprend les mécanismes de catalycité. Par ailleurs, une mo-
nographie du Von Karman Institute [11] propose un éventail des réactions catalytiques passant
de la chimie moléculaire à la simulation d’écoulement sur paroi catalytique.
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FIG. 1.6 – Réactions de catalycité
1.3.5 Les réactions d’ablation
En général, le processus d’ablation est un processus compliqué. Une vaste littérature existe
sur la chimie du carbone et une variété de modèles pour prendre en compte ces réactions est
proposée [16], [40], [71]. Les modèles d’ablation décrivent l’ensemble des phénomènes physico-
chimiques concourant à la disparition de matière en surface du matériau. Ils prennent en compte
les phénomènes de diffusion dans la couche limite (oxygène) et les produits chimiques formés à
la paroi. La diffusion joue un rôle extrêmement important puisqu’elle limite les taux de réaction
à la surface, notamment pour l’oxygène, suivant le régime de température.
Le processus d’ablation est décomposé en deux parties : oxydation et sublimation.
Réaction d’oxydation du carbone : Le premier mécanisme rencontré est la réaction d’oxy-
dation entre le matériau et l’air qui conduit à la formation d’un nouveau composé : le monoxyde
de carbone (CO) (cf Fig. 1.7).
2C(s) +O2 −→ 2CO (1.6)
FIG. 1.7 – Réaction d’oxydation du carbone
Pour une température T < 1000K, l’ablation est contrôlée principalement par la cinétique des
réactions d’oxydation à la paroi. Cependant les réactions d’oxydation sont trop lentes pour brûler
tout l’oxygène qui diffuse de la frontière extérieure de la couche limite vers la paroi. Dans ce
régime, le débit d’ablation m˙oxi est une fonction croissante de la température de paroi.
Pour 1000K < T < 2500K, l’ablation est limitée par la diffusion de l’oxygène vers la paroi.
Tout l’oxygène qui diffuse vers la paroi est consommé immédiatement par le carbone. Le débit
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d’ablation reste constant alors que la température croît. La figure (1.8) représente le débit
massique d’ablation réduit en fonction de la température pour des pressions différentes. A des
températures plus élevées, le dioxygène va se dissocier pour donner deux atomes d’oxygène. La
réaction d’oxydation se déroulera avec l’oxydant O.
FIG. 1.8 – Débit d’ablation en fonction de la température [34]
Réaction de sublimation du carbone : A très haute température (T > 3000 K), l’oxyde de
carbone réagit avec l’azote pour former des espèces CN , C2N2, etc. En même temps, le carbone
se sublime en créant une multitude d’espèces Cα (pour α compris entre 1 et 5) (cf Fig. 1.9).
nC(s) −→ Cn (1.7)
FIG. 1.9 – Réaction de sublimation du Carbone
Ces interactions vont avoir plusieurs conséquences sur la conception du bouclier. Elles vont
modifier l’état de surface du bouclier thermique ce qui augmentera les contraintes pariétales.
Lors du vol de la sonde, la déformation du bouclier doit être prise en compte afin de corriger la
trajectoire de rentrée.
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Pour toutes ces raisons et leurs conséquences sur la sonde, il est nécessaire de pouvoir caractériser
l’évolution de la structure du matériau et de connaître son impact sur l’écoulement.
1.4 Essais expérimentaux
Pour connaître l’évolution structurelle du bouclier thermique au cours du temps, nous pou-
vons avoir recours à des essais en laboratoire.
Afin de reproduire les conditions de rentrée atmosphérique et notamment l’ablation de la
protection en carbone, il est nécessaire de recréer l’interaction de l’écoulement avec le matériau.
Pour cela, il faut disposer d’une souﬄerie chaude à jet continu.
(a) Générateur jet de plasma de l’AEDC (b) Expérience au Von Karman Institute
FIG. 1.10 – Expérience de jet de plasma
Le moyen traditionnellement utilisé est le ‘jet de plasma’ (cf Fig. 1.10 (a)). Ce moyen est une
souﬄerie dans laquelle l’air, ou tout autre gaz d’étude, est chauffé par l’intermédiaire d’un arc
électrique continu. Sur la figure (1.10 (b)), un échantillon de tuile en carbone est positionné
pendant quelques secondes en sortie de tuyère pour recevoir le gaz chauffé et ainsi recréer
l’échauffement aérodynamique. Malgré les fortes puissances installées, il n’est pas possible de
reproduire parfaitement toutes les conditions de vol. Il est nécessaire de faire un choix parmi les
paramètres à reconstituer et donc de n’accepter qu’une représentation partielle de l’essai. On
choisit généralement d’être représentatif en pression et en flux de chaleur, ce qui permet d’avoir
des écoulements laminaires ou turbulents. Dans tous les cas, les vitesses d’ablation obtenues sont
ainsi voisines de celles d’une rentrée.
La figure (1.11) représente deux essais de jet de plasma à deux régimes d’écoulement différents
d’un graphite polycristallin.
En régime laminaire (cf Fig. 1.11 a), l’état de surface du matériau est à l’image de la constitution
du graphite avec une hauteur de rugosité inférieure à 2 µm. En régime turbulent(cf Fig. 1.11
b), ce même matériau présente un état de surface tourmentée avec une rugosité non négligeable
selon l’échelle de Nikuradse [53], la valeur de la hauteur de rugosité à partir de laquelle une
surface n’est plus considérée comme hydrauliquement lisse étant comprise entre 3 µm et 25 µm.
A l’issue de ces deux essais, nous pouvons conclure que la turbulence joue un rôle sur la forma-
tion des rugosités. Tout l’enjeu de ces travaux est de caractériser l’interaction de l’écoulement
turbulent sur la taille et la structure des rugosités apparaissant à la surface du bouclier ther-
mique.
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(a) En régime laminaire
(b) En régime turbulent
FIG. 1.11 – État de surface d’un graphite polycristallin
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1.5 Effets de la rugosité
Les rugosités présentes à la surface d’un matériau ablatable vont également jouer un rôle
fondamental sur les échanges de masse et de chaleur. Nikuradse a déjà mis en évidence ex-
périmentalement dans les années 30, l’augmentation d’échange de quantité de mouvement et
d’énergie dans la couche limite pour des écoulements en conduite dont les parois avaient été
frottées par de la toile émeri [35]. En ce qui concerne une capsule spatiale, les effets de la
rugosité sont multiples :
• déclenchement de la transition laminaire-turbulent à cause des tourbillons créés à l’échelle
locale,
• augmentation des échanges de masse et d’énergie,
• augmentation de la traînée d’un corps par création d’une composante de pression parallèle
à la surface du matériau,
• création d’un couple de roulis lié, comme la traînée, à la composante de la pression.
Des résultats expérimentaux issus du programme PANT pour PAssive Nosetip Technology
[70] ont démontré une augmentation du flux de chaleur pariétal jusqu’à 300 % pour des rugosités
de 90 µm (cf Fig. (1.12)).
FIG. 1.12 – Influence de la rugosité sur le flux thermique pour les écoulements turbulents, figure
extraite de [70]
Il est donc important de bien caractériser l’état de rugosité du matériau et sa formation afin
de proposer un modèle permettant d’évaluer les échanges entre ce matériau et l’écoulement
turbulent.
1.6 Conclusion
Pour dimensionner correctement le bouclier thermique d’une sonde spatiale, il est nécessaire
de comprendre l’interaction entre l’écoulement turbulent et le matériau ablatable. La multiplicité
des phénomènes mis en jeu fait que plusieurs échelles différentes coexistent.
Pour le matériau, les échelles à faire intervenir sont :
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– l’échelle de la rugosité, ' 50 µm,
– l’échelle de la structure, ' 1− 10 m.
Concernant l’écoulement turbulent ces échelles sont :
– la plus petite échelle de turbulence (échelle de Kolmogorov) ' 10 µm,
– l’échelle de la hauteur de la couche limite, ' 3− 10 mm,
– l’échelle de Nikuradse, ' 3− 10 µm.
Afin de pouvoir construire des modèles d’ablation permettant d’évaluer précisément les échanges
entre la paroi et le fluide avec une évolution structurelle de la surface, nous adoptons une
approche multi-échelle. Nous allons, ainsi, nous concentrer sur le couplage de la plus petite
échelle de la turbulence avec l’échelle de la rugosité afin comprendre l’interaction fluide/structure
mise en évidence par les essais expérimentaux. Pour cela, nous allons, tout d’abord, reprendre
les réactions chimiques hétérogènes afin d’écrire les conditions aux limites permettant la prise
en compte de l’ablation. Puis, nous construirons un modèle de prédiction de l’état de surface
par réaction-diffusion.
Chapitre 2
Modélisation de l’état de surface
d’un matériau ablatable
Ce chapitre a pour but d’établir un modèle permettant la prédiction de l’état de surface d’un
matériau ablatable sans la résolution d’écoulement afin de reproduire les surfaces observées par le
jet de plasma. Pour cela, nous allons décrire les principales réactions hétérogènes pour finalement
écrire les conditions aux limites de l’ablation du matériau par sublimation du carbone. Enfin,
en nous appuyant sur des travaux ayant permis l’écriture analytique de la vitesse de récession,
nous construirons un modèle 3D de réaction-diffusion couplant la diffusion de l’espèce sublimée
à la récession de la paroi.
2.1 Description des réactions d’ablation
Les réactions d’ablation sont de deux types :
– la réaction d’oxydation du carbone,
– la réaction de sublimation.
2.1.1 La réaction d’oxydation
La masse ablatée m˙oxi par unité de surface et de temps est proportionnelle à la pression
partielle de dioxygène (O2) notée pO2 . Ce flux massique est donné grâce à la loi d’Arrhenius :
m˙oxi = A exp(−TA
T
) pO2 (2.1)
La température d’activation vaut 22 100 K et on note A la fréquence de collision (pour le gra-
phite A ∼= 1.03 × 107kg/(s.m2.Pa 12 )). Cette réaction d’oxydation est fortement liée à la diffusion
du dioxygène. Lorsque la diffusion moléculaire sera limitée dans la couche limite, l’oxydation
sera limitée à son tour par manque d’oxydant.
2.1.2 La réaction de sublimation
Les changements de phase (solide-gaz ou liquide-gaz) sont décrits par le mécanisme de
Knudsen-Langmuir. Cette approche cinétique repose sur la représentation du solide par une
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espèce gazeuse à sa pression de vapeur saturante [56].







(p¯Cn − pCn) (2.2)
où ¯pCn est la pression saturante en vapeur de Cn,
αn est le coefficient d’accommodation de l’espèce Cn,
MCn est la masse molaire de l’espèce Cn,
R = 8.3143 J/(K.mol) est la constante des gaz parfaits.
Le débit de masse m˙sub croît exponentiellement avec la température de paroi. L’espèce majori-
taire est alors C3 aux pressions élevées (P > 1 bar) et C1 aux basses pressions. Les espèces C4
et C5 sont formées dans le milieu gazeux par réactions homogènes. Ces réactions sont fortement
endothermiques et vont contribuer à la baisse de la température de paroi.
En général, les espèces chimiques produites par la sublimation à la surface sont C, C2 et C3. La
pression de vapeur saturante est une fonction de la température et celle de C3 est plus impor-
tante que celle de C et C2 (cf Fig. 2.1).
FIG. 2.1 – Pression de vapeur saturante des différentes espèces carbonées en fonction de la
température
Ainsi, nous considérons uniquement la sublimation du carbone en C3.
La pression de vapeur saturante de C3 est estimée par la relation suivante ([5]) :
p¯C3 = 2.821× 105A3Tn3 exp(−E3/T ) (2.3)
avec
A3 = 4.3× 1015, n3 = −1.5, E3 = 97597.0K (2.4)
Le flux d’ablation total m˙ sera égal à :
m˙ = m˙oxi + m˙sub (2.5)
Avec les nouvelles espèces injectées dans la couche limite (composés carbonés), il faut tenir
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compte de la chimie homogène des nouvelles réactions se produisant. Les valeurs du coefficient
d’accommodation αn varient considérablement [15] et sont généralement déterminées de façon
empirique [3], [39].
1. αn donnés en fonction de la température et de manière indépendante de l’espèce chimique
par la loi empirique [16] :
ln(αn) =

−15860T + 3.112 si T < 4045 K
−21660T + 4.546 sinon
(2.6)
2. αn donnés de façon tabulée en fonction de la température
Espèce αi(2700 K) αi(2450 K) αi(2500 K)
C 0.24 0.37 0.14− 0.23
C2 0.50 0.34 0.26− 0.38
C3 0.023 0.08 0.03− 0.04
TAB. 2.1 – Coefficients d’accommodation [71]
La détermination de ces coefficients d’accommodation est, à l’heure actuelle, une question ou-
verte.
2.2 Conditions aux limites à la surface du matériau
Dans le cas général, la fraction massique de l’espèce α à la paroi est déterminée en résolvant
un bilan de flux de masse qui s’écrit sous la forme générale :
− ρDα∂Cα
∂y
+ ρCαvw = Jsubα + Joxiα + Jpyroα + Jcatα + J ionα (2.7)
Les termes du premier membre de l’équation (2.7) représentent le flux normal (dans la direction
y) dû à la diffusion et à la vitesse d’injection vw, respectivement.
Dans notre modèle compte tenu des conditions de rentrée atmosphérique, nous allons retenir
uniquement la réaction surfacique de sublimation du carbone C3.
Le flux de masse causé par la sublimation est obtenu par la relation de Knudsen-Langmuir :




Jsubα = 0 (sinon) (2.9)
où p¯C3 et pC3 sont la pression de vapeur saturante et la pression partielle de l’espèce C3. La
vitesse d’injection des gaz issue de l’ablation à la paroi vw est déterminée par le débit massique
de l’ablation m˙ :
m˙ = JsubC3 = ρwvw (2.10)
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On suppose que le flux d’ablation est uniquement un flux normal à la paroi. Par conséquent, la





où ρw est la masse volumique totale du gaz à la paroi. En ce qui concerne la vitesse de récession
va du matériau, un bilan de flux à la paroi permet d’écrire la relation suivante :
ρwvw = ρsva (2.12)
où ρs est la masse volumique du matériau constituant le bouclier thermique, ρs = 2267 kg.m−3.
Pour obtenir, la composition de gaz et la vitesse d’injection à la surface du bouclier, le système
d’équations suivant doit être résolu simultanément :
−ρDC3 ∂CC3∂y + ρCC3vw = JsubC3
−ρDα ∂Cα∂y + ρCαvw = 0 (sinon)
ρwvw = JsubC3
(2.13)





Afin de simplifier la définition des conditions aux limites à la paroi, nous considérons par la suite
une paroi isotherme.
Les systèmes (2.13) et (2.14) vont nous permettre de réaliser le couplage entre la résolution des
équations de la mécanique des fluides et l’évolution de la surface du matériau ablaté. Mais avant
de compléter ce système avec les équations aérothermochimiques, nous allons, tout d’abord,
définir un modèle de diffusion-réaction dans lequel les caractéristiques de l’écoulement vont être
incluses dans la définition d’un coefficient de diffusion effectif.
2.3 Vitesse de récession analytique d’un matériau ablatable sou-
mis au phénomène de réaction-diffusion [17]
Duffa et al [17] proposent un modèle analytique 2D de la vitesse de récession d’un matériau
soumis aux réactions d’ablation (oxydation ou sublimation) en l’absence d’écoulement à la sur-
face du matériau et une étude sur la stabilité des profils des solutions stationnaires obtenues.
Le domaine considéré est un domaine rectangulaire (x,z) contenant une partie du fluide et une
partie du solide (cf Fig. 2.2). L’interface séparant les deux phases est décrite par un ensemble
de points (x,z) tel que S(x,z,t)=0. Le fluide occupe la partie supérieure du domaine, z étant
compté positivement vers le bas. La hauteur du domaine gazeux h est supposée d’une taille
au moins comparable à la taille caractéristique de la rugosité. L’interface peut être de dimen-
sion quelconque et des conditions de périodicité peuvent être définies dans la direction x. Les
transferts dans le fluide sont limités à la diffusion des espèces chimiques. Les concentrations de
celles-ci sont fixées au sommet du domaine à l’altitude z = η(t). Ceci permet de représenter ap-
proximativement ce qui se passe dans la couche limite. Cette dernière condition nous permettra
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de rechercher la solution stationnaire du problème en déplaçant cette interface avec la surface, à
la même vitesse que cette dernière. Les espèces réactives diffusent vers la paroi, celles issues du
processus de l’ablation vers le haut où elles sont supposées en concentration nulle. Le domaine
fluide est supposé isobare et isotherme. Par suite, les propriétés de transport et les cinétiques
de réactions sont supposées constantes dans le domaine. Deux hypothèses supplémentaires sont
faites :
– la convection est petite devant la diffusion,
– le flux diffusif dominant est orienté dans la direction z : Jx << Jz.
Ces hypothèses permettent de ramener le problème à la résolution d’une équation de diffusion
pure dans la direction z.
FIG. 2.2 – Domaine et notations du modèle de Duffa et al [17]
2.3.1 Description des équations




S + ~va.~∇S = 0 (2.15)
L’expression de la vitesse ~va est donnée par le phénomène d’ablation et est reliée au débit molaire
d’ablation R par :
~va = υs R ~n (2.16)
où υs est le volume molaire de la phase solide et ~n est le vecteur normal à la surface S. Par
convention, il est orienté vers le domaine fluide. Le taux molaire d’ablation R s’exprime en







Nous allons nous limiter à décrire la réaction de sublimation suivante :
3C(s) −→ C3 (2.18)
Les coefficients stœchiométriques sont νs=-3 et νg=+1.
Le flux molaire de sublimation (normal à la paroi) est donné par la relation adimensionnée de
Knudsen-Langmuir sous la forme suivante :
~J.~n = k(K¯ −K)
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où α est le coefficient d’accommodation.
La projection du flux molaire donne la composante verticale Jz :
Jz = − R
cosθ
(2.20)
où θ est l’angle entre la tangente à la surface et sa normale ~n.
La loi de conservation de masse dans la phase fluide s’écrit sous la forme suivante :
∂
∂t
K + ~∇. ~J = 0 (2.21)
avec ~J , le flux molaire, donné par la loi de Fick :
~J = −D~∇K (2.22)
Les variables peuvent être adimensionnées par une hauteur de référence h0 et une concentration
de référence K0 grâce aux variables d’adimensionnement suivantes :
x = h0x˜, K = K0K˜, Φ = h0Φ˜,




~J = DK0h0 J˜




K˜ = ∇˜.∇˜K˜ (2.23)
Une solution stationnaire au problème de récession de la partie est recherchée ce qui permet
d’écrire le système sous la forme simplifiée :
∇˜2K˜ = 0 (2.24)
La concentration K en fonction de l’altitude h est obtenue en résolvant le bilan de flux à la
surface pour S(x,z,t)=0. Cette égalité sous forme adimensionnée est exprimée par :
DK0
h0




La concentration de référenceK0 est prise égale à la concentration gazeuse à l’équilibre K¯ obtenu
à partir de la relation de Clausius-Clapeyron, ce qui permet d’écrire le système suivant :{
K˜(z = η) = 0
− ~˜∇K˜.~n = νgDa(1− K˜)
(2.26)
oùDa est le nombre de DamköhlerDa=h0kD , rapport entre le temps caractéristique de la diffusion
et le temps caractéristique de la réaction chimique.
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De plus, cette étude a démontré l’existence de deux profils stationnaires (cf Fig. 2.3) :
. une solution triviale qui est un profil plat,
. une autre solution non triviale sous forme d’arcs de cercles dont la concavité est tournée
vers le fluide.
Le rayon de courbure du profil en forme d’arcs de cercles est donné par le rapport entre le




Une combinaison de ces deux solutions est envisageable. Suivant la condition initiale imposée,
l’un des deux profils apparaît.
FIG. 2.3 – Profils stationnaire
2.4 Modélisation de la réaction-diffusion en 3D
Pour l’élaboration de notre modèle de réaction-diffusion 3D, nous avons repris les études
antérieures ([17],[26],[27] et [28]) en proposant une nouvelle évaluation du flux de masse pour
une couche limite grâce aux travaux de Lees. Cette étude va nous permettre de définir un nou-
veau coefficient de diffusion effectif D∗ qui prend en compte les caractéristiques de l’écoulement
autour de la capsule et ainsi de proposer un modèle d’état de surface simple sans la résolu-
tion d’écoulement. Le système final résolu se compose alors de l’équation de diffusion couplée à
l’équation de propagation de la surface.
2.4.1 Construction du flux de masse
Lees [13] a établi un flux de masse pour un mélange réactif en gaz parfait. L’évaluation du
flux de masse dans la couche limite est essentielle pour la construction du modèle. Le flux de
masse doit être exprimé comme une fonction linéaire de la concentration. Pour obtenir cette
fonction, Lees a utilisé l’équation d’énergie afin d’évaluer le flux de chaleur. L’équation d’énergie
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où H est l’enthalpie totale, H = 12uiui + CpT et µ est la viscosité du fluide.













L’enthalpie totale et la fraction massique satisfont toutes les deux au même type d’équation
différentielle. En conséquence, H et C sont linéairement dépendantes. La fraction massique C
peut donc s’exprimer par :






Nous remarquons que la fraction massique à l’extérieur de la couche limite est égale à Ce=0.
Pour la fraction massique, le flux doit s’écrire comme :







En substituant la relation linéaire pour K donnée par l’équation (2.32) par l’équation (2.33),
nous obtenons :
(ρv)w(1− C) = Cw
ρD ∂H∂y
He −Hw (2.34)
Mais ρD = λCp et si le nombre de Stanton CH est défini par la relation classique (le nombre
de Stanton caractérise le rapport entre le flux de chaleur à la paroi et le flux de chaleur par
convection), alors l’équation (2.34) devient :
q˙ = ρeueCH(He −Hw) (2.35)
Par analogie, la solution peut être corrélée par un coefficient moléculaire de diffusion adimen-
sionné CM, avec
J = −ρeueCM (Ce − Cw) (2.36)
Ainsi le flux massique est une fonction linéaire de la fraction massique.
Ensuite, nous introduisons un coefficient de diffusion effectif D∗ = ueCMδ où δ est la hauteur
de la couche limite (cf Fig. 2.4). Cette définition du coefficient de diffusion effectif permet de
prendre en compte les caractéristiques convectives de la couche limite.
2.4.2 Équations du modèle




Φ + ~va.~∇Φ = 0 (2.37)
L’expression de la vitesse ~va est donnée par le phénomène d’ablation et est reliée au débit molaire
d’ablation R par :
~va = υs R ~n (2.38)
où υs est le volume molaire de la phase solide et ~n est le vecteur normal à la surface S. Par
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FIG. 2.4 – Échange entre la couche limite et la surface







La loi de conservation de masse dans la phase gazeuse s’écrit :
∂
∂t
K + ~∇. ~J = 0 (2.41)
avec J le flux molaire donné par la première loi de Fick :
~J = −D∗~∇K (2.42)
où D∗ est le coefficient de diffusion effectif évalué précédemment. Les variables peuvent être
adimensionnées par une hauteur de référence h0 et une concentration moléculaire de référence
K0 :
x = h0x˜ K = K0K˜ Φ = h0Φ˜




~J = D∗K0h0 J˜
Le système à résoudre est : {









Pour évaluer la vitesse de récession ~va, il est nécessaire d’égaliser les flux de masse à l’interface
(Φ=0) afin de déterminer la concentration à la paroi. Cette concentration est ensuite injectée
dans l’équation finale (2.38) qui permet la résolution de l’équation d’interface.
Le bilan de flux à l’interface s’écrit sous la forme suivante :
D∗K0
h0




Le vecteur normal à l’interface est obtenu par l’équation (2.39) :
−∇˜K˜.∇˜Φ˜ = νgDa ‖ ∇˜Φ˜ ‖ (1− K˜) (2.45)
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2.5 Conclusion
Nous avons défini un modèle 3D de réaction-diffusion sans écoulement permettant de prédire
l’évolution d’une surface ablatable à partir de la définition d’un nouveau coefficient de diffusion
effectif D∗ permettant de prendre en compte les caractéristiques de l’écoulement en couche
limite. De plus, ce modèle propose une évaluation du coefficient d’accommodation, inclus dans
la définition du flux de sublimation, à partir de la courbure de la rugosité.
Un modèle d’ablation plus complet consiste à réaliser le couplage du matériau ablatable avec
la résolution des équations de la mécanique des fluides régissant l’écoulement turbulent. Les
conditions générales aux limites à la paroi sont ainsi couplées avec le système d’équations de
Navier-Stokes.
Chapitre 3
Équations de la mécanique des
fluides
Ce chapitre présente les équations locales des écoulements réactifs que nous serons amenés
à résoudre de façon directe, dans le domaine d’application de l’approche continu (cf Chapitre
1). Un aperçu sur les échelles de temps et d’espace qui composent un écoulement turbulent est
donné afin de nous concentrer sur les grandeurs caractéristiques de notre écoulement. A partir
de l’écriture de ces équations, le problème de fermeture en mécanique des fluides est introduit au
travers de la définition des moyennes de Reynolds et de Favre.
3.1 Équations aérothermochimiques
Le point de départ de l’analyse d’un écoulement réactif turbulent correspond aux équations
de conservation de masse, de quantité de mouvement et de l’énergie totale avec des relations
supplémentaires de fermeture du système.
3.1.1 Équation de conservation de la fraction massique de l’espèce chimique
Pour un écoulement réactif turbulent, la conservation de l’espèce chimique est souvent ex-
primée en terme de fraction massique de l’espèce α, définie comme le rapport entre la masse





La fraction massique Cα pour l’espèce α=1,2,. . . ,ne (ne est le nombre total d’espèces chimiques










avec Uαj , composante du vecteur vitesse de l’espèce α dans la direction j et ω˙α, taux de produc-
tion ou de destruction chimique de l’espèce α.
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On définit la vitesse de diffusion −→V de l’espèce α telle que :
−→
V α = ~u−−→U α (3.5)
Cette vitesse de diffusion peut être modélisée par :
−→


















3.1.2 Équations de conservation de quantité de mouvement








où σij = −Pδij + τij représente le tenseur de contraintes. τ est le tenseur visqueux, propor-













La relation (3.9) s’écrit sous l’hypothèse de Stokes, hypothèse qui n’est cependant valable,
en toute rigueur, que pour les gaz monoatomiques ou lorsque les degrés internes de la molécule
(rotation, vibration) ne sont pas excités.
La force volumique ~F intervenant dans l’éq. (3.8) est, par exemple, la force de pesanteur :
~F = ρ~g
3.1.3 Équation de conservation de l’énergie totale











(qi) + Fjuj (3.10)
où E = 12uiui + e est l’énergie totale.
e représente l’énergie interne du système.




Cαhα + uiui/2 (3.11)
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où




h0f,α est l’enthalpie de formation de l’espèce α. Le flux de diffusion de la quantité de chaleur
pour un gaz multi-espèces suivant la direction xi est décrit par la relation :








En remplaçant la relation (3.6) dans la dernière expression :








Les propriétés de transport (µ,λ,Dα) se trouvent dans l’annexe A.
3.1.4 Équation d’état

































où ν ′(k) et ν ′′(k) sont respectivement les coefficients stœchiométriques dans le sens direct et
inverse. Aα est une espèce chimique du gaz considéré.
3.2.1 Taux de production chimique
























avec kf et kb respectivement les vitesses de réaction dans le sens direct (forward) et inverse
(backward).
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3.2.2 Vitesses de réaction
Il a été montré expérimentalement que les vitesses de réaction dépendent de la température
et suivent généralement la loi de type Arrhenius :






où Af , Bf , θf , Ab, Bb, θb sont dépendants de la réaction considérée.
3.3 Équations adimensionnelles
Afin de réduire le maximum possible les erreurs d’arrondi et de troncature, nous adimension-
nons les équations présentées précédemment. Plusieurs choix sont possibles, nous avons adopté
l’état de référence suivant :
Tref = (γ − 1)T∞, uref = u∞, Lref = L, tref = L/u∞, ρref = ρ∞,
pref = ρ∞a2∞, µref = µ∞, Cpref = Cp∞ (3.18)
Les variables indépendantes adimensionnelles sont :
u∗ = u/uref , x∗ = x/Lref , t∗ = t/tref , ρ∗ = ρ/ρref , T ∗ = T/Tref ,
p∗ = p/pref , E∗ = E/a2∞, µ∗ = µ/µref , C∗p = Cp/Cpref (3.19)
On introduit également les paramètres réduits intervenant dans l’expression du taux de
réaction chimique :
M∗α =Mα/ρref , θ∗f ou b = θf ou b/Tref ,
A∗f ou b = Af ou btref/[Tref ]Bf ou b (3.20)
A∗f ou b peut être appelé le nombre de Damköhler.
































L’introduction des variables adimensionnelles (3.19) dans les équations (3.2)à (3.10) mène aux

















































































+ F ∗j u∗j (3.25)
Pour alléger l’écriture des équations, nous omettrons désormais les ∗.
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3.4 Échelles caractéristiques de temps et d’espace
Une des caractéristiques de la turbulence est la multitude d’échelles de temps et d’espace qui
coexiste dans l’écoulement. En turbulence pleinement développée, la production de la turbulence
s’effectue aux grandes échelles tandis que les petits tourbillons, alimentés par l’interaction des
plus grands, sont responsables de la dissipation de l’énergie cinétique turbulente par viscosité.
Cet échange énergétique est appelé cascade d’énergie des grandes échelles, où elle est produite,
vers les plus petites, où elle est dissipée. Depuis 1941, ce mécanisme est supposé vérifier les
hypothèses d’équilibre de Kolmogorov pour des écoulements turbulents pleinement développés.
Un autre trait distinctif de la turbulence est d’accélérer le processus de mélange et d’augmenter
le caractère diffusif dont la diffusivité apparente devient très grande devant la diffusivité molé-
culaire.
En turbulence, il est important de dissocier les différentes échelles mises en jeu afin de décrire
parfaitement la production d’énergie liée à l’échelle intégrale et l’échelle de Kolmogorov corres-
pondant à la dissipation de l’énergie.
L’hypothèse d’équilibre universel de Kolmogorov conduit à la paramétrisation des échelles dis-
sipatives à partir de la viscosité ν et du taux de dissipation ε d’énergie.
Une première échelle de longueur η et une échelle de temps τη de retournement construites pour




























avec l la longueur turbulente et τl le temps de retournement des tourbillons porteurs d’énergie.
A partir de cette analyse, différents nombres de Reynolds peuvent être définis pour chaque














Le nombre de Reynolds des tourbillons de Kolmogorov Reη est de l’ordre de l’unité, en conformité
avec le rôle dominant des effets visqueux à cette échelle. Le nombre de Reynolds turbulent Ret
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Enfin, la micro-échelle λ (ou échelle de Taylor), vue comme la distance parcourue par un tour-
billon de taille η transporté à la vitesse u′ avant qu’il ne soit totalement dissipé, peut être
introduite par :
ε = ν k
λ2




















En introduisant dans l’écoulement une espèce chimique susceptible de réagir avec une autre, les
échelles significatives de longueur et de temps ne se déduisent plus nécessairement de la seule
analyse énergétique précédente. Suivant la valeur du nombre de Schmidt, défini par le rapport
entre la viscosité et la diffusion moléculaire :
Sc = νD (3.32)
la plus petite échelle de longueur peut être liée soit au champ turbulent, soit au champ de
l’espèce chimique. Pour un nombre de Schmidt inférieur à 1, la diffusion domine et l’espèce est
diffusée avant d’atteindre la plus petite échelle de longueur de l’écoulement. Lorsque le nombre
de Schmidt est supérieur à 1, la viscosité domine et le champ du scalaire a une échelle de longueur
plus petite que celle de la turbulence.
Le taux de production chimique introduit également un nouveau paramètre adimensionné, le
nombre de Damköhler Da défini comme le rapport entre le temps caractéristique de l’écoulement




L’échelle de temps dans l’écoulement varie de l’échelle de temps de Kolmogorov τ à l’échelle de
temps de l’écoulement L/U . Dans le cas où le nombre de Damköhler est petit comparé à l’échelle
de temps des grandes échelles, la réaction est lente en comparaison du processus de mélange créé
par la turbulence et la vitesse de réaction est uniquement déterminée par la cinétique chimique.
Pour un nombre de Damköhler grand comparé à l’échelle de temps de Kolmogorov, la réaction
chimique est considérée instantanée aussi longtemps que les réactifs se rencontrent à l’échelle
moléculaire.
3.5 Mouvement moyen d’un écoulement turbulent
3.5.1 Définition des moyennes et des fluctuations
Les équations de Navier-Stokes sont à l’origine de tout calcul d’écoulement. Cependant,
lorsque le nombre de Reynolds Re est élevé pour un écoulement turbulent compressible, leur
résolution directe, DNS (Direct Numerical Simulation), montre ses limites en temps de calcul
et en place mémoire. On est alors conduit à introduire un traitement statistique des équations
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instantanées afin d’en déduire une solution caractéristique de l’écoulement. La solution ne pourra
contenir toutes les informations des fluctuations turbulentes car la moyenne joue le rôle de
filtre. Néanmoins, toute l’information est toujours disponible à travers de nouvelles variables de
turbulence déduite des corrélations des variables fluctuantes.
3.5.1.1 Généralités
Pour traiter de façon statistique les équations, nous devons tout d’abord définir la fonction
de densité de probabilité (pdf) notée P pour une fonction f appartenant à l’intervalle [a,b] :




Cette définition implique que la densité de probabilité est égale à l’unité lorsque l’on considère
tout le domaine. ∫ +∞
−∞
P (f)df = 1 (3.35)





Outre cette définition de la moyenne statistique, il est possible d’introduire, sous condition
d’ergodicité, une moyenne temporelle. Cette moyenne prend tout son sens si l’on s’intéresse à
un écoulement turbulent borné en espace et en temps, tant que le temps est suffisamment grand
devant les échelles caractéristiques de la turbulence et que la fluctuation est petite devant le
mouvement d’ensemble.






En appliquant la formule (3.36) à deux fonctions f et g quelconques, les relations suivantes sont
vérifiées :
< αf + βg > = α < f > +β < g >




> = ∂ < f >
∂η
avec η ∈ [x, y, z, t]
où α et β sont deux paramètres certains.
3.5.1.2 Moyenne de Reynolds
En 1883, Reynolds a suggéré de décomposer le mouvement instantané en deux parties : une
partie moyenne et une partie fluctuante. Par exemple, la masse volumique et le champ de vitesse
s’écrivent sous la forme :
ρ = ρ¯+ ρ′
uj = u¯j + u′j
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avec la propriété suivante : ρ′ = 0 et u′j = 0.
En appliquant cette décomposition sur les variables telles que la vitesse, la pression et la masse
volumique et en utilisant la moyenne statistique, nous pouvons établir une nouvelle équation de









En comparaison de la loi de conservation de la masse instantanée, un nouveau terme apparaît :
ρ′v′j . Pour les écoulements à masse volumique variable, cette moyenne statistique conduit à une
augmentation des corrélations supplémentaires, dont la plupart ne peuvent être ni modélisées,
ni mesurées.
Afin de permettre une interprétation plus commode de l’équation moyennée, Favre a introduit
un nouvel opérateur permettant de calculer une moyenne pondérée par la masse.
3.5.2 Moyenne de Favre
Nous définissons une nouvelle moyenne pondérée par la masse. Cet opérateur appliqué à une
fonction quelconque f s’écrit :





Selon Favre, la décomposition de la vitesse est la suivante :
uj = u˜j + u′′j avec u˜j =
ρuj
ρ
et u′′j 6= 0
Toutes les autres grandeurs physiques seront moyennées comme le champ de vitesse, à l’exception
de la pression et de la masse volumique pour lesquelles la moyenne classique est utilisée.
p = p+ p′ avec p′ = 0
Un avantage de la moyenne de Favre apparaît lorsque l’on récrit l’équation de conservation de
la masse :
ρuj = ρ¯u˜j + ρ¯′u˜j + ρ¯u¯′′j + ρ′u′′j
d’où






L’équation (3.38) a une forme similaire à l’équation instantanée, aucun terme de corrélation en
fluctuation de masse volumique n’y apparaît plus explicitement.
La moyenne pondérée par la masse aide à la simplification de la formulation des équations de la
turbulence lorsque la masse volumique varie, mais cela ne résout pas le problème de fermeture
de ces équations.
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3.5.3 Équations de conservation moyennées
Grâce à l’opérateur de Favre défini précédemment, les équations de Navier-Stokes s’écrivent
de la façon suivante :















































où E˜ = u˜iui2 + e˜ + k˜ et HT est l’enthalpie totale.
Les équations (3.39), (3.40) et (3.41) constituent un système ouvert car le nombre d’inconnues
est supérieur au nombre d’équations. Le fait de prendre la moyenne d’une équation instantanée
conduit à une perte d’information qu’il faudra réintroduire sous forme d’hypothèses physiques :
c’est le problème de fermeture.
3.5.4 Problème de fermeture des équations moyennées de la turbulence
En injectant dans les équations de Navier-Stokes la décomposition des grandeurs instanta-
nées en une partie moyenne et une partie fluctuante, le système d’équations moyennées précédent
laisse apparaître des inconnues supplémentaires :−ρ¯C˜ ′′αu′′i , −ρ¯T˜ ′′u′′i , ρ¯k˜′′u′′j , −ρ¯u˜′′i u′′j . Celles-ci
sont appelées contraintes de Reynolds ou plus généralement flux turbulent de fraction massique,
température, . . .
La fermeture de ces équations moyennées nécessite alors une modélisation de la turbulence.
Cette méthode de modélisation est qualifiée dans la littérature de modèle type RANS (Reynolds
Averaged Navier-Stokes). Les équations de transport turbulent, souvent au nombre de deux dans
les applications pratiques, vont être couplées au système moyenné.
La modélisation des contraintes de Reynolds est habituellement basée sur l’hypothèse de Bous-
sinesq, par analogie avec l’écriture du tenseur des contraintes dans le cas laminaire :











− 23 ρ¯k˜δij (3.42)
où k˜ = 12ρu˜′′i u′′i est l’énergie cinétique turbulente. Dans cette expression, on introduit la notion de
viscosité de turbulence µt. Le taux de production d’une espèce chimique α est une fonction non
linéaire de la température et des concentrations en espèces chimiques. Son expression moyennée















ω˙iP (T,C1, . . . , Cl, . . . , Cne)dTdC1 . . . dCl . . . dCne
(3.43)
où P est la fonction de densité de probabilité (pdf).
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3.6 Les principales méthodes de simulation de la turbulence
Les différentes méthodes de simulation de la turbulence sont regroupées en trois grandes
catégories :
– Les méthodes statistiques (RANS pour Reynolds Averaged Navier-Stokes)
– La simulation des grandes échelles (LES pour Large Eddy Simulation)
– La simulation directe (DNS pour Direct Numerical Simulation)
3.6.1 Les méthodes RANS
L’approche RANS est la méthode la plus utilisée dans le domaine de l’ingénierie. Le principe
consiste à ne calculer qu’une moyenne statistique de la solution exacte. Le système des équations
de Navier-Stokes est remplacé par un système d’équations sur les valeurs moyennes du champ.
Les non-linéarités des termes convectifs du système initial font apparaître des quantités inconnues
associées à des moyennes de produits de fluctuations : les tensions de Reynolds ρu′iu′j ou le flux
de chaleur turbulent ρu′ie par exemple. Ces termes supplémentaires doivent être modélisés pour
fermer le système dans le cas d’écoulements turbulents. La fermeture est réalisée au moyen
d’un modèle de turbulence (le modèle k-ε est le modèle le plus connu). Ceci permet de réduire
considérablement le nombre de points de discrétisation et de traiter des configurations complexes.
Par construction, cette approche ne donne accès qu’aux propriétés "déterministes en moyennes"
de l’écoulement.
3.6.2 La méthode LES
L’approche LES est une méthode intermédiaire entre le calcul direct (DNS) et l’approche
statistique (RANS). Une longueur caractéristique, dite longueur de coupure, est définie. Toutes
les échelles du mouvement turbulent supérieures à cette longueur de coupure (grandes échelles)
sont alors résolues directement. En dessous de cette taille, la turbulence est supposée isotrope et
les tourbillons peuvent être modélisés par une viscosité turbulente supplémentaire. Ceci permet
de réaliser des simulations d’écoulement avec des nombres de Reynolds plus élevés de l’ordre
de 1000 à 50 000 sur des géométries plus complexes. Dans la pratique, toutes les échelles qui
ont une taille inférieure à la taille de la maille sont modélisées. Le modèle de turbulence est
appelé modèle de sous-maille. Depuis les années 70, un large panel de modèles de sous-maille
a été développé, chacun ayant une spécificité sur le phénomène physique étudié. L’ouvrage [54]
propose une description complète de l’ensemble des modèles existants.
3.6.3 La Simulation Numérique Directe
La simulation numérique directe est devenue un outil important dans la connaissance de
la turbulence. La DNS est une solution numérique des équations tridimensionnelles de Navier-
Stokes qui est obtenue sans modélisation additionnelle. Le terme "direct" est utilisé en référence
à la résolution de toutes les échelles de temps et d’espace intervenant dans l’application simu-
lée. Dans le cadre d’un écoulement turbulent, les variables sont des fonctions de l’espace et du
temps, ce qui implique nécessairement une solution numérique dépendante du temps et des trois
directions. L’avantage de la DNS est qu’elle fournit des renseignements très détaillés (champs
de vitesse, de pression, etc.) en chaque point du domaine et à chaque instant. De tels détails ne
pourraient être obtenus expérimentalement. Pour cette raison, la DNS a prouvé son utilisation
dans la connaissance fondamentale de la physique de la turbulence. Le contrôle complet de tous
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les paramètres de l’écoulement et les résultats détaillés de toutes les variables ont permis une
avancée qui ne pourrait être possible sans la DNS [33]. Un inconvénient est que la DNS est
limitée à des géométries relativement simples et des nombres de Reynolds modérés. Pour aug-
menter le nombre de Reynolds, les temps caractéristiques de l’écoulement et l’échelle de longueur
deviennent de plus en plus larges. En conséquence, la plupart des problèmes industriels qui ont
une gamme d’échelles importantes ne peuvent utiliser la simulation numérique directe.
La simulation d’écoulements turbulents en combinaison avec des réactions chimiques est encore
plus demandée que le cas inerte pour trois raisons. La première est que le nombre de variables
augmente avec le nombre d’espèces chimiques que l’on considère. La seconde est que l’échelle
de temps et d’espace du problème est souvent plus large parce que l’échelle de temps de la
réaction chimique est souvent plus petite que la plus petite échelle de temps de l’écoulement.
Les réactions chimiques ont pour effet d’augmenter les gradients des fractions massiques et par
conséquent de diminuer l’échelle d’espace. Le troisième et dernier facteur concerne l’effet des
réactions chimiques sur l’écoulement. En général, la turbulence influence le taux de production
des réactions chimiques, pendant que la chaleur libérée par réactions chimiques altère la turbu-
lence et la propriété de transport de chaque espèce chimique. Pour ces raisons, les problèmes
d’écoulement turbulent réactif sont en général trop compliqués à résoudre par la DNS, mais la
DNS avec un nombre limité d’espèces chimiques pour un problème simplifié peut déjà procurer
une nouvelle vision d’ensemble.
Ce panorama des méthodes de résolution de la turbulence reflète l’approche multi-échelle abor-
dée dans cette étude. L’outil de simulation numérique directe va constituer le point de départ à
la compréhension de l’interaction fluide/structure.
3.7 Approche spectrale
Le code de simulation numérique directe nécessite une initialisation turbulente réaliste. L’uti-
lisation d’un spectre d’énergie va nous permettre de générer une turbulence homogène isotrope
qui nous servira de donnée initiale. Nous allons rappeler, dans la partie suivante, les principales
caractéristiques de l’approche spectrale de la turbulence nécessaires à notre étude.
3.7.1 Turbulence homogène isotrope
La turbulence homogène isotrope (THI) est le type de turbulence la plus simple puisqu’un
minimum de variables suffit pour la décrire. Cependant, elle reste un cas théorique, car en
pratique, rares sont les cas de la THI. Néanmoins, l’étude de la THI constitue un point de
départ important pour beaucoup de modèles et de théories. Une bonne compréhension de ce
type de turbulence est une première étape indispensable avant d’appréhender la complexité de
ce phénomène. Pour un champ aléatoire, l’homogénéité et l’isotropie se définissent de la manière
suivante :
– Un champ aléatoire est homogène si, dans ce champ, toutes les propriétés statistiques sont
invariantes par translation du système de coordonnées. Pour un tel champ, les propriétés
statistiques en un point sont indépendantes de la position, et les propriétés statistiques en
deux points ne dépendent que du vecteur de séparation entre les points.
– Un champ aléatoire est isotrope si, dans ce champ, toutes les propriétés statistiques sont
invariantes par rotation du système de coordonnées. Pour un tel champ, les propriétés
statistiques en un point sont indépendantes de l’orientation du système de coordonnées.
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3.7.2 Analyse spectrale
Dans l’espace de Fourier, ou espace spectral, un nombre d’onde κ, tel que κ = 2pil , est
associé à chaque échelle de longueur caractéristique l. Le spectre d’énergie qui est alors une
fonction de κ et du temps t est classiquement noté E(κ, t). Ce spectre est essentiel dans les
simulations numériques directes : il est une caractéristique de l’écoulement considéré. Le spectre
de dissipation D(κ, t) de l’énergie est, quant à lui, donné par la relation 2νκ2E(κ, t) [6]. Ces deux
spectres sont représentés sur la figure (cf Fig. 3.1). Le nombre d’onde κe correspondant à la valeur
FIG. 3.1 – Représentation de la densité de spectrale d’énergie et de la dissipation
maximale du spectre E(κ, t), est relié à le par la relation le = 2piκe , où le est l’échelle caractéristique
du tourbillon le plus énergétique. Parallèlement, κd, relié à l’échelle de Kolmogorov η par la
relation κd = 2piη , correspond à la valeur maximale du spectre de dissipation D(κ, t).
A un nombre de Reynolds de turbulence suffisant, le spectre d’énergie E(κ, t) peut être
principalement caractérisé par deux nombres d’onde :
– κe lié aux échelles les plus énergétiques (le = 2piκe ), dépendant des conditions de production
de la turbulence,
– κd lié aux échelles dissipatives (ld = 2piκd ) fonction de la viscosité du fluide et du taux de
dissipation.
Entre ces deux nombres d’onde se situe la zone inertielle où s’effectue le transfert d’énergie des
grandes vers les petites échelles de la turbulence. Le rapport κd/κe permet de caractériser la
dynamique de l’écoulement dans le sens où il détermine la taille de cette zone inertielle. Plus
κd/κe est grand, plus la zone inertielle est importante. Notons également que le est une bonne
estimation de l’échelle intégrale de longueur alors que ld est environ d’un ordre de grandeur
supérieur à ηκ, l’échelle de longueur de Kolmogorov.
Il est possible de classer l’ensemble des nombres d’ondes en trois régions (cf Fig. 3.2) :
• Une région correspondant aux petits nombres d’onde où les structures dépendent des
conditions de formation. C’est dans cette région que se situent les gros tourbillons porteurs
d’énergie, caractérisés par le nombre d’onde ke.
• Une région correspondant aux très grands nombres d’onde où les effets visqueux sont pré-
pondérants. Les tourbillons dans cette région dépendent très peu des conditions initiales,
les seuls paramètres déterminants sont la dissipation de l’écoulement turbulent ε et la
viscosité ν. Cette région est caractérisée par le nombre d’onde κd.
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• Entre ces deux régions se situe une zone appelée zone inertielle dans laquelle se produit
uniquement le transfert d’énergie en cascade des grosses structures vers les plus petites.
Dans la zone inertielle, la forme du spectre d’énergie est bien connue, elle est donnée par
FIG. 3.2 – Spectre d’énergie turbulent
la loi spectrale de Kolmogorov :
E(κ) = Aε2/3κ−5/3 (3.44)
La valeur de A est fournie par les données expérimentales : A = 1.5.
Cette loi suppose implicitement que :
κe << κd
Divers auteurs ont donné des expressions pour E(κ, t), pour différentes plages spectrales et/ou
modèles d’interactions. La plupart de ces expressions sont obtenues en résolvant, pour un do-
maine particulier de nombre d’onde, l’équation de la densité spectrale d’énergie. Cette équation
traduit dans l’espace des nombres d’onde la conservation des corrélations doubles u′iu′j moyen-
nées. Elle s’écrit en turbulence homogène isotrope et évolution isovolume :
∂
∂t
E(κ, t) = F (κ, t)− 2νκ2E(κ, t) (3.45)
avec F le spectre de la fonction de transfert d’énergie, qui modélise l’interaction entre les tour-
billons.
3.7.3 Modèle de spectre
Le spectre proposé par Passot et Pouquet [42] ne prend en compte que les grandes échelles
de l’écoulement et ne caractérise pas les petites échelles, c’est-à-dire qu’il n’est valable que pour
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E(κ) a une forme symétrique par rapport à κe et concentre l’essentiel de l’énergie sur les
nombres d’ondes voisins de κe. Il n’y a quasiment pas de zone inertielle. Les petites échelles sont
donc peu présentes initialement et se développent dans les premiers temps du calcul. L’expression
du spectre de Passot-Pouquet est donc obtenue directement à partir de la donnée de u′ qui
caractérise l’intensité de la turbulence et de κe qui calcule l’ordre de grandeurs des tourbillons
les plus énergétiques. Par ailleurs, on peut vérifier que l’échelle de dissipation maximale est très
proche de l’échelle correspondant au mode le plus énergétique avec κd =
√
3
2κe, la zone inertielle
du spectre de Passot-Pouquet étant quasiment absente.
3.8 Conclusion
La résolution des équations de Navier-Stokes au travers de la simulation numérique directe
va nous permettre de réaliser le couplage fort grâce à la définition des conditions aux limites
concernant l’ablation du matériau et l’écoulement turbulent, ceci à toutes les échelles de temps
et d’espace. L’introduction des moyennes de Reynolds et de Favre dans les équations de la
mécanique des fluides fait apparaître le problème de fermeture des équations qui nécessite une
modélisation. La simulation à l’échelle microscopique va nous aider à apporter des éléments de
fermeture pour le comportement macroscopique de l’écoulement. Pour cela, le code de simulation
de l’état de surface d’un matériau ablatable et le code de simulation numérique directe doivent
posséder des discrétisations spatiales et temporelles précises afin de limiter l’impact des schémas
numériques sur les simulations.
Deuxième partie
Les outils numériques de résolution




Code de simulation de l’état de
surface d’un matériau ablatable
La résolution des équations modélisant l’état de surface d’un matériau ablatable a nécessité la
création d’un code numérique spécifique. La méthode Level-Set assurant le suivi de l’interface est
couplée à une équation de diffusion. Plusieurs schémas de discrétisation de l’Hamiltonien et de
discrétisation des dérivées spatiales de la fonction Level-Set ont été retenus afin de sélectionner
la meilleure résolution. Le code numérique élaboré a fait l’objet d’une étape de validation appro-
fondie afin de vérifier l’implémentation et de tester la précision et la robustesse des schémas de
discrétisation utilisés pour la résolution de l’équation de propagation de l’interface et l’équation
de diffusion.
4.1 Représentation et suivi de la propagation d’une interface
Dans cette section est présentée la modélisation numérique de l’évolution temporelle et spa-
tiale d’une interface.
4.1.1 Définition d’une interface
Soit deux milieux de natures différentes, l’interface entre ces deux états correspond à la
frontière Γ qui les sépare (cf Fig. 4.1). Cette frontière est soit une courbe en 2D, soit une surface
en 3D.
Nous pouvons y définir une normale extérieure qui est orientée du milieu 1 vers le milieu 2.
Cette interface bouge le long de ses normales extérieures à la vitesse ~v. Cette vitesse est définie
grâce aux propriétés de courbure et aux caractéristiques physiques des milieux. Connaissant la
vitesse et sa direction, nous pouvons prédire l’évolution de cette interface à chaque instant.
4.1.2 Représentation numérique d’une interface
De la même façon qu’une particule fluide peut être regardée d’un point de vue lagrangien
(on la suit au cours du temps) ou d’un point de vue eulérien (on regarde les particules fluides
qui passent en un point donné de l’écoulement), il est possible de suivre une interface sous ces
deux points de vue.
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FIG. 4.1 – Caractérisation d’une interface
4.1.2.1 Vision lagrangienne





La résolution numérique lagrangienne est basée sur la méthode très efficace de front tracking
développée par Tryggvason [62] dans les années 90. Elle est par exemple utilisée pour la re-
présentation de bulles [59]. Cette méthode présente l’avantage de connaître avec précision la
position et l’orientation de l’interface, mais elle se limite, cependant, souvent à des interfaces
peu déformées.
FIG. 4.2 – Exemple de singularité
Lors de la création d’une singularité, l’interface peut présenter une solution irréaliste (cf Fig.
4.2), l’anomalie est appelée queue d’hirondelle. Ainsi, des techniques de régularisation ou de
lissage doivent compléter l’approche front tracking pour le traitement d’une paroi à géométrie
quelconque.
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4.1.2.2 Vision eulérienne
S. Osher et J.A Sethian [36],[57] ont élaboré une nouvelle approche appelée méthode Level
Set. Elle est utilisée dans de nombreux domaines comme les écoulements multiphasiques, l’ima-
gerie numérique et la reconnaissance de forme par exemple. Une fonction Φ, qui dépend de la
variable (t,~x), est définie dans le domaine de calcul dont la courbe de niveau zéro est l’interface
que l’on cherche à décrire. En déterminant la vitesse de propagation du front, nous pouvons
la reporter sur tous les niveaux de cette fonction afin d’obtenir une déformation uniforme de
celle-ci. De ce fait, le suivi de l’interface est défini par l’évolution de la fonction Φ au cours du
temps. A chaque instant t, connaissant la fonction Φ, la frontière est alors donnée par le niveau
zéro : Φ(~x,t)=0 (cf Fig. 4.3).
FIG. 4.3 – Méthode Level-Set
L’évolution en temps et en espace de la fonction de niveau Φ est donnée par une équation de
type Hamilton-Jacobi de la forme : 
∂
∂tΦ + ~v.~∇Φ = 0
Φ(0, ~x) = Φ0(~x)
(4.2)
Cette formulation est intéressante car l’évolution de la fonction Φ(~x, t) sera régulière aussi long-
temps que la vitesse ~v sera régulière. Cependant, le niveau zéro de Φ peut présenter des singula-
rités, des changements topologiques au cours de son évolution. Comme nous le verrons dans la
partie suivante, l’algorithme de résolution retenu fait intervenir un schéma numérique s’adaptant
automatiquement à la topologie de l’interface.
4.2 Résolution de l’équation d’Hamilton-Jacobi
L’équation d’Hamilton-Jacobi est l’équation du suivi d’interface. Elle s’écrit sous la forme
suivante : 
∂
∂tΦ + H(Φx,Φy) = 0
Φ(0, x, y) = Φ0(x, y)
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avec l’hamiltonien H suivant H=~va.~∇Φ et Φ(t, x, y) la fonction level-set.
La construction des différents schémas numériques utilisés est décrite en deux dimensions. Il est
possible d’en faire facilement une extension en dimension quelconque.
La résolution de cette équation fait intervenir une discrétisation temporelle pour assurer l’inté-
gration en temps de la fonction Φ et une discrétisation spatiale de l’hamiltonien.
4.2.1 Discrétisation en temps
Dans le cas général, la solution du problème peut présenter un état de surface tourmenté
avec l’apparition de points singuliers. La méthode de type Runge-Kutta du 3ieme ordre pour
l’intégration en temps est retenue afin de limiter la diffusion numérique et d’assurer la capture
de ces discontinuités. Ce schéma d’intégration est illustré sur l’équation différentielle suivante :
∂Φ
∂t
= F (Φ) (4.3)
où F est un opérateur différentiel. Le schéma d’intégration en temps nécessite trois étapes :
Φ(1) = Φ(0) + ∆tF (Φ(0))
Φ(2) = Φ(1) + ∆t4 (−3F (Φ(0)) + F (Φ(1)))
Φ(3) = Φ(2) + ∆t12 (−F (Φ(0))− F (Φ(1)) + 8F (Φ(2)))
(4.4)
avec Φ(0)=Φn et Φ(3)=Φn+1.
4.2.2 Discrétisation numérique de l’Hamiltonien
La résolution de l’hamiltonien H s’effectue en deux temps. La première étape consiste en
l’introduction d’un nouvel hamiltonien Hˆ afin de construire les schémas numériques. La seconde
étape concerne l’évaluation des dérivées spatiales de la fonction Φ suivant les deux directions
(x,y).
On note l’approximation numérique Φnij la solution Φ(xi, yj , tn) = Φ(i∆x, j∆y, n∆t), où ∆x, ∆y
sont les pas d’espace et ∆t le pas de temps.




Φij = −Hˆ(u+, u−, v+, v−) (4.5)
où Hˆ est un flux monotone, continu, lipschitz qui vérifie :
Hˆ(u, u, v, v) = H(u, v)
La monotonie signifie que Hˆ est décroissant suivant son premier et troisième argument et crois-
sant suivant les deux autres.
4.2.3 Évaluation de l’hamiltonien Hˆ
Pour évaluer l’hamiltonien Hˆ, trois schémas de discrétisation sont retenus :
– Schéma de Lax-Friedrichs,
– Schéma Local-Lax-Friedrichs,
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– Schéma de Roe.
Ces schémas sont implémentés dans le code numérique afin de pouvoir les comparer et retenir
le schéma le plus précis.
. Lax-Friedrichs (LF) :
On note u+ (resp. u−) la dérivée à gauche (resp. à droite) dans la direction x de la fonction
Φ et v+ (resp. v−) la dérivée à gauche (resp. à droite) dans la direction y.







x(u+ − u−)− 12α
y(v+ − v−) (4.6)
avec
αx = max
A ≤ u ≤ B
C ≤ v ≤ D
|H1(u, v)|, αy = max
A ≤ u ≤ B
C ≤ v ≤ D
|H2(u, v)| (4.7)
On note Hi(u,v) la dérivée partielle de H suivant son i-ième argument. Le flux HˆLF est
monotone pour A ≤ u± ≤ B, C ≤ v± ≤ D. A (resp. B) correspond au minimum (resp. au
maximum) de u± et C (resp. D) correspond au minimum (resp. au maximum) de v±
. Local-Lax-Friedrichs (LLF) :
Une version locale du schéma LF a été introduite en définissant le sous intervalle suivant :
I(a, b) = [min(a, b); max(a, b)]
Cet intervalle restreint le domaine de calcul des différentes dérivées, ce qui permet un
calcul moins dissipatif des flux que dans le cas du schéma Lax-Friedrichs. D’où :











αx(u+, u−) = max
u ∈ I(u−, u+)
C ≤ v ≤ D
|H1(u, v)|, αy(v+, v−) = max
A ≤ u ≤ B
v ∈ I(v−, v+)
|H2(u, v)| (4.9)
. ROE avec une correction d’entropie de type LLF :
Le dernier schéma est le schéma de ROE avec correction d’entropie.
HˆRF (u+, u−, v+, v−) =

H(u∗, v∗) siH1(u, v) etH2(u, v) ne
changent pas de signe sur
u ∈ I(u−, u+), v ∈ I(v−, v+)
H(u++u−2 , v∗)− 12αx(u+, u−)(u+ − u−) siH2(u, v) ne change pas de
signe sur A ≤ u ≤ B,
v ∈ I(v−, v+)
H(u∗, v++v−2 )− 12αy(v+, v−)(v+ − v−) siH1(u, v) ne change pas de
signe sur u ∈ I(u−, u+),
C ≤ v ≤ D
HˆLLF (u+, u−, v−, v+) sinon
(4.10)
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avec u∗, v∗ définis de la façon suivante :
u∗ =
{
u+ si H1(u,v) ≤ 0
u− si H1(u,v) > 0 v
∗ =
{
v+ si H2(u,v) ≤ 0
v− si H2(u,v) > 0
Ces trois schémas font intervenir les dérivées spatiales de la fonction Level-Set Φ suivant les
directions x et y.
4.2.3.1 Évaluation des dérivées de Φ
Pour la discrétisation des dérivées spatiales de la fonction Φ, deux approches ont été envisa-
gées. La première est un schéma aux différences finies centré classique, tandis que la deuxième
est basée sur un schéma WENO (Weighted Essentially Non-Oscillatory).
. Schéma à 3 points :
La discrétisation en espace utilise un schéma de discrétisation à trois points pour approcher
les dérivées de Φ dans la direction x et y, ce schéma est d’ordre 1 en espace.














. Schéma WENO [21] (Weighted Essentially Non-Oscillatory) à 5 points :
Osher et Sethian [37] ont construit une classe de schémas numériques d’ordre élevé pour
l’équation d’Hamilton-Jacobi. Il s’agit de schémas Essentially Non-Oscillatory (ENO). Les
schémas aux différences finies WENO forment une sous-classe des schémas ENO pour les
problèmes discontinus.
Les méthodes ENO et WENO sont des schémas aux différences finies d’ordre élevé opti-
misés pour des fonctions continues par morceaux avec des discontinuités entre les régions
continues : une procédure non linéaire adaptative est employée pour choisir automatique-
ment le stencil sur lequel la fonction est la plus continue pour la procédure d’interpolation.
Cette méthode est employée pour résoudre l’évolution de la surface implicite.







































avec ΦWENO sous la forme :




2)(b− 2c+ d) (4.13)
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et les poids ω0, ω2 définis de la manière suivante par :
ω0 = α0α0+α1+α2 , ω2 =
α2
α0+α1+α2





IS0 = 13(a− b)2 + 3(a− 3b)2
IS1 = 13(b− c)2 + 3(b+ c)2
IS2 = 13(c− d)2 + 3(3c− d)2
 est utilisé afin d’éviter que le dénominateur soit égal à zéro. Dans nos simulations, nous
utilisons =10−6.









4.3 Résolution de l’équation de diffusion
L’évolution spatio-temporelle de l’interface est couplée à une équation de diffusion. La réac-
tion d’ablation conduit à la création d’une espèce chimique C3 qui diffuse dans la partie fluide.
4.3.1 Discrétisation spatiale
Nous allons utiliser un schéma aux différences finies d’ordre 2 en espace. L’écriture du schéma













Pour la partie solide, le coefficient de diffusion étant nul, l’équation se réduit à : Kn+1i,j = Kni,j .
Pour traiter la diffusion à l’interface, nous devons, en premier lieu, résoudre le bilan de flux pour
φ = 0 :
−∇˜K˜.∇˜Φ˜ = νgDa ‖ ∇˜Φ˜ ‖ (1− K˜) (4.15)
Ainsi cette résolution, nous permettra de connaître la concentration de carbone sublimé. Afin
de discrétiser le bilan de flux, nous avons récrit le bilan dans la direction x et dans la direction
y sous la forme suivante : 
∂K
∂x = −Da (1−Kf ) . nx
∂K
∂y = −Da (1−Kf ) . ny
(4.16)
avec Kf la concentration à l’interface.
Cette écriture nous permet de calculer la concentration à l’interface dans toutes les directions.
En utilisant le cas de la figure (4.4) la concentration à l’interface s’écrit sous la forme :





FIG. 4.4 – Discrétisation du bilan de flux à l’interface
4.3.2 Discrétisation temporelle
4.3.2.1 Schéma explicite en temps
Pour la résolution en temps de l’équation de conservation de la masse, la première approxi-
mation du terme temporel est effectuée grâce au schéma d’Euler d’ordre 1. La discrétisation















Pour déterminer le pas de temps, nous devons satisfaire à la condition CFL (Courant-Friedrichs-
Lewy).
4.3.2.2 Condition CFL
Le schéma de résolution pour l’équation de la diffusion moléculaire est un schéma d’ordre 2
en espace. Dans le système adimensionné (2.43) à résoudre, on voit apparaître le terme (K0vs).




Le terme (K0υs) est un “rapport de condensation”, il dit combien de fois la phase gazeuse est
moins condensée que la phase solide. Pour évaluer la concentration du gaz, on utilise la loi des
gaz parfaits avec comme pression P = 1 MPa et une température de T = 4000 K. On obtient
ainsi une concentration K0 = 0.3 10−2 mol.m−3. Pour la partie solide, la masse molaire est
de 0.012 kg.mol−1 et la masse volumique de 2000 kg.m−3. Ainsi, le terme υs= 1Ks vaut 6. 10
−6
m3.mol−1. On voit donc que le rapport de condensation est au moins de l’ordre de 10−4.
Cette considération nous conduit pour satisfaire à la condition CFL à réduire considérablement
le pas de temps. En effet, si on se fixe un pas d’espace de ∆x = 10−2 le pas de temps doit
être égal à ∆t = 10−8, ce qui pose des problèmes pour la durée des calculs et pour la précision
machine du pas de temps. Pour effectuer les simulations avec un pas de temps raisonnable, nous
avons opté pour un schéma implicite pour le terme en temps.
4.3.2.3 Schéma implicite
Le terme (K0υs) impose une contrainte forte sur la condition CFL. La mise en place d’un
schéma implicite permet de s’affranchir de cette condition. De plus, il a la propriété d’être
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inconditionnellement stable et de vérifier le principe du maximum. La discrétisation finale est
















d’où la construction de la matrice pentadiagonale avec les coefficients suivants :















Pour la partie solide, la diffusion moléculaire est supposée nulle.
Afin de limiter la diffusion numérique (ordre 1 en temps), une généralisation du schéma d’inté-
gration en temps est utilisée au travers du θ-schéma.
4.3.2.4 Schéma numérique du θ-schéma


























Lorsque θ=12 , nous retrouvons le schéma de Crank-Nicholson. Ce schéma a la propriété d’être
inconditionnellement stable en norme L2, mais il ne vérifie pas le principe du maximum.
4.4 Conditions aux limites
4.4.1 Conditions aux limites sur la fonction Φ
Nous effectuons le calcul dans le cas de conditions périodiques dans la direction x du domaine
de simulation. Cette condition est naturelle, compte tenu des motifs observés expérimentalement
(cf Fig. 1.11). Sur la partie supérieure et la partie inférieure du domaine(cf Fig. 4.5) nous
imposons une condition de flux sortant :
∂2
∂y2
Φ = 0 → φij = 2Φij−1 − Φij−2 (4.23)
4.4.2 Conditions aux limites pour l’équation de diffusion
L’équation de diffusion est résolue sur toutes les phases (solide et gazeuse) composant le
domaine de calcul. L’interface Φ = 0 délimite ces deux états. Le calcul s’effectue avec une
condition de périodicité dans la direction x. De plus, pour toute la partie solide, la concentration
est fixe et égale àKsolide = K¯ où K¯ est la concentration à l’équilibre. Enfin, une condition de flux
sortant pour la concentration est calculée sur la partie supérieure du domaine. Les conditions
aux limites sont résumées sur la figure (4.6).
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FIG. 4.5 – Conditions aux limites imposées sur le domaine de calcul pour la fonction Φ
FIG. 4.6 – Conditions aux limites imposées sur le domaine de calcul pour la concentration C
4.5 Vitesse d’interface ~va constante
La première validation du code numérique concerne la propagation d’une interface plane à
vitesse constante. La résolution de l’Hamiltonien s’effectue grâce au schéma de Lax-Friedrichs
avec le schéma centré à 3 points pour les dérivées spatiales de la fonction Φ. La vitesse ~va de






L’état initial est une interface plane d’équation y = 0. La simulation s’effectue pour un temps
t = 1.4 sur un maillage cartésien uniforme de 40 × 40 avec un pas de temps ∆t = 8.10−4.
La figure (4.7) représente l’évolution de l’interface au cours du temps pour t=0.2, 0.4, 0.6, 0.8,
1.0, 1.2, 1.4. Nous remarquons que l’interface reste plane tout au long de la simulation. De plus,
l’altitude de la fonction correspond parfaitement au produit du temps par la vitesse au cours du
temps. La condition de flux sortant imposée en y = 0 et y = ymax pour la fonction Φ permet
une propagation correcte de l’interface.
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FIG. 4.7 – Propagation du front pour une vitesse constante
4.6 Étude du schéma de discrétisation de l’Hamiltonien Hˆ
Plusieurs schémas numériques ont été retenus pour la discrétisation de l’Hamiltonien Hˆ :
– schéma de Lax-Friedrichs (LF)
– schéma Local Lax-Friedrichs (LLF)
– schéma de Roe
Afin d’étudier la précision de ces schémas, nous avons considéré l’équation de Burger comme
Hamiltonien. Le système à résoudre est :
Φt +H(Φx,Φy) = 0,
−2 ≤ x, y ≤ 2





avec comme hamiltonien convexe, l’équation de Burger :
H(u, v) =
(




Dans la suite du calcul, nous avons pris α=1 (cf Fig. (4.8)).
La comparaison consiste à évaluer l’erreur en norme L∞ de la solution simulée par rapport
à la solution analytique. L’évaluation de la solution s’effectue par la transformation ξ = x+y2 ,
η = x−y2 afin de se ramener à une loi de conservation unidimensionnelle dans la direction ξ sous
la forme : {
υt + f(υ)ξ = 0
υ(0, ξ) = α+ pisin(piξ) (4.27)
avec υ=φξ + α.
Grâce à la méthode des caractéristiques, la solution s’écrit sous la forme suivante :
Φξ(t, ξ) = pi sin pi(ξ − (Φξ(t, ξ) + α)t) (4.28)
Pour obtenir la solution Φ sur tout le domaine et pour chaque instant, nous utilisons la mé-
thode de Newton-Raphson pour déterminer l’équation (4.28), puis nous l’intégrons sur l’inter-
valle temps. Nous avons testé les différents schémas pour des maillages de plus en plus fins






















































































FIG. 4.9 – Résultats à t=0.5
pi2 pour un maillage 40
2.
(202,402,602,802) afin de retrouver les résultats de l’article [38]. Le tableau (4.1) présente l’er-
reur en fonction du maillage suivant les schémas utilisés. Les différents schémas numériques
utilisés tendent vers un ordre 1 en espace. De plus, nous constatons que le schéma de ROE offre
une meilleure précision par rapport aux schémas LF et LLF.
4.7 Étude du schéma de discrétisation de la fonction Φ
La discrétisation des dérivées spatiales de la fonction Level-Set Φ utilise soit le schéma centré
à 3 points, soit le schéma WENO à 5 points. Le schéma WENO est a priori mieux adapté que
le schéma centré pour des états de surface discontinus. Pour vérifier cette propriété, nous avons
comparé les deux discrétisations en appliquant la vitesse analytique d’ablation pour l’oxydation :
~va = − Da1 + hDacosθ
~n (4.29)
Nous avons opté pour une condition initiale permettant de reproduire une solution finale sous la
forme d’arcs de cercles. La figure (4.10) représente l’évolution de l’interface au cours du temps
en fonction du choix de discrétisation.
La comparaison entre le schéma centré à 3 points et le schéma WENO nous montre nettement
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Nombre de points 202 402 602 802
LF - Schéma 3 Pts en espace 8.47 10−2 4.00 10−2 2.79 10−2 2.03 10−2
LLF - Schéma 3 Pts en espace 5.85 10−2 2.64 10−2 1. 810−2 1.3 10−2
ROE - Schéma 3 Pts en espace 1.86 10−2 9.28 10−3 6.51 10−3 4.79 10−3
TAB. 4.1 – Erreur en norme L∞ en fonction des schémas numériques
FIG. 4.10 – Comparaison des schémas
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la perte des singularités dans le cas du schéma à 3 points. Le schéma à trois points, faisant
intervenir ses deux plus proches voisins, présente une diffusion numérique plus importante qui
tend à lisser la solution finale. Le schéma WENO fait intervenir ses 4 voisins les plus proches
avec une pondération plus importante sur les points présentant une courbure plus importante.
La discrétisation WENO est la plus adaptée à nos topologies. Pour la suite des calculs, nous
utiliserons uniquement cette évaluation des dérivées spatiales de la fonction Φ.
4.8 Changement de l’hamiltonien H
Avec la méthode Level-Set, nous avons effectué une hypothèse sur la répartition de la vitesse
sur la fonction de niveau Φ qui a consisté à reporter la vitesse de l’interface sur tous les niveaux de
la fonction. Nous aurions pu envisager a priori une autre répartition de cette vitesse, par exemple
une répartition linéaire entre l’interface et les bords du domaine. Pour valider ce choix, nous
avons construit un nouvel hamiltonien dépendant uniquement de la variable Φ qui possède toutes
les propriétés de l’hamiltonien H(u, v)=~va.~∇Φ pour la propagation de l’interface. Connaissant la
vitesse analytique d’avancée du front, nous pouvons écrire l’expression d’un nouvel hamiltonien.
Cette expression permet de ne pas calculer explicitement la normale et l’angle θ. Pour cela, nous
exprimons la vitesse normale à la courbe grâce aux dérivées de la fonction Φ. A partir de la
normale, nous explicitons l’angle θ par rapport à l’horizontale. On exprime la normale et l’angle
θ par :
~n = ~5(Φ)‖~5(Φ)‖ cos(θ) =
Φy
‖~5(Φ)‖ (4.30)
Ainsi en remplaçant la vitesse d’avancée du front et l’angle dans l’expression de l’Hamiltonien,





‖ ~5(Φ) ‖ (1 + hDaΦy )
= 0 (4.31)
A partir de ces considérations, nous pouvons écrire l’expression d’un nouvel hamiltonien en
exprimant la hauteur h par la différence entre l’ordonnée maximale notée ymax du domaine et
l’ordonnée de l’interface notée y :





u2 + v2(ymax − y)Da
(4.32)
Nous retrouvons les mêmes résultats que pour le cas de l’hamiltonien H(u, v)=~v.~∇Φ, ceci nous
permet de valider l’extension de la vitesse à toute la fonction Φ. De plus, il est intéressant de
voir la progression de l’interface le long des droites caractéristiques. Sur la figure (4.11), nous
remarquons bien l’évolution du point singulier de l’état initial vers une solution plus régulière.
4.9 Vitesse explicite de réaction
L’étude a montré que suivant la condition initiale imposée, nous obtenons deux profils d’abla-
tion : un premier état de surface trivial plan et un second sous forme d’arcs de cercles.
Nous avons effectué le calcul de la propagation de l’interface avec un pas de temps ∆ t = 4.10−4,
sur un maillage 60× 60. Nous avons retenu le solveur Lax-Friedrichs pour l’équation Hamilton-
Jacobi, ainsi que le schéma de Runge-Kutta pour une discrétisation en temps et le schéma à
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FIG. 4.11 – Comparaison des deux Hamiltoniens
FIG. 4.12 – Propagation du front pour une vitesse de réaction donnée
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5 points en espace. Nous travaillons en variables adimensionnées ainsi la durée de propagation
varie pour t = 1.7, 4, 10.
Les résultats obtenus (cf Fig. (4.12)) ont permis de retrouver le profil stationnaire sous forme
de vagues mis en évidence par l’article [17]. Afin de s’assurer du caractère stationnaire du profil,
nous avons effectué le calcul pour des temps t supérieurs. A t=10, nous avons déjà capturé le
profil final. Ces courbes ont été obtenues après un calcul de 30 min de temps CPU sur un cluster
Compaq ES45.
4.10 Équation de diffusion
Nous avons effectué la simulation avec un maillage de 60x60, un pas de temps de ∆t = 0.004
sur une durée de t = 10. La résolution de l’équation d’Hamilton-Jacobi a été faite grâce au schéma
Lax-Friedrichs avec une discrétisation en espace de 5 points. Les résultats obtenus (cf Fig. 4.13)
montrent une propagation du front vers la solution plane avec une vitesse d’avancée plus rapide
que pour la simulation précédente. Cette vitesse plus élevée s’explique par une diffusion plus
importante de l’espèce chimique dans le milieu fluide. Nous nous attendions à une propagation
similaire à la propagation du front pour la vitesse analytique. Ce ne fut pas le cas. A partir de
cette observation, nous nous sommes intéressés à l’ordre en temps du schéma numérique utilisé
et à la définition de la concentration à l’interface.
En effet, nous travaillons avec une solution instationnaire donc il faut que l’ordre en temps du
schéma soit plus élevé afin de limiter la diffusion numérique lié au grand pas de temps. Ainsi,
nous avons opté pour le θ-schéma.
FIG. 4.13 – Conditions aux limites pour la réaction-diffusion
Le schéma de résolution pour l’équation de la diffusion moléculaire est un schéma d’ordre 2 en
espace.
4.11 Extension 2D
Après avoir apprécié les résultats dans le cas bidimensionnel, nous nous sommes intéressés à
l’extension des résultats obtenus dans la troisième direction. Tout d’abord, nous avons étendu
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la courbe initiale du cas bidimensionnel afin d’obtenir la surface de la figure 4.14. Nous avons
conservé des conditions périodiques sur les directions x et y pour une durée de propagation de
t =10. Le domaine de calcul considéré est un maillage cartésien de dimensions 60 × 60 × 60.
FIG. 4.14 – Donnée initiale FIG. 4.15 – Propagation du front à t=10
Nous avons utilisé le schéma Lax-Friedrichs avec une discrétisation en temps de type Runge-
Kutta et le schéma WENO pour la discrétisation en espace. Le pas de temps considéré est de
∆ t = 4 10−4.
Nous constatons que la surface finale correspond à l’extension des résultats de la figure (4.12).
Les points singuliers de la surface initiale s’estompent, tandis que nous voyons apparaître les
deux singularités sur la surface. Ce cas test nous a permis de valider les extensions que nous
avons apportées sur le schéma numérique et sur les conditions aux limites.
4.12 Conclusion
L’outil numérique présenté permet la résolution couplée de l’équation de diffusion et de
l’équation de propagation du matériau. Le suivi de l’interface est basé sur la méthode Level-Set
qui définit une fonction implicite sur laquelle est imposée la vitesse de récession du matériau.
Cette méthode nécessite des schémas numériques adaptées afin de prendre en compte l’apparition
de singularités au cours de la simulation. Enfin, l’équation de diffusion de l’espèce chimique
sublimée est résolue de façon implicite afin de s’affranchir de la condition CFL et de préserver
la stabilité du schéma numérique. Ce code numérique va nous permettre de suivre l’évolution
de la surface du matériau ablatée et d’étudier les différents motifs composant la surface.
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Chapitre 5
Code de Simulation Numérique
Directe des écoulements réactifs
Ce chapitre présente l’outil numérique utilisé pour résoudre les équations locales des écoule-
ments réactifs.
Dans un premier temps, nous allons détailler l’élaboration du code. A partir d’un outil initial
séquentiel prenant en compte une seule espèce chimique pour des conditions périodiques, nous
avons généralisé les équations afin de prendre en compte plusieurs espèces chimiques réactives.
De plus, des conditions aux limites spécifiques adaptées aux configurations étudiées ont été dé-
veloppées et enfin, une évolution du code numérique vers une version parallèle a été faite pour
effectuer des simulations 3D de plus en plus précises sans pénaliser le temps de calcul. Au final,
nous disposons d’un code de simulation numérique parallélisé prenant en compte un écoulement
réactif multi-espèces pour des conditions aux limites étendues (condition d’entrée, de sortie, pa-
roi adiabatique, etc).
Dans une seconde étape, nous nous attacherons à rapporter des éléments de sa validation par
référence à différents cas tests.
5.1 Rappel des équations
Le traitement des équations aérothermochimiques ((5.1),(5.2) et (5.3)) par simulation numé-







































































La discrétisation des dérivées spatiales premières et secondes s’effectuent directement dans l’es-
pace physique grâce à des schémas aux différences finies. Ce sont les schémas compacts centrés
[29] qui ont été retenus car ils présentent la propriété de ne pas être dissipatifs et sont ainsi fa-
vorables à leur utilisation pour des applications de DNS dans lesquels les influences numériques
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sont minimisées. D’autre part, la solution du système d’équations doit être intégrer en temps. Le
choix du schéma d’intégration s’est porté sur les méthodes explicites de type Runge-Kutta. Elles
présentent en général une précision suffisante et sont faciles à mettre en oeuvre. Afin d’assurer
une stabilité aux schémas de discrétisations pour des conditions aux limites non-périodiques,
des conditions particulières ont été développées par Poinsot et Lele [44]. En utilisant l’analyse
caractéristique [61], les termes hyperboliques des équations de Navier-Stokes correspondant à
des ondes dans la direction x sont modifiés. Les équations de transport des différentes variables
conservatives s’écrivent sous la forme suivante :
∂ρCα
∂t
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∂
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où Li sont les amplitudes des ondes caractéristiques associées à chaque vitesse caractéristique
(u+ c, u, u− c), où c désignant la vitesse du son.
Afin d’initialiser le code de simulation numérique directe, nous avons retenu la création d’un
champ de fluctuations initial à partir de données spectrales afin de disposer d’une donnée réa-
liste dont les caractéristiques (intensité turbulente, longueur d’ondes, etc) sont modulables. Une
transformée de Fourier discrète nous permet de recréer dans l’espace physique les propriétés du
spectre étudié.
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5.2 Discrétisation spatiale par schémas compacts
La discrétisation spatiale dans le code de simulation numérique directe utilise un schéma
implicite aux différences finies. Ce schéma appartient à l’une des familles de schémas compacts
d’ordre élevé proposé par Lele [29]. Ces schémas sont une généralisation des schémas classiques de
Padé. Leur précision est comparable à celle atteinte par des codes spectraux, avec une dissipation
numérique très faible, voire nulle, sur une certaine bande de longueurs d’ondes. Dans les méthodes
spectrales (qui sont d’ordre infini), la dérivée d’une fonction f est approchée par une fonction
dépendant de toutes les valeurs de fi. Les schémas compacts imitent ce comportement grâce à
une expression implicite.
Considérons un maillage uniforme 1D, dont les coordonnées des noeuds sont xi, avec un pas de
maillage constant, h=xi+1 − xi, où i est l’indice du noeud et une fonction dont les valeurs aux
noeuds sont fi=f(xi), i=1,. . .,N. Les schémas compacts sont basés sur une approximation de la
dérivée de la fonction f par une combinaison linéaire de ses valeurs fi et celles de ses dérivées
f ′i sur les nœuds i de la grille.







Des relations entre les coefficients a, b, c, α, β peuvent être établies par comparaison avec les
coefficients d’un développement de la dérivée en série de Taylor. En fonction de l’ordre formel
de l’erreur de troncature, on obtient des relations à vérifier par les coefficients (cf Lele [29]
pour une discussion approfondie de la question). La relation (5.6) amène à résoudre un système
linéaire. Pour un nombre fini de nœuds, seules des conditions aux limites périodiques permettent
d’établir un système complet avec des schémas centrés de la forme ci-dessus. Pour le cas plus
général avec les conditions aux limites arbitraires, des relations supplémentaires sont nécessaires
pour la discrétisation des dérivées au voisinage des bords. Lele décrit une classe de schémas
compacts complètement décentrés, qui sont spécialement adaptés pour la combinaison avec des
schémas de type (5.6) :
f ′1 + αf ′2 =
1
h
(af1 + bf2 + cf3 + df4) (5.7)
Par analogie avec la première dérivée, on peut alors introduire une discrétisation de la dérivée
seconde sous la forme :
βf ′′i−2+αf ′′i−1+f ′′i +αf ′′i+1+βf ′′i+2 = c
fi+3 − 2fi + fi−3
9h2 +b
fi+2 − 2fi + fi−2
6h2 +a
fi+1 − 2fi + fi−1
2h2
(5.8)
Il est également nécessaire de disposer de schémas décentrés pour les nœuds sur les bords :
f ′′1 + αf ′′2 =
1
h2
(af1 + bf2 + cf3 + df4 + ef5) (5.9)
Pour des schémas tels que (5.6)/(5.7), (5.8)/(5.9), Lele a démontré que l’ordre formel d’erreur ne
diminue pas si l’ordre du schéma aux bords n’est pas inférieur de plus de deux ordres à celui du
schéma à l’intérieur. Cependant, il est difficile d’atteindre des ordres plus élevés que le troisième
ou quatrième ordre pour les schémas aux bords. Avec les schémas de la famille (5.6), (5.8), seul
un schéma du quatrième ordre peut être utilisé pour les nœuds voisins du bord.
Ainsi pour le choix des schémas appropriés, plusieurs facteurs sont à prendre en considération :
– le comportement numérique ne change pas linéairement avec l’ordre formel de l’erreur de
troncature, c’est-à -dire l’amélioration des propriétés numériques croît moins fortement
que l’ordre du schéma.
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– le passage d’un schéma tridiagonal vers un schéma pentadiagonal alourdit considérable-
ment le calcul.
Sur la base de ces réflexions, deux configurations ont été retenues :
• Un schéma tridiagonal du quatrième ordre à l’intérieur avec un schéma du troisième ordre
sur les bords.
• Un schéma tridiagonal du sixième ordre à l’intérieur avec un schéma du quatrième ordre
sur les nœuds voisins du bord et un schéma du troisième ordre sur les bords.
Les discrétisations finales sont alors [4] :
• Pour la première dérivée :
. Nœuds à l’intérieur du domaine (6ième ordre) :









. Nœud voisins des bords (4ième ordre) :




. Nœud sur les bords (3ième ordre) :
2f ′1 + 4f ′2 =
1
h
(5f1 + 4f2 + cf3 + f4) (5.12)
• Pour la seconde dérivée :
. Nœuds à l’intérieur du domaine (6ième ordre) :




4fi+2 + 12fi+1 −
51





. Nœud voisins des bords (4ième ordre) :
f ′′i−1 + 10f ′′i + f ′′i+1 =
12
h2
(fi+1 − 2fi + fi−1) (5.14)
. Nœud sur les bords (3ième ordre) :
f ′′1 + 11f ′′2 =
1
h2
(13f1 − 27f2 + 15f3 − f4) (5.15)
L’inversion de la matrice tridiagonale est réalisée par la méthode de décomposition LU. Les
études poussées de la stabilité et de la propagation d’onde de ce schéma numérique ont été
réalisées par [4].
5.3 Discrétisation temporelle
5.3.1 Schéma de Runge-Kutta
Les schémas centrés étant non dissipatifs, la dissipation effective de la discrétisation complète
dépend de la méthode d’intégration, sa précision est par contre moins critique. Les méthodes de
type Runge-Kutta possèdent en général une précision suffisante et offrent des limites de stabilité
supérieures à d’autres méthodes explicites. Elles sont extrêmement peu dissipatives, faciles à
mettre en œuvre mais demandent un temps de calcul important. Il est nécessaire d’évaluer à
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chaque étape de l’intégration toutes les dérivées spatiales des équations de Navier-Stokes.
La méthode de Runge-Kutta d’ordre 4 est retenue pour intégrer l’équation différentielle suivante :
∂x
∂t
= F (x, t)
Dans notre cas, x est un vecteur de dimensions ne + 4 (x = (ρCα(α = 1..ne), ρu, ρv, ρw, ρE)) où
ne est le nombre d’espèces chimiques considérées et F (x, t) regroupe tous les termes explicités
au chapitre 3. La méthode de type Runge-Kutta classiquement utilisée nécessite 4 étapes pour
intégrer x : 
k1 = F (xi, ti)
k2 = F (xi + ∆t2 k1, ti +
∆t
2 )
k3 = F (xi + ∆t2 k2, ti +
∆t
2 )
k4 = F (xi + ∆tk3, ti + ∆t)
xi+1 = xi + ∆t6 (k1 + 2k2 + 2k3 + k4)
Le pas de temps ∆t est contrôlé par des critères de stabilité basés sur le nombre CFL et le
nombre de Fourier.
5.3.2 Critères de stabilité
La structure totalement explicite de l’algorithme, sa grande précision (sixième ordre en es-
pace, quatrième ordre en temps) et la dissipation numérique très faible qui en résulte, conduisent
à limiter le pas de temps de calcul pour garantir la stabilité. Le pas de temps est déterminé par
le minimum des pas de temps convectif et diffusif. Le pas de temps est relatif au temps nécessaire
à l’onde pour parcourir la distance d’une maille à la vitesse u + c. Cette condition est appelée






où ∆x est la taille de la maille. Le pas de temps diffusif est imposé par un critère de type Fourier











Le pas de temps de référence est le minimum des pas de temps diffusif et convectif.
5.4 Conditions aux limites non-réfléchissantes
L’écriture des conditions aux limites exige un traitement particulier pour un code de simu-
lation d’écoulement compressible. Les schémas numériques fournissent une précision élevée et
une faible dissipation numérique. Cependant, cette précision dépend fortement de la qualité des
conditions aux limites. Dans la plupart des simulations, des conditions périodiques sont géné-
ralement employées et aucune condition n’est requise. Des conditions plus particulières comme
une condition d’entrée, de sortie ou de paroi sont parfois nécessaires. Dans ce cas, les ondes
acoustiques doivent être traitées explicitement à travers les équations de Navier-Stokes. Poinsot
et Lele [44] ont développé les conditions dites Navier-Stokes Characteristic Boundary Conditions
(NSCBC). La démarche pour spécifier les conditions aux limites est d’exprimer l’amplitude des
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ondes entrantes comme si le problème était unidimensionnel et non visqueux. On peut ainsi
déterminer le nombre de conditions requises pour une entrée ou une sortie. Cette méthode est
utilisée avec succès tant en combustion qu’en écoulements inertes compressibles ([4], [49]). Dans
le cas réactif, un terme source est rajouté dans les équations de Navier-Stokes mais ne modifie
pas l’analyse des caractéristiques.
5.4.1 Formulation LODI (Local One Dimensional Inviscid)































Si toutes les valeurs de Li peuvent être estimées, alors le système (5.4) peut être utilisé pour
donner les valeurs des variables principales sur la frontière en fonction du pas de temps. Pour les
ondes se propageant de l’intérieur vers l’extérieur du domaine de calcul, les valeurs Li peuvent
être estimées en utilisant les schémas différentiels aux bords. Pour les ondes entrantes, sur
chaque point de la frontière, on suppose que l’on a un problème localement 1D et non visqueux
(Local-One-Dimensional-Inviscid). Ce système LODI est utilisé pour estimer les variations des
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L2 + 12(L5 + L1)
]
+ (L5 + L1)2(γ − 1) +
u
2c(L5 − L1)+ (5.28)
ρvL3 + ρwL4 = 0
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5.4.2 Conditions d’entrée subsonique
Il existe plusieurs conditions aux limites pour les entrées subsoniques. On a choisi de décrire
le cas où les composantes du vecteur vitesse et de la température sont imposées.
u1(0, x2, x3, t) = U1(x2, x3, t) (5.29)
u2(0, x2, x3, t) = U2(x2, x3, t) (5.30)
u3(0, x2, x3, t) = U3(x2, x3, t) (5.31)
T (0, x2, x3, t) = T (x2, x3, t) (5.32)
Pour un écoulement subsonique tridimensionnel, quatre caractéristiques sont entrantes du
domaine, (L2, L3, L4, L5), et une sortante L1 à la vitesse λ1 = u1 − c . Donc la densité (ou
la pression) est déterminée par l’écoulement lui même. Une seule onde (L1) est calculée à partir
des points intérieurs du domaine.
Étape 1 : Les composantes du vecteur vitesse sont imposées. La température est également
imposée.
Étape 2 : Comme u1 est imposée, alors :
L5 = L1 − 2ρcdU1
dt
(5.33)
Comme la température est imposée :


















L2 + 12(L5 + L1)
]
Dans ce cas, L3, L4 ne sont pas nécessaires.
5.4.3 Conditions de sortie subsonique
Étape 1 : Nous avons besoin d’une condition physique : la pression à l’infini p∞ est imposée.
Étape 2 : Si la pression à la sortie du domaine de calcul n’est pas égale à p∞, l’onde réfléchis-
sante entrera dans le domaine. La voie simple pour assurer une condition bien-posée est
d’utiliser une relation de Rudy et al. [52]
L1 = K(p− p∞) (5.36)
où K = σ(1−M2)c/L
M est le nombre de Mach maximum dans l’écoulement, L est un longueur caractéristique
du domaine, σ est une constante.
Quand σ = 0, la relation (5.36) conduit à une amplitude de l’onde réfléchissante égale à 0
(condition parfaitement non réfléchissante).
Étape 3 : Les amplitudes Li, i 6= 1 sont calculées à partir des points à l’intérieur du domaine.
On utilise les relations (5.24) - (5.28) pour déterminer l’avance en temps des autres gran-
deurs physiques.
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5.4.4 Conditions de paroi
5.4.4.1 paroi isotherme non-glissante
A la paroi isotherme non-glissante, toutes les composantes du vecteur vitesse et la tempéra-
ture sont imposées. On a quatre conditions aux limites non visqueuses :
u1(L, x2, x3, t) = u2(L, x2, x3, t) = u3(L, x2, x3, t) = 0
T (L, x2, x3, t) = T (x2, x3, t)
Étape 1 : Toutes les composantes de la vitesse sont fixées.
Étape 2 : Les amplitudes des caractéristiques L2, L3, L4 sont nulles puisque u1 = 0.
La relation (5.25) suggère que L1 = L5
Étape 3 : L’amplitude L5 est calculée à partir des points à l’intérieur du domaine. Puis la
masse volumique est obtenue par l’intégration de la relation (5.24).
5.4.4.2 Paroi adiabatique non-glissante
A la paroi adiabatique non-glissante, toutes les composantes de vitesse sont imposées et le
flux thermique est nul. On a trois conditions aux limites non visqueuses :
u1(L, x2, x3, t) = u2(L, x2, x3, t) = u3(L, x2, x3, t) = 0
et une condition visqueuse q1 = 0.
Étape 1 : Toutes les composantes de la vitesse sont fixées.
Étape 2 : Les amplitudes des caractéristiques L2, L3, L4 sont nulles puisque u1 = 0.
La relation (5.25) montre que L1 = L5
Étape 3 : L’amplitude L5 est calculée à partir des points à l’intérieur du domaine. Puis la
masse volumique est obtenue par l’intégration des relations (5.24), et la température la
relation 5.28.
5.5 Condition initiale
Afin d’étudier le couplage turbulence/paroi ablatable, il est nécessaire d’imposer une condi-
tion initiale turbulente la plus réaliste possible dans le code de simulation numérique directe.
Pour cela, nous allons utiliser les paramètres spectraux de la turbulence pour initialiser le champ
de vitesses. Cette méthode fournit une paramétrisation fine du champ généré car l’intensité tur-
bulente et la longueur d’onde, par exemple, sont imposées. Plusieurs études [14, 20, 49, 50] ont
employées cette méthode d’initialisation de la turbulence.
5.5.1 Dimensionnement du domaine de calcul
L’initialisation du domaine de calcul à partir d’un spectre de turbulence impose un domaine
cubique afin d’effectuer la transformation de Fourier discrète. Pour dimensionner ce domaine,
nous sommes partis de la définition du nombre de Reynolds Reη basé sur l’échelle de Kolmogorov,
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Le calcul s’effectue pour une atmosphère terrestre, ainsi la viscosité ν, supposée constante en
première approximation, est égale à ν=1.31 10−5 m2.s−1. Nous imposons l’intensité de la fluc-
tuation à vη=5 m.s−1. L’échelle de Kolmogorov, ainsi évaluée, est de l’ordre de :
η = 2.62 10−6m (5.38)
A partir de cette grandeur, nous imposons la longueur d’onde des plus petits tourbillons κd en
faisant l’approximation suivante ld ≈ 5 η. Et la longueur d’onde lié au mode le plus énergétique,
en appliquant le spectre de Passot-pouquet, est reliée à la longueur d’onde de la dissipation
maximale par κd =
√
3
2κe. Les valeurs κe et κd obtenues sont :
κe = 391618 m−1, κd = 479632 m−1 (5.39)
Les valeurs u′ et κe sont introduites dans le code de simulation numérique pour effectuer l’ini-
tialisation du champ turbulent.
La hauteur de rugosité est de l’ordre de dix fois l’échelle de Kolmogorov sur les échantillons abla-
tés. Dans la configuration présentant deux plaques planes ablatables (cf Fig. 5.1), nous imposons
une longueur de domaine Lref augmentée de 8 fois cette hauteur de rugosité pour effectuer la
simulation.
Lref = 2.09 10−4 m (5.40)
FIG. 5.1 – Champ turbulent de vitesse initial
Afin d’assurer une résolution satisfaisante des échelles de Kolmogorov, le maillage doit satisfaire
à des relations supplémentaires [65] :
5 ∆x << ld, 12∆x ≤ η (5.41)
avec ∆x = Lref/n où n est le nombre de mailles. En prenant un domaine de 128 × 128 × 128,
nous respectons les critères précédents, soit un nombre de noeuds de 2097152.
∆x = 1.63 10−6 m, ld∆x = 8,
η
∆x = 0.62 (5.42)
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5.5.2 Initialisation du champ turbulent




















La fluctuation de vitesses u′ est issue de la transformée de Fourier discrète inverse de la densité
spectrale qui permet le passage de l’espace spectral au domaine physique et d’une distribution
aléatoire de la phase (cf [49] pour plus de détails sur la génération du champ). Seules les données
de u′, qui caractérise l’intensité de la turbulence, et la longueur d’onde κe, qui calcule l’ordre de
grandeur des tourbillons les plus énergétiques, sont nécessaires pour effectuer la transformation.
(a) Champ u’ (b) Champ v’ (c) Champ w’
FIG. 5.2 – Initialisation du champ de vitesse à t=0
La figure (5.2) montre le champ de vitesse tridimensionnel généré à partir du spectre de Passot-
Pouquet pour un nombre d’onde κe = 391618 m−1 et la vorticité est présentée à la figure (5.3).
5.6 Forçage de la turbulence
L’initialisation du code de simulation numérique directe est basée sur une turbulence homo-
gène isotrope issue du spectre de Passot-Pouquet. La turbulence isotrope joue un rôle important
dans l’étude fondamentale des caractéristiques de la turbulence. Néanmoins, l’énergie cinétique
turbulente décroît au cours du temps par dissipation visqueuse. La méthode la plus courante
pour un forçage homogène de la turbulence consiste à ajouter une force externe aux équations
de Navier-Stokes pour tous les modes inférieurs à κf (|κ|< κf ). La force agit uniquement sur les
plus petits nombres d’onde et les petites structures tourbillonnaires sont finalement dissipées par
effets visqueux. Par ailleurs, toutes ces méthodes sont développées pour une résolution spectrale
des équations de Navier-Stokes avec des conditions de périodicité. Dans le domaine physique,
Lundgren [31] a proposé récemment un schéma de forçage appelé "forçage linéaire". L’idée est
d’évaluer la dissipation par effets visqueux et de réinjecter cette dissipation sous la forme d’une
force proportionnelle à la fluctuation de vitesse. Il a montré que ce forçage permet de recouvrir
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FIG. 5.3 – Isovorticité à l’instant initial
une gamme de nombre d’onde allant de l’échelle intégrale à la zone inertielle. De plus, cette force
s’applique à une résolution des équations de la mécanique des fluides dans le domaine physique
avec des conditions non périodiques (conditions d’entrée et de sortie).
Les travaux [51] ont comparé l’implémentation de cette force linéaire pour une résolution spec-
trale et dans le domaine physique. Ils ont obtenu des résultats analogues dans les deux cas,
néanmoins ils soulignent que l’énergie est essentiellement redistribuée sur les nombres d’onde
inférieurs à l’échelle intégrale.
Le terme de forçage linéaire s’ajoute aux équations de conservation de moments suivante :
∂ρ~u′
∂t
+∇.(ρ~u′~u′) = −∇p′ +∇.(µ~S) + ~f (5.44)
où ~S = ∇~u′ +∇u′T − 32(∇.~u′)I et la force ~f est définie par :
~f = Bρ~u′ (5.45)
Le paramètre B est donné par la relation :





3 < ρ > u˜′2rms
(5.46)
où  est la dissipation turbulente définie par  = − < ~u′.[∇.(µS)] > et u˜′2rms = <ρ
~u′. ~u′/3>
<ρ>
5.7 Parallélisation du code de simulation numérique directe
La simulation numérique directe nécessite des schémas de résolution précis ce qui implique
un temps de calcul important. Afin de réaliser des simulations en trois dimensions de plus en
plus précises, il est nécessaire de faire évoluer l’outil numérique vers une version parallèle grâce
à la librairie MPI (Message Passing Interface).
Toutes les grandeurs physiques (vitesse, pression, concentration, densité, etc.) utilisées dans le
code sont des valeurs locales centrées sur les noeuds du domaine. Pour évaluer les dérivées spa-
tiales premières et secondes, un schéma aux différences finies est utilisé. Ce type de schéma
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numérique fait appel aux valeurs des plus proches voisins pour pouvoir évaluer la dérivée.
Lors du découpage du domaine de calcul, l’évaluation de la dérivée spatiale sur les noeuds aux
bords des sous-domaines nécessite la connaissance des noeuds du domaine voisin qui sont connus
par le processeur ayant la charge du sous-domaine. Ce partage s’opère par des communications
entre les processeurs. Les fonctions MPI_ISEND et MPI_IRECV de la librairie ont été prin-
cipalement utilisées pour exécuter ces communications.
FIG. 5.4 – Découpage du domaine de simulation
La configuration adoptée pour les simulations est un écoulement entre deux parois. Le décou-
page selon la direction z (cf Fig. 5.4) a été retenu afin de travailler sur des sous-domaines ayant
une configuration analogue. Le domaine de simulation initial est ainsi découpé en autant de
sous-domaines que de processeurs utilisés pour effectuer le calcul. La difficulté réside dans le
dimensionnement de ces nouveaux domaines de calcul car nous avons une contrainte qui est la
conservation de l’ordre formel du schéma (Cf. Annexe C pour plus de détails sur les schémas de
communication)
5.8 Validation de l’outils numérique sans transformation conforme
Cette seconde partie du chapitre vise à valider le code de calcul par référence à des écoule-
ments tests. Les solutions numériques sont obtenues sans transformation du maillage. La vali-
dation du code en présence de transformation conforme sera faite au chapitre suivant.
5.8.1 Le tourbillon de Green-Taylor
Le tourbillon de Green-Taylor est une solution exacte des équations de Navier-Stokes pour
un écoulement isovolume dans un espace bidimensionnel périodique. Il correspond à un champ
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de vitesse d’expression analytique :{
u = sin(x) cos(y)F (t)
v = − cos(x) sin(y)F (t) (5.47)
avec F (t) = exp(−2νt), où ν est la viscosité cinématique du fluide.
Pour cette étude, nous nous sommes restreint au cas de l’air avec une viscosité cinématique
FIG. 5.5 – Isovorticité à l’instant initial t=0
égale à ν=1.31 10−5 m2.s−1. La pression p est obtenue en substituant l’expression analytique
de la vitesse dans l’équation de conservation de quantité de mouvement. Elle s’exprime par :
p = ρ4 (cos(2x) + cos(2y))F
2(t) (5.48)
Pour réaliser la simulation, nous utilisons un domaine de calcul carré de taille l=pi, discrétisé
avec un maillage uniforme de 75×75. Des conditions aux limites particulières sont imposées sur
chaque bord du domaine de calcul (cf Fig. 5.6). Les champs de vitesse et de température sont
fixés sur chaque bord de la façon suivante :
côté 1 :

u(x, 0) = sin(x)F (t)
v(x, 0) = 0




u(x, pi) = − sin(x)F (t)
v(x, pi) = 0




u(0, y) = 0
v(0, y) = − sin(y)F (t)




u(pi, y) = 0
v(pi, y) = sin(y)F (t)
p(pi, y) = ρ4 (cos(2y) + 1))F 2(t)
(5.52)
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FIG. 5.6 – Conditions aux limites
Une température constante de 300 K est imposée au domaine. La simulation de cet écoulement
incompressible est effectuée avec le système d’équations compressibles, ce qui permet de vérifier
également les équations de conservation de la masse et de l’énergie.
Pour effectuer une comparaison portant sur la vitesse, nous nous sommes intéréssés aux évolu-
tions temporelles des composantes u et v adimensionnées le long de deux axes. Sur la figure (5.7
a), la vitesse u est représentée à x = pi2 le long de l’axe y en fonction du temps adimensionné.
Sur la figure (5.7 b), la vitesse v est représentée à y = pi2 le long de l’axe x. Nous remarquons que
(a) à x=pi2 (b) à y=
pi
2
FIG. 5.7 – Comparaison des vitesses en fonction du temps adimensionné
l’évolution du champ de vitesse calculé au cours du temps est identique à la solution analytique.
Nous n’avons pas tracé l’évolution de la vitesse v à x = pi2 , ni la vitesse u à y =
pi
2 car leurs valeurs
sont quasiment nulles (' 10−8), ce qui correspond bien à la valeur analytique. Par ailleurs, nous
vérifions bien que la température et la densité restent constantes tout au long de la simulation.
Cette simulation permet d’apprécier la précision du schéma compact (schéma d’ordre 6) et son
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caractère très peu dissipatif au cours du temps.
5.8.2 Simulation d’écoulements à la paroi
5.8.2.1 Premier problème de Stokes
Le premier problème de Stokes concerne la mise en mouvement d’un fluide initialement
immobile entre deux plaques planes parallèles. A l’instant t=0, la première plaque plane à y = 0
est animée d’une vitesse constante U0 et la deuxième plaque en y = y0 restant immobile. Les
conditions aux limites sont :
Pour y = 0,
{
u = U0
v = 0 (5.53)
Pour y = y0,
{
u = 0
v = 0 (5.54)
L’écoulement est défini par le champ de vitesse suivant :
FIG. 5.8 – Premier problème de Stokes












Le premier problème de Stokes a pour solution analytique :
u(y, t) = U0(1− erf( y2√νt)) (5.57)
Le maillage utilisé pour la simulation est une grille uniforme de 40x40 (cf Fig. 5.9). Nous imposons
en haut du domaine de calcul une condition de paroi adiabatique non glissante. Sur la surface
inférieure, il s’agit d’une condition de paroi adiabatique animée d’une vitesse U0. Une condition
de périodicité est imposée sur les bords latéraux. Nous avons simulé le déplacement de la paroi
jusqu’à un temps physique de t = 2s.
La figure (5.10) représente l’évolution du profil de vitesse u au cours du temps. Nous pouvons
remarquer que la solution simulée suit parfaitement la solution analytique au cours du temps,
ce qui valide les conditions de paroi adiabatique imposées aux limites.
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FIG. 5.9 – Maillage pour le premier problème de Stokes















FIG. 5.10 – Evolution de la vitesse en fonction du temps. (— : Solution analytique)
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5.8.2.2 Second problème de Stokes
Le second problème de Stokes concerne le mouvement d’un fluide induit dans un espace semi
infini par une paroi plane oscillante. La plaque plane située à y = 0 est animée d’un mouvement
oscillatoire tel que :
u(0, t) = U0 sin(ωt) (5.58)
Soit encore, sous forme complexe : u(0, t)=U0 <e(exp(iωt)).
Le fluide (fluide non-pesant), occupant le demi-espace y>0, est initialement au repos, sa mise
en mouvement résultant de la lente oscillation de la plaque.
L’écoulement est défini par le champ de vitesse suivant :











avec pour conditions initiale et aux limites :
FIG. 5.11 – Deuxième problème de Stokes

t = 0, u = 0
y = 0, u = U0 sin(ωt)
y →∞, u→ 0
Par la méthode de séparation des variables, la solution du système est :
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En imposant une période d’oscillation de ω=4pis−1 à la plaque plane et en prenant la viscosité
cinématique de l’air de ν=1.31 10−5 m2.s−1, nous obtenons une hauteur de couche limite de
δ=7.3 mm.
Le maillage utilisé comporte 10 mailles dans la direction x et 45 mailles dans la direction y dont
12 nœuds pour la couche limite (cf Fig. 5.12). La condition aux limites sur la paroi est une
condition de type adiabatique non glissante. Une condition de flux sortant est imposée en haut
du domaine et une condition de périodicité sur les bords latéraux.
La figure (5.13) représente l’évolution de la vitesse u au cours d’une demi-période. Nous remar-
quons que la solution analytique coïncide parfaitement avec la solution simulée.
FIG. 5.12 – Maillage pour le deuxième problème de Stokes
5.8.3 Convection d’un tourbillon
Les conditions aux limites développées par Poinsot et Lele [44] vont nous être utiles pour
la suite de nos simulations, notamment l’application à une condition de sortie subsonique non
réfléchissante. Afin d’apprécier les possibilités et les limites de cette méthode, nous nous sommes
intéréssés tout d’abord à la convection d’un tourbillon à la vitesse subsonique U0. La condition
d’entrée subsonique est imposée avec U0=200 m.s−1 sous conditions normales de températures
et de pression. La sortie subsonique non réfléchissante est utilisée pour annuler l’onde acoustique
rentrante. Enfin, des conditions de périodicité sont appliquées sur les bords latéraux du domaine
(cf Fig. 5.14).
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FIG. 5.13 – Evolution de la vitesse en fonction du temps (— : Solution analytique)
FIG. 5.14 – Configuration de calcul de la convection d’un tourbillon
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où C est l’intensité du tourbillon, Rc le rayon du vortex.
Le champ de pression est défini par :










Pour réaliser cette simulation, un maillage uniforme de 128×128 est utilisé. Le temps adimen-
sionné théorique de la sortie du vortex du domaine de calcul est de t = 1.91, ce que l’on retrouve
lors de la simulation. La figure (5.15) représente à trois instants distincts l’évolution de l’iso-
vorticité. Nous pouvons remarquer que le vortex reste intact lors de sa sortie du domaine. Une
(a) t = 0 (b) t = 1.5 (c) t = 1.91
FIG. 5.15 – Champs d’isovorticité à trois instants
fois le vortex complètement expulsé, nous devrions avoir un écoulement parfaitement uniforme
avec une vitesse de U0=200 m.s−1 sur tout le domaine de calcul. Ceci est réalisé mais avec
une différence de vitesse de 4 10−3 m.s−1. Cette vitesse résiduelle existe car la condition à la
limite de sortie non réflechissante n’est pas parfaite. Ainsi lorsque l’on laisse évoluer le code,
l’onde rentrante très atténuée va venir perturber la condition d’entrée notamment la vitesse. La
vitesse d’entrée étant imposée, la perturbation de vitesse va entraîner la divergence du code.
Ce phénomène est parfaitement repris dans l’article de Poinsot et Lele. Afin de mieux apprécier
l’effet de cette onde rentrante, nous avons procédé à une nouvelle simulation de transport de
tourbillon à la vitesse U0 en présence de deux espèces chimiques.
5.8.4 Convection de deux espèces chimiques
La seconde simulation a consisté dans les mêmes conditions de calcul de transporter deux
espèces chimiques de même masse molaire à une vitesse de U0=200 m.s−1. Nous avons pris deux
espèces identiques afin d’imposer une pression, une température et une densité constante au
cours du temps. Le seul paramètre évoluant est la fraction massique au cours de la simulation.
La figure (5.16) représente l’évolution de la fraction massique pour trois temps différents. Nous
pouvons faire les mêmes remarques que précédemment sur le temps de parcours de l’espèce
chimique et sa forme. La figure (5.17) à t = 1.5 met bien en évidence le résultat intéressant,
alors que l’espèce chimique a commencé à sortir du domaine de calcul, nous pouvons remarquer
qu’une onde rentrante apparaît. Nous vérifions par ailleurs que toutes les autres grandeurs
thermodynamiques restent inchangées. Cette fluctuation est plus ou moins amortie lorsque l’on
fait varier le paramètre σ dans le terme de relaxation de l’amplitude de l’onde L1. Pour une
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(a) t = 0 (b) t = 1.5 (c) t = 1.91
FIG. 5.16 – Champs d’isoconcentrations à trois instants
valeur optimale de σ=0.25, l’amplitude de l’onde rentrante concernant la fraction massique est
de 4.410−3. Cette perturbation négligeable altère les résultats du code lorsque l’on laisse évoluer
l’écoulement après la sortie des deux espèces chimiques. Dans la suite de nos simulations, cette
FIG. 5.17 – Naissance de l’onde rentrante sur la fraction massique
onde rentrante existera toujours. Cependant, nous allons simuler des écoulements turbulents
visqueux compressibles qui vont dissiper cette fluctuation la rendant de ce fait moins pénalisante.
5.8.5 Espèces chimiques réactives
Afin de valider le terme de production/destruction chimique ω˙α ajouté dans les équations de
Navier-Stokes, nous avons entrepris de comparer la vitesse de réaction analytique à celle simulée
pour deux réactions chimiques avec un champ de vitesse nul. La configuration retenue est un
domaine de calcul cubique avec des conditions de périodicité dans les trois directions. Ceci nous
ramène à un problème à zéro dimension où seule la réaction chimique intervient.
5.8.5.1 Décomposition du dioxygène
La première réaction considérée est la décomposition du dioxygène en oxygène :
O2 → 2O (5.66)
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La vitesse de réaction de la réaction de décomposition est évaluée par la relation suivante :






La constante de réaction k est définie par :
k(T ) = 2.01015T−1.5exp(−59500
T
) (5.68)
A l’état initial, nous imposons une fraction massique de dioxygène égale à 1 (CO2 = 1) et nulle
pour l’oxygène (CO = 0) à une température de 5000 K. Nous laissons évoluer le système jusqu’à
l’équilibre et la température finale est T = 3693 K. La figure (5.18 a) représente l’évolution
de la fraction massique des deux espèces chimiques en fonction du temps. La figure (5.18 b)
compare la vitesse de réaction analytique à la vitesse simulée. Nous pouvons remarquer que les
deux vitesses de réaction se superposent parfaitement.
(a) Évolution de la fraction massique (b) Évolution de la vitesse de réaction
FIG. 5.18 – Décomposition du dioxygène
5.8.5.2 Réaction de combustion
La deuxième réaction chimique étudiée est la réaction de combustion suivante :
O2 + 2 H2 → 2 H2O (5.69)
La vitesse de réaction est définie par :




avec les coefficients kf (T ) et kb(T ) définis à partir de la loi d’Arrhénius suivante :
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Af Bf θf
6.38 10−11 −1 −38370
Ab Bb θb
1.39 10−11 −1 0
où Af , Bf , θf , Ab, Bb, θb sont exprimés dans le tableau suivant :
A l’état initial, nous disposons d’une fraction massique de dihydrogène égale à CH2 = 0.2 et
d’une fraction de dioxygène valant CO2 = 0.8. La température initiale est T = 1000 K et atteint
à la fin de la simulation la valeur de T = 1251.96 K. Ce qui correspond bien à une réaction
exothermique. Les figures (5.19) représentent l’évolution de la fraction massique et la vitesse
(a) Évolution de la fraction massique (b) Évolution de la vitesse de réaction
FIG. 5.19 – Combustion de l’hydrogène
de réaction au cours du temps. Nous pouvons remarquer que la vitesse simulée coïncide avec la
vitesse analytique. Cette deuxième réaction valide l’écriture du terme de production/destruction
chimique ajouté dans les équations de Navier-Stokes.
5.8.6 Décroissance et forçage de la turbulence
5.8.6.1 Turbulence homogène décroissante
Le champ de fluctuations des vitesses est initialisé à partir du spectre de turbulence Passot-
pouquet. Ce champ est un écoulement en régime incompressible. Le domaine de calcul possède
des conditions de périodicité dans les trois directions. Le maillage utilisé est un maillage cartésien
uniforme de dimensions 64×64×64. La simulation consiste à laisser évoluer ce champ de vitesse
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La figure (5.20) représente la variation de l’énergie cinétique turbulente moyennée k et sa dissi-
pation moyenne ε en fonction du temps, ainsi que la dérivée temporelle de k. La dérivée dkdt est
évaluée directement par le logiciel de visualisation xmgr. En absence de la variation de la vitesse




Le calcul s’est effectué sur un cluster HP/Compaq composé de 4 processeurs de type EV66
FIG. 5.20 – Evolution temporelle de l’énergie cinétique turbulente et sa dissipation
833 Mhz. La simulation a nécéssité 2040 s sur 4 processeurs. La relation (5.75) est parfaitement
restituée par le code de simulation numérique au cours du temps.
Dans le cas d’une turbulence homogène isotrope décroissante, l’évolution temporelle du taux de







où la constante du modèle Cε2 est déterminée expérimentalement. Dans le cas d’une turbulence
pleinement développée dans une couche limite, la valuer Cε2 est fixée à 1.44. Afin de déterminer
cette constante, nous introduisons le changement de variable suivant τ = k/ε où τ correspond
au temps caractéristique de la turbulence. Ceci permet de nous ramener au système suivant :
dτ
dt
= Cε2 − 1 (5.77)
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FIG. 5.21 – Evolution temporelle du temps caractéristique de la turbulence
La constante du modèle est estimée à partir de la courbe (5.21). La dérivée temporelle de la
fonction τ permet de s’assurer de la croissance linéaire du temps caractéristique de la turbu-
lence au cours du temps et la pente nous fournit une valeur de Cε2 environ égale à 1.38. Cette
constante est voisine de la valeur prise dans le cas d’une turbulence développée de couche limite.
Afin de conserver une énergie cinétique turbulente constante au cours du calcul, une force addi-
tionnelle est imposée aux équations de Navier-Stokes.
5.8.6.2 Forçage de la turbulence
Dans une configuration similaire à la décroissance de la turbulence homogène, nous évaluons
l’énergie cinétique turbulente à partir des équations de Navier-Stokes modifiées. A chaque ité-
ration, la dissipation turbulente moyenne est évaluée puis elle est réinjectée dans l’équation de
quantité de mouvement au travers d’une force linéaire proportionnelle à la fluctuation de vitesse.
La figure (5.22) représente la variation de l’énergie cinétique turbulente moyenne k, sa disspation
moyenne ε sans forçage de la turbulence et l’énergie cinétique turbulente moyenne k∗ correspond
au forçage au cours du temps. Au cours du temps, l’énergie cinétique turbulente moyennée reste
constante.
5.8.7 Instabilités de Kelvin-Helmholtz
Comme nous l’avons vu au début du chapitre, une évolution majeure du code a consisté
à le rendre apte à traiter des cas multi-espèces. Pour la première validation en multi-espèces,
nous nous sommes intéréssés à la création des instabilités de Kelvin-Helmholtz. L’expérience
consiste à utiliser deux fluides de même masse molaire avec un coefficient de diffusion égal à
D=10−9 m2.s−1. Le domaine de calcul est un rectangle de taille adimensionnée 6×10. La fraction
massique du premier fluide est égale à 1 au centre du domaine pour y compris entre 2.5 et 3.5
et 0 ailleurs (cf Fig. 5.23).
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FIG. 5.22 – Evolution temporelle de l’énergie cinétique turbulente







v = 0 (5.79)
où h est l’épaisseur de l’écoulement et α est un nombre aléatoire compris entre 0 et 1.
Un maillage uniforme resserré de 320× 256 a été utilisé pour faciliter la capture des instabilités.
FIG. 5.23 – Etat initial
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Pour un temps de simulation de 1.0s, un temps de calcul de 402 h (environ 17 jours) fut
nécessaire.
(a) t = 0
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                
(b) t = 1.0s
FIG. 5.24 – Développement des instabilités de Kelvin-Helmholtz
Il est à noter que nous avons réalisé une première simulation en ne perturbant pas l’écoulement
de Poiseuille afin de vérifier une éventuelle accumulation d’erreur numérique. Pour une même
durée d’évolution, l’écoulement reste parfaitement identique à l’écoulement initial, sans création
d’instabilités à l’interface des deux fluides.
Nous pouvons constater le développement des instabilités de Kelvin-Helmholtz au cours du
temps sur la figure (5.24).
5.8.7.1 Premières conséquences des résultats obtenus
Nous terminons cette étape de validation par quelques remarques sur la schématisation de
la diffusion turbulente à la lumière des résultats précédents.
Boussinesq a introduit une fermeture au premier ordre basée sur la notion de viscosité turbulente
en proposant une relation de linéarité entre contrainte de cisaillement et gradient de vitesse
moyenne. En utilisant l’expression de la viscosité turbulente du modèle k − , la contrainte de
Reynolds peut être exprimée par :













où le coefficient νt représente la viscosité turbulente. La valeur de la constante de modélisation
cµ est généralement prise égale à 0.09 sous l’hypothèse de turbulence pleinement développée
et de production turbulente égale à sa dissipation ε¯. Cette modélisation est corroborée par la
présente simulation mais la constante est évaluée numériquement à 0.07 (cf Fig. 5.25), dans le
cas de cette agitation en “turbulence jeune”.
Nous pouvons également vérifier l’expression utilisée pour le terme de diffusion turbulente
C˜ ′′αu′′j d’espèce. Souvent l’hypothèse de gradient est utilisée par analogie avec l’hypothèse de
Boussinesq :
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FIG. 5.25 – Cisaillement turbulent u˜′′v′′
où Sct est le nombre de Schmidt turbulent pris généralement égal à 1.
Cette hypothèse implique que pour un gradient de concentration négatif, ce flux turbulent est
positif, il tend donc à augmenter la diffusion moléculaire d’une zone plus concentrée vers la
zone moins concentrée. L’hypothèse de gradient est envisageable dans la direction principale de
diffusion turbulente (pour C˜ ′′v′′), comme le montre la figure (5.26). Cette étude statistique nous
permet également de déterminer les constantes de modélisation [9].
FIG. 5.26 – Flux turbulent C˜ ′′v′′
5.9 Conclusion
L’outil numérique présenté résout les équations locales des écoulements réactifs grâce à l’em-
ploi de schémas numériques précis (6eme ordre en espace et 4eme en temps). Une première étape
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de développement a permis de faire évoluer le code numérique initial vers une résolution des
écoulements multi-espèces réactifs afin de prendre en compte la sublimation du carbone. En
effectuant l’extension des équations, il est devenu nécessaire de paralléliser l’outil afin de réaliser
des simulations de plus en plus précise avec un temps de calcul raisonable. Ainsi, la parallélisa-
tion du code s’est déroulée par découpage du domaine en sous-domaines grâce à l’utilisation de
la librairie MPI pour assurer les échanges d’informations entre eux. Ces développements impor-
tants ont nécessité une longue étape de validation pour vérifier et apprécier les limites du code de
simulation numérique directe au travers des cas tets de référence. Néanmoins, la compréhension
de l’interaction entre l’écoulement et la paroi nécessite un nouveau développement pour mettre
en place une transformation conforme afin de disposer d’un maillage mobile capable de suivre
la récession de la paroi au cours du temps.
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Chapitre 6
Transformation conforme
Afin de prendre en compte le recul d’une paroi par effet d’ablation, une transformation
conforme exacte a été élaborée et introduite dans le code de simulation numérique directe.
Elle conduit à la construction d’un maillage déformable dont l’objectif est de conserver l’ordre
élevé des schémas numériques employés pour la discrétisation des équations de la mécanique des
fluides. Pour cela, nous allons écrire analytiquement les dérivées spatiales du domaine physique
en fonction du domaine mathématique grâce à l’inversion de la matrice jacobienne de la trans-
formation. Puis, nous expliciterons des cas tests ayant permis la validation de cette nouvelle
fonctionnalité.
6.1 Description de la transformation conforme
6.1.1 Approche mathématique
Pour capturer tous les transferts de masse et d’énergie qui se déroulent en proche paroi et
assurer la déformation de la surface du matériau ablatable, nous mettons en place une trans-
formation conforme exacte. Le terme “exact” prend toute son importance dans notre volonté
de conserver le sixième ordre du schéma compact dans le code de simulation numérique directe.
La déformation de la surface est a priori quelconque au cours du temps ce qui va conduire à
la déformation du maillage de la partie solide et à des pas d’espace variables. Par contre, la
discrétisation du schéma compact est réalisée à partir d’un pas d’espace uniforme.
FIG. 6.1 – Correspondance entre l’espace physique et l’espace mathématique
Pour rendre compatible l’évaluation des dérivées spatiales à chaque itération, deux domaines
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distincts sont mis en place (cf Fig. 6.1) :
• Le domaine physique sur lequel toutes les grandeurs physiques sont initialisées,
• Le domaine mathématique servant à la discrétisation des équations de la mécanique des
fluides.
L’application τ de la transformation conforme (x,y,z)→ (ξ,η,ζ) assure le passage entre ces deux
domaines. Sur la figure (6.2), nous avons représenté un exemple de resserrement d’un maillage
cartésien proche de la paroi pour le domaine physique associé au maillage mathématique pour
la discrétisation des équations.
(a) Maillage physique (b) Maillage mathématique
FIG. 6.2 – Maillages de référence
Les variables physiques (x,y,z) et les variables mathématiques (ξ,η,ζ) possèdent un domaine de
variation différent : 
0 ≤ x ≤ xmax
0 ≤ y ≤ ymax
0 ≤ z ≤ zmax

0 ≤ ξ ≤ imax
0 ≤ η ≤ jmax
0 ≤ ζ ≤ kmax
(6.1)
où imax, jmax et kmax sont les nombres de mailles dans les directions x, y et z respectivement.
6.1.2 Réécriture des équations : loi de conservation de la masse
Pour illustrer la transformation conforme exacte, nous allons réécrire l’équation de la conser-
vation de la masse sans terme source, en développant l’expression des dérivées du domaine
physique en fonction des dérivées mathématiques.
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(ξxρCαu+ ξyρCαv + ξzρCαw)
+ ∂
∂η
(ηxρCαu+ ηyρCαv + ηzρCαw)
+ ∂
∂ζ
(ζxρCαu+ ζyρCαv + ζzρCαw)
Les coefficients de transport sont uniquement fonction de la température, ainsi nous pouvons

















































































Dans cet exemple, nous pouvons nous apercevoir que nous faisons intervenir la dérivée des diffé-
rentes variables thermodynamiques en fonction des coordonnées mathématiques et les dérivées
des coordonnées mathématiques en fonction des dérivées physiques. Ces dernières dérivées sont
appelées coefficients métriques de la transformation. Notre objectif va consister à évaluer ces
coefficients métriques de façon analytique pour prendre en compte la déformation du maillage
et évaluer sur le maillage mathématique, les dérivées thermodynamiques.
Dans le cas général, les coordonnées généralisées s’exprime comme une fonction des coordonnées
physiques [19] :
ξ = ξ(x, y, z), η = η(x, y, z), ζ = ζ(x, y, z)
Dans la pratique, les coordonnées x, y et z sont évaluées par rapport aux coordonnées généralisées
au travers d’une fonction de distribution car l’évaluation se fait à partir du maillage cartésien
uniforme. Ces fonctions n’admettent pas systématiquement une fonction réciproque analytique
évidente pour le calcul des dérivées. De plus, lorsque le maillage va se déformer sous l’influence
de l’ablation, la fonction de distribution qui relie les deux domaines va évoluer au cours de la
simulation. Pour connaître analytiquement les coefficients métriques à chaque itération, nous
sommes amenés à écrire les différentes dérivées spatiales dans le domaine mathématique et
physique afin de les relier par l’écriture de l’inverse de la matrice jacobienne de la transformation.
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6.2 Évaluation analytique des coefficients métriques
Nous allons nous intéresser à évaluer les coefficients métriques au travers de l’écriture sous
forme matricielle des différentes dérivées.
6.2.1 Expression des dérivées spatiales
Nous pouvons, tout d’abord, écrire les dérivées premières d’une fonction f dérivable par
rapport à la variable physique x :
fx = ξxfξ + ηxfη + ζxfζ (6.3)
fy = ξyfξ + ηyfη + ζyfζ (6.4)
fz = ξzfξ + ηzfη + ζzfζ (6.5)
Grâce aux dérivées premières, nous explicitons les dérivées secondes principales par rapport aux
variables physiques :
fxx = ξxξxfξξ + ηxηxfηη + ζxζxfζζ + ξxxfξ + ηxxfη + ζxxfζ
+ (ηxξx + ηxξx) fηξ + (ζxξx + ζxξx) fζξ + (ηxζx + ηxζx) fηζ (6.6)
fyy = ξyξyfξξ + ηyηyfηη + ζyζyfζζ + ξyyfξ + ηyyfη + ζyyfζ
+ (ηyξy + ηyξy) fηξ + (ζyξy + ζyξy) fζξ + (ηyζy + ηyζy) fηζ (6.7)
fzz = ξzξzfξξ + ηzηzfηη + ζzζzfζζ + ξzzfξ + ηzzfη + ζzzfζ
+ (ηzξz + ηzξz) fηξ + (ζzξz + ζzξz) fζξ + (ηzζz + ηzζz) fηζ (6.8)
fxy = ξxξyfξξ + ηxηyfηη + ζxζyfζζ + ξxyfξ + ηxyfη + ζxyfζ
+ (ηxξy + ηxξy) fηξ + (ζxξy + ζxξy) fζξ + (ηxζy + ηxζy) fηζ (6.9)
fxz = ξxξzfξξ + ηxηzfηη + ζxζzfζζ + ξxzfξ + ηxzfη + ζxzfζ
+ (ηxξz + ηxξz) fηξ + (ζxξz + ζxξz) fζξ + (ηxζz + ηxζz) fηζ (6.10)
fyz = ξyξzfξξ + ηyηzfηη + ζyζzfζζ + ξyzfξ + ηyzfη + ζyzfζ
+ (ηyξz + ηyξz) fηξ + (ζyξz + ζyξz) fζξ + (ηyζz + ηyζz) fηζ (6.11)
De manière analogue, nous pouvons obtenir les 9 relations portant sur les dérivées premières et
secondes de la même fonction f par rapport aux autres variables mathématiques.
Afin de faciliter la lecture des dérivées, nous les écrivons sous forme matricielle en introdui-
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avec l’expression de la matrice jacobienne J suivante :
J =

xξ yξ zξ 0 0 0 0 0 0
xη yη zη 0 0 0 0 0 0
xζ yζ zζ 0 0 0 0 0 0
xξξ yξξ zξξ xξ
2 yξ
2 zξ
2 2xξyξ 2xξzξ 2yξzξ
xηη yηη zηη xη
2 yη2 zη2 2xηyη 2xηzη 2yηzη
xζζ yζζ zζζ xζ
2 yζ
2 zζ
2 2xζyζ 2xζzζ 2yζzζ
xξη yξη zξη xξxη yξyη zξzη yξxη + xξyη zξxη + xξzη yξzη + zξyη
xξζ yξζ zξζ xξxζ yξyζ zξzζ yξxζ + xξyζ zξxζ + xξzζ yξzζ + zξyζ
xηζ yηζ zηζ xηxζ yηyζ zηzζ yηxζ + xηyζ zηxζ + xηzζ yηzζ + zηyζ

(6.13)
De même, nous pouvons exprimer les dérivées réciproques en introduisant la matrice jacobienne
























où la matrice Jacobienne inverse J −1 est donnée par :
J −1 =

ξx ηx ζx 0 0 0 0 0 0
ξy ηy ζy 0 0 0 0 0 0
ξz ηz ζz 0 0 0 0 0 0
ξxx ηxx ζxx ξx
2 ηx2 ζx
2 2ξxηx 2ξxζx 2ηxζx
ξyy ηyy ζyy ξy
2 ηy2 ζy
2 2ξyηy 2ξyζy 2ηyζy
ξzz ηzz ζzz ξz
2 ηz2 ζz
2 2ξzηz 2ξzζz 2ηzζz
ξxy ηxy ζxy ξxξy ηxηy ζxζy ηxξy + ξxηy ζxξy + ξxζy ηxζy + ζxηy
ξxz ηxz ζxz ξxξz ηxηz ζxζz ηxξz + ξxηz ζxξz + ξxζz ηxζz + ζxηz
ξyz ηyz ζyz ξyξz ηyηz ζyζz ηyξz + ξyηz ζyξz + ξyζz ηyζz + ζyηz

(6.15)
Les coefficients métriques qui nous intéressent sont contenus dans les trois premières colonnes
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de la matrice J −1 ce qui fait un total de 27 termes à connaître exactement.
J −1 =

ξx ηx ζx 0 0 0 0 0 0
ξy ηy ζy 0 0 0 0 0 0
ξz ηz ζz 0 0 0 0 0 0
ξxx ηxx ζxx ξx
2 ηx2 ζx
2 2ξxηx 2ξxζx 2ηxζx
ξyy ηyy ζyy ξy
2 ηy2 ζy
2 2ξyηy 2ξyζy 2ηyζy
ξzz ηzz ζzz ξz
2 ηz2 ζz
2 2ξzηz 2ξzζz 2ηzζz
ξxy ηxy ζxy ξxξy ηxηy ζxζy ηxξy + ξxηy ζxξy + ξxζy ηxζy + ζxηy
ξxz ηxz ζxz ξxξz ηxηz ζxζz ηxξz + ξxηz ζxξz + ξxζz ηxζz + ζxηz
ξyz ηyz ζyz ξyξz ηyηz ζyζz ηyξz + ξyηz ζyξz + ξyζz ηyζz + ζyηz

(6.16)
Nous disposons de la connaissance des termes de la matrice J , nous verrons par la suite comment
ces termes sont évalués. L’idée est de calculer l’inverse de la matrice J analytiquement et
d’identifier les coefficients métriques nécessaires au calcul. Pour cela, nous avons utilisé le logiciel
de calcul formel Maple dans lequel nous avons programmé la matrice J de façon analytique et
utilisé la commande inverse disponible. En ayant obtenu l’inverse de la matrice J carrée 9 ×
9, nous avons créé 27 fonctions correspondant chacune à l’évaluation d’un coefficient métrique.
Ces fonctions ont été générées à partir des résultats de Maple en fortran 77. Ces fichiers ont été
modifiés en fortran 90 et inclus dans le code de simulation numérique directe.
Les équations (6.17) donnent analytiquement les premiers coefficients métriques pour l’évaluation
des dérivées premières par rapport aux variables mathématiques. La solution de module généré
à partir du logiciel Maple a été retenue pour sa facilité d’implémentation dans le code numérique
car Maple écrit directement les lignes de programmation et ce qui évite de les écrire et de devoir
passer un long moment à débugger. Néanmoins, ces formules ont fait l’objet d’une étape de























avec |J | le déterminant de la matrice J donné par l’expression suivante :
|J | = (xξyηzζ + yξzηxζ + zξxηyζ − xζyηzξ − yζzηxξ − zζxηyξ)5 (6.18)
Le lecteur trouvera en Annexe B, un aperçu des coefficients métriques obtenus analytiquement
sous Maple nécessaires à l’évaluation des dérivées secondes par rapport aux variables mathéma-
tiques.
A partir de l’évaluation exacte des coefficients métriques, la discrétisation des équations de
Navier-Stokes a été refaite dans le coeur du code de simulation numérique directe. Cette réécri-
ture a concerné la modification de toutes les dérivées premières et secondes par rapport aux
variables physiques en dérivées premières et secondes par rapport aux variables mathématiques
en considérant les relations (6.3) à (6.11).
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6.2.2 Erreur induite par la transformation conforme
L’évaluation des différents coefficients métriques de la transformation conforme peut s’effec-
tuer de deux manières :
– soit la dérivée de la fonction de distribution est réalisée analytiquement,
– soit l’évaluation des dérivées s’effectue numériquement.
La première idée est d’employer la dérivée analytique de la fonction de distribution afin
de limiter l’erreur de troncature. Selon Warsi et Ziebarth [32], ce choix conduit à dégrader
l’ordre du schéma numérique utilisé dans le code, dans notre cas le sixième ordre du schéma
compact. Ils préconisent d’évaluer les dérivées de la fonction de distribution à partir du schéma
de discrétisation des équations principales afin de conserver l’ordre global de précision. Cette
remarque sur le calcul des dérivées permet de s’affranchir de l’écriture dans le code des dérivées
analytiques et d’automatiser le calcul des coefficients métriques grâce à l’emploi du schéma
compact dans la dérivation de la fonction de distribution.
(a) Exemple de maillage (b) Notation
FIG. 6.3 – Maillage non orthogonal
Néanmoins, l’utilisation de la transformation conforme en multidimensions introduit des
termes additionnels dans la troncature d’erreur [19] et notamment une condition sur l’orthogo-
nalité du maillage. Typiquement, l’erreur commise est proportionnelle à cos θ avec θ l’angle que
fait l’axe ξ avec l’axe η. Il est généralement admis qu’à partir d’un angle supérieur à 45ř on
peut tolérer l’orthogonalité [69]. Cette condition nous permet de ne pas détériorer l’ordre élevé
de notre schéma mais nous impose une déformation limite de l’état de surface pour le couplage
fluide/solide.
De plus, le choix de la fonction de distribution a un impact sur l’optimisation de la troncature
d’erreur. La fonction exponentielle n’est pas aussi bonne que la fonction tangente hyperbolique
ou sinus hyperbolique. Pour notre configuration de proche paroi, la fonction sinus hyperbolique
est la meilleure fonction de distribution. La figure (6.4) présente un maillage ressérré dans la
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où γ est le coefficient de resserrement égal à 2.6 et resserrementmax le nombre de points maxi-
mum dans la direction y. Dans tous les cas, les termes d’erreurs seront minimisés lorsque la
FIG. 6.4 – Raffinement de maillage à la paroi
fonction varie régulièrement. De plus, le point important est que le pas d’espace ne change pas
trop rapidement dans les régions où l’on constate des forts gradients comme pour les chocs par
exemple.
La transformation conforme exacte va nous permettre de disposer d’un maillage mobile afin
de suivre l’ablation de la paroi au cours de la simulation. De plus, l’évaluation des dérivées
de la fonction de distribution est automatisée ce qui permet d’introduire à l’initialisation le
ressèrrement de maillage ou la topologie que l’on souhaite sans introduire le calcul analytique
des dérivées. Cette mise en place s’est accompagnée de la réécriture de la discrétisations des
équations de Navier-Stokes dans le coeur du code de simulation numérique directe. Cette mo-
dification s’accompagne donc d’une étape de validation nécessaire à l’exploitation ultérieure de
l’outil.
6.3 Validation de la mise en place de la transformation conforme
Pour le passage des équations de Navier-Stokes en coordonnées généralisées, il a fallu modi-
fier la discrétisation des dérivées spatiales des équations de Navier-Stokes. Cette étape délicate
nécessite une vérification de la non régression du code numérique sur des simulations validées.
6.3.1 Le tourbillon de Green-Taylor (cf Section 5.8.1)
6.3.1.1 Maillage uniforme
La première validation de la transformation conforme consiste à réaliser avec elle, une nou-
velle simulation du tourbillon de Green-Taylor. Cette vérification permet de démontrer la non-
régression du code face à la modification profonde des équations de Navier-Stokes. Pour cela,
nous avons utilisé un domaine de simulation carré de taille pi avec un maillage uniforme de taille
65×65 (cf Fig. 6.5). Ceci implique que l’on vérifie la transformation conforme suivante :





FIG. 6.5 – Maillage uniforme (65× 65)
Le temps de simulation est de 100 unités de temps avec un temps de calcul de 3653s. Nous avons
tracé l’évolution de la vitesse u à x = pi2 le long de l’axe y (cf Fig. 6.6 (a)) et la vitesse v à y =
pi
2
le long de l’axe x (cf fig. 6.6 (b)) pour un temps de simulation de 10, 50 et 100 unités de temps.







































FIG. 6.6 – Comparaison des vitesses en fonction du temps
Nous remarquons que l’évolution des vitesses en fonction du temps est identique à la solution
analytique. La première étape de validation de la transformation conforme exacte est validée.
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6.3.1.2 Raffinement du maillage aux bords
En conservant le même domaine de calcul, nous raffinons le maillage aux bords en appliquant
une fonction de resserrement des mailles dans les deux directions (cf Fig. 6.7 (a)). L’évolution
de la vitesse v à y = pi2 est tracée le long de l’axe x en fonction du temps adimensionné (cf Fig.
6.7 (b)).
(a) maillage raffiné aux bords (b) vitesse v à y=pi2
FIG. 6.7 – Évolution de la vitesse pour un raffinement de maillage aux bords
La solution simulée coïncide parfaitement avec la solution analytique au cours du temps. Grâce
à la mise en place de la transformation conforme exacte, nous conservons la précision du schéma
numérique qui est le principal objectif. De plus, nous avons la possibilité de faire varier le
raffinement du maillage sur le domaine de calcul en fonction du cas que l’on souhaite étudier.
6.3.2 Écoulements à la paroi (cf. Section 5.8.2)
Le premier et le deuxième problèmes de Stokes sont des problèmes unidimensionnels. Pour
reproduire ces simulations sur des maillages plus resserrés grâce à la transformation conforme,
nous nous sommes tout d’abord restreints à résoudre les équations 1D de Navier-Stokes, puis le
système complet.
6.3.2.1 Premier problème de Stokes
Résolution 1D : Pour le premier problème de Stokes, nous nous imposons de résoudre uni-
quement l’équation de conservation de quantité de mouvement selon la direction y. Le maillage
employé est une grille de 40×40 raffiné à la paroi (cf Fig.6.8 (a)).
Les conditions aux limites sont une condition de paroi adiabatique animée d’une vitesse U0
imposée en bas du domaine et une condition de paroi adiabatique fixe en haut du domaine de
calcul. La figure 6.8 (b) représente les profils de vitesse analytique et simulée en fonction du
temps le long de l’axe y.
Résolution complète du système d’équations : Pour la résolution du système complet
des équations de Navier-Stokes, nous avons rencontré une limitation numérique concernant le
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(a) Maillage (b) Profil de vitesses (— : Solution analytique)
FIG. 6.8 – Représentation de la solution du premier problème de Stokes
raffinement de maillage à la paroi. En diminuant le pas d’espace de la première maille, nous
avons obtenu une oscillation numérique sur l’évaluation de la vitesse v. Cette vitesse a un sens
purement numérique et elle est liée à la discrétisation utilisée. Pour réaliser cette simulation,
nous avons raffiné le maillage jusqu’au moment où cette oscillation ne devenait plus négligeable
devant la vitesse u. La figure (6.9) représente le maillage employé et le profil de vitesse u par
rapport à la solution analytique. Nous pouvons remarquer que nous obtenons une solution très
satisfaisante sur la vitesse simulée.
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(a) Maillage (b) Profil de vitesses (— : Solution analytique)
FIG. 6.9 – Représentation de la solution du premier problème de Stokes
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6.3.2.2 Deuxième problème de Stokes
Résolution 1D : Pour la résolution du deuxième problème de Stokes, nous avons utilisé un
maillage raffiné à la paroi afin de mieux transmettre la quantité de mouvement de la paroi
au fluide initialement au repos. Le maillage est une grille de 10 nœuds dans la direction x et
de 45 nœuds dans la direction y. Le nombre de nœuds dans la couche limite est de 24. Nous
avons utilisé une condition de paroi adiabatique animée d’un mouvement oscillant pour le bas
du domaine et d’une condition de flux sortant pour le haut du domaine.
La figure (6.10 (b)) représente l’évolution de la vitesse u au cours d’une demi-période. Nous
remarquons que la solution analytique coïncide avec la solution simulée.
(a) Maillage (b) Profil de vitesses (— : Solution analytique)
FIG. 6.10 – Représentation de la solution du deuxième problème de Stokes
Résolution des équations complètes La résolution 3D des équations de Navier-Stokes nous
a permis de montrer la sensibilité des conditions aux limites. La condition de flux sortant a été
retenue avec succès sur les précédentes simulations. Analytiquement la vitesse v selon l’axe y est
nulle. Mais lorsque l’on résout le système complet une vitesse numérique v apparaît, celle-ci reste
négligeable devant l’écoulement moyen. Cependant lorsque l’on a raffiné à la paroi, les mailles
supérieures devenaient de plus en plus grandes ce qui conduisait à une perte de précision sur
l’évaluation de la vitesse v car celle-ci n’est qu’une vitesse numérique résiduelle. Il nous a fallu
trouver un compromis entre le raffinement du maillage et la minimisation de l’erreur numérique
commise sur la condition de flux sortant.
La figure (6.11) présente le maillage utilisé et la comparaison du profil de la vitesse u simulée
avec le profil analytique. Nous pouvons remarquer que la solution simulée suit parfaitement la
solution analytique au cours de la demi-période. Nous pouvons exprimer le même regret que
précédemment, sur l’impossibilité de raffiner aussi finement le maillage à la paroi que dans le
cas de la résolution 1D.
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(a) Maillage (b) Profil de vitesses (— : Solution analytique)
FIG. 6.11 – Représentation de la solution du deuxième problème de Stokes
6.3.2.3 Comparaison des profils de vitesses
Nous pouvons effectuer une comparaison de l’effet du raffinement de maillage sur le deuxième
problème de Stokes.
La figure (6.12) présente la solution analytique face à celles obtenues aux différentes grilles. Nous
pouvons nous apercevoir que le maillage le plus raffiné donne les meilleurs résultats à la paroi,
ce qui est important pour l’évaluation du frottement pariétal cruciale dans nos simulations.
En comparant la courbure de la vitesse pour le maillage uniforme et pour le maillage très raffiné,
nous pouvons conclure à la nécessité de la mise en place de la transformation conforme afin de
capturer au mieux tous les phénomènes physiques proche de la paroi.
6.3.3 Diffusion de deux espèces chimiques
La prochaine étape de validation confronte la transformation conforme à un cas multi es-
pèces. Tout d’abord, nous nous sommes intéressés à la diffusion de deux espèces chimiques (O
et O2) avec un nombre de Schmidt Sc = 1 et une vitesse d’écoulement nulle. La figure (6.13 a)
représente l’état initial imposé pour la fraction massique de l’espèce O2 (la fraction massique de
l’espèce O est égale à 1− CO2).
La première vérification a consisté, tout d’abord, à s’assurer que les deux versions du code
donnent des résultats identiques sur le même maillage uniforme.
Cette étape validée, nous nous sommes intéressés à comparer les résultats obtenus sur un maillage
uniforme avec des maillages de plus en plus raffinés au centre du domaine afin de couvrir entiè-
rement la zone de transition de la fraction massique. Les résultats sont traduits dans le tableau
6.1. Nous avons comparé trois maillages raffinés nř 2 (cf Fig. 6.14 (b)), nř 3 (cf Fig. 6.14 (c))
et nř 4 (cf Fig. 6.14 (d)) avec un maillage de référence resserré (106× 106). Les trois maillages
ont montré une erreur relative de moins de 1% sur l’évaluation de la fraction massique en com-
paraison du maillage uniforme de référence. De plus, le temps de calcul pour le maillage 3 est
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FIG. 6.12 – Comparaison des profils de vitesse suivant le maillage utilisé
(a) État initial t = 0 (b) État final t = 0.56
FIG. 6.13 – Évolution de la fraction massique de l’espèce O2 avec le maillage nř 4
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(a) Maillage nř1 (b) Maillage nř2
(c) Maillage nř3 (d) Maillage nř4
FIG. 6.14 – Maillages utilisés pour la diffusion
Maillage (taille) nř 1 (106×106) nř 2 (65×65) nř 3 (65×65) nř 4 (65×65)
Pression (Pa) 100922 - 101612 101071 - 101580 100930 - 101610 100909 - 101612
Température (K) 300 - 302.259 300 - 302.39 300 - 302.264 300 - 302.248
CO2 0.0453782 - 1 0.05445506 - 1 0.04575 - 1 0.0451839 - 1
CO 0 - 0.954622 0 - 0.945449 0 - 0.954248 0 - 0.954816
Temps adimensionné 0.42 0.56 0.42 0.42
Temps CPU (s) 344 268 230 321
Itérations 51 54 50 67
TAB. 6.1 – Résultats des grandeurs physiques sur des maillages raffinés
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30% inférieur à celui avec maillage uniforme.
6.3.4 Problème de Convection-Diffusion
Une nouvelle simulation fut menée sur un cas de convection-diffusion pour deux espèces
chimiques (O et O2). L’état initial est donné par la figure (6.15) représentant la fraction massique
de l’espèce O2 avec une vitesse d’ensemble de 300 m.s−1 (la fraction massique de l’espèce O est
toujours donnée par 1−CO2). L’objectif est de comparer un maillage uniforme resserré 106×106
et un maillage 65× 65 raffiné sur une bande centrée du domaine de calcul (cf Fig. 6.16).
(a) État initial t=0 (b) État final t=1.0
FIG. 6.15 – Représentation de la fraction massique au cours du temps
FIG. 6.16 – Raffinement du maillage pour le problème de diffusion-convection
Le tableau (6.2) reprend toutes les grandeurs physiques de la simulation. En se fixant comme
référence le maillage uniforme, l’erreur commise sur le raffinement de maillage est inférieure à
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Maillage (taille) 106×106 65×65
Pression (Pa) 100943 - 102014 100881 - 102120
Température (K) 299.671 - 303.742 300 - 302.264
Mach 0.852096 - 0.866931 0.850135 - 0.867312
CO2 0.0861026 - 1 0.0889956 - 1
CO 0 - 0.913897 0 - 0.911004
Temps (unité de temps) 1.0 1.0
Temps CPU (s) 1398 1341
Itérations 222 296
TAB. 6.2 – Résultats des grandeurs physiques pour le problème de diffusion-convection
1%. De plus le temps de calcul reste inférieur à celui du cas uniforme.
Ces différentes simulations permettent de faire une première validation de la transformation
conforme pour des cas de diffusion-convection en multi espèces et de montrer son intérêt pour
le gain du temps de calcul.
6.4 Conclusion
La transformation conforme exacte mise en place dans le code de simulation numérique
directe permet de simuler la récession de la paroi et de réaliser le couplage entre le matériau
et la partie fluide. La conservation de l’ordre élevé des schémas fut une contrainte au cours de
l’élaboration des équations. L’écriture exacte des coefficients métriques au travers de l’inversion
de la matrice jacobienne de la transformation nous assure la conservation de l’ordre des schémas
et l’erreur commise par cette fonctionnalité est fonction de l’angle de déformation du maillage.
Néanmoins, ce critère ne présente pas une contrainte forte pour les topologies de surface étudiée.
A ce stade, nous disposons d’un outil numérique complet permettant l’étude de l’interaction d’un
écoulement turbulent et d’une surface ablatable.






Simulations de l’état de surface d’un
matériau ablatable par
réaction-diffusion
Ce chapitre a pour premier objectif d’étendre dans la troisième direction le profil stationnaire
2D, avec la vitesse analytique d’ablation, afin de proposer une surface similaire à l’expérience
de jet de plasma en régime turbulent. Ensuite, une simulation couplant l’équation de diffusion
à la récession de paroi est réalisée dans le but de reproduire des états de surface analogues aux
profils analytiques et de valider les hypothèses du modèle analytique de réaction-diffusion. Enfin,
une évaluation du coefficient d’accommodation du carbone sublimée (α3) est proposée à partir
du modèle d’ablation.
7.1 Généralisation en 3D des profils analytiques
Comme nous l’avons vu dans les chapitres précédents, les travaux de Duffa et al. [17] pro-
posent une vitesse analytique en solution du problème d’ablation par réaction-diffusion en 2
dimensions et montrent l’existence deux profils de surface stationnaires (une solution plane et
un profil sous forme d’arcs de cercles). Une combinaison des deux états est possible suivant
la condition initiale imposée. Dans un premier, nous réalisons une extension dans la troisième
direction de l’état de surface du problème en utilisant la vitesse analytique afin de vérifier les
extensions des schémas numériques et par la suite de proposer une surface analogue à la surface
ablatée obtenue par l’expérience de jet de plasma en régime turbulent.
7.1.1 Extension du profil bidimensionnel
Pour capturer la solution sous forme d’arcs de cercles en 2D, nous avons imposé la valeur
absolue de la fonction sinus comme condition initiale. Pour généraliser la solution en 3D, nous
reproduisons le profil initial 2D dans les deux directions du plan (axes x et z). La surface initiale
ainsi obtenue est représentée sur la figure (7.1).
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FIG. 7.1 – Surface initiale
Nous retrouvons bien les mêmes singularités en x=-1.0, x=0 et x=+1.0 en effectuant une
coupe de cette condition initiale. Cette donnée permet de démontrer l’influence des points sin-
guliers sur la solution finale. En effet, la capture de la solution sous forme d’arcs de cercles est
conditionnée par la présence de singularités à t = 0. De plus, la position des points saillants de
la surface stationnaire finale ne coïncide pas avec la position initiale. Une étude locale 2D [17]
est réalisée sur la classification de l’évolution des points singuliers initiaux vers l’obtention d’une
solution en arc de cercle ou non.
La simulation se déroule avec un maillage cartésien uniforme de dimensions 80 × 80 × 80. Le
schéma de Lax-Friedrichs est utilisé pour la discrétisation de l’hamiltonien associé au schéma
WENO pour l’approximation des dérivées spatiales de la fonction Level-Set. Le calcul s’effectue
sur un cluster Compaq ES45 et dure 4 heures de temps CPU.
A l’issue de la simulation pour un temps adimensionné égal à t = 10, nous obtenons l’état sta-
tionnaire. La figure (7.2) représente la surface modélisée.
FIG. 7.2 – Propagation du front à t=10
La solution finale obtenue est la composition de sphères jointes entre elles par des côtés singuliers
symétriques (cf Fig. 7.3), ce qui est bien une extension en 3D du profil en arc de cercles. Les
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points réguliers de l’état initial se transforment en des points singuliers et vice versa. Globale-
ment, les côtés saillants sont stables.
FIG. 7.3 – Composition de sphères
Une étude similaire au cas 2D pourrait être envisagée afin de classifier les singularités 3D à l’aide
de la définition de deux angles caractéristiques.
Cette solution généralise bien le profil analytique mais ne correspond pas à l’état de surface
observé par ablation au jet de plasma en régime turbulent.
7.1.2 Mise en évidence d’une solution particulière
Une infinité d’états de surface est solution de notre problème d’ablation. Parmi toutes ces
solutions possibles, nous pouvons en exhiber une de caractéristiques analogue à la surface expéri-
mentale. Pour capturer cette solution particulière, la surface initiale est modifiée. La figure (7.4)
représente la condition imposée à t = 0. Cette surface est la composition de la valeur absolue de
fonctions sinus déphasées de pi2 .
FIG. 7.4 – État de surface initiale
La simulation s’est déroulée avec les mêmes paramètres de discrétisations que précédemment. A
t = 10, nous obtenons l’état de surface présentant un motif de rugosité sous forme hexagonale
(cf Fig. 7.5 (a)). Cet état de surface particulier est similaire à l’éprouvette de graphite ablaté.
A partir de cette modification de l’état initial, nous avons pu faire apparaître trois motifs de
base permettant de paver le plan. Une étude concernant la modification de la donnée initiale
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(a) Surface simulée (b) Surface expérimentale
FIG. 7.5 – Simulation d’une surface particulière
pourrait permettre la présentation d’autres motifs. Nous avons d’ores et déjà pu exhiber un
motif rectangulaire, un motif carré et un motif hexagonal.
7.2 Simulation de la diffusion de l’espèce chimique sublimée
couplée à la récession de la paroi
7.2.1 Rappel du système d’équations
Le modèle de réaction-diffusion décrit au chapitre 2 couple l’équation Level-Set de suivi
d’interface à la résolution en 3D de l’équation de diffusion de carbone ablatée C3.{









Le calcul complet des flux de diffusion molaire va nous permettre de vérifier l’hypothèse de Duffa
et al. [17] sur la direction verticale du flux.
7.2.2 Résolution du système couplé
La résolution de l’équation de diffusion en trois dimensions permet de suivre le comportement
de l’état de surface et l’évolution du champ de concentration sans hypothèse de flux molaire.
Afin de comparer les états de surface obtenus, nous nous sommes ramenés au cas précédent avec
une interface initiale analogue à la figure (7.1). Le résultat obtenu avec la vitesse analytique,
nous a permis de généraliser le profil 2D. En ce qui concerne la concentration, elle est égale à
K=0 dans la phase gazeuse et K=1 dans la phase fluide à t=0 (cf Fig. 7.6).
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FIG. 7.6 – Concentration initiale
Après un temps de simulation t=2.2, l’état de surface présente la même structure que la
solution évaluée avec la vitesse analytique (cf fig. 7.2). Une coupe 2D montre l’évolution de
la surface de t=0 à t=2.2 (cf Fig. 7.7(a)) et le champ de concentration à t=2.2 au-dessus du
profil stationnaire (cf Fig. 7.7(b)). Les points singuliers évoluent vers des points réguliers. Nous
(a) Évolution de l’interface (b) Évolution de la concentra-
tion
FIG. 7.7 – Coupe 2D
pouvons ainsi vérifier la conformité à la solution sous forme d’arcs de cercles pour la solution
stationnaire en traçant un cercle de rayon r=D∗k sur le profil final (cf Fig. 7.8).
Le champ de concentration du carbone sublimé a un profil linéaire depuis la paroi jusqu’en sortie
de domaine. De plus, les isoconcentrations à travers le domaine sont horizontales.
7.2.3 Validation du flux de diffusion vertical
Sur la figure (7.7(b) b), nous observons le profil de la concentration à t=2.2. Nous remarquons
que le front de diffusion moléculaire est plan, ce qui permet de valider l’approche de flux unidi-
mensionnel dans l’article [17]. Afin de mieux apprécier cette hypothèse, nous avons tracé le long
d’une abscisse donnée, l’évolution du flux dans la direction x et y en fonction de son ordonnée.
Sur la figure (7.9) pour la direction x=0 et x=-0.5, le flux dans la direction x reste négligeable
devant le flux dans la direction y. Pour la direction x=-0.25 nous nous apercevons que cette
hypothèse est valide au-delà d’une couche limite de diffusion. Néanmoins, cette couche limite
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FIG. 7.8 – Évolution de l’interface
reste négligeable devant la longueur caractéristique des rugosités (rapport de 1/15) [63, 67].
(a) x = 0 (b) x = −0.5 (c) x = −0.25
FIG. 7.9 – Évolution des flux de diffusion molaire
7.2.4 Évaluation du coefficient d’accommodation α3
Dans le cas de la sublimation du carbone, l’évaluation du coefficient hétérogène k dépend de





L’évaluation de ce terme est un sujet d’actualité sensible. Grâce à cette modélisation, le co-
efficient d’accommodation peut être évalué pour la sublimation. En fait, il est possible de le
reconstruire, si l’on connaît le rayon de courbure et le coefficient de diffusion effectif. Le rayon
de courbure du profil en forme d’arcs de cercles est donné par le rapport entre le coefficient de
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où D∗ = ueCMδ où δ est la hauteur de la couche limite. La détermination de D∗ ne peut être
plus explicitée en avant pour raison de confidentialité.
L’évaluation de α3 pour les conditions de jet de plasma (la température de surface est de 4000 K
et la pression est approximativement 10 MPa) donne un α3=0.077 pour un rayon de courbure
de r=10−3m [63] (cf Fig. 1.11). Cette valeur est une bonne approximation. A partir de ces
relations, une loi pour le coefficient d’accommodation pourrait être créée suivant les conditions
d’expérience de jet de plasma notamment grâce à la température du matériau carbone/carbone.
7.3 Conclusion
Les premières simulations en 3D ont permis de généraliser le profil 2D des solutions analy-
tiques stationnaires. Selon la modification de la surface initiale, différentes géométries station-
naires peuvent être générées. Nous avons alors pu définir un état initial permettant d’exhiber
une solution particulière d’état de surface similaire à celui sur des expériences de jet de plasma.
Le modèle proposé couplant la résolution de l’équation de diffusion à la récession de la paroi
donne des résultats analogues aux calculs analytiques. De plus, l’évaluation du flux de diffusion
molaire dans les trois directions nous a permis de valider l’hypothèse sur la direction du flux.
Enfin, ce modèle donne accès à une évaluation du coefficient d’accommodation α3 à partir du
rayon de courbure obtenu après ablation du matériau.
Afin d’obtenir un état de surface sous forme d’arcs de cercles, il est nécessaire d’imposer une
condition initiale présentant des singularités particulières. Ces singularités ont été classifiées mais
l’origine de cette donnée initiale n’est a priori pas définie. La comparaison des expériences de jet
de plasma en régime laminaire et turbulent laisse entrevoir l’origine de ces singularités à partir
de la turbulence. Le couplage fort entre l’écoulement turbulent et l’ablation du matériau grâce
au code de simulation numérique directe va nous permettre de comprendre cette interaction.
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Chapitre 8
Simulation de l’interaction de la
turbulence et de l’ablation
Ce chapitre présente les résultats obtenus grâce au code de simulation numérique directe muni
de la transformation conforme. Trois types de simulations sont réalisés. La première concerne
le phénomène d’ablation sans agitation de turbulence. Elle va nous servir de référence pour les
expériences suivantes où l’on s’intéresse à la corrélation qui s’établit entre la hauteur de rugo-
sité et l’intensité de turbulence. Enfin la troisième simulation s’attachera à la représentativité
d’un état de surface ablaté plus ou moins tourmentée, par modification de la longueur d’onde
énergétique imposée pour le spectre de Passot-Pouquet.
8.1 Simulation d’ablation du matériau en l’absence d’agitation
turbulente
La première simulation consiste à reproduire uniquement le phénomène d’ablation sans écou-
lement, c’est-à-dire en résolvant les équations de Navier-Stokes couplées à la récession de la paroi
avec un champ de vitesse nul à l’instant initial.
8.1.1 Données initiales
L’ablation du matériau est modélisée uniquement par la réaction de sublimation du carbone
(C3). Nous allons considérer deux espèces chimiques dans le milieu fluide. La première est le
carbone sublimé C3 de masse molaire MC3 = 36 g.mol−1. La deuxième est l’air assimilé à
un mélange composé de 78 % d’azote (N) et de 22 % de dioxygène (O2) de masse molaire
MAIR = 32 g.mol−1.
Longueur du domaine Vitesse Pression Température
Lref u
′ P Twall
2.09 10−4 m 0 m.s−1 1 MPa 3800 K
TAB. 8.1 – Valeurs des paramètres d’initialisation
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A l’instant initial, le domaine est composé uniquement, pour la partie fluide, d’air (CAIR = 1 et
CC3 = 0). La condition à la paroi imposée à t = 0 est une fraction massique de carbone égale
à CC3 = 1. Afin de simplifier les conditions aux limites à la paroi, nous considérons une paroi
isotherme où la température est fixée à Twall = 3800 K. La réaction de sublimation est favorisée
à cette température. Le système d’équations résolu à la paroi a été établi au chapitre 2 pour une
paroi isotherme : 
−ρDC3 ∂CC3∂y + ρCC3vw = JsubC3
−ρDAIR ∂CAIR∂y + ρCAIRvw = 0
ρwvw = JsubC3
(8.1)
Le bilan de flux de masse à la paroi permet de déterminer la fraction massique des espèces
chimiques présentes, ainsi que la vitesse d’ablation à chaque pas de temps. En connaissant cette
vitesse de recul, nous pouvons évaluer la récession de la paroi afin de calculer les coefficients
métriques de la transformation conforme pour prendre en compte la déformation du maillage.
Le flux de sublimation JsubC3 est évalué par la relation suivante :




La valeur du coefficient d’accommodation α3, obtenue au chapitre précédent, est fixée à α3 =
0.077 pour les simulations.
(a) Conditions aux limites (b) État de surface initial
FIG. 8.1 – Configuration de la simulation
La simulation se déroule avec des conditions de périodicité dans les directions x et z et la paroi
est considérée isotherme et non-glissante. De plus, elle est supposée lisse à l’état initial (cf Fig.
8.1 b), ce qui reproduit l’état du matériau au début de l’expérience de jet de plasma. De plus,
l’agitation turbulente et le champ de vitesse moyen sont nuls.
La simulation s’effectue avec 8 processeurs sur un cluster Bull NovaScale. Le temps physique
final de la simulation est de t = 27.6 µs ce qui correspond à 50 fois le temps de retournement
des plus petits tourbillons. Pour atteindre cet état final, il nous a fallu 420 h de temps CPU.
8.1.2 Résultats
La figure (8.2) représente l’évolution de l’état de surface ablatée au cours du temps.
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(a) t = 0 µs (b) t = 16 µs (c) t = 27.6 µs
FIG. 8.2 – Évolution de la surface ablatée au cours du temps
Nous pouvons remarquer que la surface ablatée reste plane tout au long de la simulation. La
réaction de sublimation est homogène sur toute la surface et aucune rugosité n’apparaît. Cette
expérience permet de vérifier, une nouvelle fois, l’implémentation de la transformation conforme
dans l’outil numérique. La surface conserve son état initial et nous observons uniquement un
recul du matériau.
Nous avons tracé sur la figure (8.3) la distance de récession du matériau au cours de temps, la
vitesse d’ablation est tracée sur la figure (8.4).
FIG. 8.3 – Évolution du déplacement de la paroi en fonction du temps
La vitesse moyenne d’ablation de la protection thermique est de l’ordre de ~va = 0.1 mm.s−1, ce
qui est une bonne valeur de récession de paroi. Nous ne disposons pas de données expérimentales
concernant la phase initiale de l’ablation permettant de comparer la phase simulée ici. La vitesse
d’ablation au début de la simulation est plus importante car il n’y a pas de carbone sublimé
dans le domaine fluide à l’état initial ce qui impose un flux de sublimation plus important.
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FIG. 8.4 – Évolution de la vitesse d’ablation au cours du temps
Cette simulation permet une première conclusion concernant la formation des rugosités. Lorsque
l’agitation turbulente est nulle, aucune rugosité se forme sur la surface ablatée ce qui est en accord
avec l’état de surface observée sous l’action d’un jet de plasma en régime laminaire. Cette surface
(cf Fig. 1.11 a) ne présente pas de rugosité susceptible de perturber l’écoulement. Ceci démontre
clairement la nécessité de nouvelles expériences en présence d’une agitation turbulente pour
identifier de nouveaux états de surface.
8.2 Simulation d’ablation du matériau avec une agitation tur-
bulente
Afin d’analyser le degré de couplage entre la turbulence et la réaction d’ablation dans la
formation de rugosités, nous avons réalisé deux types de simulations. La première expérience
consiste à imposer uniquement un champ turbulent à partir du spectre Passot-Pouquet sans
forçage de la turbulence. Puis, nous avons réalisé des simulations plus longues avec l’emploi
de cette force extérieure dans les équations de Navier-Stokes. Les conditions aux limites sont
similaires au cas précédent (conditions de périodicité en x et z et paroi isotherme non-glissante).
8.2.1 Simulation sans forçage de la turbulence
Dans cette première expérience, nous imposons uniquement une agitation turbulente sans
champ de vitesse moyen, avec les paramètres d’initialisation suivants :
Longueur du domaine Vitesse Longueur d’onde Pression Température
Lref u
′ κe P Twall
2.09 10−4 m 5 m.s−1 391618 m−1 1 MPa 3800 K
TAB. 8.2 – Valeur des paramètres d’initialisation sans forçage turbulent
La simulation représente un temps physique de t = 20 µs pour un temps de calcul de 320 h. Nous
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avons concentré notre étude sur la création de la rugosité. La hauteur de rugosité est évaluée
par la distance maximale existante entre un pic et une vallée (cf Fig. 8.5).
FIG. 8.5 – Schéma de la hauteur de rugosité
Nous avons représenté sur la figure (8.6) l’évolution de la hauteur de rugosité en fonction de
temps.
FIG. 8.6 – Évolution de la hauteur de rugosité en fonction du temps
Nous pouvons remarquer qu’au cours de la simulation une rugosité apparaît. Cependant, la hau-
teur est relativement faible (≈ 10−14 m) en comparaison de la taille du domaine. De plus, la
hauteur de rugosité croît jusqu’à t = 10 µs puis reste constante. Cela s’explique par la décrois-
sance rapide de la turbulence. Les structures tourbillonnaires ont été dissipées par effets visqueux
et le champ de vitesse devient quasiment nul. Nous avions mis en évidence, lors de la validation
de l’outil numérique, la décroissance rapide de la turbulence pour des conditions de périodicité.
Dans cette expérience, la paroi impose une contrainte supplémentaire sur les composantes u et
w de la vitesse. A partir de t = 10 µs, nous nous ramenons “pratiquement” au cas précédent
(sans agitation turbulente) où l’on observe uniquement une récession de la paroi sans formation
de rugosités. La courbe (8.7) représente l’évolution de la la macro-échelle de turbulence au cours
du temps. Elle est définie par le rapport suivant : Λ = k3/2/ε et représente la taille moyenne
des tourbillons les plus énergétiques. Nous remarquons qu’au delà de t = 10 µs, la macro-échelle
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FIG. 8.7 – Évolution de la macro-échelle de turbulence au cours du temps
de turbulence devient inférieure à 5.0 10−12 m. A partir de cette valeur, la turbulence n’a plus
d’impact sur la formation des rugosités.
Afin de mieux comprendre l’effet de la turbulence, nous effectuerons les prochaines simulations
avec un terme de forçage énergétique. L’initialisation du champ de vitesse s’effectue grâce aux
propriétés du spectre de Passot-Pouquet dans lequel nous imposons l’intensité de turbulence u′
et la longueur d’onde κe. Deux études sont menées dans lesquelles les paramètres initiaux vont
être modifiés pour constater leurs sensibilités.
8.2.2 Influence de l’intensité de turbulence en agitation forcée
Une première étude consiste à faire varier l’intensité de turbulence u′ afin d’apprécier son
effet sur la formation des rugosités. Pour cela trois simulations avec une initialisation différente
sont définies. Le tableau (8.3) résume le jeu de paramètres employé pour les simulations. Nous
avons fixé un temps physique de simulation de t = 27.6 µs pour les trois expériences.
Simulation Longueur du domaine Vitesse longueur d’onde
Lref u
′ κe
Simulation 1 2.09 10−4 m 2.5 m.s−1 391618 m−1
Simulation 2 2.09 10−4 m 5 m.s−1 391618 m−1
Simulation 3 2.09 10−4 m 10 m.s−1 391618 m−1
TAB. 8.3 – Données initiales des simulations en turbulence forcée : influence de l’intensité de
turbulence
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8.2.2.1 Résultats
La figure (8.8) montre l’évolution de la paroi entre son état initial plan et l’état final présen-
tant une surface ablatée tourmentée obtenue avec la simulation 1.
FIG. 8.8 – Propagation de la surface ablatée
Par comparaison au cas réalisé sans agitation turbulente, nous voyons apparaître la formation
d’une rugosité à la surface du matériau ablaté en plus de la récession du matériau. La vitesse de
récession de la surface est identique dans les deux cas mais une vitesse de croissance de rugosités
apparaît. En effectuant une coupe 2D de l’état de surface obtenu pour les trois expériences, nous
pouvons comparer la hauteur des rugosités qui s’est formée au cours du temps (cf Fig. 8.9).
FIG. 8.9 – Comparaison des hauteurs de rugosité
Dans le cas où l’intensité de turbulence est nulle, la paroi reste parfaitement plane et ne présente
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aucune rugosité. Lorsque l’agitation n’est plus égale à zéro, une rugosité se forme et sa hauteur
varie en fonction de la valeur initiale de u′.
(a) hauteur de rugosité (b) vitesse de croissance
FIG. 8.10 – Évolution des rugosités en fonction du temps
De même sur les courbes (8.10), la vitesse de croissance des rugosités et la hauteur augmentent
selon l’intensité de turbulence. Un couplage fort existe donc entre l’intensité de turbulence u′ et
l’apparition d’une rugosité. En traçant l’évolution de la hauteur h en fonction de l’intensité de
turbulence u′, nous obtenons le graphique (8.11) qui présente une allure linéaire. Chaque point
de cette courbe a nécessité un temps de calcul de 420 h.
FIG. 8.11 – Évolution de la hauteur de rugosités en fonction de l’intensité de turbulence
La figure (8.12) compare la vitesse de récession du matériau dans le cas sans champ turbulent et
avec champ turbulent. Il est à noter que la vitesse de récession dans le cas d’une agitation turbu-
lente est identique quelle que soit l’intensité de turbulence u′ imposée. Nous pouvons remarquer
que la vitesse de recul du matériau est plus importante en présence d’un écoulement turbulent
et qu’elle présente une augmentation de plus de 30% par rapport au cas sans écoulement. Cette
augmentation est liée aux propriétés de la turbulence qui favorise les échanges de masse.
S’agissant des propriétés de l’écoulement siégeant dans le domaine de calcul, nous pouvons ob-
server une modification des structures tourbillonnaires. Les courbes (8.13) représentent en coupe
2D l’évolution de la vorticité au cours de la simulation. Nous pouvons remarquer que la vorticité
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FIG. 8.12 – Comparaison de la vitesse d’ablation
(a) t = 0 µs (b) t = 9 µs
(c) t = 15 µs (d) t = 27 µs
FIG. 8.13 – Évolution de la vorticité
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initiale présente bien des petites structures tourbillonnaires, mais celles-ci sont dissipées par
effets visqueux et ne sont pas alimentées par les grosses structures. Cette évolution est due au
terme de forçage de la turbulence qui ne laisse pas de temps aux grosses structures tourbillon-
naires de recréer la cascade d’énergie car la réinjection de la dissipation turbulente s’effectue sur
des longueurs d’onde moins élevées. La figure (8.14) représente la variation de la macro-échelle
de turbulence au cours de la simulation. Celle-ci augmente au fur et à mesure du temps ce qui
valide bien l’observation de l’isovorticité faite précédemment.
FIG. 8.14 – État de surface initial
8.2.3 Influence de la longueur d’onde κe en turbulence forcée
Une seconde étude concerne la modification de la longueur d’onde κe dans la donnée initiale
du champ turbulent afin d’y générer des structures tourbillonnaires plus ou moins développées.
Nous avons effectué une comparaison des états de surface soumis à l’ablation avec un champ de
vitesse présentant une longueur d’onde κe variable. Le tableau (8.4) reprend les caractéristiques
initiales.
Les états de surface sont obtenus pour des temps de simulation relativement courts t = 0.35 µs,
afin que les caractéristiques de la turbulence ne soient pas trop perturbées par le forçage. La figure
(8.15) montre les états de surface obtenus pour les deux valeurs extrêmes de la longueur d’onde
autour de la valeur de référence κ0=391618 m−1. L’état (8.15 a) présente une surface rugueuse
plus tourmentée que celle de l’état (8.15 b). En ce qui concerne la hauteur de rugosité, elle est
identique dans les trois cas et de l’ordre de 10−12 m. Ceci montre le couplage entre les propriétés
de la turbulence et la surface ablatée engendrée. Au-delà de t = 1 µs, les états de surface
deviennent similaires. Il devient impossible de les différencier en fonction du nombre d’onde.
Ceci recoupe la remarque précédente sur l’évolution du champ de vitesse imposée. Au cours du
temps, les petites structures tourbillonnaires disparaissent et seules les grosses structures restent
au sein de la boîte de calcul.
Nous obtenons le même état de surface quelle que soit la valeur de longueur d’onde imposée
au spectre initial. Les figures suivantes représentent l’évolution de l’état de surface au cours du
temps pour une initialisation différente de la longueur d’onde. Un temps de 0.72 µs est nécessaire
au cas présentant les plus petites structures (2κ0) pour récupérer un état identique à κ0/2.
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Simulation Longueur du domaine Vitesse longueur d’onde longueur
Lref u
′ κe le
Simulation 1 2.09 10−4 m 5 m.s−1 195809 m−1 32.08 µm
Simulation 2 2.09 10−4 m 5 m.s−1 391618 m−1 16.04 µm
Simulation 3 2.09 10−4 m 5 m.s−1 783236 m−1 8.02 µm
TAB. 8.4 – Données initiales des simulations en turbulence forcée : influence du nombre d’onde
énergétique
(a) κ0/2 (b) 2 × κ0
FIG. 8.15 – Comparaison de l’état de surface en fonction de κe
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Temps κ0/2 2κ0
t = 0.35 µs
t = 0.71 µs
t = 1.07 µs
TAB. 8.5 – Évolution de l’état de surface
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8.3 Conclusion
Cette étude a permis de mettre en évidence le couplage fort qui existe entre l’agitation
turbulente et l’état de surface d’un matériau ablatable. Aucune étude ne permettait à notre
connaissance, de suivre l’évolution structurelle de la surface au cours du temps en présence d’un
écoulement. Ces simulations fines sont rendues possibles par le développement du code de simu-
lation numérique directe réalisé au cours de ces travaux.
La première expérience sans agitation turbulente démontre, tout d’abord, la capacité numé-
rique à reproduire la récession du matériau à partir d’une surface plane et de conserver cet état
tout au long de la simulation.
En ajoutant une fluctuation de turbulence, la surface ablatée exhibe de la rugosité. La hauteur
de rugosité et l’état de surface sont fortement liés aux caractéristiques de la turbulence imposée.
L’approche de la turbulence à partir du spectre de Passot-Pouquet permet de mettre en évidence
la corrélation entre la hauteur de rugosité et l’intensité de turbulence. Néanmoins, ce spectre ne
couvre pas toutes les échelles de la turbulence et la modification de la condition initiale pourrait
permettre d’affiner ces premières conclusions.
En imposant un forçage de la turbulence pour réaliser des simulations avec une énergie cinétique
de turbulence constante, nous avons pu mettre en évidence des modifications des évolutions dans
la phase initiale. Cependant, les caractéristiques de la turbulence (par exemple longueur d’onde)
évoluant au cours du temps, la situation ne peut être plus analysée avec un réalisme satisfaisant
en fin de simulation.
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Conclusion et Perspectives
Le sujet de cette thèse tire son origine de la comparaison des situations en régime laminaire
et turbulent telles qu’elles furent observées lors des essais expérimentaux réalisés sur un échan-
tillon de bouclier thermique ablaté par un jet de plasma. L’ablation du matériau composite,
initialement lisse, a développé une rugosité en régime turbulent tandis qu’en régime laminaire
la surface est restée plane d’un point de vue hydraulique.
Dans ce travail de thèse, nous avons étudié l’interaction d’un écoulement en régime turbulent
avec un matériau ablatable à l’aide de la modélisation et de la simulation numérique directe afin
d’optimiser le dimensionnement des boucliers thermiques des capsules spatiales.
Après avoir défini les principaux phénomènes de la rentrée atmosphérique et les régimes d’écou-
lement que traverse la sonde lors de sa descente, un premier modèle de suivi de surface ablatée
a été développé. En nous basant sur les travaux de Duffa et al. [17], proposant une solution
analytique 2D (sous forme d’arcs de cercles) au problème d’ablation par diffusion pure, nous
avons étendu cette analyse à un problème 3D de convection-diffusion en nous concentrant sur la
réaction de sublimation du carbone. Les caractéristiques d’un écoulement en couche limite ont
été prises en compte par la définition d’un coefficient de diffusion effectif, ceci nous a ramené à
résoudre l’équation de diffusion pure. La définition de la récession du matériau ablaté a été faite
par le couplage de l’équation de diffusion à une équation de suivi d’interface. Ensuite, ce modèle
a été implanté dans un outil numérique dédié dans lequel le suivi de la surface s’est appuyé sur
la méthode numérique Level-Set. Elle a été notamment choisie pour ses propriétés de capture
des singularités qui sont présentes sur les expériences réalisées. Les calculs effectués nous ont
ainsi permis d’obtenir un état de surface similaire aux essais expérimentaux réalisés en régime
turbulent et de valider l’hypothèse faite sur la direction du flux de diffusion molaire dans le
cas analytique. Cependant, la capture de ces états de surface nécessite d’imposer une condition
initiale présentant des singularités particulières mais dont l’origine n’est a priori pas définie.
Des éléments de réponse sont apportés dans la seconde partie. D’autre part, cette modélisation
a apporté une évaluation du coefficient d’accommodation, indispensable à la détermination du
flux de masse sublimé, à partir du rayon de courbure des rugosités présentes à la surface du
matériau. La détermination de cette constante est un sujet d’actualité.
Dans un second temps, nous avons réalisé le couplage fort entre l’écoulement turbulent et
l’ablation du matériau grâce à un code de simulation numérique directe. Cet outil nous a per-
mis de simuler l’ablation d’un matériau homogène surmonté d’un champ turbulent grâce au
développement de nouvelles fonctionnalités ajoutées dans le code numérique. Le point fort de la
construction de cette interaction fluide/structure est la définition d’une transformation conforme
exacte pour suivre la récession de la paroi, tout en conservant la précision de l’outil numérique.
L’écriture des coefficients métriques de la transformation conforme nous a amenés à définir ana-
lytiquement l’inversion de la matrice jacobienne, pour assurer la conservation de l’ordre élevé des
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schémas numériques de résolution des équations de Navier-Stokes. Ce développement original
a nécessité une longue étape de validation indispensable à la garantie des simulations et une
parallélisation de l’outil de simulation numérique directe. Un découpage du domaine de calcul a
permis de répartir la tâche sur les différents processeurs alloués afin d’effectuer des calculs dans
un temps raisonnable.
L’application de cet outil sur un matériau ablatable homogène présentant un état initial plan
a permis de mettre en évidence la corrélation forte entre son état de surface et la turbulence.
Le problème d’ablation est un problème multi-échelles dans lequel il est nécessaire de partir de
la plus petite échelle pour remonter aux plus grandes par la suite. Cette démarche permet de
bien comprendre les couplages existant entre les phénomènes physiques. De ce fait, nous nous
sommes intéressés à la résolution des équations de Navier-Stokes pour la plus petite échelle de
la turbulence (échelle de Kolmogorov) et nous sommes partis d’une paroi ablatable présentant
une surface plane afin de bien mettre en évidence la naissance et la formation des rugosités. Les
simulations réalisées ont démontré que l’ablation s’effectue de façon homogène lorsque l’écoule-
ment qui surmonte la paroi n’est pas turbulent. Nous pouvons suivre la récession du matériau au
cours du temps sans modification de son état. Par contre en présence d’une turbulence générée
à partir du spectre de Passot-Pouquet, nous voyons apparaître le développement d’une rugosité
surfacique. La forme des rugosités (taille et structure) est directement liée aux caractéristiques
de la turbulence notamment à l’intensité turbulente. Malheureusement, nous ne disposons d’au-
cune donnée expérimentale concernant la phase initiale d’ablation que nous simulons ici, les
résultats obtenus sont donc de véritables expériences numériques développées pour compléter la
connaissance de l’ablation et la naissance des rugosités.
Les points principaux à retenir de cette étude sont les suivants :
. Un modèle d’état de surface d’un matériau ablatable soumis à la réaction-diffusion est
proposé en 3D.
. La donnée géométrique des rugosités permet d’évaluer le coefficient d’accommodation né-
cessaire au calcul du flux de masse sublimé.
. La définition de la transformation conforme exacte permet la conservation de l’ordre élevé
des schémas de résolution.
. Une surface plane soumise à l’ablation reste plane au cours du temps lorsque le matériau
n’est pas surmonté d’une fluctuation turbulente.
. En régime turbulent, une paroi ablatable initialement plane va développer une rugosité
surfacique dépendante des caractéristiques de la turbulence.
Les perspectives liées à cette étude sont nombreuses. D’un point de vue modélisation, nous
pouvons compléter la physique de l’ablation dans le code de simulation numérique directe. Nous
allons, tout d’abord, définir les directions d’amélioration ne nécessitant pas un effort supplémen-
taire dans le développement du code de simulation numérique directe. Nous avons limité notre
étude à l’ablation d’un matériau homogène, la définition d’une nouvelle condition aux limites
permettrait de positionner deux matériaux différents afin de simuler l’ablation sur une fibre et sa
matrice. De plus, nous pouvons définir une atmosphère caractéristique de la rentrée atmosphé-
rique étudiée pour prendre en compte les réactions chimiques homogènes en plus des réactions
hétérogènes. Une étude complémentaire à ces travaux à plus long terme serait l’ajout d’un bloc
solide en complément du bloc fluide déjà défini dans l’outil numérique. Ceci permettrait de suivre
en plus de l’ablation du matériau, l’évolution du transfert de chaleur dans le matériau afin de
parvenir, à terme, à simuler la pyrolyse. D’un point de vue numérique, la définition de la trans-
formation conforme exacte répond parfaitement à la récession du matériau ablaté. Cependant,
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cette fonctionnalité coûte chère en temps de calcul et limite l’ajout de nouvelles fonctionnalités.
Une première parallélisation a permis de rendre acceptable les calculs réalisés mais un découpage
supplémentaire plus fin est nécessaire pour effectuer des études de plus en plus fines concernant
la physique de la rentrée atmosphérique.





Propriétés de transport des gaz
A.1 Coefficient de transport exacts
A.1.1 Coefficients de diffusion binaires
Le coefficient de diffusion binaire, le coefficient de diffusion thermique et les autres coefficients
de transport, conductivité et viscosité, sont solutions de systèmes linéaires issus du calcul faisant
intervenir les intégrales de collision entre les molécules. On peut citer le potentiel d’interaction
de Lennard-Jones très utilisé pour des interactions peu energétiques et qui conduit à l’expression






soit en choisissant fD égale à l’unité,





où la pression P s’exprime en atm.
La masse molaire réduiteMij (en kg.m−3) est définie par :
Mij = MiMjMi +Mj (A.3)
Ω(1,1) représente l’intégrale de collision de diffusion. Celle de Lennard-Jones est en fonction de
la température réduite T ∗ :
T ∗ = kT
ij
(A.4)
Dans cette expression interviennent les paramètres du potentiel de Lennard-Jones :
σij (une distance d’interaction, typiquement une fraction de nm) et ijk présent dans la fraction
réduite représentant l’intensité du potentiel. La quantité Ω∗ij varie lentement avec T ∗ et est
tabulée.
Le coefficient d’auto-diffusion est facilement obtenu en faisant i = j
Dii = 5.8755 10−6
√
T 3/Mii
Pσ2i Ω(1, 1)(T ∗)
(A.5)
Remarque :Mii = 12Mi 6=Mi
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A.1.2 Viscosité
Sous l’effet de forces intermoléculaires (Chapman-Enskog), la viscosité d’un gaz pur peut-être







avec σi diamètre de collision de Lennard-Jones (Å),Mi masse molaire du gaz i (kg.mol−1), µi
viscosité dynamique (kg.m−1.s−1) et Ω(2,2) est une intégrale de collision.
Pour un gaz non polaire, l’intégrale de collision pour l’énergie de Lennard-Jones, a été déterminée.
Elle est une fonction complexe de la température réduite :
T ∗ = kT

k est la constante de Boltzmann,  est une énergie caractéristique, valeur minimale de l’énergie
potentielle d’interaction des molécules.
A.1.3 Conductivité thermique d’un gaz pur

















Pour un écoulement à haute enthalpie, il faut tenir compte des différents degrés de liberté in-
terne.
La conductivité thermique d’une espèce polyatomique est composée des contributions transla-
tionnelle, rotationnelle et vibrationnelle.
λi =
µi
Mi (ftransCv,trans + frotCv,rot + fvibCv,vib) (A.9)
Eucken a proposé une forme plus simple :
λi =
µi
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Un concept existe qui consiste à considérer l’état excité d’une espèce chimique comme l’analogie





fint est alors l’inverse du nombre de Schmidt. Il a été démontré que :
fint = 1.32 (A.15)














A.2.1 Interpolation des coefficients exacts




αi,j,k(ln (T ))k (A.17)








γi,k(ln (T ))k (A.19)
Les coefficients de lissage sont obtenus par la méthode des moindres carrés.
A.2.2 Coefficients de diffusion multicomposants
Le terme Dik peut-être calculé numériquement. Toutefois ce calcul est très coûteux à faire (à
chaque pas de calcul, dans chaque maille). On utilise le plus souvent diverses approximations :
– soit en utilisant une approximation sommaire qui impose le nombre de Lewis constant ;
– soit en visant à diagonaliser la matrice, ce qui revient à utiliser une approximation de type
Fick ;
– on utilise aussi parfoi sune approximation due à Blottner ;
– soit en utilisant les propriétés des coefficients de diffusion binaires avec l’approximation de
Bird-Kendale.
A.2.2.1 Nombre de Lewis constant
La plus sommaire, mais aussi la plus utilisée, de ces approximations consiste à définir un




Le est choisi généralement entre 1 et 1.4 pour l’air.
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A.2.2.2 Approximation de Blottner










A.2.2.3 Approximation de Bird-Kendale








Cette approximation est intéressante car elle permet de faire gagner du temps de calcul, tout en
restant précise pour les mélanges neutres. Dans le cas de l’air, Dref est en général le coefficient
d’auto-diffusion de l’oxygène. Les Fi sont dans ce cas précalculés à partir des coefficients de
diffusion exacts, et ne sont plus re-calculés. Par contre, le coefficient de référence est recalculé
lorsque les conditions varient.
A.2.3 Viscosité
A.2.3.1 Loi de Sutherland
La viscosité du mélange d’air, assimilé à un mélange de gaz parfaits, prend alors la forme
suivante :










Cependant le domaine de validité de ce modèle est restreint à des conditions d’écoulement froid,
c’est-à-dire à des écoulements non dissociés dont la température de translation est comprise
entre 200 K et 1500 K.
A.2.3.2 Loi de PANT
La loi de PANT (Passive Nosetip Technology Program) utilisée surtout pour un gaz réel :





T + 110.33 (A.26)
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A.2.3.3 Mélange des gaz













A.2.4.1 Nombre de Prandtl
Afin d’estimer la conductivité thermique d’un gaz supposé parfait, la première approximation

























Xi est la fraction molaire de l’espèce i, Ci sa fraction massique.




L’évaluation des 27 coefficients métriques s’effectue grâce à l’inversion analytique de la ma-
trice jacobienne. Le logiciel Maple permet de programmer analytiquement la matrice et d’en
effectuer son inverse. Le résultat obtenu nous permet de générer un module en fortran 77 in-
cluant la relation analytique de notre coefficient métrique.
Les équations B.1 à B.3 sont un exemple de résultat analytique des coefficients métriques né-
cessaire à l’évaluation des dérivées secondes par rapport aux variables mathématiques.
ξxx = −(z3ηxξξy3ζxξξy3ηz3ζ − xηηyηz3ζy2ξ − xζζy3ηzζz2ξ + xζzξξy3ηz2ζ − xηzηηz2ξy3ζ + xζzζζy3ηz2ξ
+xηyξξz3ζy2η + xηyζζzζy2ηz2ξ + y2ζxζyηzηηz2ξ + y2ζxηyηηzζz2ξ + 2y2ζxηzηηzξyξzζ − 2zηyζxζzξξzζy2η
+2zηxζζy2ηzζyξzξ + 2zηyζxηzζζyξyηzξ − zηxζyζζy2ηz2ξ − 2zηxηyζζzζyξyηzξ − zηy2ζxζyηηz2ξ − zηxζyξξy2ηz2ζ
+xζyηzηηy2ξz2ζ − yζxηzζζy2ηz2ξ − y2ζxηηyηzζz2ξ − yζxηzηηy2ξz2ζ + zηyζxηηy2ξz2ζ − 2yζxζyηzηηzξyξzζ
+2yζxηηyηz2ζzξyξ − yζxηzξξy2ηz2ζ − 2yζxηyηηz2ζzξyξ − 3z2ηy2ζxξξyηzζ − z2ηxζζyηzζy2ξ − z2ηyζxηzζζy2ξ
+z2ηxζyηzζζy2ξ + z2ηxηyζζzζy2ξ + 2z2ηxζyζζyξyηzξ − z3ηxζyζζy2ξ + z3ηyζxζζy2ξ − z2ηy3ζxηzξξ
−z3ηy2ζxζyξξ + xηyηηz3ζy2ξ − 2z2ηyζxζζyξyηzξ + 2zηyζxζyηηzξyξzζ + z2ηy2ζxζyηzξξ − zηxζyηηy2ξz2ζ
+z2ηy2ζxηyξξzζ + 2z2ηyζxζyξξzζyη − 2zηy2ζxηηzξyξzζ + 2zηy2ζxηzξξzζyη + 3zηyζxξξy2ηz2ζ + zηyζxζζy2ηz2ξ
−2zηxζzζζyξy2ηzξ − 2zηyζxηyξξz2ζyη + zηy3ζxηηz2ξ + 2xξζy3ηz2ζzξ + 2y2ζxηzηζz2ξyη − 2xηyξζz2ζy2ηzξ
−2z2ζy2ηxηζyξzξ + 2xζzηζyξy2ηzξzζ − 2z2ηyζxηζy2ξzζ − 2y2ζxηzξηyηzξzζ − 2xζzξζy3ηzξzζ − 2xζzξηyξz2ζy2η
−2xηyξηz3ζyξyη + 2xηyηζz2ζyξyηzξ + 2z2ηxζyηζy2ξzζ − 2z2ηyζxζyξηyξzζ − 2yζxζzηζz2ξy2η + 2yζxηzξηyξz2ζyη
−2yζxηyηζzζz2ξyη − 2z2ηy3ζxξηzξ − 2yζxξηy2ηz2ζzξ + 2yζxηζy2ηzζz2ξ + 2yζxηyξηz2ζyηzξ
−2z3ηy2ζxξζyξ − 2yζxηzηζyξyηzξzζ + 2yζxζzξηy2ηzξzζ + 2yζxηzξζy2ηzξzζ + 2zηyζxηyξηz2ζyξ
+2zηyζxηzηζy2ξzζ + 2z3ηyζxζyξζyξ − 4zηyζxξηyηz2ζyξ − 2zηyζxηzξζyξyηzζ + 2zηyζxζyηζz2ξyη
−2zηxζyηzηζy2ξzζ + 2zηxηyξζz2ζyξyη − 2zηxηyηζz2ζy2ξ − 2zηy2ζxηzηζyξzξ
+2zηyζxζyηzξηyξzζ + 4zηy2ζxξηyηzζzξ + 2zηyζxζyηzηζyξzξ − 2zηy2ζxζyηzξηzξ + 2zηxζzξζyξy2ηzζ
−2zηy2ζxηζz2ξyη − 2zηy2ζxηzξηyξzζ + 2zηxζyξηyξz2ζyη − 2zηy2ζxηyξηzζzξ + 2zηxηζyηz2ζy2ξ
+2zηy3ζxηzξηzξ − 2zηxξζy2ηz2ζyξ + 2zηyζxηyηζzζyξzξ − 4zηyζxξζy2ηzζzξ + 2zηxζyξζy2ηzξzζ
−2zηy2ζxηzξζyηzξ − 2z2ηyζxζyηzξζyξ − 2z2ηyζxζyξζyηzξ + 2zηyζxηyξζzζyηzξ + 4z2ηyζxξζyηzζyξ
−2zηyζxζyξηyηzξzζ − 2z2ηxζyξζyξyηzζ − 2z2ηyζxζyηζyξzξ − 2z2ηyζxηyξζzζyξ + 2z2ηy2ζxηζyξzξ
+2z2ηy2ζxξηyξzζ + 2z2ηy2ζxξζyηzξ + 2z2ηy2ζxηzξζyξ + 2z2ηy2ζxζyξηzξ + 2zηyζxζzξζy2ηzξ
−2zηxζyηζyξyηzξzζ + 2xξηy2ηz3ζyξ)/
(−zζyηxξ + zζxηyξ + xξyζzη + yηxζzξ − yζxηzξ − yξxζzη)3
(B.1)
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ζzz = (−y2ζyξzξξx3η + y2ζyξξx3ηzξ + zηxηηy3ξx2ζ + zηxζζy3ξx2η + x3ξyηzηηy2ζ − x3ξzηyηηy2ζ − x3ξzηyζζy2η
−x2ξxζζy3ηzξ + xξzξξx2ζy3η + x3ξzζζy3η − xξξy3ηzξx2ζ + zηxξξyξx2ηy2ζ − 2xξzηxζζy2ξyηxη − 2xξyζzξξxηy2ηxζ
−2xξyζyηηxηyξxζzξ + 2xξyζxηzηηy2ξxζ − x2ξy2ζxηyξzηη − x2ξy2ζxηηyηzξ + 2xξxζζyξy2ηzξxη − 2xξyζζyξyηx2ηzξ
+x2ξyζζxηy2ηzξ − y2ζxξξyηzξx2η + yηηxηx2ζy2ξzξ + 2yζxξξy2ηzξxηxζ + 2yζyηzξξx2ηyξxζ − xζζy2ξyηx2ηzξ
−zξξx2ζyξy2ηxη + 2xξzηyζyξξxηyηxζ + zηxξξyξx2ζy2η − 2yζyξξx2ηyηxζzξ + yξξxηx2ζy2ηzξ − 2xξzηyζxηηy2ξxζ
+2xξyζxηηyξxζyηzξ − xξzηy2ζyξξx2η − xξzηyζζx2ηy2ξ − xξzηyξξx2ζy2η + 2x2ξzηyζyηηyξxζ + 2x2ξzηyζζyξyηxη
+3xξyηzζζx2ηy2ξ − 2x2ξyζyηzηηyξxζ + xξy2ζyηzξξx2η + xξyηzηηx2ζy2ξ − xξzηyηηx2ζy2ξ − 3x2ξzζζyξy2ηxη
+x2ξy2ζyηηxηzξ + x2ξzηy2ζxηηyξ + x2ξzηxζζyξy2η − 2zηyζxξξyξxηyηxζ − xηηy2ξx2ζyηzξ − zζζx3ηy3ξ + yζζx3ηy2ξzξ
+2zηζxζy3ξx2η − 2x3ξzηζy2ηyζ − 2x2ξzξζy3ηxζ − 2xξzηxξζyξy2ηxζ − 2xξzηyξζxηyηyξxζ + 2xξzηxηζy2ξxζyη
+2xξzηyηζxζy2ξxη + 2xξzηyξηx2ζyξyη + 2xξyζyηζx2ηyξzξ − 2xξyζxηζyξxηyηzξ − 2xξyζxξηy2ηzξxζ
+2xξxξζy3ηzξxζ − 2yξηx2ζyξyηxηzξ + 2xηζy2ξyηxζxηzξ + 2yηzξηxηx2ζy2ξ − 2zηxξηy2ξx2ζyη + 2zηxξζy2ξxηyηxζ
−2zηxηζy3ξxζxη + 2xξηyξx2ζy2ηzξ + 2x2ξyζxηζy2ηzξ + 2x2ξzηyξζy2ηxζ + 2x2ξzηy2ζyξηxη + 2x2ξzηζxζyξy2η
−2x2ξzηyζyηζxηyξ + 4x2ξyζyηzηζxηyξ − 2x2ξyζyηζxηyηzξ − 2x2ξzηyζxηζyξyη − 2x2ξzηyζyξηyηxζ
−2x2ξzηyζyξζxηyη − 2x2ξzηyηζxζyξyη + 2xξy2ζyξzξηx2η − 2xξy2ζyξηx2ηzξ − 2xξyζzηζx2ηy2ξ − 2xξzξηx2ζyξy2η
−2xξzηy2ζxξηyξxη + 2xξzηyζxηζy2ξxη + 2x3ξzηyηζyηyζ + 2xξzηyζyξζx2ηyξ − 2xξzηyζyξηxζyξxη
+2xξzηyζxξζyξxηyη + 2xξzηyζxξηyξyηxζ − 2yζzξηxζy2ξx2η + 2yζxξζyξx2ηyηzξ + 2yζzξζx3ηy2ξ
−2yζxξηyξyηxζxηzξ + 2yζyξηx2ηyξxζzξ + 2yξζx2ηyξyηxζzξ − 2yηzξζx2ηy2ξxζ − 2yζyξζx3ηyξzξ
−2xξζyξy2ηxζxηzξ − 2yηζx2ηy2ξxζzξ + 2xξyζyξζx2ηyηzξ + 2xξyζyξηyηxζxηzξ + 4xξzξζxηy2ηyξxζ
−4xξyηzηζxζy2ξxη − 2xξyξζy2ηxζxηzξ + 2xξyηζyξyηxζxηzξ + 2xξy2ζxξηyηzξxη − 2xξyζxξζy2ηzξxη
−4xξyζyηzξζx2ηyξ − 2xξxηζyξxζy2ηzξ + 2x2ξyζzξηy2ηxζ + 2x2ξyζzξζxηy2η − 2x2ξy2ζyηzξηxη
−2zηyζxξζy2ξx2η + 2zηyζxξηy2ξxζxη − xηzηηx2ζy3ξ )/((−zζyηxξ + zζxηyξ + xξyζzη + yηxζzξ − yζxηzξ − yξxζzη)3)
(B.3)
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ηyy = (x3ξyηηz3ζ + 2xξzηxζζyξzζzξxη − 2xξzηyξξz2ζxηxζ + 2xξzηyζzξξxηxζzζ + 2xξzηxζyζζz2ξxη
−2xξzηzζζxζzξxηyξ − xζζyξzζx2ηz2ξ − yξξz2ζx2ηzξxζ + zζζxζx2ηyξz2ξ − 2xξzηηzξx2ζyξzζ
−2xξzηyζxζζz2ξxη − yηηz3ξx3ζ + z2ηxξξx2ζzξyζ − 2zηzξξxηx2ζyξzζ + yζxξξz2ζx2ηzξ − z2ηxξξx2ζyξzζ + x2ξzηηxζz2ζyξ
+x2ξz2ηyζxζζzξ − x2ξz2ηxζyζζzξ + 2x2ξyζzηηzξxζzζ − 2zηyζxξξxζzξxηzζ + 2zηxξξxζyξz2ζxη + x2ξyζxηηzξz2ζ
+2zηyξξzζx2ζzξxη − xηηyξzζx2ζz2ξ + zξξx2ηxζyξz2ζ + xξyζζzζx2ηz2ξ + 3xξyηηzζx2ζz2ξ − 2x2ξzηyζζzζzξxη
+2x2ξzηyζzζζzξxη + x2ξz2ηzζζxζyξ + yζxηηz3ξx2ζ − x2ξxηηyξz3ζ + yζxζζz3ξx2η + z2ηzξξx3ζyξ − z2ηyξξzξx3ζ
−x3ξzηηz2ζyζ + xξyξξz3ζx2η − x2ξz2ηxζζyξzζ + zηηx3ζz2ξyξ − xζyζζz3ξx2η − xξξz3ζx2ηyξ − 3x2ξyηηz2ζzξxζ
−x3ξz2ηzζζyζ + x3ξz2ηyζζzζ − xξyζzηηx2ζz2ξ − xξyζzξξx2ηz2ζ − xξz2ηyζzξξx2ζ − xξyζzζζx2ηz2ξ + xξz2ηyξξzζx2ζ
+2xξxηηzξz2ζyξxζ + 2zηyξηz2ξx3ζ + 2yηζz3ξx2ζxη − 2xξyζxηηz2ξxζzζ + 2x2ξyηζz2ζzξxη − 2x2ξyξηz3ζxη
−2x3ξzηyηζz2ζ + 2x2ξzηxηζyξz2ζ − 2xξyξζz2ζx2ηzξ + 2xξz2ηyξζzξx2ζ − 2xξz2ηzξζx2ζyξ + 2xξzηζzξzζxζyξxη
+4xξyξηz2ζxζzξxη − 4xξyηζzζxζxηz2ξ − 2xξxηζyξz2ζzξxη + 2xξyζzηζxζxηz2ξ − 2xξyζzξηxζzξxηzζ
−2xξyζxξηxηz2ζzξ + 2xξyζzξζx2ηzξzζ + 2xξyζxηζz2ξxηzζ − 2xξz2ηyζxξζxζzξ + 2xξzηzξζzζxζyξxη
−2xξzηxξηxζz2ζyξ − 2xξzηxξζxηz2ζyξ − 2xξzηxηζyξzζxζzξ + 2xξzηzξηx2ζyξzζ + 2xξzηyζxξζzξxηzζ
+2xξzηyζxηζz2ξxζ − 2xξzηyηζz2ξx2ζ + 2xξzηyζzξηx2ζzξ − 2xξzηyζzξζxζxηzξ − 4xξzηyξηzζx2ζzξ
+2xξzηzηζx2ζyξzξ + 2xξz2ηxξζxζyξzζ + 2xξzηyζxξηzξxζzζ − 2xξzξηxζyξz2ζxη − 2zηζx2ζz2ξxηyξ
−2xξηz2ζxζyξxηzξ − 2zηyξζz2ξx2ζxη + 2zηxξηzξx2ζyξzζ − 2yζxηζz3ξxζxη + 2yζxξηz2ξxζxηzζ − 2yζxξζx2ηz2ξzζ
+2yξζzζxζz2ξx2η + 2zξηx2ζzξzζxηyξ + 2xηζyξzζxζxηz2ξ + 2xξζz2ζx2ηyξzξ − 2zξζx2ηzξzζxζyξ − 2yξηzζx2ζz2ξxη
−2x2ξz2ηyξζzζxζ − 2zηxξζzξzζxζyξxη + 2zηzξζx2ζzξxηyξ − 2zηzξηx3ζyξzξ + 2x2ξyζzξηz2ζxη + 2x2ξz2ηyζzξζxζ
−2zηyζxξηx2ζz2ξ + 2zηyζxξζxζxηz2ξ + 2x2ξzηyξζz2ζxη − 2x2ξyζzηζzξxηzζ + 2x2ξzηyξηz2ζxζ − 2x2ξzηyζzηζxζzξ
−2x2ξzηyζxηζzξzζ − 2x2ξzηyζzξηxζzζ − 2x2ξzηyζzξζxηzζ + 4x2ξzηyηζzζxζzξ − 2x2ξzηzηζxζyξzζ
+2x3ξzηzηζzζyζ + 2xξxξηxηz3ζyξ)/((−zζyηxξ + zζxηyξ + xξyζzη + yηxζzξ − yζxηzξ − yξxζzη)3)
(B.2)
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Annexe C
Parallélisation du code
Pour simuler directement un écoulement turbulent en capturant toutes les échelles de la
solution, il est nécessaire de posséder un domaine de calcul finement maillé. Afin d’optimiser
le temps de calcul, le code de simulation numérique directe a évolué vers une version parallèle.
La librairie Message Passing Interface (MPI) est utilisé pour la parallélisation du code lors du
découpage du domaine de calcul.
C.1 Parallélisation du code
La lecture des fichiers de données d’entrée s’effectue uniquement par le processeur de rang 0
afin d’éviter un blocage des processeurs lors de la requête d’accès aux fichiers. Une fois la lecture
de la base de données et des conditions de la simulation effectuée, une diffusion des variables à
tous les processeurs est faite grâce à la fonction MPI_BCAST. A partir des cette communica-
tion, chaque processeur effectue l’initialisation du maillage sur le domaine dont il a la charge et
l’initialisation des différentes variables physiques.
Le travail sur la parallélisation a essentiellement concerné la boucle d’intégration en temps des
équations de Navier-Stokes. Grâce au découpage du domaine initial en sous-domaines, chaque
processeur doit effectuer l’intégration des équations sur le même pas de temps et communiquer
aux autres processeurs les composantes des tableaux nécessaires au calcul des dérivées spatiales.
A chaque itération en temps, tous les processeurs vont communiquer avec les processeurs voi-
sins pour mettre à jour les six mailles fictives. De plus, une harmonisation est réalisée pour
l’intégration en temps par l’envoi à tous les processeurs du pas de temps grâce à la fonction
MPI_ALLREDUCE. Enfin, une modification de toutes les boucles dans la direction z a été
faite pour introduire les nouvelles dimensions du domaine.
C.2 Étude de schéma compact
L’objectif est la conservation de l’ordre formel du 6ieme ordre pour la résolution des dérivées
spatiales. Ceci s’effectue en imposant le schéma du 3ieme ordre sur le bord, le schéma du 4ieme
ordre sur les noeuds voisins du bord et le schéma du 6ieme ordre au centre du domaine. Le décou-
page du domaine initial en sous-domaine augmente le nombre de frontières et par conséquent le
traitement de l’ordre du schéma pour les dérivées aux bords. Pour assurer l’ordre du schéma de
l’intérieur du domaine, six noeuds fictifs sont ajoutés à chaque sous-domaine. Le sous-domaine
aura trois noeuds fictifs au début du domaine et trois noeuds fictifs à la fin du domaine. Ces
noeuds vont nous permettre de recopier les valeurs existantes dans les tableaux des processeurs
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Lecture du fichier de données
Chargement de ma base de données chimiques
Lecture des réactions chimiques
Communication des données d’entrée
Initialisation du maillage
Initialisation des grandeurs physiques (u,v,w,T,p,...)
Intégration en temps par la méthode Runge-Kutta
Communication des tableaux
Evaluation de la transformation conforme
Evaluation des dérivées métriques
Evaluation des conditions aux limites
Condition de périodicité
Condition de paroi non-glissant
Condition d’entrée et de sortie
Résolution des équations de Navier-Stokes
Partie diffusive
Evaluation des dérivées 
Evaluation des coefficients de transport
Partie convective
Terme source (production chimique)
Ecriture des fichiers de sortie
Fichiers de sauvegarde
Traitement des résultats
FIG. C.1 – Schéma directeur du code parallèle
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voisins afin de calculer les dérivées.
Sur ces mailles fictives, deux types de communications entre les processeurs ont lieu :
• La première communication consiste à envoyer du processeur de rang n au processeur de
rang n+ 1 les trois dernières mailles du tableau de rang n sur les premières mailles fictives
du tableau de rang n+ 1.
• La deuxième communication concerne le traitement des dernières mailles fictives par l’envoi
des premières mailles du tableau de rang n sur les dernières mailles fictives du tableau de
rang n− 1
Un traitement particulier concerne le premier et le dernier processeur sur lesquels nous imposons
la condition de périodicité du domaine initial. Le dernier processeur envoie la valeur de sa
dernière maille sur la première maille fictive du premier processeur. En même temps, le premier
processeur envoie le premier noeud sur le dernier noeud fictif du dernier processeur. La figure













FIG. C.2 – Schéma de communications
Ainsi, le schéma du 3ieme ordre est appliqué sur le premier noeud fictif, le schéma du 4ieme
ordre est appliqué à son voisin et le schéma du 6ieme ordre est appliqué sur le troisième noeud
fictif. Ce découpage permet d’évaluer la première dérivée sur les noeuds intérieurs du domaine
de calcul en utilisant le schéma centré du 6ieme ordre faisant appel à l’évaluation de la dérivée
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du noeud fictif voisin qui lui est aussi évalué avec un schéma du 6ieme ordre. Cette configuration
limite la diffusion numérique liée aux calculs des dérivées sur le bord. La figure (C.3) reprend


















FIG. C.3 – Disposition des ordres des schémas
C.3 Evaluation du gain de la parallélisation
Les communciations entre les processeurs ont un coût en terme de temps suivant la vitesse
du réseau informatique dont on dispose. Afin de ne pas détériorer le gain de la parallélisation, il
est intéréssant de recouvrir ce temps de communication par du temps de calcul. Dans le module
d’évaluation des dérivées premières et secondes du code de simulation directe, nous avons plaçé
le calcul des dérivées premières et secondes dans la direction x et y en premier afin de laisser le
temps au réseau de réaliser les communications sur les mailles fictives. Ensuite, les dérivées dans
la direction z sont évaluées. Dans cette situation, l’envoi des informations s’effectuent en envoi
non bloquant grâce à la fonctionMPI_ISEND et réciproquement la réception s’effectue en non
bloquantes grâce à la fonction MPI_IRECV Les communications effectuées en non bloquant
permettent au processeur de ne pas attendre le message de retour du système en lui indiquant
que le paquet d’informations a bien été adressé. Par contre, il est nécessaire de de renseigner le
code sur la fin de la communication avant d’effectuer le calcul des dérivées restantes. Ceci se fait
par la fonction MPI_WAIT qui s’assure que la requête d’envoi ou de réception est terminée
avant d’autoriser la poursuite du calcul.
Pour comparer les performances d’un code en version parallèle par rapport à sa version séquen-
tielle, on introduit l’efficacité eff. L’efficacité correspond au rapport entre le temps de calcul
du meilleur algorithme séquentiel et le temps de calcul en parallèle multiplié par le nombre de
Annexe C. Parallélisation du code 177
processeurs utilisés. Plus l’efficacité se rapporche de 1, meilleur est la parallélisation du code.
eff = Tps CPU sequentielnbr proc × tps CPu parallele (C.1)
L’efficacité du code de simulation numérique directe est de 0.73, ce qui est un bon résultat. Il est
à noter que le temps d’exécution prend en compte la partie parallèle mais également les deux
parties séquentiells de lecture des fichiers d’entrée et de l’écriture des fichiers de sortie.
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Modélisation de l’Interaction entre un Écoulement Turbulent
et une Paroi Ablatable
Résumé
Lorsqu’une sonde rentre dans l’atmosphère à une vitesse hypersonique, le bouclier thermique
reçoit plusieurs centaines de MW/m2. Ce flux est absorbé par la paroi (composite C/C) grâce à
des réactions physico-chimiques (oxydation, sublimation). Cette perte de matière entraîne une
récession du matériau et nous pouvons remarquer la formation d’une rugosité en régime tur-
bulent. Dans ce contexte, cette étude a pour objectif de caractériser à la plus petite échelle
de la turbulence (échelle de Kolmogorov), l’interaction entre un écoulement turbulent et une
paroi ablatable afin de comprendre la formation des rugosités. Une première étude a permis de
modéliser l’état de surface d’un matériau carbone soumis au phénomène de réaction-diffusion et
de proposer des états de surface analogue aux expériences. Puis, le développement d’un code de
simulation numérique directe intégrant une transformation conforme exacte, permet de suivre
l’évolution structurelle du matériau ablaté couplé à un champ de vitesse turbulent. Les simula-
tions réalisées démontrent l’interaction forte de la turbulence sur la formation des rugosités à la
surface d’un matériau ablatable.
Mots clés : Ablation, DNS, Turbulence, Transformation conforme
Modeling of the Interaction between a Turbulent Flow and
an Ablatable Material
Abstract
During the atmospheric re-entry the heatshield of the probe suffers a significant overheating.
The composites materials undergo an ablative process that consumes the heat flux by physico-
chemical reactions. The composite disappears gradually by sublimation, oxidation. In the case
of polycristalline graphite, plasma jet experiments show a structural surface roughness like a
scalloped pattern when the flow is turbulent. The main idea of this study is to characterize the
interaction between a turbulent flow and an ablatable material at the Kolmogorov scale (the
smallest turbulent scale). Firstly we propose a modeling of the surface state of an ablatable ma-
terial by reaction-diffusion phenomenon and the simulations give a surface state similar to the
experimental one in turbulent flow. Secondly we develop a direct numerical simulation software
with the definition of an accurate coordinate transformation. The simulations are performed and
confirm the interaction about turbulent flow on the roughness appearance.
Keywords :Ablation, DNS, Turbulence, Coordinate transformation
