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Abstract. Depreciation is not only a representation of the loss in asset-value over
time.Itisalsoastrategictoolformanagementandcanbeusedtominimizetaxpay-
ments.Inthispaperwederivethedepreciationschemethatminimizestheexpected
value of the pres ent value of future tax paymentsfor two typesof cons traintson the
depreciation method. We show how the optimal scheme depends on the discount
factor and the cash ﬂow distributions. Moreover, we ﬁnd the somewhat surpris-
ing result that the way in which the optimum is affected by uncertainty depends
crucially on the type of regulatory constraint.
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1Introduction
It iswell-known that regulation and legis lation on corporate taxation leave ample
roomforstrategicbehaviorofﬁrms.ScholesandWolfson(1992)provideathorough
overview of the different opportunitiesfor ﬁrmsto minimize tax expens esthrough
business strategy. An important way to shift income is through depreciation of the
ﬁrm’sassets.Sincetaxableincomeconsistsofcash-ﬂowsreducedwithdepreciation
charges, one can shift taxable income from one period to another by depreciating
more or less in a certain period, while keeping the total amount to be depreciated
over all periods ﬁxed. Consequently, different depreciation schemes can yield a
different stream of future taxable income. The decision maker can try to optimize
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by choosing – among those methods that are accepted by the tax authorities – the
depreciation method that minimizesthe expected pres ent value of future taxable
income.
The development of the research on optimal tax depreciation can be seen as
follows. Wakeman (1980) compares accelerated and straight line depreciation and
s howsthat, when taxable income isknown and pos itive, accelerated depreciation
dominates straight line depreciation, in the sense that it yields a lower expected
value of dis counted tax paymentsfor all valuesof the dis count rate. Berg and
Moore (1989) consider a 2-period model and show how uncertainty can affect
thisdominance of accelerated depreciation methods . Berg et al. (2001) provide an
analysis of the optimal choice between accelerated and straight line depreciation
with uncertain cash-ﬂows and a possibly progressive tax system.
In thispaper we do not compare two given methodsof tax depreciation, but
determine the optimal tax depreciation scheme among those that are accepted by
the tax authorities. Within the limitations set by the tax authority, we optimize
with respect to both the number of periods the asset should be depreciated in, and
the corresponding depreciation charges in each period. We show how this optimal
depreciationschemedependsonthediscountfactorandtheprobabilitydistributions
of future cash-ﬂows. In order to take into account that the tax authority does not
accept every possible depreciation scheme, we consider two sets of depreciation
schemes.Theﬁrstsetcontainsalldepreciationschemesforwhichthefractionofthe
residualvaluethatisdepreciatedhastoliewithincertainbounds.Theconstraintson
the depreciation charge in a certain period then clearly depend on the depreciation
chargeschoseninearlierperiods.Commonlyusedmethodsthatfocusattheresidual
valueoftheassetaretheso-calledDecliningBalancemethods,whereineachperiod
a given fraction of the residual value is depreciated. The second set contains all
depreciationmethodsforwhichtheamountdepreciatedinaperiodhastoliewithin
certain bounds. Here, the constraints in a certain period are clearly independent
of decisions made in earlier periods. An example is the Straight Line method,
where the amount depreciated is equal over all periods. In the sequel the two types
of constraints will be referred to as dynamic constraints and static constraints,
respectively.
The paper isorganized asfollows . Section 2 deﬁnesthe optimization problems
for the two typesof cons traintsdes cribed above. In Section 3 we reformulate the
optimization problem with dynamic cons traintsasa dynamic program. We then
show that the path-coupling method, which is developed to solve continuous time
optimization problems , yieldsvaluable ins ightswhen applied to thisdis crete time
optimization problem. We show that a depreciation scheme satisﬁes the necessary
conditionsfor optimality iff the las t non-zero depreciation charge isthe unique
strictly positive root of a decreasing function, where the depreciation charges in
all other periodsare s peciﬁc functionsof the las t non-zero depreciation charge and
itsperiod. Therefore, there are at mos t N candidate optimal depreciation schemes,
whereN isthemaximalnumberofperiodsinwhichtheassethastobedepreciated.
The optimal scheme is then found by evaluating all candidate optimal solutions.
Section 4 derives the optimal solution in case of static constraints. Also here, one
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decreasing function. As opposed to the case with dynamic constraints however, it
canbeshownthattheoptimaldepreciationschemeisthecandidateoptimalscheme
in which the number of periodsover which the as s et isdepreciated ismaximal or,
equivalently, the optimal depreciation scheme is a candidate optimal scheme with
thelongestdepreciationlife.Thereisthereforenoneedtoevaluateallthecandidate
optimal solutions. Section 5 provides analytical results on the effect of the discount
rate and the cash-ﬂow distributions on the optimal scheme. We show that the effect
of a change in the cash ﬂow distribution in a certain period depends on whether
the ﬁrm faces dynamic or static constraints. We present some numerical examples
in Section 6. In Section 7 we summarize the differences between the static and
dynamic constraints and discuss the implications for the regulator and the ﬁrm.
The paper isconcluded in Section 8.
2 The optimization problems
An asset of value D hasto be depreciated over a maximum of N periods. Let dk
denote the amount depreciated in period k. The decision maker has to decide on
the number of periods( ≤ N) that will actually be used to depreciate the value D
(i.e. the last k with dk > 0), and the corresponding depreciation charges.
The cash-ﬂow or income in period k (gross revenue before depreciation) is
a random variable denoted Ck, with cumulative distribution function Fk(.).W e
assume that cash-ﬂows are continuously distributed, so that Fk(.) iscontinuous
and strictly increasing.1
The decis ion maker’sobjective isto minimize the expected pres ent value of
futuretaxpayments.WithaﬁxedtaxrateT overalltaxableincome2,andadiscount












where x+ := max{x,0}, and D is the set of acceptable depreciation methods. One
can distinguish two types of depreciation methods :
i) Methodswith dynamic constraints, i.e. constraints on the depreciation charge
as a fraction of the remaining value of the asset, so that
D =
 









k=1 dk = D
dk ∈ [lkDk−1,u kDk−1]
 
, (2)
1 Notice that cash ﬂows need not be independent. It is therefore possible that cash ﬂows
result from a stochastic process, in which case Fk(·) denotesthe marginal dis tribution func-
tion.
2 The effects of a progressive tax system are studied in Berg et al. (2001) and Wielhouwer
etal.(2000).Itisshowntherethataprogressivetaxsystemprovidesanincentivetosmoothen
taxable income in order to avoid higher tax brackets. Smoothing taxable income results in a
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with 0 ≤ lk <u k ≤ 1 for all k =1 ,...,N. Here, Dk−1 = D −
 k−1
i=1 di is
the residual value to be depreciated in periods k until N, so that D0 = D.
ii) Methodswith static constraints, i.e. constraints on the value of the depreciation
charges dk, so that
D =
 









k=1 dk = D
dk ∈ [˜ lk, ˜ uk]
 
, (3)
with 0 ≤ ˜ lk < ˜ uk ≤ D, for all k =1 ,...,N.
In some cases a solution to problem (1) is found easily. Suppose for example
that cash-ﬂows are known with certainty, and that the constraint set equals:
D =
 








It is seen immediately that an optimal scheme is given by:
dk = max{Ck,0}, if Ck ≤ Dk−1,
= Dk−1, if Ck ≥ Dk−1.
(5)
for k =1 ,...,N− 1, and dN = D −
 N−1
j=1 dj.
Indeed, since due to the discounting effect (α ≤ 1) paying taxeslater isprefer-
able to paying them now, one should depreciate “as much as possible as early as
possible”,butnevermorethantheactualcash-ﬂowifthereisstillatleastoneperiod
to come.
In the more interesting case where future cash-ﬂows are unknown, or where
the set of acceptable depreciation schemes is a strict subset of (4), an analytical
solution is not found easily. In the next section we present the solution for the case
of dynamic constraints.
3 The dynamic constraints
The constraints in (2) imply that the fraction of the residual value to be depreciated
is subject to limitations. Commonly used methods that determine the depreciation
basedontheresidualvalueoftheassetaretheso-calleddecliningbalancemethods.
Instead of determining the optimal (d1,...,d N), one can then determine the
optimal fraction γk ∈ [lk,u k] of the residual value Dk−1 to depreciate in period k,
so that dk = γkDk−1, where:
Dk = D −
k  
j=1
dj, for k ≤ N. (6)
Since our aim isals o to determine the optimal number of periodsin which D
is depreciated, we consider the case where uk =1 , so that γk ∈ [lk,1]. It isclearOptimal tax depreciation livesand chargesunder regulatory cons traints 155
that without loss of generality, we can set T =1 . With the expected valueswritten
as their corresponding integral, the problem to solve then is:
min(γ1,...,γN)
 N
k=1 αk   ∞
γkDk−1(1 − Fk(y))dy




Now, if (γ1,...,γ N) s olves(7), the optimal depreciation chargesare given by
dk = γkDk−1, and the optimal number of periods used to depreciate the asset
equals J = min{k : γk =1 }.
In the sequel we use the current-value Hamiltonian and the path-coupling
method (see e.g. Feichtinger and Hartl, 1986, pp. 504-509; Van Hilten et al., 1993)
to determine the solution of problem (7). We proceed as follows. In Section 3.1
we describe the current-value Hamiltonian and the current-value Lagrangian, and
state the necessary conditions for optimality. In Section 3.2, we deﬁne the paths
and describe their dynamics. In Section 3.3, we characterize the set of solutions
that satisfy the necessary conditions for optimality, and we show how the optimal
solution can be found.
3.1 The necessary conditions




(1 − Fk(y))dy + λ(1 − γ)δ, (8)
where δ (resp. γ) is the state (resp. control) variable, and λ isthe co-s tate variable.
To incorporate the condition γk ∈ [lk,1], we deﬁne the current-value Lagrangian
of thisproblem asfollows :
L(δ,γ,λ,η1,η2,k)=H(δ,γ,λ,k)+η1(γ − lk)+η2(1 − γ). (9)
Then the necessary conditions for optimality are given by the following system
of equations:
λN =0 ,D 0 = D, (10)
and, for k =1 ,...,N:3
(1 − Fk(γkDk−1))Dk−1 − λkDk−1 + η1
k − η2
k =0 , (11)
λk−1 = α(1 − Fk(γkDk−1))γk + αλk(1 − γk), (12)
Dk =( 1− γk)Dk−1, (13)
η1
k(γk − lk)=0 , (14)
η2
k(1 − γk)=0 , (15)
η1
k,η2
k ≥ 0,γ k ∈ [lk,1]. (16)













k,k)=λk−1, respectively.156 A. De Waegenaere and J. L. Wielhouwer
Since the conditions in (10) -(16) are necessary conditions for an optimum, it
isnatural to introduce the following deﬁnition.
Deﬁnition 1. A depreciation scheme (d1,...,d N) is a candidate optimal solution
if there exist variables γk,λ k,η1
k,η2
k, and Dk that satisfy (10)-(16), such that for
all k ≤ N, one has dk = Dk−1 − Dk = γkDk−1.
We now analyze the set of candidate optimal solutions, using the path-coupling
method. To do so, we ﬁrst deﬁne the paths and describe their dynamics.
3.2 The paths
Consider a certain time period k, with a residual depreciable value Dk−1. Then
there are four different pathsthat can be followed to the next period, ascan be s een
in the following table:




k 0 > 00 > 0
η
2
k 00 > 0 > 0
(17)
We say that path i ∈{ 1,...,4} is feasible in period k if there exists a solution
to (10)-(16) in which the valuesfor η1
k and η2
k satisfy the conditions for path i as
given in Table 1. Path 4 is clearly never feasible, since (14) and (15) would then
imply that γk = lk =1 , which isclearly a contradiction. In order to s tudy the other
three paths, we use the following lemma.






k (1 − λk). (18)
Then,
– path 1 is feasible in period k iff ˜ γk ∈ [lk,1],
– path 2 is feasible in period k iff ˜ γk <l k, and
– path 3 is feasible in period k iff ˜ γk > 1.
Proof. By deﬁnition, ˜ γk isthe unique s olution of the equation:
∂
∂γ
H(Dk−1,.,λ k,k)=0 . (19)
It iss een immediately that ∂
∂γH(Dk−1,γ,λ k,k) is strictly decreasing in γ.
Then, path 1 is not feasible (i.e. the unique solution ˜ γk of (19) iss uch that ˜ γk / ∈
[lk,1])i f f
∂
∂γH(Dk−1,l k,λ k,k) < 0 ⇔ ˜ γk <l k,
or ∂
∂γH(Dk−1,1,λ k,k) > 0 ⇔ ˜ γk > 1.
(20)
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We now evaluate the dynamics of the three feasible paths.
– Path 1: Thispath ischaracterized by η1
k = η2
k =0 . Thisisfeas ible when
Dk−1 =0 , or when ˜ γk ∈ [lk,1]. When Dk−1 / =0 , solving (10)-(16) yields
that γk =˜ γk, and
αλk = λk−1. (21)
When Dk−1 =0 , there are inﬁnitely many solutions to (10)-(16).
– Path 2: Thispath ischaracterized by η1
k > 0 and η2
k =0 . Thisimpliesthat the
minimum amount isdepreciated in period k, i.e. γk = lk. It isonly feas ible
when Dk−1 > 0,λ k > 0, and ˜ γk <l k. The dynamicsof the co-s tate are
λk−1 = αlk(1 − Fk(lkDk−1)) + αλk(1 − lk). (22)
– Path 3: Thispath ischaracterized by η1
k =0and η2
k > 0. Thisimpliesthat
everything left in period k isdepreciated, i.e. γk =1 . It isfeas ible when
Dk−1 > 0,λ k > 0, and ˜ γk > 1, or when Dk−1 > 0 and λk ≤ 0. The
dynamicsof the co-s tate are
λk−1 = α(1 − Fk(Dk−1)). (23)
Noticethat(11)impliesthatpaths2and3canonlybefeasiblewhen Dk−1 > 0.
Notice furthermore that, when path 1 isfeas ible for γk =1 , then the dynamicsof
the co-state are as in (23).
3.3 The optimal solution
In this section we derive the optimal solution using the path-coupling method.
First we characterize the set of candidate optimal depreciation schemes. For any
depreciation scheme, we denote J for the last period in which the depreciation
charge isnon-zero, i.e. ˆ d =( d1,...,d J,0,...,0) with dJ > 0.
Due to the fact that the objective function in (7) isnot s trictly convex in
(γ1,...,γ N,D 0,...,D N−1), there isin general not a unique candidate optimal
depreciation scheme. However, in the sequel we show that for any given value of
J, there will be at most one candidate optimal solution. This candidate optimal
solution equals the optimal depreciation scheme, given that exactly J periodsare
usedtodepreciatetheasset.Ingeneral,severalvaluesofJ willyieldadepreciation
scheme that satisﬁes the necessary conditions, but there will be a unique value of
J that yieldsthe optimal s cheme.
In order to characterize the set of candidate optimal depreciation schemes, we
introduce the following deﬁnition. Intuitively thisdeﬁnition s hould be interpreted
asthesolutionofthedifferenceequationsfor Dk andλk,giventhatthetotalamount
isdepreciated in J periods.














λk,(1 − Fk(lkDk−1))lk +( 1− lk)λk
  
. (25)
Then, if DJ−1 > 0 and λJ−1 > 0 are given, Dk and λk can be determined
recursively for all k = J − 2,...,0. Moreover, we deﬁne
ΨJ(d): =D − D0(d,J), (26)






The above deﬁnition shows how the candidate optimal solution can be calcu-
lated, once the valuesof DJ−1 and λJ−1 are known.
The following theorem provides necessary and sufﬁcient conditions for ˆ d =
(d1,...,d N) to be a candidate optimal depreciation scheme.
Theorem 1. A depreciation scheme ˆ d =( d1,...,d J,0,...,0) with dJ > 0 satis-
ﬁes (10)-(16) iff













, for all k ≤ J − 1.
(27)
where Dk and λk, for k =1 ,...,J− 2, are determined by (24) and (25) with





– dJ ≤ F
−1
















Proof. See Appendix.    
Theabovetheoremimpliesthatallcandidateoptimaldepreciationschemescan
be found by solving ΨJ(.)=0 , for J =1 ,...,N. Then, for any J for which ΨJ(.)
hasa root dJ ∈ (0,D] that satisﬁes dJ ≤ F
−1
J (1 − λ∗
J), there exists a candidate
optimal depreciation scheme for which the depreciation charges are given by (27).
The following proposition states that ΨJ(.) is a decreasing function, so that its
rootcanbefoundeasily.Moreover,thedepreciationchargedJ isthe uniquesolution
ofΨJ(.)=0 .Combinedwith(27),thisyieldsatmost N candidateoptimalschemes.
Proposition 1. The function ΨJ(.) is decreasing. Moreover, ΨJ(.) has a non-
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Proof. Itisclearthat ΨJ(.)isdecreasingiff D0(.,J)isincreasing,where D0(d,J)





We now show by induction that Dk isincreas ing in d and that λk isdecreas ing
in d for all k =0 ,...,J− 1.
The above statements are trivially satisﬁed for k = J −1. Moreover, it follows
immediately from (24) and (25) that, if the statements are satisﬁed for k, they are
also satisﬁed for k − 1.
Finally, the fact that the root isles sthan or equal to ˆ uJ followsimmediately
from
d = DJ−1
⇒ d ≤ (1 − lJ−1)DJ−2
⇒ d ≤ (1 − l1)(1 − l2)···(1 − lJ−1)D0(d,J)=ˆ uJ.
Thisconcludesthe proof.    
Theorem 1 and Proposition 1 imply that there are at most N candidate optimal
schemes. The following result shows how the set of potential candidates can be
further decreased.
Proposition 2. If a depreciation scheme (d1,...,d J,0,...,0) with dJ > 0 is
optimal, then dJ satisﬁes
dJ ≤ F
−1
J (1 − α(1 − FJ+1(0))), if J ≤ N − 1. (29)
Proof. See Appendix.    
Sincetheobjectivefunctionisstrictlyconvexin (d1,...,d N),andtheconstraint
set D iscompact, there isa unique optimal s cheme. In order to ﬁnd the unique op-
timal depreciation scheme, one can proceed as follows. For every J ∈{ 1,...,N}:
i) Check whether ΨJ(u∗
J) ≤ 0 ≤ ΨJ(0), where u∗
N =ˆ uN and u∗
J = min{ˆ uJ,
F
−1
J (1 − α(1 − FJ+1(0)))} for J<N .
ii) If so, calculate dJ = Ψ
−1
J (0).







can be replaced by the stronger condition (29).
4 The static constraints
In this section we determine the optimal depreciation charges in case of static
constraints. For ease of notation, we consider the case where dk ∈ [˜ lk,+∞), and
without loss of generality assume that T =1 . The problem to be solved is then:
min(d1,...,dN)
 N
k=1 αk   ∞
dk (1 − Fk(y))dy
s.t.
 N
k=1 dk = D,
dk ≥ ˜ lk, for k =1 ,...,N.
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For any depreciation scheme ˆ d, we denote J for the last period in which the de-
preciation charge strictly exceeds the lower bound, i.e. ˆ d =( d1,...,d J,˜ lJ+1,...,
˜ lN) with dJ > ˜ lJ.
Similarlytothecasewithdynamicconstraints,wedeﬁnethefunctions ˜ dk(d,J),
which can be interpreted asthe optimal depreciation chargesgiven that the depre-
ciation charge in period J equals d, and that J isthe las t period where the lower
bound isnot binding. 4
Deﬁnition 3. For all J ≤ N, and k ≤ J − 1, we deﬁne:
˜ dk(d,J): =m a x




1 − αJ−k(1 − FJ(d))
  
,k ≤ J − 1, (31)












  ˜ Ψk(˜ lk) ≥ 0
 
. (33)
In the following theorem we show that in the optimal solution, the last depre-
ciation charge that exceedsthe lower bound isthe unique root of ˜ ΨJ(·), which isa
strictly decreasing function, and all other depreciation charges are given functions
of thisdepreciation charge and itsperiod J. More precisely, we have the following
result:




dJ ∈ ˜ Ψ
−1
J (0),
dk = ˜ dk(dJ,J), for k ≤ J − 1,
dk = ˜ lk, for k ≥ J +1 .
(34)
for some J ∈P. Moreover, the function ˜ ΨJ(.) is strictly decreasing.
Proof. It isclear that als o thisproblem can be s tated asa dynamic problem asin
(7), but with the constraints replaced by
γkDk−1 ≥ ˜ lk,k =1 ,...,N. (35)
The necessary conditions for optimality therefore are:
λN =0 ,D 0 = D, (36)
4 The reason why the solution of the difference equation for λk isnot s tated in this
deﬁnition (contrary to the dynamic case), is that we can ﬁnd a closed form expression for λk
asa function of J and d so that they do not have to be determined recursively. Therefore, we
can immediately state the optimal depreciation charges given period J and itsdepreciation
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and, for k =1 ,...,N:
(1 − Fk(γkDk−1))Dk−1 − λkDk−1 + η1
kDk−1 =0 ,
λk−1 = α(1 − Fk(γkDk−1))γk + αλk(1 − γk)+αη1
kγk,
Dk =( 1− γk)Dk−1,
η1
k(γkDk−1 − ˜ lk)=0 ,
γkDk−1 ≥ ˜ lk,
η1
k ≥ 0,γ k ∈ [0,1].
Therefore, the proof iss imilar to the proofsof Theorem 1 and Propos ition 1.
However, notice that the fact that dJ = γJDJ−1 ≥ ˜ lJ impliesthat η1
J =0 , so that
λJ =1− FJ(dJ). (37)
Moreover, the dynamicsof Path 2 are now equal to thos e of Path 1. Thisimplies
that (25) can now be replaced by
λk = αJ−kλJ = αJ−k(1 − FJ(dJ)),k =1 ,...J− 1. (38)
Thisyieldsthe des ired res ult.    
As opposed to the case with dynamic constraints, it can be shown that out of
the set of candidate optimal solutions, the optimal solution is the one in which J is
maximal.
We need the following lemma.
Lemma 2. Let(d1,...,d J,˜ lJ+1,...,˜ lN)beasolutionthatsatisﬁes(34)forsome
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Thefollowingpropositionstatesthattheoptimaldepreciationschemeistheone
inwhichJ ismaximal.Therefore,asopposedtothecasewithdynamicconstraints,
there is no need to evaluate all the candidate optimal solutions.
Proposition 3. The optimal depreciation scheme satisﬁes (34) for
J = max{k : k ∈P} . (42)
Proof. Notice that J ∈Piff the allocation deﬁned in (34) exists and satisﬁes
dJ ≥ ˜ lJ. It therefore sufﬁces to show that if J,K ∈P , and K<J , then the
allocation asdeﬁned in (34) for J yieldsa lower value of the objective function





































k = ˜ lk,k = K +1 ,...,N.
(44)
Then,thedifferenceinobjectivefunction(expecteddiscountedtaxableincome)
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where the second inequality follows from lemma 2 i) and from replacing the mini-
mum by one of its components, and the last equality follows from the fact that dJ
and dK are feasible, and therefore both have components that until period J add
up to D −
 N
k=J+1 ˜ lk. Thisconcludesthe proof.    
The above proposition implies that the optimal solution can be found by deter-
mining maximal J for which the root of ˜ ΨJ(.) iss trictly larger than ˜ lJ. The optimal
depreciation chargesare then given by (34).
Notice ﬁnally that, whereas in the case of dynamic constraints, J equalsthe
number of periodsin which the as s et isdepreciated, thisisno longer neces s arily
the case here, since dk isbounded below by ˜ lk, so that dJ+i > 0 if ˜ lJ+i > 0.
5 Effect of distributions and discount rate
In Section 5.1 we study the effect of the discount factor on the optimal depreciation
charges. We ﬁnd that a lower discount factor works in favor of a more accelerated
depreciation scheme. In Section 5.2 we study how a change in the distribution
function of a cash ﬂow affects the optimal depreciation scheme.
5.1 The effect of the discount rate
To focus on the effect of the discount rate, we assume all cash ﬂows to be equally
distributed. Let us denote dSL for the straight line depreciation method, i.e. dSL =
(D
N,...,D
N), so that the amount to depreciate is divided equally over all periods.
In the next theorem we show that dSL isoptimal when all cas h-ﬂowsare equally
distributed, there is no discounting, and dSL ∈D .
Theorem 3. If Fk(.)=F(.) for all periods k, α =1 , and dSL ∈D , then dSL is
optimal.
Proof. Since dSL ∈D , it sufﬁces to show that dSL isoptimal for problem (30)
with ˜ l1 = ...= ˜ lN =0 .










, for all k. (47)
Therefore,thedepreciationchargesin dSLsatisfy(34)withJ = N.GivenTheorem
2 and Proposition 3, this yields the desired result.    
We now show that, when cash-ﬂows are equally distributed, α<1, and the
constraints are such that l1 ≥ l2 ≥ ··· ≥ lN (resp. ˜ l1 ≥ ˜ l2 ≥ ··· ≥ ˜ lN),
then the optimal depreciation method with dynamic (resp. static) constraints is an
accelerated depreciation method.
Theorem 4. When Fk(.)=F(.) for all k, α<1, and l1 ≥ l2 ≥ ··· ≥ lN
(resp. ˜ l1 ≥ ˜ l2 ≥ ··· ≥ ˜ lN), then the optimal depreciation method with dynamic
(resp. static) constraints satisﬁes d1 >d 2 >...>d J.164 A. De Waegenaere and J. L. Wielhouwer
Proof. Consider the case of dynamic constraints. We know from Theorem 1 that
the optimal depreciation scheme is such that:
dk = max
 





αλk,α(1 − F(lkDk−1))lk + α(1 − lk)λk
 
,
for all k ≤ J − 1, and
λJ−1 = α(1 − F(DJ−1)). (48)
Notice now that lkDk−1 isdecreas ing in k, and λk is strictly increasing in k, due
to α<1. Thisimpliesthat
dk+1 <d k, for all k =1 ,...,J− 2. (49)
Furthermore, it iss een immediately that lJ ≤ 1 and DJ−1 = dJ imply that
dJ = max
 
lJDJ−1,F−1(1 − (1 − F(dJ))
 
. (50)
Therefore, since 1 − F(dJ)=1− F(DJ−1) >λ J−1 it followsthat dJ <d J−1,
so we can conclude that depreciation is accelerated.
In case of static constraints, the proof is similar.    
In conclusion one ﬁnds that a higher discount rate (so lower interest rate) im-
pliesa les saccelerated method. When the dis count rate equalsone, the optimal
depreciation scheme is straight line.
5.2 The effect of the distribution functions
In this section we show that the effect of a change in the cash ﬂow distribution in
a certain period depends crucially on the type of regulatory constraints. Therefore,
we present two subsections, one for each type of constraint. In both cases, we
introduce a change in the cash ﬂow distribution in period κ, and keep the other
cash ﬂow distributions equal. For notational convenience, we present results for
the case where the new distribution function assigns higher probability to low cash
ﬂow levels. It will be clear from the proofs, however, that similar results can be
derived for the opposite case.
5.2.1 Dynamic constraints. We consider a candidate optimal solution,
(d∗
1,...,d ∗
J,0,...,0), that depreciatesthe initial tax bas e in exactly J periods.
The corresponding state and co-state variables are denoted Dk and λk respec-
tively. We introduce a change in the cash ﬂow distribution in period κ, and denote
(ˆ d1,...,ˆ dJ,0,...,0) for the resulting candidate optimal solution.
When the cash ﬂow distribution in a certain period is changed such that there is
a higher probability on low income in that period, then one might intuitively expect
that the depreciation charge in that period would decrease and the depreciation
chargesin all other periodswould (weakly) increas e. In the following propos ition
we show that this is not necessarily the case. The intuition for this result is given
in Section 7.Optimal tax depreciation livesand chargesunder regulatory cons traints 165
Proposition 4. If for a certain period κ<Jthe cash ﬂow distribution function
Fκ(·) is replaced by ˆ Fκ(·) such that ˆ Fκ(x) ≥ Fκ(x) for all x ≤ d∗
κ, then the
following holds:
i) If in the current optimal solution path 1 is applied in period κ, and the new





≤ 1 − λκ then:
ˆ dk ≥ d∗
k for all k>κ ,
 κ





ii) If in the current optimal solution path 2 is applied in period κ, then:
ˆ dk ≤ d∗
k for all k ≥ κ,
 κ−1











1 − λκ, then either (51) or (52) will result.
Proof. Let usdenote dk(d,J),k =1 ,...,J − 1 for the depreciation charges
that result from (24), (25) and (27) with DJ−1 = d and λJ−1 = α(1 − FJ(d)).
Similarly, ˆ dk(d,J),k=1 ,...,J−1denotethesedepreciationchargeswhenFκ(·)
isreplaced by ˆ Fκ(·).
Before we can start with the proofs of i), ii), and iii), we make the following
three observations.
First, notice that it follows from Theorem 1 that d∗
k = dk(d∗
J,J) and ˆ dk =
ˆ dk(ˆ dJ,J) for all k =1 ,...,J− 1. Moreover, by construction
J−1  
k=1






Second, notice that ˆ dk(d,J) isincreas ing in d for all k =1 ,...,J−1. Indeed,
take any ˜ d>d . Then it followsfrom (24) and (25) that ˜ λk <λ k and ˜ Dk >D k for
all k<J . Consequently it follows from (27) that ˆ dk(˜ d,J) > ˆ dk(d,J).
Third, the fact that ˆ Fκ(x) ≥ Fκ(x) for all x ≤ d∗
κ impliesthat ˆ F−1
κ (y) ≤
F−1
κ (y) for all y ≤ Fκ(d∗
κ). Therefore, since F−1
κ (1 − λκ) ≤ d∗
κ, it followsthat
ˆ F−1
κ (1 − λκ) ≤ F−1
κ (1 − λκ). (54)
The above three observations, combined with (24) and (25) yield that:





≤ 1 − λκ, then:
ˆ dk(d∗
J,J)=dk(d∗
J,J) for all k>κ ,
ˆ dk(d∗
J,J) ≤ dk(d∗
J,J) for all k ≤ κ.





J ≤ D0.Nowsince ˆ dk(d,J)isincreasing
in d and, by deﬁnition,
 J−1
k=1 ˆ dk(ˆ dJ,J)+ˆ dJ = D0, it followsthat ˆ dJ ≥ d∗
J.
Therefore it followsfrom (55) that ˆ dk(ˆ dJ,J) ≥ dk(d∗
J,J) for all k>κ . With
(53) we conclude that
 κ




ii) If the optimal path in period κ ispath 2, then:
ˆ dk(d∗
J,J)=dk(d∗
J,J) for all k ≥ κ,
ˆ dk(d∗
J,J) ≥ dk(d∗






J ≥ D0, so that ˆ dJ ≤ d∗
J. Therefore
one hasfrom (56) that ˆ dk(ˆ dJ,J) ≤ dk(d∗
J,J) for k ≥ κ, which implies(52).
iii) Similar to the proofsof i) and ii).
Thiscompletesthe proof.    
The above proposition shows that the effect of a change in the distribution
function dependscrucially on the path that isoptimal in that period. A particular
change in the distribution function in period κ can lead to either an increase or
a decrease of the optimal depreciation charge in any period k/ = κ. Moreover,
even when the lower bound isbinding in period κ, the change in the distribution
functioncanaffecttheoptimalsolution.Inthesequelweseethatthisisanimportant
difference with the static case. There, a higher probability on low income always
impliesthat the depreciation charge decreas esin period κ and increases in all other
periods. When the lower bound is binding in period κ, the optimal depreciation
chargesare unaffected by the change.
5.2.2 Static constraints. Thiss ection dealswith the effect of a change in the cas h
ﬂow distribution in period κ in case of static constraints. We show that, as opposed
tothedynamiccase,adecreaseinthemarginalcontributiontotheobjectivefunction
in a certain period doesimply that the depreciation charge in that period decreas es
and all other depreciation chargesincreas e. Asin the dynamic cas e, the optimal
solution before (resp. after) any changes in the distribution function is denoted
(d∗
1,...,d ∗
N) (resp. (ˆ d1,...,ˆ dN)).
Proposition 5. If for a certain period κ<Jthe cash ﬂow distribution function
Fκ(·) is replaced by ˆ Fκ(·) such that ˆ Fκ(x) ≥ Fκ(x) for all x ≤ d∗
k, it holds that:
i) If d∗
κ > ˜ lκ then
ˆ dk ≥ d∗
k for all k/ = κ,




κ = ˜ lκ then ˆ dk = d∗
k for all k =1 ,...,N.Optimal tax depreciation livesand chargesunder regulatory cons traints 167













ηk(dk − ˜ lk). (58)
Let usdeﬁne the following functions :
dk(µ) = max{˜ lk,F
−1
k (1 − α−kµ)}, for all k.
ˆ dκ(µ) = max{˜ lκ, ˆ F−1
κ (1 − α−κµ)},
ˆ dk(µ)=dk(µ) for all k/ = κ.
(59)
ThenitfollowsfromthenecessaryKarush-Kuhn-Tuckerconditionsthatthereexists
a µ∗ and a ˆ µ, such that:
d∗
k = dk(µ∗) for all k.
ˆ dk = ˆ dk(ˆ µ) for all k.
(60)
Then it followsthat:
i) in case dκ > ˜ lκ :
ˆ dk(µ∗)=dk(µ∗) for k/ = κ,
ˆ dκ(µ∗)= ˆ F−1
κ (1 − α−κµ∗) ≤ F−1








k=1 ˆ dk(ˆ µ). Now since
clearly, ˆ dk(µ) isdecreas ing in µ, one can conclude that ˆ µ ≤ µ which implies
(57).
ii) in case dκ = ˜ lκ, one s eesimmediately that the optimum remainsunchanged
since ˆ dκ(µ∗)=dκ(µ∗) and therefore ˆ µ = µ∗.
Thiscompletesthe proof.    
We conclude this section with a result on the effect of a changed variance on
theoptimaldepreciationcharges.Itisoftenassumedthatincreasedvarianceresults
in a lower depreciation charge in that speciﬁc period, since it implies that there is
more uncertainty with respect to income. In the following corollary we show that
thisisnot neces s arily true.
Corollary 1. If Fκ(x) ∼ N(¯ µ,σ) and d∗
κ > ¯ µ and ˆ Fκ(x) ∼ N(¯ µ, ˆ σ) with ˆ σ>σ ,
then the following holds:
ˆ dk ≤ d∗
k for all k/ = κ,
ˆ dκ ≥ d∗
κ.
(62)
Moreover, a strict inequality holds for all k with d∗
k > ˜ lk.168 A. De Waegenaere and J. L. Wielhouwer
Proof. First notice that ˆ σ>σimpliesthat ˆ Fκ(x) ≤ Fκ(x) for all x ≥ d∗
κ.N o w ,
the proof is similar to the proof of Proposition 5.    
Whenthedepreciationchargeinaperiodexceedsitsexpectedincome,increased
variance isan incentive to increas e the depreciation charge in that period. The
intuition isasfollows . For the optimal depreciation chargesthe probability that
incomewillcoverthedepreciationchargeis’highenough’.Ifinthecurrentoptimal
solution depreciation exceeds expected income, increased variance only increases
thisprobability.
6 Numerical examples
In this section we illustrate our results in numerical examples. In Section 6.1 we
show how the optimal depreciation charges can be determined from Theorem 2
and Proposition 3. Moreover, we illustrate that a lower discount factor yields a
more accelerated depreciation scheme. In Section 6.2 we illustrate the effect of
uncertainty by considering several scenarios for the distribution functions of the
cashﬂows.Finally,inSection6.3weshowhowachangeinthecashﬂowdistribution
in a certain period affectsthe optimal outcome.
In all examples, the initial amount to depreciate (D), aswell asthe maximum
number of periods in which the asset can be depreciated (N) are equal to 5.
6.1 The effect of the discount rate
In order to focus on the effect of discounting, we ﬁrst assume that lk = ˜ lk =0for
all k.
Given that lk = ˜ lk =0for all k, the set of dynamic constraints is equal to the
set of static constraints, and Theorem 2 and Proposition 3 imply that in order to
ﬁnd the optimal depreciation scheme, one should ﬁnd the maximal J ∈P , which
yieldsthe optimal number of periodsin which to depreciate D. The correspond-
ing depreciation chargesare given by (34). We now illus trate thisprocedure in a
numerical example.
The future cash-ﬂows have exponential distributions with E[Ck]=3 , for all
k =1 ,...,5. The distribution function and inverse distribution function are:
F(x)=1− e−x/3, for all x ≥ 0,




5 − d −
 4
k=1 F−1  
1 − α5−k(1 − F(d))
 
=0 ,






⇔ 5 − d +3
 4
k=1 ((5 − k)ln(α) − d/3) = 0,
⇔ d =1+6l n ( α).
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Consequently, for all α such that 1+6l n ( α) > 0, i.e. for all α ∈ (0.846,1],
one has J =5∈P , and therefore the optimal depreciation scheme has J =5 .
Theorem 1 then yields the corresponding depreciation charges:
d5 = D4 =1+6l n ( α), (65)
and, for k =1 ,...,4:
dk = F−1  
1 − αJ−k(1 − F(D4))
 
,




        




d4 =1+3l n ( α),
d5 =1+6l n ( α).
(67)
Forsomevaluesofαtheresultshavebeencalculatedandthesearesummarized
in the following table.
Table 2. Effect of the discount rate
α =1 α =0 .95 α =0 .9 α =0 .85
d1 1.000 1.308 1.632 1.975
d2 1.000 1.154 1.316 1.488
d3 1.000 1.000 1.000 1.000
d4 1.000 0.846 0.684 0.512
d5 1.000 0.692 0.368 0.025
(68)
We see that when α gets smaller, i.e. when the discounting effect gets stronger,
the optimal method becomesmore accelerated. Notice that, when α =1 , the
optimal method isthe s traight line depreciation, ass tated in Theorem 3.
Now consider α ≤ 0.846. Then it followsfrom the above that the optimal
number of periodsin which to depreciate the total depreciation charge D isles s
than 5. Therefore, we solve ˜ Ψ4(d)=0 .
5 − d −
 3
k=1 F−1  
1 − α4−k(1 − F(d))
 
=0 ,
⇔ 5 − d +3
 3
k=1 ((4 − k)ln(α) − d/3) = 0,
⇔ d =( 5+1 8l n ( α))/4.
(69)
Consequently, 4 ∈Piff
d4 =( 5+1 8l n ( α))/4 > 0. (70)170 A. De Waegenaere and J. L. Wielhouwer
So, the optimal depreciation scheme has J =4for all α ∈ (0.757,0.846].
Straightforward calculationsthen yield:

        
        
d1 =( 5− 18ln(α))/4,
d2 =( 5− 6ln(α))/4,
d3 =( 5+6l n ( α))/4,
d4 =( 5+1 8l n ( α))/4,
d5 =0 .
(71)
Ass een before, a lower value of α impliesmore accelerated depreciation, which in
the above cas e impliesthat the optimal number of periodsin which to depreciate
the asset decreases.
6.2 The effect of uncertainty
We now illustrate the effect of uncertainty on the optimal depreciation scheme. To
focus on the uncertainty effect, we again consider the situation where lk = ˜ lk =0 .
We consider three different scenarios for the cash ﬂow distributions. All cash-
ﬂowshave normal dis tributions Ci ∼ N(3,σ i), with s tandard deviationsasgiven
in Table 3.
Table 3. Standard deviationsfor s cenariosA, B and C







Whereas scenario A describes a situation where the uncertainty on realized
payoffsincreasesovertime,theoppositeholdsforscenarioB.ScenarioCisalmost
equal to scenario B, except for the higher variance in the fourth period. The results
are stated in Table 4.
Table 4. Optimal solutions for scenarios A, B and C
A B C
α =0 .8 α =0 .90 α =0 .8 α =0 .90 α =0 .8 α =0 .90
d1 2.902 2.629 2.882 1.343 2.882 1.543
d2 2.098 1.855 1.601 0.904 1.601 1.096
d3 00 .516 0.517 0.706 0.517 0.892
d4 0000 .801 00
d5 0001 .246 01 .469
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For scenario A, both the discounting effect and the increasing variances over
time work in favor of a strongly accelerated method. Scenario’s B and C with α =
0.9 illustrate that, in contrast to the case where cash-ﬂows are equally distributed
(see Theorem 4), the optimal depreciation method is no longer accelerated. The
explanation isasfollows : The higher variancesin the early periodsimply that the
risk of having a cash-ﬂow that is lower than a given depreciation charge is higher
in early periodsthan in later periods . Therefore there isa trade-off between the
dis counting effect, which alwaysworksin favor of accelerated depreciation, and
the decreasing variances, which, since d∗
k <E [Ck], work in favor of the opposite.
Weseethat,whereasthediscountingeffectstillhadtheupper-handforα =0 .8,this
isno longer the cas e for α =0 .9. Scenario C makesclear that increas ed variance
in period 4 can imply that it isoptimal not to plan any depreciation charge in that
period. The lower bound (˜ l4 =0 ) becomesbinding.
6.3 The effect of distribution functions and constraints
In this section we illustrate that the effect of a change in the cash ﬂow distribution
on the optimal depreciation scheme depends crucially on the type of regulatory
constraint.
We consider a risky project with high variance cash ﬂow distributions and an
expected loss in the second period. The distributions of the cash ﬂows in periods
1,2,4, and 5 are asfollows :
C1 ∼ N(2,3),C 2 ∼ N(−1,3),C 4 ∼ N(3,3),C 5 ∼ N(3,3).
Forthecashﬂowdistributioninperiod3,weconsiderthefollowingthreescenarios:
– Scenario A: C3 ∼ N(3,3).
– Scenario B: C3 ∼ N(3,4).
– Scenario C: C3 ∼ N(2,4).
Let us ﬁrst consider dynamic constraints where depreciation is restricted to be
at least 40% of the residual tax base in years 2, 3 and 4. The discount rate α equals
0.95. The optimal depreciation chargesand fractionsfor the three s cenariosare
given in Table 5.
Table 5. Optimal depreciation chargesand fractions
Period i A B C
di γi di γi di γi
1 2.048 0.410 2.116 0.423 2.239 0.448
2 1.181 0.400 1.154 0.400 1.104 0.400
3 1.001 0.565 0.692 0.400 0.663 0.400
4 0.613 0.796 0.735 0.709 0.715 0.720
5 0.157 1.000 0.303 1.000 0.279 1.000
(74)172 A. De Waegenaere and J. L. Wielhouwer
When comparing scenario A and scenario B, ﬁrst notice that in scenario A,
d∗
3 =1 .001 < 3=E[C3]. Therefore, the higher variance in scenario B implies
that F3,B(x) ≥ F3,A(x) for all x ≤ d∗
3. Since γ3 > 0.4 in scenario A, Proposition
4 i) or iii) applies. The numerical example indeed shows that the change in the cash
ﬂowdistributioninperiod3yieldsadecreasenotonlyinperiod3butalsoinperiod
2. The decrease in period 2 can be explained as follows. Since the expected result
in thisperiod isvery low, the lower bound isbinding. Asoppos ed to the s tatic cas e,
the ﬁrm can affect the lower bound on the depreciation charge. More speciﬁcally,
depreciating more in the ﬁrst period results in a lower residual tax base, and as a
result the lower bounds on d2 and d3 decrease. Furthermore, notice that, due to the
change in period 3, the lower bound becomesbinding there too.
Let usnow compare s cenario B and scenario C. The lower expected value in
scenario C, impliesthat F3,C(x) ≥ F3,B(x) for all x. Now, since path 2 is optimal
in scenario B, Proposition 4 ii) applies. We see that in this case the depreciation
chargesin periods2, 3, 4 and 5 decreas e. Again, the increas e in the depreciation
charge in period 1 allowsto decreas e the lower boundsthat apply to periods2 and
3.
Let us now consider the static case. The optimal solutions for scenarios A, B
and C, with lower boundsequal to
˜ l1 =0 , ˜ l2 =0 .7, ˜ l3 =0 .7, ˜ l4 =0 .7, ˜ l5 =0 , (75)
are presented in Table 6.
Table 6. Optimal depreciation charges in the static case
Period i ABC
di di di
1 1.002 1.097 1.196
2 0.700 0.700 0.700
3 1.440 1.073 0.700
4 1.114 1.241 1.370
5 0.744 0.889 1.034
(76)
The effect of the change in the distribution function on the optimal solution is
as expected. More risk (scenario A → scenario B) or a lower expected cash ﬂow
(scenario B → scenario C) both imply a lower depreciation charge in period 3,
and higher depreciation chargesin all other periods . Scenarioswith even lower
expected valuesthan in s cenario C, result in the same optimal scheme as found in
scenario C (see Proposition 5 ii)).
As opposed to the dynamic case, the effect of a change in period 3 does not
depend on whether the cons traint in period 2 isbinding. The optimum istherefore
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7 Comparison static and dynamic constraints
In this section we summarize the differences between the static and dynamic con-
s traintsand the implicationsfor the ﬁrm and the regulator.
Firs t, there isan important difference in the number of periodsin which the
tax base can be depreciated. When the ﬁrm faces static constraints the regulator
implicitlyimposesaminimalnumberofperiodsinwhichthetaxbaseisdepreciated.
When lower bounds are dynamic (so based on the residual tax base), the number of
periodsusedcanbefullydeterminedbytheﬁrm.Asaconsequence,thedepreciation
lifeisnotrestrictedandtheoptimalnumberofperiodsinwhichtodepreciatefollows
from the optimization process.
Second, there isan important difference in the effect of a change in the dis -
tribution function in a certain period κ. In the static case, a higher probability on
cash ﬂows that are not sufﬁcient to cover the depreciation charge in a certain period
impliesthat in the optimal s olution the depreciation charge allocated to that period
decreases. As a result the depreciation charges in the other periods increase. In the
dynamic case however, this is not necessarily true. The depreciation charges in all
other periods can then either decrease or increase, depending on the path that is
optimal in the initial optimal solution and on the size of the change in the distribu-
tion function. The intuition for thisdifference isasfollows . The fact that the lower
boundsdepend on the earlier depreciation decis ionsallowsthe ﬁrm to decreas e
those lower bounds by increasing the earlier depreciation charges. This can imply
that depreciation chargesin periodsother than κ decrease due to the lower residual
tax base. If the lower bound is binding in period κ, then, contrary to the case with
static constraints, the change still has an effect on the optimal solution.
Inconclusion,theoptimalsolutionwhenfacingstaticconstraintsismorerobust
with respect to estimation errors in the cash ﬂow distributions, but leaves less room
for strategic tax planning.
8 Conclusion and future research
Thispaper determinesthe optimal depreciation s cheme given that the objective is
to minimize expected discounted future tax payments. Whereas previous research
focused on comparing different methods, we determine the optimal depreciation
scheme given constraints imposed by the tax authority. We consider constraints on
the fraction of the initial depreciable value, aswell ascons traintson the fraction of
the remaining depreciable value. Thisoptimization proces sals o yieldsthe optimal
depreciation life (the optimal number of periods in which to depreciate the asset).
The effects of the discount rate, the cash-ﬂow distributions and the constraints are
analyzed. Our results make clear that the degree of uncertainty (e.g. the variance)
in future cash-ﬂows largely affects the optimal choice. Decisions based solely on
the expected value of future cash-ﬂows can therefore be critically off-mark. With
respect to the two types of constraints, we ﬁnd that the dynamic constraints allow
for more strategic behaviour of the ﬁrm, but also result in less robust optimal
solutions with respect to changes in the cash ﬂow distributions. Finally, we found
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dependson the expected cas h ﬂow and on the optimal depreciation charge planned
in that period. Contrary to what is often assumed, an increase in the variance may
lead to a higher optimal depreciation charge in that period. Thisisthe cas e when
the expected cash ﬂow is less than the planned depreciation charge.
Forfutureresearchitmightbeinterestingtomovetoagame-theoreticapproach
where the tax authority has to set the constraints. Interesting points there are that,
duetowelfareconsiderations,theobjectiveofthegovernmentismorecomplexthan
maximization of tax revenues, and that the information on the cash-ﬂow distribu-
tions will be asymmetric. This can possibly be a starting point for the discussion to
increase or decrease the freedom of ﬁrms in choosing the tax depreciation method.
A Proof of Theorem 1
Deﬁne
λ∗
k := α min
γ∈[lk+1,1]
 
γ(1 − Fk+1(0)) + (1 − γ)λ∗
k+1
 




k := argminγ∈[lk,1] {γ(1 − Fk(0)) + (1 − γ)λ∗
k},k =1 ,...,N.
⇒) First suppose that ˆ d satisﬁes (10)-(16). We will now show that it satisﬁes
(27) and dJ ≤ F
−1
J (1 − λ∗
J).
First observe that (10)-(16) imply that γk < 1 for all k =1 ,...,J − 1 and
γJ =1 , or, equivalently, DJ =0and DJ−1 > 0.
Indeed, if DN−1 > 0, then since λN =0 , (11), (14) and (15), imply that
η2





It therefore followsthat DN =0 , so that J = N in thiscas e. If DN−1 =0 ,
obviously the fact that D0 = D>0, and Dk ≤ Dk−1 for all k, impliesthat there
exists a unique k<Nsuch that Dk =0and Dk−1 > 0. Since dJ > 0, and dk =0
for all k ≥ J +1 , it followsthat k = J.
It therefore followsthat Path 1 or Path 2 isapplied in periods k =1 ,...,J−1.
Consequently, (11) and (12) imply that:
λk := min
 
αλk+1,α(1 − Fk+1(lk+1Dk))lk+1 + α(1 − lk+1)λk+1
  
, (78)
for k =0 ,...,J− 2.
Moreover, γJ =1 , impliesthat in period J either path 3 isfollowed, or path 1
with γJ =˜ γJ =1 . The dynamicsin both cas esimply that:
λJ−1 = α(1 − FJ(DJ−1)). (79)
Now take an arbitrary k ≤ J − 1. Then Dk−1 > 0 and λk > 0 imply that ˜ γk,
as deﬁned in lemma 1, exists.
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– Path 2 isfeas ible iff ˜ γk <l k, and then γk = lk.
– Otherwise, path 1 is feasible, and then γk =˜ γk.
It therefore followsfrom (11) that:















,D k + F
−1




so that dk satisﬁes (27) for all k ≤ J − 1.
Moreover, notice that it followsfrom (25) that the minimal value of λJ that can
be reached with γk ∈ [lk,1] for k ≥ J +1equals λ∗
J. Therefore, η2
J ≥ 0 implies
that 1 − FJ(dJ) ≥ λ∗
J.
It therefore remainsto s how that ΨJ(dJ)=0 . Thisfollowsimmediately from
(10), i.e. D0(dJ,J)=D0 = D.
⇐) Suppose that (d1,...,d J,0...,0) satisﬁes (27) and dJ ≤ F
−1
J (1 − λ∗
J).
We will show that there exist variables γk,λ k,η1
k,η2
k, and Dk, for k =1 ,...,N,
that satisfy (10)-(16), and lead to depreciation charges as in (27).
Therefore, we deﬁne the following variables:
Dk−1 = max
  Dk
1−lk ,D k + F
−1
k (1 − λk)
 
,k ≤ J − 2,
DJ−1 = dJ,
Dk =0 ,k ≥ J,
(81)
and
λk = min{αλk+1,α(1 − Fk+1(lk+1Dk))lk+1 +α(1 − lk+1)λk+1}
0 ≤ k ≤ J − 2,
λJ−1 = α(1 − FJ(DJ−1)),
λk = λ∗
k,J ≤ k<N ,
λN =0 .
(82)
γk =( Dk−1 − Dk)/Dk−1,k≤ J − 1,
γJ =1 ,
γk = γ∗
k,k ≥ J +1 ,




λk − (1 − Fk(γkDk−1))
 
Dk−1,k≤ J − 1,
η2








k =0 ,k ≥ J +1 .
(84)
By deﬁnition, one has DJ−1 > 0, and consequently, by construction, Dk > 0,








k (1 − λk)
 
,k =1 ,...,J− 1. (85)




k (1 − λk) ≤ lk,
⇒ 1 − Fk(lkDk−1) ≤ λk,
⇒ λk − (1 − Fk(lkDk−1)) ≥ 0,
(86)




k (1 − λk),
⇒ (1 − Fk(γk(Dk−1)) = λk,
⇒ λk − (1 − Fk(γkDk−1) )=0 .
(87)
Thisimpliesthat η1
k ≥ 0 for all k ≤ J − 1, and, by deﬁnition, η1
k =0for
J ≤ k ≤ N. Obviously, also η2
k ≥ 0 for all k ≤ N.
Furthermore, one can check that for all k ≤ N,

     
     
(1 − Fk(γkDk−1))Dk−1 − λkDk−1 + η1
k − η2
k =0 ,
λk−1 = αT(1 − Fk(γkDk−1))γk + αλk(1 − γk),
η1
k(γk − lk)=0 ,
η2
k(1 − γk)=0 ,
(88)
It therefore only remainsto s how that D0 = D. Thisfollowsimmediately from
ΨJ(DJ−1)=0 . Thiscompletesthe proof.    
B Proof of Proposition 2
Letusdenote ˆ γ1,...,ˆ γJ forthefractionsthatyieldtheoptimaldepreciationcharges
in periods 1,...,J. Then, since DJ =0 , the vector (ˆ γ1,...,ˆ γJ,1,...,1) must
satisfy the necessary conditions for optimality. Now γJ+1 =1impliesthat λJ =
α(1 − FJ+1(0)) so that η2
J isnon-negative iff (29) iss atis ﬁed.    Optimal tax depreciation livesand chargesunder regulatory cons traints 177
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