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ABSTRACT 
We describe some results concerning a linear transformation on a space V of 
matrices, which is rank preserving or rank nonincreasing on a certain subset 
of v. 
1. INTRODUCTION 
There are many results in the literature dealing with linear transforma- 
tions which act on a space V of matrices and preserve one or more matrix 
functions, or leave invariant a certain subset of V. Of these, a significant 
number deal with linear transformations that are related to the rank function, 
which in the case of square matrices is obviously linked to the determinant 
and spectrum. Here we describe some results concerning linear transforma- 
tions which are rank preserving or rank nonincreasing on a certain subset 
of v. 
The space V will be one of the following types: 
(i) F”,” the set of all m x n matrices with entries in a field F, which is 
assumed throughout to be algebraically closed. In this case we also assume for 
convenience that m =S n. 
(ii) Zn, the set of n x n complex hermitian matrices. This is a vector 
space over the real numbers. The results formulated here for this case hold 
also in the analogous case of S,, the space of n x n real symmetric matrices. 
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Given any matrix A, let A’ denote the transpose of A, and p(A) the rank 
of A. If A is a square matrix, A[cy] denotes the principal submatrix of A 
based on indices in (Y. Let R j denote the set of all matrices in V whose rank is 
j. We say a linear transformation on V is a rank-j preserver if p(A) = j 
implies p( T( A)) = j, that is, if R j is invariant under T. Similarly, T is said to 
be rank-j nonincreasing if p(A) = j implies p(T(A)) < j, that is, if UfcOR, 
is invariant under T. 
Suppose k is a fixed positive integer. The following two basic problems 
will be discussed here: 
PROBLEM 1. Classify all rank-k preservers. 
This problem for the case V = F W* was raised by Marcus and Moyls 
[14], who conjectured that if T: F”‘,” + F n’,n is a rank-k preserver, then: 
(I) There exist nonsingular matrices P and Q in F m, n’ and F”,” respec- 
tively, such that either T(A) = PAQ for every A E F’“,“, or m = n and 
T(A)=PAtQ foreveryAEF”3”. 
It should be noted that Marcus and Moyls [13] also considered the case of 
a linear transformation which preserves the rank of every matrix. 
PROBLEM 2. Classify all rank-k nonincreasing linear transformations. 
This problem is mentioned in a recent paper of Botta [7]. 
In Section 2 we consider both problems for the special case k = 1, while 
in Section 3 we consider them for an arbitrary (but fixed) k. 
2. RANK-l PRESERVERS AND RANK-l NONINCREASING 
TRANSFORMATIONS 
Problem 1, for the case V = F “‘To and k = 1, was solved by Marcus and 
Moyls [14] in the case where F has characteristic 0 (another proof was given 
by Mint [ 15]), and by Westwick [18] in the case where F has a positive 
characteristic. In this case we have 
THEOREM 1. Let T: F”‘,” + F”,“, and suppose T is a rank-l preserver. 
Then (I) holds. 
We are interested now in the analogue to Theorem 1 for the space Xn 
(or S,). Helton and Rodman [lo] obtained the following result. 
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THEOREM 2. Let T be an invertible linear transfmtion on 2, which 
is rank-l nonincreasing for some 0 < 1~ n. Suppose n > 3. Then: 
(II) there exist a rwnsingulur n X n complex matrix S and c = f 1 such 
that, either T(A) = &AS* for every A E X” or T(A) = cSXS* for every 
A E .%$ 
(As indicated in [lo], the obvious analogue holds for S,.) 
As a consequence of Theorem 2 we obtain 
THEOREM 3. Let n > 2, and let T be an invertible linear transform&on 
on X, which is a rank-l preserver. Then (II) holds. 
Theorem 3 is stated explicitly in Johnson and Pierce [ll]. Note that T is 
assumed to be invertible, in contrast to Theorem 1. It is clear that some 
restriction on T is necessary, as the following example shows: 
Let T: Xn +X” be defined by T(H)=diag(trace(H),O,O,...,O). Then 2 
does not satisfy (II), but it is clearly a rank-l preserver. 
The question is, can we weaken the assumption that T is invertible in 
Theorem 3? In light of the preceding example the best we can essentially 
hope for is to assume that rank T > 2. We show next that if we assume this on 
T, then (II) will indeed follow. 
THEOREM 4. Let n 2 2, and let T be a linear transformation on 2, 
which is a rank-l preserver and such that rank T > 2. Then (II) holds. 
Proof. We shall prove the result by induction on n, but we need first a 
few preliminary remarks. 
REMARK 1. The space 2” is partially ordered when one defines, for 
A, B E Z”, A < B if and only if B - A is positive semidefinite. We write 
A > 0 if and only if A is positive definite. We say T preserves order if and 
only if A > 0 implies T(A) > 0. 
Let E be the unit sphere in C”. The assumption that T is a rank-l 
preserver clearly implies that either T(m*) is positive semidefinite for every 
x E E or T(xr*) is negative semidefinite for every x E E. Since we may 
replace T by - T without loss of generality, we shall assume henceforth that 
T( xx*) is positive semidefinite for every x E E. This immediately implies that 
T preserves order in Xn, a fact which will be used heavily throughout the 
proof. 
154 RAPHAEL LOEWY 
REMARK 2. Given any nonsingular n X n complex matrices S, and S,, 
let W: 2, -+ zn be defined by W(A) = S,T(S,AS;)S$. Then W satisfies 
the same properties as T, and T satisfies (II) if and only if W satisfies it. 
Thus, whenever convenient, we may replace T by W. The same can be said 
if we define W by W(A) = S[T(A)]“S*, where S is any nonsingular n X n 
complex matrix. 
REMARK 3. By Remark 1, we may assume that A > 0 implies T(A) > 0. 
We show now that the theorem holds provided 3A, > 0 such that T(A,) > 0. 
Indeed, suppose that such A, exists. Let B be any positive definite matrix. 
Then, 3a > 0 such that B > (YAP, and therefore T(B) > aT(A,) > 0. Thus, 
we have B > 0 implies T(B) > 0. 
We claim now that T is invertible. For suppose this is not the case. We 
show that there exists a positive semidefinite matrix A such that p( T( A)) < 
p(A). Indeed, there exists B # 0 in 2” such that T(B) = 0. If B itself is 
positive semidefinite or negative semidefinite, let A = B or A = - B, respec- 
tively. Otherwise, there exist nonzero positive semidefinite matrices B, and 
B, such that: (a) B = B, - B,; (b) p( B, + B,) = p( B,) + p( B,). Also, T(B) = 0 
implies T( B,) = T(B,), so T( B, + B,) = 2T( B,). Hence, using also the fact 
that T is a rank-l preserver, 
so we choose A = B, + B,. 
Let r =p(A). There exist vectors x~,x~,...,x~_, in C” such that p(A,) 
= n, where A, = A + C~~{xi.r*. Hence A, is positive definite. But 
@(A,)) G @(A))+ n - r < p(A) + n - r = n, while T(A,) has to be 
positive definite. 
This contradiction shows that T must indeed be invertible. Thus the 
result holds by Theorem 3. 
We now start the induction process. 
Case n = 2. By Remark 3, it suffices to show T(Z,) is positive definite. 
Suppose this is not the case. By Remark 1 and Remark 2, we may assume 
T(Z,) = diag(l,O). Since T preserves order in X2, it follows now that for any 
nonzero vector x in Q= 2, 3a, > 0 such that T(m*) = diag(a,,O). Since the 
vectors XX* span .X2, we must have rank T = 1, contrary to our assumption. 
This completes the proof in this case. 
We also need the special case of n = 3. 
Case n = 3. It suffices to show that T is invertible, by Theorem 3. 
Suppose this is not the case, that is, Ker T is nontrivial. Ker T cannot contain 
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a positive definite matrix, for this would imply T = 0. It cannot contain a 
positive semidefinite matrix of rank 2, for this would imply that there exists 
A > 0 such that p( T( A)) = 1, and since T preserves order we get rank T = 1, 
a contradiction. Now suppose Ker T contains a matrix A with inertia (2, LO). 
By Remark 2 we may assume A = diag(1, 1, - 1). Hence, T(Z,) = 
2T(diag(O,O, I)), and again we conclude that rank T = 1, a contradiction. 
The only possibility left is that there exists A E Ker T whose inertia is (1, 1,l) 
(and, in fact, every nonzero matrix in Ker T must have this inertia). By 
Remark 2 we may assume A = XX* - zz*, where x and z are linearly 
independent vectors in C3, so T(xx*) = T( z_z*). Since rank T >, 2, there exists 
y E C 3 such that T(xx*) and T(yy*) are linearly independent. Hence XX* 
and yy* are linearly independent, and we must also have p( T( xx* + yy*)) = 
2. This in turn implies that x, y, z must be linearly independent, or else there 
exist complex numbers +,1c, such that y = +x + Jlz, so T(yy*) and T(xx*) 
are linearly dependent, because T preserves order. We now use Remark 2 
(and the fact that any two positive semidefinite matrices can be simultane- 
ously diagonalized by congruence) to assume that 
and T(xx*) = T(zz*) = xx* = diag(l,O,O), T(yy*) = yy* = diag(O, LO). 
Let 9 be the subspace consisting of all matrices in X3 whose last 
column is zero. Since T preserves order and T(diag( 1 , 1,O)) = diag( 1, LO), 9 
must be an invariant subspace of T. Let T, : Z2 --* X2 be the linear 
transformation defined by 
T,(H) =T( [ f ;])[W)l VH E 4,. 
Then T, satisfies the assumptions of the theorem, and by the previous case T, 
must satisfy (II). Using this and Remark 2, we may now assume that the 
restriction of T to 9 is the identity operator, so 
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Since T( Z3) = T( XX* + yy* + zz*) = diag(2,1,0), and since 2’ is order 
preserving, we must have ImT = 9. There exist LX, /?, $, q,1_1, w E R and 
I/J,~EQ= such that 
0 
TO [ 
0 
0 
1 0 
0 
To [ 
0 
0 
0 1 
Therefore, 
T I[% _$ -81; =O and T/6 & -E 1 = 0. 
so, by the preceding discussion on Ker T, both matrices just exhibited in 
Ker T must be singular, so we get $I = 0 and p= 0. 
We now let 
g + hi 
U= I 1 1 9 where g,h,p,qgR. P + qi 
It is straightforward to check that 
g” + h” + p2 + q2 + a( gp + hq) + p( hp - gq) g + hi + p+ - q8 0 
T( Uu*) = g-hi+p&qa lip?-qw 0 ' 
0 0 0 1 
which must have rank 1. Hence, we must have for all g, h, p, q E R, 
- Jg + hi + PI/J - qSj2 = 0. 
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Comparing coefficients, we get 4 = 0, 0 = 0, 4 = eie for some 8 E IF!, 6 = elY 
forsomeyER,andalsocu=2cosB=-2siny,/3=2sin8=2cosy. 
Now let 
where g,h,p,qER 
It follows that T(uu*) = diag(d,(g, h, p, q),O,O), where 
dl(g,kp,q)=g2+h2+ p2+q2-2siny(gp+hq)+2cosy(hp-gq). 
Hence, we must have d,(g, h, p,q) # 0 whenever (g, h, p, q) # (O,O,O,O). 
But d,(g, h, p, q) is a (real) quadratic form in the variables g, h, p, q with 
matrix of coefficients 
1 - - cos siny 0 1 y - cos siny 01 y - cos siny 01 y - - cosy sin0 1 1 * 
Since the 3 x 3 principal submatrix in the upper left comer is clearly singular, 
3g,> ha, P,, not all zero, such that d,(g,, h,, p,,O) = 0, a contradiction. 
Hence, T must be invertible, completing the proof in this case. 
Case of arbitrary n. We now consider the general induction step. Since 
rank T > 2, there exist vectors u and D in Q= n such that T( uu*) and T( w*) 
are linearly independent. By Remark 2 we may assume uu* = 
diag( LO, 0, . . . , 0) and vv*=diag(O,l,O ,..., 0). Let D=diag(l,l,l,..., LO). 
By Remark 2 and the fact that T preserves order, we may assume that there 
exists 0 < k < n - 1 such that 
T(D)= ; “0 .[ I 
Let 
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which is contained in P’r, so P’i is an invariant subspace of T. It follows 
from the induction hypothesis that k = n - 1 and T maps .9r onto itself 
(and, in fact, preserves the inertia of every matrix in Pr). 
We now distinguish two cases. Suppose first that Im T = Ypl. Let A = 
diag(O, 0, 0, . . . , 0,l) and G = T(A). Since G E 9, and T maps 5F9, onto 
itself, preserving inertia, there exists x = (xi) E C n such that x, = 0 and 
T(xx*) = G. Let B = xx*. By Remark 2 we may assume B = diag(l,O,O ,..., 0). 
Let C = diag(O, LO, . . . , 0). Since T(B) and T(C) are linearly independent, we 
may assume by Remark 2 that T(B) = T(A) = B and T(C) = C. Hence, 
T(diag(l,l,O,O ,..., O,l))=T(A+B+C)=diag(2,1,0,0 ,..., 0). 
Let 9s= {HEX” :hi,j=Oif iorjE {3,4,...,n-l}}.‘Ihen “Ep2 isan 
invariant subspace of T. Define now Tl : .E3 + X3 by 
a b 0 0 ... c 
b d 0 0 ... e 
0 0 0 0 ... 0 
0 0 0 0 ... 0 
. . . . . . * . . . . . 
c e 0 0 ... f 
Then, T, satisfies the assumptions of the theorem, and by the previous case, 
it must be invertible. But the last column of every matrix in Im T, is zero, a 
contradiction. 
Hence Im T properly contains Pi. Consider now T(Z,). Since I, > D, we 
clearly have p( T( I,)) an-l.If p(T(Z,))=n-lwemusthaveImT=L,, 
because by simultaneously diagonalizing T(D) and T( I,) we conclude 3cu > 0 
such that T(D) >, aT(1,). Since we cannot have this situation in case 
Im T # L,, we conclude that T(Z,) is positive definite, and the proof is 
complete by Remark 3. n 
REMARK 4. The obvious analogue of Theorem 4 for the space S, also 
holds. The proof is similar to the proof of Theorem 4 and will be omitted. 
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We now turn to Problem 2 for the case k = 1 and V = F”‘,“. This problem 
was recently solved by Botta [7] 
THEOREM 5. Let T : F m, ” -+ F”, ” be a rwnzero rank-l rwnincreasing 
linear transfmtion. Then T takes one of the following fm: 
(1) There exist P E F”,“, Q E F”,” such that T(A) = PAQ VA E F”‘,“. 
(2) There exist P, Q E F’“,” such that T(A) = PA’Q VA E F”,“. 
(3) There exist a,,a,,..., a”, E F, not all zero, and linear functionals 
L,, L, ,..., L” on F”,“, not all zero, such that 
T(A)i,j=aiLj(A) VA E F”*“. 
(4) There exist a,,a,,..., a” E F, not all zero, and linear function& 
L,, L, ,..., L,, on F”‘*“, not all zero, such that 
T(A)i,j=ajLi(A) VA E F”,“. 
Botta’s statement in [7] is in fact slightly more general, considering linear 
transformations from F”,” to Fpsq. We have also omitted a few details from 
the statement to make it somewhat more concise, but emphasizing its main 
feature, namely the form a rank-l nonincreasing transformation must take. 
3. RANK-k PRESERVERS AND RANK-k NONINCREASING 
TRANSFORMATIONS 
Let k be a fixed positive integer. As indicated in the introduction, the 
problem of classifying rank-k preservers in case V = F"', ” was raised by 
Marcus and Moyls [14] in 1959. This problem is not completely solved as yet. 
Beasley [l] and Djokovic [8] showed independently that if T is assumed to be 
an invertible rank-k preserver than (I) must hold. Moore [16] showed that 
any rank-2 preserver satisfies (I). Beasley showed, in a series of papers, some 
additional cases in which every rank-k preserver must satisfy (I). Among 
these cases are k = 3 [l], k = m [l], n >, 2k - 2 [2], and n > 3k/2 [3]. 
Recently, Beasley [5] obtained the complete solution to Problem 1 in case 
F = C, namely: 
THEOREM 6. Let T : C *a” + C m- ” be a rank-k preserver. Then (I) holds. 
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We are not going to describe in detail the proofs of the cases that have 
been solved. We would like to mention briefly two notions that seem to be 
related to the arguments given in these proofs and might be of independent 
interest. 
First, a subspace L of F”, ” is said to be of bounded rank if there exists 
r < m such that p(A) < r for every A E L. Flanders [9] showed that if this is 
the case then dim L < nr. There is a slight restriction on 1 F 1 in his proof, but 
this can be removed. He also characterized the case of equality. 
Next, a subspace L is said to be a k-subspace if every nonzero matrix in 
L has rank k. J. Sylvester [17] has recently published an interesting paper 
concerning k-subspaces in case F = C. Using Sylvester’s work, Westwick [19] 
showed that the maximal dimension of a rank-k subspace (over C) is at most 
m + n - 2k + 1. It is exactly this bound that Beasley uses in [5] to prove 
Theorem 6. 
There has been no work done on Problem 1 for V = r;“,. Similarly, there is 
no solution at the moment for Problem 2 in case V = F r)l,R or V = 2”. The 
author [12] has recently obtained the following result, which yields some 
information on rank-k nonincreasing transformations. 
THEOREM 7. Let 0 < k < m, and let T: F”‘,” + F”‘,” be a rank-k nonin- 
creasing linear transfmtion. Then T is rank-l rwnincreasing for any 
m>l>k. 
The analogue of Theorem 7 for V = Zn also holds. 
Finally, Botta [6] showed that if m = n and T is rank-(n - 1) nonincreas- 
ing (that is, T maps singular matrices to singular matrices), then either T is 
invertible or its image is contained in the set of singular matrices. 
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