Abstract-Because of the limitations of matrix factorization, such as losing spatial structure information, the concept of low-rank tensor factorization (LRTF) has been applied for the recovery of a low dimensional subspace from high dimensional visual data. However, existing methods often fail to tackle the real data which are corrupted by the noise with unknown distribution. In this paper, we propose a novel noise model to the tensor case for the LRTF task to overcome the drawbacks of existing models. This procedure treats the target data as high-order tensor directly and models the noise by a Mixture of Gaussians and a Markov Random Field, which is called MoG WLRTF MRF. The parameters in the model are estimated under the variational EM framework. Extensive experiments demonstrate the effectiveness of our method compared with other competing methods.
I. INTRODUCTION
The problem of recovering a low dimensional linear subspace from high dimensional visual data naturally arises in the fields of computer vision, machine learning and statistics, and has drawn increasing attention in the recent years. Typical examples include representation and recognition of faces [1] , [2] , [3] , [4] , structure from motion [5] , recognition of 3D objects under varying pose [6] , motion segmentation [7] . In such contexts, the data to be analyzed usually can be formulated as high-order tensors, which are natural generalization of vectors and matrices.
Existing approaches, including LRMF and RPCA, proceed by matricizing tensors into matrices and then applying common matrix techniques to deal with tensor problems. However, as mentioned in [8] , such matricization procedure fails to exploit the essential tensor structure and often leads to suboptimal procedure. An efficient way to extract the underlying useful information is low-rank tensor factorization (LRTF), which aims to extract low-rank subspaces underlying those vector spaces so that the original tensor can be suitably expressed through reasonably affiliating these subspaces. It is generally achieved by minimizing the loss function between the observed data and the factorization representation. The loss function is designed in various forms under different noise distribution assumptions, like L 1 norm for Laplacian distribution [9] , [10] and L 2 norm for Gaussian distribution. Unfortunately, in many real applications, noise often exhibits @Corresponding author. very complex statistical distributions [11] , [12] rather than a single purely Gaussian or Laplacian noise [13] . Under the framework of low-rank matrix factorization (LRMF), Meng et al. [14] firstly proposed to model the noise as Mixture of Gaussians (MoG) and Zhao et al. [15] extended the MoG model to deal with robust PCA (RPCA) problem. Along this line, Chen et al. extended MoG to the framework of lowrank tensor factorization in our last work [16] . Note that there often exists certain noise prior knowledge in some practical applications. Meng et al. [17] proposed to employ the local continuity prior of noise components in a matrix case. The framework of our method is illustrated in Fig.1 . The contributions of this paper can be summarized as follows: (1) As an extension of [16] , we propose a novel noise model to the tensor case for the low-rank subspace learning task to overcome the drawbacks of existing models, which is called (MoG WLRTF MRF); (2) By facilitating the local continuity prior of noise components, markov random field (MRF) is embedded into the model; (3) For solving the proposed model, we design efficient algorithms to estimate the parameters under the variational EM framework; (4) Extensive experiments are conducted to validate the effectiveness of our method compared with other competing methods.
II. OUR METHOD
In this section, we propose a novel noise model to the tensor case for the low-rank subspace learning task, and resort to the variational EM framework to solve it.
A. Notations and preliminaries
The notation and common operations used throughout the paper are defined as follows. Scalars are denoted by lowercase letters (a, b, 
If the tensor is a rank-1 tensor, then it can be written as the outer product of N vectors, i.e.,
This means that each element of the tensor is the product of the corresponding vector elements which can be represented as:
The slice of a N -order tensor is a matrix defined by fixing every index but two.For instance, the slice of a 3-order tensor X ∈ R I×J×K has the form: frontal slices X ::k , lateral slices X :j: , horizontal slices X i:: . Meanwhile, each order of a tensor is associated with a 'mode'. A tensor's unfolding matrix in each mode is obtained by unfolding the tensor along the corresponding mode. For example, the mode-n unfolding matrix
The inverse operation of the mode-n unfolding is the mode-n folding, represented as X =fold n (X (n) ). The mode-n rank r n of X is defined as the rank of the mode-n unfolding matrix X (n) : r n =rank(X (n) ). The operation of mode-n product of a tensor and a matrix forms a new tensor. Given tensor X ∈ R I1×I2×···×IN and matrix U ∈ R Jn×In , their mode-n product is calculated by X × n U ∈ R I1×···×In−1×Jn×In+1×···×IN with element
Given two same-sized tensors X , Y ∈ R I1×I2×···×I N , their inner product is defined as:
The Frobenius norm is X F = X , X . The l 0 norm X 0 is to calculate the number of non-zero entries in X and the
B. Model
Taking the noise part (denoted as ε ijk ) into consideration, each element x ijk (i = 1, 2, ..., I, j = 1, 2, ..., J, k = 1, 2, ..., K) of the 3-order tensor X in CP decomposition can be written as:
As MoG has the ability to universally approximate any hybrids of continuous distributions, it is adopted for modelling the unknown noise in the original data. Hence every ε ijk follows an MoG and the distribution p(ε) is defined as:
where π n is the mixing proportion with π n ≥ 0 and
with z ijkn ∈ {0, 1} and
Given the mixing coefficients π, we have the following conditional distribution of z ijkn
Given the latent variables and the component parameters, the linear superposition of Gaussians can also be written as the conditional distribution of the observed data elements
Correspondingly, the log-likelihood function of X can be written as
where
and Ω is the index set of the non-missing entries of X .
Note that the random variable z ijk determines the cluster label of noise ε ijk in the model, and the above mentioned spatial and temporal relationships among adjacent pixels imply that they incline to possess similar z ijk values. Therefore, such prior knowledge of smoothness can be integrated into the distribution of z ijk as:
where N(i, j, k) is the neighborhood of the (i, j, k) entry. Specifically, when z ijkn and z pqrn achieve the same value (0 or 1), ψ(z ijk , z pqr ) has higher value, and thus this term readily encode the expected prior information. Following the new distribution of z ijk , the distribution of Z can be written as
The corresponding log-likelihood function of X is
C. Algorithm
The goal of the EM algorithm is to find maximum likelihood solutions for models having latent variables. However, it requires the computation of the posterior distribution of Z given X (i.e. p(Z |X )), which is not tractable for the MoG WLRTF MRF model. In such situations, we resort to the variational inference scheme, which is a complementary view of the EM algorithm that recognizes the key role played by latent variables. It analytically approximates the posterior distribution p(Z |X ) as well as the model evidence p(X ) by maximizing the lower bound L(q(Z)), as represented in the decomposed log marginal probability
KL(q(Z)||p(Z|X )) = − q(Z)ln{ p(Z|X) q(Z) }dZ,
here KL(·) denotes the Kullback-Leibler (KL) divergence. If we allow any possible choice for q(Z), the maximum of the lower bound occurs when q(Z) equals the posterior distribution p(Z|X ). However, in this case, the model will not work for the intractability of the true posterior distribution. We therefore consider a restricted family of distributions q(Z) and then seek the number of this family for which the KL divergence is minimized. Specifically, q(Z) is assumed to have the following factorized distributions form:
and γ is the variational parameter. Then the lower bound L(q(Z)) to be maximized can be written as
To solve this optimization problem, we propose an algorithm to iterate between computing the responsibilities of all Gaussian components (Variational E Step) and maximizing the parameters Π, Σ and U, V, T in the model (Variational M Step).
Variational E Step: Compute γ ijkn with
Step: Upon obtaining the variational parameters γ ijk s, we can update Π, Σ, U, V, T by maximizing the following upper bound:
This maximization problem can be solved by alternatively updating the MoG parameters Π, Σ and the factorized matrices U, V, T as follows:
Variational M Step to update Π, Σ: The closed-form updates for the MoG parameters are:
Variational M Step to update U, V, T: Re-write Eq. (18) only with regard to the unknown components U, V, T as follows:
Here denotes the Hadamard product (component-wise multiplication) and the element w ijk of W ∈ R I×J×K is
Detailed optimization process of the WLRTF model is as described in our previous work [16] .
III. EXPERIMENTS
In this section, we conduct extensive experiments on both synthetic data and real applications to validate the effectiveness of the proposed MoG WLRTF MRF, compared with HaL-RTC [8] , LRTA [18] , PARAFAC [19] .
A. Synthetic experiment
The synthetic tensor is generated as follows: firstly, matrices {U, V, T } are drawn from a standard normal distribution, i.e., ∀i, j, k, the vectors u i , v j , t k of the matrices {U, V, T } comply with a standard normal distribution N (0, I R ); Secondly, construct the true tensor by X gt = [[U, V, T ]], and set the size to 10×10×10 and CP rank r = 5. Then we add mixture noise to it as the following procedure: 20% of the elements with the uniformly distribution over [-0.5,0.5] , and 20% of the rest with Gaussian noise N (0, 0.02) and the rest with N (0, 0.01). The performance of each method is quantitatively assessed by the following measurements as used in [14] :
where X no and X rec are used to denote the noisy tensor and the recovered tensor, respectively. As mentioned in [14] , E1 and E2 are the optimization objectives of existing methods, which assess how the reconstruction complies with the noisy input, but E3 and E4 are more meaningful for evaluating the correctness of the clean subspace recoveries. Therefore, we pay more attention to the quantitative indices of E3 and E4. In the table, the best performances are marked out with bold.
The performance of each method in the synthetic experiments are summarized in Tab. I. We can see that our method has a good reconstruction performance in terms of E3 and E4. 
B. Multispectral image recovery
The well-known Columbia Multispectral Image Database [20] 1 contains 32 scenes of a wide range of real world objects. Here 2 scenes, i.e., Flowers and Strawberries, are randomly choosed and further added with the complex noise to test the efficiency of our method.
The multispectral image restoration results of the 31st band are given in Fig. 2 and Fig. 3 . Results show that our method is more efficient than other methods, especially in reconstructing the image details. 
C. Background subtraction
As mentioned in [1] and [21] , background subtraction from video sequences captured by a static camera can be modeled as a low-rank analysis problem. The commonly utilized video sequences, including the indoor Lobby scene and the outdoor Fountain scene [12] 2 , are used here. The complex noise is added to the video sequences to test the robustness of our method in background subtraction. The visual results are given in Fig. 4 and Fig. 5 . Results show that our method has the ability of subtracting the video background. Even for the outdoor sequence which has dynamic noise, our method can still have a better performance than other methods. 
IV. CONCLUSIONS
In this paper, we propose a novel noise model to the tensor case for the low-rank subspace learning task to overcome the drawbacks of existing models, which is called (MoG WLRTF MRF). To share the same light of matrix MoG model and facilitate the local continuity prior of noise components, both MoG and MRF is embedded into the model for complex noise modelling. And the corresponding algorithms designed under the variational EM framework are proposed to solve this model. Extensive experiments are conducted to validate the efficiency of our method compared with other methods.
