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Dadas las implicaciones de carácter éti-
co, social y jurídico que se derivan de la uti-
lización de test o ítems sesgados contra al-
gún grupo de la población, no es de extrañar
la proliferación de investigaciones sobre el
funcionamiento diferencial de los ítems (Fi-
dalgo, 1996a). Se dice que un ítem funciona
diferencialmente si examinados con el mis-
mo nivel de competencia en la variable que
pretende medir el test tienen diferentes pro-
babilidades de responder correctamente a
ese ítem. Además dentro del funcionamien-
to diferencial de los ítems cabría distinguir
entre DIF uniforme y no uniforme (Mellen-
bergh, 1982). El DIF uniforme se produce
cuando la probabilidad de contestar correc-
tamente a un ítem es mayor para un grupo
que para otro a través de todos los niveles de
habilidad. El DIF no uniforme se produce
cuando la diferencia en la probabilidad de
responder correctamente a un ítem entre dos
grupos no es la misma en todos los niveles
de habilidad. Estas definiciones son unáni-
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memente aceptadas. Hay acuerdo en qué es
el DIF, menos consenso existe en cómo de-
tectarlo. Entre la variedad de métodos pro-
puestos para detectar el DIF cabría destacar
los métodos basados en el análisis de tablas
de contingencia, tales como ji-cuadrado
(Marascuilo y Slaugther, 1981), Mantel-Ha-
enszel (Holland y Thayer, 1988), modelos
loglineales, logit y de clase latente (Fidalgo,
1996b; Fidalgo y Mellenbergh, 1995; Fidal-
go, Muñiz y Mellenbergh, 1997a; Fidalgo y
Paz, 1995a; Fidalgo y Paz, 1995b; Kelder-
man, 1989; Kok, Mellenbergh y Van der
Flier, 1985; Mellenbergh, 1982; Van der
Flier, Mellenbergh, Adèr y Wijn, 1984), re-
gresión logística (Swaminathan y Rogers,
1990) y los métodos basados en la teoría de
respuesta a los ítems (TRI) (Hambleton y
Rogers, 1989; Kim y Cohen, 1991; Lord,
1980; Muñiz, 1997; Raju, 1988, 1990). El
principal inconveniente de los métodos TRI
es que requieren grandes tamaños de mues-
tra. Por contra, el procedimiento Mantel-
Haenszel (MH) es particularmente atractivo
por su fácil cálculo, la posibilidad de apli-
carlo en muestras pequeñas, y el hecho de
proporcionar una cuantificación del DIF
presente en los ítems además de un test de
significación estadística. Como se ha seña-
lado, otra de las técnicas aplicadas en la de-
tección del DIF que sí controlan el nivel de
competencia de los sujetos son los modelos
lineales logarítmicos o loglineales. Además
, para conseguir que en lo posible el nivel de
habilidad estimado a los sujetos no esté dis-
torsionado por los ítems sesgados, se han
establecido procedimientos de estimación
en etapas. La lógica que subyace a todos
ellos es evaluar el DIF en la forma estándar
en una primera etapa, para en una segunda
volver a evaluar el DIF, pero utilizando pa-
ra estimar el nivel de competencia de los su-
jetos sólo aquellos ítems que no presentaron
DIF en el análisis inicial (Lord, 1980). Dis-
tintos estudios de simulación han demostra-
do que la aplicación iterativa de los diversos
procedimientos presenta siempre un mejor
resultado que la aplicación de dichos proce-
dimientos cuando el nivel de habilidad de
los sujetos no se calculó sobre el test purga-
do (Fidalgo, 1996b; Fidalgo y Mellenbergh,
1995; Fidalgo, Muñiz y Mellenbergh,
1997b; Fidalgo y Paz, 1995a; Fidalgo y Paz,
1995b; Gómez y Navas, 1996; Hidalgo,
1995; Kok, Mellenbergh y Van der Flier,
1985; Miller y Oshima, 1992).
En este contexto, el presente estudio pre-
tende, en primer lugar, determinar utilizan-
do datos simulados la eficacia relativa del
procedimiento MH frente a los modelos lo-
glineales en la detección del DIF uniforme,
y en segundo lugar, comprobar como afecta
a ambos procedimientos su aplicación de
forma iterativa.
Método
Variables
Las variables manipuladas en esta inves-
tigación han sido: 
1. Cantidad de DIF, definida como la
diferencia entre grupos en los índices
de dificultad de los ítems que funcio-
nan diferencialmente.
2. Tamaño de la muestra (75, 200, 500
y 1,000 sujetos por grupo).
Tenemos por tanto 16 condiciones, re-
sultado de cruzar la variable Cantidad de
DIF (factor intra) dentro de cada Tamaño
de muestra (factor entre). Dentro de cada
nivel del factor entre se llevaron a cabo
100 replicaciones para obtener resultados
estables.
Generación de los datos
Se generaron vectores de respuestas (I1,
I2,...,I40), para diferentes tamaños de mues-
tra, en un test compuesto por cuarenta ítems
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dicotómicos a partir de un modelo unifacto-
rial estricto. El modelo es el que sigue:
Xi = ai F + ui Ei (ai2 + ui2 = 1), i = 1, 2, ..., 40       (1)
Siendo el término ai la saturación facto-
rial de ítem i en el factor común F , y el tér-
mino ui la saturación factorial del ítem i en
el factor único Ei, considerado como térmi-
no error en el modelo. Las puntuaciones
factoriales (F) y las puntuaciones error (E1,
E2, ..., E40) son muestras independientes ob-
tenidas de una distribución normal N(0, 1).
Dado que tanto las puntuaciones factoriales
como las error son independientes, las pun-
tuaciones obtenidas por los sujetos en cada
ítem (X1, X2, ..., X40) también se distribuirán
normalmente N(0, 1).
Las respuestas a los ítems I1, I2, ..., I40 se
obtienen dicotomizando las puntuaciones
obtenidas en las variables X1, X2, ..., X40 de
la siguiente forma:
Ii = 0 si Xi ≤ z e Ii = 1 si Xi > z , (2)
siendo los puntos de corte elegidos (z, pun-
tuaciones típicas) una función del índice de
dificultad de los ítems (ID). Así
1 - ID = P(Z ≤ z)                             (3)
De esta forma podemos manipular los ín-
dices de dificultad de los diferentes ítems
que componen el test.
La longitud del test se fijó en 40 ítems,
de los cuales el 10% presentaban sesgo.
Los puntos de corte que determinan el índi-
ce de dificultad de los distintos ítems fue-
ron elegidos, siguiendo a Lim y Drasgow
(1990), dentro de un rango razonable entre
-2 y +2, de tal forma que la distribución de
las puntuaciones de los sujetos en el test se
aproximen a una distribución normal. Los
índices de dificultad de la totalidad de los
ítems que componen el test se presentan en
la Tabla 1.
Siguiendo el procedimiento especificado
simulamos los datos para dos muestras in-
dependientes de sujetos, siendo la misma
estructura factorial para todos los ítems en
ambos grupos, y manipulando el índice de
dificultad que diferirá, para los ítems con
DIF, entre los grupos. La estructura factorial
utilizada es
Xi = 0.80 F + 0.60 Ei (4)
La generación de los datos de acuerdo
con el modelo y mediante el procedimiento
expuesto se hizo dentro del paquete estadís-
tico SPSS/PC+ V4.0, a partir de la posibili-
dad que brinda de generar distribuciones
normales. De esta forma la cantidad de DIF,
definida como la diferencia entre grupos en
los índices de dificultad de los ítems que
funcionan diferencialmente, fue igual a d1 =
.1, d2 = .19, d3 = .34, d4 = .43, para el ítem
primero, segundo, tercero y cuarto, respecti-
vamente. Con objeto de expresar la magni-
tud del DIF que presentan estos ítems en
términos del área existente entre la curva
característica del ítem (CCI) para cada uno
de los grupos, hay que tener en cuenta las
relaciones existentes entre el parámetro b en
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Tabla 1
Valores paramétricos de los índices de dificultad
de los ítems (ID), junto con las correspondientes
puntuaciones z. Los ítems señalados presentan
sesgo, siendo sus ID en el grupo 2: ítem 1= .40
(z= 0.25); ítem 2= .31 (z= 0.50); ítem 3= .16
(z= 1); ítem 4= .07 (z= 1.5)
Ítem z ID Ítem z ID Ítem z ID Ítem z ID
1* 0.0 .50 11 -1.0 .84 21 0.0 .50 31 -1.0 .84
2* 0.0 .50 12 1.0 .16 22 0.0 .50 32 1.0 .16
3* 0.0 .50 13 1.5 .07 23 0.0 .50 33 1.5 .07
4* 0.0 .50 14 -1.5 .93 24 0.0 .50 34 -1.5 .93
5 0.5 .31 15 1.5 .07 25 0.5 .31 35 1.5 .07
6 -0.5 .69 16 -1.5 .93 26 -0.5 .69 36 -1.5 .93
7 0.5 .31 17 -2.0 .97 27 0.5 .31 37 -2.0 .97
8 -0.5 .69 18 2.0 .03 28 -0.5 .69 38 2.0 .03
9 -1.0 .84 19 -2.0 .97 29 -1.0 .84 39 -2.0 .97
10 1.0 .16 20 2.0 .03 30 1.0 .16 40 2.0 .03
un modelo de TRI de un parámetro y un mo-
delo unifactorial como el empleado en la
generación de los datos (Ecuación 1). Esta
relación viene dada por la siguiente expre-
sión (Ferrando, 1994): bi = zc / ai , siendo, el
término  ai la saturación factorial de ítem i
en el factor común F y zc, el punto de corte
elegido para dicotomizar. Así, para los cua-
tro ítems sesgados el valor del parámetro b
en el grupo primero es igual a cero en todos
los casos (0.0/0.8 = 0.0). Y el valor del pa-
rámetro b en el grupo segundo es igual a
0.3125, 0.625, 1.25 y 1.875, para los ítems
primero, segundo, tercero y cuarto, respecti-
vamente. Ahora que tenemos el valor de pa-
rámetro b en ambos grupos, y sabiendo que
el DIF es uniforme, podemos aplicar la me-
dida exacta del área con signo (Raju, 1988),
obteniendo unas magnitudes de DIF contra
el grupo segundo de 0.3125, 0.625, 1.25 y
1.875 para los ítems primero, segundo, ter-
cero y cuarto, respectivamente.
Análisis
Los modelos loglineales permiten deter-
minar las relaciones existentes entre una se-
rie de variables categóricas representadas en
tablas de contingencia multidimensionales.
Este tipo de análisis especifican los paráme-
tros que representan las propiedades de las
variables categóricas y sus relaciones me-
diante la descomposición lineal de los loga-
ritmos naturales de las frecuencias espera-
das en una tabla de contingencia (Pardo y
San Martín, 1994; Reynols, 1977). En el
modelo saturado los componentes que defi-
nen la parcelación incluyen todos los efec-
tos principales y las posibles interacciones
entre las variables consideradas. En nuestro
caso tenemos una tabla de contingencia
multidimensional del tipo Puntuación x
Grupo x Respuesta, con frecuencias obser-
vadas fijk, donde la variable Puntuación en
el test tiene ocho categorías (i = 1, 2, ... , 8),
la variable Grupo tiene dos categorías (j = 1
para el grupo de referencia y j = 2 para el
grupo focal), y la variable Respuesta al ítem
tiene dos categorías (k = 1 cuando se acier-
ta el ítem y k = 2 cuando se falla). 
Para determinar cuál es el modelo logli-
neal que mejor ajustaba, en una investiga-
ción anterior se utilizó la opción Backward
dentro del comando Hiloglineal del progra-
ma estadístico SPSS/PC+ V4.0 (Fidalgo y
Paz, 1995a). Para llevar a cabo estos análi-
sis se toma la puntuación total del sujeto en
el test como un índice del nivel de compe-
tencia del sujeto, y en función de ella los su-
jetos son asignados a cada uno de los dife-
rentes niveles de habilidad establecidos
(ocho intervalos de amplitud cinco). El pro-
cedimiento Backward, partiendo del mode-
lo saturado, va eliminando parámetros y
comprobando si el efecto de estos paráme-
tros es estadísticamente significativo, es de-
cir, si su presencia contribuye a mejorar el
ajuste del modelo. Si un parámetro no es es-
tadísticamente significativo es eliminado
del modelo. Así se procede sucesivamente
hasta conseguir un modelo en el que todos
los términos de orden superior sean estadís-
ticamente significativos (α = .05, en este es-
tudio). En nuestro caso, concluiremos que
existe DIF si en la clase generadora del mo-
delo que mejor ajusta está presente la inte-
racción entre la Respuesta al ítem y el Gru-
po. Es decir, si para el mismo nivel de habi-
lidad existen diferencias entre los grupos en
el número de sujetos que responden correc-
tamente el ítem. Señalar que como índice de
bondad de ajuste de los modelos se empleó
la razón de verosimilitud ji-cuadrado (G2).
Los modelos loglineales no distinguen
entre variables dependientes e independien-
tes. Es esta distinción, sin embargo, la que
diferencia  a un modelo logit de un modelo
loglineal. Este tipo de modelos pueden ser
considerados como un caso especial de mo-
delos loglineales, de tal forma que cada mo-
delo logit puede ser reformulado y tiene su
equivalente modelo loglineal, e inversamen-
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te. Por ejemplo, los modelos logit que indi-
carían la ausencia de DIF, el DIF uniforme y
el DIF no uniforme son en ese orden:
ln (Fij1 / Fij2) = C + Pi ,                               (6)
ln (Fij1 / Fij2) = C+ Pi + Gj ,                         (7)
ln (Fij1 / Fij2) = C + Pi + Gj + PGij ,               (8) 
donde, C es una constante,  Pi denota el
efecto del í-ésimo nivel de puntuación en el
test, Gj el efecto del j-ésimo grupo, y PGij el
efecto de la interacción del í-ésimo nivel de
puntuación en el test y el  j-ésimo grupo so-
bre el logaritmo neperiano de las razones
esperadas de la variable dependiente, en es-
te caso, la razón entre las respuestas correc-
tas e incorrectas al ítem. Teniendo en cuen-
ta esto, para determinar la importancia que
la purificación de la puntuación en el test
tiene en este tipo de procedimientos, se han
comparado los resultados de aplicar el mé-
todo iterativo logit (Van der Flier, Mellen-
bergh, Adèr y Wijn, 1984) con los resulta-
dos obtenidos en una investigación anterior
(Fidalgo y Paz, 1995a), en la que se aplica-
ron los modelos loglineales en un único e
inicial análisis a datos simulados bajo las
mismas condiciones que las utilizadas en el
presente estudio.
Descripción del método iterativo logit.
El programa comienza dividiendo las pun-
tuaciones de los examinados en el test en un
número predeterminado de categorías. A
continuación, en el primer paso, se determi-
nan qué ítems del test ajustan al modelo lo-
git correspondiente a  la Ecuación 6. El ítem
con un valor en el estadístico G2 más alto y
significativo es identificado. En el segundo
paso el ítem identificado como sesgado en
el primer análisis es excluido en el cálculo
de las puntuaciones de los sujetos en el test.
Se vuelven a formar las categorías de acuer-
do con la puntuación purificada en el test (n
- 1 ítems) y el modelo de la Ecuación 6 se
vuelve a probar para todos los ítems. Los
dos ítems con los valores en G2 más altos y
significativos son identificados. En un nue-
vo paso esos dos ítems son eliminados y las
categorías son reordenadas en función de
las puntuaciones en el test de n - 2 ítems, y
el modelo se vuelve a ajustar para todos los
n ítems. El procedimiento termina cuando
excede el número de iteraciones fijado con
anterioridad o cuando todos los ítems en el
test tienen valores en G2 no significativos.
El número de categorías de puntuación uti-
lizados fue, como en los modelos loglinea-
les, de ocho. Además, se fijó un número ele-
vado de iteraciones (40) de forma que el
programa termine cuando todos los ítems en
el test tienen valores en el estadístico G2 no
significativos
Descripción del programa MHDIF. El
programa MHDIF (Fidalgo, 1994) fue utili-
zado para analizar cada base de datos. El
programa implementa el procedimiento bie-
tápico propuesto por Holland y Thayer
(1988). El número de categorías que utiliza
el programa para el cálculo del estadístico
ji-cuadrado MH es igual al número de posi-
bles puntuaciones en el test, es decir, 0, 1, ...
, 40. Una vez calculado el estadístico ji-cua-
drado MH, elimina los ítems con valores
significativos en dicho estadístico, y recal-
cula de nuevo los estadísticos MH usando la
puntuación total del sujeto en los ítems res-
tantes como variable de bloqueo. Cuando
un ítem está siendo investigado se incluye
en la variable de agrupamiento aunque haya
presentado DIF en el análisis inicial. 
Resultados
Se ha tomado como medida de la eficacia
del método iterativo logit  y del procedi-
miento MH, tanto el porcentaje de ítems con
DIF correctamente detectados, como el por-
centaje de ítems sin DIF incorrectamente
detectados (falsos positivos). Estos resulta-
dos, junto con los obtenidos al aplicar los
modelos loglineales a datos simulados se-
gún el mismo modelo y bajo las mismas
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condiciones (Fidalgo y Paz, 1995a), se pue-
den ver en la Tabla 2.
En la Figura 1  se representa gráficamente
el porcentaje medio de detecciones correctas
de los 4 ítems sesgados (los “totales” de la
Tabla 2) que corresponde a cada método. Por
su parte, el porcentaje de falsos positivos de
cada método puede verse en la Figura 2.
Como se puede observar en la Figura 1,
el procedimiento MH bietápico se muestra
más eficaz en la detección de los ítems con
DIF que el método iterativo logit, con inde-
pendencia del tamaño de muestra. Por el
contrario, el método iterativo logit presenta,
en general, un menor número de falsos po-
sitivos que el procedimiento MH (Figura 2).
Se hipotetizó que este último resultado pue-
de deberse a que el método iterativo logit
elimina sucesivamente a los ítems que pre-
sentan DIF en los análisis anteriores, obte-
niendo de esta forma una mejor estimación
del nivel de habilidad de los examinados, y
que, por tanto, si el procedimiento MH se
aplicase no sólo una segunda vez sino itera-
tivamente, el número de falsos positivos se
reduciría aproximándose al del método ite-
rativo logit. Para comprobar este extremo se
realizaron 20 simulaciones para un tamaño
de muestra de 1,000 sujetos por grupo, y se
elaboró un programa que calculase el proce-
dimiento MH de forma iterativa. El citado
programa procede de la siguiente forma:
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Tabla 2
Porcentajes de detecciones correctas y falsos
positivos para los modelos loglineales (ML), el
método iterativo logit (LOGIT), el MH aplicado
en una única etapa (MH) y aplicado en dos
etapas (MH-B). El nivel de significación
utilizado en los análisis fue el .05
Tamaño de muestra
75 200
ML LOGIT MH MH-B ML LOGIT MH MH-B
Falsos p. 6.5 0.17 3.42 1.36 11 0.94 11.17 3.44
ítems DIF 
nº4 100 100 100 100 100 100 100 100 
nº3 100 96 99 100 100 100 100 100
nº2 72 18 39 68 98 97 95 100
nº1 12 1 7 14 44 35 19 52
Total 71 53.75 61.25 70.5 85.5 83 78.5 88
Tamaño de muestra
500 1.000
ML LOGIT MH MH-B ML LOGIT MH MH-B
Falsos p. 25 1.50 28.13 6.27 45 1.19 45.03 9.03
ítems DIF   
nº4 100 100 100 100 100 100 100 100 
nº3 100 100 100 100 100 100 100 100
nº2 100 100 100 100 100 100 100 100
nº1 67 77 42 91 95 100 81 98
Total 91.75 94.25 85.50 97.75 98.75 100 95.25 99.50
 
 
 
 
 
 
    
 
 
 
 
Figura 1. Porcentaje de identificaciones correctas para
cada método y en cada tamaño de muestra al nivel de
confianza del 95%.
 
 
 
 
 
 
 
 
 
 
 
   
Figura 2.Porcentaje de falsos positivos para cada mé-
todo en cada tamaño de muestra al nivel de confianza
del 95%.
calcula estadístico ji-cuadrado MH utilizan-
do un número de categorías de puntuación
igual al número de posibles puntuaciones en
el test. Elimina los ítems con valores signi-
ficativos en el estadístico ji-cuadrado MH ,
y recalcula de nuevo los estadísticos MH
usando la puntuación total del sujeto en los
ítems restantes como variable de bloqueo.
Así procede iterativamente hasta que (a) los
ítems identificados con DIF son los mismos
que los identificados en la iteración anterior,
o (b) se llega al número máximo de itera-
ciones fijado (15 en este estudio). Siempre
que un ítem está siendo investigado se in-
cluye en el criterio de agrupamiento. Los re-
sultados de dichos análisis se ofrecen en la
Tabla 3. Los mismos confirman la hipótesis
planteada, como puede observarse de forma
evidente en la Figura 3.
Discusión
La principal diferencia entre los modelos
loglineales utilizados y el método iterativo
logit es precisamente esa, que el segundo
procedimiento opera iterativamente, utili-
zando en la construcción de las tablas de
contingencia las puntuaciones purificadas de
los examinados en el test. Entendemos que
las diferencias entre los resultados de uno y
otro se deben primordialmente a este hecho,
aunque la opción Backward del SPSS parta
del modelo saturado buscando otro más par-
simonioso y con buen ajuste, en tanto que el
procedimiento iterativo logit  comprueba só-
lo el ajuste de los datos al modelo logit que
especifica la no existencia de DIF.
El incremento en las tasas de detección
conforme aumenta el tamaño de muestra era
de esperar. Como es bien sabido cualquier
estadístico aumenta su potencia de prueba,
permaneciendo igual otras condiciones,
conforme aumenta el tamaño de muestra.
En trabajos anteriores (Fidalgo y Paz,
1995a) se hipotetizó que las elevadas tasas
de error tipo I encontradas al aplicar los mo-
delos loglineales (desde .065 en el caso más
favorable hasta un .45 en el peor, con un α=
.05) podían deberse a que la puntuación to-
tal en el test utilizada para agrupar a los su-
jetos en categorías es calculada incluyendo
tanto los ítems con DIF como sin DIF. El ni-
vel de habilidad estimado a los sujetos está,
de esta manera, distorsionado. Los resulta-
dos obtenidos confirman esta hipótesis (vé-
ase la Figura 2). La aplicación del procedi-
miento MH bietápico frente a su aplicación
en un primer y único análisis tiene efectos
positivos análogos a los del procedimiento
iterativo logit frente a los modelos loglinea-
ÁNGEL M. FIDALGO, GIDEON J. MELLENBERGH Y JOSÉ MUÑIZ
Psicothema, 1998 215
Tabla 3
Porcentajes de ítems con DIF correctamente
identificados y de falsos positivos por el
procedimiento MH aplicado en una etapa (MH),
aplicado en dos etapas (MH-B) e iterativamente
(MH-I). El nivel de significación utilizado en los
análisis fue el .05
Método
MH MH-B MH-I
Falsos positivos 44.86 10.28 3.89        
ítems con DIF
nº4 100 100 100   
nº3 100 100 100         
nº2 100 100 100         
nº1 95 100 100
Total 98.75 100 100
 
 
   
 
 
 
 
 
 
 
Figura 3.Porcentajes de falsos positivos para cada mé-
todo de análisis con α = .05 y un tamaño de muestra de
1,000 examinados por grupo.
les. En primer lugar, una severa reducción
en el número de falsos positivos (reducción
que es tanto más drástica cuanto mayor sea
el tamaño de muestra). En segundo lugar, un
incremento en el porcentaje de detecciones
correctas, aunque en este caso las diferen-
cias no sean tan marcadas (Figura 1). Estos
resultados apoyan los hallazgos de Miller y
Oshima (1992) en el sentido de que la prin-
cipal ventaja de los métodos iterativos no es
tanto el incremento en las tasas de detec-
ción, como la reducción en el número de
falsos positivos.
También era esperable unas mayores ta-
sas de identificaciones correctas en los
ítems que presentaban una mayor diferencia
en los índices de dificultad del ítem entre
grupos (d1 = .1, d2 = .19, d3 = .34, d4 = .43).
La mayoría de los estudios de simulación
utilizan valores del área comprendidos entre
0.2 (DIF bajo) y 1.0 (magnitud de DIF ele-
vada) (Swaminathan y Rogers, 1990; Nara-
yanan y Swaminathan, 1994; Narayanan y
Swaminathan, 1996). No es de extrañar, por
consiguiente, las elevadas tasas de identifi-
caciones correctas que presentan los ítems
tercero (valor del área de 1.25) y cuarto (va-
lor del área de 1.875) en todos los tamaños
de muestra.
Respecto de la comparación del procedi-
miento MH bietápico y el método iterativo
logit, cabe resaltar que el procedimiento
MH bietápico se muestra más eficaz en la
detección de los ítems con DIF que el méto-
do iterativo logit, con independencia del ta-
maño de muestra. Por el contrario, el méto-
do iterativo logit presenta, en general, un
menor número de falsos positivos que el
procedimiento MH bietápico. Se hipotetizó
que este último resultado puede deberse a
que el método iterativo logit elimina sucesi-
vamente a los ítems que presentan DIF en
los análisis anteriores, obteniendo de esta
forma una mejor estimación del nivel de ha-
bilidad de los examinados. La aplicación
iterativa del procedimiento MH corroboró
esto como puede observarse de forma gráfi-
ca en la Figura 3.
Las principales conclusiones que pueden
extraerse de los resultados expuestos son:
1. Los procedimientos iterativos tienen
mayor potencia de prueba que los
correspondientes procedimientos no
iterativos. Sin embargo, su mayor
ventaja es la reducción del error tipo
I que conllevan. 
2. A la vista de los resultados obtenidos
no parece muy aconsejable la utiliza-
ción de los modelos loglineales en una
primera y única aplicación frente al
método iterativo logit, ya que este úl-
timo presenta un porcentaje de identi-
ficaciones correctas mayor que el pri-
mero con tamaños de muestra de 500
o más examinados por grupo. Además
el error tipo I nunca supera la tasa no-
minal, llegando a ser el porcentaje de
falsos positivos un 44% menor para el
método iterativo logit frente a los mo-
delos loglineales cuando N = 1,000. 
3. En general, el procedimiento MH
bietápico es preferible al procedi-
miento logit iterativo en la detección
de DIF uniforme bajo las condicio-
nes simuladas. No obstante, se puede
arguir que trabajando con datos em-
píricos no se sabe a priori si el DIF es
uniforme o no uniforme, por lo que,
en estas condiciones, quizá sea más
pertinente utilizar procedimientos
que nos permitan detectar el DIF no
uniforme en caso de producirse (por
ejemplo, el procedimiento logit ite-
rativo o la regresión logística).
4. La aplicación iterativa del procedi-
miento MH produce una mejora tan-
to en la tasa de identificaciones co-
rrectas como, sobre todo, en la re-
ducción en el número de falsos posi-
tivos, por lo que parece aconsejable
esta forma de cálculo.
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