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Abstract
The paper introduces a novel Itoˆ’s formula for time dependent tem-
pered generalized functions. As an application, we study the heat
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1
1 Introduction
The study of Stochastic Partial Differential Equations (SPDE) in algebras
of generalized functions could be traced back to the early 1990s, see [1],
[2], [11] and [17]. The interest for singular stochastic processes, such as the
white noise process, and solve differential equations driven by these type of
processes are the main reasons for treating of SPDE in the framework of the
algebras of generalized functions (see by example [1] and [4]).
The central theme of the present paper is to develop stochastic calculus via
regularization in the setting of algebras of generalized functions. The main
technique is the construction of an algebra of tempered generalized functions
via the regularization scheme induced by expansions in Hermite functions.
This approach allows us to obtain an Itoˆ’s formula for elements in the algebra.
In particular, we deduce the Ustunel- Itoˆ’s formula (see [19]) for tempered
distributions (see also [9] and [14]). Sections 2 and 3 of the present paper
present the relevant precise definitions and details.
As an application of our results, we also show the existence and uniqueness of
the solution to the heat equation with the initial condition being a tempered
generalized function; this makes crucial use of the obtained Itoˆ’s formula for
tempered generalized functions. See Sections 4 for details.
2
2 Generalized functions
2.1 Tempered distributions
Let S(Rd) be the Schwartz space on Rd i.e. the space of rapidly decreasing
smooth real valued functions on Rd.
We make use of the multi-index notation; a multi-index is a sequence
α = (α1, ..., αd) ∈ Nd0 where N0 is the set of nonnegative integers. The sum
|α| = ∑nj=1 αj is called the order of α. For every multi-index α we write
xα = xα11 · · ·xαdd
and
∂α = ∂α11 · · ·∂αdd
where ∂j =
∂
∂xj
.
The Schwartz topology on S(Rd) is given by the family of seminorms
‖f‖α,β = (
∫
Rd
|xα∂βf(x)|2dx) 12
where α, β ∈ Nd0.
The Schwartz space S ′(Rd) of tempered distributions is the dual space of
S(Rd).
The Hermite polynomials Hn(x) are defined by
Hn(x) = (−1)nex
2
2
dn
dxn
e−
x2
2 (1)
and the Hermite functions hn(x) are defined by
hn(x) = (
√
2πn!)−
1
2 e−
1
4
x2Hn(x) (2)
for n ∈ N0.
The α-th. Hermite function on Rd is given by
hα(x1, ..., xd) = hα1(x1) · · ·hαd(xd)
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where α = (α1, ..., αd) ∈ Nd0.
The Hermite functions are in the Schwartz space on Rd and the set {hα :
α ∈ Nd0} is an orthonormal basis for L2(Rd).
We consider the directed family of norms {| · |n : n ∈ N0} on S(Rd), given
by
|ϕ|2n :=
∑
β∈Nd
0
(2|β|+ d)2n(
∫
Rd
ϕ(x)hβ(x)dx)
2.
We observe that the families of seminorms {| · |n : n ∈ N0} and {‖ · ‖α,β :
α, β ∈ Nd0} on S(Rd) are equivalent.
Let x ∈ Rd, and denote by τx the translation operator defined on functions
by the formula τxϕ(y) = ϕ(y − x). It follows immediately that τx(S(Rd)) ⊂
S(Rd) and that τ−x is the inverse of τx, thus, we can consider τx acting on
the tempered distributions by
τxT (ϕ) = T (τ−xϕ).
Lemma 2.1 Let n ∈ N0, there exists a polynomial Pn with nonnegative co-
efficients such that for all x ∈ Rd,
|τxϕ|n ≤ Pn(|x|)|ϕ|n (3)
for all ϕ ∈ S(Rd).
Proof: Using Proposition 3.3 from [15], for each n ∈ N0 there exist con-
stants C1(n) and C2(n) such that
|ϕ|n ≤ C1(n)
∑
|α|,|β|≤2n
‖ϕ‖α,β ≤ C2(n)|ϕ|n
for all ϕ ∈ S(Rd).
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Thus
|τxϕ|n ≤ C1(n)
∑
|α|,|β|≤2n
(
∫
Rd
y2α(∂βτxϕ)
2(y)dy)
1
2
= C1(n)
∑
|α|,|β|≤2n
(
∫
Rd
(y + x)2α(∂βϕ)2(y)dy)
1
2
≤ Pn(|x|)|ϕ|n,
where Pn is a polynomial of degree lower or equal to 2n.
Multiplication on S(Rd) has the following property: for all n ∈ N0 there
exists r, s ∈ N0 and Cn ∈ R such that
|ϕψ|n ≤ Cn|ϕ|r|ψ|s (4)
for all ϕ, ψ ∈ S(Rd) (see for instance [13] ). We shall make often use of this
property.
The Hermite representation theorem for S(Rd) (S ′(Rd)) states a topo-
logical isomorphism beetwen S(Rd) (S ′(Rd)) and the space of sequences sd
(s′d).
Let sd be the space of sequences
sd = {(aβ) ∈ ℓ2(Nd)) :
∑
β∈Nd
0
(2|β|+ d)2n | aβ |2<∞, for all n ∈ N0}.
The space sd is a locally convex space with the family of norms
|(aβ)|n = (
∑
β∈Nd
0
(2|β|+ d)2n | aβ |2) 12 ,
where n ∈ N0.
The topological dual space to sd, denoted by s
′
d, is given by
s′d = {(bβ) : for some (C,m) ∈ R× Nd0, | bβ |≤ C(2|β|+ d)m for all β},
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and the natural pairing of elements from sd and s
′
d, denoted by 〈·, ·〉, is given
by
〈(bβ), (aβ)〉 =
∑
β∈Nd
0
bβaβ ,
for (bβ) ∈ s′d and (aβ) ∈ sd.
It is clear that s′d is an algebra with the pointwise operations:
(bβ) + (b
′
β) = (bβ + b
′
β)
(bβ) · (b′β) = (bβb′β),
and sd is an ideal of s
′
d.
Theorem 2.1 (N-representation theorem for S(Rd) and S ′(Rd)) a) Let
h : S(Rd)→ sd be the application
h(ϕ) = (
∫
ϕ(x)hβ(x)dx).
Then h is a topological isomorphism. Moreover,
|h(ϕ)|n = |ϕ|n
for all ϕ ∈ S(Rd).
b) Let H : S ′(Rd) → s′d be the application H(T ) = (T (hβ)). Then H is a
topological isomorphism. Moreover, if T ∈ S ′(Rd) we have that
T =
∑
β∈Nd
0
T (hβ)hβ
in the weak sense and for all ϕ ∈ S(Rd),
T (ϕ) = 〈H(T ),h(ϕ)〉.
Proof: See for instance [16] pp. 143 or [18] pp. 260.
The sequences h(ϕ) and H(T ) will be referred to as the Hermite coeffi-
cients of the tempered function ϕ and the tempered distribution T respec-
tively.
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Corollary 2.2 For every T ∈ S ′(Rd) there exists n ∈ N0, such that
‖T‖2−n :=
∑
β∈Nd
0
(2|β|+ d)−2nT (hβ)2 <∞.
Proof: By Theorem 2.1, (T (hβ)) ∈ s′d. Thus, there exists (C, l) ∈ R × N0
such that |T (hβ)| ≤ C(2|β|+ d)l for all β ∈ Nd0. Now, taking n = l + 1 the
Corollary follows.
2.2 Tempered generalized functions
The aim of this subsection is to give an extension to the multidimensional case
of the theory of tempered generalized functions introduced by the authors in
[3]. Let S1T (Rd) be the set of functions f : [0, T ]×Rd → R such that for each
t ∈ [0, T ], f(t, ·) ∈ S(Rd) and for each x ∈ Rd, f(·, x) ∈ C1([0, T ]). It is clear
that S1T (Rd)Nd0 has the structure of an associative, commutative differential
algebra with the natural operations:
(fβ) + (gβ) := (fβ + gβ)
a(fβ) := (afβ)
(fβ) · (gβ) := (fβgβ)
∂α(fβ) := (∂
α
x fβ) for each α ∈ Nd0.
In order to define the 1-time dependent tempered generalized functions, we
consider H′T,1,d the subalgebra of S1T (Rd)N
d
0 given by
{(fβ) ∈ S1T (Rd)N
d
0 : for each n ∈ N0, ( sup
t∈[0,T ]
|fβ(t, ·)|n), ( sup
t∈[0,T ]
|∂fβ
∂t
(t, ·)|n) ∈ s′d}
and HT,1,d its differential ideal given by
{(fβ) ∈ S1T (Rd)N
d
0 : for each n ∈ N0, ( sup
t∈[0,T ]
|fβ(t, ·)|n), ( sup
t∈[0,T ]
|∂fβ
∂t
(t, ·)|n) ∈ sd}.
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The 1-time dependent tempered algebra on Rd is defined by
H1T (Rd) := H′T,1,d/HT,1,d
The elements of H1T (Rd) are called 1-time dependend tempered generalized
functions. Let (fβ) ∈ H′T,1,d we shall use [fβ ] to denote the equivalent class
(fβ) +HT,1,d.
Remark 2.1 In order to introduce the 0-dependent tempered generalized func-
tions, we consider S0T (Rd) the of the set of functions f : [0, T ]×Rd → R such
that for each t ∈ [0, T ], f(t, ·) ∈ S(Rd) and for each x ∈ Rd, f(·, x) ∈
C([0, T ]). Let H′T,0,d be the subalgebra given by
{(fβ) ∈ S0T (Rd)N
d
0 : for each n ∈ N0, ( sup
t∈[0,T ]
|fβ(t, ·)|n) ∈ s′d}
and HT,0,d its differential ideal given by
{(fβ) ∈ ST (Rd)Nd0 : for each n ∈ N0, ( sup
t∈[0,T ]
|fβ(t, ·)|n) ∈ sd}.
The 0-time dependent tempered algebra on Rd is defined by
H0T (Rd) := H′T,0,d/HT,0,d
Remark 2.2 In a similar way we can define the tempered algebra
H(Rd) := H′d/Hd
where
H′d := {(fβ) ∈ S(Rd)N
d
0 : for each n ∈ N0, (|fβ|n) ∈ s′d}
and
Hd := {(fβ) ∈ S(Rd)Nd0 : for each n ∈ N0, (|fβ|n) ∈ sd}.
The elements of H(Rd) are called tempered generalized functions.
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Proposition 2.3 1. H(Rd) is a subalgebra of H0T (Rd) (H1T (Rd)).
2. Let [fβ] ∈ H1T (Rd). Then
∂
∂t
[fβ(t, ·)] := [∂fβ
∂t
(t, ·)] ∈ H0(Rd)
for every t ∈ [0, T ].
3. Let h ∈ C1([0, T ]) and [fβ] ∈ H(Rd). Then h[fβ] := [hfβ] ∈ H1T (Rd).
Proof: The proofs are straigthforward from the definitions.
We observe that there exists a natural linear embedding ι : S ′(Rd) →
H(Rd), given by
ι(T ) = [Tβ],
where Tβ =
∑
γ≤β T (hγ)hγ . Moreover, we have that
a) For all ϕ ∈ S(Rd), ι(ϕ) = [ϕ],
b) For all ϕ, ψ ∈ S(Rd), ι(ϕψ) = ι(ϕ) · ι(ψ),
c) For all α ∈ Nd0, ι ◦ ∂α = ∂α ◦ ι.
The translation operator τx : H0T (Rd)→H0T (Rd) (x ∈ Rd) is defined by
τx[fβ] := [τxfβ].
It follows from Lemma 1.1 that τx is well defined. Analogously, τx : H1T (Rd)→
H1T (Rd) (x ∈ Rd) is well defined.
In the algebra H(Rd) we have a weak equality, namely, the association of
tempered generalized functions. More precisely, we say that the tempered
generalized functions [fβ] and [gβ] are associated, and denote this association
by [fβ ] ≈ [gβ], if for all ϕ ∈ S(Rd),
lim
β→∞
∫
Rn
(fβ(x)− gβ(x))ϕ(x)dx = 0.
We observe that ≈ is a equivalence relation on H(Rd).
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Proposition 2.4 1. Let T be a tempered distribution and x ∈ Rd. Then
ι(τxT ) ≈ τxι(T ).
2. Let T and S be tempered distributions such that ι(T ) ≈ ι(S). Then
T = S.
Proof: 1) Let ϕ ∈ S(Rd); applying Theorem 2.1 and elementary properties
of the translation, we obtain
lim
β→∞
∫
Rd
τxTβ(y)ϕ(y)dy = lim
β→∞
∫
Rd
Tβ(y)τ−xϕ(y)dy
= T (τ−xϕ)
= τxT (ϕ)
= lim
β→∞
∫
Rn
(τxT )β(y)ϕ(y)dy.
2) For all α ∈ Nd0,
T (hα)− S(hα) = lim
β→∞
Tβ(hα)− Sβ(hα) = 0.
Theorem 2.1 implies that T = S.
Remark 2.3 We would like to recall that he algebra H(Rd) is identical to (a
sequential version of) the space GS(Rd), it has been studied extensively by G.
Garetto and their coauthors (see [6], [7] and [8]). They introduced the space
GS(Rd) via the family of seminorms {‖ · ‖α,β,∞ : α, β ∈ Nd0}. Notice that it
does not matter which family of seminorms is being used in this definition,
as long as it generates the same locally convex topology (see [6]).
Our approach differs, we have introduced the algebra H(Rd)) via the semi-
norms ‖ ‖m since we are thinking in approximations of distributions (induced
by Hilbert spaces) in terms of orthogonal series in contrast with the classic
theory where the approximation is done by convolution. See [4] for an appli-
cation of this idea to stochastic distributions.
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Remark 2.4 We would like to mention that other general properties ofH(Rd)
can be studied in this setting. For example the concepts of point value, inte-
gral and Fourier transform for elements in H(Rd) can be defined, see [3] for
the one-dimensional case.
3 Itoˆ’s formula for tempered generalized func-
tions
Let (Ω,F , {Ft : t ∈ [0, T ]},P) be a filtered probability space, which satisfies
the usual hypotheses. For a recent account of stochastic calculus we refer the
reader to the book of Ph. Protter [12].
Definition 3.1 Let X be a Rd valued continuous jointly measurable process,
V a continuous finite variation process and [fβ] ∈ H0T (Rd). Define the in-
tegral of τX [fβ] in relation to V , from 0 to t, and denoted by
∫ t
0
τXs [fβ]dVs,
by:
[
∫ t
0
τXsfβ(s, ·)dVs],
where the integral is given in the sense of Bochner-Stieltjes.
For each ω ∈ Ω and t ∈ [0, T ], we have that [∫ t
0
τXsfβ(s, ·)dVs(ω)] is well
defined as an element of H0T (Rd). In fact, since τXs(ω)fβ(s, ·) ∈ S0T (Rd) and
making use of definitions and the Lemma 2.1 we see that
|
∫ t
0
τXsfβ(s, ·)dVs(ω)|n ≤
∫ t
0
|τXs(ω)fβ(s, ·)|nd|V |s(ω)
≤ (
∫ t
0
Pn(|Xs(ω)|)d|V |s(ω)) sup
s∈[0,T ]
|fβ(s, ·)|n (5)
where |V |t(ω) is the total variation of V in [0, t].
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Theorem 3.1 Let f = [fβ] ∈ H1T (Rd) and X = (X1, ..., Xd) be a Rd valued
continuous semimartingale. Then
τXtf = τX0f +
∫ t
0
∂tτXsf(s, ·)ds−
∫ t
0
∇τXsf · dXs
+
1
2
d∑
i,j=1
∫ t
0
∂ijτXsfd〈X i, Xj〉s (6)
where
∫ t
0
∇τXsf · dXs is defined as [
∑d
i=1
∫ t
0
∂iτXsfβdX
i
s].
Proof: Applying the classical Itoˆ’s formula to fβ, we have
τXtfβ(t, x) = τX0fβ(0, x) +
∫ t
0
∂tτXsfβ(s, x)ds−
d∑
i=1
∫ t
0
∂iτXsfβ(s, x)dX
i
s
+
1
2
d∑
i,j=1
∫ t
0
∂ijτXsfβ(s, x) d〈X i, Xj〉s. (7)
Taking equivalent classes in (7), we obtain that
∫ t
0
∇τXsf ·dXs ∈ H0T (Rd)
and hence (6) holds in H0T (Rd).
Corollary 3.2 Let f = [fβ] ∈ H(Rd) and X = (X1, ..., Xd) be a continuous
semimartingale. Then
τXtf = τX0f −
∫ t
0
∇τXsf · dXs +
1
2
d∑
i,j=1
∫ t
0
∂ijτXsfd < X
i, Xj >s .
3.1 Itoˆ’s formula for tempered distributions
In order to prove the U¨stunel-Itoˆ’s formula for tempered distributions (see
[19]), we need the following result from the stochastic integration theory in
nuclear spaces (see [20]). Let Tt be a S ′(Rd)-valued continuous predictable
process and Xt be a continuous semimartingale, then
∫ t
0
TsdXs is the unique
S ′(Rd) valued semimartingale such that for all ϕ ∈ S(Rd),
(
∫ t
0
TsdXs)(ϕ) =
∫ t
0
Ts(ϕ)dXs.
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Lemma 3.1 Let T ∈ S ′(Rd), X be a Rd valued continuous semimartingale
and V be a continuous finite variation process. Then∫ t
0
τXsι(T )dVs ≈ ι(
∫ t
0
τXsTdVs).
Proof: Let ι(T ) = [Tβ ] and ϕ ∈ S(Rd). Since limβ→∞ Tβ = T we have
lim
β→∞
τXs(ω)Tβ(ϕ) = τXs(ω)T (ϕ)
for all s and ω ∈ Ω.
Applying the Corollary 2.2 and Lemma 2.1 we have that there exists
q ∈ N0 such that
|τXs(ω)Tβ(ϕ)| ≤ |Tβ|−q|τXs(ω)ϕ|q
≤ Pq(|Xs(ω)|) |T |−q |ϕ|q.
By the dominate convergence Theorem we obtain
lim
β→∞
∫ t
0
τXsTβ(ϕ)dVs =
∫ t
0
τXsT (ϕ)dVs.
We conclude that
lim
β→∞
∫ t
0
τXs(ω)ι(T )dVs(ω)β(ϕ) = lim
β→∞
∫ t
0
τXs(ω)Tβ(ϕ)dVs(ω)
=
∫ t
0
τXs(ω)T (ϕ)dVs(ω)
= lim
β→∞
ι(
∫ t
0
τXs(ω)TdVs(ω))β(ϕ),
and the proof is complete.
Proposition 3.3 (Itoˆ’s formula for tempered distributions) Let T ∈
S ′(Rd) and X = (X1, ..., Xd) be a continuous semimartingale. Then
τXtT = τX0T −
d∑
i=1
∫ t
0
∂iτXsTdX
i
s +
1
2
d∑
i,j=1
∫ t
0
∂ijτXsTd < X
i, Xj >s .
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Proof: Applying Itoˆ’s formula (6) to ι(T ) and making use of Proposition
2.4 and Lemma 3.1 we deduce that
ι(τXtT − τX0T −
1
2
d∑
i,j=1
∫ t
0
∂ijτXsfd < X
i, Xj >s) ≈
∫ t
0
∇τXsι(T ) · dXs.
According to an easy modification of Lemma 3.1 (we make use of the
dominated convergence theorem for stochastic integrals) we can to prove
that
∫ t
0
∇τXsι(T ) · dXs ≈ ι(
d∑
i=1
∫ t
0
∂iτXsTdX
i
s). (8)
Then, from the Proposition 2.4 and equality (8) we conclude the proof.
4 Heat equation in H1T (Rd)
We introduce next the concept of expected value (or expectation) for certain
H(Rd)-valued random variables. More precisely, letX be a Rd valued random
variable with E(|X|n) < ∞ for all n ∈ N0 and let f = [fβ] ∈ H(Rd). The
expectation of τXf is E(τXf) := [E(τXfβ)].
We observe that E(τXf) is well-defined as an element of H(Rd). In fact,
by Lemma 2.1, it follows that:
|E(τXfβ)|n ≤ E(Pn(|X|))|fβ|n,
for all β ∈ Nd0.
The remaining of the present section is concerned with the Cauchy prob-
lem for the heat equation,{
ut =
1
2
△u
u0 = f ∈ H(Rd).
(9)
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Definition 4.1 We say that u ∈ H1T (Rd) is a generalized solution of the
Cauchy problem (9) if ut =
1
2
△u in H0T (Rd) and u0 = f in H(Rd).
Proposition 4.1 For every f ∈ H(Rd) there exist a unique solution to the
Cauchy problem (9) in H1T (Rd).
Proof: Step 1 ( Existence) By Itoˆ’s formula (6) we have
τBtf = f −
∫ t
0
∇τBsf · dBs +
∫ t
0
1
2
△τBsfds. (10)
We observe that: E(
∫ t
0
△τBsfds) =
∫ t
0
E(△τBsf)ds; in fact, this is a
consequence of inequality (5), that E(|Bt|n) <∞ and that E(
∫ t
0
|Bs|nds) <∞
for all n ∈ N0.
Taking expectation in (10) we obtain that
E(τBtf) = f +
∫ t
0
1
2
△E(τBsf)ds.
Thus E(τBtf) solves the Cauchy problem (9).
Step 2 (Uniqueness) We consider the uniqueness. Suppose that u = [uβ]
and v = [vβ] are two generalized solutions of (9), we denote the difference
uβ − vβ by aβ . By the definition, aβ satisfies{
d
dt
aβ =
1
2
△aβ + hβ
aβ(0, ·) = gβ,
(11)
with hβ ∈ HT,0,d and gβ ∈ Hd. Applying the FeynmanKac formula (see [5])
to aβ we get
aβ(t, x) = E˜(gβ(x+ B˜t) +
∫ t
0
hβ(s, x+ B˜s) ds) (12)
where B˜ is a d-dimensional Brownian motion with B˜0 = 0 in an auxiliary
probability space.
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It follows that supt ‖aβ(t, x)‖n ∈ sd, for each n ∈ N0. From this fact
and equation (11) we have that supt ‖ ddtaβ(t, x)‖n ∈ sd. We conclude that
(aβ) ∈ HT,1,d and thus (9) has an unique solution.
Remark 4.1 The proof of existence and uniqueness of Proposition 4.1 can
be extended easily to the following Cauchy problem,{
ut =
1
2
△u+ g,
u0 = f ∈ H(Rd)
(13)
where g ∈ H0T (Rd).
References
[1] S. Albeverio, Z. Haba, F. Russo: A two-space dimensional semilinear
heat equation perturbed by (Gaussian) white noise. Probab. Theory
Related Fields. 121 (2001) 319-366.
[2] S. Albeverio, Z. Haba, F. Russo: On non-linear two-space-dimensional
wave equation perturbed by space-time white noise. Israel Math. Conf.
Proc. 1996, 1-25.
[3] P. Catuogno, C. Olivera, Tempered Generalized Functions and Her-
mite Expansions, Nonlinear Analysis. 74 (2011) 479-493.
[4] P. Catuogno, C. Olivera, On Stochastic generalized functions, Infinite
Dimensional Analysis, Quantum Probability and Related Topics, 14
(2011) 237-260.
[5] M. Freidlin: Functional integration and partial differential equations.
Princeton University Press, 1985.
16
[6] C. Garetto, Topological structures in Colombeau algebras: topological
C-modules and duality theory, Acta Appl. Math. 88 (2005) 81-123.
[7] C Garetto, Topological structures in Colombeau algebras: investigation
of the duals of GC(Ω), G(Ω) and GS(C
n), Monatsh. Math. 146 (2005)
203-226.
[8] C. Garetto, T. Gramchev, Todor, M. Oberguggenberger, ,Pseudodifer-
ential operators with generalized symbols and regularity theory, Elec-
tron. J. Diferential Equations. 116 (2005) 1-43.
[9] H. Kunita, Stochastic flows acting on Schwartz distributions. J. The-
oret. Probab. 7 (1994) 247-278.
[10] H. Kunita, Generalized solution of a stochastic partial differential
equation, J. Theoretical Probability. 7 (1994) 279-308.
[11] M. Oberguggenberger, F. Russo: Nonlinear SPDEs: Colombeau solu-
tions and pathwise limits. Stochastic analysis and related topics, VI
, 319-332, Progr. Probab., 42, Birkhauser Boston, Boston 1998, 319-
332.
[12] Ph. Protter, Stochastic integration and differential equations., Sec-
ond edition. Stochastic Modelling and Applied Probability, Springer-
Verlag, Berlin, 2005.
[13] Y. Radyno, N. Tkhan, N., S. Ramadan, The Fourier transformation
in an algebra of new generalized functions, Acad. Sci. Dokl. Math. 46
(1993) 414-417.
[14] B. Rajeev, From Tanaka’s formula to Ito’s formula: distributions, ten-
sor products and local times. Lectures Notes in Mathematics, Springer-
Verlag, Berlin, 1975 (2001) 371-389.
17
[15] B. Rajeev, S. Thangavelu, Probabilistic representations of solutions
to the heat equation . Proc. Indian Acad. Sci. Math. Sci. 113 (2003)
321-332.
[16] M. Reed, B. Simon,Methods of Modern Mathematical Physics. vol. 1.
Academic Press, 1980.
[17] F. Russo, Colombeau generalized functions and stochastic analysis,
Edit. A.l. Cardoso, M. de Faria, J Potthoff, R. Seneor, L. Streit,
Stochastic analysis and applications in physics , NATO Adv. Sci. Inst.
Ser. C Math. Phys. Sci., Kluwer Acad. Publ., Dordrecht 1994, 329-
249.
[18] L. Schwartz, The´orie des distributions. Hermann, Paris, 1966.
[19] S. U¨stunel, A generalization of Itoˆ’s formula. Journal of Functional
Analysis, 47 (1982) 143-152.
[20] S. U¨stunel,Stochastic integration on nuclear spaces and its applica-
tions. Ann. Inst. Henri Poincar. 18 (1982) 165-200.
18
