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A FOCUS ON CONTENT:
THE USE OF RUBRICS IN PEER REVIEW
TO GUIDE STUDENTS AND INSTRUCTORS
Ilya M. Goldin, PhD
University of Pittsburgh, 2011
Students who are solving open-ended problems would benefit from formative assess-
ment, i.e., from receiving helpful feedback and from having an instructor who is informed
about their level of performance. Open-ended problems challenge existing assessment
techniques. For example, such problems may have reasonable alternative solutions, or
conflicting objectives. Analyses of open-ended problems are often presented as free-form
text since they require arguments and justifications for one solution over others, and stu-
dents may differ in how they frame the problems according to their knowledge, beliefs
and attitudes.
This dissertation investigates how peer review may be used for formative assessment.
Computer-Supported Peer Review in Education, a technology whose use is growing, has
been shown to provide accurate summative assessment of student work, and peer feed-
back can indeed be helpful to students. A peer review process depends on the rubric that
students use to assess and give feedback to each other. However, it is unclear how a rubric
should be structured to produce feedback that is helpful to the student and at the same
time to yield information that could be summarized for the instructor.
The dissertation reports a study in which students wrote individual analyses of an
open-ended legal problem, and then exchanged feedback using Comrade, a web appli-
cation for peer review. The study compared two conditions: some students used a rubric
that was relevant to legal argument in general (the domain-relevant rubric), while others
used a rubric that addressed the conceptual issues embedded in the open-ended problem
(the problem-specific rubric).
iii
While both rubric types yield peer ratings of student work that approximate the in-
structor’s scores, ratings elicited by the domain-relevant rubric was redundant across its
dimensions. On the contrary, peer ratings elicited by the problem-specific rubric distin-
guished among its dimensions. Hierarchical Bayesian models showed that ratings from
both rubrics can be fit by pooling information across students, but only problem-specific
ratings are fit better given information about distinct rubric dimensions.
iv
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It must be stressed that the peer
review process we propose is not
to be used for promotion or salary
increases, but is directed at:
1) programmer education
2) improving cooperation and
communication in a programming
team
3) self-evaluation .
(Anderson & Shneiderman, 1977)
As yesterday's positive report card
shows, childrens do learn when
standards are high and results are
measured.
President George W. Bush,
speaking in support of the No
Child Left Behind Act, New York,
Sept. 26, 2007. (Weisberg, 2007)
Although the students may accept
a teacher's judgment without
demur, they need more than
summary grades if they are to
develop expertise intelligently.
(Sadler, 1989)
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1.0 Introduction
It is desirable to offer feedback to students who are working on open-ended problems, and
to inform instructors about the progress that the students are making. Open-ended prob-
lems may have reasonable alternative solutions, or conflicting objectives. When solving
such problems, students may frame the problems according to their knowledge, beliefs
and attitudes. Analyses of open-ended problems are often presented as free-form text
since they require arguments and justifications for one solution over others.
This dissertation investigates how peer review may help students learn from each other,
and how it may further inform the instructor. Computer-Supported Peer Review in Edu-
cation, a technology whose use is growing, has been shown to provide accurate summa-
tive assessment of student work, and peer feedback can indeed be helpful to students. A
peer review process depends on the rubric that students use to assess and give feedback
to each other. However, it is unclear how a rubric should be structured to produce feed-
back that is helpful to the student and at the same time yields information that could be
summarized for the instructor.
The dissertation describes a study in which students in a course on Intellectual Prop-
erty law wrote individual analyses of an open-ended problem, and then gave feedback
to each other using Comrade, a web application for peer review. The study compared
two conditions: some students used a rubric that was relevant to legal argument in gen-
eral (the domain-relevant rubric), while other students used a rubric that was focused on
legal arguments about the specific conceptual issues embedded in the open-ended prob-
lem (the problem-specific rubric). The study evaluated aspects of validity, reliability and
helpfulness of peer feedback, and compared how different hierarchical Bayesian models
of peer feedback may help in using peer assessment to inform the instructor.
1.1 Motivation
Learning and assessment are difficult in domains such as ethics and the law that involve
analysis of open-ended problems. These problems, sometimes also called ill-defined or
2
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wicked problems (Rittel & Webber, 1973; Voss, Post, Chi, Glaser, & Farr, 1988; Aleven,
Lynch, Pinkwart, & Ashley, 2009), are usually distinguished by a goal that can be per-
ceived only through analysis and refinement, and by allowing multiple acceptable solu-
tion paths. Solvers may frame open-ended problems differently according to their knowl-
edge, beliefs, and attitudes, thereby yielding different representations for the problem in
terms of relevant facts and applicable operators. Analyses of open-ended problems are
often presented as free-form text since they require arguments and justifications for one
solution over others.
Traditionally, instructors have been called on to assess student work and to provide for-
mative feedback. Under the right circumstances, feedback can have a positive impact on
learning outcomes with effect sizes as high as 1.10. (Hattie & Timperley, 2007) However,
feedback is not readily available for those learning to solve open-ended problems. For
practical reasons, instructors cannot give detailed, formative feedback to large numbers
of students on a frequent basis. The fields of Intelligent Tutoring Systems (ITS) and Auto-
mated Essay Scoring (AES) have excelled in generating feedback for some types of exer-
cises, but these techniques cannot easily assess open-ended problem solving expressed in
free-form text.
Some features that make ITS and AES applications so successful are inapplicable to
analysis of open-ended problems. Intelligent tutors can be said to have an inner loop,
over the steps of a solution to a problem, and an outer loop, over a set of problems on
some topic. (VanLehn, 2006) Because the inner loop contains a fine-grained model of a
task, e.g., an enumeration of the known correct and incorrect solution paths through a
physics problem (VanLehn et al., 2005), a student’s actions can be interpreted probabilis-
tically to identify the student’s likely solution path, even if the actions are expressed in
brief snippets of natural language. (A. Graesser et al., 2000; Aleven, Ogan, Popescu, Tor-
rey, & Koedinger, 2004; Jordan, Makatchev, Pappuswamy, VanLehn, & Albacete, 2006) If
the solution path is incorrect, the ITS can provide immediate feedback on student errors.
To solve an open-ended problem, a student may start from many different initial states,
proceed along different solution paths, and arrive at an end state that is good because
it is argued to be so by comparison with other solutions. Accordingly, it can be hard to
build a task model for this kind of problem solving, to detect the student’s solution path,
to evaluate the student’s chosen end state and justification for the end state, and to give
feedback at various intermediate points.
Without an inner loop, some systems can still assess a student’s complete solution and
3
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provide feedback on the product, if not the process. In some domains, solutions may
be subject to objective constraints. (Mitrovic, Martin, & Mayo, 2002) In textual domains,
Automatic Essay Scoring can be used to evaluate features of discourse structure such
as whether or not an essay has a thesis statement or whether the body of a paragraph
matches its topic sentence. (Burstein, Marcu, & Knight, 2003) AES can also detect a stu-
dent essay’s similarity to standard essays at known levels of quality and to check whether
or not a specific topic has been discussed. (Foltz, Gilliam, & Kendall, 2000; Landauer, La-
ham, Foltz, Shermis, & Burstein, 2003) However, solving some open-ended problems may
require feedback with respect to conceptual content in one or more defensible solutions,
or from multiple perspectives, or there may be no way to define a priori what constitutes
an acceptable response. So long as an automated system cannot assess a student’s an-
swer, it cannot update its representation of what the student does and does not know, the
so-called student model. This precludes it from tutoring the student through guidance,
feedback and selection of new problems.
1.2 Approach
To deliver feedback, at a minimum, one must assess a student’s work and formulate feed-
back on the basis of this assessment. Although an instructor or an intelligent tutor con-
ventionally performs both of these tasks, the responsibility for them could be shared by
distinct actors, such as the student’s peers in the same class. The practice of assessing peer
works and exchanging feedback with one’s peers is sometimes called peer review.
First, a student’s peers constitute an alternative source of formative feedback. Even if
student peers are novices by comparison with the instructor, they are likely more knowl-
edgeable than similarly situated students who are not enrolled in the class, and by virtue
of shared classroom experience they understand the context for the works that their class-
mates are producing. Second, the peers are also a source of assessment, which can serve
as a basis for feedback or other response by an instructor or an ITS. For example, if an
instructor could know that students had mastered some knowledge components but not
others, then the instructor could deliver individualized feedback or class-wide instruc-
tion that took these levels of mastery into account. Arguably, assessment is required even
when it is desirable to give only correct-answer feedback. (Shute, 2008) Nonetheless, be-
cause student peer reviewers are novices, scaffolding may be necessary to ensure that they
assess each other accurately and provide high quality feedback.
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At present, despite a great deal of peer review research, e.g., (Strijbos & Sluijsmans,
2010; I. M. Goldin, Brusilovsky, Schunn, Ashley, & Hsiao, 2010), it is unclear how to share
the responsibilities of assessment and feedback formulation with students in a way that
encourages accurate assessment and formative feedback. This is the research goal of this
dissertation.
A peer review experience that provides students with formative feedback and allows
them and their instructor to gauge their performance requires a structured way of eliciting
assessments and feedback from peer reviewers. This structure is assembled from several
components, namely prompts, criteria, and rubrics, explained below.
1.2.1 Peer Review
Peer review, including computer-supported peer review, has a long history in education
research. (Patterson, 1996; Zeller, 2000) Peer review can be administered in many ways
and aimed at improving many distinct outcomes. (Topping, 1998; Falchikov & Goldfinch,
2000; Gielen, Peeters, Dochy, Onghena, & Struyven, 2010)
The most basic peer review process is that students produce works, exchange these
works, and finally review (i.e., read and assess) each other’s works. All other steps may
be omitted, depending on the context. For example, in many implementations peers not
only review works, they also record their assessments, these assessments may further be
delivered to the peer authors, and the authors may be asked to produce a subsequent
draft.
Some of the advantages of peer review include the following. Students benefit in that
receiving feedback from multiple peers’ on the first draft of an assignment can lead them
to improve the quality of their second drafts even more than receiving feedback from an
expert. (Cho & Cho, 2007) Student authors receive an extra channel of feedback in ad-
dition to and distinct from assessment by the instructor or self-assessment (Sluijsmans,
1998), and, in playing both roles of author and reviewer, students may learn from engag-
ing in an authentic activity in the many professional domains that institutionalize peer
review.
Peer review may be used to provide formative and summative assessment. (Topping,
2010) Whether or not it is aimed at convergence with instructor assessment, or as an inde-
pendent perspective that may be valid and informative on its own, peer review can facili-
tate opportunities for formative feedback beyond what instructors alone can provide. For
example, it can enable instructors to assign exercises in which students work on multiple
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drafts of analyzing and writing about an open-ended problem. When student authors
receive feedback from peer reviewers, they practice skills such as seeing their own work
from other perspectives, revising with the reader in mind, responding to criticism, and
integrating information from multiple sources. In addition, the task of reviewing others’
work lets students practice cognitive skills including evaluation and critiquing, as well as
social skills such as framing their feedback so that it is useful to the author.
The purpose of feedback is to help assessees understand what performance they should
aim for, their level of current performance, and how to improve their performance. (Hattie
& Timperley, 2007) To elicit this feedback, we can use prompts. In psychological research,
prompts have historically been used to elicit specific kinds of information and to stimulate
particular cognitive or metacognitive activity. For example, prompts have been used to
elicit self-explanations (Chi, Leeuw, Chiu, & LaVancher, 1994), to encourage monitoring
and reflection in individual writing (Hübner, Nückles, & Renkl, 2006) and in online con-
versation (Baker & Lund, 1997), to develop arguments (Bereiter & Scardamalia, 1987), and
to stimulate explanation and elaboration between peers (King, 1997). Feedback may be
gathered in many forms, including numeric ratings and written comments. For example,
ratings on a grounded Likert scale can indicate the current performance levels. However,
ratings are likely to function normatively, and normative feedback that is unexplained
and unelaborated may impede learning. (Shute, 2008) Thus, prompts that request rat-
ings should also request explanatory comments. (Wooley, Was, Schunn, & Dalton, 2008)
In addition to explaining a rating, comments can suggest ways for the assessee to im-
prove performance. The resulting peer feedback should allow students to monitor and
self-regulate their writing. (Hacker, Keener, & Kircher, 2009)
1.2.2 Criteria and Rubrics
Criteria are abstract ideals to which students (ought to) aspire, and against which one
hopes to assess student performance.1 A rubric (H. G. Andrade, 2000) is an operational
definition of the criteria of interest. Each of a rubric’s dimensions defines a single criterion,
and each dimension spans a range of performance levels, e.g., from poor to proficient.
The choice of rubric influences the experience of both reviewers and authors. The first
research question of this dissertation is how the choice of rubric can stimulate reviewers
to produce formative feedback and accurate assessment. Additionally, it is desirable to
1While this explanation is sufficient for the present discussion, note that it collapses the notions of ’criterion’
and ’standard’; cf. (Sadler, 1987)
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define a rubric that reflects the true range of performance in student work, and to avoid
a rubric in which some dimensions are redundant or uninformative. More subtly, pre-
senting a rubric to the students is a teaching act in itself, because it communicates what
assessment criteria the instructor considers to be important, what constitutes high and
low quality performance in terms of normative standards, and how an expert may assess
work in this domain.
This dissertation examines two approaches to rubric design: optimizing for generality
versus optimizing for fit to open-ended problems.
A rubric’s generality may be domain-independent, domain-relevant, or problem-specific.
A domain-independent rubric refers to criteria that could apply to any domain. For in-
stance, in the SWoRD system, criteria such as insight, logic and flow (Cho & Schunn,
2007) may be used to assess writing in an engineering ethics class as well as in a class on
research methods in cognitive psychology.
By comparison, a domain-relevant rubric contextualizes general criteria within a do-
main, and is is less generally applicable than a domain-independent rubric. For example,
the general assessment criterion of logic pertains to whether or not the paper presents a
well-reasoned argument, backed by evidence. This may be operationalized within engi-
neering ethics case analysis with reference to domain-relevant argument structures such
as general ethical issues and unknown morally relevant facts. (Harris, Pritchard, & Ra-
bins, 2000) Domain-relevant criteria need not be specific to argumentation as a rhetori-
cal mode. The key distinction from domain-independent rubrics is that domain-relevant
rubrics are grounded in the ideas and terminology of the domain.
A problem-specific rubric is least general in that it incorporates elements of the problem
explicitly. For instance, students in a zoology course were asked to produce a summary
of a research paper and to assess each other’s summaries. One prompt in that rubric
was “Does the summary state that the study subject was the great tit (Parus major) or
the Wytham population of birds? AND does the summary further state that the sample
size was 1,104 (egg) clutches, 654 female moms, or 863 identified clutches?” (Walvoord,
Hoefnagels, Gaffin, Chumchal, & Long, 2008)
These differently-scoped criteria are sometimes combined in a single rubric for one as-
signment. The same zoology rubric also contained a domain-independent prompt, “How
would you rate this text?”
How a rubric fits analysis of open-ended problems may be influenced by the rubric’s
underlying philosophy. An analysis of an open-ended problem often needs to be an argu-
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ment. This may be addressed via criteria focused on the mechanics of argument per se. For
example, a domain-independent argument-oriented rubric could be based on rhetorical
elements such as claims, warrants and evidence (Toulmin, 2003), and a domain-relevant
argument-oriented rubric could contextualize these rhetorical elements in argument skills
often practiced in the domain (e.g., citing precedents). Alternatively, a rubric may focus
on the content of the argument. A key structure in analysis of an open-ended problem
is the set of conceptual issues that tie together relevant facts and that facilitate evalua-
tion of alternative solutions. For example, criteria for evaluating solutions to a computer
programming assignment may focus on concepts of object-oriented programming such as
abstraction, decomposition and encapsulation. (Turner, 2009)
Optimizing for rubric generality versus for fit to open-ended problems is a trade-off.
On the one hand, some assessment experts recommend that instructors devise generally
applicable criteria. One guide to teachers on formative assessment states that a rubric
that is practical “is of general value; that is, it is not task specific; it can be used to eval-
uate performance in response to a number of different tasks.” (Stiggins, 2005, p. 160)
Domain-relevant rubrics can be reused across many open-ended problems in a domain,
and domain-independent rubrics can be reused even more broadly than domain-relevant
ones. Developing separate problem-specific rubrics for each problem may be a burden on
the instructor.
On the other hand, it is much easier to structure a problem-specific rubric in terms of
concept-oriented criteria than a domain-relevant rubric. This is because given a single
problem, even an open-ended one, it may be possible to arrive at a short list of conceptual
issues that could or should be addressed in a student’s analysis. Enumerating all concepts
that could be relevant to a domain is an enormous undertaking, and a rubric that does so
would have too many dimensions to be usable in practice. By making explicit the deep
features of a problem, a concept-oriented rubric focuses reviewer attention on what the
author had to analyze, and provides a context for the analytical and writing activities.
Notably, the levels of performance measured by a concept-oriented criterion may still
focus on logical rigor and written expression of argument so that these valuable aspects
of domain-independent and domain-relevant criteria are retained.
As far as known, rubrics of any scope and with a focus on either domain-relevant skills
or problem-specific concepts can elicit feedback regarding the key feedback questions
Where am I going? How am I going? and Where to next? (Hattie & Timperley, 2007)
Given the growth in popularity of and potential impact of peer assessment for analysis of
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open-ended problems, it is important to investigate the trade-off of rubric generality and
rubric fit.
1.2.3 Artifacts of Peer Review
Peer review yields a rich variety of artifacts that can serve as raw data for characterizing
student behaviors in ways that shed light on outcomes of interest. The artifact gener-
ation is a secondary benefit of authentic activities of peer such as generating formative
feedback and normative assessment, and helping students practice writing, and cognitive
and social skills. Artifact generation is amplified by the multi-participant nature of peer
review, and by sub-processes such as peer assessment of student-authored works, and
peer assessment of the peer reviews themselves. Computer technology facilitates the data
collection and enables efficient administration of peer review.
The second research question of this dissertation, elaborated below, is whether these
artifacts can be used to derive accurate measures of student performance that may be in-
formative to an instructor or an ITS. Conventionally, tutoring systems assess a student’s
knowledge by eliciting fine-grained information from the student, and by interpreting
this information with reference to a domain model. (VanLehn, 2006) Such fine-grained
information is not available for students engaged in analyzing open-ended problems.
Nonetheless, because peer review elicits assessments of student knowledge from peer
reviewers, if such assessments could be mined and synthesized, they may fit the role of
a student model for an intelligent tutoring system. Similarly, educators could find in-
formation on students’ proficiencies and weaknesses to be helpful, such as for planning
future instruction. (In fact, it could be that such information can be mined in sufficient
quantity that interpretation may require guidance from intelligent instructor support.)
However, it is unclear how to structure rubrics such that they both provide formative
feedback to students and information to be synthesized by an automated process, and
even well-structured rubrics need to be validated. It is also unclear how the synthesizing
process should work, and whether the synthesis of an individual student’s assessments
could incorporate information from outside of the peer review setting or from patterns of
behavior that are generalized from other students.
As a basis for this synthesis, artifacts of peer review may be modeled statistically based
on a conception of peer review as a social network or graph with every student as a node.
When the student acts as a reviewer, there are outbound edges from this student to the
peer authors whose work she is reviewing. When the student acts as an author, there
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are inbound edges to this student from the other students reviewing her work. Thus,
the feedback received by a student is that student’s inbound feedback, and the feedback
given by a student is that student’s outbound feedback. In peer review exercises where
authors “back-review” their inbound feedback, the back-reviews received by a reviewer
are the reviewer’s inbound back-reviews, and the back-reviews given by an author are
outbound back-reviews. One way to derive performance measures based on this model
is by aggregating inbound feedback (i.e., the feedback received by a single author from
multiple reviewers). Inbound ratings of a single work can be averaged for reliable sum-
mative assessment. (Cho & Schunn, 2007; Paré & Joordens, 2008) Inbound comments on
an analysis of an open-ended problem may suggest different perspectives on the problem
and different ways of improving the analysis.
1.3 Research Questions
In the work described here, we compared the differential effects of problem-specific, concept-
oriented criteria and domain-relevant, rhetorically oriented assessment criteria. We chose
these two because, as explained above, they represent an important trade-off.
This trade-off bears on eliciting accurate assessment and formative feedback in peer
review. Since student peers are novices, there ought to be value in prompting them to
focus on the conceptual issues that are the subject of class instruction and that are relevant
to the open-ended problem under analysis. This should lead to feedback that is grounded
in the conceptual issues and is thus more helpful to the authors. Similarly, peer assessment
ought to be more accurate if it is focused on appropriate deep features.
This trade-off also bears on exploiting artifacts of peer review to characterize student
behaviors. Predictive statistics and machine learning value models that fit the data and
that do not overfit the data. Not coincidentally, the search for the right model to char-
acterize student behaviors via artifacts of peer review is analogous to the search for the
right rubric to assess student work. A peer review process that is structured in terms of
useful abstractions should yield peer review artifacts that are structured in terms of the
same abstractions, which may facilitate data mining and model fitting.
Specifically, the dissertation addresses two sets of research questions. First, we con-
sidered the effects of supporting reviewers with problem-specific and domain-relevant
rubrics. To check the validity of the two types of reviewer support, the ratings elicited
by these rubrics were correlated with instructor scores, and this was compared against
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the correlation of performance on an objective test with instructor scores. We also ex-
amined the reliability of both types of ratings. In light of these reliability and validity
findings, we inquired whether or not reviewers are responsive to the analytic design of
the two rubrics, or if they treat the rubrics holistically, with a special focus on the validity
of problem-specific conceptual distinctions given the novelty of that rubric. Finally, the
ratings from each rubric were evaluated for helpfulness to peer authors, with checks on
whether such helpfulness evaluation is valid and affected by reviewer-author reciprocity.
This is covered in chapter 3.0 .
Second, we looked at how data generated in the process of peer review can be modeled
and mined to inform an instructor or an ITS. We inquired whether the peer review process
contains useful latent information, and we examined how this latent information helps
in using peer assessment as a proxy for instructor assessment. An important aspect of
this investigation considers whether the additional complexity required for sophisticated
modeling to extract latent information is a worthwhile trade-off for the inferences sup-
ported by the models. Specifically, we built several hierarchical Bayesian models of peer
ratings. These models different in their parametrizations, such as by assuming the mutual
independence of the students enrolled in a given course or by relaxing that assumption,
and by representing rating dimensions separately or by collapsing them together. We
evaluated and compared the models. This is discussed in chapter 4.0 .
Finally, chapter 2.0 reviews related work, and chapter 5.0 concludes by discussing the
contributions of this research and directions for future work.
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As previewed in the introduction, this dissertation brings together several threads. The
chief aim of the thesis is to explore how formative assessment on student analyses of open-
ended problems may be provided by student-to-student peer review. The related work
discussed below explains what open-ended problems are and how student solutions may
be assessed. Since open-ended problems are often analyzed in writing, the related work
includes assessment of writing, especially with rubrics; the involvement of students in
assessment; the use of computers to support peer review and the role that rubrics can play
in that; and why some alternative educational technologies struggle to provide formative
assessment for open-ended problems.
2.1 Open-ended Problems
The notion of open-ended problems has been been explored under many names, includ-
ing open-ended, ill-defined, ill-structured, and wicked, and in many domains, including
architecture, law, design, and urban planning. (Lynch, Ashley, Aleven, & Pinkwart, 2006;
Buchanan, 1992; Rittel & Webber, 1973) There is no single element that makes problems
open-ended. Instead, open-endedness is a continuum, and just how open-ended a prob-
lem is depends on an accumulation of characteristics. (Voss et al., 1988) The more of the
following characteristics a problem has, the farther away it is from well-defined problems.
(1) The goal is vaguely stated, and requires analysis and refinement in order
to make the particular issue tractable. (2) The constraints of the problem typi-
cally are not in the problem statement; instead, the solver needs to retrieve and
examine the constraints. . . (3) Different solvers may vary considerably in the
nature and contents of each of the [representation and solution] phases. This is
because ill-structured problems may be approached in different ways, accord-
ing to the solver’s knowledge, beliefs, and attitudes. (4) Solutions. . . usually
are regarded in terms of some level of plausibility or acceptability. Further-
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more, solution evaluation may be a function of the evaluator’s knowledge
and beliefs. . . (5) When a solution is stated, it usually is justified by verbal
argument. . . (6) [T]o know if [a solution] would ‘‘really work’’ would require
implementation and subsequent evaluation. When to terminate discussion of
the solution is thus somewhat arbitrary. (7) The size of the database required
for most ill-structured problems and the difficulties in accessing it make sim-
ulation difficult. (Voss, Hitchcock, & Verheij, 2006)
This description of open-ended problems implies that these problems often require fram-
ing (e.g., items 2 and 3), that their solutions are often expressed as free-form text (items
5 and 6), and that no deterministic algorithms exist for solving an open-ended problem,
only heuristic techniques to guide the analysis (items 1, 6, and 7). (Maner, 2002) These
aspects of open-ended problems present a challenge both to the students learning to solve
them, and to the instructors who need to assess student learning.
For instance, an engineering ethicist may assign students to analyze a case such as the
explosion of the Challenger shuttle (Pinkus, 1997), and to explain what aspects of pro-
fessional engineering practice may have contributed to the explosion. The case analysis
method taught in a popular textbook (Harris et al., 2000) asks students to consider the
morally relevant facts of the case, both known and unknown; to structure the analysis via
the conceptual issues that can relate the facts to each other; to use their moral imagination
to propose and compare alternative resolutions to the dilemma; and finally to justify a
particular resolution. Although a whole class of students may follow this procedure in
analyzing a particular case, their answers may vary greatly because students will differ
in how they frame the case. To frame a case is to state one’s perspective on what issues
are salient in a case, and which are less important. Framing also invites discussion of how
professional codes of ethics bear on the case, and whether previous cases constitute rele-
vant analogies. Framing further necessitates mapping these considerations to the facts of
the case at hand.
One area of research into open-ended problems has been expert-novice studies. These
have shown that when novices approach a problem, they may recognize both deep and
superficial types of features, and they tend not to distinguish the two types. On the con-
trary, experts look past the surface to focus on a problem’s deep features. For example,
one way to determine deep features in physics is to ask experts to group problems to-
gether and to describe the rationale for the grouping: “If ’deep structure’ is defined as the
underlying physics law applicable to a problem; then, clearly, this deep structure is the
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basis by which experts group the problems.” (Chi, Feltovich, & Glaser, 1981) Noting deep
similarities between the problem at hand and other known problems allows an expert to
reuse the known problems’ solutions and to make an argument for one solution over an-
other. The ability to map between problems based on their deep features has been used
in experiments as a measure of understanding. (Wiley & Voss, 1999)
Continuing the engineering ethics example, the deep features likely translate to what
may be called a “conceptual issue.” (Harris et al., 2000) In the Challenger case, one con-
ceptual issue was the chain of command in terms of deciding whether or not to launch the
shuttle; the morally relevant facts include the individual and organizational actors in the
case and their authority relationships. That this is a useful abstraction that can be brought
to bear in analyzing this problem is not obvious to a novice. Part of education in engi-
neering ethics is to explain how this abstraction arises in this and other cases. Students’
written analyses of a problem can be assessed in terms of whether the abstraction is la-
beled by its formal name, whether it is defined from first principles, and whether applied
to the facts of the problem. (I. Goldin, Pinkus, & Ashley, n.d.) Thus, “relationship between
engineer and manager” a basis for an assessment criterion for the Challenger case, and it
may naturally be used as a dimension of a problem-specific rubric.
2.2 Assessment of Writing
Assessment may be used for summative or formative purposes, the latter being the focus
of this dissertation. Formative assessment may be seen as based on two key components:
a student’s work needs to be evaluated with respect to a rubric, and this evaluation must
be made useful to the student either directly or indirectly (e.g., via an instructor). This
interpretation of formative assessment is rooted in recent literature on formative assess-
ment. (Cizek, 2010; Shute, 2008) As summarized by Cizek (Cizek, 2010), the theory of
formative assessment was originally developed by Scriven in the context of program eval-
uation, and Bloom and colleagues applied it in the context of student learning and distin-
guished it from summative assessment. (Scriven, 1966; Bloom, Hastings, & Madaus, 1971)
More recently, in the words of (Cizek, 2010), formative assessment has been described
as “a tool for helping to guide student learning as well as to provide information that
teachers can use to improve their own instructional practice.”(Shepard, 2006) This view
of formative assessment fits with this dissertation’s vision for peer review, and it is more
expansive than an alternative definition that only feedback that leads to an improvement
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in learning outcomes may be termed formative. (Shute, 2008)
Theory on assessment has noted that an instructor wishing to assess student work must
often make “qualitative judgments”, which are characterized as follows:
1) Multiple criteria are used in appraising the quality of performances. 2) At
least some of the criteria used in appraisal are fuzzy ... A fuzzy criterion is an
abstract mental construct denoted by a linguistic term which has no absolute
and unambiguous meaning independent of its context. 3) Of the large pool
of potential criteria that could legitimately be brought to bear for a class of
assessments, only a relatively small subset are typically used at any one time.
4) In assessing the quality of a student’s response, there is often no indepen-
dent method of confirming, at the time when a judgment is made, whether the
[judgment] is correct. 5) If numbers (or marks, or scores) are used, they are
assigned after the judgment has been made, not the reverse. ...
It is also useful to make a distinction among end products according to
the degree of design expected. ... [In fields such as writing] design itself is
an integral component of the learning task.... Wherever the design aspect is
present, qualitative judgments are necessary and quite divergent student re-
sponses could, in principle and without compromise, be judged to be of equiv-
alent quality. (Sadler, 1989)
In other words, the assessment of writing is in itself an open-ended problem, which is
separate from the open-ended problem that the student is analyzing.
Instructors may assess written works for many reasons. In particular, they may assess
writing to measure students’ analytical skills, knowledge, and understanding (Stiggins,
2005), which are especially relevant to writing in the content disciplines. For the pur-
pose of formative peer assessment, relevant writing assessment techniques include holis-
tic scoring, primary trait scoring, and analytic scoring. (O’Neill, 2009) The scholarship on
these techniques is vast, and sometimes uses conflicting language; cf. the definitions of
holistic scoring in (Cooper, 1977) and (Wolcott & Legg, 1998) The following brief sum-
mary does not aim to be a definitive statement and merely describes how these terms are
used in this document.
Holistic scoring evaluates an entire essay at once; its motivation is that an essay is more
than the sum of its “atomistic” (Lloyd-Jones, 1977) parts. According to (O’Neill, 2009),
its roots were at the Educational Testing Service (Godshalk, Swineford, & Coffman, 1966),
which needed to develop a methodology for rapid, reliable, summative assessment of
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writing samples. Although a rater may choose to provide formative feedback after arriv-
ing at a holistic impression, the scoring does not facilitate this directly. In practice, holistic
scoring is used normatively, i.e., to rank a written work relative to other works, rather
than to evaluate the work against some fixed standard irregardless of the quality of other
works.
Primary trait scoring, a counter-point to holistic scoring (Lloyd-Jones, 1977), proposes
that different rhetorical modes—expressive, persuasive, and explanatory—deserve dis-
tinct approaches to scoring. Given a mode and a writing assignment, an assessment ad-
ministrator ought to create a scoring guide that is focused on some particular primary
trait, e.g., “imaginative expression of feeling through inventive elaboration of a point of
view.”(Lloyd-Jones, 1977) The assessment of the essay is to be based solely on the pri-
mary trait, and not other elements of writing. (Wolcott & Legg, 1998) Primary trait scoring
is problem-specific: “A wide open subject, such as that allowed in conventional holistic
scoring, permits each writer to find a personally satisfying way to respond, but in Primary
Trait Scoring a stimulus must generate writing which is situation-bound.” (Lloyd-Jones,
1977) Because of the focus on a single trait and on one assignment, primary trait scoring
can be used to provide detailed formative feedback to students.
The analytic scoring method rejects the “essay as a whole” holistic approach as not pro-
viding sufficiently justified judgments of writing quality, and aims to evaluate written
works based on multiple well-articulated elements of writing. Where holistic scoring pro-
vides a single score that sums up all the qualities of an essay, analytic scoring provides one
score for each element of interest. An early factor analysis of the comments of indepen-
dent readers of a 300 essay corpus determined the following elements: ideas, form, flavor,
mechanics, and wording. (Diederich, French, & Carlton, 1961) As pointed out in (Wolcott
& Legg, 1998), while large-scale standardized assessments require consistency in scoring
across essays, in classroom use, instructors may adapt the scoring guide to the assignment
at hand and supplement the score for each element with individualized feedback.
Assessment instruments are traditionally evaluated in terms of validity, which exam-
ines whether the instrument really measures what it is purported to measure, and relia-
bility, which looks at whether the instrument produces a consistent result, e.g., when used
by different assessors or on different occasions. The relative importance of validity and
reliability to educators has not remained constant over time (Huot, 1990; Yancey, 1999;
O’Neill, 2009), due in part to the inherent tension between these concepts: “The greater
the reliability of an assessment procedure, the less interesting a description it provides of
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writing.” (Williamson, 1994) Or, more bluntly: “The concepts of theoretical interest (in
psychology and education) tend to lack empirical meaning, whereas the corresponding
concepts with precise empirical meaning often lack theoretical importance.” (Torgerson,
Scaling Theory, & Methods, 1958), cited in (Lord, Novick, & Birnbaum, 1968), itself cited
in (Williamson, 1994). 1
For example, an oft-cited modern analytic scoring rubric distinguishes among Six Traits
of writing (ideas/content, organization, voice, word choice, sentence fluency, and conven-
tions). (Spandel & Stiggins, 1996) One evaluation of the Six Trait rubric found that it has
high inter-trait (inter-dimension) correlation, which suggests that its dimensions are not
measuring distinct aspects of writing, and that it suffers from low test-retest reliability.
(Gansle, VanDerHeyden, Noell, Resetar, & Williams, 2006) That study also found that an
alternative, Curriculum-Based Measures, has less inter-dimension correlation and higher
reliability. Curriculum-Based Measures assesses writing aspects such as the number of
correctly spelled words, and the number of correctly capitalized words (Jewell & Malecki,
2005), but such measures do not seem applicable to advanced levels of writing, such as
one would expect from college students. Further, it is unclear that an instructor could act
on the information provided by Curriculum-Based Measures, or that Curriculum-Based
Measures could shed light on the quality of a student’s solution of an open-ended prob-
lem.
As noted in (Deane & Quinlan, 2010), multiple studies have found that distinct traits of
essay quality are highly correlated (T. McNamara, 1990; Lee, Gentile, & Kantor, 2008), and
such inter-trait correlation may motivate the use of holistic scoring over analytic scoring.
Thus, despite a variety of theoretical and practical approaches to writing assessment,
the problem is far from solved.
2.3 Student-involved Assessment
Possible sources of assessment include not only the instructor, but also the students them-
selves. Student-involved assessment for learning may include peer assessment and self-
assessment, and both can be administered for summative or formative reasons.
Students and instructors may arrive at different views of peer assessment. One cause of
this may be that “the instructor has access to grades for all papers, whereas the students
1The duopoly of validity and reliability has itself been criticized for ignoring other characteristics, e.g.,
(Baartman, Bastiaens, Kirschner, & Vandervleuten, 2006), including in peer assessment settings (Ploegh,
Tillema, & Segers, 2009).
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only see grades on their own papers (and perhaps one or two more by social comparisons
with friends).” (Cho, Schunn, & Wilson, 2006)
More broadly, however, students may view peer assessment differently from the in-
structor if the students do not share the instructor’s expectation that the purpose of as-
sessment is formative. The different impacts of summative and formative assessment on
students are vividly illustrated by two recent studies. In an experiment in which stu-
dents engaged in formative self-assessment, researchers report that the students “had
positive attitudes toward self-assessment after extended practice; felt they can effectively
self-assess when they know their teacher’s expectations; claimed to use self-assessment to
check their work and guide revision; and believed the benefits of self-assessment include
improvements in grades, quality of work, motivation and learning.” (H. Andrade & Du,
2007) By contrast, in another study where students engaged in summative self-assessment
and peer assessment, they “felt it impossible to be objective when considering their own
work. In peer-assessment, the students found it difficult to be critical when assessing the
essay of a peer. The students found it easier to assess technical aspects of the essays when
compared to aspects related to content.” (Lindblom-ylanne, Pihlajamaki, & Kotkas, 2006)
Students tend to be skeptical of summative peer assessment even if it is accurate. (Draaijer
& Boxel, 2006)
These findings are consistent with empirical research on feedback. As summarized
in (Shute, 2008), “features of feedback that tend to impede learning include: providing
grades or overall scores indicating the student’s standing relative to peers, and coupling
such normative feedback with low levels of specificity (i.e., vagueness).”
These findings are also consistent with theory of formative assessment. Students need
to understand what performance they should aim for, their level of current performance,
and how to improve their performance. (Sadler, 1983; Hattie & Timperley, 2007) Criteria-
referenced peer assessment is one way that students may receive information on all three
of these elements.
The most readily available material for students to work on for evaluative and
remedial experience is that of fellow students. ... [Peer review is important
because] it is clear that to build explicit provision for evaluative experience
into an instructional system enables learners to develop self-assessment skills
and gap-closing strategies simultaneously, and therefore to move towards self-
monitoring. (Sadler, 1989)
In writing in particular, theories of writing and revision (Alamargot & Chanquoy, 2001)
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also note that authors need to be able to understand the quality of their works in progress
and how to improve them. For example, this is implied in the Compare and Diagnose
steps of the Compare-Diagnose-Operate procedure. (“Does learning to write have to be
so difficult”, 1983)
By way of illustration, one instructional technique that may enhance formative assess-
ment is joint student-instructor articulation of assessment criteria. (Stiggins, 2005) This
may be employed in peer assessment settings:
By involving students in the design of instruction and assessment, they be-
come aware of how and on what knowledge and skills they are assessed. Peer
assessment can be conceived as an evaluative device, but in our approach it is
also a powerful learning activity. [If a test is] kept under lock and key...there
is virtually no way that students can “learn by doing” as happens through en-
gaging in a performance-based assessment in which they are involved as one
of the assessors. (Sluijsmans & Prins, 2006)
Similarly, in self-assessment, student articulation of criteria is theorized to complement
and catalyze self-regulated learning. (H. L. Andrade, 2010)
Instructors both generate and receive assessment judgments. “Broadly speaking, feed-
back provides for two main audiences, the teacher and the student. Teachers use feedback
to make programmatic decisions with respect to readiness, diagnosis and remediation.
Students use it to monitor the strengths and weaknesses of their performances, so that
aspects associated with success or high quality can be recognized and reinforced, and
unsatisfactory aspects modified or improved.” (Sadler, 1989) Instructors need to make
decisions that affect individual assessees (e.g., whether to recommend additional exer-
cises) as well as large groups of students (e.g., whether to re-teach subject matter that is
challenging to all the students in the class).
Thus, while students may be invited to engage in summative peer assessment, they
may mistrust it, and it will not help them develop self-monitoring ability. On the contrary,
formative peer assessment is motivated theoretically and empirically.
2.4 Computer-supported Peer Review in Education
Peer review may be implemented in many different ways in service of a variety of out-
comes in many instructional settings. (Gielen, Dochy, & Onghena, 2010) Because of such
19
2.0 Related Work
diversity, the nomenclature surrounding peer review is not standardized, which may lead
to confusion among both practitioners and researchers. Topping’s review (Topping, 1998)
addresses literature on “peer assessment, peer marking, peer correction, peer rating, peer
feedback, peer review and peer appraisal.” As (Armstrong & Paulson, 2008) points out,
there are distinctions among peer review, peer response, peer editing, peer evaluation,
and peer criticism or critique, all of which may take place in writing-oriented courses.
We have also encountered the term “workshopping” (i.e., critiquing each other’s work in
a writers’ workshop). Only some of these practices involve formative assessment. For
instance, “peer marking” asks student peers to evaluate each other’s work summatively,
e.g., for a grade. (Paré & Joordens, 2008)
An early example of software for peer review in education, Peer Grader, was used as
early as 2000 to review student-written research papers, to support students in compiling
bibliographies relevant to class lectures, to annotate lecture notes, to make up original
problems, to review other students’ designs, and to do weekly reviews in independent-
study courses. (E. Gehringer, 2000) Since then, the research on peer review systems, their
use cases, their interfaces, and implications for the learning sciences has increased dramat-
ically, including a recent workshop (I. M. Goldin et al., 2010), a special issue of a journal
(Strijbos & Sluijsmans, 2010), and another special issue in progress (Schunn, Ashley, &
Goldin, n.d.).
Depending on how broadly one construes peer review, as of this writing, dozens of
systems for computer-supported peer review in education have been implemented by
educators, researchers, and commercial vendors, and more or less formal evaluations of
many have been published in the academic literature. The chief benefit of these systems,
aside from any theoretical perspective on peer review, is that they enable peer review
in instructional settings where its manual implementation would be practically impossi-
ble. This is achieved through automation of key processes, such as collection of student
assignments, distribution of these to peers for review, collection of reviews with regard
to a rubric, delivery of this structured feedback to peer authors, blinding reviewers and
authors for anonymous communication, assignment of reviewers to authors, and back-
evaluation of reviews from authors to reviewers. The number of these systems speaks to
how easy it is to implement a basic system with high utility. Indeed, before dedicated
software was available, general-purpose software, e.g., conferencing systems, were used
to conduct peer review exercises. (Cunningham, 1994)
Computer-supported peer review is used in instruction in virtually all academic dis-
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ciplines, with especially significant research communities in writing, computer science,
nursing, and second language education. Some promising research directions include
the following. Domain-specific educational practices may be exploited to integrate peer
review for maximal pedagogical usefulness; in computer science, students may get feed-
back on their programs both from peer reviewers and from automated testing tools, and
the generation of the assignments themselves may be parametrized to ensure that review-
ers and authors have distinct assignments. (Zeller, 2000) Peer assessment, self-assessment,
and collaborative assessment may be combined within a single system to enrich the space
of instructional activities. (Gouli, Gogoulou, & Grigoriadou, 2008) Criteria-based self-
assessment (Li & Kay, 2005) can be used to generate a “scrutable” student model (Weber
& Brusilovsky, 2001), i.e., one that a student can examine and modify. Rather than as-
signing students to review works selected randomly or letting students choose works
to review, peer works may be assigned or recommended to individual reviewers based
on characteristics of the reviewer, author, and the work itself (Crespo García, Pardo, &
Delgado Kloos, 2006; Masters, Madhyastha, & Shakouri, 2008), but the literature on ef-
fective group composition is not definitive, cf. (Webb, Nemer, & Zuniga, 2002; Hsiao &
Brusilovsky, 2008). Students who peer review papers that score low in terms of peer as-
sessment may produce better second drafts than students who peer review high-scoring
papers. (Cho & Cho, 2007) Reviews, whether numeric or textual, may be evaluated au-
tomatically with machine learning techniques, which can serve as a basis for formative
or summative assessment. (Cho, 2008; Xiong, Litman, & Schunn, 2010; Ramachandran &
Gehringer, 2010) Preventing authors from knowing reviewer identity increases the num-
ber of critical reviewer comments and improves writing performance on a transfer task.
(Lu & Bol, 2007)
The finding that summative peer assessment is very similar to summative assessment
by an instructor has been noted multiple times. Combining the opinions of multiple re-
viewers for each essay provides a more reliable estimate of the quality of the essay than a
single reviewer’s opinion; for example, if the correlation of reviewer and instructor scores
is 0.6, an effective reliability of combined reviewer scores of 0.9 requires about 6 reviewers.
(Cho & Schunn, 2007) Reviewers may be evaluated via the numeric ratings they produce,
e.g., in terms of metrics such as systematic difference, consistency, and spread. (Cho &
Schunn, 2007) These evaluations may be factored into a summative peer assessment of
an author’s work as a differential weight on the scores given by the reviewers, and these
evaluations may be computed at the same time as the quality of the peer author works
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under review. (Hamer, Ma, & Kwong, 2005; Lauw, Lim, & Wang, 2007) Evaluations of
reviewers may also be used to grade reviewer effort (E. Gehringer, 2000), and commu-
nicated to the reviewers to help them monitor and improve their performance, privately
or to the whole class as public praise of good performance. (E. F. Gehringer, Gummadi,
Kadanjoth, & Andrés, 2010) By calibrating reviewers, it is possible to ensure a minimum
reviewer accuracy before reviewing begins. (Russell, Cunningham, & George, 2004) Sum-
mative computer-supported peer assessment that was substituted for instructor assess-
ment violated a contract with a labor union representing teaching assistants; the lawsuit
was settled by the University of Toronto. (Sequeira, 2010)
As with any assessment technique, validity and reliability are key issues of interest with
regard to peer review. If validity of summative peer assessment is defined as the conver-
gence of peer assessment to instructor assessment, the instructor may have a different
view of the validity of an exercise than the individual student. This is because the instruc-
tor’s impression of validity is a kind of average that takes into account all the papers in
the class, while an individual student author’s impression depends on whether the peer
ratings received by that author deviate from the instructor’s grade. (Cho & Schunn, 2007)
The general tension between validity and reliability has been noted in peer assessment:
peer review may demonstrate a “convergence of different raters on a ’single truth”’, or
it may “uncover the presence of multiple perspectives about the performance being as-
sessed, which do not necessarily have to agree.” (Miller, 2003)
2.5 Rubrics in Peer Review
Rubrics are often used within peer review to support formative feedback and assessment,
but few studies examine rubrics per se. As the literature review in a recent dissertation
notes, “while there seems to be a general consensus that rubrics are important and that
they improve the peer review activity, there is not as much agreement on how they should
be implemented.” (Turner, 2009)
One early paper (Kwok & Ma, 1999) describes a web-based Group Support System that
was developed to support articulation and application of criteria by instructor and stu-
dents. There are several notable aspects. Peer assessment was performed within groups
of 20 students, and each group chose its own set of assessment criteria. Criteria included
aspects of both process (e.g., collaboration within the group) and product (e.g., software
reliability). The system allowed students to assess themselves and each other with respect
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to the criteria. The system was used by students for the duration of a semester (13 weeks)
in a course where students worked as a group on a large information systems project.
By comparison with students who engaged in similar activities face-to-face, the Group
Support System led to two outcomes with small but statistically significant differences:
student final projects were of higher quality and students focused more on deep features
of the domain. As the paper notes, it is unclear whether these differences are due to the
process support due to the software or to the criteria that the students choose.
Another study (Lin, Liu, & Yuan, 2001) compared two types of rubrics in a writing
exercise in a computer science class: students in the holistic feedback condition “gave a
total score and offered a general feedback for an entire assignment,” while reviewers in
the specific feedback condition used a domain-independent writing rubric. The domain-
independent rubric included the following dimensions: “(1) relevance of the project to
the course contents (2) thoroughness of the assignment (3) sufficiency of the references
(4) perspective or theoretical clarity (5) clarity of discussion, and (6) significance of the
conclusion.” The type of rubric was found to have no effect on the quality of feedback as
rated by an expert. Interestingly, there was an interaction of rubric type with the students’
aptitude for following directions: students who were less inclined to follow directions
benefited from domain-independent reviewer support and were hurt by holistic reviewer
support (in terms of higher second draft quality as assessed by peers); on the contrary,
students who were more inclined to follow directions benefited from holistic reviewer
support.
Peer assessment of oral presentations converged to self-assessment when peer review-
ers used a rubric composed of twenty five domain-relevant criteria that were distinct
and domain-relevant, but not when they used a rubric of six domain-independent traits.
(Miller, 2003)
Peer assessment via a holistic rubric converged to tutor assessment, but assessment via
16 domain-relevant criteria does not. (Chalk & Adeboye, 2005) The correlation of summa-
tive tutor and peer assessments, although statistically significant, was low, r = 0.27, d f =
62, p < 0.05. This comparison is complicated by the fact that the assessment instrument
with specific criteria lacked free-form commenting, while the holistic instrument required
it.
Rubrics may contain checklists of typical errors (Sanders & Thomas, 2007), but such
rubrics may not fit with assessment of open-ended problems.
None of the studies above examined rubrics that were problem-specific or concept-
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oriented. A rubric investigated in an introductory computer science course contained
three conceptually oriented dimensions (abstraction, decomposition, and encapsulation,
which are concepts of object-oriented software design); two additional dimensions were
functionality and style, which are general notions of computer programming. (Turner,
2009) One finding in that study was that student reviewers who used this rubric to assess
expert-created examples significantly improved in their understanding of decomposition,
which was demonstrated well in these examples. Learning was measured by having stu-
dents create concept maps of abstraction, decomposition, and encapsulation before, dur-
ing and after the intervention, which took place over ten weeks and four programming
assignments. In a different condition, students who provided formative feedback to their
peers showed an improvement in understanding of decomposition during the interven-
tion, but not on the posttest.
In sum, although there is theoretical justification for the use of rubrics and a great deal of
research on rubric use in writing assessment, especially for summative purposes such as
placement (section 2.2), the research base on application of different rubrics in formative
peer assessment is small and inconclusive.
2.6 Educational Technology for Open-Ended Problems
Educational technology has been developed to provide feedback to students engaged in
some kinds of open-ended tasks, including some that involve textual and diagrammatic
input from students.
It is possible to design an ITS to deal with free text student essays. Examples include
Select-a-Kibitzer (A. C. Graesser & Wiemer-Hastings, 2000), Summary Street (Steinhart,
2001), AutoTutor (A. Graesser et al., 2000), Apex (Lemaire & Dessus, 2001), e-Rater (Burstein
et al., 2003), and Criterion (Higgins, Burstein, Marcu, & Gentile, 2004). These systems not
only evaluate student essays on the fly, but they also provide feedback and encourage
students to correct and rewrite their essays and resubmit them for new feedback. So far,
however, tutoring systems for essay writing can detect only fairly general features. For
instance, Criterion and e-Rater learn to detect the ‘discourse segments’ like thesis, main
idea, supporting idea, and conclusion, but they focus on essays that are meant to have
a rigid structure (an introduction, three supporting paragraphs, and a conclusion), and
seem to be about 300 words long. Alternatively, systems like the Intelligent Essay Asses-
sor (Landauer, Laham, & Foltz, 2003) that can address term-paper length essays detect
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general features, like coverage or absence of broad topics based on comparisons to past
graded “anchor” papers.
In dealing with open-ended problems, however, it would be desirable for an ITS to pro-
vide formative feedback on the features one expects to see in an analysis of such problems,
including an author’s refinement of the problem-solving goal in order to define an issue,
an elaboration of constraints that the author has inferred an adequate solution needs to
satisfy, arguments in favor of the proposed solution and consideration of plausible re-
buttals and counterarguments. (Voss et al., 2006) At a finer grain size, one might hope
to detect statements of fact, reasons, possible outcomes, comparisons of alternatives, and
conclusions. (Voss, Greene, Post, & Penner, 1983) We may even wish for tutors that can
discuss whether the student has framed the problem appropriately, and with rigor.
In the educational setting, text mining techniques at the level of propositions (rather
than essays) have generally been used to test student awareness of particular facts, and
possibly to compare this awareness against a representation of an ideal cognitive state
for a problem’s solution path. (Jordan et al., 2006; Litman & Purandare, 2008; Popescu,
Aleven, & Koedinger, 2005) Given the need for natural-language engineering that tar-
gets not only statements of fact, but additional features such as refinements, definitions,
framing, arguments, and justifications, this is a poor fit to analyses of open-ended. These
existing techniques have also used as input not essays, but dialogue or dialogue-like utter-
ances. If a system can expect that a student’s input at a given time is likely to correspond
to a specific question posed by the system, it has additional information beyond the con-
tent of the textual proposition to attempt to classify its meaning.
To collect yet more features for training classifiers, some systems use “sentence open-
ers”, i.e., require a student to begin input by pressing a button that enters canned sentence-
initial text. For example, dedicated buttons may enter text such as “I think that. . . ” or “I
agree, because. . . ”. Sentence openers were originally developed for chat-oriented sys-
tems. (McManus & Aiken, 1995; Baker & Lund, 1997; Robertson, Good, & Pain, 1998)
Such buttons not only encourage constructive dialogue among students, they may also
hint at the speaker’s dialogue strategy. (Soller, 2004)
Text classification approaches face challenges in recognizing fine-grained features in
open-ended problem-solving. Training and evaluation corpora in education have his-
torically been very small, while recent algorithm development in machine learning and
information retrieval has tended to Web-scale tasks. Small corpora necessitate system-
building that depends on manual development of coding schemes, manual labeling of
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training data, and sophisticated but task-specific algorithm design that may not easily
transfer to other systems. A related challenge to development of automatically trained
classifiers is to go beyond optimizing accuracy and to generate transparent explanations
of predictions that can be incorporated into feedback to students.
Since it is difficult for an ITS to detect content features in a reliable, automated manner,
designers of ITSs for open-ended problems have explored non-textual methods for gather-
ing information about student answers to ill-structured problems. For instance, in CSAV,
law students use computer-supported Toulmin-based diagrams to represent their own de-
veloping legal arguments (Carr, 2003); in Belvedere, students construct Toulmin-style dia-
grams of their own scientific arguments (Suthers, Hundhausen, Dillenbourg, Eurelings, &
Hakkarainen, 2001). More recently, in the LARGO program, students read transcripts of
oral arguments concerning ill-structured legal problems and diagram them in terms of an
underlying argument model that the designers seek to teach. (Pinkwart, Lynch, Ashley,
& Aleven, 2008; Ashley, Pinkwart, Lynch, & Aleven, 2007) Programs such as Belvedere
and LARGO can analyze the diagrams and provide some guidance and feedback. For
instance, LARGO identifies areas of the argument text where students’ have missed im-
portant information to diagram; it also highlights and gives hints on related elements of
the diagram that are worth reflecting about in light of the underlying model of argumen-
tation.
While this kind of feedback can help students understand a general model of analyzing
open-ended problems, it cannot guide a student’s analysis of the specific issues that an
open-ended problem presents. At the same time, model-tracing ITSs for (comparatively)
well-structured problems, such as Andes (VanLehn et al., 2005) or the ACT Program-
ming Tutor (Corbett & Anderson, 1995), can make inferences about the student’s mental
model and prior knowledge, map student actions to solution paths, evaluate the qual-
ity of a solution, and provide hints in the case of errors. Open-ended problems impede
these techniques because student actions are often represented as free-form writing, and
because student actions can (and often must) redefine the problems such that modeling
problems and solutions a priori is impossible. Constraint-based tutoring systems also
face difficulties with essay-length free-form text. For example, while an algebraic equa-
tion tutor might contain constraints such as ‘either the left-hand side or the right-hand
side of the equation contains a constant’ (Suraweera, Mitrovic, & Martin, 2005), an ITS
for legal argument would be hard-pressed to evaluate constraints such as ‘cites only rel-
evant precedents’ or ‘considers the perspectives of all stakeholders’, which depend on
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how the problem is framed. Thus, there is a critical gap between ITSs for open-ended and
well-defined problems.
While formative assessment for open-ended problems is not solved in the general case,
Intelligent Tutoring Systems, Automated Essay Scoring, and other educational technology
can clearly be brought to bear on some aspects of this problem. Future research will
likely pursue further integration between these technologies and Computer-Supported
Peer Review.
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3.1 Motivation
This chapter describes an experiment that compared formative assessment in peer re-
view via conceptual, problem-specific support for reviewers and authors versus domain-
relevant support.1 The following chapter focuses on how these methods of supporting
reviewers and authors may be used to inform the instructor.
Given the variety of possible strategies that can be employed in supporting peer re-
viewers, and given that reviewer support influences the experience of both reviewers and
authors, it is important to determine whether some kinds of reviewer support are more
valuable than others. For example, it is desirable to prompt reviewers in ways that lead
to helpful, formative feedback and to accurate assessment. It is also desirable to avoid
prompting reviewers in ways that yield redundant information. When an instructor gives
a student a rubric to assess another’s paper, interacting with this rubric can cause the stu-
dent to focus on those issues that are made prominent in the rubric. For example, if the
rubric looks at domain-independent issues of writing composition, that communicates to
the reviewer that the instructor sees various discourse features as important.
The work described here compares the effects of two analytic rubrics for evaluating
writing: rubrics that focus on domain-relevant aspects of writing composition versus
rubrics that are specific to aspects of the assigned problem and to the substantive concep-
1Some results from this chapter have been reported in:
Goldin, I. M., & Ashley, K. D. (2010). Eliciting informative feedback in peer review: importance of
problem-specific scaffolding. In V. Aleven, J. Kay, & J. Mostow (Eds.), 10th International Conference on
Intelligent Tutoring Systems. Pittsburgh, PA.
Goldin, I. M., & Ashley, K. D. (under review). Eliciting formative feedback via conceptually focused
rubrics in peer review. (C. D. Schunn, K. D. Ashley, & I. M. Goldin, Eds.) Journal of Writing Research,
Special Issue: Redesigning Peer Review Interactions Using Computer Tools.
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tual issues under analysis. As described earlier, domain-relevant rubrics and problem-
specific rubrics represent a trade-off. A domain-relevant rubric can be used more broadly
than a problem-specific one, but a problem-specific one may lead to more helpful and
more accurate formative assessment.
The fact that a domain-relevant rubric can be used broadly means that it is more likely to
be validated. Since evaluating a rubric can be challenging and time-consuming, instruc-
tors would benefit if they could reuse rubrics validated by third-party instructors and
researchers. However, when rubrics are used for formative assessment, the primary out-
comes are whether the feedback helps students improve their performance and whether
the assessment is accurate.
Specifically, this chapter addresses the following research questions considering the
effects of supporting reviewers with problem-specific and domain-relevant rubrics. To
check the validity of the two types of reviewer support, the ratings elicited by these rubrics
were correlated with instructor scores, and this was compared against the correlation of
performance on an objective test with instructor scores. We also examined the reliability
of both types of ratings. In light of these reliability and validity findings, we inquired
whether or not reviewers are responsive to the analytic design of the two rubrics, or if
they treat the rubrics holistically, with a special focus on the validity of problem-specific
conceptual distinctions given the novelty of that rubric. Finally, the feedback from each
rubric was evaluated for helpfulness to peer authors, with checks on whether such help-
fulness evaluation is valid and affected by reviewer-author reciprocity.
3.1.1 Hypotheses
Regarding the different rubrics, domain-relevant versus problem-specific, we evaluated
hypotheses concerning validity and reliability of the peer assessment process, reviewer
responsiveness, and feedback helpfulness.
Peer assessment validity. Both types of rubrics were expected to encourage peer reviewers
to produce valid feedback on written works. Operationally, rubric validity was defined
as the validity of peer ratings elicited by the rubric. Validity was measured as correlation
between aggregated inbound peer ratings and summative instructor scores of the written
works. When students are meant to learn writing in the domain as well specific subject-
matter ideas, instructors need to evaluate student work according to both sets of crite-
ria. Thus, when peers evaluate each other’s work with respect to problem-specific and
domain-relevant rubrics, they explore two important but distinct aspects of the class ma-
29
3.0 Eliciting Formative Feedback via Conceptually Focused Rubrics in Peer Review
terial, and both ought to correspond to summative instructor scores. Additionally, given
the novelty of the problem-specific rubric, peer ratings of the papers from the problem-
specific condition were validated at the level of separate dimensions by correlating them
against the ratings of a trained rater.
From the perspective of assessment, student performance in a written work may be
viewed as a proxy measure for student understanding of the subject, and other proxy
measures are also possible. In particular, as discussed in (O’Neill, Moore, & Huot, 2009),
objective assessment has historically been endorsed as a more reliable measure than essay
assessment (Godshalk et al., 1966), even if it does not address issues of validity. In ad-
dition to having their essays reviewed by their peers, students took an objective test that
addressed their understanding of relevant domain issues, and their objective test scores
were also correlated against the summative instructor scores. Thus, to examine the issue
of assessment from different perspectives, three different constructs (peer ratings, instruc-
tor scores, and test performance) were used to measure student understanding of relevant
concepts, and these three were expected to converge.
Peer assessment reliability. The problem-specific rubric was expected to elicit more reli-
able peer ratings than the domain-relevant rubric, because problem-specific criteria may
be easier to apply objectively than domain-relevant criteria. If an essay is missing a key
concept, reviewers are likely to agree. By comparison, domain-relevant criteria may be
more subjective. For instance, reviewers may disagree in terms of what constitutes good
issue identification or good document organization even if they are supported with a
rubric.
Reviewer responsiveness to rubric. Peer reviewers were expected to be responsive to the
rubrics before them, i.e., to give their ratings according to the dimensions of the rubrics
and not holistically. Reviewer responsiveness to analytic rubrics is not a foregone con-
clusion. A rubric may be constructed in such a way that different criteria evaluate the
output of the same underlying cause. (Diederich et al., 1961; Gansle et al., 2006) Even
if the criteria address what can hypothetically be different skills (e.g., argumentation vs.
issue identification), students may acquire these skills together, and the skills may also
manifest themselves together. Another consideration is that students may not differenti-
ate among criteria (i.e., even if there are substantive distinctions, they may be too subtle)
or they may interpret the criteria not in the way that the instructor intended. Reviewer
responsiveness was evaluated by asking if ratings received by authors are linked across
rubric dimensions, or if the dimensions are independent.
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Furthermore, given the novelty of the problem-specific rubric, its conceptual distinc-
tions were validated by comparing the student peer ratings of written works against the
ratings of a trained rater.
Feedback helpfulness. Even if feedback is valid and reliable, and even if reviewers pay
attention to the dimensions of a rubric, the feedback they produce may not be formative.
This is difficult to define operationally; for instance, researchers do not agree on what
is formative (section 2.2), let alone peer reviewers. Nonetheless, student authors can be
asked directly whether or not feedback was helpful to them, i.e., to give a back-review of
the feedback they received. It was expected that peer reviewers would produce helpful
feedback according to both rubrics, since both the problem-specific and domain-relevant
rubrics explore important but distinct aspects of class material. Before addressing feed-
back helpfulness, however, it is important to validate ratings of helpfulness, and to take
into account author-reviewer reciprocity, as explained below.
Validity of feedback helpfulness. It was expected that those reviewers who understand
the domain well would be able to to provide more helpful feedback than those review-
ers who understand the domain poorly. This is a gross measure of convergent validity
of feedback back-review ratings, and it was expected to apply to reviewers using either
rubric. If a reviewer gives helpful feedback with regard to some problem-specific con-
cept, that suggests that the reviewer understands the concept sufficiently to assess a peer
author’s work, and to suggest ways of improving it with regard to that concept. Insofar
as problem-specific inbound peer ratings and inbound back-review ratings both reflect
conceptual understanding, i.e., share a common cause, they will be related to each other.
Similarly, a reviewer’s understanding of domain-relevant dimensions will be reflected in
the quality of the feedback given with the domain-relevant rubric.
Author-reviewer reciprocity. Peer reviewers and peer authors may at times engage in
“tit-for-tat” reciprocal behavior. (Cho & Kim, 2007) Authors receiving high inbound peer
ratings may respond with high back-review ratings, while low inbound peer ratings may
elicit low back-review ratings. Since problem-specific criteria may be easier to apply objec-
tively than domain-relevant criteria, authors may find it easier to evaluate such objective
feedback on its own merits. If so, there may be a decrease in reciprocal behavior among
authors receiving problem-specific feedback.
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3.2 Methods
3.2.1 Participants
All 58 participants were second or third year students at a major US law school, enrolled
in a course on Intellectual Property law. Students were required to take an essay-type
midterm examination (Appendix A) and to participate in the subsequent peer-review ex-
ercise. Students were asked to perform a good-faith job of reviewing. The syllabus indi-
cated, “a lack of good-faith participation in the peer-reviewing process as evidenced by a
failure to provide thoughtful and constructive peer reviews may result in a lower grade
on the mid-term.”
3.2.2 Apparatus
The study was conducted via Comrade, a web-based application for peer review. For
purposes of this study, Comrade was configured to conduct peer review in the following
manner:
1. Students wrote essays and uploaded them into Comrade.
2. Essays were distributed to a group of 4 student peers for review.
3. The peer reviewers submitted their feedback to the essay authors.
4. The authors gave back-reviews to the peer reviewers.
Students were free to choose their word processing software in step 1, but they were re-
quired to save their essays in a digital file format that other students could read. In step
2, student authors uploaded their essays into Comrade for distribution to reviewers, and
Comrade enforced a check on acceptable file formats. To facilitate anonymity in peer re-
view, each student was able to chose a nickname directly in Comrade, and was identified
to other students only by that nickname. After the deadline passed for uploads, Com-
rade randomly assigned students to review each other’s work using an algorithm that
ensures that the reviewing workload is distributed fairly, and that all authors receive a
fair number of reviews. (E. Z. Liu, Lin, & Yuan, 2002) At this point, students were able to
download each other’s papers from Comrade, read them and enter their feedback (step 3).
Reviewer feedback was elicited according to either the domain-relevant or the problem-
specific rubric, which are described below. In step 4, reviewer feedback was delivered to
student authors, and the authors were asked to evaluate feedback helpfulness.
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In addition, students answered a series of multiple choice questions about the legal
concepts that they were studying between steps 1 and 2 and again between steps 3 and 4.
This objective test of was also administered online via Comrade. After step 4, all students
were invited to fill out an optional survey.
3.2.3 Research Design
Just prior to the peer-review exercise, participants completed writing a mid-term, open-
book, take-home examination. It comprised one essay-type question, and student answers
were limited to no more than four double-spaced or 1.5-spaced typed pages. Students had
3 days to answer the exam question. The question presented a fairly complex (2-page, 1.5-
spaced) factual scenario and asked students “to provide advice concerning [a particular
party’s] rights and liabilities given the above developments.” The instructor designed the
facts of the problem to raise issues involving many of the legal claims and concepts (e.g.,
trade secret law, shop rights to inventions, right of publicity, passing off) that were dis-
cussed in the first part of the course. Each claim involved different legal interests and re-
quirements and presented a different framework for viewing the problem. Students were
expected to analyze the facts, identify the claims and issues raised, make arguments pro
and con resolution of the issue in terms of the concepts, rules, and cases discussed in class,
and make recommendations accordingly. Since the instructor was careful to include fac-
tual weaknesses as well as strengths for each claim, the problem was open-ended; strong
arguments could be made for and against each party’s claims.
This type of essay assessment is typical of American law school examinations. It ap-
proximates assessment of authentic performance in that practicing lawyers do need to
explain what legal issues arise in a novel legal situation, to connect the issues to the facts
of the case, and to make arguments and counterarguments in light of relevant legal prin-
ciples, doctrines and precedents. Performance assessment per se (Stiggins, 2005) is usu-
ally unfeasible in general law school courses except in clinical courses involving small
numbers of students in representing actual clients under the close supervision of instruc-
tors. Real-world cases are only rarely used as problem scenarios for assessment, since
real-world cases may not present a pedagogically ideal collection of legal issues and fac-
tual circumstances, but students are encouraged to cite relevant real-world cases from the
course casebook in their answers.
The experiment was administered as a between-subjects treatment. Students used one
of two rubrics to review the work of their peers, either the domain-relevant rubric (domain-
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relevant condition) or the problem-specific rubric (problem-specific condition). Students
only received feedback from reviewers within the same condition. There was no training
of students in evaluating peer works.
For each dimension within their assigned rubric, students were asked to give a rating
of the peer author’s work and to comment on that rating. In other words, these were
analytic rubrics where each rating and comment focused on a specific dimension of the
work rather than merely contributing to a holistic impression. Although the comments
were not analyzed formally in this research due to time constraints, they were collected to
fulfill the three functions of feedback: the ratings were grounded with respect to a Likert
scale so that the peer authors could see how their peers evaluate their current level of
performance, the same Likert scale also showed the target level of performance, and the
comment was intended to help peer authors understand how to reach the target level
of performance, all with respect to distinct dimensions. The Likert scales had 7 points,
grounded at 1,3,5,7 (Figure 3.2 .1, Figure 3.2 .2).
After receiving feedback, each author was asked to give a back-review of the feedback
on each dimension to each reviewer. The same condition-neutral back-review scale was
administered for all dimensions as appropriate to the experimental treatment so that feed-
back from each problem-specific and domain-relevant criterion was evaluated on its own
merits. (Figure 3.2 .3)
Based roughly on the legal claims, concepts, and issues addressed in the exam question,
the instructor designed a multiple choice test in two equivalent forms (A and B), each with
15 questions. (Figure 3.2 .4) The test was intended to assess whether student reviewers
understood the legal concepts. The questions presented legal claims and concepts related
to the exam, but not in the same way as the exam, involving new hypothetical situations
with completely different facts, and in a multiple choice format rather than in essay form.
The test was designed to address conceptual understanding rather than shallow knowl-
edge. As seen in the sample question, the hypothetical fact situations required students
to pick out legally salient facts, which they could only do by framing the scenario via
the relevant claims and concepts, thus making these questions open-ended like the exam
question. After preparing the tests, the instructor invited several particularly strong stu-
dents who had taken the same course in prior years to take the test. The instructor then
revised the test based on these students’ answers to multiple choice questions and other
feedback.
In a posthoc analysis to validate the problem-specific rubric, a trained rater used the
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Issue Identification (“issue”)
1 - fails to identify any relevant IP issues; raises only irrelevant issues
3 - identifies few relevant IP issues, and does not explain them clearly; raises irrelevant
issues
5 - identifies and explains most (but not all) relevant IP issues; does not raise irrelevant
issues
7 - identifies and clearly explains all relevant IP issues; does not raise irrelevant issues
Argument Development (“argument”)
1 - fails to develop any strong arguments for any important IP issues
3 - develops few strong, non-conclusory arguments, and neglects counterarguments
5 - for most IP issues, applies principles, doctrines, and precedents; considers counterar-
guments
7 - for all IP issues, applies principles, doctrines, and precedents; considers counterargu-
ments
Justified Overall Conclusion (“conclusion”)
1 - does not assess strengths and weaknesses of parties’ legal positions; fails to propose or
justify an overall conclusion
3 - neglects important strengths and weaknesses of parties’ legal position; proposes but
does not justify an overall conclusion
5 - assesses some strengths and weaknesses of the parties’ legal positions; proposes an
overall conclusion
7 - assesses strengths and weaknesses of parties’ legal positions in detail; recommends
and justifies an overall conclusion
Writing Quality (“writing”)
1 - lacks a message and structure, with overwhelming grammatical problems
3 - makes some topical observations but most arguments are unsound
5 - makes mostly clear, sound arguments, but organization can be difficult to follow
7 - makes insightful, clear arguments in a well-organized manner
Figure 3.2 .1: Domain-relevant rating prompts. Reviewers rated peer work on four criteria
pertaining to legal writing.
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Claims:
Smith v. Barry for breach of the nondisclosure/noncompetition agreement (“nda”)
Smith v. Barry and VG for trade-secret misappropriation (“tsm”)
Jack v. Smith for misappropriating Jack’s idea for the I-phone-based instrument-controller
interface (“idea1”)
Barry v. Smith for misappropriating Barry’s idea for the design of a Jimi-Hydrox-related
look with flames for winning (“idea2”)
Estate of Jimi Hydrox v. Smith for violating right-of-publicity (“rop”)
Rating scale:
1 - does not identify this claim
3 - identifies claim, but neglects arguments pro/con and supporting facts; some irrelevant
facts or arguments
5 - analyzes claim, some arguments pro/con and supporting facts; cites some relevant
legal standards, statutes, or precedents
7 - analyzes claim, all arguments pro/con and supporting facts; cites relevant legal stan-
dards, statutes, or precedents
Figure 3.2 .2: Problem-specific rating prompts. Reviewers rated peer work on five
problem-specific writing criteria (the claims), which all used the same scale.
Q: To what extent did you understand what was wrong with your paper based on this
feedback?
A: The feedback...
1 - does not substantively address my analysis,
3 - identifies some problems, but suggests no useful solutions,
5 - identifies most key problems, and suggests useful solutions,
7 - identifies all key strengths and problems, and suggests useful solutions to the problems
Figure 3.2 .3: Back-review Likert scale, grounded at 1, 3, 5, 7.
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Paige, an academic researcher in com-
puter science, wrote a program that
learns to filter out spam emails based
on the content of a user’s Inbox and
Deleted Items folders. He wrote a pa-
per describing his method in detail, sub-
mitted the paper to a computer science
conference, and posted the paper on his
website. In the first footnote, the pa-
per states, "All are welcome to use this
method on condition that they pay me
$39.50, per year, just a dime a day for no
more spam!" This was an unusual thing
for Paige to do; in academic computer
science journals, it is assumed that the
ideas and methods published there are
free for the reader to use. Turner found
Paige’s paper on the website, read it,
and used the method described there to cre-
ate a machine-learning spam filter for him-
self.
Does Turner owe Paige the fee of $39.50
per year?
A. Yes, Turner used Paige’s idea, which
is both novel and complete, without
shouldering the time and expense of
coming up with the idea.
B. No, Paige’s idea became public
knowledge, and there was no confiden-
tial relationship between Turner and
Paige.
C. Yes, Paige’s footnote presented an
offer which Turner accepted by using
Paige’s idea.
D. No, although there was an implied
contract between Paige and Turner, it
failed for lack of consideration.
Paige, an academic researcher in com-
puter science, wrote a program that
learns to filter out spam emails based
on the content of a user’s Inbox and
Deleted Items folders. He wrote a pa-
per describing his method in detail, sub-
mitted the paper to a computer science
conference, and posted the paper on his
website. In the first footnote, the pa-
per states, "For a ready-made computer pro-
gram embodying this method, just click this
link and you can download the program on
condition that they you agree to pay me
$39.50, per year, just a dime a day for no
more spam!" This was an unusual thing
for Paige to do; in academic computer
science journals, it is assumed that the
ideas and methods published there are
free for the reader to use and, in addi-
tion, it is assumed that one does not adver-
tise products. Turner found Paige’s paper
on the website, where the footnote con-
tained the link, read the paper, clicked the
link, downloaded the program and used it as
his own personal machine-learning spam fil-
ter.
Does Turner owe Paige the fee of $39.50
per year?
A. Yes, Turner used Paige’s idea, which
is both novel and complete, without
shouldering the time and expense of
coming up with the idea.
B. No, Paige’s idea became public
knowledge, and there was no confi-
dential relationship between Turner and
Paige.
C. Yes, Paige’s footnote presented an
offer which Turner accepted by click-
ing and downloading Paige’s program.
D. No, although there was an implied
contract between Paige and Turner, it
failed for lack of consideration since the
idea implemented in the program was pub-
licly disclosed.
Figure 3.2 .4: Sample questions from the two forms of the objective test. Salient differences
are emphasized with italics and correct answers are bold; these were not
emphasized in presentation to the students.
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rubric to rate all papers in the problem-specific condition. The rater was a former student
that had previously excelled in the same course. To ensure similarity to the instructor’s
scoring method, the training was that, first, the former student was given an answer key
to the exam question that had been prepared by the instructor. Second, the student rated
four midterm essays that were chosen as representing a variety of levels of performance
of each concept, using the answer key, and the instructor and the student discussed any
differences of opinion. After this training, the student rated the remaining the papers
using the problem-specific criteria and the answer key.
Thus, the manipulation consisted of assigning students to give and receive feedback ac-
cording to either the problem-specific rubric or the domain-relevant rubric. The students
feedback to peer authors, back-reviews, performance on the objective test and survey
responses were collected as dependent variables. The participants’ Law School Admis-
sion Test (LSAT) scores were also collected (48 of 58 students opted to allow their LSAT
scores to be used), as well as the students midterm papers themselves, and the instructor-
assigned scores on the papers. Finally, a trained rater used the problem-specific rubric to
rate all papers in the problem-specific condition.
3.2.4 Procedure
On Day 1, students turned in paper copies of their midterm exam answers to the law
school registrar and uploaded digital copies of their anonymized answers to Comrade
from wherever they had an Internet connection. Then participants were randomly as-
signed to one of the two conditions in a manner balanced with respect to their LSAT
scores. Students then completed a multiple choice, conceptually oriented test (“pretest”)
in one of two test forms. Half of the students in each condition received form A and half
received form B. From Day 3 to 7, students logged in to review the papers of the other
students. Each student received four papers to review, and each review was anticipated
to take about 2 hours. After reviewing but before receiving feedback from other students,
each student completed a second multiple choice test (“posttest”); those students who had
earlier completed test form A now completed test form B, and vice versa. On Day 8, stu-
dents logged in to receive reviews from their classmates. On Day 10, students provided
the reviewers with back-reviews explaining whether the feedback was helpful. Students
also took a brief survey on their peer review experience.
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3.3 Results
The following presentation of results addresses the effect of two different rubrics on va-
lidity and reliability of peer assessment and assessment via objective test, on reviewer re-
sponsiveness to analytic rubrics, and on feedback helpfulness. Peer feedback on student
essays was gathered via one of two rubrics, either domain-relevant (n = 29) or problem-
specific (n = 28). Each essay was reviewed by four peer reviewers. The instructor also
scored the essays. Student authors rated the feedback that they received for helpfulness.
As an exploratory look at the dataset, the mean inbound peer rating within each rubric
dimension was computed for each student author. For example, each paper receiving
feedback via the domain-relevant rubric was described by four mean scores, one for each
dimension of that rubric. Mean inbound peer ratings ranged from a low of 1.86 (problem-
specific condition, “idea2” prompt regarding the second idea misappropriation claim)
to a high of 5.54 (domain-relevant condition, “writing” prompt regarding the effect of
organization on writing quality) on a 7-point Likert scale (Table 3.3 .1). In addition, other
parameters were computed, as described below. Standard deviations were plausible for
both rubrics, suggesting that there was a range of performance within each dimension.
Bayesian estimates of the per-dimension standard deviation of all ratings (see chapter 4.0 )
were similar to the classical point estimates, except in the case of the “right of publicity”
dimension (labeled in Table 3.3 .1 as σ2n[IPR]).
3.3.1 Assessment Validity
The validity of rubric-supported peer assessment was evaluated by correlating the peer
ratings of students’ essay-form midterm exam answers to summative instructor scores of
the same exam answers. (But note that the peer reviewers were focused on providing for-
mative feedback, not summative assessment.) To understand this correlation in context,
both peer and instructor scores were compared against LSAT scores. Additionally, scores
from an objective, multiple-choice test that students took after writing their essays but
before reviewing each other’s work were also compared against instructor scores.
3.3.1.1 Peer Assessment Validity
Within each experimental treatment, every peer author’s mean inbound peer rating was
computed across all rating dimensions and across all reviewers. For example, for a paper
by a student in the domain-relevant condition, this was the mean of 4 rating criteria *
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4 reviewers = 16 inbound ratings. (The instructor only gave summative, not give per-
dimension ratings, so a more fine-grained comparison was not possible.) The Pearson
correlations of these means with the instructor’s score of the same papers were significant
for both the problem-specific condition, r(26) = 0.73, p < 0.001, 95% CI [0.49, 0.87], and
the domain-relevant condition, r(27) = 0.46, p = 0.011, 95% CI [0.12, 0.71]. Both types of
rubrics may be seen as valid analytical rubrics (where validity is determined by similarity
to instructor scores). The problem-specific relationship between mean peer ratings and
instructor scores was not significantly stronger than the domain-relevant relationship, z =
1.51 using a Fisher transformation test at α = 0.05, i.e., the problem-specific rubric is not
“more valid” than the domain-relevant one. Although some evidence points in favor of
the problem-specific rubric (i.e., the narrowness of the confidence interval, the strength of
the correlation), this one comparison of two rubrics is too small a sample to endorse the
use of a problem-specific rubric over a domain-relevant one.
Given the novelty of the problem-specific rubric, peer ratings of the papers from the
problem-specific condition were additionally validated at the level of separate dimensions
by correlating them against the ratings of a trained rater. First, the mean inbound peer rat-
ing within each problem-specific dimension was computed for each student author. Thus,
each paper receiving feedback via the problem-specific rubric was described by five mean
scores, one for each dimension of that rubric. Second, a former student that had pre-
viously excelled in the same course was trained to rate papers with the problem-specific
rubric. Finally, within each dimension, this trained student’s rating of each paper was cor-
related against the mean inbound peer rating. Peer ratings in all but one problem-specific
dimension were significantly correlated to the ratings of the trained rater. (Table 3.3 .1)
The lone exception was the second idea misappropriation claim for which peer rating
reliability was particularly low. (See subsection 3.3.2)
While instructor scores and peer ratings were related to each other, neither was related
to students’ LSAT scores. Correlation of LSAT scores with instructor scores was r(45) =
−0.12, p = 0.43, and correlation of LSAT scores with peer ratings was r(44) = 0.03, p =
0.82. The lack of correlation to LSAT performance is somewhat troubling. However, the
LSAT is conventionally validated against “the average grade earned by the student in the
first year of law school” (Thornton, Stilwell, & Reese, 2006), not the grades of second- and
third-year students, as in this population. Furthermore, bar exam performance is better
predicted by law school Grade Point Average than by the LSAT. (Wightman & Ramsey,
1998)
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3.3.1.2 Objective Test Validity: Relationship of Objective Test Performance to
Instructor Scores
Student comprehension of domain knowledge was measured after the students wrote
their exam answers, concentrating roughly on the same legal claims, concepts, and is-
sues that were addressed in the exam question. This “pretest” was administered via two
test forms: half of the students in each condition took test form A, and half took test
form B. The Pearson correlations of the quantity of questions answered correctly by stu-
dents with the instructor’s score of the students’ papers were not significant for either test
form, r(28) = 0.00, p = 0.99, and r(26) = 0.20, p = 0.31. Assessment via this instructor-
designed objective test did not converge on assessment via instructor scores of midterm
exam essays.
The test difficulty was reliable across two administrations, the first before students gave
feedback to each other (pretest), and the second after they gave feedback but before they
received feedback (posttest). A difficulty score for each question in each test form was
computed as a tally of how often the question was answered correctly by the students.
The Pearson correlation of the difficulty scores across two administrations was reasonably
strong and statistically significant for both test form A, r(13) = 0.71, 95% CI [0.30, 0.89], p
= 0.003, and test form B, r(13) = 0.78, 95% CI [0.45, 0.92], p < 0.001. Each test was reliable
across administrations to different samples of students enrolled in the same course.
The tests were not internally consistent. Point-biserial correlations between perfor-
mance on individual test items and performance on all other test items were low and
not statistically significant for almost all questions on all four test forms. Some item-test
correlations were negative, but omitting items with negative correlations to the test did
not improve other point-biserial correlations. The test forms were also evaluated using
McDonald’s ωt, which is a stronger lower bound estimate of internal consistency than
other measures, including Cronbach’s α. (Zinbarg, Revelle, Yovel, & Li, 2005; Revelle &
Zinbarg, 2008) Unlike α, ωt allows for loadings on multiple factors, which is appropriate
for an objective test that addresses multiple distinct concepts. By this measure, internal
consistency is guaranteed to be restricted to the range [ωt, 1]. Across the two test forms
and two test administrations, ωt values were 0.20 and 0.40 (pretests), and 0.30 and 0.39
(posttests), i.e., one cannot be confident that each test form was internally consistent. Test-
retest reliability (computed assuming that the intervention of using one of the two rubrics
had no differential effect) was absent, r(54) = −0.03, p = 0.80.
Although the tests were designed to be equivalent, they were apparently dissimilar
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in terms of student performance. First, at the level of individual questions, the Pear-
son correlation of the difficulty scores of the two test forms within each administration
was not significant either for the pretest, r(13) = 0.15, p = 0.59, or for the posttest,
r(13) = 0.11, p < 0.70. Second, at the level of the tests in the aggregate, the number
of questions answered correctly by a student on the pretest was not correlated with the
number answered correctly on the posttest, r(52) = −0.06, p = 0.64.
In sum, in this experiment, assessment via objective tests was problematic. On the one
hand, the tests have strong face validity and pedigree. On the other, test scores did not
converge on instructor assessment of midterm exams, and the two test forms were neither
internally consistent nor consistent with each other.
3.3.2 Peer Assessment Reliability
Ratings produced via both domain-relevant and problem-specific rubrics were evaluated
for reliability. Following (Cho, Schunn, & Wilson, 2006), reliability was computed in terms
of the Intra-Class Coefficient (ICC) (McGraw & Wong, 1996). According to this formula-
tion, reliability of ratings is defined as the proportion of variance that is due to the “signal”
of the paper’s true expression of some rating criterion rather than the “noise” of reviewer
differences. The ICC assumes that there is a common population variance across the re-
viewers. Again following (Cho, Schunn, & Wilson, 2006), two versions of the ICC are
particularly relevant to peer review: single-rater reliability (SRR) and effective reliabil-
ity (EFR). Both treat reviewers as “random” (i.e., interchangeable), and both focus on re-
viewer consistency rather than exact agreement. SRR and EFR differ in that SRR estimates
the reliability of a single, typical reviewer, while the EFR estimates the reliability of the
average combined ratings given by multiple reviewers. By definition, EFR and SRR range
from 0 to 1, and EFR is always greater than SRR. In the terminology of (McGraw & Wong,
1996), SRR is ICC(C,1), and Effective Reliability (EFR) is ICC(C,k=4). The ICC serves as a
check on the level of noise in each dimension of both rubrics.
Both rubrics had some dimensions that were not reliable. (Table 3.3 .1) Effective relia-
bility for the problem-solving criteria ranged from 0.3 to 0.95, and for the domain-relevant
criteria from 0.34 to 0.8. While there is no hard rule that distinguishes “good” and “bad”
ICC values, effective reliability was relatively low for two of the five problem-specific di-
mensions, both of which pertained to idea misappropriation. Among the domain-relevant
dimensions, effective reliability was relatively high only for the dimension pertaining to
issue identification. It was expected that the problem-specific rubric may be easier to ap-
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ply objectively than a domain-relevant rubric, and thus that the problem-specific rubric
would be more reliable. The results supported that hypothesis, but once again, this com-
parison of only two rubrics is too small a sample to draw convincing conclusions.
The problem-specific rubric elicited ratings at both high and low ends of the Likert scale
that was used for all dimensions. (Table 3.3 .1) The two problem-specific concepts that had
the lowest mean inbound peer ratings, namely the second idea misappropriation claim
and the right of publicity claim were, respectively, the least and most reliable problem-
specific concepts. Since reviewers provide important information when they give low
rating to an author’s work, it is encouraging that low ratings do not cause low reliability
among reviewers.
3.3.3 Reviewer Responsiveness to Rubric
Even if both types of rubrics elicit valid peer ratings, as established in terms of the corre-
lation of authors’ inbound peer ratings with an instructor’s score, the rubrics may elicit
ratings in a holistic manner, rather than an analytic manner. Each rubric was evaluated
for whether the dimensions within the rubric were distinguished from each other in terms
of peer ratings. In addition, given the novelty of the concept-oriented distinctions made
in the problem-specific rubric, student essays were scored according to the same rubric by
a trained rater.
3.3.3.1 Distinctions among Dimensions within Each Rubric
It is desirable for dimensions within an analytic rubric to be distinct from one another.
For example, an instructor implementing a rubric likely wants peer authors to receive
formative feedback that is grounded and explained in terms of each respective criterion.
Further, it is a misuse of reviewer effort and author attention to give and receive feedback
that turns out to be redundant and hence relatively uninformative.
To check whether the rubrics elicit differentiated ratings, first, the mean inbound peer
rating within each rubric dimension was computed for each student author. (Table 3.3 .1)
For example, each paper receiving feedback via the domain-relevant rubric was described
by four mean scores, one for each dimension of that rubric. Second, within each rubric,
these mean scores across all papers were correlated, resulting in 6 pairwise correlations for
the domain-relevant rubric and 10 pairwise correlations for the problem-specific rubric.
(Table 3.3 .2) Correlations between mean inbound ratings in the domain-relevant condi-
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Table 3.3 .2: Pairwise correlations between mean inbound peer ratings among dimensions
of each rubric. For problem-specific dimensions, correlations among the rat-
ings of author work by a trained rater, in parentheses. Asterisk indicates cor-
relations significantly different from zero at α = 0.05.
Problem-specific Dimensions (r)
idea1 idea2 nda rop tsm
idea1 -0.04 (0.14) 0.31 (-0.03) -0.01 (0.22) 0.70*
(0.39*)
idea2 -0.07 (0.11) -0.11 (0.00) -0.21 (0.15)
nda 0.18 (0.02) 0.46* (0.21)
rop 0.16 (-0.09)
Domain-relevant Dimensions (r)
argument conclusion issue writing
argument 0.72* 0.69* 0.65*
conclusion 0.61* 0.77*
issue 0.67*
tion were all strong and statistically significant. In the problem-specific condition, ratings
between only two pairs of criteria were highly correlated (the first idea misappropriation
claim “idea1” vs. the trade-secret misappropriation claim “tsm”, and the claim for breach
of non-disclosure “nda” vs. the trade-secret misappropriation claim “tsm”). This sug-
gests that peer reviewers treated the domain-relevant rubric as a single construct, but dis-
tinguished among multiple constructs when they used the problem-specific rubric. The
extent to which each rubric represented a unitary construct, i.e., internal consistency, was
measured using McDonald’s ωt over per-dimension mean inbound peer ratings. (See
subsubsection 3.3.1.2.) For the domain-relevant rubric, ωt = 0.94, and for the problem-
specific rubric, ωt = 0.75. In other words, as applied by the peer reviewers, the dimen-
sions of the domain-relevant rubric represented a single unitary construct, while the di-
mensions of the problem-specific rubric likely differentiated among multiple constructs.
There may be several possible explanations for inter-criteria correlation in either con-
dition. First, although peer reviewers could have rated each other inaccurately, this is
unlikely given that both types of ratings are valid with respect to instructor scores. Fur-
ther, these were second and third year law students, who must be familiar with legal
argumentation, that is, with the domain-relevant criteria. Nonetheless, since they were
novices in the subject matter of Intellectual Property, the following section investigates
whether they missed important relationships among the problem-specific criteria, which
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would have led to the low inter-dimension correlations.
Second, it could be that some criteria are intrinsically interdependent. For example,
among the domain-relevant criteria, it could be that rigorous argument structure (“ar-
gument”) is necessarily dependent on identifying the key issues in a problem (“issue”).
Analogously, among the problem-specific criteria, claims of trade secret misappropria-
tion (“tsm”) do often arise in the context of breach of non-disclosure and non-competition
agreements (“nda”), which was one of the two significant correlations in that condition.
Third, it could be that the criteria are simply correlated in terms of how the behavior
they describe is expressed by students. For example, if a student employs good grammar
(“writing”), it is likely that this student will also write good conclusions (“conclusion”),
even if one does not directly cause the other.
3.3.3.2 Validity of Problem-Specific Conceptual Distinctions by Peer Reviewers
Mean inbound peer ratings according to problem-specific criteria were mostly uncorre-
lated with each other. One explanation could be that peer reviewers missed important
relationships among these criteria, which could happen if the conceptual issues were too
difficult for peer reviewers to assess. To check on this, a former student that had previ-
ously excelled in the same course was trained to rate papers with the problem-specific
rubric, and the correlations among these ratings were computed for each pair of criteria
in the same manner as for the mean inbound peer ratings.
There were no significant pairwise correlations according to the trained rater that were
missed by the peer reviewers. (Table 3.3 .2) Of the two significant pairwise correlations
that were present according to the peer reviewers, one was also significant according to
the trained rater (the first idea misappropriation claim “idea1” vs. the trade-secret mis-
appropriation claim “tsm”), and one was not significant according to the trained rater
(the claim for breach of non-disclosure “nda” vs. the trade-secret misappropriation claim
“tsm”). In the aggregate, peer reviewers distinguished among problem-specific concepts
similarly to the trained rater.
3.3.4 Feedback Helpfulness
After receiving feedback, each author was asked to give a back-review of the feedback
on each dimension to each reviewer. The same condition-neutral back-review scale was
administered for all dimensions as appropriate to the experimental treatment so that feed-
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back from each problem-specific and domain-relevant criterion was evaluated on its own
merits. (Figure 3.2 .3)
3.3.4.1 Validity of Helpfulness Ratings
It was hypothesized that those reviewers who understand the domain well, as measured
by essay quality, would be able to to provide more helpful feedback than those review-
ers who understand the domain poorly. Such a relationship between essay quality and
feedback helpfulness would attest to convergent validity of feedback helpfulness.
Within each rating dimension, correlations were computed between each student’s mean
per-dimension inbound back-review score (i.e., mean helpfulness score from having acted
as a reviewer) and mean per-dimension inbound peer rating. Correlation values were all
close to zero, and no correlation was significant. Thus, giving helpful feedback with re-
spect to a rubric dimension was not related to analytical or writing performance on that
dimension. This does not make the helpfulness ratings invalid, but it does point to the
complexity of the relationship between understanding an aspect of the domain, problem-
specific or otherwise domain-relevant, and being able to provide helpful feedback about
that aspect.
3.3.4.2 Author-Reviewer Reciprocity
Peer reviewers may engage in reciprocal behavior, i.e., authors may be tempted to give
high back-review ratings to reviewers that give the authors’ works high peer ratings, and
low back-review ratings in response to low ratings from reviewers.
Reciprocity was defined operationally as the correlation between the peer ratings given
by reviewers and back-review ratings given by authors in response. Given the ordinal
nature of the ratings, correlations were computed as Kendall’s τ, which is “the differ-
ence between the probability that the observed data are in the same order for the two
variables versus the probability that the observed data are in different orders for the
two variables.”(Hill & Lewicki, 2006) Reciprocity aggregated across all dimensions of the
problem-specific rubric was found to be τ(579) = 0.27, p < 0.001, and domain-relevant
reciprocity was τ(463) = 0.30, p < 0.001. Reciprocity varied little when breaking out rat-
ing dimensions. (Table 3.3 .1) 2 Thus, there is a small but statistically significant amount
2In prior work, reciprocity was defined as the Pearson correlation (Cho & Kim, 2007), which produces
similar results for the problem-specific and domain-relevant ratings.
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of reviewer-author reciprocity using both rubrics. Contrary to expectations, problem-
specific criteria did not make it easier for authors to evaluate feedback objectively.
3.3.4.3 Helpfulness of Feedback via Domain-Relevant and Problem-Specific Support
Feedback helpfulness was compared between the two conditions.
Both rubrics elicited helpful feedback most of the time, as indicated by the mean help-
fulness ratings in each dimension. (Table 3.3 .1) However, an ANOVA comparing all
problem-specific back-review ratings versus all domain-relevant back-review ratings showed
that authors receiving domain-relevant feedback found it to be helpful more often than
authors receiving problem-specific feedback, F(1,853) = 36.82; p < 0.001.
Domain-relevant feedback was rated 6 or 7 more often than problem-specific rubric. As
defined by the rating scale (Figure 3.2 .3), such ratings indicated that authors felt that the
feedback not only “identified most key problems” in their writing and “suggested useful
solutions”, but that the feedback also “identified key strengths”. In other words, authors
felt that the domain-relevant feedback contained praise more often.
Additionally, problem-specific feedback was rated 3 or below more often than domain-
relevant feedback. To understand why problem-specific feedback was sometimes unhelp-
ful, all 92 comments from peer authors that were paired with back-review ratings of 3 or
lower were analyzed. In these comments, the most frequent explanations of low back-
review ratings were that the reviewer’s feedback was empty or almost empty (19), that
the reviewer missed or misunderstood key parts of the author’s argument (20), or that the
reviewer’s feedback was correct, but suggested no solutions (33).
Problem-specific authors chose not to give back-reviews more often than domain-relevant
reviewers. In 19 cases, authors omitted back-review ratings but left written comments,
which were analyzed. The comments seemed to fit well with the back-review scale, but
the authors chose to omit ratings nonetheless.
3.4 Discussion
This experiment compared formative assessment in peer review via conceptual, problem-
specific support for reviewers and authors versus domain-relevant support. The results
showed that both kinds of reviewing rubrics led to valid peer assessment of student work,
which compared favorably to assessment of conceptual understanding via an objective
test. Examining the rubrics’ analytic dimensions separately showed some differences, but
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Figure 3.3 .5: Frequency of back-review ratings from dimensions of the domain-relevant
and problem-specific rubrics.
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given the small sample of the comparison (just one of each type of rubric), this compari-
son is tentative and further study is required. Dimensions of the problem-specific rubric
were reliable more often than dimensions of the domain-relevant rubric. The domain-
relevant rubric showed high inter-dimension correlation. The problem-specific rubric did
not show high inter-dimension correlation according to peer reviewers, and this was con-
firmed by a trained rater. Both rubrics usually elicited helpful feedback. Peer authors
judged feedback elicited by the problem-specific rubric as helpful less often than feed-
back elicited by the domain-relevant rubric, but in part that was due to greater amounts
of praise elicited by the domain-relevant rubric. Some considerations on choosing be-
tween a domain-relevant rubric and a problem-specific rubric follow.
Both domain-relevant and problem-specific mean inbound peer ratings correlated strongly
with an instructor’s aggregate scores of a midterm exam in Intellectual Property law.
The validity of the problem-specific ratings within each dimension was further confirmed
against the ratings of a trained rater. This is an especially important finding for a course
in law, a domain of open-ended problems, where it is difficult to achieve reproducible as-
sessment and to do so with plausibly valid criteria. This difficulty is only emphasized by
the internal inconsistency of the objective tests of conceptual understanding and by the
lack of correlation between the tests and the instructor scores. Although some validity and
reliability evidence points in favor of the problem-specific rubric (i.e., the strength of the
validity correlation, the narrowness of the correlation confidence interval, the larger num-
ber of dimensions with high effective reliability), this one comparison of two rubrics is too
small a sample to endorse the use of a problem-specific rubric over a domain-relevant one.
The high inter-dimension correlation of the domain-relevant rubric is a strike against
the domain-relevant rubric. The most likely explanation is that the domain-relevant di-
mensions were inherently correlated in this corpus. Even if a rubric addresses what can
hypothetically be different skills (e.g., argumentation vs. issue identification), students
may acquire these skills together, and the skills may also manifest themselves together.
Having found redundancy in peer ratings, we cannot know if comments were similarly
redundant. That said, an instructor who cannot anticipate whether or not student essays
will be correlated in terms of domain-relevant criteria may reasonably choose a problem-
specific rubric. Since problem-specific support to reviewers leads to ratings that do not
correlate with each other, such ratings are not redundant, and more likely to be informa-
tive.
While neither rubric was reliable across all dimensions, lack of reliability is not nec-
50
3.0 Eliciting Formative Feedback via Conceptually Focused Rubrics in Peer Review
essarily a cause for concern; indeed, the importance of reliability in peer review may be
overstated. (N. F. Liu & Carless, 2006) In particular, this may not be a concern when
rubrics are applied to an open-ended problem. In this study, the problem-specific rubric
related to legal claims, each of which provides a separate analytical framework for the
open-ended problem. Further, since open-ended problems may be framed in multiple
ways, reviewer disagreements with respect to conceptual issues could be legitimate. The
different problem-specific reviews may thus lead authors to see the problem in different
ways, and the exercise of reading and making sense of the somewhat divergent informa-
tion may be pedagogically fruitful. (Wiley & Voss, 1999; D. McNamara, Kintsch, Songer,
& Kintsch, 1996; Cho & Cho, 2007)
Reliability may be important in some cases, especially summative assessment: “[F]or
students to take the feedback seriously, the ratings need to count for actual grades, and
the validity and reliability of the grades depends upon there being ratings from multi-
ple reviewers.” (Cho & Schunn, 2007) If so, reliability may be improved by increasing the
number of peer reviewers (Cho & Schunn, 2007), and by calibrating their rating techniques
(Russell et al., 2004). It may be easier to teach students how to apply problem-specific cri-
teria (e.g., what factors may support a claim of trade-secret misappropriation, what fac-
tors may constitute a good response to such a claim), rather than domain-relevant criteria
(e.g., what constitutes a good legal argument in general). Notably, “fixing” the problem
of reliability for problem-specific criteria leads the instructor to teach material that is very
appropriate to the topic of the course.
While authors rated problem-specific feedback as helpful significantly less often than
domain-relevant feedback, this may be an artifact of how the peer review process was
designed and how helpfulness was measured than how helpful the feedback was actu-
ally. Domain-relevant reviews earned back-review ratings that noted praise in the review
more often than the problem-specific rubric, but students are known to rate praise as
helpful (Cho, Schunn, & Charney, 2006), and praise is not associated with implemen-
tation of feedback in a subsequent draft (Nelson, 2008). By contrast, problem-specific
reviews earned more back-review ratings indicating that the feedback identified prob-
lems but lacked solutions. From an instructor’s perspective, low ratings of helpfulness
of problem-specific feedback, if not overwhelming in number, are a positive aspect of a
peer review exercise. Much as low inbound peer ratings inform the instructor that a par-
ticular problem-specific concept has proved challenging for students, low back-review
ratings inform the instructor that students struggle with giving helpful feedback for a
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problem-specific concept, which may indicate that students do not understand the con-
cept. In future work, a fair and rich evaluation of helpfulness would entail delivering both
problem-specific and domain-relevant feedback to each author to see which the authors
prefer when they can draw on either.
Back-review ratings for both types of rubrics are affected by a small but statistically sig-
nificant amount of reviewer-author reciprocity. While it is possible to eliminate reciprocity
by concealing peer ratings, i.e., by only presenting comments to peer authors (Cho & Kim,
2007), this may be undesirable. The ratings may communicate formative information to
students, including level of current performance and the target level of performance, and
the structure of the criteria. Additionally, it is awkward to collect ratings without passing
them on.
It could be that for some courses it is important to distinguish the writing and critiquing
skills that make up a domain-relevant rubric, and to collapse the various problem-specific
conceptual issues. These are likely to be courses focused on writing as a subject in it-
self. However, for courses with substantive subject matter apart from (or in addition to)
writing, there is value in teasing apart problem-specific conceptual issues.
The two rubrics evaluated here share underlying criteria, but present them from dif-
ferent perspectives. For example, both rubrics place value on identifying and making
reasoned arguments about conceptual issues. It would be natural for reviewers using
domain-relevant support to include problem-specific conceptual content in the feedback
they give. However, any problem-specific conceptual information would be distributed
across the domain-relevant dimensions, attenuating the conceptual signal, and leading to
interference from multiple concepts and non-conceptual feedback. Moreover, if that feed-
back is to be evaluated according to the domain-relevant back-review scale, that would
lead back-reviews to pertain to the reviewers’ ability to give domain-relevant feedback,
not concept-oriented feedback. Thus, instructors who value conceptual analysis should
choose the problem-specific rubric over the domain-relevant one.
These results have significance for the design, implementation, and evaluation of peer
review as a mechanism for teaching skills for analysis of open-ended problems. They
further support the design of several statistical models that may inform instructors about
the state of a peer review exercise and establish connections between peer review and
intelligent tutoring systems, as discussed in the following chapter.
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"Relevant evidence" means
evidence having any tendency to
make the existence of any fact
that is of consequence to the
determination of the action more
probable or less probable than it
would be without the evidence.
(US Federal Rule of Evidence 401)
4.1 Motivation
The preceding chapter (chapter 3.0 ) examined the differential effects of problem-specific
and domain-relevant support on peer ratings in peer review. The present chapter builds
on those findings to model the assessment of student performance based on these rating
criteria.12
The ratings received by peer authors, i.e., the inbound peer ratings that assess the au-
thors’ works, are but one artifact of peer review. As discussed below, additional observ-
able and latent information that is a by-product of peer review could be relevant to as-
sessment. If this information could be mined, it could be delivered to an instructor or an
Intelligent Tutoring System.
First, the chapter discusses sources of observable and latent information in peer review,
and how these may be incorporated into a statistical model.
1Some results from this chapter have been reported in Goldin, I. M., & Ashley, K. D. (to be presented).
Peering into peer review with Bayesian models. In S. Bull, G. Biswas, & J. Kay (Eds.), 15th International
Conference on Artificial Intelligence in Education. Auckland, New Zealand.
2This research was supported in part by the University of Pittsburgh Provost’s Advisory Council on Instruc-
tional Excellence. The grant was “A Peer-Review-Based Student Model for Ill-Defined Problem-solving”,
Kevin D. Ashley, PI.
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Second, several alternative statistical models are proposed that differ in their represen-
tation of the domain of peer review. The models use an expert’s scores of the students’
essays as the response variable; they differ in the explanatory variables that they use and
in the hierarchical structure. In essence, the models aim to approximate the instructor
measure of student performance by using the latent and observable artifacts of peer re-
view. Using a regression methodology permits inferences regarding which explanatory
variables are important predictors of the essay score, and how they could be combined to
apprise the instructor of the outcome of a peer review exercise. The statistical modeling
technique is Bayesian data analysis. (Gelman & Hill, 2006)
Third, the models are compared empirically to understand whether the additional com-
plexity required for sophisticated modeling is a worthwhile trade-off for the inferences
that the models support. The data used for the comparison come from the experiment on
problem-specific and domain-relevant rubrics in chapter 3.0 . As will be seen shortly, the
data from the two rubrics is treated separately, which enables a further comparison of the
rubrics.
Finally, the discussion considers the lessons learned from this modeling and explains
how a Bayesian model may be used by an instructor or an Intelligent Tutoring System.
4.2 Methods
4.2.1 Hierarchical Bayesian Models of Peer Review
The defining characteristic of Bayesian models is that they can incorporate prior beliefs
about the parameters; for example, aggregate peer ratings may be said to be normally
distributed. By combining prior beliefs with data and with formulations of likelihood,
a Bayesian model yields posterior estimates for the parameters of interest and describes
each estimate in terms of a probability distribution rather than just a point value.
While Bayesian modeling has long been applied in educational research, this is a novel
contribution to peer review in education. From the perspective of statistical analysis, peer
review is fairly complex. It involves repeated measures (multiple reviews of every pa-
per), sparse data (any student reviews only a handful of papers), and hierarchy (ratings
are generated according to a multidimensional rubric). By using Bayesian data analy-
sis, we can enter these relationships among the data into our model in a straightforward
way, and we can compare different models based on our intuitions about model struc-
ture. Furthermore, a single Bayesian computation estimates all the quantities of interest
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at once, bringing to bear all the available data. This means that the different parameters
help estimate each other according to the expression of likelihood we enter.
Given two models that fit the data equally well, one may choose the simpler one (e.g.,
complex models can be prone to overfitting) or the more complex one (e.g., it may embody
knowledge about domain structure). Within each condition, models may be compared in
terms of Deviance Information Criterion (DIC), a metric that rewards well-fitting models,
and penalizes models for complexity. Model fit is defined as deviance, similar to general-
ized linear models. Model complexity is determined by the effective number of parame-
ters in the model. This is computed at model “run time” as a function of how information
is pooled across groups in a multilevel model, rather than at “compile time” from the
mathematical model structure. Lower DIC is better. DIC values may be compared on one
dataset but not across datasets.
The models use an expert’s scores of the students’ essays as the response variable; they
differ in the explanatory variables that they use and in the hierarchical structure. The peer
ratings and the explanatory variables are, respectively, the observed and latent artifacts of
peer review.
The baseline model 5.1a uses the simplest representation that could be said to map from
peer ratings to an instructor’s score, essentially averaging all the ratings received by a peer
author. This model treats all of a pupil’s inbound peer ratings as exchangeable with each
other, ignoring the distinct rating dimensions, and it treats all authors as independent of
each other.
Subsequent models aim to leverage latent information to improve data fit. First, in
model 5.1b, student authors are no longer considered to be independent. Model 5.1b
pools key parameters so that what is known about authors as a group helps us understand
individual authors, and vice versa. Second, model 5.2a evaluates the utility of the ratings
dimensions by representing them separately rather than collapsing them together, as in
the models above.
For comparison and reference, the parameters of each model are summarized in Table 4.2 .1
and Table 4.2 .2. Each model is defined in the following sections. Models were imple-
mented using the WinBUGS software (Lunn, Thomas, Best, & Spiegelhalter, 2000); the
source code of our models is included in Appendix B.
Model were run separately for the two experimental treatments, because it would not
be sensible to compute the contribution of problem-specific information for students in
the domain-relevant condition and vice versa. Each model was fit 3 times, i.e., there were
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Table 4.2 .2: Interpretation of different parameters
Parameter Definition Interpretation
αp, α intercept, per-pupil or pooled
across all pupils
the expected value of a pupil’s midterm
score when other predictors for this pupil
are equal to zero
β1, βn coefficient for mean inbound
peer ratings
the weight given to the aggregate
assessment of the work of all authors in
estimating the instructor score of the
authors’ midterm exams, collapsing across
rating dimensions (β1) or for a particular
dimension (βn)
X1p, Xnp mean inbound peer rating,
per-pupil
aggregate assessment of the work of author
p according to peer reviewers, collapsing
across rating dimensions (X1p) or for with
respect to a particular dimension (Xnp)
σ2p[IPR] variance of inbound peer
ratings, per-pupil
variation among the assessments of the
work of author p according to peer reviewers
σ2 variance between pupils variation among pupils not otherwise
captured by the model
µ[IPR],
σ2IPR
mean, variance across authors of
aggregate inbound peer ratings
pooling hyperparameters to share
information across students w.r.t. authors’
aggregate inbound peer ratings X1p
µn[IPR] mean across authors of
aggregate inbound peer ratings,
per-dimension
pooling hyperparameter to share
information across students w.r.t. authors’
per-dimension aggregate inbound peer
ratings Xnp
σ2n[IPR] variance of inbound peer
ratings, per-dimension
variation among the assessments of all
authors’ works with respect to rating
dimension n according to peer reviewers
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Figure 4.2 .1: Histogram of midterm scores
3 Markov Chain Monte Carlo simulations (MCMC chains), with a different randomly
determined starting value for each chain. The chains were examined to ensure that they
converged in their estimates of parameter values. Each fit was allowed 6000 iterations,
with 1000 initial iterations discarded (“burn-in”) to avoid bias due to starting values. For
ease of interpretation, peer ratings were centered by subtracting the mean of all ratings
from each rating. Thus, a student that is estimated to have a mean inbound peer rating
of -1.25 actually has a rating that is 1.25 Likert scale units less than the mean of the actual
ratings in the dataset.
4.2.2 Model 5.1a: Inbound Peer Ratings with No Pooling and
Uninformative Priors
Model 5.1a is a regression of the midterm scores as a function of the pupils’ inbound peer
ratings only. Authors are treated as randomly drawn from a single population. The mul-
tiple ratings that each author receives are exchangeable with each other (i.e., not tied to
particular reviewers), and constitute repeated measures of each student given according
to a single rubric dimension.
Midterm scores and ratings are treated as normally distributed. It is reasonable to treat
midterm as normally distributed, because test scores in general ought to be normal, and
because midterm scores in this particular dataset seem to behave normally. (Figure 4.2 .1)
It is also reasonable to treat mean inbound peer ratings as normally distributed, because
the mechanism according to which they are generated—the 7-point Likert scale—ought to
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be designed such that ratings are approximately normal. Moreover, the mean of repeated
ratings (i.e., from multiple reviewers) ought to be normal according to the Central Limit
Theorem.
The inbound peer ratings are said to be normally distributed and sufficiently described
by a per-pupil mean and variance. In a Bayesian model, rather than computing a mean
and variance of each pupil’s inbound ratings manually and using their point estimates,
the means and variances are estimated “on the fly” during MCMC sampling. This yields
not just point estimates, but posterior observations with accompanying credible intervals
that indicate the model’s certainty in the parameter estimate.
The model estimates a regression coefficient β1 that corresponds to a weight on the
aggregate peer rating X1p, and an intercept αp that varies per pupil, accommodating vari-
ability within students. These are combined linearly in a hierarchical structure defined by
a per-student latent factor µp, which represents overall latent knowledge or ability of an
individual student in the domain.
Formally, we define the model as follows. The per-pupil response variable (midterm)
Yp is normally distributed, with mean µp that is the per-pupil knowledge estimate and
overall variance estimate σ2 .
Yp ∼ N(µp, σ2)
The model includes a per-pupil intercept (i.e., coefficient for the constant term) αp, and the
mean of the inbound peer ratings X1p with weight β1. The means of ratings are denoted as
X1p rather than Xp since other models will add other variables indexed 2..n to the matrix
of predictors X. Similarly, regression coefficients are denoted β1..n with a per-predictor
(not per-pupil) subscript, and the regression procedure estimates a vector β of regression
coefficients.
µp = αp + β1 ∗ X1p
Finally, a pupil’s inbound peer ratings are treated as normally distributed according to
the pupil’s individual mean X1p and individual ratings variance σ2p[IPR].
IPRp ∼ N(X1p, σ2p[IPR])
The individual means X1p are treated as normally distributed with an “uninformative”
prior. That is, we express our prior belief about parameters such as the per-pupil means
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of the peer ratings by saying that they are themselves distributed according to distribu-
tions defined by hyperparameters. If our prior beliefs are not strong, then we make them
“uninformative” to the model (i.e., not leading to undue bias), such as by allowing the
hyperparameters to vary a great deal. In practice, the hyperparameter mean for X1p was
set to 0, as is appropriate for an uninformative prior since the peer ratings were centered
about their mean, and the hyperparameter variance was set to 1000.
In hierarchical modeling (Gelman & Hill, 2006), this model is called a “no pooling”
regression based on the fact that it does not pool (i.e., share) information across pupils.
Specifically, each pupil is described via an individual intercept αp, an overall (between
pupils) variance σ2, and an individual mean peer rating. Alternative, as discussed below,
it is possible to consider that students could be grouped together in some way, and what
is learned about one student could help model a different student.
Model 5.1a is a plausible first attempt to establish if the ratings that peers give each
other approximate instructor assessment. It asks if the cumulative opinion of the review-
ers (i.e., the mean inbound peer rating) corresponds to an instructor’s grade, and if the
peer reviewers tend to agree (i.e., measuring the ratings’ variance). Additionally, it in-
corporates prior distributions for the response, the ratings, the mean and variance pa-
rameters. Whether or not this baseline differs from the alternative models, its evaluation
should still be helpful in understanding peer review.
4.2.3 Model 5.1b: Information Pooling
In model 5.1b, information is shared across pupils so that what the model learns about
one student informs the estimation of parameters of other students. This is accomplished
in two ways.
First, the model stipulates that all individual intercepts αp are not independent, but
drawn from a common distribution. This distribution is defined by its own hyperparam-
eters, mean µα and variance σ2α . Each student’s information is then used to estimate these
common hyperparameters, and the common distribution they define in turn constrains
the estimation of the individual students’ intercepts.
αp ∼ N(µα, σ2α)
Second, in a similar fashion, the estimation of individual students’ inbound peer rat-
ing means X1p is constrained by stipulating that pooled together, they share a common
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mean and variance, i.e., the mean of all individual means µ[IPR], and the variance of all
individual means σ2[IPR].
X1p ∼ N(µ[IPR], σ2[IPR])
This technique is known as partial pooling. (Gelman & Hill, 2006) It can be contrasted
with no pooling, as in model 5.1a, and with complete pooling, which stipulates that while
a parameter may be informative or important, it does not vary for individual students.
All hyperparameters were given uninformative prior distributions.
There is pooling for individual students’ inbound peer rating variances σ2p[IPR]. Models
with such pooling were unstable, especially for the domain-relevant dataset.
4.2.4 Model 5.2a: Rating Dimensions
Model 5.2a represents the distinct dimensions of the inbound peer ratings, in contrast to
models 5.1a and 5.1b, which treat all inbound peer ratings as though they correspond to
one rating dimension, no matter that they were elicited via different prompting questions.
To incorporate information on dimensions, each observed inbound peer rating is mod-
eled as normally distributed with mean Xnp that corresponds to the average of the ratings
received by author p for rating dimension n and a variance for this dimension σ2n[IPR] that
is shared across all pupils. The explanatory variable matrix X is altered to include one
column per rating dimension, and the lone regression coefficient β is replaced by regres-
sion coefficients βn for each rating dimension n. (There are d = 4 rating dimensions in the
domain-relevant condition, and d = 5 in the problem-specific condition.) Within each di-
mension, individual pupils’ means of inbound peer ratings Xnp are pooled by stipulating
a shared prior distribution across students. These are uninformative priors, normal with
a mean of 0 and a variance of 1000. Peer ratings from each dimension are centered about
the respective mean of that dimension.
Yp ∼ N(µp, σ2)
µp = αp +
d
∑
n=1
βn ∗ Xnp
IPRnp ∼ N(Xnp, σ2n[IPR])
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Table 4.3 .3: Model fit (DIC) for domain-relevant and problem specific datasets
Model Domain-relevant Problem-specific
5.1a 1416 2423
5.1b 1305 2237
5.2a 1335 1702
Distinguishing the ratings by dimension leads to fewer observed ratings per pupil, per
dimension. For example, rather than 20 peer ratings per pupil in the problem-specific
condition (5 rating dimensions times 4 reviewers), there are ratings from 4 reviewers per
dimension. This precludes estimation of individual per-dimension variances; instead,
per-dimension variance parameters were fitted to absorb some of the noise. These vari-
ances are denoted σ2n[IPR], with subscript n signifying the rating dimension. Per-dimension
variances are treated as independent of each other since rating dimensions ought to be in-
dependent.
4.3 Results
The model fitting was examined by verifying that in almost all cases multiple chains of
MCMC sampling mixed well, and arrived at similar estimates of the parameters of inter-
est as attested by the Gelman “Rhat” Rˆ values below 1.2, for all parameters in all models.
Visual examination of autocorrelation plots showed that autocorrelation for all models
was acceptable, indicating that the MCMC simulation was sufficiently long. Model 5.2a
produced the best fit for the problem-specific dataset using a short simulation (6,000 iter-
ations discarding 1,000 as burn-in). Even though the short simulation converged, a longer
simulation (100,000 iterations discarding 20,000 as burn-in) was run to ensure that the
results were stable. Despite the improvement in overall model fit only to the problem-
specific dataset, model 5.2a converged in its estimates of parameters for both datasets.
Model fit was measured via DIC, which trades off fit accuracy against model complex-
ity. Lower DIC indicates better fit. DIC values may be compared with reference to the
same dataset but not across the problem-specific and domain-relevant datasets. There is
no way of knowing whether a fit is good in an absolute sense, only whether it is better
or worse relative to another model. In practice, DIC scores over multiple runs of these
models varied within the range of ±15 points over the same dataset, but with different
randomly determined initial values.
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There are three key findings based on the DIC (Table 4.3 .3). First, partial pooling
(model 5.1b) can improve significantly on the baseline (model 5.1a) for both domain-
relevant and problem-specific datasets. Second, distinguishing the different rating criteria
(model 5.2a) improves the fit for the problem-specific dataset, but actually hurts the fit for
the domain-relevant dataset.
As a sanity check that the models reflect what is known of the data, the hyperparameter
µIPR (the mean of all individual means X1p) was estimated as ~0 under model 5.1b for both
datasets (Figure C.14). This makes sense, since the ratings were centered about the mean.
Given the high number of parameters in each model (e.g., 28 students * 5 rating dimen-
sions for inbound peer rating means Xnp in model 5.2a on the problem-specific dataset,
not including other parameters in 5.2a on the same dataset), it is not practical to describe
each parameter. The discussion below addresses the chief parameters of interest, and
suggests they could be interpreted by an instructor or an intelligent tutoring system.
The posterior estimates of the intercepts αp were estimated to be close to the mean of
the instructor-assigned midterm scores. (Figure C.4, Figure C.9, Figure C.21) With rat-
ings centered, the intercept represents the predicted midterm score for a student whose
inbound peer ratings averaged to zero, taking into account individual author character-
istics. This parameter helps bridge the gap between the response and the the covariates
(means of inbound peer ratings). In doing so, it becomes a reference point for understand-
ing the performance of individual students. The models predict that a student’s midterm
score would be equal to αp for a student whose means of inbound peer ratings were zero
across all dimensions (assuming the ratings were centered). For students whose mean
inbound peer ratings are non-zero, their contribution is computed relative to αp.
Another way of interpreting the intercept is that relatively large absolute values of αp
belong to peer works for which the other terms (i.e., the peer ratings) are not an adequate
assessment. As noted, the αp were estimated to be close to the mean of the instructor-
assigned midterm scores. If the αp were centered about their mean, after the Bayesian
estimation procedure, then those centered αp that were relatively close to zero would
provide a relatively small counterweight to the peer ratings term, while those that were
relatively far from zero, in either the positive or negative direction, would provide a large
counterweight. Thus, they would indicate peer works for which the peer ratings required
a counterweight.
Pooling in model 5.1b made intercept estimates an order of magnitude tighter than in
model 5.1a, e.g., for the problem-specific dataset, to ±0.8 points with 95% confidence on
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Table 4.3 .4: Model 5.2a estimates for βn.
Dimension
(Domain-
Relevant)
argument conclusion issue writing
Mean (SD) 1.32* -2.20 0.43 -0.66
Dimension
(Problem-
Specific)
idea1 idea2 nda rop tsm
Mean (SD) 1.31 0.79* 0.02 0.31* 0.43
the instructor’s scoring scale. Pooling for X1p also allowed model 5.1b to share infor-
mation across students, but the effect was less pronounced given that 5.1a already had
tight intervals on these parameters. Partial pooling can be an effective technique for these
models.
The regression coefficients β represent the importance of the averaged inbound peer rat-
ings (per-dimension or collapsing dimensions) to estimating the instructor’s score. Given
the intercept αp, the model’s prediction of an individual student’s score depends on the
means of the inbound peer ratings weighted by βn. The coefficients are per unit of the
underlying Likert scale (despite centering), so a 1-point change in the mean inbound peer
rating for some dimension adds β to the prediction of the midterm score. In the ideal case,
the βn all have the same sign, and their values may be intuitively interpreted as indicating
that criteria differ in their impact on approximating instructor scores.
Under model 5.1a, the credible intervals for β included zero (Figure C.2), implying that
peer ratings were not significant predictors of instructor scores for that model. With model
5.1b, estimates of β with 95% confidence did show that average peer ratings predicted
instructor scores (Figure C.8), emphasizing the value of pooling.
By distinguishing the rating dimensions, model 5.2a improved fit for data from the
problem-specific criteria, but not for data from the domain-relevant criteria. This can be
seen from the overall fit. (Table 4.3 .3) As the credible intervals show (Table 4.3 .4,Figure C.20),
the model is confident in its estimates for two of the four domain-relevant β coefficients
(argument development and issue identification, but not conclusion justification or orga-
nization quality), and only argument development contributed to estimating the instruc-
tor’s midterm score. For the problem-specific rubric, four of the five problem-specific
β coefficients were estimated confidently (all except the first idea infringement claim);
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two of the five dimensions (the second idea infringement claim and right of publicity)
contributed to estimating the midterm score, and a third, trade-secret misappropriation,
contributed marginally. The problem-specific β estimates are all positive, suggesting that
each dimension adds linearly to the intercept. Counterintuitively, the domain-relevant β
estimate for justifying a conclusion has a negative sign, as if high performance on justify-
ing a conclusion corresponds to a drop in the midterm score, but note that this β was not
estimated confidently. These problems with low confidence and a combination of posi-
tive and negative signs for domain-relevant criteria echo the high pairwise correlation be-
tween Xnp for all 6 pairs of rubric dimensions that was reported earlier (Table 3.3 .2). High
collinearity may cause instability and interactions among βn coefficients for the domain-
relevant rating criteria (without hurting overall model fit). By contrast, the βn for the
problem-specific ratings may be intuitively interpreted as indicating that criteria differ in
their impact on approximating instructor scores.
All βn, including those that were not significantly different from zero, reflect important
patterns in the data and could be informative to an instructor or a tutoring system. Coef-
ficients that were not estimated confidently may indicate a lot of noise in how reviewers
applied the corresponding criteria, e.g., the first idea infringement claim. Coefficients that
were estimated confidently yet were found to be not significant contributors to estimat-
ing the instructor’s score (e.g., the claim of breach of non-disclosure) may be empirically
redundant with other criteria. Indeed, these two problematic dimensions of the problem-
specific rubric are exactly those that correlated significantly with the trade-secret misap-
propriation claim. (Table 3.3 .2) Knowing that some rubric dimensions are problematic
may suggest to the instructor that these dimensions need to be omitted or redefined.
The means of inbound peer ratings for each pupil, Xnp represent the pupil’s proficiency
with respect to each assessment criterion n. (Figure C.16) Under model 5.2a, these are
posterior estimates with Bayesian credible intervals for the same parameters that are con-
ventionally computed as point values reported to students and instructors in existing peer
review systems. Since ratings were centered with respect to each dimension’s mean, the
value of Xnp reveals where the competence of pupil p with respect to assessment crite-
rion n falls relative to his or her peers, and it is not affected by skew (i.e., by whether the
criterion itself was particularly easy or challenging across all students). The better fit of
model 5.1b on the domain-relevant dataset relative to model 5.2a indicates that comput-
ing these quantities may be problematic for rubrics whose rating dimensions are not well
distinguished from each other.
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Per-pupil variances σ2p[IPR] in model m5.1b were estimated somewhat less confidently
on problem-specific ratings than on domain-relevant ratings, which makes sense given
that for the problem-specific dataset, this model collapsed ratings from demonstrably dis-
tinct dimensions.
Per-dimension standard deviations σn[IPR] in model 5.2a ranged approximately between
0.96 for right of publicity to 1.43 for the second idea infringement claim among the problem-
specific dimensions. Standard deviations for domain-relevant dimensions were slightly
lower, from 0.84 to 1.10. This makes sense given that reviewers using the problem-specific
rubric explored used a greater range of the Likert scales.
Insofar as regression models may be used for prediction, the overall standard deviation
σ estimates prediction accuracy. Given the inbound peer ratings, the instructor’s score
can be predicted to within approximately ±σ. For problem-specific support, model 5.2a
estimated σ = 0.25, 95% CI [0, 0.66], and for domain-relevant support, σ = 0.47, 95% CI
[0.01, 1.14]. (But note that this is an estimate of error during training, and it would be
expected to increase on held-out data.)
4.4 Discussion
This study showed the feasibility of building Bayesian models that describe many dif-
ferent aspects of peer review. The best-fitting model on the problem-specific dataset was
5.2a, which incorporated expert beliefs regarding the distributions of peer ratings, insti-
tuted pooling across pupils and distinguished rubric dimensions. The best-fitting model
on domain-relevant data was 5.1b, which incorporated expert beliefs regarding the distri-
butions of peer ratings and instituted pooling, but did not distinguish rubric dimensions.
These results may bear on pedagogy in many different ways. The models’ parameter
estimates may provide a tutoring system or an instructor with actionable assessment in-
formation on individual pupils, the whole class, and the assessment rubric itself. Some
may even suggest changes in curriculum or assessment. The models report some pa-
rameters of interest that have not been described previously, and also enable Bayesian
estimates of other parameters.
For instance, an instructor may wish to know which specific concepts were challenging
for the authors and which were easy. Challenging concepts could be deserving of instruc-
tor attention in grading and instruction. One way to detect challenging concepts is by
examining estimates of Xnp, which pertain to a student’s proficiency with regard to each
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of a rubric’s criteria. If criteria can be compared “apples to apples”, and if they all use the
same well-anchored rating scale (as in the problem-specific rubric studied here), and if the
raw ratings have been re-centered about the mean before being entered into the model,
then it is meaningful to look at whether distributions of Xnp skew right for some criteria,
which would suggest that these criteria correspond to challenging concepts.
The parameter estimates may further show if the rating dimensions are mutually in-
dependent or noisy. Pairwise correlations between dimensions, a metric that is already
popular in the literature (e.g., Table 3.3 .2), would benefit from being computed over the
Bayesian estimates of Xnp rather than point values. Inconsistent signs of the βn may indi-
cate dimensions that produce noisy ratings or have some other problem. On the contrary,
consistent signs among the βn show how the criteria differ in their impact on approximat-
ing instructor scores.
Another cue to the instructor that it may be necessary to revise assessment criteria may
come from σ2n[IPR], the per-dimension estimates of variation of mean inbound peer rat-
ings. At the ideal level of variance among students, the scale is appropriately grounded
and there is sufficient variation among students to explore most of the rating scale. If
there is too little variance, then it could be that the Likert scale for this rating dimension
does not distinguish between the pertinent levels of author competence, or the scale is not
sufficiently grounded, or the students do not actually vary and the criterion is not infor-
mative. If there is very high variance, then it could be that the Likert scale is insufficient
to describe the actual differences among students. It is also appropriate to compare σ2n[IPR]
across dimensions and to ensure that they are not too dissimilar. All these estimates ac-
commodate missing peer ratings because they “borrow strength” from other students’
ratings through pooling, and because they are posterior distributions with intervals that
speak to the estimates’ credibility.
To identify struggling students, an instructor should examine the student’s means of in-
bound peer ratings Xnp and the individual intercept αp. The Xnp constitute the aggregate
judgment of the peer reviewers, while the αp shows the student’s individual performance
baseline, which is, in effect, information about the quality of the author’s work not cap-
tured by the peer reviewers.
At a glance, the relative importance of the dimensions are available via βn: the larger
the βn, the more impact it has on estimating the instructor’s score. As a further guide,
the instructor should first check the credible intervals for these estimates. A wide interval
indicates that the value of βn is not believable (e.g., it could fluctuate greatly on a different
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model run). An interval that is narrow but nonetheless includes zero, especially if the
point estimate itself is close to zero, indicates a rating dimension that has relatively little
impact on the instructor’s score. It is important to understand why this would be the
case; for example, it could point to a dimension that contains information redundant with
other dimensions. Finally, if the credible interval is narrow and does not contain zero, the
magnitude of βn is the weight given to the rating dimension. For example, if αp is 20, if
βn is 0.25 and if student p’s mean inbound peer rating Xnp is 2, then the model predicts
that the instructor will give the student’s work a score of 20 + 0.25 ∗ 2 = 20.5, all other
parameters held constant.
To summarize, depending on the rubric dimensions and their rating scales, Bayesian
models can inform instructors about the following questions: Are the rating dimensions
noisy, appropriately grounded, mutually independent? What is the relative importance
of the criteria? Which concepts were challenging? For which peer works are peer ratings
not an accurate assessment? Which students are struggling with what concepts?
In some cases, peer assessment is an important perspective on a student’s work in its
own right; in others, its relevance may depend on how well it approximates assessment
by an instructor or other expert. Either way, consumers of peer assessment information,
whether instructors or tutoring systems, require precise estimates of the key parameters
in peer assessment. They also need to know whether or not the estimates are credible.
The Bayesian models described here fill that role.
The old software developers’ adage “garbage in, garbage out” applies to peer assess-
ment criteria. Criteria are not all equally useful, clear, or functional. The models and the
results they report are only as good as the criteria. The good news is that peer review
provides a built-in facility for evaluating the criteria, which can help instructors to refine
them and to communicate them to pupils.
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5.1 Summary
It has long been argued that formative assessment is appropriate to analysis of open-
ended problems (Sadler, 1983), and that peer review can be a conduit for formative as-
sessment (Sadler, 1989; N. F. Liu & Carless, 2006). This dissertation aimed to examine
whether peer review could be used to address the central question of formative assess-
ment for open-ended problems: how to provide formative feedback to students and use-
ful assessment information to the instructor at the same time. This was accomplished
through a design for the peer review process that elicited peer feedback in a particular
way, and then by mining that feedback. The feedback was evaluated in multiple ways,
and the mining of the feedback showed that hierarchical Bayesian models can produce
informative summaries of the peer review process.
The dissertation makes several contributions. First, given that the goal of providing
formative assessment for open-ended problems imposes constraints on peer review, it
argues that these constraints may be satisfied by a particular approach to the design of
rubrics. These constraints were that a rubric had to inform students of their current level
of performance and of the performance target, it had to provide suggestions for how to
reach the target, and it had to generate data that could be summarized for the benefit of
the instructor. These constraints led to creating a rubric with the following characteristics:
• An analytic rubric was preferred to a holistic one.
• The rubric had to collect both ratings and comments for each dimension.
• The rating scales had to be anchored to explanations of distinct levels of perfor-
mance.
This constitutes a theoretically justified approach to rubric design.
Second, the dissertation introduced a novel distinction among three types of rubrics,
domain-independent, domain-relevant and problem-specific, each of which could be made
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to fit the constraints above. This distinction was necessary, because the characteristics of a
rubric derived above were insufficient to guide the creation of a rubric. A priori, all three
of these could be relevant to assessment of open-ended problems.
Third, the dissertation further focused on two of the three types of rubrics: one rubric
that emphasized problem-specific details and another rubric that was relevant to many
different problems in the domain. To fit these rubrics to the problem and domain, they
were oriented, respectively, towards problem concepts and towards rhetorical technique.
The evaluation of rubrics took place in a real classroom for empirical perspective and eco-
logical validity, and addressed feedback validity, reliability, reviewer responsiveness to
analytic aspects, and helpfulness to student authors. The evaluation showed that rubric-
based assessment of student essays converged to instructor assessment, while assessment
by multiple-choice test did not.
Finally, the dissertation proposed and evaluated several novel Bayesian models of peer
review vis-à-vis feedback elicited via the two types of rubrics. Introducing hierarchical
Bayesian models to peer review in education is a contribution in itself. The proposed
models are a natural fit for formative peer assessment given that each paper is evaluated
by only a few reviewers, which motivates pooling, and given that analytic rubrics should
elicit ratings that are distinct across dimensions, which motivates a linearly additive rela-
tionship. The models produce information about students as individuals and as a group,
and about the assessment rubric itself.
Thus, the research shows how peer review may be guided via different kinds of rubrics
and how instructors may receive information about the status of a peer review exercise.
5.2 Limitations, Implications, and Lessons Learned
The data collection and research methods in any study necessarily limit the inferences
that one can draw. So it is with this dissertation. This section acknowledges some of the
salient limitations.
The aim of the dissertation was to investigate formative peer assessment. As has been
argued above, the peer assessment procedure was constructed to yield formative feedback
and assessment, e.g., via the rubric design with criteria-connected dimensions, anchored
rating scales, and the elicitation of both peer ratings and textual comments. Regretfully,
due to time constraints, the findings reported here were based only on peer ratings, rather
than on both ratings and comments. For example, peer comments could have been exam-
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ined to see if they were truly matched to rubric dimensions, if they discussed problems as
well as suggested solutions, if there were differences on this between the two rubrics, and
if the back-review ratings evaluated the feedback fairly. Further, comments could have
revealed to what extent reviewers using the domain-relevant rubric addressed problem-
specific aspects, and vice versa. Nonetheless, the peer ratings were studied because of their
joint formative and summative role: although ratings are numeric, these were anchored
to a meaningful scale and not used to rank students relative to each other, i.e., they were
criterion-referenced, not norm-referenced.
Was peer assessment formative? The procedure was intended to help students see their
strengths and weaknesses, which enabled them to address the weaknesses (although the
limitation of only one draft precluded an investigation of the effects of feedback on revi-
sion). Additionally, the students reported the feedback to be helpful.
Further, the hierarchical models that map between instructor assessment and peer rat-
ings constitute an empirical argument that peer assessment was, in fact, formative. Learn-
ing is not linear. Even if students enrolled together in some course may be said to have
similar learning goals for the course (which is questionable), they will differ in back-
ground knowledge, aptitude and motivation, and thus they will differ in what skills and
concepts they find challenging, in the errors they make while solving problems, and in the
mental model repairs that they must undergo to learn. This creates the need for individ-
ualized, formative feedback, which in turn requires assessment of student performance.
Traditional instructor scoring of student work, due to real-world constraints, is usually
only a summative assessment technique, and has weaknesses where formative assess-
ment is concerned. Even if it references key criteria, it is burdensome for an instructor
to include feedback that is structured such that the criteria are explicit, and that includes
detailed suggestions for how the student could improve the quality of the work. (Indeed,
this is one motivation for peer assessment.) As has been shown in prior work, quantitative
peer assessment can correlate to instructor assessment, e.g., by averaging peer ratings. A
contribution of the present work is that it shows how peer assessment via (potentially
multiple alternative) rubrics, modeled with statistical structures beyond just averaging,
can be used to estimate instructor assessment for individual students. Just as a prism
can break up light into constituent colors, a rubric can decompose student performance
according to key criteria, and these individualized estimates of performance within each
dimension provide a basis both for a summative score such as the instructor’s and for for-
mative feedback. In a sense, it could be said that the instructor’s assessment was validated
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against peer assessment, rather than the other way around, because the overall instructor
score can now be viewed as arising on the basis of rubric dimensions. Furthermore, the
Bayesian models’ parameter estimates may help the instructor offer students additional
feedback and adjust instructional strategies.
As mentioned above, an important contribution of the dissertation is an approach to
rubric design that is rooted in theory and validated through practice. This contribution
targets a stated need for clarity in rubric creation. (Turner, 2009)
Peer reviewers do pay attention to rubrics: the fact that reviewers distinguished among
the dimensions of the problem-specific rubric shows that it is reasonable to use rubric de-
sign to influence the feedback that students give to each other. Even though the domain-
relevant and problem-specific rubrics shared many similarities by design, empirical eval-
uation revealed that they have differences as well. One interpretation is that both rubrics
focused on argumentation (although this need not be the case for other domain-relevant
and problem-specific rubrics), but they approached argument structure in different ways.
A domain-relevant rubric is akin to asking a student: “first, discuss all the evidence, then,
separately all the warrants, and then, separately once again, all the claims.” A problem-
specific rubric emphasizes that a particular claim is what ties together the evidence and
warrants. In doing so, the problem-specific rubric highlights the conceptual structure of a
problem and maps from the conceptual structure to the argument structure. By contrast,
when a domain-relevant rubric omits the conceptual structure or relegates it to a single
rubric dimension, it risks hiding important aspects of evaluation criteria from reviewers
(and authors) and obfuscates the grounding of the argument structure. Thus, a reviewer
using the domain-relevant rubric must not only rediscover the conceptual structure, and
not only map from the argument under review to the conceptual structure, but also, fi-
nally, to break apart the argument structure to align it with the domain-relevant criteria.
In hindsight, it seems intuitive that the increase in rubric generality from problem-specific
to domain-relevant rubrics (and beyond, to domain-independent rubrics) should corre-
spond to a decrease in a rubric’s explanatory power.
Some instructors may prefer domain-relevant rubrics to problem-specific ones because
domain-relevant rubrics may not necessitate adjustments to different problems, whereas
problem-specific rubrics necessarily do. However, the concept-oriented problem-specific
rubric provides a path to making these adjustments: one need only enumerate the salient
distinct concepts that pertain to the problem, and explain what it means to analyze each
concept. The concepts will likely be similar in complexity and in analytical requirements,
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which means that they will likely share the same rating scale. At the same time, using
a domain-relevant rubric does not relieve the instructor of having to be mindful about
whether that rubric fits the assignment at hand.
The study only compared one domain-relevant rubric versus one problem-specific rubric,
in the context of a single exercise. Thus, findings relating to the differences between the
two rubrics cannot be conclusive. In other exercises and in other domains, other domain-
relevant and problem-specific rubrics could be devised, and they could affect peer as-
sessment in ways that this study did not detect. Ultimately, the domain-relevant versus
problem-specific distinction is just one dimension in the space of rubric design, and it re-
mains to investigate other considerations. For example, rubrics may focus on assessment
of procedural knowledge versus assessment of declarative knowledge.
Last but not least, the study holds a lesson for in-classroom assessment. Instructors
(as they will readily acknowledge) are fallible. Given that it is possible to automatically
evaluate some kinds of assessment (e.g., some aspects of validity, reliability, internal con-
sistency, and inter-dimension relationships, as demonstrated here), instructors should be
aided by software that enables such evaluation. This will likely enhance transparency of
assessment, and help instructors to refine their professional practice.
5.3 Future Work
This study was largely exploratory. At the outset, it was unclear whether there would be
any distinctions between the domain-relevant and problem-specific rubrics. The findings
suggest areas of future research in the learning sciences, in open-ended problems, and in
educational technology.
Of interest for the learning sciences, it remains to evaluate effects of domain-relevant
and problem-specific rubrics on reviewers and on authors who receive this feedback, in-
cluding outcomes such as quality of feedback comments, change in second draft quality,
and retention of problem-specific understanding and domain-relevant knowledge. For
instance, problem-specific, concept-oriented rubrics may make it easier for reviewers to
recognize a problem’s concept structure. If easier recognition reduces the burden of cog-
nitive processing, that may increase the coverage of concepts in feedback.
Another issue is the helpfulness of feedback. In this experiment, problem-specific feed-
back was rated helpful less often than domain-relevant feedback, which was partly due
to the fact that domain-relevant feedback contained praise more often. No student re-
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ceived both types of feedback, however, which would be important for a full comparison
of helpfulness.
These questions may be very challenging, and they need to be addressed in multiple do-
mains for generalizability. One of the challenges is that although the distinction between
problem-specific content knowledge and argumentation skills can be appreciated intu-
itively, it can be difficult to define operationally for purposes of measurement. Consider a
student author’s work that has a weak argument about a claim of trade secret misappro-
priation. The cause for this weakness could be that the student does not understand some
aspects of trade secret law, or it could be that the student has not learned how to make
legal arguments. These distinct problems call for appropriate remediation strategies, such
as helping the student repair his mental model of trade secret law, or helping the student
see weaknesses in the rhetorical structure of the argument. It complicates the distinction
further that content knowledge and argumentation skills may be strongly correlated.
With regard to open-ended problems, it would be interesting to see if this research will
generalize to domains where students assess peer-produced works that do not involve
writing. For instance, while argument is clearly central to the law, its importance has also
been recognized in domains such as design. (Buchanan, 2001) A new design or re-design
is itself considered an argument, even if this argument is presented not as a written text,
but, say, as a tangible object.
In educational technology, issues of interest include robustness and utility of the Bayesian
models. This dissertation evaluated the Bayesian models on two datasets, where each au-
thor’s work was reviewed by four peers. While the models themselves may be used with
any number of reviewers per author, it remains to be seen if parameter estimates are ro-
bust under fewer reviewers. It is also possible to build models incorporating additional
explanatory variables, e.g., reviewer tendency to give ratings that are too high or too low
(Cho & Schunn, 2007), and to refine model structure and relax assumptions, e.g., by using
logistic and loglinear methods to represent Likert ratings (Muthukumarana, 2010). Fi-
nally, the models may need to be adapted to other peer review exercises, such as those
where students write two drafts rather than one, or to outcomes of interest other than
instructor assessment.
The characterization of peer review via Bayesian models may be informative not only to
instructors, but also to an intelligent tutoring system. The models transform peer ratings
into information about students that may be used in a student model (at individual and
class levels), and in a domain model, such as the relative difficulty of rubric dimensions.
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5.0 Conclusions
For example, a tutoring system informed by the Bayesian models may be able to support
students in reflecting and self-regulating their learning better than suggestive feedback
from peers alone. (Boom, Paas, & Merriënboer, 2007)
While much work remains, it is hoped that this dissertation may be useful for formative
assessment of open-ended problems, and that it should serve as a starting point for future
research.
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Intellectual Property Midterm Exam
Question
In January, 2004, Jack, an undergraduate in the Ames University CS Department, chatted
with his Java programming instructor, Professor Smith, about a possible course project.
Jack explained his idea for a new I-Phone musical application. The program would feature
a “ukulele controller interface” in the form of an image on the I-Phone screen, resembling
the neck of a ukulele with 4 simulated strings and frets. With the I-Phone on a flat surface,
one could play the simulated ukulele by “plucking” strings with a finger of one hand and
“pressing” strings onto a fret with fingers of the other hand. With a swish of a finger on
the I-Phone screen, one could move up and down the neck reaching all 12 frets. In this
way, one could “play” the ukulele on the I-Phone.
Thinking the task too hard, Smith discouraged Jack from pursuing this as his course
project. After the semester ended, however, Smith realized that such an I-Phone-based
instrument controller interface could make a great new I-Phone musical game application.
As envisioned by Smith, instead of a ukulele, the image would be of the neck of a six-
stringed guitar with 19 frets. An I-Phone user could play a song on the “guitar controller
interface” just like on a real guitar. First, the game application would play a segment
of a song and as the song progressed, colored markers, indicating which string to pluck
and where to press a fret for each note, would travel up and down the screen in time
with the music. Once the song segment finished, the player must “play” the notes on
the instrument controller on his own in order to score points, plucking and pressing the
simulated strings.
In June, 2004, Smith hired Barry, a computer science Master’s degree candidate, as a
part time programmer to help design a software module to generate and operate the gui-
tar controller interface. Six months later, Smith insisted that Barry enter into, and Barry
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signed, a non-competition/nondisclosure agreement under which Barry agreed “to treat
everything he learned while working for Smith as confidential information” and “not to
work in the computer game programming field for three years after leaving Smith’s em-
ploy.” Barry worked on the task for a few months but encountered a technical program-
ming problem involving synchronizing sounds, screen taps, and swishes up and down
the simulated neck. One evening, while skipping stones on the campus pond, Barry re-
membered seeing a solution to a somewhat similar synchronization problem in a book
on algorithms. Back at home, Barry adapted the book’s solution to solving his current
problem. It worked! A few months later, the guitar controller interface module was up-
and-running in an I-Phone game application.
Barry graduated, left Smith’s employ, and moved away, but he could not forget Smiths’s
idea for a dynamite I-Phone musical video game application. Barry proceeded to create
his own I-Phone musical video game application. Since he had already solved the syn-
chronization problem once, it was pretty easy even though Barry had not kept a copy of
the guitar controller interface computer code he developed for Smith. Barry did have to
modify the approach to deal with the faster game play he envisioned. When a player
wins Barry’s game, the guitar neck image spins wildly. The image looks like the neck of a
Leghorn L6-s guitar like the one rock idol, Eddie Spindrift used to spin around after a set.
In fact, Barry’s game looks so promising that this month, VeeGames, Inc. (VG) plans to
acquire all of Barry’s rights for the high six figures (!) and to market the game under the
name Guitar-Gyro.
Meanwhile, last month, Smith began marketing his I-Phone musical video game appli-
cation under the name Guitar-Pyro. Before graduating, Barry had suggested that Smith
design the game application to simulate the neck of a Giblet SG guitar, just like the one
Jimi Hydrox, the famous rock singer used to play before he died. Smith did just that.
When a player wins, Guitar-Pyro’s guitar controller image bursts into simulated flames
just like Jimi’s used to do. Within a month of Guitar-Pyro’s debut, musically-inclined
kids in Ames City and elsewhere were tweeting their friends urging them to try out the
Guitar-Pyro I-Phone app with its wicked guitar controller interface and simulated flames.
As an associate working for the law firm representing Smith’s interests, you have been
asked to provide advice concerning Smith’s rights and liabilities given the above develop-
ments. Your boss tells you to assume that she will research the extent to which Guitar-Pyro
(or Guitar-Gyro) is patentable or subject to federal copyright, and she has asked you to fo-
cus on any other issues. (Ignore all problems presented by any real-world products (e.g.,
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Guitar-Hero, Gibson guitars) that the video gamers/musicians among you may recognize
as similar to the above. Also, ignore any I-Phone licensing issues.)
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Bayesian Model Source Code in BUGS
2.1 Model 5.1a
model {
for ( p in 1 : P ) {
midterm [ p ] ~ dnorm ( pupil .mu[ p ] , pupil . tau )
pupil .mu[ p ] <− pupil . alpha . p [ p ] + beta . i p r ∗ i p r .mu. p [ p ]
pupil . alpha . p [ p ] ~ dnorm ( 0 , 0 . 0 0 1 )
i p r .mu. p [ p ] ~ dnorm ( 0 , 0 . 0 0 1 )
i p r . sigma . p [ p ] ~ dunif ( 0 , 100)
i p r . tau . p [ p ] <− pow( i p r . sigma . p [ p ] , −2)
}
for ( r in 1 : IPR ) {
i p r [ r ] ~ dnorm ( i p r .mu. p [ i p r _p [ r ] ] , i p r . tau . p [ i p r _p [ r ] ] )
}
pupil . sigma ~ dunif ( 0 , 100)
pupil . tau <− pow( pupil . sigma , −2)
beta . i p r ~ dnorm ( 0 , 0 . 0 0 1 )
}
2.2 Model 5.1b
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model {
for ( p in 1 : P ) {
midterm [ p ] ~ dnorm ( pupil .mu[ p ] , pupil . tau )
pupil .mu[ p ] <− pupil . alpha . p [ p ] + beta . i p r ∗ i p r .mu. p [ p ]
pupil . alpha . p [ p ] ~ dnorm ( alpha .mu, alpha . tau )
i p r .mu. p [ p ] ~ dnorm ( i p r .mu. p .mu, i p r .mu. p . tau )
i p r . sigma . p [ p ] ~ dunif ( 0 , 100)
i p r . tau . p [ p ] <− pow( i p r . sigma . p [ p ] , −2)
}
for ( r in 1 : IPR ) {
i p r [ r ] ~ dnorm ( i p r .mu. p [ i p r _p [ r ] ] , i p r . tau . p [ i p r _p [ r ] ] )
}
pupil . sigma ~ dunif ( 0 , 100)
pupil . tau <− pow( pupil . sigma , −2)
alpha .mu ~ dnorm ( 0 , 0 . 0 0 1 )
alpha . tau <− pow( alpha . sigma , −2)
alpha . sigma ~ dunif ( 0 , 100)
beta . i p r ~ dnorm ( 0 , 0 . 0 0 1 )
i p r .mu. p .mu ~ dnorm ( 0 , 0 . 0 0 1 )
i p r .mu. p . sigma ~ dunif ( 0 , 100)
i p r .mu. p . tau <− pow( i p r .mu. p . sigma , −2)
}
2.3 Model 5.2a
model {
for ( p in 1 : P ) {
midterm [ p ] ~ dnorm ( pupil .mu[ p ] , pupil . tau )
pupil .mu[ p ] <− pupil . alpha . p [ p ] +
inprod ( beta . i p r . rd [ ] , i p r .mu. p . rd [ p , ] )
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pupil . alpha . p [ p ] ~ dnorm ( alpha .mu, alpha . tau )
for ( rd in 1 :RD) {
i p r .mu. p . rd [ p , rd ] ~ dnorm ( i p r .mu. p . rd .mu. rd [ rd ] ,
i p r .mu. p . rd . tau . rd [ rd ] )
}
}
for ( r in 1 : IPR ) {
i p r [ r ] ~ dnorm ( i p r .mu. p . rd [ i p r _p [ r ] , i p r _rd [ r ] ] ,
i p r . tau . rd [ i p r _rd [ r ] ] )
}
for ( rd in 1 :RD) {
beta . i p r . rd [ rd ] ~ dnorm ( 0 , 0 . 0 0 1 )
i p r .mu. p . rd .mu. rd [ rd ] ~ dnorm ( 0 , 0 . 0 0 1 )
i p r .mu. p . rd . tau . rd [ rd ] <− pow( i p r .mu. p . rd . sigma . rd [ rd ] , −2)
i p r .mu. p . rd . sigma . rd [ rd ] ~ dunif ( 0 , 100)
i p r . tau . rd [ rd ] <− pow( i p r . sigma . rd [ rd ] , −2)
i p r . sigma . rd [ rd ] ~ dunif ( 0 , 100)
}
alpha .mu ~ dnorm ( 0 , 0 . 0 0 1 )
alpha . tau <− pow( alpha . sigma , −2)
alpha . sigma ~ dunif ( 0 , 100)
pupil . tau <− pow( pupil . sigma , −2)
pupil . sigma ~ dunif ( 0 , 100)
}
2.4 Model 5.3a
model {
for ( p in 1 : P ) {
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midterm [ p ] ~ dnorm ( pupil .mu[ p ] , pupil . tau )
pupil .mu[ p ] <− pupil . alpha +
inprod ( beta . i p r . rd [ ] , i p r .mu. p . rd [ p , ] ) +
inprod ( beta . i b r . rd [ ] , i b r .mu. p . rd [ p , ] )
for ( rd in 1 :RD) {
i p r .mu. p . rd [ p , rd ] ~ dnorm ( i p r .mu. p . rd .mu. rd [ rd ] ,
i p r .mu. p . rd . tau . rd [ rd ] )
i b r .mu. p . rd [ p , rd ] ~ dnorm ( i b r .mu. p . rd .mu. rd [ rd ] ,
i b r .mu. p . rd . tau . rd [ rd ] )
}
}
for ( r in 1 : IPR ) {
i p r [ r ] ~ dnorm ( i p r .mu. p . rd [ i p r _p [ r ] , i p r _rd [ r ] ] ,
i p r . tau . rd [ i p r _rd [ r ] ] )
}
for ( r in 1 : IBR ) {
i b r [ r ] ~ dnorm ( i b r .mu. p . rd [ i b r _p [ r ] , i b r _rd [ r ] ] ,
i b r . tau . rd [ i b r _rd [ r ] ] )
}
for ( rd in 1 :RD) {
beta . i p r . rd [ rd ] ~ dnorm ( 0 , 0 . 0 0 1 )
beta . i b r . rd [ rd ] ~ dnorm ( 0 , 0 . 0 0 1 )
i p r .mu. p . rd .mu. rd [ rd ] ~ dnorm ( 0 , 0 . 0 0 1 )
i p r .mu. p . rd . tau . rd [ rd ] <− pow( i p r .mu. p . rd . sigma . rd [ rd ] , −2)
i p r .mu. p . rd . sigma . rd [ rd ] ~ dunif ( 0 , 100)
i b r .mu. p . rd .mu. rd [ rd ] ~ dnorm ( 0 , 0 . 0 0 1 )
i b r .mu. p . rd . tau . rd [ rd ] <− pow( i b r .mu. p . rd . sigma . rd [ rd ] , −2)
i b r .mu. p . rd . sigma . rd [ rd ] ~ dunif ( 0 , 100)
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i p r . tau . rd [ rd ] <− pow( i p r . sigma . rd [ rd ] , −2)
i p r . sigma . rd [ rd ] ~ dunif ( 0 , 100)
i b r . tau . rd [ rd ] <− pow( i b r . sigma . rd [ rd ] , −2)
i b r . sigma . rd [ rd ] ~ dunif ( 0 , 100)
}
pupil . sigma ~ dunif ( 0 , 100)
pupil . tau <− pow( pupil . sigma , −2)
pupil . alpha ~ dnorm ( 0 , 0 . 0 0 1 )
}
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Output of Bayesian Data Analysis
To interpret these figures, taking Figure C.2 as an example, there are three display panels.1
The top is the “trace plot”, showing the trace of MCMC sampling across the space of
values that β could take. There are three executions of the MCMC sampler (“chains”),
corresponding to the colors red, green, and black. One can ascertain visually that the
chains’ traces overlap a great deal, i.e., the samplers did not get stuck in local maxima
(they “mixed”). The middle panel is the autocorrelation plot, which shows how rapidly
the chains explored the space of values. From left to right, there is a fair amount of lag
between adjacent MCMC samples within a chain, indicating that the model is slow to
converge on an estimate for the parameter. The rate of convergence may be an issue for
some uses of the model, but it does not affect the model’s validity given that the three
chains do converge on very similar estimates, as indicated by the Rhat value. Values
less than 1.2 are conventionally taken to indicate that the model has converged. Finally,
the bottom panel shows the probability density estimate itself, according to each chain,
including the mean (thick vertical line) and minimum and maximum bounds at 2.5% and
97.5% (thin vertical lines). This is the 95% posterior credible interval.
An alternative display is used for parameters that can be displayed as a group, e.g., the
mean of inbound peer ratings that we calculate for each peer author (Figure C.3). The
left panel displays the 95% posterior intervals for each parameter, with the parameter
mean shown by a tick mark. The center panel shows autocorrelation lag, if any, which
may indicate slow convergence. Finally, the right panel shows the Rhat value, indicating
whether or not the chains converge on an estimate.
For all figures showing an estimate of a sigma parameter (e.g., σ and σp[IPR]), note that
the estimated value is the standard deviation, which must be squared to arrive at a vari-
ance.
1These visualizations were generated using Howard Seltman’s Rube. www.stat.cmu.edu/~hseltman/rube/
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3.1 Model 5.1a: Baseline
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Figure C.1: Model 5.1a estimates for µp, domain-relevant (left) and problem-specific
(right)
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Figure C.2: Model 5.1a estimates for β1, domain-relevant (left) and problem-specific
(right)
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Figure C.3: Model 5.1a estimates for X1p, domain-relevant (left) and problem-specific
(right)
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Figure C.4: Model 5.1a estimates for αp, domain-relevant (left) and problem-specific
(right)
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Figure C.5: Model 5.1a estimates for σp[IPR], domain-relevant (left) and problem-specific
(right)
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Figure C.6: Model 5.1a estimates for σ, domain-relevant (left) and problem-specific (right)
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3.2 Model 5.1b: Contribution of Information Pooling
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Figure C.7: Model 5.1b estimates for µp, domain-relevant (left) and problem-specific
(right)
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Figure C.8: Model 5.1b estimates for β1, domain-relevant (left) and problem-specific
(right)
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Figure C.9: Model 5.1b estimates for αp, domain-relevant (left) and problem-specific
(right)
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Figure C.10: Model 5.1b estimates for µα, domain-relevant (left) and problem-specific
(right)
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Figure C.11: Model 5.1b estimates for σα, domain-relevant (left) and problem-specific
(right)
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Figure C.12: Model 5.1b estimates for X1p, domain-relevant (left) and problem-specific
(right)
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Figure C.13: Model 5.1b estimates for σp[IPR], domain-relevant (left) and problem-specific
(right)
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Figure C.14: Model 5.1b estimates for µIPR, domain-relevant (left) and problem-specific
(right)
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3.3 Model 5.2a: Contribution of Rating Dimensions
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Figure C.15: Model 5.2a estimates for µp, domain-relevant (left) and problem-specific
(right)
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Figure C.16: Model 5.2a estimates for Xnp, domain-relevant (left) and problem-specific
(right)
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Figure C.17: Model 5.2a estimates for σ2n[IPR], domain-relevant (left) and problem-specific
(right)
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Figure C.18: Model 5.2a estimates for the mean hyperparameter for Xnp, domain-relevant
(left) and problem-specific (right)
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Figure C.19: Model 5.2a estimates for the variance hyperparameter for Xnp, domain-
relevant (left) and problem-specific (right)
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Figure C.20: Model 5.2a estimates for βn, domain-relevant (left) and problem-specific
(right)
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Figure C.21: Model 5.2a estimates for αp, domain-relevant (left) and problem-specific
(right)
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Figure C.22: Model 5.2a estimates for σ, domain-relevant (left) and problem-specific
(right)
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3.4 Model 5.3a: Contribution of Inbound Back-Reviews
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Figure C.23: Model 5.3a estimates for µp, domain-relevant (left) and problem-specific
(right)
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Figure C.24: Model 5.3a estimates for α, domain-relevant (left) and problem-specific
(right)
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Figure C.25: Model 5.3a estimates for Znp, domain-relevant (left) and problem-specific
(right)
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Figure C.26: Model 5.3a estimates for σn[IBR], domain-relevant (left) and problem-specific
(right)
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Figure C.27: Model 5.3a estimates for the mean hyperparameter for Znp, domain-relevant
(left) and problem-specific (right)
101
Appendix C Output of Bayesian Data Analysis
95% Post. Int.
ibr.mu.p.rd.sigma.rd
0.0 0.5 1.0 1.5
[4]
[3]
[2]
[1]
ibr.mu.p.rd.sigma.rd ~ dunif
Signif. Autocor. Lags
Lag
0 5 10 20 30
[4]
[3]
[2]
[1]
rHat
Rhat
0 1 2 3 4 5
[4]
[3]
[2]
[1]
95% Post. Int.
ibr.mu.p.rd.sigma.rd
0.0 0.2 0.4 0.6 0.8 1.0 1.2
[5]
[4]
[3]
[2]
[1]
ibr.mu.p.rd.sigma.rd ~ dunif
Signif. Autocor. Lags
Lag
0 5 10 20 30
[5]
[4]
[3]
[2]
[1]
rHat
Rhat
0 1 2 3 4 5
[5]
[4]
[3]
[2]
[1]
Figure C.28: Model 5.3a estimates for the variance hyperparameter for Znp, domain-
relevant (left) and problem-specific (right)
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Figure C.29: Model 5.3a estimates for γn, domain-relevant (left) and problem-specific
(right)
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