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a b s t r a c t
We reduce the problem of factoring a semiprime integer to the problem of (numerically)
integrating a certain highly oscillatory function. We provide two algorithms for addressing
this problem, one based on the residue theorem and the other on the (extended) Cauchy
argument principle. We show that in the former algorithm, computing the residue of the
function at a certain pole leads to us obtaining the factors of the semiprime integer. In
the latter, we consider a contour integral for which we are able to obtain an analytical
solution with several branches. The computational difficulty reduces to that of discovering
the branch of the solution which gives the precise integral. We address this problem by
numerically computing an upper and a lower bound of the integral and then considering
the branch that fits these bounds. The time complexity of the algorithms is left as an open
problem.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Mostly due to cryptography, efficiently solving certainmodular equations has become an important research topic [1]. In
fact, most of the security of modern cryptosystems (such as RSA, DSA, etc.) relies on how hard it is to carry out factorization
and to find discrete logarithms. Therefore, finding efficient and novel methods for addressing these questions is quite a
relevant research area.
It is simple to reduce the factorization and discrete logarithm problems to those of finding roots of some equation over
finite fields. In thisworkwe reduce these problems to ones of finding the roots of functions in the complex plane, embedding
in this way problems of algorithmic number theory into problems of numerical analysis over the complex plane, which
constitutes a novel approach for the cases at hand, as far as the authors are aware.
One can reduce finding an integer solution for the modular equation r(z) = 0 mod s(z) to searching for the real roots of
one of the functions
h(z) = 1± cos

r(z)
s(z)
π

cos(zπ). (1)
In most cases, it is simpler to actually find the solutions of the modular equation directly. However, in some important
cases there is no known efficient method. Some important examples follow from cryptography, namely factorization of
semiprime numbers, obtaining discrete logarithms and order finding. Any of these problems can be restated as ones of
finding real roots of functions of the form (1) and, if these could be solved efficiently, this would lead to the collapse of many
asymmetric cryptosystems.
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In this work we focus on factoring semiprime integers, presenting the analysis required to reduce the problem to
that of numerical integration of highly oscillatory functions. The proofs in this work are omitted and can be found in the
supplementary material (see Appendix), together with numerical experiments using the proposed algorithms.
2. Factorizing semiprimes via finding residues
We focus on the problem of finding an unknown prime factor of an odd semiprime number. Note that if it is possible to
compute efficiently the unknown prime factors of a semiprime number, the widely used RSA cryptosystem [2] will collapse.
Problem 2.1. Given a semiprime number n = pqwith p ≠ q, find one prime factor p or q.
We stress that the best known algorithm for factoring a large semiprime number is the general number field sieve [1]. The
approach presented in this work is quite different and relies on numerical methods. Let n be the given semiprime number;
then the real positive roots of
h(z) = 1− cos
n
z
π

cos(zπ), (2)
are precisely the integers 1, p, q and n. Note that the expression for h does not involve the unknown prime numbers p and
q, and furthermore, that h is always non-negative. Our goal is to find a positive root of h different from 1 and n. However,
since p ≠ q, if we assume that p < q, we have that p ∈ (1,√n) and q ∈ (√n, n).
Since the roots of h(z) have doublemultiplicity, we cannot employ straightforward root-findingmethods based on initial
guesses with opposite signs. A way to address this problem is to consider g(z) = 1h(z) and study the poles of g(z). The poles
of g(z) on the positive real axis are precisely the integers 1, p, q and n. Since g(z) is meromorphic in C \ {0}, a well known
way to detect poles is based on the residue theorem. Indeed, the integral of g(z) over a closed contour that does not contain
any pole is zero. Moreover, if the contour contains poles, its integral is the sum of the residues for each pole. Since we know
that the only pole in (1,
√
n) is p, if we integrate g over a closed contour around [2,√n− 1], and that has no complex roots,
the value of the integral over a contour is the residue at p (andmutatis mutandis for pole q). To compute this integral we do
not need to know the precise value of p but only to consider a contour around [2,√n− 1]without complex poles.
Theorem 2.2. The residue of g(z) at pole p is Respg = 1p ( 2nπ(p2+(n/p)2) )2.
Observe that from knowing Respg and n we are able to obtain the unknown prime factor p. Indeed, finding p reduces to
solving numerically the following polynomial equation in p:
p8 + 2n2p4 − 4n
2
π2Respg
p3 + n4 = 0. (3)
The solutions for this equation can be efficiently obtained with traditional numerical methods, given a good approximation
to Respg . Alternatively, by replacing p by q in the expression given by Theorem 2.2, we obtain the residue of g at pole q. From
knowing Resqg and nwe are able to efficiently compute q, solving an equation analogous to (3).
As discussed above, for a closed contour γ containing only the pole p of g(z), which is a pole of order 2 (and the same
for q), we have 12π i

γ
g(z)dz = Respg . Thus, if we are able to find such a contour and compute the integral, we can find the
factors of n (and break RSA if the overall computation is efficient). We now focus on finding such a contour γ . Note that this
problem reduces to that of finding a neighborhood of the real line for which h(z) has only real zeros.
In the rest of the work we denote by H(x) the restriction of h(z) to the real line and by u(x, y) and v(x, y) the functions
such that h(x+ iy) = u(x, y)+ i v(x, y). We start with the following result.
Theorem 2.3. Let µ be the smallest positive local minimum of H(x) in the interval (
√
n, n). Then h(x+ iy) has no zeros whenever
x ∈ (√n, n), H(x) ≥ µ and−k < y < k with k = 12π ln(1+ µ2 ).
Given the above result, the rectangular region (
√
n, n) × (−k, k) does not have any complex zeros for h(.), except in a
small neighborhood of q. If we know that the only pole in such a region is q, a contour integral over its boundary will give
the residue of g at q. Note that Theorem 2.3 requires a value for the smallest positive local minimum µ of H(x) in (
√
n, n).
To compute such a value we note a relevant symmetric behavior of h(z).
Lemma 2.4. The function h(z) is invariant under the self-inverse symmetry transformation T (z) = n/z. Moreover, the local and
global minima in the real intervals (1,
√
n) and (
√
n, n) are mapped into each other.
The previous result states that it is enough to study the function in one of the intervals (1,
√
n) and (
√
n, n), as theminima
in the two intervals are the same. Although the former interval is quadratically larger than the latter, we choose to find the
root in (
√
n, n). Indeed, h behaves less well in (1,
√
n) than in (
√
n, n), since its derivative takes higher absolute values in
the former interval.
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Note that Theorem 2.3 requires a value for the smallest positive local minimum µ of H(x) in (
√
n, n), which due to
Lemma 2.4 is also the smallest positive local minimum in (1,
√
n). Recall that n is an odd semiprime integer and observe
that if H(x) ≈ 0 then cos(πn/x) cos(πx) ≈ 1 and thus either (i) cos(πn/x) ≈ −1 and cos(πx) ≈ −1 or (ii) cos(πn/x) ≈ 1
and cos(πx) ≈ 1. Since cos(πx) ≈ ±1we have that x is very close to an integer k, that is, x = k+δ for small δ. This integer k
will be used as an approximation to the minimum xwhich can be obtained afterwards with traditional numerical methods,
e.g. Newton’s method. We can write n = ℓk + c where ℓ and c are integers with ℓ positive and c taken with the smallest
absolute value. Then
cos(nπ/x) = cos

π

ℓ+ c − ℓδ
k+ δ

= (−1)ℓ cos

π

c − ℓδ
k+ δ

and cos(πx) = (−1)k cos(πδ). (4)
Looking for an integer approximation of x such that H(x) is the smallest non-zero local minimum of H(·) on the real line, we
take δ = 0. In this case from (4) we conclude that k and ℓmust have the same parity and that
cos(nπ/x) ≈ (−1)ℓ cos(πc/k) = (−1)ℓ cos

πℓc
n− c

. (5)
Observe that for all integers m in (1,
√
n), such that m does not divide n, the value of | cos(nπ/m)| ≤ cos(2π/(n + 2)).
Indeed,
| cos(nπ/m)| ≤ cos(π/m) ≤ cos(π/√n) ≤ cos

π/
n
2

< cos(2π/(n+ 2)) < 1. (6)
This upper bound is related to (5) on taking ℓ = 1 and c = −2. Observe that for this case k = n + 2 and so the parities
of k and ℓ are the same. Thus, one can use Newton’s method for obtaining a local minimum µ of H(x) starting with the
approximation k = n+ 2. Moreover, thanks to Eq. (6) we expect all non-zero local minima of H(x) in (1,√n) to be greater
than µ.
Next, we analyze the contour integral of g(.) on the boundary of a region (a, b) × (−k, k). Since the boundary of such
regions has a reflection symmetry about the x-axis, we can significantly simplify the computation of the contour integral,
which we detail in the following theorem.
Theorem 2.5. Let γ (t) = (x(t), y(t)), with t ∈ (−c, c], be the (parameterized) boundary of the rectangular region (a, b) ×
(−k, k) such that γ (−t) = (x(t),−y(t)). Then
1
2π i

γ
g(z)dz = 1
π
 c
0
u(t)y′(t)− v(t)x′(t)
u2(t)+ v2(t) dt (7)
with h(x+ iy) = u(x, y)+ iv(x, y), u(t) = u(x(t), y(t)) and v(t) = v(x(t), y(t)).
For a concrete case, consider the contour γ to be the boundary of (a, b) × (−k, k) parameterized by t ∈ (−c, c] with
c = 2k+ (b− a). Then
γ (t) =

(a,−t − 2k− (b− a)) if − 2k− (b− a) < t ≤ −k− (b− a)
(t + b+ k,−k) if − k− (b− a) < t ≤ −k
(b, t) if − k < t ≤ k
(−t + b+ k, k) if k < t ≤ k+ (b− a)
(a,−t + 2k+ (b− a)) if k+ (b− a) < t ≤ 2k+ (b− a).
In this case, we can now simplify (7), taking into account the previous analysis, as
1
π
 k
0
u(t)
u2(t)+ v2(t)dt +
 k+(b−a)
k
v(t)
u2(t)+ v2(t)dt −
 2k+(b−a)
k+(b−a)
u(t)
u2(t)+ v2(t)dt

. (8)
The above integral cannowbe computedusingnumericalmethods. Note, however, that the function is highly oscillatory, and
therefore one needs to rely on efficient numerical methods for addressing such functions. Computing numerically integrals
of highly oscillatory functions has been an active research subject. It is beyond the scope of this work to address in full detail
the methods that can approximate such integrals, but clearly this is fundamental to establishing the time complexity of
Algorithm 1.
The algorithm is self-explanatory with the exception of the control variable r . We note that the bounded region without
poles with an imaginary part given by Theorem 2.3 requires that the function H(x) be greater than µ. This condition is not
verified in a neighborhood of the zero q. Thus, in a neighborhood of q there might be zeros with imaginary part which pose
two problems. First, the sum of the residue at q and the residues at the poles with imaginary part might be zero and so the
integral computed in Step 4 might be zero. In this case all the intervals in Step 5 are discarded and we have to restart the
process with a finer bound for k, which amounts to incrementing r (see Step 4). If the value of this sum is not zero, then the
solution to Eq. (3) computed in Step 7 will not give a factor. Again, we need to consider a finer bound to k, but in this case,
we might consider just the intervals that were not discarded in Step 5. We are able to remove the control variable r in the
algorithm discussed in the next section.
P. Mateus, V.R. Vieira / Applied Mathematics Letters 25 (2012) 1790–1794 1793
Algorithm 1 Algorithm for factorizing n
Input: n = p× q with q > p > 3 prime numbers
Output: q
1. Initialize r to 1
2. Partition the interval [√n+ 1, n− 1] into log(n) subintervals with the same size.
3. Compute k according to Theorem 2.3 for all such subintervals.
4. Compute integral (8) with k = k/2r for all such subintervals.
5. Discard intervals for which the integral (residue) is (close to) zero.
6. Repeat Steps 3 to 6 for the remaining intervals until all intervals are discarded with
the exception of one interval. If all integrals are discarded, increment r and go to Step
3 with the initial interval [√n+ 1, n− 1].
7. If the remaining integral contains only one odd integer then output this integer; otherwise
solve Eq. (3) using the computed residue. If the output is a factor of n return this
factor; otherwise increment r and repeat Steps 3 and 7 until either one odd integer is
selected or the solution of Eq. (3) is a factor of n.
We cannot give a complexity bound to Algorithm 1, as it clearly depends on the complexity of computing the integral in
Step 4 with a bounded error and on existing poles with imaginary part near q. We do not expect this to be a simple question,
as if one can compute this integral efficiently (that is, in polynomial time) then many practical cryptosystems (such as RSA)
will collapse. Moreover, showing that the integral in Step 4 cannot be computed efficiently (for suitable contours) would
imply that P ≠ NP. The reason is that factoring is in NP and if we are able to factor in P then we would be able to compute
the integral (of Step 4) efficiently by applying the residues theorem and Theorem 2.2. Therefore, by contraposition, if the
integral cannot be computed efficiently, factoring is not in P and so we would be able to separate NP from P.
3. Factoring via Cauchy’s argument principle
We now give a method for factoring n in which the integral involved can be computed analytically modulo π . Recall that
the roots p and q of h havemultiplicity 2, it follows from the argument principle that if γ is a contour that contains only such
roots of h, then 12π i

γ
h′(z)
h(z) dz = 2. Moreover, if γ does not contain any zero of h, then 12π i

γ
h′(z)
h(z) dz = 0. By an analysis
similar to that of Theorem 2.5 we get the following result.
Theorem 3.1. Let γ (t) = (x(t), y(t)), with t ∈ (−c, c], be the (parameterized) boundary of the rectangular region (a, b) ×
(−k, k) such that γ (−t) = (x(t),−y(t)); then
1
2π i

γ
h′(z)
h(z)
dz = 1
π
 c
0
Im

h′(γ (t))
h(γ (t))
dγ (t)
dt

dt = 1
π
tan−1

v(t)
u(t)
c
0.
(9)
Unfortunately, tan−1 has several branches, so we need to know in which branch the integral in (9) is. This can be done
by dividing [0, c) into m subintervals and considering a numerical approximation for each subinterval 12π i

γ
h′(z)
h(z) dz =m
k=1
1
π
tan−1( v(t)u(t) ) |kc/m(k−1)c/m, since
1
π
 kc/m
(k−1)c/m
Im

h′(γ (t))
h(γ (t))
dγ (t)
dt

dt = 1
π
tan−1

v(t)
u(t)
kc/m
(k−1)c/m.
(10)
Thus, with a large m, we are able to establish, via numerical approximation, the branch of tan−1 where the value of the
integral relies. For that we need only to compute the value of the integral with an error between −π2 and π2 , since we
can correct precisely the approximation using (10). Taking into account this analysis, the factorization algorithm based on
Cauchy’s argument is given in Algorithm 2.
Again, we cannot give a complexity bound for the above algorithm, as it clearly depends on the complexity of computing
the integral of a highly oscillatory function in Step 3(b) with a bounded error. However, and in contrast to the case for the
Algorithm1,we know the analytical result of the integral (10), up tomoduloπ (andwe do not need the extra control variable
r). This fact can help us with controlling the error of the numerical integration. Moreover, note that the algorithm can be
easily parallelized, since each numerical integration in Step 3(b) can be computed independently.
One can improve the estimation of q (or analogously p) by solving simultaneously several equations similar to (3).
Indeed, let gk(z) = zkh(z) ; then Resqgk = limz→q ddz ( (z−q)
2
h(z) z
k) = 2
π2
qk+1
p2+q2 (k + 2n
2
q2(p2+q2) ). This result is relevant, since by
gathering approximations of the residues of gk(z) (adapting Algorithm 1) for several values of k, we can delimit the value of
q. Similarly, we can refine Algorithm 2 by using the extended Cauchy argument principle given by 12π i

γ
zkh′(z)
h(z) dz = 2qk for
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Algorithm 2 Algorithm for factorizing n based on Cauchy’s argument.
Input: n = p× q with q > p > 3 prime numbers
Output: q
1. Partition the interval [√n+ 1, n− 1] into log(n) subintervals with the same size.
2. Compute k according to Theorem 2.3 (the same for all such subintervals).
3. For each subinterval do the following:
(a)Divide the subinterval into m parts.
(b)Compute integral (10) (with k computed in Step 2) for each part and check the remainder
module π using tan−1.
4. Discard intervals for which the integral is (close to) zero.
5. Repeat Steps 3 to 5 for the remaining intervals until only one interval remains containing
one odd integer and output this integer.
any contour γ containing only the pole q. This is particularly interesting as by approximating this integral, we immediately
get an approximation to q.
4. Conclusions
Ourmain goal is to establish a connection between two areas ofmathematics so that expertise accumulated regarding the
integration of highly oscillatory functions [3–8] can be brought to bear on solving algorithmic problems in number theory.
We leave open to the community working on the integration of highly oscillatory functions the problems left in this work.
If the oscillatory integrals presented herein can be computed efficiently, this would bring about the collapse of a large bulk
of asymmetric cryptography. Furthermore, as we discuss in the work, showing that such integrals cannot be computed in
polynomial time would imply P ≠ NP. In short, any answer, positive or negative, to the questions left in this work would be
a significant breakthrough.
Numerical experiments (in the supplementary material, in the Appendix) seem to indicate that the algorithms are
subexponential, even with non-tailored numerical integration. This opens the door to improving numerical methods and
using them, together with the proposed algorithms, to solve less studied problems, such as those of discrete logarithms.
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