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INTRODUÇÂO 
A teoria de controle tem mantido em atividade a um 
grande número de matemáticos por quase cinco décadas. Alguns 
dos métodos da geometria diferencial 1 tem sido aplicados efi 
cientemente nesta área durante os últimos 20 anos. 
Seja ~ um sistema de controle, {def. 0.1) 1 isto e, 
é um modelo matemático que descreve o comportamento de siste 
mas físicos, biológicos, aeroespaciais, sociais, etc .• A va-
riedade M, o espaço dos estados do sistema, pode ser gran-
de demais em dois sentidos. L poderia não ser controlável,i~ 
to é, dado um estado inicial x , podem existir outros esta-
o 
dos de z que não sejam alcançados desde x0 via a dinâmica 
do modelo, ou seja, usando todas as estratégias, (controles), 
disponíveis. Por outro lado, é possível a existência de doisr 
(ou mais), estados x
0
,x1 EM indistinguíveis por E~ Mais 
precisamente, dado um controle admissível u qualquer do sis 
tema, as observações da evolução da dinâmica de E a partir 
de x 0 e de x 1 em relação a u coincidem. Assim, será con-
veniente tentar 11 reduzir'1 M a um espaço M1 onde ainda seja 
possível definir E e tal que o novo sistema seja controlável 
e observável, (def. 0.8). Porém, exemplos simples mostram 
que órbitas positivas nem sempre sao variedades (sem bordo) . 
o teorema das órbitas, (Teo. 0.3), é o melhor possível de se 
obter na tentativa de contornar esta situação no caso geral. 
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Assim sendo, o estudo centra-se de maneira natural, na exis-
tência de realizações minimais de L, ou seja, a procura de 
condições sob as quais se garanta a construção de um sistema 
transitivo, (minimal), e observável ~l com a mesma estrutura 
que t, ou seja, as funções de entrada-saida, (Cap. O}, ~L e 
~l: coincidem. 
1 
Neste sentido e em relação a sistemas de controle nao 
lineares, existe uma extensa literatura. Por exemplo, [Ba.J, 
[Ga.-Bo.l}, [Ga-Ba.2], [He.-Kr.], [Su.l] e [Su.2] são alguns 
dos t.rabalhos importantes e que estão relacionados com esta 
tese. 
Em 1975, H. Sussmann, em [Su.l], extende o teorema do 
grupo fechado, (variedades homogêneas) f para quocientes de 
variedades arbitrárias. Isto é 1 se preocupa do problema glo-
bal de encontrar caracterizações, numa linguagem adequada a 
teoria de controle, para que certas relações de equivalência 
sejam regulares. Com a aplicação destes resultados é demons-
trado em [Su.2] {1977) 1 a existência de realizações mini-
mais para sistemas analíticos. J.P. Gauthier e G. Bornard em 
[ Ga.-Bo.l], ( 1984) e [ Ga.-Bo.2] (1982) r extendem os resulta-
dos anteriores para certas relações e certas classes de sis-
w 
temas C 
Em 1977, R. Hermann e A. Krener em [He.-Kr.], introdu-
zem a distribuição A, (Cap. I) f com o objetivo de est.udar 
observabilidade local e realizações fracamente minimais. Em 
1984, J. Bastos Gon(;alves em [ Ba .] define a distribuição 1'1, 
(Cap. I), e analisa realizações quase-minimais. 
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Esta tese estuda o problema da observabilídade e a exis 
tência de realizações minimaís e fracamente minimais, no es-
pírito de distribuições e relações regulares. Ademais, no Ca 
pitulo V utilizamos alguns resultados básicos da teoria de 
representações de grupos compactos. Pensamos que a análise 
harmônica, é um dos caminhos possíveis no estudo desta pro-
blemática. 
A seguir, fazemos um breve resumo dos capítulos que 
compoem esta dissertação. 
Cap. O - Contém algumas noçoes e resultados básicos da teo-
ria. ~ dada uma definição de sistema de controle de classe 
Ck , 1 _: k ,.S. w', e as noções de transitividade, acessibilid~ 
de, controlabilidade e observabilidade destes sistemas. In-
cluímos os enunciados do teorema das órbitas Teo. 0.3 
' 
(Ste.l], [Su.3], de um teorema relativo a controlabilidade 
de sistemas invariantes sobre g·rupos compactos, Teo. 0.5 , 
[Ju.-Su.] e de alguns resultados clássicos sobre acessibili-
dade no Teo. 0.7, (Lo.l], [Kr.l], para referências futuras. 
Cap. I - ~ dedicado ao estudo da integrabilidade de distri -
buiçÕes sobre o fibrado cotangente. Centramos nossa atenção 
a distribuições regulares, assim, são procuradas condições 
sob as quais distribuições arbitrárias sejam preservadas por 
famílias transitivas de campos de vetores, (def. 1.1). Esta 
seção contém vá.rios resultados neste sentido, os quais estão 
estreitamente relacionados com os trabalhos em (Ma.] ,[Ste.l], 
[ Su. 3l ~desenvolvidos sobre TM. 
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Cap. II - Introduzimos a distribuição L\+ e damos na Prop.2.l, 
condições que relacionam esta distribuição com L\ e A. Defini 
mos a condição do posto da observabilidade e no Teo. 2.9 ge-
neralizamos o teorema de posto, Teo 3.1 em [Ba.] e em [He.-Kr.J. 
d + + -Supon o L\ =L\ mostramos·que R e regular discreta e que cada 
variedade integral IL\{x) para xEM é um mergulho. Concluímos 
no Teo. 2.11, a existência de realizações fracamente mirnmEis, 
generalizando o Teo.3.9 em f He.-Kr.J. :g obtido também no co-
rolário 2.12 o reciproco do Teo. 2. 9 para sistemas onde 6 + =/:::,.. 
Um exemplo mostra a insuficiência das distribuições L\ e A em 
alguns casos. 
Cap. III - Utilizando as técnicas desenvolvidas em [ Sa. J, se 
consegue na Prop. 3.5, um resultado relativo à regularidade 
de relações de equivalência fechadas e c-finitas. Esta propo 
sição permite no Te o. 3. 6, dar condições para a existên::;ia de 
realizações minimais de uma classe de sistemas de controle 
c= generalizando assim o trabalho em [Ga.-Bo.ll. As exten-
sôes para relações quase regulares e variedades não conexas 
sao também explicitadas. 
A segunda parte deste capítulo é dedicada ao estudo da 
existência de realizações minimais de s.istemas invariantes 
sobre grupos. O principal resultado contido no Teo. 3.10, ga 
rante realização minimal para este tipo de sistemas, ainda 
que a função de saída h pertença a r.2 (G,V), desde que se 
tenha ccmtrolabilidade. Este resultado se extende levemente 
em alçrurnas situações. 
:::a:p_..:_!V - Começamos por definir o que entendemos por siste-
mas de controle de automorfismos, {s.c.a.), os quais sao uma 
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extensão dos sistemas bilineares. E: caracterizada a observa-
bilidade deste tipo de sistemas nos casos transitivos,Cor.4.3 
e geral, Prop. 4.4. Na definição 4.6, damos a noção de soma 
direta de s.c.a. e no Teo. 4, 7 caracterizamos a observabili.-
dade desta soma. O tipo de situação no Teorema acima citado, 
aparece naturalmente por exemplo, quando se consideram repr~ 
sentações diferentes de um mesmo sistema invariante sobre um 
grupo de Lie compacto, como será visto a seguir. 
cap._y - A teoria de representações e um dos possíveis cami-
nhos para se estudar a observabilidade. Nesta seção, concen-
tramos a atenção sobre sistemas I, invariantes sobre grupos 
compactos. Via a representação regular a direita R de um gr~ 
2 po de Lie compacto G sobre ~ = L (G,~), representa-se E, 
00 
num sistema diferencial R(E) sobre '"00 ~lR' isto é, sobre o es-
paço dos vetores diferenciáveis de classe 
00 
c para R sobre 
Jf. Também, é possível representar L num sistema de evolução 
R(í:) sobre Jf. O teorema de Peter-Weyl (Teo. A.3), permite na 
Prop. 5.1, a decomposição 
R(l:) = 
em sistemas bilineares finito dimensionais analíticos. O teo 
rema 5.2 caracteriza a observabilidade de R(E) via a observa 
bilidade de cada sistema R(Z) . ~ possível também refazer 
rr 
2 
todo o anterior para JCV = L (G,V), onde V e um espaço 
vetorial finito dimensional. O teorema 5.4 permite concluir 
uma condição suficiente para a observabilidade de E, isto e, 
se R(L,V) é observável, então Z também o será. Damos um 
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exemplo onde o reciproco nao é válido. Terminamos esta seçao, 
com algumas observações onde supomos que o espaço de inobser 
vabilidade I de R(L), é um ideal bilateral da álgebra de con 
volução {Jí, *). 
APÊNDICE - Damos um breve resumo com as noçoes mínimas da teo 
ria de representações de grupos compactos e álgebras, 
facilitar a leitura do capitulo V. 
para 
Parte do trabalho desenvolvido com o professor Kupka, 
em relação a construção de observadores, corresponde a uma 
versao no IRn do Te o. 4. 7 do Capítulo IV, a representação l:, 
sua decomposição via o teorema de Peter-Weyl e o 'feo. 5. 2 do 
capitulo V. 
Finalmente, reitero meus agradecimentos ao Prof. San 
Martin, pela orientação deste trabalho. 
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CAPÍTULO O 
DEFINIÇÕES E RESULTADOS BÁSICOS 
SISTEMAS DE CONTROLE 
Adotamos essencialmente a notação em [su.2]. 
DEFINIÇÃO 0.1. um sistema de controle de classe ck 
.s_ w) , é um objeto L determinado por 
r:= (M, n, U, F, N, h) , onde 
(1 < k 
a) M, o espaço dos estados do sistema, é uma variedade 
diferenciável de classe ck+l, de dimensão finita m, Haus-
dorff, conexa e paracompacta. 
b) ~ C IRP , é o espaço dos controles. 
c) U, é a classe dos controles admissíveis, que para os 
nossos propósitos bastará considerar 
C.P. = (u:[O,dom(u)] Q I u constante por pedaços) 
Cada u E U e chamado de controle ou entrada de z;. 
d) F é a dinâmica de classe ck do sistema. Mais pre-
sicamente, F e definida por uma família de equações diferen 
ciais 
• 
x = F(x,u) 
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tais que, para cada u E n, a expressao 
e um campo de vetores de classe ck. Além do mais, 
é a família OOs campos associados a h e satisfaz, 
M = U dom(Xu). 
uE16 
e} N, o espaço de saída de r, é uma variedade difere~ 
ciãvel, que em geral será um espaço vetorial de dimensão finita. 
f} h :M ----+ N, a função de saída do sistema, e uma 
aplicação contínua, ou ainda, em relação a realização mini-
mal e observabilidade sobre grupos de Lie G teremos, M = G, 
N = V um espaço vetorial e 2 h E L (G,V). 
OBSERVAÇÕES: 
1. Já que, para cada u E n , dom(Xu) é um aberto, a 
última condição em (d) não é restritiva pois sempre é possí-
vel considerar o sistema sobre a variedade u 
uEQ 
u dom(X). 
2. Se F é de classe Ck , 1 2 k < w , então para ca-
da u E C.P. as condições de Carathéodory de existência e 
uncidade de soluções da equaçao 
• 
x = F(x,u) 
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estão satiSfeitas, [\Va.]. Além do mais, é possível considerar ou-
tras classes de controles admissíveis impondo a DL uma cer-
ta condição de ser Lipschitz-Local e ainda se obter existên-
cia e unicidade da equação anterior para essa classe de sis-
temas. Via o lema de aproximação, [Su.2],é muitas vezes pos 
sivel conseguir resultados para sistemas de controle mais 
gerais considerando primeiro controles constantes por peda-
ços e logo aproximando um controle arbitrário por esta elas-
se de controles. 
3. Cada u E 0 define um grupo local a l-parâmetro 
' 
(fluxo), X~ em M, isto é, para cada t E{a(Xu),b(Xu)) C JR, 
X~ é um difeomorfismo local entre abertos de M satisfazen 
do 
Além, 
equaçao 
para cada 
diferencial 
xu = Xu o xu , onde possível, e 
t+s t s 
x EM a curva y (t) satisfaz 
I • F (X, u) I X = 
0: ,u,x) = < > 
I x(O) = X I 
a 
4. Entendemos por trajetórias de L:, qualquer concate-
naçao finita de trajetórias de campos em DE. Em particular, 
VX EM 1 VU E C.P., seguir a trajetória equiva-
u. 
X J 
tj 
concatenação 
com le a tomar composiçÕes de difeomorfismos locais 
u. E rt. Mais precisamente, se 
J 
uEC.P.,u e 
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de controles constantes, ou seja 
então, 
* . . . * 
ul uk xu onde -- xt o ... o xt t l k 
k u. 
E t. ~ t e dom x ,J) =[ O,dom(u.)]. 
j~l J ' • J 
Desta forma, contrói-se o grupo local de L 
o .•• o t, E IR , 
J 
Este conjunto é fechado por composição e por elementos inve! 
sos, isto é, permite-se o retorno no tempo, de fato 1 
5. Quando nao há mençao explícita sobre a função de 
saída h se considera implicitamente h= id., em partic~ 
lar, M = N. 
ÓRBITAS. 
Seja J: um sistema de controle de classe Ck e seja 
x EM, se define a órbita de x pelo sistema Z, como a ór-
bita da ação do grupo local GL sobre x, isto e, 
É claro que Gr,(x), coincide com o conjunto dos pontos em M 
que sao possíveis de atingir via as trajetórias de ±L, a pa~ 
tir de x, isto é, quando consideramos os campos em 
± D z = {±X I X E DE). 
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DEFINIÇJ\0 O. 2: 
l. E é dito transitivo,se para algum x EM 
2. Mais geralmente, uma família F c X(M) é dita tran-
sitiva,se 3x E M: GF{x) = M, onde GF é construido analoga 
mente a GZ. 
Teorema das Órbitas [Ste.2], [ Su. 3]. 
TEOREMA O. 3. Seja L: um slstema de controle de classe ck 
então, para cada x E M 
1. Gz(x) e uma subvariedade imersa. 
-2. Gz(x) e quase regular. 0 
Gz(x) quase-regular significa o seguinte: 
f 
se {T 1 T) é um espaço topológico localmente conexo e se 
(T, T) {M,TM) é contínua a valores em Gz(x), então 
f: (T,T) (Gz (x) ,-rG (x)) e contínua, 
I 
onde T e definida da seguinte maneira: Gr. (x) 
Considere para cada 1 k D ={X , ... ,X} C DL a aplicação: 
p : dom(p 0 ) c IRk --+ D,x ,x 
PD,x (tl, ... 'tk) k o .•• o xt {x} 
k 
- 6 -
então, 
U PD (dom 
DCD IX 
l: 
Po J • 
,x 
TG (x) é a topologia mais forte sobre GE(x) tal que PD,x 
l: • l k 
cont1nua, VD :::c {X , ••• ,X } C Di: , Vk E lN. 
OBSERVAÇÕES: 
1. Sejam y,z E GE{x) então 
contendo a origem, tal que: 
l k k 3 X ' •.• I X E DE , u c IR 
3T E U : p0 (T) = z e o ,y tem range máximo, 
(dim GI: (x)) , em T. 
2. Para cada x EM e y E GE(x) 
3. Quando o sistema Zé analítico,(implicitamente 
X E DE é definido globalmente), então, 
onde A! {E) é a menor subálgebra de X (M) contendo DL. 
. 
e 
4. Seja y uma curva diferenciável em M, a valores em 
GEfx), então, o seguinte diagrama é comutativo 
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Como i - imersão valores Gl: (x) contínua, e uma e Y a em e 
concluí-se - diferenciável GE (x) , que y e uma curva em em pa_!: 
ticular, vemos que se X E X (M) e y E GE (x) 
ÓRBITA POSITIVA. 
Analogamente a Gr se constrói o semi-grupo local 
o .•. o t. > O}. 
J 
A órbita positiva de x EM pelo sistema r vem dada por 
DEFINIÇÃO O. 4: 
a) L: é dito controlável em x EM, (ou desde X EM) se, 
b) L é dito controlável em M se L e controlável em x 
para cada x em M. 
c) Mais geralmente, F C X(M) é dita controlável em x 
se 
- 8 -
TEOREMA O. 5. [ Ju-Su. ] . Seja G um grupo de Lie conexo e 
compacto e E um sistema transitivo invariante à direita so-
bre G, isto e, 
< x = X0 (x) + 
I 
L é controlável em G. 
ACESSIBILIDADE. 
k . I 
E u.XJ(x)> 
j=l J I 
DEFINIÇÃO O. 6. E e di to acessível e.rrt z: EM, (ou desde x EM) , se 
I e dito acessível e:;n M, se é acessível em x para cada x em M. 
TEOREMA 0.7. [Lo.lJ ,[Kr.l]. Seja x EM, então: 
L Para 
dim A f. (L) (x) = dim M => L é acessível em x. 
2. Se k=w, isto é,no caso analítico temos: 
dim A .L {r,) (x) = dim M ~ L é acessível em x. 
APLICAÇÃO ENTRADA-SAÍDA. 
Seja L: = (M, D, U, F, N, h} então, a função entrada-
-saída de L, i.J:l ""~ 1l é definida por~ r 
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t : dom(t) c U x M --+ A.C. (N) 
onde x(t) e a Única solução do problema de Cauchy, 
I 
= < 
I 
x = F(x,u)l 
> 
x(O) = x I 
o 
, com t > o . 
A.C.(N) denota a família de funções absolutamente contí-
nuas a valores em N. 
OBSERVABILIDADE. 
DEFINIÇÃO 0.8. Seja r um sistema de controle e x,y EM. 
1. x e indistinguível de y, {x ~ y), se 
11 ( , x) = <H y). 
2. ~ é dito observável em x EM, se a classe de x 
pela relação "-', C (x) , é trivial. 
3. E é dito fracamente observável em x E M se 3U vi 
o -
zinhança de x tal que 
ponto. 
C(x) nU= {x) . 
o 
4. As definições (2) e (3) se extendem a M ponto a 
- lO -
SIMETRIA. 
Seja R uma relação de equivalencia em M. Um campo 
X E X (M) e dito simétrico para R, se para cada x,y E dom {X) 
{x,y) E R=> Xt(x)RXt(y) , onde possíveL 
REGULARIDADE. 
Se R e de equivalência em M e M/R , com a topolo-
gia quociente~ admite uma estrutura diferenciável de tal for 
ma que a aplicação 
e uma submersão, então R será dita regular. 
~ conhecido que a estrutura diferenciável sobre M/R 
se exist1r é única e que M/R será Hausdorff se e so se R e 
uma relação fechada( (isto e, R C M x M é fechado),[BL·.-cLJ. 
DISTRIBUIÇÕES • 
DEFINIÇÃO O. 9: 
L Uma distribuição no fibrado cotangente 
aplicação 
x E M ........____> V (x) C •r*M 
X 
e 
onde V (x) é um subespaço de T*M V X • sera dita re~ular 
di.rn (V) não depende de x. 
uma 
se 
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2. Uma imersão (N,~) é dita uma variedade integral de 
V , se para cada y E N 
onde IP* denota a diferencial de I{J" (as vezes d ..p). 
3. V é dita integrável em x EM, se existe uma varie-
dade integral de V contendo x. V será integrável em M se 
o for para cada x de M. 
4. Seja w uma l-forma definida numa vizinhança U0 de x. 
w e di ta tangente a V em U0 se 
5. Uma distribuição V é diferenciável de classe Ck em 
x E M , se 3 l-formas 1 r k w , ••• ,w , C -diferenciáveis defini 
das numa vizinhança U0 de x, tangentes a V e tal que 
V (x) 
V é dita diferenciável em M se o for Vx EM . 
OBSERVAÇÕES' 
L Em (5) nao se exige que para y 'I x em U0 
D(y) 1 r """ ger{ w , ••• , w } • y y 
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2. Se V é diferenciável em x, então para cada y E U
0 
podemos definir a aplicação linear 
r 
o(y): IR -~ V(y) C T*M y 
8: u 
o 
.f: (IRr, T*M) é o que chama-se de parametrizaçâo de 
D centrada em x. 
Notemos que Im o(x) ~ V(x). 
3. Todas as distribuições serão assumidas diferenciá-
veis e F será sempre uma farnilia transitiva. 
DERIVADA DE Lie. 
Seja X E X{M) , w uma l-forma (diferenciável) e 
x E dom(X) n dorn(w), então a derivada de Lie de w em rela-
çao ao campo X , em x , é dada por 
LX (w) (x) w(Xt (x)) • 
* 
A linguagem básica da geometria diferencial, relativa 
a variedades diferenciáveis, grupos de Lie, dist.ributções 
e fibrados que é utilizada neste trabalho pode ser encon-
trada nas referências s tandard :[ BL -C r .l, [ Bo.], f Br. -Cl. J 
[St.], [Ho.), [Mat.) e [Wa.). 0 
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CAPÍTULO I 
INTEGRABILIDADE DE DISTRIBUIÇÕES 
Seja E um sistema de controle de classe Ck, 1 < k < w, 
(def. 0.1), dado por: 
s Z=(M,ü,U,F,IR,h). 
Uma das maneiras de se estudar observabilidade destes 
sistemas, é via certas distribuições sobre o fibrado cotan-
gente. Mais precisamente: 
A= ger{L 1 .•. L (dh.) IXj E D,, i=l, ... ,s, r E IN0 ), X xr 1 '-' 
sao úteis nesse sentido. 
Esta situação, motiva o estudo de integrabilidade de 
distribuições involutivas, no sentido de ideal diferencial , 
f Wa.] , e vamos urn pouco mais adiante do que de f a to se prec..:!:, 
sa, em termos de obter condições de integrabiLidade e rela-
çoes entre as distribuições acima mencionadas. 
Comecemos por um conceito fundamental neste estudo,co~ 
tido na seguinte 
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DEFINIÇÃO l.l. Seja X um campo de vetores definido num aber 
to U
0
de M e V uma distribuição em T*M. Dizemos que X pre-
serva V se, 
X~V(Xt{x)) C V(x} 1 Vt E IR possível. 
F C X (M) preserva V se cada X E F preserva V • 
OBSERVAÇliES: 
1. Se X preserva V então, para cada x E dom(X) 
XtV (Xt (x)) ; V (x) , Vt E ffi possíveL 
é um isomorfismo linear e 
consequenternente a sua transposta 
X* t 
e um isomorfismo linear. Em particular, nós temos 
dirn xt:VIXt(x)) - dim V(Xt(x)) < dim V(x) . 
Usando novamente a hipótese, agora para 
mos 
Logo, 
X* 
-t e V (x) obte-
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Então, XtV(Xt(.x}) e V(x) tem a mesma dimensão e assim,como 
X preserva V estes subespaços coincidem. 
2. Seja F uma família transitiva de campos de veto-
res sobre M e que preserva uma distribuição V. Como 
dim(V) é constante sobre as trajetórias dos campos que a 
preservam, V será regular. Se observa tambêm que via o teo-
rema das órbitas (Teo. 0.3), sempre é possível de se obter 
uma família transitiva de campos sobre cada órbita do siste-
ma. 
3. Seja L: um sistema de controle (transitivo). Então, 
!J. é integrável. 
Se 
pois 
Por definição: 
n = ger{~*dhi ~~E GL , i=l, ... ,s} 
' o !j> E 
então 
G . V é involutiva e regular e assim integrável. 
E 
4. Que uma família t.ransi ti v a F sobre M preserve uma 
certa distribuição V, não é suficiente para se garantir a 
integrabilidade de V. De fato, existem conexoes com curvatu 
ra não nula e logo nao integráveis, e invariante por um grupo 
transitivo. Ver por exemplo, as conexoes canônicas nos 
fibrados de Stiefel sobre Grasmanianas [Na.-Ra]. 
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Mais precisamente, consideremos as seguintes variedades homo 
gêneas: 
1. A variedade de Stiefel St(2,n) isto e, o conjunto 
dos pares ordenados de vetores ortonol1:T!Cüs de JRn • 
2. A variedade de Grassmann Gr(2 1 n), isto é, o conju~ 
to dos subespaços bidimensionais de IRn . 
~ conhecido,[St.J, que: 
St (2,n) Gr(2,n) 
(u, v} -> rr(u,v) = ger{u,v} 
é um fibrado principal com grupo de estrutura, o grupo orto-
gonal. De fato, se identificarmos 
então, 0(2) atua pela direita transitivamente sobre cada fi-
bra, (duas cópias disconexas de s 1 ) e sem pontos fixos. 
Seja p E St(2,n), então 
T St(2,n) = {vEM 2 (JR) IPt·v e antissimétrica}. p nx 
De fato, se p(s) é uma curva diferenciável em St{2,n) tal 
que p(O) = p e p(O) = v então 
. t t . p(s) p(s) + p(s) p(s) = O 
e em particular para s = O obtemos 
- 17 -
Definamos agora, para cada p 
w 
' 
T St(2,n) so (2) p p 
v -> w (v) p 
t 
= p ·v 
então, t é uma l-forma sobre St(2,n) a valores w = p dp na 
álgebra de Lie l-dimensional, (e então abeliana), do grupo 
ortogonal 0(2), S0(2). Isto 
bre a componente vertical de 
w define distribuições 
K = Ker(w) e 
se n > 3 , então 
é, w p ópera corno projeção 
T St(2,n). p 
St(2,n) 
(g ,p) -> g·p 
é uma açao transitiva e preserva w pois 
(g*w) (v) = w p(g,v} = w p(g•v) p g· g· 
= (g·p) t(gv} = wp(v}. 
so-
Em particular, V, (e logo K), é regular. Porém, K, (e então 
V), não é integrável. Sejam X,Y E K, então 
dw(X,Y} = X·w(Y} - Y·w(X} -w[X,Y) 
= -w[X,Y] ;'O. 
Pois dw = dpt 1\ dp 7'- O e assim K nao e involutlva. 
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5. Suponhamos gue 1) é urna distribuição involutiva e 
que existe urna família transitiva sobre M que a preserva~ En 
tão, corno V é regular, será integrável simplesmente por uma 
aplicação direta do teorema de Frobenius, [Wa]. 
6. As distribuições nas quais estamos interessados sao 
involutivas, assim nos preocupamos agora em encontrar con-
dições sobre as quais, este tipo de distribUições é preserva-
da por famílias transitivas. 
7. Seja V uma distribuição arbitrária sobre T*M. su 
ponha que V é parametrizada por 
1 r 6-(w, ... ,w) 
sobre um pedaço de trajetória de X em x, isto e: 
I tI < s. 
Então, um campo X preservará V se 
Porém, para 1 < j < r p E 1N e 1 < p < k nos temos 
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Logo, uma condição necessária para que X preserve V é que: 
a(p) (t) E V(x) . 
J 
Em particular, a derivada de Lie de cada forma wj em rela-
çao ao campo X e as suas derivadas sucessivas em relação ao 
mesmo campo, devem pertencer à distribuição. Desta forma ob-
tém-se condições para que X, e logo F, preserve V. 
No que segue todos os objetos serão tomados de classe 
ck com k = ~ ,w • 
DEFINIÇÃO 1.2. Seja V uma distribuição, X um campo definido 
numa vizinhança U
0 
de x E M tal que 
a) 3 um intervalo J contendo o zero e tal que se t E J 
então, 
V(Xt(x)) 1 k = ger{wxt (x) ' ••• •"'xt (x)) 
b) 3 funç6es a 1 j: J ffi Lebesgue integráveis 
tal que se t E J e i=l, ... ,r então, 
Nestas condições, dizemos que 
r 
l: 
j=l 
X 
a .. (t)wxj ( ) l.J t X 
preserva V infinitesimal -
mente em x ao longo da parametrização l r ó = (w t••·,w). 
Temos agora o seguinte 
LEMA 1.3. Se X preserva V infinitesimalmente em x ao longo 
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de 1 r O=(w, ••• ,w) então,para cada tE J 
DEMONSTRAÇÃO. Devemos provar que, Vt E J e Vi E {l, ... ,r} 
Seja 
ai (t) E V (x) • 
À E t(T*M,IR) com a condição V(x) C Ker(À) e defina 
X 
mos para i= l, ... ,r as curvas 
A(a,(t)). 
l 
Derivando obtemos: 
Assim, 
Logo, 
Bj_ ( t) = 
r 
= x* ( l: 
t j=l 
r 
aij (t)w~ (x)) 
t 
= E aiJ'(t)a,(t) j=l J 
r 
l: j=l 
t 8 = (81 , .•. ,Sr) satisfaz uma equaçao diferencial li 
near com coeficientes Lebesgue-integráveis. Mais precisamen-
te, 
6' = (a, , ) B lJ . . l,J 
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ai (O) i E V (x) - S (O) O, dai Mas, como = 
"' 
ve-se que = e X 
s - o. 
Assim, À(ai(t)l = o 
' 
\li E {l, ... ,r} . J! claro agora que 
ai (t) E V(x) e assim o lema está demonstrado. o 
OBSERVAÇÕES. Na situação do lema anterior podemos dizer que: 
1. Se X preserva V infínitesimalmente em x ao lon-
go de 6 , então X preserva V ao longo do conjunto 
2. Se s E J e tal que t+s E J então 
X~V (Xt+s (x)) = V (X5 (x)). 
De fato, basta aplicar o lema ao ponto X (x) 
s 
J-s definido por 
J-s={u-siuEJ). 
no intervalo 
Urna noçao conveniente neste tipo de estudo e dada pe-
la seguinte 
DEFINIÇÃO 1.4. Uma parametrização O= (w1 , .•. ,wr) e dita 
exaustiva num conjunto A C M , se 
V(y) Vy E A . 
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LEMA 1.5. Suponha que l r 6 = (w , ... ,w) e uma parametrização 
exaustiva de V num aberto U0 de M e que X preserve V infinit~ 
simalrnente ao longo de ô em todos os pontos de 
preserva V em u . 
o 
U .Então, 
o 
X 
DEMONSTRAÇÃO. Seja T > O e y E li0 n dom (XT) • Pelo lema 1. 3, 
o conjunto dos t E IR tais que O < t < T e satisfazem 
' 
cr E [O,t] 
e nao vazio. Denotemos por s o seu supremo. Como X preser-
va V infini tesimalmente ao longo de 6 no ponto X
5 
(y) E U 
0
, 
vemos que existe s > O tal que, 
I T 1 < c => x*V (X (y)) = V (x
5 
(y)) • 
T T+S 
Assim, necessariamente s = T. Analogamente se mostra para 
T < O. Logo, X preserva V. o 
Em essência, os lemas anteriores dão contra da seguinte si-
tuação. Se as derivadas de Lie em relação a F, das parame-
trizações exaust,ivas de V se exprimem como combinação Lebes-
gue-integrável das mesmas, então F preserva V. 
A seguir, estudaremos distribuições para as quais as P~. 
rametrizações satisfazem as condições expostas no comentáriO 
anterior. Neste sentido, e olhando para as distribuições de-
finidas na introdução surge de forma natural a seguinte de-
finição 
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DEFINIÇÃO 1.6. Seja F c X{M) uma familia de campos de veto-
res. V e dita F-involutiva se, Vw E V , VX E F 
EXEMPLOS: 
1. ~ claro que se F preserva V então V é F-involutiva. 
Em particular, como ~ é preservada por E então é L:-ínvolu-
tiva, isto é, b. é DL-involutiva. 
2. Decorre da própria definição a E-involutividade de 
A. 
3. b+ é um exemplo de distribuição L-involutiva que 
pode nao ser preservada pela família transitiva dos campos 
associados a E. Com esse tipo de involutividade temos a se-
guinte caracterização 
TEOREMA 1. 7 (Tipo Frobenius). F preserva V ~V e F-involu-
ti v a e regula.r. 
DEMONSTRAÇÃO. Fixemos x E M e l r ó = (w , ... ,w) uma parame-
trização de V centrada em x. Pela regularidade de V e pela 
continuidade das l-formas wj , 3U
0 
vizinhança de X, tal que 
v (y) 1 Vy E U0 
isto é, ó e uma parametrização exaus·tíva de V em U0 • Agora, 
para cada w E V e cada x E F temos LX(w) E V. Assim, em 
particular, para cada y E U0 
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r 
l; 
j=l 
a .. wJ 
1] y 
Já que as forma wj , com 1 < j ~ r , sao linearmente inde-
pendentes em U ,concluimos que as funções ai.: U --+ 
o J o IR 
são biunivocamente determinadas. Provaremos agora que estas 
funções são Lebesgue-integráveis. De fato, nós temos: 
= 8(y)ai (y) 
com ó(y) de posto r e Lx(w1} diferenciável, para cada 
y E U0 .Fixe y 0 E U0 , então: 3 matrizes A{y) E Mr(:m) e 
B(y) E M(m-r)xr(IR) tal que 
.J (y) = ; A(y) uma matriz inversl 
vel e diferenciável numa vizinhança 
A(y)-l diferenciável. Seja y E U1 
U C U de x e assim 1 o 
a. (y) t -- (A(y) -1 
' 
o) . 
(
A(y) 
B (y) 
a. (y) t = (A(y) -1 
' 
Assim, para cada i E {1, ... ,r}, a 1 ~ U0;;--+ IR -e uma fun-
ção diferenciável. Logo o teorema segue pelo uso repetido do 
lema 1.5 sobre as parametrizações exaustivas de V que obvia-
mente cobrem M. 0 
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A díferenciabilidade da matriz (aij) no teorema ante-
rior, é uma condição suficiente para a preservação de V • Vi 
sando melhorar esta situação aparece naturalmente a 
DEFINIÇÃO 1.8. V é dita F-fortemente involutiva, se para ca-
da x E M , 3 U
0 
vizinhança de x e O uma parametri zação exaU§_ 
tiva em U0 tal que, cada X E F preserva V infinitesimaimeE 
te em x ao longo de O, com coeficientes aij Lebesgue-int~ 
gráveis. 
TEOREMA 1.9. Se V e F-fortemente involutiva então F preserva 
v. 
DEMONSTRAÇÃO. Decorre dos lemas anteriores. 0 
Um tipo de distribuições F-fortemente involutivas sao 
aquelas que podem ser parametrizadas por l r õ=(w, .•• ,w) 
como na definição anterior e tal que a matriz (aij) é nula. 
Isto e, 
Vejamos um exemplo simples: 
No m3 consideremos o sistema transitivo L: com 
a i =1,2,3) função de saída DE = (ax. e com 
l 
h = 1[3 
' 
a projeção na terceira variável. Então, 
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Claramente, ó = {dX3} e urna parametrização global de A e 
tal que 
L a 
ax. 
l 
Assim, ~ preserva A e em particular, A e integrável. De fa-
to, a variedade integral de A contendo o ponto 
vem dada por: 
No lema 1.3, foram consideradas as curvas 
A demonstração deste lema segue do fato de que S = À{u) sa 
tisfaz uma equação diferencial linear com coeficientes Lebes 
gue-integráveis e com condição inicial 6 (O) = O. Re-tomemos 
a definição 1.2 agora com a condição (b} dada por: 
r 
l: 
j=l 
j 
a .. (t)wx ( , lJ t x, 
com a. . Lebesgue-integrável e s E m. 
l] 
Como, 
a (s) (t) = x* Lx(s) (wi) xt (x) 
.1 t. 
temos 
ll (s) (t) = 
l ' 
l < i < r. 
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Porém, esta equaçao e equivalente ao sistema 
sr 1lrtl= 
y(l) (t) = 
l 
Y (l) (t) = s-1 (a,.)S(t). 2) 
Se assumirmos Lip) {wi) (x) E V(x} , l < p < s, ou seja, se 
yt{O) =O , para 1 < t < s-1 teremos: 
s(s) satisfaz uma equaçao diferencial linear 
com coeficientes Lebesgue-integráveis e S (s) (O) =0, de onde 
S(s) ~ O. Indutivamente obteremos 
para 1 < p < s e assim, 8 - o . 
Novamente a conclusão do lema 1.3 será válida. Com isto pre-
sente, temos a seguinte 
l r DEFINIÇÃO 1.10. Uma paramet,rização exaustiva 8 = (w , ••• ,w ) 
de V em U
0 
é di ta F-.fortemente involuti v a de ordem n E IN , se 
para cada X E F ,3 inteiros Q. 1 , ... ,QrE{l, .•. ,n} tal 
que,paracada pE{l, ... ,n}e .iE{l, ... ,r}. 
2. ô(y)a.(y) 
l 
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( ~ . ) 
= L 1 
X 
i (w ) (y) 
admite solução a.: U 
l o 
r.ebesgue-integrável. 
TEOREMA 1.11.. Se os domínios das parametrizaçôes fortemente 
involutivas, de ordem qualquer, de V, cobrem M, então F pr~ 
serva V. 
DEMONSTRAÇÃO. Segue da observação acima e da própria defini-
ção anterior. 0 
O teorema acima pode ser usado sobre distribuiçÕes as quais 
possuem parametrizações exaustivas 6 = (w1 , ... ,wr) tais que 
EXEMPLO. Tome 
l 
onde, w 
(n . ) . 
L J (wJ) ~ O X E F X ' • 
Um simples cálculo mostra que 
1 < i < 3 • 
PorémT F nao preserva V pois dim(V) nao e contante. Aconte 
ce que 
l L a (w ) ~ dx 3 !C D • 
axl 
em nenhum ponto do plano x 1 = O. 
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Seja M uma variedade, X E X(M) e w uma l-forma, de-
tinidos globalmente sobre M. A condição de Matsuda, [Ma.], é 
traduzida nosso contexto da seguinte maneira. 
A série, 
[ 
k=O 
k tk (k) 1 (-1) k! LX (w) (x) E c (t,x) 
converge numa vizinhança W de (O,x0 ) e as derivadas podem 
ser computadas diferenciando a série termo a termo. 
Com esta condição conclui-se o seguinte 
TEOREMA 1.12. Seja V uma distribuição F-involutiva. Se os do 
minios das parametrizações exaustivas de V que satisfazem a 
condição de Matsuda em relação a F cobrem M, então F pre-
serva V. 
DEMONSTRAÇÃO. Devemos provar o seguinte, se ô = (u_11 , .•• 1 wr} 
é uma parametrização exaustiva numa vizinhança U de x então, 
o 
3s >O , para !ti < s e para j = l, ... ,r deve acontecer 
ou equivalentemente 
3 E > Ü: x* wj E V(Xt(x)) 
-t X 
Definamos, para l < j < k 
E 
k=O 
, se I tI < c. 
e 
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Assim, S(t,t} E T*M . Na verdade, pela F-involuti.vidade de V, 
X 
vemos que 
a.(t,T) E V(X (x)). 
J T 
Agora: 
E 
k=O 
L (k+1 ) (wj) (X (x)) 
X T 
enquanto que 
Assim, 
E 
k=1 
Em particular, como 
Logo, x* wj = 
-t X 
tk-1 
(k-1) ! 
~ 
+ at = o . 
Assim X e logo L, preserva V • 
DISTRIBUIÇÕES ANALÍTICAS. 
então 
o 
Sejam X e w seçoes locais analíticas dos fibrados TM 
e T*M respectivamente. Para estudarmos localmente a curva 
a (t) 
- 31 -
será suficiente conhecer, num ponto só, as derivadas de Lie 
sucessivas de w em relação ao campo X. 
TEOREHA 1.13~ Suponha V analítica, F-involutiva e tal que os 
domínios das parametrizações exaustivas analíticas de V co-
brem M. Então F preserva V ,. 
DEMONSTRAÇÃO~ Seja x E M e U
0 
vizinhança de x e domínio de 
1 r 
uma pararnetrização exaustiva analítica ó = (w , ••• ,w } . Para 
cada x E D e para cada i E {l, ... ,r} 
a. (t) 
l 
define urna curva analítica sobre T*M . 
Der1vando obtemos 
a(k) (t) = 
l 
x* t 
(k) i 
LX (w ) (Xt (x)) • 
Em particular e pela F-invariança de V 
já que ai e analítica concluímos que 
3 c> O 1 tal que lt! <c => a 1 (t) E V(x). 
Agora, O é exaustiva em U e assim usando o mesmo 
o 
tipo 
de argumento utilizado no lema 1. 5 vemos que X e então F, pr_§_ 
serva V em U
0
. 0 
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EXEMPLO. Suponha E analítico. Já que A satisfaz as condições 
do teorema anterior A será integrável. 
OBSERVAÇÕES: 
-1. O teorema 1.13 nao vale no caso 
00 
C . Seja 
tal que a a ~ (- ' -) ax ay 
ro 
f E C com a condição f c O pa-
ra x < e estritamente crescente para x > O. Defina a 
função de saída 
h(x,y) ~ roo f(s)ds. 
Então, A~ ger{f(k) dx). 
A é E-involutiva e 00 w = f dx é uma pararnetrização C global 
de A em M. Porém, E não preserva A como decorre do fato de 
A ser involutiva e não integrável em nenhum ponto do eixo y, 
ou diretamente da definição. De fato, o campo a ax 
preservar A pois a dimensão de A varia ao longo de 
tegrais de a e ax . o caso quando a condição inicial 
tal que X < o. 
nao pode 
curvas in 
(x' y) -e 
2. A observação anterior deixa claro que no caso 00 c 
A nao é em geral integrâvel ainda que os campos de E sejam 
analíticos e completos e que L seja simétrico e controlável. 
De fato, tudo permanece igual se considerarmos 
3. Involutividade nao é equivalente a integrabilidade 
para distribuições analíticas. ~ só considerar V = {x dx} no 
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2 
:IR • O mesmo acontece para F-ínvolutividade. 
A condição de Stef,;m, [ Ste.l], é traduzida na seguinte 
DEFINIÇÃO 4. 4. v sobre M e dita localmente analítica ao 
longo de ACM se: 
para cada x E A e v E V (x) , 3 uma forma analítica 
w,(definida numa vizinhança de A) ' Ü) E v e tal que w = X v. 
OBSERVAÇÃO. Retomemos o exemplo anterior. Neste caso V = A 
vem dada por 
o X < 0 
A(x,y} = < 
ger{ a:l } 
(x ,y) 
X > 0 
Para x < O e x > O existem parametrizações analíticas 
exaustivas de A. Porémr não é possível "conectar" estas pa-
rametrizações via continuação analítica. De fato, A'não é lo 
calmente analítica ao longo de nenhum pedaço de traje.tória 
de qualquer campo X E F tal que 
~ . 
Com efeito, se 
w = a(x,y}dx + b(x,y)dy E A 
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é analítica, então a(x,y) = O num aberto de IR2 e logo 
a ::: O , e assim 
w = b{x,y)dy. 
Se tomarmos v = dx sobre vemos que 
não é possível que exista w E A analítica e tal que w
2 
=v. 
TEOREMA 1.14. Seja V analítica F-involutiva, então 
F preserva V 4=> Para cada X E F , V satisfaz: 
Vx E dom X , 3 c > O tal que V é localmente anal i ti-
ao longo de AX(s,x) = {Xt(x) I itl < cl 
DEMONSTRAÇÃO: 
(=> ) Seja X E F e X E dom (X), 1 r 36=(w, ••• ,w) 
uma parametrização de V centrada em x e definida em U6 .To-
memos c > O tal que 
Considere y = Xt (x) e v E V(y}. 
o 
e tal que 
a = 
X 
r 
z 
j=l 
x* a = v . Defina agora 
-t X 
o 
w = x* a .J·ã que X preserva V 
-t X t 
o 
w E V e é definida uma vizinhança que contém Ax{r.,x). 
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( <=) Seja X E F e x E dom (x). Então, 3 c > 0: V e 
localmente analítica ao longo de X A (E,x). Devemos provar que 
I tI < s C V (x). 
Tomemos v E V (Xt (x)), pela nossa. hipótese 3 w E V tal que 
Definamos a curva anali tica 
Como tü E V ve-se que derivando a e evaluando em s=O obte 
mos a(s) E V(x) Vs E dom(a}. Assim, V(x) e P!". 
la arbitrariedade de v 
x~vxt (x) c v (x) I tI < E. 
Desta forma, é possível provar, via um argumento análogo ao 
utilizado na demonstração do lema 1.5~ que X , e logo F pre-
serva V. 0 
OBSERVAÇÕES: 
1. No exemplo anterior, A é involutiva e logo, é a fa! 
ta da condição de analiticidade local de A que faz esta dis-
tribuição não íntegrável. 
2. No t.eorema anterior o que se precisa e a exaustivi-
dade de V ao longo de trajetórtas dos campos em F. Assim , 
este teorema é uma generalização do teorema 1.13. Além, para 
provar que F preserva V, basta ter exaustividade ao longo 
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das trajetórias de F via uma parametrização 6 l r = (w , ••• ,cu). 
3. se assumirmos que V é involutiva, como acontece nos 
casos que nos interessam, então todos os teoremas anteriores 
podem ser refraseados em termos de integrabilidade da distri-
buição V. Mais precisamente, se V é involutiva e satisfaz 
qualquer um dos teoremas anteriores, 'V é integrável. 0 
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CAPÍTULO li 
REALIZAÇÕES FRACAMENTE MINIMAIS 
Seja r = {M,n, U, F, JR8 ,h) um sistema de controle de 
classe ck com k = oo, w , e seja 
a família de campos, (globalmente definidos), associados a,E 
Em 1977, R. Hermann e A. Krener em [He-Kr] definem_ so-
bre o fibrado cotangente 
A = ger {L l 
X 
Claramente, esta distribuição é um obje-to local e é construí 
do nos casos k = oo,w, em relação ao problema da observabi-
lídade de sistemas de controle nao lineares. De fato, a der! 
v a da de .Li e de urna forma exata dh1 em relação a um campo X, 
Lx(dh1), é uma medida infinitesimal da variação de h 1 em re-
lação as curvas integrais de x. 
No mesmo espírito, em 1984, J. Basto Gonçalves em [Ba. ]. 
introduz sobre T*M a distribuição 6 carro a menor distribui-
çao contendo dh1 , i=l, ... ,s e Dz-invariante. 
Visando estudar observabilidade fraca, no sentido da 
definição em [He-Kr1, intro~uzimos a distribuição 
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Como veremos, será esta distribuição o objeto relevan-
te no estudo deste problema. 
No capítulo anterior estudamos integrabilidade de dis-
tribuições. Dos resultados ali obt.idos temos a 
PROPOSIÇÃO 2. l. 
a) Se dim A é constante então A = ~+ = 11. 
b) dim 11 + constante $=> 6 + = 11 • 
DEMONSTRAÇÃO 
a) A é 4-involutiva e regular e assim o teorema 1.7 se 
aplica e consequentemente L preserva A. 
Para cada i E {1, ... ,n} dh1 E A~ Seja X E D~ 
para cada tE IR, onde possível, 
';/X E M. 
então 
O mesmo argumento e válido para cada (X; ... ,Xk) C DI: isto é ~ 
se 
então, 
d(~*h;) (x) ~ ~*dhi (x) E A(x) 
Assim, 11(x) C A(x), ~x EM. Logo A= 6. A conclusão~ do 
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fato que A C ~+ C ô, como se deduz das próprias definiçÕes. 
b) Se dím A+ e constante então dim Ker ~::,+ e também 
constante. 
Seja + v E Ker ~ , então 
v E Ker 1::. ~ d (<,o *h) (v) = O , \l<p E GI • 
ter dimensão constante. 
Assim, "'*(v) E Ker A+ em particular 
+ Então, Ker A c Ker A e logo A+ = A. A outra implicação 
é imediata, já que corno vimos, a distribuição D. e sempre 
integrável pela :tD1=-invariança, ver também [ Ba. ] . 0 
OBSERVAÇÕES: 
1) Temos em particular que 
A+ = A ~ !J.+ integrável. 
2) Se E e controlável então 6 + = A. Com efeito, !J. + tem di-
mensao constante pelo fato de f:..+ ser SE-invariante e cada 
'P E SI preservar a dimensão. 
COROLÁRIO 2.2. Se E é analitico então 
DEMONSTRAÇÃO. Basta provar que A é integrável, porém as pa-
rametrizações exaustivas de A cobrem M. Já que o sistema 
é analÍtico e A é involutiva e 1.:-involutiva, o Corolário 
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decorre do teorema 1.13. 0 
Seja x E M e denotemos por c(x) a classe de equivalência 
de x pela relação de inobservabilidade ~de E. Relaciona-
mos agora I l:l (x) , a variedade integral maximal de ô conten-
do x com a classe c(x). 
OBSERVAÇÃO. Visando qarantir que "' é de fato uma relação de 
equivalência é suficiente supor ~~ completo em tempo positi-
vo ou analítico; ver Lema 2 em [ S u2} • Lembramos que I: é com 
pleto em tempo positivo se: 
X E Dr,,.x E dom(X) ==> [O,+oo) C dom X(•) (x) 
Neste cap!tulo, assumiremos que E satisfaz esta condi 
çao além de ser transitivo. 
TEOREMA 2.3. Seja X EM, então 
C(x) = U ri\ (z) 
ZEC (x) 
DEMONSTRAÇÃO. Seja a dom(a) c m --~ M diferenciável, 
o E dom { cd conexo e tal que 
s E dom(a) ==» a 1 (s) E Ker!:. a (s). 
Mostramos que Vs r.--: dom(a) a(s) "'a(o). 
Seja 'P E GL.: e definamos 
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então, 
a; (s) ~ d(•*h) (a' (s)) ~ O 
Assim, a (s) = a (O ) 
' ~ e logo a(s) pertence a 
uma mesma classe de inobservabilidade para cada s E dom(a). 
Consideremos z E C(x) e y E r 6 (z). Existem campos 
1 k Y , •.. , Y E Ker !J. tais que 
Agora, para cada j E {l, ... ,k} -ve-se que 
. '+1 ~ yl (Ytl ( •.. 
s j+l 
k Yt(z)) •.• ) 
k 
satisfaz 
et~(s) E Ker!J.tx.(s). Então, 
J J 
et.(s} "'a.(o) e já que "-'é uma relação transitiva conclui 
J J 
mos que a 1 (t1 ) 'V ak(o) e daí que y"' z. Como z ~ x en-
tão y rv x e logo 
I
11 
(z) C C(x) , Vz E C(x) • 
Sendo !::. integrável e a relação R definida pelas varieda-
-des integrais maximais de f1, isto e 
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uma relação de equi.valência com z E IL\.(z) r obtemos o resul-
tado. o 
OBSERVAÇÃO. Em particular, I~(x) n C(x) = I 6 (x), Vx EM. 
Vejamos alguns exemplos 
EXEMPLOS 2. 4. 
a) Considere o sistema de controle 
Z = (IR ,IR, P.c. ~ i = \1, IR2 , (cos x, sen x) },. 
L\.(x) = ger{cos x dx, sen x dx} 
e assim, Ker A - O. 
então 
Agora, C(x) = {x + 2kn[k E Z}, 
C(x) = U r 6 (x+2n). k EZ 
(!R2 ' {0,1}, • b) Seja E = p. c.' X ::= F(x,u}, IR, 
a a } tal que h(x,y) L f(s)ds que D = {-- e = l: 3x ay 
h) 
' 
tal 
onde 
w é uma função real,nula para f E c X < o e estritamente 
crescente para x > O. Então, um simples cálculo mostra que 
d 
= ger{ (---) } = 16 (x,y) • 3y (x,y) 
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Agora, é claro que se x 0 < O então 
U r 6 (x,y) . 
x<O 
+ PROPOSIÇÃO 2. 5. Suponha ll=A. então para cada x E :/;, I L\ (x) é 
um mergulho em M. 
DEMONSTRAÇÃO. GL deixa A. invariante, isto é 
Equivalentemente, ~* Ker ~(x) = Ker fi~(x), 
assim, 
em particulart duas variedades integrais maximais quaisque:r de 
6 são difeomorfas. 
Provamos agora que ID.(x) é fechada. Seja y E fer6 (x), 
Tornando -1 agora ..P 
y. Se 
conclui-se que 
• (fei 6 (x)) = fei 6• (x). 
Assim, Gk deixa fei 6 (x) invariante. 
Definamos a relação de equivalência 
yfe (R) X ..- y E fei 6 (x) • 
Então, nós temos que fe (R) satisfaz: 
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1. f e (R) é localmente fechada. 
2. se x E Dr então 
Vt E lR onde pO§. 
sível. 
J'á que E é transitivo, segue do Teo.8, [Su.l], que fe(R) -e uma 
relação regular. Em particular, cada classe fe{IA {x)) e uma 
subvariedade da mesma classe de diferenciabilidade que IA{x). 
C0mo ~ é fechada 
I~(x) Cfei11 (x) CC(x) 
Suponha dim r 11 (x) < dim fel&(x). 
Nesta hipótese 3 y{t) E feil.l (x) diferenciável com y(O} = x 
e tal que 
Im(y) )l 1 11 (x) 
Decorre da demonstração do teorema anterior que isto -e 
uma contradição. De fato, 
y ( t) E C (x) => y' ( t) E lly ( t) 
sendo dom{y) conexo obtemos que 
y(t) E I~(x). 
Logo, r 6 (x) -·- fei"~ (x) e assim r 6 (x) e uma subvariedade fecha 
da e então um mergulho. 0 
Em particular, R "' f e (R) e assim R+ é reqular e então, 
·M 
'ITR+ 
----~ M/ R+ é uma submersão. Além, se os campos sao com-
pletos 
-rrR+ e uma aplicação de fibra, f Su .11 . 
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Na proposição 2.3 em[Ba.]foi provado o seguinte teore-
ma em relação a t:. e a R. 
TEOREMA 2. 6 [ Ba.]. Seja M uma variedade de classe Haus 
dorff, paracompacta e conexa. Então, 
a) M/R é uma variedade Ck, Hausdorff e paracompacta. 
b) M -"-TI- M/ R é uma submersão. 
c) TI é uma aplicação de fibra e no caso 
uma fibração. 
OBSERVAÇÕES: 
1. t: se projeta no sistema 1r O:) sobre 1r {M) • 
Já que E preserva t:. então GL: preserva R, isto é: 
yRx ~ <P (y) R<P (x), \i<P E Gz. 
um campo X E X(M) e projetável se 
Seja 
Logo, 
X E D e 
L 
dom(X) T (M/R) é invariante por R. 
y E It:.(x}, nós temos 
nX (y) 
t 
d 
= dtl TIXt (x) 
t=O 
Assim 1 n* oX(y) = n* o X(x). 
00 
c -e 
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Logo, 'Jr* o X induz uma única função diferenciável TI (X) tal 
que 
com ·rr* o X = "ff (x) o 1r. 
Em particular, lí (X) t (n (x)) = 1f o Xt (xJ, \IX E M. 
Então, 1: e Al(E) se projetam sobre M/R • 
como 1 C (x} ""' U 1.0. (z) 
zEC(x) 
vemos que 
yRx ==> y E C (x) ==> y <v X • 
Logo, h passa ao quociente. De fato, 3 h tal que o seguin-
te diagrama comuta 
-Obviamente h é continua e como n é uma submersão obtemos 
que h tem a mesma classe de diferenciabilidade que h~ Em 
fim, é possível obter o sistema 
1r(1:) = (rr(M) ,ü,U,rr(F), IR5 , h.) 
·tal que para cada x E M f a função entrada-saida de rr o:) re.§. 
t:r:ita a Tr (x) ~ urealizará~1 o sistema i.nLc1alizRdo (T,x) isto é: 
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Porém, nem sempre n(E) é fracamente observável. Considere-
mos o exemplo 2.4(b). 
Depois de passar ao quociente por R obtemos o sistema 
onde 
n(l:)"" (JR, IR, P.C., n(F), IR, Yeixo x) 
n (F) a = {- -} ax 
Para cada x < O 1 C(x) = (-oo,ü]. Assim, a relação de inob-
servabilidade '\. do sistema ainda não é discreta. 
2. Sem perda de generalidade, passando ao quociente se 
for necessário, sempre é possível assumir 
11 = T*M • 
A proposição a seguir deixa de manifesto a relevância da dis 
tribuição ~ + . 
PROPOSIÇÃO 2. 7. Seja r: um sistema de controle de classe Ck. 
Então, 
discreta. 
DEMONSTRAÇÃO. Seja X EM. Por hipÓtese 3 ~ 1 , ... ,~rn tais que 
sao linearmente independentes e geram 
Poderros escolher 
h, o '{JJ. 1. 
J 
+ !J. em x. 
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e i. E {l, .•. ,s). 
J 
e fácil ver que 3 uma vizinhança U de o x, tal que se 
notarmos a subvariedade regular de M de codimensão 1, 
então, {pela independência das m funções 
lxl ·- s~ (x) 
l 
n ... n s~ (x) 
m 
Basta agora mostra,r que 
c (x) c s~. (x) 
J 
d~.) ' J 
Se y E C (x) então !f.(y) ""' ip.(x) e, em particular 
J J 
logo, 
Condição do posto da observabilidade. 
de-
DEFINIÇÃO 2.8. Seja x E M 1 dizemos que í.: satisfaz a condi-
ção do posto da observabilidade em x, se 
dim~b.+{x) = dim.M 
OBSERVAÇÃO. Sabemos que + A C ~ assim o teorema a seguir 
generaliza o teorema 3.1 em IHe.-Kr.]. 
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TEOREMA 2.9. Se L: satisfaz a condição do posto da observab_!. 
dade em x então E é fracamente observável em x. 
DEMONSTRAÇÃO. Segue imediatamente da definição anterior e da 
proposição 2. 7. o 
Insuficiência das distribuições A e /1 • 
Seja ' r:= (IR, Q={-l,l},P.C., X=-u dx ,lR, h/eixo) 
com h como no exemplo 2.4{b). Então, 
nao e de dimensão constante, de fato nao é integrável na ori 
gero e nem satisfaz a condição do posto da observabilidade no 
sentido da definição em [ He-Kr] . Porém, Z é fracamente obser-
vável em cada ponto da reta. Esta conclusão é dada pelo teo-
rema 2.9. De fato 
dim 6.+ = 1 • 
Considere E agora com n = {-1}. Então dirn 11= 1, porém L: 
nao e fracamente observável em nenhum x < O. 
Seja ;.; (M, Q, LI, F, IR5 , h) com cóhdição inicial 
xo 
x0 , isto é, a família de equações diferenciais parametriza-
das por u E rt 
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x = F(x,u) e x(O) = x0 · 
Considere W s U ~ A.C. (lR ) 
DEFINIÇÃO 2 .lO. 
1. l: e uma realização de lj! se 
X o 
•.lx0 ,u,t) = t(u(t)) 
'" 
para cada u E U e cada t > O. 
2. l: 
•o 
é dit.a uma realização fracamente minimal de 
se além de (1) 2:; é transitivo e fracamente observável em x 0 . 
Então o Teorema 3.9 em [He-Krl pode ser refinado da seguinte 
forma: 
'rEOREMA 2.11. Seja 1: um sistema de controle de classe 
x 0 E M e 
tante então 
de <!> 
•o 
~ a restrição de 
"o 
TI(")TI(X) 
o 
é uma realização fracamente 
DEMONSTRAÇÃO. D. + = !'.1 e então, já que R+ é regular 
e cons-
minimal 
temos 
D. + = T*1r {M). Assimy "' é discreta sobre '1T (M) e o teorema se 
gue da observação a seguir do teorema 2.6. o 
OBSERVAÇÕES: 
1. n é sobrejetora e TI(x)t = n o xt , em particular 
n(E) é um sistema transitivo. 
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2. 1r é uma submersão e assim 
U (E) (x) ~ TxM =drr AJ:(E) (x) ~ Atrr(í:) (rr(x)) ~ T 
·rr(x) 
3. n é uma função aberta e então 
Z: acessível implica TI {E) acessível. 
(M) 
~ possível agora demonstrar o recíproco do teorema 2.9, e a 
+ proo~ 2~13 para sistemas onde ~ = 6. 
COROLÁRIO 2.12. L fracamente observável ~ 1: satisfaz a 
condição do posto da observabilidade. 
DEMONSTRAÇÃO~ Suponha dim ~+ = r < dim M, já que 
vemos que dim I 6 (x) n c (x) > 1 e assim 2: na o pode ser fra 
camente observável. 0 
Existe uma certa invariança em relação a realizações 
fracamente minimais. 
PROPOSIÇÃO 2.13. Se El 
xl 
e sao duas realizações fraca 
mente rninimais de 1J; então 
DEMONSTRAÇÃO. Claramente . + dlm 6E (x.) = dim M. para 
i l. l. 
Seja u E U, então os campos associados a u digamos 
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Vt E IR+ • 
Em parttcular, 
Assim, dim dim 
Além do mais, seguindo as técnicas desenvolvidas por Sus-
suram em [Su.2],é possível provar que duas realizações fra-
camente minimais de uma aplicação l/J : U --+ ( s -A.C. 1R ) sao 
localmente difeomorfas. 0 
EXEMPLO 2.14. Consideremos o sistema L: sobre m 2 determina 
dor por 
h 
D = 
l: 
a 
lax , f ( -x) 
lR , h(x,y) = J:oo f(s)ds 
onde f é a função do exemplo 2.4(b). 
Então, dim ó+ = l e C (x,y) a = ger{a/ l. 
y (x,y) 
Logo 2 1f : :m IR2 /"" é a projeção na primeira variável. 
Em particular, 
rr* f (-x) 
a 
ÔX 
a 
ay - o 
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Desta maneira, 11· (L:) é o sistema sobre IR tal que 
-
= {2) DTI (l:) dX e h IR--+ IR -e definida por h(x) = 
= J:oo f(s)ds. Além de fracamente observável este sistema -e 
observável, em particular, 1>rr(2:) ( 1 TI(x,y)) e uma realiza 
ção minimal de ~I: ( 1 (x,y)) para cada {x,y} E IR2 • 0 
CASO LINEAR. 
Por definição um sistema linear e da forma 
I X = Ax + Bu I E < > 
I h -- C·X I 
onde, A E Mn (.m) I B E Mnxk (IR), c E Msxn (IR) I n = IRk. 
Então, para cada k u E IR : 
Xu = Ax + Bu , logo 
tA tA ft -sA 
= e + e e Bu(s)ds 
o 
Porém , 
Assim, ~+ = ger{C'etA I t > O). 
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Em particular, se k E JN 
e para t = O obtemos C·Ak E 6+ . 
Pelo teorema de Cayley-Hamilton 
,1+ { n-11 • = ger C, CA, .•• ,CA . 
Assim, a condição do posto de observabilidade é precisamente 
a bem conhecida condição, [Wo] 
c 
CA 
L e observável ~ rank = dirn M • 0 
CAn-1 
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CAPITULO III 
REALIZAÇÕES MINIMAIS 
A seguir, utilizamos as técnicas desenvolvidas em (Sa] 
para obter um resultado relativo a realização minimal de si§. 
temas de controle. Nais geralmente 1 consideremos uma família 
F de campos de vetores Ck transitiva sobre M, isto é, 
o •.• o E F, t. E IR} 
J 
atua transitivamente em M. Suponhamos também que os campos 
são completos e globalmente definidos~ Nestas condições, 
GF C Di f f (M) 
e mn grupo, porém nao necessariamente de Lie. Para cada 
x E M fixo 1 definamos o gn.lfO de isotopia de x via ~ , isto é 
então, Gx é um subgrupo de GF e assim é possível conside-
rar para G = GF a bijeção 
= M 
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Gx atua por translações a esquerda em G e a direita em 
g o Gx , Vg E G. 
NOTAÇÃO. Se 
mos rr- 1 (y) 
po de G X 
tal que y = ~(x). Denotare-
a "fibra" $ oGx e para cada g E G 1 o semigru-
onde SF é construido analogamente a GF considerando so-
mente tempos nao negativos. Pínalmente, ger{Sg) denotará o 
grupo gerado por 
PROPOSIÇÃO 3.1. Seja F uma familia transitiva sobreM, En-
·tão \IX E M, SF(x) = M =t> ger(S ) = G , g g Vg E G. 
DEMONSTRAÇÃO. Já que cada translação é uma bijeção, SF atua 
como um semigrupo de bijeções sobre GF. Tornemos <P E SF e 
g E G, mostramos que 
ger (S ) g ~ ger(s.., ). 'o g 
De fato, seja a E SÇ!og· Por hipótese F e u.'Tia família con 
trolável em M e assim 3~ E SF tal que 
~ o $ o g(x) ~ g(x) 
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e logo temos, -1 TI (~(g(x)) -1 ·rr (g(x)). 
Agora, ~ o g o a E SF(g) e assim 
~ o 0 o g o a = g o b , 
Por outra parte, 
~b E S g 
~-l o f 1 og o b = (~- 1 o ~- 1 o g) o b 
e então 
Logo 
g o a =goaob 
a=a o b E ger(S ). g 
Consequentemente 
vã E 
Usando o mesmo argumento, agora sobre 
-1 ger(s
9 
) c ger(s:1 ) 
~ og 
Porém, é claro que para cada g E G 
~-1 E -1 s,~ , obtemos 
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e então segue a igualdade desejada. 
consideremos agora VJ E SP e $ E S F tal que 
plica n-1 (g(x)) em n- 1 (~- 1 (g(x))). Então, 
~ o $ o g = g o a , Va E s 9 
logo, -1 -1 ljJ o g = rp o g o a , isto e, 
onde 'li = ~ 
Agora, nós temos a seguinte relação: 
E s u s-1 =• 1 o ••• o'{J ,~P. n ~ g g , i=l, ... ,n. 
Suponha 3 n 1 , ... ,nk E {1, ... ,n} tais que 
onde 
e os demais Então, 
o ••• o o ••. o o •.• o 
o ••• o(R 1o"i }o ••• o(R 1 o'"i )o ••. o ~ nl ; nk 
nl ~ 
- -1 -1 
'P o •.• o '-P o (a o ••• oa ) 
nk n n1 ~ 
a-
Assim, cada 
' = ( Op 
' E G g 
com 
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se escreve como 
p E ger (S ) g 
e logo, Gg = ger(s
9
) r para cada g E G. 0 
OBSERVAÇÕES ' 
1. F sobre M define uma família de campos de veto-
res F e F sobre M x M, F e F= {X$ X I X E F}. Pelo teo-
tema das órbitas, [Teo.3], sabemos que dado (x,y) EM x M, a 
Órbita de F E9 F por (x,y), GF E9F(x,y), é uma variedade 
de classe ck . 
2. Seja R urna relação de equivalência c-finita sobre 
M, isto é, ~x EM a classe de equivalência de x, R(x), tem 
cardinalidade finita; e tal que SF preserva R, ou seja 
Seja 'Ir : M x M __ _,_ M a projeção na primeira variável. 
LEMA 3.2. Seja F transitiva sobre M e R wna relação c-
-finita~ 
1. SF(x) = M, IJx EM~ Gx preserva R(x), para cada 
X EM 
2. Se y E R(x) então 
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3. dirn GF $F(x,y) = dim M, se F e controlável em M, 
e y E R (X) • 
DEMONSTRAÇÃO: 
1. Se ~ E s x' então ~ : R(x) ---+ R(x) -e uma bije-
çao e logo ~ e ~-1 preservam R(x) e a tese segue da pro-
posição anterior. 
2. se (x,w) -l E GF<!lF(x,y) f1 ~ (X), existem 
1 k X , ... ,X E F e t 1 , ••• , tk E lR tais que 
( ) ~ (Xl m .x,w <D 
Assim, o ... o e 
o ••• o 
A outra inclusão é imediata. 
3. De (1) vemos que 
G (y) C R(x) 
X 
k 
X )t (x,y) 
k 
k 
xt (y). 
k 
campos 
Assim, GF $F(x,y) intercepta a 'rr- 1 (x) num número finíto de 
pontos • Como 
vemos que 
dim GFeF(x,y) < dirn M. 
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A igualdade segue do fato de que 
própria construção de F e F. 
F -e transitiva em M e da 
o 
Este lema motiva a seguinte 
PROPOSIÇÃO 3. 3. Seja F uma família transitiva sobre M tal 
que dim GF (f)F(x,y) = dimF(x). Então, 
GF{x) e um espaço de recobrimento. 
DEMONSTRAÇÃO. Sabemos que existem campos 1 k X, ••• ,XEF, u 
o 
um aberto de k IR , o E u0 , tal que, (Obs. 1 do Teo. 0.3), 
M 
k 
xt (x) 
k 
é uma submersãow Pelo teorema da forma local das submersões, 
m 3U 1c m , m = dim M e 
tal que 
~ : V C M 
é um difeomorfismo sobre V = ljJ (U1 ) • 
Consideremos agora 
Pp $F, (x,y) 
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Pela hipótese sobre a dimensão da variedade integral maximal 
de F tB F contendo (x,y), vê-se que: Pp !&F, (x,y) é uma sub-
mersão e assim, 
:m.k Pp $F, (x,w)) 
é um difeomorfismo sobre Vw = ~w(V), para cada 
Além, 
PF o ' ,x 
e 
w E G (y) . 
X 
OBSERVAÇÃO. É conhecido que t.odo espaço de recobrime!l'tO e um 
fibrado principal, [ Di ] ~ 
Em particular 1 
é um fibrado principalt com fibra t!pica Gx(y) e grupo de 
estrutura Gx 
Vejamos agora que os campos de F $ F sao invariantes 
pela açao de G 
X 
Se a E G e claro que 
X 
1f o Ra = or 
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em particular, 
Assim, se X E F vemos que 
Já que rr é uma aplicação de recobrimento , 
R (X fi) X) 
a. 
= 
Em [Sa.-cr.] foi provada a seguinte proposição: 
Considere o fibrado principal Q (M,G), onde Q é o 
espaço total, M a base e G o grupo de estrutura. Se s 0 e 
um semi-grupo de difeomorfismos locais de Q comutando com 
as translações a direita R , a E G, definidos sobre subcon 
a 
juntos do tipo -1 TIQ (U ), U aberto de 
o o 
M, então induz um 
semi-grupo SM de difeomorfismos locais de M. Assuma que: 
a) s0 é acessível, isto e, Vq E Q int s 0 (q) t ~· 
b) S e controlável. M 
Então: 
PROPOSIÇÃO 3. 4 [ Sa. ] . Gq compacto ~ s 0 controlável. 
Usando este resultado obtemos a seguinte 
PROPOSIÇÃO 2. 17. Seja F uma família controlável em M e R 
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uma relação c-finita preservada por SF. Se y E R(x) então 
F e F é controlável em GF ffi F (x ,y) ~ 
DEMONSTRAÇÃO. Considere sobre o fibrado principal 
os seguintes objetos: 
' ' 
q = (x,y) 
Sabemos que int SF(x) I ~ e então segue-se que 
int SFIDF{x,y) I tP na Órbita de F$ F contendo (x,y). Por 
hipótese, SF 
compacto. 
é controlável e já que R é c-finita G 
X 
Assim, SF $F e controlável em GF E&F(x,y). 0 
ser a 
PROPCBIÇÃO 3. 5. Seja M uma variedade Ck, conexa. F uma fmni 
lia controlável sobre M de campos de vetores completos e 
globalmente definidos tal que SF preserva uma relação de 
equivalência loca,lrrente fedlada e c-finita R. Entã.o R é regular e 
M/R é um recobrimento. 
DEMONSTRAÇÃO. Seja x E M e y E R(x). Pela proposição ant~ 
rior F $ F é controlável. Mostramos agora que cada 
é um campo simétrico para R1 isto é, 
(x,y) E R= (Xt(x), Xt(y)) E R Vt E IR • 
X E F 
Por hipótese esta condição é válida para tempos nao ncgati -
vos. Seja t > O e considere 
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(X_t (xl, x_t (yl I 
Pela controlabilidade de F !B F, 3 l k campos X , ••• ,X E F e 
t 1 , ••• , tk > O tais que 
l (Xt o ... 
l 
k 
oxt (xl, 
k 
o ... ox~ (y)) = 
k 
Porém, SF preserva R e então 
(X_t (x), x_t (yl I 
R é localmz:nte fechada e cada XEF é um caJilfXJ si.rrétrioo para R, en-
tão, já que F é transitiva e M e conexa,segue do Teorema 
11 [SU.l] que R é regular e que rrR é uma aplicação de re-
cobrimento. De fato, estamos supondo R ser c-finita e logo 
REALIZAÇÃO MINIMAL 
OBSERVAÇÕES. 
1. Como vimos, cada sistema controlável pode ser assu-
mido fracamente observável. 
2. O teorema a seguir, generaliza o principal resultado em 
[Ga.~.l ]. Corro S0..npre nesta seção assumirros que z: é tal que n4 e for-
mada por campos globalmente definidos e completos. 
TEOREMA 3. 6. Seja M uma variedade Ck, conexa e L um sis-
terna controlável tal que ~~a relação de inobservabilidade 
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de í , é c-finita. Então, para cada x E M, existe uma reali 
zação minimal de ~x 
DEMONSTRAÇÃO. Pela proposição anterior "' é regular. Assim, 
M/"' é uma variedade Ck, Hausdorff, (rv é fechada), e tal que 
M--+ M/R é uma submersão, (de fato recobrimento), e 
análogamente como foi feito na observação a seguir do teore-
ma 2.6, construi -se a realização minimal ~ { ,n {x}). 
" (E) 
OBSERVAÇé:íES. 
1. A hipótese de c-finitude de R pode ser melhorada 
da seguinte maneira: Assuma que R e isotopicamente finita, 
(i-finita), isto é, para cada x EM 
Vy E C (X) • 
Então, cada rp Esx preserva C(x) ilGx(y). Como R e i-
-finita vemos que " ,-1 1 "', ,., e ogo Gx, preservam esta inter-
seçao e novamente Gx é compacto como segue da desigualdade 
2. A existência de M/'"" garante em particular que, 
lc(x) I =constante , Vx EM, fato que não foi assumido de 
início. 
3. Se existe uma realização minimal de um sistema de 
controle r então 
VyER(x). 
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Em particular 1 acessibilidade de E é uma condição necessá -
ria para a existência deste tipo de realização. 
4~ Suponha que para cada x E M, G 
X 
contém só dífeo-
morfismos limitados, então cada relação R discreta é i-fi-
nita. Observemos também que isto acontece, por exemplo, qua~ 
do M é uma variedade compacta. 
5. A proposição 3.5 e então o teorema 3.6 sao váli-
dos se permitirmos que M não seja necessariamente conexa. 
~ possivel dar a seguinte 
DEFINIÇÃO [ Su.l]. Seja R urna relação de equivalência em M. 
R é di ta quase-regular se cada componente conexa M* de M/R 
possue uma estrutura diferenciável tal que 
é uma submersão. 
OBSERVAÇÕES! 
1. R será quase-regular se permitirmos que M/R pos-
sua componentes conexas de diferentes dimensões. 
2. Podemos extender então o teorema 3.6 a variedades 
M não necessariamente conexas e relações i-finitas, via a 
seguinte 
PROPOSIÇÃO 3.7. Seja M uma variedade Ck. F uma familia 
controlável sobre M de campos de vetores globalmente defi-
nidos e completos tal que SF preserva uma relação de 
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equivalência local.rrente fechada e i-finita R~ Então R e regular e 
~R é uma aplicação de recobrimento. 
DEMONSTRAÇÃO 4 De fato a Proposição 2. 9~ [ sa. ], é válida se M 
não é conexa e o Teorema ll,{Su.lJ, é satisfeito para rela-
ções quase regulares. 0 
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A seguir, estudamos realização minímal de sistemas de 
controle invariantes sobre grupos de Lie. 
Seja G um grupo de Lie, V um espaço vetorial de dimensão 
finita e h :G---+ V uma função contínua; h induz sobre G 
a relação de equivalência R= R(h), definida por 
xRy- h(gx) = h(gy) Vg E G 
Denotemos R(x), a classe do elemento x E G pela relação R. 
Sistemas de controle invariantes e controláveis sobre grupos 
de Lie sugerem a 
DEFINIÇÃO 3~8: 
a) h . dita observável R(x) { x). e em X se = 
b) h . dita observável G observável e em se e em x, 
para cada X E G. 
Denotemos por 1 o elemento neutro de G. 
LEMA 3. 9: 
1. R(l) e um subgrupo fechado de G. 
2. y E R(x)-<= -1 y E R ( 1) • X 
3. R ( 1) é o maior subgrupo de G tal que h passa ao 
quociente. 
4-. Cada trasladado a esquerda de h pela açao de G, 
passa ao quociente por R. 
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DEMONSTRAÇÃO: 
l. R(l) = (x EG /h(gx) = h(g) , Vg E G}. 
Que R(l) é um grupo decorre diretamente da definição. Já 
que h e contínua, então R(l) é fechado. 
2 • y E R(x) = h (gx) = h(gy) 
' 
Vg E G 
= h (w) = h(w(x -1 y) ) ' Vw E G 
= X 
-1 y E R(1) • 
3. Como R ( l) é um subgrupo fechado, R e uma relação 
regular e podemos considerar a variedade homogênea Gl 
' H ( 1) ' 
tal que 
G e uma submersâo. 
Como h e contlnua, R fechada e consequenteme:nte G/R(l) e 
Hausdorff. 
Seja g E G e x E R(l), então 
h(gx) = h(g) 
e h e constante em cada classe lateral direita, assim e 
-possível definir h pelo diagrama comutativo 
Suponha que H e um subgrupo tal que h passa ao quociente 
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por H, então em particular 
h(gx) = h(g) , \lg E G , Vx E H e loq·o 
H C R(l). 
4. Seja y E G, o trasladado a esquerda de h por y 
e definido por: 
h : G --~ v y 
g ~> hy (g) = h(y -1 g) 
Cada h passa ao quocj.ente por R. y De fator \lg E G , 
Vx E R(l) temos 
hy (gx) h ( (y -1 g) X) h(y -1 g) hy (g) = = = 
-
relação Definimos h pela y 
h = hy O TIR y o 
OBSERVAÇÕES E EXEMPLOS: 
l. R(x) = X•R(1) , Vx E G. 
:f! claro pois 1 
-1 y E X•R(l) =>X y E R(1). 
2. Já que cada traslação a esquerda é um difeomorfis-
mo, vemos que duas classes quaisquer são difeomorfas. 
3. Consideremos o espaço de Hilbert: 
- 72 -
G Vlllfll 2 <oo} 
onde, llfll 2 = <JG lfix) I~ dx) 112 
lflv =V<f,f)v e <,>v é algum produto interno 
f . V G t b L 2 (G,V) 1xo em . a ua so re por translações a direi-
ta, isto e 
x•,;:G --+V 
g ~ x·t;(g) = F,(gx). 
E: claro que O e uma açao contínua e que de fato 
R(l) = Isot8 (h) 
Em particularJ R(l) é um subgrupo fechado de G para quais-
2 quer h E L ( G, V} • 
4. Lembremos que um sistema de controle invariante, (a 
direita), E sobre wn grupo de Lie G - da forma e 
rn ~j (t)Xj (x) . X0 (x) X = + E 
l: : j=l 
y = h(x) . 
onde 2 h E L (G,V), V um espaço vetorial de dimensão finita 
e 
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Suponha que L: e controlável, então 
Em particular, 
x 'ô y = h ( gx) = h ( gy) , Vg E G • 
De fato, se exp(tX) e o grupo a l-parâmetro do campo x en-
tão, pela invariança 
y (t) = exp(tx) ·x 
e a curva integral de X com condição inicial y(O) = x. 
Assim, h observável implicará :c observável e reciprocamente. 
S. Seja E um sistema invariante sobre G. Considere-
mos L restrito a Gr; (1). Já que 
At(E) = At(Gl:(l)) 
e Gz: (1) é um grupo de Lie conexo, vemos que L: será contra 
lável sobre a Órbita do elemento neutro, por exemplo, 1'00.0~5 se 
G;: (1) é compacto, ou se L: é homogêneo, isto é 1 x0 :.:; O • 
[Ju.··Su] • 
'I'EOREMA 3.10. Seja E um sistema de controle invariante e contro-
lável sobre um grupo de Lie G com função de saída 
h E L2 (G,V). Então,para cada x E G, existe realização mini-
mal ~~ de 
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DEMONSTRAÇÃO. Sabemos que G/C(l) é uma variedade homogênea 
rr=n 
e que G ~ + G/C(l) é uma submersão. Seja X E A!(G) 
gEG e xEC(l) 
d dtl exp(tX)·gx C(l) 
t=O 
= d~~ exp(tX)·g C(l) 
t=O 
e L se projeta num sistema rr(E) sobre rr(G). Claramente, a 
função de saída de n(E}, h, é observável. Tornamos então 
<fi = ~TI (Z) ,TI (X) • 
D 
OBSERVAÇÃO. ~ possível melhorar este resultado a casos onde 
ainda C{l) seja um subgrupo fechado. Isto acontece,por exem 
plo, quando G1: (l) é denso em G ou quando h é uma função 
anal!tica sobre um grupo de Lie G compacto. 
Mais precisamente nós temos a seguinte 
PROPOSIÇÃO 3.11. Seja 4 um sistema invariante sobre um grupo 
de Lie G compacto e tal que GL(l) = G. Então, C(l) e um 
subgrupo fechado de G. 
DEMONSTRAÇÃO. Por definição de tU temos que 
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C(1) = {x E G/h(gx) = h(g) , Vg E s 4 (l)}. 
Provamos em primeiro lugar que SI: (1) é um subgrupo de GJ:{l). 
Sejam a,b E Sz:(l) então' 3 {an), (bn) sequências em Sí:(l) 
tais que 
a 
quência em S L: ( 1) 
b 
n 
b . Assim, (a ·b ) 
n n 
-e uma se-
Tome agora g E Sl:. Como G é compacto e gn E Sz: pa-
ra cada n E JN , 3 {nk) estritamente crescente, tal que 
Definamos sobre S~{l) a sequência 
Então, 
-1 -1 -1 
a p•p •g = g E S, (1). 
nk ~~ 
Logo, se g E s 4 ( l) 3 ( g ) em Sl:(l) tal que gn g. n 
Porém, cada 
-1 
gn E s 1:(ll e assim 
-1 
gn g 
-1 
E SE(If. 
1! conhecido, Lemmas 6.2 e 6.4,[Ju-Su.], que se H e um gru-
de Lie 1 k gerando AX (H) , então, cada po conexo com X , ••• , X 
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h E H se exprime como 
h = 
e tal que 
Em particular, tomando H= GL(l), vemos que 
Logo, 
Já que h e contínua, voltamos a ter 
C(l) = {x E G /h(gx) = h(g) , Vg E Sl:(l) - G} , 
EXEMPLO. Fluxo irracional no toro e 2 h E L {T,V). 
OBSERVAÇÕES: 
1. Seja .r: um sistema invariante e aproximadarrente tra.!}_ 
sitivo sobre um grupo de Lie G compacto, então, para cada 
x E G existe realização minimal de ~E,x. De fato, GE(l)-G 
e então C(l) e um subgrupo fechado. 
2. Seja E um sistema invariante sobre um grupo de Lie 
G quaisquer, então: 
a) C(l) n S;:;(l) e um semigrupo. 
Se x,y E C(l) n SL:(l) e g E SI:(l) , vemos que 
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h(g(xy)) = h((gx)y) = h(gx) = h(g) 
b) Suponha que a função de salda do sistema h seja ana 
litica e que 
Então C(l) é um subgrupo fechado. 
Porém, 
Sejam x,y E C(l) e 
h(g(xy)) =h( (gx) y) = h(gx) = h(g) 
-1 int(Sl:(x ) é aberto no semigrupo 
Sr(l) é já que h é analítica 
h(g(xy)) - h(g) , Vg E SI 
conexo 
Analogamente se demonstra que se x E C (1) então x -l EC (1). 
O fechamento de C(l) se deduz da continuidade de h. 
3. A condição int(SE(l) n SE(x)) ~ $ , Vx E G 
satisfeita, por exemplo, quando G é compacto. 
4. Seja G/H uma variedade homogênea e G/H q 
está 
v 
uma função continua. :g possível levantar q a uma função cog 
tinua p sobre G pelo diagrama comutativo 
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v 
Um simples cálculo mostra que 
Assim, é possível estudar a observabilidade de q via p. 
Mais precisamente nos temos 
q é observâvel ~ c ( 1) C H. p 
Porém, Cp(l) é o maior subgrupo de G tal que p passa ao 
quociente e assim 
q é observável ~ CP (1) = H. 
o 
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CAPÍTULO IV 
SISTEMAS DE CONTROLE DE AUTOMORFISMOS 
um dos sistemas mais estudados em teoria de controle 
sao os chamados sistemas bilineares. Além de generalizar os 
lineares eles aparecem com frequência nas aplicações. Mais 
precisamente, um sistema bilinear é da forma 
onde 
x (tJ 1 = A • x(t) + 
y = h (x) 
m 
J: 
j=2 
Aj EM {1R) 1 u. E P.C.,Vj E {1,, •• ,m} e n J 
n s h E Hom(JR ,JR) 
E pode ser levantado a um sistema EA, invariante a 
direi ta sobre o grupo G L(n, IR) , isto é 
onde X E GL(n,IR). 
m 
l: 
j=2 
Como é conhecido, [ Wa. -1 , os campos 
X j=l,2, ... ,m 
sao invariantes a direita sobre qualquer subgrupo fechado G 
de GL(n,IR) a condição que estes satisfazem: 
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Aj E A!(G} j ~ 1,2, ... ,m. 
Além do mais, para cada x E IRn 
Mais geralmente,nós temos a seguinte 
DEFINIÇÃO 4.1. Sejam G e G5 grupos de Lie. Por um sistema 
de controle de automorfismos, (s.c.a.), entenderemos um siste-
ma do tipo 
onde x E G, 
isto e 
h E Hom(G,G8 ) é contínuo e Vj, Xj E Aut.inf. (G), 
Aut(G}, Vt E IR. Xj é chamado de automorfis-
mo infinitesimal de G. 
OBSERVAÇÕES. 
1. Esta definição extende os sistemas bilineares. De 
fato, para cada j E {l,2 1 ••• ,m} 
AJ, tAj n = e E Aut (IR ) 1 \:ft E m • t 
2. Para cada x E G, Xj e definido por 
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d 
= dtl exp( 
·t=O 
e então e claro que se X ,y E G 
-1 GE = ~(x.y ) 
teremos 
Tal como no caso dos sistemas bilineares, este tipo de siste-
ma possue um levantamento sobre o grupo de Lie Aut{G), is-
-to e 
IA x1 (z) m u.Xj(z) . z = + E . 
j=2 J 
onde, 'j E A! (Aut (G)) Vj E {1,2, ... ,m}. X 
' 
Ou seja, l:A e um sistema invariante a direita sobre Aut(G). 
De fato, se z E Aut{G) então Vj 
í(J(z)=d~~ exp(tXj).z 
t=O 
Em particularr QJ(Id) = Xj e assim Vx E G 
= G A (Id) (x). 
E 
Denotemos corno sempre por C ( 1) , a classe de equivalência de 
1 E G pela relação de inobservabilidade de L • 
PROPOSIÇÃO 4.2~ C{l) e um subgrupo fechado Gz:-ínvariante de 
G. 
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DEMONSTRAÇÃO~ 2 claro que como h é um homomorfismo 
C(1) • {x E G f SE(x) C Ker(hJ), 
já que os campos são automorfismos infinitesimais vemos que: 
se ~ E S e x,y E G , então 
u, t r. 
liu E U, \ft E IR+ • 
Em particular, como Ker{h) e um subgrupo de G, ternos 
-1 ~ t(y) E Ker(h) , para y ~ 1. 
u, 
Assim, se x,y E C{l) obtemos 
-1 SE(x.y ) C Ker(h). 
Seja agora, (xn) c c (1) 
3u E U , t > O tal que 
com 
Y = ~ t (x) • u, 
x. Para cada y E sE (x), 
Pela continuidade de ~u,t em relação as condições iniciais, 
vemos em particular que 
Mas, Vn E IN r • t(X) C S.(x) C Ker(h). 
u, n L n 
Assim, y E Ker{h) e logo x E C(l). 
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A GE invariança segue do seguinte fato: Vx E C(l) 
t 1 , ... 1 tk>O 
1 " 
h(Xt o ... o 
1 
X~ (x) ) = 
k 
1 . 
Como h é um homomorfismo contínuo, todos os objetos asso-
ciados a L são analíticos e em particular, a igualdade ante-
rior é válida para t 1 , ... ,tk E IR, isto é, GE preserva 
c ( 1) . o 
•remos então naturalmente o seguinte 
COROLÁRIO 4. 3. Seja z; um sistema de cont.role de automorfis-
mos transitivo sobre G, então 
L é observável ~ h não é o homomorfismo nulo. 
DEMONSTRAÇÃO. Se x E C(l) então G (x) = G C Ker(h). E As-
sim, C(l) é trivial. o recíproco é óbvio, já que estamos su 
pondo implicitamente G t {1}. 0 
EXEMPLOS: 
a) Consideremos o sistema bilinear sobre IR3 
Jx 1 2 l = A ·x + UA ·x E r LY = h (x) 
onde: 
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' r ' o 1 o o l ' ! o 
Al ~ 
-1 o o A2 ~ o o o G um grupo 
s 
o o o -1 o o I 
_., 
de Li e qualquer h E 3 Hom(IR ,G ) 
s 
na o nulo e u F P.C. 
Um simples cálculo mostra que {Al,A2,[Al,A2]} e uma 
base para a álgebra de :Lie das matrizes ant.isimétricas de or 
dem 3. Assim, E induz um sistema IA sobre o grupo G=S0(3) 
das matrizes ortogonais de determinante 1. Como S0(3) é co-
nexo e compacto í:A é controlável, em particular, (Teo.O.S), 
~ so ( 3) 
Para cada x E IR3 , S0(3) (x) a esfera em centra-
da na origem e de raio llx 11. 
Para x fixo, definamos uma extensão de h sobre Sü ( 3) por 
h>~· : SO ( 3) ~·---~--+ G 
s 
g ~ h*(g) = h(g.x). 
Então, pelo corolário anterior, r.A com homomorfismo h* 
observável, pois h I 
52 
não é nula. Em particular, I: restri 
X 
to a cada esfera e observável. 
b) Mais geralmente, considere o sistema bilinear no mn 
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r m 1. . A1x + E u.Ajx X ~ j~2 J ); h E Hom(G,G ) na o nulo 
J 
s 
y ~ h (x) E G e u. E P .C., Vj 
s J 
A álgebra de Lie gerada pelos campos 1 2 m A ,A , ••• ,A e 
integrada por um subgrupo conexo G de Gi ( n, 1R) • Como no 
exemplo {a), h se extende ao grupo G; para cada x E JRn 
fixo 
h* G-~ G 
.s 
g __,. h* (g) -- h(gx) 
Em forma análoga ao exemplo em (a) concluÍ-se que I restri 
to a Órbita de cada x E m.n é observável. 
PROPOSIÇÃO 4.4. Seja L um s.c.a. sobre o grupo G, entao L 
é observável <:===> Ker{h) não contém um subgrupo nao tri-
vial SI-invariante. 
DEMONSTRAÇÃO' 
(~) Se nao, seja H um subgrupo nao trivial 
variante contido no Ker (h} • Se x E H e x f 1 
em particular x 11., l e í não é observável. 
S -in-E 
( ~) Se L: nao e observável, C(l) satisfaz as condi-
-çoes. [1 
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COROLÂRIO 4. 5 • Se l: é um s. c. a. sobre G então [I C ( 1 ) e ob 
servável. 
DEMONSTRAÇÃO. Pela GI:-invar1ança de C {l} obtemos 
Xj EAut(G) 
t 
=> 
onde, e rr: G -~ G/C(l) é a submersão proje-
çao natural. Então í~/C(l} é bem definido e sera observá-
vel pois 
C(C(l)) = C(l). D 
OBSERVAÇÕES: 
1. Seja G um grupo de Lie que nao possua subgrupos f~ 
chados normais e E um s. c. a. sobre G. Entã.o, L: é observá-
vel, desde que h ~ O~ 
2. Só para simplificar a notação, no que segue usare-
mos sistemas de controle de automorfismos apenas com j=l,2. 
DEFINIÇÃO 4.6p Consideremos para i=l,2 o sistema de contra 
le de automorfismos E1 sobre Gi 
• 1 2 l 
X = X {X) + uX (X) J~ 
n1 = hl (x) E G8 
r . 1 2 l ~ Y = Y (y) + uY (y) l 
l. n2 = h2 (y) E Gs J 
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Pelo sistema z1 e z2 entenderemos o sistema definido 
sobre o grupo produto G1 x G2 por 
A seguir,damos urna caracterização para a observabilida 
de de z1 e z2 supondo cada z1 um sistema observável. 
TEOREMA 4. 7. Sejam 2~ 1 e I: 2 dois sistemas de controle de au 
tomorfismos sobre G1 e c 2 respectivamente e com mesmo gru-
po de saída G5 . Então, se L 1 e L 2 são observáveis temos: 
~~ 1 $ L 2 nao e observável ~ 
1. 3H1 C G1 , um subgrupo Gr..-invariante, nao trivial, 
l 
e um isomorfismo I.P Hl ----+ H2 
2. 3Wi C G1 um subgrupo de Lie conexo nao trivial tal 
que W, C H, C G, 
l l .1. 
e um isomorfismo 
com i.p o g- t(g) o i.p 
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DEMONSTRAÇÃO: 
(=J 1. Como sabemos, c ( 1' 1) e GE lll 
"z 
invariante e 
1 
fechado em G1 X G2 e em particular( é um subgrupo de Lie. 
Por hipótese c ( 1' 1) nao e trivial e como 
C(1,1) n (G 1 X (1}) = { (1,1)} = C(l,l) n ({1) X G2 ) 
podemos considerar as projeções naturais 
C(l,l) 
lTi e um homomorfismo injetor. Vejamos n 1 
=-.> X 1 
já que -1 y 2 ) E C(l,1) então 
Definamos 
Seja H2 definida por: se x E H1 , ~(x) 
é o único elemento em H2 tal que 
(X,\C' (x)) E C(l,l) 1 ou seja 
C(l,l) = Grifico(~) . 
f.fJ é um isomorfismo de grupos. De fato, sejam x,y E H1 , en-
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assim, 
'(xy) ~ '(x) ·' (y) 
H. e GE.-invariante. Em efeito: 
l 
l 
se gl E G~ e X E Hl 3 g2 E G tal que 
"l z2 
. Por~m, C(l,l) e Gz: $ z: -inva-
1 2 
ri ante, logo 
e então 
sobrejetividade de ~~ 
G~ -invariança de 
2 
se deduz 
2. Denotemos por C(l,l)
0 
a componente conexa de 
c { 1, 1) contendo o elemento neutro. Corno é conhecido, [Wa.} , 
da 
C(l,l) 0 e um subgrupo de Lie de 
as projeções 
GZ !El L: (1, l) • Consideremos 
1 2 
rr. induz um homomorfismo de álgebras de Lie 
l 
A.C (C(l,l) 0 ) 
em particular, d'!fi {AL'(C(l,l) 0 }} 
A.C(G.) 
l 
e uma subálgebra de Ai (G.) 
l 
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a qual define uma distribuição involutiva e regular sobre 
TG 1 . Seja w. ~ o subgrupo de Lie que integra esta distribui-
çao. Então, W, C H. c G, e já que cada W; é conexo t~ 
1. l 1. .... 
será GE.-invariante. Assim, podemos restringir o sistema L1 
~ 
ao grupo w.,defato, 
~ 
VX E D):.' Xt E Aut(Gi) => 
~ 
Denotemos por i ~ , a solução do sistema 
'+'u,t 
A r: 1 sobre Aut(G.) ~ 
com condição inicial Id., control 
U x R definamos a relação t: 
u e no tempo t. Sobre 
Claramente 
sobre Gi 
-r é de e qui valência e se 
com a restrição : 
G L 
l 
(u, t) 
1./ 
~ T 
E u X 
Assim, podemos supor que T é trivial sobre 
Definamos agora 
é o sistema 
1R /T , então 
L. 
~ 
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Pela G invariança de C(l,l), vemos que 
El <!l E2 
(g,l) (x,y) E C(l,l), V(g,l) E G " , V(x,y) E C(1,l) 
1:1 <!l "2 
logo, ~(gx) = y = ~ (x) 
em particular, gx = x \/x E W 
' 1 
Como a ação de e efetiva em w1 concluímos que 
g = l. Analogamente se prova que: 
1 
lflu,t = Id = = Id • 
Então, 
= Id . 
Tomando concatenação destes controles e usando esta mesma 
concatenação no segundo sistema, obtemos 
Id . 
Assim, W é bem definida e injetora. 
Analogamente se prova que W é um homomorfismo. Já que 
C(1,l) é invariante podemos considerar a 
açao 
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c ( l' l) 
e assim, ~ o g =~(g)o~, ~g E 
logo, 
3. Se x E H1 então 
(x,~(x)) E C(l,l) c Ker(h) , 
(h2/'l o 9) = 
' 2 
($=) Denotemos T = Gráfico{~/W ) . 
l 
Pelas hipóteses que nós temos conclui-se ql<e 
{ (1,1)} i T C C(l,l) C Ker(h1 ·h2 ) 
Já que w1 e um grupo conexo e 'P um homomorfismo continuo, 
T e um subgrupo conexo. Agora, a invariança de C(l,l) e a 
conexidade de T implicam que T é S,, ""'~' invarian·te. 
''l w •• 2 
Assim, 
Ker ( n) possui um subgrupo não nulo SL: íDL invariante e canse 
l 2 
quentemente z1 ~ z2 nao é observável. 0 
COROLÃRIO 4.8. Se GL:. nao contém subgrupos normais, então 
l 
L: 1 ID L 2 nao e observável ~ 
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tal que ~ o g = W(g) o~ 
' 
DEMONSTRAÇÃO. Consideremos a representação 
então, 
OBSERVAÇÕES: 
GE. 
T 
l 
i 
lflu,t ~> 
G 
Aut(W.) 
l 
~i I 
u,t W, 
Z.lw 
l i 
l 
Gz. I 
1 Ke:r: (T) 
= G E./w 
l i 
e assim 
·o 
l. Considere um sistema L: bilinear no IRn e duas fun 
çoes de saída de L h1 e h 2 . Suponha que G nao possue sub 
espaços invariantes. Ent:ão, W = w = IRn l 2 e logo 
' E Z (G ) C GL(n, lR) 
2. Nas condições de (1) tomemos Gr. = SO(n) 
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Sabemos que o centro deste grupo e dado por: 
z(so(n)) ~ p Id I !c;' O) 
Assim, 
E1 $ z2 e observável ~ h 1 nao e múltiplo de h 2. 
3. O teorema vale para pares de s.c.a. gerais 1 desde 
que o número de controles m seja o mesmo para ambos sis 
temas. 
4. A situação do teorema aparece naturalmente,por exe~ 
plo, quando consideramos sistemas de controles invariantes 
sobre grupos de Lie compactos e representações destes siste-
mas, como será visto no capítulo a continuação. 0 
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CAPITULO V 
OBSERVABILIDADE E REPRESENTAÇÕ;<:S DE GRUPOS 
Um dos possíveis caminhos para se estudar a observabi-
lidade de sistemas de controle é dada pela teoria de repre-
sentações de grupos de Lie. De fato, este tipo de aproxima-
ção ao problema, permi·te analisar a observabilidade do siste 
ma inicial via o estudo de sistemas mais simples de ser 
tratados. Um exemplo típico é o que vamos ver neste ca-
pítulo. Mais precisamente, seja G um grupo de Lie compacto 
e ~ , o sistema invariante à direita e transitivo sobre G de 
finido por 
ro j 
X = X0 (x) + E ~ ix (x) 
j=l 
z < > 
y = h (x) I 
onde, para cada j=O,l, •.• ,m Xj E At (G) , V e um espaço 
vetorial de dimensão finita e 
2 h E L (G, V) • 
Usando a representação regular à direita R de G em 
2 JC = L (G,(J;), e possível representar L num sistema R(Z). Via 
o teorema de Peter-Weyl [Ap.J ~ se obtém uma decomposição 
de R(f.) em subsistemas bilineares de dimensão finita 
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analíticos. Seja R o homomorfismo 
G -~ GL(Jf) 
X ~> R(x) 
onde R(x) atua por translação a direita sobre X. Denote-
mos 
00 
={f E JC I R(•)f E c (G, JC)}. 
Sobre Jc; , o subespaço dos vetores 00 C para a representa-
çao R, existe uma representação da álgebra de Lie de G, is 
to é, 
X E Ai (G) dR(X) E End( Jf;) 
onde, dR(X)f = d~~ R(exp tX)f. 
t=O 
Em particular~ podemos considerar a representação de h sobre 
00 
XR , ou seja o sistema diferencial 
• 
x itl 
00 
R(l:) 
m 
E 
j=l 
-f ~(t)(g)·h(g)dg E V. 
- G 
> 
onde na integral, temos o produto definido sobre c. v. 
Seja u um controle constante, então a equação dife-
rencial em Z se transforma em 
e 
Denotemos por u ~t 
o ... o 
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m 
E 
j=l 
EAX(G). 
é o grupo de difeomorfismos de I: . 
Como o sistema é invariante então 
então 
constante , t. E IR} 
J 
Representemos agora o grupo Gz como um subgrupo de End( JC). 
De fato, se 
,o t E G e f E Jf 
e claro que R(<Pt) E End( JC} e que 
podemos definir 
constante, t. E IR} 
J 
é um grupo de transformações lineares que atua sobre JC. 
define sobre X um sistema de evolução bilinear 
R(L), via os seguintes sistemas inicializados. Para cada 
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u E l?. c. e cada condição inicial f E Jf consideramos o sis 
tema 
(R(I), f): 
r ~(t) " R~-~~) 
l y(~(t)) ~ IG 
o ... o 
1> 
;c(t)(g)·h(g)dg E V J 
onde ]J = u 1 * . . . * uk e concatenação de controles constan-
~ j tcs c <P t. é o difeomorflsmo de Gr associado a cont:ante u 
] 
e ao tempo t. E m. 
J 
Observamos também que se f E então a equaçao 
evolução 
o ... o 
e soluç:ão da equaçao diferencial em 
w 
R(l:) 
De fato, o seguint_e diagrama é comutativo 
AL ( G) 
exp t 
G 
isto e, para cada 
dR 
R 
End I J() 
texp 
I 
GL I JC) 
X E At (G) -nos temos 
R(exp tX) = exp t dR(X). 
Em particular, e já que f E J{'; vê-se que: 
de 
se 
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' X (t) ~~ R(~~)f então 
' dH {Xu) u x(t) ~~ R(~t)f loqo 
m 
j:;(t) ~ dR(X0 )5{(t) + )~ uJ.(t)dR(XJ)?:(t) 
j~l 
Assim, o sistema R(L) extende o sistema bilinear diferen-
cial R(!:) sobre o subespaço denso um sistema de 
evolução bilinear sobre JC. 
Pelo teorema de Peter-Weyl, (Ap. ] , temos 
2 2 L (G,~) - m. L (G,w) 
11EG 
onde, para cada 
A 2 
'IT E G , L {G,Tr), a componente isotópica de 
2 
·n· em L (G,(t) e a soma de todos os subespaços de R equiv~ 
lentes a Tí. 
Consideremos agora as projeções ortOSJOnais 
rr L
2 (G,'JT) definida por 
P (f)(x) = dim(rr)·Tr (f(rr)-rr(x)*) 
TI 
onde dim(1d = dim{Vec(·rr)), para x E G, 1r(x) E GL(Vec('ií)) 
e f(x)rr(x)dx 
e a transformada de Fourier de f evaluada em ·1r. 
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Da definição de P 1r é claro que para cada 
A 
'lT E G , isto -e, 
para cada classe de representações unitârias 1 irreducíveis e 
assim finito dimensionais de G, vale 
L 2 (G ) r .-.,~<X> ,rr ··"'R 
Em particular 1 a projeção de R(L} sobre L(G,TT} sera a pr~ 
00 jeção de R(h) sobre 2 -L (G,Ir) ~ Entao!obtemos o sistema bi-
linear analítico de dimensão finita 2 P,1T{R([)) sobre L (G,TT), 
que denotamos por R(Z)TT e que é definido por 
- m j A Ao A Aj A X - X + E u. X ' ' j=l J ' 
R();) W 
= r ''"(t) (g) ·b(g)dg 
J G FI 
E V 
.· 2 
onae , AJ E End(L (G,1T}), j E {0,1, ... ,m} e 
2 y Et(L (G,rr),V). 
11 
DECOMPOSIÇÃO DO SISTEMA R(E) 
PROPOSIÇÃO 5 .1. 
R(Z:) = 
DEMONS'l'RAÇÃO. Provemos que de fato, 
' y 
rr 
l 
> 
- 101 -
Dado de cardinalidade finita tal que 1 para 
cada F com a condição F0 C F C G e de cardinalidade fi-
nita 
pois 
ma de 
X 11 < i;~ 
~ JC 
' 
- contínua -y e e X ~ l: X 
TIEG rr 
Denotemos por <!> a função entrada saída 
evolução R (I. I , isto e, 
q; U x JC ----+ A.C. (V) definld.a por 
( U 1 f) 
~l(U,f) 
...._,_...> q;(u,f) 
uk 
o ••. o ~t (1))f(g) ·h(g)dg 
k 
do siste 
Em particular~ como para cada x E G , R(x) E GL( J(} teremos 
Suponha 
q,li E E( JC, A.C. (V)) , Vu EU. 
Q E mm lim.itado, então 
sup Uu(f)ll < Mf 
uEU 
assim, pc.Lo principio da limitação uniforme 
sup ll9u!J < M. 
uEU 
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Denotemos por tP.rr a função de entrada e sai da de R(L) TI. Se 
(u,f) E U x JC e F C G tem cardinalidade finita 
llw(u,f) - I 
nE:F' 
Assim, como 
c; (u,P (f)) li 
rr 1r Uu(f) - J: <l'u(P;r(f))ll TrEF 
·llf- P I fl 11 • 
rr 
conclui-se que 
-TEOREMA 5.2. Seja L um sistema invariante a direita transi-
tico sobre um grupo de Lie G. Então, 
R(I:) é observável<:;=;> R(r.) e observável , 
TI 
Vrr E G. 
DEMONSTRAÇÃO' 
("""'* ) Sabemos que 2 L (G,TI) é um subespaço invariante 
pela representaçâo regular R e assim, G = GE{l) atua, via 
R, em 2 L (G,n) 
em particularr trajetórias 
2 
mantém em L (G,"iT). Agora, 
2 L (G,n) 
inciando-se em 2 fEL(G,n) 
A 
para cada 1r E G temos 
2 L {G,TI) -~ Jt • 
se 
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Como R(Z:) e observável então R(!~) scra observiável também. 
n 
( ?=} Seja I o espaço de inobservabilidado do siste-
ma biLinear R():), isto é, 
I = n 
uEU 
u Ker <P • 
1. Para cada u E U ~u e contínua e logo I e um subes 
paço fechado de X. 
2. I e invariante, ou seja, existe uma açao 
G X I I 
(x,f) ~ R(x)f . 
De fato, se f E I e x E G pela transitividade de ;;_~ exis--
te um control ux tal que a trajetória de L etssociada a 
u e a conuição inicial l E G, conecta o elemento neutro 
X 
com x. Em particular, R (E) f e a trajetória do sistema R(í.:) 
com condição inicial f e control ux. Seja agora u E U, en 
tão, já que U 1'2 fechado por concatenações 
Logo, 
tu(R(x) f) 
U *U 
= <1\ X (f) 
Porém 1 f E I e assim 1lu(R(x)f) =O, Vu EU . 
Então, R(x)f E I . 
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3. I é um ideal da álgebra de convolução ( 1C, *). Seja 
~ E X anulando I, isto é, 
< * f(l) = J f(x- 1 ),(x)dx =o 
G 
V f E I I 
então, como I é G-invariante nos temos 
Assim, se 'fi E JC , obtemos 
<P anula I <=:? 'P * f -~ O , Vf E I . 
Sejam f,g,'P E Jf, então, um simples cálculo mostra que 
= ,, * g) * f ( 1) 
Se f E I e se <P anula I teremos <P * f = O e assim, co-
mo (;JC, *) é uma álgebra associativa, 'fJ anula g * f, 't/g E JC. 
Agora, I é fechado e logo pelo teorema de Hanh-Banach, 
g * f E I. Se não, 3 g E JC e 3 um funcional T linear contí 
nua anulando-se em I e tal que T(g * f) ~O. 
Pelo teorema de Riesz, 3 ~ E X tal que 
'f(f) ·- (f,y )JC V f E JC • 
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Definamos 'fJ por 
~ (y) 
então, para cada f E I 
T (f) f(yH;(yJdy =f 
G 
e no entanto 3 g E J( tal que 
isto é, ~ E ~ ~ anula f e nao anula g * f. 
4 • 
De fato, I e um subespaço fechado de X e logo 
' 
~A I n L2 (G,TI) C I , 
rrEG 
Seja ·rr E G , se define o carater de n por 
x'ff G--+ c 
Um simples cálculo mostra que para cada f E X , 
X * f -· dim(1f) -l P {f) 
1! ,, 
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Em particular, se f E I vemos que 
logo, 
X (:::; A n L2 (G,n) f ~ E 
* 
f eJ I 
c' TI TI E"{; 1r...::G 
Finalmente, mostramos que I na o pode cortar mais de um 
2 -
seja L (G,11). Se nao, 
Então, 
XTI(J) 
Assim, xlT(J) =o I pois L 2 (G,1r) é observável? e logo I es-
tá contido num Únj.co subespaço 2 A L (G,T), para algum l E G, 
consequentemente, 
I ~ {O) . o 
roTAÇÃO~ Sabemos que para cada 'lf E G 
L 2 (G,'ií) é a soma de dím(TI) subespaços invariantes e 
irreducíveis pela representação regular à direita R, l Ap. J. 
Denotemos6 
2 L (G,1r) --
dim(TI) 
<!l 
i=l 
2 L (G,1r). 
L 
Temos então o seguint.e corolário: 
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COROLÁRIO 5.3. Seja L um sistema invariante à direita e tran 
sitivo sobre um grupo de Lie compacto G 1 
R(L) é observável Ker (Y.,1) ~ 
l 
para cada TI E G e cada i= l, ... ,dim(n) 
DEMONS'rRAÇÃO; 
ra cada 
mente 
R (c) ê observável e assim, RO:} ê observável pa 
. -
~ 2 
rr E G. Como L (G,~r). 
l 
é R-invariante, necess,~tria-
2 
.L (G, ·rr) i é observável e em particular, 
\H=l, •.• ,dim(TI). O 
Seja G um grupo de Lie compacto, V tun espaço vetorial de 
dimensão finita e seja 
2 L (G,V) "" {f: G --Villfll 2 <ru} 
onde !I f I! 2 e induzida pelo produto interno 
(f,g)-J (f(x),g(x))Vdx. 
G 
Existe sobre 2 L (G,V), a representação regular à direita de 
G, isto é, o homomorfismo 
G -"-'R-
X ~ R(x) 
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onde R(x) atua por translações à direita sobre 2 L (G, V) • 
Seja !: um sistema invarian·te à direita e transitivo so 
bre G e R(Z,V) o sistema representado sobre 2 . I, (G,V), com 
função de saída linear 
Denotemos I = v 
" y = ( ,h ) . 
n 
u EU 
u Ke1..· ~ 
o espaço de inobservabilidade de R(L,V). Temos então o se-
guinte 
TEOREMA 5, 4 • 
DEMONSTRAÇÃO~ Consideremos a aplicação contínua 
2 
L (G/C(l) 'V) i L2 (G,V) 
f -> i (f) = f o ~ 
onde ~ G G/c ( 1) - aplicação canônica. e a 
Seja 2 1 S E L (G/ C ( l) , V) , em particular para cada g E' G 
onde e definida pelo diagrama comutativo 
e h (x) = h(xg). g 
- 109 -
Então, para cada t > O e para cada u E U 
IÇ,ilh _111-o 
<i> I tI 
u 
onde W (t) denota a solução de L associada ao control u, 
u 
condição inicial l E G , no tempo t. Assim, 
o 
- I <f;(x)' i (h _ 11 (x) >v dx G $u (ti 
- JG i ç (x) ' h -1 (x) 1v dx ~u (t) 
-f c (f,(x), h(x·~u(t)-1) >v dx 
' 
.. i ( 1; lx ·? (t) ' hlxllvdx 
!c; u 
-
r R(t (t))Ç (x) ,h(x) ) dx 
' 
u v ) G 
Logo, ( R(..pu(t)) f;,h}- O , 
entãoT 
' 
para cada u E U , 
e assim, 
o 
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COROLÂRIO 5.5. 
R (I:, V) observável ==> r, observável. 
DEMONSTRAÇÃO: 
IV~ {O}= C(l) - {1}. O 
OBSERVAÇÃO. O reciproco nao é válido em geral. 
Tome G ~ sl , parametrizado por e E [0,2n) e seja 
qualquer sistema invariante sobre s 1 transitivo. Defina-
mos 
h (o) i8 ~ e 
i(B +O I 
Então, c ( l) = {8 
o 
e o Hl 
- e \18 E l 0,2'iT)} é o gru-
po trivial e assim o sistema, (a função h), é observável. Po 
rém, R(t:,tt) = R(I:) nao é observável. De fato, s1 e um grupo 
comutativo e logo cada representação irreducível e de dirnen-
sao l, [ Ro.] . Assim, 
R(E) e observável ~ 
~> 
R(E) 
"n 
e observável, Vn E s 1 
n 
onde 1 
2•Jj 
'i (xJ ~ J
0
. ~<elhlelde. 
1r 11 
Porém, se h -
nElN 
h 
n 
então temos: 
e a série de Fourier de h em 
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Assim, 
l(t inG . e 
A 
n ;' 1 
Ker y ~ < Ir 
I n {O} n = 1 
Em particularf para cada n ~ 1 o sistema projetado sobre 
L2 (s 1 TI } = Coeine não é observável. Além, 
' n 
como é fácil de conferir. 0 
OBSERVAÇÃO. Sobre a decomposição de L2 (G,cr) consideremos 
Gtr o caráter normalizado de 1r , isto e 
B (x) ~ dim(rr)X • 
'lí lT 
Assim, a projeção sobre cada componente isotóplca vem dada 
por convolução com o carater normalizado. 
Seja h E L2 (G,V), então 
A 
Seja = {TI E G 
h = E 
rrEG 
8 
TI * h . 
e.•hi'Ol. 
Ternos agora a seguinte caracterização do grupo de inobserva-
bilidade: 
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PROPOSIÇÃO 5. 6. 
c (1) = n {x E G I e • h = 
TI 
R (x) (e • h) } 
TI 
DEMONSTRAÇÃO. Seja x E C(l). Para cada z E G 
nós ternos as seguintes relações 
R(x) (8TI * h) (z) = 8TI * h(zx) = 8TI * h(z) • 
Reciprocamente, 
R(x)h = R(x) (6 • h) 
~Ir 
A 
e cada n E G, 
em particular, se x pertence na interseção acima 
R(x)h = h , de onde x E C(l). 
OBSERVAÇÕES' 
1. Consideremos agora, para cada carater os segui_g 
tes grupos de isotropia 
isot(8 ) = {x E G I R(x)e = 0 } 
rr n 'IT 
isot(S) = 
já que , R(x) (8 • h) = (R(x)e ) *h. 
TI TI 
vê-se que isot(S) C C(l) 
logo, se isot (8) nao e trivial, L: 1 (ou h), nao ser a obser-
vãvel. Além, como 
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então, nós temos também que 
n Ker(n) c isot(O) 
·rrEG* 
2. Segundo vimos na demonstração do teorema 5.2 1 
I = n 
uEU 
u Ker ~ 
é um ideal à esquerda da álgebra de convolução 
3. Em análise harmônica sobre grupos compactos, mais 
precisamente no estudo de ideais fechados e subespaços fecha 
dos invariantes~ é conhecido o seguinte resulta do, [ Ed _] . 
11 Se H é um ideal bilateral de 2 -L (G,~), entao H 
mente a clausura da soma direta das componentes 
de L 2 (G,tt) contidas em H" . 
Em particular 1 temos a seguinte 
PROPOSIÇÃO 5.7. Se I e um ideal bilateral, então 
" 2 I- <!J L(G,n). 
'lr:8 *h:=O 
'ir 
é exata-
isotópicas 
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A 
DEMONSTRAÇÃO. Seja <r E G tal que 81T * h ""' 0 1 então 
Como 
A 2 
<ll L (G,o) .. e R-invariante vemos que 
a;'rr 
Orb (h) 2 l = R(G)h E L (G,w) . 
Seja agora, ~E L 2 (G,rr) e u EU , 
h ) = o 
pois, -1 R( 'P u(t)) h E Orb(h). Assim, 
se 1r e tal que 
na.l a L2 (G,Tr) 
2 L (G 1 1T') C I 
8 * h I O 1 então rr 
e consequentemente 
OBSERVAÇÕES E EXEMPLOS: 
Orb (h) nao e mais ortog.:;: 
l. Se G e um grupo compacto abeliano então e claro 
que cada ideal de L2 (G,il,*) é bilateral. 
2. Se I e bilateral 
=> f o * f . TI 
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Se x E isot(O), vemos que 
Rlx) f -- ): I R I X) o ) * f = [ 
" 
em particular 1 cada f E r
1 passa ao quociente pelo grupo 
fechado isot(G), assim 
3. Em geral nao se tem igualdade na relação acima. 
Tome G = cl 
·' 
ll E [ 0,2-rr) e 
h(O) 218 + 3i8 = e e 
Um simples cálculo mostra que C{l) e trivia1 e logo isot{ 6) 
também. Porém 
I = ffi C. e in O C L 2 ( S 1 r (L) 
nl2, 3 I o 
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APÊNDICE 
I - REPRESENTAÇÃO DE GRUPOS COMPACTOS 
Seja G um grupo topológico e E um espa.r;o de Banach. 
Uma representação 1r de G em E e um homomorfismo 
G - TI GL(E) 
tal que para cada v E E, a aplicação de evolução 
G E 
x _...___> Tr (x) v 
é continua. Tr induz uma açao contínua de G em E, 
GxE--~ E 
(x,v) ~ n(x)v 
Urna representação TI é dita: 
a) Unitária, se E é um espaço de Hilbert e para cada x E G, 
1r(x) é um operador unitário 1 isto é 
-l * 
'D"(X} ""lr(X) 
b) Irreducível, se os Únicos subespaços fechados invariantes 
por .,(x) , ~x E G, são os triviais. 
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Duas representações TI e a de G sao ditas equivalentes, se 3 
um isomorfismo ~ 
tal que, 'rJx E G , 't/v E E 
TI 
• (TI(x)v) = o(x)• (v) 
PROPOSIÇÃO A.l. Seja 'IT uma representação de um grupo G num 
espaço de Hilbert E. 
1. Suponha G compacto 
a} <P(v,w) ""JG (n(x)v,1r(x)w) dx 
é uma forma hermitiana, definida positiva, invariante pela 
ação de G e define a mesma estrutura topológica sobre E. 
b) lT irreducível ~ dim (Vec{n)) < m I onde Vec(n) 
e a espaço vetorial associado a representação TI • 
2. Se E l e um subespaço invariante de H pela representa-
çao ·rr então é l também. o 
DEMONSTRAÇÃO. Ver [Ro]. 
OBSERVAÇÃO A. 2. 
1. Qualquer representação lf de um grupo compacto e 
e qui valente a uma representação uni tãria, (1r é !.p-uni tária) 
' 
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em particular sempre é possível tomar uma representação uni-
tária como representante da classe de equivalência de ~. 
2. Qualquer representação unitária de dimensão finita 
e soma de representações irreduclveís. 
3. No que segue G sera sempre um grupo compacto. 
Denotemos por X o espaço de Hilbert 
2 JC = L (G,OC) 
Consideremos a representação regular a direita R de G em 
JC, ou seja o homomorfismo R 
G R GL(t~l} onde R (x) lC 
X~ R(x) f ~ R(x)f 
e R(x)f(y) = f(yx), ~y E G. Isto e, G atua sobre G~(JC) 
por translações à direita. 
Seja rr uma representação irreducível de G e denote-
2 
mos por L (Glrr), a soma de todos os subespaços da represen-
tação R equivalentes a w, ou seja 
com V. C L 
2 (G,<C) 
l 
<ll v. 
l. 
R-invariante e tal que as reoresentações 
. .. 
R sobre v. 
l 
e ·rr sobre Vec ( 1r) são e qui valentes 1 para cada 
i. :g demonstrado em R que na verdade i E {1,2,.~. 1 dim(rr)}. 
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E 2 -Se f L (G,~} entao, f E L2 (G,rr) se é só se os translada-
dos à direi ta de f geram um subespaço invariante de R tal 
que esta representação restrita a este subespaço é equiva-
lente a um múltiplo de -TI, isto e, a uma soma finita de sub-
representações equivalentes a TI. De fato, como duas repre-
sentações equivalentes são irreducíveis se uma for, conclui-
se que cada somando v 1 de L
2 {G,TI) é irreducível. 
Seja 
dim(rr) 
f E ilJ 
i=l 
dim(rr) 
então, f = Z fi 1 COJU 
i=l 
Por definição, 
- ger(R(x)f. I X E G} 
' 
é um subespaço R-invariante e então pela irreducibilidade 
de v1 nós temos 
LEMA A. 2 (Schur) [ Ro.] • Seja G um grupo compacto, TI e a duas 
representações unitárias e irreducíveis de G 
a} se TI e a nao sao equivalentes, então 
2 L (G,cr) sao ortogonais em 2 L (G,<l:). 
b} se TI e o sao equivalentes, então 
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~ 2 
L (G,1T) = L (G,CJ) o 
TEOREMA A. 3 {Peter-Heyl) [ Ro. J . O esoa;o de Hilbe1:t X e a som-a lU 1--
bertiana de tod;__;s as componentes isotópicos, isto é, 
A 
onde G é a familia das classes de equivalência de represen 
tações unitárias irreducíveís e assim de dimensão finita, do 
grupo compacto G~ o 
CONVOLUÇÃO. 
Lembremos que é possível definir a convolução por 
2 2 
* 'L (G,<I:) x L (G,<I:) 
(f' g) f. g 
f * q (x} ~ JG f(y) g(y- 1 x)dy 
* 
e bilinear e continua. 
TRANSFORMADA DE FOURIER. 
A 
e 1T E G então a transformada de Fou 
A 
rier f é definida por 
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Finalmente, podemos enunciar o teorema de Plancherel e a fór 
mula de inversão. 
TEOREMA A. 4 .[ Ro.] . Seja G um grupo compacto e denotemos por P 1f 
o projetor ortogonal sobre a componente isotópica de n, is-
to é, 
rr 2 
L (G,rr) então 
2 b) 11 fll 2 ~ dim(rr) A 2 llf(rr)ll 2 o 
II. REPRESENTAÇÃO DA ÁLGEBRA DE LIE DE UM GRUPO DE LIE. 
Seja G um grupo de Lie compacto 1 e como sempre 
2 ;Jf; =L (G,<r). 
Denotemos por j{; o subespaço algébrico dos uvetores Cc.o 11 de 
JC em relação a representação regular a direi ta R de G em 
JC, ou seja 
G atua sobre este espaço via R. 
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(x,f) ~ R(x) f 
de fato, se ~ (x) = R(x)f então 
onde Q, ; G --+ y G e a translação a esquerda por y. 
É conhecido que, [Se. J, 
Sobre JfRoo existe uma representação de A.C (G) . Mais precisa-
mente, seja X E A!(G) e f E~; então podemos definir 
dR(X)f = d~~ R(exp tX)f. 
t=O 
É claro que, para cada X E AI(G) 
dR(X) 00 00 JCR --+ JCR e linear, assim 
A! (G) 
e uma representação de álgebras. 
Agora, se X E AL(G) então 
t T R (exp tX) 
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e um grupo a l-parâmetro fortemente contínuo de operadores 
sobre X, mais precisamente 
a) Tt+s = Tt o T s,t E JR_. s 
b) T = Id. 
o 
c) IITé - f li o Vf E X • 
' t + o 
Denotemos por dR(x} o gerador infinitesimal deste grupo, ou 
seja 
3R(x) f = lim 
t+O t
l (T - Id) f 
t 
tal que o domínio deste operador sao os f E 'JC onde o limi-
te existe. 
Claramente 
dR(X) C 3R(X) 
isto e, os operadores coincidem em J{W e R C Dom(3R(x) ). 0 
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