Abstract This work deals with the convergence acceleration of iterative nonlinear methods. Two convergence accelerating techniques are evaluated: the Modified Mininal Polynomial Extrapolation Method (MMPE) and the Padé approximants. The algorithms studied in this work are iterative correctors: Newton's modified method, a high-order iterative corrector presented in Damil et al. (Commun Numer Methods Eng 15:701-708, 1999) and an original algorithm for vibration of viscoelastic structures. We first describe the iterative algorithms for the considered nonlinear problems. Secondly, the two accelerating techniques are presented. Finally, through several numerical tests from the thin shell theory, Navier-Stokes equations and vibration of viscoelastic shells, the advantages and drawbacks of each accelerating technique is discussed.
Introduction
The computation of solutions of nonlinear problems requires the use of a prediction and a correction step. The correction step is usually done by iterative methods, such as Newton type methods. When solving problems with a large number of unknowns, this correction phase can consequently increase the CPU time due to the treatment of the matrices (triangulation, backward and forward substitution).
For this reason, modified versions of the Newton method can be used to avoid large amounts of CPU time. The most common one, that will be called "modified Newton" in this paper, needs only one matrix triangulation that is computed at the first iteration. Nevertheless, the use of such a method can increase the number of iterations and sometimes leads to divergence.
In recent works [1] [2] [3] , high-order iterative algorithms have been proposed. From these studies, one can distinguish two classes of methods: on the one hand, a high-order Newton algorithm that is efficient, robust and often converges after a single iteration, and on the other hand, the so-called L * algorithm which does not require any triangulation of matrix. Like Newton's modified method, the drawback of the L * -algorithm is the number of iterations and the possibility of divergence.
In this work, we propose associating these kinds of iterative correctors with some techniques to accelerate the convergence of sequences of vectors (the iterates obtained with the corrector). Only two methods are considered here. The first method is a polynomial extrapolation method and its derivatives: minimal polynomial extrapolation (MPE [4] ), the reduced rank extrapolation (RRE [5] ) and the modified minimal polynomial extrapolation method (MMPE [6] ). Applications and numerical comparison of these methods can be found in [7, 8] . Due to the results and the conclusions presented in [8] , only the MMPE method is applied in this work. Moreover, a sizeable bibliographic review related to these methods can be found in [9, 10] . Nevertheless, few works deal with applications of these methods in solid or fluid mechanics. The second method uses vectorial Padé approximants [11] and has been applied in numerical solid mechanics. Despite the extensive bibliography on convergence acceleration, there are few applications of these methods to practical problems of nonlinear mechanics. We believe that significant computational savings can be obtained by coupling some modified Newton and convergence acceleration techniques. The aim of the present paper is to evaluate these opportunities and to establish computational procedures that are reliable and suitable for problems of structural mechanics.
These acceleration techniques will be evaluated on the basis of numerical tests emanating from nonlinear elasticity, vibrations of viscoelastic shells, and Navier-Stokes equations. In the first part of this paper, the convergence accelerating techniques are coupled with the modified Newton method. Then, these techniques are associated with highorder iterative correctors and numerically evaluated in the buckling of thin shell and in a fluid mechanics framework. Finally, an original iterative algorithm for the vibrations of damped structures, presented in this work, is coupled with the MMPE algorithm. The performances of this algorithm is compared to the results presented in [12] .
Iterative algorithms and convergence acceleration
In this section, two iterative correctors are recalled. An original algorithm for the vibration of viscoelastic shells is also presented. The common point of these techniques is the use of few matrices in the iterative scheme. Therefore, a great number of iterations can be necessary to get the desired accuracy. Convergence accelerating techniques are then used to decrease the number of iterations and improve the quality of the solutions obtained.
Some iterative algorithms for nonlinear problems
The equations of the considered nonlinear problem, for the buckling of nonlinear elastic thin shell or for fluid mechanics, can be written in a quadratic framework such as:
where U is the unknown vector (U includes the displacement and the stress in nonlinear elasticity, the velocity and the pressure in fluid mechanics), F is a given vector and λ is a load parameter. L(.) and Q(·, ·) represent linear and quadratic operators. In this work we consider two iterative correctors to improve the quality of a trial solution U 0 . The first one is the classical modified Newton algorithm and the second one is issued from recent works [1, 2] . In classical iterative algorithms, the approximated solution after k iterations is:
where the correction ( U (k), λ(k)) is defined by the following sequence:
One objective of the present work is to accelerate sequences such as (3) by using convergence accelerating techniques. By introducing the relations (2) into the nonlinear problem (1), we obtain the following nonlinear problem to be solve at the iteration k:
where R k−1 is the residual vector computed at the approximated solution U (k − 1) and is defined by
Within iterative methods, such as Newton-Raphson, the quadratic term of the Eq. (4) is neglected and we have to solve the following linearized problem:
where L k−1 t is the tangent matrix computed at the approximated solution U (k − 1):
When a modified Newton algorithm is considered, the previous tangent matrix is computed once and is constant during all the iterations. The vector U k and the scalar λ k are the solutions to the following linear equation:
where L 0 t is the tangent matrix computed at the trial solution U 0 . In Newton (6) or modified Newton (8) algorithm, there are n + 1 unknowns ( U k , λ k ) for n equations. Thus, a supplementary equation is needed to have a well-formulated problem. In this study, we consider two cases. In the first one, the load parameter is fixed during all the iterations (i.e. λ k = 0, a load control). In the second one, a sort of arclength control is used. In the latter case, the most natural way to specify the variation of λ during the iterations is to require
