Introduction
In recent studies in phase transitions, for instance near a Lifshitz point HLS,Z], and in studies of spatial and temporal pattern formation in bi-stable systems CER,DS] (1:3)
we nd that if u is a solution of (1.2), then E(u(x)) = constant def = 2 :
(1:4) For kinks, which are solutions of (1.2) which converge to u = 1 as x ! 1 and to u = ?1 as x ! ?1, we have = 0, whilst for the trivial solution u = 0 we have = 1. In this paper we shall investigate the existence and multiplicity of periodic solutions for di erent values of and . It is well known that the FK-equation ( = 0) has periodic solutions if and only if 0 < < 1. These solutions are all symmetric with respect to their extrema and antisymmetric with respect to their zeros. In particular, if u is a periodic solution, which we have normalized so that u(0) = 0; u 0 (0) > 0 and u 00 (0) = 0;
(1:5) 1 then it has the following symmetry properties:
u(?x) = ?u(x)
(1:6a) and if we set = supfx > 0 : u 0 > 0 on 0; x)g; then u( ? x) = u( + x):
(1:6b) Note that these symmetry properties imply that the period of the solution equals 4 .
Throughout this paper we shall only dicuss these single hump periodic solutions which have the symmetry properties (1.5) and (1.6). As we shall see in a forthcoming paper, there also exist many other periodic solutions, with multiple humps.
We shall nd that, as with the FK equation, the single hump periodic solutions of the EFK equation which have the properties (1.5) and (1.6) are all strictly concave on the intervals on which they are positive: u 00 (x) < 0 when u(x) > 0:
(1:7)
For the EFK-equation ( > 0) we nd that there appears a critical value of : = 1 8 :
Roughly speaking, for values of below 1 8 , the solution set of the EFK equation is similar to that of the FK equation, whilst for values of above 1 8 there are signi cant di erences, one of the important ones being that for = 0 there appear two new branches of periodic solutions. On one of these branches the relative maxima of the solutions are larger than 1, and on the other branch the relative maxima of the solutions are smaller than 1.
Speci cally, we shall prove the following existence and nonexistence theorems for periodic solutions of the type described above.
For each 2 (0; 1), the FK equation is known to have a unique periodic solution with maxima smaller than 1. These periodic solutions continue to exist for all > 0. Theorem A. Let 0 < < 1 and > 0. Then there exists a periodic solution u(x) of (1.2) such that maxfju(x)j : x 2 Rg < 1:
For either 1 or 0, the FK equation has no periodic solutions. In the following two theorems we show how this generalizes when > 0. , then there exists a periodic solution u 1 (x) such that maxfju 1 (x)j : x 2 Rg < 1 and a periodic solution u 2 (x) such that maxfju 2 (x)j : x 2 Rg > 1:
Thus, here we encounter a family of periodic solutions which exceed unity. This is new, because it is well-known that the FK equation has no such periodic solutions. For the EFK equation, this is only true when , one with maxima larger than 1 and one with maxima smaller than 1, and we see that the solution set becomes richer. This is consistent with CEP], where it is suggested that complicated patterns appear when passes through 1 8
. Our next result shows that these new solutions bifurcate from the unique monotone symmetric kink at = For each i 1, let u i be a periodic solution corresponding to i . Then
where U is the unique monotone symmetric kink corresponding to = 1 8
. The convergence is uniform on compact intervals.
An analogous result holds for periodic solutions when 0 < < 1 and ! 0. They converge to the periodic solution of the FK equation for the given value of .
For the global behaviour of the branches of periodic solutions we have several bounds. In particular we recall from PTT] the upper bound:
Theorem F. Let For periodic solutions u which do not exceed unity, i.e. which satisfy maxfju(x)j : x 2 Rg < 1;
we prove an upper and a lower bound for the slope u 0 (0) at the origin: Theorem H. Let 0 < 1. Suppose that f i g is a sequence which tends to in nity, and fu i g is a sequence of periodic solutions which corresponds to f i g, such that maxfu i (x) : x 2 Rg < 1:
Then there exists a subsequence and a periodic solution V of the Problem (1.9) such that maxfV (s) : s 2 Rg < 1
uniformly on compact sets. The organization of the paper is the following. The existence theorems A and C(b) will be proved by analyzing equation (1.2) with a topological shooting technique. In Section 2 we set up the problem and give some important preliminary results. In Sections 3 and 5 we then prove the existence theorems. The proofs of the nonexistence theorems B, C(a) and D are given in Section 4. Finally the qualitative properties of periodic solutions, formulated in theorems E -H are proved in Section 6. 4
Preliminaries
Our basic method in proving existence of periodic solutions will be a shooting technique and so we consider the initial value problem We seek a value of such that the resulting solution u(x; ) has the properties u 0 (x; ) > 0 for 0 x < (2:3a) u 0 ( ; ) = 0 and u 000 ( ; ) = 0 (2:3b)
for some nite = ( ) > 0. It is easily veri ed that a solution de ned on 0; ], which satsi es (2.1-3) can be extended to yield a periodic solution of period 4 . Thus, we de ne ( ) = supfx > 0 : u 0 ( ; ) > 0 on 0; x)g:
In this section we shall show that for all values of > 0, except those for which the corresponding solution u is a monotone kink, ( ) is nite and that u has horizontal slope at . Therefore, in order to satisfy (2.3) it then remains to determine > 0 so that u 000 ( ( ); ) = 0:
At times we shall nd it convenient to adopt a di erent formulation for the initial value problem (2.1). Since we construct periodic solutions from strictly monotone segments, de ned on 0; ], we may introduce u as an independent variable, as was done in PT] for the study of kinks. Denoting the inverse function of u(x) by x(u), we set t = u and z(t) = (u 0 ) 2 (x(t)):
(2:4)
This yields z 0 (t) = 2u 00 (x) and z 00 (t) = 2 u 000 (x) u 0 (x) ; (2:5) and hence upon substitution into (1.4), for t > t 1 ; where t 1 is some su ciently large number. This means that z cannot keep increasing inde nitely and hence, that 1 < 1, a contradiction.
Plainly, z 0 ( 1 ) = 0 and it is clear from equation (2.6a) that z 00 ( 1 ) < 0.
It follows from (2.6a) and (2.11) that z 0 < 0 on ( 1 ; ). Thus, z ? f < 0 on ( 1 ; ).
From this and (2.9) we conclude that(z 3=4 ) 0 < 0 and (z 3=4 ) 00 < 0 on ( 1 ; ) and it easily follows that < 1 and z( ) = 0. This proves Part (a). 3. Existence and uniqueness of periodic solutions: 0 < < 1; > 0
In this section we focus our attention on the parameter range 0 < < 1; > 0. We prove Theorem A and a uniqueness theorem for a more restricted range of values of , i.e. The proof proceeds via a sequence of lemmas.
We de ne the shooting set S = f 0 > 0 : u( ( ); ) < 1; u 00 ( ( ); ) < 0 and u 000 ( ( ); ) < 0 for 0 < 0 g: Lemma 3.2. We have (a) 2 C 1 (S). (b) Since the inequalities in the de nition of S are strict, the assertion follows immediately from Part (a) and the continuous dependence of solutions on initial data. Part (c) follows at once from the energy identity (1.4).
In the following lemma we show that S is nonempty. Proof. Let 2 (0; ). Observe that u 000 (0) < 0. As we increase x, then as long as u 000 < 0, it follows that u 00 < 0, u 0 < and u(x) < x. Thus, as long as u > 0 and u 000 < 0, it follows from equation (2.1a) that u iv (x) < x: (3:1a)
We integrate this inequality three times to obtain u 000 (x) < + 2 x Since we assume that < 8 : Hence, the right hand sides of (3.1b) and (3.1c) are negative for 0 < x 1 and, since < 1, it follows that u < 1 on 0; 1] as long as u 0 0. On the other hand, because we have chosen < q 3(1? ) 24 +7
, the right hand side of (3.1d) is negative at x = 1. Thus, there must exist a rst zero of u 0 on (0; 1), where u < 1, u 00 < 0 and u 000 < 0, so that 2 S. Thus, as increases towards , the rst inequality in the de nition of S continues to hold, and we wish to prove that the second one continues to hold as well. Thus, suppose that this inequality fails rst. It follows from the de nition of that u 00 ( ( ); ) 0. Hence, we suppose that u 00 ( ( ); ) = 0: (3:3) In what follows we shall write = ( ) and u = u( ; ).
To show that (3.3) leads to a contradiction we proceed via a series of steps. STEP 1. We show that (3.3) implies that u 000 ( ; ) > 0:
(3:4)
Suppose that u 000 ( ; ) < 0. Then u 00 > 0 and u 0 < 0 in a left-neighbourhood of , contradicting the de nition of .
Next, suppose that u 000 ( ; ) = 0. Then, since u 2 (0; 1) by (3.2), it follows from the di erential equation that u iv ( ; ) > 0 and so u 000 < 0; u 00 > 0 and u 0 < 0 in a left neighbourhood of . This means that u 0 has a zero on (0; ) contradicting again the de nition of . Thus, if (3.3) holds, then so does (3.4). STEP 2. From (3.3) and (3.4) we deduce that is continuous at .
It follows from (3.3), (3.4) and the di erential equation that u 000 > 0; u 00 > 0 and u 0 > 0 for x > until u = 1 which must happen at some nite value x 0 > . Since u 0 ( ; ) has a zero for every 2 (0; ), continuity implies that ( ) ! ( ) as ! ; 2 S (3:5) STEP 3. The contradiction.
It follows from (3.5) that u 000 ( ( ); ) ! u 000 ( ( ); ) as ! ; 2 S:
Because u 000 ( ( ); ) < 0 for all 2 S, this implies that u 000 ( ( ); ) 0; which contradicts (3.4) and we conclude that u 00 ( ( ); ) < 0: (3:6)
To complete the proof we suppose that u 000 ( ( ); ) < 0:
Then 2 S and since S is open, cannot be the supremum of S. Therefore u 000 ( ( ); ) = 0 and the lemma is proved. Proof. The rst inequality follows as in Lemma 3.2(c) from the energy identity (1.4). However, because we know from Lemma 3.5 that u 00 ( ; ) < 0, we now obtain strict inequality.
The second inequality is proved if we can rule out equality from Lemma 3.4. Thus, suppose that ( ) Proof of Theorem 2.1. It follows from Lemma 3.5 that the solution u(x; ) of Problem (2.1) satis es the conditions (2.3) at = ( ), and so can be continued to yield a periodic solution with period 4 ( ).
Concerning uniqueness we can give the following partial result.
Lemma 3.7. Let > 0 and 4 9 < 1. Then there exists a unique periodic solution u with the symmetry properties (1.5) and (1.6), such that maxjuj < 1. We conjecture that for every > 0 and 0 < < 1 there exists a unique periodic solution with maximum less than one.
Nonexistence of periodic solutions
In this section we show that, like the FK equation, when = 1, the EFK equation admits no stationary periodic solutions for any > 0. When = 0, the situation is more delicate and we shall show that periodic solutions do not exist for 0 < 1 8 . This range is optimal: in the next section we shall show that they do exist for > 1 8 . We also recall that the FK equation possesses no periodic solutions which exceed unity. In this section we show that this remains true for the EFK equation for any 0 < 1 provided 0 < 1 8 . This range is also optimal, as we shall see in the next section. We emphasize again that by a periodic solution we shall mean one which has the symmetry properties (1.5) and (1.6). where we have written f = f 1 . Since < 1 and f < 0 for 0 < t < 2, there must exist a point t 0 > 2 where z(t 0 ) < f(t 0 ); z 0 (t 0 ) = 0 and z 00 (t 0 ) < 0: It follows from (4.1) that z 0 < 0 in a right-neighbourhood of t 0 . Since f 0 (t) > 0 for t > 1, we deduce from (4.2) that z 00 < 0 and hence z 0 < 0 for t 2 (t 0 ; ]. Thus, the integrand remains negative for all t 2 (t 0 ; ] and we conclude that ( p zz 00 ) t= < 0; so that (2.8) is not satis ed. Because was arbitrary, the lemma is proved. Proceeding as in the proof of Theorem 4.1, integrating (4.2) over (t 0 ; ), we nd that (2.8) cannot be satis ed and z cannot correspond to a periodic solution.
Before establishing the main nonexistence theorems for 0 < 1 8
, we prove two auxiliary lemmas. . This contradicts (4.7) and the lemma is proved. We are now ready to prove the main nonexistence theorems for 0 < 1 8
. From the previous section we know that there exist periodic solutions for these values of when 0 < < 1 and that they do not exceed u = 1. In the rst theorem we show that such periodic solutions no longer exist when = 0. In the second theorem we show that if 2 0; 1), then there exist no periodic solutions which exceed u = 1. Theorem 4.5. Let = 0 and 0 < Proof. Suppose now that there exists a periodic solution u whose maximum is greater than 1. Let z correspond to u. Then > 1, Lemma 4.2 implies that z 0 < 0 on (0; ), and so in particular z 0 (1) < 0.
To force a contradiction we shall show that z 0 (1) > 0. Plainly, this is the case when > = p (1 ? )=2, and by continuity this will remain so until z 0 (1) = 0 for somẽ < . When z 0 (1) = 0, it follows from (4.6) that , then H 00 (1) = 0 and we have to consider higher derivatives. We nd that It remains to determine the properties of u( ; ). This will be done in the next lemma.
Lemma 5.3. We have u( ( ); ) < 1; u 00 ( ( ); ) < 0 and u 000 ( ( ); ) = 0:
Proof. We rst show that u 00 ( ; ) < 0, where we have written = ( ).
From the de nition of we conclude that u 00 ( ; ) 0. We claim that u 00 ( ; ) < 0. Thus, suppose to the contrary, that Finally, as regards u 000 , we must have equality in (5.3). For if u 000 ( ( ); ) < 0 then continuity implies that < supS, a contradiction. Thus, we have shown that the solution u(x; ) of Problem (2.1) satis es the properties (2.3) at x = ( ) and this yields a periodic solution of which, by (5.5), the maximum is less than 1. This completes the proof of Theorem 5.1.
In the next theorem we nd periodic solutions of which the maxima exceed unity. where the last inequality is strict because of the energy identity (1.4). Hence, u 00 has a rst zero at a point x 2 2 (x 1 ; ). At his point we have u(x 2 ) > 1; u 00 (x 2 ) = 0; u 000 (x 2 ) 0:
Since, by equation (2.1a), u iv < 0 when both u > 1 and u 00 0, it follows that u 000 ( ) < 0: (5:7)
From (5.6) and (5.7) we deduce that for any > In the next lemma we list again the important properties of u( ( ); ) at = .
Lemma 5.7. We have, u( ; ) > 1; u 00 ( ; ) < 0 and u 000 ( ; ) = 0;
where we have written = ( ). Proof. From the de nition of we conclude that u 00 ( ; ) 0. Let us rst suppose that u 00 ( ; ) = 0: (5:8) Then, by the energy identity (1.4) u( ; ) = 1: We assert that (5.8) implies that u 000 ( ; ) > 0:
(5:9)
For if u 000 ( ; ) < 0, then u 00 > 0 and u 0 < 0 in a left-neighbourhood of , which contradicts the de nition of . If u 000 ( ; ) = 0, it follows from uniqueness that u(x) = 1 for all x 2 R, which contradicts the condition at x = 0. Therefore (5.9) holds (see also PT, Lemma 3.10]). In order to complete the proof of Lemma 5.7, we need the following lemma in which we establish continuity of at under the above conditions. where (") " as " ! 0.
We now proceed as in the proof of Lemma 3.3. Because u(0) = 0 and u 000 (0) < 0 it follows that u < 1 and u 000 < 0 in a neighbourhood of the origin. As long as these inequalities do not change it follows from the equation for u that u iv (x) < x (6:6a) , it follows from (6.6b) that u 000 < 0 on (0; x ]. Moreover, the right hand side of (6.6d) will be negative at x if < 2 = f12 =(25 )g 2 .
Thus, if we set " = minf 1 ; 2 g and denote as usual the rst zero of u 0 by , then 2 (0; x " ) and u 000 ( ) < 0 if 0 < < " :
This means that if ?" and 2 (0; " ), then u( ; ; ) cannot be a periodic solution.
Therefore, if it is given that u( ; ; ) is a periodic solution, then we must conclude that > ? ", and the proof is complete.
To determine the behaviour of periodic solutions as ! 1 we rst need an upper and a lower bound for the slope at the origin. We shall con ne ourselves here to the family of solutions which do not exceed 1.
Lemma 6.4. Let 0 < 1 and > 0, and let u(x) be a periodic solution such that maxfju(x)j : x 2 Rg < 1; and hence, by (6.9),
(1 ? ) log 2 1=2 t 0 > 1 ? 50 p :
This means that t 0 > 1 50 r 1 ?
log 2 : and hence, because maxfju(x; )j : x 2 Rg = ( ) > t 0 ; the assertion follows.
From Lemmas 6.4 and 6.5 we conclude that if u is a periodic solution such that maxfju(x)j : x 2 Rg < 1, then for large enough, p 1 ? 5 < ! < f4(1 ? ) log 2g
Let f i g be a sequence tending to in nity, and let u i be a corresponding sequence of periodic solutions, with initial slopes i . Let v i and ! i be the solutions of Problem (6.11) corresponding to these periodic solutions. Then by compactness there exists a subsequence, which we also denote by f! i g, which converges to a number ! < 1 as i ! 1. For if not, then there exists a subsequence along which i = (! i ; i ) tends to in nity and hence V 0 (s) > 0 and 0 < V (s) < 1 for 0 s < 1; which is impossible. Therefore f i g is bounded and there exists a subsequence which converges to some < 1 as i ! 1. Since v 000 i ( i ) = 0 for every i, it easily follows that V 000 ( ) = 0, and so V is a periodic solution of Problem (6.13).
Thus we have shown:
Lemma 6.7. Let 0 < 1. Suppose that f i g is a sequence which tends to in nity, and fu i g is a sequence of periodic solutions which corresponds to f i g, such that The above argument yields as a byproduct the existence of a periodic solution V of Problem (6.13) which does not exceed unity, for every 2 0; 1). This result can also be proved by means of the method used in Sections 3 and 5, and we can use the same ideas to prove the existence of a periodic solution which does exceed unity, when = 0. Since the proofs are very close to those already presented, we omit them here. Summarizing, we have:
Theorem 6.8. If 0 < 1, then Problem (6.13) has a periodic solution V such that maxfjV (x)j : x 2 Rg < 1: If = 0, then Problem (6.13) has a periodic solution V such that maxfjV (x)j : x 2 Rg > 1:
