The statistical characteristics of a hydrological data for the purposes of decision making in water resource planning and management is only justifiable if the data has the right attributes. This requires that the data being analysed are consistent, free of trend and being part of a stochastic process whose random characteristics is described by an appropriate distribution hypothesis. The data available for statistical analysis had a lot of missing values which could not be ordinarily filled but required a more comprehensive approach to fill these missing values. The KSOM (Kohonen Self-organising Map) was used to fill the missing runoff data from the Jidere-Bonde, Lokoja and Makundi river sites in the Niger basin. Results from the studies have shown that KSOM is the best tool for filling hydrological data with high number of missing values. After the data had been processed, some statistical applications were used to establish the runoff time-series characteristics of the three river sites of the Niger River basin. The results showed good attributes for all three river sites, except that Jidere River's data exhibited inconsistency. The presence of trend was also established for all three river sites; Jidere River was modelled based on 3-parameter lognormal, the other two river sites were modelled based on normal distribution probability. The presence of trend and other attributes require that a more stochastic modelling process be carried out. However, the results established give reference for water resource planning and management.
Introduction
 Scientific data are classified as either quantitative or qualitative. Quantitative data is described as data in its numerical form, whereas qualitative data describes the nature of objects or the environment. In the case of runoff data, it is analysed as quantitative data. This form of data can be grouped into two kinds: experimental data and historical data. The experimental data are measured through experiments and can often be obtained repeatedly by experiments. Historical data on the other hand are a collection of data from natural phenomenon which is observed to only occur once and will not repeat. Most hydrologic data as in the case of runoff are regarded as historical data which are observed from natural hydrologic process [1] .
Statistical analysis of hydrological time series data, at the time scales, usually applied in water resource planning are mostly based on some assumptions. These are: the data series is homogenous, stationary, free from trend and non-periodic with no persistence [2] . Homogeneity means that the data series belong to one population and therefore have a time-invariant mean. Non-homogeneity arises due to changes in the method of data collection and or the nature of the environment in which it is carried out [3] . Stationarity implies that there is no change in the statistical parameters of the series computed from different samples except as a result of sampling variations. A change in series can happen suddenly (step change) or gradually (trend) or may take complex dimensions [4] . A significant correlation between observation and time indicates the presence of trend in a data set. Trends in hydrological data are normally introduced through natural and artificial changes. Persistence is the tendency for the magnitude of an event to rely on the magnitude of previous event(s), that is to say the data has no randomness and usually quantified in terms of serial correlation coefficient [5] .
Time series analysis has been extensively studied in various fields such as geology, ocean technology, and seismology and has been applied in many hydrological and climatological situations. The purpose of time series analysis in hydrological data is to develop mathematical models to generate synthetic hydrological data, to forecast hydrological events, to detect shifts and trends in hydrological data and to fill missing data and extend records [6] .
This study assessed the performance of KSOM, unsupervised neural networks, for predicting the missing values and for replacing outliers of the runoff data of the Niger River Basin. The outcome of the KSOM prediction of missing runoff data was statistically analysed to establish the statistical characteristics of runoff time series data.
Data and Methods

Available Data Used for the Analysis
The data for this work was made available by the Niger Basin Authority. These were daily runoff data in m 3 /s for three river sites: Jidere-Bode, Lokoja and
Makurdi. The reference data period was from 1980 to 2008. All three river sites had a lot of missing values. For instance for Jidere-Bode River with 347 data numbers, had 26 missing values (about 7.5%) of the total data number, Makurdi River also with a total data number of 347 had 117 missing values (about 33.7%) and for Lokoja river, the number of missing values is 48 (about 13.8%) of the total data number.
These missing values could be attributed to a number of factors, such as malfunction of equipment, the absence of engineer to read the results, etc.. Considering the extent of missing values for the various sites, it requires that the missing values are filled (estimated) before proceeding to analysing the data.
Data Processing
The runoff data were in its raw description, in terms of daily values in m 3 /s. A historical runoff period of (1980-2008) observation was considered. This was chosen because it gives a good representation of the hydrological data available for the catchment under study. The runoff data provided represented three stations (Jidere-Bode, Makurdi and Lokoja) as shown in Fig. 1 . They are located within Nigeria. The daily runoff data were summed into monthly and annual observation to carry out the time-series analysis. This is to give good analysis and a picture of the monthly and annual statistical characteristics of the Niger River basin. Daily observations do not give a real picture of characteristics of a river.
Missing Data and its Estimation
Missing values for these stations could be attributed to a sensor that does not deliver a measurement value or a fault with the instrument used or by human error [7] . Depending on what instrument is used, missing values are usually represented as blanks, zeros and negative values. In the data provided for this work, the missing values were blank. For extensive analysis of this work, it is required that the missing values be estimated. Failure to estimate the missing values makes the sample incomplete and difficult to use. There are quite a number of methods of estimating missing values. Examples are: simple linear regression [8, 9] , back propagation ANNs (Artificial Neural Networks) modelling [10] .
However, the use of the above mentioned methods for estimating missing values in a long time-series is difficult and often cannot be dependable particularly for situations where the number of values to be in-filled is relatively high in comparison with the total length of record [11] .
For this work, the method of in-filling the missing value used is KSOM (Kohonen Self-organising Map). The KSOM is a robust multivariate model of data analysis, providing good estimation of missing values taking into consideration its relationship or correlation with other pertinent variables in the data record. 
Training the KSOM
The input data with its multidimensional nature is first standardized by deducting the mean and then dividing the result by the standard deviation. A random selection of a standardized input vector is presented to each of the individual neurons for comparison with their code vectors in order to come out with the code vector most similar to the presented input vector. The Euclidian distance is used for identifying the code vector, which is defined as;
Where = Euclidian distance between the input vector and the weight vector i; element of the current input vector; = element of the weight vector i; and dimensional of the input vector. The neuron whose vector most closely matches the input data vector (i.e., for which D i is minimum) is chosen as a winning node or the BMU (Best Matching Unit). The weight vectors of this winning node and those of its adjacent neurons are then adjusted to match the input data using Eq. (2), drawing the weight vectors further into agreement with the input vector [12] : 1 (2) Where denotes time; learning rate at ; neighbourhood function placed in the winner unit at time ; the other variables remain the same as defined previously. This makes each node in the map internally, to develop the ability to recognise input vectors similar to it. This is referred to as self-organizing, because no other information is provided to lead to a classification [13] . The process of comparison and adjustment continues until the suitable number of iterations is reached or the specified errors are attained. Both the learning rate and the neighbourhood function need to be carefully chosen since it affects the learning effectiveness of the
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KSOM. This is particularly the case for the learning rate; it decreases monotonically with increased number of iterations from Eq. (3) [12] .
0.005/ ⁄ (3) Where initial learning rate and training length, thereby forcing the weight vector to converge. The neighbourhood function is normally chosen to be Gaussian, centred in the winner unit c, such that:
exp || || / 2 (4) Where and are positions of nodes c and i on the KSOM grid and is the neighborhood radius. Like the learning rate , also decreases monotonically as the number of iterations increases.
The quality of the trained KSOM is measured by the total average quantization error and total topographic error. The quantization error is
Where quantization error; data sample or vector;
prototype vector of the best matching unit for ; and denotesthe Euclidian distance. The topographic error is 1
where u i = binary integer such that it is equal to 1 if the first and second best matching units for X i are not adjacent units; otherwise it becomes zero. The KSOM was described above and its approach was used to estimate or predict the missing values for the data provided. This analysis was carried out using a computer tool called SOM (Self-organising Map) part of the MATLAB 12 (Matrix Laboratory, version 12) software. The first step was to train the model using the available data set. The depleted vector set was presented to the KSOM to identify its BMU. The missing values were obtained as their corresponding values in the BMU (see Fig. 2 ).
Consistency Test
Consistency is defined as collected data belonging to the same statistical population. This was used to evaluate the runoff data. The double mass curve approach was used. This procedure is based on the comparison of cumulative values of two data sets in a diagram form, such that one of the data sets being consistent, while the other is taken as the suspect. The plot of the double mass diagram should show a linear relationship if the suspected data set is consistent; otherwise there will be a departure from linearity as shown in Fig. 4 (a). The mean data for some sites is not likely to be affected by the changes at one of the component sites, it is therefore right to use the mean
Fig. 2 Prediction of missing components of the input vector using the KSOM (BMU).
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5 data as the reliable data or consistent data to check. Another approach is to use a long-term data station in an area which is not known to have human influences as the consistent set.
Trend Test
A data set with trend is one that has significant correlation (positive or negative) between the observations and time.
The common method of detecting trend is the linear regression between the data values and time of the form [14] .
(7) Where , 1, 2, … . , is the data value at time . Also and are the regression coefficients, and is a random error (white noise) with a mean of zero and variance of . For a trend to exist in the dataset the regression estimate of the slope parameter will be statistically different from zero; if this is not the case, it will be difficult to justify the existence of trend. The shortfall of this approach is that it does not distinguish between trend and persistence [14] .
The trend detection approached used to investigate the existence of or otherwise of long-term trend in this work was the SROC (Spearman Rank Order Correlation) nonparametric test. However there are other nonparametric trend detection tests available, e.g. the Mann-Kendall test. Among the mentioned trend detection approach, the SROC is the preferred approach recommended by the World Meteorological Organisation for trend detection in flow volumes [15] . The presentation on SROC [16] was adapted for this work and the methodology is illustrated:
Let data series , 1, 2, … . , be observed in time, . Ranks, are assigned to , such that the largest has = 1 and the least has a rank,
. Where there are ties in the , each of the ties are assigned a rank equal to the mean of the ranks that would have been used had there been no ties. The difference is computed. The coefficient of the trend is computed as:
The null hypothesis ( ) that the time series has no trend, it can be shown that the test statistic:
Has a student's t-distribution with n-2 degrees of freedom. The critical values of the t-distribution are obtained for the chosen significance level, α and n-2 degrees of freedom. For a two-tailed test, these critical values are denoted by ± t α/2, n-2 .
The values of t obtained in equation…. are compared with the critical values. The null hypothesis, H 0 is rejected if t >t α/2,n-2 or t < -t α/2, n-2 .
Probability Distribution Goodness-of-Fit Tests
The application of probability distribution goodness-of-fit test involves modelling univariate data with specific probability distribution. The steps to take into account in establishing the form of the probability distribution is determining the "best-fitting" distribution and estimation of the parameters (shape, location and scale parameters) for that distribution.
Quite a number of commonly used formal methodologies of testing the goodness of fit of time series data to describe theoretical probability distributions are available. Examples of these methods are chi-squared test, the Kolmogorov-Smirnov test, the PPCC (Probability Plot Correlation Coefficient) test and the moment (1-moments and p-moments) ratio diagrams test [17] .
It is also possible to informally infer the form of the probability distribution by plotting the histogram of the data. The shape of the histogram could either be symmetrical, showing the presence of normal distribution or asymmetrical, indicating a nonzero skew, which is not possible to model with the normal distribution.
Apart from this approach, a simple statistical test can be carried out to determine whether or not the Performance of Kohonen Self-organising Map in Statistical Analysis of Hydrologic Data 6 sample skew coefficient estimated is statistically zero. These two simple approaches were used in this work. The sample skew was estimated and compared with the approximation 95% confidence limits for zero skew, i.e..
(-1.96S gy , 1.96S gy ), where S gy is the standard error of estimate of the sample skewness coefficient, ,
given as:
Where and are respectively the mean and the standard deviation of y, and S gy is approximately equal to √(6/n), where n is the sample size. If the skewness coefficient is less within the 95% confidence limits, then the null hypothesis that the skewness is zero is not rejected; or else the data will be assumed to have a nonzero skewness coefficient. The formal probability goodness-of-fit method used in this study is the PPCC test mentioned above. This method is easy to apply and has enough power to discriminate between different distribution hypotheses [17] . The test is based on the correlation coefficient between the ordered sample and their associated fitted quantiles, 1 where , 1,2,3, … , is the exceedence probability of and . the inverse of the cumulative distribution function (cdf) of the distribution being considered. Cunnane provides the best estimate of as [18] :
Where is the rank of for the ordered sample, i.e. 1, 2, … . The estimated correlation coefficient between and is compared with the critical points of the PPCC for the particular distribution. The critical points for normal, lognormal and Gumbel probability distribution has been provided by Vogel, R. M. [19] . Vogel 
(13)
Required algorithms for obtaining , , are provided by Stedinger, J. R. [17] . The two-parameter lognormal distribution is a special case of the lognormal distribution in which the lower limit 0 . Whereas the three-parameter lognormal distribution can be used to model any positive skewness, the same is not for the two-parameter, it is strictly limited to 3
where Since the skew results for two stations were negative, the other parameters such as lognormal, and 3-parameter lognormal could not be applied as discussed above. Therefore, Pearson-type 3 parameter distribution was used for the analysis of those skew results.
Nguyen, T. V. and In-Na, N. [21] introduced a plotting formula which in a way provides unbiased flood estimates for the P3 distribution for systematic flood records. The formula used in his studies was also applied in this work. The formula is expresses as:
Where represents the non-exceedence probability. The P3 formula can also be written in terms of the exceedence probability as:
The formula above takes explicit account of the skewness coefficient of the parent distribution. Where skew coefficient is given as:
The plotting position for P3 distribution given by Nguyen, T. V. and In-Na, N. [21] 
Results and Discussion
KSOM and Missing Values
This section provides the performance of the KSOM in predicting the missing data as part of the pre-processing of the data. Figs. 3(a) , (b) and (c) indicates the relationship between the KSOM predicted runoff with observe runoff for the rivers, Jidere-bode, Lokoja and Makurdi respectively. From these figures there is an indication of the ability of KSOM to predict missing hydrological data (in this case runoff) in respect to observe runoff data. The strength and reliability of this tool (KSOM) in filling in missing hydrological data was subjected to some statistical test which has been discussed in the next sections. However, in the face of the plots of KSOM predicted runoff with observe runoff; the results showed that KSOM is a good tool for estimating and predicting missing values, which have also been confirmed in other studies [7] .
Consistency Test
The double mass curve for the Niger River basin, which constitutes three stations (Jidere-Bode, Lokoja and Makurdi) is shown in Fig. 4 . From Fig. 4 , the double mass curve shows a reasonable degree of consistency, with no clear change in slope for Lokoja and Makurdi stations except for Jidere-bode station which shows some inconsistency from the year 2002 to 2008. The inconsistency for Jidere-bode station can be adjusted by considering the deviation point (2002-2008) as a steeper slope (S 1 ). The adjustment depends on which section of the data is thought to be reliable. From Fig. 4 , the pre-T record is more reliable.
In that case the post-T records can be corrected for the deviation, S 1 by multiplying (S 1 /S 0 ), where S 0 is the slope if no inconsistency. 
Trend
The results of the SROC test statistic for the annual data at each of the stations are compared with the critical points of the t-distribution at 5% significance level in Table 1 . From these results, the null hypothesis that the time series has no trend is rejected. This indicates the presence of trend and will require either a stochastic modelling of the series or much simpler approach would be to remove the trend from the data series. This is carried out with the linear equation, Y i = a + b.i + v i . A more comprehensive approach of trend analysis where serial dependence is also significant is presented by Hameed, T., Marino, M. A., DeVries, J. J. and Tracy, J. C. [14] .
From Fig. 5 , the results indicate the presence of trend which increases with time. This confirms the results from the trend analysis. It also shows the pattern of runoff distributions of the catchments. Some years have high runoffs and others low runoffs which indicate periods of high floods and drought of the river sites.
PPCC Goodness-of-Fit Probability Distribution Test
The Table 2 presents the PPCC (Probability Plot Correlation Coefficients) for the annual runoff at Jidere, Lokoja and Makurdi. All the correlation coefficients are positive which is expected, since one expects the observed quantiles to increase as the probability-distribution-predicted quantiles increase. From the results in the Table 2 the highest annual correlation coefficients is with the three (3)-parametric lognormal distribution. This affirms the results from the skewness coefficient and the histogram plot whereas the highest correlation coefficient for the other two stations (Lokoja and Makurdi) is with the normal distribution. This is not surprising based on the results from the histogram plots for both stations. This supports the results from the normality test and also from the skew test result.
For the monthly runoffs in Table 2 , the lowest correlation coefficient is associated with lognormal distribution which confirms the results of low monthly skewness estimates [22] . Tables 3 and 4 lowest correlation coefficients associated to the normal distribution, which is not surprising given the high monthly skew estimates [22] . This also indicates that different months have their own "best" distribution on the basis of the maximum correlation coefficient of the PPCC test, which implies that, any choice of a stochastic modelling of the monthly runoffs would require a complicated mixing of distributions. To carry out a particular model it is important to device a criterion by which a single probability function could be chosen for use across all twelve months runoffs, as this would turn to simplify considerably the subsequent stochastic modelling of the runoffs. The approach adopted was the highest score out of the total number of occasions in which a given distribution performed better than the others. The total score for each of the probability distribution functions has been shown in Tables 2, 3 and 4. LN3 (Log Normal 3) produced the highest score for Jidere-Bode, whereas Normal produced the highest score for Lokoja and Makurdi sites. Therefore, Lokoja and Makurdi sites where modelled using the normal distribution, whereas Jidere-bode was consequently modelled with 3-parameter lognormal distribution. The probability plots of the annual runoff data for the three stations are shown in Fig. 6 . The probability axis in both plots is based on normal distribution. The upper and lower boundary limits of the confidence interval at 5% level of significance are also included in the plots. The normal distribution for Figs. 6(b) and (c) cast doubts on the PPCC results, since the normal distribution plot will usually lie approximately straight on the line, however it is not the case here; the normal distribution plots shows some degree of curvature which is expected in some cases [23] .
Conclusions
In pre-processing the data, it is imperative that missing values were filled to give good and justifiable results. There are quite a number of pre-processing tools or techniques. The common one is data record augmentation and extension. The approached used in filling the missing values in this study is the KSOM tool. The results from KSOM has shown that it is the appropriate tool to fill in the missing values as there were no sharp statistical difference from that of the observations (historical data).
This gave credence to the runoff data for the three (3) sites of the Niger River to be statistically analysed to serve as the bases for decision to be taken for the purposes of water resources planning and management. The statistical test carried out were the consistency of the data set, the presence of a long-term trend in the data set or not and the selection of the most appropriate probability distribution function for modelling the data. From the results, all three sites demonstrated the right attributes, except in the case of consistency test, in which Jidere-bode site exhibited some inconsistencies. Also in the case of normality test, Lokoja and Makurdi had their P-values greater than 0.10 which indicates normalness. However, the normality curve did not indicate the presence of normalness but this did not warrant the rejection of the hypothesis for the two sites [23] .
The PPCC goodness-of-test also exhibited sufficient power to discriminate between individual probability distribution functions for modelling the data sets. However, based on the annual skew results, not all probability distribution functions could be used to model all the sites. For instance, Lokoja and Makurdi from the annual summary statistics have negative skewness, therefore some probability distributions like Lognormal, three-parameter lognormal and gamma cannot be modelled with these sites. However, the results from the studies give reference for a more stochastic analysis to be carried out.
