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ABSTRACT OF DISSERTATION
AB INITIO INVESTIGATION ON THE SURFACE
CHEMISTRY OF FUNCTIONALIZED TITANIA MEMBRANES
Titania (titanium dioxide) is a metal oxide which has recently been investigated
as a photocatalyst, most commonly for use in hydrolysis, which absorbs mostly in
the UV range. However, the range of absorption can be shifted to fall within the
visible light range either by doping or by functionalizing the surface with atomic or
molecular adsorbates. Over the course of this research, a series of Density Functional
Theory (DFT) calculations are performed to ascertain the effects of these different
methods on the photocatalytic performance of titania. While the effects of nitrogen
doping and oxygen vacancies are well known, more recent studies point to hydrogen
doping as a possible improvement to drive photocatalytic reactions, which will be in-
vestigated here. Surface chemistry with metal oxides is commonly affected by surface
coverage by hydroxyl groups. The effects of different explicit coverages and implicit
solvation were attained separately. All surfaces were found to be favorably solvated
with varying coverage being most stable for each crystallographic surface. Various
molecules were adsorbed to titania surfaces to determine their interactions in realis-
tic environments. These include: polydopamine for thin film composite membranes,
poly-acrylic acid (PAA) for its possible use in a one-step filtration-catalysis mem-
brane, poly(3-hexylthiophene-2,5-diyl) (P3HT) for its use in organic solar cells, the
flavonoid quercetin for therapeutic use, and aminopropylsilane as a means of carbon
capture.
Hydrogen doping was found to affect light absorption to a similar degree as does
nitrogen doping for an equivalent molar concentration. With a more favorable energy
of formation and the ability to reduce titania, hydrogen doping may be able to over-
take nitrogen doping as a means to improve the visible light photoactivity of titania.
PAA was found to alter its steric length when electrons were added or removed from
the structure, in much the same way as it does when changing pH in solution, suggest-
ing PAA can be used to create one-step filtration-catalysis membranes in conjunction
with titania. Four different attachment geometries of PAA to the two main crystallo-
graphic surfaces were tested, most of which were favorable (-0.5 to -2 eV), suggesting
a robust catalog of stable structure. Dopamine had two different adsorption geome-
tries tested with four different proposed monomers for polydopamine. Monomers were
found to absorb favorably to rutile with adsorption energies of around -1 eV and un-
favorably to anatase at +1 eV. P3HT, used in dye synthesized solar cells, was found
to adsorb unfavorably through the sulfur, suggesting the pi bonding investigated in
previous research is the correct mechanism. Quercetin, a therapeutic flavonoid with
functional groups similar to dopamine, attained a similar conformation, but may need
a larger super to confirm the results. Finally, aminopropylsilane, used in the capture
of carbon dioxide from the atmosphere, was the only one of the molecules tested here
to prefer a monodentate adsorption mechanism over the bidentate bridging mecha-
nism as was the case with the previous molecules.
In addition to the work done with titania, work was done on ruthenium dioxide
to see if the rules which had been found for titania also applied to other metal ox-
ide. This included investigating the effects of hydroxyl coverage and atoms/molecule
interactions with nanoparticle surfaces. One reaction of interest was that of a mech-
anism whereby atomic mercury from coal power plant emissions is passed through
a ruthenium dioxide catalyst with hydrogen halides, producing mercury chloride or
mercury bromide.
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Chapter 1
Introduction
1.1 Motivation
Titanium oxide (titania, TiO2) is a metal oxide which has gained interest in the
past decade as a photocatalyst, with special interest given to water splitting [2, 3].
It is most catalytically active in the ultraviolet light range with some activity in
the high energy visible light range. Many reactions leveraging titania in addition to
hydrolysis have been proposed in recent years, including separation and filtration of
organic chemicals [4], processing pollutants [5], and utilizing nanoparticles of titania
in organic solar cells [6–8].
If one could enable better control over the band gap of titania and characterize
the interactions of the nanoparticles with molecules, then that would better guide
researchers in the future to produce titania membranes and/or nanomaterials for use
in industrial applications. Outlined here is a series of systems which have been indi-
cated by past research to do just that. This body of literature will be expanded upon
here by performing density functional theory calculations to create an encompass-
ing description of titania’s photocatalytic properties and extend that to additional
catalytic systems.
1
1.1.1 Titania Catalysis
When performing photocatalysis with a heterogeneous catalyst, the two main
concerns are the quality of the particle surface and the prevalence of photoexcitations
in comparison to energy band interactions between the catalyst and the reactant [2].
Reactions with titania are commonly performed in aqueous environments, particularly
when performing water splitting, so attention must be given to water’s interaction
with the surface, both by forming reconstructions altering the crystallographic surface
geometry and water inhibiting active sites for catalysis. Regarding the interaction of
photoexcitations with titania and molecules, the best method to control the band
gap and photoabsorption is to introduce defects. Both of these have been studied
extensively in past research and will be expanded upon in this research.
Hydroxyl Coverage of Titania
All metal oxides will have some amount of water/hydroxyl coverage present at
their surface. This hydroxyl layer can influence the surface chemistry of titania such
as by changing the surface and interfacial energy (which will cause certain crystal-
lographic surfaces to become more or less prevalent), undergoing a surface recon-
struction, or by changing molecules’ interactions with the surface through steric or
Coulombic hindrance. This is particularly applicable for titania’s use in water split-
ting and as a catalyst. Much effort has been poured into experimentally charac-
terizing water splitting on titania, using methods such as temperature programmed
desorption (TPD) [9,10], scanning tunneling microscopy (STM) [11–14], Raman spec-
troscopy [15], FTIR [10], nuclear magnetic resonance (NMR) [10], vibrational sum
frequency generation (SFG) spectroscopy [15], and x-ray photoelectron spectroscopy
(XPS) [9, 16].
Two of the more commonly cited computational papers studying water coverage
are by Arrouvel et al. [17, 18]. Arrouvel looked at explicit water coverage on titania
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surfaces, including single and Coulombic double layers, varying the coverage and
calculating surface energy. Molecular adsorbed water molecules in the paper were
not explicitly stated to be physisorbed or chemisorbed and, while mixed associative
and dissociative adsorption were tested, individual contributions from each type were
not isolated. Other prominent work done looking at water’s interaction with titania
includes that done by Wendt et al. who looked at the interactions of oxygen vacancies
with hydroxyl groups on rutile surfaces [12, 13]. A wide library of literature exists
on this topic, with additional topics such as surface reconstructions, reduction, and
surface energy covered extensively as well [19–30]. All of these papers used a definition
for the energy of adsorption which reduces to an average once more than one molecule
is adsorbed. This makes it difficult to parse the effect of each newly added molecule.
An alternative definition will be laid out in the results section of this work which
differentiates the energy contributions from each new adsorbate, leading to additional
insight.
Arrouvel [17,18] and others [19–30] considered adsorbed water in a vacuum envi-
ronment. This is a form of explicit solvation, whereby water molecules are explicitly
included in the system, if only at the surface. However, implicit solvation can be ap-
plied in density functional theory (DFT) calculations [31,32]. This involves imposing
a dielectric constant in the vacuum some distance away from the surface to replicate
the presence of an aqueous medium (most likely water). By utilizing both implicit
and explicit solvation it is possible to compare the surface properties in environments
representative of air and aqueous conditions and to compare the difference in methods
of solvation and how they may be used to investigate surface chemistry in future cal-
culations. Similar methods have been used to look at other nanoparticle surfaces, but
only briefly with titania [33–36] generally using periodic continuum solvation models
developed by Fattebert and Gygi [37–39] and others [33, 40, 41] which the method
here builds off of.
3
Doping of Titania
The anatase and rutile polymorphs of titania are both used in photocatalysis, with
anatase being used more often, owing to its superior absorbance, even if it primarily
falls in the UV light range [11, 12]. It is preferred that the range of adsorption be
moved to the visible light range as more visible light exists at Earth’s surface than does
ultraviolet light. Nitrogen doping has been investigated for many years as a means
by which to improve the visible light absorption of titania with atomic concentrations
of doping of around one to four atomic percent yielding an increase in absorption
in the 500-700 nm range [42–51]. Calculations suggest nitrogen defects may exist
interstitially or substitutionally [52–54].
Other elements have been looked at as a means by which to improve absorption,
including non-metals such as carbon, fluorine, sulphur, phosphorus, and boron and
metals such as iron and nickel [55–66]. However, none of these tended to perform as
well as nitrogen in practice.
Another defect mechanism implicated in controlling light absorption behaviour
is oxygen vacancies. These also increase absorption in the visible light range in a
similar range as nitrogen defects. These can occur in the bulk or at the surface
(referred to as reduction of the surface) and can effect photoabsorption and catalytic
chemistry [11,12,67–73].
In more recent years hydrogen doping has been investigated as a means by which to
achieve improved visible light absorption, possibly through a combination of hydrogen-
based defects and increased oxygen vacancies. This is done through the use of a mi-
crowave plasma chemical deposition reactor [74]. A number of papers have studied
hydrogen doping physically [75–85] and computationally [86–93]. Islam et al. used
neutron reflectometry (NR) in addition to XPS to detect the presence of hydrogen,
as XPS is insensitive to small atomic mass species. It was found that upwards of
25 percent of titanium atoms in hydrogen doped titania may be Ti3+, suggesting
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either hydrogen interacting directly with the titanium atom or an oxygen vacancy
from reduction [85]. Multiple mechanisms have been proposed whereby this may oc-
cur, including complete hydrogen coverage of nanoparticle surfaces [78,90], hydrogen
interstitials [81,87], and hydrogen substitutionals [81,84]. Nitrogen-hydrogen defects
have also been investigated as a possible defect species with varying results compared
to using either individually [86,88]. Hydrogen doped titania is generally blue or black
in appearance and so is commonly referred to as blue or black titania when searching
in literature.
1.1.2 Functionalized Titania Nanoparticles and Membranes
When molecules interact with titania surfaces, they may either undergo catalysis,
adsorb, or functionalize the nanoparticle. This affects the molecule and the molecule
alters the titania in return. Molecules can affect the electronic structure similar to
how dopants do, affecting the nanoparticle’s interaction with light which may be used
in applications such as organic solar cells. Going in the other direction, one hypothesis
we will outline here regarding how titania interacts with the adsorbed molecule will
result in a one-step photoresponsive filtration-catalysis membrane. In the following
sections, the interaction of select molecules with titania and their applications will be
laid out.
Poly-acrylic Acid on Titania
Poly-acrylic acid (PAA) is a polymer which has long been used as a dispersant
in titania and other ceramic slurries. This prevents agglomeration of the particles in
slip casting. PAA changes the particle’s surface tension in response to changing pH in
solution. This is achieved by changing the charge distribution in the polymer, forming
a double charge layer at the particle surface, causing polymer chains further out to
either expand and contract or lay down/stand up in response to the charge. This
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Figure 1.1: An illustration of the one-step photoresponsive filtration-catalysis mem-
brane
is caused primarily through deprotonation of the carboxylic acid functional groups
[94–96].
Another application of PAA with titania has been proposed in recent years: that
of a one-step photoresponsive filtration-catalysis membrane for actively filtering reac-
tants and products [97,98]. This may be referred to as a one-step filtration-catalysis
photoresponsive membrane. The hypothesis being that the photoexcitations from
titania, the same as generated during photocatalysis, may be able to interact with
the absorbed PAA, inducing the same change in charge distribution as does changing
the pH of the solution. If the polymer is present at the pore of a titania membrane or
on a nanoparticle of titania embedded in a polymer membrane, the change in charge
could cause the PAA to present more or less steric hindrance to reactants entering the
membrane, affecting the apparent pore size. This permits control over when reactants
enter the membrane wherein they can undergo catalysis through photoexcitation on
the titania. While one could obtain a similar effect by changing the pH of the solution
passing through the membrane as was done in the slurry solution, it may not be ideal
to change the pH of a solution in which catalytic reactions are occurring.
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Polydopamine on Titania
Dopamine adsorbed titania has a variety of uses. One application of particular
interest is as a thin film composite (TFC) membrane whereby titania nanoparticles
are embedded in a polydopamine membrane [99]. This permits the filtration of the
incoming solution while performing photocatalysis as light passes through the thin
membrane to reach the embedded particles. One such arrangement has been proposed
where polyvinylidene difluoride (PVDF) membrane is coated with polydopamine. The
PVDF has mechanical properties preferable over the polydopamine and is used for
the bulk of the membrane. For this reason, it is necessary to characterize the interface
between dopamine and titania [100].
P3HT on Titania
Poly(3-hexylthiophene-2,5-diyl) (P3HT) has been used in conjunction with tita-
nia nanoparticles and nanorods for use in inorganic-organic hybrid heterojunction
solar cells also known as a dye senstised solar cell (DSSC) [6–8, 101, 102]. Organic
solar cells permit the assembly of solar arrays which are flexible and may find use
in systems which need light weight, portable energy. The properties of the solar cell
depend not only on TiO2 and the attached ligands, but also the interface between
them. For example, work by Lin et al. suggests that depending on the attachment
of effective ligand molecules at the TiO2/P3HT interface, optical absorbance can be
increased while recombination of charge carriers can be decreased by almost an order
of magnitude [8]. As another example, the duration of annealing mesoporous titania
can increase absorbance by a factor of two in the UV-Vis range [6]. Not all of these
properties will be able to be investigated here due to the limitations of the chosen
modeling program.
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Quercetin on Titania
Flavonoids are a class of plant based polyphenols which have been studied for
their cancer prevention, anti-diabetic, and anti-oxidant properties among other ben-
efits [103–107]. These molecules are generally difficult to separate from the other
substances in the plants in which they are found without experiencing degradation.
As such, titania has been proposed as a means by which to separate flavonoids without
degradation to the chemical structure [4, 108]. This does not involve photocatalysis,
but merely the adsorption of the particle to the surface to be desorbed after separation
from other organic material.
Aminopropylsilane on Titania
Aminopropylsilane (APS) functionalized titania has been proposed as a means by
which to capture carbon dioxide (CO2) both in carbon capture of green house gases
and to recapture CO2 for use in industrial applications [5, 109]. Usually, the capture
of CO2 is done in amine baths. These have the disadvantages of solvent degregation,
evaporation, and corrosion [110–112]. It is hoped that by utilizing APS functionalized
TiO2, a heterogeneous catalyst with a longer lifespan may be created to perform the
same function, solving some of the problems experienced with the older method.
1.1.3 Ruthenium Dioxide
Besides characterizing the surface chemistry of titania in a number of environments
with a variety of molecules, one of the other goals of this research is to see if the
insights gleamed from work with titania can be applied to other catalytic systems.
Ruthenium (IV) dioxide (RuO2) is a metal oxide with the same crystal structure
as the rutile phase of titania. RuO2 is used as an electrocatalyst in the production
of halogens, such as chlorine from chlorine oxide [113]. Knowing ruthenium oxide’s
affinity to oxygen and halogen species, additional applications have been proposed,
8
one of which will be investigated here. But first, as was done with titanium dioxide,
a suitable surface must be prepared to accurately represent the environment likely to
be encountered in the catalyst’s operating conditions.
Hydroxyl Coverage of Ruthenium Dioxide
Less work has been done in literature to characterize the hydroxyl coverage of
RuO2 as has been done with TiO2 as TiO2 has been used in hydrolysis for the pro-
duction of hydrogen gas. However, as most all metal oxides will have some amount
of water coverage, it is important to investigate its effects on surface energy and
structure of RuO2.
Since RuO2 has the same structure as rutile TiO2, it has similar trends in surface
energy and therefore nanoparticle shape, leading to similar fractions of the low index
crystallographic planes at the surface. Less thought has been given in prior research
to the specific surface structure and more thought given to the overall performance
of the catalyst [40,41,114,115].
Mercury Passivation of Ruthenium Dioxide
Ruthenium dioxide has recently been looked at for use in coal power plants as
a means to passivate atomic mercury, found in coal ash and smoke, with hydrogen
halides and oxygen, to produce HgX2 and H2O. Figure 1.2 depicts the mechanism
proposed by Liu et al. whereby this occurs [116–118]. Atomic mercury is extremely
damaging in its vapor form. Once passivated as HgCl2 or HgBr2, it is still toxic.
However, mercury (II) chloride and bromide form a solid salt capable of being collected
more easily than the atomic mercury.
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Figure 1.2: The mechanism for the passivation of atomic mercury by hydrogen halides
as proposed by Liu et al.
1.2 Objectives and Outline
Over the course of this research, density functional theory, molecular dynamics,
and thermodynamic fundamentals will be used to investigate the properties of tita-
nium dioxide and its interactions with dopants and molecules. These methods are
described in Chapter 2 of this text.
To predict the potentials encountered by molecules approaching titania surfaces,
varying amounts of water coverage will be tested to simulate the interfaces likely to
be encountered in aqueous environments in a more encompassing manner than has
been performed in the literature. This also involves the use of implicit solvation in
density functional theory calculations, and comparing the energetics of the implicit
model with explicitly adsorbed water molecules. This is laid out in Chapter 3.
In Chapter 4 the effects of hydrogen and nitrogen doping will be compared to see
how these may be used to affect the catalytic performance of titanium dioxide pho-
tocatalysts. This will entail constructing a series of defect structures and comparing
the energy of formation and electronic density of states to determine the concentra-
tion of defects and calculating the UV-Vis and IR spectra to correlate findings with
experiment.
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Chapter 5 discusses an array of molecules and their interactions with different
crystallographic surfaces of titania to observe the effects they may have on titania’s
properties, such as affecting band gap and UV-Vis adsorption, and titania’s effects
on them, including induced steric and Coulombic hindrance to be used in a one-step
filtration-catalysis membrane.
Lastly, in Chapter 6 we will look at the set of rules we have observed to occur in
titania systems and see if they are applicable in other catalytic metal oxides, RuO2
specifically. Ruthenium dioxide will have the effects of water coverage on its surface
properties investigated along with the energy of adsorption of certain atoms/molecules
to the surface. More specifically, a mechanism whereby atomic mercury may be
passivated has been proposed, the steps of which will be tested.
From this, an encompassing discussion on the properties of photocatalytic titania
and the underlying thermodynamics will be available to further improve future re-
search in utilizing titania for use in industry and its characterization in fundamental
research. General rules as to the surface chemistry on titania surfaces will be laid out
and it will be seen if these properties apply to other catalytic systems.
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Chapter 2
Overview of Theoretical Methods
2.1 Ab-initio Materials Science
Computational methods of solving for the thermodynamic quantities of systems
of atoms are extremely useful as it permits one to determine enthalpic values that one
would not easily be able to determine through physical experimentation. In the case
when correlation exists between physical and computational methods, calculations
can act as corroboration to the results observed experimentally or vice versa: acting
as a guidance for the next experimental steps which should take place.
Explicitly solving for the interactions of large numbers of electron and nuclei can
lead to a many bodies problem whereby the computational cost increases exponen-
tially with the addition of each new particle. Additionally, matter at the quantum
scale must be treated as the aggregate of its parts as the particles in question cannot
be described solely through classical Newtonian physics. To this end, methods have
been developed whereby reasonable numbers of atoms can be considered in a quan-
tum mechanical scheme, maintaining accurate energy results, and still be feasible to
calculate in reasonable CPU-time. The underlying principles of one such method,
density functional theory, will be outlined here as it constitutes the bulk of the work.
Molecular dynamics will also be discussed briefly as it was performed for a handful
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of systems.
2.1.1 Mechanics of Density Functional Theory
Plane Wave Density Functional Theory (DFT) is a method of computational ma-
terials science which solves for the energy of an ensemble of electrons and nuclei by
evaluating the density of electronic states as plane waves in an energy functional. We
must define how subatomic particles interact with each other to determine how the
arrangement of atoms results in specific energy values.
The Schrödinger equation, given by equation 2.1, relates the energy (E) of a
system of atoms to a wave function (ψ) via the Hamiltonian operator (H).
Hψ = Eψ (2.1)
The wave function is a mathematical description of the probability of quantum states
over space and is an array of size 3N for the time independent Schrödinger equation1,
where N is the number of atoms. The values in the array are referred to as eigen-
states, and are a set of solutions to the Hamiltonian. Schrödinger’s equation cannot
be solved for analytically for large systems as it requires solving for all potentials si-
multaneously, with self-interactions complicating things. However, we can make good
approximations of multi-particle systems if we break them down to their constituents.
For collections of electrons interacting with multiple nuclei, we can define the
Hamiltonian operator of the Schrödinger equation as a sum of potentials, given by
the equation
− h̄2
2m
N∑
i=1
∇2i +
N∑
i=1
V (ri) +
N∑
i=1
∑
j<i
U(ri, rj)
ψ = Eψ (2.2)
1Wave functions solve for the ground state energy of the system, which is independent from
time. Therefore we use the time independent Schrödinger equation in DFT, rather than the time
dependent equation.
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The terms in this Hamiltonian correspond to, from left to right, the sum of kinetic
energy of each individual electron, the potential interaction between each electron
and the atomic nuclei of the system, and the interactions between different electrons.
The interaction between electrons is the most complex of these potentials as electrons
are more greatly influenced by the wave portion of their wave-particle duality than,
say, protons and neutrons. Because of this, we can chose to describe an electron as
existing as a wave rather than a discrete particle. The collective interaction of these
waves for N electrons can be approximated as the product of the wave functions of
the individual wave functions ψ = ψ1(r)ψ2(r)ψ3(r), ..., ψN(r). If we take the wave
function of any 2 electrons occupying the same wave function, ψ(ri, rj), and take
the Slater determinant, we can change the sign of the solution when switching the
location of the electrons, known as antisymmetry, which helps in satisfying the Pauli
Exclusion Principle. In addition to the wave function relating the Hamiltonian to the
energy value, there is also a wave function term in the Hamiltonian potential itself
for electron-electron interactions. The potential can be solved for probabilistically as
the arrangement of N electrons arranged at a set of coordinates r1,r2,...,rN . This is
related to a term known as the electron density, n(r), given by
n(r) = 2
∑
i
ψ∗i (r)ψi(r) (2.3)
where the asterisk denotes the complex conjugate of the wave function. The 2 in
the equation accounts for the Pauli Exclusion Principle as one wave function can
be occupied by two electrons if they have opposite spin. A more explicit version of
equation 2.2 can be given by expanding out the summation terms and writing them
in terms of the electron density and wave functions as contributions to the energy
functionals.
As stated before, we cannot solve for all multi-particle states in Schrödinger’s
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equation analytically. As such, we should break it down to solve for one electron
(i) at a time for the single particle energy, Esing[{ψi}], and those between particles,
EXC [{ψi}]. Both of these contribute to the total energy functional for a single electron
wave function, E[{ψi}].
E[{ψi}] = Esing[{ψi}] + EXC [{ψi}] (2.4)
The energy contributions to the single particle energy are similar to the ones seen
before and are shown by equation 2.5 and include (from left to right) those due to
the kinetic energy of electrons, the interactions between electrons and atomic nuclei,
interactions between electrons, and the intrinsic energy of the nuclei themselves, Eion.
The term EXC [{ψi}] in equation 2.4 refers to the sum of exchange and correlation
energies, accounting for quantum mechanical effects. It will be discussed in further
detail later.
Eknown[{ψi}] = −
h̄2
m
∑
i
∫
ψ∗i∇2ψid3r +
∫
V (r)n(r)d3r
+
e2
2
∫ ∫
n(r)n(r′)
|r− r′|
d3rd3r′ + Eion
(2.5)
The total energy functional (the sum of the single particle and exchange-correlation
energies) gives a good approximation for the energy of the system. However, if each
solution involves solving equations utilizing every electron, this becomes computa-
tionally arduous. We can simplify the equation to find the electron density by solving
a set of equations each involving only a single electron.
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The Kohn-Sham Equation
The Kohn-Sham equation removes the summations from equation 2.2 to solve for
single electron wave functions. It is given by the equation
[
− h̄
2
2m
∇2 + V (r) + VH(r) + VXC(r)
]
ψi(r) = εiψi(r) (2.6)
The terms in the Hamiltonian of the Kohn-Sham equation are, from left to right,
kinetic energy term, the interaction between a single electron and the collective atomic
system (V (r)), the Hartree potential (VH(r)), and the exchange-correlation potential
(VXC(r)).
The Hartree potential, equation 2.7, calculates the Coulombic repulsion between
the electron being considered in the Kohn-Sham equation and the surrounding elec-
tron density. Self-interaction between the electron and the electron density, of which
it is a part, must be accounted for. This will be taken care of in the next potential,
the exchange-correlation potential.
VH(r) = e
2
∫
n(r′)
|r− r′|
d3r′ (2.7)
The exchange-correlation potential (VXC(r)) entails contributions to the energy
of the system from quantum mechanic effects. These include the effects between
electrons and the electron-density interactions and between electrons of same spin
(exchange energy) and opposing spin (correlation energy). The exchange-correlation
potential can be described as the functional derivative of the exchange-correlation
energy.
VXC(r) =
δEXC(r)
δn(r)
(2.8)
A variety of methods for describing the exchange-correlation energy have been devel-
16
oped over the years. These will be briefly discussed in more detail in the subsection
on pseudopotentials.
The above equations have laid out how we may describe the wavefunction of a
singular atom. Now, we must discuss means of describing groups on atoms together.
Super Cells and Bloch Waves
Calculations on the energy of atomic systems in DFT are performed in what is
referred to as a super cell. Super cells, much like unit cells, are periodic through space,
repeating the same arrangement of atoms in each cell along the principle directions
used to describe the cell: a1, a2, and a3. This is the conceptual interpretation at
least. DFT makes use of periodic boundary conditions to calculate bulk properties.
Not including these tessellated super cells, referred to as image cells, would be closed
boundary conditions and would lead to unmet bonding at the edges of the calculation
box. Periodic boundary conditions permit the calculation of bulk cohesive energy of
solids. Sometimes a surface calculation is needed, in which case a ’slab’ of material is
created which is semi-infinite in the x and y directions. Due to the periodic boundary
conditions, there is periodicity in the z direction as well, so care must be taken to
ensure slabs of material don’t interact with their image self through Coulombic forces
across the boundary in the z direction. Any changes made in the main cell are made
in the image cell. A schematic of the periodic boundary conditions for bulk and slab
geometries are shown in figure 2.1.
As stated previously, we are solving for electron waves in this periodic box. As
such, for the waves to be continuous, as they should be, the eigenstate on one side of
the box will be the same as its corresponding location on the other side of the box at
the periodic boundary. Calculations of the interactions of waves take place in what
is referred to as reciprocal space. The relation between the cell directions in real and
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Figure 2.1: The periodic relation of image cells to the super cell for bulk (left) and
slab (right) calculation geometries.
reciprocal space is given by the parameters b1, b2, and b3.
b1 = 2π
a2 × a3
a1 · (a2 × a3)
b2 = 2π
a3 × a1
a2 · (a3 × a1)
b3 = 2π
a1 × a2
a3 · (a1 × a2)
(2.9)
The wave function is evaluated at discrete points, known as k-points, in reciprocal
space. Special points of symmetry can reduce the volume of the cell to be evaluated
through basic symmetry operations. This helps us in reducing our computational
costs. Symmetry elements also permit us to construct what is known as the Brillouin
Zone. The Brillouin Zone is the primitive cell of the reciprocal space, created by
drawing planes at the bisects of and orthogonal to paths connecting lattice points
in the reciprocal lattice. The volume enclosed by these planes makes the Brillouin
Zone. This is of importance as it has been shown that the electronic structure of a
periodic solid can be described completely by the solutions in the first Brillouin Zone.
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The Irreducible Brillouin Zone takes into account symmetry, even further reducing
the volume being considered.
The group of k-points at which we evaluate the wave function in the Brillouin
Zone are referred to as a k-mesh with k referring to the vector commonly denoted to
represent the path of waves in reciprocal space in solid state physics. These meshes
can be tailored to fit one’s needs and include Monkhorst Pack and Gamma centered
schemes.
Now, after discussing the interaction of electrons with electrons and electrons
with nuclei, we are finally ready to discuss the description of particles in periodic
solid states, as was developed by Felix Bloch. We must first satisfy Bloch’s Theorem
which states the solution must be expressed as a sum in the form given by the equation
φk(r) = exp(ik · r)uk(r) (2.10)
where k is a position vector and uk is a periodic distance in space with the same
periodicity as the super cell. We can choose to expand the expression to be written
in the form of a specific set of plane waves
uk(r) =
∑
G
cG exp [iG · r] (2.11)
where G = n1b1 + n2b2 + n3b3 is a position vector in reciprocal space with n1, n2,
and n3 being integer values. Any vector G in reciprocal space can be related to a
positional vector ai in real space by G · ai = 2πni from our definition of the reciprocal
lattice vectors. Combining equations 2.10 and 2.11 gives us
φk(r) =
∑
G
ck+G exp[i(k + G)r] (2.12)
This summation is not very useful however as attempting to perform the summation
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at any point in reciprocal space would result in an infinite summation as a result of
summing all G vectors in all of space. This infinite sum can be negated through two
assumptions: that the solutions for Schrödinger’s equation using equation 2.12 can
be in terms of kinetic energy (equation 2.13) and there is some cutoff energy above
which we do not need to consider solutions from (equation 2.14).
E =
h̄2
2m
|k + G|2 (2.13)
Ecut =
h̄2
2m
G2cut (2.14)
From these, the infinite sum reduces to
φk(r) =
∑
|G+k|<Gcut
ck+G exp[i(k + G)r] (2.15)
We can now describe the periodic solids using plane waves in reciprocal space to
describe electron density in the time independent Schrödinger equation (or rather
Kohn-Sham equation). We can now solve for their ’most exact’ solution: the lowest
energy configuration.
Energy Minimization Methods
The ultimate goal of zero temperature DFT calculations is to find the global mini-
mum energy structure. Again, we cannot solve the Schrödinger/Kohn-Sham equations
directly, but we can make a guess, take a step, and if the energy of the second step is
smaller than the first we know we’re going in a good direction. Energy minimization
calculations are performed in two parts: first by iteratively converging the electronic
structure until the difference in energy between one iteration and the next is below
some threshold and then the ions are moved and the electron minimization step re-
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Figure 2.2: The iterative energy minimization process performed in DFT.
peated. Once the difference between ionic minimization steps reaches some threshold,
the test stops. This is shown as a flowchart in figure 2.2.
The step size, in terms of distance to move the ion and in terms of difference in
energy, is usually not linear and takes smaller steps as the solution converges. There
are several different methods for solving electronic and ionic convergence, including
Residual Minimization Method Direct Inversion in the Iterative Subspace (RMM-
DIIS), Conjugate Gradient (CG) and the Blocked-Davidson algorithm.
There is a paradox of sorts that exists when solving for the wave functions to find
the energy. The wave functions are effected by the electron density in the Hamiltonian,
but those are themselves determined by the wave function that we are trying to solve
for. To alleviate this, the guess made at the beginning for the wave functions use some
known potentials to solve for energy. This is input into the iterative loop until we get
a converged energy and the wave function which describes it. One of the ways we can
improve the conditions of the original guess is by use of appropriate pseudopotentials.
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Figure 2.3: The interatomic potential for a diatomic molecule (left) and a simulated
pseudopotential laid over the electron Coulombic potential energy in a 1s orbital
(right).
Pseudopotentials
Earlier we mentioned exchange-correlation functionals. They are functionals that
approximate quantum mechanical effects in the system and are the sum of the ex-
change and correlation energies.
EXC = EX + EC (2.16)
where EX is the exchange energy between electrons of the same spin and EC is the
correlation energy between electrons of different spin, correlating to Pauli’s Exclusion
Principle and symmetric/antisymmetric wave functions.
Multiple different methods exist to evaluate the exchange-correlation energy. The
main ways they differ is in how they prevent infinite energy wells from occurring
around atom nuclei, shown in figure 2.3 and how they consider the interaction of
an electron with the surrounding electron density. Two examples of potentials are
generalized gradient approximation (GGA) and local density approximation (LDA),
the potentials of which are given by equations 2.17 and 2.18, respectively.
V GGAXC (r) = VXC [n(r),∇n(r)] (2.17)
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V LDAXC (r) = V
electrongas
XC [n(r)] (2.18)
These differ in that LDA is defined as the exchange potential for the spatially uniform
electron gas with the same density as the local electron density, whereas the GGA
functional is calculated using both the local electron density and the gradient in the
density.
It should also be mentioned here that the electrons we have been discussing
throughout the course of this discussion are merely the outer electrons (not nec-
essarily valence electrons), since these are the ones primarily involved in bonding.
We can reduce our computational work load by considering the inner electrons along
with the nuclei as part of the ions moved in the ionic convergence step, possessing
a partial positive charge equal to the number of outer electrons of the atom (in an
overall neutral super cell).
Smearing
When evaluating the eigenvalues of the band structure, a small change in the con-
ditions can be the difference between an electron being in an excited state or unexcited
state, which can result in a large change in the energetics of the structure. Thus, to
prevent extreme changes from occurring, an operation known as smearing is intro-
duced to the occupancy of the bands. Instead of going from a purely occupied state
to a fully unoccupied state, the energy states go from gradually occupied to gradu-
ally unoccupied, as shown in figure 2.4. The amount by which the occupancy curves
is represented by σ. DFT tests are commonly performed at zero temperature (not
including temperature dependent DFT (TDDFT)). At zero temperature, no partial
occupancy exists, so introducing this smearing is akin to introducing a small amount
of temperature into the system, represented as an increase in entropy. The difference
is generally so small as to be unnoticeable when reporting energy values. σ values of
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Figure 2.4: The effect of smearing on occupancy in electronic states.
0.01-0.1 are common in insulators and semiconductors with metals needing a higher
value of around 0.2. Picking too high of a sigma can result in ’sloshing’, meaning the
electrons are calculated as moving around a lot and the test never converges, while
too small of a sigma can result in inaccurate forces and therefore structures.
Some examples for calculating partial occupancy of orbitals include Gaussian
smearing, Fermi smearing, and the tetrahedron method. The tetrahedron method
is commonly accepted to be the most accurate method for determining electronic
structure in insulators and semiconductors. However, it cannot be used for systems
with 3 or fewer k-points. In that case, Gaussian smearing should be used. For struc-
ture relaxation in metals, a method called Methfessel-Paxton smearing should be
used. The tetrahedron method is useful for determining density of states in all kinds
of materials, again assuming sufficient k-points are used.
From here we have all the major tools necessary to calculate the energy of differ-
ent systems of atoms. However, energy levels are not the only property that can be
determined by these methods. By taking a few additional steps, we can derive quan-
tities which can be measured by physical experimentation to draw relations between
what is seen and what is calculated.
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2.1.2 Band Structures and Electronic Density of States
Band structures and electronic density of states are calculated from the eigen-
states. Density of states are a sum of all states existing at a particular energy value as
determined from the points evaluated in the k-mesh, measured in units of states/eV.
Band structures are graphical representations of the eigenstates plotted along k-paths
connecting points of special symmetry in the reciprocal structure. Both show the band
gap of the system. Band gaps can be solved for experimentally using Tauc plots which
relate the electromagnetic absorption to the energy of photon absorbed to give the
direct band gap.
2.1.3 Infrared Spectroscopy
Infrared spectroscopy techniques such as Raman and FTIR (Fourier-transform in-
frared) can be approximated in DFT. One method of determining FTIR spectroscopy
solves for the phonon density of states (pDOS), calculated using density function
perturbation theory (DFPT) [119]. From this, the Born effective charge is computed
and the permitted phonons and their frequencies are determined, which are plotted
as delta peaks on a graph. A delta peak broadening script can then be used to make
the peaks resemble an FTIR spectra one might find through physical experimenta-
tion. A script interpreting the results from the output files was generated by David
Karhánek [120,121]. The results obtained computationally can then be compared to
those obtained experimentally to corroborate which structures are present in physical
experimentation.
2.1.4 UV-Vis Spectroscopy
While photons are not directly modeled in DFT, their interactions with matter
can be modeled in the form of photoexcitations. This can either be done by calcu-
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lating the frequency dependent dielectric matrix or performing a GW quasi-particle
calculation followed by a Bethe-Salpeter Equation (BSE) calculation to find the ab-
sorption. In this work, the method using the dielectric matrix will be utilized as
GW/BSE methods are computationally expensive for large cells. The matrix, as a
function of energy level, has a real (ε1) and imaginary (ε2) portion, the imaginary
part of which is determined by summation over empty states in both the conduction
band and the valence band and is the main contribution to absorbance over visible
light wavelengths. The real and imaginary dielectric terms are combined to calcu-
late optical properties such as the extinction coefficient (κ), refractive index (n), and
the absorption coefficient (α) using relations based off Maxwell’s relations and later
relations calculated for semiconductors by Tauc [122–124] and Davis [125].
|ε| =
√
ε21 + ε
2
2 (2.19)
n =
√
|ε|+ ε1
2
(2.20)
κ =
√
|ε| − ε1
2
(2.21)
α =
4πκ
λ
(2.22)
(αhv)
1
2 = A(hv − Eg) (2.23)
Additional terms include λ as the wavelength of light, A for absorbance, and h as the
Planck constant. In thin films, the absorption coefficient is approximately linearly
related to absorbance. This method will be used in this research to evaluate the
effectiveness of the photocatalytic properties of titania.
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2.2 Molecular Dynamics
One step up from ab-initio calculations on the tree of computational materials
science in terms of time and length scales is molecular dynamics (MD). MD was used
briefly in this work to investigate the different possible confirmations polymers may
take. One may wish to look to other sources to receive a more thorough discussion of
the mechanics of molecular dynamics than what is shown here, but it will be explained
briefly here.
In molecular dynamics, atoms, rather than being considered as ions with valence
electrons being treated as waves, instead are treated as following Newtonian mechan-
ics with Coulombic forces acting on them. The protocols which may be employed
to calculate these forces are referred to as thermostats [126, 127]. They fall into one
of two categories: stochastic or deterministic. Stochastic methods rely on random
number generators and statistics to determine motion and do not guarantee the same
conformations will arise from the same starting conditions. Deterministic are... de-
terministic... and the same input will give the same output. Stochastic protocols
include the Andersen [128] and Langevin [129–132] thermostats while deterministic
methods include the Nose-Hoover [133–135] thermostat.
When running molecular dynamic calculations, independent variables are held
fixed while dependent variables are free to adjust (see Maxwell relations). These are
generally referred to as ensembles (a probability distribution of the state of a system
which is in statistical equilibrium) and include
• The canonical ensemble: constant number of particles, constant volume, &
constant temperature (NVT)
• The isothermal-isobaric ensemble: constant number of particles, pressure, &
temperature (NPT)
• The microcanonical ensemble: constant number of particles, volume, & energy
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(NVE)
Two others less common to molecular dynamics are isoenthalpic-isobaric (NPH) and
grand canonical (µVT) ensembles.
Explicit water solvation is common in molecular dynamics tests. However, the
mass difference between hydrogen and oxygen results in excess energy from the ther-
mostat modes being assigned to these bonds, leading to inaccurate forces. Addition-
ally, keeping the geometry of the water molecule held fixed within its own coordinate
system permits larger systems to be tested as computational resources are not ex-
hausted solely on the water. Several different types of commonly utilized water model
exist, the most prominent of which are TIP3P [136–138] and TIP4P [136, 139], so
called as they have three and four, respectively, point charge locations: one for each
atom and, for the four point charge system, one for the oxygen electron pairs. The
water bond lengths and angles are held fixed through either the SHAKE or RATTLE
methods.
Quantitative terms exist whereby we may measure the progression of an MD
system as a function of time step. These include phase space, the pair correlation
function, and the autocorrelation function. Phase space is the possible range of con-
formations a molecule may take at the specified conditions, with stochastic modeling
is generally accepted as being better at sampling phase space than is deterministic
modeling. The pair correlation function is a measure of the number of atoms which
may exist as a function of distance from any given atom. Finally, the autocorrelation
function is a measure of how correlated any two steps are, separated by a drift time
td. This can be applied to any variable. Below it is written in terms of the energy
autocorrelation function.
E(td) =
1
tmax
tmax∑
t0
E(t0)E(t0 + td) (2.24)
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where t0 is the time step being considered, td is the drift time away from t0, and
tmax is the max time step away from t0 which may be considered for a given td. The
maximum time is given by
tmax = L−
td
∆t
(2.25)
where L is the length of the data set and ∆t is the time step. A more specific auto-
correlation which may be considered is the velocity autocorrelation function (VACF).
One definition of which is given below.
ψ(td) =
1
N
〈
N∑
i
~vi(t0) · ~vi(t0 + td)
〉
(2.26)
The velocity auto correlation function can be normalized (normalized VACF) to com-
pare across different systems, given by
Z(t) =
〈∑N
i=1 ~vi(t0) · ~vi(t0 + td)
〉
〈∑N
i=1 ~vi(t0) · ~vi(t0)
〉 (2.27)
These quantities serve the purpose of evaluating whether an arrangement of atoms
is sufficiently independent from the initial starting conditions to be considered repre-
sentative to the conditions at the independent variables in question.
Computational Materials Science cover a wide breath of topics. One need not be
an expert in all of these to employ DFT or molecular dynamics in research, but it is
necessary to nonetheless understand the mechanics of these methods so as to identify
how parameters will affect the validity of the results. In the following chapters,
these methods will be used to characterize systems of atoms for the purposes of
characterizing and improving titanium dioxide’s use in photocatalysis.
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Chapter 3
Hydroxyl Coverage of Titania
As most chemistry performed using titanium dioxide is performed in aqueous
conditions, it is necessary to determine the effects the environment may have on
surface chemistry. This will be investigated by utilizing explicit surface solvation and
implicit dielectric solvation to see their effect on surface chemistry in later chapters.
3.1 Preliminary Results
Prior to testing the systems of interest to this research, a series of baseline tests
must be performed which serve to confirm that appropriate settings are selected and
are needed to compute intermediary values prior to the end result. These can be
corroborated against past literary results.
Density Functional Theory (DFT) calculations were performed using the Vienna
Ab-initio Simulation Package (VASP) [140–143] version 5.3.2. For calculations con-
cerning titania, the two main polymorphs, anatase and rutile (the unit cells of which
are shown in Figure 3.1) were tested for all cases. The lattice parameters of the unit
cells for these were found by varying the lattice parameters, a and c, independently
from one another to generate a grid of possible combinations and had their minimum
energy configurations calculated. A fifth order polynomial surface was generated to
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Figure 3.1: Structures of anatase (left) and rutile (right). Cyan spheres correspond
to titanium atoms. Red spheres correspond to oxygen atoms.
find the most stable combination of lattice parameters. The curves for these are
shown in Figure 3.2. For anatase the most stable lattice parameters were found to be
a=3.82 Å and c=9.68 Å. For rutile the lattice parameters are a=4.97 Å and c=2.97
Å. Lattice parameters for structures generated with Generalized Gradient Approx-
imation (GGA) potentials tend to be a few percent larger than the experimentally
agreed upon value. This is because GGA potentials tend to slightly underestimate
the bond strength between atoms, leading to longer bonds and larger lattice parame-
ters [144]. The overestimation here is 0.99% and 1.78% larger than the experimentally
agreed upon anatase lattice parameters of a=3.785 Å and c=9.514 Å, respectively.
For rutile, the difference is 1.53% and 0.35% for its experimental lattice parameters of
a=4.594 Å and c=2.959 Å, respectively [145]. This is not considered to be a significant
difference. A subset of GGA, Perdew-Burke-Ernzerhof (PBE) exchange-correlation
potentials, were used in this research. Electron wave interactions were modeled using
the projector augmented wave (PAW) method with an electronic kinetic energy cutoff
of 400 eV.
When originally calculating the bulk structure, fine k-point grids of 12x12x4 per
unit cell for anatase and 8x8x12 for rutile were used to ensure accurate energy values.
However, when scaling up to larger tests, it is desirable to reduce the k-density as
much as possible to reduce the computational costs of each test and ensure it will run
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Figure 3.2: Energy as a function of lattice parameter for anatase (left) and rutile
(right). The lattice parameters are a = 3.82 Å and c = 9.68 Å for anatase and a =
4.97 Å and c = 2.97 Å for rutile.
Figure 3.3: Energy as a function for k-points for anatase (left) and rutile (right) for
one unit cell.
in the time allotted by the computer system. The previously converged unit cells were
taken and had their minimum energy plotted as a function of k-point density, shown
in Figure 3.3. Tests were converged to an ionic convergence of 1e-5 eV/atom. K-point
grids of 8x8x4 and 6x6x8 for anatase and rutile, respectively, were determined to be
sufficient for most tests with the value being scaled in relation to the super cell size.
This is well within the converged region. For tests where the super cell was not an
integer multiple size of the unit cell, an appropriate value within the converged region
was selected and used as a baseline.
To test surface effects, slabs of material were prepared with varying thicknesses
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Figure 3.4: Relaxed structures of the anatase (101), left, and rutile (110), right,
surfaces.
of atomic layers. This is necessary as one must have sufficiently converged surface
energy values. Ideally, one would like to create a slab as thin as possible so as
to decrease computational costs. However, surfaces cause reconstruction within the
slab, rearranging the atoms from their bulk positions to mitigate the unmet bonds at
the exposed surface. If the slab is not sufficiently thick, the reconstruction on one side
can begin to interact with the one on the opposing surface, affecting the measured
value for surface energy.
To calculate the surface energy of each crystallographic surface, we determine the
energy contributions due to each component of the system as they add to the total
energy. This is given by equation 3.1
Etot = nT iO2ETiO2 + γhklAhkl (3.1)
where Etot is the total energy of the super cell, nT iO2 is the number of chemical units
of TiO2 present in the system, ET iO2 is the energy per chemical unit of TiO2 in the
bulk, γhkl is the surface energy for a particular crystallographic surface (hkl), and
Ahkl is the area of surface (hkl) present. Rearranging this we can solve for the surface
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energy.
γhkl =
Etot − nT iO2ET iO2
Ahkl
(3.2)
Anatase nanoparticles tend to have crystallographic surfaces orientated along the
(001), (100), and (101) planes while rutile has ones along the (001), (100), (101),
and (110) planes. The (101) plane is generally the most common surface on anatase
nanoparticles (excluding a drastic change in the synthesis environment such as in-
creasing pH, which can cause the (001) surface to become prevalent over the (101)
plane), while (110) is the most common surface on rutile nanoparticles (again ex-
cluding significant changes in synthesis environment). Figure 3.4 shows the relaxed
structures for the anatase (101) and rutile (110) surfaces. While all main nanoparti-
cle surfaces were investigated, these two will be given extra attention as they are the
two most common ones in photocatalysis studies, both for their prevalence and their
low surface energy. Figure 3.5 shows the surface energy of the principle anatase and
rutile surfaces as a function of slab thickness. Surface energy values reported in the
literature tend to be oscillatory in nature. Slabs with even numbers of layers tend to
be on one side of the converged surface energy value while one with an odd number of
layers will be on the other side. This is because the, say, (001) surface may a different
arrangement of atoms, or at the very least differently orientated, to the (002) surface
for most lattices. However, only odd numbers of layers were tested for most systems
here. Therefore we don’t see the oscillations. The exception for this is the 101 surface
where both even and odd numbers of layers were tested. The rutile (101) surface does
not have well defined atomic layers perpendicular to the crystallographic/slab plane
(i.e. it’s difficult to determine where one layer ends and the next begins). This leads
to the near (but not quite) oscillatory behavior seen on the graphs. Table 3.1 lists
the thickness of the converged slab used in the testing for each of the crystallographic
surfaces along with comparisons to previous results in the literature [1].
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Figure 3.5: The surface energy as a function of thickness for anatase (left) and rutile
(right).
Table 3.1: Converged surface energy values used for testing of TiO2 and their com-
parisons to literature [1].
Surface Layers Surface Literary
Energy (eV/Å2) Results (eV/Å2)
Rutile (001) 13 0.0785 0.0868-0.117
Rutile (100) 9 0.0403 0.0431-0.0749
Rutile (101) 6 0.0607 0.0749
Rutile (110) 9 0.0303 0.0218-0.0568
Anatase (001) 9 0.0646 0.0612-0.0861
Anatase (100) 9 0.0371 0.0362-0.0605
Anatase (101) 6 0.0309 0.0331-0.0531
Anatase (110) 7 0.0648 0.0655-0.0861
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Figure 3.6: The surface coverage of anatase (101) (left 2) and rutile (110) (right 2) for
associatively (left of each) and dissociatively (right of each) adsorbed water molecules.
Other settings required for performing the tests in this dissertation are laid out
in their respective chapters. They mostly discuss the arrangement of atoms and
program tags used within each series of tests. Lattice parameters remains the same
for all tests. K-densities were matched as closely as possible with the exception of
HSE03 tests, where they were halved due to the restrictions on the amount of time
a test may take on a computer or super cell geometry. Lowering the k-density lowers
the computational cost of the test and, as seen in Figure 3.3, would stall fall within
the converged k-density range.
3.2 Hydroxyl Coverage of Titania
When investigating the effects of water coverage on titania surfaces, water molecules
were added incrementally. Each surface used in testing had 4 or 8 possible adsorption
sites, assuming that the oxygen atom in the water molecule adsorbed only to surface
titanium atoms and not surface oxygen atoms. Water molecules were adsorbed to
surfaces either associatively (aka molecular adsorption) or dissociatively in separate
tests to compare the effects of each adsorption mechanism.
Each of the low index surfaces ((001), (100), (101), and (110)) for anatase and
rutile were tested as having different amounts of coverage (θ). Water molecules were
added in 25% increments until fully covered. This was done for both the associa-
tive and dissociative cases for both anatase and rutile. Sample structures for these
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are shown in Figure 3.6. From this, the energy of adsorption for each surface was
determined as a function of water coverage.
When solving for the energy of adsorption of water to the surface, Eads,H2O, take
the equation previously used for surface energy and add terms for the adsorbed water
molecule.
E∗ads,H2O =
E∗tot − nT iO2Ebulk − γ∗hklAhkl − nH2OE∗H2O
nH2O
(3.3)
where nH2O is the number of water molecules present, E
∗
H2O
is the intrinsic energy
of an solitary water molecule, and E∗ads,H2O is the energy of adsorption of that water
molecule to the crystallographic surface. The asterisk in these equations is a place-
holder for the environmental conditions the system is found in. Surface chemistry can
either be performed in air or in an aqueous environment. Air containing environments
can generally be simulated just using the vacuum state of DFT tests and applying
chemical potentials, arising from partial pressure of the gases, to the energy values
received. Aqueous tests can be simulated using either explicit or implicit solvation.
Explicit solvation includes actual individual water molecules placed within the super
cell. Common in molecular dynamic calculations, this is extremely computationally
expensive to do in DFT tests. Instead, implicit solvation is performed whereby a
dielectric constant is imposed in the vacuum regions of the super cell, preventing
electronic potentials from extending out into the previously empty region, much as
the presence of water does. Implicit solvation was added to these tests using the
VASPsol extension [31,32].
The use of implicit solvation introduces an addition term to calculate: solvation
energy. The solvation energy gives quantitative value to the affinity for a given
molecule or nanoparticle surface to exist in solution. It can be solved for by using
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the unsolvated state as the reference state.
Esolv = Etot,solv − Etot,vac (3.4)
where Esolv is the energy of solvation, Etot,solv is the total energy of the system with
solvation turned on, and Etot,vac is the total energy of the normal system with solvation
turned off. Combining equation 3.3 with 3.4, we can solve for the energy of adsorption
in the vapor and aqueous states and compare them.
Evapads,H2O =
Evaptot − nT iO2Ebulk − γvachklAhkl − nH2OE
vap
H2O
nH2O
(3.5)
In this equation, terms with the ’vap’ superscript are those influenced by the envi-
ronment and denote the system is in the vapor/air state. Alternatively, we can solve
for the energy of adsorption in the aqueous state
Eaqads,H2O =
Eaqtot − nT iO2Ebulk − γ
aq
hklAhkl − nH2OE
aq
H2O
nH2O
(3.6)
where the ’aq’ superscript denotes the terms are present in the aqueous state (i.e. in
solution).
The problem with the above equations, however, is that they consider the energy of
adsorption to be a single term, which becomes an average when more than one water
molecule per super cell is adsorbed to the surface. This was covered in the background
section as an issue with Arrouvel et al. [17,18] as the energy of adsorption they found
was an average and was not differentiated between the different types of adsorption
present on the surface. To find the driving force necessary to adsorb each new water
molecule to the surface, we must instead compare the energy values of a given amount
of coverage to one with less coverage. This is given by the following equation.
dEads,H2O = En − (En−1 + EH2O) (3.7)
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Figure 3.7: The isocoulombic charge cutoff surface at which the dielectric function is
imposed. The shaded region on the right illustrates the implicit solvation is utilized
when the dielectric constant of the vacuum is non-zero.
where dEads,H2O is change in the energy of the system from one amount of coverage
to the next, En is the energy of the system with a given amount of coverage being
considered, and En−1 is the energy of the system with the prior amount of coverage
being considered. So if solving for dEads,H2O with 25% coverage, the prior state (n-
1) would be 0% coverage. This results in a more accurate description of how much
energy is required to adsorb each new water molecule rather than the equation used
in past research. Results using the definitions from both equations 3.3 and 3.7 will
be discussed in this work.
The energy of adsorption as a function of coverage for both anatase and rutile,
with associative and dissociative adsorption, in the vapor and aqueous states, are
presented in this work. Also included are the solvation energy per adsorbed molecule
(eV/H2O) as a function of coverage and the solvation energy per area (eV/Å
2) as a
function of coverage.
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3.3 Structures
The structures for associative and dissociative adsorption on anatase (101) and
rutile (110) are shown in Figure 3.6. The structure for both adsorption geometries
on the other crystallographic surfaces are shown in Figure 3.8. Surface perturba-
tion, separate from that occurring due to energy minimization from bulk positions,
is present in many of these structures. Generally, these result in the titanium and
oxygen atoms returning to their bulk positions as the presence of an adsorbed species
at the surface mitigates the unmet bonds which caused the bare surface reconstruc-
tion. This is especially noticeable on the rutile (110) surface wherein the surface
titanium atom with the dissociatively adsorbed hydroxyl group is in plane with the
fully-coordinated titanium and oxygen atoms of the surface, compared to its bare
surface reconstruction in which the five-fold coordinated titanium atoms, which are
six-fold coordinated in the bulk material, recede down into the surface to mitigate
unmet bonds, reducing the penalty for surface energy. Other adsorptions seem to
break bonds, such as associative and dissociative adsorption on the anatase (001)
surface, whereby the surface titanium and oxygen move apart from one another to
the point where it may be said the bond is no longer present.
Generally, in dissociative adsorption, the oxygen of the hydroxyl species tends to
orientate itself towards the deprotonated surface hydrogen atom. The exception to
this is the anatase (101) surface in which the oxygen-hydrogen bonds for the hydroxyl
group and for the adsorbed hydrogen are parallel. As depicted in Figure 3.6, these
two could be said to be on the same ’ridge.’ Placing the hydrogen atom on the two-
fold coordinated surface oxygen immediately left of the hydroxyl, which we will say
share the same ’trough,’ still results in the bonds being parallel but with the oxygen
of the hydroxyl orientated towards the deprotonated hydrogen. These two structures
are within several hundredths of an electron volt of each other with the same-ridge
version in Figure 3.6 being the lower of the two. This implies that in this, and
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Figure 3.8: The adsorption of water molecules to the less common crystallographic
surfaces with associative adsorption on the top row and dissociative on the bottom
row and, from left to right, anatase (001), anatase (100), rutile (001), rutile (100).
possibly other, structures there are multiple similar conformations which have similar
thermodynamics and could result in favorable adsorption. The energy minimization
of DFT only directs the atoms towards the global minimum energy configuration.
To test in the future if there are other enthalpically favorable configurations, it is
recommended that temperature dependent density functional theory (TDDFT) be
used.
The energy of adsorption values will indicate which of these structures is most
likely to be present on nanoparticle surfaces and under what conditions.
3.4 Energy of Adsorption
The energy of adsorption as a function of surface coverage for the major crystal-
lographic surfaces of anatase and rutile are shown in Figures 3.9 and 3.10. Figure 3.9
uses equation 3.3, the one used in the literature, to describe the adsorption energy,
while Figure 3.10 uses equation 3.7, where the energy is evaluated in terms of each
new molecule adsorbed.
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Figure 3.9: The energy of adsorption as a function of water coverage for anatase (left
side) and rutile (right side) with associative (top) and dissociative (bottom) coverage.
Solid lines indicate energies for the vapor state while dashed lines are for the aqueous
state.
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With the exception of the anatase (001) surface when looking at Figure 3.9, the
energy of adsorption of water species from vapor (air) environments generally stays
the same across all coverages for each surface, with all being favorable with an Eads
of around -0.5 eV or greater. While generally the same across all coverages, there
is a slight convergence towards -0.55 to -0.60 eV at higher coverages for associa-
tive adsorption for all surfaces and both associative and dissociative adsorption on
anatase surfaces. This convergence is due to adjacent adsorbed water molecules in
the super cell and across periodic boundary conditions determining the orientation
of their neighbors. A strong positive charge on an adsorbed water molecule will af-
fect not only the orientation of its parent molecule, but also any nearby hydroxyl
groups. This structuring would dominate other effects, such as surface charge, for
associative species, leading to water molecules orientated similar ways regardless of
crystallographic surface. Dissociative rutile has more consistent Eads across cover-
ages, implying the structures for higher coverages are not as significantly affected by
the presence on new neighbors, since their values are similar to those with high cover-
age. This is because dissociatively adsorbed species on rutile tend to stay planar with
sub-surface planes of atoms (e.g. in plane to the (001) for rutile (110)). These planes
are approximately in plane with the page as viewed in Figures 3.6 and 3.8, so they
may be difficult to discern. As for why anatase (001) experiences a greater change as
coverages increases when compared to other surfaces, anatase (001) is what may be
considered, for a metal oxide, a close packed surface. While not as close packed as
the (111) plane in face-centered cubic metals, the distance between adsorption sites
in on anatase (001) is 3.82 Å as compared to anatase (101) where the separation is
5.2 Å, or about 1.4 times as much. This means adjacent adsorbed water molecules
will be more greatly affected by their neighbors than on less close-packed surfaces.
Looking to the energy of adsorption in aqueous conditions in Figure 3.9, values
tend to be smaller than their vapor counterparts by approximately 0.3 eV. This value
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Figure 3.10: The change in energy of adsorption for anatase and rutile with associative
and dissociative coverage. Solid lines indicate energies for the vapor state while dashed
lines are for the aqueous state.
lines up with the solvation energy of an isolated water molecule of -0.31 eV. This is
unexpected as the surface below the adsorbed water molecule prevents approximately
half of the dielectric cutoff surface of the water molecule from being in contact with
the implicitly imposed dielectric medium. However, as the cutoff surface may not be
as tightly bound to an adsorbed water molecule as it is to water in solution, additional
cutoff surface may exist connecting the water electron cloud to the titania electron
cloud, leading to this value. This would also explain why the increase from vapor to
aqueous is smaller in anatase (101) as the adsorbed water is in a ’trough,’ and does
not have as much surface area exposed to the solution.
As mentioned previously, for the more than one adsorbed water molecule per su-
per cell, the energy of adsorption using equation 3.3 becomes an average. Looking
at Figure 3.10, we can see the energy contribution due to each newly adsorbed water
44
molecule. Here we see that there are still surfaces wherein the energy of adsorption
for each new water molecule adsorbed is approximately the same across all coverages,
such as the anatase (100) and (101) and rutile (001), (100), and (110). However, the
anatase (001) surface significantly decreases Eads for new molecules beyond 50% cov-
erage. As was explained for Figure 3.9, this is because anatase (001) is a close packed
surface, so adjacent adsorbates have greater influence over their neighbors. Addi-
tionally, we saw from Figure 3.8 that both associatively and dissociatively adsorbed
water resulted in a surface titanium-oxygen bond breaking which, if done on more
than 50% of adsorption sites would lead to more under-coordinated surface titanium
atoms than was present for the bare surface.
3.5 Solvation Energy
Figure 3.11 shows the solvation energy as a function of surface coverage in units
of eV/H2O. This solvation energy is separate from the energy of adsorption in an
aqueous environment as it compares the whole energy of the system, rather than
considering separate pieces. Again, we see, with the exception of the dissociative rutile
conditions, the solvation energy per surface tends to converge to a value of around -0.2
to -0.4 eV/H2O approaching 100% coverage. This is due to a fully passivated surface
appearing, from the point of view of the dielectric medium, to be similar regardless
of the underlying surface. Anatase (001) again has the most drastic change, again
likely due to it being a close packed surface. As for the dissociative rutile surfaces,
they are spread out. This is again likely due to the adsorbed species being in plane,
leading to an increase in the surface area of the dielectric charge cutoff surface due
to the species not being as close together.
Looking at solvation energy in terms of energy per molecule may not be the
best however, as each new molecule will have less area allotted to it (e.g. in one
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Figure 3.11: The energy of solvation per surface as a function of coverage in units of
eV/H2O.
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Figure 3.12: The energy of solvation per area as a function of coverage.
quarter cover, the water has 4 area units to accommodate it, in one half cover each
only has two area units to accommodate it, etc.) Figure 3.12 shows the solvation
energy for each surface in units of eV/Å2 as a function of coverage. This time we
see that rather than converging to a particular value, there is a general reduction in
solvation energy for increasing coverage. As coverage increases, the values become
less negative, as water molecules passivate the electron cloud from the previous unmet
bonds of the under-coordinated surface titanium and oxygen, preventing them from
extending out into the vacuum as before. With greater explicit solvation/coverage,
less energy contributions exist in the system as a result of implicit solvation, leading
to this reduction.
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3.6 Discussion
The results of using an implicit solvation model suggest that if you wish to observe
the interactions of molecules with titania nanoparticles in solution, you will need to
consider both explicit and implicit solvation. Explicit solvation will have a steric and
Coulombic hindrance effect which cannot be encapsulated by implicit solvation due
to the charge cutoff surface not separating the two. Implicit solvation then affects
the rest of the molecule not directly affected by the explicit solvation.
Based on the energy of adsorption values we would expect to see near-full coverage
on most surfaces of titania with the exception of anatase (001) which we would expect
to see have less than 50% coverage as more than 50% cover introduces a net energy
cost to the system. The energy of adsorption in aqueous environments tends to be
0.3 eV less than that in vapor environments. The physical interpretation of this is
it takes more energy to pull a water molecule from solution then from the air as the
affinity of a water molecule to exist in solution compared to at the solvated surface
is greater than the affinity to exist in air compared to at the in-air surface.
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Chapter 4
Hydrogen Doped Titania
To investigate and compare the effects of hydrogen doping on titania’s visible
light absorption, a series of bulk structures with defects were prepared. As a com-
parison, nitrogen doping was also considered as it is the system we are trying to
improve over and it has a greater number of prior results to compare to both exper-
imentally and computationally. Nitrogen doping can either be considered to occur
substitutionally, replacing an oxygen vacancy already present in the structure (NqO),
or interstitially (Nqi ). Several other combinations of defects concerning hydrogen and
nitrogen were tested including interstitially doped hydrogen (Hqi ) as suggested by Zhu
et al. [81], hydrogen substitutional doping replacing oxygen in the structure (HqO) (al-
ternatively written as the substitute occupying an already present oxygen vacancy)
as was suggested by prior research [84], separate nitrogen and hydrogen defects near
each other in the structure (NqO + H
q
i ), a nitrogen+hydrogen interstitial ((NH)
q
i ), a
nitrogen+hydrogen substitutional ((NH)qO), an oxygen vacancy (V
q
O), and 2 hydrogen
atoms attaching to a single oxygen atom in the bulk structure giving it the electronic
appearance of a water molecule occupying an oxygen site ((H2O)
q
O).
Like was done with the hydroxyl coverage before, one must define the constituents
of the system so as to determine the value of the energy term we are interested in.
In this case, we are looking for the energy of formation of the defect, given by the
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following equation:
Eform(H
q
i ) = Etot(H
q
i )− Etot(TiO2)− µH + qEf (4.1)
where Etot(H
q
i ) is the total energy of the system containing a hydrogen interstitial
defect (Hi) of charge q, Etot(TiO2) is the bulk energy from titania, µH is the chem-
ical potential of hydrogen, Ef is the Fermi energy, and Eform(H
q
i ) is the energy of
formation of the defect.
To investigate substitutional doping (e.g. NqO), an oxygen vacancy needs to be cre-
ated then filled, the energetics of which must be considered. The energy of formation
of an oxygen vacancy is given by the equation
Eform(V
q
O) = Etot(V
q
O)− Etot(TiO2) + µO + qEf (4.2)
where Etot(V
q
O) is the total energy of the system containing the oxygen vacancy (V
q
O)
and µO is the chemical potential of oxygen. To this, we add the contributions due to
the addition of nitrogen, rearrange, and we find
Eform(N
q
O) = Etot(N
q
O)− Etot(TiO2)− µN + µO + qEf (4.3)
The chemical potential of oxygen, as outlined by Janotti et al. [146], is affected
by whether the conditions are oxygen rich or titanium rich. In the oxygen rich case,
µO = 0 whereas in the titanium rich case, the chemical potential for oxygen is bounded
by the formation of the titanium rich phase, Ti2O3. One can use the difference in the
enthalpy of formation of the two phases, TiO2 and Ti2O3, to solve for the chemical
potential of oxygen.
µT i + 2µO = ∆Hf (TiO2) (4.4)
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2µT i + 3µO < ∆Hf (Ti2O3) (4.5)
µT i = 2∆Hf (Ti2O3)− 3∆Hf (TiO2) (4.6)
µO = −∆Hf (Ti2O3) + 2∆Hf (TiO2) (4.7)
This is the thermodynamic term for the chemical potential of oxygen. However in
equation 4.3 we must also include the intrinsic energy of the oxygen atom in the
chemical potential term (1
2
EO2V ASP ) along with temperature and pressure effects to
predict the thermodynamics of the system under varying conditions, as shown below
µO(T, P ) = 0.5µO2(T, P
O) + 0.5EO2V ASP + 0.5kTLn
(
PO2
PO
)
(4.8)
Values for chemical potential of oxygen as a function of temperature and pressure are
given by the NIST-JANAF Thermochemical Tables [147].
We can go beyond the ’zero temperature’ (energy minimization) calculations of
VASP and determine the equilibrium concentration of neutral and charged defects
under different synthetic conditions. Two common types of defects in crystals are
Schottky and Frenkel defects, describing vacancies and self-interstitials, respectively.
The species looked at here are not self-interstitial, but the equations used to determine
the concentration of defects can be used to approximate the equilibrium amount as
the different species is taken into account in the energy of formation and chemical
potential. For Schottky defects the total number Nv is given by
Nv = Ne
−∆H
2kT (4.9)
where N is the total number of defect sites, ∆H is the energy of formation, k is
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Boltzmann’s constant, and T is temperature. For Frenkel defects, the number of self
interstitials, n, is given by
n = (NNi)
1
2 e
−∆H
2kT (4.10)
where Ni is the number of interstitial sites available. Determining the concentration of
substitutional defects generally involves a more complex equation due to the valency of
the substitutional species, so substitutional defects will be approximated as Schottky
defects here.
In addition to the energy of formation of the defects, the FTIR spectra, UV-Vis
spectra, band structure, and density of states of these systems were solved for as well.
For the UV-Vis spectra, band structure, and density of states it is necessary to have
an accurate description of the band gap. The PBE functional, while computationally
efficient and useful for finding ground states and forces acting on atoms, tends to
systematically underestimate the band gap of most materials [148–151]. As such, a
hybrid Density Functional Theory+Hartree Fock (DFT+HF) method was employed.
Specifically the range separated hybrid functional HSE03 [152–157] was used as it is
much better at solving for excited states and therefore the band gap energy. This
was investigated for a wide range of compounds and was found to better match the
band gap, being off by less than 10% in most cases [158–161]. GW or G0W0 should
give an even better description as to the band gap [162–165]. However, it is far too
expensive for large cells and HSE03 does a sufficient job, so it is what was used here.
4.1 Computational Methods
Bulk super cells of the anatase and rutile polymorphs of titania with the same
lattice parameters as the hydroxyl coverage tests were prepared, each containing 16
atomic units of TiO2. A gamma-center k-point mesh of size 4x4x3 in a 2x2x1 super cell
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for anatase and a mesh of size 3x3x4 in a 2x2x2 super cell for rutile was utilized and
the tests were converged to 1e-8 eV/atom. One defect was added to each super cell
such that the molar concentration of defects was 1/16. For the HXi , N
X
O, and (NH)
X
O
the effects of increasing defect concentration were tested corresponding to 2/16 and
3/16 molar concentration. From this, the energy of formation was determined.
The FTIR spectra was determined using density functional perturbation theory
(DFPT) as discussed in the Methods chapter. Following this, the energy functional
used was switched from the standard PBE to HSE03 to perform the ultraviolet/visible
light and band structure/ electronic density of states calculations. HSE03 tests had
their electronic structure converged to 1e-8 eV/atom, but the ionic structure remained
the same from the end of the PBE energy minimization calculation. Frequency depen-
dent dielectric matrix calculations require tight convergence, hence the high electronic
step convergence criteria. Using high a criteria for the PBE tests may not have been
necessary, but it was used for consistency between tests. The number of bands nec-
essary for these frequency dependent dielectric matrix calculations should be two to
three times the default for energy minimization calculations, with the default being
proportional to the number of electrons, to capture excited states. Both of these were
tested and no difference was seen between the two in the visible and lower ultraviolet
light range, so twice the default number of bands was used.
4.2 Structures
The structures of the minimum energy configurations of the defect structures
are shown in Figure 4.1 for anatase and Figure 4.2 for rutile. In general, it can be
observed that hydrogen will draw oxygen from nearby sites closer to it, creating lattice
strain. In the case of the hydrogen interstitial, the hydrogen ends up being almost
equidistant from the two oxygen either side of it in the interstitial site between them.
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Figure 4.1: One sixteenth molar concentration defects in anatase: HXi , N
X
O, (NH)
X
O,
NXO + H
X
i , N
X
i , (NH)
X
i , v
X
O, H
X
O, and (H2O)
X
O.
The hydrogen substitutional also draws in nearby oxygen, but to a lesser extent.
Nitrogen defects generally create little distortion in the lattice with the NXO cre-
ating virtually none and the NXi only prominently displacing the adjacent oxygen
atom. This will be noted later when discussing energy of formation of defects, but
the displacements of nitrogen and oxygen relative to the original plane of bonds for
the three-fold coordinated oxygen can either be orthogonal to the original plane, or
the nitrogen and oxygen can be offset from one another.
Nitrogen+hydrogen defects seem to create less lattice strain than their equivalent
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Figure 4.2: One sixteenth molar concentration defects in rutile: HXi , N
X
O, (NH)
X
O,
NXO + H
X
i , N
X
i , (NH)
X
i , v
X
O, H
X
O, and (H2O)
X
O.
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nitrogen defects, suggesting hydrogen acts to passivate the nitrogen. Nitrogen atoms
form one more bond than oxygen and, since oxygen is three-fold coordinated in bulk,
one might assume nitrogen to be four-fold coordinated in the bulk. Though, titanium
nitride (TiN) possesses the rock salt structure. We would expect the NXO or (NH)
X
O
defects to have a lower energy of formation than NXi or (NH)
X
i as there is less lattice
strain.
Finally, the oxygen vacancy results in the displacement of titanium atoms away
from the vacancy. This is for much the same reason as the displacement of titanium
atoms at crystallographic surfaces in the previous chapter: to mitigate unmet bonds.
4.3 Energy of Formation
Table 4.1 contains the energy of formation values for the defects investigated.
Hydrogen interstitials had the lowest energy of formation followed by the water sub-
stitutional ((H2O)
X
O) which is essentially two adjacent interstitial hydrogen. The value
for (H2O)
X
O is three to six times larger than that of H
X
i , rather than just two times
larger, which serves as a proxy to the energy of defect interaction between two defects.
The energy of formation of HXi in rutile is much greater than that of anatase due to
the greater displacement of the opposing oxygen atom in the rutile structure over
anatase. However, Eform for
Comparing nitrogen defects to their NH equivalents, we see hydrogen acts to
passivate the unmet bond of nitrogen as it would be in the bulk. As mentioned
previously, we would expect nitrogen to be able to form one more bond than oxygen
in this structure, so hydrogen passivates that unmet bond. (NH)XO is lower than N
X
O
by 2.2 eV and (NH)Xi is lower than N
X
i by 0.9835 eV, averaged between anatase and
rutile. Lower energy of formation leads to a greater concentration of defects in the
bulk material, so one would expect to see a greater concentration of hydrogen defects
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Table 4.1: Energy of formation for 1/16 M defects in anatase and rutile.
Anatase Rutile
HXi 0.259 0.496
NXO 5.869 5.664
(NH)XO 3.591 3.528
HXO 4.491 4.583
NXO + H
X
i 4.107 4.089
(NH)Xi 3.867 3.520
NXi 4.459 4.895
vXO 5.307 5.388
(H2O)
X
O 1.819 1.687
when compared to nitrogen.
Finally, looking at the effects of charge and temperature on the rate of defect
formation, the energy of formation has a huge impact on the equilibrium concentration
due to it being in the exponential term for the equation describing it. Of the defects
tested, only the hydrogen interstitial in anatase achieves concentrations of above one
atomic percent at any charge (+/-1) or temperature up to 1000◦C. Hydrogen doped
titania is prepared in experiment by calcination at temperature ranges of 300◦C to
600◦C, but are generally prepared closer to the 350◦C to 400◦C range [166, 167].
Using the equation for Frenkel defects and the energies of formation calculated, it
was estimated this concentration would occur beginning around 400◦C in anatase.
Attempting to achieve the same concentration in rutile would require annealing at
900◦C, but as noted with the UV-Vis plots this would not greatly improve visible
light absorption.
4.4 UV-Vis Spectra
The ultraviolet-visible light spectra for the HXi , N
X
O, and (NH)
X
O defects in titania
are shown in Figures 4.3, 4.4, and 4.5. Photocatalysis has been observed experimen-
tally to be more prominent in anatase than in rutile, so special consideration will be
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Figure 4.3: The calculated UV-Vis absorption spectra for anatase (left) and rutile
(right) for HXi doped structures.
given to anatase here. These figures compare the UV-Vis adsorption for increasing
molar concentrations of each defect. In the case of interstitial hydrogen and substi-
tutional nitrogen, increasing the concentration of defects leads to an increase in the
visible light range. Equal molar concentrations of these two defects result in similar
increases in UV-Vis absorption, with nitrogen increasing absorption twice as much
for a given molar concentration when compared to interstitial hydrogen. The increase
is greatest in the 600-700 nm range, meaning low energy (red and yellow) light is ab-
sorbed and blue light would be reflected, which causes the blue coloration observed in
physical experimentation. The (NH)XO defect, however, does not result in a significant
change the adsorption of light anywhere in the 300 to 750 nm range. This is likely
due to the low amounts of defect strain, which can lead to intermediary electronic
states, and hydrogen passivating the nitrogen, excluding the orbitals which may have
otherwise have been available to form new states from doing so.
Figure 4.6 compares the UV-Vis spectra for equal molar concentration for all other
defects investigated in both anatase and rutile. As can be seen, undoped rutile has
a smaller amount of adsorption at all wavelengths of visible light when compared
to anatase. Comparing the different defects in anatase, it becomes apparent that,
holding defect concentration constant, oxygen vacancies perform the best out of all
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Figure 4.4: The calculated UV-Vis absorption spectra for anatase (left) and rutile
(right) for NXO doped structures.
Figure 4.5: The calculated UV-Vis absorption spectra for anatase (left) and rutile
(right) for (NH)XO doped structures.
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Figure 4.6: The calculated UV-Vis absorption spectra for anatase (left) and rutile
(right) for other proposed defect mechanisms in titania.
defects, especially in the low energy, high wavelength range. Interstitial nitrogen also
performs well, particularly in the low wavelength, high energy range.
From the table on energy of formation, hydrogen interstitials take the least amount
of energy to form and from the UV-Vis plots, for an equal molar concentration of
defects, the hydrogen defects result in comparable improvement in visible light ab-
sorption when compared to nitrogen defects. As mentioned in the Introduction, tests
from prior research for hydrogen doped titania [85] suggests as many as one in four
titanium atoms may be Ti3+ suggesting either a hydrogen interacting with a titanium
atom or an oxygen vacancy. This is in comparison to the one to two atomic percent
seen in nitrogen doped titania. Thus, hydrogen doped anatase should have higher
visible light absorption when compared to nitrogen doped anatase as they will have
a higher concentration of defects, not even considering the fact that hydrogen may
mediate oxygen vacancy formation in the same structure. Oxygen vacancies were the
single best performer for the defect concentration tested.
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Figure 4.7: The peak-broadened FTIR spectra for select defects in anatase (left) and
rutile (right).
4.5 IR Spectra
Figure 4.7 contains the FTIR spectra for bulk titania and HXi , N
X
O, and (NH)
X
O
doped titania. The original data generated by density functional perturbation theory
(DFPT) results in 3N delta peaks where N is the number of atoms in the super cell.
This data was then broadened using a Gaussian distribution function to replicate
what one might see experimentally. When phonon modes are degenerate, fewer peaks
appear. This occurred in the bulk titania where, due to high symmetry, only three
main peaks appear.
Lattice strain caused by the defects results more novel peaks. All three defects
shown had bifurcation of the collection of peaks, with either two distinct peaks shown
or adjacent ones broadened into each other. Peaks generally stayed around the 500
cm−1 mark which is also observed experimentally for bulk titania. Some tests included
peaks around the 3200 to 3300 cm−1 range, which also exists in bulk titania. Creating
a larger super cell may have permitted a greater number of modes to be evaluated
by the program, revealing additional peaks commonly seen in titania at 1600 cm−1
or the peak at 3200 cm−1 which should have appeared in the bulk. The fall off in
transmittance for higher wavenumbers observed experimentally is not present for this
method of replicating FTIR spectra. FTIR of physical samples generally shows hy-
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Figure 4.8: The band structures for bulk anatase (left) and rutile (right).
drogen doped titania has new peaks of significance, only an increase in transmittance
of the peaks at 1000 and 3000-32000 cm−1, similar to what is shown here [78,79].
The data shown here suggests if you wish to investigate whether these defects
are present in titania, even subtracting out contributions due to the bulk, it may be
difficult to parse out their peaks, particularly if the sample already exhibits peaks
broadening prior to being doped.
4.6 Band Structures and Density of States
Figure 4.8 contains the band structure diagrams for bulk anatase and rutile using
the PBE functional. Some band splitting is present but specific states are otherwise
discernible. One artifact which could not be resolved were the peaks in the highest
excited state in the rutile band structure diagram. Other than this, the diagram is
similar to that observed in other calculations, so the settings are properly selected.
The band structure diagrams for structures with defects lose some meaning since,
as symmetry in the structure breaks down, previously degenerate states begin to
diverge, leading to collections of states called the valence band and conduction band.
At this point, electronic states are better described by the electronic density of state
(e-dos) diagram. Figure 4.9 contains the e-dos for a selection of defects investigated
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Figure 4.9: Select electronic density of state calculations for anatase (left) and rutile
(right). Black is the total electronic density of states, red for titanium states, green
for oxygen, cyan for hydrogen, and blue for oxygen.
here. Density of states had their first excited state as the zero energy level. The
hydrogen interstitial and oxygen vacancy result in donor states at the bottom of the
conduction band while the nitrogen substitutional results in donor states near the
bottom of the band gap. Both of these act to reduce the band gap compared to
undoped titania. The nitrogen states can be discerned as a peak to the right of the
valance band. However, the hydrogen states are more difficult to discern as only
one electron contributes to the state. The location of these bands makes interstitial
hydrogen analogous to an n-type semiconductor while the substitutional nitrogen is
analogous to a p-type semiconductor.
Direct band gap values for each of the defect structures are listed in Table 4.2.
The band gaps obtained for anatase and rutile using the HSE03 are very close to
band gap values reported in physical experiments of 3.2 eV for anatase and 3.0 eV for
rutile. With the exception of the (NH)XO defect, all defects lowered the band gap by
some amount by introducing defect states into the band gap. Band gap calculations
performed in VASP must occur with zero smearing and are generally spin polarized,
especially if there is an uneven number of atoms. This can lead to different spin up
and down gaps if the energy minimization step is not sufficiently converged. In the
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Table 4.2: The direct band gap (eV) for each of the defect systems tested.
Defect Anatase Rutile
undoped 3.272 2.963
1/16 M HXi 3.13 3.09
1/16 M NXO 2.99 2.88
1/16 M (NH)XO 3.21 3.08
1/16 M HXO 1.43 1.29
1/16 M NXO + H
X
i 2.68 2.67
1/16 M (NH)Xi 2.51 2.79
1/16 M NXi 1.54 2.57
1/16 M vXO 1.41 1.27
1/16 M (H2O)
X
O 1.39 1.30
case of hydrogen interstitials specifically, this leads to a situation in which the spin
down structure exhibits a clear band gap but the spin up has some smearing, despite
the command file ordering otherwise. This is a result of the wavefunction of the
highest occupied molecular orbital being delocalized and spread across the super cell.
This was confirmed with bader charge analysis in which each atom had 1/N lower of a
charge than what it should have to be balanced, where N is the number of atoms. This
likely an artifact of DFT as the change in charge does not fall off with distance from
the defect, as one would expect if this was representative of defect charge dispersion
in real systems. The spin down band gap is reported for interstitial hydrogen. The
spin up channel for these is metallic, with the donor state in the conduction band, so
the spin down band gap is similar to the original, undoped gap. The same occurred
with the nitrogen substitutional (metallic spin up, spin down band gap reported), but
the charge was not dispersed across the super cell.
Band gaps for nitrogen doped titania from the literature using Tauc plots gener-
ally report gaps of 2.5-3.0 eV, depending on the atomic percent of doping. Attempts
were made here to calculate the band gap in terms of Tauc plots as the absorption
coefficient was determined from the UV-Vis calculations. This was ultimately unsuc-
cessful as there was no distinct peak (usually seen around 4.2 eV for titania) where
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the curve would begin to decrease in value. This is likely due to VASP testing all
possible excitation states equally, not just those produced by photoexcitations from
a real light source.
4.7 Discussion
As stated previously, we should expect to see greatest improvement in visible light
absorption in interstitial hydrogen doped anatase due to its low energy of formation
(leading to greater defect concentration), its comparable improvement in UV-Vis
absorption at equal molar concentration in comparison to nitrogen, and its ability to
mediate oxygen vacancies besides its own innate photoexcitation mechanism.
Density functional theory is not capable of calculating the carrier recombina-
tion/separation of electron/hole pairs. This has been stated by researchers to be
an issue in black/blue titania as the charge carriers don’t always separate, though
some work was done on hydrogen doping coupled with oxygen vacancies on this sub-
ject [166]. If one can dope the two sides of the titania with one being an n-type dopant
(HXi ) and one a p-type dopant (N
X
i ) to form a p-n junction, then charge carrier sepa-
ration can be achieved. If these two defects (NXO + H
X
i ) are too close to one another,
as they were in this test if they are to be representative of a p-n junction, then their
individual contributions to increasing the visible light absorption of anatase cancel
out. The energy of formation of (NH)XO and (NH)
X
i both lower than that of N
X
O and
NXi , so forming the separate hydrogen and nitrogen defects may require new synthesis
methods than the microwave plasma doping currently used.
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Chapter 5
Functionalized Titania Membranes
In the introduction, several different molecules were laid out which are known
to interact with titania including poly-acrylic acid, poly(3-hexylthiophene-2,5-diyl)
(P3HT), quercetin, and aminopropylsilane. These serve a variety of applications
including as a photoresponsive membrane, organic solar cells, therapeutic medicine,
and carbon capture. Each of these were tested and characterized under different
conditions with anatase and rutile surfaces.
5.1 Poly-acrylic Acid Functionalized Titania
Poly-acrylic acid (PAA) has been used as a surfactant in titania slurries for cast-
ing for many years [94–96,168]. In recent years, it has been proposed that it may be
possible to utilize PAA to create a photoresponsive titania membrane: one in which
exposing light of a certain wavelength to the titania induces the formation of photoex-
citations [97,98]. If the photoexcitations can separate at the surface and one enter the
molecule, the change in charge distribution could induce a change in length similar to
that achieved by changing the pH of the solution. If the polymer is orientated around
the pore of the membrane, this changes the apparent pore size, determining what
is permitted to enter the membrane and at what time. This idea can be expanded
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Figure 5.1: The four different attachment geometries of acrylic acid on rutile (110):
(a) monodentate, (b) deprotonated bidentate bridging, (c) bidentate bridging, and
(d) bidentate chelating to rutile (110).
further to that of a one-step filtration-catalysis membrane. In this, not only is there
photo-selection caused by the change in apparent pore size, but photocatalysis is also
performed on titania within the membrane, once the reactants proceed past the PAA.
This is why photoexcitations are being looks at instead of pH as a means to achieve
the change in charge distribution: one may not wish to change the pH in a solution
in which catalytic chemistry is being performed.
To test the interactions of PAA with titania to see its steric effects, PAA of various
lengths were attached to the 2 primary surfaces: anatase (101) and rutile (110). The
PAA polymers of 1, 2, 3, 4, or 5 monomer units of acrylic acid were attached to the
surface via varying adsorption mechanisms as have been proposed for tests with other
carboxylic acids [169,170]. The energy of adsorption of PAA was tested as a function
of attachment mechanism, hydroxyl coverage, and polymer length for PAA on each
surface.
There are multiple proposed mechanisms by which a carboxylic acid may be ad-
sorbed to a metal oxide surface. In a paper by Manzhos et al. [170], it was proposed
that there are at least three types: monodentate with a single bond of the double
bonded oxygen of the carboxylic acid to a surface titanium, bidentate bridging of
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the 2 acid oxygen atoms to 2 surface titanium atoms with the hydrogen from the
acid deprotonating to the surface or into the solution (referred to here as DBB), and
bidentate bridging non-deprotonated (BB). This was also reported by experimentalist
using XPS and FTIR [171–173]. An additional attachment geometry not investigated
by Manzhos would be bidentate chelating (BC) which will be included here. These
attachment geometries are depicted in Figure 5.1 for acrylic acid on rutile (110). The
arrangement on anatase (101) is in the results section.
The energy of adsorption of the PAA polymers of different lengths for a given
attachment geometry was then measured in much the same way as for the hydroxyl
coverage on titania in Chapter 3. The equation describing the energy of adsorption
for PAA is given below.
EPAA,ads = Etot − nT iO2ET iO2 − γhklAhkl − EPAA (5.1)
The effects of hydroxyl surface coverage on the energy of adsorption of PAA to the
surface were also tested. For this, we must include energy contributions due to the
water molecules.
EPAA,ads = Etot − nT iO2ET iO2 − γhklAhkl − nH2O(EH2O − Eads,H2O)− EPAA (5.2)
Finally, the energy of adsorption was tested as a function of polymer length as longer
polymers have a larger ’volume’ of electronic states over which to mitigate new states
from adsorption bonds, such as through intersystem crossing or polarization, which
would yield different values for adsorption energy.
The main quality of interest for PAA on titania is the steric hindrance it causes as
a function of its environment. These conditions were replicated in a smaller system
in VASP, then in a larger system using molecular dynamics. While in principle the
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effects of pH can be solved for in DFT using implicit or explicit solvation, when testing
in VASP only changes in charge were investigated as they are theorized to be the main
mechanisms by which the steric effect occurs for PAA surfactants in solution and, as
mentioned in the introduction, the proposed theory by which a selective filtration
membrane could operate. After looking at the effects of charge on polymer length
in DFT, molecular dynamics was then used to see if the trends observed using DFT
continued when using a different tool set with explicit solvation and if that followed
the effects due to pH.
Molecular dynamics was performed using LAMMPS, developed by Sandia Na-
tional Lab [174]. A long range Lennard Jones pairwise interaction with an additional
long range Coulomb potential was selected as the force field for non-bonded atom
interactions. Bonds and angles were treated as harmonic oscillators with force con-
stants and equilibrium lengths/angles. For tests where water molecules were involved,
the TIP4P 2005 potential using the SHAKE method was selected [136, 139]. For
the Lennard Jones potentials, a series of potentials using the Hartree-Fock method
were benchmarked in Gaussian16 [175] and were used to calculate interatomic po-
tentials and, from that, the equilibrium force constants and length/angles to be used
in LAMMPS calculations. The Appendix contains the values for force potentials
between bonded and unbonded atoms used in molecular dynamics. Since this work
looks at the interaction between charged particles, a Coulombic term was added to
the interatomic potential. Bader charge calculations were taken from previous VASP
calculations to determine the charge associated with each atom in the system. Dif-
ferent charges would be present for, say, the double bonded oxygen in the carboxylic
acid functional group compared to the one in the hydroxyl portion of the carboxylic
acid. Charges from hydrogen atoms were combined with their host atoms so that the
polymer used a united atom model. A short script was written to assign these values
and generate the LAMMPS coordinate file, including bonds and angles.
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The National Institute for Standards and Technology (NIST) maintains the Com-
putational Chemistry Comparison and Benchmark Database (CCCBD) which con-
tains a section on precomputed vibrational scaling factors [176]. In this database,
we can see that with the exception of the STO-3G basis set, vibrational frequencies
calculated from Hartree-Fock potentials are off by 9% to 10% from frequency peaks
taken from IR spectroscopy. When the vibrations from IR spectra are treated as
masses attached to a spring (the classical interpretation using Hooke’s Law) the re-
lation in equation 5.3 arises. We find that if the calculated values for vibrational
frequency need to be scaled by 0.9 to match those seen in experiment, then the force
constant from Gaussian would need to be scaled by 0.92 or 0.81 to result in a force
constant which would generate the measurements in physical experimentation. Thus
these scaled values are the ones used in calculation. The values in the appendix
closely match values reported by others for carbon-carbon and carbon-oxygen bonds.
The values utilized for interatomic potentials in calculations here were the average of
Hartree Fock potentials excluding the 6-21g basis set.
ν̃ =
1
2 ∗ π ∗ c
√
Kµ (5.3)
µ =
m1 +m2
m1 ∗m2
(5.4)
Eight different conditions were tested using LAMMPS. These are vapor, neu-
tral aqueous, acidic, basic, deprotonated (removed hydrogen atoms from the car-
boxyl group), reduced (add hydrogen atoms to double bonded oxygen in the carboxyl
group), positively charge, and negatively charged. Each of these conditions was ap-
plied to a 10 monomer length poly-acrylic acid chain adsorbed via the monodentate
attachment geometry to both the anatase (101) and rutile (110) surfaces. The acidic
and basic conditions had a pH of 4.9 and 9.1, respectively. This falls within the range
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of values tested when assessing the performance of PAA as a surfactant in titania
dispersions, commonly at a pH of 3 to 9 [96]. From the literature, the surface charge
and adsorption (measured in mg m−2) were determined in early rheology measure-
ments. Varying the pH resulted in surface charges of +5 to -15 µC cm−2 (+3.1 to
-9.4 e− Å−2) and mass adsorption of 0.2 to 2.0 mg m−2 (1.2 to 12 amu Å−2), though
more commonly 0.2 to 0.5 mg m−2. The tests performed here in LAMMPS had lower
charge values due to a smaller volume of material in molecular dynamics (with a slab
of material instead of a micron sized particle and no interactions between multiple
polymers to produce an electronic double layer). Instead values of +/-0.003 to +/-0.1
e Å−2 and adsorption values of 0.63 to 0.71 amu Å−2 were used. It is not thought
that having a lower surface coverage of PAA would affect the molecular dynamics as
charge transfer between adjacent polymers cannot occur. Ample room was needed
to observe the unhindered polymer movement without crossing the periodic bound-
ary conditions, which would affect the end-to-end measurements taken from the file.
Though this mass adsorption value is still within a half order of magnitude of exper-
iment. To have quantitative values to assess the aptitude of the system as a selective
membrane, we consider the end-to-end length of the polymer, its height from the
surface, and angle to the surface. These values will be averaged from the duration
of each run once the system has fallen below an autocorrelation of 0.1, which will be
referred to as its relaxation time.
5.1.1 Structures
Looking at Figures 5.1 and 5.2, one sees that the conformation of atoms after
energy minimization occurs is similar to the entry geometry. In the case of rutile (110)
the molecules stayed vertically orientated. The titanium-oxygen bond lengths for the
adsorption site to rutile (110) are 2.14 Å for monodentate, 2.03 Å for deprotonated
bidentate bridging, 2.37 Å for bidentate bridging, and 2.34 Å for bidentate chelating.
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Figure 5.2: Attachment geometries of acrylic acid to the anatase (101) surface: (a)
monodentate, (b) deprotonated bidentate bridging, (c) bidentate bridging, and (d)
bidentate chelating.
This is compared to a titanium-oxygen bond length of approximately 1.98 Å in the
bulk for both anatase and rutile1.
Acrylic acid forms an angle of with the surface plane on anatase (101) rather than
remaining vertical. The average angle was 76.4 degrees from the surface plane, to-
wards the (001) direction. The monodentate mechanism possesses an adsorption bond
length of 2.21 Å, 2.08 Å for deprotonated bidentate bridging, 2.63 Å for bidentate
bridging, and 2.36 for bidentate chelating. The regular bidentate bridging experi-
enced a significant increase in bond length with the OH bond being longer, with
lengths of the individual adsorption bonds being 2.35 Å and 2.91 Å. The gradual
rise of bidentate bridging with OH further separated from the surface implies it was
getting closer to the monodentate configuration. There may yet be angle along the
(100) direction (out from the page in Figure 5.2) between the angles for monodentate
and bidentate bridging which may yet yield a more favorable value for the energy
of adsorption. Note that the order of shortest to longest adsorption bond length is
the same for both anatase (101) and rutile (110): deprotonated bidentate bridging,
monodentate, bidentate chelating, and bidentate bridging.
1There are two bond lengths in the bulk: 1.96 Å and 2.05 Å for anatase and 1.96 Å and 2.01 Å
for rutile.
72
Going forward, we would expect the mechanisms with the shortest bond length
to be the most energetically favorable and the one with the longest to be the least
favorable. The structures serve as an explanation as to the difference in adsorption
energies measured, as we will see now.
5.1.2 Energy of Adsorption
Table 5.1 lists the energy of adsorption of the different attachment mechanisms of
acrylic acid to anatase (101) and rutile (110). Unlike what was predicted, the order
of the most to least energetically favorable mechanisms do not match the order of
shortest to longest bond length. BBD had the shortest bond length and was indeed
the most favorable for both surfaces. However, the bidentate bridging , which had
the longest length, was second most favorable for rutile and second least favorable
for anatase. Bidentate chelating was the least favorable for both surfaces. This
is due to the bidentate chelating mechanism over-coordinating the surface titanium
atoms. Without adsorbed molecules, titanium atoms are five-fold coordinated at the
surface and six-fold coordinated in the bulk. The bidentate chelating mechanism is
the only one with would result in a seven-fold coordinated surface titanium atom
rather than six-fold coordinated, resulting in a less favorable configuration. Also of
interest, unlike the bond lengths where the order between anatase and rutile matched,
the order of adsorption energy values vary between anatase and rutile, though the
values for monodentate and bidentate bridging on anatase (101) are very close to
one another, so the correlation between the surfaces almost exists. The difference in
order between bonds and Eads shows that when comparing bonds between the same
two atoms in different arrangements, the electronic structure is a more important
indicator than bond length as to the equilibrium structure.
Moving forward with future tests, the monodentate mechanism was chosen as
the means by which to attach acrylic acid to the surface. Even though it was not
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Table 5.1: The energy of adsorption for different attachment geometries.
Surface Monodentate Bidentate Bidentate Bidentate
Bridging Bridging Chelating
Deprotonated
Anatase (101) -1.01 -1.48 -0.99 -0.30
Rutile (110) -0.50 -1.88 -0.71 -0.33
the most energetically favorable of the four, it did not require deprotonation (the
energetic barrier for which was not tested for the deprotonated bidentate bridging
mechanism), it permits a greater range of movement of the polymer for when we
wish to later test the conformations of the polymer on the surface, and the bidentate
bridging connection was observed to slowly raise its OH of the carboxylic acid from
the surface, suggesting an angle between monodentate and bidentate bridging which
would yield an energy minimized structure.
Since PAA is used as a surfactant in aqueous environments, it is necessary to
determine the effects hydroxyl coverage may have on the interaction between the
molecule and the surface. Figure 5.3 depicts the energy of adsorption as a function
of associative/molecular hydroxyl coverage for acrylic acid on the two main surfaces
via the monodentate mechanism. As the coverage increased, the energy of adsorption
became less favorable, as one would expect. In this case it only decreases by about
0.1 eV going from 25% cover to 100% cover. Both attractive and repulsion forces are
in play here, as the anions in the water and acrylic acid cause Coulombic hindrance,
but there is an anion-cation attraction between the two as well. The similarity in
change as a function of coverage between the two surfaces is a result of their near
equivalent adsorption site density: 20.9 Å2 per site for anatase (101) and 19.1 Å2
per site for rutile (110). The effect of hydroxyl coverage on the energy of adsorption
for acrylic acid was much weaker than expected and shouldn’t hinder the surface
chemistry much.
The final set of tests performed in VASP for PAA was to evaluate the energy of
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Figure 5.3: The energy of adsorption as a function of hydroxyl coverage for acrylic
acid on anatase (101) and rutile (110) via the monodentate mechanism.
Figure 5.4: The energy of adsorption as a function of monomer units in PAA.
adsorption for PAA to titania as a function of polymer length. This was again done
via monodentate adsorption to the two main surfaces. Figure 5.4 indicates that the
energy of adsorption tends to become more favorable up to a certain point: three
monomer units in this case. It is likely that the polymer began to interact with
its own charge distribution across periodic boundary conditions once it got beyond
this length, leading to a less favorable overall energy, leading to a lower energy of
adsorption value measured. When the polymer was five units long, it was only 7.2 Å
from the nearest atom on its mirror image, which is likely not sufficient to mitigate
self-interaction across boundaries.
75
Charged PAA on Titania in DFT
Before moving on to see the effects of environmental conditions on larger systems
involving PAA on titania, charged systems were tested in DFT to replicate the effects
of pH and photoexcitations on the electronic structure of the adsorbed polymer.
In terms of how this information differs from what can be obtained from density
functional theory in comparison to molecular dynamics: in MD specific charges are
assigned to atoms for the duration of the test based on best knowledge whereas with
DFT these charges are computed explicitly. This will give a better indication as to the
effects of changing pH and charge on the electronic structure (something not possible
in MD) and the effects of the electronic density on the polymer’s conformation (which
can be approximated with MD).
Four different conditions were tested: +1 charged, -1 charged, deprotonated (also
-1 charge), and protonated (+1 charge). The former two of these represent a separated
charge carrier created by a photoexcitation while the latter two represent changing
the pH of the system such that H+ ions are added or removed from solution. Figure
5.5 shows the difference in charge distribution for a positively and negatively charged
polymer on a titania surface. The difference is solved for by taking the electronic
charge distribution from the charged case and subtracting it from the neutral case.
This is more insightful than looking at the ordinary charge distribution for each
as we see where the charge travels to and can see specific bonds. For example, in
Figure 5.5, the pi bond molecular orbital of the carbon-carbon bond farthest from
the surface is depicted as a result of it experiencing a change in charge distribution.
The isosurface shown, as was the case with Figure 3.7, is isocoulombic such that each
yellow/cyan surface has the same positive/negative charge, suggesting the change
in charge is generally spread across many atoms, but localized on those atoms to
orbitals rather than just surrounding the whole of the atom. Moving from general
observations to the more specific, there is one last thing to note from these images.
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Figure 5.5: The difference in electronic density of a positively charged (left) and
negatively charged (right) five monomer PAA on rutile (110) subtracted from the
charge density of a neutral system.
In the positively charged system, the change in charge takes place primarily on the
polymer with larger enclosed volumes of the isocoulombic surface on the hydrogen
atoms; whereas the negatively charged system is more localized to the carbon-carbon
bonds (particularly the one far from the surface) and the two titanium atoms just
beneath the surface. This suggests that if a photoexcitation takes place near adsorbed
PAA charge separation can occur as the charge carriers will travel to different locations
in the structure: holes to the polymer and electrons to the titania. Though, again,
it must be stated the wave function is not one hundred percent localized to these
locations, so all that can be said is it is probable for the charges to follow this trend.
For the change in charge distribution for Figure 5.5, no ionic energy minimization
took place, only electronic, so the underlying structures would be the same when the
charge distribution was subtracted. In the other step of the charge PAA tests, posi-
tively and negatively charged and protonated and deprotonated PAA was adsorbed
and full energy minimization performed to determine the effect of the charged elec-
tronic structure on the polymeric structure. To normalize this to apply to polymer
chains of any length, the strain (percent change in length) was calculated for each sys-
tem, the results of which are shown in Table 5.2. Here we see the effect is not large, on
the order of one-tenth of a percent, which was smaller than was originally expected.
However, if one remembers the change in charge was spread relatively evenly across
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Table 5.2: The strain of a five monomer length poly-acrylic acid on rutile (110) under
various conditions
1+ charged 1- charged protonated deprotonated
Strain 0.00112 -0.00163 0.00292 -0.00056
the polymer length, then it makes more sense the change in length could be small.
Additionally, DFT can sometimes lock into solving for the local energy minima rather
than the global energy minima, which may have taken place here since the charged
structures started from the energy minimized structure of the neutral system. The
steric hindrance of the polymer may be predicated on the orientation to the surface
(standing up/laying down) rather than just the end-to-end change in length. One
thing that did hold true following from experiment was the direction of change from
changing pH. Adding an H+ or removing an e− resulting in increased length, as might
occur accepting hydrogen from solution in an acidic solution, which would disperse
particles when acting as a surfactant. Removing H+ or adding an e− contacts the
length, similar to what might occur when deprotonating the carboxylic acid into a
basic solution. This follows general trends in rheology of PAA when used as a surfac-
tant [96]. This results in two conclusions: the effects from changing pH follow that
from physical experimentation and if the charge carries from a photoexcitation can be
separated, as was suggested previously, they too would result in a similar change in
charge distribution and therefore similar performance in a one-step filtration catalysis
membrane.
The values obtained in VASP are useful, not only in their own right as an expla-
nation for the thermodynamics and macroscopic properties observed by experiments,
but in that they can be used to guide models of larger systems more reminiscent
of what may be seen experimentally. Next, the values obtained from VASP and
Gaussian were used determine the parameters necessary to run molecular dynamics
simulations for longer polymers in explicit solvation.
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Figure 5.6: Ten monomer length poly-acrylic acid absorbed via the monodentate
attachment geometry to anatase (101) in (a) vapor, (b) aqueous, (c) acidic, (d) basic,
(e) de-protonated, (f) reduced, (g) positively charged, and (h) negatively charged
conditions. Hydronium and hydroxyl groups in solution are shown, but not water so
as to not obscure the view of the PAA.
5.1.3 Molecular Dynamics
Figures 5.6 and 5.7 show representative snapshots of the different conditions under
which PAA adsorption to titania was tested in explicit solvation molecular dynamics.
It would seem that the aqueous conditions tested were not sufficient to significantly
affect the angle of PAA relative to the surface. Water molecules were not observed
to move far from their starting position either; only moving about 5 Å or so. If this
lack of response is due to poor choice in calculation parameters, it is not due to the
temperature damping factor or the bond/angle force constants, as there were still
situations in which the molecules were shown to be responsive, such as the vapor
tests and the deprotonated anatase (101) test. If there is an input error, it is likely
in the interaction between the molecule and water. Too strong of a Lennard-Jones
potential could lead to a repulsive force, keeping the polymer upright due to water
caging.
In the vapor tests, there was no water present to keep the polymer from interacting
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Figure 5.7: Ten monomer length poly-acrylic acid absorbed via the monodentate
attachment geometry to rutile (110) in (a) vapor, (b) aqueous, (c) acidic, (d) basic,
(e) de-protonated, (f) reduced, (g) positively charged, and (h) negatively charged
conditions.
with the surface, and so the polymer was attracted to the surface via Lennard-Jones
and Coulombic interactions. Of all the aqueous systems, only the deprotonated on
anatase (101) system stands out as it has a much shallower angle to the surface than
do the other polymers. However, two trends hold true across all the aqueous sys-
tems: they all reduced in length from their input geometry and the second and third
monomer units from the surface had a strong interaction with adjacent titanium sites
on the surface. Moving in a reptation-like manner, the second carboxylic acid would
approach the nearest titanium in the [001] direction for rutile and the [010] direction
in anatase (both into the page from the perspective of the viewer in Figure 5.6 and
5.7). The third monomer unit would approach the nearest titanium in the [101] di-
rection for rutile and the [101] direction for anatase (to the right of the attachment
from the perspective of the reader). Table 5.3 confirms the general observations on
length and angle to the surface.
From Figures 5.6 and 5.7 and Table 5.3 we can see that the trends from what was
observed in VASP follow when using molecular dynamics including the magnitude
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Table 5.3: The steric quantities of interest from the molecular dynamics tests. Acidic
conditions had pH=4.9, basic pH=9.1, rmH had 3 hydrogen removed from carboxyl
groups on the polymer, addH had 3 hydrogen added to the polymer.
System Angle (deg) Length (Å) Height (Å)
anatase (101), air 13.72 17.17 7.56
anatase (101), neutral 34.15 21.22 15.08
anatase (101), acidic 33.07 21.55 15.66
anatase (101), basic 36.63 18.50 14.58
anatase (101), rmH 25.93 18.32 12.91
anatase (101), addH 38.45 18.03 14.79
anatase (101), positive 35.61 18.94 14.33
anatase (101), negative 34.35 19.31 14.68
rutile (110), air 19.61 14.91 9.03
rutile (110), neutral 28.42 18.68 13.65
rutile (110), acidic 31.19 18.92 14.40
rutile (110), basic 30.56 18.83 14.05
rutile (110), rmH 28.65 18.44 14.25
rutile (110), addH 34.20 18.56 14.56
rutile (110), positive 28.60 18.40 13.80
rutile (110), negative 27.46 18.66 12.89
of those effects. The small effect was expected in VASP as the structure could tend
toward a local energy minimum rather than the global minimum. To see the effects
of charge (whether from acidity or charge carrier) in molecular dynamics, it may be
necessary to introduce a Debye term to the interatomic potential to see the effects of
screen charges in solution.
5.1.4 Discussion
The effects due to acidity and photoexcitations did not yield as strong a response as
was hoped. To better replicate solvated conditions in the future, it may be necessary
to utilize interatomic potentials incorporating a term for Debye length in order to
capture the charge interactions in solution.
If one still chooses to attempt to use this system for photoresponsive filtration
despite the lack of response shown here, one also needs to consider how the choice in
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conditions (light, pH, etc.) will affect the photocatalysis one is attempting to perform
within the membrane, separate from the filtration aspect.
As mentioned in the previous chapter, density functional theory is not capable of
discerning carrier recombination or separation, only charge location in the super cell.
Thus, whether the electron/hole pair separates or not at the molecule/nanoparticle
interface cannot be tested here and will need to be tested in physical experimentation.
5.2 Dopamine Functionalized Titania
When investigating the interaction of dopamine with titania surfaces, there was
less of a concern over the interaction with hydroxylated surfaces. Instead the two
properties of interest were the monomer types and the adsorption mechanism. In
past literature, there are four proposed monomers of poly-dopamine which may exist
after polymerization. These be referred as, left to right as they appear in Figure 5.8,
dopamine 1, 2, 3, and 4 of which dopamine 1 is the original dopamine structure as
it exists in the body during biological processes, with hydrogen replacing the bonds
connecting monomer units in the image. Monomers were adsorbed to the two main
surfaces through the catechol group via the bidentate bridging and bidentate chelating
mechanisms. As dopamine 1 is the original molecule, it will be the one used when
testing the energy of adsorption of attachment mechanisms, as we do not know for
certain which monomer is the result of polymerization. We would expect dopamine 2
to be the most energetically favorable in terms of its energy of adsorption as it has no
hydrogen on the two oxygen. In terms of the most favorable adsorption mechanism,
based on what was seen with poly-acrylic, one would expect the bidentate bridging
to be the more energetically favorable of the two.
In addition to testing the energy of adsorption of dopamine monomers and mech-
anisms on titania surfaces, the IR spectra was also calculated so as to see whether
82
Figure 5.8: The four commonly proposed monomers of poly-dopamine. These will be
referred to, from left to right, as dopamine 1, 2, 3, and 4 where dopamine 1 is the
dopamine molecule.
correlation exists with experiment.
5.2.1 Structures
Figures 5.9 and 5.10 depict the four proposed monomers adsorbed to the surfaces
via the bidentate bridging geometry on anatase (101) and rutile (110). All the bonds
to each surface had relatively similar lengths with lengths of 2.2-2.3 Å for both anatase
(101) and rutile (110). This implies the different monomers should have similar Eads
values, with any variation caused by the presence of hydrogen on the catechol, with
hydrogen lowering the affinity. When looking at surface interactions, one should ex-
pect to see relatively little difference between the energy of adsorption for the different
monomer types with a higher disparity between different mechanisms. Predicting the
more favorable between anatase and rutile is more difficult as the presence of an angle
gives an additional contribution to energy term.
Similar to the single units of acrylic acid, the different monomers stayed relatively
vertical on rutile (110) and slanted at an angle of 67 degrees on anatase (101) towards
the (001) direction. Polymerized systems were not tested here, but an inference
can be made as to what will happen as molecular weight increases. As opposed to
poly-acrylic acid which polymerized from the side opposite the acrylic acid, poly-
dopamine polymerizes from the sides of the catechol. This means adjacent units
would be brought closer to the surface and therefore have a stronger interaction
with it. The polymer wouldn’t just stay in one continuous line along the surface
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Figure 5.9: The four different proposed monomers of poly-dopamine adsorbed to
anatase (101). From left to right, these will be referred to as dopamine 1, 2, 3, & 4
with dopamine 1 being to original molecule.
though, so one might imagine that units adjacent to the adsorption site would either
remain parallel to the adsorbed unit, rising slowly away from the surface over some
distance until effectively free from the surface or they would be rotated some number
of degrees to mitigate anion interaction between oxygen on the surface and in the
dopamine. If the monomer had hydrogen on the two oxygen, the resultant angle
of site-adjacent monomers would likely be one in which hydrogen bonding occurs
between those monomer units and the oxygen on the surface. This was not tested,
however, as resolving the difference between lattice parameters and the monomer
spacing in periodic boundary conditions could not be done in a reasonably sized
super cell. It was not tested in molecular dynamics either as the kinetics are not of
much interest for this research and the hydrogen interaction could not be resolved in
the united atom model used in the molecular dynamics tests. Future research may
need to be done in which monomers are presented at different angles or separation
distance from the surface to predict the surface chemistry of the polymer as a whole.
Looking to adsorption mechanisms, the bond length connecting dopamine to
anatase (101) via bidentate chelating is 2.21 Å and 2.27 Å via the bidentate bridging
and for rutile (110) it is 2.26 Å via bidentate chelating and 2.19 Å via bidentate
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Figure 5.10: The four different proposed monomers of poly-dopamine adsorbed to
rutile (110).
bridging, compared to the average bulk titanium-oxygen bond length of 1.98 Å, as
can be seen in Figure 5.11. These are on par or lower than the bond lengths for acrylic
acid to the surface, so we expect them to be favorably adsorbed. Though as was the
case with PAA, bond length is not the only determining factor for thermodynamic
favorability. The bidentate chelating molecule on anatase (101) did not form an angle
with the surface as the bidentate bridging mechanism did.
Taken what has been shown from the structures, we can now look at the energy
of adsorption values to see how the thermodynamic values correlate to what was seen
here.
5.2.2 Energy of Adsorption
Table 5.4 lists the energy of adsorption for the original dopamine molecule via the
bidentate chelating and bidentate bridging mechanisms to anatase (101) and rutile
(110). Dopamine adsorbed favorably to anatase (101), but not to rutile (110), with
adsorption energies on the order of 1 eV in favor or against for each surface. The
bidentate bridging mechanism was the preferred mechanism on both surfaces. As
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Figure 5.11: Dopamine adsorbed to (a) anatase (101) bidentate chelating, (b) anatase
(101) bidentate bridging, (c) rutile (110) bidentate chelating, and (d) rutile (110)
bidentate bridging.
Table 5.4: The energy of adsorption (eV) for the two adsorption mechanisms to
anatase (101) and rutile (110).
Surface Bidentate Chelating Bidentate Bridging
Anatase (101) -0.48 -1.15
Rutile (110) 1.37 0.99
mentioned in the previous section on PAA, titanium atoms in titania for anatase
(101) or rutile (110) are five-fold coordinated at the surface and six-fold coordination
in the bulk. Attempting to adsorb a molecule via the bidentate chelating mechanism
would result in seven-fold coordination, resulting in an over-coordinated cation. Of
the principle crystallographic surfaces of anatase and rutile, only the rutile (001)
surface has four-fold coordinated titanium atoms. As such, one can infer that either
the bidentate chelating would be the preferred mechanism on the rutile (001) surface
or, at the very least, the disparity in energy values between the two mechanisms
would be significantly decreased. However, given that the (001) surface constitutes
on the order of 1% of rutile nanoparticles from typical synthesis, it would not be the
prominent adsorption mechanism in any case. As to whether it would be favorable
in the first place, given adsorption to the rutile (110) surface is unfavorable, would
require testing.
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Table 5.5: The energy of adsorption (eV) for four proposed monomer units of poly-
dopamine to anatase (101) and rutile (110) via the bidentate bridging adsorption
mechanism.
Surface Dopamine 1 Dopamine 2 Dopamine 3 Dopamine 4
Anatase (101) -1.15 -1.28 -1.23 -1.32
Rutile (110) 0.99 0.52 0.88 0.84
Table 5.5 shows the energy of adsorption of each of the proposed monomers to
the two main surfaces via the bidentate chelating mechanism, which was the more
favorable of the two mechanisms. It quickly becomes obvious that despite the similar
bond lengths for different dopamine monomers to both of the surfaces, they had a
high affinity to adsorb to anatase (101) and not rutile (110), as was seen before with
the different mechanisms. Dopamine 2 was the most favorable in its adsorption to
the rutile (110) surface, as was predicted previously, due to the absence of hydrogen
on the molecule at the adsorption site. It was the second most favorable to the
anatase (101) surface, with only 0.04 eV lower of a value. As was the case with
PAA, the bond length was not necessarily a good indicator of adsorption energy, but
electronic structure is. Specific orbitals cannot be discerned from a single electron
charge density file in VASP, only the difference in density from a charged and neutral
test. However, the isocoulombic surface does show a moderate charge density between
the molecule and the surface. With the connection in isosurface between the molecule
and surface occurring at a higher charge with anatase (101) than rutile (110), showing
the increased activity in the electronic structure.
5.2.3 IR Spectra
The FTIR spectra of dopamine adsorbed to titania was calculated through the use
of density functional perturbation theory (DFPT). Similarly to the implementation
of hybrid functionals for the purpose of calculating UV-Vis spectra, DFPT does not
scale well with increased number of atoms. As such, several scales of tests were
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run. For a select few systems, all atoms were left in the super cell with only the
atoms of interest (those in the dopamine molecule and a handful of surface atoms)
possessing full positional degrees of freedom using selective dynamics. In addition to
this, for all systems, the infrared spectroscopy was calculated for dopamine adsorbed
to titania nanoclusters. This was achieved by removing all but ten chemical units
of TiO2 from the super cell, after energy minimization, with those remaining being
near the adsorption site. The selective dynamics tests also used ten chemical units
of TiO2 kept in the bulk. This ensured free range of motion of at least one chemical
unit of TiO2 in each direction and one layer down from the site. The properties and
reliability of values obtained from titania nanoclusters (collections of atoms too small
to form the crystallographic planes of a nanoparticle) have been discussed before for
titania and have been determined to be representative of bulk properties when scaled
properly [177–179]. Here, this will result in slightly inaccurate forces, and thus peak
values, when the Born effective charge matrix is calculated due to unmet bonding,
resulting in a different charge density per atom in comparison to the bulk/slab. This
will affect the values of IR peaks for the titania atoms more than it does the dopamine
or the dopamine-titania bond. The nanocluster method does, however, have the added
benefit of increasing the relative intensity of the peaks on the part of the dopamine or
dopamine-titania interaction in comparison to the bulk titania peaks. As discussed in
Chapter 4, regarding hydrogen and nitrogen doped titania, the peaks due to titanium-
oxygen bonds constituted a majority of the spectra there as well as being the largest
peaks. Using titania nanoclusters will make the effects from the surface chemistry
more discernible.
Figure 5.12 shows the FTIR spectra for dopamine adsorbed to the two main sur-
faces. Dopamine by itself has peaks around the 1200 to 1500 cm−1 range, correspond-
ing to the carbon-carbon stretching of the aromatic ring. Additional peaks occur at
the 2900 to 3100 cm−1 range due to aromatic and alkyl carbon-hydrogen stretching
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Figure 5.12: The FTIR spectra of dopamine adsorbed to anatase (101) and rutile
(110) via the bidentate chelating and bidentate bridging mechanisms.
modes with aromatic being closer to 3100 cm−1 and alkyl being closer to 2900 cm−1.
In alkyl molecules, there are also generally carbon-hydrogen bending modes present
at approximately 1000 cm−1 and 750 cm−1, but those are less distinct here. Titania
has major peaks at 500 and 3000 cm−1. These values correlate well with experiment
and the mechanism of the mode can be confirmed by observing the direction of atom
movement in a graphical user interface developed for this research.
On anatase (101), modes specific to the attachment geometry type are located at
130 and 315 cm−1 for bridging and 280 cm−1 for chelating. The 280 cm−1 peak is a
combination of two peaks at 295 and 270 cm−1 which correspond to OH stretching
modes on both of the oxygen in the catechol. The 130 cm−1 for bridging is a com-
bination of an OH bending and a surface oxygen-titanium bending mode. In DFPT,
all atoms are permitted to move in response to the displacement of one atom in one
degree of freedom. This can sometimes result in multiple apparent modes seeming to
appear for one wavenumber if, say, parts of the molecule would have to move drasti-
cally to compensate for the movement of a different atom, when there should only be
one mode per wavenumber. The 315 cm−1 mode for bridging is also a combination of
two peaks at 333 and 310 cm−1 with both being OH bending modes of the catechol.
For rutile, the same peaks existed in both spectra, just possessing different inten-
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sities. The exception being the peak at 770 cm−1 in the rutile chelating system. This
is a result of a titanium-oxygen/oxygen-carbon stretching mode. Some other notable
peaks include the chelating 180 cm−1 (CH and TiO) and 1290 cm−1 (split from 1284
cm−1 and 1297 cm−1 CH stretch and NH bend, respectively, of the amine) and the
increase in intensity of the 2980 cm−1 (CH bend and stretch) and 3690 cm−1 (OH
stretch). The bridging has unique peaks at 360 cm−1 (CH stretch) and a broad peak
at 50-100 cm−1 corresponding to several modes from the amine group.
5.2.4 Discussion
All proposed monomers of poly-dopamine behave similarly both in their interac-
tions with surfaces and their IR spectroscopy peaks, suggesting no matter the post-
polymerization product, they will behave in the same manner for this application.
Poly-dopamine will adhere favorably to anatase nanoparticles (those predominantly
composed of the (101) surface), but not rutile nanoparticles. Dopamine is more likely
to be adsorbed to the surface via the bidentate bridging mechanism angled in the
(001) direction of anatase. This will need to be taken into consideration if testing the
surface chemistry of the polymer as a whole.
5.3 P3HT on Titania
Poly(3-hexylthiophene-2,5-diyl) (P3HT), the structure of which is shown in Fig-
ure 5.13, is a thiophene polymer which has been proposed to be used in conjunction
with titania to produce dye synthesized solar cells (DSSC) [6–8, 101, 102]. As such,
the properties of interest are the interaction with the surface and the electronic struc-
ture. The HSE03 functional and the frequency dependent dielectric matrix used to
calculate the UV-Vis spectra of hydrogen and nitrogen doped titania in Chapter 4 are
computationally arduous. Combined, they increase the core hours per electronic step
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Figure 5.13: The monomer unit of poly(3-hexylthiophene-2,5-diyl).
by upwards of two orders of magnitude. As such, the frequency dependent dielectric
matrix (and therefore UV-Vis adsorption plot) cannot be calculated for large systems.
However, it is known that DFT systematically underestimates excited states and the
band gap when using non-hybrid functionals, such as PBE. Therefore, we can look at
the results obtained using the PBE functional and predict what the expected band
gap should be if HSE03 had been used.
P3HT was adsorbed to the surface through the sulfur atom with the monomer ori-
entated vertically. Prior research of P3HT on the rutile (110) surface found favorable
adhesion of the two when a Coulomb and Buckingham-type two-body potential was
used and the polymer chain kept parallel to the surface [101]. Adsorption of aromatic
is generally understood to occur through pi bonding of the carbon ring (in this case
thiophene) to the surface [180]. The vertical orientation was selected here both as a
novel geometry to test and as DFT has difficulties resolving the hydrogen bonding
the parallel orientation incurs. For the system tested here, two adsorption sites were
tested: to the five-fold coordinated surface titanium and to the two-fold coordinated
surface oxygen. The energy of adsorption and electronic density of states were then
calculated.
5.3.1 Structures
Figure 5.14 shows the adsorption geometries of P3HT adsorbed to anatase (101)
and rutile (110) to a surface oxygen or titanium atom through the sulfur atom. Over
the duration of the test, P3HT was observed to slowly move away from the surface
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Figure 5.14: P3HT adsorbed to anatase (101), (a) & (b), and rutile (110), (c) & (d),
to two-fold surface oxygen, (a) & (c), and five-fold surface titanium, (b) & (d).
Table 5.6: Energy of adsorption of P3HT adsorbed to anatase (101) and rutile (101)
via surface titanium and oxygen.
Surface Titanium Surface Oxygen
Anatase (101) 1.8 1.49
Rutile (110) 0.42 0.74
such that the supposed bond between the two would be at least 3 Å away while the
molecule remained vertical. Given more time, the molecule likely would have traveled
farther away. This adsorption geometry is energetically unfavorable, as we will see in
the next section.
5.3.2 Energy of Adsorption
Regardless of the adsorption site, oxygen or titanium, or surface, anatase (101)
or rutile (110), the adsorption of P3HT was found to be unfavorable to the surface.
The conditions tested here represent a very specific environment, with a specific
attachment geometry and charge. Other environments, such as reduced or charged
surfaces may yield more favorable conditions.
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Figure 5.15: The density of states of P3HT adsorbed to titania.
5.3.3 Density of States
For the sake of being thorough, even though the adsorption was not found to
be favorable, the electronic density of states was still calculated as, like previously
mentioned, an approximation can be made from the PBE functional, not resorting
to the HSE03 functional. Figure 5.15 shows the e-dos for the four mechanisms.
Unfortunately, the unstable structure results in states in the band gap which are
probably not indicative of the true band structure observed in organic solar cells. As
with the hydrogen and nitrogen doping, electronic density of state diagrams had their
Fermi level pinned to zero energy on the plot.
5.3.4 Discussion
Poly(3-hexylthiophene-2,5-diyl) does not adsorb favorably to anatase (101) or ru-
tile (110) through the adsorption mechanisms tested. Work by Melis et al. [101] using
AMBER force fields with the AM1-CM2 method suggest the molecule lying parallel
to the rutile (110) surface, with Liu et al. [180] showing the interaction is predicated
by pi bonding of the thiophene to the surface. Melis did show favorable adsorption to
rutile (110), which was indeed the more favorable of the two surfaces in this research,
at a distance of 3.7-4 Å away from the surface in their research, the same as the
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distance in this research. Thus, the interaction of P3HT to titania is not determined
solely by its adsorption site or bond strength, but by the pi bonding which is difficult
to capture in DFT due to the inclusion of hydrogen bonding from the polymer chain
tail.
5.4 Quercetin on Titania
Quercetin is a polyphenol flavonoid with therapeutic applications in cancer pre-
vention, anti-diabetic, and anti-oxidant properties [103,104,107,181]. Its structure is
shown in Figure 5.16. To separate the flavonoid from the plant material it originates
in, previous research suggests titania could uptake quercetin which could then be
removed from the nanoparticles via later chemical processes [4,108]. Additional tests
will likely have to be run in the future to see if other molecules in the plant matter are
adsorbed by the titania as well. The energy of adsorption of quercetin was measured
for two adsorption mechanisms: through the two adjacent hydroxyl groups of the
monocyclic aromatic ring via the bidentate bridging and bidentate chelating mecha-
nisms. This is similar to the dopamine molecules adsorbed via the catechol group and
is the proposed mechanism of adsorption by previous research [182]. Other properties
such as the electronic density of states are not as of much interest here. Given what
was seen with dopamine before, we would expect quercetin to adsorb favorably to
anatase (101). No different arrangement of adsorption, such as via the ketone group,
was tested on the part of the molecule.
5.4.1 Structures
The atomic arrangements of quercetin via the two adsorption mechanisms to the
anatase (101) and rutile (110) surfaces are shown in Figure 5.17. Both the adsorption
mechanisms on the anatase (101) surface and the bidentate chelating mechanism on
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Figure 5.16: The structure of quercetin.
Figure 5.17: Quercetin adsorbed to (a) anatase (101) via bidentate bridging, (b)
anatase (101) via bidentate chelating, (c) rutile (110) via bidentate bridging, and (d)
rutile (110) via bidentate chelating.
the rutile (110) surface have similar bond lengths of around 2.2-2.3 Å. Meanwhile, the
bidentate bridging mechanism on rutile (110) has bond lengths of 2.7 Å. Observing
the charge density file for each of the mechanisms, virtually no electron charge exists
between the molecule and the surface titanium in comparison to the density between
bonded atoms in the molecule and the titania. This is exasperated by the recession
of the titanium atoms into the surface by 0.38 Å in the case of rutile (110) and 0.42
Å in the case of anatase (101). Thus the molecule is screened from interacting with
the titanium.
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Table 5.7: The energy of adsorption (eV) of quercetin to anatase (101) and rutile
(110) via the bidentate bridging and bidentate chelating mechanisms.
Bidentate Bridging Bidentate Chelating
Anatase (101) 0.89 1.41
Rutile (110) -0.27 1.12
5.4.2 Energy of Adsorption
The energy of adsorption values for the adsorption mechanisms to the two surfaces
are listed in Table 5.7. Bidentate bridging was found to be the more favorable of the
two mechanisms, as was the case with dopamine. However, quercetin was found to
adsorb unfavorably to anatase (101) via either mechanism. It may be likely that, like
was the case with anatase (101) for dopamine, it is necessary for the molecule to form
an angle to the surface towards the (001) direction to adsorb favorably. The molecule
separation across the periodic boundary condition was 15 Å in the y-direction and 12
Å in the x-direction. This may have prevented the molecule from ’rolling over’ as its
image copy across the periodic boundary would exert Coulombic forces, preventing
it from doing so. A separation of 24 Å, or 2 molecule lengths, would require a
slab of almost 1200 atoms (approximately 31 Å x 31 Å) if the slab is also to be
of sufficient thickness to maintain converged surface energy value. This would be
extremely difficult to achieve with the current scaling of VASP. It is recommended
this subject be revisited when highly parallel computational speed improves and when
the algorithms for scaling VASP improve. The mass adsorption tested here is 0.26 to
0.32 mg m−2. Values reported in literature are in units of mg/g silica or titania.
Research by Schlipf et al. [182] shows the mass adsorption of quercetin scales lin-
early with increased coverage of titania nanoparticles on mesoporous silica and Khan
et al. [4] shows quercetin adsorbs to titania in a Langmuir fashion with increased
equilibrium concentration, so it is known titania uptakes quercetin by some mecha-
nism. It is possible that a different mechanism, such as through parallel adhesion of
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the polycyclic aromatic ring, similar to P3HT, may exist. However, the more likely
case was that laid out above where greater area is needed to accurately ascertain the
energy of adsorption per molecule.
5.4.3 Discussion
Quercetin adsorbs to titania most favorably via the bidentate bridging mechanism,
similar to other molecules tested here. Of the tests performed here, only the rutile
(110) surface with the aforementioned mechanism was found to be favorable. This
may change, however, if sufficiently large surfaces can be prepared, it may be found
that the anatase (101) surface is also favorable once Coulombic forces from image
copies of the molecule no longer act upon it, permitting an angle to be formed towards
the anatase (001) direction. This suggests one should expect low quantities of mass
adsorption to the nanoparticles, but physical experimentation suggests uptake of up
to 200 mg quercetin per gram particle [4]. Additional studies to determine the exact
amount by varying the coverage should be performed as well.
5.5 Aminopropylsilane on Titania
3-Aminopropyltriethoxysilane (APTES) is an inorganic molecule in silicon chem-
istry with three ethoxide groups opposite an amine group on propane. It has been
investigated for the ability to functionalize mesoporous titania and silicon nanopar-
ticles, capable of adsorbing carbon dioxide and separating it from nitrogen. Two of
the primary applications for this are carbon capture in climate change mitigation
and collecting carbon dioxide for industrial applications. Several adsorption mecha-
nisms have been proposed including one-fold, two-fold, and three-fold coordination
of silicon-oxygen groups to the surface as well as polymerized adsorption geometries
(one oxygen connected to the surface with the other two oxygen forming monomer
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Figure 5.18: The structure of 3-aminopropylsilanetriol.
connections) and via the amine group. The latter of these is theorized to be the least
likely due to shifts observed in the IR spectra [183].
Most of the proposed mechanisms involve the removal of the ethane from the
silane, leaving SiO3. These are sometimes referred to in the literature as aminopropy-
lsilane (APS) functionalized surfaces or membranes as they lose the ethoxide group.
Testing the adsorption of these molecules to the surface via the proposed mechanisms
would require the removal of some or all of these groups to perform testing, with
the oxygen charge left ambiguous. A second possibility, however, would be to test
3-aminopropylsilanetriol (APST), which replaces the ethoxide with alcohol groups.
This has been researched as well, though less extensively, as a means to obtain APS
functionalized membranes and has the added benefit of not having to consider the
charge of the adsorbed molecule [184]. It will be selected as the molecule as choice
here both for the previously stated reasons and its novelty.
APST was adsorbed to the anatase (101) and rutile (110) surfaces with the silanol
group adsorbed to a surface titanium atom via the bridging and chelating mechanisms.
Bidentate mechanisms are distinguished from tridentate in the case of APTES as one
of the ethoxide groups remain. On anatase (101), the bridging is tridentate due to
the presence of nearby surface titanium. For rutile (110), this is not possible and
the bridging mechanism is bidentate. Both chelating mechanisms can be considered
tridentate. The interactions of CO2 with APS functionalized titania was not investi-
98
Figure 5.19: Aminopropylsilane attached to (a) anatase (101) via tridentate bridging,
(b) anatase (101) via tridentate chelating, (c) rutile (110) via bidentate bridging, and
(d) rutile (110) via tridentate chelating.
gated.
5.5.1 Structures
Figure 5.19 shows two of the proposed attachment mechanisms of APST to anatase
(101) and rutile (110). Their adsorption bond lengths are 2.21 Å for anatase chelating,
2.48 Å for anatase bridging, 2.14 Å for rutile chelating, and 2.34 for rutile bridging.
The bridging mechanisms had lengths 0.2 to 0.3 Å longer than the chelating ones.
Additionally, the bridging mechanism on anatase (101) resulted in the deprotonation
of one of the alcohol groups to a surface oxygen on the same ridge. The bridging mech-
anism on rutile (110) may be in the process of deprotonating as the oxygen-hydrogen
bond is over 1 Å. It is indicative of a driving mechanism to deprotonate oxygens at
the surface. This supports the mechanism proposed Acres et al. [183] as a means
to adsorb APTES by removing the ethoxide group. The chelating molecules have
rotated about their axis such that only one alcohol group forms a nearby connection
with a titanium atom, resulting in a one-fold (monodentate) adsorption geometry in
the work by .
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Table 5.8: The energy of adsorption (eV) of aminoproylsilane to anatase (101) and
rutile (110) via the bi/tri-dentate bridging and tridentate chelating mechanisms.
Bridging Chelating
Anatase (101) -0.001 -1.12
Rutile (110) 0.04 -1.26
5.5.2 Energy of Adsorption
The energy of adsorption values for APST are listed in Table 5.8. For the first
time, in comparison to the other molecules tested here, the chelating mechanism
was preferred over the bridging in adsorption with the bridging being energetically
unfavorable for rutile (110) and barely so to anatase (101). Though, as mentioned
in the previous section, while the attachment geometry started out as chelating, the
molecule rose from its initial conditions and became more analogous to a monodentate
attachment geometry. The over-coordination of the oxygen in the alcohol groups leads
to bridging being less favorable.
Ostwal et al. [185] calculated using DFT the adsorption of CO2 to APTS as 15.5
kcal/mol and the activation energy of diffusion of CO2 to adjacent APTS as 7.2
kcal/mol. This mechanism of carbon dioxide interactions with the surface was not
investigated here, however it is suggested as an avenue for future research. Ostwal et
al. performed this investigation with isolated molecules, not those adsorbed to the
surface. This would result in different electronic structures and therefore energy of
diffusion values than if they had been adsorbed.
5.5.3 Discussion
3-aminopropylsilanetriol, adsorbs most favorably to anatase (101) and rutile (110)
via the monodentate adsorption mechanism out of the ones tested: tridentate bridg-
ing, bidentate bridging, and tridentate chelating which then became monodentate.
The deprotonated molecule of APST, derived from either 3-aminopropylsilanetriol
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or 3-aminopropyltriethoxysilane, should be tested in the future as it does not have
the over-coordination APST has. The adsorption of APS, APST, and APTES should
also be tested on amorphous titania as the physical experimentation was performed
on mesoporous titania, silicon, and silica. When performing calculations with amor-
phous materials, a series of tests must be performed to ensure the generated structures
are representative of that obtained experimentally, corroborated using radial a distri-
bution function.
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Chapter 6
Ruthenium Dioxide
Titanium dioxide is expected to be covered with a high amount of hydroxyl cover-
age, with the exception of close packed surfaces, such as anatase (101). Most molecules
with adjacent oxygen containing groups would be expected to adsorb via the biden-
tate bridging mechanism over the monodentate or chelating adsorption mechanisms.
The observations explored thus far may be applicable to other metal oxide catalysts.
Ruthenium dioxide (RuO2) has the same structure as rutile titania and is also
used in catalysis, including water oxidation, the same as titania [40,41,114,115]. Due
to price, it is used much less often. One of the proposed uses for RuO2 catalysts is in
the passivation of atomic mercury in the emissions from coal power plants [116–118].
This is achieved by reacting hydrogen halides, such as HCl and HBr, with oxygen to
produce H2O and adsorbed halides. These then react with the mercury to produce
HgCl or HgBr, a salt which can be collected for disposal easier than atomic mercury.
Here, I will establish the baseline values of lattice parameter and surface energy,
test the effects of hydroxyl coverage, and the thermodynamics of intermediary steps
in the passivation of atomic mercury over RuO2 membranes.
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Figure 6.1: The unit cell of RuO2. Red spheres correspond to oxygen atoms and
beige spheres correspond to ruthenium atoms.
Figure 6.2: Energy minimization calculations as a function of lattice parameter for
RuO2.
6.1 Preliminary Results
For testing RuO2, only one polymorph (the rutile structure) exists, the unit cell for
which is shown in Figure 6.1. The steps in preparing the initial cell geometry was much
the same as for TiO2. A plain wave cutoff energy of 400 eV and the PBE functional
were utilized. Figure 6.2 shows the energy as a function of lattice parameters. The
selected lattice parameters for RuO2 here are a=4.5239Å and c=3.1194Å, which are
0.5% and 0.63% larger than the experimentally agreed upon values of a=4.5Å and
c=3.10Å, respectively [186,187].
Once the lattice parameters were selected, the RuO2 unit cell had its k-point
density varied, the results of which are shown in Figure 6.3. It was determined that
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Figure 6.3: The energy as a function of k-density per RuO2 unit cell.
Figure 6.4: Relaxed RuO2 surface structures of principle crystallographic planes: (a)
RuO2 (001), (b) RuO2 (100), (c) RuO2 (101), and (d) RuO2 (110).
a k-density of 6x6x8 points per unit cell was sufficient.
RuO2 had its slab thickness evaluated in the same manner as TiO2. Figure 6.4
shows the relaxed surface structure for each of the principle crystallographic surfaces
in RuO2. The reconstruction is almost identical to that of TiO2 rutile, as one would
expect. Figure 6.5 shows the energy as a function of thickness for the different RuO2
surfaces. Table 6.1 shows the thicknesses with converged surface energy values used
for future testing.
Now that the baseline tests have been performed, it is necessary to characterize
the surface under expected application environments. Much as with titania, we will
evaluate what amount of water coverage is expected and its impact on catalytic
performance.
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Figure 6.5: The surface energy of RuO2 planes as a function of thickness.
Table 6.1: Converged surface energy values used for testing of RuO2 and their com-
parison to literature.
Surface Layers Surface Energy (eV/Å2)
RuO2 (001) 13 0.102
RuO2 (100) 9 0.085
RuO2 (101) 6 0.079
RuO2 (110) 9 0.0686
6.2 Hydroxyl Coverage
Most metal oxide surfaces are assumed to have some amount of hydroxyl coverage
at room temperature. Surfaces of the four low index crystallographic surfaces of
RuO2 had hydroxyl coverages of θ=0.25, 0.50, 0.75 and 1.00 where each adsorption
site corresponded to a five-fold coordinated surface ruthenium atom. Associative and
dissociative adsorption were each tested individually in vapor and aqueous conditions
with the latter utilizing the dielectric implicit solvation model referenced in Chapter
3.
6.2.1 Structures
Figure 6.6 depicts to adsorption geometries of water to the principle RuO2 surfaces
for each of the adsorption types tested. It can be noted that in most of the surfaces
the displacement of the surface ruthenium atom as a result of the adsorbed water was
105
Figure 6.6: The adsorption of water to RuO2: associative on the top row, dissociative
on the bottom and, from left to right: (001), (100), (101), and (110).
not as high as it was for the titanium atoms in rutile. As an example, for rutile the
titanium receded down 0.43 Å into the surface and was moved up 0.56 Å when water
was adsorbed, while the ruthenium receded 0.25 Å and moved up 0.36 Å, placing it
above the surface. This may have to do with RuO2 possessing a lower bulk energy
than rutile, -22 eV/RuO2 versus -26 eV/TiO2, which indicates weaker bulk bonds.
This is generally the case with higher atomic number atoms whose outer orbitals
shield the metal nucleus from interacting with the oxygen. The stronger titanium-
oxygen bonds mean the titanium recedes further into the surface in an attempt to
mitigate the unmet stronger bonds.
6.2.2 Energy of Adsorption
The energy of adsorption values of water on RuO2 via associative and dissociative
adsorption in vapor and aqueous environments using the definition from equation 3.3
are shown in Figure 6.7. Unlike with the adsorption structures which remained rela-
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tively similar to rutile TiO2, the energy of adsorption values varied from the values
from rutile. The values for Eads rutile in air remained constant with increased cover-
age, with values from -0.4 to -1.25 eV/H2O at full coverage for dissociative coverage.
The associative rutile values converged slightly to a range of -0.6 to -0.9 eV/H2O. For
RuO2, the dissociative values start with a wide distribution narrowing down, while
the associative coverage varies with the (100) and (110) surfaces remaining constant
with increased coverage and the (001) and (101) surfaces converge to around -0.8 to
-0.9 eV/H2O before both approaching -0.6 eV/H2O at full coverage. It is difficult
to rationalize the difference in enthalpic trends given the similar structure between
rutile and RuO2. A clue may be found with the values in the solvated environment.
The values for energy of adsorption in the aqueous environment also vary from
those for rutile. For both anatase and rutile surfaces, there was a decrease in Eads
(made less negative) of approximately 3 eV/H2O, corresponding to the energy of
solvation of a water molecule in solution. Noting the aqueous terms correspond to
the right axis in these figures, which has different scales, the Eads values for the
aqueous environments fall both above and below the vapor environments by less than
1 eV/H2O. This implies the presence of a dielectric medium, regardless of explicit
water coverage, does not impact the electronic structure of RuO2 as greatly as it
does TiO2. The pseudopotential for ruthenium has 8 electrons (5s
1 4d7) and the
titanium potential used for titanium had 4 electrons (4s1 3d3, slightly different than
the commonly reported 4s2 3d2) and the core cutoff distance for titanium is larger than
that for ruthenium. This may permit a form of electron shielding to occur whereby
the outer electrons shield the inner electrons which are closer to the point charge
core with a greater charge (+8). This results in a smaller change in the electronic
charge distribution as a result of the imposed dielectric constant, resulting in a smaller
change in the energy of the system between the vapor and aqueous states.
Figure 6.8 shows the energy of adsorption values using the alternative definition
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Figure 6.7: The energy of adsorption per water molecule using equation 3.3. The
solid lines correspond to the vapor state (left axis) and the dashed lines correspond
to the aqueous state (right axis).
outlined in equation 3.7. This definition of the energy of adsorption actually closely
followed the trends from the rutile values in vapor environments. The values across
the (001), (100), and (110) surfaces remained relatively constant as associative and
dissociative coverage increased. This was explained in Chapter 3 as the adjacent
water molecules have relatively little influence over each other, with most having their
hydrogen orientated along a plane, so they are not directed towards their adsorbed
neighbors. Also as with rutile, the (101) surface varied significantly with a decrease in
energy of adsorption going from 50% coverage to 75% with associative coverage and a
significant increase on the same interval for dissociative adsorption. These adsorbed
molecules in Figure 6.6 are shown to not be parallel, but have their hydrogen directed
at adjacent sites, even at low coverage, so adsorbed molecules have a much greater
influence over their neighbors than on the other surfaces. Again, the values for the
aqueous environments are on par with those from the vapor environments.
The differences in Figures 6.7 and 6.8, one being very similar to rutile and the
other different, suggest the hydroxyl molecules adsorbed to the rutile surface all in
the same orientation (hence energy of adsorption using the definition from equation
3.3 remaining constant across all coverage) and for RuO2 they adsorbed in different
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Figure 6.8: The energy of adsorption per water molecule using equation 3.7. The
solid lines correspond to the vapor state (left axis) and the dashed lines correspond
to the aqueous state (right axis).
orientations (varying the energy of adsorption when using the definition from equation
3.3), but the energetics of the individual hydroxyl groups with the surface remained
the same (hence the similarity between diagrams using the definition from equation
3.7).
6.2.3 Solvation Energy
Figure 6.9 shows the solvation energy of the associative and dissociative species
adsorbed to the rutile surfaces in eV/H2O. Each individual on the graphs in this
figure follow the same trends as before with rutile, such as the increase in Esolv for
50% associative rutile (101). However, so of the values are shifted relative to each
other such that they fall in a different order of least to most favorable. For associative
cover of rutile, from least to most favorable it went (001), (100), (110), low cover
(101). For associative cover on rutile, from least to most, it was (100), (110), (101),
(001) with the (101) having the same increase in Esolv as with RuO2. In Chapter
3, the values were explained by the hydroxyl units passivating the unmet bonds for
surface atoms, particularly for dissociative cover of rutile (001). As mentioned in
the previous section, the RuO2 bond is weaker than the TiO2 bond and the imposed
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Figure 6.9: The energy of solvation per adsorbed molecule for associative and disso-
ciative adsorption.
dielectric function does not have as large an impact the energy of the system when
compared to rutile (as the aqueous values did not differ significantly from vapor).
Thus the values here are likely governed by the hydroxyl interaction with the implicit
solvation rather than by the surface.
As discussed in Chapter 3, it may be more advantageous to look at the energy
of solvation in terms of area rather than per molecule. Figure 6.10 depicts this as a
function of coverage for associative and dissociative coverage. For most of the sur-
faces, the energy of solvation per area first becomes more favorable, approaching 50%
coverage, then becomes less favorable. The exceptions to this are the (001) surface
for associative coverage, which continued to become more favorable, and the (110)
surface for dissociative coverage, which remained the same with increased coverage.
This indicates the implicit solvation makes the most contribution to the majority of
situations at 50% coverage. If the charge cutoff plane is more tightly bound to the
adsorbed molecules, 50% coverage would result in the greatest amount of interfacial
area being present, leading to increased solvation. At 0% and 100%, the charges
either don’t spread far from the surface (likely the case for 0%) and thus aren’t as
affected by the dielectric function, or, at high coverage, the charges from the water
molecules act to decrease the charge layer, decreasing the contributions by implicit
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Figure 6.10: The energy of solvation per area for associative and dissociative adsorp-
tion. Note the scientific notation on the y-axis.
solvation.
6.3 Mercury Passivation
Liu et al. proposed a mechanism whereby atomic mercury may be passivated by
hydrogen halides over ruthenium dioxide to produce HgCl or HgBr, which can be
collected more easily than atomic mercury [116–118]. The mechanics of this process
was previously investigated over titanium dioxide with a V2O5 monolayer [188]. RuO2
has been investigated more extensively for its interactions with hydrogen halides
due to its application in the oxidation of HCl to produce H2O and Cl2, known as
the Deacon process [113, 189, 190]. The steps proposed for mercury passivation are
depicted in Figure 6.11 and involve the adsorption of oxygen and hydrogen halides
(HCl and HBr) to RuO2. The molecules are each split. One oxygen molecule permits
2 catalytic cycles to occur. The hydrogen migrate to the oxygen to form water.
Mercury adsorbs to the halides to form HgX2 and the two desorb. After the reaction
proceeds a second time, the second oxygen is used.
The order and site to which species adsorb to the surface may play an important
role in the thermodynamics of the overall process. By varying the site of adsorp-
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Figure 6.11: The mechanism of mercury passivation as proposed by Lui et al.
tion/desorption, three different mechanisms arise. The first two occur on a bare
RuO2 surface as proposed by Lui, with the difference being the adsorption mech-
anism of the oxygen. The third mechanism is proposed by Zweidinger et al. who
observed chlorine replacing bridging oxygen on the RuO2 surface [190]. A fourth
possible mechanism exists as a proxy to mechanism 3, in which the chemistry does
not take place on the ruthenium atoms, but on the bridging chlorine atoms. Mercury
reacts with those and is replaced by new chlorine so the catalyst is not consumed.
The order of the steps would be the same as for mechanism 3. Due to time and
allocation restrains, mechanism 4 was not able to be tested. Varying the order of
adsorption and desorption could also yield different pathways.
1. Mechanism 1
• O2 begins adsorbed to one ruthenium
• HgX2 desorbs first
• then H2O
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2. Mechanism 2
• O2 begins adsorbed to two ruthenium
• H2O desorbs first
• then HgX2
3. Mechanism 3
• H2O leaves first
• Hg approaches two adsorbed Cl/Br
• HgX2 desorbs
Ideally, nudged elastic band (NEB) calculations would be performed to ascertain
the potential barrier for each step to take place. This type of calculation iteratively
moves atoms through the suspected pathway, allowing several ionic steps to take
place at each step, then moves the atom again. This essentially adds an outer loop to
the electron and ion loops in conventional DFT calculations. Because this topic was
considered low priority to the overall body of research with focus given to titania,
only the kinetics and energy of adsorption for each step were calculated. Potential
barriers taken from NED calculations were not determined.
Calculations were performed with the same settings as for the hydroxylated RuO2
surfaces. Each of the molecules, O2and HCl, was adsorbed to the surface individually
to have its energy of adsorption determined. Then all three molecules, the O2 and
two HCl, were adsorbed concurrently. The two HCl molecules may not need to be
adsorbed concurrently for the mechanism to take place as one may deprotonate, then
the other, but as Cl2 is one of the product, the decision was made to adsorb both.
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6.3.1 Structures
The structures of the final states of each of the mechanisms is depicted in Figure
6.12. In mechanism 1 (Figure 6.12a), the oxygen molecule was adsorbed to a single
surface ruthenium and in mechanism 2 (Figure 6.12b) it is positioned to be adsorbed
to two different ones. In both mechanism 1 and 2, the HCl are 3.2 to 3.4 Å away from
the surface. This is no too significantly different from values reported previously
for bromine interacting with vanadium, which had a distance of 2.85 Å [188]. In
mechanism 3, the chlorine-ruthenium distance was 2.6 Å. The adsorbing oxygen bond
lengths were observed to be 2.0 Å for mechanism 1 and 1.7 Å for mechanisms 2 and
3. In mechanism 1, both of the hydrogen from the HCl began to orientate themselves
towards the surface oxygen, beginning the process of deprotonation from the chlorine.
One hydrogen atom would then have to rotate about its oxygen, transferring to the
other oxygen, to form H2O. Despite undergoing the same number of steps and reaching
similar convergence values, mechanism 2 did not orientate as closely as mechanism 1,
being 30◦ above the surface. Mechanism 3 did not result in the hydrogen orientating
towards the oxygen at all. Mechanism 1 is the closest to proceeding through the
steps, despite the HCl likely being adsorbed unfavorably to the surface. When the
HCl was adsorbed to the surface by itself in benchmark tests to calculate the energy
of adsorption, it was also 2.8 Å away from the surface, implying the presence of the
oxygen cased this displacement. The chlorine are attempting to line up across the
periodic boundary as well, having a separation distance of 3.2 Å at this point in the
process.
6.3.2 Energy of Adsorption
The energy of adsorption for each of the individual molecules to the surface is
listed in Table 6.2. These values were determined by adsorbing the molecules one
at a time, rather than as part of the overall mechanism as depicted in Figure 6.12,
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Figure 6.12: The end states of each of the proposed mechanisms: (a) 1, (b) 2, and
(c) 3.
Table 6.2: The energy of adsorption values for the different components of the system.
O2,mech1 O2,mech2 HClmech1&2 O2,mech3 HClmech3
Eads (eV) 0.88 1.25 1.34 1.22 1.29
so we will not be able to observe the effect the oxygen molecule had on the HCl.
Looking at the results, the molecules adsorbed to the chlorinated surface (mechanism
3) had slightly lower energy of adsorption as the anion forces from the surface chlorine
repelled the also anionic oxygen and chlorine of the HCl. The bidentate adsorption
of oxygen in mechanism 1 was less favorable, but did progress the theorized reaction
(HCl deprotonation) in a fewer number of steps with the same ionic step convergence
criteria being reached, suggesting a may be the most beneficial arrangement, though
not the most likely. Due to time and resource restraints the adsorption of mercury to
chlorine was not able to be tested.
6.3.3 Discussion
Mechanism 1, whereby a bidentate oxygen molecule acts to deprotonate two ad-
sorbed HCl proceeds the reaction the quickest, being able to occur even within the
extremely short time represented in a DFT calculation. However, one must question
the likelihood of the arrangement occurring. Either way, on the second occurrence
of a catalytic reaction at that site (after one of the oxygen has already been used to
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create H2O) the arrangement most similar to that would be mechanism 2 as well with
only one oxygen adsorbed to a ruthenium atom. Mechanism 3 has different surface
chemistry to mechanisms 1 and 2, and results in a slight anionic repulsion of the HCl
from the surface. This may permit the HgCl2 to desorb more easily in the final steps,
but it may also hinder the right conditions for the reaction to occur in the first place.
In future studies, once the energy of adsorption of mercury to the chlorine atoms
is calculated, it is advised the calculations be performed using nudged elastic band
methods to determine energy potential barriers of desorption. This would be the last
remaining step in the process.
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Chapter 7
Perspectives
7.1 Implications
7.1.1 Hydroxyl Coverage of Titania
One should expect high coverages of hydroxyl coverage, mostly through the as-
sociative mechanism for anatase nanoparticles and dissociative adsorption to rutile
nanoparticles. The exception to this being close packed surfaces, such as anatase
(001), for which one would expect 50% or less coverage. Definitions for the energy
of adsorption as put forth by previous researchers do not capture the effects due to
contributions from additional adsorbed molecules.
Implicit solvation in the form of an imposed dielectric function, contributes less
to the energy of the system, decreasing the solvation energy, as the amount of im-
plicit solvation is increased. Both act to mitigate the unmet bonding of the under-
coordinated atoms at the crystallographic surface. As explicit coverage is increased,
less contribution is needed from the implicit solvation is needed to do so. Each method
has their own contribution, such as steric hindrance and water caging, to modeling the
effect of solvation on molecules in solution, and should be considered when calculating
the properties of molecules adsorbed to nanoparticles in realistic environments.
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7.1.2 Hydrogen Doped Titania
Titania undergoing hydrogen plasma doping is generally blue or black in color,
suggesting increased visible light adsorption. Utilizing hybrid functionals, various
hydrogen and nitrogen defects were tested in bulk anatase and rutile. Doping was
found to have relatively little impact on the performance of rutile. However, for
anatase, hydrogen interstitials and nitrogen substitutionals were found to have simi-
lar improvements to photoabsorption in the high wavelength, low energy visible light,
which would result in a blueish substance. The lower energy of formation of hydrogen
defects would permit a greater concentration of hydrogen defects to form over nitrogen
defects, resulting in an overall improved performance over the nitrogen doping. Hy-
drogen also has the ability to reduce titania, producing oxygen vacancies which, for a
set molar concentration, resulted in the greatest improvement in the high wavelength
visible light range.
One would generally not be able to discern the contributions of hydrogen doping
in titania in an FTIR study. Peaks are not created at a novel wavenumber from the
undoped material. However, a high defect concentration was tested here, causing
significant lattice strain. Lower defect concentration may permit the retrieval of
dopant peaks after subtracting the contributions from the bulk material.
The increase in visible light absorption results from a decrease in the band gap
from defect states, with interstitial hydrogen being an n-type semiconductor and
substitutional nitrogen being a p-type semiconductor. Hydrogen interacting with
nitrogen, such as the (NH)XO and (NH)
X
i defects, results in the mitigation of any
new electronic states forming and the NH-doped titania behaves much the same as
the undoped one. If one wishes to drive charge carrier separation by creating a p-n
junction, one must take care to separate the two dopants in the structure.
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7.1.3 Functionalized Titania Membranes
A variety of molecules have been demonstrated to interact with titania for a
variety of purposes, including membranes, organic solar cells, medicine separation,
and carbon dioxide capture. While not all properties of their interactions could
be characterized due to time restrictions on computational resources and the limits
of density functional theory, as much was done as possible to fill in the gaps of
fundamental research and characterize the surface chemistry.
Poly-acrylic Acid Functionalized Titania
Poly-acrylic acid adsorbs favorably to anatase and rutile with the bidentate bridg-
ing deprotonated mechanism being the most favorable for both. Of the mechanisms
not requiring an energy barrier to form, the mondentate and bidentate bridging were
found to have similar energies of adsorption with bidentate chelating being the least
favorable. Increased polymer length increased the affinity for adsorption, assuming no
cross-boundary interactions. Increased surface solvation, as the systems are expected
to be used in an aqueous environment, decreases the energy of adsorption, but not
so significantly as to cause desorption, even at full water coverage of the surrounding
sites.
The molecular dynamics models used here were not found to encapsulate the
effects observed due to changing pH, which is known, or the effects due to Coulombic
interactions. An interatomic potential utilizing a Debye length term may need to
be used to better capture charge-charge interactions or the water-molecule potential
may be too strong. It is not a result of the temperature damping coefficient or bond
potentials.
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Dopamine Functionalized Titania
The post-polymerization product of dopamine is not known with certainty. As
such, the four proposed monomers had their energies of adsorption calculated and
the original dopamine molecule was tested for two different adsorption mechanisms.
Adsorption was found to be favorable to the anatase (101) surface, but not the rutile
(110) surface, with the bidentate bridging mechanism being the preferred mechanism
on both surfaces. Different monomers behaved similarly to one another in their
adsorption to the surface, being within two tenths of an electron volt of one another
on anatase (101).
P3HT Electronic Interactions
Poly(3-hexylthiophene-2,5-diyl) (P3HT) was adsorbed vertically to surface oxy-
gen and titanium via the thiophene despite previous literature suggesting horizontal
adhesion mediated through hydrogen bonding. This was chosen to test a novel ar-
rangement and to avoid dealing with the issues of hydrogen bonding in polymers in
density functional theory. While the vertical arrangement did result in a similar sepa-
ration from the surface of 3.7 Å, the vertical orientation was found to be unfavorable,
suggesting hydrogen bonding is necessary to adsorb P3HT to titania surfaces.
Quercetin on Titania
Quercetin was found to adsorb most favorably via the bidentate bridging mecha-
nism, meaning it is the most favorable mechanism for all of the molecules tested up
to this point. Rutile (110) was preferred over anatase (101) for both mechanisms,
though only the bidentate bridging on rutile (110) was energetically favorable. How-
ever, permitting a larger area per adsorption site would likely permit the adsorption
to be more favorable. It is also possible adsorption occurs via a different mechanism,
such as adhesion of the polycyclic aromatic ring, as was the inferred case for P3HT.
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It is known from experiment titania uptakes quercetin, so it is known there must be
some favorable arrangement.
Aminopropylsilane on Titania
3-aminopropylsilanetriol assumes the monodentate adsorption geometry on anatase
(101) and rutile (110) given the choice between bidentate and tridentate bridging and
chelating, with the monodentate arising from the chelated geometry. There is a
driving force to deprotonate the alcohol groups when first adsorbed via the bridging
mechanism. This may act the intermediary step to remove the ethoxide in the case
of 3-aminopropyltriethoxysilane functionalizing the surface.
7.1.4 Ruthenium Dioxide
Hydroxyl Coverage of Ruthenium Dioxide
The energy of adsorption values for associative and dissociative adsorbed wa-
ter molecules to ruthenium dioxide differed from those of rutile TiO2 as a result of
hydroxyl orientation. On rutile surfaces, all adsorbed hydroxyl groups maintained
similar orientations, resulting in constant energy of adsorption values with increased
explicit coverage when using the definition from equation 3.3. For RuO2, hydroxyl
groups adsorbed with differing geometries, resulting in a varying energy of adsorption
value with increased coverage when using the definition from equation 3.3. However,
the energetics governing the surface chemistry for each individually adsorbed hydroxyl
group was the same between RuO2 and rutile TiO2, as evident from the diagrams
using the definition from equation 3.7.
RuO2 is not as strongly affected by the implicit solvation as TiO2 is. Its values
for the energy of adsorption in aqueous environments was plus or minus one electron-
volt from the same values in the vapor environment. Explicit water coverage has a
stronger impact as the energy of adsorption values for RuO2 were greater, despite the
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ruthenium-oxygen bond being weaker than the titanium-oxygen bond. This should
be considered when performing DFT calculations for ruthenium dioxide in aqueous
environments.
Mercury Passivation on Ruthenium Dioxide
Three possible beginning mechanisms for the passivation of atomic mercury to
HgCl2 or HgBr2 over a ruthenium dioxide catalyst were tested with two being on
typical RuO2 surfaces and the third performed on a reduced, chlorinated surface.
The two mechanisms on the plain surface showed promise as the initial steps of the
proposed mechanism proceeded without the need to perform nudged elastic band
calculations, indicating the potential barrier is likely low.
This helps to flesh out the fundamental science of removing mercury from coal
power plant emissions, which is extremely important to public health so long as these
power plants are in use.
7.2 Recommended Future Studies
This work looked at the effects of the environment on the surface structure of
titania, then at various surface chemistry interactions, and finally looked to apply
that insight to other similar metal oxide catalysts. It is recommended that this body
of work be expanded upon in the future in four different ways.
First, the effects of acidic and basic conditions should be observed in first principles
calculations. Explicit hydroxyl coverage owing to differing pH will induce different
steric and Coulombic hindrances to molecules attempting to interact with the surface
when compared to neutral conditions presented in this research.
Second, the kinetics and band structure of amorphous titania and molecule inter-
actions with amorphous titania should be investigated. Several of the studies refer-
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enced in this document performed tests using amorphous titania, while others used
the anatase polymorph. Amorphous materials tend to be more expensive to calculate
using DFT due to their complex electronic structures. Some of this can be allevi-
ated by performing nanocluster calculations, which avoids unfavorable interactions
at the periodic boundary for structures generated using an outside program. Tests
suggest nanoclusters may be representative of amorphous conditions, but still have
large amounts of unmet bonding and therefore have different electron structures than
bulk amorphous material or surfaces. Additionally, many sample structures need to
be generated to guarantee that the super cell being tested is representative of real
world amorphous material. This can be verified against experimental samples using
a radial distribution function using neutron or x-ray scattering.
Third, when performing molecular dynamics calculations, one should include
screening effect of a polar solvent by adding exponential factor to the Coulombic
term utilizing the Debye length of a dielectric solvent. This will permit a more realis-
tic interaction between the polymer and charged particles in solution or the charged
polymer and the nanoparticle.
Finally, the different arrangements of molecules as discussed in Chapter 5 and the
previous section should be looked at as possible means of surface chemistry interac-
tions.
7.3 Summary
Titania is a photocatalyst whose potential for industrial application and quality
of life improvements has only, in the past couple decades, begun to be appreciated.
It is often said colloquially in materials science that it takes twenty years for a new
material or process to go from discovery, though fundamental research, and enter
public use. This statistic was highlighted by the Materials Genome Project as a
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reason to better and more swiftly characterize materials so as to improve the world.
With work done over the past two decades utilizing titania for hydrolysis, photo-
catalysis, membrane research, use in organic solar cells, carbon dioxide capture, and
natural therapeutic medicine recovery, it has the potential to make a huge impact
in all of our lives. This research hopes to help fill in the final gaps of fundamental
understanding necessary to make this possible.
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Table A.1: Force constants for bonds (eV/Å2) and angles (eV/radian) for different basis sets using the Hartree Fock method
calculated using Gaussian 16.
cc- AUG-cc- cc-
Bond 6-21g 6-21g* 6-31g 6-31g(d) 6-31g(d,p) 6-31+g** 6-311g 6-311g* 6-311g** pVDZ pVDZ pVTZ
O-H 43.56 45.51 46.89 48.07 50.23 50.25 47.51 50.04 50.63 50.06 50.71 50.52
O-C 34.22 38.35 35.52 38.51 39.03 38.62 34.14 37.92 38.75 39.11 38.01 38.64
O=C 77.17 86.66 74.70 84.54 85.25 83.67 72.08 84.77 85.02 85.71 82.69 84.32
C-C 25.52 26.10 28.63 27.22 27.43 27.36 28.49 26.95 27.11 27.92 27.92 27.21
C=C 58.48 57.96 58.03 57.37 57.81 56.83 55.34 56.56 57.16 58.04 57.40 57.09
C-H 32.12 31.72 32.04 31.74 31.64 31.72 31.14 31.50 31.39 31.84 31.95 31.54
Angle
C-O-H 5.037 5.736 4.782 5.443 5.241 5.128 4.811 5.333 5.221 5.367 5.324 5.224
C-C-H 2.833 2.690 2.855 2.721 2.687 2.700 2.803 2.704 2.684 2.650 2.672 2.689
H-C-H 2.380 2.334 2.380 2.341 2.301 2.303 2.343 2.316 2.277 2.246 2.264 2.278
C-C-C 4.128 3.836 4.166 3.889 3.849 3.878 4.061 3.844 3.937 3.864 3.928 3.940
O-C=O 6.041 6.100 6.108 6.127 6.132 6.104 6.070 6.126 6.215 6.164 6.086 6.183
C-C-O 4.823 4.910 5.114 5.066 5.063 5.075 5.118 5.053 5.150 5.108 5.076 5.131
C-C=O 5.657 5.652 5.689 5.674 5.648 5.616 5.632 5.658 5.658 5.660 5.584 5.662
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Table A.2: Force constants for bonds (eV/Å2) and angles (eV/radian) for different basis sets using the B3LYP method calculated
using Gaussian 16.
Bond 6-21g 6-21g* 6-31g 6-31g* 6-31g** 6-31+g** 6-311g* 6-311g** cc-pVDZ AUG-cc-pVDZ cc-pVTZ
O-H 39.23 41.61 42.99 45.02 46.70 47.02 46.40 47.49 46.56 47.30 47.17
O-C 31.14 35.33 31.76 34.95 35.12 34.33 33.97 34.18 35.57 33.96 34.15
O=C 71.21 80.08 70.37 79.11 79.23 77.67 79.63 79.60 80.00 76.98 78.57
C-C 25.15 25.26 28.15 26.75 26.75 26.91 26.37 26.47 27.44 27.54 26.67
C=C 56.63 56.25 56.49 56.05 56.08 55.53 55.72 55.80 56.99 56.20 55.94
C-H 32.79 32.25 32.78 32.45 32.41 32.58 32.32 32.34 32.71 32.77 32.38
Angle
C-O-H 4.887 5.226 4.517 4.891 4.701 4.548 4.767 4.664 4.734 4.652 4.648
C-C-H 2.461 2.3440 2.481 2.369 2.328 2.351 2.358 2.318 2.297 2.364 2.355
H-C-H 2.110 2.050 2.100 2.044 2.004 2.006 2.018 1.973 1.937 1.986 1.987
C-C-C 3.541 3.339 3.619 3.393 3.345 3.417 3.347 3.361 3.374 3.586 3.473
O-C=O 5.170 5.233 5.282 5.284 5.283 5.264 5.292 5.310 5.295 5.281 5.339
C-C-O 4.115 4.186 4.411 4.364 4.359 4.408 4.334 4.366 4.393 4.479 4.440
C-C=O 4.932 4.912 4.977 4.936 4.895 4.890 4.883 4.891 4.870 4.928 4.934
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Table A.3: The force constants (K), bond length, and equilibrium angles used in
molecular dynamics calculations.
Bond Bond stiffness, K (eV/Å2) length (Å)
Ti-O 527.05 1.9803
O=C 78.849 1.2004
O-C 34.529 1.3574
O-H 46.707 0.9639
C-H 32.493 1.0823
C-C 26.862 1.4895
O-Hwater 30.450 0.9572
Angle angle stiffness, K (eV/radian2) angle (◦)
H-C-H 6.6404 104.5
C-C-H 7.7999 104.5
C-C-C 11.362 104.5
O-C=O 17.627 120.0
C-O-H 15.652 120.0
O-C-C 16.328 120.0
H-O-Hwater 3.969 14.52
Table A.4: The interatomic pair potentials used in molecular dynamics calculations.
Pairs ε (eV) σ (Å)
Ti Ti 0.0 0.0
Ti O 0.004031 3.548
Ti C 0.002357 3.423
Ti H 0.002748 3.502
O O 0.005317 3.040
O C 0.005299 3.260
O H 0.002118 2.950
C C 0.003098 3.135
C H 0.001238 2.825
OH2O OH2O 0.001920 3.1589
OH2O HH2O 0.0 0.0
HH2O HH2O 0.0 0.0
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Table A.5: The atomic charge and mass used in LAMMPS molecular dynamics cal-
culations.
Atom charge (e) mass (amu)
Ti 2.27493 47.8670
Otitania -1.137465 15.9994
Cbackbone 0.016652 12.0110
Ccarboxyl 2.652979 12.0110
Hbackbone 0.040678 1.0080
Hcarboxyl 0.999911 1.0080
OH2O -1.1128 15.9994
HH2O 0.5564 1.0080
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[135] Shuichi Nosé. Constant temperature molecular dynamics methods. Progress of
Theoretical Physics Supplement, 103:1–46, 1991.
[136] William L Jorgensen, Jayaraman Chandrasekhar, Jeffry D Madura, Roger W
Impey, and Michael L Klein. Comparison of simple potential functions for
simulating liquid water. The Journal of chemical physics, 79(2):926–935, 1983.
[137] Alex D MacKerell Jr, Donald Bashford, MLDR Bellott, Roland Leslie Dun-
brack Jr, Jeffrey D Evanseck, Martin J Field, Stefan Fischer, Jiali Gao, H Guo,
Sookhee Ha, et al. All-atom empirical potential for molecular modeling and dy-
namics studies of proteins. The journal of physical chemistry B, 102(18):3586–
3616, 1998.
[138] Daniel J Price and Charles L Brooks III. A modified tip3p water poten-
tial for simulation with ewald summation. The Journal of chemical physics,
121(20):10096–10103, 2004.
[139] Jose LF Abascal and Carlos Vega. A general purpose model for the condensed
phases of water: Tip4p/2005. The Journal of chemical physics, 123(23):234505,
2005.
[140] Georg Kresse and Jürgen Hafner. Ab initio molecular dynamics for liquid met-
als. Physical Review B, 47(1):558, 1993.
[141] Georg Kresse and Jürgen Furthmüller. Efficiency of ab-initio total energy cal-
culations for metals and semiconductors using a plane-wave basis set. Compu-
tational materials science, 6(1):15–50, 1996.
[142] Georg Kresse and Jürgen Furthmüller. Efficient iterative schemes for ab ini-
tio total-energy calculations using a plane-wave basis set. Physical review B,
54(16):11169, 1996.
[143] J Kreese, Georgand Paier, A Gruneis, J Harl, K Hummer, M Marsman, and
R Wahl. Vasp: Applications and the limits of dft, 2009.
[144] John P Perdew, Kieron Burke, and Matthias Ernzerhof. Generalized gradient
approximation made simple. Physical review letters, 77(18):3865, 1996.
142
[145] Jeremy K Burdett, Timothy Hughbanks, Gordon J Miller, James W Richard-
son Jr, and Joseph V Smith. Structural-electronic relationships in inorganic
solids: powder neutron diffraction studies of the rutile and anatase polymorphs
of titanium dioxide at 15 and 295 k. Journal of the American Chemical Society,
109(12):3639–3646, 1987.
[146] Anderson Janotti and Chris G Van de Walle. Native point defects in zno.
Physical Review B, 76(16):165202, 2007.
[147] Jr. Chase, M.J. Nist-janaf thermochemical tables, 4th ed, 1998.
[148] John P Perdew, Matthias Ernzerhof, and Kieron Burke. Rationale for mix-
ing exact exchange with density functional approximations. The Journal of
chemical physics, 105(22):9982–9985, 1996.
[149] Matthias Ernzerhof and Gustavo E Scuseria. Assessment of the perdew–burke–
ernzerhof exchange-correlation functional. The Journal of chemical physics,
110(11):5029–5036, 1999.
[150] Carlo Adamo and Vincenzo Barone. Toward reliable density functional methods
without adjustable parameters: The pbe0 model. The Journal of chemical
physics, 110(13):6158–6170, 1999.
[151] Joachim Paier, Robin Hirschl, Martijn Marsman, and Georg Kresse. The
perdew–burke–ernzerhof exchange-correlation functional applied to the g2-
1 test set using a plane-wave basis set. The Journal of chemical physics,
122(23):234102, 2005.
[152] Jochen Heyd, Gustavo E Scuseria, and Matthias Ernzerhof. Hybrid function-
als based on a screened coulomb potential. The Journal of chemical physics,
118(18):8207–8215, 2003.
[153] Jochen Heyd, Gustavo E Scuseria, and Matthias Ernzerhof. Erratum: ”hybrid
functionals based on a screened coulomb potential” [j. chem. phys. 118, 8207
(2003)]. The Journal of chemical physics, 124:219906, 2006.
[154] Jochen Heyd and Gustavo E Scuseria. Efficient hybrid density functional calcu-
lations in solids: Assessment of the heyd–scuseria–ernzerhof screened coulomb
hybrid functional. The Journal of chemical physics, 121(3):1187–1192, 2004.
[155] Jochen Heyd, Juan E Peralta, Gustavo E Scuseria, and Richard L Mar-
tin. Energy band gaps and lattice parameters evaluated with the heyd-
scuseria-ernzerhof screened hybrid functional. The Journal of chemical physics,
123(17):174101, 2005.
[156] Joachim Paier, Martijn Marsman, K Hummer, Georg Kresse, Iann C Gerber,
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