Abstract-Numerous stream mining applications, such as visual detection, online patient monitoring, and video search and retrieval, are emerging on both mobile and high-performance computing systems. These applications are subject to responsiveness (i.e., delay) constraints for user interactivity and, at the same time, must be optimized for energy efficiency. The increasingly heterogeneous power-versus-performance profile of modern hardware presents new opportunities for energy saving as well as challenges. For example, employing low-performance processing nodes can save energy but may violate delay requirements, whereas employing high-performance processing nodes can deliver a fast response but may unnecessarily waste energy. Existing scheduling algorithms balance energy versus delay assuming constant processing and power requirements throughout the execution of a stream mining task and without exploiting hardware heterogeneity. In this paper, we propose a novel framework for dynamic scheduling for energy minimization (DSE) that leverages this emerging hardware heterogeneity. By optimally determining the processing speeds for hardware executing classifiers, DSE minimizes the average energy consumption while satisfying an average delay constraint. To assess the performance of DSE, we build a face detection application based on the Viola-Jones classifier chain and conduct experimental studies via heterogeneous processor system emulation. The results show that, under the same delay requirement, DSE reduces the average energy consumption by up to 50% in comparison to conventional scheduling that does not exploit hardware heterogeneity. We also demonstrate that DSE is robust against processing node switching overhead and model inaccuracy.
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real-time stream mining applications such as traffic analysis, financial fraud prevention, disaster information management, video surveillance, and online patient monitoring [5] , [6] . Stream mining systems rely on sophisticated machine learning techniques and can be conceptually viewed as processing pipelines that identify data of interest by progressively testing it on classifiers. The classifiers, which are essential elements that partition data into multiple classes and filter out irrelevant information [5] , can be deployed in heterogeneous processing hardware available on a high-performance cloud-computing infrastructure or a networked computing cluster of embedded processors [2] . The evolution of stream mining applications has manifested two trends. (1) As the number and types of stream mining applications are rapidly increasing, it becomes essential to devise energy-efficient solutions and systems for supporting these applications [1] . (2) Many stream mining applications are subject to stringent delay requirements, since their users want responses to their queries quickly and delayed responses are less valuable or may even result in serious consequences (e.g., as in disaster information management or online patient monitoring systems). Moreover, another growing trend is that these applications are increasingly deployed over embedded systems (e.g., real-time motion detection using mobile devices in assistive environments) [3] or large computing clusters (which process interactive data analytics [20] ), for both of which energy efficiency is a critical concern. While enormous efforts have been dedicated to improving data mining algorithms (see [31] for an overview), there is currently a limited volume of work on the minimization of energy consumption of delay-sensitive stream mining applications. This is a critical aspect that can become a major hindrance to the wider adoption of stream mining applications over mobile or large heterogeneous computing clusters.
In this paper, we aim at optimizing energy efficiency of stream mining applications employing cascade classifier chains. Prior studies show that load shedding [8] and classifier topology configuration [5] can be applied to effectively reduce the complexity of stream mining applications, potentially saving the resource consumption (including energy consumption) as a by-product of the aforementioned solutions. Here, we adopt a different yet equally important approach: optimally choosing processing speeds for the hardware executing the classifiers. Our approach leverages the growing heterogeneity of modern hardware and enables dynamic scheduling of stream mining workloads over a set of heterogeneous processing nodes. Notable examples include heterogeneous multicore processor (e.g., ARM big.LITTLE [16] ) and heterogeneous server clusters in which different servers have different power-performance profiles [33] . While our goal is clear, a key issue that remains unsolved spurs our research: selecting processing nodes with low speeds can save energy but may violate the delay requirement, whereas selecting processing nodes with fast speeds can deliver a fast response but may unnecessarily waste energy. Moreover, some classifiers may be more energy-consuming than others, thereby further complicating the optimal choice of processing nodes for classifiers.
Our study aims at addressing energy efficiency of delay-sensitive stream mining applications from a scheduling perspective, which is becoming increasingly important in both mobile systems and large computing clusters. While there are many different scheduling algorithms in other contexts (e.g., dynamic voltage and frequency scaling (DVFS) [12] , [13] and scheduling in heterogeneous multicore processors [14] , [21] ), these studies assume that a stream mining task exhibits constant power performance (i.e., constant processing cycles and power consumption) throughout its execution, which does not necessarily hold (as shown in our experiment). Conversely to these state-of-the-art works, we propose a novel algorithm, called Dynamic Scheduling for Energy (DSE), which dynamically chooses processing nodes for executing the classifiers in order to minimize the average energy consumption for stream mining, while simultaneously satisfying an average delay constraint.
To evaluate DSE, we build an image stream mining system based on the well-known Viola-Jones classifier chain [4] , which extracts features from image sequences and detects the region(s) where human faces appear in the images. For each of the Viola-Jones classifiers, we profile the execution time requirement, measure its frequency of occurrence, and calculate its energy consumption on a set of heterogeneous servers. When applying DSE for delay-constrained and energy-optimal realization of the Viola-Jones classifier chain on this heterogeneous environment, our results show that the average energy consumption is significantly reduced (by up to 50%) in comparison to the best homogeneous system that only chooses a static speed. Beyond this result, we also conduct extensive sensitivity studies to demonstrate the robustness of DSE in cases where some parameters, such as service demand distribution, may not be completely known.
The rest of this paper is organized as follows. Section II describes the model. In Section III, we develop the DSE algorithm. Simulation results are shown in Section IV and related work is reviewed in Section V. Finally, concluding remarks are offered in Section VI.
II. STREAM MINING AND JOB MODEL

A. Stream Mining System
We provide the modeling details of classifiers and processing nodes. For the ease of presentation, we concentrate on a single (binary) classifier chain, whereas a more complex classification tree model is provided in Section III-C. As a classic example, Fig. 1 illustrates the well-known cascade classifier chain architecture of the Viola-Jones algorithm [4] consisting of multiple stages of filters for face detection in images.
1) Classifier: Ordered according to a certain topology (e.g., classifier chain [4] , [5] ) depending on the specific application, each classifier is responsible for extracting and classifying features of certain interest. Note that each classifier also corresponds to one "stage" of classification [4] . An input stream data is filtered sequentially along the cascade of classifiers and two possible labels may be produced at each stage: "Positive/True" and "Negative/False". Data labeled as "Positive/True" is forwarded to the next classifier if any, while data labeled as "Negative/False" is dropped. We further note that each classifier may be applied multiple times at one stage before the input data is forwarded to the next stage. For example, for face detection within streams of images, a classifier is typically applied on a small block and then scans throughout the entire image; those blocks labeled as "Negative" will not be scanned in the next stage [4] .
In our model, the classifier chain consists of stages (i.e., binary classifiers) indexed by , respectively. We use to quantify the average complexity (i.e., number of required CPU instructions, or resource demand) of the -th stage of classification , during which the -th classifier may be applied once or multiple times (as in the case of face detection [4] ). Each classifier has a priori selectivity for the incoming data (i.e., a priori probability that the data belongs to the "Positive" group, which is an inherent characteristic of the input data), that can be computed on a training and cross-validation data set. Given a fixed classifier configuration, the a priori selectivity and the likelihood of classification errors will probabilistically determine the number of classifiers that will be activated to process the input data [5] . Mathematically, we denote by the probability that the input data is processed by classifiers (i.e., the input data goes through the first classifiers prior to being dropped or completed), for . Equivalently, can be interpreted as the probability mass distribution of service demand measured in terms of the number of classifiers. We denote the cumulative distribution function (CDF) by . Although the actual number of classifiers that a particular input data will go through is unknown in advance, the statistical information (i.e., the values of ) is readily available by, e.g., online or offline profiling (e.g., [5] , [12] ) or based on the a priori selectivity of input streams [5] . In Section IV, we shall show the robustness of DSE in the presence of service demand estimation errors.
2) Processing Node: We present a general model for processing nodes that are applicable to both mobile systems and computing clusters. Specifically, we use a general term "node " to represent the hardware for executing classifier in the classification cascade. Depending on the system implementation, a "node" may refer to various types of physical hardware: a physical server in large computing cluster [10] or a single core on a heterogeneous multicore processor [16] .
We denote the processing speed of node for executing classifier by , where is the set of available discrete processing speeds, measured in terms of instructions per second. Note that even though the processing nodes are physically the same, the processing speed set may still be dependent on classification stages [23] . For notational convenience, we use the vectorial expression wherever applicable. Thus, the average processing time of stage is given by , where is the average computing complexity of classification stage . For stage , we relate the processing speed to energy consumption via an energy function . Here, we explicitly include the subscript in the energy function to emphasize that the energy consumption may be different even though two different stages and are executed using the same physical hardware at the same speed, because each stage may involve different types of classification operations that exhibit different power-performance characteristics [4] , [23] . Without loss of generality, we consider that a faster node incurs more energy for a given classification stage, i.e., is increasing in , since otherwise the problem becomes trivial: a slower node will not be used due to its lower performance and higher energy consumption. We further assume that, for each stage of classification , the energy consumption is convex in the processing speed , which has been widely considered and validated extensively by both analytical models and practical measurement studies (e.g., [12] , [17] ).
We express the average energy consumption of the stream mining system as follows (1) which can be briefly explained as follows. The term " " represents the energy consumption of an input data that is processed by the first classifiers (with a probability of ), and hence we have the average energy consumption as . Equivalently, we can rewrite the average energy consumption as , where is the probability that classifier is activated. Remark: In this paper, we focus on optimizing the nodes' processing speeds per classifier stage, and do not consider dynamically adjusting the speeds of classification within a single classifier stage. Moreover, in the model, we implicitly assume co-located processing nodes such that the communication delay incurred by migrating a job from one physical node to another is negligible compared to the delay requirement. We shall discuss in Section III-C how to incorporate migration overheads into our model when this assumption does not hold.
B. Job Model
Each stream mining service request is referred to as a job. As discussed in the previous subsection, a job may be labeled as "negative" and hence discarded by classifier with probability . Thus, conceptually, a job has a service demand of with probability . As in several prior studies [12] , [13] , we concentrate on the processing delay without accounting for queueing delay. In other words, there is at most one job at any time instant. This model is suitable for a periodic system (e.g., video stream mining system) where the jobs arrive periodically with a sufficiently large period, and/or the scenario in which a stream mining request is submitted or admitted only upon the completion of an existing request.
We use the average delay, which is a widely-employed performance metric [5] , to capture the responsiveness of stream mining. Given the processing speeds , the average delay can be expressed as (2) which can be interpreted similarly as we did for (1).
III. MINIMIZING ENERGY WITH MULTIPLE DELAY CONSTRAINTS
This section presents the proposed DSE algorithm that chooses the processing speeds to minimize the average consumption subject to the average delay constraint. We first present the problem formulation and then show how to compute efficiently the optimal processing speeds. Then, we extend DSE to address migration overheads and tree-based classification.
A. Problem Formulation
We formulate the energy minimization problem, , as follows:
where is the number of available speeds. The subscript in is to emphasize that the same processing node may exhibit different speeds on different classifiers [23] .
The input to is the service demand distribution , delay constraint, complexity (or resource demand) of each stage and the energy function, while the output is the optimal processing speeds for classifiers. Due to the discrete processing speed constraint, the problem falls into combinatorial programming, which incurs an exponential complexity. A simple approach to solving is: (1) by replacing " " with and reformulating as a convex problem, we apply standard convex techniques [34] to solve the relaxed problem, denoted by ; and (2) we round the obtained continuous processing speeds to the closest value in that is no greater than . While this approach automatically satisfies the delay constraint, the energy consumption may be far from the minimum [32] .
B. Dynamic Scheduling for Energy-DSE
Below, we develop an efficient branch-and-bound algorithm in the following steps to yield a sub-optimal solution.
1) Decomposition: We first perform "branch" and decompose the original problem into sub-problems, indexed by . Each sub-problem is expressed as follows:
where we fix as the -th supported processing speed for classifier 1 and minimize the average energy over the remaining variables denoted by . 1 Suppose that we can solve all the sub-problems and select one sub-problem (say, ) that yields the minimum energy. Then, by combining the solution to with , we obtain the optimal processing speeds . Each sub-problem itself is also an combinatorial problem that can be further decomposed into multiple smaller problems using recursive steps.
2) Lower and Upper Bounds: In a branch-and-bound technique, we need to identify both lower and upper bounds on sub-problems. In our problem, a lower bound on the energy consumption can be found by relaxing the constraint: replacing the finite speed constraint " " with a continuous version " ", because the relaxed constraint allows new speeds that would otherwise be infeasible under the original problem . Greedy algorithm can be applied to find an upper bound on the minimum energy in . For example, all the processing speeds can be initially set to their minimum values (i.e., , for ). If the average delay constraint is not satisfied, we greedily increase the processing speed such that the total energy increase is minimum. Repeat this process until all the processing speeds increase to the maximum or the average delay constraint is satisfied. Other greedy approaches are also applicable to yield upper bound on the energy, because it is clear that they can never outperform the optimal solution in terms of energy consumption.
3) Algorithm: In the recursive branch-and-bound process, we need to determine the next decision variable to be fixed at each iteration. Before describing our "fixing" rule, we define the following notations:
is the lower bound on energy, obtained by considering a relaxed speed constraint (i.e., speeds are continuous) with the constraint as its additional input; is the upper bound on energy, obtained using a greedy approach with the additional constraint as its additional input. 1 We can also fix the processing speed for any classifier other than 1. Choose the splitting node: 5:
Choose the processing speed to fix: 6:
Generate new constraint sets:
7:
Update the set of leaves:
8
9:
Update global upper and lower bounds: and 10: 11: end while 12: Choose the best constraint set thus far:
13: return achieved by the greedy algorithm (i.e., Algorithm 1) with as the constraint The definitions can be explained using the following example: if , we compute by solving under continuous speeds but with the exception of . We use and to represent the energy obtained by solving the original problem and by using the greedy algorithm without additional constraints, respectively.
Next, we define the "fixing" rule as follows: is the classifier index that the proposed greedy algorithm selects next to update the processing speed given the constraint set as the input. In essence, we select and fix the processing speed for a classifier which, if increased to the next bigger value out of the supported processing speeds, results in the minimum energy increase.
We formally describe DSE in Algorithm 1. The parameter IterateMax is the maximum number of iterations selected based on the desired accuracy and the problem scale. The algorithm begins with an empty constraint set as the parent node of a tree generated by the branch-and-bound process. In each iteration, we choose a leaf node and split it into new leaf nodes, each of which represents a new constraint set with an additional processing time fixed to be one of the permissible values in . In the splitting process (i.e., Line 4-7), we split the node that corresponds to the constraint set resulting in the minimum energy (obtained by solving with an additional constraint specified by the node to be split). Besides the maximum number of iterations, another stopping criterion is the difference between the global upper and lower bounds: if is no greater than a sufficiently small positive number , it is guaranteed that the solution obtained using the greedy algorithm with an appropriate constraint set is suboptimal. Therefore, by choosing sufficiently small positive number , DSE yields a close-to-optimal solution, while the global optimality can be achieved at the expense of further increasing the computation complexity.
C. Extension
In this subsection, we provide a discussion on how to extend the preceding analysis.
1) Migration Overheads: Migrating a stream mining job from one processing node to another (e.g., from one core to another in a multi-core mobile device) may incur context switch and hence an overhead: a certain amount of time is wasted during which no nodes can process the job, although the overhead is typically small compared to the delay constraint, as confirmed by several prior studies [12] , [21] . Here, we briefly describe how to incorporate the migration overhead into DSE. If classifier and classifier are processed on different nodes, let be the migration overhead of migrating a job, for , quantified in terms of the wasted time. Assuming the worst case in which a job migrates to a different node after each classification stage, the average delay constraint becomes (11) where the additional delay due to migration is . Thus, we can reformulate by replacing the delay constraint (4) with (11) to account for the migration overheads.
2) Classification Tree: Section II models a cascade classifier chain for single-concept detection. Now, we extend our model to a classification tree. We follow the same notations as in Section II and still index the classifiers from , although they may not follow a single chain. We consider that the classification tree consists of different class labels indexed by . There is a unique path from the data entry point to each label (i.e., from the parent node of the tree to each leaf node). We denote by the set of classifiers along the path from the data entry point to label , and by the probability that an input data is classified into label . Thus, if an input data is classified into label , the energy consumption is and the processing delay is , where is the processing speed for the node executing classifier . Therefore, we can formulate the energy minimization problem for a classification tree as (12) (13) (14) which can be solved using the same approach as DSE.
IV. PERFORMANCE EVALUATION
In this section, we validate our analysis by performing experiments using a real-world stream mining application. We first describe our experimental setup that involves face detection based on the well-known Viola-Jones classifier chain [4] . We then show that, by varying the processing speeds using DSE, the average energy consumption can be reduced by up to 50% while satisfying the delay requirement compared to the benchmark that does not dynamically choose processing speeds. We also conduct sensitivity studies and show the robustness of DSE.
A. Experimental Setup
We first briefly introduce the stream mining application, then describe our implementation, and finally show the profiling results for the Viola-Jones classifier tree.
1) Application:
To assess the performance of DSE, we conduct a real-world stream mining experiment for the application of face detection. Specifically, our experimental setup is built upon the basis of the well-known Viola-Jones algorithm [4] , which has been extensively applied for real-time face detection on a variety of devices ranging from mobile terminals [25] , [26] to wireless visual sensors [27] .
In brief, the Viola-Jones algorithm scans each incoming video frame with a search window of pixels (with for our experiments), searching for particular human-face features. If a sufficient amount of such features is successfully detected, the specific window is classified as a face. Instead of operating directly on pixel values, the algorithm relies on simple Haar-like features that resemble Haar basis functions [28] . These features can be computed very efficiently using an intermediate representation of the image, referred to as integral image [4] . Constructing features in this fashion results in a large feature set associated with each sliding window. Although each feature is efficiently computed, the manipulation and evaluation of such an over-complete set is prohibitively expensive. Hence, the feature set is restricted to a small number of critical features that are effectively trained. Selection and training are performed offline via the use of the boosting machine learning algorithm AdaBoost [29] .
In order to boost the classification performance while constraining the computational overhead, Viola and Jones employed a cascade classifier architecture [4] consisting of multiple stages of filters forming a classifier chain, as shown in Fig. 1 . According to the cascaded principle, simple classifiers are first tested to reject the majority of sliding windows prior to the execution of more complex classifiers that achieve low false positive rates. Each time the sliding window shifts, the new region within the sliding window will go through the cascade classifier stage-by-stage. Equivalently, the sliding window can first slide throughout the entire image and call respective classifiers for one stage before moving to the next stage; after moving a new stage, classifiers will not be called when the sliding window shifts to those regions labeled as "Negative" by prior stages. While theoretically speaking these two approaches are equivalent, we choose the latter one, because processing speed changes are only possibly needed after the sliding window scans through the entire image and moves to a new classification stage, whereas the former method may incur processing speed changes for each region the sliding window shifts to.
On account of the aforementioned cascaded classification, the Viola-Jones method has a very high accuracy rate. In particular, false negative rates of less than 1% and false positive rates of less than 40%, have been reported, even with a simple filter setup, while the full system benefits from up to cascaded filters.
2) Implementation: In our C implementation of the ViolaJones algorithm, we adhere to a multi-scale representation of each video frame (i.e., image pyramid). In this way, the face detection can be scale-invariant, thereby allowing for detecting large and small faces with the same sliding window size (being 10 10 pixels in our implementation). We consider a 25-stage cascade classifier chain, with each stage comprising multiple Haar filters ranging from 9 to 211. Within a particular stage, the image region will go through these filters in parallel. The output of these filters will be summed up and compared against a per-determined threshold, based on which the decision of the detection is made.
We run our implementation of the Viola-Jones algorithm over the images of the well-known Face Detection Database (FDDB) [30] . The database contains annotations for 5171 faces in a set of 2845 images taken from the Faces in the Wild data set. Two example images in the database are depicted in Fig. 2 . Executables written in C and compiled with the gcc compiler (-O3, full optimization) are run on: two different Intel Xeon cores of the Intel 31xx and 56xx families, one AMD processor (Athlon II P320), and the IMGTEC minimorph board (Meta HTP221 GP processor). The Intel and AMD processors comprise common choices for multicore high-performance and desktop architectures today, while IMGTEC minimorph boards can form a lowenergy cloud-computing cluster when interconnected via their embedded WiFi mesh connectivity. In our study, the term "processing node" refers to one of the aforementioned Intel, AMD and IMGTEC cores.
Our experiment environment is based on the CentOS linux operating system (and the default Linux OS of the minimorph boards). Given that there is a lack of a commercially-available heterogeneous system that includes all these cores in a single computing environment, following the commonly-used approach in the literature (e.g., [21] ), we emulate a heterogeneous processor by: (i) repeatedly generating input streams from our data set and classifying them; (ii) measuring the processing time (delay) and energy consumption on each processor; and (iii) substituting the measured delays and energy consumption with projected delays and energy consumption, as though the input streams are processed by a heterogeneous system that we desire to have in our experiment.
3) Profiling Result: The frequency (i.e., the number of times each classifier is accessed) and the average execution time per stage are collected. Energy consumption estimates per classification stage are derived from the measured execution time and real-time power estimates. These estimates are obtained by retrieving real-time operating frequency information from the Linux Hardware Abstraction Layer (HAL) and the corresponding power values provided by the manufacturers. Table I reports the results for each one of the 25 classification stages in the cascaded architecture illustrated in Fig. 1 , averaged over all images in the database and executed by the four aforementioned processors (Intel, AMD and IMGTEC). The classifier frequency results shown in Table I corroborate the principle of the Viola-Jones method. Specifically, in initial stages, classifiers are called more frequently, while classifiers lying deep in the cascade are executed fewer times. In addition, one may observe that later-stage classifiers are more complex (i.e., they involve higher execution times per invocation) as they evaluate more Haar-like filters (i.e., up to 211 filters) than earlier-stage classifiers. It is also worth observing that the measurements of different stages do not scale exactly proportionally across different machines. This is due to the variability of the processing performed by each classification stage (i.e., different numbers and types of Haar filters per stage). Now, we discuss how to apply our model to the Viola-Jones face detection algorithm. Table I provides the following information: the energy consumption and processing time for each classification stage on each different processing node. Hence, the energy function is available (for the given processing nodes), while the (normalized) processing speed can be readily obtained using the inverse of execution time for each classification stage . To apply DSE, we also need the service demand distribution information (i.e., the probability that a job is completed after passing through classification stages), which can be obtained from the "Frequency" column of Table I . As can be seen, the number of accessed classifiers varies significantly across different stages. This is because, during the execution, the sliding window will filter out those regions with little chance of having faces and, hence, classifiers are activated less frequently in later stages. Here, we focus on the energy consumption per classification over the entire image, rather than each individual region covered by one sliding window.
B. Experimental Results
This section evaluates the performance of DSE 2 and demonstrates its effectiveness in reducing the average energy consumption in comparison with a benchmark, i.e., FIX. We also demonstrate the robustness of DSE when migration overheads exist and certain modeling parameters are not accurate. Unless FIX: FIX chooses a fixed processing node to minimize the energy consumption subject to an average delay requirement without dynamically varying the processing nodes across different classification stages.
We choose FIX as our benchmark because it corresponds to the optimal scheduling algorithms over heterogeneous multicore processors subject to average delay requirement [14] , [21] that assume a core/speed mode to exhibit a constant power performance (i.e., constant processing cycles and power consumption) throughout the execution of the classifier chain within an input (i.e., an image or a set of images). Finally, we remark that our comparisons do not include speed changing within a classification stage (e.g., using DVFS [12] , [13] ), because such approach can be applied under both the proposed DSE and FIX within each classification stage. However, doing so requires the probability distribution of execution time of each classification stage [12] , which will further increase the implementation complexity without further highlighting the advantage of dynamic scheduling using DSE over FIX.
1) Comparison Between DSE and FIX:
To begin with, we show the comparison between DSE and FIX in terms of energy consumption given various delay constraints. Fig. 3(a) shows that DSE achieves up to 50% energy saving compared to FIX by dynamically choosing the processing nodes across classification stages. This is because, to meet a certain delay constraint, a fixed processing node over the entire course of classifications may be faster than needed and hence unnecessarily waste energy. On the other hand, DSE can dynamically select processing nodes that are just fast enough to meet delay constraints without wasting more energy. Fig. 3(b) illustrates the choices of processing nodes over classification stages subject to an average delay constraint of 500 ms. While FIX always chooses the medium-speed processing node (i.e., AMD Athlon II P320@800 MHz), DSE can dynamically trade processing time for energy yet still satisfy the desired delay constraint. Note that, when the delay constraint is very stringent, the fastest processing nodes have to be used throughout all classification stages, and certainly DSE and FIX are the same in this case due to limited choices of processing nodes. Similarly, DSE and FIX are also equivalent when the delay constraint is very loose.
As a reference, Fig. 3 (a) also shows the minimum energy consumption by DSE under processing speeds that can be continuously chosen between the fastest and slowest cores in Table I . The new curve is labelled as DSE-cont. Due to the limited number of measurements, we extend the domain of measured energy function to the interval using data fitting based on mean square errors. Fig. 4 illustrates the fitted energy function for the second and third classification stages, where we define the processing speeds with respect to the slowest processing node. With continuous processing speeds (but between the fastest and slowest cores available in our study), the energy consumption by DSE is clearly a lower bound on any attainable value in practical systems. With more processing nodes available, we expect that DSE will achieve an energy consumption closer to the lower bound.
2) Migration Overhead: We now study the impact of migration (or switching) overheads incurred when processing nodes are changed during classification. Here, we model the migration overhead as a certain amount of time that is wasted during which no processing nodes can process the job. While migration overhead cannot be possibly completely eliminated, they are not major issues for "co-located" processing nodes (e.g., submilliseconds for multicore processor in an indexing server of search engine [21] , a few milliseconds when switching cores for ARM big.LITTLE architecture on a mobile system [14] ). When migration overheads are considered, the energy consumption of DSE will certainly increase. Nonetheless, Fig. 5(a) demonstrates that with a migration overhead of 10 ms, DSE still outperforms FIX in terms of energy consumption subject to various delay constraints. To further strengthen this point, we fix the average delay constraint as 600 ms and show the energy comparison in Fig. 5(b) with various migration overheads. We see that DSE yields energy savings compared to FIX under the same delay constraint for migration overheads of up to 50 ms, which is fairly large in practical systems [14] . For practical values (e.g., in the order of a few milliseconds for heterogeneous multicore processors [14] , [21] ), DSE is fairly robust against migration overheads.
3) Model Inaccuracy: In practice, it may not be possible to perfectly obtain the modeling parameters (e.g., processing speed, service demand distribution, etc.). Here, we focus on imperfect estimation of frequencies that classifiers are accessed in each classification stage. This is a major source of model inaccuracy for face detection applications, because many factors, such as sizes of future images and how many faces they have, will affect the values of frequencies. Equivalently, we can view the frequencies as a reflection of the probability that classifiers are accessed for each sliding window. Moreover, inaccurate frequencies will also cause inaccurate energy consumptions and processing times per classification stage. We dynamically choose processing nodes using DSE given inaccurate frequencies but still use the actual frequencies when calculating the average energy. Fig. 6(a) shows the actual frequencies of classifiers accessed and their estimates for classification stages 2-5 (by adding 30% random noises). Despite the inaccurate estimate of frequencies, Fig. 6(b) shows that DSE still saves energy compared to FIX under various delay constraints. Moreover, it shows that even with inaccurate frequencies, the energy consumption of DSE is fairly close to that with perfect knowledge of frequencies, demonstrating the robustness of DSE against model inaccuracy.
We also conduct other sensitivity studies such as inaccurate energy-performance profiles. The results are similar and hence omitted for brevity.
V. RELATED WORKS
Our research lies at the intersection of real-time stream mining optimization and energy-efficient computer systems. We review the related works in the following aspects.
• Stream mining optimization: Improving data mining algorithms and optimally configuring the classifier (e.g., topology, operation point selection) are both effective approaches to improving the stream mining performance [5] . Another important line of research on stream mining optimization relies on processing resource (e.g., CPU, memory, etc.) allocation and load shedding but often without considering responsiveness requirement (see [7] - [9] and references therein).
• Energy-efficient computing: Recently, heterogeneous hardware systems, such as heterogeneous multicore processors [16] and heterogeneous clusters [10] , have been shown as an appealing architecture for energy saving. In such a system, high-performance but energy-consuming components are combined with low-performance but energy-efficient ones, and a key technique to realize the benefit of energy efficiency is "job mapping". For example, with predicted service demand, incoming jobs are scheduled to the most "appropriate" core [15] , [16] , and with known job characteristics, complementary job allocation can be applied to maximize the serve utilization while avoiding resource bottlenecks (e.g., memory-intensive jobs and CPU-intensive jobs are allocated to the same server [11] , and conversely, I/O-bound jobs are allocated to energy-efficient servers while CPU-bound jobs are allocated to high-performance servers [10] ). Nevertheless, these mapping techniques do not address the delay requirement that is important for stream mining [5] , and they are essentially equivalent to FIX without dynamically varying the processing nodes (i.e., job migration) during a job's execution. Prior studies have exploited dynamic migration for energy saving subject to maximum delay constraint in different contexts such as DVFS [12] , [13] and heterogeneous multicore processor [21] , [22] . However, a critical assumption in these studies is that all the phases of a job (i.e., classification stages in our study) have the same energy function; in contrast, different classifiers have different characteristics in terms of CPU/memory demand, exhibiting diverse energy functions as shown in Fig. 4 . Moreover, these studies [12] , [13] , [21] , [22] are intended for sequential chain-based processing and cannot be applied to complex classification trees.
• Others: Considering large-scale MapReduce computing, [20] proposes to reserve a portion of the servers for processing delay-sensitive jobs, leaving the remaining servers to run at low power states for processing delay-insensitive jobs to achieve energy efficiency. [18] exploits the inherent parallelism and proposes to apply MapReduce on a multicore server to speed up machine learning algorithms. This work has been extended in various directions (e.g., [19] exploits a CPU-GPGPU heterogeneous platform to parallel exact inference to speed up the computation), but algorithm speedup is the focus without addressing energy efficiency. Our approach is complementary to all the above approaches in that it can be applied on top of them to achieve energy efficiency.
VI. CONCLUSION
In this paper, we investigated energy-efficient design for delay-sensitive stream mining systems from a scheduling algorithmic perspective. We proposed a novel algorithm, called DSE, to optimally determine the processing speed for each classifier to minimize the average energy consumption while satisfying the average delay constraint. The key intuition of DSE is that processing nodes should be dynamically chosen to provide just enough computing resources for minimizing energy while meeting the delay requirement. We built a face detection system based on Viola-Jones algorithm and conducted extensive simulation studies to validate DSE. The results showed that compared to the static approach that does not exploit hardware heterogeneity, DSE can reduce the average energy consumption by up to 50% given the same delay requirement. We also demonstrated the robustness of DSE in various scenarios.
