Abstract
Introduction
Recommender system is an information filtering tool that automatically finds relevant items (e.g., movies, books, and scientific papers) based on the user's preference. There are two common strategies for making the recommendationscontent-based filtering and collaborative filtering. Contentbased filtering uses the features of an item to determine whether it is relevant to the user's needs, while collaborative filtering recommends an item based on the ratings provided by other users with similar preference.
Recently there have been considerable interests in applying graph-based methods for generating recommendations [8] . These methods represent the users and items as nodes of a bipartite graph and employ a Markov chain random walk algorithm to rank the nodes. Random walk methods are appealing because they consider the relationships between users and items from a global perspective, as opposed to the local pairwise similarity methods employed by current content-based and collaborative filtering approaches.
Many domains have a diverse set of features available that may influence the recommendation decision. For example, in the recommendation of movies, the features may correspond to terms in the movie title, names of actors and directors, as well as the movie genre. A natural way to incorporate these heterogenous features into the random walk algorithm is by using a k-partite graph. However, to personalize the recommendation to each user, we need to perform a query centered random walk [11] on the graph in an online fashion, which is computationally demanding given the massive size of the graph.
To overcome this problem, we apply multi-way clustering to reduce the size of the graph traversed by the random walk algorithm. Our multi-way clustering algorithm is based on the idea of decomposing the adjacency matrices of the k-partite graph using the non-negative matrix factorization approach [1] . Personalized recommendations are then made by traversing the subgraph induced by clusters associated with the user's interest. We demonstrate that the proposed approach improves the efficiency of the random walk, while maintaining the quality of the recommendation.
Preliminaries
A k-partite graph is a graph whose nodes can be partitioned into k disjoint sets so that no two nodes from the same partition are adjacent. Let G = {V 1 , V 2 , · · · , V k , E} denote a k-partite graph, where each V i is a partition of nodes and E is the set of edges. For brevity, the discussion in this paper focuses on tripartite graphs, although the formulation can be extended beyond k = 3. For example, in movie recommendation, the three partitions may correspond to users, movies, and genre, while in scientific paper recommendation, the sets of nodes may correspond to terms, documents, and authors.
We further assume that the edges in E connect only nodes from partition V i to V i+1 . As a result, the relationships encoded by the edges can be summarized using a pair of adjacency matrices, P and Q, where P is the adjacency matrix for edges between V 1 and V 2 while Q is the corresponding matrix for edges between V 2 and V 3 . The edges can also be assigned weights; e.g., to represent the frequency of a term in a document or the order of an author name listed in a paper. The adjacency matrix for the overall tripartite graph can then be written as follows:
where
Query Centered Random Walk
The adjacency matrix M can be transformed into its corresponding transition probability matrix S by normalizing its columns in the following way:
where:
Each node of the tripartite graph can now be regarded as a particular state of some stochastic process. The transition matrix S governs the probability that the process goes from one state to another. In a query centered random walk, the transition also depends on the initial profile vector q. For recommender systems, q represents the preferences of a user. For example, in scientific paper recommendation, each element in q indicates whether the node (a term, paper, or author) is of interest to the user. Such prior information can be encoded into the un-normalized profile vectorq as follows:
⎤ ⎦ whose elements are:
is a node of interest to the user; 0, otherwise.
The random walk model begins from a node v 0 randomly chosen according to some initial probability vector r 0 . Next, with probability α, the random surfer may visit one of the nodes of interest in q, or with probability 1 − α, transits to one of its neighboring nodes in the graph. Such a model can be summarized by the following matrix equation:
where q is the normalized profile vector. The random walk model allows us to compute the probability that the random surfer is at a particular node after k steps. By iteratively applying Equation 3 until convergence, the stationary distribution for r can be used to rank the nodes (terms, documents, and authors) based on their importance. Nodes that are ranked highly can be recommended to the user if they have not been chosen by the initial profile vector q. For k-partite graphs, Equation (3) can be further simplified as follows:
The query centered random walk algorithm for k-partite graph is referred to as QRank in this paper. QRank has the desirable property of computing the rank of a node from a global perspective unlike standard approaches, which consider only the local properties (e.g., by comparing the similarity of a document to the user preference vector). For personalized recommendation, one caveat however is that the probability vector r must be computed for each user. Although there are efficient algorithms available for doing sparse matrix computations, the algorithm is still computationally expensive especially when the size of the graph is very large (e.g., when the data contains thousands of authors, millions of documents, and hundreds of thousands of terms). One way to overcome this problem is by performing the computation offline, but this would prevent the users from updating their profile and obtaining a revised recommendation in real-time fashion. A more efficient implementation of the algorithm is described in the next section, which uses clustering to group together related nodes of the k-partite graph and then applies the QRank algorithm on a much smaller subgraph of the k-partite graph.
Improving Efficiency via Multi-way kpartite Graph Clustering
When applying the random walk algorithm described in the previous section to a k-partite graph, we observe that the highly ranked nodes often centered around the neighborhood of the nodes of interest in the profile vector q t . For example, the documents and authors that are ranked highly tend to cluster around terms that appear in the profile vector. This observation suggests that it may be useful to develop a multi-way clustering approach to reduce the dimensionality of the random walk problem and thus, improve its efficiency so that it is applicable to a real-time setting.
Multi-way Clustering on k-partite Graph
Consider a tripartite graph built from a corpus of literature publications. Assume the graph contains m term nodes, n document nodes and h author nodes. Let P and Q be the corresponding term-document and document-author adjacency matrices.
The objective of multi-way clustering is to simultaneously group the term nodes into k 1 term clusters, document nodes into k 2 document clusters, and author nodes into k 3 author clusters. Figure 1 illustrates the basic idea behind this method. H1, H2, and H3 correspond to clusters of terms, H4 and H5 are clusters of documents, while H6 and H7 are clusters of authors. Adjacency matrices are created between every two sets of nodes. Let U ∈ m×k1 be the adjacency matrix for edges connecting the m term nodes to the k 1 term clusters, F ∈ k1×k2 be the adjacency matrix for the edges connecting the k 1 term cluster to the k 2 document clusters, and D ∈ n×k2 be the adjacency matrix for the edges connecting the n document nodes to k 2 the document clusters. Furthermore, let S ∈ k2×k3 be the adjacency matrix for edges connecting the k 2 document clusters to the k 3 author clusters while R ∈ h×k3 be the adjacency matrix for the edges connecting the h author nodes to the k 3 author clusters.
The objective function of our multi-way clustering is to learn the matrices U , F , D, S and R in such a way that minimizes the sum squared errors between the original matrices (P and Q) with the factorized matrices (UF D T and DSR T ):
Note that the preceding cluster formulation is similar to the Bregman divergence k-partite graph clustering problem posed by Long et al. in [2] . However, unlike their work, which uses a variation of the k-means algorithm to solve the clustering problem, our objective function is optimized using the non-negative matrix factorization (NMF) approach. In a previous study by Ding et al. [1] , it has been shown that NMF generally outperforms k-means in terms of its flexibility, cluster quality, and ability to provide good matrix approximations.
Note that the tri-factorized matrices U , D, and R provide information about the cluster memberships of terms, documents, and authors. To solve the constrained optimization problem, we introduce three types of Lagrangian multipliers, λ 1 ∈ k1×k1 , λ 2 ∈ k2×k2 and λ 3 ∈ k3×k3 . The corresponding Lagrangian function for the optimization problem is:
Solving the preceding objective function is quite complicated because it requires the simultaneous decomposition of two matrices, P and Q, which are related by a common factor D. For matrices U and F , since they participate only in the decomposition of the matrix P (i.e., the first term of the objective function), we can use the following iterative update algorithm to learn the values of the matrices:
Similarly, since S and R participate only in the decomposition of the matrix Q (i.e., the second term of the objective function), we can use the following iterative update algorithm to learn their values:
The correctness and proof of convergence for these update formulas are similar to those provided in [1] and thus are omitted in this paper.
On the other hand, the update formula for the common factor D, which participates in the decomposition of both P and Q, can be determined as follows. From Equation (6) , the Lagrangian function is given by
Taking the derivative of L with respect to D yields
with the corresponding KKT complementarity condition:
It can be shown that, with the following update rule,
the solution will converge to a fix point that satisfies the following condition:
which has similar form as the KKT condition in Equation (13). A more detailed proof is given in our technical report [12] .
Query-Centered Random Walk on Clustered K-partite Graph
The derived clusters not only provide a way to group together related nodes, it also helps to reduce the computational complexity of performing a query centered random QCRank Algorithm: Multiway clustering via Non-negative Matrix Factorization Input: A tripartite graph with term-document matrix P and document-author matrix Q Output: Term cluster membership matrix U , document cluster membership matrix D, author cluster membership matrix R, term-document matrix F , and documentauthor matrix S Method: 1. Initialize the matrices U , F , D, S, and R. 2. Iteratively update U ,F ,D,S,R using Equations (7), (8), (14), (9), (10) walk on large k-partite graphs. For example, given a user preference vector q, we first identify all the term clusters associated with the terms in q based on the cluster membership matrix U . Once we have identified the sub-matrix U sub corresponding to the terms in q, we may find the corresponding document clusters (and its associated sub-matrix D sub ) by examining the matrix F , which relates the term clusters to the document clusters. Similarly, we can obtain the corresponding author clusters (R sub ) via the matrix S, which relates the document clusters to author clusters.
Once the sub-matrices U sub , D sub and R sub are found, a subgraph of the k-partite graph will be constructed. Because the size of the subgraph is considerably smaller than the original graph, a query centered random walk can be efficiently performed in a real time fashion to identify the relevant documents. The detailed steps of our algorithm, which is known QCRank, is shown in Figure 2 .
Clearly there is a tradeoff between computational efficiency and precision of the ranking results depending on the size of the induced subgraph. The larger the subgraph is, the better the precision is, at the expense of increasing computational time. Our experimental results show that it is possible to find a moderate sized subgraph to facilitate fast computation of random walk without sacrificing the precision of the ranking results.
Experimental Evaluation
This section describes the experiments performed to demonstrate the benefits of using our proposed query centered random walk recommendation algorithm (QRank) along with its online (QCRank). All of our experiments were conducted on a 3.6 GHz Windows XP machine with 1 GB RAM.
Experimental Setup
We conducted our experiments using two data sets: OHSUMED [6] and MOVIELENS [7] . The OHSUMED test collection is a benchmark data set used to evaluate the performance of recommender systems. We created a sparse term-document-author tripartite graph from the data. The MOVIELENS data set consists of 100,000 movie ratings provided by 943 users on 1682 movies. A user-movie-genre tripartite graph is then constructed from the data.
We consider both content-based and collaborative filtering algorithms as the baseline methods of our algorithm. The content-based methods include cosine similarity [3] ,Okapi [4] and K-L Divergence [5] .We tested the OHSUMED data with all three baseline methods For the MOVIELENS data, since user ratings are available, we compared our proposed methods against standard collaborative filtering approach.
Effectiveness Comparison
This section compares the performance of our algorithm against other baseline methods. QRank is our full random walk algorithm on the k-partite graph while QCRank is its online version, which performs random walk on a subgraph induced by the clusters associated with the input profile vector. To illustrate the benefits of performing random walk on tripartite graphs, we also compare our algorithms against QRank-2, which performs random walk on a bipartite graph constructed from the term-document matrix alone. we repeated the experiment 10 times, each time using 100 queries. The results reported in the table correspond to the average precision for the ten runs. The results clearly showed that graph-based methods generally outperform other existing content-based filtering approaches. Furthermore, QRank is generally better than QRank-2, which suggests the advantage of incorporating authorship information into the recommendation task and modeling the problem using tripartite instead of bipartite graphs. Finally, observe that the performance of QCRank is quite comparable to QRank although it is much a more efficient implementation.
For the MOVIELENS data, we compare the performance of our algorithms against the collaborative filtering approach. The results are reported in Table 2 after performing 4-fold cross validation. Although there are many movies, the ratings are limited to be integers in the range between 1 and 5. As a result, many movies have identical ratings. Instead of comparing their absolute rating scores, the algorithms are compared in terms of the relative ordering for all pairs of movies in the test set (whether one movie is ranked higher, lower, or the same as another movie). We then employ Kendall's τ rank correlation coefficient as our evaluation measure [9] . The results in Table 2 suggest that our QRank algorithm outperforms both collaborative filtering and the bipartite graph-based (QRank-2) approaches. The performance of QCRank is somewhat poorer, although it is still considerably faster than QRank and QRank-2.
Efficiency Comparison
To investigate the relative efficiencies of the proposed algorithms, we created ten OHSUMED data sets with increasing number of documents, from 5471 to 54710, as shown in the horizontal axis of Figure 3 . The vertical axis of Figure 3 shows the runtime for each data set using the QRank and QCRank algorithms. Clearly, as more nodes are added to the graph, the runtime for both random walk algorithms would increase due to the increasing size of the adjacency matrices they have to process. Nevertheless, since QCRank performs random walk on the induced subgraph, it is considerably more efficient and scalable than the full-blown QRank algorithm. 
Conclusions
Recommender systems often benefit from utilizing a variety of features relevant to the recommendation task. A k-partite graph provides a natural way for representing such heterogeneous features. This paper presents a recommendation algorithm for k-partite graphs using the query centered random walk approach. Experiments performed on real-world data sets demonstrate the effectiveness of our algorithm in comparison to other existing methods such as content-based filtering and collaborative filtering.
However, the massive size of k-partite graphs often makes it infeasible to apply random walk methods on large data sets. To overcome this problem, we propose to reduce the dimensionality of the problem using multi-way clustering on k-partite graph. A query centered random walk can then be performed on the subgraph induced by the clusters. Our experiments confirmed the improved speedup achieved using this approach.
