The problem of nding a minimum weight k-vertex connected spanning subgraph in a graph G = (V; E) is considered. For k 2, this problem is known to be NP-hard. Based on the paper of Auletta, Dinitz, Nutov and Parente in this issue, we derive a 3-approximation algorithm for k 2 f4; 5g. This improves the best previously known approximation ratios 4 The way of solution is as follows. Analyzing a subgraph constructed by the algorithm of the aforementioned paper, we prove that all its \small" cuts separate a certain xed pair of vertices. Such a subgraph is augmented to a k-connected one (optimally) by at most four executions of a min-cost k-ow algorithm. Up to 1990, E. A. Dinic,
Introduction
In this paper we consider the following problem (for motivation see 1]):
Minimum weight k-connected subgraph problem: given an integer k and a kconnected graph with a nonnegative weight function on its edges, nd its minimum weight k-vertex-connected spanning subgraph. The case k = 1 is reduced to the problem of nding a minimum weight spanning tree. For k = 2 the minimum weight k-connected subgraph problem is NP-hard even when the weights are all the same. To see this, note that a 2-connected spanning subgraph of a graph G has jV (G)j edges if and only if G has a Hamiltonian cycle.
An approximation algorithm is called -approximation, or is said to achieve an approximation ratio , if it is a polynomial time algorithm that produces a solution of weight no more than times the value of an optimal solution. For an arbitrary k, the best known approximation algorithm is due to Ravi and Williamson 12] ; it achieves the approximation ratio 2H(k), where H(k) = 1+ 1 2 +: : :+ 1 k is the kth Harmonic number. For a general instance of the minimum weight k-connected subgraph problem, better approximation ratios were obtained only for k = 2; 3: see 2-approximation algorithms for k = 2 in 11, 1] and for k = 3 in 1] (for a review see 1] .)
The main result of this paper is a 3-approximation algorithm for the minimum weight 4-and 5-connected subgraph problems. This improves the best previously known performance guarantees 4 1 6 , 4 17 30 12], respectively. The main subroutine of our algorithm is \Out-Connected Subgraph Algorithm", abbreviated OCSA, of 1]. For k 2 f4; 5g, OCSA nds a subgraph which is (k?1)-connected and whose weight at most twice the value of an optimal solution to the problem. Our algorithm nds an additional set of edges to be added to this subgraph to make the resulting subgraph k-connected. We show that in the subgraph computed by OCSA there exist two vertices such that all \small" cuts separate one of them from the other. This enables to nd an optimal set of edges to be added by at most four executions of a min-cost k-ow algorithm. (Some of these ideas appeared previously for k = 3 in 11] and in 9].)
In addition, a faster randomized version ROCSA of OCSA is suggested. Its time complexity is O(k 2 n 2 m log n) = O(k 2 n 4 log n), where n is the number of vertices and m is the number of edges in the input graph; this is by factor n log n better than the complexity of OCSA. We note that ROCSA is a randomized approximation algorithm for our problem for the cases k = 2; 3. It has the same approximation ratio 2 as the best previously known algorithms for k = 2; 3 ( 11] Recently, in 8], it was shown that the algorithms of 1] and of this paper can be combined with the algorithm of 12] to achieve a slightly better approximation guarantee than 2H(k) for all k.
This paper is organized as follows. In Section 2 we give notations and describe known results used in the paper. Section 3 presents the randomized algorithm ROCSA. Section 4 presents an analysis of 4-and 5-outconnected graphs and introduces our 3-approximation algorithm for the minimum weight 4-and 5-connected subgraph problems.
The preliminary version of this paper is a part of 3].
Preliminaries and Notations
Let G = (V; E) be an undirected simple graph (i.e., without loops and multiple edges) with vertex set V and edge set E. For S; T V we denote by E(S; T) the set of edges with one end in S and the other end in T. For a vertex v of a graph G we denote by N G (v) the set of neighbors of v in G, and by d G (v) = jN G (v)j the degree NZ: removed (resp., outdegree) of v in G.
In the case G is understood, we omit the subscript \G" in these notations. A graph G with a nonnegative weight (cost) function w on its edges is referred to as a weighted graph and is denoted by (G; w), or simply by G if w is understood. For a weight function w and E 0 E, we use the notation w(E 0 ) = P fw(e) : e 2 E 0 g. For a subgraph G 0 = (V 0 ; E 0 ) of a weighted graph (G; w), w(G 0 ) is de ned to be w(E 0 ). A subgraph G 0 = (V 0 ; E 0 ) is called spanning if V 0 = V ; in this paper, we use only spanning subgraphs and, thus, sometimes omit the word \spanning". Similar notations are used for digraphs.
A subset C V is a (vertex) cut of G if G n C is disconnected; if jCj = k then such C is called a k-cut. A side of a cut C is the vertex set of a connected component of G n C. Given a cut C and two nonempty disjoint subsets S; T V n C, we say that C separates S from T if G n C contains no path with one end in S and the other end in T. Clearly, if C is a cut and fC; S; Tg is a partition of V , then C separates S from T if and only if E(S; T) = ;. A cut that separates a vertex s from a vertex t is called an fs; tg-cut. An fs; tg-cut C is called fs; tg-minimum cut if C has the minimum cardinality among all fs; tg-cuts. A graph G is k-connected if it is a complete graph on k + 1 vertices or if it has at least k + 2 vertices and contains no l-cut with l < k. The connectivity of G, denoted by (G), is de ned to be the maximum k for which G is k-connected. In what follows we assume that jV j k + 2; thus (G) is the cardinality of a minimum cut of G.
A set of paths is said to be internally disjoint if no two of them have an internal vertex in common. Following 4], a graph (resp., digraph) such that there exist k internally disjoint paths from a certain vertex r to any its other vertex is said to be k-out-connected from r. Observe that, by Menger's Theorem, a graph is k-out-connected from r if and only if it has no l-cut with l < k separating r from some other vertex. Hence, in a graph which is k-out-connected from r, any l-cut with l < k, if exists, must contain r.
A graph G is called minimally k-connected if (G) = k, but for any e 2 E, (Gne) < k. Observe that among the subgraphs which are optimal solutions for the minimum weight k-connected subgraph problem, there always exists a minimally k-connected one.
The Throughout the paper, for an instance of our problem, let w the value of an optimal solution to the problem, and let n and m denote the the number of vertices and edges of the input graph, respectively.
3 Randomized Out-Connected Subgraph Algorithm
The algorithm OCSA 1], nds a spanning subgraph of weight at most 2w which is k-out-connected from a vertex of degree k. We de ne a randomized algorithm ROCSA as a modi cation of OCSA by setting that (i) the sequence of examined vertices r is chosen at random and (ii) the algorithm ends andG;r are output after the examination of dlog3 2 ne rst vertices. 1 Here and further we mean the degree w.r.t. this subgraph.
Let us analyse the output of ROCSA. Let G be any optimal minimally k-connected spanning subgraph. According to the analysis of OCSA in 1], G becomes a (d   k   2 e + 1)-connected subgraph of G of weight at most 2w at least as soon as a vertex with degree k in G is examined. Mader 7] shows that, for k 2, any minimally k-connected graph with n vertices has at least 
Minimum Weight 4-and 5-Connected Subgraph Problems
In this section we present a 3-approximation algorithm for the minimum weight 4-and 5-connected subgraph problems. The idea is to execute OCSA as the rst phase, which produces a (k ? 1)-connected subgraph, and in the second phase, to augment this subgraph by an appropriate set of edges. Such a set of edges is found as follows. We show that, for k 2 f4; 5g, the subgraph G produced by OCSA contains certain two vertices such that each its (k?1)-cut separates one of them from the other. We destroy all (k ?1)-cuts ofG by adding an edge set F of edges, such thatG F contains k internally disjoint paths between these two vertices; such an optimal edge set F is found by using a minimum cost k-ow algorithm. We need several preliminary statements. The following fact is well known (its proof is presented here for completeness of exposition). Lemma 4.3 Let C; C 0 be two fs; tg-minimum cuts of a graph G such that each of C and C 0 has exactly two sides, say S; T and S 0 ; T 0 , respectively, where s 2 S; S 0 and t 2 T; T 0 . Then R s = (C C 0 ) n(T T 0 ) separates S \S 0 from T T 0 , R t = (C C 0 ) n (S S 0 ) separates T \ T 0 from S S 0 , and both R s ; R t are fs; tg-minimum cuts as well. Proof: Notice that each of fR s ; S \ S 0 ; T T 0 g and fR t ; S S 0 ; T \ T 0 g is a partition of V . Also, E(S \ S 0 ; T T 0 ) = E(S S 0 ; T \ T 0 ) = ;, since E(S; T) = E(S 0 ; T 0 ) = ;. This implies that R s separates S \ S 0 from T T 0 , and R t separates T \T 0 from S S 0 (for illustration see Fig. 1a ). In particular, we obtain that R s and R t are both fs; tg-cuts. To see that R s and R t are both fs; tg-minimum cuts, observe that jR s j + jR t j = jCj + jC 0 j and that jR s j; jR t j jCj = jC 0 j. 2 We begin our analysis from the following statement. Following 4] , the latter problem is easily reduced to the problem of nding a minimum cost ow of value k, as follows. In general, the problem of nding an optimal edge set of k internally vertexdisjoint paths between two vertices is equivalent to the problem of nding a min-cost k-ow between them (the vertex version). Therefore, the above augmentatation problem can be solved by reducing the weight of all the edges in G 0 to 0, computing an optimal edge set of k internally vertex-disjoint paths between s and t, and deleting from it all the edges of G 0 . We now present our 3-approximation algorithm for the minimum weight 4-and 5-connected subgraph problems.
and 5-Connected Subgraph Algorithm
Input: A k-connected weighted graph (G; w) and an integer k, k 2 f4; 5g. Output: A k-connected spanning subgraph of G. 
