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Abstract
The derivation of the angular spectrum of temperature perturbations of
the cosmic microwave background relies on the quantization of field and metric
perturbations in the inflationary phase. The quantization procedure thus de-
serves a close examination. As the background spacetime on which the degrees
of freedom that are quantized live is curved, the methods of quantum field
theory in curved spacetimes are applicable. Furthermore the dynamic system
that is quantized contains a constraint, which adds an interesting problem to
the quantization of the system. This article investigates the treatment of the
constraints and the Weyl quantization of the system. A preferred quantiza-
tion procedure is identified, which renders the field and metric perturbations
non-local.
1 Introduction
The theoretic framework of linear cosmological perturbation theory has been used to
predict the angular spectrum of temperature perturbations of the cosmic microwave
background with great success. As the derivation of the perturbation spectrum relies
on the assumption of an inflationary phase in the early universe, the success of the
predictions provides a cornerstone argument for the assumption of an inflationary
phase in the early universe.
The derivation of the perturbation spectrum starts out with a generic scalar field
setting for inflation where a semiclassical treatment is employed. The semiclassical
Einstein equation, see [35] for an early discussion, provides an approach which is
widely used in the context of quantum field theory on curved spacetime. In this con-
text, matter is assumed to be modeled by quantum field theory, while the spacetime
geometry is treated classically. The matter contribution is then represented by the
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expectation value of the energy-momentum operator. In the case at hand a different
setting is chosen, where both the metric and the field are split up into a classical
background part and a small quantum perturbation, as e.g. in [4], [12] and [32].
As a rationale for this approach to quantize geometric quantities one can point
to the very high energy density that is expected to govern the inflationary phase
suggesting the need to account for quantum effects of gravity. Concerning questions
surrounding the choice of quantum state and its impact on the spectrum of pertur-
bations we refer the reader to [20], [28], [3], [21], [23] and references therein. For the
derivation of the angular temperature spectrum from the quantum perturbations
see [4], [12] and [32], for a critical assessment see [31].
In the present article the quantization of the dynamic system of perturbations
during inflation will be investigated. As preparation, section 2 introduces the model
that is investigated in the following. Section 3 is dedicated to the investigation of
the dynamic system of perturbations in a phase space setting using standard tools
for dynamic systems with constraints. The Dirac bracket governing the classical
dynamics is identified and in section 4 an argument is proposed, which enables a
unique choice of dynamic variables. The preferred quantization procedure implies
non-locality of the field and metric perturbations which provides an interesting con-
nection to non-commutative inflation [1]. Lastly, Weyl quantization of the dynamic
system with constraints is discussed in section 5.
2 Linear Cosmological Perturbation Theory
Cosmological perturbation theory is a special case of perturbation theory in general
relativity. The present article will only be concerned with linear perturbation the-
ory, which means that only the tree level and the first order in the perturbations are
considered and higher orders are neglected. For this to be a sensible approximation,
it is important to make sure that solutions of the linearized equations of motion are
linear approximations to exact solutions and that the impact of higher order per-
turbations is negligible. The first requirement has become known as linearization
stability and certain necessary relations involving the second order perturbations
were formulated [29][30]. It has been shown that large classes of well-behaved so-
lutions exist for Robertson-Walker background models [9]. However, the topic has
recently been revisited by Losic and Unruh [26] and it was found that the impact of
the stability conditions for background models close to de Sitter spacetime, which
are investigated in the present article, are of the same order of magnitude as the
linear perturbations. This fact makes an investigation in a more general context of
nonlinear perturbation theory appear attractive. Allthough we do not treat higher
orders of perturbation theory, we will point out which differences occur in that case.
The basic idea of linear perturbation theory is to split all quantities up into a
background part and a perturbation. In the case of geometric quantities, most
prominently the metric, this is nontrivial due to the role of diffeomorphism covari-
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ance in general relativity. It turns out that only part of this covariance survives in
the setting of linear perturbation theory, which is interpreted as covariance under
infinitesimal diffeomorphisms and labeled gauge freedom.
Using a 3 + 1 decomposition of the background metric, as reviewed in [36], it
is possible to classify linear perturbations by their transformation behavior under
symmetries of the spatial section. This leads to the definition of scalar, vector and
tensor perturbations. In the present article we will only be concerned with scalar
perturbations, thus vector and tensor perturbations will be dropped, after they have
been identified.
The treatment in this section mostly follows [32] where no other sources are cited.
The background spacetime is assumed to be have a Friedmann-Robertson-Walker
metric with flat spatial sections with line element
ds2 = a2(η)
(
dη2 − d~x2
)
.
Here, η is the conformal time and the spacetime is obviously conformally flat. For
some given quantity X the derivative with respect to conformal time is denoted as
X ′. We also denote H = a
′
a
. The time dependence of the scale factor a depends
crucially on the matter model coupled to the spacetime via the Einstein equations.
As preparation for the formulation of the considered model, a short introduction
to linear perturbation theory is in order. The presentation follows the formulation
used by Moncrief [29][30] which slightly differs in style from what is usually found
in the literature, e.g. [4] and [32]. The key element for the description of linear
perturbations and gauge freedom is the interpretation of perturbed quantities as
one-parameter families of tensor fields.
Definition 2.1.
• Let O ⊂ R an open neighborhood of 0 and let T : O → Γ(T rsM) a smooth
one-parameter family of smooth r-s-tensor fields. Then T0 := T (0) is called the
background quantity and δT := d
dλ
T (λ)|λ=0λ is called the linear perturbation.
• Let Φ : O → DiffM a smooth one-parameter family of diffeomorphisms gen-
erated by the vector field X, i.e. Φ(0) = idM, X =
d
dλ
Φ(λ)|λ=0 and for the
pull-back (T rsΦ)(0) = idΓ(T rsM). Then we define δ˜T :=
d
dλ
(
(T rsΦ)(λ)T (λ)
)
|λ=0λ
as the transformed perturbation while the background quantity is unchanged,
T˜0 := (T
r
sΦ)(0)T0 = T0.
The above definition has the benefit that it is mathematically concise and yields
the transformation law of the perturbations under gauge transformations in a very
transparent way,
δ˜T = δT + λLXT0 =: δT + LξT0.
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In this equation ξ = λX is often interpreted as an “infinitesimal vector field” to
justify the linearization. In any case the linearization is seen to be essentially a
linearization of the Taylor expansion in λ of one-parameter families of tensor fields.
Using the Levi-Civita connection and local coordinates with respect to the back-
ground metric g0 we get
δ˜T
ρ
σ = δT
ρ
σ + ξ
α∇αT0
ρ
σ −
r∑
n=1
(∇αξ
ρn)T ρˆnσ +
s∑
n=1
(∇σnξ
α)T ρσˆn
where the multiindices σˆn and ρˆn are equal to the multiindices σ and ρ respectively,
except that the index at the n-th position, i.e. σn or ρn respectively, is replaced
by α. Due to the metric compatibility of the Levi-Civita connection this yields an
especially simple transformation law for the metric perturbation δg given by
δ˜gµν = δgµν +∇µξν +∇νξµ.
In the case of nonlinear perturbations it may be reasonable to also consider non-
linear gauge transformations, which makes the treatment of gauge transformations
much more complex. However, an investigation of higher order perturbations in
the context of the Dirac formalism should strive to treat gauge freedom in terms of
first class constraints. Thus the difficulties of an explicit formulation of the gauge
freedom would not play a role at this stage of the treatment.
It is customary to classify metric perturbations using a 3 + 1 decomposition of
the background spacetime into spatial section and time direction if the background
metric is sufficiently symmetric, which is the case here. The perturbations are
decomposed into scalar, vector and tensor part, dependent on their transformation
behavior under the symmetry group of the spatial section.
One naively gets 4 scalar, 4 vector and 2 tensor perturbation degrees of freedom.
However, the vector fields ξ (generating gauge transformations) can be decomposed
into a scalar part ξs = ξ
0∂0 + ξ
|i∂i and a vector part ξv = x
i∂i with x
i
|i = 0, with
two components each. This means that the gauge freedom reduces the degrees of
freedom such that 2 gauge invariant degrees of freedom of every type remain. The
different types of perturbations do not mix under gauge transformations and dy-
namical evolution, provided the spatial sections of the background spacetime satisfy
certain curvature constraints [25]. In higher orders of perturbation theory the dif-
ferent types of perturbations are dynamically coupled, which reduces the usefulness
of this decomposition in those cases [25].
In the following the necessary formulae for a basic treatment of cosmological ques-
tions in the context of linear perturbation theory are derived. As explained above,
the background metric used for cosmological perturbation theory is a Robertson-
Walker metric with flat spatial section. We restrict now to scalar perturbations, so
the perturbed metric can be expressed using conformal time as
ds2 = a2(η)
(
(1 + 2A)dη2 + 2B|idηdx
i −
(
(1 + 2D)δij + 2E|ij
)
dxidxj
)
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where A, B, D and E are functions of all coordinates. It should be noted that
A, B, D and E are not exactly the same as the sn used above, but differ by a
factor of 2a2(η). This yields slightly different behavior under gauge transformations.
As we restrict to scalar perturbations we also restrict to scalar gauge vector fields
ξ = ξ0∂0 + ξ
|i∂i. This yields transformation laws
A˜ =A+Hξ0 + (ξ0)′ B˜ =B + ξ0 − ξ′
D˜ =D +Hξ0 E˜ =E + ξ
Obviously any two of the perturbations can be brought to vanish simultaneously ex-
cept A and D, as they are both only changed due to ξ0. This means if A and D can
be brought to vanish simultaneously in some gauge, this has a physical implication.
An often used gauge is the conformal gauge, where Bc = Ec = 0. Gauge invariant
variables are frequently used to separate physical contents from gauge effects. How-
ever, it was shown by Unruh [34] some time ago, that for each gauge fixing a set of
gauge invariant variables satisfying the same dynamic equations exists, so some cau-
tion regarding physical interpretation of results is required. As we have four scalar
perturbations and two gauge parameters we can derive two gauge invariant scalar
perturbations. The ones usually defined in the literature are the Bardeen potentials
Ψ =A−
1
a
(
(B + E ′)
)′
Φ =D −H(B + E ′)
As matter model, we use a simple scalar field φ with a so far unspecified self-
interaction potential V . The field satisfies the Klein-Gordon field equation
φ = −
∂V
∂φ
(φ) =: −V,φ
where V (φ) is some potential. The energy-momentum tensor takes the form
T µν = ∂
µφ∂νφ− δ
µ
ν
(
1
2
∂λφ∂λφ− V (φ)
)
In keeping with the idea of linear perturbation theory also the scalar field is
decomposed into a background part and a perturbation φ = φ0 + δφ. The gauge
transformation behavior of the field perturbation is
δ˜φ = δφ+ ξ0φ′0
which implies the following gauge invariant perturbation
χ = δφ− φ′0(B + E
′)
Again in conformal gauge δφc = χ; in the following the subscript indicating confor-
mal gauge will be suppressed and whenever expressions contain δφ they are to be
understood in conformal gauge.
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To formulate the Einstein equation it is necessary to calculate the Einstein tensor,
which is not gauge invariant. However Gµν−8πGT
µ
ν can be cast into a gauge invariant
form, as it vanishes in any gauge. This implies that the Einstein equations can be
formulated using only gauge invariant variables. This means we can calculate the
Einstein tensor and the energy momentum tensor in some arbitrary gauge, and the
resulting Einstein equations will be true for any gauge. Hence, we can replace the
perturbation variables in the Einstein equations by gauge invariant variables that
are equal to them in the chosen gauge. The resulting equation, containing only
gauge invariant variables, still holds in any gauge. A calculation using the above
strategy is conducted in [32] and we will only give the results here.
The idea of perturbation theory is to assume the equations to hold order by order.
This means we will have a background Einstein and Klein-Gordon equations and
perturbations to these equations which will be assumed to hold separately. The
background Einstein equations are
−3H′ =4πG(φ′0)
2 + 8πGV (φ0)a
2
−H′ − 2H2 =− 4πG(φ′0)
2 + 8πGV (φ0)a
2
and the background Klein-Gordon equation reduces to
φ′′0 + 2Hφ
′
0 + V,φ(φ0)a
2 = 0 (2.1)
The perturbation Klein-Gordon and Einstein equations will lead to a set of four
independent equations. From the Einstein equations we get
Φ = −Ψ (2.2)
Ψ′′ −△Ψ+ 2
(
H−
φ′′0
φ′0
)
Ψ′ + 2
(
H′ −
φ′′0
φ′0
H
)
Ψ = 0 (2.3)
Ψ′ +HΨ = 4πGφ′0χ (2.4)
and the first order of the Klein-Gordon equations yields
χ′′ −△χ+ 2Hχ′ + V,φφ (φ0)a
2χ = 4φ′0Ψ
′ − 2V,φ (φ0)a
2Ψ (2.5)
The coupled differential equations (2.3), (2.5) and (2.4) govern the dynamics of the
gauge invariant perturbations Ψ and χ. The constraint equation (2.4) only holds up
to a homogeneous term, which plays an important role in the following. It should be
noted, that the dynamic system is significantly more complex in the case that higher
order perturbations are considered. The decomposition into scalar, vector and tensor
perturbations and the usage of gauge invariant variables cannot be straightforwardly
generalized and nonlinearities in the linear perturbations occurring in the dynamic
equations increase complexity.
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The present article will investigate gauge invariant linear perturbations using these
equations and Φ will not be treated as an independent variable due to equation (2.2).
An alternative derivation of the dynamic system is possible by means of a Lagrangian
approach reviewed in [4]. The Lagrangian approach will be investigated in section
3.
3 Canonical Symplectic Form
It is clear from the dynamic system consisting of (2.3), (2.5) and (2.4) that only
one independent scalar degree of freedom exists. From the constraint equation (2.4)
one can already anticipate that Ψ and χ cannot both satisfy canonical commutation
relations. As we are not aware that this has been done previously, we will make this
point explicit here.
For simplified and homogeneous display of the equations, the following calcula-
tions use the parameter z =
aφ′
0
H
and the slow-roll parameters
ε = 1−
H′
H2
= 4πG
z2
a2
(3.1)
δ = 1 + ε−
z′
zH
(3.2)
These relations can be used to unify the notation for the dynamic system such
that only a, H, δ, ε and z appear in the coefficients. Recasting all terms using ε
and δ sometimes enlarges terms but is nevertheless performed in order to stick to a
unified formulation.
Ψ′′−△Ψ+2δHΨ′+2(δ − ε)H2Ψ = 0 (3.3)
Ψ′+ HΨ =
εHa
z
χ (3.4)
Using the relations
χ =
z
εHa
Ψ′ +
z
εa
Ψ (3.5)
χ′ = −
δz
εa
Ψ′ +
z
εHa
(
△+ (ε− δ)H2
)
Ψ (3.6)
the following result can be calculated
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Lemma 3.1.
If there is a homogeneous bidistribution with integral kernel f(~x−~y) and the following
relations hold
[Ψ(x),Ψ(y)]
∣∣∣
x0=y0
= [Ψ′(x),Ψ′(y)]
∣∣∣
x0=y0
= 0 (3.7)
[Ψ(x),Ψ′(y)]
∣∣∣
x0=y0
= [Ψ(y),Ψ′(x)]
∣∣∣
x0=y0
= f(~x− ~y) (3.8)
then
[χ(x), χ(y)]
∣∣∣
x0=y0
= [χ′(x), χ′(y)]
∣∣∣
x0=y0
= 0 (3.9)
[χ(x), χ′(y)]
∣∣∣
x0=y0
= −
z2
(
△x + εH2
)
(εHa)2
[Ψ(x),Ψ′(y)]
∣∣∣
x0=y0
(3.10)
Note that a, ε, H and z only depend on time and the expressions investigated here
are evaluated at equal times. Therefore their time dependence is suppressed.
It is interesting to derive a dynamic equation for χ alone from (2.5) using the
constraints. The resultant equation
(△+ εH2)χ′′ + 2H(△+ εδH2)χ′ +
(
−△2 +
(
−2ε+ 3δ − εδ − δ2 +
δ′
H
)
H2△
+
(
−ε + δ − εδ + δ2 +
δ′
H
)
εH4
)
χ = 0 (3.11)
is not a normal Klein-Gordon equation but a dynamic equation of fourth order. Thus
it is not to be expected that the CCR are of any significance for χ. The field Ψ,
however, fulfills a Klein-Gordon type equation, so at first glance it seems reasonable
to assume standard CCR for this field as a means of quantization and treating χ as
a derived field whose commutation relations as derived from the CCR for Ψ bear
no significance. However, such a naive approach will be proven misguided by the
following investigation.
The usual choice of the field to quantize via CCR is u = zΨ + aχ which is jus-
tified by the fact that the quantity R = −u
z
can be interpreted as gauge invariant
curvature perturbation, which is the quantity that is used to derive the temperature
perturbation. In the present treatment we take the point of view that the physical
significance of u does not by itself justify choosing it as canonical variable for quan-
tization. Therefore we are looking for a structural argument to identify a preferred
quantization procedure.
In this section the dynamic system of the spatial Fourier modes is reviewed from
the angle of symplectic geometry. To this avail, the dynamical system has to be cast
in Hamiltonian form, which implies the identification of the Darboux coordinates
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of the symplectic form. To achieve this, it is necessary to use the action presented
e.g. in [4] and to derive the corresponding Hamiltonian system. Then the impact
of the constraint on the symplectic structure is discussed. The following discussion
will employ Hamiltonian and Lagrangian densities, where the term “density” will
always be suppressed.
For the treatment of a dynamical system with second class constraints several
methods exist. The dynamical variables, including the Lagrange multipliers, may
be combined into a reduced set of dynamical variables in such a way that the result-
ing Lagrangian contains no constraints and only depends on the new variables. This
is the strategy which is pursued in the standard literature on cosmological pertur-
bations during inflation, especially [4]. However, finding an appropriate reduced set
of dynamical variables is not a straightforward task and is usually done by simply
choosing the appropriate ansatz to begin with. As the resultant dynamical system
is a generic Hamiltonian system, quantization is straightforward.
A second method consists in the straightforward construction of a Hamiltonian
containing the Lagrange multipliers and the subsequent application of a standard
procedure to eliminate the Lagrangian multipliers. This procedure does not lead to
an obvious reduction of phase space, however it can be seen that the phase space
is not symplectic and the complement of the maximally symplectic subspace has
a dimension which is identical to the number of constraints. This procedure has
the disadvantage that the geometry of the phase space is unclear and therefore
quantization of the dynamical system is not straightforward.
Yet another method is the Dirac method, which will be employed in this work.
In this context the constraints are ignored at first, to produce an “unconstrained
Hamiltonian” with a corresponding canonical symplectic form. Then the constraints
are used to derive the so-called Dirac bracket from the Poisson bracket of the uncon-
strained system. The tensor corresponding to the Dirac bracket will be called the
“Dirac form” in the present treatment. The Dirac form is degenerate in a number
of dimensions corresponding to the number of constraints and symplectic in the re-
maining dimensions. The present treatment will pursue the derivation of the Dirac
bracket to shed some light on the quantization of the system. The classic refer-
ence for this method is [11] but it is treated to varying degree of detail in several
textbooks, e.g. [10], [19] and [38].
We would like to point to [7], where a similar scenario is investigated but vector
and tensor perturbations are also taken into account. However, that work applies a
gauge fixing procedure, which is incompatible to the gauge invariant variables con-
sidered here, to achieve a reduced phase space, which leads to a different treatment
than pursued in the present work.
As a first step it is convenient to rescale the fields Ψ and χ so they have the same
dimension. Therefore we define the rescaled fields
ψ := zΨ λ := aχ
The Lagrangian given by equation (10.68) in [4] is given here in terms of the rescaled
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variables, suppressing the total divergences and simplifying by setting Φ = −Ψ and
L := 4△(B − E ′) (note the different notation). Note that the zero mode of L
vanishes, which implies that the constraint does not hold in the zero mode. The
fact, that the constraint does not apply to the zero mode has first been pointed out
by Unruh [34] who also studied the dynamics of the zero mode in detail. A separate
investigation of the zero mode will thus be performed in the following. From the
treatment in [4] it is clear that the terms introduced by switching to gauge invariant
variables cancel out.
L =
1
2ε
[
−3(ψ′)2 + 6(ε− δ)Hψ′ψ + (ε− 3ε2 + 6εδ − 3δ2)H2ψ2 +ψ△ψ
]
+
1
2
[
(λ′)2 − 2Hλ′λ+
(
1− 3ε− 3δ + εδ + δ2 −
δ′
H
)
H2λ2 + λ△λ
]
+ 4Hψ′λ+ 2(1− 2ε+ δ)H2ψλ+ zL
[
−
1
ε
ψ′ +
ε− δ
ε
Hψ +Hλ
]
The fields are treated as real fields here, but a generalization to complex fields is
straightforward.
The next step in the treatment is to consider the “unconstrained Lagrangian”,
thus setting L = 0. We will additionally switch to a “mode Lagrangian”, using
modes ψk :=
∫
ei
~k~xψ(~x). The modes only depend on k = |~k| due to the fact that
the dynamics are spatially homogeneous and isotropic.
L0,k =
1
2ε
[
−3(ψ′k)
2 + 6(ε− δ)Hψ′kψk + [(ε− 3ε
2 + 6εδ − 3δ2)H2 − k2]ψ2k
]
+
1
2
[
(λ′k)
2 − 2Hλ′kλk +
[(
1− 3ε− 3δ + εδ + δ2 −
δ′
H
)
H2 − k2
]
λ2k
]
+ 4Hψ′kλk + 2(1− 2ε+ δ)H
2ψkλk
Note that the mode Lagrangian is not the Fourier transform of the Lagrangian,
as a Fourier transformation would not map products of functions to products of
their Fourier transforms but to convolutions. The spatial integral of the Lagrangian
coincides with the mode integral of the mode Lagrangian, which means they lead to
the same Lagrangian function and thus to the same dynamics.1 Due to the fact that
the dynamic equations do not mix modes, no mode-mixing occurs in the Lagrangian.
From the mode Lagrangian one calculates the canonical momentum modes
Πk =
∂L0,k
∂ψ′k
= −
3
ε
ψ′k + 3
ε− δ
ε
Hψk + 4Hλk
⇔ ψ′k = −
ε
3
Πk + (ε− δ)Hψk +
4
3
εHλk
1This is essentially an application of the Fourier-Plancherel theorem.
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κk =
∂L0,k
∂λ′k
= λ′k −Hλk
⇔ λ′k = κk +Hλk
which allows the derivation of the unconstrained Hamiltonian for the modes
H0,k = −
ε
6
Π2k + (ε− δ)HΠkψk +
(
−
1
2
H2 +
1
2ε
k2
)
ψ2k
+
1
2
κ2k +Hκkλk +
[
1
6
(
−7ε+ 9δ − 3εδ − 3δ2 + 3
δ′
H
)
H2 + k2
]
λ2k
+
4
3
εHΠkλk − 2(1− δ)H
2ψkλk
The unconstrained phase space of Fourier transformed initial values is assumed
to be
(
S (R+)
)×4
in the following, which means that initial values are Schwartz
functions in the spatial coordinates. The Hamiltonian density at fixed time is then
a smooth functional H :
(
S (R+)
)×4
−→ S (R+). The initial value phase space
for a single mode is R4 because the modes are simple functions of time. The mode
Hamiltonian is thus a smooth function H0,k : R
4 −→ R.
Any smooth phase space “density” F :
(
S (R+)
)×4
−→ S (R+) can be integrated
to yield a smooth phase space “function” F :
(
S (R+)
)×4
−→ R. Furthermore, for
a polynomial f : R+ × R4 → R with ∀k ∈ R+ : f(k,~0) = 0, a smooth density F
can be constructed as
F
(
g1, g2, g3, g4
)
(k) := fk
(
g1(k), g2(k), g3(k), g4(k)
)
(3.12)
where F
(
g1, g2, g3, g4
)
∈ S (R+) if g1, g2, g3, g4 ∈ S (R
+). Let us call the space
of such polynomial densities DPol,4
(
S (R+)
)
and the functions derived from such
densities by integration as FPol,4
(
S (R+)
)
. As such polynomials encompass the
mode Hamiltonian and the field modes, this suffices for our purpose. It should be
noted that for a general smooth function f : R+×R4 → R with ∀k ∈ R+ : f(k,~0) = 0
a smooth function F :
(
S (R+)
)×4
−→ R does not necessarily exist.
Now consider the Poisson bracket on a single mode
{, }k : C
∞
(
R
4 → R
)
× C∞
(
R
4 → R
)
−→ R (3.13)
The Poisson bracket for a phase space of several modes is always diagonal in the
modes due to the symmetry of the dynamic system. It is obvious that this bracket
can be lifted to densities created from polynomials as
{, }D : DPol,4
(
S (R+)
)
×DPol,4
(
S (R+)
)
−→ S (R+)
{F ,G }D(k) := {F (k),G (k)}k (3.14)
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and thus a Poisson bracket on FPol,4
(
S (R+)
)
is defined as
{F,G} =
∞∫
0
{F ,G }D(k)4πk
2dk =
∞∫
0
{Fk,Gk}k4πk
2dk (3.15)
Note that we use the three dimensional volume element 4πk2dk to account for the
fact that ~k is actually a three dimensional vector. Only one integral is performed
because the mode Poisson bracket is diagonal in the modes.
As the canonical variables of the unconstrained Hamiltonian are the Darboux
coordinates of the canonical symplectic form on the unconstrained phase space, the
symplectic form corresponding to the mode Poisson bracket takes the standard form
∀η : (ωαβk )α,β(η) =
(
02 12
−12 02
)
on the linear space of first derivatives of mode functions Fk : R
4 −→ R.
For the k 6= 0 modes the constraint equation implies a projection to a subspace of
the phase space. Contrary to the projection to an energy hypersurface this projection
constrains the accessible phase space for all solutions of the dynamic system so it
can be interpreted as a genuine reduction of phase space. In canonical variables the
primary constraint derived from equation (3.5) reads
C1 = Πk −Hλk = 0 (3.16)
and a secondary constraint can be derived as
C2 := −
1
H
{C1,H0,k} −
1
H
∂C1
∂η
= κk −
εH2 − k2
εH
ψk + δHλk = 0 (3.17)
using the first constraint. The tertiary constraint vanishes
C3 = {C2,H0,k}+
∂C2
∂η
= 0
applying the first two constraints, so there are exactly two geometrically independent
constraints, which means that the phase space dimension is reduced by two. It is
worth emphasizing that these constraints are satisfied by all valid solutions of the
dynamic system, so all solutions of the mode dynamic system can be described as
living on a two dimensional reduced phase space.
For the treatment of constraints it is of great importance whether they are first
or second class constraints. In the case discussed here, only second class constraints
occur, due to the following lemma.
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Lemma 3.2.
The constraints (3.16) and (3.17) are second class constraints for k 6= 0. For k → 0
the Dirac form diverges no stronger than of order k−2.
Proof.
To fix notation let (Mab)a,b denote the matrix with components Mab. If the con-
straint matrix (Cab)a,b :=
(
{Ca, Cb}
)
a,b
is invertible, the constraints are second class
constraints. Using the definition of the Poisson bracket
{f, g} :=
∂f
∂ψk
∂g
∂Πk
+
∂f
∂λk
∂g
∂κk
−
∂f
∂Πk
∂g
∂ψk
−
∂f
∂κk
∂g
∂λk
one gets
C12 = {C1, C2} =
εH2 − k2
εH
−H = −
k2
εH
which yields, due to antisymmetry
(Cab)a,b =
k2
εH
(
0 −1
1 0
)
which is invertible as long as k 6= 0. As the inverse diverges as k−2, also the second
part of the claim is true.
First class constraints usually occur in the context of gauge theories so one might
expect that a full treatment of scalar perturbation theory, not using gauge invari-
ant variables, might be significantly more complicated, especially when it comes to
quantization. Such a more extensive investigation is not attempted in the present
work.
In the present case, the constraints would only be first class constraints for the
zero mode k = 0, where they do not exist as pointed out above. Thus a complete
formulation of the Dirac bracket on the full phase space of all modes is possible in
a generic way.
The Dirac bracket is derived from the Poisson bracket and the constraint matrix
as
{f, g}D := {f, g} − {f, Ci}(C
−1)ij{Cj , g}
and a straightforward calculation yields the mode Dirac form
(ωαβD,k)α,β =

0 εH
k2
εH2
k2
−εδH
2
k2
−εH
k2
0 0 1− εH
2
k2
−εH
2
k2
0 0 H− εH
3
k2
εδH2
k2
−1 + εH
2
k2
−H + εH
3
k2
0
 (3.18)
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which obviously diverges as k−2 for k → 0. The Dirac bracket on all modes is
defined analogously to the Poisson bracket on all modes. On the linear space of first
derivatives, we cast it in the symbolic form


f1
f2
f3
f4
 ,

g1
g2
g3
g4


D
:=
∫


f1(~k)
f2(~k)
f3(~k)
f4(~k)
 ,

g1(~k)
g2(~k)
g3(~k)
g4(~k)


D,k
d3k (3.19)
where all the functions fi and gi, symbolizing the values of first derivatives of smooth
densities F :
(
S (R+)
)×4
−→ S (R+), are Schwartz functions in k. As the mode
Dirac form given in equation (3.18) behaves like k−2 for k → 0 and the volume
element of the integral in equation (3.19) gives a factor of k2 the limit of the integrand
for k → 0 is finite. As the constraint does not exist in the zero mode, the integrand
is finite at k = 0 and does not contribute to the integral. Thus the integrand is a
Schwartz function and the integral is well defined.
The remarkable fact that the k = 0 mode does not contribute to the structure
of the dynamics on the phase space can be heuristically traced back to the fact,
that only Schwartz initial values are considered in the present work. This prevents
singularities at k = 0, which would boost the importance of the zero mode. The re-
striction to Schwartz initial values does not pose technical obstacles to a meaningful
quantum field description, therefore this restriction is considered acceptable here.
As a last step, the constraints can be factored out of the phase space, such that
the resultant factor space can serve as physical phase space. This procedure will be
investigated to some more depth in the context of quantization.
4 Preferred Dynamic Variables
We now turn to investigating which canonical variables are suited for quantization
of the dynamic system with constraint. The canonical variables can be chosen freely
and only need to satisfy the requirement {X,P}D = 1. This freedom implies the
application of the constraints as well as symplectomorphisms. To make a connection
to section 3, the possible canonically conjugate variables P for X = uk = ψk + λk
and for X = 1
z
ψk will be identified here.
Considering X = uk the corresponding conjugate variable has to satisfy
−
εH
k2
∂P
∂ψk
+
εH
k2
∂P
∂λk
+
εH2
k2
∂P
∂Πk
+
k2 − εH2 − εδH2
k2
∂P
∂κk
= 1
which is indeed fulfilled by
P = u′k = (ε− δ)Hψk +
(
1 +
4
3
ε
)
λk −
ε
3
Πk + κk
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which implies that the standard quantization procedure is indeed justified.
For X = 1
z
ψk the corresponding conjugate variable has to satisfy
εH
zk2
∂P
∂λk
+
εH2
zk2
∂P
∂Πk
−
−εδH2
zk2
∂P
∂κk
= 1
which can be fulfilled by
P = αX ′ = −
αH
z
ψk +
4
3
αεH
z
λk −
αε
3z
Πk
namely if α = z
2k2
ε2H2
. This result is peculiar in that it includes a prefactor of k2.
A comparison with equation (4.18) shows that the treatment of this subsection
reproduces the result of the previous subsection with respect to the relation of the
commutators (or in the classical setting Dirac brackets). However, the treatment in
the present subsection allows to take the point of view that the standard treatment of
quantizing u is canonical in the sense of Dirac quantization, while the straightforward
CCR quantization of Ψ is not.
As the fields ψ and λ are scalar, it seems a generic assumption, that a reasonable
canonical variable should have a scalar field interpretation in the sense that it satis-
fies a Klein-Gordon-type equation. Two simple technical requirements which imply
a scalar field interpretation justify the choice of the field u as canonical variable as
can be seen in the following theorem.
Theorem 4.1.
Let A and B be smooth real-valued functions of time but independent of k and let
B be strictly positive. Assume Xk = Aψk + Bλk then B = 1 and A = 1 or A =
1 + (ε−δ)(1+ε−δ)
ε(1+ε)
are the only solutions compatible the technical requirements
(a) Pk = X
′
k with {Xk, Pk}D = 1
(b) the dynamic equation for X is a differential equation of at most second order.
Proof.
Requirement (a) leads to the equation
εH
k2
(AB′ − A′B) +
k2 − εH2
k2
B2 + (1− ε)
εH2
k2
AB +
ε2H2
k2
A2 = 1 (4.1)
⇔ εH(AB′ − A′B) + (k2 − εH2)B2 + (1− ε)εH2AB + ε2H2A2 = k2. (4.2)
Because B does not depend on k, B2 = 1 and thus B = 1. This yields
A′ − εHA2 − (1− ε)HA+H = A′ − (A− 1)(Aε+ 1)H = 0 (4.3)
which can be cast in a simpler form using D := A− 1
D′ −D(Dε+ (1 + ε))H = 0 (4.4)
15
such that one obtains a Bernoulli differential equation. This type of equation is
solvable with trivial solution D = 0 and a nontrivial solution which can be found by
using E = 1
D
leading to
E ′ + (1 + ε)HE = −εH (4.5)
a readily solvable linear equation. The solution for A is
A =
1− a2
H
 η∫
η0
ε(η′)a2(η′) dη′ +K
−1
 (4.6)
where K and η0 account for one free constant.
Now abbreviating ρ := A− 1 one readily sees
ρ′ = εHρ2 + (1 + ε)Hρ (4.7)
ρ′′ = 2ε2H2ρ3 + 2ε(1 + ε− δ)H2ρ2 + 2(1 + ε+ ε2 − εδ)H2ρ (4.8)
Defining uρ,k = uk,0 + ρψk the dynamic equation can be derived from
u′′ρ = u
′′
0 + ρ
′′ψ + 2ρ′ψ′ + ρψ′′ (4.9)
using the dynamic equations
u′′0,k =
[(
2 + 2ε− 3δ + 2ε2 − 3εδ + δ2 −
δ′
H
)
H2 − k2
]
(4.10)
ψ′′k = (2 + 2ε− 4δ)Hψ
′
k +
[(
2ε− δ + 2ε2 − εδ − δ2 −
δ′
H
)
H2 − k2
]
ψk (4.11)
and the constraint
ψ′k = −(ερ+ δ)Hψk + εHuρ,k. (4.12)
It takes the form
u′′ρ,k =
[(
2ε2ρ2 + 4(1 + ε− δ)ερ+ 2 + 2ε− 3δ + 2ε2 − 3εδ + δ2 −
δ′
H
)
H2 − k2
]
uρ,k
+ 2
[
− ε(1 + ε)ρ+ (ε− δ)(1 + ε− δ)
]
H2ρψk (4.13)
As the secondary constraint can be cast in the form
ψk =
εH
k2
(
− u′ρ,k + (ερ+ 1 + ε− δ)Huρ,k
)
(4.14)
one readily sees that the coefficient of ψk in equation (4.13) must vanish to satisfy
requirement (b), as orders of k translate to spatial derivatives. The condition −ε(1+
ε)ρ2 + (ε− δ)(1 + ε− δ)ρ = 0 implies the claim.
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Although u = ψ + λ is not uniquely determined by theorem 4.1, it is clear that
the alternative solution implies restrictions on ε and δ. In this sense, u is the unique
suitable choice for all background configurations. We will point out one feature of the
alternative solution here which is especially unwanted in the context of inflationary
models.
Lemma 4.2.
If δ = O(ε), then ρ = (ε−δ)(1+ε−δ)
ε(1+ε)
implies (ε− δ)′ = (ε− δ)H +O(ε2).
Proof.
Using relation (4.7) one can derive
−
ε′
ε
−
ε′
1 + ε
+
(ε− δ)′
ε− δ
+
(ε− δ)′
1 + ε− δ
=
ρ′
ρ
=
(ε− δ)(1 + ε− δ)
1 + ε
H + (1 + ε)H
(4.15)
which can be recast using γ := ε− δ to yield
γ′ =
γ(1 + γ)
(
γ(1 + γ) + (1 + ε)2 + 2γ(1 + 2ε)
)
(1 + ε)(1 + 2γ)
H (4.16)
The claim follows by Taylor expansion of this expression.
If one invokes the slow roll assumption and assumes the higher order terms to be
small, one is left with a readily solvable differential equation, that yields ε− γ ∝ a.
Thus, contrary to the assumption, ε and γ are not small and slowly varying, which
shows that the restrictions on ε and δ imposed by the alternative solution are incom-
patible with slow roll inflationary models. We will therefore discard this solution
and regard X = ψ+λ as a preferred solution. This result gives a justification, from
a more structural point of view, for the usual choice of canonical variable in the
standard literature on cosmology.
To generalize the result presented here to a slightly more general description of
a scalar field, one might relax the first requirement by allowing Pk = DX
′
k where
D is some smooth function of time, but does not depend on k. One would expect
that this introduces at least a freedom of the form X = F · (ψ+λ) for the preferred
solution where F is some smooth function of time.
The standard approach to quantization assuming CCR for the field u = λ+ψ =
aχ + zΨ was shown to be justified. It is thus interesting to investigate what the
CCR quantization of u implies for the commutation relations of Ψ and χ.
Lemma 4.3.
If standard CCR for u are imposed, Ψ and χ are non-local.
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Proof.
As a first step we assume at least a basic consequence of locality to hold,
[Ψ(x),Ψ(y)]
∣∣∣
x0=y0
= [Ψ′(x),Ψ′(y)]
∣∣∣
x0=y0
= 0. (4.17)
Using equations (3.5) and (3.6) the following relations can be derived
u =
z
εH
Ψ′ +
1 + ε
ε
zΨ
u′ =
z
εH
△Ψ+ (1 + ε− δ)Hu
[u(x), u′(y)]
∣∣∣
x0=y0
=−
z2
ε2H2
△y[Ψ(y),Ψ
′(x)]
∣∣∣
x0=y0
(4.18)
Now the last relation can be recast in the form
iz2
ε2H2
△y[Ψ(y),Ψ
′(x)]
∣∣∣
x0=y0
=δ(~x− ~y) = δ(~y − ~x)
which is the distributional differential equation for the fundamental solution of the
Laplacian. This is straightforward to solve and yields
[Ψ(x),Ψ′(y)]
∣∣∣
x0=y0
=
iε2H2
4πz2
1
|~x− ~y|
such that the result of lemma 3.1 can be readily applied
[χ(x), χ(y)]
∣∣∣
x0=y0
= [χ′(x), χ′(y)]
∣∣∣
x0=y0
= 0 (4.19)
[χ(x), χ′(y)]
∣∣∣
x0=y0
=
i
a2
δ(~x− ~y)−
iεH2
4πa2
1
|~x− ~y|
(4.20)
This proves the claim.
This result has intriguing implications, as Ψ and χ have a clear physical inter-
pretation but the “natural” quantization procedure suggests that they are non-local
fields. Such a situation may point to an underlying non-commutativity of space-
time, as the cause of this non-locality. It is worth noting that “non-commutative
inflation”, i.e. inflationary cosmological scenarios based on a non-commutativity of
spacetime, is a topic of evolving interest during the past years, see e.g. [1][5][13][27].
The above result may be interpreted as indicating that it is “natural” to assume
spacetime non-commutativity in inflationary scenarios.
5 Weyl Quantization
In this section the algebraic Weyl quantization procedure is applied to the dynamic
system of perturbations. This application of a rigorous quantization scheme serves
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to clarify the choice of quantum state, which is obfuscated by the generic treatment
using creation an annihilation operators. We are not aware that this approach has
been applied to the system at hand, but the application is straightforward and not
original. However, it serves to identify a possible target for further investigation.
As a general reference for algebraic methods in quantum field theory see [18], for
the application of Weyl quantization in quantum field theory on curved spacetime
see [37]. An application of the Weyl algebra in the context of loop quantum gravity
is presented in [33]. The Weyl quantization procedure has the benefit that the
operators involved are bounded if represented on a Hilbert space, which makes it
possible to define a C∗ norm on the Weyl algebra.
For the quantization procedure which is applied here it is of great importance that
the constraints are second class constraints. For systems with first class constraints
quantization is much more complicated [17] and methods such as refined algebraic
quantization [2] and more recently a functional approach to the Batalin-Vilkovisky
formalism [15][16] have been developed. For the case at hand a rather conventional
approach suffices.
The general pattern that will be followed is the same as in the previous subsec-
tions. First the system without constraint2 is considered and then the impact of
the constraint on this system is investigated. The present subsection does not pro-
vide additional information on the dynamic system but clarifies the impact of the
constraint at the level of algebraic quantum field theory.
As we will deal with the quantum system here and not the classical system, the
question whether quantization commutes with reduction comes into play. In the
present setting, reduction on the classical level can be split up into two parts. First
the Poisson bracket on phase space is replaced by the Dirac bracket, which induces a
presymplectic form, and in the second step a projection to the symplectic subspace
is performed. It is not clear how the first part of the reduction procedure should be
implemented at the quantum level, while the second part of the reduction procedure
gives rise to a well defined algebraic procedure, such that quantization commutes
with the second part of reduction by construction.
Starting out from the dynamic system for Ψ and χ is unsuitable for a consideration
from the point of view of algebraic quantum field theory as the system contains cou-
pling of the fields, which undermines a completely rigorous treatment with current
methods. Instead it would be preferable to start from a system of two independent
free scalar fields. To achieve this, it is necessary to apply the constraints to arrive
2We speak only of one constraint here, as the second constraint is derived from this constraint
as a secondary constraint.
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at a dynamic system for Ψ = a
2
Hz
Ψ and u.
Ψ′′−△Ψ+
(
−2ε+ δ + εδ − δ2 −
δ′
H
)
H2Ψ = 0 (5.1)
u′′− △u+
(
−2− 2ε+ 3δ − 2ε2 + 3εδ − δ2 +
δ′
H
)
H2u = 0 (5.2)
and the constraint takes the form
Ψ′ + (1 + ε− δ)HΨ =
εa2
z2
u = 4πGu (5.3)
Ignoring the constraint, Ψ and u are free scalar fields and the symplectic space
P of their modes is straightforward. Now in the present treatment the reduction
of phase space is done in two steps. First the Poisson bracket is replaced by the
degenerate Dirac bracket, leading to a space D with a symplectic subspace. Then
a projection to the maximal symplectic subspace is performed by factoring out the
primary and secondary constraint, leading to a symplectic space D/C.
To tackle the problem of quantization, it is useful to take the spatial Fourier
transform of the fields, as this allows to make direct contact with the previous
treatment. In this context, the Dirac form is defined as in equation (3.19), where
the mode Dirac form is of course different from the one given in equation (3.18), as
we are working with different coordinates on the symplectic space here. However,
it can be expected that the limit k → 0 should be of the same order of divergence
as in equation (3.18) because the coordinates are related by a k-independent linear
transformation. Therefore the integral can be expected to exist. The constraint in
mode form is
C1,k := Ψ˜
′
k + (1 + ε− δ)HΨ˜k − 4πGu˜k = 0
and the Dirac bracket of the constraint with an arbitrary initial value set is

f
(1 + ε− δ)Hf
0
−4πGf
 ,

g1
g2
g3
g4


D
= 0 (5.4)
The algebras of observables for Ψ and u, the Weyl algebras AΨ/u, can be con-
structed in the standard way. The algebra of the full system is then given as the
tensor product algebra A = AΨ ⊗ Au. Now the constraint cannot be simply inter-
preted as a relation in this algebra that has to be factored out to restrict to the
constrained system, because it is incompatible with the commutation relations. As
discussed above, applying the constraint is not very complicated at the level of field
modes; at the level of the Weyl algebra the Weyl relations have to be replaced with
the modified relations derived from the mode Dirac forms, profoundly changing the
algebra.
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For the thus acquired algebra AD corresponding to D the constraint defines a
non-trivial ideal, as the Dirac form is constructed to be degenerate in exactly this
sense. This is in contrast to A which, as a Weyl-Algebra corresponding to a non-
degenerate Poisson form, is simple. The Weyl operators are defined with respect to
a set of mode initial values
Ŵ (Ψ˜
′
, Ψ˜, u˜′, u˜)
and the Dirac-Weyl relation is
Ŵ (f1, f2, f3, f4)Ŵ (g1, g2, g3, g4)
= exp
 i2


f1
f2
f3
f4
 ,

g1
g2
g3
g4


D
 Ŵ (f1 + g1, f2 + g2, f3 + g3, f4 + g4) (5.5)
This makes it possible to formulate the constraint at the level of the Dirac-Weyl
algebra AD as
∀f ∈ S (R+) : Ŵ (f, (1 + ε− δ)Hf, 0,−4πGf) = 1
where S (R+) denotes the space of Schwartz functions. The constraint is compat-
ible with the Dirac-Weyl relation (5.5) by virtue of equation (5.4). The secondary
constraint can be calculated and cast into a similar form at the level of the alge-
bra. The constraint relations define two ideals on the algebra and are factored out.
The resultant algebra is denoted as AD/C
′ and corresponds by construction to the
reduced phase space D/C. This is illustrated in the following diagram, where it
should be noted that the connection between A and AD is not clear at the purely
algebraic level. Instead AD is constructed using results at the classical level.
P D D/C
A AD AD/C
′
Dirac
Quantisation
Reduction
Quantisation Quantisation
? Reduction
The commutation of quantization and reduction has been investigated in a plethora
of models with a variety of tools. For a precedent to the type of commutative di-
agram presented here see e.g. [24] where a gauge theoretic model with first class
constraints is investigated applying much more sophisticated technical tools than
are used in the present work.
States from the state space S of the tensor product algebra A can be freely chosen,
for instance it is possible to pick states which have the Hadamard property for both
fields. The simplest states of this kind are simply tensor products of Hadamard
states for the single field algebras AΨ/u. When the constraint C
′ is applied, the
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resultant algebra AD/C
′ has a very different state space Sc. In the construction
applied here, the isomorphism AD/C
′ ≃ Au is implied, which permits a canonical
injective, unit preserving C∗-homomorphism α : AD/C
′ → A. The dual map to this
homomorphism is a positive map α′ : S → Sc which means that states on A give
rise to states on AD/C
′ by simply restricting to their action to Au ⊂ A.
The explicit form of the relations between states in S and states in Sc is greatly
simplified by our choice of dynamical variables. If one chooses different dynamical
variables, like Ψ and χ, the construction of a corresponding algebra A′ is much more
troublesome and a simple relation between A′ and A′D/C
′ ≃ AD/C
′ need not exist.
6 Conclusion
We have illustrated how the fact that the dynamic system of linear scalar cosmo-
logical perturbations has only one degree of freedom makes it impossible to find
a quantization procedure such that the metric and field perturbation both satisfy
canonical commutation relations. By means of the Dirac formalism for the treatment
of dynamic systems with constraints the standard literature choice for the canonical
variables was justified from purely formal arguments. The Weyl quantization of the
system is tractable and leads to a generic scalar field algebra. The physical degrees of
freedom, namely the metric and field perturbations emerge as non-local fields from
the quantization procedure. Although the approach of the present article could be
applied to higher order perturbations, such an investigation provides a formidable
challenge.
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