It is well-known that accurate prediction for network flow is very important to meet the communication requirement of internet network. This study is to propose a novel twin support vector regression algorithm for network flow forecasting. The twin support vector regression algorithm is comprised of a pair of the standard SVR. In order to show the excellent performance of twin support vector regression algorithm compared with other prediction methods. Then, we perform the comparison of the prediction error of network flow between twin support vector regression algorithm and support vector regression algorithm, and the experimental results show that network flow prediction ability of the twin support vector regression algorithm is better than that of support vector regression algorithm.
Introduction
Accurate prediction for network flow is very important to meet the communication requirement of internet network.Network flow a kind of typical time series data [1] [2] [3] [4] . Thus, time series analysis method has been widely applied to network flow prediction. However, most network traffic has non-stationary characteristics [5] [6] [7] . Therefore, it is significant to perform non-stationary time series analysis and prediction for network flow [8, 9] . Support vector regression algorithm is a kind of method based on statistical learning theory, which has already outperformed most other methods in a wide variety of applications [10] [11] [12] . However, support vector regression algorithm has more variables and constraints in the formulation [13, 14] , which can increase the computational complexity for solving the regression problem.
Twin support vector regression algorithm can generate two nonparallel functions to determine the ε-insensitive down-or up-bounds. Thus, this study proposes a twin support vector regression algorithm for network flow prediction. Network flow data are used to show the excellent performance of twin support vector regression algorithm compared with other prediction methods. It can be seen from the comparison of the prediction error of network flow between twin support vector regression algorithm and support vector regression algorithm that the prediction performance for network flow of twin support vector regression algorithm is better than that of support vector regression algorithm.
Twin Support Vector Regression Algorithm
Given a set of data {(x i , y i )} n i=1 with the input vector x i and the corresponding output y i , the regression function of SVR can be shown as follows:
where w is the weight vector and b is the bias term.
In order to obtain the values of the weight vector w and the bias b, we introduce two positive slack variables ξ and ξ * to form the following optimization problem:
subject to the conditions
where C is the regularization parameter.
Then, by introducing the Lagrangian multipliers, we obtain the dual optimization problem:
where a i , a * i are the Lagrangian multipliers. Finally, the regression model of SVR can be gained as follows:
Twin support vector regression algorithm is comprised of a pair of the standard SVR. The twin support vector regression algorithm finds two functions:
and
Then, we construct a pair of optimization problems as follows:
subject to the conditions,
where C 1 , C 2 > 0 are the regularization parameters, ε 1 , ε 2 ≥ 0 are errors, and ξ, ς are slack vectors.
Then, the estimated regression function is constructed as follows:
Experimental Results and Analysis
In order to show the excellent performance of twin support vector regression algorithm compared with other prediction methods, network flow data are employed as the experimental cases, which is shown in Fig. 1 .
Firstly, the experimental data are normalized to improve the smoothness of the prediction model.
where d min is the minimum value of the time series datasets and d max is the maximum value of the time series datasets.
Secondly, the training sample sets are constructed as follows: 
Fig. 1: The experimental cases
Thirdly, the training sample sets are used to train twin support vector regression algorithm, and the prediction results for network flow of twin support vector regression algorithm are shown in Fig. 2 . Finally, support vector regression algorithm is applied to compare with the proposed twin support vector regression algorithm, and the prediction results for network flow of support vector regression algorithm are shown in Fig. 3. Fig. 4 shows the prediction error for network flow of twin support vector regression algorithm, and the prediction error for network flow of support vector regression algorithm is Fig. 5 .
It can be seen from the comparison of the prediction error of network flow between twin support vector regression algorithm and support vector regression algorithm that the prediction performance for network flow of twin support vector regression algorithm is better than that of support vector regression algorithm. 
Conclusion
This paper proposes a twin support vector regression algorithm for network flow prediction. Support vector regression algorithm is a kind of method based on statistical learning theory, which has already outperformed most other methods in a wide variety of applications. However, support vector regression algorithm has more variables and constraints in the formulation, which can increase the computational complexity for solving the regression problem. Twin support vector regression algorithm can generate two nonparallel functions to determine the ε-insensitive down-or up-bounds. It can be seen from the comparison of the prediction error of network flow between twin support vector regression algorithm and support vector regression algorithm that the prediction performance for network flow of twin support vector regression algorithm is better than that of support vector regression algorithm.
