Abstract-Our goal is data-driven discovery of features for text simplification. In this paper, we investigate three types of lexical chains: exact, synonymous, and semantic. A lexical chain links semantically related words in a document. We examine their potential with a document-level corpus statistics study (914 texts) to estimate their overall capacity to differentiate between easy and difficult text and a classification task (11 000 sentences) to determine usefulness of features at sentence-level for simplification. For the corpus statistics study we tested five document-level features for each chain type: total number of chains, average chain length, average chain span, number of crossing chains, and the number of chains longer than half the document length. We found significant differences between easy and difficult text for average chain length and the average number of cross chains. For the sentence classification study, we compared the lexical chain features to standard bag-of-words features on a range of classifiers: logistic regression, naïve Bayes, decision trees, linear and RBF kernel SVM, and random forest. The lexical chain features performed significantly better than the bag-of-words baseline across all classifiers with the best classifier achieving an accuracy of ∼90% (compared to 78% for bag-of-words). Overall, we find several lexical chain features provide specific information useful for identifying difficult sentences of text, beyond what is available from standard lexical features.
Text-based information on preventive care, treatment, and recovery [2] [3] [4] [5] is considered one of the most efficient approaches to improve patient health literacy [6] . Text written using clear and understandable language helps patients remember medical information [7] , motivates them to read and understand text [8] , and affects patient perception of medical staff [9] .
Many different text features affect text difficulty [10] , and many different text simplification approaches have been suggested to increase reader comprehension [11] , [12] . Text complexity can be defined as a "three-part" model consisting of 1) a qualitative dimension, 2) a quantitative dimension, and 3) reader and task considerations [13] . The qualitative dimension includes the meaning, structure, language conventionality, and clarity experienced by human readers. The quantitative dimension refers to features typically measured computationally, such as: word length, word frequency, sentence length, number of syllables, and text cohesion. Reader and task considerations focus on the inherent complexity of the text specific to a group of readers (e.g., students, patients, etc.). We focus on the quantitative dimension of text complexity and examine the role of document-level features for identifying text difficulty.
Many features have been evaluated to measure text difficulty, ranging from features that focus on individual words or sentences to entire documents. For example, technical jargon and terms with low usage frequency are important features where replacement with more common synonyms is effective in increasing comprehension [14] , [15] . Similarly, at the term level different types of negations are indicative of difficulty [16] and can be used to simplify text. Grammatical features such as sentence structure, for example measured by frequency of the parse structure [17] , also affect difficulty [15] , [18] . At the document level, cohesion has been shown to affect readability [19] and is important to describe how information is conveyed across multiple sentences [20] , [21] . Semantic relatedness features in the form of semantic similarity between words between text segments have been used to classify text difficulty [22] , [23] . These different types features have then been used in a range of different classifiers [24] [25] [26] [27] and with a different feature processing, e.g., Bloehdorn et al. [28] propose smoothing kernels for text difficulty classification by implicitly encoding a super concept expansion and achieve satisfactory results under poor training data and data sparseness. The use of information technology tools has also been suggested to assist the understanding of information from clinical texts [29] , [30] .
In this paper, we evaluate how lexical chain features can be used to distinguish between easy and difficult text and how they can be used to identify sentences that are difficult. The type of chain that flags a sentence as difficult also provides information for the simplification process. We define a lexical chain as a sequence of semantically related lexical items, independent of the grammar structure of the text. They capture lexical cohesion structure [31] by highlighting the repetition of related concepts throughout the text. Different degrees of freedom can be employed to define semantic relatedness. We examine three notions of semantic relatedness, which define three types of lexical chains. The following text snippets show an example for each (exact, synonymous, and semantic lexical chains are highlighed in bold, underlined, and bold underlined, respectively). To utilize the lexical chains, we created five new features that allow us to quantify the lexical chains and differentiate between easy and difficult medical text. We measure the usefulness of these features using two tasks, document profiling through corpus statistics and sentence classification, both of which have been previously used to understand the usefulness of text features for measuring text difficulty [32] . In this research, we have initiated the text simplification study with lexical chain features which is purely quantitative and will look into the qualitative aspects to measure the usefulness of lexical chain features involving human experts.
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II. LITERATURE REVIEW
Lexical chains are sequences of semantically related words in a document [33] . They usually span across sentences and provide a thread for the ideas throughout a text.
A. Construction of Lexical Chains
Lexical chains are based on lexical cohesion [20] , which is exhibited via cohesive relations. The relations are: 1) repetition of the same word in the same sense, 2) the use of synonyms/hypernyms/hyponyms for a word, and 3) semantic relationships between words that often co-occur. Existing algorithms for identifying lexical chains are based upon the inclusion of candidate words such as nouns and compound nouns [34] . Several algorithms have been proposed for computing lexical chains. Though Morris and Hirst [33] first suggested the algorithm to construct lexical chains and introduced the idea of different lexical chain features such as length, density, span, etc., the widely used ones are those put forward by [35] [36] [37] [38] .
Hirst and St-Onge [35] classified cohesive relations into extrastrong (i.e., identity and synonymy), strong (hypernymy and hyponymy), and medium strong (hypernymy and hyponymy path). They used a greedy strategy to add words to the chains with which the words had the strongest relations. On the other hand, Barzilay and Eldahad [36] created a list of interpretations exclusive of each other and selected chains according to the best interpretation that had the most connections with the words. Silber and McCoy [37] proposed a two pass algorithm with identity, synonymy, hypernymy/hyponymy, and hypernymy/hyponymy tree relations to construct lexical chains. The first pass identified the noun instances within the text and assigned each sense of that noun instance using the relations, then the best interpretation of the noun was found in the second pass. Jarmasz and Szpakowicz [38] proposed an algorithm that constructed lexical chains by a set of words linked via thesaural relations. Most approaches used WordNet [39] to identify relations among words to construct the lexical chains; although [38] used Roget's thesaurus of English words and phrases [40] . In our research, we constructed lexical chains using 1) repetitions, 2) synonyms, and 3) semantic relations between nouns using the Unified Medical Language System (UMLS) 1 database.
B. Application of Lexical Chains in Text Processing
Lexical chains have multiple applications in text processing and analytics. For example, lexical chains were used in text segmentation to identify semantic boundaries in a text where a transition occurs from one topic to another, and they/these can be examined at varying level of granularity [41] [42] [43] [44] [45] [46] . All of the lexical chains used WordNet to identify the relations among words to segment the text except Tatar et al. [45] , who used Roget's thesaurus-based relations. Secondly, lexical chains can measure the quality of text coherence [47] by examining coherence characteristics such as text unity [20] , variety [48] , elaboration and detailing [49] , and organization [50] . This application used Lin's [51] thesaurus-based relations to construct the lexical chains. Thirdly, lexical chains have been used for text summarization in multilingual platforms [36] , [52] [53] [54] [55] . Among the lexical chain-based text summarization approaches, Fuentes and Rodriguez [53] used Spanish WordNet [56] for Spanish text summarization, while Chen et al. [54] used lexical chains for summarization of Chinese texts. Finally, lexical chains have been used to improve the performance of question answering systems [57] [58] [59] . These applications tend to use WordNet [39] to identify the relations between words. To our knowledge, lexical chains have not been used to classify text difficulty levels.
C. Use of Lexical Chains in the Medical/Disability Domain
Lexical chains have not been frequently used in the medical domain. Reeve [60] used the UMLS to identify concept chains for summarizing text on illnesses. They found that creating chains using concepts based on semantic types could be suc-cessfully applied for medical text summarizations using both abstracts and full texts. Feng et al. [61] used lexical chain features in a tool to automatically rate the readability for users with mental disabilities. The authors built features using term repetition-based lexical chains as proposed by Galley and McKeown [43] , [62] . They created a corpus from Encyclopedia Britannica with easy and difficult articles and found that the number of lexical chains and average chain span are significantly higher in easy texts than in difficult texts.
III. COHESION-DRIVEN DIFFICULTY METRIC
For our approach, we focus on noun-based lexical chains since nouns tend to be the major content-bearing items in text and have good support in external resources. We created 1) exact lexical chains containing only identical nouns, 2) synonymous lexical chains containing nouns that are synonyms, and 3) semantic lexical chains containing nouns that belong to the same semantic tree.
A. Resources Used
We used GATE (General Architecture for Text Engineering) 2 to process our texts [63] . GATE is a Java suite of tools used for many different types of text analytics tasks. We used the built-in tokenizer and sentence splitter to pre-process the texts and the Stanford parser [64] to identify nouns.
To identify synonymous and semantic lexical chains, we used the UMLS, which contains three types of knowledge sources: 1) Metathesaurus, 2) Semantic Network, and 3) SPECIALIST lexicon. The Metathesaurus forms the base of the UMLS with over 1,000,000 biomedical concepts and 5,000,000 concept names. The biomedical concepts originate from 100 controlled vocabularies and classification systems. The Semantic Network is a catalog of semantic types and relationships with 127 semantic types and 54 relationships altogether. The SPECIALIST lexicon contains information about common English vocabulary, biomedical terms, and terms found in the UMLS Metathesaurus. The synonyms are identified using the Metathesaurus, while semantic relationships between words are identified with both the Metathesaurus and Semantic Network.
B. Exact Lexical Chain
Exact lexical chains are formed with repeated nouns (see Fig. 1 ). For each noun in a text, we check for repetitions allowing for plurality variation, e.g., "syndrome" and "syndromes" would be an exact match and would occur in the same chain. A lexical chain must contain at least two occurrences of a noun, i.e., a single occurrence of a word does not count as a lexical chain.
C. Synonymous Lexical Chain
Synonymous chains include nouns and their synonyms (see Fig. 2 ). Nouns are considered synonymous if they are not lexically identical and share the same Concept Unique Identifier (CUI) in the UMLS. 2 https://gate.ac.uk/ Example: "In addition to the ultrasound or afp scanning, it is also necessary for children with this disease to be checked for other birth defects because genetic disorders are usually associated with some of the abdominal wall defects."
Synonymous chain: disease → disorders. Both have CUI = C0012634, retrieved from the MRCONSO table in the UMLS.
D. Semantic Lexical Chain
Semantic chains are computed using nouns that are semantically related (see Fig. 3 ). For each noun we retrieve its semantic family tree using the UMLS. Two nouns are semantically related if they are not lexically identical, not synonyms, and they reside in the same semantic family tree.
Relationships in the UMLS Metathesaurus contain concepts and the nouns assigned to these concepts. For each noun, we retrieve the noun and its CUIs from the UMLS. Using the CUIs we retrieve the hierarchical context of the nouns from the MRHIER table in the Metathesaurus. The hierarchical path is represented as a list of Atomic Unique Identifiers (AUIs). If the AUI of any noun in the list exists in the hierarchical path of the noun in consideration, they are considered as semantically related nouns.
Example: "Cancer is a group of diseases involving abnormal cell growth with the potential to invade or spread to other parts of the body."
Semantic chain: cancer → diseases. The CUIs retrieved from the UMLS MRCONSO table for cancer and diseases are C0006826 and C0012634. Then, the retrieved hierarchical paths for cancer and diseases from the MRHIER table using the corresponding CUIs are A0398472.A1883168 and A0398472, respectively. The hierarchical paths of these two nouns share the same AUI (A0398472), thus they are semantically related.
E. Lexical Chain Features
To use lexical chains algorithmically, features are created that capture characteristics of the chains. We computed five different features that reflect the diversity of entities/concepts a reader must keep in mind when reading a document:
r Number of chains: the number of chains in the text. r Average chain length: The length of a lexical chain is the number of nouns in the chain. For example, the exact chain in example snippet above would have length 4, i.e., 4 occurrences of the word "syndrome." We average the length of all chains in the text.
r Average chain span: The "span" of a chain is the number of words in the text between the first and the last noun in the chain, excluding the first and last noun. We average the span of all chains in the text. 
IV. CORPUS STATISTICS STUDY
Our goal is to validate the importance of lexical chains to distinguish between easy and difficult text. Our first study examines document-level distributions of lexical chains to demonstrate how lexical chains differ between easy and difficult texts.
A. Method
We 3 We downloaded all 625 articles in English Wikipedia under the "List of Diseases" [65] . We extracted the texts from the corresponding Wikipedia page using crawler scripts written in Java.
r Simple English Wikipedia:
4 Simple English Wikipedia is written in basic English with easier words and grammatical structures than normal English Wikipedia. Many texts in Simple English Wikipedia were directly generated from the original counterpart, though often with some information omissions. The articles are meant to be accessible to a wider audience than the normal Wikipedia. We carried out a similar process on Simple English Wikipedia [66] and extracted the text from 289 medical texts listed under the "List of diseases" page [66] . We computed all five features per document and then normalized them by the number of words in the document to account for variation in document length, e.g., longer documents will on average have more lexical chains. We use Welch's t-test [67] to measure statistical significance between feature values of easy and difficulty text, since the features have unequal variances. We use Bonferroni correction [68] to compensate for repeated testing.
B. Results
We compared the five features for each of the three different chain types between easy and difficult texts and found significant differences between many of the features.
1) Number of Chains: Overall, there were more chains in the difficult texts than the simple texts (see Fig. 4 ). Note this is after normalizing for length, since the difficult texts are longer on average. This difference is significant for semantic chains (p = 0.001), but not for exact (p = 0.049) or synonymous chains (p = 0.305). The average number of exact chains is higher for synonymous and semantic chains in both difficult and simple texts.
Semantic chains are the least frequent of the three chain types, particularly in easy texts. Difficult text contains a higher proportion of different topics (reflected by number of semantic chains), while simple text has a lower distribution of topics.
2) Average Chain Length: There are longer chains in easy text than in difficult text (see Fig. 5 ). The average length of the lexical chains of all three types are more than three times longer in easy text than in difficult (p = 0.000). The average length of all three chain types are nearly the same in difficult texts. Although there are more topics in difficult text, the descriptions are shorter. Topics in simple text contain more repetitions, synonyms, and semantically related words (reflected in the length of the chains).
3) Average Chain Span: Overall, easy texts have a higher average span for synonymous and semantic chains than difficult text, but no differences exist for exact chains (see Fig. 6 ). The average span for synonymous chains is more than double the spans of the other chains in easy text, while for difficult text the synonymous chain span is more than six times the span of semantic chains. For exact chains, average span doesn't show much difference between the two types of corpora (p = 0.228). For semantic chains, the average chain span in Simple Wikipedia is four times than in difficult texts (p = 0.000), but for synonymous chains it is not significant (p = 0.013). The result shows easy text contains synonymous and semantic chains that cover a higher proportion of text than the difficult text.
As simple text contains a lower percentage of different topics, the topic description length is longer. Therefore, semantic and synonymous chains in simple text cover more sentences compared to those in difficult text.
4) Average Number of Cross Chains:
Overall, the average number of cross chains is higher in the difficult text than the easy (see Fig. 7 ). In easy text, the number of synonymous cross chains are nearly double that for exact chains and four times that for semantic chains. For semantic chains, the average cross chains in difficult text is three times the cross chains in easy text (p = 0.000). For exact chains (p = 0.003) and synonymous chains (p = 0.002), the differences between easy and difficult texts are also significant: difficult text more intersections between the chains compared to easy text. Difficult text contains more topics with relatively shorter descriptions as reflected by the high number of lexical chains with shorter length. The higher percentage of intersections between chains in difficult text signifies a higher proportion of nesting of topics compared to simple text.
5) Average Count of Half Document Length Chains:
The average half document length of synonymous and semantic chains is higher in easier texts (see Fig. 8 ). The average half document length for synonymous chains in easy texts is more than six times that for exact and semantic chains. For exact chains, average half document length is the same for easy and difficult texts (p = 0.814).
The average half document length in for semantic chains is four times that for easy text than for difficult text (p = 0.000), but there is no difference for synonymous chains (p = 0.203). The result implies that easy text contains a higher proportion of semantic chains that run through more than half of the text length.
As easy text contains fewer different topics with relatively longer lengths, the proportion of synonymous and semantic lexical chains with longer length and span that traverse more than half of the text length is also longer compared to those in difficult text.
C. Corpus Statistics Study Conclusion
We are interested in the differences between easy and difficult texts, i.e., the differences in features of different types of lexical chains present in Simple English Wikipedia versus normal English Wikipedia.
To understand how different lexical chain features correspond to text difficulty, we compared their occurrence in simple texts versus difficult texts. Fig. 9 shows the log of the ratio of the feature values in the difficult text versus in the easy text. Positive log-ratios indicate features that have larger values in difficult text and negative log-rations indicate higher values in the simple text. We found that all three lexical chain types are shorter in difficult text (chain length is greater in simple text), but with a higher proportion of intersections (i.e., average number of cross chains). Chains are more frequent in difficult text, but pass through a smaller proportion of the text as easy text has a higher average chain span and average half document length chains.
V. SENTENCE LEVEL CLASSIFICATION STUDY
We then evaluated whether the features can be used at a more fine-grained level to identify individual sentences as easy or difficult. We first evaluate the features for each type of chain separately and then for all combined. As a baseline, we compare the lexical chain features to a standard bag-of-words set of features [69] , [70] .
A. Datasets and Classifiers
We created a balanced set of 11,000 sentences to classify with 5,500 sentences from English Wikipedia (difficult) and 5,500 sentences from Simple English Wikipedia (easy). We make the strong assumption that all sentences from English Wikipedia are difficult sentences and all are easy from Simple English Wikipedia. This does not hold for every sentence and we therefore would not expect a classifier on this task to ever achieve perfect performance.
To generate this dataset, we started with our document-level texts on diseases described above. We removed all documents that were 5KB or less to avoid short documents, leaving 210 texts in Simple English Wikipedia and 435 in normal English Wikipedia from the original set in the corpus. We then selected 146 texts randomly from the set of 435 normal Wikipedia texts and randomly select 5,500 sentences each from this set and the 210 Simple English texts to get our final balanced dataset of 11,000 sentences.
Our goal is to understand the usefulness of the lexical chain features for measuring text difficult. To get a broad sample of the usefulness for classification, we used six different common classifiers to compare the accuracy of identifying easy and difficult sentences: logistic regression [71] , decision trees [72] , naïve Bayes [73] , SVM with linear and RBF kernels [74] , and random forests [75] . We used the R 3.3.2 libraries 5 to run the classifiers on the data. Since we are interested in the usefulness of the features, we focus on classifier accuracy for understanding effectiveness. The classifiers have different time and memory requirements, which are important for practical implications, but, given the focus of this paper, we leave that discussion for future implementation analysis.
B. Computing Sentence Level Features
We derived the sentence-level features from those features computed at the document level. 
1) Bag-of-Words Features:
For comparison, we calculated a standard bag-of-words features for each sentence. To determine the bag-of-words features we combined the normal and Simple English Wikipedia texts. After removing stop-words there were a total of 9,354 words. The bag-of-words features per sentence is a sparse vector of length 9,354 with a 1 or 0 depending on the presence of a word within the sentence.
2) Lexical Chain Features: We compute the average feature values at the sentence level for the three types of chains. The lexical chain features for the sentences are weighted features computed at the document level. The weight is computed as the frequency ratios of the nouns appearing in the sentence and the text, shown in formula (1a). The weighted average feature values at the sentence level are computed following formula (1b):
s is the value of feature j for noun i in sentence s. n is the total number of nouns appearing in sentence s. Table II .
The lexical chain features at the sentence level follow the same trends observed at the document level. Average number of chains and average cross chain features are higher in the difficult sentences while average chain length is higher in easy sentences for all three chain types. Average chain span and average half document length are higher in easy sentences for synonymous and semantic chains. Table III shows the accuracies for the classifiers' different chain types individually, combined and for the bag-of-words features. We performed 10-fold cross validation (10 rounds of training/testing) and averaged across the 10 folds.
C. Results
1) Results for Bag-of-Words Only:
For all classifiers and all types of lexical features the bag-of-words features perform worse than the lexical chain features with the exception of exact chains with random forests (0.777 vs. 0.613): the lexical chain features are capturing information not captured by a standard set of bag-of-words features. All differences are significant (p = 0.000) based on a paired t-test over the 10-folds between the bag-of-words features and the features of all three chains combined for each classifier.
2) Results by Chain Type: Table III shows the accuracies by chain type. Overall, there is no single chain type that performs best across all classifiers.
Three of the classifiers (logistic regression, decision tress, and naïve Bayes) perform the best with exact chains, both SVM variants perform best with synonymous chains, and random forests perform best with semantic chains. The SVM performs better with the RBF kernel than with the linear kernel for all chain types. For all classifiers and all chain types, the accuracy is better using lexical chain features than bag-of-words features, except for random forests with exact chains, with improvements ranging from 1% absolute to as much as 17% absolute.
3) Results Combining All Three Chain Types: The sixth column of Table III shows the result when all 15 input features from the three types of chains are used together. The classification accuracy increases considerably in detecting text difficulty when all three types of chains are used together. We find that random forest (0.898) performs the best in this setting and naïve Bayes the worst (0.777). Using all three types of chains increases accuracy by ∼12% absolute from the bag-of-words with the best classifier.
4) Results for Bag-of-Words With All Three Chains:
As a final comparison, we combined all 15 lexical chain features with the 9,354 bag-of-words features. For all classifiers except naïve Bayes, this combined set of features performs better than only using the set of all three lexical chain features: the lexical chain features provide a strong set of features for classifying text difficulty, but the bag-of-words features do provide some additional complementary information. For example, for the random forest classifier, all chains combined outperforms bagof-words along by 12.1% absolute, but adding the two together achieves an additional 1.7% improvement.
5) Follow-Up Analysis:
We examined the coefficients of the chain features for logistic regression since the model is easy to interpret and provided good performance (second only to random forests). Table IV shows the coefficients of the predictors. Since all features are positive, the sign of the coefficient indicates whether the feature contributed towards simple (positive) or difficult (negative) and the magnitude indicates the importance of the feature in the model. Average chain length, average chain span, and average chains with greater than half document have a negative correlation with sentence difficulty. On the other hand, number of chains and average cross chains have a positive correlation with sentence difficulty.
From the corpus statistics study, we observe that number of chains and average cross chains are higher in difficult text (i.e., positively correlated with text difficulty) while average chain length, average chain span, and average chains with half document length are in higher proportion in the simple texts (negatively correlated with text difficulty). The sentence level analysis shown in Table IV support the observations seen in the corpus analysis study. The same trends are found for all feature coefficients of all the chain types for the logistic regression in the combined scenario.
VII. CONCLUSION AND DISCUSSION
Our overall goal is to simplify medical text in a semiautomatic manner. We aim to discover a variety of different text features that can be integrated into text simplification algorithms. In this work, we tested the usefulness of lexical chains to distinguish between easy and difficult text.
Both the corpus statistics study and the classification study showed that the lexical chain features can be used to distinguish between easy and difficult medical text. The easy texts and sentences contain longer chains, while difficult texts contain a higher volume of synonymous and semantic chains. This signifies that easy texts comprise relatively fewer, but longer, chains. Again, the easiness of text is positively correlated with number of semantically related words in the text, while chains in difficult text have shorter word cover. The high volume of shorter chains in difficult text implies higher volume of intersections between the chains (cross chains) in the text.
The classification result showed similar results regarding the usefulness of lexical chains for discriminating sentence difficulty. The second best classifier for sentence classification is analyzed as it is easy to interpret.
The correlations of the features for the exact, synonymous and semantic chains with the sentence level difficulty separately show the same tendency of the features at the text level observed in corpus statistics study. Information obtained from corpus statistics can be used to measure the sentence difficulty using lexical chain features derived at the sentence level. The classifier accuracy showed that the features of lexical chains could independently distinguish easy from difficult sentences in the text. The combination of all three types of chains increases the accuracy further. The coefficients learned by the logistic regression classifier further support this picture with similar trends. Finally, we find that the lexical chain features provide better information and complementary information to a standard bag-of-words classifier: the performance of the classifiers with the lexical chains features was significantly better than with the bag-of-words features, though combining all features did result in a small performance improvement.
Building from this work, there are a number of possible next steps to examine. Our goal for this work was to determine whether lexical chains provide information for determining text difficulty. We provided an initial feature set and analysis which is purely quantitative, but further research is required to examine other possible features and to provide a more in-depth classification study that involves checking the usefulness of lexical chain features to classify text using a gold standard data set created by more than one human experts (qualitative dimension). Using the lexical chains, we will develop simplification algorithms by exploiting the lexical chain features and will verify the simplification of the medical text done by the algorithms with the intervention of human experts before integrating them into a software system (our long term goal) to improve US health literacy along with other features we have found to affect text difficulty.
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