From the implementers' perspective, the need exists for rapid development and deployment, while simultaneously tackling issues of scaling and inherent limitations of resources (CPU, memory, power, and so on). These issues are exacerbated by interoperability concerns because smart devices are built on diverse hardware platforms and often operate over heterogeneous networks. Moreover, although existing networking mechanisms have been updated to ef ciently handle the vast population of these resource-constrained devices (for example, the Internet Engineering Task Force's 6LoWPAN initiative for IPv6 over 802.15.4), higher-level, machine-to-machine interactions are often needed to exploit the devices' full potential.
So, researchers and developers are focusing on mechanisms that guarantee interoperability, providing seamless access to the various devices and their functional elements. Serviceoriented architectures (SOAs) have evolved from this need, providing interoperable, cross-platform, crossdomain, and network-agnostic access to devices and their services. This approach has already been successful in business environments; 1 SOAs let stakeholders focus on the services themselves, rather than the underlying hardware, network technologies, and architectures. 2 The DPWS (Devices Pro le for Web Services) speci cation 3 enables the adoption of an SOA approach on embedded devices with limited resources, letting system owners enjoy the bene ts we just mentioned across the heterogeneous systems of the IoT ecosystem. Various libraries help developers create and deploy DPWS devices, each targeting a speci c platform or programming language. (For more on these libraries, see the sidebar.)
Node.DPWS is an implementation of the DPWS speci cation that focuses on the Node.js platform (http://nodejs.org). Node.js is a JavaScript-based runtime environment designed to maximize throughput and ef ciency. The associated Node.DPWS libraries are the rst to leverage the bene ts of FEATURE: WEB SERVICE DEVELOPMENT both DPWS and Node .js, allowing the creation of high-performance, scalable, and lightweight DPWS devices for the heterogeneous, often resource-constrained, platforms typically found in smart environments. Moreover, the libraries are easy to use, and the devices can be defined with a minimum of code, reducing development effort. 
Devices Profile for Web Services

DPWS LIBRARIES
A survey of alternatives to Node.DPWS APIs for DPWS (Devices Profile for Web Services) development reveals a plethora of available libraries with diverse characteristics:
• the libraries in Microsoft's .NET Micro Framework (www.netmf.com);
• the Web Services for Devices (WS4D; http://ws4d.e-technik.uni-rostock.de) libraries, which include WS4D-uDPWS, WS4D-JMEDS, WS4D-Axis2, and WS4D-gSOAP; and • the Service-Oriented Architecture for Devices (SOA4D; https://forge.soa4d.org) libraries, which include DPWS-Core and DPWS4J. Table A shows information for the seven DPWS libraries we just mentioned.
Nevertheless, regarding key features such as code portability, deployment on heterogeneous platforms, IPv6 support (necessary for Internet of Things applications), and active development and support of the libraries, the valid options are actually fewer. WS4D-JMEDS (Java Multi Edition DPWS Stack) is the most attractive choice. It's the most mature work of the WS4D initiative, providing a feature-rich platform that's being constantly updated and improved. So, we used it as a benchmark to assess Node .DPWS's potential benefits (see the main article). ). The DPWS speci cation de nes a minimal set of implementation constraints to enable Web service messaging on resource-constrained devices. It employs messaging mechanisms similar to those of the Web Services Architecture (WSA). 4 It restricts complexity and message size, allowing platformand language-neutral services similar to those offered by traditional Web services. The pro le's architecture includes hosting and hosted services. So, a multifunctional device integrated into, for example, a smarthome environment, might feature various hosted services (for instance, a temperature service, a door control service, or a movement-sensing service) and a single hosting service that facilitates discovery of the hosted services.
DPWS was conceived and introduced as a successor to Universal Plug and Play (UPnP), but owing to lack of backward compatibility, such a transition hasn't occurred. Instead, industry stakeholders are actively pushing DPWS for large-scale deployments (common in the IoT era). 5 Like UPnP, DPWS has been natively integrated into the Windows OS, from Windows Vista onward. The migration of low-level information (for example, sensing data) into higher-level contexts (for example, business operations or knowledge extraction) enables new types of services. Such services will likely be vital for future users and enterprise deployments, in a number of industry domains. Researchers have already extensively studied DPWS's use and bene ts in elds such as railway systems, 6 industrial automation, 7 e-health, 8 smart cities, 9 and smart homes. 10 DPWS's current main disadvantage is the existence of numerous speci cations (protocols, bindings, and so on) that haven't been consolidated. However, the potential bene ts, pertinent research efforts, and industry support are all promising indicators for the speci cation's wider adoption.
Node.js
Node.js (also called Node) was introduced in May 2009. (As of June 2015, the current version was 0.12.4.) It's an evented server-side implementation based on Google's V8 JavaScript engine. Both Node and the V8 engine are implemented mostly in C and C++. Node's wrapper enhances the engine's basic features by allowing server-side deployment of JavaScript programs and the use of various C libraries, system calls, binary data manipulation, and request handling. The core development concept was to create a building block for lightweight, scalable servers, providing an evented, nonblocking infrastructure for highly concurrent applications.
Node handles network I/O in an evented, nonblocking fashion and handles le I/O asynchronously. This differentiates it from typical implementations that create a thread for each new connection, leading to scaling issues. In Node, each new connection requires only a small heap allocation. Moreover, Node's executing thread can't be blocked. In situations in which blocking would normally happen (for example, waiting for data from a remote database), Node uses the thread's runtime to serve other requests. This results in fast applications that scale well, even with the resource-constrained devices (without multi core processors or large amounts of memory) typically embedded in smart environments. For more details on Node's characteristics and code samples, see "Node .js: Using JavaScript to Build HighPerformance Network Programs." 11 Although Node offers signi cant bene ts in terms of I/O performance and resource utilization, it's not as good at serving large static les. 12 This doesn't harm its applicability in developing fast, scalable network applications, and its ability to serve such les should improve as it matures. Moreover, this situation isn't an issue for typical IoT applications, in which devices typically transmit low-level information, such as sensing data, and receive commands on their functional elements (for example, turn on or off).
Finally, some concerns regarding Node application security are due to the lack of a stable version and can be avoided with security-conscious programming practices. 13 The platform isn't inherently insecure and can safely be used in productiongrade deployments.
Because Node addresses many of the issues with real-time and lightweight application communications, it has quickly gained the support of developers (a variety of libraries are available) and major industry stakeholders, including Google, Microsoft, and Yahoo.
14 Popular websites such as Wikipedia, LinkedIn, and eBay and Microsoft's Azure cloud platform use Node, even though it hasn't reached a stable version at the time of writing. This indicates that a strong demand exists for Node's features and that its user base will continue growing.
The Node.DPWS Libraries
Node's characteristics are a good match for event-driven Web services deployable on the embedded devices likely to be in ubiquitous-computing environments. So, it's an attractive solution for implementing the DPWS speci cation, to potentially deliver highly scalable DPWS devices that can handle many clients concurrently with low resource consumption.
Node.DPWS provides such an implementation of DPWS, supporting DPWS versions 1.0 and 1.1. The developer describes the device's attributes (for example, its manufacturer or name), its supported services (for example, a temperature service), operations (for example, getting the current temperature), and events (for example, overheating alerts). The Node.DPWS libraries properly advertise the attributes and match them to requests. The libraries also adopt the WS-Eventing speci cation 15 to support more complex operations such as letting clients subscribe to temperature readings at set intervals or when certain events occur. In addition, Node. DPWS supports autodiscovery by implementing WS-Discovery, 16 a multicast discovery protocol for locating services (the main mode of discovery being a client looking for target services). Besides discovering devices, the libraries facilitate replies to discovery requests, forwarding the developer-de ned device details to requesting nodes whose queries match the device.
Node.DPWS's code is compact and easy to use. Developers can de ne operations through minimal code; they only have to add the device's This example uses the APIs to expose a simple service providing temperature readings. With Node. DPWS, a few lines of code de ne the temperature operation: the code speci es I/O types and then provides a handler (called whenever the operation is invoked). Although Node code is generally compact, this high level of abstraction wouldn't be possible without Node.DPWS.
Without Node.DPWS, the developer would have to deal with the low-level aspects of the speci cation's implementation, such as communications (sockets and so on) and all the XML parsing and processing, in his or her code. This would involve choosing the most appropriate modules (for example, the server) where needed. Such a task is nontrivial, especially for someone unfamiliar with the complexities of serverside JavaScript programming and the Node ecosystem. You can glean further details on this by examining the freely available library sources, which include samples to help familiarize developers with Node .DPWS's functionaity. You can access the library sources at https://github .com/ShamanPrime/node-dpws and https://github.com /ShamanPrime /node-ws-discovery.
Performance Evaluation
To assess Node.DPWS's performance, we examined the behavior of a simple DPWS device featuring a GetTemperature operation that, when invoked, returned an integer value. We developed three versions of the device: a Node .DPWS version and two versions using WS4D-JMEDS, one compiled using JAVA SE (Java Platform, Standard Edition) and the other following Java CDC (Connected Device Con guration). Java CDC is part of Java ME (Java Platform, Micro Edition), which was designed for handheld and embedded systems.
We deployed the applications on BeagleBone (http://beagleboard.org /bone) embedded platforms (a 720-MHz ARM Cortex-A8 processor, 256 Mbytes of RAM, and the Arch Linux ARM OS), interconnected via wired Ethernet to minimize the network's impact. The testbed featured a client application to discover and query the DPWS devices, recording response times.
The benchmarking client (running on a desktop PC) issued 500 requests to each of the three DPWS devices, while various aspects of their performance were monitored. The left side of Figure 2 presents the response time-the time the client had to wait to get a response to its GetTemperature invocation. Averaging the response times over the 500 requests revealed that the Node.DPWS device performed signi cantly better than the other devices, with an average response time of 24.44 ms. That performance was 53.0 percent faster than the CDC device and 66.3 percent faster than the SE device. Looking at this performance gap from a different angle, we see that the Node.DPWS device handled 40.92 requests per second, compared to 19.3 requests for the CDC device and 13.8 requests for the SE device.
No signi cant differences existed in terms of CPU load. The average load for the requests was 90.4 percent for the Node.DPWS device, 96.7 percent for the CDC device, and 91.9 percent for the SE device. The Node .DPWS device's memory footprint was 26,440 bytes on average-10 percent lower than the CDC device (29,387 bytes) and 18 percent lower than the SE device (32,280 bytes).
To examine the APIs' behavior on complex applications, we also evaluated the implementation of a policybased access control (PBAC) framework 9 because it involves complex communication mechanisms, including automated discovery of devices, subscription, and eventing. We developed all the framework's entities using the APIs, including the policy enforcement points (deployed on the BeagleBones) and the policy decision points and policy repositories (deployed on a desktop PC).
The right side of Figure 2 presents the average response times for the 500 requests to the PBAC-based devices. The access control mechanisms' increased overhead is evident, but this more demanding use case shows the same pattern we observed in the simpler scenario. The performance gap isn't as evident as in that scenario because some delays are unrelated to the target device's implementation. (For example, the device must wait for the policy decision point to retrieve the relevant policies and issue a decision on the access request before responding to the benchmark client.) However, the Node.DPWS device still performed best, followed by the CDC device (with a 22.51 percent longer response time) and SE device (32.63 percent longer).
Another important aspect, especially considering battery-powered IoT devices, is energy consumption. We monitored the voltage and current, using hardware interfaces on the Beaglebones. The monitored consumption excluded the USB host port and expansion boards. These weren't actively used during testing, so their overhead should be minimal compared to that of the other hardware components. Figure 3 shows the energy consumed to serve the 500 requests. The Node.DPWS version consumed considerably less energy.
Node.DPWS's advantages are evident in these results. However, accurately quantifying to what extent the performance differences are attributable to the libraries or the underlying environments (Node with its fast C/C++-based engine and its event-driven, nonblocking design, compared to the traditional Java environment) is nontrivial. Both Node.DPWS and WS4D-JMEDS were designed with the intrinsic characteristics of the corresponding development environment in mind. So, their behavior and features are highly interwoven with the platform they were built on. Still, we carefully chose the scenarios to We compared three versions of the device: a Node.DPWS version and two versions using WS4D-JMEDS, one compiled using JAVA SE (Java Platform, Standard Edition) and the other following Java CDC (Connected Device Con guration). The IoT is motivating the modernization of software engineering, bringing it closer to the requirements of the ubiquitous-computing world, with its plethora of heterogeneous, resource-starved end devices that will typically handle low-level data. This intensi es software practitioners' ever-present need to keep up to date with new tools and design approaches. Node is one such innovative platform, and Node.DPWS aims to motivate researchers and developers alike to further explore the platform and the bene ts of ef cient, lightweight, and scalable Web services in IoT applications. Nonetheless, in software development, one size doesn't fit all. Node .DPWS might be excellent for ubiquitous sensing devices but has inherent limitations for developing backend devices handling large datasets. So, it's essential to examine use case scenarios at all development stages, selecting the appropriate tools for each application. This presents an even more compelling argument for software practitioners maintaining an up-to-date, diverse skill set.
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