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ÃLet V denote the set of generalized doubly stochastic n = n real matrices; thatn
is matrices whose row and column sums are 1. The research in this paper concerns
Ãfinding the closest matrix B* in V to a given matrix A in M , the space of n = nn n
real matrices. Let J be the n = n matrix whose entries are all equal to 1rn andn
let I be the n = n identity matrix in M . We prove that B* s WAW q J , wheren n n
W s I y J . Q 1998 Academic Pressn n
1. PRELIMINARIES
 .  .For any matrix A in M , let A denote the i, j entry of A. Definen i j
 .the matrix V in M whose i, j entry is equal ton n
n y 1 1¡
y , for i s j,’n n n q 1~V s 1 .  .i jn 1 1
y y , for i / j.¢ ’n n n q 1
Then V is symmetric, and each of its row and column sums is equal ton
’y1r n q 1 .
Next, for any n vector a, let at denote the transpose of a. Define the n
vector
1 tw xa s 1, 1, . . . , 1 . 2 .n ’n q 1
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w xIt was proven in 1, p. 72 that the block matrix
t’1r n any1U s g M 3 .n n
a Vny1 ny1
is an orthogonal symmetric matrix in M , where V and a aren ny1 ny1
 .  .defined, respectively, in 1 and 2 . Throughout this paper, the symbol U
 .without a subscript represents the orthogonal matrix U , defined in 3 , ofn
an appropriate size. For example, for n s 2,
1 1 1U s ;
1 y1’2
for n s 3,
2 2 2
1 ’ ’2 3 y 1 y 3 q 1 .U s ;’2 3 ’ ’2 y 3 q 1 3 y 1 .
for n s 4,
1 1 1 1
1 1 1 y1 y1U s ;
1 y1 1 y12
1 y1 y1 1
and so on.
For any matrices A in M and B in M , such that n q n s n, then n i ji j
block matrix
A 0 g Mn0 B
is called the direct sum of the matrices A and B and is denoted by A [ B.
Ãw xIt was proven in 2, p. 202 that for any matrix A in V , there exists an
matrix X in M , such thatny1
A s U 1 [ X U; 4 .  .
Ã .conversely, for any X in M , U 1 [ X U is in V .ny1 n
w xSince U is an orthogonal matrix, we have 3, p. 292
5 5 5 5 5 5 5 5 5 5 5 5UA s A , AU s A , and A s UAU 5 .
w xfor any A in M with respect to the Frobenius norm 3, p. 291n
1r2n n
25 5A s a . 6 .  .  i j /
is1 js1
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2. CLOSEST GENERALIZED DOUBLY
STOCHASTIC MATRICES
ÃIn this section, we construct the closest matrix B* in V to any givenn
 .matrix A in M . Let A s a in M be given. Let a be a scalar, b be an i j n
 .  .1 = n y 1 row matrix, c be a n y 1 = 1 column matrix, and X be an
 .  .n y 1 = n y 1 matrix, such that
a b
UAU s , 7 .
c X
 .where U is defined in 3 .
a b .  .THEOREM. Let A s a in M be gi¨ en and UAU s , as in 7 .i j n c X
Then
B* s U 1 [ X U .
Ãis the unique closest matrix in V to A.n
Ã w xProof. Since V is closed and convex in M 3, p. 527 , the closestn n
Ã Ãmatrix in V to A exists and is unique. Let B* be the closest matrix in Vn n
 .  .to A. By 4 , B* s U 1 [ Y U for some matrix Y in M , implies thatny1
1 0
UB*U s 1 [ Y s .
0 Y
 .Now by using 5 , we have
5 5 2 5 5 2 5 5 2A y B* s U A y B* U s UAU y UB*U .
2
a b 1 0s y
c X 0 Y by using 7 .
2
a y 1 bs .
c X y Y
Thus,
22 2 2 25 5 5 5 5 5 5 5A y B* s a y 1 q b q c q X y Y . 8 .  .
 .Since a, b, c, and X depend only on A, Y is the only unknown in 8 .
5 5Our goal is to minimize the distance A y B* in the Frobenius norm,
5 5  .but this is equivalent to minimizing the distance X y Y in 8 . Clearly
5 5  . wA y B* in 8 is minimal if and only if Y s X. Therefore, by using 4,
xp. 26 ,
B* s U 1 [ X U .
Ãis the unique closest matrix in V to A. This proves the theorem.n
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 .The following is an immediate consequence of 8 .
 .  .COROLLARY. Let A s a in M be gi¨ en and let 7 hold. Then thei j n
Ãdistance between A and the set V is equal ton
2 2 2Ã 5 5 5 5’d A , V s a y 1 q b q c . 9 .  . .n
 .Let us derive formulas for a, b, and c, as defined in 9 , in terms of the
entries of A. First,
a s UAU . 11
n n
s u a u  1 s st t1
ss1 ts1
n n 1 1
s a ;  st’ ’n nss1 ts1
thus,
n n1
a s a . 10 .  stn ss1 ts1
Second, for j s 2, 3, . . . , n,
b s UAU .  .j 1 j
n n 1
s a u  st t j’nss1 ts1
n n1
s u a t j s t’n ts1 ss1
n n1 1
s u a q u a q ??? 1 j s1 2 j s2’ ’n nss1 ss1
n n1 1
q u a q u a jy1, j s , jy1 j j s j’ ’n nss1 ss1
n n1 1
q u a q ??? q u a jq1, j s , jq1 n j sn’ ’n nss1 ss1
n n n n1 1 y1 1 1
s a q y a q a ;   s1 st s j 5’ ’ ’n n y1n n y1 n n .ss1 ss1 ts2 ss1
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thus, for j s 2, 3, . . . , n,
n n n n’1 n q 1 1
b s a y a q a . 11 .  .j    s1 st s j’n n n y 1 . nss1 ss1 ts1 ss1
Third, for i s 2, 3, . . . , n,
c s UAU .  .i i l
n n 1
s u a  i s st’nss1 ts1
n n1
s u a i s st’n ss1 ts1
n n1 1
s u a q u a q ??? i1 1 t i2 2 t’ ’n nts1 ts1
n n1 1
q u a q u a i , iy1 iy1, t i i i t’ ’n nts1 ts1
n n1 1
q u a q ??? q u a i , jq1 iq1, t in nt’ ’n nts1 ts1
n n n n1 1 y1 1 1
s a q y a q a ,   1 t s t i t 5’ ’ ’n n y 1n n y 1 n n .ts1 ss2 ts1 ts1
thus, for i s 2, 3, . . . , n,
n n n n’1 n q 1 1
c s a y a q a . 12 .  .   i 1 t k t i t’n n n y 1 . nts1 ss2 ts1 ts1
Ã .THEOREM. Let B* s U 1 [ X U in V be the closest matrix to a matrixn
A in M . Thenn
B* s WAW q J , 13 .n
where
W s I y J . 14 .n n
 .Proof. Since U 1 [ 0 U s J , we haven
U 0 [ I U s I y U 1 [ 0 U s I y J s W . .  .ny1 n n n
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Now
WAW q J s U 0 [ I UAU 0 [ I U q U 1 [ 0 U .  .  .n ny1 ny1
0 0 0 0a b 1 0s U U q U U0 I 0 Ic X 0 0ny1 ny1
by using 7 .
0 00 0 1 0s U U q U U0 Ic X 0 0ny1
0 0 1 0s U U q U U
0 X 0 0
1 0s U U
0 X
s U 1 [ X U s B*. .
This proves the Theorem.
EXAMPLE.
ÃFind the closest matrix B* in V to3
0 1 1
A s ,1 0 0
0 0 1
and the distance between them.
 .Solution. For n s 3, 14 gives
2 y1 y11
W s I y J s .y1 2 y13 3 3 y1 y1 2
Ã .Then, by using 13 , the closest matrix B* in V to A is equal to3
y2 7 41 ÃB* s WAW q J s g V .10 1 y23 39 1 1 7
 .  .  .Next, by using 10 , 11 , and 12 , respectively, we find that
4 1 1 t’ ’ w xa s , b s y 3 y 1 3 y 1 , and c s 2, 2 .
3 6 6
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ÃSo the distance between A and V is equal to3
’52 2 2Ã 5 5 5 5’d A , V s a y 1 q b q c s . . .3 3
 .Finally, we have the distance formula 9 that finds the distance between
Ãany matrix A in M and the set V . This formula takes for granted then n
Ã  .case when A is in V . In such a case, according to 4 , there exists an
matrix X in M such thatny1
UAU s 1 [ X . 15 .
Ã .Thus, according to 9 , the distance between A in M and V is equal ton n
2 2 2Ã 5 5 5 5’d A , V s a y 1 q b q c s 0. 16 .  . .n
 .Equality 16 follows from the fact that
tw x w xa s 1, b s 0, 0, . . . , 0 , and c s 0, 0, . . . , 0 . 17 .
ÃAlso, in the case when A is in V ,n
U 1 [ X U s U UAU U s A 18 .  .  .
 .and, by 13 ,
WAW q J s A.n
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