Researchers are attempting to architect and implement a continuously adaptive query engine suitable for global-area systems and sensor networks. As query engines are scaled and federated, they must cope with highly unpredictable and changeable environments. Numerous limitations such as poor cost models, data correlations, changing system resources, changing data distributions, etc have surfaced in traditional cost-based query optimization. One promising technique to tackle these limitations is to abandon the optimize-then-execute model of query processing, but instead interleave optimization and execution in an adaptive fashion. There has been a lot of research on query processing in adaptive environment in recent years. Some propose evolutionary solutions such as changing query plans mid-flight, while others propose to do away with query plans altogether and instead route tuples adaptively. In this survey we throw some light on issues like what are the problems with query optimization, which methods address which problems, and in what environments is each method appropriate. We will assume basic familiarity with relational algebra, dynamic programming optimization, standard join algorithms and some machine learning concepts like entropy and gain ratio.
Introduction
Adaptivity has been largely latent aspect of database research for the last few years. As computer systems scale up and federate, traditional techniques for system management should become more adaptive. The development of systems that could adapt gracefully and opaquely to changing data and environment are the need of time. Query optimization, with its attendant technologies for cost estimation is one of the most happening fields in different areas of computer systems. In the last few years, researchers have been exploring the design of systems that are adaptive to operate in unpredictable and changeable environments.
Need for Adaptive Query Processing
Declarative queries were central value proposition of relational model, wherein the user decides what data he/she wants to access (query) and the DBMS will figure out the right algorithm (plan) for accessing the data from the storage. This usually gets to "good enough" query plan. The standard method of realizing this is costbased query optimization. Figure 1 .1 shows the general structure of Traditional Query Processing. This principally involves following three tasks: Optimization: Optimizer chooses a plan to execute a given query using statistics available. Execution: Executor runs the plan to completion to produce query results. Statistics Tracking: A statistics tracker maintains the statistics used by the optimizer. This is usually invoked by the DBA. 
Adaptive Query Processing
The phrase "adaptive system" is not canonical. These systems are sometimes referred to as "dynamic" or "selftuning" systems, or systems that change their behavior via "learning", "introspection", and so on. The query processing system is adaptive if it has three characteristics: It receives information from its environment, It uses this information to determine its behavior, This process iterates over time, generating a feedback loop between environment and behavior.
Static optimization contains the first two of these characteristics, but not the third. The feedback involved in an adaptive system is key to its efficacy. Figure 1 .2 shows the general structure of the query processing in adaptive environment.
A Survey of Adaptive Query Processing
The survey is organized by increasing frequency of adaptivity, as shown figure 2.1(adapted from [1] ). The progression over time seems to be natural, as systems are designed for increasingly complex and changeable environments. 
Early Relational Systems
The relational query processors have incorporated some minimal notion of adaptivity, typically to capture changing distributions of data in the database, and used that to model sub-query result sizes, and hence query operator costs. Optimizers, as depicted in figure 1.1, used to keep a catalog of statistics, including cardinalities of tables and coarse distributions of values within columns, but did not have any explicit feedback within the system. On the other hand, the system administrator could manually direct the optimizer to adapt its behavior to the data on command; the optimizer would scan the entire database and update its statistics, which upon completion would instantly affect all decisions made in query optimization. This heavyweight, periodic batch adaptivity approach remains in nearly all commercial DBMSs today, though of course the statistics gathered and the means for gathering them have become more sophisticated over time. While the frequency of adaptivity is quite low in these systems meaning statistics are typically updated once a day or once a week.
Late Binding Schemes
These schemes have a flavor of dynamism in the sense that focus here is to improve upon a particular feature of optimizer for frequently re-executed queries. The technique allows the cost of query optimization to be amortized across multiple executions of the same query. These systems do some optimization in advance, and need to consider only a subset of all possible plans at runtime. As an example of this work, Graefe and Cole describe dynamic query plans [2, 3] as follow: Given constraints on possible changes in the runtime environment, the optimizer would discard only those query plans that were suboptimal in all configurations satisfying these constraints. The result of the optimizer was a set of possible query plans, which were searched at runtime based on easily checkable parameters of the environment.
These schemes focus on the problem of postponing a minimal decision until runtime, effectively doing "late binding" of unknown variables for frequently re-executed queries. But they do not take any special advantage of iterative feedback.
Intra-Operator or Competition and Sampling
One of the more unusual query optimizers to date is that of DEC-RDB [15] . RDB was the first system to employ competition to help choose query plans. The RDB designers focused in particular on the challenge of choosing access methods for a given single-table predicate. They noted that the relative performance of the two access methods could be differentiated on-line by running both for only a short time. Based on this insight, they chose to simultaneously execute multiple access methods for a given table, and halt all but the most promising access method after a short time. RDB supported adaptivity at an intra-operator frequency, though it only made one decision per table in a query, and only had effects on the choice of access method. The RDB scheme is based sampling. Perform partial query executions to learn more about the performance of a full run.
Inter-Operator Re-optimization
Highly unpredictable environments, such as the Internet, require adaptivity even during the execution of a single query. Especially in distributed systems, adaptivity is required to cope up with delays in arrivals of data sources. Followings are the different techniques that we studied.
Query Scrambling. [7, 17]
Query Scrambling was developed specifically to cope with unexpected delays that arise when processing distributed queries in a wide-area network. With Query Scrambling, a query is initially executed according to a plan generated by traditional query optimizer. If, however, a significant performance problem is detected during the execution, the query plan is modified on the fly. Query Scrambling uses two basic techniques to cope with unexpected delays: [7] It changes the execution order of operations in order to avoid idling. It synthesizes new operations to execute in the absence of other work to perform. Figure 2 .2 explains scrambling algorithm, which is two phase iterative process. First phase identifies subtrees of query plan which are runnable (none of the operators are blocked) and schedules this sub-tree for execution. The second phase does operator synthesis; when there are no operators to execute it creates new operators. 
Mid-Query Re-Optimization. [4]
To address uncertainties in the sizes of sub-query results, Mid-query re-optimization [4] was proposed. Initial query plan is chosen by a traditional optimizer. Plan produced includes information about the optimizer's estimates of the sizes of all the intermediate results in the query, and the execution cost/time for each operator in the query. During query execution, at specific intermediate points in the query, various statistics are collected. These statistics are used to obtain improved estimates of the sizes of intermediate results and execution costs. These improved estimates are compared against the optimizer's estimates to detect sub-optimality of plan. These improved estimates are used to improve the allocation of shared resources (like memory) to the various operators of the query and also to determine whether the remainder of the query execution plan would benefit from re-optimization, if so, the remainder of the query is re-optimized. To keep the overheads low, statistics are collected at most effective points which are decided at optimization time itself.
Proactive Re-optimization [6]
Mid-query re-optimization [4] explained in previous section relies on traditional query optimizer for generating initial plan. Traditional query optimizers in turn rely on the accuracy of estimated statistics of intermediate sub-expressions to choose good query execution plans. This design often leads to suboptimal plan choices for complex queries since errors in estimates grow exponentially in the presence of skewed and correlated data distributions. Proactive re-optimization [6] addresses this by a three-step technique. Prototype of this technique is called rio. The architecture is shown in figure 2.3. 1) Compute Bounding Boxes: Specifies range of values that the parameter can take, to represent uncertainty.
The goal of optimizer is to find a (set of) plan(s) that behaves well in bounding box. At run-time, if observed statistics fall inside bounding box it keep going; else, re-optimize is called for. 2) Robust and Switchable Plans -Bounding boxes are used to pick plans that are routs to deviations of actual values from their estimates. This minimizes the need for re-optimization and loss of pipelined work. 3) Random Samples: Random sampling is used to merge the statistics collection along with query execution so that it can be done quickly.
Progressive Optimization (POP). [5, 8]
The optimizer adjusts the plan based on feedback from runtime environment. This technique adds CHECKpoints in the query plans, as is clear from figure 2.3. While executing the plan, when the checkpoint is reached, the estimated cardinalities are checked against the actual run-time cardinalities. If the check fails, the plan is reoptimized based on actual cardinalities, possibly exploiting already performed work treating then as materialized view (MQT in figure 2.4). Principle attention is to reuse as much as possible.
This approach has certain challenges such as where to add checkpoints, when is an error big enough to be worth re-optimizing, how to compute the validity ranges for check operators. The paper presents different variants of CHECK operator. This method introduces a risk of iteratively re-optimizing the query many times hampering overall system performance, on the other hand long-running query won't notice re-optimization overhead.
Figure 2.4: Progressive Optimization (POP)
Up to this point, the effects of adaptivity that we have discussed have been at the level of query optimization: the choice of access methods, join methods, and join orders (and may be in the case of distributed queries, the choice of sites). Adaptivity can occur at the level of individual operators, which can adapt at an intra-operator frequency even within the context of a fixed query plan. This intuition comes from availability of feedback on a per tuple basis, in operators like ripple join. Different schemes leverage the feedback within an operator to change the behavior of the operator.
Continuous Adaptivity: Eddies [11]
Traditional database systems execute queries by choosing a query plan a priori, and adhering to it throughout the query execution. The basic idea behind eddies is to treat query execution as a process of routing tuples through operators, and to allow changing the order in which tuples are routed on a per-tuple basis. A special operator called eddy is used to route tuples between the query operators, and follows a simple procedure:
Choose a tuple to process next; this could either be a new tuple from a base relation, or it could be the result of processing an earlier tuple. Among the operators that are valid routing destinations for this tuple, choose one, route the tuple to it, and store the resulting tuples in the eddy's internal buffer. Valid routing destinations for a tuple are determined by the semantic properties of the operators. For example, a tuple can be routed to a join operator only if the tuple contains a component from exactly one of the relations in the join. Eddy continuously reorders operators in a query plan as it runs. When eddies are combined with join algorithm, the optimization and execution of query can be merged to allow each tuple to have a flexible ordering of the query operators. Every operator "upstream" of the eddy returns its results to the eddy, which passes them along to remaining operators for further processing. Because the eddy observes tuples entering and exiting the pipelined operators, it can adaptively change its routing to effect different operator orderings. It can also control the rates of input from table-scans. Eddies will be covered in much details section 3.
When an input relation suffers from an initial delay, eddies can result in sub-optimal performance because of the query plan it is forced to use as a result of accumulated state. The SteMs [16] and STAIRs [12] are the proposed solutions to for this problem.
State Modules (SteMs) [16]
SteMs architecture ensures that the state stored in the operators is entirely independent of routing history. In brief, SteMs do not store the intermediate results. SteMs will be covered in details in section 3.4.
Storage, Transformation and Access for Intermediate Results (STAIRs) [12]
STAIRs holds the state encapsulated in joins. STAIRs address the problems posed above by allowing state to be modified and migrated across STAIRs during query execution. The ability to modify and migrate state, lifts the burden of history, enabling this architecture to undo the effects of prior routing decisions. STAIRs will be covered in details in section 3.5.
Data-Oriented Routing: Content-Based Routing [10]
Different subsets of data may have very different statistical properties. It can be fruitful to use this property of data and optimize the query so as to use different plans for different subsets of data. [10] proposes a technique called Content Based Routing (CBR) which eliminates single plan assumption, identifies tuple classes and uses multiple plans, each customized for a different tuple class. The technique can be applied to any streaming data, regular DBMS operators, and acquisitional systems. We will take a detailed look at CBR in section 4.
Eddies: Continuously Adaptive Query Processing
As explained in 2.5, Eddies are the tuple-wise adaptive query processing mechanism. As shown in the figure 3.1, eddies are able to choose different operator orderings for each tuple during query processing. Eddy operator intercepts tuples from sources and output tuples from operators. Section 3.1 explains the basic Eddies as presented by [11] . Section 3.2 presents an study on overhead of eddies done by Amol Deshpande [13] . Section 3.3 presents various problems with eddies. Section 3.4 explains the follow up SteMs [16] architecture and Section 3.4 describes the STAIRs architecture [12] which was proposed to come up the state migration problem inherent in the basic design of eddies. 
Basic Eddies
The eddy is the most flexible and aggressive mechanism, with the flexibility to choose tuple-by-tuple how to order the application of operators. An eddy is a tuple router that is placed at the center of a dataflow, intercepting all incoming and outgoing tuples between operators in the flow. By sitting at the center of the flow, the eddy can both observe the rates of all the operators, and make decisions about the order in which tuples will visit the operators. Eddies are intended to merge the statistics-collection and operator ordering facilities of a query optimizer into a query engine's runtime system. So, Eddies combine all the dimensions of adaptivity into a single operator. This scheme provides run time adaptivity (by reordering the operators on the fly). 
Naive eddy
Priorities are associated with tuples, each tuple enter the eddy with low priority, and when it is returned to the eddy from an operator it is given high priority Tuples flow completely through the eddy before new tuples. Prevents being 'clogged' with new tuples. Fixed-size queue: back-pressure Production along the input to any edge is limited by the rate of consumption at the output Tuples are routed to the low-cost operator first This approach takes into consideration the costs of execution per tuple by an operator (cost-aware policy) but does not consider the selectivities of the operators (Selectivity-unaware policy).
Learning Selectivity: Lottery Scheduling
Lottery scheduling is used to track booth "consumption" which is determined by the cost (time) of an operator to finish operation and "production" which is determined by cost and selectivity of the operator. Simplified Description: With each operator, maintain information about tuples sent, tuples returned, and cost of execution per tuple. Based on these statistics roughly choose an operator to route tuple. More formally, eddies maintain 'tickets' for an operator. Operator gets a ticket when it takes a tuple and operator loses a ticket when it returns a tuple. This way there are more tickets with operators with low selectivity. Operator's chance of receiving the tuple is directly proportional to the counts of tickets it holds. So Eddies favor operators with low selectivity and operators which encounter low cost in running.
This way, highly selective operator i.e., the operator with low selectivity is favored. So even if the other operator has become selective over the time, it won't be considered for routing new tuples because it performed badly for past data. This may be sub-optimal. To come up with this problem, Eddies explore other operators by randomly sending tuples out of order. This is referred as "occasional random exploration" in the paper [11] . Also, eddies never let any operator go to zero tickets. This way eddies can track (learn) an ordering of the operators that gives good overall efficiency.
Join Algorithms and Reordering
There are certain constraints on reordering operators, such as:
Scenarios in which un-indexed join input is ordered before the indexed input.
Preserving the ordered inputs Join algorithms having following characteristics are favored in Eddy Frequent moments of symmetry Adaptive or nonexistent barriers Minimal ordering constraints. This rule out the algorithms like hybrid hash join, merge joins, and nested loops joins and the choice that remains is "Ripple join". The algorithm for ripple join is briefly as follows: Get tuples from each relation and compare them with tuples seen until now.
An Initial Study of Overheads of Eddies
Eddies offer tremendous flexibility in adapting to dynamic runtime conditions at a very fine grain. However, various people have raised performance concerns about the overhead of making per-tuple routing decisions, raising questions about the effectiveness of eddies. Paper [13] describes an implementation of eddies architecture and present an experimental study that demonstrates how such an adaptive architecture can be implemented with minimal overheads. Creating a Plan with Eddy: Instead of calling optimizer, the plan creation routine creates an eddy operator for each query. These eddy operators are then put together with operator's instantiated for handling aggregations and group-bys as before, to get an execution plan for the entire query. In addition, to set up each select-projectjoin query blocks with an eddy, the plan creation routine instantiates a set of operators. Routing Arrays: The eddy maintains a set of routing arrays that help it in deciding how to route the tuples. The routing arrays essentially maintain all the possible operators that a tuple of a given signature may be routed to, where the signature of a tuple is defined to be the sources it consists of and the operators it has already passed through. Signature of a tuple is stored in the form of a bitmap. Query Processing: To support the iterator model interface, the eddy needs to remember the computational state it was in when it returned the last tuple. The eddy does this by maintaining a stack of active operators. The join operators are called active if they have an outstanding probe tuple. Routing Policy: The routing policy that we use in this paper is based on rank ordering [9] . For each tuple signature, and for each operator it can be routed to, we estimate the selectivity, i.e., the number of tuples that will be generated if the tuple is routed to that operator. These selectivities are then used to update the routing array by ordering the operators for each tuple signature using them.
Implementation Details

Experimental Results:
Two sets of artificial tables, schemas of which are modeled after the Wisconsin Benchmark schema, are used for the experiments. Performance of eddies (with various re-optimization frequency) was compared with base PostgreSQL.
With Index Joins:
The results show that the overheads are minimal, and can be amortized over very few tuples.
With Selections:
The results show that even in absence of delay function, the cost of eddies is only about twice the cost of base system as long as the re-optimization frequency is less than once every 10 tuples, which demonstrates that the extra overhead of routing tuples among the selection operators is not very high.
With Symmetric Hash Joins:
Once again, the results show that the overheads are quite high if we try to reoptimize for every tuple, as expected. But the re-optimization overhead can be hidden by amortizing over very few tuples.
Summery of the study.
An eddy is a highly adaptive technique that continuously re-optimizes a query in response to changing runtime conditions. Concern has been expressed about potentially high overheads of this technique. Also demonstration in this [13] shows that, it is possible to implement this technique with modest modification to a traditional database system, providing most of the eddy's proposed flexibility with negligible overhead.
Problems with Eddies
The key to achieving good performance with eddies is making intelligent routing decisions. Unfortunately, the eddy can never have complete information about the data, or about the environment, and has to make decisions in presence of incomplete information. Statistics may go wrong because of various reasons such as delays in arrival of data, data-order dependent selectivities, unpredicted data rates, etc. The routing decisions of eddies have long-term effects on the state of operators in the query, and can severely constrain the ability of the eddy to adapt over time.
We present a motivating example for the need of new technique which allows query engine to manipulate the state stored inside the operators and undo the effects of past routing decisions.
Motivating Example.
Consider the query R S T, using two pipelining hash join operators (as shown in figure 3 .2). At the beginning of query processing, the data source for R is stalled, and no R tuples arrive. Hence the R S operator never produces a match, which makes it an attractive destination for routing S tuples: it efficiently removes work from the query engine. The result is that the eddy emulates a static query plan of the form (R S)
T. Some time later, R tuples arrive in great quantity and it becomes apparent that the best plan would have been (S T) R. The eddy can switch the routing policy so that subsequent S tuples are routed to S T first. Unfortunately, this change is too late: all the previously-seen S tuples are still stored in the internal state of the R S operator. As R tuples arrive, they must join with these S tuples before the S tuples are joined with T tuples. As a result, the eddy effectively continues to emulate the suboptimal plan (R S) T, even after its routing decision for S has changed. This example illustrates both how easy it is to make incorrect routing decisions, and how these decisions can have permanent effects on the query plan achieved by an eddy even when routing policies are changed. 
Burden of Routing History.
In presence of unpredictable nature of the data, eddy can't avoid making routing mistakes, and the penalties for this are incurred to some degree during execution. Unfortunately, because of the state that gets materialized in the operators, especially the join operators, the effects of such mistakes can be long-lived. Constraints on Future Adaptation: Though the eddy can choose how to route a tuple when it first processes it, the choice made at that time constrains subsequent operator orderings for future results that involve this tuple. Cyclic Queries: As in traditional database systems, eddies choose a spanning tree of the query graph a priori, and are not able to change the spanning tree mid-execution. This is because the tuples that get routed to a join operator are "lost" if a spanning tree without that join operator is used later on. Pre-computation in presence of delays: Pre-computation can be useful to produce partial results that may contain missing attribute values, or to join the data that has already arrived as much as possible. The eddy is prevented from performing pre-computations if the data from remote data sources is delayed, because of the accumulation of state inside the operators, and the eddy's inability to change routing decisions once they are made.
State Modules (SteMs) [16]
The State Modules (SteMs) architecture [16] is an extension of the eddy architecture, and inoculates eddies from its problems by ensuring that the state stored in the operators is entirely independent of routing history. The main operator in this architecture is a SteM, which is instantiated for each relation in the query as shown in figure 3 .3.
This operator stores all the tuples from that relation, and also handles all the probes involving that relation. The query is once again executed by routing tuples through these operators. As example, when a new R tuple comes into the system, it is (1) Inserted into the R SteM, (2) Probed into the S SteM to find matching S tuples corresponding to the join R S, and (3) The resulting R S tuples are probed into the T SteM to find matching T tuples in order to generate join RST results. The intermediate RS tuples are not stored anywhere, and are thrown away as soon as results are produced. As a result of not storing any intermediate tuples, the state accumulated inside the SteMs is independent of the routing history. This operator has significant drawbacks:
Re-computation of intermediate tuples: Since intermediate tuples generated during the execution are not stored for future use, they have to be recomputed each time they are needed. Constrained plan choices: More importantly, the query plans that can be executed for any new tuple are significantly constrained. For example, any new R tuple, r, that comes in at time τ must join with S τ (the tuples for S that have already arrived) first, and then with T. This effectively restricts the query plans that the eddy can use for this tuple to be (r S τ ) T τ , even if the eddy knows that that plan is sub-optimal.
Storage, Transformation and Access for Intermediate Results (STAIR) [12]
Expose the state stored in the operators to the eddy, and allows the eddy to manipulate this state is the principle used by [12] to solve the problem posed in section 3.1. The paper introduces an operator called STAIR, which holds the state traditionally encapsulated in joins, and provides the eddy with primitives to manipulate this state.
STAIR Operator
A STAIR on relation R and an attribute a, denoted by R.a, holds (possibly intermediate) tuples that contain a base-table component from relation R, and supports the following two basic operations: insert(R.a, t): Given a tuple t containing component from relation R, store the tuple inside the STAIR. probe(R.a, val): Given a value val from the R.a 's domain, return all matching tuples stored inside the operator. STAIRs for example in section 3.3.1 is shown in Figure3.4. For each join operator, we use two STAIRs that interact with the eddy directly. The operators corresponding to single join are called duals of each other. Dual Routing Property: Whenever a tuple is routed to a STAIR for probing into it, it must be simultaneously inserted into the dual STAIR.
Operations on STAIRs
, and this work may have to be redone if the tuple is required again in future Promotion (R.a, t, S .b): The promotion operation replaces a tuple in a STAIR with super-tuples of that tuple that are generated using another join in the query. Intuitively, the point of promotion is to use the join ST to generate super-tuples.
Duplicates: Both these state management operations, as described above, can result in a state configuration that allows spurious duplicate results to be generated in future. The paper discusses techniques to guarantees duplicate-free execution. .5 shows the state maintained inside the join operators at time τ for our join-query. Let us say that, at this time, we have better knowledge of the future and R we know that routing S τ R toward join RS was a mistake, and will lead to suboptimal query execution in future (say because R S τ R has high selectivity). This prior routing decision can be reversed as follows:
Demote the S τ R R tuples in S .b to S τ R , the first operation in figure 3.5. Promote the S τ R tuples from S .a to S τ R T τ , the second operation in figure 3.5. 
Other adaptive state managements
Cyclic queries: STAIRs can be used to switch the spanning tree used for execution mid-way through query processing.
Pre-computation:
By promoting the tuples at operators on available relations, STAIRs can be used to perform such pre-computation, thereby producing partial results, or by aggressively joining together previouslyreceived tuples. An observation to make is that the query scrambling [7] as explained in section 2.4.1 only addressed initial delays; the ability of STAIRs to allow pre-computation even after some data from R generalizes that approach. Flexible Storage and Reuse of Intermediate Results: The state management primitives provide flexibility in choosing the intermediate result-tuples to be stored for further reuse. As an example, the eddy could choose to store only base-table tuples in the STAIRs by instantly demoting inserted tuples.
Conclusion
STAIRs is a modified eddy architecture that exposes the state accumulated inside the operators to the eddy, and provides state management primitives to manipulate this state.
Content Based Routing [9]
Query optimizers in current database systems, that we presented till now, pick a single efficient plan for a given query. This selection generally is based on statistical properties of data. However, different subsets of data may have different statistical properties. Example 4.1 will motivates this argument. It is intuitive to use this property of data and optimize the query so as to process different subsets using different plans. CBR eliminates single plan restriction. It automatically identifies tuple classes (partitions of the input data that differ in relevant statistical properties) and processes the query using multiple plans, each of which is customized for an individual tuple class. CBR can be applied to any streaming data, regular DBMS operators (using iterators). 
Tuple Classes
Goal: Identify tuple classes so that each class has different optimal operator ordering. CBR considers classes distinguishable on attribute values. CBR uses gain ratio for finding classifier attributes for given data. Classifier attribute: To select the best attribute to use for routing decisions. Attribute A is classifier for operator O if the value of A is correlated with selectivity of O. Entropy and information-gain, the informationtheoretic metric are used to capture the information content of relation. Only Single Attribute: Tuple classes in the input can be determined by a set of attributes instead of a single attribute. This paper does not consider classifier attribute sets; the focus here is on single-attribute classifiers. 
Content-Learns Algorithm: Learning Routes Automatically
This algorithm attempts to solve the problem of learning good content-based routes automatically for the CBR framework. This algorithm consists of two continuous and concurrent steps first being the "optimization" step and other is "routing" step. Consider a single input stream S with tuples having attributes C 1 , C 2 , .., C k that are processed by operators O 1 , O 2 , …, O n . 
Optimization Step: For each
O p ∈ O 1 , …,O nFind that O p does not have a classifier attribute OR Find the best classifier attribute, C p , of O p . For finding best classifier attribute for O p from among
Routing Step:
This algorithm routes tuples to operators according to a probability that is inversely proportional to the operators' selectivities. For operators that have a classifier attribute, CBR uses the content-specific selectivity of the operator while making routing decisions. The content-specific selectivity is available from the selectivity matrix for the operator. For operators that do not have a classifier attribute, CBR uses the overall selectivity of the operator across all tuples.
Overheads in Content-Learns Algorithm
There are couple of overheads associated with CBR, Routing overhead: While making routing decisions, overhead of evaluating content-based conditions. This overhead should be kept as low as possible as it is incurred each time a tuple is routed to eddy. Learning overhead: For learning and maintaining good routes automatically. This overhead is incurred once after |R| sample tuples are observed. So, is amortized across the large number of tuples. The overheads are at odds with adaptivity to find efficient plan quickly when data or system characteristics change.
Adaptivity of CBR
CBR increases both the learning overhead and the routing overhead of Eddies. This paper tries how to keep runtime overhead as low as possible while being as adaptive as the SBR routing policy. Routing policies were designed keeping in mind the requirement that operators' selectivities change more frequently than the correlations between operators and tuple content. Experimental results show CBR is designed to never be less adaptive than SBR.
Conclusion
This technique proposed a new concept of assigning different query execution plans for subsets of data with different statistical properties, called content-based routing which eliminates the single-plan restriction. Technique enables the system to exploit correlations between tuple content and operator selectivities. Contentbased learning and routing can be simultaneously inexpensive and adaptive while still achieving significant performance improvements.
Application Techniques in field.
Online Dynamic Reordering for Interactive Data Processing
Traditional aggregation takes a long time to return a very small final result from a large amount of data. In online systems, the performance concern of the user during data analysis is not the time to get a complete answer to each query, but instead the time to get a reasonably accurate answer. The result does not have to be very precise. Such systems should allow users to observe and control the progress of their queries and control execution on the fly. Applications like Scalable spreadsheets want to provide services like sorting, scrolling and jumping instantaneously. It requires more powerful statistical estimation techniques 5.1.1 Challenges with online aggregation: Non-blocking GROUP BY and DISTINCT clauses of SQL.
Sorting is a blocking algorithm and only one group is computed at a time after sorting. Hashing is non-blocking, but hash table need to fit in memory to have good performance. Existing technique for blocking factor is Index striding. The approach is to probe the index to find all the groups and then process tuples from each group in round robin fashion. Open one cursor for each group and keep filling the buffer with items from that group whose ratio is less than what is needed. But, indices on such column may not exist. And even if such an index exists, it is may not be clustered. So because of random IOs, Index striding performs badly.
The prefetch and Spool Algorithm (P&S):
This works in two phases as shown in figure 5.1.
Phase 1:
Scan from input and put the tuples in buffer.
Use the time required to fetch interesting tuples to the buffer to maintain the correct ratios of different groups in the buffer. Ratios of different groups in the buffer depend on user's interest. Spool tuples (in chunks) that are not very interesting onto side-disk 
Phase 2:
Tuple which were spooled to side disk may become interesting and are required to bring to buffer. Scans from the side-disk with certain order, and enrich the buffer by these tuples. Here, user preference and metric (confidence, rate and strict) decide delivery priority of different groups. The aim here is to maximize the rate at which the feedback function rises as the more and more tuples are retrieved.
Performance
P&S performs much better than un-clustered index striding because of less random I/Os. This interestingly works better for slower processing rate because P&S has more time to build up the buffer between get requests. The algorithm works well for scalable spreadsheets, But, random jump is not as good as short jump because nearby data has higher priority. This can be used to replace sort in some traditional query plans.
Exploiting correlated attributes for Acquisitional Query Processing
Some sensor network based systems need to frequently access data that has high per-attribute acquisition cost. This naturally results in degraded performance. So [14] proposes that if such an attribute is correlated with a low-cost attribute then it can be used to get a quick and better estimate of selectivities of those expensive predicates. e. g. Data returned by a sensor monitoring light intensity is correlated with time of day which can be cheaply available. The paper proposes to have a conditional query plan containing condition on low-cost attribute and having plans containing different ordering of those expensive predicates. While executing the query, the plan to be executed is selected on a per-tuple basis. The paper explains in detail the algorithms for finding condition-based plans.
Conclusion
Very large-scale query engines operate in unpredictable and changeable environments; this unpredictability wide-spreads because of increased complexity. As computer systems scale up and federate, traditional techniques for system management and performance tuning must become more loosely structured and more aggressively adaptive. Adaptive Query Processing (APQ) is becoming important as changing trends in new data and application require more robust and response oriented processing.
Through this survey, we observed that, there are many similarities in internals of different AQP mechanisms and one can re-use many current (and new) optimization techniques across mechanisms. Early techniques proposed mechanisms like late-binding so as to reduce the overhead and ensure adaptivity. Then there were techniques which statically created many plans for a query and depending on runtime parameters and chose one to execute. Many people later came up with interesting ideas like collecting statistics at runtime and comparing then during the execution of the query, if they are way away from estimated ones, re-optimize the query on the fly. For continuous queries and wide area networks, highly adaptive data-centric techniques were proposed. The inventions of such techniques are revolutionary steps in Adaptive query processing area. With invention of eddies, the researchers went fine-grained to tuple level to optimize the query processing. With CBR, statistical distribution of the data on the basis of attribute values has been captured.
