Pattern search algorithms is one of most frequently used methods which were designed to solve the derivative-free optimization problems. Such methods get growing need with the development of science, engineering, economy and so on. Inspired by the idea of Hooke and Jeeves, we introduced an integer m in the algorithm which controls the number of steps of iteration update. We mean along the descent direction, we allow the algorithm to go ahead m steps at most to explore whether we can get better solution further. The experiment proved the strategy's efficiency.
Introduction
In this paper, we consider the unconstrained minimization problem min ( )
where : n f R R → , is continuously differentiable, but the information about the gradient of f is either unavailable or unreliable. There are lots of problems where derivatives are unavailable but we also want to do some optimizations. The diversity of applications comes from different complicated backgrounds with economics, engineering, mathematics, finance, and so on (see [1] [2] [3] for instance).
In such cases, derivative-free optimization methods (also named direct search methods) which neither compute nor approximate derivatives play an important role. The reader is referred to see [4] [5] [6] . In [5] , the author introduced an ingenious idea for a generalized pattern search method and gave convergence analysis. It includes several known algorithms as its special cases. Familiar with the analysis of the property of the generalized method, the author developed two new classes of pattern search methods [6] .
Inspired by the idea of Hooke and Jeeves [7] , we improved the method of [6] by introducing an integer m .
We mean, if a step is successful (the value of f decrease), then the same direction maybe also be proved successfully at the current point. So, we allow the algorithm to explore the same direction further. On the other hand, if it always goes ahead along one direction until it can not improve the value of f any more, it likely neglects additional information which other directions can offer. To balance these two aspects, we introduce an integer m be used to control iteration steps which we mean that we allow the algorithm to iterate at most m steps along the same direction. Next, we would like to present some basic concepts we need.
Pattern Search Methods and Positive Bases
We use ⋅ and , < ⋅ ⋅ > to represent the Euclidean norm and inner product, respectively. By abuse of notation, if A is a matrix, a A ∈ means that the vector a is a column of A . It will also be convenient to assume that 1 
Positive Bases
We present a few basic properties of positive bases beginning from the theory of positive linear dependence developed by Davis [8] . The positive span of a set of vectors 1 2 [ , , , ] We present now three necessary and sufficient characterizations for a set of vectors that spans iii) There exist real scalars 1 2 , , , r α α α
The following result provides a simple mechanism for generating different positive bases. The proof can be found in [6] . A trivial consequence of this corollary is that [ , ] I e is a positive basis.
Pattern Search Methods
Pattern search methods are characterized by the nature of the generating matrices and the exploratory moves algorithms. These features are discussed more fully in [5] and [9] .
To define a pattern, we need two components, a basis matrix and a generating matrix.
The basis matrix can be any nonsingular matrix The following algorithms state the pattern search method for unconstrained minimization.
Algorithm 1 Pattern Search Method
Let 0 n x R ∈ and 0 0 ∆ > be given.
. Determine a step k s using an unconstrained exploratory moves algorithm.
Update k C and k ∆ . , , , ,
Algorithm 2 Updating
l w w w Z ⊂  0 0 w < , 0, 1, 2, , i w i l ≥ = . Let 0 , w θ τ = { } , 1, 2, , i k i l λ τ ∈ =  . If ( ) ( ) k k k f x s f x + ≥ , then 1 k k θ + ∆ =∆ . If ( ) ( ) k k k f x s f x + < , then 1 k k k λ + ∆ = ∆ .
Our Algorithm and Numerical Results
In [5] , the generating matrix has the form
In light of the above discussion, the nature
as a maximal positive basis is now revealed.
In [6] , the author reduced the number of objective evaluations in the worst case from n 2 to as few as 1 + n . The choice is to make k Γ include 1 + n columns which are just the minimal positive bases.
In this paper, we simply select the relative parameters as follows:
Then, we have all we need to state our algorithm now. and the j th − one of the identity matrix). Whenever a step is found failure, then B is set to be I again. It is easy to know that our choices and settings satisfied the conditions in [5, 6] . Then, we would like to state the convergence theorem which is also the same as in [5, 6] . Proof: The reader is referred to [5, 6] .
Remark: ( ) 0 L x is Level set defined as follows:
We tested our algorithm on the 18 examples given by Moré, Garbow and Hillstrom [9] . The 19-th is our testing problem at the beginning which we used for testing the effectiveness of the new algorithm. Its definition is:
We select m to equal 0, 1, 2, 3, 5 and 10 respectively. It is easy to know that when 0 m = , it is just the traditional pattern search method with positive basis.
The column "P" denotes the number of the problems, and "N " the number of variables. The numerical results are given by "F" which denotes the number of function evaluations. And "f" denotes the final function value we got when m = 2. Additionally, the symbols "×" means that the algorithm terminates because the number of function evaluation exceeds 500,000. And for the easy comparing among the results we rearranged the order of the number of problems. The stopping condition we select is 
which is different with other relative documents. We select Equation (1) as the stopping criteria just because it is simple and easy for understanding. It is thought that if very small step can not lead to decrease in function value, then the current iteration point maybe located in a neighborhood of a local minimum. The algorithm is also terminated if the number of function evaluations exceeds 500,000. And we test it from three kinds of initial points, say, 0
x , 10 0 x and 100 0 x . The values of them are suggested in [10] . We will see that our algorithm is robust and performs the best when m = 2. The results are represented in the following tables in the Appendix.
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