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High-dimensional Asymptotic Theory of Bayesian Multiple
Testing Procedures Under General Dependent Setup and
Possible Misspecification
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Abstract
In this article, we investigate the asymptotic properties of Bayesian multiple testing procedures
under general dependent setup, when the sample size and the number of hypotheses both tend to
infinity. Specifically, we investigate strong consistency of the procedures and asymptotic properties
of different versions of false discovery and false non-discovery rates under the high dimensional
setup. We particularly focus on a novel Bayesian non-marginal multiple testing procedure and its
associated error rates in this regard. Our results show that the asymptotic convergence rates of the
error rates are directly associated with the Kullback-Leibler divergence from the true model, and the
results hold even when the postulated class of models is misspecified.
For illustration of our high-dimensional asymptotic theory, we consider a Bayesian variable se-
lection problem in a time-varying covariate selection framework, with autoregressive response vari-
ables. We particularly focus on the setup where the number of hypotheses increases at a faster rate
compared to the sample size, which is the so-called ultra-high dimensional situation.
MSC 2010 subject classifications: Primary 62F05, 62F15; secondary 62C10, 62J07.
Keywords: Bayesian multiple testing, Dependence, False discovery rate, Kullback-Leibler, Poste-
rior convergence, Ultra high dimension.
1 Introduction
The area of multiple hypotheses testing has gained much importance and popularity, particularly in this
era of big data, where often very large number of hypotheses need to be tested simultaneously. There
are applications abound in the fields of statistical genetics, spatio-temporal statistics, brain imaging, to
name a few. On the theoretical side, it is important to establish validity of the multiple testing procedure
in the sense that the procedure controls the false discovery rate (FDR) at some pre-specified level or
attains oracle, as the number of tests grows to infinity.
Although there is considerable literature addressing these issues, the important factor of dependence
among the tests seem to have attained less attention. Indeed, realistically, the test statistics or the parame-
ters can not be expected to be independent. In this regard, Chandra and Bhattacharya (2019) introduced
a novel Bayesian multiple testing procedure that coherently accounts for such dependence and yields
joint decision rules that are functions of appropriate joint posterior probabilities. As demonstrated in
Chandra and Bhattacharya (2019) and Chandra and Bhattacharya (2020), the new Bayesian method sig-
nificantly outperforms existing popular multiple testing methods by proper utilization of the dependence
structures. Since in the new method the decisions are taken jointly, the method is referred to as Bayesian
non-marginal multiple testing procedure.
Chandra and Bhattacharya (2020) investigated in detail the asymptotic theory of the non-marginal
procedure, and indeed general Bayesian multiple testing methods under additive loss, for fixed number
of hypotheses, when the sample size tends to infinity. In particular, they provided sufficient conditions
for strong consistency of such procedures and also showed that the asymptotic convergence rates of
the versions of FDR and false non-discovery rate (FNR) are directly related to the Kullback-Leibler
(KL) divergence from the true model. Interestingly, their results continue to hold even under misspec-
ifications, that is, if the class of postulated models does not include the true model. In this work, we
investigate the asymptotic properties of the Bayesian non-marginal procedure in particular, and Bayesian
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multiple testing methods under additive loss in general, when the sample size, as well as the number of
hypotheses, tend to infinity.
As mentioned earlier, asymptotic works in multiple testing when the number of hypotheses grows
to infinity, are not rare. Xie et al. (2011) have proposed an asymptotic optimal decision rule for short
range dependent data with dependent test statistics. Bogdan et al. (2011) studied the oracle properties
and Bayes risk of several multiple testing methods under sparsity in Bayesian decision-theoretic setup.
Datta and Ghosh (2013) studied oracle properties for horse-shoe prior when the number of tests grows
to infinity. However, in the aforementioned works, the test statistics are independent and follow Gaus-
sian distribution. Fan et al. (2012) proposed a method of dealing with correlated test statistics where the
covariance structure is known. Their method is based on principal eigen values of the covariance matrix,
which they termed as principal factors. Using those principal factors their method dilutes the association
between correlated statistics to deal with an arbitrary dependence structure. They also derived an ap-
proximate consistent estimator for the false discovery proportion (FDP) in large-scale multiple testing.
Fan and Han (2017) extended this work when the dependence structure is unknown. In these approaches,
the decision rules are marginal and the test statistics jointly follow multivariate Gaussian distribution.
Chandra and Bhattacharya (2019) argue that when the decision rules corresponding to different hypothe-
ses are marginal, the full potential of the dependence structure is not properly exploited. Results of ex-
tensive simulation studies reported in Chandra and Bhattacharya (2019) and Chandra and Bhattacharya
(2020), demonstrating superior performance of the Bayesian non-marginal method compared to popu-
lar marginal methods, even for large number of hypotheses, seem to vindicate this issue. This makes
asymptotic analysis of the Bayesian non-marginal method with increasing number of hypotheses all the
more important.
To be more specific, we investigate the asymptotic theory of the Bayesian non-marginal procedure
in the general dependence setup, without any particular model assumption, when the sample size (n)
and the number of hypotheses (mn, which may be a function of n), both tend to infinity. We establish
strong consistency of the procedure and show that even in this setup, the convergence rates of versions of
FDR and FNR are directly related to the KL-divergence from the true model. We show that our results
continue to hold for general Bayesian procedures under the additive loss function. In the Bayesian non-
marginal context we illustrate the theory with the time-varying covariate selection problem, where the
number of covariates tends to infinity with the sample size n. We distinguish between the two setups:
ultra high-dimensional case, that is, where mnn → ∞ (or some constant), as n → ∞, and the high-
dimensional but not ultra high-dimensional case, that is, mn → ∞ and mnn → 0, as n → ∞. We
particularly focus on the ultra high-dimensional setup because of its much more challenging nature.
2 A brief overview of the Bayesian non-marginal procedure
Let Xn = {X1, . . . ,Xn} denote the available data set. Suppose the data is modelled by the family
of distributions PXn|θ (which may also be non-parametric). For M > 1, let us denote by Θ = Θ1 ×
· · · × ΘM the relevant parameter space associated with θ = (θ1, . . . , θM ), where we allow M to be
infinity as well. Let Pθ|Xn(·) andEθ|Xn(·) denote the posterior distribution and expectation respectively
of θ given Xn and let PXn(·) and EXn(·) denote the marginal distribution and expectation of Xn
respectively. Let us consider the problem of testing m hypotheses simultaneously corresponding to the
actual parameters of interest, where 1 < m ≤M .
Without loss of generality, let us consider testing the parameters associated with Θi; i = 1, . . . ,m,
formalized as:
H0i : θi ∈ Θ0i versus H1i : θi ∈ Θ1i,
where Θ0i
⋂
Θ1i = ∅ and Θ0i
⋃
Θ1i = Θi, for i = 1, · · · ,m.
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Let
di =
{
1 if the i-th hypothesis is rejected;
0 otherwise;
(2.1)
ri =
{
1 if H1i is true;
0 if H0i is true.
(2.2)
Following Chandra and Bhattacharya (2019) we define Gi to be the set of hypotheses, including the i-th
one, which are highly dependent, and define
zi =
{
1 if Hdj ,j is true for all j ∈ Gi \ {i};
0 otherwise.
(2.3)
If, for any i ∈ {1, . . . ,m}, Gi = {i}, a singleton, then we define zi = 1. Chandra and Bhattacharya
(2019) maximize the posterior expectation of the number of true positives
TP =
m∑
i=1
dirizi, (2.4)
subject to controlling the posterior expectation of the error term
E =
m∑
i=1
di(1− rizi), (2.5)
which is actually the posterior mean of the sum of three error terms E1 =
∑m
i=1 di(1 − ri)zi, E2 =∑m
i=1 di(1 − ri)(1 − zi) and E3 =
∑m
i=1 diri(1 − zi). For detailed discussion regarding these, see
Chandra and Bhattacharya (2019).
It follows that the decision configuration can be obtained by minimizing the function
ξ(d) = −
m∑
i=1
diEθ|Xn(rizi) + λn
m∑
i=1
diEθ|Xn(1− rizi)
= −(1 + λn)
m∑
i=1
di
(
win(d)− λn
1 + λn
)
,
with respect to all possible decision configurations of the form d = {d1, . . . , dm}, where λn > 0, and
win(d) = Eθ|Xn(rizi) = Pθ|Xn
(
H1i ∩
{∩j 6=i,j∈GiHdj ,j}) , (2.6)
is the posterior probability of the decision configuration {d1, . . . , di−1, 1, di+1, . . . , dm} being correct.
Letting βn = λn/(1 + λn), one can equivalently maximize
fβn(d) =
m∑
i=1
di (win(d)− βn) (2.7)
with respect to d and obtain the optimal decision configuration.
Definition 1 Let D be the set of allm-dimensional binary vectors denoting all possible decision config-
urations. Define
d̂ = argmax
d∈D
fβ(d)
where 0 < β < 1. Then d̂ is the optimal decision configuration obtained as the solution of the non-
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marginal multiple testing method.
For detailed discussion regarding the choice of Gis in (2.3), see Chandra and Bhattacharya (2019)
and Chandra and Bhattacharya (2020). In particular, Chandra and Bhattacharya (2020) show that asymp-
totically, the Bayesian non-marginal method is robust with respect toGis in the sense that it is consistent
with respect to any choice of the grouping structure. As will be shown in this article, the same holds
even in the high-dimensional asymptotic setup.
2.1 Error measures in multiple testing
Storey (2003) advocated positive False Discovery Rate (pFDR) as a measure of type-I error in multiple
testing. Let δM(d|Xn) be the probability of choosing d as the optimal decision configuration given
dataXn when a multiple testing methodM is employed. Then pFDR is defined as:
pFDR = EXn
[∑
d∈D
∑m
i=1 di(1− ri)∑m
i=1 di
δM(d|Xn)
∣∣∣∣δM(d = 0|Xn) = 0
]
. (2.8)
Analogous to type-II error, the positive False Non-discovery Rate (pFNR) is defined as
pFNR = EXn
[∑
d∈D
∑m
i=1(1− di)ri∑m
i=1(1− di)
δM (d|Xn)
∣∣∣∣δM (d = 1|Xn) = 0
]
. (2.9)
Under prior π(·), Sarkar et al. (2008) defined posterior FDR and FNR. The measures are given as
following:
posterior FDR = Eθ|Xn
[∑
d∈D
∑m
i=1 di(1− ri)∑m
i=1 di ∨ 1
δM (d|Xn)
]
=
∑
d∈D
∑m
i=1 di(1− vin)∑m
i=1 di ∨ 1
δM(d|Xn);
(2.10)
posterior FNR = Eθ|Xn
[∑
d∈D
∑m
i=1(1− di)ri∑m
i=1(1− di) ∨ 1
δM (d|Xn)
]
=
∑
d∈D
∑m
i=1(1− di)vin∑m
i=1(1− di) ∨ 1
δM(d|Xn),
(2.11)
where vin = Pθ|Xn(Θ1i). Also under any non-randomized decision rule M, δM(d|Xn) is either
1 or 0 depending on data Xn. Given Xn, we denote these posterior error measures by FDRXn and
FNRXn respectively.
With respect to the new notions of errors in (2.4) and (2.5), Chandra and Bhattacharya (2019) mod-
ified FDRXn as
modified FDRXn = Eθ|Xn
[∑
d∈D
∑m
i=1 di(1− rizi)∑m
i=1 di ∨ 1
δM (d|Xn)
]
=
∑
d∈D
∑m
i=1 di(1− win(d))∑m
i=1 di ∨ 1
δM(d|Xn), (2.12)
and FNRXn as
modified FNRXn = Eθ|Xn
[∑
d∈D
∑m
i=1(1− di)rizi∑m
i=1(1− di) ∨ 1
δM (d|Xn)
]
=
∑
d∈D
∑m
i=1(1− di)win(d)∑m
i=1(1− di) ∨ 1
δM(d|Xn). (2.13)
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We denote modified FDRXn and FNRXn by mFDRXn and mFNRXn respectively. No-
tably, the expectations of FDRXn and FNRXn with respect to Xn, conditioned on the fact that
their respective denominators are positive, yields the positive Bayesian FDR (pBFDR) and FNR
(pBFNR) respectively. The same expectation over mFDRXn and mFNRXn yields modified posi-
tive BFDR (mpBFDR) and modified positive BFNR (mpBFNR) respectively.
Mu¨ller et al. (2004) (see also (Sun and Cai, 2009; Xie et al., 2011)) considered the following addi-
tive loss function
L(d,θ) = c
m∑
i=1
di(1− ri) +
m∑
i=1
(1− di)ri, (2.14)
where c is a positive constant. The decision rule that minimizes the posterior risk of the above loss
is di = I
(
vi >
c
1+c
)
for all i = 1, · · · ,m, where I(·) is the indicator function. Observe that the
non-marginal method boils down to this additive loss function based approach when Gi = {i}, that is,
when the information regarding dependence between hypotheses is not available or overlooked. Hence,
the convergence properties of the additive loss function based methods can be easily derived from our
theories.
Note that multiple testing problems can be regarded as model selection problems where the task is to
choose the correct specification for the parameters under consideration. The model is misspecified even
if one decision is taken incorrectly. Under quite general conditions, Shalizi (2009) investigated asymp-
totic behaviour of misspecified models. We adopt his basic assumptions and some of his convergence
results to build a general asymptotic theory for our Bayesian non-marginal multiple testing method in
high dimensions.
In Section 3, we provide the setup, assumptions and the main result of Shalizi (2009) which we
adopt for our purpose. In Section 4 we address consistency of the Bayesian non-marginal method and
convergence of the associated error terms in the high-dimensional setup. High-dimensional asymptotic
analyses of versions of FDR and FNR are detailed in Sections 5 and 6, respectively. In Section 7, we
establish the high-dimensional asymptotic theory for FNRXn and BFNR when versions of BFDR
are α-controlled asymptotically. We illustrate the asymptotic properties of the non-marginal method
in a multiple testing setup associated with an autoregressive model involving time-varying covariates
in Section 8, in high-dimensional contexts. Finally, in Section 9 we summarize our contributions and
provide concluding remarks.
3 Preliminaries for ensuring posterior convergence under general setup
Following Shalizi (2009) we consider a probability space (Ω,F , P ), and a sequence of random variables
X1,X2, . . ., taking values in some measurable space (Ξ,X ), whose infinite-dimensional distribution is
P . The natural filtration of this process is σ(Xn).
We denote the distributions of processes adapted to σ(Xn) by PXn|θ, where θ is associated with
a measurable space (Θ,T ), and is generally infinite-dimensional. For the sake of convenience, we
assume, as in Shalizi (2009), that P and all the PXn|θ are dominated by a common reference measure,
with respective densities p and fθ. The usual assumptions that P ∈ Θ or even P lies in the support of
the prior on Θ, are not required for Shalizi’s result, rendering it very general indeed. We put the prior
distribution π(·) on the parameter spaceΘ.
3.1 Assumptions and theorem of Shalizi
(S1) Consider the following likelihood ratio:
Rn(θ) =
fθ(Xn)
p(Xn)
. (3.1)
Assume that Rn(θ) is σ(Xn)× T -measurable for all n > 0.
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(S2) For each θ ∈ Θ, the generalized or relative asymptotic equipartition property holds, and so, almost
surely,
lim
n→∞
1
n
logRn(θ) = −h(θ),
where h(θ) is given in (S3) below.
(S3) For every θ ∈ Θ, the KL-divergence rate
h(θ) = lim
n→∞
1
n
E
(
log
p(Xn)
fθ(Xn)
)
. (3.2)
exists (possibly being infinite) and is T -measurable.
(S4) Let I = {θ : h(θ) =∞}. The prior π satisfies π(I) < 1.
Following the notation of Shalizi (2009), for A ⊆ Θ, let
h (A) = ess inf
θ∈A
h(θ); (3.3)
J(θ) = h(θ)− h(Θ); (3.4)
J(A) = ess inf
θ∈A
J(θ). (3.5)
(S5) There exists a sequence of sets Gn → Θ as n→∞ such that:
(1)
π (Gn) ≥ 1− α exp (−ςn) , for some α > 0, ς > 2h(Θ); (3.6)
(2) The convergence in (S3) is uniform in θ over Gn \ I .
(3) h (Gn)→ h (Θ), as n→∞.
For each measurable A ⊆ Θ, for every δ > 0, there exists a random natural number τ(A, δ) such
that
n−1 log
∫
A
Rn(θ)π(θ)dθ ≤ δ + lim sup
n→∞
n−1 log
∫
A
Rn(θ)π(θ)dθ, (3.7)
for all n > τ(A, δ), provided lim sup
n→∞
n−1 log π (IARn) < ∞. Regarding this, the following
assumption has been made by Shalizi:
(S6) The sets Gn of (S5) can be chosen such that for every δ > 0, the inequality n > τ(Gn, δ) holds
almost surely for all sufficiently large n.
(S7) The sets Gn of (S5) and (S6) can be chosen such that for any set A with π(A) > 0,
h (Gn ∩A)→ h (A) , (3.8)
as n→∞.
Under the above assumptions, the following version of the theorem of Shalizi (2009) can be seen to
hold.
Theorem 2 ((Shalizi, 2009)) Consider assumptions (S1)–(S7) and any set A ∈ T with π(A) > 0. If
ς > 2h(A), where ς is given in (3.6) under assumption (S5), then
lim
n→∞
1
n
logPθ|Xn(A|Xn) = −J(A). (3.9)
We shall frequently make use of this theorem for our purpose. Also throughout this article, we show
consistency results for general models which satisfy (S1)–(S7). For all our results, we assume these
conditions.
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4 Consistency of multiple testing procedures when the number of hy-
potheses tends to infinity
In this section we show that the non-marginal procedure is asymptotically consistent under any general
dependency model satisfying the conditions in Section 3.1. Since one of our main goals is to allow for
misspecification, we must define consistency of multiple testing methods encompassing misspecifica-
tion, while also allowing for mn hypotheses where mn/n → c, where c ≥ 0 or∞. We formalize this
below by introducing appropriate notions.
4.1 Consistency of multiple testing procedures under misspecification
LetΘ∞ be the infinite dimensional parameter space of the countably infinite set of parameters {θ1, θ2, . . .}.
In this case, any decision configuration d is also an infinite dimensional vector of 0’s and 1’s. Define
Θ
t = ⊗∞i=1Θdti,i, where “ ⊗ ” denotes cartesian product, and d
t = (dt1, d
t
2, . . .) denotes the actual infi-
nite dimensional decision configuration satisfying J
(
Θ
t
)
= J (Θ∞). This definition of dt accounts for
misspecification in the sense that dt is the minimizer of the KL-divergence from the true data-generating
model. For any decision d, let d(mn) denote the first mn components of d. Let Dmn denote the set of
all possible decision configurations corresponding tomn hypotheses. With the aforementioned notions,
we now define consistency of multiple testing procedures.
Definition 3 Let dt(mn) be the true decision configuration among all possible decision configurations
in Dmn . Then a multiple testing methodM is said to be asymptotically consistent if almost surely
lim
n→∞ δM(d
t(mn)|Xn) = 1. (4.1)
Recall the constant βn in (2.7), which is the penalizing constant between the error E and true positives
TP . For consistency of the non-marginal procedure, we need certain conditions on βn, which we state
below. These conditions will also play important roles in the asymptotic studies of the different versions
of FDR and FNR that we consider.
(A1) We assume that the sequence βn is neither too small nor too large, that is,
β = lim inf
n≥1
βn > 0; (4.2)
β = lim sup
n≥1
βn < 1. (4.3)
(A2) We assume that neither all the null hypotheses are true and nor all of then are false for mn hy-
potheses being considered, that is, dt(mn) 6= 0 and dt(mn) 6= 1, where 0 and 1 are vectors of
0’s and 1’s respectively.
Condition (A1) is necessary for the asymptotic consistency of both the non-marginal method and additive
loss function based method. This ensures that the penalizing constant is asymptotically bounded away
from 0 and 1, that is, it is neither too small nor too large. Notably, (A2) is not required for the consistency
results. The role of (A2) is to ensure that the denominator terms in the multiple testing error measures
(defined in Section 2.1) do not become 0.
4.2 Main results on consistency in the infinite-dimensional setup
In this section we investigate the asymptotic properties of the Bayesian non-marginal method and
Mu¨ller et al. (2004) when mn/n tends to infinity or some positive constant. It is to be noted that re-
sult (3.9) of Shalizi (2009) holds even for infinite-dimensional parameter space. Exploiting this fact we
derive the results in this section.
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Note that if there exists a value θt of θ that minimizes the KL-divergence, then θt is in the set
Θ
t. Let us denote by Θtc the complement of Θt. Observe that if θt lies in the interior of Θt, then
J
(
Θ
tc
)
> 0. It then holds that
lim
n→∞
1
n
log Pθ|Xn
(
Θ
tc
)
= −J (Θtc) , (4.4)
which implies that for any ǫ > 0, there exists a n0(ǫ) such that for all n > n0(ǫ)
exp
[−n (J (Θtc)+ ǫ)] < Pθ|Xn (Θtc) < exp [−n (J (Θtc)− ǫ)] (4.5)
⇒1− exp [−n (J (Θtc)− ǫ)] < Pθ|Xn (Θt) < 1− exp [−n (J (Θtc)+ ǫ)] . (4.6)
For notational convenience, we shall henceforth denote J
(
Θ
tc
)
by J .
Note that the groups Gi also depend upon mn in our setup; hence, we denote them by Gi,mn . For
any decision configuration d(mn) and group Gmn let dGmn = {dj : j ∈ Gmn}. Define
Di,mn =
{
d(mn) : all decisions in dGi,mn are correct
}
.
Here Di,mn is the set of all decision configurations where the decisions corresponding to the hypotheses
in Gi,mn are at least correct. Clearly Di,mn contains d
t(mn) for all i = 1, 2, . . . ,mn.
Hence, Dci,mn =
{
d(mn) : at least one decision in dGi,mn is incorrect
}
. Observe that if d(mn) ∈
D
c
i,mn , at least one decision is wrong corresponding to some parameter in Gi,mn . As Pθ|Xn
(
Θ
tc
)
is the
posterior probability of at least one wrong decision in the infinite dimensional parameter space, we have
win(d(mn)) ≤ win(d) < Pθ|Xn
(
Θ
tc
)
< exp [−n (J − ǫ)] . (4.7)
Also if H0i is true, then
vin ≤ win(d) < Pθ|Xn
(
Θ
tc
)
< exp [−n (J − ǫ)] . (4.8)
Similarly for d(mn) ∈ Di,mn and for false H0i
win(d(mn)) ≥ win(dt) > Pθ|Xn
(
Θ
t
)
> 1− exp [−n (J − ǫ)] ; (4.9)
vin ≥ win(dt) > Pθ|Xn
(
Θ
t
)
> 1− exp [−n (J − ǫ)] . (4.10)
It is important to note that the inequalities (4.7)-(4.10) hold for all n > n0 and this n0 is the same
for all i, thanks to validity of Shalizi’s result in infinite dimensional parameter space. Exploiting the
properties of Shalizi’s theorem we will now establish consistency of the Bayesian non-marginal method
for increasing number of hypotheses.
Theorem 4 Let δNM denote the decision rule corresponding to the Bayesian non-marginal procedure
for mn hypotheses being tested using samples of size n, where mn → ∞ as n → ∞. Assume Shalizi’s
conditions and assumption (A1). Also assume that J
(
Θ
t
)
> 0. Then,
lim
n→∞ δNM(d
t(mn)|Xn) = 1, almost surely, and (4.11)
lim
n→∞E
[
δNM(dt(mn)|Xn)
]
= 1. (4.12)
Corollary 5 Assuming condition (A1), the optimal decision rule corresponding to the additive loss func-
tion (2.14) is asymptotically consistent. The proof follows in the same way as that of Theorem 4 using
(4.8) and (4.10).
Remark 6 Note that Theorem 4 does not require any condition regarding the growth ofmn with respect
to n, and holds if mn/n → c as n → ∞, where c ≥ 0 is some constant, or infinity. Thus, the result
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seems to be extremely satisfactory. However, restrictions on the growth of mn needs to be generally
imposed to satisfy the conditions of Shalizi. An illustration in this regard is provided in Section 8.
5 High-dimensional asymptotic analyses of versions of FDR
For a fixed number of hypotheses m, Chandra and Bhattacharya (2020) investigated convergence of dif-
ferent versions of FDR as the sample size n tends to infinity. They show that show that the convergence
rates of the posterior error measures mFDRXn and FDRXn are directly associated with the KL-
divergence from the true model. Indeed, they were able to obtain the exact limits of 1n logmFDRXn
and 1n logFDRXn in terms of the relevant m-dimensional KL-divergence rate.
In the current high-dimensional setup, however, such exact KL-divergence rate can not be expected
to be available since the number of hypotheses mn is not fixed. As mn → ∞, it is plausible to expect
that the convergence rates depend upon the infinite-dimensional KL-divergence J . We show that this is
indeed the case, but the exact limit is not available, which is again to be expected, since mn approaches
infinity, not equal to infinity. Here, in the high-dimensional setup we obtain −J as an upper bound of
the limit supremums. It is easy to observe that the limits in the finite-dimensional setup are bounded
above by −J , thus providing evidence of internal consistency as we move from fixed-dimensional to
high-dimensional setup.
We also show thatmpBFDR and pBFDR approach zero, even though the rates of convergence are
not available. Recall that even in the fixed-dimensional setup, the convergence rates of mpBFDR and
pBFDR were not available. As in the consistency result, these results too do not require any restriction
on the growth rate ofmn, except that required for Shalizi’s conditions to hold.
We present our results below, the proofs of which are presented in the supplement.
Theorem 7 Assume the setup and conditions of Theorem 4. Then, for any ǫ > 0, there exists n0(ǫ) ≥ 1
such that for n ≥ n0(ǫ), the following hold almost surely:
mFDRXn ≤ e−n(J−ǫ); (5.1)
FDRXn ≤ e−n(J−ǫ). (5.2)
The above theorem shows that the convergence rate of mFDRXn and FDR to 0 for arbitrarily
large number of hypotheses is at exponential rate, for arbitrary growth rate of mn with respect to n.
However, again Shalizi’s conditions would require restriction on the growth rate ofmn.
Corollary 8 Under the setup and assumptions of Theorem 4,
lim sup
n→∞
1
n
logmFDRXn ≤ −J ; (5.3)
lim sup
n→∞
1
n
log FDRXn ≤ −J ; (5.4)
Theorem 9 Assume the setup and conditions of Theorem 4, along with assumption (A2). Then
lim
n→∞mpBFDR = 0; (5.5)
lim
n→∞ pBFDR = 0. (5.6)
6 High-dimensional asymptotic analyses of versions of FNR
High-dimensional asymptotic treatments of versions of FNR are similar to those for versions of FDR.
In particular, limit supremums of both 1n logmFNRXn and
1
n log FNRXn are bounded above by −J ,
and that both mpBFNR and pBFNR converge to zero. The proofs of these results are also similar
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to those for the respective FDR versions. Internal consistency of these results is again evident as the
limits of 1n logmFNRXn and
1
n logFNRXn in the finite dimensional setups are bounded above by
−J and mpBFNR and pBFNR converge to zero for fixed number of hypotheses. In the latter cases,
convergence rates are not available for either fixed or high-dimensional cases. Below we provide the
relevant results on versions of FNR, with proofs in the supplement.
Theorem 10 Assume the setup and conditions of Theorem 4. Then, for any ǫ > 0, there exists n0(ǫ) ≥ 1
such that for n ≥ n0(ǫ), the following hold almost surely:
mFNRXn ≤ e−n(J−ǫ); (6.1)
FNRXn ≤ e−n(J−ǫ). (6.2)
The above theorem shows that the convergence rate of mFNRXn and FNR to 0 for arbitrarily
large number of hypotheses is at exponential rate, for arbitrary growth rate of mn with respect to n.
However, again Shalizi’s conditions would require restriction on the growth rate ofmn.
Corollary 11 Under the setup and assumptions of Theorem 4,
lim sup
n→∞
1
n
logmFNRXn ≤ −J ; (6.3)
lim sup
n→∞
1
n
logFNRXn ≤ −J ; (6.4)
Theorem 12 Assume the setup and conditions of Theorem 4, along with assumption (A2). Then
lim
n→∞mpBFNR = 0; (6.5)
lim
n→∞ pBFNR = 0. (6.6)
7 High-dimensional asymptotics for FNRXn and BFNR when versions
of BFDR are α-controlled
It has been proved in Chandra and Bhattacharya (2019) for the non-marginal multiple testing procedure
and additive loss-function based methods, mpBFDR and pBFDR are continuous and non-increasing
in β. Consequently, for suitable values of β any α ∈ (0, 1) can be achieved by these errors. For suitably
chosen positive values of α, one can hope to reduce the corresponding BFNR. This is standard prac-
tice even in the single hypothesis testing literature, where the Type-I error is controlled at some positive
value so that a reduced Type-II error may be incurred. However, as shown in Chandra and Bhattacharya
(2020) in the fixed-dimensional setup, for the non-marginal multiple testing procedure and additive loss-
function based methods, values of α that are as close to 1 as desired, can not be attained by versions of
FDR as the sample size n tends to infinity. This is not surprising, however, since consistent procedures
are not expected to incur large errors asymptotically, at least when the number of hypothesis is fixed. In-
deed, in the fixed-dimensional setup, Chandra and Bhattacharya (2020) provided an interval of the form
(a, b) where 0 < a < b < 1, in which maximum values of the versions of FDR can lie asymptotically
and obtained asymptotic results for FNR for such α-controlled versions of FDR.
In this section we investigate the asymptotic theory for α-control in the high-dimensional context,
that is, when mn → ∞ as n → ∞. Although none of our previous high-dimensional results did not
require any explicit restrictions on the growth rate of mn given that the posterior convergence result of
Shalizi holds, here we need a very mild condition on mn that it grows slower than the exponential rate
in n. We also need to fix the proportion (p) of true alternatives as mn → ∞, and the proportion (q) of
groups associated with at least one false null hypothesis. As we show, these two proportions define an
interval of the form (0, b), with b = 1−q1+p−q < 1, in which the maximum of the versions of FDR lie,
as mn → ∞ with n. In contrast with the fixed-dimensional asymptotics of Chandra and Bhattacharya
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(2020), the lower bound of the interval is zero for high dimensions, not strictly positive. To explain, for
fixed dimension m, the lower bound was a = 1∑m
i=1 d
t
i+1
. Intuitively, replacing a and m with amn and
mn respectively, dividing both numerator and denominator of a by mn, taking the limit, replacing the
denominator with p, we obtain amn → 0, as n → ∞. Similar intuition can be used to verify that the
upper bound b in the fixed dimensional case converges to 1−q1+p−q in the high-dimensional setup. As in
our previous results, these provide a verification of internal consistency in the case of transition from
fixed-dimensional to high-dimensional situations.
Our results regarding asymptotic α control of versions of FDR and corresponding convergence of
versions of FNR are detailed in Sections 7.1 and 7.2.
7.1 High-dimensional α-control ofmpBFDR and pBFDR for the non-marginal method
The following theorem provides the interval for the maximum mpBFDR that can be incurred asymp-
totically in the high-dimensional setup.
Theorem 13 In addition to (A1)-(A2), assume the following:
(B) For each n > 1, let each group of a particular set of m1n (< mn) groups out of the total mn
groups be associated with at least one false null hypothesis, and that all the null hypotheses
associated with the remaining mn − m1n groups be true. Let us further assume that the latter
mn − m1n groups do not have any overlap with the remaining m1n groups. Without loss of
generality assume that G1n, . . . , Gm1n are the groups each consisting of at least one false null
and Gm1n+1, Gm1n+2, · · · , Gmn are the groups where all the null hypotheses are true. Assume
further, the following limits:
lim
n→∞
m1n
mn
= q ∈ (0, 1); (7.1)
lim
n→∞
∑mn
i=1 d
t
i
mn
= p ∈ (0, 1); (7.2)
lim
n→∞mne
−nc = 0 for all c > 0. (7.3)
Then the maximum mpBFDR that can be incurred, asymptotically lies in
(
0, 1−q1+p−q
)
.
Remark 14 If p is close to zero, that is, if all but a finite number of null hypotheses are true, then
1−q
1+p−q ≈ 1, showing that in such cases, better α-control can be exercised. Indeed, as the proof of the
theorem shows, the optimal decision in this case will be given by all but a finite set of one’s, so that all
but a finite number of decisions are correct. Hence, maximum error occurs in this case. Also, if q is
close to 1, then 1−q1+p−q ≈ 0. In other words, if all but a finite number of groups are associated with at
least one false null hypothesis, then almost no error can be incurred. As the proof Theorem 13 shows,
this is the case where all but a finite number of decisions are correct, and hence, it is not surprising that
almost no error can be incurred in this case.
Remark 15 Also, as in the fixed-dimensional case, Theorem 13 holds, if for at least one i ∈ {1, . . . ,mn},
Gi ⊂ {1, . . . ,mn}. But if Gi = {1, . . . ,mn} for i = 1, . . . ,mn, then mpBFDR→ 0 as n →∞, for
any sequence βn ∈ [0, 1].
Remark 16 Note that in the same way as in the fixed-dimensional setup, Theorem 13 remains valid
even for mFDRXn thanks to its monotonicity with respect to β, the property crucially used to prove
Theorem 13.
The following theorem shows that for feasible values of α attained asymptotically by the maximum
of mpBFDR, for appropriate sequences of penalizing constants βn, it is possible to asymptotically
approach such α through mpBFDRβn, where mpBFDRβ denotes mpBFDR for the non-marginal
procedure where the penalizing constant is β.
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Theorem 17 Suppose that
lim
n→∞mpBFDRβ=0 = E. (7.4)
Then, for any α < E and α ∈
(
0, 1−q1+p−q
)
, under condition (B), there exists a sequence βn → 0 such
thatmpBFDRβn → α as n→∞.
From the proofs of Theorem 13 and 17, it can be seen that replacing win(dˆ(mn)) by vin does not
affect the results. Hence we state the following corollary.
Corollary 18 Let pBFDRβ denote the pBFDR corresponding to the non-marginal procedure where
the penalizing constant is β. Suppose that
lim
n→∞ pBFDRβ=0 = E
′,
Then, for any α < E′ and α ∈
(
0, 1−q1+p−q
)
, under condition (B), there exists a sequence βn → 0 such
that pBFDRβn → α as n→∞.
As in the fixed-dimensional setup, we see that for α-control we must have limn→∞ βn = 0, and that
for lim infn→∞ βn > 0, mpBFDR tends to zero. In other words, even in the high-dimensional setup,
α-control requires a sequence βn that is smaller that that for whichmpBFDR tends to zero.
Since the additive loss function based methods are special cases of the non-marginal procedure
whereGi = {i} for all i (see Chandra and Bhattacharya (2019), Chandra and Bhattacharya (2020)), and
that in such cases, mpBFDR reduces to pBFDR, it is important to investigate asymptotic α-control
of pBFDR in this situation. Our result in this direction is provided in Theorem 19.
Theorem 19 Letm0n (< mn) be the number of true null hypotheses such thatm0n/mn → p0 ∈ (0, 1),
as n → ∞. Then for any 0 < α < p0, there exists a sequence βn → 0 as n → ∞ such that for the
additive loss function based methods
lim
n→∞ pBFDRβn = α.
The result is similar in spirit to that obtained by Chandra and Bhattacharya (2020) in the corresponding
finite dimensional situation. The limit ofm0n/mn in the corresponding high-dimensional setup, instead
ofm0/m in the fixed dimensional case, plays the central role here.
Chandra and Bhattacharya (2019) and Chandra and Bhattacharya (2020) noted that even for addi-
tive loss function based multiple testing procedures, mpBFDR may be a more desirable candidate
compared to pBFDR since it can yield non-marginal decisions even if the multiple testing criterion
to be optimized is a simple sum of loss functions designed to yield marginal decisions. The fol-
lowing theorem shows that the same high-dimensional asymptotic result as Theorem 19 also holds
for mpBFDR in the case of additive loss functions, without the requirement of condition (B). Non-
requirement of condition (B) even in the high-dimensional setup can be attributed to the fact that
mpBFDR(M) ≥ pBFDR(M) for any multiple testing methodM, for arbitrary sample size.
Theorem 20 Letm0n (< mn) be the number of true null hypotheses such thatm0n/mn → p0 ∈ (0, 1),
as n → ∞. Let α be the desired level of significance where 0 < α < p0. Then there exists a sequence
βn → 0 as n→∞ such that for the additive loss function based method
lim
n→∞mpBFDRβn = α.
Note that Bayesian versions of FDR (conditional on the data) need not be continuous with respect
to β, and so results for such Bayesian versions similar to Theorem 17, Corollary 18 and Theorems 19,
20, which heavily use such continuity property, could not be established.
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Thus, interestingly, all the asymptotic results for α-control of versions of FDR in the fixed di-
mensional setup admitted simple extensions to the high-dimensional setup, with minimal assumption
regarding the growth rate of mn, given Shalizi’s conditions hold. Since Shalizi’s conditions are meant
for posterior consistency, from the multiple testing perspective, our high-dimensional results are very
interesting in the sense that almost no extra assumptions are required in addition to Shalizi’s conditions
for our multiple testing results to carry over from fixed dimension to high dimensions.
7.2 High-dimensional properties of Type-II errors when mpBFDR and pBFDR are
asymptotically controlled at α
In this section, we investigate the high-dimensional asymptotic theory for FNRXn and pBFNR asso-
ciated with α-control of versions of FDR. Our results in these regards are provided as Theorem 21 and
Corollary 22.
Theorem 21 Assume condition (B) and that n−1 logmn → 0, as n → ∞. Then for asymptotic α-
control ofmpBFDR in the non-marginal procedure the following holds almost surely:
lim sup
n→∞
FNRXn ≤ −J.
The above theorem requires the very mild assumption that n−1 logmn → 0, as n → ∞, in addition to
(B). The result shows that FNRXn converges to zero at an exponential rate, but again the exact limit
of FNRXn is not available in this high-dimensional setup. This is slightly disconcerting in the sense
that we are now unable to compare the rates of convergence of FNRXn for cases where α-control is
imposed and not imposed. Indeed, for the fixed-dimensional setup, Chandra and Bhattacharya (2020)
could obtain exact limits and consequently show that FNRXn converges to zero at a rate faster than
or equal to that compared to the case when α control is not exercised. However, as we already argued
in the context of versions of FDR, exact limits are not expected to be available in these cases for high
dimensions.
Corollary 22 Assume condition (B) and that n−1 logmn → 0, as n → ∞. Then for asymptotic α-
control ofmpBFDR in the non-marginal procedure the following holds:
lim
n→∞ pBFNR = 0.
Thus, as in the fixed dimensional setup, Corollary 22 shows that corresponding to α-control, pBFNR
converges to zero even in the high-dimensional setup, and that the rate of convergence to zero is unavail-
able.
8 Illustration of consistency of our non-marginal multiple testing proce-
dure in time-varying covariate selection in autoregressive process
Let the true model P stand for the following AR(1) model consisting of time-varying covariates:
xt = ρ0xt−1 +
m∑
i=0
βi0zit + ǫt, t = 1, 2, . . . , n, (8.1)
where x0 ≡ 0, |ρ0| < 1 and ǫt iid∼ N(0, σ20), for t = 1, 2, . . . , n. In (8.1), m ≡ mn → ∞ as n → ∞.
Here {zit : t = 1, 2, . . .} are relevant time-varying covariates. We set z0t ≡ 1 for all t.
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Now let the data be modeled by the same model as P but with ρ0, βi0 and σ
2
0 be replaced with the
unknown quantities ρ, βi and σ
2, respectively, that is,
xt = ρxt−1 +
m∑
i=0
βizit + ǫt, t = 1, 2, . . . , n, (8.2)
where we set x0 ≡ 0, ǫt iid∼ N(0, σ2), for t = 1, 2, . . . , n.
For notational purposes, we let zmt = (z0t, z1t, . . . , zmt)
′, zt = (z0t, z1t, . . .)′, βm0 = (β00, β10, . . . , βm0)′,
βm = (β0, β1, . . . , βm)
′ and β = (β0, β1, . . .)′.
8.1 The ultra high-dimensional setup
Let us first consider the setup where mnn →∞ as n→∞. This is a challenging problem, and we require
notions of sparsity to address such a problem. As will be shown subsequently in Section 8.2, a precise
notion of sparsity is available for our problem in the context of the equipartition property. Specifically
sparsity in our problem entails controlling relevant quadratic forms of β. For such sparsity, we must
devise a prior for β such that ‖β‖ <∞. We also assume that ‖β0‖ <∞.
For appropriate prior structures for β, let us consider the following strategy. First, let us consider an
almost surely continuously differentiable random function η˜(·) on a compact space X , such that
‖η˜‖ = sup
x˜∈X
|η˜(x˜)| <∞, almost surely. (8.3)
We denote the class of such functions as C′(X ). A popular prior for C′(X ) is the Gaussian process
prior with sufficiently smooth covariance function, in which case, both η˜ and η˜′ are Gaussian pro-
cesses; see, for example, Cramer and Leadbetter (1967). Let us now consider an arbitrary sequence
{x˜i : i = 1, 2, . . .}, and let β˜ =
(
β˜1, β˜2, . . .
)′
, where, for i = 1, 2, . . ., β˜i = η˜(x˜i). We then define
βi = γiβ˜i, where for i = 1, 2, . . ., γi are independent (but non-identical) random variables, such that
0 < |γi| < L <∞ for i ≥ 1, and
∞∑
i=1
|γi| <∞, almost surely. (8.4)
Also, let ρ ∈ R and σ ∈ (0,∞) = R+. Thus, θ = (η˜,γ, ρ, σ), where γ = (γ1, γ2, . . .)′, and
Θ = C′(X )×R∞×R×R+, is the parameter space. For our asymptotic theories regarding the multiple
testing methods that we consider, we must verify the assumptions of Shalizi for the modeling setups
(8.1) and (8.2), with this parameter space.
With respect to the above ultra high-dimensional setup, we consider the following multiple-testing
framework:
H01 : |ρ| < 1 versus H11 : |ρ| ≥ 1 and
H0,i+2 : βi ∈ N0 versus H1,i+2 : βi ∈ N c0 , for i = 0, . . . ,m, (8.5)
where N0 is some neighborhood of zero and N c0 is the complement of the neighborhood in the relevant
parameter space.
Verification of consistency of our non-marginal procedure amounts to verification of assumptions
(S1)–(S7) of Shalizi for the above setup. In this regard, we make the following assumptions:
(B1) sup
t≥1
‖zt‖ <∞, where, for t ≥ 1, ‖zt‖ = sup
i≥1
|zit|.
(B2) For k > 1, let λ˜nk be the largest eigenvalue of
∑n
t=1 zm,t+kz
′
mt
n . We assume that λ˜nk → 0, as
n→∞, for k > 1.
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(B3) Let λn be the largest eigenvalue of
∑n
t=1 zmtz
′
mt
n . We assume that sup
n≥1
λn ≤ K <∞.
(B4)
1
n
n∑
t=1
β′mzmt → 0 almost surely;
1
n
n∑
t=1
β′m0zmt → 0; (8.6)
1
n
n∑
t=1
β′mzmtz
′
mtβm → c(β) almost surely;
1
n
n∑
t=1
β′m0zmtz
′
mtβm0 → c(β0), (8.7)
1
n
n∑
t=1
β′mzmtz
′
mtβm0 → c10(β,β0) almost surely, (8.8)
as n → ∞. In the above, c(β0) (> 0) is a finite constant; c(β) (> 0) and c10(β,β0) are finite
quantities that depend upon the choice of the sequence {βm;n = 1, 2, . . .}.
(B5) The limits of the quantities z′tβ for almost all β, z′tβ0 and ˆ̺t =
∑t
k=1 ρ
t−k
0 z
′
kβ0 exist as t→∞.
(B6) There exist positive constants α, cρ, cσ, cη˜, cη˜′ and cγ such that the following hold for sufficiently
large n:
π
(
|ρ| > exp
(
(αn)1/16
))
≤ cρ exp (−αn) ;
π
(
exp
(
− (αn)1/16
)
≤ σ ≤ exp
(
(αn)1/16
))
≥ 1− cσ exp (−αn) ;
π
(
‖η˜‖ ≥ exp
(
(αn)1/16
))
≤ cη˜ exp (−αn) ;
π
(
‖η˜′‖ ≥ exp
(
(αn)1/16
))
≤ cη˜′ exp (−αn) ;
π
( ∞∑
i=1
|γi| ≥ exp
(
(αn)1/16
))
≤ cγ exp (−αn) ,
(B7) L(mn+1 −mn) ≤ exp
(
(α(n + 1))1/16
)
− exp
(
(αn)1/16
)
, for n ≥ n0, for some n0 ≥ 1.
8.2 Discussion of the assumptions in the light of the ultra high-dimensional setup
Condition (B1) holds if the covariates {zit; i ≥ 1, t ≥ 1}, is a realization of some stochastic process with
almost surely finite sup-norm, for example, Gaussian process. Assumption (B1), along with (8.3) and
(8.4) leads to the following result:
|z′mtβm0| < C, (8.9)
for some C > 0. To see this, first let β0 correspond to the true quantities γ0 and η˜0. Then observe that
|z′mtβm0| ≤
∑m
i=1 |zit||βi0| ≤ sup
t≥1
‖zt‖‖η˜0‖
∑∞
i=1 |γi0| < C , since sup
t≥1
‖zt‖ <∞ by (B5), ‖η˜0‖ <∞
by (8.3) and
∑∞
i=1 |γi0| < ∞ by (8.4). Condition (B1) is required for some limit calculations and
boundedness of some norms associated with concentration inequalities.
Condition (B2) says that the covariates at different time points, after scaling by
√
n, are asymptoti-
cally orthogonal. This condition also imply the following:
1
n
n∑
t=1
β′mzm,t+kz
′
mtβm → 0 almost surely, and
1
n
n∑
t=1
β′m0zm,t+kz
′
mtβm0 → 0 for any k > 1;
(8.10)
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To see (8.10), observe that
1
n
n∑
t=1
β′mzm,t+kz
′
mtβm = β
′
m
(∑n
t=1 zm,t+kz
′
mt
n
)
βm ≤ ‖βm‖2
∥∥∥∥(∑nt=1 zm,t+kz′mtn
)∥∥∥∥
op
.
(8.11)
In (8.11), ‖βm‖ denotes the Euclidean norm of βm and for any matrix A, ‖A‖op denotes the operator
norm ofA given by ‖A‖op = sup
‖u‖=1
‖Au‖. By (B2),
∥∥∥(∑nt=1 zm,t+kz′mtn )∥∥∥op → 0 as n→∞. Also,
‖βm‖2 ≤
∞∑
i=1
γ2i β˜
2
i ≤ ‖η˜‖2
∞∑
i=1
γ2i <∞, almost surely, (8.12)
by (8.3) and (8.4). It follows from (8.12) that (8.11) is almost surely finite. This and (B2) together imply
the first part of the limit 8.10). Since ‖β0‖ <∞, the second limit of 8.10) follows in the same way.
As shown in Section 8.3, λn → 0 as n→∞, even if sup
t=1,...,n
‖zmt‖ = O(nr), where r < 1, that is,
even if (B1) does not hold. Since we assume only as much as λn is bounded above, (B3) is a reasonably
mild assumption.
In (B4), (8.6) can be made to hold in practice by centering the covariates, that is, by setting z˜mt =
zmt − z¯m, where z¯m = 1n
∑n
t=1 zmt. In (B1) (8.7) we assume that c(β) and c10(β,β0) remain finite
for any choice of {βm;n = 1, 2, . . .}. To see that finiteness holds, first note that
1
n
n∑
t=1
β′mzmtz
′
mtβm = β
′
m
(
n∑
t=1
zmtz
′
mt
)
βm ≤ ‖βm‖2
∥∥∥∥(∑nt=1 zmtz′mtn
)∥∥∥∥
op
. (8.13)
In (8.13), ‖βm‖ <∞ almost surely, by (8.12), and
∥∥∥(∑nt=1 zmtz′mtn )∥∥∥op <∞ by (B3). Hence, (8.11) is
finite. Similarly, 1n
∑n
t=1 β
′
mzmtz
′
mtβm0 = β
′
m
(∑n
t=1 zmtz
′
mt
n
)
βm0 ≤ ‖βm‖‖βm0‖
∥∥∥(∑nt=1 zmtz′mtn )∥∥∥op,
which is again almost surely finite due to (8.3), (8.4) and (B3). Thus, (8.3) and (8.4) are precisely the
conditions that induce sparsity within our model in the sense of controlling the quadratic forms involv-
ing βm and βm0, given that (B4) holds. Assumptions on the existence of the limits are required for
conditions (S2) and (S3) of Shalizi. As can be observe from Section 8.3, 1n
∑n
t=1 β
′
mzmtz
′
mtβm →
0, almost surely as n → ∞, if the asymptotically orthogonal covariates satisfy sup
t=1,...,n
‖zmt‖ =
O(nr), where r < 1, that is, even if (B1) does not hold. Hence, in this situation, the required lim-
its of the quadratic forms exist and are zero, under very mild conditions.
Again, the limit existence assumption (B5) is required for verification of conditions (S2) and (S3) of
Shalizi.
Assumption (B6), required to satisfy condition (S5) of Shalizi, is reasonably mild. The threshold
exp
(
(αn)1/16
)
for the probabilities involving ‖η˜‖ and ‖η˜′‖ can be replaced with the order of √n for
Gaussian process priors or for independent sub-Gaussian components of β. However, note that priors
such as gamma or inverse gamma for σ do not necessarily satisfy the condition. In such cases, one
can modify the prior by replacing the tail part of the prior, after an arbitrarily large positive value, with
a thin-tailed prior, such as normal. In practice, such modified priors would be effectively the same as
gamma or inverse gamma priors, and yet would satisfy the conditions of (B6).
Assumption (B7), in conjunction with boundedness of |γi|, for all i by L, is a mild condition ensuring
that Gn are increasing in n, when n ≥ n0, for some n0 ≥ 1.
8.3 High-dimensional but not ultra high-dimensional setup
The setup we discussed so far deals with the so-called ultra high-dimensional problem, in the sense that
mn
n →∞ as n→∞. This is a challenging problem to address and we required a prior for β satisfying
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‖β‖ < ∞ almost surely. However, if we are only interested in the problem where mnn → 0 as n →∞,
then it is not necessary to insist on priors to ensure finiteness of ‖β‖. For example, if the covariates zmt
are orthogonal, then assuming that
sup
t=1,...,n
‖zmt‖ = O(nr), where r < 1, (8.14)
1
n
∑n
t=1 zmtz
′
mt has maximum eigenvalue O(n
r−1), so that (8.11) entails
1
n
n∑
t=1
β′mzmtz
′
mtβm = O
(‖βm‖2nr−1) . (8.15)
Now, if the components of βm are independent and sub-Gaussian with mean zero, then by the Hanson-
Wright inequality (see, for example, Rudelson and Vershynin (2013)) we have
P
(∣∣∣∣∣
m∑
t=1
β2t −
m∑
t=1
E(β2t )
∣∣∣∣∣ > n1−r −
m∑
t=1
E(β2t )
)
≤ 2 exp
(
−L1min
{(
n1−r −∑mt=1E(β2t ))2
L42m
,
n1−r −∑mt=1E(β2t )
L22
})
, (8.16)
where L1 > 0 is some constant and L2 is the upper bound of the sub-Gaussian norm. Let m˜ =∑m
t=1E(β
2
t ). If
n1−r−m˜√
m˜
→ c˜ (> 0), where c˜ is finite or infinite, then (8.16) is summable. Hence, by
the Borel-Cantelli lemma,
∑m
t=1 β
2
t ≤ n1−r almost surely, as n → ∞. It then follows from (8.15) that
1
n
∑n
t=1 β
′
mzmtz
′
mtβm <∞ almost surely as n→∞.
For the non-ultra high-dimensional setup, the problem is largely simplified. Indeed, introduction of
η˜ and η˜′ are not required, as we can directly consider sub-Gaussian priors for β as detailed above. Con-
sequently, in (B3), only the first two inequalities are needed and assumption (B6) is no longer required.
Since the ultra high-dimensional setup is far more challenging than the non-ultra high-dimensional setup,
we consider only the former setup for our purpose, and note that the latter setup can be dealt with using
almost the same ideas but with much less effort.
Assumptions (B1)–(B6) lead to the following results that are the main ingredients in proving our
posterior convergence in the ultra high-dimensional setup.
Lemma 23 Under (B1), (B2) and (B5), the KL-divergence rate h(θ) exists for each θ ∈ Θ and is given
by
h(θ) = log
(
σ
σ0
)
+
(
1
2σ2
− 1
2σ20
)(
σ20
1− ρ20
+
c(β0)
1− ρ20
)
+
(
ρ2
2σ2
− ρ
2
0
2σ20
)(
σ20
1− ρ20
+
c(β0)
1− ρ20
)
+
c(β)
2σ2
− c(β0)
2σ20
−
(
ρ
σ2
− ρ0
σ20
)(
ρ0σ
2
0
1− ρ20
+
ρ0c(β0)
1− ρ20
)
−
(
c10(β,β0)
σ2
− c(β0)
σ20
)
. (8.17)
Theorem 24 Under (B1), (B2) and (B5), the asymptotic equipartition property holds and is given by
lim
n→∞
1
n
logRn(θ) = −h(θ).
Furthermore, the convergence is uniform on any compact subset ofΘ.
Lemma 23 and Theorem 24 ensure that (S1) – (S3) hold, and (S4) holds since h(θ) is almost surely
finite. (B6) implies that Gn increases toΘ. In Section S-13.5 we verify (S5).
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Now observe that the aim of assumption (S6) is to ensure that (see the proof of Lemma 7 of Shalizi
(2009)) for every ε > 0 and for all n sufficiently large,
1
n
log
∫
Gn
Rn(θ)dπ(θ) ≤ −h (Gn) + ε, almost surely.
Since h (Gn) → h (Θ) as n → ∞, it is enough to verify that for every ε > 0 and for all n sufficiently
large,
1
n
log
∫
Gn
Rn(θ)dπ(θ) ≤ −h (Θ) + ε, almost surely. (8.18)
In this regard, first observe that
1
n
log
∫
Gn
Rn(θ)dπ(θ) ≤ 1
n
log
[
sup
θ∈Gn
Rn(θ)π(Gn)
]
=
1
n
log
[
sup
θ∈Gn
Rn(θ)
]
+
1
n
log π(Gn)
= sup
θ∈Gn
1
n
logRn(θ) +
1
n
log π(Gn)
≤ 1
n
sup
θ∈Gn
logRn(θ), (8.19)
where the last inequality holds since 1n log π(Gn) ≤ 0. Now, letting S = {θ : h(θ) ≤ κ}, where
κ > h (Θ) is large as desired,
sup
θ∈Gn
1
n
logRn(θ) ≤ sup
θ∈Θ
1
n
logRn(θ) = sup
θ∈S∪Sc
1
n
logRn(θ)
≤ max
{
sup
θ∈S
1
n
logRn(θ), sup
θ∈Sc
1
n
logRn(θ)
}
. (8.20)
From (8.17) it is clear that h(θ) is continuous in θ and that h(θ) → ∞ as ‖θ‖ → ∞. In other words,
h(θ) is a continuous coercive function. Hence, S is a compact set (see, for example, Lange (2010)).
Hence it easily follows that (see Chatterjee and Bhattacharya (2020)), that
sup
θ∈S
1
n
logRn(θ)→ sup
θ∈S
− h(θ) = −h (S) , almost surely, as n→∞. (8.21)
We now show that
sup
θ∈Sc
1
n
logRn(θ) ≤ −h (Θ) almost surely, as n→∞. (8.22)
First note that if sup
θ∈Sc
1
n logRn(θ) > −h (Θ) infinitely often, then 1n logRn(θ) > −h (Θ) for some
θ ∈ Sc infinitely often. But 1n logRn(θ) > −h (Θ) if and only if 1n logRn(θ) + h(θ) > h(θ) −
h (Θ) , for θ ∈ Sc. Hence, if we can show that
P
(∣∣∣∣ 1n logRn(θ) + h(θ)
∣∣∣∣ > κ− h (Θ) , for θ ∈ Sc infinitely often) = 0, (8.23)
then (8.22) will be proved. We use the Borel-Cantelli lemma to prove (8.23). In other words, we prove
that
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Theorem 25 Under (B5), (8.3) and (8.4),
∞∑
n=1
∫
Sc
P
(∣∣∣∣ 1n logRn(θ) + h(θ)
∣∣∣∣ > κ− h (Θ)) dπ(θ) <∞. (8.24)
The proof of Theorem 25 heavily uses (8.9), which is ensured by (B5), (8.3) and (8.4). Since h(θ) is
continuous, (S7) holds trivially.
We provide detailed verification of the seven assumptions of Shalizi in the supplement, which leads
to the following result:
Theorem 26 Under assumptions (B1) – (B6), the non-marginal multiple testing procedure for testing
(8.5) is consistent.
Needless to mention, all the results on error convergence of the non-marginal method also continue to
hold for this setup under (B1) – (B6), thanks to verification of Shalizi’s conditions.
8.4 Remark on identifiability of our model and posterior consistency
Note that we have modeled β in terms of γ and η˜. But from the likelihood it is evident that although β
is identifiable, γ and η˜ are not. But this is not an issue since our interest is in the posterior of β, not of γ
or η˜. Indeed, Theorem 3 of Shalizi guarantees that the posterior of the set {θ : h(θ) ≤ h(Θ) + ε} tends
to 1 as n→∞, for any ε > 0. We show in the supplement that h(Θ) = 0 in our case. Since h(θ0) = 0,
where θ0 is the true parameter which includes β0 and lies in {θ : h(θ) < ε} for any ε > 0, it follows
that the posterior of β is consistent.
9 Summary and conclusion
In this article, we have investigated asymptotic properties of the Bayesian non-marginal procedure under
the general dependence structure when the number of hypotheses also tend to infinity with the sample
size. We specifically showed that our method is consistent even in this setup, and that the different
Bayesian versions of the error rates converge to zero exponentially fast, and that the expectations of
the Bayesian versions with respect to the data also tend to zero. Since our results hold for any choice
of the groups, it follows that they hold even for singleton groups, that is, for marginal decision rules.
The results associated with α-control also continue to hold in the same spirit as the finite-dimensional
setup developed in Chandra and Bhattacharya (2020). Interestingly, provided that Shalizi’s conditions
hold, almost no assumption is required on the growth rate of the number of hypotheses to establish the
results of the multiple testing procedures in high dimensions. Although in several cases, unlike the exact
fixed-dimensional limits established in Chandra and Bhattacharya (2020), the exact high-dimensional
limits associated with the error rates could not be established, exponential convergence to zero in high
dimensions could still be achieved. Moreover, internal consistency of our results, as we make transition
from fixed dimension to high dimensions, are always ensured.
An important objective of this research is to show that the finite-dimensional time-varying variable
selection problem in the autoregressive setup introduced in Chandra and Bhattacharya (2020) admits
extension to the setup where the number of covariates to be selected by our Bayesian non-marginal
procedure, grows with sample size. Indeed, we have shown that under reasonable assumptions, our
asymptotic theories remain valid for this problem for both high-dimensional and ultra high-dimensional
situations. Different priors for the regression coefficients are of course warranted, and we have discussed
the classes of such relevant priors for the two different setups. As much as we are aware of, at least in
the time series context, such high-dimensional multiple hypotheses testing is not hitherto dealt with.
The priors that we introduce, particularly in the ultra high-dimensional context, also do not seem to
have been considered before. These priors, in conjunction with the equipartition property, help control
sparsity of the model quite precisely. As such, these ideas seem to be of independent interest for general
high-dimensional asymptotics.
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Supplementary Material
S-10 Proof of Theorem 4
Proof. From conditions (4.2) and (4.3), it follows that there exists n1 such that for all n > n1
βn > β − δ, (S-10.1)
βn < 1− δ, such that (S-10.2)
β − δ > 0 and 1− β¯ > δ, for some δ > 0. It follows using this, (4.7) and (4.9), that for n > n1,
mn∑
i:d(mn)∈Dci,mn
dtiwin(d
t(mn))−
mn∑
i:d(mn)∈Dci,mn
diwin(d(mn)) (S-10.3)
>
(
1− e−n(J−ǫ)
) ∑
i:d(mn)∈Dci,mn
dti − e−n(J−ǫ)
∑
i:d(mn)∈Dci,mn
di, and
βn
 mn∑
i:d∈Dci,mn
dti −
mn∑
i:d(mn)∈Dci,mn
di
 < (1− δ) mn∑
i:d∈Dci,mn
dti − (β − δ)
mn∑
i:d(mn)∈Dci,mn
di. (S-10.4)
Now n1 can be appropriately chosen such that e
−n(J−ǫ) < min{δ, β−δ}. Hence, for n > max{n0, n1},
mn∑
i:d∈Dci,mn
dtiwin(d
t(mn))−
mn∑
i:d(mn)∈Dci,mn
diwin(d(mn)) > βn
 mn∑
i:d(mn)∈Dci,mn
dti −
mn∑
i:d(mn)∈Dci,mn
di
 ,
for all d(mn) 6= dt(mn), almost surely;
⇒
mn∑
i=1
dti(win(d
t(mn))− βn) >
mn∑
i=1
di(win(d(mn))− βn), for all d(mn) 6= dt(mn), almost surely;
⇒ lim
n→∞ δNM(d
t(mn)|Xn) = 1, almost surely.
Hence, (4.11) holds, and by the dominated convergence theorem, (4.12) also follows.
S-11 Proof of Theorem 7
Proof.
∑
d(mn)6=0
∑mn
i=1 di(1− win(d(mn)))∑mn
i=1 di
δNM (d(mn)|Xn)
=
∑mn
i=1 d
t
i(1− win(dt(mn)))∑mn
i=1 d
t
i
δNM
(
dt(mn)|Xn
)
+
∑
d(mn)6=dt(mn)6=0
∑mn
i=1 di(1− win(d(mn)))∑mn
i=1 di
δNM (d(mn)|Xn) .
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Following Theorem 4, it holds, almost surely, that there exists N ≥ 1 such that for all n > N ,
δNM (d(mn)|Xn) = 0 for all d(mn) 6= dt(mn). Therefore, for n > N ,∑
d(mn)6=0
∑mn
i=1 di(1− win(d(mn)))∑mn
i=1 di
δNM (d(mn)|Xn)
=
∑mn
i=1 d
t
i(1− win(dt(mn)))∑mn
i=1 d
t
i
δNM
(
dt(mn)|Xn
)
≤
∑mn
i=1 d
t
ie
−n(J−ǫ)∑mn
i=1 d
t
i
=e−n(J−ǫ).
Thus, (5.1) is established. Using (4.10) and Corollary 5, (5.2) follows in the same way.
S-11.1 Proof of Theorem 9
Proof. Note that
mpBFDR
= EXn
 ∑
d(mn)∈Dmn
∑mn
i=1 di(1− wi(d(mn)))∑mn
i=1 di
δβ(d(mn)|Xn)
∣∣∣∣δNM(d(mn) = 0|Xn) = 0

=EXn
 ∑
d(mn)∈Dmn
∑mn
i=1 di(1− wi(d(mn)))∑mn
i=1 di
δNM(d(mn)|Xn)
∣∣∣∣δNM(d(mn) = 0|Xn) = 0

=EXn
 ∑
d(mn)∈Dmn
∑mn
i=1 di(1− wi(d(mn)))∑mn
i=1 di
I
(
mn∑
i=1
di > 0
)
δNM(d(mn)|Xn)
 1
PXn [δNM(d(mn) = 0|Xn) = 0]
=EXn
 ∑
d(mn)∈Dmn\{0}
∑mn
i=1 di(1− wi(d(mn)))∑mn
i=1 di
δNM(d(mn)|Xn)
 1
PXn [δNM(d(mn) = 0|Xn) = 0]
.
From Theorem 7,mFDRXn → 0, as n→∞. Also we have
0 ≤
∑
d(mn)∈Dmn\{0}
∑mn
i=1 di(1− wi(d(mn)))∑mn
i=1 di
δNM(d(mn)|Xn) ≤ mFDRXn ≤ 1.
Therefore by the dominated convergence theorem, EXn
[∑
d(mn)∈Dmn\{0}
∑m
i=1 di(1−wi(d(mn)))∑mn
i=1 di
δNM(d(mn)|Xn)
]
→
0, as n→∞. From (A2) we have dt(mn) 6= 0 and from Theorem 4 we haveEXn [δNM(dt(mn)|Xn)]→
1. Thus PXn [δNM(d(mn) = 0|Xn) = 0]→ 1, as n→∞. This proves the result.
It can be similarly shown that pBFDR→ 0, as n→∞.
S-12 Proof of Theorem 10
Proof. The proof follows in the same way as that of Theorem 7, using ((A2)) in addition.
S-12.1 Proof of Theorem 12
Proof. The proof follows in the same way as that of Theorem 9, using ((A2)) in addition.
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S-12.2 Proof of Theorem 13
Proof. Theorem 3.4 of Chandra and Bhattacharya (2019) shows that mpBFDR is non-increasing in
β. Hence, for every n > 1, the maximum error that can be incurred is at β = 0 where we actually
maximize
∑mn
i=1 diwin(d(mn)). Let
dˆ(mn) = argmax
d(mn)∈Dmn
mn∑
i=1
diwin(d(mn)) = argmax
d(mn)∈Dmn
[
m1n∑
i=1
diwin(d(mn)) +
mn∑
i=m1n+1
diwin(d(mn))
]
Since the groups in {Gi,mn : i = 1, . . . ,m1n} have no overlap with those in {Gi,mn : i = m1n +
1, . . . ,mn},
∑m1n
i=1 diwin(d(mn)) and
∑mn
i=m1n+1
diwin(d(mn)) can be maximized separately.
Let us define the following notations:
Qd(mn) =
{
i ∈ {1, . . . ,mn} : all elements of dGi,mn are correct
}
;
Qm1n
d(mn)
= Qd(mn) ∩ {1, 2, . . . ,m1n}, Qm1ncd(mn) = {1, 2, · · · ,m1n} \Q
m1n
d(mn)
.
Now,
m1n∑
i=1
diwin(d(mn))−
m1n∑
i=1
dtiwin(d
t(mn))
=
 ∑
i∈Qm1n
d(mn)
diwin(d(mn))−
∑
i∈Qm1n
d(mn)
dtiwin(d
t(mn))
 +
 ∑
i∈Qm1nc
d(mn)
diwin(d(mn))−
∑
i∈Qm1nc
d(mn)
dtiwin(d
t(mn))

=
∑
i∈Qm1nc
d(mn)
diwin(d(mn))−
∑
i∈Qm1nc
d(mn)
dtiwin(d
t(mn)),
since for any d(mn),
∑
i∈Qm1n
d(mn)
diwin(d(mn)) =
∑
i∈Qm1n
d(mn)
dtiwin(d
t(mn)) by definition ofQ
m1n
d(mn)
.
Note that
∑
i∈Qm1nc
d(mn)
dtiwin(d
t(mn)) can not be zero as it contradicts (B) that {Gi,mn : i = 1, . . . ,m1n}
have at least one false null hypothesis.
Now, from (4.7) and (4.9), we obtain for n ≥ n0(ǫ),∑
i∈Qm1nc
d(mn)
diwin(d(mn))−
∑
i∈Qm1nc
d(mn)
dtiwin(d
t(mn))
< e−n(J−ǫ)
∑
i∈Qm1nc
d(mn)
(
di + d
t
i
)− ∑
i∈Qm1nc
d(mn)
dti
< 2m1ne
−n(J−ǫ) −
∑
i∈Qm1nc
d(mn)
dti. (S-12.1)
By our assumption (7.3), mne
−n(J−ǫ) → 0 as n → ∞, so that m1ne−n(J−ǫ) → 0 as n → ∞. Also,∑
i∈Qm1nc
d(mn)
dti > 0. Hence, (S-12.1) is negative for sufficient;y large n. In other words, d
t(mn) maxi-
mizes
∑m1n
i=1 diwin(d(mn)) for sufficiently large n.
Let us now consider the term
∑mn
i=m1n+1
diwin(d(mn)). Note that
∑mn
i=m1n+1
dtiwin(d
t(mn)) = 0
by (B). For any finite n,
∑mn
i=m1n+1
diwin(d(mn)) is maximized for some decision configuration d˜(mn)
where d˜i = 1 for at least one i ∈ {m1n + 1, . . . ,mn}. In that case,
dˆ
t
(mn) = (d
t
1, . . . , d
t
m1n , d˜m1n+1, d˜m1n+2, . . . , d˜mn),
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so that for sufficiently large n,∑mn
i=1 dˆi(1− win(dˆ(mn)))∑mn
i=1 dˆi
≥ 1−
∑m1n
i=1 d
t
iwin(d
t(mn)) + (mn −m1n)e−n(J−ǫ)∑mn
i=1 d
t
i + 1
=
1 +
∑m1n
i=1 d
t
i
(
1− win(dt)
)∑mn
i=1 d
t
i + 1
− (mn −m1n)e
−n(J−ǫ)∑mn
i=1 d
t
i + 1
. (S-12.2)
Now note that
0 <
∑m1n
i=1 d
t
i
(
1− win(dt)
)
mn
< e−n(J−ǫ)
∑m1n
i=1 d
t
i
mn
<
m1n
mn
e−n(J−ǫ). (S-12.3)
Since the right most side of (S-12.3) tends to zero as n→∞ due to (7.1), it follows that
∑m1n
i=1 d
t
i(1−win(dt))
mn
→
0 as n → ∞. Hence, dividing the numerators and denominators of the right hand side of (S-12.2) by
mn and taking limit as n→∞ shows that
lim
n→∞
∑mn
i=1 dˆi(1− win(dˆ(mn)))∑mn
i=1 dˆi
≥ 0. (S-12.4)
almost surely, for all data sequences. Boundedness of
∑mn
i=1 di(1−win(d(mn)))∑mn
i=1 di
for all d(mn) and Xn
ensures uniform integrability, which, in conjunction with the simple observation that for β = 0,
P (δNM(d(mn) = 0|Xn) = 0) = 1
for all n ≥ 1, guarantees that under (B), lim
n→∞mpBFDR ≥ 0.
Now, if Gm1n+1, . . . , Gmn are all disjoint, each consisting of only one true null hypothesis, then∑mn
i=m1n+1
diwin(d(mn)) will be maximized by d˜(mn) where d˜i = 1 for all i ∈ {m1n + 1, . . . ,mn}.
Since dti; i = 1, . . . ,m1n maximizes
∑m1n
i=1 diwin(d(mn)) for large n, it follows that dˆ(mn) =
(dt1, . . . , d
t
m1n , 1, 1, . . . , 1) is the maximizer of
∑mn
i=1 diwin(d(mn)) for large n. In this case,∑mn
i=1 dˆi(1− win(dˆ(mn)))∑mn
i=1 dˆi
= 1−
∑m1n
i=1 d
t
iwin(d
t(mn)) +
∑mn
i=m1n+1
win(1)∑mn
i=1 d
t
i +mn −m1n
. (S-12.5)
Now, for large enough n,(
1− e−n(J−ǫ)
) ∑m1n
i=1 d
t
i
mn
<
∑m1n
i=1 d
t
iwin(d
t(mn))
mn
<
∑m1n
i=1 d
t
i
mn
. (S-12.6)
Since due to (7.2),
∑m1n
i=1 d
t
i
mn
→ p, as n→∞, it follows from (S-12.6) that∑m1n
i=1 d
t
iwin(d
t(mn))
mn
→ p, as n→∞. (S-12.7)
Also, since for large enough n,
0 <
∑mn
i=m1n+1
win(1)
mn
<
(mn −m1n)
mn
e−n(J−ǫ),
it follows using (7.1) that ∑mn
i=m1n+1
win(1)
mn
→ 0, as n→∞. (S-12.8)
Hence, dividing the numerator and denominator in the ratio on the right hand side of (S-12.5) by mn
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and using the limits (S-12.7), (S-12.8) and (7.1) as n→∞, yields
lim
n→∞
∑mn
i=1 dˆi(1− win(dˆ(mn)))∑mn
i=1 dˆi
=
1− q
1 + p− q . (S-12.9)
Hence, in this case, the maximummpBFDR (that can be incurred at β = 0) for n→∞ is given by
lim
n→∞mpBFDRβ=0 =
1− q
1 + p− q .
Note that this is also the maximum asymptotic mpBFDR that can be incurred among all possible
configurations of Gm1n+1, . . . , Gmn . Hence, for any arbitrary configuration of groups, the maximum
asymptotic mpBFDR that can be incurred lies in the interval
(
0, 1−q1+p−q
)
.
S-12.3 Proof of Theorem 17
Proof. Using the facts that mpBFDR is continuous and decreasing in β (Chandra and Bhattacharya
(2019)) and that mpBFDR tends to 0 (Theorem 9), the proof follows in the same way as that of
Theorem 8 of Chandra and Bhattacharya (2020).
S-12.4 Proof of Theorem 19
Proof. From Chandra and Bhattacharya (2019) it is known thatmpBFDR and pBFDR are continuous
and non-increasing in β. If dˆ(mn) denotes the optimal decision configuration with respect to the additive
loss function, dˆi = 1 for all i, for β = 0. Thus, assuming without loss of generality that the first m0n
null hypotheses are true,∑mn
i=1 dˆi(1− vin)∑mn
i=1 dˆi
= 1−
∑m0n
i=1 vin +
∑mn
i=m0n+1
vin
mn
. (S-12.10)
Now, 0 <
∑m0n
i=1 vin
mn
<
(
1− m0nmn
)
e−n(J−ǫ), so that
∑m0n
i=1 vin
mn
→ 0 as n→∞. Also, (1− e−n(J−ǫ)) (1− m0nmn ) <∑mn
i=m0n+1
vin
mn
< 1− m0nmn , so that
∑mn
i=m0n+1
vin
mn
→ p0, as n→∞. Hence, taking limits on both sides of
(S-12.10), we obtain
lim
n→∞
∑mn
i=1 dˆi(1− vin)∑mn
i=1 dˆi
= p0.
The remaining part of the proof follows in the same way as that of Theorem 17.
S-12.5 Proof of Theorem 20
Proof. The proof follows in the same way as that of Theorem 10 of Chandra and Bhattacharya (2020)
using the facts mpBFDRβ > pBFDRβ for any multiple testing procedure, lim
n→∞ pBFDRβ=0 = p0
(due to Theorem 19), and that mpBFDR is continuous and non-increasing in β and tends to zero as
n→∞.
S-12.6 Proof of Theorem 21
Proof. Note that by Theorem 17, there exists a sequence {βn} such that limn→∞mpBFDRβn = α,
where α ∈
(
0, 1−q1+p−q
)
. Let ˆd(mn) be the optimal decision configuration associated with the sequence
{βn}. The proofs of Theorem 13 and 17 show that dˆin = dti for i = 1, · · · ,m1n and
∑mn
i=m1n+1
dˆin > 0.
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Hence, using (4.8) we obtain∑mn
i=1(1− dˆin)vin∑mn
i=1(1− dˆin)
≤
∑mn
i=1(1− dti)vin∑mn
i=1(1− dˆin)
< e−n(J−ǫ) ×
∑mn
i=1(1− dti))∑mn
i=1(1− dˆin)
(S-12.11)
⇒ 1
n
log (FNRXn) < −J + ǫ+
1
n
log
[
mn∑
i=1
(1− dti)
]
− 1
n
log
[
mn∑
i=1
(1− dˆin)
]
. (S-12.12)
Now,
0 ≤ 1
n
log
[
mn∑
i=1
(1− dti)
]
≤ logmn
n
;
0 ≤ 1
n
log
[
mn∑
i=1
(1− dˆin)
]
≤ logmn
n
.
Since logmnn → 0, as n→∞,
lim
n→∞
1
n
log
[
m∑
i=1
(1− dti)
]
= 0, and (S-12.13)
lim
n→∞
1
n
log
[
m∑
i=1
(1− dˆin)
]
= 0. (S-12.14)
As ǫ is any arbitrary positive quantity we have from (S-12.12), (S-12.13) and (S-12.14) that
lim sup
n→∞
1
n
log (FNRXn) ≤ −J.
S-13 Verification of (S1)-(S7) in AR(1) model with time-varying covari-
ates and proofs of the relevant theorems
All the probabilities and expectations below are with respect to the true model P .
S-13.1 Verification of (S1)
We obtain
− logRn(θ) = n log
(
σ
σ0
)
+
(
1
2σ2
− 1
2σ20
) n∑
t=1
x2t +
(
ρ2
2σ2
− ρ
2
0
2σ20
) n∑
t=1
x2t−1
+
1
2σ2
β′m
(
n∑
t=1
zmtz
′
mt
)
βm −
1
2σ20
β′m0
(
n∑
t=1
zmtz
′
mt
)
βm0
−
(
ρ
σ2
− ρ0
σ20
) n∑
t=1
xtxt−1 −
(
βm
σ2
− βm0
σ20
)′ n∑
t=1
zmtxt
+
(
ρβm
σ2
− ρ0β0
σ20
)′ n∑
t=1
zmtxt−1. (S-13.1)
It is easily seen that − logRn(θ) is continuous inXn and θ. Hence, Rn(θ) is Fn × T measurable.
In other words, (S1) holds.
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S-13.2 Proof of Lemma 23
It is easy to see that under the true model P ,
E(xt) =
t∑
k=1
ρt−k0 z
′
mkβm0; (S-13.2)
E(xt+hxt) ∼ σ
2
0ρ
h
0
1− ρ20
+ E(xt+h)E(xt); h ≥ 0, (S-13.3)
where for any two sequences {at}∞t=1 and {bt}∞t=1, at ∼ bt stands for at/bt → 1 as t→∞. Hence,
E(x2t ) ∼
σ20
1− ρ20
+
(
t∑
k=1
ρt−k0 z
′
mkβm0
)2
. (S-13.4)
Now let
̺t =
t∑
k=1
ρt−k0 z
′
mkβm0 (S-13.5)
and for t > t0,
˜̺t =
t∑
k=t−t0
ρt−k0 z
′
mkβm0, (S-13.6)
where, for any ε > 0, t0 is so large that
C |ρ0|t0+1
(1− |ρ0|t0)
≤ ε. (S-13.7)
It follows, using (8.9) and (S-13.7), that for t > t0,
|̺t − ˜̺t| ≤
t−t0−1∑
k=1
|ρ0|t−k
∣∣z′mkβm0∣∣ ≤ C|ρ0|t0+1(1− |ρ0|t−t0+1)1− |ρ0| ≤ ε. (S-13.8)
Hence, for t > t0,
˜̺t − ε ≤ ̺t ≤ ˜̺t + ε. (S-13.9)
Now,∑n
t=1 ˜̺t
n
= ρt00
(∑n
t=1 zmt
n
)′
βm0 + ρ
t0−1
0
(∑n
t=2 zmt
n
)′
βm0 + ρ
t0−2
0
(∑n
t=3 zmt
n
)′
βm0 + · · ·
· · ·+ ρ0
(∑n
t=t0
zmt
n
)′
βm0 +
(∑n
t=t0+1
zmt
n
)′
βm0
→ 0, as n→∞, by virtue of (B4) (8.6). (S-13.10)
Similarly, it is easily seen, using (B4), that∑n
t=1 ˜̺
2
t
n
→
(
1− ρ2(2t0+1)0
1− ρ20
)
c(β0), as n→∞. (S-13.11)
Since (S-13.8) implies that for t > t0, ˜̺
2
t + ε
2 − 2ε ˜̺t ≤ ̺2t ≤ ˜̺2t + ε2 + 2ε ˜̺t, it follows that
lim
n→∞
∑n
t=1 ̺
2
t
n
= lim
n→∞
∑n
t=1 ˜̺
2
t
n
+ ε2 =
(
1− ρ2(2t0+1)0
1− ρ20
)
c(β0) + ε
2, (S-13.12)
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and since ǫ > 0 is arbitrary, it follows that
lim
n→∞
∑n
t=1 ̺
2
t
n
=
c(β0)
1− ρ20
. (S-13.13)
Hence, it also follows from (S-13.2), (S-13.4), (B4) and (S-13.13), that∑n
t=1E(x
2
t )
n
→ σ
2
0
1− ρ20
+
c(β0)
1− ρ20
, as n→∞ (S-13.14)
and ∑n
t=1E(x
2
t−1)
n
→ σ
2
0
1− ρ20
+
c(β0)
1− ρ20
, as n→∞. (S-13.15)
Now note that
xtxt−1 = ρ0x2t−1 + z
′
mtβ0xt−1 + ǫtxt−1. (S-13.16)
Using (8.10), (S-13.9) and arbitrariness of ε > 0 it is again easy to see that∑n
t=1 z
′
mtβm0E(xt−1)
n
→ 0, as n→∞. (S-13.17)
Also, since for t = 1, 2, . . . , E(ǫtxt−1) = E(ǫt)E(xt−1) by independence, and since E(ǫt) = 0 for
t = 1, 2, . . ., it holds that ∑n
t=1E (ǫtxt−1)
n
= 0, for all n = 1, 2, . . . . (S-13.18)
Combining (S-13.16), (S-13.15), (S-13.17) and (S-13.18) we obtain∑n
t=1E (xtxt−1)
n
→ ρ0σ
2
0
1− ρ20
+
ρ0c(β0)
1− ρ20
. (S-13.19)
Using (B4) (8.9) and arbitrariness of ε > 0, it follows that
h(θ) = lim
n→∞
1
n
E [− logRn(θ)] = log
(
σ
σ0
)
+
(
1
2σ2
− 1
2σ20
)(
σ20
1− ρ20
+
c(β0)
1− ρ20
)
+
(
ρ2
2σ2
− ρ
2
0
2σ20
)(
σ20
1− ρ20
+
c(β0)
1− ρ20
)
+
c(β)
2σ2
− c(β0)
2σ20
−
(
ρ
σ2
− ρ0
σ20
)(
ρ0σ
2
0
1− ρ20
+
ρ0c(β0)
1− ρ20
)
−
(
c10(β,β0)
σ2
− c(β0)
σ20
)
.
In other words, (S2) holds, with h(θ) given by (8.17).
S-13.3 Proof of Theorem 24
Note that
xt =
t∑
k=1
ρt−k0 z
′
mkβm0 +
t∑
k=1
ρt−k0 ǫk, (S-13.20)
where ǫ˜t =
∑t
k=1 ρ
t−k
0 ǫk is an asymptotically stationary Gaussian process with mean zero and covari-
ance
cov(ǫ˜t+h, ǫ˜t) ∼ σ
2
0ρ
h
0
1− ρ20
, where h ≥ 0. (S-13.21)
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Then ∑n
t=1 x
2
t
n
=
∑n
t=1 ̺
2
t
n
+
∑n
t=1 ǫ˜
2
t
n
+
2
∑n
t=1 ǫ˜t̺t
n
. (S-13.22)
By (S-13.13), the first term of the right hand side of (S-13.22) converges to
c(β0)
1−ρ20
, as n→∞, and since
ǫ˜t; t = 1, 2, . . . is also an irreducible and aperiodic Markov chain, by the ergodic theorem it follows that
the second term of (S-13.22) converges to σ20/(1− ρ20) almost surely, as n→∞. For the third term, we
observe that
|z′kβ0 − z′mkβm0| < δ, (S-13.23)
for n > n0, where n0, depending upon δ (> 0), is sufficiently large. Recalling from (B5) that ˆ̺t =∑t
k=1 ρ
t−k
0 z
′
kβ0, we then see that for t > n0,
|̺t − ˆ̺t| < δ
1− |ρ0| < ε, (S-13.24)
for δ < (1− |ρ0|)ε. From (S-13.24) it follows that
lim
n→∞
2
∑n
t=1 ǫ˜t̺t
n
= lim
n→∞
2
∑n
t=n0+1
ǫ˜t ˆ̺t
n− n0 (S-13.25)
Since by (B5) the limit of ˆ̺t exists as t → ∞, it follows that ǫ˜t ˆ̺t is still an irreducible and aperi-
odic Markov chain with asymptotically stationary zero-mean Gaussian process. Hence, by the ergodic
theorem, the third term of (S-13.22) converges to zero, almost surely, as n→∞. It follows that∑n
t=1 x
2
t
n
→ σ
2
0
1− ρ20
+
c(β0)
1− ρ20
, (S-13.26)
and similarly, ∑n
t=1 x
2
t−1
n
→ σ
2
0
1− ρ20
+
c(β0)
1− ρ20
. (S-13.27)
Now, since xt = ̺t + ǫ˜t, it follows using (B2) (orthogonality) and (S-13.9) that for β˜m = βm or
β˜m = βm0,
lim
n→∞
∑n
t=1 β˜
′
mzmtxt
n
= lim
n→∞
∑n
t=1 β˜
′
mzmtz
′
mtβm0
n
+ lim
n→∞
∑n
t=1 β˜
′
mzmtǫ˜t
n
. (S-13.28)
By (B4), the first term on the right hand side of (S-13.28) is c˜(β,β0), where c˜(β,β0) is c(β0) or
c10(β,β0) accordingly as β˜m isβm0 orβm. For the second term, due to (S-13.23), limn→∞
∑n
t=1 β˜
′
mzmt ǫ˜t
n =
lim
n→∞
∑n
t=1 β˜
′
zt ǫ˜t
n , where β˜ is either β or β0. By (B5) the limit of β˜
′
zt exists as t→∞, and hence β˜′ztǫ˜t
remains an irreducible, aperiodic Markov chain with zero mean Gaussian stationary distribution. Hence,
by the ergodic theorem, it follows that the second term of (S-13.28) is zero, almost surely. In other
words, almost surely, ∑n
t=1 β˜
′
mzmtxt
n
→ c˜(β,β0), as n→∞, (S-13.29)
and similar arguments show that, almost surely,∑n
t=1 β˜
′
mzmtxt−1
n
→ 0, as n→∞. (S-13.30)
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We now calculate the limit of
∑n
t=1 xtxt−1/n, as n→∞. By (S-13.16),
lim
n→∞
∑n
t=1 xtxt−1
n
= lim
n→∞
ρ0
∑n
t=1 x
2
t−1
n
+ lim
n→∞
β′m0
∑n
t=1 zmtxt−1
n
+ lim
n→∞
∑n
t=1 ǫtxt−1
n
.
(S-13.31)
By (S-13.27), the first term on the right hand side of (S-13.31) is given, almost surely, by
ρ0σ20
1−ρ20
+ ρ0c(β0)
1−ρ20
,
and the second term is almost surely zero due to (S-13.30). For the third term, note that ǫtxt−1 =
ǫt̺t−1 + ǫtǫ˜t−1, and hence using (S-13.23), lim
n→∞
∑n
t=1 ǫtxt−1
n = limn→∞
∑n
t=1 ǫt ˆ̺t−1
n + limn→∞
∑n
t=1 ǫtǫ˜t−1
n .
Both ǫt ˆ̺t−1; t = 1, 2, . . . and ǫtǫ˜t−1; t = 1, 2, . . ., are sample paths of irreducible and aperiodic Markov
chains having stationary distributions with mean zero. Hence, by the ergodic theorem, the third term of
(S-13.31) is zero, almost surely. That is,
lim
n→∞
∑n
t=1 xtxt−1
n
=
ρ0σ
2
0
1− ρ20
+
ρ0c(β0)
1− ρ20
. (S-13.32)
The limits (S-13.26), (S-13.27), (S-13.29), (S-13.30), (S-13.32) applied to logRn(θ) given by
(S-13.1), shows that
logRn(θ)
n converges to −h(θ) almost surely as n → ∞. In other words, (S3)
holds.
S-13.4 Verification of (S4)
In the expression for h(θ) given by (8.17), note that c(β) and c10(β,β0) are almost surely finite. Hence,
for any prior on σ and ρ such that they are almost surely finite, (S4) clearly holds. In particular, this
holds for any proper priors on σ and ρ.
S-13.5 Verification of (S5)
S-13.5.1 Verification of (S5) (1)
Since Θ = C′(X ) × R∞ × R × R+, it is easy to see that h(Θ) = 0. Let γm = (γ1, . . . , γm)′,
γ˜m =
∑m
i=1 |γi|, θm = (η˜,γm, ρ, σ), Θm = C′(X )× Rm × R× R+. We now define
Gn =
{
θm ∈ Θm : |ρ| ≤ exp
(
(αn)1/16
)
, γ˜m ≤ exp
(
(αn)1/16
)
,
‖η˜‖ ≤ exp
(
(αn)1/16
)
, ‖η˜′‖ ≤ exp
(
(αn)1/16
)
, exp
(
− (αn)1/16
)
≤ σ ≤ exp
(
(αn)1/16
)}
,
where α > 0.
Since |γi| < L < ∞ for all i, it follows that Gn is increasing in n for n ≥ n0, for some
n0 ≥ 1. To see this, note that if γ˜mn ≤ exp
(
(αn)1/16
)
, then γ˜mn+1 = γ˜mn +
∑mn+1
i=mn+1
|γi| <
exp
(
(α(n+ 1))1/16
)
if
∑mn+1
i=mn+1
|γi| < L(mn+1 −mn) < exp
(
(α(n + 1))1/16
)
− exp
(
(αn)1/16
)
,
which holds by assumption (B7). Since Gn → Θ as n → ∞, there exists n1 such that Gn1 contains θ0.
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Hence, h(Gn) = 0 for all n ≥ n1. In other words, h(Gn)→ h(Θ), as n→∞. Now observe that
π (Gn)
= π
(
γ˜m ≤ exp
(
(αn)1/16
)
, ‖η˜‖ ≤ exp
(
(αn)1/16
)
, ‖η˜′‖ ≤ exp
(
(αn)1/16
)
,
exp
(
− (αn)1/16
)
≤ σ ≤ exp
(
(αn)1/16
))
− π
(
|ρ| > exp
(
(αn)1/16
)
, γ˜m ≤ exp
(
(αn)1/16
)
, ‖η˜‖ ≤ exp
(
(αn)1/16
)
, ‖η˜′‖ ≤ exp
(
(αn)1/16
)
,
exp
(
− (αn)1/16
)
≤ σ ≤ exp
(
(αn)1/16
))
≥ 1− π
(
|ρ| > exp
(
(αn)1/16
))
− π
(
γ˜m > exp
(
(αn)1/16
))
− π
(
‖η˜‖ > exp
(
(αn)1/16
))
− π
(
‖η˜′‖ > exp
(
(αn)1/16
))
− π
({
exp
(
− (αn)1/16
)
≤ σ ≤ exp
(
(αn)1/16
)}c)
≥ 1− (cρ + cγ + cη˜ + cη˜′ + cσ) exp(−αn),
where the last step is due to (B6).
S-13.5.2 Verification of (S5) (2)
First, we note that Gn is compact, which can be proved using Arzela-Ascoli lemma, in almost the same
way as in Chatterjee and Bhattacharya (2020). Since Gn is compact for all n ≥ 1, uniform conver-
gence as required will be proven if we can show that 1n logRn(θ) + h(θ) is stochastically equicon-
tinuous almost surely in θ ∈ G for any G ∈ {Gn : n = 1, 2, . . .} and 1n logRn(θ) + h(θ) → 0,
almost surely, for all θ ∈ G (see Newey (1991) for the general theory of uniform convergence in
compact sets under stochastic equicontinuity). Since we have already verified pointwise convergence
of the above for all θ ∈ Θ while verifying (S3), it remains to prove stochastic equicontinuity of
1
n logRn(·) + h(·). Stochastic equicontinuity usually follows easily if one can prove that the function
concerned is almost surely Lipschitz continuous. In our case, we can first verify Lipschitz continuity of
1
n logRn(θ) by showing that its first partial derivatives with respect to the components of θ are almost
surely bounded. With respect to ρ and σ, the boundedness of the parameters in G, (8.9) and the limit
results (S-13.26), (S-13.27), (S-13.29), (S-13.30) and (S-13.32) readily show boundedness of the par-
tial derivatives. With respect to βm, note that the derivative of
1
2σ2
β′m
(∑n
t=1 zmtz
′
mt
n
)
βm, a relevant
expression of 1n logRn(θ) (see (S-13.1)), is
1
σ2
(∑n
t=1 zmtz
′
mt
n
)
βm, whose Euclidean norm is bounded
above by σ−2‖
(∑n
t=1 zmtz
′
mt
n
)
‖op × ‖βm‖. In our case, ‖
(∑n
t=1 zmtz
′
mt
n
)
‖op ≤ K < ∞ by (B3).
Moreover, σ−2 is bounded in G and ‖βm‖ ≤ ‖η˜‖ ×
√∑m
i=1 γ
2
i , which is also bounded in G. Bound-
edness of the partial derivatives with respect to βm of the other terms of
1
n logRn(θ) involving βm are
easy to observe. In other words, 1n logRn(θ) is stochastically equicontinuous.
To see that h(θ) is equicontinuous, first note that in the expression (8.17), except the terms involving
c(β) and c10(β,β0), the other terms are easily seen to be Lipschitz, using boundedness of the partial
derivatives. Let us now focus on the term
c(β)
2σ2
. For our purpose, let us consider two different sequences
β1m and β2m associated with (γ1, η˜1) and (γ2, η˜2), respectively, such that β
′
1m
(∑n
t=1 zmtz
′
mt
n
)
β1m →
c(β1) and β
′
2m
(∑n
t=1 zmtz
′
mt
n
)
β2m → c(β2). As we have already shown that β′m
(∑n
t=1 zmtz
′
mt
n
)
βm
is Lipschitz in βm, we must have ‖β′1m
(∑n
t=1 zmtz
′
mt
n
)
β1m −β′2m
(∑n
t=1 zmtz
′
mt
n
)
β2m‖ ≤ L‖β1m −
β2m‖ ≤ L‖γ1η˜1 − γ2η˜2‖, for some Lipschitz constant L > 0. Taking the limit of both sides as n→∞
shows that |c(β1)− c(β2)| ≤ L‖γ1η˜1− γ2η˜2‖, proving that c(β)2σ2 is Lipschitz in η = γη˜, when σ is held
fixed. The bounded partial derivative with respect to σ also shows that c(β)
2σ2
is Lipschitz in both η and σ.
Similarly, the term
c10(β,β0)
σ2
in (8.17) is also Lipschitz continuous.
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In other words, 1n logRn(θ)+h(θ) is stochastically equicontinuous almost surely in θ ∈ G. Hence,
the required uniform convergence is satisfied.
S-13.5.3 Verification of (S5) (3)
Continuity of h(θ), compactness of Gn , along with its non-decreasing nature with respect to n implies
that h (Gn)→ h (Θ), as n→∞. Hence, (S5) holds.
S-13.6 Verification of (S6) and proof of Theorem 25
Note that in our case,
1
n
logRn(θ) + h(θ)
=
(
1
2σ2
− 1
2σ20
)(∑n
t=1 x
2
t
n
− σ
2
0
1− ρ20
− c(β0)
1− ρ20
)
+
(
ρ2
2σ2
− ρ
2
0
2σ20
)(∑n
t=1 x
2
t−1
n
− σ
2
0
1− ρ20
− c(β0)
1− ρ20
)
+
1
2σ2
(
β′m
(∑n
t=1 zmtz
′
mt
n
)
βm − c(β)
)
− 1
2σ20
(
β′m0
(∑n
t=1 zmtz
′
mt
n
)
βm0 − c(β0)
)
−
(
ρ
σ2
− ρ0
σ20
)(
ρ0
∑n
t=1 x
2
t−1
n
+
β′m0
∑n
t=1 zmtxt−1
n
− ρ0σ
2
0
1− ρ20
− ρ0c(β0)
1− ρ20
)
−
[(
βm
σ2
− βm0
σ20
)′(∑n
t=1 zmtxt
n
)
− c10(β,β0)
σ2
+
c(β0)
σ20
]
+
(
ρβm
σ2
− ρ0β0
σ20
)′ ∑n
t=1 zmtxt−1
n
+
(
ρ
σ2
− ρ0
σ20
)(∑n
t=1 ǫtxt−1
n
)
. (S-13.33)
Let κ1 = (κ − h (Θ))/7, µn = E(xn) and Σn = V ar(xn); let Σn = CnC ′n be the Cholesky
decomposition. Also let yn ∼ Nn (0n, In), the n-dimensional normal distribution with mean 0n, the
n-dimensional vector with all components zero and variance In, the n-dimensional identity matrix.
Then
P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣∑nt=1 x2tn − σ201− ρ20 − c(β0)1− ρ20
∣∣∣∣ > κ1)
=P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣µn′µn + 2µ′nCnyn + y′nΣnynn − σ201− ρ20 − c(β0)1− ρ20
∣∣∣∣ > κ1)
≤P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣2µ′nCnynn
∣∣∣∣ > κ14
)
+ P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣µ′nµnn − c(β0)1− ρ20
∣∣∣∣ > κ14
)
(S-13.34)
+ P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣y′nΣnynn − tr
(
Σn
n
)∣∣∣∣ > κ14
)
+ P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣tr(Σnn
)
− σ
2
0
1− ρ20
∣∣∣∣ > κ14
)
.
(S-13.35)
To deal with the first term of (S-13.34) first note that 2µ′nCnyn is Lipschitz in yn, with the square
of the Lipschitz constant being 4µ′nΣnµn, which is again bounded above by K1n, for some constant
K1 > 0, due to (8.9). It then follows using the Gaussian concentration inequality (see, for example,
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Giraud (2015)) that
P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣2µ′nCnynn
∣∣∣∣ > κ14
)
= P
(∣∣2µ′nCnyn∣∣ > nκ13
∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣−1
)
≤ 2 exp
(
− nκ
2
1
18K1
∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣−2
)
. (S-13.36)
Now, for large enough n, noting that π (Gcn) ≤ exp(−αn) up to some positive constant, we have∫
Sc
P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣2µ′nCnynn
∣∣∣∣ > κ14
)
dπ(θ)
≤ 2
∫
Sc
exp
(
− nκ
2
1
18K1
∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣−2
)
dπ(θ) (S-13.37)
≤ 2
∫
Gn
exp
(
− nκ
2
1
18K1
∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣−2
)
dπ(θ) + 2
∫
Gcn
exp
(
− nκ
2
1
18K1
∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣−2
)
dπ(θ)
≤ 2
∫ exp(2(αn)1/16)
exp(−2(αn)1/16)
exp
(
− nκ
2
1
18K1
∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣−2
)
π(σ2)dσ2 + 2π (Gcn)
≤ 2
∫ exp(2(αn)1/16)−σ−20
exp(−2(αn)1/16)−σ−20
exp
(−C1κ21Tu−2) (u+ σ−20 )−2π( 1u+ σ−20
)
du+ C˜ exp(−αn),
(S-13.38)
for some positive constants C1 and C˜.
Now, the prior (u + σ−20 )
−2π
(
1
u+σ−20
)
is such that large values of u receive small probabilities.
Hence, if this prior is replaced by an appropriate function which has a thicker tail than the prior, then
the resultant integral provides an upper bound for the first term of (S-13.38). We consider a function π˜(u)
which is of mixture form depending upon n, that is, we let π˜n(u) = c3
∑Mn
r=1 ψ
ζrn
rn exp
(−ψrnu2)u2(ζrn−1)IBn(u),
where Bn =
[
exp
(
−2 (αn)1/16
)
− σ−20 , exp
(
2 (αn)1/16
)
− σ−20
]
, Mn ≤ exp
(
(αn)1/16
)
is the
number of mixture components, c3 > 0, for r = 1, . . . ,Mn,
1
2 < ζrn ≤ c4nq, for 0 < q < 1/16
and n ≥ 1, where c4 > 0, and 0 < ψ1 ≤ ψrn < c5 <∞, for all r and n. In this case,∫ exp(2(αn)1/16)−σ−20
exp(−2(αn)1/16)−σ−20
exp
(−C1κ21nu−2) (u+ σ−20 )−2π( 1u+ σ−20
)
du
≤ c3
Mn∑
r=1
ψζrnrn
∫ exp(2(αn)1/16)−σ−20
exp(−2(αn)1/16)−σ−20
exp
[− (C1κ21nu−2 + ψrnu2)] (u2)ζrn−1 du. (S-13.39)
Now the r-th integrand of (S-13.39) is minimized at u˜2rn =
ζrn−1+
√
(ζrn−1)2+4C1ψrnκ21n
2ψrn
, so that for
sufficiently large n, c1κ1
√
n
ψrn
≤ u˜2rn ≤ c˜1κ1
√
n
ψrn
, for some positive constants c1 and c˜1. Now, for
sufficiently large n, we have u˜
2
rn
log u˜2rn
≥ ζrn−1ψrn(1−c2) , for 0 < c2 < 1. Hence, for sufficiently large n,
C1κ
2
1nu˜
−2
rn + ψrnu˜
2
rn − (ζrn − 1) log
(
u˜2rn
) ≥ c2ψ1u˜2rn ≥ C2κ1√ψrnn for some positive constant C2.
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From these and (S-13.38) it follows that
c3
Mn∑
r=1
ψζrnrn
∫ exp(2(αn)1/16)−σ−20
exp(−2(αn)1/16)−σ−20
exp
[− (C1κ21nu−2 + ψ1u2)] (u2)ζrn−1 du
≤ c3Mn exp
[
−
(
C2κ1
√
nψ1 − 2 (αn)1/16 − c˜5nq
)]
≤ c3 exp
[
−
(
C2κ1
√
n− 3 (αn)1/16 − c˜5nq
)]
. (S-13.40)
for some constant c˜5. Combining (S-13.38), (S-13.39) and (S-13.40) we obtain∫
Sc
P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣2µ′nCnynn
∣∣∣∣ > κ14
)
dπ(θ)
≤ K2 exp
[
−
(
C2κ1
√
n− 3 (αn)1/16 − c˜5nq
)]
+ C˜ exp(−αn). (S-13.41)
For the second term of (S-13.34), since µn is non-random, we can also view this as a set of indepen-
dent realizations from any suitable independent zero mean process with variance
c(β0)
1−ρ20
on a compact set
(due to (8.9)). In that case, by Hoeffding’s inequality (Hoeffding, 1963) we obtain∫
Sc
P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣µ′nµnn − c(β0)1− ρ20
∣∣∣∣ > κ14
)
dπ(θ)
≤ 2
∫ exp(2(αn)1/16)
exp(−2(αn)1/16)
exp
(
−K3κ21n
∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣−2
)
π(σ2)dσ2 + C˜2 exp(−αn)
≤ K3 exp
[
−
(
C3κ1
√
nψ2 − 3 (αn)1/16 − c˜5nq
)]
+ C˜ exp(−αn). (S-13.42)
for some positive constants K3 and C3. The last step follows in the same way as (S-13.41).
We now deal with the first term of (S-13.35). First note that ‖Σn‖2F ≤ K4n, for some K4 > 0,
where ‖Σn‖2F is the Frobenius norm of Σn. Also, any eigenvalue λ of any matrix A = (aij) sat-
isfies |λ − aii| ≤
∑
j 6=i |aij|, by the Gerschgorin’s circle theorem (see, for example, Lange (2010)).
In our case, the rows of Σn are summable and the diagonal elements are bounded for any n. The
maximum row sum is attained by the middle row when n is odd and the two middle rows when n
is even. In other words, the maximum eigenvalue of Σn remains bounded for all n ≥ 1. That is,
sup
n≥1
‖Σn‖op < K5, for some positive constant K5. Now observe that for the integral of the form∫
σ2∈G˜n exp
(
−C5κ21n
∣∣σ−2 − σ−20 ∣∣−1) π(σ2)dσ2, where G˜n ⊆ Gn, we can obtain, using the same tech-
nique pertaining to (S-13.41), that∫
σ2∈G˜n
exp
(
−C5κ21n
∣∣σ−2 − σ−20 ∣∣−1)π(σ2)dσ2
≤ C7 exp
[
−
(
C6κ1
√
n− 3 (αn)1/16 − c˜5nq
)]
, (S-13.43)
for relevant positive constants C6, ψ3 and c˜5. Then by the Hanson-Wright inequality, (S-13.43) and the
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same method for obtaining (S-13.41), we obtain the following bound for the first term of (S-13.35):∫
Sc
P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣y′nΣnynn − tr
(
Σn
n
)∣∣∣∣ > κ14
)
dπ(θ)
≤ Eπ
exp
−K6 min

κ21
9
∣∣∣ 12σ2 − 12σ20 ∣∣∣−2
‖Σnn ‖2F
,
κ1
3
∣∣∣ 12σ2 − 12σ20 ∣∣∣−1
‖Σnn ‖op

 IGn(θ)
+ C˜ exp(−αn)
≤ K7 exp
[
−
(
C8κ1
√
n− 3 (αn)1/16 − c˜5nq
)]
+ C˜ exp(−αn), (S-13.44)
for relevant positive constants K7, C8, ψ4 and c˜5.
Using the same technique involving Hoeffding’s bound for the second term of (S-13.34), it is easy
to see that the second term of (S-13.35) satisfies the following:
P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣tr(Σnn
)
− σ
2
0
1− ρ20
∣∣∣∣ > κ14
)
≤ K˜3 exp
[
−
(
C˜3κ1
√
n− 3 (αn)1/16 − c˜5nq
)]
,
+ C˜ exp(−αn), (S-13.45)
for relevant positive constants K˜3, C˜3, ψ˜2 and c˜5.
Hence, combining (S-13.34), (S-13.35), (S-13.42), (S-13.44) and (S-13.45), we obtain
Eπ
[
P
(∣∣∣∣ 12σ2 − 12σ20
∣∣∣∣ ∣∣∣∣∑nt=1 x2tn − σ201− ρ20 − c(β0)1− ρ20
∣∣∣∣ > κ1) ISc(θ)]
≤ K8 exp
[
−
(
C9κ1
√
n− 3 (αn)1/16 − c˜5nq
)]
+ C˜ exp(−αn), (S-13.46)
for relevant positive constants.
Let us now obtain a bound for Eπ
[
P
(∣∣∣ ρ22σ2 − ρ202σ20 ∣∣∣ ∣∣∣∑st=1 x2t−1s − σ201−ρ20 − c(β0)1−ρ20 ∣∣∣ > κ1) ISc(θ)]. By
the same way as above, we obtain, by first taking the expectation with respect to σ2 ∈ Gn, the following:
Eπ
[
P
(∣∣∣∣ ρ22σ2 − ρ202σ20
∣∣∣∣ ∣∣∣∣∑nt=1 x2t−1n − σ201− ρ20 − c(β0)1− ρ20
∣∣∣∣ > κ1) ISc(θ)]
≤ C10
∫
ρ∈Gn
∫ exp(2(αn)1/16)
exp(−2(αn)1/16)
exp
[
−C11κ21n
(
ρ2
σ2
− ρ
2
0
σ20
)−2]
π(σ2)dσ2π(ρ)dρ+ C˜ exp(−αn)
= C10
∫
ρ∈Gn
ρ2
∫ ρ2 exp(2(αn)1/16)− ρ20
σ20
ρ2 exp(−2(αn)1/16)− ρ
2
0
σ2
0
exp
(−C11κ21nu−2)(u+ ρ20σ20
)−2
π
 ρ2
u+
ρ20
σ20
 duπ(ρ)dρ
+ C˜ exp(−αn), (S-13.47)
for relevant positive constants. Since π
(
σ2 > exp
(
2 (αn)1/16
))
≤ exp(−αn), it is evident that much
the mass of
(
u+
ρ20
σ20
)−2
π
 ρ2
u+
ρ20
σ20
 is concentrated around zero, where the function exp (−C11nu−2)
is small. To give greater weight to the function, we can replace
(
u+
ρ20
σ20
)−2
π
 ρ2
u+
ρ2
0
σ2
0
 with a mix-
ture function of the form π˜ρ2,n(u) = c3
∑Mn
r=1 ρ
2ζrnψζrnrn exp
(−u2ψrnρ2) (u2)(ζrn−1) IBn,ρ2 (u), for
34
positive constants 0 < ψ2 ≤ ψrn < c5 <∞ and 1/2 < ζrn < c4nq. Here
Bn,ρ2 =
[
ρ2 exp
(
−2 (αn)1/16
)
− ρ
2
0
σ20
, ρ2 exp
(
2 (αn)1/16
)
− ρ
2
0
σ20
]
.
As before, 0 < q < 1/16 andMn ≤ exp
(
(αn)1/16
)
. Hence, up to some positive constant,
∫ ρ2 exp(2(αn)1/16)− ρ20
σ2
0
ρ2 exp(−2(αn)1/16)− ρ
2
0
σ2
0
exp
(−C11κ21nu−2)(u+ ρ20σ20
)−2
π
 ρ2
u+
ρ20
σ20
 du
≤
Mn∑
r=1
ρ2ζrnψζrnrn
∫ ρ2 exp(2(αn)1/16)− ρ20
σ2
0
ρ2 exp(−2(αn)1/16)− ρ
2
0
σ20
exp
[− (C11κ21nu−2 + ψrnρ2u2 − (ζrn − 1) log u2)] du.
(S-13.48)
The term within the parenthesis in the exponent of (S-13.48) is minimized at u˜2rn =
ζrn−1+
√
(ζrn−1)2+4ψrnρ2C11κ21n
2ψrnρ2
.
Note that C˜01
κ1
|ρ|
√
n
ψrn
≤ u˜2rn ≤ C˜11 κ1|ρ|
√
n
ψrn
, for large enough n. Hence, for large n, the term within
the parenthesis in the exponent of (S-13.48) exceeds ψrnu˜
2 ≥ C˜02 × |ρ|κ1
√
ψrnn, for C˜02 > 0. Thus,
(S-13.48) is bounded above by a constant times ρ2(1+ζrn) exp
(
−C˜02 × κ1|ρ|
√
ψ6n+ 3 (αn)
1/16 + c˜5n
q
)
.
Combining this with (S-13.47) we see that
Eπ
[
P
(∣∣∣∣ ρ22σ2 − ρ202σ20
∣∣∣∣ ∣∣∣∣∑nt=1 x2t−1n − σ201− ρ20 − c(β0)1− ρ20
∣∣∣∣ > κ1) ISc(θ)]
≤
∫
ρ∈Gn
ρ2(2+ζrn) exp
[
−
(
C˜02 × κ1|ρ|
√
ψ6n− 3 (αn)1/4 − c˜5nq
)]
π(ρ)dρ + C˜ exp(−αn)
=
∫ exp((αn)1/16)
exp(−(αn)1/16)
exp
[
−
(
C˜02 × κ1u−1
√
ψ6n+ 2(2 + ζrn) log u− 3 (αn)1/16 − c˜5nq
)]
π1(u)du
+ C˜ exp(−αn), (S-13.49)
where π1(u)du is the appropriate modification of π(ρ)dρ in view of the transformation |ρ| 7→ u−1.
Replacing π1(u) with a mixture function of the form π˜n(u) = c3
∑Mn
r=1 ψ
ζ˜rn
rn exp (−uψrn) u(ζ˜rn−1),
for positive constants 0 < ψ2 ≤ ψrn < c˜5 < ∞ and 0 < ζrn < c4nq, with 0 < q < 1/16, and
Mn ≤ exp
(
(αn)1/16
)
, and applying the same techniques as before, we see from (S-13.49) that
Eπ
[
P
(∣∣∣∣ ρ22σ2 − ρ202σ20
∣∣∣∣ ∣∣∣∣∑nt=1 x2t−1n − σ201− ρ20 − c(β0)1− ρ20
∣∣∣∣ > κ1) ISc(θ)]
≤ C14 exp
(
3 (αn)1/4 + c˜5n
q
)
×
Mn∑
t=1
ψζ˜rnrn
∫ exp((αn)1/4)
exp(−(αn)1/4)
exp
[
−
(
C˜02 × κ1u−1
√
ψ6n+ uψrn − (ζ˜rn − 2ζrn − 5) log u
)]
du
+ C˜ exp(−αn)
≤ C14 exp
[
−
(
C15
√
κ1n
1/4 − 4 (αn)1/16 − 2nq log c˜5
)]
+ C˜ exp(−αn), (S-13.50)
for relevant positive constants.
Let us now deal with 12σ2
(
β′m
(∑n
t=1 zmtz
′
mt
n
)
βm − c(β)
)
= 12σ2
(∑n
t=1(z
′
mtβm)
2
n − c(β)
)
. Now,
again we assume as before that z′mtβm; t = 1, 2, . . . , n is a realization from some independent zero-
35
mean process with variance c(β). Note that |z′mtβm| ≤
∑m
i=1 |zit||βi| =
∑m
i=1 |zit||γi||η˜i| ≤ sup
t≥1
‖zt‖‖η˜‖
∑m
i=1 |γi|.
By (B1), sup
t≥1
‖zt‖ < ∞. Let γ˜m =
∑m
i=1 |γi|. Then using Hoeffding’s inequality in conjunction with
(8.9), we obtain
P
(
1
2σ2
∣∣∣∣∑nt=1(z′mtβm)2n − c(β)
∣∣∣∣ > κ1) < 2 exp(− nκ21σ4C2γ˜4m‖η˜‖4
)
. (S-13.51)
Then, first integrating with respect to u = σ−2, then integrating with respect to v = ‖η˜‖ and finally with
respect tow = γ˜m, in each case using the gammamixture form π˜n(x) = c3
∑Mn
r=1 ψ
ζ˜rn
rn exp (−xψrn)x(ζ˜rn−1),
for positive constants 0 < ψ2 ≤ ψrn < c˜5 < ∞ and 0 < ζrn < c4nq, with 0 < q < 1/16, and
Mn ≤ exp
(
(αn)1/16
)
, we find that
Eπ
[
P
(
1
2σ2
∣∣∣∣∑nt=1(z′mtβm)2n − c(β)
∣∣∣∣ > κ1) ISc(θ)]
≤ K9 exp
[
−
(
C16κ
1/4
1 (nψ7)
1/8 − C17 (αn)1/16 − c˜5nq
)]
+ C˜ exp(−αn), (S-13.52)
for relevant positive constants. It is also easy to see using Hoeffding’s inequality using (8.9) that
Eπ
[
P
(
1
2σ20
∣∣∣∣∑nt=1(z′mtβm0)2n − c(β0)
∣∣∣∣ > κ1) ISc(θ)] ≤ K˜9 exp [−(C˜16κ21n)] , (S-13.53)
for relevant constants.
We next consider P
(∣∣∣ ρσ2 − ρ0σ20 ∣∣∣ ∣∣∣ρ0 ∑nt=1 x2t−1n + β′m0 ∑nt=1 zmtxt−1n − ρ0σ201−ρ20 − ρ0c(β0)1−ρ20 ∣∣∣ > κ1). Note
that
P
(∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣ ∣∣∣∣ρ0∑nt=1 x2t−1n + β′m0
∑n
t=1 zmtxt−1
n
− ρ0σ
2
0
1− ρ20
− ρ0c(β0)
1− ρ20
∣∣∣∣ > κ1)
≤ P
(∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣ ∣∣∣∣∑nt=1 x2t−1n − σ201− ρ20 − c(β0)1− ρ20
∣∣∣∣ > κ12ρ0
)
(S-13.54)
+ P
(∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣ ∣∣∣∣β′m0∑nt=1 zmtxt−1n
∣∣∣∣ > κ12
)
. (S-13.55)
Note that the expectation of (S-13.54) admits the same upper bound as (S-13.50). To deal with (S-13.55)
we let x˜t = (z
′
tβ0)xt−1 and x˜n = (x˜1, . . . , x˜n)′. Then x˜n ∼ Nn
(
µ˜n, Σ˜n
)
, where µ˜n and Σ˜n =
C˜nC˜
′
n are appropriate modifications of µn and Σn = CnC
′
n associated with (S-13.36). Note that
x˜n = µ˜n + C˜nyn, where yn ∼ Nn (0n, In). Using (8.9) we obtain the same form of the bound for
(S-13.55) as (S-13.36). That is, we have
P
(∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣ ∣∣∣∣β′m0∑nt=1 zmtxt−1n
∣∣∣∣ > κ12
)
≤ P
(∣∣∣1′nC˜nyn∣∣∣ > nκ14
∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣−1
)
+ P
(∣∣µ′n1n∣∣ > nκ14
∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣−1
)
≤ 2 exp
(
−K10κ21n
∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣−2
)
+ P
(∣∣µ′n1n∣∣ > nκ14
∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣−1
)
, (S-13.56)
where K10 is some positive constant. Using the same method as before again we obtain a bound for the
expectation of the first part of (S-13.56) of similar form as exp
[
−
(
C˜16
√
κ1n
1/4 − C˜17 (αn)1/16 − α˜5nq
)]
+
C˜ exp(−αn), for relevant positive constants. As before, here 0 < q < 1/16. For the second part of
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(S-13.56) we apply the method involving Hoeffding’s inequality as before, and obtain a bound of the
above-mentioned form. Hence combining the bounds for the expectations of (S-13.51) and (S-13.55)
we see that
Eπ
[
P
(∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣ ∣∣∣∣ρ0∑nt=1 x2t−1n + β′m0
∑n
t=1 zmtxt−1
n
− ρ0σ
2
0
1− ρ20
− ρ0c(β0)
1− ρ20
∣∣∣∣ > κ1) ISc(θ)]
≤ K12 exp
[
−
(
C18
√
κ1n
1/4 −C19 (αn)1/16 − α˜5nq
)]
+ C˜ exp(−αn), (S-13.57)
for relevant positive constants.
Now let us bound the probability P
(∣∣∣∣(βmσ2 − βm0σ20 )′ (∑nt=1 zmtxtn )− c10(β,β0)σ2 + c(β0)σ20
∣∣∣∣ > κ1).
Observe that
P
(∣∣∣∣(βmσ2 − βm0σ20
)′(∑n
t=1 zmtxt
n
)
− c10(β,β0)
σ2
+
c(β0)
σ20
∣∣∣∣ > κ1)
≤ P
(∣∣∣∣∑nt=1(z′mtβm)xtn − c10(β,β0)
∣∣∣∣ > κ1σ22
)
+ P
(∣∣∣∣∑nt=1(z′mtβm0)xtn − c(β0)
∣∣∣∣ > κ1σ202
)
.
(S-13.58)
Using the Gaussian concentration inequality as before it is easily seen that
Eπ
[
P
(∣∣∣∣∑nt=1(z′mtβm)xtn − c10(β,β0)
∣∣∣∣ > κ1σ22
)
ISc(θ)
]
≤ 2
∫
γm,η˜∈Gn
∫ exp(2(αn)1/16)
exp(−2(αn)1/16)
exp
(
−K13κ
2
1nσ
4
‖β‖2
)
dπ(β, σ2) + C˜ exp(−αn)
≤ C20 exp
[
−
(
C21
√
κ1n
1/4 −C22 (αn)1/16 − c˜5nq
)]
+ C˜ exp(−αn), (S-13.59)
for relevant positive constants.
The Gaussian concentration inequality also ensures that the second term of (S-13.58) is bounded
above by 2 exp
(−K13κ21n), for someK13 > 0. Combining this with (S-13.58) and (S-13.59) we obtain
Eπ
[
P
(∣∣∣∣(βmσ2 − βm0σ20
)′(∑n
t=1 zmtxt
n
)
− c10(β,β0)
σ2
+
c(β0)
σ20
∣∣∣∣ > κ1) ISc(θ)]
≤ K14 exp
[
−
(
C23
√
κ1n
1/4 − C24 (αn)1/16 − c˜5nq
)]
+ C˜ exp(−αn) + 2 exp(−K13κ21n),
(S-13.60)
for relevant positive constants. Note that, here 0 < q < 1/16.
For P
(∣∣∣∣(ρβmσ2 − ρ0βm0σ20 )′ (∑nt=1 zmtxt−1n )
∣∣∣∣ > κ1), we note that
P
(∣∣∣∣(ρβmσ2 − ρ0βm0σ20
)′(∑n
t=1 zmtxt−1
n
)∣∣∣∣ > κ1)
≤ P
(∣∣∣∣∑nt=1(z′mtβm)xt−1n
∣∣∣∣ > κ1σ22ρ
)
+ P
(∣∣∣∣∑nt=1(z′mtβm0)xt−1n
∣∣∣∣ > κ1σ202ρ0
)
. (S-13.61)
For the first term of (S-13.61) we apply the Gaussian concentration inequality followed by taking ex-
pectations with respect to σ2, |ρ|, |γ˜m| and ‖η˜‖. This yields the bound
K15 exp
[
−
(
C25κ
1/8
1 n
1/16 − C26 (αn)1/16 − nq log c˜5
)]
+ C˜ exp(−αn),
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for relevant positive constants. The bound for the second term is given by 2 exp
(−K16κ21n). Together
we thus obtain
Eπ
[
P
(∣∣∣∣(ρβmσ2 − ρ0βm0σ20
)′(∑n
t=1 zmtxt−1
n
)∣∣∣∣ > δ1) IGn(θ)]
≤ K˜16 exp
[
−
(
C26κ
1/8
1 n
1/16 − C27 (αn)1/16 − nq log c˜5
)]
+ 2exp
(−K16κ21n). (S-13.62)
We now deal with the last term P
(∣∣∣( ρσ2 − ρ0σ20 )(∑nt=1 ǫtxt−1n )∣∣∣ > κ1). Recall that xn = µn +
Cnyn, where CnC
′
n = Σn and yn ∼ Nn (µn, In). Let ǫn−1 = (ǫ2, . . . , ǫn)′. Then
∑n
t=1 ǫtxt−1 =
ǫ′n−1xn−1 = σ0
(
y′nµn + y′n−1Cn−1yn−1
)
. Application of the Gaussian concentration inequality and
the Hanson-Wright inequality we find that
P
(∣∣∣∣( ρσ2 − ρ0σ20
)(∑n
t=1 ǫtxt−1
n
)∣∣∣∣ > κ1)
≤ P
(
|y′nµn|
n
>
κ1
σ0
∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣−1
)
+ P
(
y′n−1Cn−1yn−1
n
>
κ1
σ0
∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣−1
)
≤ K17 exp
(
−K18κ21n
∣∣∣∣ ρσ2 − ρ0σ20
∣∣∣∣−2
)
, (S-13.63)
for some positive constants K17 and K18. Taking expectation of (S-13.63) with respect to π we obtain
as before
Eπ
[
P
(∣∣∣∣( ρσ2 − ρ0σ20
)(∑n
t=1 ǫtxt−1
n
)∣∣∣∣ > κ1) ISc(θ)]
≤ K19 exp
[
−
(
K20
√
κ1n
1/4 −K21 (αn)1/16 − c˜5nq
)]
+ C˜ exp(−αn), (S-13.64)
for relevant positive constants. Recall that 0 < q < 1/16.
Combining (S-13.46), (S-13.50), (S-13.52), (S-13.57), (S-13.60), (S-13.62) and (S-13.64), we see
that ∞∑
n=1
Eπ
[
P
(∣∣∣∣ 1n logRn(θ) + h(θ)
∣∣∣∣ > δ) ISc(θ)] <∞.
This verifies (8.24) and hence (S6).
S-13.7 Verification of (S7)
Since Gn → Θ as n → ∞, it follows that for any set A with π(A) > 0, Gn ∩ A → Θ ∩ A = A,
as n → ∞. In our case, Gn, and hence Gn ∩ A, are decreasing in n, so that h (Gn ∩A) must be non-
increasing in n. Moreover, for any n ≥ 1, Gn ∩ A ⊆ A, so that h (Gn ∩A) ≥ h(A), for all n ≥ 1.
Hence, continuity of h implies that h (Gn ∩A)→ h(A), as n→∞, and (S7) is satisfied.
Thus (S1)–(S7) are satisfied, so that Shalizi’s result stated in the main manuscript holds. It follows
that all our asymptotic results of our main manuscript apply to this multiple testing problem.
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