Abstract. This notes gives several criteria which exclude the existence of discretely self-similar solutions of the three dimensional incompressible Euler equations.
Introduction
Let I = (−∞, 0) or I = (0, ∞) be a time interval. We are concerned with the Euler equations for the homogeneous incompressible fluid flows in R 3 × I,
where v = (v 1 , v 2 , v 3 ), v j = v j (x, t), j = 1, 2, 3, is the velocity of the flow, and p = p(x, t) is the scalar pressure. It is called backward or forward depending on whether I = (−∞, 0) or I = (0, ∞). Thanks to the time reversal symmetry of the Euler equations there is a one to one correspondence between backward and forward solutions, and we may only consider the backward case I = (−∞, 0). Recall that the system (E) has the scaling property that if (v, p) is a solution of the system (E), then for any λ > 0 and α ∈ R the functions (1.1) v λ,α (x, t) = λ α v(λx, λ α+1 t), p λ,α (x, t) = λ 2α p(λx, λ α+1 t)
are also solutions of (E). One can also include space-time translation in (1.1), but we omit it for simplicity. We say that a solution (v, p) of (E) is self-similar (SS) with respect to the space-time origin (0, 0) if there exists α ∈ (−1, ∞) such that, for all λ > 0, (1.2) v λ,α (x, t) = v(x, t), p λ,α (x, t) = p(x, t), (x, t) ∈ R 3 × I.
It follows that v(x, t) = The condition α > −1 ensures that the solution concentrates at the origin as t → 0. If a solution satisfies (1.2) for one single λ > 1, we say it is discretely self-similar (DSS) with factor λ. It does not need to satisfy (1.2) for every λ, and a self-similar 2000 Mathematics Subject Classification. 76B03, 35Q31. This work was initiated when both authors attended a workshop held in the National Center for Theoretical Sciences, Hsinchu, in December 2012. We thank R. Kohn for the reference [11] . The research of Chae is supported partially by NRF Grant no. 2006-0093854, while the research of Tsai is supported in part by a grant from the Natural Sciences and Engineering Research Council of Canada.
solution is considered as a special case. The possibilities of self-similar singularities in the Euler equations are studied in [3, 5, 6, 7, 8, 9, 10] . The existence of DSS solutions of (E) has not been studied, and is the main concern of this note.
Our analysis is based on the self-similar transform. The self-similar transform with respect to (0, 0) is the map (v, p) → (V, P ) given by
where a ∈ R and b > 0 are given by (1.3), and
Substituting (1.4)-(1.5) into (E), we obtain the following system for (V, P ):
A solution (v, p) of (E) is self-similar if and only if (V, P ) is independent of s. A solution (v, p) of (E) is discretely self-similar with factor λ > 1 if and only if
where S 0 = (α + 1) log λ > 0. In other words, (V, P ) is a time periodic solution of (1.6) with period S 0 . Discretely self-similar solutions of partial differential equations have been considered in many other contexts such as the cosmology. See the review [11, Section 5] and the references therein.
We now sketch the structure of the rest of the paper. In Subsection 1.1 we review related results for Navier-Stokes equations. In Section 2 we give nonexistence criteria based on vorticity integrability, and we will state and prove Theorems 2.1 and 2.2. In Section 3 we give nonexistence criteria based on velocity integrability, and we will state and prove Theorems 3.1 and 3.2.
1.1. Related results for Navier-Stokes equations. For comparison, we review related results for Navier-Stokes equations (NS) for which we add ∆v to the right side of (E). For (NS), the backward and forward cases are very different. Introduce the similarity variables: We take parameter a < 0 for backward case and a > 0 for forward case, and let
The corresponding time-dependent Leray's equations for (V, P ) read
For the forward case a > 0, one can consider the Cauchy problem for (NS) with initial data v 0 (x) which is also SS or DSS, i.e., it satisfies (1.2) with no time dependence.
For small data, the unique existence of small mild solutions by [13, 1, 2] implies those with SS or DSS data are also SS or DSS. For large SS data, the corresponding SS solution has recently been constructed by [14] , and extended to large DSS data by [19] if the DSS-factor λ is sufficiently close to 1 according to the size of the data.
For the backward case a < 0, the existence question of self-similar solutions was raised by Leray [15] . It was excluded if V ∈ L 3 (R 3 ) by [16] , and if V ∈ L q (R 3 ), 3 < q ≤ ∞, by [18] . Further extensions were given in [4, 5, 7, 9] . The existence of backward DSS solutions has not been addressed in literature, except that if
, it must be zero by the result of [12] . Thus one is concerned, e.g., if V only has the bound
for some large constant C * . A special case that V (y, s) = R(s k)Ṽ (y), with R(s k) being the rotation about a fixed axis k by angle s| k|, was proposed by G. Perelman.
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ThenṼ satisfies a time-independent system. As pointed out to one of us by R. Kohn, the examples of Scheffer [17] are DSS solutions with singular DSS forces. In view of the forward case, one may hope that the case with the DSS-factor λ sufficiently close to 1 might be easier to exclude.
Criteria based on vorticity
In this section we give nonexistence criteria based on vorticity integrability.
) be a time periodic solution of (1.6) with period S 0 > 0 that has bounded first derivatives and satisfies
and for some r > 0,
Proof. We first observe that from the calculus identity
Let us consider the radial cut-off function
We operate curl on (1.6),
We multiply (2.5) by |Ω| q−2 Ωσ R , and integrate over R 3 × (0, S 0 ). The first term vanishes by periodicity. After integration by parts we get
where we set ξ = Ω/|Ω|. Since
Passing R → ∞, we have I → 0 and (2.6) gives
This is true for all q ∈ (0, r) for some r > 0. Passing q ↓ 0 in (2.8), we get
. This, together with div V = 0, provides us with the fact that V (·, s) = ∇h(·, s) for all s ∈ [0, S 0 ) for a scalar harmonic function h(·, s) on R 3 . Using (2.1) we have V (·, s) = 0 by Liouville theorem for harmonic functions.
Remark after the proof: The above proof works for more general system (2.9)
where a, b are arbitrary real constants with b = 0.
) be a time periodic solution of (1.6) with period S 0 > 0 that has bounded first derivatives satisfying ) such that
Proof. Writing (2.11) in terms of spherical coordinates,
one finds that there exists a sequence R j ↑ ∞ such that (2.12)
We multiply (2.5) by Ω|Ω| q−2 and rewrite it 1 q ∂ ∂s
, (2.13) whereα = ξ · ∇V · ξ with ξ = Ω/|Ω|. Note that |α| ≤ |∇V |. Let us fix an R > 0 and integrate (2.13) over the domain (y, s) ∈ {R < |y| < R j } × (0, S 0 ). Applying the divergence theorem, we have
where V r = V · y |y| and we used the fact 
By using (2.10) and choosing R sufficiently large, we have
, on the right side of (2.14). Consequently,
and hence, Ω = 0 on {y ∈ R 3 | |y| > R} × (0, S 0 ). Thus our vorticity Ω satisfies the condition (2.2) of Theorem 2.1. Applying Theorem 2.1 we obtain V = 0 on R 3+1 .
Criteria based on velocity
In this section we give nonexistence criteria based on velocity integrability. We will need to estimate the pressure P (y, s), which satisfies
by taking the divergence of (1.6). One solution of (3.1) is given by
where the kernel is
In general, for each fixed t, the difference P −P is a harmonic function in x and may not be constant. We will assume P =P .
is a time periodic solution of (1.6) with period S 0 > 0, that the pressure P is given by (3.2) , and that V satisfies for some 3 ≤ r ≤ 9/2 one of the the following conditions,
Proof. Since P is given by (3.2), by the Calderon-Zygmund inequality we have
The case (i): Let σ R is the cut-off function introduced in the proof of Theorem 1.1. We multiply (1.6) by V σ R , and integrate over R 3 × (0, S 0 ), then from the time periodicity condition and by integration by part we obtain
Since y · ∇σ R ≤ 0 for all y ∈ R 3 , and the first term of the left hand side of (3.4) is monotone non-decreasing function of R, we find that
where we used (3.3). Therefore, we have
The case (ii):
In this case from (3.4) we have
From the above computations we know that |J 2 | + |J 3 | → 0 as R → ∞. For J 1 we estimate easily
The next result, Theorem 3.2, is an extension of Chae-Shvydkoy [10, Theorem 3.2] to the case of discretely self-similar solutions. An important role is played by the following lemma, which extends the local energy inequality in [10] .
is a time periodic solution of (1.6) with period S 0 > 0. Let λ = e bS 0 > 1. For −∞ < s 1 < s 2 < ∞, let l j = e bs j and
We have
for j = 1, 2, and for some constant C = C(S 0 ) (3.9)
Note that λ is the factor for discrete self-similarity, see (1.7).
Proof. Let σ(x) be a radial function with σ ≥ 0, σ(r) = 1 for r < 1/2 small and σ(r) = 0 for r ≥ 1. Let t j = −e −bs j , j = 1, 2. Testing the Euler equation with σv in R 3 × (t 1 , t 2 ) we get
In self-similar variables (1. Assume now that v is DSS, so that V (y, s) is periodic in s with period S 0 > 0. Replacing s j by s j + τ , dividing by e (2a−3b)τ , and integrating over τ ∈ [0, S 0 ], we get (3.12)
where I 1 and I 2 are given in (3.7), and l j ≤ |y| ≤ λl j , and also using the periodicity.
For I 3 , since e −(2a−3b)τ ≤ C and σ(e −bs y) is supported in where E denotes the spatial region E = {y : In J y we have e (3a−3b−1)s ≤ C|y| ds in front of every spatial integral in its proof.
