In this work we review the theory of path integral control and derive the linearized HJB equation for systems with state dependent control transition matrix. In addition we derive the path integral formulation for the general class of systems with state dimensionality that is higher than the dimensionality of the controls. Furthermore, by means of a modified inverse dynamics controller, we apply path integral stochastic optimal control over the new control space. Simulations illustrate the theoretical results. Future developments and extensions are discussed.
I. INTRODUCTION
Despite the significant contributions of the last decade in the areas of optimal control and reinforcement learning, learning how to control a hybrid 1 , nonlinear and high dimensional systems such as a humanoid robot remains a difficult and challenging problem. The curse of dimensionality, the model nonlinearities and the presence of deterministic and/or stochastic uncertainties are among the main obstacles in optimal control applications. Global optimal solutions of LQR/LQG type of problems are only available for the class of system with linear dynamics, quadratic cost functions, and Gaussian noise profiles [4] .
The goal of applying learning control to robots of the complexity of humanoid robots imposes the need for algorithms that scale to high dimensions and provide optimal or near optimal solutions to nonlinear control problems with nonquadratic cost functions. Motor tasks such as locomoting over unknown terrains, grasping and manipulating unknown objects, placing a key into a keyhole involve dynamics and cost functions which are far from linear and quadratic respectively.
Our aim is to apply stochastic optimal control to robotics. An example of past work on optimal control is [5] where an iterative linear quadratic controller (ILQR) is proposed that provides a locally optimal solution. In [6] an extension of ILQR is proposed for the case of nonlinear stochastic systems with multiplicative noise and locally convex cost function. In both cases, linearization of the dynamics is required while the cost function has to be quadratic or locally quadratic. In [7] a min-max Differential Dynamic Programming (DDP) approach is investigated for biped planar locomotion. In [8] DDP with random sampling of the state space is used for the optimal control of two and three link inverted pendula. Even though DDP reduces the complexity with respect to the number of states from exponential to polynomial it requires the linearization of dynamics and a locally quadratic approximation of the cost function.
In the reinforcement learning community, model free learning methods are the closest to our work. These are based on sampling with system rollouts over a finite time horizon. In policy gradient methods [9] rollouts of the system dynamics are required for collecting the sufficient statistics and estimating the gradient. The optimal parameterized policy is computed by updating the policy parameters. Sampling in this form is similar to path integral control, where the optimal policy is computed as the convex combination of local optimal controllers. In [10] , [11] a Reward Weighted Reinforcement Learning (RWRL) algorithm is proposed where the policy is updated from a convex combination of exponentiated rewards, similar as in path integral control. However RWRL is derived from a probabilistic perspective using the behaviorally motivated heuristic of rewardweighted probability matching, while path integral control is derived directly from the Hamilton-Jacobi-Bellman (HJB) equation. The HJB derivation retains a clear connection which class of cost functions and dynamic systems are eligible for path integral control, which makes this approach a model-based approach, although model-free variants can be considered, too, as long as the control system is known to belong to the appropriate class of models.
Path integrals have been recently used for the problem of nonlinear stochastic filtering. The work in [12] is a comparison between path integral-based filtering and Kalman filtering. In [13] , [14] the application of the path integrals to different types of estimation problems is investigated.
The path integral stochastic optimal control approach was first introduced in [1] , [2] . In this work, the class of nonlinear systems with control transition equal to identity is considered, while the cost function has to be quadratic only with respect to the controls. Under this assumption the HJB equation is formulated with the use of an exponential transformation of the value function. The exponential transformation of the value function was first used in quantum mechanics by Schrödinger in order to relate the Hamilton -Jacobi equation to the Schrödinger equation. In control theory, the logarithmic transformation was introduced by W.H. Fleming [15] , [16] . The linear HJB equation is a second order PDE. Monte Carlo sampling is used to numerically approximate the solution of the linearized HJB equation as it is expressed by means of the Feynman-Kac formula [3] .
Even though, in theory, path integral stochastic optimal control could be applied to a large class of nonlinear stochastic system with time invariant control transition matrix, its application to dynamic systems with inertia properties and control dimensionality lower than the state has not been explored. In [1] , [2] sampling takes place by substituting the controls with noise and propagating the dynamics for a finite time horizon. As will be shown in our results, for a system with rigid body dynamics, such sampling methods will fail to cover sufficient parts of state space for an optimal solution. Motivated by these limitations, in this work we derive the path integral formulation for the class of systems with control dimensionality lower than the dimensionality of the state space. As an example application, we use a two link simulated robot arm. We use an inverse dynamics law to perform efficient sampling of the state space.
In the rest of the paper, in Section II we review stochastic optimal control. In Section III we provide an introduction to path integral formulation and we present our path integral derivation for systems where the state dimensionality is larger than the control dimensionality. In Section III, the application of the path integral stochastic optimal control to rigid body dynamics is discussed and simulations results are illustrated. We conclude with a preview of future developments.
II. STOCHASTIC OPTIMAL CONTROL
In the stochastic optimal control framework [4] , [1] , [2] , the goal is to find the controls u(t) that minimize the cost function:
where the term φ(x tN ) corresponds to the terminal cost. The terms u T Ru and Q(x(t), t) are the controls and state cost over the time horizon [t i ....t N ], with R a being the weight matrix. In this work we consider the class of systems of the form:ẋ
where x ∈ ℜ n×1 the state of the system, G(x) ∈ ℜ n×p is the control matrix , u(t) ∈ ℜ p×1 is the control vector and ǫ(t) ∈ ℜ p×1 corresponds to gaussian distributed noise with zero mean and variance Σ ǫ . The optimal cost to go (value function) is defined as:
The HJB equation for the stochastic optimal control is expressed as follows:
With the application of logarithmic transformation J(x, t) = −λ · log Ψ(x, t) we have:
The HJB equation can now be expressed as:
where
By using the assumption
the nonlinear terms of the HJB are cancelled out since:
The linearized HJB has the form
or
with boundary condition:
The partial differential equation above corresponds to the so called Kolmogorov backward PDE which is second order and linear. The linearity is due to the fact that the quadratic term of ∂J ∂x has been cancelled out. Analytical solutions of the second order PDE above can not be found for the general case of any nonlinear system under any cost function. However, there is a connection between solutions of PDEs and their representation as stochastic differential equation (SDEs) which goes back to the Feynman Kac formula. The Feynman Kac formula can be used to find distributions of some random processes which solve certain SDEs as well as to propose numerical methods for solving certain PDEs [3] . More precisely the approximate numerical solution of the PDE above according to Feyman Kac theorem is given as follows:
We define the quantity
Therefore, by taking into account the logarithmic transformation of the value function, the optimal cost to go is expressed as follows:
where t is the starting time, t N is the final time, and p (x tN , t N , ..., x t1 , t 1 |x to , t o ) is the the probability of a path x(t o → t tN ) = (x to , ..., x tN ). The integral above is a stochastic integral over the sample paths x(t o → t tN ) and it is numerically approximated as explained below.
III. PATH INTEGRALS
In this section for simplicity we consider systems of the form:ẋ
In the path integral approach the expectation of (15) can be expressed in the form:
The probability p (x tN , . . . , x t1 |x to ) is expressed as:
Substitution of the probability above into the solution of the PDE (15) provides the expression
and function in the exponent is the cost of the path:
The norm ||b|| 2 R is defined as b T · R · b. A careful observation of the equation (22) above leads to the conclusion that the quantity S(x(t o → t N )) is an approximation of the cost to go.
Based on the derived cost to go S(x(t o → t N )) in Eq. (22) the optimal control u(x(t o ), t o ) is given by the expression:
where the probability of the path is defined as
and the controls derived given a path are expressed as:
An intuitive interpretation of the path integral as it is expressed in Equations (19) and (22) is that it provides the energy spent by the system when it follows a sampled path x(t o → t tf )) . The cost S(x(t o → t N )) is an estimate of the cost C(x i , t i , u). Paths with higher cost have small probability. Therefore, paths with low cost will weigh more than paths with high cost.
A. Path integral formulation for low dimensionality control.
In this section we derive the path integral formulation for the class of systems with control dimensionality lower than the dimensionality of the state. Past work on path integral stochastic optimal control [1] , [2] investigated the cases where the control dimensionality is the same as the dimensionality of state space with control transition matrices equal to identity. More precisely we assume the class of systemsẋ
where the control transition matrix 2 G is partitioned as G = (0 k×m , G c ) with G c ∈ ℜ l×p and u ∈ ℜ p×1 is the control. The state x ∈ ℜ n×1 can be partitioned as
T with x m ∈ ℜ k×1 , x c ∈ ℜ l×1 and n = l + k. The part of the state x T c is directly affected by the controls. Similarly the function f (x, t) is partitioned as f (x, t) = (f m (x, t), f c (x, t))
T .
In the path integral approach the expectation of (15) is expressed in the form:
For the case where the control acts on a lower dimensionality than the dimensionality of the state the transition probabilities p x ti+1 |x ti are expressed as the product: 
2 In this work we derive the path integral form for case where G is not state depended even though the linearization trick of HJB works for state depended G. In a a future paper we will provide the path integral derivation for the cases of state dependent G.
The product term is now written as
Substitution of the probability above into the solution of the PDE Eq. (15) provides the expression:
(31) where
and the cost to go of the path
. The optimal control u(x(t o ), t o ) is given by Eq. (25) but with probability of each sampled path formulated as:
(34) and controls
(35) Consequently, the path cost, for the case where the controller acts on a lower dimensionality space than the dimensionality of the state, consists of two terms. The first term is a function of the full state x while the second term is a function of the partition of the state (x m , x c ) over the path.
IV. SIMULATION RESULTS

A. Rigid Body Dynamics
Consider a two link arm moving in the horizontal plane (no gravity). The dynamics are expressed as:
where θ ∈ ℜ 2×1 is the joint angle vector, M (θ) ∈ ℜ 2×2 is a positive definite symmetric inertia matrix, C(θ,θ) ∈ ℜ 2×1 is a vector of coriolis/centripetal forces and τ ∈ ℜ 2×1 are the joint torques. The acceleration in joint space is given as follows:
In state space form we can express the rigid body dynamics as follows:ẋ
where x = θ 1 θ 2θ1θ2 T and τ = (τ 1 τ 2 ). The matrices Φ(x) and G(x) are given as follows:
For the case of a two -link arm the expressions and the parameters in the dynamics are defined as follows:
where m i is the mass, l i is the length of link i, s i is the distance from the joint center to the center of the mass for link i and I i is the moment of inertia. Given an initial configuration θ(t o ), the task for the two link arm is to reach a final configuration θ(t f ) by minimizing a given cost function. The performance of the PI stochastic optimal control depends on the sampling procedure of the state space. In [1] , [2] sampling takes place by substituting the controls with noise. For the case of rigid body dynamics, such sampling approaches fail to sample parts of the state space which are relevant to task as it is shown in Figure 1 . In particular, the generated paths do not cover the goal of (0.35, 0.3) which corresponds to the crossing of the two red lines. To avoid such phenomena we incorporated a form of inverse dynamics controller and performed efficient sampling. More precisely given the system dynamics: where
T are the control torques. The inverse dynamics controller is given by the expression:
The new control commands α are used for applying the path integral based stochastic optimal control framework while the noise ǫ is zero mean and Gaussian distributed. Furthermore sampling now becomes efficient since taskrelevant parts of the state space are sampled as it is illustrated in Figure 2 .
In the task of moving the two link arm from an initial configuration θ 1 = 0, θ 2 = 0 to θ 1 = 0.3, θ 2 = 0.2 we use a non-quadratic 3 cost function given as follows:
where the weights are w 1 = 1 and R = 0.001I 2×2 and the time horizon is t N = 4.5s. We start by sampling M state space trajectories O = {o 1 , o 2 . . . , o M } where o j ∈ ℜ n×N , with n the dimensionality of the state space and N defined as N = (tN −to) δt . The optimal control is found as follows:
• Step 1: At the current state x j (t k ) for each path o j , at time t k = kδt, find the cost to go S j k = S(x j (t k → t N )) according to the path integral formulation.
• Step 2: Compute the mean cost to go E(S j k ) over all sampled paths j at state x(t k ).
• Step 3: From the set O, select those paths with cost-to-go lower than the mean cost-to-go. These paths define the set of optimal paths O * (x(t k )) at state x(t k )
• Step 4: Given O * (x(t k )) the optimal control u * (x(t k ), t k ) is found based on equations (23),(34) and (35).
• Step 5: Update time index: k = k + 1 and t k = k · δt
•
Step 6: If t k < t N then go to step 1 else Stop.
After applying path integral control, the two link arm is approximately optimally controlled to reach the target configuration from an initial configuration with the minimum cost. To explore the optimality of the stochastic controller, we find the path j with the minimum cost to go from x j (t = 0) to x j (t = 4.5s) and compare it with the cost of the optimal controller. In addition, we provide the histogram of the cost to go for the generated paths from x j (t = 0) to x j (t = 4.5s).
As we can see in figure 5 , the cost of the optimal path(red line) is lower than the minimum cost at state x j (t = 0). This is because the set of paths contributing to the computation of the optimal control is not constant but changes from state to state. Given the optimal paths O * (x(t k )) at every state x(t k ), our algorithm provides a schedule of optimal controls u * (x(t k ), t k ) for k = 1, ..., N that generates the global optimal path. This is the path with cost lower than the minimum of the costs of all generated paths. Consequently the proposed algorithm has the characteristic of exploiting the generated paths and providing an optimal solution. 
V. CONCLUSIONS
Path integral based stochastic optimal control is a framework that does not require linear dynamics and quadratic state-dependent cost functions. These are two important characteristics that make the framework attractive for being applied to nonlinear stochastic control problems.
In robotics, as well as other areas of control application, very often dynamic systems have control dimensionality lower that the dimensionality of the state space. In this work, we provide the path integral formulation for such systems. We apply the path integral control approach to rigid body dynamics by using an inverse dynamics path integral controller. The optimality of the proposed algorithm under a non-quadratic cost function is discussed and the results are illustrated in Figure 5 .
The sampling of the state space is an important factor for the performance of the path integral optimal controller. To avoid poor sampling of the state space we use an inverse dynamics path integral controller. While this example does not take full advantage of the rigid body dynamics, it is a proof of principle implementation for our theoretical results Fig. 4 . Distribution of the cost to go at the initial configuration. As it is shown with the red line, the cost of the optimal path is lower that the minimum cost to go of the paths generated.
of path integral stochastic optimal control applied to systems with lower control dimensionality and non-quadratic state cost.
Future directions include sampling methods that do not assume any form of underlying controller. Direct sampling of the state space will require some form of primitives in state space that can be used as an initialization of the sampling process. Additionally, sampling over curved spaces is a research problem that emerges in cases where the cost function is not designed in joint but in task space. Comparisons of path integral control with existing RL algorithms such as Reward Weighted Reinforcement Learning methods [10] , [11] and evaluations on real robotic systems will be the main focus of our future research.
