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Abstract
We obtain some properties that Riesz wavelets and the corresponding scaling functions should
satisfy in order that the Riesz wavelets be associated with multiresolution analyses (MRAs). They
are given in terms of the low/high-pass filters and in terms of the Fourier transform by using the newly
obtained necessary and sufficient condition for the sum of two principal shift-invariant subspaces to
be closed. The properties are used to improve the characterizations of Riesz wavelets associated with
MRAs previously obtained by some of the authors.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this article we first prove some properties that Riesz wavelets and scaling functions
should satisfy if the Riesz wavelets are associated with multiresolution analyses (MRAs)
(Theorem 1.2) by using a necessary and sufficient condition for the sum of two principal
shift-invariant spaces to be closed (Theorem 2.3). We, then, give an extension of the
result in [16] that characterizes the Riesz wavelets which are associated with MRAs
(Theorem 1.3) by using the recent results of Bownik [6] and Zalik [30]. ψ ∈ L2(R) is
said to be a Riesz wavelet if {ψjk := DjTkψ: j, k ∈ Z} is a Riesz basis for L2(R),
where D :L2(R)→ L2(R) is the unitary dyadic dilation operator defined by Df (x) :=
21/2f (2x), and Tr is the unitary translation operator defined by Trf (x) := f (x − r), for
r ∈R. A family {Vj : j ∈ Z} of closed subspaces of L2(R) is said to be an MRA if:
(i) Vj ⊂ Vj+1 for each j ∈ Z;
(ii) D(Vj )= Vj+1 for each j ∈ Z;
(iii) ⋃j∈Z Vj = L2(R) and ⋂j∈ZVj = {0};
(iv) There exists a scaling function ϕ ∈ V0 such that {Tkϕ: k ∈ Z} is a Riesz basis for V0.
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Suppose that ψ is a wavelet. For each j ∈ Z, let Wj := span{DjTkψ: k ∈ Z}. It is easy
to see that Wj ∩Wj ′ = {0} if j = j ′, and that j∈ZWj = L2(R), which means that each
f ∈ L2(R) can be written uniquely as an L2(R)-norm convergent series f =∑j∈Z fj for
fj ∈Wj . We say that ψ is associated with an MRA if {V ψj :=k<jWk : j ∈ Z} is an MRA
[16,29]. Notice that ψ ∈ Vψ1 . Kim et al. [16] gave a series of necessary and sufficient
conditions for a wavelet to be associated with an MRA. On the other hand, Zalik [30,
Definition 2.1] introduced the following definition: a wavelet ψ is obtained by an MRA if
there exists an MRA {Vj : j ∈ Z} such that ψ ∈ V1. Notice that if a wavelet is associated
with an MRA, then it is obviously obtained by the MRA. Recently, Bownik [6] showed
that the converse also holds. Hence, we have that a Riesz wavelet is associated with an
MRA if and only if it is obtained by an MRA. Therefore, Proposition 2.2 in [30] now can
also be stated as follows.
Proposition 1.1 [6,30]. A Riesz wavelet ψ is associated with an MRA if and only if there
exist p,q ∈ L2(T), called the low/high-pass filters, respectively, and ϕ ∈L2(R) such that:
(i) {Tkϕ: k ∈ Z} is a Riesz basis for span{Tkϕ: k ∈ Z};
(ii) ϕˆ(2x)= p(x)ϕˆ(x) for a.e. x ∈R;
(iii) ψˆ(2x)= q(x)ϕˆ(x) for a.e. x ∈R.
In Section 3 we prove the following theorem which gives a relationship between the
low and the high pass filters and another relationship between the Riesz wavelet and the
scaling function if the Riesz wavelet is associated with an MRA. This theorem is based on
the material contained in Section 2 where we provide a discussion and a development of
the theory of shift-invariant spaces.
Theorem 1.2. Suppose that ψ is a Riesz wavelet associated with an MRA. Let Vj :=
k<jWk , where Wk := span{DkTlψ: l ∈ Z}, and let p, q , ϕ be as in Proposition 1.1.
We define
M(x) :=
(
p(x) p(x + π)
q(x) q(x + π)
)
.
Then the followings hold:
(a) rankM(x)= 2; in particular, p and q do not vanish simultaneously for a.e. x ∈R;
(b) There exists 0K < 1 such that
ess-sup
{ |〈ϕˆ‖x, ψˆ‖x〉2(Z)|
‖ϕˆ‖x‖2(Z)‖ψˆ‖x‖2(Z)
: x ∈ T
}
K.
Suppose that ψ is an orthonormal wavelet, i.e., {ψjk}jk∈Z is an orthonormal basis
for L2(R). Then it is well-known that M(x) is unitary for a.e. x ∈ T and that the
essential supremum in Theorem 1.2 (b) is zero if the orthonormal wavelet is associated
with an MRA. See, for example, [4,7,11,14]. Hence the above theorem is a natural
generalization of well-known properties of orthonormal wavelets associated with MRAs.
Using Proposition 1.1 and Theorem 1.2 (a) we prove the following theorem which is a
strengthening of Theorem 2.6 in [16]. For the definition of shift-invariance see Section 2.
Theorem 1.3. Suppose ψ is a Riesz wavelet. Let Wk := span{DkTlψ: l ∈ Z}, k ∈ Z, and
let for x ∈ T := [0,2π]
F(x) := span{(ψˆ(2j (x + 2πk)))
k∈Z: j > 0
}⊂ 2(Z).
Then the following assertions are equivalent:
(a) ψ is associated with an MRA;
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(b) dimF(x)= 1 for a.e. x ∈ T;
(c) k<0Wk is shift-invariant and dimF(x) 1 for a.e. x ∈ T;
(d) k<0Wk is shift-invariant and
∑
j1
∑
k∈Z |ψˆ(2j (x + 2πk))|2 > 0 for a.e. x ∈ T.
Actually, the equivalence of Statements (a), (c), (d), and Statement (b) with the shift-
invariance ofk<0Wk is proven in [16, Theorem 2.6]. The new result is that we can remove
the shift-invariance condition in Statement (b) of [16, Theorem 2.6]. We present two proofs
of the equivalence of the Statements (a) and (b) of Theorem 1.3. Both proofs are based
on Proposition 1.1. The first one is simple, and uses the theory of shift-invariant spaces
which will be sketched in Section 2. The second one is a little complicated but contains
the extensions and applications of the existing techniques to prove some results of the
theory of wavelets and MRAs (Corollaries 4.1 and 4.2). As an application of Corollary 4.1
we prove Proposition 5.1 which analyses a concept introduced in [23]. We believe that
both proofs have their own merits and they serve to clarify the relationship between
wavelets and MRAs. We also show that one cannot remove the shift-invariance condition
in Statements (c) and (d) of Theorem 1.3.
Since there is rich literature on the relationship between wavelets and MRAs, we briefly
review a part of it and compare with our results. First, Benedetto et al. [2,3] and Kim et al.
[17–19], among others, consider frame wavelets associated with semi-orthogonal frame
MRAs, in the sense that Wj ’s are mutually orthogonal and the collection of the integer
translates of a scaling function is required only to be a frame, not necessarily a Riesz basis
or an orthonormal basis. We point out that our results do not assume the semi-orthogonality
since the shift-invariance condition is trivial for the semi-orthogonal frame/Riesz wavelets.
The example in Section 5 will clarify this issue. Secondly, there are papers by Daubechies
et al. [12], Petukhov [24], Ron and Shen [25,26], Chui et al. [8,9], and Selesnick [27] on
frame (multi-)wavelets (with arbitrary dilation factors) related with MRAs. They, however,
are more interested in constructing concrete frame wavelets related with MRAs, whereas
we are interested in characterizing the Riesz wavelets associated with MRAs. Thirdly,
Paluszyn˘sky et al. [22,23] consider tight frame wavelets obtained by MRAs. Even though
their definition per se is slightly different from the definition of frame wavelets obtained
by MRAs in the sense of Zalik, it is a variant of Zalik’s definition and also of Wang’s
definition [29] (see Proposition 5.1). Moreover, one of their result [23, Theorem 3.17] is
closely related with Theorem 1.3 even though neither of them implies the other.
The article is organized in the following manner: In Section 2 we prove a necessary and
sufficient condition for the sum of two principal shift-invariant subspaces to be closed
(Theorem 2.3). The proofs of Theorems 1.2 and 1.3 are given in Sections 3 and 4,
respectively, and an application of Theorem 1.3 and remarks on the dimension functions
and the shift-invariance condition are given in Section 5.
2. Sum of two PSI spaces
In this section we introduce the theory of (integer) shift-invariant spaces, presented in
[4,5,15], which is used non-trivially in deriving our results. We briefly sketch the theory,
and use the results contained in the cited papers freely. We, then, present a necessary and
sufficient condition for the sum of two principal shift-invariant subspaces to be closed.
A closed subspace S of L2(R) is said to be shift-invariant if Tkf ∈ S whenever f ∈ S
and k ∈ Z. For f ∈L2(R) and x ∈ T, let
fˆ‖x :=
(
fˆ (x + 2πk))
k∈Z,
which is in 2(Z) for a.e. x ∈ T, where fˆ denotes the Fourier transform of f defined by
fˆ (x) :=
∫
R
f (t)e−ixt dt, for f ∈ L1(R)∩L2(R),
and extended to the functions in L2(R) by the Plancherel theorem. We let ∨ denote the
inverse Fourier transform. Obviously, ‖fˆ ‖2
L2
(R) = ∫
T
‖fˆ‖x‖22(Z) dx . For A⊂ L2(R) and
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x ∈ T, let Aˆ‖x := {fˆ‖x : f ∈ A}. If Φ ⊂ L2(R), then S := S(Φ) := span{Tkϕ: k ∈ Z,
ϕ ∈ Φ} is easily seen to be a shift-invariant space. In this case we say that S is the shift-
invariant space generated by Φ . When Φ = {ϕ} we write S = S(ϕ) and call it a principle
shift-invariant (PSI) space. When Φ is a finite set we say that S is a finitely generated
shift-invariant (FSI) space. It is shown in [4] that a shift-invariant subspace of L2(R) has
a countable, i.e., finite or countably infinite, generating set. The length of a shift-invariant
space S is defined by min{#Φ: S = S(Φ), Φ ⊂ L2(R)}, where # denotes the cardinality.
Lemma 2.1. Let f,f1, f2, . . . , fn ∈L2(R). Then the following assertions are equivalent:
(a) f ∈ S({f1, f2, . . . , fn});
(b) fˆ‖x ∈ span{fˆ1‖x, fˆ2‖x, . . . , fˆn‖x} for a.e. x ∈ T;
(c) There exist 2π -periodic functions a1, a2, . . . , an such that fˆ = a1fˆ1 + a2fˆ2 + · · · +
anfˆn.
Proof. See [4, Proposition 3.1; 5, Proposition 1.5; 15, Theorem 2.1]. ✷
If {Tkfi : k ∈ Z, 1 i  n} is a Riesz basis for S, then {fˆi‖x : 1 i  n} is a basis for
the finite dimensional space Ŝ‖x for a.e. x ∈ T [4, Proposition 3.18]. For a shift-invariant
space S ⊂ L2(R), the spectrum σ(S) of S is defined to be σ(S) := {x ∈ T: Sˆ‖x = {0}}. It
is established in [4] that the spectrum is independent of particular generators.
We use the following notational conventions throughout the article. For E ⊂ T, we let
E˜ :=E+2πZ. If E is a (Lebesgue) measurable subset of R, then |E| denotes the measure
ofE. All subsets ofR in this article, with some exceptions which are clear from the context,
are defined modulo Lebesgue null sets, and the containment and equalities among subsets
of R are also in the sense of modulo Lebesgue null sets. We also use the convention that
the multiplication of a function f defined on the real line with a function p defined on T
means the multiplication of f with the 2π -periodic extension of p.
We observe the following fact.
Lemma 2.2. If f,g ∈ L2(R), then S(f ) ∩ S(g) = S(h) for some h ∈ L2(R), and
σ(S(h))= {x ∈ T: span{fˆ‖x} = span{gˆ‖x} = 0}.
Proof. Let F := {x ∈ T: span{fˆ‖x} = span{gˆ‖x} = 0}. This set is measurable. See the
proof of [18, Lemma 3.7]. We may assume that {Tkf : k ∈ Z} is a tight frame for S(f )
with frame bound one and that {Tkg: k ∈ Z} is a tight frame for S(g) with frame bound
one by Theorem 2.21 in [4]. Hence,∑
k∈Z
|fˆ (x + 2πk)|2 = χσ(S(f ))(x) and
∑
k∈Z
|gˆ(x + 2πk)|2 = χσ(S(g))(x)
by Theorem 2.18 in [4]. Here, χA denotes the characteristic function of the set A. Since
S(f )∩ S(g) is a shift-invariant space and dim((S(f )∩ S(g))∧‖x) 1 for a.e. x ∈ T, there
exists h ∈ L2(R) such that S(f )∩ S(g)= S(h) by Theorem 3.20 in [4]. We may assume,
as above, that
∑
k∈Z |hˆ(x + 2πk)|2 = χσ(S(h))(x). Since h ∈ S(f ) ∩ S(g), there exist
2π -periodic functions a and b such that hˆ(x) = a(x)fˆ (x) = b(x)gˆ(x) for a.e. x ∈ R by
Lemma 2.1. Hence, for a.e. x ∈ T, χσ(S(h))(x)= |a(x)|2χσ(S(f ))(x)= |b(x)|2χσ(S(g))(x),
and
hˆ‖x = a(x)fˆ‖x = b(x)gˆ‖x. (2.1)
This shows that |a(x)| = |b(x)| = χσ(S(h))(x). Eq. (2.1) and the fact that σ(S(h)) =
{x ∈ T: hˆ‖x = 0} establishes that σ(S(f )∩S(g)) = σ(S(h))⊂ F . Since 1 = ‖fˆ‖x‖2(Z) =
‖gˆ‖x‖2(Z) and span{fˆ‖x} = span{gˆ‖x} for a.e. x ∈ F , there exists 2π -periodic c with
|c(x)| = χF˜ (x) such that fˆ‖x = c(x)gˆ‖x . Define, for each x ∈ R, hˆ1(x) := χF˜ (x)fˆ (x)=
c(x)gˆ(x). Then h1 ∈ S(f ) ∩ S(g) and hˆ1‖x = 0 for a.e. x ∈ F . This shows that F ⊂
σ(S(f )∩ S(g)). ✷
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The following theorem determines when the sum of two PSI subspaces are closed.
It is interesting in itself and is also used to derive a useful property that a Riesz
wavelet associated with an MRA possesses. We first observe that if f,g ∈ L2(R), then
S(f )+ S(g)= S({f,g}).
Theorem 2.3. Let V := S(ϕ), W := S(ψ), and let
E := {x ∈ T: x ∈ σ(V )∩ σ(W), ϕˆ‖x and ψˆ‖x are linearly independent}.
Then V +W is closed if and only if either |E| = 0, or there exists 0K < 1 such that
ess-sup
x∈E
{ |〈ϕˆ‖x, ψˆ‖x〉2(Z)|
‖ϕˆ‖x‖2(Z)‖ψˆ‖x‖2(Z)
}
K.
Proof. We may assume, as in Lemma 2.2, that ‖ϕˆ‖x‖22(Z) = χσ(V )(x) and ‖ψˆ‖x‖22(Z) =
χσ(W)(x) for a.e. x ∈ T.
(⇒) Suppose that |E| > 0 and ess-sup{|〈ϕˆ‖x, ψˆ‖x〉2(Z)|: x ∈ E} = 1. By the equality
condition of the Cauchy–Schwarz inequality and by the definition of E, we note that
{x ∈ E: |〈ϕˆ‖x, ψˆ‖x〉2(Z)| = 1} has zero measure. For each n  2 let An := {x ∈ E:
|〈ϕˆ‖x, ψˆ‖x〉2(Z)|  1 − 1/n}. Then An ⊃ An+1, n  2. Since the essential supremum
is not achieved on a set of positive measure as we mentioned above, there exists a
subsequence (Anj )j2 such that |Anj | > 0 and |Anj \Anj+1 | > 0. Let Bj := Anj \Anj+1 .
Then {Bj : j  2} is a disjoint collection of subsets of E and |Bj | > 0 for each j .
Moreover,∣∣〈ϕˆ‖x, ψˆ‖x 〉2(Z)∣∣ 1− 1/nj  1− 1/j (2.2)
for x ∈ Bj since nj  j . Define
a(x) :=
∑
j2
1√
j |Bj |
χBj (x),
and b(x) := −eiθ(x)a(x), where θ :E→R is a measurable function satisfying e−iθ(x)〈ϕˆ‖x,
ψˆ‖x 〉2(Z) = |〈ϕˆ‖x, ψˆ‖x 〉2(Z)|. Now extend a, b, θ to be 2π -periodic functions. It is easy
to see that ‖a‖2
L2(E)
= ‖b‖2
L2(E)
=∑j2 1/j =∞. We show that (aϕˆ + bψˆ)∨ /∈ V +W .
Suppose that (aϕˆ + bψˆ)∨ ∈ V +W . By Lemma 2.1 there exist 2π -periodic functions c,
d such that cϕˆ, dψˆ ∈ L2(R) and aϕˆ + bψˆ = cϕˆ + dψˆ , and hence a(x)ϕˆ‖x + b(x)ψˆ‖x =
c(x)ϕˆ‖x + d(x)ψˆ‖x for a.e. x ∈ E. Notice that, ϕˆ‖x and ψˆ‖x are linearly independent for
a.e. x ∈E by the definition of E. Hence a(x)= c(x) and b(x)= d(x) for a.e. x ∈E. But
‖cϕˆ‖2
L2(R) 
∫
E
∥∥c(x)ϕˆ‖x∥∥22(Z) dx =
∫
E
∥∥a(x)ϕˆ‖x∥∥22(Z) dx
= ‖a‖2
L2(E) =∞.
This contradiction shows that (aϕˆ + bψˆ)∨ /∈ V +W . Notice that the linear independence
of ϕˆ‖x and ψˆ‖x for a.e. x ∈E implies that aϕ+ bψ = 0. We now show that (aϕˆ+ bψˆ)∨ ∈
V +W .∥∥aϕˆ+ bψˆ∥∥2
L2(R) =
∫
T
∥∥a(x)ϕˆ‖x + b(x)ψˆ‖x∥∥22(Z) dx
=
∑
j2
∫
Bj
{∣∣a(x)∣∣2 + ∣∣b(x)∣∣2 + 2 Re(a(x)b(x)〈ϕˆ‖x, ψˆ‖x〉2(Z))}dx
=
∑
j2
∫
Bj
{
2
∣∣a(x)∣∣2 − 2∣∣a(x)∣∣2∣∣〈ϕˆ‖x, ψˆ‖x 〉2(Z)∣∣}dx
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=
∑
j2
∫
Bj
2
∣∣a(x)∣∣2(1− ∣∣〈ϕˆ‖x, ψˆ‖x 〉2(Z)∣∣)dx
 2
∑
j2
∫
Bj
∣∣a(x)∣∣2 1
j
dx (by (2.2))
= 2
∑
j2
1
j2
<∞.
This shows that (aϕˆ + bψˆ)∨ ∈ S({ϕ,ψ}) = V +W by Lemma 2.1. Hence V +W is not
closed.
(⇐) Suppose, first, that |E| = 0. Then span{ϕˆ‖x} = span{ψˆ‖x } for a.e. x ∈ σ(V ) ∩
σ(W). Recall that we have normalized ‖ϕˆ‖x‖2(Z) and ‖ψˆ‖x‖2(Z). Hence there exists a
measurable function θ :σ(V ) ∩ σ(W) → R such that eiθ(x)ϕˆ‖x = ψˆ‖x for x ∈ σ(V ) ∩
σ(W). Let A := σ(V )\σ(W), B := σ(W)\σ(V ), C := σ(V ) ∩ σ(W). Then A, B ,
and C are mutually disjoint. Suppose that f ∈ V +W = S({ϕ,ψ}). Then there exists
2π -periodic functions a, b such that fˆ (x) = a(x)ϕˆ(x) + b(x)ψˆ(x) for a.e. x ∈ R by
Lemma 2.1. We may assume that supp(a) ⊂ A˜ ∪ C˜, supp(b) ⊂ B˜ ∪ C˜. Let c(x) =
a(x)+ eiθ(x)b(x)χC˜(x) and d(x) := b(x)χB˜(x). Then fˆ (x)= c(x)ϕˆ(x)+ d(x)ψˆ(x) for
a.e. x ∈ T. Since ‖fˆ ‖2
L2(R)
= ∫
T
‖fˆ‖x‖22(Z) dx and supp (c) and supp (d) are disjoint, we
see that c, d ∈ L2(T). Hence cϕˆ, dψˆ ∈ L2(R). This shows that f ∈ V +W by Lemma 2.1.
Hence V +W is closed.
Suppose, on the other hand, that |E| = 0. Let f , a, b, A, B , C be as in the preceding
paragraph. Let D := C\E. Now A, B , D, E are mutually disjoint. Then, by the previous
argument, we may assume that a, b ∈ L2(T\E) by adjusting a and b on D. To show that
f ∈ V +W ; thereby showing that V +W is closed, it is enough to show that a, b ∈L2(E).
We have
∞> ‖fˆ ‖2
L2(R)
=
∫
T
∥∥a(x)ϕˆ‖x + b(x)ψˆ‖x∥∥22(Z)

∫
E
{∣∣a(x)∣∣2 + ∣∣b(x)∣∣2 + 2 Re(a(x)b¯(x)〈ϕˆ‖x, ψˆ‖x 〉2(Z))}dx

∫
E
{∣∣a(x)∣∣2 + ∣∣b(x)∣∣2 − 2K∣∣a(x)b(x)∣∣}dx

∫
E
{
2
∣∣a(x)b(x)∣∣− 2K∣∣a(x)b(x)∣∣}dx
= 2(1−K)
∫
E
∣∣a(x)b(x)∣∣dx.
This shows that |a(x)|2 + |b(x)|2 − 2K|a(x)b(x)| and |a(x)b(x)| are in L1(E). Hence
so is |a(x)|2 + |b(x)|2. Therefore, a, b ∈ L2(T) since we have already shown that a, b ∈
L2(T\E). This implies that V +W is closed, again, by Lemma 2.1. ✷
The following fact is well-known [4,11,13].
Lemma 2.4. {Tkf : k ∈ Z} is a Riesz basis for its closed linear span with Riesz bounds A
and B if and only if A ∑k∈Z |fˆ (x + 2πk)|2  B, for a.e. x ∈ T. It is an orthonormal
basis of its closed linear span if and only if ∑k∈Z |fˆ (x + 2πk)|2 = 1, for a.e. x ∈ T.
Suppose that {Tkf : k ∈ Z} and {Tkg: k ∈ Z} are Riesz bases for their respective closed
linear spans with Riesz boundsA and B and that there exists p ∈ L2(T) such that gˆ(2x)=
p(x)fˆ (x) for a.e. x ∈R. Then, for a.e. x ∈ T, A/B  |p(x)|2 + |p(x + π)|2 B/A.
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3. Proof of Theorem 1.2
We now prove Theorem 1.2. Note that V1 = V0 W0, V0 = S(ϕ), and W0 = S(ψ).
Hence, the sum of the PSI spaces V0 and W0 is closed. Moreover, the collections of the
integer translates of ϕ and ψ are Riesz bases of V0 and W0, respectively. In particular,
σ(V0) = σ(W0) = T by Lemma 2.4. Lemma 2.2 implies that the set E in Theorem 2.3
is T. Statement (b) follows by Theorem 2.3.
We show that rankM(x)= 2 for a.e. x ∈ T. For f ∈L2(R) and x ∈ T let
fˆ‖x,e(k) :=
{
fˆ (x + πk), if k is even,
0, if k is odd,
fˆ‖x,o(k) :=
{0, if k is even,
fˆ (x + πk), if k is odd.
Suppose that there exists a measurable set A ⊂ T of positive measure such that
rankM(x) < 2 for x ∈E. It is easy to see that, for any x ∈ T,
ϕˆ‖x = p(x/2)ϕˆ‖x/2,e+ p(x/2+ π)ϕˆ‖x/2,o,
ψˆ‖x = q(x/2)ϕˆ‖x/2,e+ q(x/2+ π)ϕˆ‖x/2,o.
For x/2 ∈ A, the rows of M(x/2) are linearly dependent. Recall that (p(x/2),p(x/2 +
π)) = (0,0), (q(x/2), q(x/2 + π)) = (0,0), ϕˆ‖x = 0, ψˆ‖x = 0 for a.e. x ∈ T by
Lemma 2.4. This shows that, for x/2 ∈ A, span{ϕˆ‖x} = span{ψˆ‖x} = {0}. By Lemma 2.2,
V0 ∩W0 = {0}. This contradiction shows that rankM(x)= 2 for a.e. x ∈ T.
4. The proofs of Theorem 1.3
In this section we present two proofs of the equivalence of statements (a) and (b) of
Theorem 1.3.
First, we observe the following fact. Suppose that ψ is a (Riesz) wavelet. Let, for each
j ∈ Z,
Wj := span
{
DjTkψ: k ∈ Z
}
,
and, for x ∈ T,
F(x) := span{(Djψ)∧‖x : j < 0}= span{(ψˆ(2j (x + 2πk)))k∈Z: j > 0}.
Then it is shown in [16] that
S(j<0Wj)= S
({
DjTkψ: j < 0, k ∈ Z
})= S({Djψ: j < 0}).
Hence, for a.e. x ∈ T, (S(j<0Wj))∧‖x = F(x) by Lemma 2.1.
The first proof of Theorem 1.3. (a) ⇒ (b): Suppose that ψ is associated with an MRA.
Then there exists ϕ ∈ L2(R) such that {Tkϕ: k ∈ Z} is a Riesz basis for j<0Wj . In
particular, j<0Wj is shift-invariant. The above observation shows that (j<0Wj)∧‖x =
F(x) for a.e. x ∈ T. Lemma 2.1 implies that F(x)= span{ϕˆ‖x} for a.e. x ∈ T. Lemma 2.4
implies that dimF(x)= 1 for a.e. x ∈ T.
(b) ⇒ (a): Suppose that dimF(x)= 1 for a.e. x ∈ T. Recall that F(x)= (S(k<0Wk))∧‖x .
Let V0 := S(k<0Wk). There exists ϕ ∈ V0 such that {Tkϕ: k ∈ Z} is a Riesz basis for V0
by Theorems 3.5 and 2.10 in [4]. Define Vj :=Dj (V0) for j ∈ Z. Then ψ ∈ V1 by defini-
tion. It is easy to see that V1 is a shift-invariant space containingk<0Wk . Hence V0 ⊂ V1.
Therefore Vj ⊂ Vj+1 for each j ∈ Z. Since k∈ZWk = L2(R), ⋃j∈Z Vj = L2(R). More-
over,
⋂
j∈Z Vj = {0} by Proposition 5.3.1 in [11]. We have shown that {Vj }j∈Z is an MRA,
with V0 = S(k<0Wk), and that ψ ∈ V1. Hence ψ is obtained by the MRA. The proof is
complete by recalling the discussion preceding Proposition 1.1. ✷
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We now present another proof of the equivalence of the statements (a) and (b) of
Theorem 1.3. This proof is also based on Proposition 1.1. In the necessity part we also
use the ergodicity of the Baker’s map which, we believe, may have further applications
in another setting (cf. [20]). In the sufficiency part we use the construction techniques
presented in [14,21,29].
The second proof of Theorem 1.3. (a) ⇒ (b): Let Φ(x) := (ϕˆ(x + 2πk))k∈Z and
let Ψj(x) := (ψˆ(2j (x + 2πk)))k∈Z for j ∈ Z and x ∈ T. Then, for j ∈ Z, Ψj(x)
and Φ(x) are in 2(Z) for a.e. x ∈ T, since ψˆ(2j ·), ϕˆ(·) ∈ L2(R). Let p,q ∈ L2(T)
be as in Proposition 1.1. Let q1(x) := q(x) and qj (x) := q(2j−1x)∏j−2l=0 p(2lx) for
j  2. Then ψˆ(2j (x + 2πk)) = qj (x)ϕˆ(x + 2πk), since qj is 2π -periodic for j  1.
Hence Ψj(x) = qj (x)Φ(x) for j  1. This implies that F(x) ⊂ span{Φ(x)} for a.e.
x ∈ T. Hence dimF(x)  1. To prove that dimF(x) = 1 it now suffices to show that∑∞
j=1 ‖Ψj (x)‖22(Z) > 0 for a.e. x ∈ T. If we suppose otherwise, then
0=
∞∑
j=1
∥∥Ψj(x)∥∥22(Z)
= ∥∥Φ(x)∥∥2
2(Z)
{∣∣q(x)∣∣2 + ∣∣q(2x)p(x)∣∣2 + ∣∣q(22x)p(2x)p(x)∣∣2 + · · ·} (4.1)
on a Lebesgue measurable set A ⊂ T of a positive measure. Since Φ(x) = 0 for a.e.
x ∈ T by Proposition 2.4 we have q(A) = {0}. Then by Theorem 1.2 (a), 0 /∈ p(A). So
q(2A) = {0} by Eq. (4.1). By a repeated application of Theorem 1.2 (a) we have that
q(2jA)= {0} for j  0 by Eq. (4.1). We now show that this is impossible by showing that
this implies q = 0 for a.e. x ∈ T. If q = 0 a.e. x ∈ T, then ψ = 0, contradicting that ψ is
a Riesz wavelet. Let T : T→ T be the Baker’s map defined via T x := 2x (mod 2π). This
map is well-known to be measure-preserving, i.e., |T −1(B)| = |B| for any measurable
subset B of T, and ergodic [28, Theorem 1.15]. Let C := ⋃n0 T n(A) ⊂ T. Since
q(2jA)= {0} for any j  0, q(C)= {0} by the 2π -periodicity of q . Now
T −1(C)= T −1
(⋃
n0
T n(A)
)
= T −1(A)∪ T −1
(⋃
n1
T n(A)
)
⊃
⋃
n0
T n(A)= C.
Since T is measure-preserving, the Lebesgue measure of T −1(C) equals that of C. Hence
T −1(C)= C. Since T is ergodic, C = ∅ or T [28, Theorem 1.5]. However, C = ∅ since A
is assumed to have positive measure. Hence, C = T and so q = 0 for a.e. x ∈ T.
(b) ⇐ (a): Our proof follows the idea in [14,21,29]. Suppose that dimF(x)= 1 for a.e.
x ∈ T. We check the conditions of Proposition 1.1. For j  1 let Ej := {x ∈ T: Ψj (x) = 0
and Ψm(x)= 0, 1m< j }, where Ψj(x) := (ψˆ(2j (x+ 2πk))k∈Z for j ∈ Z. Then clearly
T =⊎j1Ej , where unionmulti denotes the disjoint union. Hence if x ∈ T, then x ∈ Ej(x) for a
unique j (x) 1. Define
U(x) := (U(x)(k))
k∈Z :=
Ψj(x)(x)
‖Ψj(x)(x)‖2(Z)
∈ 2(Z).
Define ϕˆ(x + 2πk) := U(x)(k). Then ϕˆ(x) is well-defined for x ∈ R. Now ∑k∈Z |ϕˆ(x +
2πk)|2 = ‖U(x)‖2
2(Z)
= 1 for a.e. x ∈ T. This shows that ϕ ∈L2(R) and that {Tkϕ: k ∈ Z}
is an orthonormal basis for span{Tkϕ: k ∈ Z} by Proposition 2.4. Hence Condition (i) of
Proposition 1.1 is satisfied. Since dimF(x) = 1 and since 0 = U(x) ∈ F(x), there exists
αx ∈ C such that Ψ1(x) = αxU(x). Then for a.e. x ∈ T and k ∈ Z, ψˆ(2(x + 2πk)) =
αxϕˆ(x + 2πk). Define q(x) := αx for x ∈ T. Then ψˆ(2(x + 2πk)) = q(x)ϕˆ(x + 2πk)
for x ∈ T. This shows that ψˆ(2x) = q(x)ϕˆ(x) for x ∈ R. Moreover, ∑k∈Z |ψˆ(2(x +
2πk))|2 = |q(x)|2∑k∈Z |ϕˆ(x + 2πk)|2 = |q(x)|2. But ∑k∈Z |ψˆ(2(x + 2πk))|2 ∈ L∞(T)
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by Lemma 2.4, since {Tkψ: k ∈ Z} is a Riesz basis for its closed linear span. Hence
q ∈ L∞(T) ⊂ L2(T). So Condition (iii) of Proposition 1.1 is satisfied. Notice that our
construction implies that for x ∈ T and k ∈ Z,
ϕˆ(x + 2πk)= ψˆ(2
j (x)(x + 2πk))
‖Ψj(x)(x)‖2(Z)
.
Either 2x or 2x − 2π belongs to T=⊎j1 Ej . Suppose 2x ∈ T. Then 2x ∈ Ej(2x) for a
unique j (2x) 1. For k ∈ Z
ϕˆ(2x + 4πk)=U(2x)(2k)= ψˆ(2
j (2x)(2x + 4πk))
‖Ψj(2x)(2x)‖2(Z)
= ψˆ(2
j (2x)+1(x + 2πk))
‖Ψj(2x)(2x)‖2(Z)
.
Notice that ψˆ(2j (x)(x+2πk)) is the kth-element ofΨj(x)(x) = 0, and that ψˆ(2j (2x)+1×
(x+ 2πk)) is the kth element of Ψj(2x)+1(x) which may be the zero element of 2(Z), and
that ‖Ψj(x)(x)‖2(Z) = 0 and ‖Ψj(2x)(2x)‖2(Z) = 0. Recall that Ψj(x)(x),Ψj (2x)+1(x) ∈
F(x) and dimF(x)= 1. Hence there exists βx ∈C such that
Ψj(2x)+1(x)
‖Ψj(2x)(2x)‖2(Z)
= βx Ψj(x)(x)‖Ψj(x)(x)‖2(Z)
= βx
(
ϕˆ(x + 2πk))
k∈Z.
This implies that ϕˆ(2x + 4πk)= βxϕˆ(x + 2πk) for each k ∈ Z. Define p(x) := βx . Then
ϕˆ(2x + 4πk)= p(x)ϕˆ(x + 2πk) for a.e. x ∈ T and k ∈ Z. Hence ϕˆ(2x)= p(x)ϕˆ(x) for
a.e. x ∈ R. By an argument similar to the one that we used to show q ∈ L∞(T) we see
that |p(x)| is uniformly bounded for those x ∈ T such that 2x ∈ T. Now suppose that
2x − 2π ∈ T. Then
ϕˆ(2x + 4πk)= ϕˆ(2x − 2π + 2π(2k+ 1))
= ψˆ(2
j (2x−2π)(2x − 2π + 2π(2k+ 1)))
‖Ψj(2x−2π)(2x − 2π)‖2(Z)
= ψˆ(2
j (2x−2π)+1(x + 2πk))
‖Ψj(2x−2π)(2x − 2π)‖2(Z)
.
By the same argument with which we treated the case when 2x ∈ T we can define a
bounded 2π -periodic function p(x) satisfying ϕˆ(2x) = p(x)ϕˆ(x) for those x ∈ T such
that 2x−2π ∈ T. Hence there exists p ∈ L∞(T)⊂ L2(T) such that ϕˆ(2x)= p(x)ϕˆ(x) for
a.e. x ∈R. So Condition (ii) of Proposition 1.1 is also satisfied. ✷
Upon scrutinizing the first part of the above proof we have the following corollary.
Corollary 4.1. Suppose that ϕ,ψ ∈ L2(R)\{0} satisfy ϕˆ(2x) = p(x)ϕˆ(x) and ψˆ(2x) =
q(x)ϕˆ(x) for a.e. x ∈ R for some 2π -periodic functions p and q . Then S(ϕ) =
S({Djψ: j < 0}) if and only if p and q do not vanish simultaneously a.e. x ∈ σ(S(ϕ)).
Proof. We use the same notations as in the second proof of the implication (a) ⇒ (b) of
Theorem 1.3. We have seen that the hypotheses imply that S({Djψ: j < 0}) ⊂ S(ϕ).
For the ‘if’ part we only need to show that
∑∞
j=1 ‖Ψj (x)‖22(Z) > 0 for a.e. x ∈ σ(S(ϕ)).
Note that if x /∈ σ(S(ϕ)), then we may define p(x) and q(x) in the ‘refinement’ equations
ϕˆ(2x) = p(x)ϕˆ(x) and ψˆ(2x) = q(x)ϕˆ(x) arbitrarily since Φ(x) = ϕˆ‖x = 0 for x /∈
σ(S(ϕ)). Hence we let p(x)= q(x)= 1 for x ∈ T\σ(S(ϕ)). In particular, p(x) and q(x)
do not vanish simultaneously a.e. x ∈ T. We now follow the same line of argument in the
above proof. Suppose that (4.1) holds on a set A⊂ σ(S(ϕ)) of positive measure. Then we
see that q(2jA)= {0} for j  0. The ergodicity of the Baker’s map implies that q(x)= 0
for a.e. x ∈ T. This fact contradicts the hypothesis that ψ = 0. For the ‘only if’ part we
argue as follows. Suppose that p and q vanish simultaneously on a set A ⊂ σ(S(ϕ)) of
positive measure. Then, by the second equality in (4.1), Ψj(x) = 0 for a.e. x ∈ A. This
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shows that (S({Djψ: j < 0}))∧‖x = {0} for a.e. x ∈ A. Hence S({Djψ: j < 0}) = S(ϕ)
by Lemma 2.1. ✷
A closer look at the second part of the proof shows the following corollary. A shift-
invariant subspace S is said to be regular if dim Ŝ‖x is constant for a.e. x ∈ T [4].
Corollary 4.2. For ψ ∈ L2(R), suppose that dimF(x)= 1 for a.e. x ∈ T, where
F(x) := span{(ψˆ(2j (x + 2πk)))
k∈Z: j > 0
}
,
as before. Then D−1ψ (and hence Djψ, j < 0) belongs to a regular PSI space generated
by a refinable square integrable function. More precisely, there exist ϕ ∈ L2(R) and
p,q ∈ L2(T) such that {Tkϕ: k ∈ Z} is an orthonormal basis of S(ϕ), and that ϕˆ(2x)=
p(x)ϕˆ(x), ψˆ(x)= q(x)ϕˆ(x) for a.e. x ∈R.
Proof. We only need to observe that
∑
k∈Z |ψˆ(2(x + 2πk))|2 ∈ L2(T) for any ψ ∈
L2(R). ✷
5. Applications, dimension functions, and remarks
We first give an application of Corollary 4.1. Paluszyn˘sky et al. [23] introduced the
following definition. Suppose that ψ generates a tight frame wavelet with frame bound
one, i.e., {DjTkψ: j, k ∈ Z} is a frame for L2(R) with frame bound one. Then it is said
to be an MRA tight frame wavelet (MRA–TFW) if there exist ϕ ∈ L2(R), called a pseudo-
scaling function, and a 2π -periodic functionm such that ϕˆ(2x)=m(x)ϕˆ(x) for a.e. x ∈R,
and that
ψˆ(x)= eix/2m(x/2+ π)ϕˆ(x/2) for a.e. x ∈R, (5.4)
and that∣∣m(x)∣∣2 + ∣∣m(x + π)∣∣2 = 1 for a.e. x ∈ T. (5.5)
An interested reader may find [22,23] quite interesting. We now use an amusing
relationship between affine frames and quasi-affine frames found in [10,25]. Let us define a
bounded sesquilinear form K :L2(R)×L2(R)→C via K(f,g) :=∑j,k∈Z〈f,Dj Tkψ〉 ×
〈DjTkψ,g〉. Since ψ generates a tight frame with frame bound one, K(f,g) = 〈f,g〉.
Then, clearly, K(Txf,Txg) = K(f,g) for each x ∈ R and each f,g ∈ L2(R), i.e., K
is translation-invariant. From [10, Theorem 3] (see also [25]) we know that, for each
f,g ∈ L2(R),
K(f,g)=
∑
j,k∈Z
〈
f,Dj Tkψ
〉〈
DjTkψ,g
〉
=
∑
j<0, k∈Z
〈
f,2j/2TkDjψ
〉〈
2j/2TkDjψ,g
〉
+
∑
j0, k∈Z
〈
f,DjTkψ
〉〈
DjTkψ,g
〉
, (5.6)
where the double sums converge absolutely. Note that span{DjTkψ: j < 0, k ∈ Z} is a
closed subspace of S({Djψ: j < 0}). Suppose that
f ∈ S({Djψ: j < 0})# span{DjTkψ: j < 0, k ∈ Z}.
Then (5.6) with g = f implies that∑
j<0, k∈Z
〈
f,2j/2TkDjψ
〉〈
2j/2TkDjψ,f
〉= ∑
j<0, k∈Z
〈
f,DjTkψ
〉〈
DjTkψ,f
〉
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since
∑
j0, k∈Z parts are identical. Since the right-hand side of the above equation is 0,
so is the left-hand side. This shows that f = 0, thereby showing that
S({Djψ: j < 0})= span{DjTkψ: j < 0, k ∈ Z}.
Corollary 4.1, with p(x) :=m(x) and q(x) := eixm(x + π), implies that
S({Djψ: j < 0})= S(ϕ).
This proves the following proposition.
Proposition 5.1. If ψ is an MRA–TFW with a pseudo-scaling function ϕ, then S(ϕ) =
span{DjTkψ: j < 0, k ∈ Z} = S({Djψ: j < 0}).
Paluszyn˘sky et al. [23, Theorem 3.17] show that if ψ generates a tight frame with frame
bound one, then it is an MRA–TFW if and only if dim(S({Djψ: j < 0}))∧‖x ∈ {0,1} for
a.e. x ∈ T. Proposition 5.1 proves the ‘only if’ part of the theorem. Notice that it asserts
more than this. In particular, Proposition 5.1 identifies the space span{DjTkψ: j < 0, k ∈
Z} as a PSI space S(ϕ).
As an application of Theorem 1.3 we give another proof of Zalik’s characterization [30,
Theorem 2.4] in the following corollary.
Corollary 5.2 [30]. Let ψ be a Riesz wavelet satisfying supp ψˆ(2·)⊂ supp ψˆ(·). Then ψ is
associated with an MRA if and only if :
(i) ∑k∈Z |ψˆ(x + 4πk)|2 > 0, for a.e. x ∈ [0,4π];
(ii) There exists 4π -periodic function g such that ψˆ(2x)= g(x)ψˆ(x) for a.e. x ∈R.
Proof. We show that Conditions (i) and (ii) are equivalent to the condition dimF(x)= 1
for a.e. x ∈ T under the assumption supp ψˆ(2·)⊂ supp ψˆ(·).
(⇒) Suppose ψ is associated with an MRA. Then dimF(x) = 1 for a.e. x ∈ T by
Theorem 1.3. For a.e. x ∈ T, there exists j (x) 1 such that (ψˆ(2j (x)(x + 2πk)))k∈Z = 0
and (ψˆ(2j (x + 2πk)))k∈Z = 0 for 1  j < j (x). Suppose that j (x)  2. Then by the
support condition (ψˆ(2j (x)−1(x + 2πk)))k∈Z = 0, contradicting our choice of j (x). This
shows that j (x)= 1 for a.e. x ∈ T. Hence(
ψˆ
(
2(x + 2πk)))
k∈Z = 0 (5.7)
for a.e. x ∈ T. So (i) is satisfied. Moreover, dimF(x)= 1 and Eq. (5.7) imply that there
exists 2π -periodicα such that ψˆ(22(x+2πk))= α(x)ψˆ(2(x+2πk)) for a.e. x ∈ T and for
each k ∈ Z. This shows that ψˆ(2x)= α(x/2)ψˆ(x) a.e. x ∈R, with a 4π -periodic function
α(·/2). This shows (ii) with g(x)= α(x/2)
(⇐) Suppose that ψ satisfies (i) and (ii). Then (i) implies that dimF(x)  1 for
a.e. x ∈ T. (ii) implies that, for a.e. x ∈ T and for n  1, (ψˆ(2n+1(x + 2πk)))k∈Z =∏n
j=1 g(2j x)(ψˆ(2(x+2πk)))k∈Z. Hence dimF(x) 1 a.e. x ∈ T. Therefore, dimF(x)= 1
for a.e. x ∈ T and so ψ is associated with an MRA by Theorem 1.3. ✷
We now briefly remark on the explicit formula of the dimension function D of
a Riesz wavelet ψ , defined by D(x) := dimF(x), x ∈ T. Suppose that k<0Wk is shift-
invariant. Let S be the frame operator, which is known to be invertible, defined by
Sf :=∑j,k∈Z〈f,ψjk〉ψjk . Then {ψ˜jk := DjTkS−1ψ: j, k ∈ Z} is the dual Riesz basis
of ψ by Theorem 2.8 in [16]. Then, by a result of Auscher ([1, Proposition 5.2] see also
[16, Lemma 3.4]), we see that
D(x)=
∞∑
j=1
∑
k∈Z
ψˆ
(
2j (x + 2πk)) ˆ˜ψ(2j (x + 2πk)). (5.8)
The question is whether we can drop the shift-invariance condition. We do not yet know
of the answer to this question. However, the following result seems to indicate that
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it is unlikely that we can remove the shift-invariance condition: If ψ is a tight frame
wavelet with frame bound one, then S is the identity operator. Hence Eq. (5.8) reduces
to D(x) =∑∞j=1∑k∈Z |ψˆ(2j (x + 2πk))|2. It is pointed out in [23] that D. Speegle has
constructed an example of a tight frame wavelet with frame bound one such that the above
is not the dimension of F(x).
Finally, we remark that one cannot remove the shift-invariance condition in the
Statements (c) and (d) of Theorem 1.3. This follows by [16, Example 4.2] in which
it is pointed out that there exists a Riesz wavelet ψ such that
∑
j1
∑
k∈Z |ψˆ(2j (x +
2πk))|2 > 0 for a.e. x ∈ T and span{ψjk: j < 0, k ∈ Z} is not shift-invariant, cf. [30,
Example 3.2].
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