Abstract. We show that the function S 1 (x) = ∞ k=1
e −2πkx log k can be expressed as the sum of a simple function and an infinite series, whose coefficients are related to the Riemann zeta function. Analytic continuation to the imaginary argument S 1 (ix) = K 0 (x) − iK 1 (x) is made. For x = p q where p and q are integers with p < q, closed finite sum expressions for K 0 ( , − 3 4 , and −
6
, confirming what Ramanujan claimed but did not explicitly reveal in his Notebooks. The interpretation of a pair of apparently inscrutable divergent series in the notebooks is discussed. They reveal hitherto unsuspected connections between Ramanujan's ϕ(x), K 0 (x), K 1 (x), and the classical formulas of Gauss and Kummer for the digamma function.
Introduction. The definite integral of the product of exponential and logarithmic functions is well known
I(x) = (see, for example, Goody and Yung [3] ). For 0 < x < 1, (1.1) can be expressed as a simple function plus a power series
where γ is the Euler-Mascheroni constant. It is, therefore, surprising that the discrete analog of I(x)
S(x) = ∞ k=1 e −kx log k (1. 3) has not been similarly reduced, although Ramanujan's Notebooks [1] , hereafter Notebooks, gives the asymptotic value as x tends to 0 + S(x) ∼ − γ + log x x + 1 2 log 2π (1.4)
As we show in section 2, (1.3) is related to the Hurwitz zeta function. On this basis an analog of (1.2) for (1.3) is derived. In section 3, we show that an extension of (1.3) to certain values of imaginary argument is possible. This last result enables us to compute the values of a function of Ramanujan that he hinted at but never revealed in his Notebooks (see section 4).
Derivation of series expression.
For reasons that will become obvious later, we prefer to study the function S 1 (x) = S(2πx) = ∞ k=1 e −2πkx log k (2.1)
From Appendix A, we have
To evaluate the infinite series (2.2), we need the values of ζ (s) = dζ(s) ds for s a nonpositive integer. For s = 0, we have
Using the functional equation for the Riemann zeta function
we can show that
and
Substituting (2.3-2.5) into (2.2) we have
Using the identity
we have from (2.6) the following:
For (2.6) and (2.8) to be convergent, we must have x < 1. The series converges extremely slowly, requiring an unacceptably large amount of computing time as x → 1. We found it useful to modify equation (2.6) for the purposes of computational efficiency. We make use of the fact that ζ(n) → 1 as n → ∞ and the following two relationships
We note that:
Extensive numerical testing shows that (2.11b) and (2.12b) converge much faster than (2.11a) and (2.12a). With this accelerated convergence we then ran a numerical approximation of equation (2.6) to equation (2.1), the results of which are in Table  1 .
The right column in Table 1 was computed using (2.1), which converges rapidly for the range of values in the table. We believe that all digits shown are correct as their values did not change further as we increased the number of iterations. The left column was computed using (2.6). The digits in parenthesis are incorrect and their values changed when we increased the number of iterations. Thus, Table 1 provides a numerical demonstration of the equivalence of (2.1) and (2.6) to 7 digits. The relative merits of (2.1) and (2.6) are obvious: (2.1) converges for 0 < x < ∞; (2.6) converges for 0 < x < 1. However, (2.6) converges rapidly as x → 0 + . Indeed, (1.4) is (2.6) in the asymptote x → 0 + , as noted by Ramanujan (see section 1). As we shall show in the following section, the true worth of (2.6) becomes apparent if we extend the argument of x to the imaginary value ix. In this case S 1 (ix) given by (2.6) is a well-defined complex function, but S 1 (ix) defined by (2.1) is no longer convergent for all x > 0. Thus the mathematical utility of (2.1) and (2.6) is complementary.
3. Extension to imaginary argument. From (2.1) and (2.8), S 1 (z) converges in the complex plane with |z| < 1. There is a branch cut along the negative real axis. By replacing x with ix, 0 < x < 1, we have from (2.8)
Care has to be taken when evaluating log(ix) in (2.8) by requiring
We shall show that (3.2) and (3.3) can have finite expressions for x = p q , where p and q are integers such that p < q. Consider the function K(x) (3.1) for values of x such that
For p, q integers with q > p, define two functions
Theorem 1. For p, q integers with q > p,
where K 0 (x) is defined by (3.2) and Y 0 (p, q) by (3.5).
Proof of Theorem 1. The proof consists of two parts. In part 1, we will show that K 0 (x) is related to the digamma function ψ(x). In part 2, we will make use of a well-known formula for ψ 
Comparing (3.2) and (3.8) we have
Using the formula from (8.363) of Gradshtein and Ryzhik [4] , known as Gauss' Theorem, we have
Combining (3.9) and (3.10), we have
which is Y 0 (p, q) of (3.5).
Theorem 2. For p, q integers with q > p,
where K 1 (x) is defined by (3.3) and Y 1 (p, q) by (3.6).
Proof of Theorem 2. We shall first derive an important formula for the gamma function Γ(x) that we will need later. From Kummer's formula, (8.343) in Gradshtein and Ryzhik [4] , we have for 0 < x < 1,
Subtracting (3.14) from (3.13) leads to
We note equation (1.441) from Gradshtein and Ryzhik [4] ,
log n n sin 2πnx (3.18)
We will now proceed to evaluate Y 1 (p, q). The sum in the second term of (3.6) can be carried out either in ascending order (k = 1 to q − 1) or in descending order (k = q − 1 to 1). Hence, using the symmetrized sum, the sum in (3.6) becomes
From this and (3.6) we have
Substituting (3.18) into (3.19), we have
where
From (B8) and (B10) in Appendix B, we have
To evaluate F 3 (p, q) we first consider the complex function
It is clear that
Since sin x = 1 2i e ix − e −ix , we have
Interchanging the summations over k and n, we have when n ≡ q − p (mod q). In this case, each summand is 1 and the total sum is q − 1. Otherwise, from (B7) and (B8) in Appendix B, the sum is -1; i.e.
Similarly, we have
Combining the above results, we have from (3.30),
Substituting (3.31) into (3.29), we have
We will relate F 5 (p, q) and F 6 (p, q) to other functions. Consider the infinite sum (3.33) for F 5 (p, q). The first term (m = 0) is
. We can rearrange the terms so that
Continuing this process, we can rewrite F 5 as
where we have used the well known formula
Similarly, F 6 can be written as
Note that the infinite sum in (3.36) is −R p q from equation (C1) in Appendix C. Therefore,
Collecting all the terms for F 5 and F 6 , we have
where R p q has the series expansion (C5) in Appendix C. Using (3.27), we have
Putting the expressions of F 1 , F 2 , and F 3 from (3.24), (3.25), and (3.39) respectively into (3.20) we have
Comparing with (3.3), it is clear that Y 1
As we did in section 2, we have numerically approximated K 0 and K 1 for certain rational values by summing the series in (3.2) and (3.3) from k = 1 to N . We found that, as N gets larger, the results for K 0 and K 1 approach those calculated using equations (3.7) and (3.12), as expected. Table 2 . The values obtained via the series (3.2) and (3.3) are less accurate; the digits in parenthesis are incorrect. Nevertheless, we have provided a 7 digit demonstration of the equivalence of (3.2) and (3.7), and of (3.
He went on to define two related functions
where R(x) is given by (C5) in Appendix C. Ramanujan then evaluated ϕ + (x) at x = 
Substituting values for ϕ + (x) from Ramanujan and those for ϕ (x) from (4.6 abc), we have ϕ − The expression in the last parenthesis of (4.8a, b, and c) may be replaced by A, B, and C, respectively.
The values of ϕ(− Table 3 . The results show that our expressions (4.8abc) are verified to 7 digits by numerical evaluation of (4.1). The numbers in the right column in Table 3 are correct to all digits shown. The numbers in parenthesis in the left column of Table 3 are incorrect due to the truncation of the infinite series.
5. Concluding remarks. We have shown that the function (2.1)
e −2πkx log k can be expressed as the sum of a transcendental function plus a power series whose terms are entirely algebraic. This expression (2.6) may be compared to the expression from (1.2)
Note that as x → 0 + , there is little difference between the sum S 1 (x) and the integral I(2πx), as each is equal to the simple function − γ+log 2πx 2πx
. As x gets larger, the power series becomes more important, and S 1 (x) and I(2πx) differ substantially. The expression (2.6) has been checked for a number of values of x between 0.1 and 0.9 to 7 significant digits, providing numerical evidence for the equality between (2.6) and (2.1).
The extension of S 1 (x) to the imaginary axis is possible through the expressions (3.2) and (3.3). We are able to find finite sum expressions for S 1 (ix) for x = p q , where p and q are positive integers with p < q. These expressions allow us to evaluate a function of Ramanujan, ϕ(x) (4.1), at x = − . Numerical computation verifies to 7 significant digits that our expressions for ϕ(x) are correct.
It is possible to generalize (1.3) further. We may start from the asymptotic expression
where m p ⊂ Z − [2] . Note that
Analytic continuation to the imaginary argument T (m, p, ix), 0 < x < 1 may be possible, but the expressions will be more complicated. This will be the subject of a future investigation.
Is it possible to find closed expressions for ϕ(− Finally, we discuss the relevance of two apparently inscrutable divergent series in the Notebooks. According to Berndt [2] , "Perhaps we can prove Ramanujan's claims, but we may not know the well from which they sprung." In this case we are fortunate that he left us two divergent series in the Notebooks as clues. The first one is entry 17(v) in Chapter 8 of Notebooks [2] ϕ(x − 1) − ϕ(−x) = (γ + log 2π)π cot πx + 2π
Berndt [2] has the following comment: "Of course entry 17(v) is meaningless because the series on the right side diverges for 0 < x < 1. Entry 17(v) is intended to be an analogue of entry 17(iv)." The analogy between entry 17(iv) (derived from Kummer's forumula for log Γ(x); see (3.13) and (3.18)) and (5.3) becomes more striking if we differentiate both sides of entry 17(iv) or (3.18) to obtain
These expressions are meaningless unless we interpret the infinite series on the right side of (5.4) and (5.3) as K 0 (x) and K 1 (x), respectively, giving rise to
It can be shown (e.g. via series expansion of the right hand side) that these are equivalent to K 0 (x) and K 1 (x) given by (3.2) and (3.3), respectively. Therefore, properly interpreted Ramanujan's divergent series leads to K 0 (x) and K 1 (x).
The symmetry between K 0 ( p q ) and K 1 ( p q ) can become obvious if we rewrite Theorems 1 and 2 as
From this and (3.4) we have
where we have used (B9) for evaluating the first sum. It can be shown that (5.8) is equivalent to (3.11) by noting that cos
Similarly, from (5.7) and (3.4), we have
where we have used (B10) to evaluate the first sum. Equations (5.8) and (5.9) are the same as Theorems 1 and 2, respectively, except that the former pair exhibits the underlying symmetry explicitly. One may criticize Ramanujan's use of the two divergent series, (5.3) and (5.4), which constitute the cornerstone of his edifice connecting the functions ψ(x) and ϕ(x) to the functions K 0 (x) and K 1 (x). In his defense we argue that our proofs of his results, summarized by Theorems 1 and 2, vindicate his unorthodox approach. But the proofs, especially for Theorem 2, are so labored that they provide no motivation for the existence of these theorems. We conclude with a quote from a transcendentalist who solved the dilemma between intuitive and rigorous approaches to life's problems:
"If you have built castles in the air, your work need not be lost; that is where they should be. Now put the foundations under them." -Henry David Thoreau, Walden Observatory Project at the Jet Propulsion Laboratory, and the California Institute of Technology. Table 2 Comparison of K 0 p q and K 1 p q obtained using series calculations from equations (3.2) and (3.3) with 100,000 iterations, to the direct calculation using finite sums (3.7) and (3.12). Table 3 Comparison of values of the series ϕ(x) from (4.1) to the direct calculation of ϕ(x). The direct calculation of ϕ(− The derivation of the fundamental formula for S 1 (x) follows that of Berndt [2] using the Riemann Zeta function. However, we believe that it is more natural to use the Hurwitz rather than the Riemann zeta function. Consider the infinite sum
We will show its relation to the Hurwitz zeta function. Taking the Mellin transformation of f (x, α), we have
where ζ(s, α) is the Hurwitz zeta function
and Γ(s) is the gamma function:
We can recover f (x, α) via the inverse Mellin transformation
where the contour lines of integration are shown in Figure A1 . To derive (A4) from (A3) we use the fact that the integral along A can be replaced by the contour integral around A and B because the integral on B approaches 0 as the radius of B goes to infinity. The function Γ(s) has singularities at 0, −1, −2, −3, ... and the Hurwitz zeta function has a singularity at s = 1. Using the Residue Theorem, the contour integral around A + B can be replaced by the sum of contour integrals around the singularities, resulting in (A5).
Consider the part of (A5)
where we use integration by parts to go from the second to the third step. To derive the final result we use the fact that the residue of ζ(s, α) at s = 1 is 1 and that Γ(1) = 1 and Γ (1) = −γ. The remainder of (A5) is an infinite series; each term is a contour integral around s = −k, where k = 0, 1, 2, ....
where we have used the result that the residue of Γ(s) at s = −k is 
