The nonlinear conjugate gradient method is widely used to solve unconstrained optimization problems. In this paper the development of different versions of nonlinear conjugate gradient methods with global convergence properties proved. Numerical results indicated that the proposed method is very efficient.
Introduction
Conjugate gradient methods are a class of very important methods for minimizing smooth functions, especially when the dimension is large [7] . They are considered to be conjugate direction methods which lie between the method of steepest descent and Newton's method. Their principal advantage is that they don't require the storage of any matrices as in Newton's method, or as in quasi-Newton methods, and they are designed to converge faster than the steepest descent method. Conjugate gradient methods converge in at most n iterations for unconstrained quadratic optimization problems in n R when using exact line searches.In this paper, we consider the following unconstrained optimization problem: 
.More performance profile, is given in [4] .
The Conjugate gradient method generates a search direction that is mutually conjugate to the previous search directions, with respect to a given positive definite matrix H , and finds the optimal point in that direction using a line search technique. 
In other words, the next search direction is calculated as a linear combination of the previous direction and the current gradient, in such a way that the minimization steps in all previous directions are not interfered with. The search direction can be determined as follows : [5] , the Hestenes-Stiefel (HS) method [6] and the Polak-Ribi`ere (PR) method [8] . The update parameters of these methods are respectively specified as follows : 
In [2, 3] 
Zhang et al. [10] proposed a modified FR method (called MFR), in which the direction
. Based on the idea of them, we propose a new spectral conjugate gradient method without line search.
In the next section, we present the spectral BSQ and BSI conjugate gradient methods. In section 3, Some mild conditions are also given and the global convergence will be given. Some numerical results are reported in last section.
Two versions of the spectral conjugate gradient method :
Conjugate gradient algorithm ) 1 ( and ) 5 ( with exact line search always satisfy the condition
which is in a direct connection with the sufficient descent condition
for some positive constant 0  w . Observe that w is an arbitrary positive constant. In this paper, we take a little modification to the BSQ and BSI methods such that the direction generated by the modified BSQ and BSI methods is always a descent direction. Let the iterative direction
satisfy the sufficient descent condition ,we only need to guarantee the following equality hold :
From above equation and ) 10 ( we get : 
Since, w is a constant parameter, let w be defined by :
) 17 ( where is constant and
.Then, we have :
Thus, we obtain the following iterative direction :
A similar result holds for the BSI formula. We give the specific form of the proposed spectral conjugate gradient method as follows : 
Step 2. Test for continuation of iterations. Step 4. Set 
and continue with step2. 
The global Convergence of EBSQ
In the following we state a lemma, often called the Zoutendijk condition, is used to prove the global convergence of the proposed algorithms. It was originally given by Zoutendijk [9, 12] .
Lemma (1) :
Suppose that Assumption holds. And 
From (6), we have : Global convergence property and descent property of SBSI algorithm are similar to those of SBSQ Algorithm..
Numerical Results
This section reports some numerical experiments. The test problems with the given initial points can be found at which were collected by Neculai Andrei. Some of the test problems are from the CUTE collection established by Bongartz, Conn, Gould and Toint [1] . The stop criterion is as follows : the program is stopped if the inequality Tables 1, and 2 , we draw a conclusion that new Algorithms performs better than the FR method for the most tested problems under only Wolfe line search. Therefore, the proposed method is promising and 137 comparable to the FR method and comparable to the FR method. 
Conclusion
In this paper, we have derived a new spectral nonlinear conjugate gradient methods based on our sufficient descent condition. Some numerical results have been reported, which showed the effectiveness of our method with the parameter  .
Moreover, we would like to find optimal values of parameter  in theory and in practical computation. Table 1 and  Table 2 are given by the following Table 3 . Relative Efficiency of the Different Methods Discussed in the Paper. 
