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nalysis of multitone holographic interference
ilters by use of a sparse Hill matrix method
amon W. Diehl and Nicholas George
A theory is presented for the application of Hill’s matrix method to the calculation of the reflection and
transmission spectra of multitone holographic interference filters in which the permittivity is modulated by
a sum of repeating functions of arbitrary period. Such filters are important because they may have two or
more independent reflection bands. Guidelines are presented for accurately truncating the Hill matrix,
and numerical methods are described for finding the exponential coefficient and the coefficients of the
Floquet–Bloch waves within the filter. The latter calculation is performed by use of a computational
technique known as inverse iteration. The Hill matrix for such problems is sparse, and thus, even though
the matrix can be quite large, it may be efficiently stored and processed by a desktop computer. It is shown
that the results of using Hill’s matrix method are in close agreement with numerical calculations based on
thin-film decomposition, a transfer-matrix technique. An important result of this research is the demon-
stration that Hill’s matrix method may, in principle, be used to analyze any multiperiodic problem, so long
as the periods are known to finite precision. © 2004 Optical Society of America





























olographic mirrors also known as pure-reflection
olographic gratings have wavelength selectivity
roperties and may be thought of as a class of inter-
erence filters. This notion of wavelength selectivity
ay be traced back to some of the earliest experimen-
al work in interferometry.1–3 For the history of re-
ection holography, the reader is directed to a
ublication of collected reprints.4 Of particular in-
erest are interference filters that reflect at multiple
avelength bands. Such filters have been fabri-
ated by vacuum sputtering5 and also through holo-
raphic processes.6,7 A comprehensive overview of
ethods for analyzing reflection of light from films of
ontinuously varying refractive index has been pub-
ished in the treatise by Jacobsson.8 Jacobsson dis-
usses a transfer-matrix method in which an
nhomogeneous film is modeled as a stack of thin
omogeneous layers; that technique is referred to
erein as thin-film decomposition. An analogous
ethod for the analysis of volume gratings, called thin-
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ess9,10 and further developed by others.11,12
lthough dielectric gratings are not the subject of this
aper, we include a few relevant citations that sample
ome of the key references in this extensive field.13–19
ore central to the topic are those publications that
eal specifically with holographic mirrors.20–22
In the general study of waves in a periodic struc-
ure, one of the more important theoretical ap-
roaches depends on Hill’s matrix method. This
ethod of solution was discovered by the astronomer
. W. Hill in 1886 and used for the analysis of lunar
erigee23; it was generalized to wave-propagation
roblems by Lord Rayleigh in the subsequent year.24
xcellent treatments of Hill’s equation, Floquet’s the-
rem, and Hill’s matrix method are presented by
hittaker and Watson25 and by Magnus and Wink-
er.26 Hill’s matrix method has been applied to
uantum mechanical oscillators by Biswas et al.27 A
omprehensive review of the work on electromagnetic
aves in periodic structures, which mentions Hill’s
atrix method, has been published by Elachi.28
lose agreement has been reported between Hill’s
atrix method and the extended coupled-waves anal-
sis of Su and Gaylord.29
In this paper we demonstrate that Hill’s matrix
ethod may be used to analyze the normal-incidence
eflection properties of multitone holographic inter-
erence filters, where multitone refers to an interfer-



















































































ands. The index profiles for such interference fil-
ers comprise the sum of repeating functions of arbi-
rary period and are generally quite complicated, as
s illustrated by Fig. 1, which presents a portion of the
ndex profile of an example three-tone filter, to be
urther studied in Section 3 below. Such filters were
nalyzed previously by thin-film decomposition and
oupled-wave theory.30
In Section 2 it is established that Floquet’s theorem
ay also be applied to a multitone problem, so long as
least common multiple LCM can be defined for the
eriods. In this case the differential equation may
e transformed into an infinite system of homoge-
eous linear equations, which may be written in the
orm of an infinite matrix the Hill matrix multiplied
y an infinite vector. This is analogous to an eigen-
ector problem. To find the solution, we present a
rocedure for determining the truncation size of the
atrix, a numerical technique for finding the expo-
ential coefficient analogous to an eigenvalue, and a
ethod of inverse iteration to determine the coeffi-
ients of the Floquet–Bloch waves within the film
analogous to an eigenvector.
In Section 3 we perform an example calculation,
sing Hill’s matrix method to find the reflection spec-
rum of a three-tone holographic interference filter.
n an independent method of solution, the result from
ill’s matrix method is compared with the solution
ound by use of thin-film decomposition; good agree-
ent is found.
. Theory
onsider a lossless dielectric medium with a one-
imensional permittivity modulation described by
he sum of two or more periodic functions of arbitrary
eriod. This modulation may be described mathe-
atically by the following formula:




here flz  flz  l. We wish to calculate the
eflection and transmission efficiencies for light inci-
ig. 1. Index of refraction versus hologram depth for one period of
he example problem.ent upon this material at normal incidence, propa-
ating in the ẑ direction with the electric field
olarized in the x̂ direction. For these calculations
t is assumed that the material is linear and isotropic
nd that the incident plane wave has a harmonic
ime dependence of expit. The amplitude of the
lectric field, Ex, within the filter may then be de-







 z Ex z  0, (2)
here 0 is the permittivity of free space and k0 
c  2
.  is the free-space wavelength of the
ncident light.
We wish to apply Floquet’s theorem to this prob-
em. Floquet’s theorem states that, for any linear
ifferential equation in which all the coefficients have
eriod 2
, a basis for the solutions is exp
nd exp, where  is complex,  is a real,
nitless variable, and  is a complex function with
eriod 2
.25 In this paper,  is referred to as the
xponential coefficient.
Floquet’s theorem may be applied to Eq. 2 when-
ver z is periodic, so long as the change of variable
 2
z is made, where  is the period of z.









 Ex  0. (3)
his prompts the question: “Under what circum-
tances will a permittivity profile, as described by Eq.
1, be periodic?” The answer is that the index pro-
le is periodic if and only if there exists a LCM for the
eriods 1, 2, . . . , N. The LCM is defined as the
mallest number that is an integer multiple of all of
he periods. The periods themselves need not be
ntegers, however. For example, for the numbers
.2, 1.5, and 2.1, the LCM is 42. A sufficient condi-
ion for the existence of the LCM for the set of periods
s that each of the periods be known to finite preci-
ion. For this paper we assert that such is the case,
llowing the use of Floquet’s theorem.
Because  is periodic, it may be expanded in a
ourier series. Equation 3 may thus be written as
	2
	2
Ex   
m

m expimEx  0, (4)
here a factor of 2
2k0
20 has been absorbed
nto the summation coefficients, m. Defining a to
e the permittivity of the film in the limit of no mod-
lation and using the relation   0n
2 yield a value




a is the index that corresponds to a permittivity of
a. Recall that k0 is wavelength dependent and thus
hat the m coefficients are also wavelength depen-











































Floquet’s theorem assures us that Eq. 4 has a
olution of the form





here the periodic function  has been expanded








m expimbl expil  0. (6)
he bl terms are the coefficients of the Floquet–Bloch
aves within the filter. For Eq. 6 to be valid for all
alues of , the summation over l must vanish; i.e.,






m expimbl expil  0. (7)




expil   il 2bl  
m

m blm  0. (8)
or Eq. 8 to vanish for all values of , the coefficient
f each expil term must vanish, i.e.,
   il 2bl  
m

m blm  0 (9)











































···0 APPLIED OPTICS  Vol. 43, No. 1  1 January 2004Dividing by l2  0 yields the following recursion
elation:









or every integer l, which may be written in the form
f an infinite matrix multiplied by an infinite vector:
he division by l2  0 in Eq. 10 is necessary to
uarantee the convergence of the determinant.25
nfortunately, this division introduces singularities




2. Solving for , we find that the
ill determinant blows up whenever   LCMnal
or any positive integer l. In solving the problem it
s crucial to avoid these singular wavelengths.
The matrix relation in Eq. 11 represents a homog-
nous system of linear equations. Barring the triv-
al solution bl  0 for every l , the equation can hold
nly if the determinant of the matrix is identically
ero. This determinant is known as Hill’s determi-
ant25 and is indicated by i. The value of the
xponential coefficient, , can be found by solution of
he equation i  0. This is analogous to solving
he eigenvalue problem A  Iv  0, where A is a
quare matrix, I is the identity matrix,  is an eigen-
alue of A, and v is the eigenvector of A that corre-
ponds to . A  I is a function of  much as the
ill matrix is a function of .
Solving the formula i  0 for  is a daunting
ndertaking. The task is simplified, however, by
he following remarkable relationship:






here 0 refers to the determinant of the infinite
atrix in the limit  3 0. A proof of this relation-
hip is given by Whittaker and Watson.25























































































































ssary the relation in Eq. 12 becomes an approxi-
ation. Specifically, a value of  that makes one
ide of the equation vanish will not, in general, cause
he other side to vanish. Thus a reasonable criterion
or truncation is a matrix large enough that the value
f  found by solution of the right-hand side of
q. 12 causes the Hill determinant on the left-hand
ide to vanish to within an accepted tolerance. For
his paper, a tolerance of 106 has been chosen. In
ig. 2 the value of the Hill determinant is plotted
ersus matrix size for a three-tone example problem.
he plot shows that, as matrix size increases, the
alue of  found by solution of the right-hand side of
q. 12 becomes a better approximation to the root of
he equation i  0. This example is studied
urther in Section 3 below.
Equation 12 is a transcendental equation with an
nfinite number of solutions for . Each of the solu-
ions is valid, and the solutions will yield identical
esults once boundary conditions are applied; how-
ver, it is most useful to choose the solution that
educes to the proper plane-wave solution in the lim-
ting case of no index modulation. Specifically,
hen there is no index modulation, a plane-wave
olution of the following form is expected:
Ex z  A expikz  B expikz, (13)
here k  2
na and  is the free-space wavelength.
omparing this solution to the form given by Flo-
uet’s theorem in Eq. 5 should make clear that Eq.
13 corresponds to the cases when all bl vanish ex-
ept for b0 and when   i0. In this limiting
ase,  is strictly imaginary, and the traveling waves
re unattenuated. It is expected that, when the m
oefficients are allowed to deviate from zero,  will
evelop a small real component at certain resonant
avelengths; however, the imaginary component of
will remain near the unperturbed value of i0.
his knowledge may be used to pick an initial guess
ig. 2. Value of the Hill determinant, i, as a function of
atrix size. It can be seen that, as matrix size increases, the
alues of  found by solution of Eq. 12 become better approxima-
ions of the root of the equation i  0. The dashed line shows
hat a matrix of 2497  2497 is sufficient to ensure that the Hill
eterminant is within 106 of 0. The test wavelength is 350 nm.or the value of  and then to apply Newton’s method
o search iteratively for the root in that region. Spe-
ifically, an initial guess of
  Re i
 arcsin 0 sin
0  i0 (14)
orks well.
It is worthwhile to consider under what circum-
tances the exponential coefficient  has a real com-
onent, as the existence of a real component
orresponds to the resonant wavelength bands of the
ologram. Studying Eq. 14 reveals that  has a
eal component whenever arcsin 0 sin
0
as an imaginary component. It is therefore possi-
le to find the location and width of the expected
eflection bands of the film i.e., the wavelengths for
hich  has a real component without finding the
oefficients of the Floquet–Bloch waves or applying
oundary conditions.
Once  has been determined, the next step is to
etermine the values of the bn coefficients. This is
one by solution of the linear system of equations
epresented by the matrix relation in Eq. 11. As
tated above, it is generally necessary to truncate the
atrix to make the problem tractable. For a matrix
runcated to a size of 2m  1 by 2m  1 where m
s a positive integer, the truncated matrix is denoted











  0. (15)
ome subtlety is involved in finding the solution.
ecause  has been determined to a finite precision
y a numerical method, the Hill determinant i is
qual to zero only within the precision limits of the
alculation. Because the Hill determinant is not
dentically zero, standard methods of solving the lin-
ar system will result in the trivial solution bl  0 for
very integer l in the range m, m. To circumvent
his obstacle, one may exploit the previously noted
imilarity between the Hill determinant and an eig-
nvalue problem. Calculation techniques have been
eveloped for finding the eigenvector of a matrix,
iven an approximate eigenvalue. Of particular in-
erest is the method of inverse iteration, which is
redited to Wilkinson.31,32 Inverse iteration gener-
tes a sequence of normalized vectors vk from a given
tarting vector v0 by solving the following system of
inear equations:
A  ̂Iv  s v , k  1, (16)k k k1
































here ̂ is an approximation to the eigenvalue  and
k is a positive number that is responsible for nor
alizing vk. To perform inverse iteration on the
ill matrix problem we replace A  ̂I in Eq. 16 by
he truncated Hill matrix M2m1i.
It has been demonstrated that a good choice for the
nitial vector v0 is a column vector consisting entirely
f 1’s. Frequently a single iteration yields an eigen-
ector that has an error less than the uncertainty of
he eigenvalue. For an introduction to inverse iter-
tion, the reader is directed to an excellent review
aper by Ipsen.33
Once this system has been solved for all bl, one can
onstruct the solution by applying the boundary con-
itions. Consider a film of thickness L bounded on
oth sides by homogenous media with a cover index of
c and a substrate index of ns. If light with unit
mplitude is incident upon the film in the ẑ direction,
hen the electric field within each of the regions will






















here  and  are the amplitudes of the reflected and
he transmitted waves, respectively, and a and a
re the amplitudes for the two Floquet–Bloch solu-
ions within the film. Because the tangential com-
onents of the electric and magnetic fields must be
ontinuous across the interfaces at z  0 and z  L,
he boundary conditions can be expressed by the fol-
owing four relations:



























bl  il 
lm





bl  il ,






 il expil 2
 L






bl  il expil 2
 L .
(18)
his is a system of four linear equations and four
nknowns, which can easily be solved for , , a,
nd a.. Example Calculation with the Hill Matrix Method
onsider a three-tone holographic interference filter
ith a variation in permittivity described by the
quation





nd a thickness of L  25 m. We choose a 
.250 and 1  2  3  0.12160, where 0 is the
ermittivity of free space. We wish the filter to re-
ect the wavelengths 1  400 nm, 2  500 nm, and
3  700 nm when it is illuminated at normal inci-
ence. We expect this to occur when j  j2na 
j2a0. Plugging in the appropriate values
or j and a, we determine that the periods are given
y 1  133.3300 nm, 2  166.6625 nm, and 3 
33.3275 nm. A plot of the index modulation corre-
ponding to this choice of parameters is shown in Fig.
. We calculate the reflection spectrum of this mul-
itone holographic interference filter below, using
ill’s matrix method and thin-film decomposition.
. Hill’s Matrix Method
LCM exists for the three periods, and it has the
alue LCM  4.66655 m. Expanding the permit-
ivity in a Fourier expansion, we may determine theEx z  









 z 0  z  L









































































m terms from Eq. 4. Specifically, the values of m





a m  0
32 m  20
22 m  28
12 m  35
0 all other m
. (20)
This is enough information to allow us to proceed
ith constructing the Hill matrix and calculating the
ill determinant. Note that m  0 for all but seven
alues of m; thus the matrix comprises mostly zeros.
his is known as a sparse matrix. One may greatly
conomize both computer memory and processing
ime by keeping track of only the nonzero elements of
he matrix. For this reason we used the program-
ing environment Matlab to handle the calculation
f the Hill determinant, as it handles sparse matrices
ell.
As mentioned above, it is not feasible to calculate
he determinant of an infinite matrix; therefore a first
tep toward a solution is truncating the Hill matrix.
reasonable requirement is to find a matrix size such
hat Eq. 12 is still valid to within an acceptable
olerance. Specifically, a matrix size is desired such
hat the value of  found by solution of 0 
in2
isin2
0  0, yields a determinant as
lose to zero as desired, when  is substituted into
i. For a tolerance of 106, a matrix size of
497  2497 is more than sufficient to meet this
onstraint at the test wavelength, 350 nm, as illus-
rated in Fig. 2.
Having truncated the matrix, we may solve the
quation i  0 for  by using Newton’s method.
his must be done for each wavelength to be tested.
or this problem the spectrum is calculated over the
ange 350–750 nm, at a resolution of 0.01 nm. Over
his interval singularities will occur near the follow-
ng wavelengths: 368.412, 388.879, 411.754,
37.489, 466.655, 499.988, 538.448, 583.319, 636.348,
nd 699.983 nm. Test wavelengths that lie within
.001 nm of one of these singularities will be skipped.
pecifically, the reflection spectrum will not be cal-
ulated at 388.88 or 437.49 nm.
Figure 3 is a plot of Re versus free-space wave-
ength. Similarly, Fig. 4 is a plot of Im versus
ree-space wavelength. Notice that Re is identi-
ally zero except in the vicinity of 400, 500, and 700
m. These nonzero regions define the reflection
ands of the hologram. If finding the reflection
ands were our only goal, then the calculation could
e stopped here.
Having determined , we may use inverse iteration
o calculate the 2497-element vector that describes
he field structure within the hologram. This exer-
ise must be repeated for every wavelength and the
orresponding . The individual calculations takenly a second or two, but the entire process with
early 40,000 wavelengths takes several hours.
owever, a lower-resolution spectrum could be cal-
ulated in a matter of minutes.
Once the field structure has been determined for
ach wavelength, the boundary conditions may be
pplied. These are set out in Eqs. 18. For this
roblem we have chosen to match the cover and the
ubstrate to the average index of the filter by setting
c  ns  na. Solving for the four unknowns , ,
, and a is straightforward. Figure 5 is a plot
f R  2 versus free-space wavelength, as calcu-
ated by Hill’s matrix method.
. Thin-Film Decomposition
he accuracy of the above calculation may be con-
rmed by separate calculations of the reflection spec-
rum by use of thin-film decomposition. In a
revious publication7 on the fabrication of holo-
raphic interference filters, the process of thin-film
ecomposition was explained in detail. In this sec-
ig. 3. Re versus free-space wavelength. The regions where
e  0 correspond to the reflection bands of the hologram.
ig. 4. Im versus free-space wavelength. The flat regions of
he curve correspond to the wavelengths for which Re is non-





































































ion those results are briefly reviewed and applied to
he current problem.
As was previously established,8 an inhomoge-
eous stratified medium may be modeled as a stack
f thin homogeneous layers. The wave equation
an then be solved within each of these homoge-
eous regions, and one can calculate the reflection
nd transmission properties of the entire filter by
atching the fields at the layer boundaries. The
alculations can be expedited by use of matrix no-
ation to characterize each layer. One can then
alculate a characteristic matrix for the entire film
y chain multiplying the characteristic matrices of
ach of the decomposition layers. In the research
escribed here, the matrix formalism used by Ma-
leod34 was used.
It was previously established that, if each period of
holographic interference filter is decomposed into
00 layers, the reflectivity spectrum will be within
07 of the limiting solution.35 For the three-tone
roblem being studied, the smallest period is 133.33
m, and thus using a layer of 0.44-nm thickness will
e more than sufficient to surpass the measurement
imits of most spectrophotometers. After the film is
ecomposed into 56,251 layers, one may then apply
ransfer-matrix techniques to find the reflection spec-
rum of the stack of thin films. This spectrum is
lotted in Fig. 6 and is clearly quite similar to that
lotted in Fig. 5. To compare the two spectra quan-
itatively, one may calculate the difference between
he two, as shown in Fig. 7. The two spectra differ
y less than 0.01 i.e., 1% over the entire wavelength
ange.
. Summary
n this paper a technique has been presented for
alculation of the reflection and transmission spec-
ra of multitone holographic interference filters in
hich the permittivity is modulated by a sum of
epeating functions of arbitrary period, as shown in
q. 1. So long as the component periods are
nown to finite precision, a least common multiple
ig. 5. Reflection spectrum of a three-tone holographic interfer-
nce filter, as calculated by Hill’s matrix technique.4 APPLIED OPTICS  Vol. 43, No. 1  1 January 2004f the periods will exist, and the filter may be
reated as periodic. Floquet’s theorem may then
e used to posit a solution to the Helmholtz equa-
ion. The trial solution is given by Eq. 5. With
his trial solution, the Helmholtz equation may be
ransformed into a recursion relationship for the
oefficients of the Floquet–Bloch waves within the
aterial. This recursion relation, given by Eq.
10, may be written as an infinite matrix multi-
lied by an infinite vector, as shown in Eq. 11.
olving this system of equations is akin to solving
n eigenvector problem. Specifically, the exponen-
ial coefficient, , may be thought of as an eigen-
alue of the Hill matrix, and the vector that
escribes the Floquet-Bloch coefficients may be
hought of as the corresponding eigenvector. De-
ermining the exponential coefficient is greatly sim-
lified through the use of the identity given by Eq.
12.
In general, the infinite Hill matrix must be trun-
ated to a finite size. A criterion with which to de-
ig. 6. Reflection spectrum of a three-tone holographic interfer-
nce filter, as calculated by thin-film decomposition.
ig. 7. Difference between the reflection spectra as calculated by
ill’s matrix method and by thin-film decomposition. The result
f subtracting the thin-film-decomposition spectrum from Hill’s




































































ermine how small the matrix may be, while it still
ields the desired level of precision, must be found.
he criterion presented in this paper is that the iden-
ity in Eq. 12 must hold to within a desired level of
recision for the truncated matrix.
Equation 12 is a transcendental equation with
n infinite number of solutions. Newton’s method
ay be used to solve the equation for . Equation
14 is proposed as a good initial guess for , as it
ill converge properly in the limit of zero index
odulation.
Once the matrix has been truncated and  has been
etermined, the coefficients of the Floquet–Bloch
aves within the material must be determined. This
s a difficult problem to solve because the value for  is
n approximation, as it has been determined by a nu-
erical method; this can force a trivial solution. We
ave shown, however, that a solution can be found by
se of a technique called inverse iteration.
Given the coefficients of the Floquet–Bloch
aves, one finds the solution for a given problem by
atching boundary conditions. For a finite multi-
one structure bounded by semi-infinite homoge-
ous media and illuminated at normal incidence,
he appropriate boundary conditions are given by
qs. 18.
As an example of this technique, a three-tone ho-
ographic interference filter was analyzed. Its per-
ittivity is described by Eq. 19 and plotted in Fig. 1.
t was determined that a matrix size of 2497  2497
as sufficient for the desired level of precision. The
eal and imaginary components of exponential coef-
cient  are plotted in Figs. 3 and 4. The regions
here  takes on a real component correspond to the
eflection bands of the filter. The reflection spec-
rum of the filter as calculated by Hill’s matrix
ethod is plotted in Fig. 5. Excellent agreement
as found with the spectrum as calculated by thin-
lm decomposition, which is plotted in Fig. 6. It is
elieved that both methods converge to the same so-
ution in their respective limits. The value of using
ill’s matrix method is that it provides a closed-form
olution for a rather complicated problem. Further-
ore, for the example presented here, Hill’s matrix
ethod of solution takes 30% less time than the
hin-film decomposition solution; the two yield nearly
dentical spectra. However, it must be noted that
hin-film decomposition is easier to apply to a broader
lass of problems, particularly when it cannot be ar-
ued that the modulation of the permittivity is peri-
dic.
The authors thank Christopher J. Ditchman for
elpful discussions regarding sparse matrices and
atlab. This research was supported in part by the
.S. Army Research Office.
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