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1 Introduction
None doubts that shocks exist. Where there is a huge controversy is about how to identify
them. Clearly their permanent and transitory characteristics can help us in this task.
For instance, Blanchard and Quah (1989) identify permanent and transitory shocks with
supply and demand shocks respectively. More recently Uhlig (1997) and Faust (1998) use
sign restrictions on impulse responses to identify policy shocks. In this paper we identify
shocks according to their sizes or the sizes of some extra important economic variable.
In order to be able to do that, we introduce a new type of threshold models: Threshold
Integrated Moving Average Models (TIMA).
TIMA models have a random walk component in the AR part and different threshold
regimes in the moving average side. By placing a unit root in some of the moving average
regimes we force the shock in that regime to be transitory (the shocks in the other regimes
will be permanent), and by characterizing the regimes according to the shock sizes or the
sizes of some other relevant variables we can identify the permanent and transitory shocks
from these characteristics.
Our identification approach is not only comparable, but superior in many aspects with
respect the two existent single equation decomposition methods: Beveridge-Nelson (1981)
decomposition and Unobserved Components (UC) from the signal extraction literature (see
Maravall (1995) and Watson (1986)).
In the case of Beveridge-Nelson decomposition the same shock is in both components,
transitory and permanent. So they only are able to identify one shock. In the Unobserved
Components literature “a priori” information is necessary in order to identify the com-
ponents. With TIMA models we substitute it for the size criterion, with the advantage
that this criterion can be tested. So we can identify more completely the shock and more
characteristics in the permanent and transitory components are endogenous.
With the size criterion the TIMA model is completely identified, so estimating the
model, we are able to identify the permanent and transitory components. In this paper we
propose the Least Squares method to estimate it, proving the consistency of the method.
Equally, we provide a way to test the suitability of the size as a criterion for identification.
Firstly we test the existence of threshold effect. The null hypothesis will be no threshold
effect, then under the null the threshold parameter will be not identified. Therefore we
propose a supremum type test. Finally, if the null is rejected, we can test the existence of
transitory shocks by testing for a unit root in the threshold MA. The unit root in the MA
is a fundamental key to obtain persistent and transitory shocks.
Threshold moving average (TMA) are not new, although until now they have not been
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used to identify the persistent and transitory components of a time series. They were
introduced by Wecker (1981) and generalized by Tong (1990). De Gooijer (1998) studies
the properties, consistency and inference of these models although unit root in the MA is
not allowed. Engle and Smith (1999) introduce the Stochastic Permanent Breaks models,
where the size of the shocks guides the degree of persistence, but again no unit root is
allowed. Other related works are Guay and Scaillet (2003) and S.K. Elwood (1998).
The rest of the paper is organized as follows. In section 2 we introduce the model and
study the main properties of the process, these related to the Impulse Response Function
and invertibility. In section 3 we study the estimation of the TIMA models. Next, in
section 4 we discuss the inference about the model. In section 5 we study the finite sample
perform. In the last section we present applications to exchange rates and to stock prices.
All proofs are gathered in the appendix.
2 TIMA Models
The TIMA model is, in its general form:
A (L)∆yt = A (L)xt = µ+ εt − θtεt−1 = µ+
 εt − θ1εt−1 if |zt| > rεt − θ2εt−1 if |zt| < r (1)
where yt is the series of interest, xt is its increment, εt is the shock of the model and zt
is the threshold variable. With respect to the parameters, r is the threshold parameter,
θ1 and θ2 are the parameters of the moving average part. A(L) is the autoregressive part
with all the roots outside the unit circle, and µ allows a different mean of xt.
Along the paper we distinguish two fundamental cases. First, zt = εt−1, in this case,
it is the size of the shock itself which identifies the permanent and transitory component.
We denote this case as Shock-Exciting Threshold Integrated Moving average, STIMA. The
second case is when the threshold variable, zt, is predetermined or observable in t. In this
case is the size of another variable, zt, which identifies the components. Both models may
have quite different properties.
For the rest of the paper we require the following assumptions, where f(.) is the density
function of εt, ‖x‖γ = [E(xγ)]1/γ , is the Lγ−norm of x and Ft−1 = σ(εt−1, zt−1, εt−2, zt−2, . . .)
is the σ-field generated by the random variables ε and z until t− 1
A.0 εt iid (0, σε) , with ∞ > f (εt) > 0 for ∀εt and ‖εt‖2γ <∞ with γ > 2.
A.1 E (zt|Ft−2) = E (zt)⇒ E [εt1 (|zt+1| > r)|wt−1] = E [εt1 (|zt+1| > r)].
A.2 zt is not mean caused by εt−1, that is, E (zt| εt−1, Ft−2) = E (zt|Ft−2) .
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A.3 E
(
θ2 (zt)
∣∣Ft−1) < 1.
A.4
∣∣θ01 − θ02∣∣ = ∂0 > 0.
A.5 zt is α−mixing of size −a.
A.6 0 < p ≤ P ( |zt| < r|Ft−1) ≤ p < 1.
A.7 maxr≤r E
(
εrt−1
∣∣ |zt| = z) ≤ σγε/z <∞ for γ ≥ 2, ∀z ∈ [0, r] and
mv ≤ E (1 (r < |zt| < r + v)|Ft−2) ≤Mv, with m > 0 and M <∞.
A.8 θ0 ∈ Θ = [−1 + δ, 1− δ]× [−1 + δ, 1 + δ′]× (0, r] with δ > 0
s.t. (1− δ)4 (1− p) + (1 + δ′) p ≤ λ < 1
A.9 λ2 = [∂rM + λ1 (θ1, θ2, r)] < 1 and θ2 > θ1
λ1 (θ1, θ2, r) = E [|θ1| 1 (|εt−1| > r) + |θ2| 1 (|εt−1| < r)]
M = max
e
f (−r + e) + f (r + e)
∂ = |θ1 − θ2|
A.10 θ0 ∈ Θ = [−1 + δ, 1− δ]× [−1 + δ, 1]× (0, r] with δ > 0 s.t.
λ∗2 = [∂rM
∗ + λ∗1 (θ1, θ2, r)] < 1 and θ2 > θ1 with supk P (|εt + k| < r) ≤ p (r)
M∗ = 4max
e
f (e)
λ∗1 (θ1, θ2, r) = |θ1| (1− p (r)) + |θ2| p (r)
We use the definition of α−mixing used in Davidson (1994). The sequence is α−mixing
of size −a0 if αm = O(m−a) for some a > a0. The assumption A.0 and A.4 are usual in
threshold models. A.1 and A.2 are the assumptions that we use to prove the existence
of persistent and transitory shocks. A.3 is used in the invertibility of the model. In
estimation and inference sections, θ0 =
(
θ01, θ
0
2, r
0, σ2ε
)
will be the true parameter vector of
the processes. A5-A8 are used in the proof of consistency and asymptotic normality for
the case of observable threshold variable. Finally A.9 and A.10 have the same purpose but
for STIMA case.
After describing the TIMA models and the necessary assumptions, this section focus
on the main properties of TIMA models, i.e. persistence (through the Impulse Response
Function) and invertibility. We start with the persistence, where we will see that the
possibility of a unit root in the MA is a main aspect of the model since it allows to have
two kind of shock, transitory and permanent.
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2.1 Impulse Response Function
To see the properties of persistence in the shocks the literature traditionally studies the
behavior of the impulse response function (IRF). This function tries to measure the effect
of a perturbation in t in the sample path {yt+k}∞k=0. Thus, if this effect on yt+k does not
vanish when k → ∞ we say that the shock is persistent. With the linear models there
is a general consensus about the definition of the IRF. However with nonlinear models
three main aspects of a series come up that can determine the definition of the IRF and
its relationship with the persistence. These aspects are the history of the series at time
t− 1, the future shocks and the size of the shocks. A deep research about this topic can be
found in Potter (2000) and Koop, Pesaran and Potter (1996). They define the Generalized
Impulse Response Function (GI) as:
GI (k, εt, wt−1) = E [yt+k| εt, wt−1]− E [yt+k|wt−1] for k = 0, 1, 2, ..
where wt is the history of the process until t. Obviously this new definition affects and
complicates the definition of persistence. But basically it would be that a shock is persistent
if the effect of knowing it on the expectation of Yt+k conditional on the past does not vanish
when k → ∞. If GI really depends on εt and Ft−1, there will be shocks with different
properties of persistence depending on εt and Ft−1. Then this new definition includes two
of the three main aspects. The problem of future shocks is dealt with by averaging them.
In words of Koop et al (1996) the GI is an average of what would happen given the present
and the past. As we see later, the average of the future can present problems with the long
run properties of the shock’s response. Now, in order to understand better the behavior of
the GI we consider three examples.
Example 1 In this example we study the GI for a general linear model, yt = Ψ(L) εt,
with Ψ (L) =
∑∞
j=0 θjL
j , where L is the lag operator and φj is constant. Then as it is
easy to prove yt+k =
∑k−1
j=0 θjεt+k−j + θkεt +
∑∞
j=1 θk+jεt−j and assuming that εt is a
martingale difference sequence (hereafter, mds),
E [yt+k|wt−1] =
∞∑
j=1
θk+jεt−j
E [yt+k| εt, wt−1] = θkεt +
∞∑
j=1
θk+jεt−j
GI (k, εt, wt−1) = θkεt
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There are two possibilities: limk→∞ θk = 0 or limk→∞ θk 6= 0. In the first case, all the
shocks εt are transitory. In the second one, all of them are persistent. Another important
aspect is that the sample path response does not depend on the past and future of the
series, as the GI. To see that, if we generate two path of shocks {εj}∞j=1 and
{
ε∗j
}∞
j=1
s.t.
ε∗j = εj for ∀j 6= t, then yt+k − y∗t+k = θk(εt − ε∗t ). The long run properties of the sample
path response, yt+k − y∗t+k, only depends on φk, then we can conclude that the GI is a
good instrument to define the long run properties of the response to εt.
Example 2 Consider now the TARmodels, yt = φ1yt−11 (zt ∈ A)+φ2yt−11 (zt ∈ Ac)+
εt, with 1(.) the indicator function. Define vt = (εt, zt+1) and wt−1 the history of vt until
t− 1. Then
yt+k = Ψt+k (L) εt+k =
∞∑
j=0
θt+k,jεt+k−j =
k−1∑
j=0
θt+k,jεt+k−j + θt+k,kεt + θt+k,j−kεt+k−j
with θt+k,0 = 0, and θt+k,j =
∏j
i=1 [φ11 (zt+k−i ∈ A) + φ21 (zt+k−i ∈ Ac)]
GI (k, vt, wt−1) =
k−1∑
j=0
[E (θt+k,jεt+k−j |wt−1, εt)− E (θt+k,jεt+k−j |wt−1)]+E (θt+k,kεt|wt−1)
with λ = E [φ11 (zt ∈ A) + φ21 (zt ∈ Ac)] . Now the GI is non-linear and depends on the
past of vt−1. For general case the problem is to obtain the expectation of the first summand
conditioning on vt and wt−1. This problem can be solved by simulation and considering
the GI as a random variable (see Koop et al. (1996) and Potter (2000)). In any case, it can
be proved that if yt is α −mixing, limk→∞GI (k, vt, wt−1) = 0 and the probability of a
permanent change in the sample path defined as the difference of yt+k and y∗t+k is 0. Then
in that case the GI is a good instrument to define the long run properties of the response
to εt.
In none of the previous examples it is possible to obtain persistent and transitory
shocks in the same path of shocks with positive probability. However, as we prove now this
behavior can be generated by TIMA models. First we calculate the exact expression of the
GI for these models. From the definition of TIMA models, we obtain
yt+k =
1
A (L) (1− L)µ+
1− θ1L
A (L) (1− L)εt+k−11 (|zt+k| > r)+
1− θ2L
A (L) (1− L)εt+k−11 (|zt+k| < r)
Taking A (L) = 1−φL to simplify the calculations (in the more general case the results
still hold), we can write:
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yt+k =
1
(1− φL) (1− L)µ+
1
(1− φL)εt+k−11 (|zt+k| > r)+
1− θ2L
(1− φL) (1− L)εt+k−11 (|zt+k| < r)
(2)
In order to prove the relation between a unit root in some of the MA regimes and the
existence of transitory and permanent shocks we use the following lemma
Lemma 1. Let yt be a TIMA process as (2); under A.0 and one of the assumptions A.1
or A.2, the GI of yt is given by
GI (k, εt, Ft−1) =
 φ
k−1εt if θt+1 = 1[
(1− θ)∑k−2j=0 φj + φk−1] εt if θt+1 = θ 6= 1
Clearly, when θt+1 = 1, which implies a unit root in one of the MA part, the shock
εt will be transitory, since its effect goes to zero when k → ∞. On the other hand, when
θt+1 6= 1, the shock εt will be persistent. It is worth to note that is the size of zt+1, what
determines the persistent or transitory effect of εt. Now, with the result of the previous
lemma we present the example 3.
Example 3 Now we consider the case of zt = εt−1, that is, the STIMA model. It
is easy to prove that the size of the own shock in the STIMA model can determine its
persistence or transitory properties if we allow for a unit root in a regime of the MA.
Suppose that θ2 = 1, since εt−1 satisfies the assumption A.0 and A.1 we have
GI (k, εt, Ft−1) =
 φ
k−1εt if |εt| < r[
(1− θ)∑k−2j=0 φj + φk−1] εt if |εt| > r
Then, if |εt| < r (that is, the size of the shock is small), εt will be transitory. When |εt| > r,
εt is permanent. As we said, note that although the threshold in t depends on εt−1, it is the
size of εt, who lays down its transitory or persistent effect. As in the previous examples,
when εt and ε∗t are in the same regime, the GI will be a good definition of the long run
properties of the sample path response, yt+k − y∗t+k.
Another interesting model is when zt = xt−1. This is an special case that does not
satisfy any of A.1 and A.2 assumptions, even more, in general, in this model all the shocks
are persistent. Attending to the definition of persistent shock that is based on this GI,
the shock will be persistent if it affects in a permanent way the expectation of the series.
The problem of this definition arises when the expectation changes although the future
series, that is, the sample path response, does not change with a positive probability.
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As in the previous examples, if we generate two path of shocks {εj}∞j=1 and
{
ε∗j
}∞
j=1
s.t.
ε∗j = εj for ∀j 6= t, and 1 (|xt+i| < r) = 1
(∣∣x∗t+i∣∣ < r) for i = 0, 1, it can be proved that
{yj}∞j=t+1 =
{
y∗j
}∞
j=t+1
. In this case, the shock ε∗t does not affect the path of yt+k.
In this context, if the probability of generating a persistent effect on yt+k is positive,
our expectation about yt+k will change in a persistent way. But in the TIMA model with
zt = xt−1 there is also a positive probability that the shock does not change the sample
path. In that case, this GI is not a good definition of the long run properties of the shocks.
Clearly the introduction of these kind of models requires a wider definition of persistent
shock, based on the GI, able to resume better the effect of the shocks in the sample path of
the series. A possible solution would be to include future events on the actual information
set.
2.2 Invertibility
In this section we study the invertibility of TIMA models. At first, we do not focus on
the level of the series, yt, but in the increment, xt. Like in the IRF case, the non-linearity
of TIMA models disables the use of the classical definition of invertibility. Then we use
the general invertibility definition introduced by Granger and Andersen (1978) and later
improved by Hallin (1980). He proved that under nonlinearity with constant coefficients
both definitions are equivalent. Clearly, the TIMA models are within this class. The
definition of Granger and Andersen is the following:
Definition 1. (Granger and Andersen)The process xt = g(xt−1, εt−1, ..., xt−p, εt−p) + εt
will be invertible if
lim
t→∞E
(
e2t
)
= 0
with
et = εt − ε̂t = εt − (xt − g(xt−1, ε̂t−1, ..., xt−p, ε̂t−p))
The results about the invertibility property for TIMA models are summarized in the
following lemmas:
Lemma 2. Let xt be the first difference of a STIMA process; under A.0 and A.9 xt is
invertible.
Lemma 3. Let xt be the first difference of a TIMA process, under A.0 and A.3 xt is
invertible.
The proof of both lemmas can be found in the appendix.
Lemma 2 allows that θ2 = 1; this is the case of small shock transitory, and big shock
persistent. Awfully this assumption excludes the opposite case, big transitory shock.
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If we study the assumption A.9 we can distinguish two different parts. In the first one,
we have λ1 (θ1, θ2, r) , that must be less than 1. This checks the case of overdifferentiability,
specially when we allow a unit root in the MA. But the non-invertibility is not only a
problem of overdifferentiability, it is a problem of non-linearity too. The second part, ∂rM,
checks the non-linearity degree, measured as a product of the gap, ∂r, and its probability,
M. For the case of θ1 = 1, (small persistent shock), the conditions for invertibility are quite
restrictive preventing the estimation of the model1. Therefore, in this paper we focus on
identifying the big shocks as persistent in the case of STIMA models.
In the case of TIMA models, there is no restriction about the non-linearity, since the
model is linear in the shocks. For the case zt = xt−1, the process will satisfy the assumption
A.3 if f (εt) > 0 for all εt ∈ R.
3 Estimation
In this section we propose the Least Squares (LS) method to estimate the parameters of
TIMA models. We concentrate in the simple case of TIMA:
∆yt = xt = εt − θtεt−1 =
 εt − θ1εt−1 if |zt| > rεt − θ2εt−1 if |zt| < r
The parameters to estimate are
(
θ1, θ2, r, σ
2
ε
)
where σ2ε is the variance of εt. We prove
that all the parameters are identified and that the estimators are consistent under several
assumptions. As the previous section, we distinguish between the case of STIMA and
observed threshold variable, since the properties of estimators and the way to prove them
are quite different.
In general, for Threshold Autoregressive (TAR) models, the rate of convergence for the
estimators of the parameter is T 1/2 except for r, the threshold parameter, which is T. That
result is due to the kind of discontinuity of the model in r via the indicator function. In the
case of TIMA models we obtain the same results, since the model is continuous in θi, but
nor in r through the indicator function. For the STIMA case, the rate of convergence is T
for all the estimators, since the threshold variable is not observed and must be estimated.
In this way, all the parameters to estimate enter in the indicator function.
For the rest of the paper, θ0 =
(
θ01, θ
0
2, r
0, σ2ε
)
will be the true parameter vector of the
process. In the proof of consistency r0 is unknown. In the TIMA case, the assumption of
1In fact, the condition for invertibility in that case exists, although it implies that the shocks do not have
moments greater than 2.
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r0 known simplifies the proof, since the model is continuous in the parameters to estimate.
However in the case of STIMA models, knowing r0 simplifies in no way the proof, since
the model is still discontinuous in the rest of the parameters.
3.1 Observable Threshold Variable
In this section we define the LS estimator for the parameters as the value that minimizes a
properly objective function that we will define later. The assumptions for this case are A.0
and A.4-A.8. These six assumptions for consistency are similar to these of Hansen (2000)
about threshold estimation, except that we assume iid in εt2 and we do not assume conti-
nuity of the moments in r. Instead of this, we bounds the conditional and unconditional
moments. Finally, the consistency proof is limited to the invertible case, since assumption
A.8 implies assumption A.3.
Taking θ = (θ1, θ2, r), the objective function will be the sum of the square estimated
errors, that is
QT (ω, θ) =
T∑
t=1
e2t (ω, θ)
with
et (ω, θ) = θt−1et−1 (ω, θ) + xt e0 = 0
θt−1 =
 θ1 if |zt−1| > rθ2 if |zt−1| < r
We define the LS estimator of θ as θ̂T , that must satisfy:
θ̂T = argmin
θ∈Θ
QT (ω, θ)
Following Potcher and Prucha (1997) to prove the consistency of the estimator we define
the following distance:
ρ
(
θ1, θ2
)
= max
{
max
i=1,2
{∣∣θ1i − θ2i ∣∣} , ∣∣r1 − r2∣∣}
We say that θ̂T is consistent if ρ
(
θ̂T , θ
0
)
p−→ 0. A sufficient condition for ρ
(
θ̂T , θ
0
)
p−→
0, is that for ∀² > 0
lim inf
T→∞
P
([
inf
θ|ρ(θ,θ0)>²
QT (ω, θ)−QT
(
ω, θ0
)]
> 0
)
T→∞−→ 1
2This assumption can be reduced to a stationary α−mixing martingale difference sequence.
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where QT
(
ω, θ0
)
=
∑T
t=1 ε
2
t . To obtain this equality we are assuming that ε0 = 0. In fact it
is an unnecessary assumption since using A.6 it can be proved that
∣∣∣ 1TQT (ω, θ0)− 1T ∑Tt=1 ε2t ∣∣∣ p−→
0.
It easy to prove that
inf
θ|ρ(θ,θ0)>²
QT (ω, θ)−QT
(
ω, θ0
)
= inf
θ|ρ(θ,θ0)>²
T∑
t=1
[
e2t (ω, θ)− ε2t
]
≤ inf
θ|ρ(θ,θ0)>²
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
+
+ inf
θ|ρ(θ,θ0)>²
T∑
t=1
2εt
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
So the scheme of the proof is based on the proof of the two followings claims,
Claim 1. For all ² > 0 and η > 0
P
[
sup
θ|ρ(θ,θ0)>²
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
T
< η
]
T→∞−→ 1
Claim 2. For all ² > 0 and η > 0 ∃a (²) > 0 for all ² > 0 s.t
P
[
inf
θ|ρ(θ,θ0)>²
1
T
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
> a (²)− η
]
T→∞−→ 1
Then, taking η < a (²) /2 we have the result.
To prove these both claims we use
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
=
(
θt−1et−1 (ω, θ)− θ′t−1e′t−1
)
+
(
θ′t−1e
′
t−1 − θ0t−1εt−1
)
where θ = (θ1, θ2, r) and θ′ =
(
θ02, θ
0
2, r
)
and follow the proof of Hansen (2000) and Chan
(1993) for consistency fitted to this more complex case. For a given r, θt−1et−1 (ω, θ) is
differentiable with respect to θ = (θ1, θ2) , and using a Taylor expansion we obtain
(et − e′t) =
(
θt−1et−1 (ω, θ)− θ′t−1e′t−1
)
(3)
=
2∑
i=1
(
θi − θ0i
)
hit (θ
′) +
2∑
i=1
2∑
l=1
(
θi − θ0i
)
hilt (θ
∗)
(
θl − θ0l
)
=
2∑
i=1
(
θi − θ0i
)
hit
(
θ0
)
+
2∑
i=1
(
θi − θ0i
) (
hit
(
θ0
)− hit (θ′))+ 2∑
i=1
2∑
l=1
(
θi − θ0i
)
hilt (θ
∗)
(
θl − θ0l
)
with
hit (θ
′) =
∂et
∂θi
∣∣∣∣
θ′
hilt (θ
∗) =
∂2et
∂θi∂θl
∣∣∣∣
θ∗
θ∗i ∈
(
θi, θ
0
i
)
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The proof of both claims are in the appendix.
Finally, as we said in the beginning of the section we prove in this case that the rate of
convergence to the true value of the estimators is T 1/2 in the case of θ1 and θ2 and T for
r. This will state the inference in the model. This result is in the following theorem:
Theorem 1. Under A.0, and A.4-A.8, θ̂i,T = θ0i +Op
(
T−1/2
)
and r̂T = r0 +Op
(
T−1
)
.
The proof of the theorem can be found in the appendix.
3.2 Shock-Exciting TIMA
The specific assumptions to obtain the consistency of the LS estimator in the case of
STIMA are A.0, A.4 and A.10. In this paper we only prove the consistency for the case of
xt invertible, as it is reflected in assumption A.10, which implies A.9. With respect to the
STIMA process that satisfy these assumptions, at first, the smaller are the kurtosis and r,
the bigger is Θ. The main problem of this condition is that it depends on f (.) , the density
function of εt, although we can obtain lower bounds for r given (θ1, θ2) for unknown f (.) .
As in the observable case, the objective function is
QT (ω, θ) =
T∑
t=1
e2t (ω, θ)
with
et (ω, θ) = θt−1et−1 (ω, θ) + xt e0 = 0
θt−1 =
 θ1 if |et−1| > rθ2 if |et−1| < r
We will follow the same steps to prove consistency, then we must prove
lim inf
T→∞
{
P
[
inf
{θ∈Θ:ρ(θ,θ0)≥ε}
QT (ω, θ)−QT
(
ω, θ0
)]
> 0
}
= 1
The main change is in θt−1. Now zt is not observable and we must estimate it. As
we will see this is a very important issue , although at first glance, the decomposition of
QT (ω, θ)−QT
(
ω, θ0
)
does not change, and we have
inf
{θ∈Θ:ρ(θ,θ0)≥ε}
1
T
QT (ω, θ)− 1
T
QT
(
ω, θ0
) ≥ inf
{θ∈Θ:ρ(θ,θ0)≥ε}
1
T
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
+ inf
{θ∈Θ:ρ(θ,θ0)≥ε}
1
T
T∑
t=1
2εt
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
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Again we have the same two claims to prove. As in the observable case, we identify
QT
(
ω, θ0
)
=
∑T
t=1 ε
2
t using the same argument. The main difference in the STIMA case
is in the proof of claim 1, where there is no differentiability with respect to any parameter.
All the proofs are in the appendix.
Another important difference is the rate of convergence of the estimator. As we said at
the beginning of the section the rate of convergence for this case is T. This is established
in the following theorem,
Theorem 2. Under A.0, A.4 and A.10 θ̂i,T = θ0i +Op
(
T−1
)
and r̂T = r0 +Op
(
T−1
)
.
The proof of this theorem can be found in the appendix. As we said, the reason which
produces the change in the rate of convergence of θi is the continuity. In STIMA models,
all the parameters enter in the indicator function through et (θ) , and the objective function
is not continuous in any parameter.
4 Inference
In this section we present the way to test the main hypothesis about the model. Clearly,
the most important hypothesis is the existence of transitory shocks depending on the size.
This implies two kind of tests. Firstly, we must test that both parameters, θ1 and θ2, are
different. The null hypothesis is θ1 = θ2. Under the null hypothesis, the parameter r is not
defined. This issue has been broadly studied in TAR models. This problem was pointed
out by Davies (1977,1987); see also Andrews and Ploberger (1994) and Andrews (1994).
We will apply the approximation of Hansen (1996). Guay and Scaillet (2003) adapt this
procedure to threshold moving average models for indirect inference.
Secondly, we must contrast that θi = 1. To do that, we need to know the asymptotic
distribution of the estimators. This will be made for the TIMA models when the threshold
variable is observable and r0 is known. When r0 is unknown we estimate it and using that
it converges at T ratio, we can take it as known. In the case of STIMA, we propose to
estimate in two steps. In the second one we can use that the rate of all the estimators is T
to consider the shocks as known. In that case, the second estimation is in a TIMA model
with threshold observable variable.
In the following subsection we prove the asymptotic normality of the estimator of θi.
4.1 Asymptotic Normality
In this subsection we prove the asymptotic normality of the estimator when r0 is known.
For a given r, the objective function, as we saw, is differentiable with respect to θi, and
13
then
QT (ω, θ)−QT
(
ω, θ0
)
=
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
+
T∑
t=1
2εt
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
If we define
Hi,lt−1 (θ
∗) =
∂2
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
∂θi∂θl
∣∣∣∣∣
θ∗
= 2hlt−1 (θ
∗)hit−1 (θ
∗) + 2
(
θ∗t−1e
∗
t−1 (ω, θ
∗)− θ0t−1εt−1
)
hi,lt−1 (θ
∗)
and applying a second Taylor expansion and using that
∂(θt−1et−1(ω,θ)−θ0t−1εt−1)
2
∂θi
∣∣∣∣
θ0
= 0
QT
(
ω, θ̂
)
−QT
(
ω, θ0
)
=
1
2
2∑
i=1
2∑
l=1
T∑
t=1
(
θ̂i − θ0i
)
Hi,lt−1 (θ
∗)
(
θ̂l − θ0l
)
+
+
2∑
i=1
T∑
t=1
2
(
θ̂i − θ0i
)
εth
i
t
(
θ0
)
+
1
2
2∑
i=1
2∑
l=1
T∑
t=1
2
(
θ̂i − θ0i
)
εth
il
t (θ
∗)
(
θ̂l − θ0l
)
with ρ
(
θ∗, θ0
)
< ρ
(
θ̂, θ0
)
and θ̂ = argminθ∈ΘQT (ω, θ) . Now using the results of the
consistence and rate of convergence of θ̂ of previous sections we have that for all η > 0
lim
T→∞
P
[
sup
θ∗∈Θ
∣∣∣∣∣12 1T
2∑
i=1
2∑
l=1
T∑
t=1
2εthilt (θ
∗)
∣∣∣∣∣ > η
]
= 0
and θ̂ is Op
(
T−1/2
)
, then T
(
θ̂i − θ0i
)(
θ̂l − θ0l
)
= Op (1) , and
1
2
2∑
i=1
2∑
l=1
T∑
t=1
2
(
θ̂i − θ0i
)
εth
il
t (θ
∗)
(
θ̂l − θ0l
)
= op (1)
Define
HT (θ) =
1
T
T∑
t=1
 H1,1t−1 (θ) H1,2t−1 (θ)
H2,1t−1 (θ) H
2,2
t−1 (θ)

lim
T→∞
E
(
HT
(
θ0
))
= H
(
θ0
)
DT
(
θ0
)
=
1
T 1/2
T∑
t=1
 εth1t (θ0)
εth
2
t
(
θ0
)

Ω =
 E (εth1t (θ0))2 E (ε2th1t (θ0)h2t (θ0))
E
(
ε2th
1
t
(
θ0
)
h2t
(
θ0
))
E
(
εth
2
t
(
θ0
))2

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Theorem 3. Under A.0, and A.4-A.8 with H
(
θ0
)
a positive matrix,
T 1/2
(
θ̂ − θ0
)
d−→ N
((
0
0
)
, 4H−1
(
θ0
)
ΩH−1
(
θ0
))
The proof of the theorem can be found in the appendix. It can be proved that a
consistent estimator of the variance-covariance matrix of T 1/2
(
θ̂ − θ0
)
is HT
(
θ̂T
)
.
4.2 The r0 unknown and STIMA cases
For these cases we propose to estimate 1
(|zt−1| < r0) and 1 (|zt−1| > r0) , and use that the
rate of convergence is T. Using it the asymptotic distribution will be the same. To prove it
we use the approximation of Po¨tscher and Prucha (1997). Define τ =
{
1
(|zt−1| < r0)}Tt=1
as a nuisance parameter. Then the objective function depends on (θ, τ) and as we have
proved it is twice differentiable in θ. Define τ̂ = {1 (|êt−1| < r̂)}Tt=1 3, with êt the LS es-
timator of εt in the STIMA case. First we prove that
(
θ̂ (τ̂)− θ0
)
= Op(T−1/2), with
θ̂ (τ̂) = argminθ QT (θ, τ̂) .
Lemma 4. For all ε > 0 ∃4∗ s.t with probability greater than 1− ε,
max
i
∣∣θi − θ0i ∣∣2 > 4∗T ⇒ QT (θ, τ̂)−QT (θ0, τ̂) > 0.
Using this lemma and r̂ = r0 +Op
(
T−1
)
, we can prove the following theorem,
Theorem 4. Under A.0, and A.4-A.8 with H
(
θ0
)
being a positive matrix,
T 1/2
(
θ̂ (τ̂)− θ0
)
d−→ N
((
0
0
)
, 4H−1
(
θ0
)
ΩH−1
(
θ0
))
With this theorem we prove that the asymptotic distribution for θ1 and θ2 is the same
if we know 1
(|zt−1| < r0) or if we have to estimate it.
4.3 Threshold Effect Test
In this section we propose a test to contrast the existence of threshold effect. The null
hypothesis is no threshold effect, H0 : θ01 = θ
0
2. Under this hypothesis the threshold pa-
rameter, r0, is not defined, and the usual tests do not have the standard properties. We
3When r0 is unknown and zt observable, we have to follow the same steps, with τ̂ = {1 (|zt−1| < r̂)}Tt=1 .
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propose a test based on a Wald type statistic of the following form
WT (r) =
(
Rθ̂T (r)
)′ [
RV
(
θ̂T (r)
)
R′
]−1 (
Rθ̂T (r)
)
WT = sup
r
WT (r)
with R = (1,−1) . To obtain the asymptotic distribution ofWT we work with the functional
WT (r) . First we prove that the finite dimensional distribution converge and then, we
prove the tightness. To obtain the asymptotic distribution of WT we apply the continuous
mapping theorem.
First we study the asymptotic distribution of θ̂T (r) for a given r under the null hy-
pothesis of no threshold effect, xt = εt − θ0εt−1.
Lemma 5. Under H0 and for a given r,
T 1/2
 θ̂1,T (r)− θ0
θ̂2,T (r)− θ0
 = 2T−1/2H−1 (r)
 ∑Tt=1 εt∑tj=1 θ0j−11 (|zt−j | > r) εt−j∑T
t=1 εt
∑t
j=1 θ
0j−11 (|zt−j | < r) εt−j
+ op (1)
d−→ N (0,H−1 (r)Ω∗H−1 (r))
The proof of this lemma can be found in the appendix. Following this proof it is
straightforward to prove that the finite dimensional process converge to a multivariate
normal distribution, although the variance-covariance matrix is not standard.
Now we prove the tightness for the process T−1/2
∑T
t=1 εt
∑t
j=1 θ
0j−11 (|zt−j | > r) εt−j
and T−1/2
∑T
t=1 εt
∑t
j=1 θ
0j−11 (|zt−j | < r) εt−j .
Lemma 6. Under H0, for all ε > 0 ∃δ > 0 s.t
lim
T→∞
P
 sup
|r1−r2|<δ
∣∣∣∣∣∣T−1/2
T∑
t=1
εt
t∑
j=1
θ0
j−1
(1 (|zt−j | > r1)− 1 (|zt−j | > r2)) εt−j
∣∣∣∣∣∣ > ε
 < ε
The proof can be found in the appendix.
With these two lemmas we have the convergence of WT (r) to a nonstandard gaussian
process, whose distribution depends on nuisance parameters. To avoid this problem we use
and adaptation of the Hansen (1996) strategy, although in this paper we do not prove the
validity of the wild bootstrap.
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Table 1: Simple Size of the test for STIMA models.
T=100 T=200 T=500
α = 0.05 α = 0.1 α = 0.05 α = 0.1 α = 0.05 α = 0.1
θ = −0.8 0.055 0.105 0.07 0.12 0.035 0.125
θ = −0.5 0.06 0.10 0.07 0.13 0.03 0.125
θ = −0.2 0.05 0.11 0.065 0.135 0.05 0.12
θ = 0.2 0.05 0.085 0.05 0.095 0.055 0.12
θ = 0.5 0.05 0.11 0.065 0.145 0.05 0.105
θ = 0.8 0.055 0.13 0.045 0.15 0.065 0.095
5 Finite Sample Performance
In this section we perform a simulation study to evaluate the small sample properties of the
proposed threshold test. Due to the large computational requirements of the estimation
and simulation design, we use an approximation to the estimators proposed in the previous
section and only 200 simulated samples.
Instead of θ̂i, we use T−1/2
∑T
t=1 εt
∑t
j=1 θ
0j−11 (|zt−j | > r) εt−j and
T−1/2
∑T
t=1 εt
∑t
j=1 θ
0j−11 (|zt−j | < r) εt−j , where εt and θ0 are estimated under the null.
Table [1] contains the results about the size of the test. Under the null hypothesis, the
process xt follows a moving average. In this simulation design we generate six kind of M.A
models, with θ = (−0.8,−0.5,−0.2, 0.2, 0.5, 0.8) . The shocks of the model are iid N (0, 1)
and we bootstrap taking B = 1500.
To evaluate the power of the test we consider two kind of STIMA models, the first one
4yt = xt =
 εt if |εt−1| > rεt − εt−1 if |εt−1| < r
with r = 0.5 and 1. In this model, yt is the sum of a white noise and a random walk.
yt =
t∑
j=0
εt−j1 (|εt−j | > r) + εt1 (|εt| < r) =
t∑
j=0
ε+t−j + ε
−
t
The results are in table [2] . As we can see, the power of the test for small sample size is
small, maybe due to the use of an approximation to the estimators. Clearly, the smaller is
r, the smaller is the power, since the probability of change the regime is smaller and then
it is more difficult to detect the threshold.
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Table 2: Sample Power of the Test for θ0 = (0, 1)
T=100 T=200 T=500
α = 0.05 α = 0.1 α = 0.05 α = 0.1 α = 0.05 α = 0.1
r = 0.5 0.085 0.180 0.195 0.335 0.625 0.735
r = 1 0.335 0.455 0.635 0.740 0.959 0.975
Table 3: Sample Power of the Test for uncorrelated xt.
T=200
α = 0.05 α = 0.1
(θ1 = −0.27, θ2 = 1, r = 1) 0.529 0.714
(θ1 = −0.09, θ2 = 1, r = 0.75) 0.58 0.66
Finally, to evaluate the power of the test we propose another STIMA model,
4yt = xt =
 εt − θ1εt−1 if |εt−1| > rεt − θ2εt−1 if |εt−1| < r
with θ = (θ1 = −0.27, θ2 = 1, r = 1) and θ = (θ1 = −0.09, θ2 = 1, r = 0.75) . In these case
the correlogram of the series xt is similar to a white noise. That is, E (xtxt−1) = 0. Table
[3] contains the results for T = 200.
6 Applications to Exchange Rates and Stock Prices
This section is still under constructions.
7 Conclusion
In this paper we propose a new model, where shocks can be persistent or transitory de-
pending on the size of some “key” economic variables, including the size of the models
shocks. It will be in this case when we will be able to detect whether large shocks have a
permanent effect or a transitory one. The identification scheme is done inside the frame-
work of threshold moving average models. By identifying the different threshold regimes
we will be identifying not only the different type of shocks but also which are the relevant
causes for a shock to be permanent or transitory.
Extensions of this new models to a VAR framework is under current research by the
authors. They will allow us to identify which type of permanent and transitory shocks are
the ones behind the supply and demand shocks of Blanchard and Quah (1989), as well as
which type of permanent shocks are behind the cointegration sources.
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8 Appendix
Proof of Lemma 1. Conditioning on the history of vt = (εt, zt+1) until t−1, the expectation
of the previous expression is given by:
E [yt+k|wt−1] = 1
A (L) (1− L)µ+ E [εt+k−11 (|zt+k| > r)|wt−1] +
+
k−1∑
i=0
(1− θ1) i−1∑
j=0
φj + φi
E [εt+k−i−11 (|zt+k−i| > r)|wt−1] +
+
∞∑
i=1
(1− θ1) i+k∑
j=0
φj + φi+k+1
 εt−i−11 (|zt−i| > r) + E [εt+k−11 (|zt+k| < r)|wt−1] +
+
k−1∑
i=0
(1− θ2) i−1∑
j=0
φj + φi
E [εt+k−1−i1 (|zt+k−i| < r)|wt−1] +
+
∞∑
i=1
(1− θ2) i+k∑
j=0
φj + φi+k+1
 εt−i−11 (|zt−i| < r)
Then it is straightforward to obtain,
GI (k, Vt, Ft−1) = E [εt+k−11 (|zt+k| > r)| εt, wt−1]− E [εt+k−11 (|zt+k| > r)|wt−1] +
k−2∑
i=0
(1− θ1) i−1∑
j=0
φj + φi
 {E [εt+k−1−i1 (|zt+k−i| > r)| εt, wt−1]−E [εt+k−1−i1 (|zt+k−i| > r)|wt−1]}+(1− θ1) k−2∑
j=0
φj + φk−1
 {εt1 (|zt+1| > r)− E [εt1 (|zt+1| > r)|wt−1]}+
k−2∑
i=0
(1− θ2) i−1∑
j=0
φj + φi
 {E [εt+k−1−i1 (|zt+k−i| < r)| εt, wt−1]−E [εt+k−1−i1 (|zt+k−i| < r)|wt−1]}+(1− θ2) k−2∑
j=0
φj + φk−1
 {εt1 (|zt+1| > r)− E [εt1 (|zt+1| > r)|wt−1]}
As a result of this assumption we obtain that E [εt1 (|zt+1| > r)/wt−1] = 0. This equality
holds by
E [εt1 (|zt+1| > r)|wt−1] = E {E [εt1 (|zt+1| > r)| εt, wt−1]|wt−1} =
= E {εtE [ 1 (|zt+1| > r)| εt, wt−1]|wt−1} =
= E {εtE [ 1 (|zt+1| > r)|wt−1]|wt−1} =
= E [ 1 (|zt+1| > r)|wt−1]E {εt|wt−1} = 0
with Ft = σt (ε, z) .
Then, with any of these assumptions, we obtain
GI (k, εt, Ft−1) =
(1− θt+1) k−2∑
j=0
φj + φk−1
 εt = { φk−1εt if θt+1 = 1[(1− θ)∑k−2j=0 φj + φk−1] εt if θt+1 = θ 6= 1
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Proof of Lemma 2. By definition, zt = εt−1, then replacing in equation [7]
xt = εt − θ11 (|εt−1| > r) εt−1 − θ21 (|εt−1| < r) εt−1
then
ε̂t = xt + θ11 (|ε̂t−1| > r) ε̂t−1 + θ21 (|ε̂t−1| < r) ε̂t−1
Taking ∂ = |θ1 − θ2| and defining the events
A1,t−1 = {|εt−1| > r, |ε̂t−1| > r} A2,t−1 = {|εt−1| < r, |ε̂t−1| < r}
A3,t−1 = {|εt−1| > r, |ε̂t−1| < r} A4,t−1 = {|εt−1| < r, |ε̂t−1| > r}
and using that θ1 < θ2, we have
et = εt − ε̂t = θ11 (A1,t−1) (εt−1 − ε̂t−1) + θ21 (A2,t−1) (εt−1 − ε̂t−1)+ (4)
+ θ11 (A3,t−1) (εt−1 − ε̂t−1)− ∂1 (A3,t−1) ε̂t−1 + θ11 (A4,t−1) (εt−1 − ε̂t−1) + ∂1 (A4,t−1) εt−1
= ∂ [1 (A4,t−1) εt−1 − 1 (A3,t−1) ε̂t−1] + [θ11 (A1,t−1) + θ21 (A2,t−1) + θ11 (A3,t−1) + θ11 (A4,t−1)] et−1
|et| ≤ ∂ [1 (A4,t−1) |εt−1|+ 1 (A3,t−1) |ε̂t−1|] + [|θ1| 1 (|εt−1| > r) + |θ2| 1 (|εt−1| < r)] |et−1|
E |et| ≤ ∂rE [1 (A4,t−1) + 1 (A3,t−1)] + E {[|θ1| 1 (|εt−1| > r) + |θ2| 1 (|εt−1| < r)] |et−1|}
First we calculate E [1 (A4,t−1) + 1 (A3,t−1)] ,
E [1 (A4,t−1)] = E [1 (|εt−1| < r) 1 (|ε̂t−1| > r)]
= E [1 (−r < εt−1 < −r − et−1) + 1 (r − et−1 < εt−1 < r)]
E [1 (A3,t−1)] = E [1 (|εt−1| > r) 1 (|ε̂t−1| < r)]
= E [1 (−r − et−1 < εt−1 < −r) + 1 (r < εt−1 < r − et−1)]
Now using that et−1 is Ft−2 measurable and Taking M = maxe f (−r + e) + f (r + e),
E [1 (A4,t−1) + 1 (A3,t−1)] = E {E [ 1 (−r < εt−1 < −r − et−1) + 1 (r − et−1 < εt−1 < r)|Ft−2]}+
E {E [ 1 (−r − et−1 < εt−1 < −r) + 1 (r < εt−1 < r − et−1)|Ft−2]}
= E
{
E
[∫ −r−et−1
−r
f (ε) ∂ε+
∫ r
r−et−1
f (ε) ∂ε+
∫ −r
−r−et−1
f (ε) ∂ε+
∫ r−et−1
r
f (ε) ∂ε
∣∣∣∣∣Ft−2
]}
≤ME (|et−1|)
The last inequality using that
F (et−1) =
∫ −r−et−1
−r
f (ε) ∂ε+
∫ r
r−et−1
f (ε) ∂ε+
∫ −r
−r−et−1
f (ε) ∂ε+
∫ r−et−1
r
f (ε) ∂ε
F (et−1) = F (0) +
∂F (et−1)
∂et−1
∣∣∣∣
e∗
(et−1 − 0)
≤M1 (et−1 > 0) et−1 −M1(et−1 < 0)et−1 =M |et−1|
Using that λ1 (θ1, θ2, r) = E [|θ1| 1 (|εt−1| > r) + |θ2| 1 (|εt−1| < r)] ,
E |et| = [∂rM + λ1 (θ1, θ2, r)]E |et−1|
For invertibility we need E
(
e2t−1
)
, then
e2t ≤ ∂2r2 [1 (A4,t−1) + 1 (A3,t−1)] +
[
θ211 (|εt−1| > r) + θ221 (|εt−1| < r)
]
e2t−1+
+ 2∂r [1 (A4,t−1) + 1 (A3,t−1)] [|θ1| 1 (|εt−1| > r) + |θ2| 1 (|εt−1| < r)] |et−1|
Taking λ2 = [∂rM + λ1 (θ1, θ2, r)] and K = ∂2r2M + 4∂r
E
(
e2t
) ≤ KE |et−1|+ λ1 (θ1, θ2, r)E (e2t−1) ≤ Kλt−12 E |e0|+ λ2E (e2t−1) ≤ tKλt−12 E |e0|
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Then, if λ2 < 1 we take that limt→∞E
(
e2t
)
= 0.
Proof of lemma 3. As zt is observable, we have
xt = εt + θ (zt−1) εt−1
ε̂t = xt − θ (zt−1) ε̂t−1
et = ε̂t − εt = θ (zt−1) (εt−1 − ε̂t−1)
θ (x) =
{
θ1 if |x| > r
θ2 if |x| < r
Then it is easy to see that
E
(
e2t
)
=
t∏
j=1
θ2 (zt−j)E
(
e20
)
A sufficient condition for invertibility of xt is
lim
t→∞E
 t∏
j=1
θ2 (zt−j)
 = 0
This will be true if
E
(
θ2 (zt)
∣∣Ft−1) < 1 with Ft−1 = σ (zt−1, zt−2, ...)
Before proving the claim 1 we need to study the memory and moment properties of the
upper limit of some processes as θt, et, and hit (θ′). Let
θt = (1− δ) 1 (|zt| > r) + (1 + δ) 1 (|zt| < r)
et = (|εt|+ |εt−1|) +
t−2∑
j=0
j∏
i=0
∣∣θt−i∣∣ (|εt−j−1|+ |εt−j−2|)
h
i
t = et−1 + θth
i
t−1 = et−1 +
t−2∑
j=0
j∏
k=0
θt−ket−j−2
Now we define the difference between variables
4 ≥ δt (θ, θ∗) = θt−θ∗t = 1 (|zt| > max (r, r∗)) (θ1 − θ∗1)+1 (|zt| < min (r, r∗)) (θ2 − θ∗2)+
+ δ1 (min (r, r∗) < |zt| < max (r, r∗))
vt (θ, θ∗) = et (θ)− et (θ∗) = δt (θ, θ∗) et−1 (θ∗) + θt−1vt−1 (θ, θ∗)
vt = δt (θ, θ∗) et−1 + θt−1vt−1
sit (θ, θ
∗) = hit (θ)− hit (θ∗) ≤ sit
sit = 1 (r
∗ ≤ |zt| ≤ r) et−1 + vt−1 + δt (θ, θ∗)hit−1 + θt−1sit−1
Lemma 7. Under assumption A.3 to A.8 et is a L4− bounded sequence and a L2−Near
Epoch Dependence (NED) of size −1/2 with constant ‖et‖4.
Proof of lemma 7. Using the Minkowski inequality, the law of iterated expectation and
assumption A.8
‖et‖4 ≤ ‖|εt|+ |εt−1|‖4+
t−2∑
j=0
∥∥∥∥∥
j∏
i=0
∣∣θt−i∣∣ (|εt−j−1|+ |εt−j−2|)
∥∥∥∥∥
4
≤ 4 ‖εt‖4+
t−2∑
j=1
λ
j−1
2 ‖εt‖4 ≤
4 ‖εt‖4
1− λ <∞
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To prove that et is L2 −NED we have to prove that∥∥et − E (et|F t+mt−m )∥∥2 ≤ dtvm
where vm
m→∞−→ 0 and F t+mt−m = σ (Vt−m, ..., Vt+m) . In our case Vt = (εt, zt) , then
∥∥et − E (et|F t+mt−m )∥∥2 ≤
∥∥∥∥∥∥
t−2∑
j=m
j∏
i=0
∣∣θt−i∣∣ (|εt−j−1|+ |εt−j−2|)
∥∥∥∥∥∥
2
≤
t−2∑
j=m
λ
j
2 ‖εt−j−1‖2 ≤
≤ 2 ‖εt‖2 λ
m
t−2−m∑
j=0
λ
j ≤ ‖et‖4 λ
m
taking vm = λ
m
and dt = ‖et‖4 we have proved.
Lemma 8. Under assumption A.3 to A.8 h
i
t is a L4− bounded sequence and a L2−Near
Epoch Dependence (NED) of size −1/2 with constant
∥∥∥hit∥∥∥
4
.
Proof o lemma 8. As in proof of lemma 7,
∥∥∥hit∥∥∥
4
≤ ‖et‖4 +
∥∥∥θthit−1∥∥∥
4
≤ 2 ‖et‖4 +
t−2∑
j=1
λ
j−1 ‖et−j−1‖4 ≤
2 ‖et‖4
1− λ <∞
For L2 −NED we use the result of lemma 7
∥∥∥hit − E (hit∣∣∣F t+mt−m)∥∥∥
2
≤ ∥∥et − E (et|F t+mt−m )∥∥2+
∥∥∥∥∥∥
t−2∑
j=0
j∏
i=0
∣∣θt−i∣∣ (et−j−1 − E (et−j−1|F t+mt−m ))
∥∥∥∥∥∥
2
≤ ‖et‖4 λ
m
+
m−1∑
j=0
λ
j ‖et‖4 λ
m−j−1
+
t−2∑
j=m
λ
j ‖et‖4
≤ λm−1
‖et‖4 λ+m ‖et‖4 + ∞∑
j=0
λ
j ‖et‖4
 ≤ mλm−1 ∥∥∥hit∥∥∥
4
again taking dt =
∥∥∥hit∥∥∥
4
and vm = mλ
m−1
we are done.
Lemma 9. Under assumption A.5 and A.7 δt (θ, θ∗) is a α−mixing of size −a with
E
(
δkt (θ, θ
∗)
)
= max
(
δ
k/2
1 , δ
k/2
2 , δ3
) (
2 + δkM
)
for k ≥ 1
Proof of lemma 9. The proof is straight forward using that zt is α−mixing
Lemma 10. Under assumption A.3 to A.8 vt is a L4−bounded sequence and a L2−NED
of size −1/2 with constant ‖vt‖4 . Besides
E (vt) ≤ max
(
δ
1/2
1 , δ
1/2
2 , δ3
) (2 + δM) [2σ2ε + E ∣∣e2t ∣∣]
(1− λ)2 = max
(
δ
1/2
1 , δ
1/2
2 , δ3
)
Kv
E
(
v2t
) ≤ max (δ1, δ2, δ3) (2 + δ2M) [2σ2ε + E ∣∣e2t ∣∣]
(1− λ)2 = max (δ1, δ2, δ3)Kv[(
2σ4ε/z + E
(
e4t
))]
Proof of lemma 10. Using assumption A.7 and lemma 9
‖et−1δt (θ, θ∗)‖4 ≤ max
(
δ
4/2
1 , δ
4/2
2 , δ3
)1/4 (
2 + δ4M
)1/4 [(
2σ4ε/z + E
(
e4t
))]1/4
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‖vt‖4 ≤ ‖δt−1 (θ, θ∗) et−1‖4 +
∥∥θt−1vt−1∥∥4 ≤
≤ max
(
δ
4/2
1 , δ
4/2
2 , δ3
)1/4 (2 + δ4M)1/4 [(2σ4ε/z + E (e4t ))]1/4
1− λ <∞
The rest of the moments, E (vt) and E
(
v2t
)
are straight forward. For L2 − NED we
define the F t+mt−m −measurable
vmt = δt (θ, θ
∗) emt−1 + θt−1v
m
t−1
we use the result of lemma 7
‖vt − vmt ‖2 ≤ 4
∥∥et − emt−1∥∥2 + θt−1 ∥∥vt−1 − vmt−1∥∥2
≤
m−1∑
j=0
λ
j
4 ‖et‖4 λ
m−j−1
+ λ
m ‖vt−m‖2 ≤ mλ
m−1 ‖vt−m‖2
taking dt = ‖vt−m‖2 and vm = mλ
m−1
we are done.
Lemma 11. Under assumption A.3 to A.8 sit is a L4−bounded sequence and a L2−NED
of size −1/2 with constant ∥∥sit∥∥4 . Besides
E (st) ≤ max
(
δ
1/2
1 , δ
1/2
2 , δ3
)
Ks E
(
s2t
) ≤ max (δ1, δ2, δ3)Ks
Proof of lemma 11. Here we use the previous lemmas 1 (r∗ ≤ |zt| ≤ r) et−1+vt−1+δt (θ, θ∗)hit−1+
θt−1sit−1
∥∥sit∥∥4 ≤ [δ3M (2σ4ε/z + E (e4t ))]1/4+‖vt−1‖4+max(δ4/21 , δ4/22 , δ3)1/4 (2 + δ4M)1/4 ∥∥∥hit−1∥∥∥+
+ λ
∥∥sit−1∥∥4 ≤
≤ max
(
δ
4/2
i=1,2, δ3
)1/4 ([(2 + δ4M)1/4 +M1/4] [(2σ4ε/z + E (e4t ))]1/4 + (2 + δ4M)1/4 ∥∥∥hit−1∥∥∥)
1− λ
The other two moments are straight forward. We define the following F t+mt−m−measurable
variable
si,mt = 1 (r
∗ ≤ |zt| ≤ r) emt−1 + vmt−1 + δt (θ, θ∗)h
i,m
t−1 + θt−1s
i,m
t−1∥∥∥sit − si,mt ∥∥∥
2
≤ m2λm ∥∥sit∥∥2
Lemma 12. Let wt be any of the following variables, h
i
t, vt and s
i
t. Then
E
 max
1≤t≤T
 t∑
j=1
(|εj |wt − E (|εj |wt))
2
 ≤ K t∑
j=1
E (|εj |wt)2 K <∞
Proof of lemma 12. The proof of this lemma comes out from the corollary 16.10 of David-
son (1994). To use it we need to prove that |εj |wt−E (|εj |wt) is a L2−Mixingale of size
−1/2. Using the lemmas 8, 10 and 11 we can prove that |εj |wt is L4 − bounded sequence
and a L2 − NED of size −1/2. Then we can use the Theorem 17.5 of Davidson and we
obtain the result.
Proof of Claim 1. As is easy to see, B² =
{
θ ∈ Θ| ρ (θ, θ0) > ²} is a compact set, then exist
a partition B²,j (θ) =
{
θ ∈ B²| ρ
(
θ, θj
)
< µ
}
such that B² ⊂ ∪Jj=1B²,j (θ) with J = 4rµ3 .
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We can define θj =
(
θ01 + j1µ, θ
0
2 + j2µ, r
0 + j3µ
)
. We decompose it in a differentiable a
non-differentiable part
sup
θ∈B²
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
T
≤ sup
θ∈B²
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θ′t−1e′t−1
)
T
+ sup
θ∈B²
∑T
t=1 2εt
(
θ′t−1e
′
t−1 − θ0t−1εt−1
)
T
For the differentiable part, and using equation [3]
sup
θ∈B²
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θ′t−1e′t−1
)
T
≤ sup
θ∈B²
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
)
hit
(
θ0
)
T
+
+ sup
θ∈B²
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
) (
hit
(
θ0
)− hit (θ∗))
T
with θ∗ ∈ (θi, θ0i ) . We work with each part. In the first part we use that it is a
martingale difference sequence,
sup
θ∈B²
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
)
hit
(
θ0
)
T
≤
∣∣∣∣∣2
∑T
t=1 2εt
∑2
i=1 h
i
t
(
θ0
)
T
∣∣∣∣∣
P
[
sup
θ∈B²
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
)
hit
(
θ0
)
T
> η
]
≤ 16σ
2
ε
∑2
i=1
∥∥hit (θ0)∥∥22
Tη
T→∞→ 0
For the second and third part we use the partition B²,j (θ) , but for θ∗, that is
sup
θ∈B²
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
) (
hit
(
θ0
)− hit (θ∗))
T
≤
≤ sup
θ∈B²
2∑
i=1
∣∣θi − θ0i ∣∣ sup
θ∈B²
∣∣∣∣∣
∑T
t=1 2εt
∑2
i=1
(
hit
(
θ0
)− hit (θ∗))
T
∣∣∣∣∣
sup
θ∈B²
∣∣∣∣∣
∑T
t=1 2εt
∑2
i=1
(
hit
(
θ0
)− hit (θ∗))
T
∣∣∣∣∣ ≤ maxj
∣∣∣∣∣∣
∑T
t=1 2εt
∑2
i=1
(
sit
(
θ0, θ
∗,,j
))
T
∣∣∣∣∣∣+
+max
j
sup
θ∈B²,j(θ)
∣∣∣∣∣∣
∑T
t=1 2εt
∑2
i=1 s
i
t
(
θ
∗
, θ
∗,j
)
T
∣∣∣∣∣∣
Then, using the lemma 11, 12 and the theory about the martingale difference sequence,
P
max
j
∣∣∣∣∣∣
∑T
t=1 2εt
∑2
i=1 s
i
t
(
θ0, θ
∗,,j
)
T
∣∣∣∣∣∣ > η
 ≤ J∑
j=1
µj2σ2ε
∑2
i=1Ks
Tη2
≤ 4r
2σ2εKs
µ6Tη2
sup
θ∈B²,j(θ)
∣∣∣∣∣∣
∑T
t=1 2εt
∑2
i=1 s
i
t
(
θ
∗
, θ
∗,j
)
T
∣∣∣∣∣∣ ≤
∑T
t=1 4εt
∑2
i=1 s
i
t
(
θ
∗
, θ
∗,j
)
T
Using the lemmas 7 to 12
P
max
j
∑T
t=1 4εt
∑2
i=1 s
i
t
(
θ
∗
, θ
∗,j
)
T
> η
 ≤ 32σ2εKsr
µ2Tη2
max
j
∑T
t=1 4εt
∑2
i=1 s
i
t
(
θ
∗
, θ
∗,j
)
T
≤ (µ32σ2εKs)1/2
24
Taking µ small enough, s.t
(
µ32σ2εKs
)1/2
< η
P
max
j
sup
θ∈B²,j(θ)
∣∣∣∣∣∣
∑T
t=1 2εt
∑2
i=1 s
i
t
(
θ
∗
, θ
∗,j
)
T
∣∣∣∣∣∣ > η
 T→∞−→ 0
And since supθ∈B²
∑2
i=1
∣∣θi − θ0i ∣∣ ≤ 4
P
[
sup
θ∈B²
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
) (
hit
(
θ0
)− hit (θ∗))
T
> η
]
T→∞−→ 0
In the non-differentiable part
sup
θ∈B²
∑T
t=1 2εt
(
θ′t−1e
′
t−1 − θ0t−1εt−1
)
T
≤ max
j
∑T
t=1 2εt
(
θ′,jt−1e
′,j
t−1 − θ0t−1εt−1
)
T
+
+max
j
sup
B²,j(θ)
∑T
t=1 2εt
(
θt−1et−1 − θ
′,j
t−1e
′,j
t−1
(
ω, θ′,j
))
T
Now in a similar way of lemma 8 we obtain that |εt| vt is a L4−bounded sequence and a
L2−Near Epoch Dependence (NED) of size −1/2 with constant ‖|εt| vt‖4 . Furthermore,
using assumption A.7∥∥et−11 (r < |zt| < rj)∥∥2 ≤ ∣∣r − rj∣∣ [M (2K2 + E (e2t ))]1/2 ≤ ∣∣r − rj∣∣Kev
E
(
|εt|2 v2t
)
≤ ∣∣r − rj∣∣2 σ2εK2ev
Equally, we can extend the lemma 12 to this case and obtain the result about L2 −
Mixingale of size −1/2.Then
sup
B²,j(θ)
∑T
t=1 2εt
(
θt−1et−1 − θ
′,j
t−1e
′,j
t−1
(
ω, θ′,j
))
T
≤
∑T
t=1 |εt| vt
(
θ, θ′,j
)
T
P
∣∣∣∣∣∣maxj supB²,j(θ)
∑T
t=1 2εt
(
θt−1et−1 − θ
′,j
t−1e
′,j
t−1
(
ω, θ′,j
))
T
∣∣∣∣∣∣ > η
 ≤
≤ JP
[∣∣∣∣∣
∑T
t=1
(|εt| vt (θ, θ′,j)−E (|εt| vt (θ, θ′,j)))
T
∣∣∣∣∣ > η − µ (σ2εK2ev)1/2
]
≤
≤ J µ
2σ2εK
2
ev
T
(
η − µ (σ2εK2ev)1/2
)2 ≤ 4rσ2εK2ev
Tµ
(
η − µ (σ2εK2ev)1/2
)2
And for the first part, we can use again that εt
(
θ′,jt−1e
′,j
t−1 − θ0t−1εt−1
)
is a martingale
difference sequence and
P
∣∣∣∣∣∣maxj
∑T
t=1 2εt
(
θ′,jt−1e
′,j
t−1 − θ0t−1εt−1
)
T
∣∣∣∣∣∣ > η
 ≤ 4
µ2
∑r/µ
l=1 µ
2l2σ2εK
2
ev
Tη2
≤ 4σ
2
εK
2
ev
µ3Tη2
Taking µ small enough, all the probabilities goes to 0 when T → ∞. Then we have
proved the claim 1.
Proof of claim 2. We do the prove for r − r0 > 0, the other case is equal. If we define
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vt−1
(
θ, θ0
)
=
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
, then, et (ω, θ) = vt−1 + εt and
inf
θ|ρ(θ,θ0)>²
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
= inf
θ|ρ(θ,θ0)>²
T∑
t=1
v2t−1
= inf
θ|ρ(θ,θ0)>²
[T2 ]∑
l=1
v2k(l)−1 + v
2
k(l) = inf
θ|ρ(θ,θ0)>²
[T2 ]∑
l=1
Wk(l) with k (l) = 2 (l − 1) + 1
Analyzing in more detail vk(l), we obtain
vk(l) =
(
θk(l)ek(l) (ω, θ)− θ0k(l)εk(l)
)
= I
(∣∣zk(l)∣∣ > r) [(θ1 − θ01) εk(l) + θ1vk(l)−1]+
I
(∣∣zk(l)∣∣ < r0) [(θ2 − θ02) εk(l) + θ2vk(l)−1]+I(r0 < ∣∣zk(l)∣∣ < r) [(θ2 − θ01) εk(l) + θ2vk(l)−1]
There are three possible cases, first one, when
∣∣θ1 − θ01∣∣ > ²,
Wk(l) =
(
v2k(l)−1 + v
2
k(l)
)
≥ γ21 (∣∣vk(l)−1∣∣ > γ)+1 (∣∣vk(l)−1∣∣ < γ) 1 (∣∣zk(l)∣∣ > r) [∣∣²εk(l)∣∣− γ]2
taking γ =
∣∣² 12εk(l)∣∣ ,
Wk(l) ≥ 1
(∣∣zk(l)∣∣ > r) 14²2ε2k(l)
Now using the assumption A.7 and A.1
[
2
T
] [T2 ]∑
l=1
Wk(l)
a.s−→ lim
T→∞
[
2
T
] [T2 ]∑
l=1
E
(
Wk(l)
) ≥ 1
4
²2a (1− p) > 0
The second case, when
∣∣θ2 − θ02∣∣ > ²,
[
T
2
] [T2 ]∑
l=1
Wk(l)
a.s−→ lim
T→∞
[
2
T
] [T2 ]∑
l=1
E
(
Wk(l)
) ≥ 1
4
²2ap > 0
Finally,
∣∣r − r0∣∣ > ² and ∣∣θ1 − θ01∣∣ < δ2 (if the last condition it is not true we are in the
first case):
Wk(l) ≥ γ21
(∣∣vk(l)−1∣∣ > γ)+ 1 (∣∣vk(l)−1∣∣ < γ) 1 (r0 < ∣∣zk(l)∣∣ < r0 + ²) [δ2εk(l) − γ
]2
Taking γ = δ4εk(l)
Wk(l) ≥ 1
(
r0 <
∣∣zk(l)∣∣ < r0 + ²) δ216ε2k(l)[
T
2
] [T2 ]∑
l=1
Wk(l)
a.s−→ lim
T→∞
[
2
T
] [T2 ]∑
l=1
E
(
Wk(l)
) ≥ ²mδ2
16
a > 0
Let a (²) = min
{
1
4²
2a (1− p) , 14²2ap, ²m δ
2
16a
}
> 0, then for all η > 0
lim
T→∞
P
[
inf
θ|ρ(θ,θ0)>²
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
> a (²)− η
]
= 1
Before proving the theorem 1 we need study the memory properties of the second
derivate of et (θ) with respect to θ, since we need a second order Taylor approximation.
For that we use the following lemma:
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Lemma 13. Let hilt (θ
∗) = ∂
2et
∂θi∂θl
∣∣∣
θ∗
, we have
hilt (θ) = 1 (θt−1 = θi)h
l
t−1 + 1 (θt−1 = θl)h
i
t−1 + θt−1h
il
t−1 (θ)
sup
θ
hilt (θ) ≤ h
il
t =
2∑
i=1
h
i
t−1 + θt−1h
il
t−1
Then, under assumption A.3 to A.8, h
il
t is a L4 − bounded sequence and a L2 −NED of
size −1/2 with constant
∥∥∥hilt ∥∥∥
4
.
Proof of lemma 13. The proof follows the same steps than the first derivate.
∥∥∥hilt ∥∥∥
4
≤
2∑
i=1
∥∥∥hit−1∥∥∥
4
+ λ
∥∥∥hilt−1∥∥∥
4
≤
∑2
i=1
∥∥∥hit−1∥∥∥
4
1− λ <∞
Now define the variable F t+mt−m −measurable
h
il,m
t = 2h
i,m
t−1 + θt−1h
il,m
t−1
Then∥∥∥hilt − hil,mt ∥∥∥
2
≤
2∑
i=1
∥∥∥hit−1 − hi,mt−1∥∥∥
2
+λ
∥∥∥hilt−1 − hil,mt−1 ∥∥∥
2
≤
m−1∑
j=0
mλ
m−1 2∑
i=1
∥∥∥hit∥∥∥
4
+λ
m
∥∥∥hilt ∥∥∥
4
taking vm = m2λ
m−1
and dt =
∥∥∥hilt ∥∥∥
4
we are done.
Lemma 14. Let dilt (θ, θ∗) = hilt (θ)− hilt (θ∗) , we have
dilt (θ, θ
∗) ≤ dilt (θ, θ∗) =
2∑
i=1
[
1 (r∗ ≤ |zt| ≤ r)hit−1 (θ∗) + sit−1 (θ, θ∗)
]
+δt (θ, θ∗)h
il
t−1 (θ
∗)+θt−1d
il
t−1 (θ, θ
∗)
Then, under assumption A.3 to A.8, d
il
t (θ, θ
∗) is a L4−bounded sequence and a L2−NED
of size −1/2 with constant
∥∥∥dilt (θ, θ∗)∥∥∥
4
. Besides
E
(
d
il
t (θ, θ
∗)
)
≤ max
(
δ
1/2
1 , δ
1/2
2 , δ3
)
Kd E
(
d
il
t (θ, θ
∗)
)2
≤ max (δ1, δ2, δ3)Kd
Proof of lemma 14. In a same way as previous lemmas and using them
∥∥∥dilt (θ, θ∗)∥∥∥
4
≤ δ1/43
2∑
i=1
∥∥∥hit−1 (θ∗)∥∥∥
4
+max
(
δ
4/2
1 , δ
4/2
2 , δ3
)1/4 [
2K1/4s+
∥∥∥hi,lt−1 (θ∗)∥∥∥
4
]
+
+ λ
∥∥∥dilt (θ, θ∗)∥∥∥
4
≤ max
(
δ
4/2
1 , δ
4/2
2 , δ3
)1/4 ∑2i=1 ∥∥∥hit−1 (θ∗)∥∥∥
4
+
[
2K1/4s+
∥∥∥hi,lt−1 (θ∗)∥∥∥
4
]
1− λ
≤ max
(
δ
4/2
1 , δ
4/2
2 , δ3
)1/4
K
1/4
d
The rest of the moment are straight forward. Define the variable F t+mt−m −measurable
d
il,m
t (θ, θ
∗) =
2∑
i=1
[
1 (r∗ ≤ |zt| ≤ r)hi,mt−1 (θ∗) + si,mt−1 (θ, θ∗)
]
+δt (θ, θ∗)h
il,m
t−1 (θ
∗)+θt−1d
il,m
t−1 (θ, θ
∗)
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Then, using the previous lemmas∥∥∥dilt (θ, θ∗)− dil,mt (θ, θ∗)∥∥∥
2
≤ m3λm−1
∥∥∥dilt (θ, θ∗)∥∥∥
2
Lemma 15. The lemma 12 can be applied to h
il
t and d
il
t (θ, θ
∗) .
Proof of lemma 15. Straight forward.
Proof of theorem 1. We need to prove θ̂i,T = θ0i + Op
(
T−1/2
)
and r̂T = r0 + Op
(
T−1
)
.
For that define Θ4 =
{
θ ∈ Θ : 4T ≤
∣∣θi − θ0i ∣∣2 = δi ≤ ² and 4T ≤ ∣∣r − r0∣∣ = δ3 ≤ ²} , that
is bounded because Θ is bounded. The limit on δi ≤ ² will be satisfied for all T ≥ T ∗ with
probability big enough for T ∗ big enough because of consistence of estimators. Then. to
prove that the rate of convergence is the wanted, a sufficient condition is for all ε > 0 and
T exist 4 <∞ such that:
P
[
inf
{θ∈Θ4}
QT (ω, θ)−QT
(
ω, θ0
)
> 0
]
≥ 1− ε
The steps are parallel to these of the consistence in claim 1 and 2. Then we have to
prove that for all η, ε > 0 ∃4 <∞ such that
P
[
sup
{θ∈Θ4}
∑T
t=1 εt
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
T supi δi
> η
]
≤ ε (5)
and
P
[
sup
{θ∈Θ4}
∑T
t=1
(
θt−1et−1 − θ0t−1εt−1
)2
T supi δi
> η
]
≥ 1− ε (6)
We divide in first probability to use the derivative part of
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
with respect to θi.
As we saw, with θ′ =
(
θ01, θ
0
2, r
)
,
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
=
(
θt−1et−1 (ω, θ)− θ′t−1e′t−1
)
+(
θ′t−1e
′
t−1 (ω, θ)− θ0t−1εt−1
)
.
The process are the same, and their properties too. As Θ4 is bounded, we can define
the partition for (θ1, θ2) with θ
ji
i = θ
0
i +
(
4
T
(
bji − 1))1/2, rj3 = r0 + 4T (bj3 − 1) with
supj
4
T
(
bj − 1) ≤ ², and B4,j (θ) = {θi ∈ (θjii , θji+1i ) , r ∈ (rj3 , rj3+1)} . We use a second
Taylor expansion as in claim 1 for (et (θ)− e′t (θ′)),
(et (θ)− e′t (θ′)) =
2∑
i=1
(θi − θ′i)hit
(
θ0
)
+
2∑
i=1
(θi − θ′i)
(
hit
(
θ0
)− hit (θ′))+ 2∑
i=1
2∑
l=1
(θi − θ′i)hilt (θ∗) (θl − θ′l)
We work with the same parts of claim 1. Then
sup
{θ∈Θ4}
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θ′t−1e′t−1
)
T supi δi
≤ sup
{θ∈Θ4}
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
)
hit
(
θ0
)
T supi δi
+
+ sup
{θ∈Θ4}
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
) (
hit
(
θ0
)− hit (θ′))
T supi δi
+
+ sup
{θ∈Θ4}
∑T
t=1 2εt
∑2
i=1
∑2
l=1
(
θi − θ0i
)
hilt (θ∗)
(
θl − θ0l
)
T supi δi
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Working with each supremun,
P
[
sup
{θ∈Θ4}
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
)
hit
(
θ0
)
T supi δi
> η
]
≤
≤ P
[
sup
{θ∈Θ4}
∣∣∣∣∣max1,2
(
θi − θ0i
)
supi δ
1/2
i
∣∣∣∣∣
∣∣∣∣∣
∑T
t=1 2εt
∑2
i=1 h
i
t
(
θ0
)
T supi δ
1/2
i
∣∣∣∣∣ > η
]
≤ σ
2
ε22
∑2
i=1
∥∥hit (θ0)∥∥
∆η2
The second supremun,
sup
{θ∈Θ4}
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
) (
hit
(
θ0
)− hit (θ′))
T supi δi
= max
j
∑T
t=1 2εt
∑2
i=1
(
θji − θ0i
)(
sit
(
θ0, θ
′,j
))
T supi δi
+
max
j
sup
B4,j(θ)
∑T
t=1 2εt
∑2
i=1
(
θ0i − θi
)
st
(
θ
′
, θ
′,j
)
+
(
θi − θji
)
st
(
θ0, θ
′,j
)
T supi δi
P
max
j
∑T
t=1 2εt
∑2
i=1
(
θjii − θ0i
)(
sit
(
θ0, θ
′,j
))
T supi δi
> η
 ≤ ∞∑
j=1
∑2
l=1 2
8σ2εKs
η2T supi δi
≤ 14
∞∑
j=1
∑2
l=1 2
8σ2εKs
η2 (bj − 1)
with
∑∞
j=1
∑2
l=1 2
8σ2εKs
η2(bj−1) <∞. For the other part, use supB4,j(θ)
(
θi − θji
)
≤
(
4
T b
j (b− 1)
)1/2
,
sup
B4,j(θ)
∑T
t=1 2εt
∑2
i=1
(
θ0i − θi
)
st
(
θ
′
, θ
′,j
)
+
(
θi − θji
)
st
(
θ0, θ
′,j
)
T supi δi
≤
∑T
t=1 2 |εt|
∑2
i=1
∣∣θ0i − θi∣∣ st (θ′ , θ′,j)+ ∣∣∣θi − θji ∣∣∣ st (θ0, θ′,j)
T supi δi
Using that supB4,j(θ)
∣∣∣θi − θji ∣∣∣ ≤ supj (4T bj (b− 1))1/2 ≤ (² (b− 1))1/2 ,
max
j
∑T
t=1E
[
2 |εt|
∑2
i=1
∣∣θ0i − θi∣∣ st (θ′ , θ′,j)+ ∣∣∣θi − θji ∣∣∣ st (θ0, θ′,j)]
T supi δi
≤
≤ 24 (σ2εKs)1/2 [(b− 1) + (² (b− 1))1/2]
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taking b close enough to 1, this amount is small enough.
P
max
j
∑T
t=1 2 |εt|
∑2
i=1
∣∣θ0i − θi∣∣ st (θ′ , θ′,j)− E [2 |εt|∑2i=1 ∣∣θ0i − θi∣∣ st (θ′ , θ′,j)]
T supi δi
> η
 ≤
≤ 14
∞∑
j=1
(b− 1) ²23σ2εKs
(bj − 1) η
P
max
j
∑T
t=1 2 |εt|
∑2
i=1
∣∣∣θi − θji ∣∣∣ st (θ0, θ′,j)− E [2 |εt|∑2i=1 ∣∣∣θi − θji ∣∣∣ st (θ0, θ′,j)]
T supi δi
> η
 ≤
≤ 14
∞∑
j=1
(b− 1) ²23σ2εKs
(bj − 1) η
Then
P
[
sup
{θ∈Θ4}
∑T
t=1 2εt
∑2
i=1
(
θi − θ0i
)
hit
(
θ0
)
T supi δi
> η′
]
≤ 14
∞∑
j=1
(b− 1) ²23σ2εKs
(bj − 1) η
Finally the third supremum,
sup
{θ∈Θ4}
∑T
t=1 2εt
∑2
i=1
∑2
l=1
(
θi − θ0i
)
hilt (θ
∗)
(
θl − θ0l
)
T supi δi
≤
≤ sup
{θ∈Θ4}
∑2
i=1
∑2
l=1
(
θi − θ0i
) (
θl − θ0l
)
(supi δi)
1−α sup{θ∈Θ4}
∑T
t=1 2εt
∑2
i=1
∑2
l=1 h
il
t (θ∗)
T (supi δi)
α
≤ 4²α sup
{θ∈Θ4}
∑T
t=1 2εt
∑2
i=1
∑2
l=1 h
il
t (θ
∗)
T 1−α4α
for α < 1/2. With lemmas 13 and 14 and following the steps of the consistence proof it
can be proved that
P
[
sup
{θ∈Θ4}
∑T
t=1 2εt
∑2
i=1
∑2
l=1 h
il
t (θ
∗)
T 1−α4α > η
]
≤ K42α
for some K <∞. With this, the differentiable part satisfies that
P
[
sup
{θ∈Θ4}
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θ′t−1e′t−1
)
T supi δi
> η
]
≤ K
′
42α
for some K ′ <∞.
Now we work with the non-differentiable part. That only depend on the parameter
r, the we concentrate in rj = r0 + 4T
(
bj − 1) with supj 4T (bj − 1) ≤ ², and B4,j (θ) ={
θi = θ0i , r ∈
(
rj3 , rj3+1
)}
.
sup
{θ∈Θ4}
∑T
t=1 2εt
(
θ′t−1e
′
t−1 − θ0t−1εt−1
)
T supi δi
≤ max
j
∑T
t=1 2εt
(
θ′,jt−1e
′,j
t−1 − θ0t−1εt−1
)
T supi δi
+
+max
j
sup
B²,j(θ)
∑T
t=1 2εt
(
θt−1et−1 − θ
′,j
t−1e
′,j
t−1
(
ω, θ′,j
))
T supi δi
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Using the lemma 10 and supi δi ≥ 4T
(
bj − 1) for each j,
P
max
j
∑T
t=1 2εt
(
θ′,jt−1e
′,j
t−1 − θ0t−1εt−1
)
T supi δi
> η
 ≤ ∞∑
j=1
4
T
(
bj − 1)Kv
T supi δ2i η2
≤ 14
∞∑
j=1
Kv
(bj − 1) η2
P
max
j
∑T
t=1 2εt
∑2
i=1
(
θjii − θ0i
)(
sit
(
θ0, θ
′,j
))
T supi δi
> η
 ≤ ∞∑
j=1
∑2
l=1 2
8σ2εKs
η2T supi δi
≤ 14
∞∑
j=1
∑2
l=1 2
8σ2εKs
η2 (bj − 1)
P
[
max
j
∑T
t=1 2 |εt| vt
(
θ, θ′,j
)− E (2 |εt| vt (θ, θ′,j))
T supi δi
> η
]
≤
∞∑
j=1
4
T b
j (b− 1)Kv
T supi δ2i η2
≤ 14
∞∑
j=1
2 (b− 1)Kv
(bj − 1) η2
max
j
∑T
t=1E
(
2 |εt| vt
(
θ, θ′,j
))
T supi δi
= max
j
4
T b
j (b− 1)Kv
supi δiη2
≤ 2 (b− 1)Kv
η2
Taking (b− 1) small enough
P
max
j
sup
B²,j(θ)
∑T
t=1 2εt
(
θt−1et−1 − θ
′,j
t−1e
′,j
t−1
(
ω, θ′,j
))
T supi δi
> η
 ≤ 14
∞∑
j=1
2 (b− 1)Kv
(bj − 1) η2
With this we have proved 5.
To prove 6 we use the result of claim 2. As in that case, we do the prove for r−r0 > 0.
inf
{θ∈Θ4}
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
= inf
{θ∈Θ4}
[T2 ]∑
l=1
Wk(l)
Again we have three possible cases,
∣∣θi − θ0i ∣∣ > (4T )1/2 for i = 1, 2 or ∣∣r − r0∣∣ > 4T , if
none is true, the θ /∈ Θ4. First one, when
∣∣θ1 − θ01∣∣2 > 4T ,
Wk(l) =
(
v2k(l)−1 + v
2
k(l)
)
≥ γ21 (∣∣vk(l)−1∣∣ > γ)+1 (∣∣vk(l)−1∣∣ < γ) 1 (∣∣zk(l)∣∣ > r)
[∣∣∣∣∣
(4
T
)1/2
εk(l)
∣∣∣∣∣− γ
]2
taking γ =
∣∣∣∣(4T )1/2 12εk(l)∣∣∣∣ ,
Wk(l) ≥ 1
(∣∣zk(l)∣∣ > r) 144T ε2k(l)
Now using the assumption A.7 and A.1
[T2 ]∑
l=1
Wk(l) ≥ 1
T
[T2 ]∑
l=1
1
(∣∣zk(l)∣∣ > r) 144ε2k(l) a.s−→ 12 limT→∞
[
2
T
] [T2 ]∑
l=1
E
(
1
(∣∣zk(l)∣∣ > r) 144ε2k(l)
)
≥ 1
8
4a (1− p) > 0
The second case, when
∣∣θ2 − θ02∣∣2 > 4T ,
[T2 ]∑
l=1
Wk(l) ≥ 1
T
[T2 ]∑
l=1
(∣∣zk(l)∣∣ < r0) 144ε2k(l) a.s−→ 12 limT→∞
[
2
T
] [T2 ]∑
l=1
E
(
1
(∣∣zk(l)∣∣ < r) 144ε2k(l)
)
≥ 1
8
4ap > 0
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Finally,
∣∣r − r0∣∣ > 4T and ∣∣θ1 − θ01∣∣ < ² < δ (since θ ∈ Θ4):
Wk(l) ≥ γ21
(∣∣vk(l)−1∣∣ > γ)+1 (∣∣vk(l)−1∣∣ < γ) 1(r0 < ∣∣zk(l)∣∣ < r0 + 4
T
)[
(δ − ²) εk(l) − γ
]2
Taking γ = (δ−²)2 εk(l)
Wk(l) ≥ 1
(
r0 <
∣∣zk(l)∣∣ < r0 + 4
T
)
(δ − ²)2
4
ε2k(l)
[T2 ]∑
l=1
Wk(l) ≥ 1
T
[T2 ]∑
l=1
1
(
r0 <
∣∣zk(l)∣∣ < r0 + 4
T
)
T
(δ − ²)2
4
ε2k(l)
a.s−→ 4m (δ − ²)
2
4
a > 0
Let a (4) = min
{
1
84a (1− p) , 184ap,4m (δ−²)
2
4 a
}
> 0, then for all η > 0
P
[
inf
{θ∈Θ4}
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
> a (4)− η
]
≤ 1− ε
Before proving the claim 1 for STIMA case we need to study the memory and moment
properties of some processes, as et and θt. For that we use the lemma 16 and 17:
Lemma 16.
E
(
θ4t
∣∣Ft−2)≤λ< 1
Proof of lemma 16. It is a direct result of applying A.9 since
E
(
θ4t
∣∣Ft−2) ≤ E ([(1− δ)4 1 (|et−1| > r) + (1 + δ′)4 1 (|et−1| < r)]∣∣∣Ft−2) ≤
≤ (1− δ)4
[
1− sup
k
E (1 (|εt−1 + k| < r))
]
+ (1 + δ′)4 sup
k
E (1 (|εt−1 + k| < r))
≤ λ
Lemma 17. Under the assumptions A.2S, A.3 and A.4 et (w, θ) is a L4−bounded sequence
and a L2 −Near Epoch Dependence (NED) of size −1/2 with constant ‖et‖4.
Proof of lemma 17.
‖et‖4≤
∥∥∥∥∥∥xt +
t−2∑
j=0
j∏
i=0
θt−ixt−j−1
∥∥∥∥∥∥
4
≤ 2 ‖xt‖4+
t−2∑
j=1
λ
j−1 ‖xt−j−1‖4≤
2 ‖xt‖4
1− λ <∞
With respect to L2 −NED, taking
êmt = xt +
m−1∑
j=1
xt−j
j∏
k=1
θ̂mt−k con θ̂
m
t−k = θt−k
(
êmt−k
)
êmt−j =
{
θ̂mt−j−1ê
m
t−j−1 + xt−j if 0 ≤ j < m
0 if j ≥ m
we know ∥∥et − E (et|F t+mt−m )∥∥2 ≤ ‖et − êmt ‖2
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As in the invertible section
et − êmt = θt−1et−1 − θ̂mt−1êmt−1 = (θ1 − θ2) 1
(|et−1| > r, ∣∣êmt−1∣∣ < r) êmt−1+
+(θ2 − θ1) 1
(|et−1| < r, ∣∣êmt−1∣∣ > r) et−1+[θ11 (|et−1| > r) + θ21 (|et−1| < r)] (et−1 − êmt−1)
|et − êmt | ≤ |θ2 − θ1| r
[
1
(|et−1| < r, ∣∣êmt−1∣∣ > r)+ 1 (|et−1| > r, ∣∣êmt−1∣∣ < r)]+
+ [|θ1| 1 (|et−1| > r) + |θ2| 1 (|et−1| < r)]
∣∣et−1 − êmt−1∣∣
Now using the same arguments than invertibility in equation [3] ,we obtain
E
{[
1
(|et−1| < r, ∣∣êmt−1∣∣ > r)+ 1 (|et−1| > r, ∣∣êmt−1∣∣ < r)]γ} ≤ME [∣∣et−1 − emt−1∣∣] for γ > 0
then
E |et − êmt | ≤ [|θ2 − θ1| rM + λ1 (θ1, θ2, r)]E
∣∣et−1 − êmt−1∣∣ ≤ λm2 E |et−m|
Besides,
|et − êmt |2 ≤ |θ2 − θ1|2 r2
[
1
(|et−1| < r, ∣∣êmt−1∣∣ > r)+ 1 (|et−1| > r, ∣∣êmt−1∣∣ < r)]+
+
[
θ211 (|et−1| > r) + θ221 (|et−1| < r)
] ∣∣et−1 − êmt−1∣∣2+
2 |θ2 − θ1| r
[
1
(|et−1| < r, ∣∣êmt−1∣∣ > r)+ 1 (|et−1| > r, ∣∣êmt−1∣∣ < r)] [|θ1| 1 (|et−1| > r) + |θ2| 1 (|et−1| < r)]
E |et − êmt |2 ≤ KE
[∣∣et−1 − emt−1∣∣]+ λ1 (θ1, θ2, r)E ∣∣et−1 − êmt−1∣∣2 = Kλm−12 E |et−m|+
+ λ1 (θ1, θ2, r)E
∣∣et−1 − êmt−1∣∣2
≤
m∑
i=0
Kλm−i−12 λ
i
1E |et−m|+ λm1 (θ1, θ2, r)E |et−m|2 ≤ λm2 (m+ 1)
KE |et−m|2
λ2
m→∞−→ 0
Taking dt =
K1/2‖et−m‖2
λ
1/2
2
and vm = [λm2 (m+ 1)]
1/2 we have proved the lemma.
Now we generalize the definition of Ai,t and δi in the following way,
A1,t−1 (θ, θ′) = {|et−1 (θ)| > r, |et−1 (θ′)| > r′} A2,t−1 (θ, θ′) = {|et−1 (θ)| < r, |et−1 (θ′)| < r′}
A3,t−1 (θ, θ′) = {|et−1 (θ)| > r, |et−1 (θ′)| < r′} A4,t−1 (θ, θ′) = {|et−1 (θ)| < r, |et−1 (θ′)| > r′}
δi = δi (θ, θ′) =
{
(θi − θ′i) for i = 1, 2
(r − r′) for i = 3
With this we can define and study the following processes, vt (θ, θ′) = (et (θ)− et (θ′))
and vt (θ′, η) = supθ s.t ρ(θ,θ′)<η vt (θ, θ′) .
Lemma 18. Under the assumptions A.3, A.4 and A.9 vt (θ′, δi) is a L4−bounded sequence
and a L2 − Near Epoch Dependence (NED) of size −1/2 with constant ‖vt (θ′, δi)‖4.
Besides, E
(
v2t (θ
′, δi)
) ≤ max δiK2, with K2 <∞.
Proof of lemma 18. Our interest is when δi → 0, then we take δi ≤ 1. We can decompose
(et (θ)− et (θ′)) as in equation [4], but taking in to account that θ can be different from θ′.
Then
vt (θ, θ′) = e′t−1
[
δ11
(
A′1,t−1
)
+ δ21
(
A′2,t−1
)
+ (δ1 + δ2) 1
(
A′3,t−1
)]
+
+ [θ11 (|et−1 (θ′)| > r) + θ21 (|et−1 (θ′)| < r)] vt−1 (θ, θ′)+
+
(
θ2 − θl1
) [
et−11
(
A′4,t−1
)− elt−11 (A′3,t−1)]
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and
vt (θ′, δi) ≤ 2max δi
(∣∣e′t−1∣∣+ δ + r′ + n)+ [θ11 (|et−1 (θ′)| > r) + θ21 (|et−1 (θ′)| < r)] vt−1 (θ′, δi)
+ δr′ sup
θ s.t ρ(θ,θ′)<η
[
1
(
A′4,t−1
)
+ 1
(
A′3,t−1
)]
E |vt (θ′, δi)| ≤ 2max δi
(
E
∣∣e′t−1∣∣+ r′ + 2)+ λ∗1 (θ′)E |vt−1 (θ′, η)|+
+ δr′E
∣∣∣∣∣ supθ s.t ρ(θ,θ′)<η [1 (A′4,t−1)+ 1 (A′3,t−1)]
∣∣∣∣∣
Similar to [??]
sup
θ s.t ρ(θ,θ′)<η
[
1
(
A′4,t−1
)
+ 1
(
A′3,t−1
)] ≤ [1(A′4,t−1)+ 1(A′3,t−1)]
1
(
A
′
4,t−1
)
+ 1
(
A
′
3,t−1
)
=
= 1
[
r′ − vt−1
(
θ′, θ0
)− η − vt−1 (θ′, η) < εt−1 < r′ − vt−1 (θ′, θ0)+ vt−1 (θ′, η)]+
+ 1
[−r′ − vt−1 (θ′, θ0)− η − vt−1 (θ′, η) < εt−1 < −r′ − vt−1 (θ′, θ0)+ η + vt−1 (θ′, η)]
Using that vt−1 and vt−1 are Ft−2−measurables, the law of iterated expectations and
the assumption A.9,
E
∣∣∣[1(A′4,t−1)+ 1(A′3,t−1)]∣∣∣k ≤ E |vt−1 (θ′, δi)|M∗ + δ3M∗ ∀k ≥ 1
E |vt (θ′, δi)| ≤ max δi
2
(
E
∣∣e′t−1∣∣+ r′ + 2 +M∗)
1− λ∗2
≤ max δi
2
(∥∥e′t−1∥∥4 + r′ + 2 +M∗)
1− λ∗2
≤ max δi K31− λ∗2
<∞
‖vt (θ′, δi)‖4 ≤ max δiK3 + λ∗1 (θ′) ‖vt−1 (θ′, δi)‖4 +max δ1/4i
[
K3
1− λ∗2
]1/4
≤ max δ1/4i 2
K3
1− λ∗2
+ λ∗1 (θ
′) ‖vt−1 (θ′, η)‖4 ≤ max δ1/4i 2
K3
(1− λ∗2) (1− λ∗1)
<∞
With this the property E
(
v2t (θ′, δi)
) ≤ max δiK2 is straight forward. Now we prove that
v2t (θ
′, δi) is L2−NED. As we have proved, e′t, θ′t are L2−NED. Then vt
(
θ′, θ0
)
= (e′t − εt)
is L2 −NED. Define the following functions F tt−m −measurables,
vmt (θ
′, η) = 2η
(∣∣e′,mt−1∣∣+ δ + r′ + n)+[θ11 (∣∣emt−1 (θ′)∣∣ > r)+ θ21 (∣∣emt−1 (θ′)∣∣ < r)] vmt−1 (θ′, η)+
δr′
[
1
(
A
′,m
4,t−1
)
+ 1
(
A
′,m
3,t−1
)]
1
(
A
′,m
4,t−1
)
+1
(
A
′,m
3,t−1
)
= 1
(
r′ − vmt−1
(
θ′, θ0
)− η − vmt−1 (θ′, η) < εt−1 < r′ − vmt−1 (θ′, θ0)+ η + vmt−1 (θ′, η))+
1
(
r′ − vmt−1
(
θ′, θ0
)− η − vmt−1 (θ′, η) < εt−1 < r′ − vmt−1 (θ′, θ0)+ η + vmt−1 (θ′, η))
Defining Λ′,mt−1 = vt−1
(
θ′, θ0
)− vmt−1 (θ′, θ0) and Λ′,mt−1 = vt−1 (θ′, θ0)− vmt−1 (θ′, θ0) , we
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have
1
(
A
′
4,t−1
)
− 1
(
A
′,m
4,t−1
)
+ 1
(
A
′
3,t−1
)
− 1
(
A
′,m
3,t−1
)
=
1
(
r′ − vt−1
(
θ′, θ0
)
+ η + vt−1 (θ′, η) < εt−1 < r′ − vt−1
(
θ′, θ0
)
+ η + vt−1 (θ′, η) + Λ
′,m
t−1 − Λ
′,m
t−1
Λ′,mt−1 − Λ
′,m
t−1 > 0
)
+
1
(
r′ − vt−1
(
θ′, θ0
)
+ η + vt−1 (θ′, η) + Λ
′,m
t−1 − Λ′,mt−1 < εt−1 < r′ − vt−1
(
θ′, θ0
)
+ η + vt−1 (θ′, η)
Λ′,mt−1 − Λ
′,m
t−1 < 0
)
+
1
(
r′ − vt−1
(
θ′, θ0
)
+ η − vt−1 (θ′, η) < εt−1 < r′ − vt−1
(
θ′, θ0
)
+ η − vt−1 (θ′, η) + Λ′,mt−1 + Λ′,mt−1
Λ′,mt−1 + Λ
′,m
t−1 > 0
)
+
.
.
.
As before, applying a Taylor expansion in
(
Λ′,mt−1,Λ
′,m
t−1
)
we obtain,
E
∣∣∣1(A′4,t−1)− 1(A′,m4,t−1)+ 1(A′3,t−1)− 1(A′,m3,t−1)∣∣∣ ≤ 4M∗ (E ∣∣Λ′,mt−1∣∣+ E ∣∣∣Λ′,mt−1∣∣∣)
Now we study θ′t−1vt−1 (θ
′, η)− θ′,mt−1vmt−1 (θ′, η) ,
E
∣∣θ′t−1vt−1 (θ′, η)− θ′,mt−1vmt−1 (θ′, η)∣∣ ≤ E ∣∣(θ′t−1 − θ′,mt−1) vt−1 (θ′, η)∣∣+E ∣∣θ′,mt−1 (vt−1 (θ′, η)− vmt−1 (θ′, η))∣∣
Using the law of iterated expectation, vt−1 (θ′, η) − vmt−1 (θ′, η) is Ft−2 − measurable
and E
(
θ′,mt−1
∣∣Ft−2) ≤ λ∗1 (θ′)
E
∣∣θ′,mt−1 (vt−1 (θ′, η)− vmt−1 (θ′, η))∣∣ ≤ λ∗1 (θ′)E ∣∣∣Λ′,mt−1∣∣∣
For the first part, we need to use the lemma 17.5 of Davidson (1994) p. 271,
∥∥(θ′t−1 − θ′,mt−1) vt−1 (θ′, η)∥∥2 ≤ 2(∥∥(θ′t−1 − θ′,mt−1)∥∥r−22 ‖vt−1 (θ′, η)‖r−22 ∥∥(θ′t−1 − θ′,mt−1) vt−1 (θ′, η)∥∥rr) 12(r−1)
To use it, we need that ‖vt−1 (θ′, η)‖r <∞ for r > 2 which is proved before. Denote[
2 ‖vt−1 (θ′, η)‖r−22
∥∥(θ′t−1 − θ′,mt−1) vt−1 (θ′, η)∥∥rr] 12(r−1) ≤ [2 ‖vt−1 (θ′, η)‖2r−22 ] 12(r−1) ≤ K4 <∞
and taking r = 4∥∥(θ′t−1 − θ′,mt−1) vt−1 (θ′, η)∥∥2 ≤ ∥∥(θ′t−1 − θ′,mt−1)∥∥2K4
Then
E
∣∣∣Λ′,mt ∣∣∣ ≤ 2ηE ∣∣e′t−1 − e′,mt−1∣∣+ λ∗1 (θ′)E ∣∣∣Λ′,mt−1∣∣∣+ ∥∥(θ′t−1 − θ′,mt−1)∥∥2K4 + δr′4M∗ (E ∣∣Λ′,mt−1∣∣+ E ∣∣∣Λ′,mt−1∣∣∣)
≤ (2η +K4)
∥∥e′t−1 − e′,mt−1∥∥2 + δr′4M∗E ∣∣Λ′,mt−1∣∣+ λ∗2 (θ′)E ∣∣∣Λ′,mt−1∣∣∣
If λ∗2 (θ
′) < 1, following the steps of equation [??] we have the result.
With these results we can begin the prove of claim 1 for the STIMA case. As we did in
the case of observable threshold the space
{
θ ∈ Θ : ρ (θ, θ0) ≥ ε} is compact, and we can
define θj =
(
θj1, θ
j
2, r
j
)
=
(
θ01 + ijµ, θ
0
2 + i
′
jµ, r
0 + i′′jµ
)
and Bj =
{
θ ∈ Θ : ρ (θ, θj) ≤ µ}
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such that
{
θ ∈ Θ : ρ (θ, θ0) ≥ ε} ⊂ ∪Jj=1Bj with J = 4rµ3 . Then
sup
{θ∈Θ:ρ(θ,θ0)≥ε}
1
T
T∑
t=1
2εt
(
θt−1et−1 (θ)− θ0t−1εt−1
) ≤ max
j
1
T
T∑
t=1
2εt
(
θjt−1et−1
(
θj
)− θ0t−1εt−1)+
max
j
sup
θ∈Bj
1
T
T∑
t=1
2εt
(
θt−1et−1 (θ)− θjt−1et−1
(
θj
))
For the second part,
sup
θ∈Bj
1
T
T∑
t=1
2εt
(
θt−1et−1 (θ)− θjt−1et−1
(
θj
)) ≤ 1
T
T∑
t=1
2 |εt| vt−1
(
θj , µ
)
Again, with the lemma 18 like in lemma 12
E
 max
1≤t≤T
(
t∑
l=1
(|εl| vl−1 (θj , µ)−E (|εl| vl−1 (θj , µ))))2
 ≤ K t∑
l=1
E
(|εl| vl−1 (θj , µ)) K <∞
Then
P
[∣∣∣∣∣maxj supθ∈Bj 1T
T∑
t=1
2εt
(
θt−1et−1 (θ)− θjt−1et−1
(
θj
))∣∣∣∣∣ < η
]
≤
J∑
j=1
P
[
1
T
T∑
t=1
2 |εt| vt−1
(
θj , µ
)
< η
]
≤
≤
J∑
j=1
P
[
1
T
T∑
t=1
∣∣2 |εt| vt−1 (θj , µ)− E (2 |εt| vt−1 (θj , µ))∣∣ < η − E (2 |εt| vt−1 (θj , µ))]
Using the previous lemma, E
(∣∣vt−1 (θj , µ)∣∣) ≤ µ K31−λ∗2 , then using the iterated law of
expectations,
P
[∣∣∣∣∣maxj supθ∈Bj 1T
T∑
t=1
2εt
(
θt−1et−1 (θ)− θjt−1et−1
(
θj
))∣∣∣∣∣ < η
]
≥
J∑
j=1
Kµ K31−λ∗2
T
(
η − µ K31−λ∗2
)2 ≥ 4rK K31−λ∗2
Tµ2
(
η − µ K31−λ∗2
)2
Now taking µ ≤ η(1−λ∗2)2K3 ,
P
[∣∣∣∣∣maxj supθ∈Bj 1T
T∑
t=1
2εt
(
θt−1et−1 (θ)− θjt−1et−1
(
θj
))∣∣∣∣∣ < η
]
≥
4rK K31−λ∗2
Tη3
(
K3
1−λ∗2
)3
For the first part, we use that is a martingale difference,
P
[∣∣∣∣∣maxj 1T
T∑
t=1
2εt
(
θjt−1et−1
(
θj
)− θ0t−1εt−1)
∣∣∣∣∣ > η
]
≤
≤
J∑
j=1
P
[∣∣∣∣∣ 1T
T∑
t=1
2εt
(
θjt−1et−1
(
θj
)− θ0t−1εt−1)
∣∣∣∣∣ > η
]
≤
≤
4r
µ∑
l=1
l2µσ2εK
K3
1−λ∗2
Tη2
≤
σ2εK
K3
1−λ∗2
Tη2µ4
Taking again µ ≤ η(1−λ∗2)2K3
P
[∣∣∣∣∣maxj 1T
T∑
t=1
2εt
(
θjt−1et−1
(
θj
)− θ0t−1εt−1)
∣∣∣∣∣ > η
]
≤
σ2εK
(
K3
1−λ∗2
)5
Tη6
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With that, the claim 1 for the STIMA case is proved since
lim
T→∞
P
[
sup
{θ∈Θ:ρ(θ,θ0)≥ε}
1
T
T∑
t=1
2εt
(
θt−1et−1 (θ)− θ0t−1εt−1
)
> η
]
→ 0
To prove the claim 2 for STIMA case we follow the same steps than in the case of
observable variable,
inf
{θ∈Θ:ρ(θ,θ0)≥ε}
1
T
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
= inf
{θ∈Θ:ρ(θ,θ0)≥ε}
1
T
T∑
t=1
v2t−1
(
θ, θ0
)
= inf
{θ∈Θ:ρ(θ,θ0)≥ε}
1
T
[T2 ]∑
l=1
v2k(l)−1 + v
2
k(l) = inf{θ∈Θ:ρ(θ,θ0)≥ε}
1
T
[T2 ]∑
l=1
Wk(l) with k (l) = 2 (l − 1) + 1
We do the prove for r > r0, the other case is equal. We distinguish three cases, first
one, when
∣∣θ2 − θ02∣∣ > ²,
Wk(l) ≥ I
(∣∣vk(l)−1∣∣ > γ) γ2 + I (∣∣vk(l)−1∣∣ < γ) I (∣∣εk(l)∣∣ < r0 − γ) (∣∣²εk(l)∣∣− γ)2
taking
γ =
∣∣∣²εk(l)
2
∣∣∣
Wk(l) ≥ I
(∣∣εk(l)∣∣ < 2r02 + ²
)(²εk(l)
2
)2
and using that E
[
I
(∣∣εk(l)∣∣ < 2r02+²) ε2k(l)] = 2a1 > 0 and it is an independent variable,
1
T
[T2 ]∑
l=1
I
(∣∣εk(l)∣∣ < r0 − ²) (²εk(l)2 )2 a.s−→ ²2a1 > 0
The second case, r − r0 > ². We know that ∣∣θ2 − θ02∣∣ < ², otherwise we are in the first
case. With this, and
∣∣θ01 − θ02∣∣ = δ0 we have
Wk(l) ≥ I
(∣∣vk(l)−1∣∣ > γ) γ2+I (∣∣vk(l)−1∣∣ < γ) I (∣∣εk(l)∣∣ < r0 + ²− γ, ∣∣εk(l)∣∣ > r0) (∣∣δ0 − ²∣∣ ∣∣εk(l)∣∣− γ)2
We need to take γ s.t |γ| < ² and (∣∣δ0 − ²∣∣ ∣∣εk(l)∣∣− γ)2 > γ2, taking γ = ∣∣∣ ²εk(l)r0+² ∣∣∣ , both
conditions are satisfied, and we obtain
Wk(l) ≥ I
(
r0 <
∣∣εk(l)∣∣ < (r0 + ²)2
r0 + 2²
)
(
δ0 − ²r0+²2−²r0+²
)
εk(l)
2
2
and using E
[
I
(
r0 <
∣∣εk(l)∣∣ < (r0+²)2r0+2² ) ε2k(l)] = ²2a′2 > 0 for ² > 0, we obtain
1
T
[T2 ]∑
l=1
I
(
r0 <
∣∣εk(l)∣∣ < (r0 + ²)2
r0 + 2²
)
(
δ0 − ²r0+²2−²r0+²
)
εk(l)
2
2 a.s−→ ²2a2 > 0
Finally, the third case,
∣∣θ1 − θ01∣∣ > ² and r − r0 < ², otherwise we are in the second
case. This case is similar to the first case, we have,
Wk(l) ≥ I
(∣∣vk(l)−1∣∣ > γ) γ2 + I (∣∣vk(l)−1∣∣ < γ) I (∣∣εk(l)∣∣ > r0 + ²+ γ) (∣∣²εk(l)∣∣− γ)2
37
Taking again γ =
∣∣ ²εk(l)
2
∣∣ we obtain
Wk(l) ≥ I
(∣∣εk(l)∣∣ > 2 (r0 + ²)2− ²
)(²εk(l)
2
)2
Using that E
[
I
(∣∣εk(l)∣∣ > 2(r0+²)2−² ) ε2k(l)] = 2a3 > 0
1
T
[T2 ]∑
l=1
I
(∣∣εk(l)∣∣ > 2(r0 + ²)2− ²
)(²εk(l)
2
)2
a.s−→ ²2a3 > 0
Taking a (²) = ²2min {a1, a2, a3} , for all η > 0,
lim
T→∞
P
[
inf
θ|ρ(θ,θ0)>²
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
> a (²)− η
]
= 1
and we have proved the consistence of the GLS estimator for STIMA case.
Proof of theorem 2. The proof of this theorem is similar to the proof of consistence. As in
the case of theorem 2, we define Θ4 =
{
θ ∈ Θ : ∣∣θi − θ0i ∣∣ = δi ≥ 4T and ∣∣r − r0∣∣ = δ3 ≥ 4T } .
To prove that the rate of convergence of the estimators is T , a sufficient condition is for all
ε > 0 and T exist 4 <∞ such that:
P
[
inf
{θ∈Θ4}
QT (ω, θ)−QT
(
ω, θ0
)
T sup δi
> 0
]
≥ 1−ε =⇒ P
[
inf
{θ∈Θ4}
QT (ω, θ)−QT
(
ω, θ0
)
> 0
]
≥ 1−ε
We will use the partition θj =
(
θ01 ± 4T
(
bj1 − 1) , θ02 ± 4T (bj2 − 1) , r01 ± 4T (bj1 − 1))
and B4,j =
{
θ ∈ (θj , θj+1)} . We work first with
P
[
sup
{θ∈Θ4}
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
T supi δi
> η
]
≤ ε
We limit this supremum with
sup
{θ∈Θ4}
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
T supi δi
≤ max
j
∑T
t=1 2εt
(
θjt−1et−1
(
ω, θj
)− θ0t−1εt−1)
T supi δi
+
max
j
sup
B4,j
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θjt−1et−1
(
ω, θj
))
T supi δi
For the first term we use that εt
(
θjt−1et−1
(
ω, θj
)− θ0t−1εt−1) is a martingale difference
sequence, the lemma 18 about Ev2t (θ
′, δi) and supi δi ≥ supji 4T
(
bji − 1)
P
max
j
∑T
t=1 2εt
(
θjt−1et−1
(
ω, θj
)− θ0t−1εt−1)
T supi δi
> η
 ≤ 14
∞∑
j=1
j24σ2εK2
(bj − 1) η2
with
∑∞
j=1
j24σ2εK2
(bj−1)η2 <∞. For the second term
sup
B4,j
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θjt−1et−1
(
ω, θj
))
T supi δi
≤
∑T
t=1 2 |εt|
(
vt
(
θ, θj
))
T supi δi
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Now using the lemma 18 and supB4,j supi δi
(
θ, θj
) ≤ supji 4T bji (b− 1)
P
[
max
j
∑T
t=1 2 |εt|
(
vt
(
θ, θj
))− E (2 |εt| (vt (θ, θj)))
T supi δi
> η
]
≤ 14
∞∑
j=1
j2 (b− 1) 4σ2εK2
(bj − 1) η2
max
j
∑T
t=1E
(
2 |εt|
(
vt
(
θ, θj
)))
T supi δi
≤ (b− 1) 4σ
2
εK2
η2
taking (b− 1) small enough we have
P
[
sup
{θ∈Θ4}
∑T
t=1 2εt
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)
T supi δi
> η
]
≤ 14
∞∑
j=1
j2 (b− 1) 8σ2εK2
(bj − 1) η2
Now we work with
P
[
sup
{θ∈Θ4}
∑T
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2
T supi δi
> η
]
≥ 1− ε
As in consistence proof, we do it for the case of r > r0, θ1 6= 0 and θ2 6= 0.We distinguish
three cases. In all of them we use the result of lemma 18 for
P
(
sup
{θ∈Θ4}
∣∣θt−1et−1 (ω, θ)− θ0t−1εt−1∣∣ < max
i
δiK
∗
)
≥ 1− K2
K∗
As K2 <∞, ∃K∗ <∞ s.t this probability is strictly positive. First one, when δ2 ≥ δ3, δ1.
By consistence, we can take T big enough for maxi δi2K∗ < ² < r0/2. Define n ≥ K∗r0−k∗ ,
k∗ > ² and
Wk(l) =
n∑
j=0
v2k(l)−j con k (l) = n (l − 1)
Then, the following event 1
(∣∣vk(l)−n∣∣ < ²)∏n−1j=2 1 (r0 − k∗ < εk(l)−j < r0 − ²) implies
that vk(l)−1 > |δ2k∗| or vk(l)−1 < − |δ2k∗| depending on the sign of δ2 and θ2. First case,
δ2 > 0 and θ2 > 0
1
(
vk(l)−n > 0
) n−1∏
j=1
1
(
r0 − k∗ < εk(l)−j < r0 − ²
)
=⇒ ² > vk(l)−1 > |δ2k∗|
1
(
vk(l)−n < 0
) n−1∏
j=1
1
(
r0 − k∗ < εk(l)−j < r0 − ²
)
=⇒ vk(l)−1 > |δ2k∗|
If vk(l)−1 > |δ2k∗| =⇒ v2k(l) ≥ 1
(−r0 − |δ2k∗| < εk(l) < −r0) ((δ − ²) (r0 − ²)− ²)2
When δ2 < 0 and θ2 > 0
1
(
vk(l)−n > 0
) n−1∏
j=1
1
(
r0 − k∗ < εk(l)−j < r0 − ²
)
=⇒ vk(l)−1 < − |δ2k∗|
1
(
vk(l)−n < 0
) n−1∏
j=1
1
(
r0 − k∗ < εk(l)−j < r0 − ²
)
=⇒ vk(l)−1 < − |δ2k∗|
If vk(l)−1 < − |δ2k∗| =⇒ v2k(l) ≥ 1
(
r0 < εk(l) < r
0 + |δ2k∗|
) (
(δ − ²) (r0 − ²)− ²)2
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If θ2 < 0, δ2 > 0 and n even, define k (j) = 2(j − 1)
1
(
vk(l)−n > 0
)
1
(
r0 − k∗ < εk(l)−k(j)−1 < r0 − ²
) n−22∏
j=1
1
( −r0 + ² < εk(l)−k(j) < −r0 + k∗
r0 − k∗ < εk(l)−k(j)−1 < r0 − ²
)
=⇒ vk(l)−1 > |δ2k∗|
1
(
vk(l)−n < 0
)
1
(
r0 − k∗ < εk(l)−k(j)−1 < r0 − ²
) n−22∏
j=1
1
( −r0 + ² < εk(l)−k(j) < −r0 + k∗
r0 − k∗ < εk(l)−k(j)−1 < r0 − ²
)
=⇒ ² > vk(l)−1 > |δ2k∗|
If vk(l)−1 > |δ2k∗| v2k(l) ≥ 1
(−r0 − |δ2k∗| < εk(l) < −r0) ((δ − ²) (r0 − ²)− ²)2 .
Similar results can be obtained for the rest of the case. Then if we take the first case
Wk(l) ≥ ²21
(∣∣vk(l)−n∣∣ > ²)+ 1 (∣∣vk(l)−n∣∣ < ²) n−1∏
j=2
1
(
r0 − k∗ < εk(l)−j < r0 − ²
−r0 − |δ2k∗| < εk(l) < −r0
)(
(δ − ²) (r0 − ²)− ²)2
Wk(l) ≥
n−1∏
j=2
1
(
r0 − k∗ < εk(l)−j < r0 − ²
)
1
(−r0 − |δ2k∗| < εk(l) < −r0)min{((δ − ²) (r0 − ²)− ²)2 , ²2}
Wk(l) is a martingale difference sequence, then
sup
{θ∈Θ4}
T∑
t=1
(
θt−1et−1 (ω, θ)− θ0t−1εt−1
)2 ≥ [Tn ]∑
l=2
Wk(l)
[Tn ]∑
l=2
Wk(l)
p−→
[
T
n
]
E
(
Wk(l)
) ≥ 4k∗ 1
n
pnmmin
{(
(δ − ²) (r0 − ²)− ²)2 , ²2} > 0
with p = E
(
1
(
r0 − k∗ < εk(l)−j < r0 − ²
)) ≥ m |k∗ − ²| > 0.
If δ1 ≥ δ2, δ3, the proof is easier. We can choose the sign of vk(l)−1 asking
∣∣εk(l)−1∣∣ >
θ1vk(l)−2 < ². The probability of that even is strictly positive. Finally, if δ3 ≥ δ2, δ1 then
δ3 ≥ 4T and using the previous results nothing changes.
Before to prove the theorem 3 we establish two lemmas which help us to do the proof.
Lemma 19. Under the assumptions A.3 to A.8
sup
θ∗ s.t ρ(θ∗,θ0)≤ρ(θ̂,θ0)
∥∥HT (θ∗)−HT (θ0)∥∥ p−→ 0
Lemma 20. Under the assumption A.3 to A.8 and Ω positive matrix, DT
(
θ0
) d−→ N ((00),Ω).
Proof of lemma 19. The matrix converges if each elements of it converges.
1
T
T∑
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l
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i
t−1 (θ) + 2
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θt−1et−1 (ω, θ)− θ0t−1εt−1
)
hi,lt−1 (θ)
1
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=
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Now using the lemmas 7 to 11 and the theorem 17.16 of Davidson we have that -
sit−1
(
θ, θ0
)
hlt−1
(
θ0
)
,
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sit−1
(
ρ
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θ̂, θ0
))
h
l
t−1
(
θ0
)
, vt
(
θ, θ0
)
hi,lt−1 (θ) and vt
(
ρ
(
θ̂, θ0
))
h
i,l
t−1 are L2 −NED.
Then supθ∗ s.t ρ(θ∗,θ0)≤ρ(θ̂,θ0)
1
T
∑T
t=1H
i,j
t−1 (θ)−Hi,jt−1
(
θ0
) p−→ 0 if for all η > 0
lim
T→∞
P
 sup
θ∗ s.t ρ(θ∗,θ0)≤ρ(θ̂,θ0)
1
T
T∑
t=1
Hi,jt−1 (θ)−Hi,jt−1
(
θ0
)
> η
 = 0
Fist we proof that
lim
T→∞
P
 sup
θ∗ s.t ρ(θ∗,θ0)≤ρ(θ̂,θ0)
1
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2sit−1
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θ, θ0
)
hlt−1
(
θ0
)
> η
 = 0
sup
θ∗ s.t ρ θ∗,θ0 ≤ρ θ̂,θ0
1
T
T∑
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i
t−1 θ, θ
0
h
l
t−1 θ
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i
t−1 ρ θ̂, θ
0
h
l
t−1 θ
0
Now, using the lemma 17.15 of Davidson it can be proved that∥∥∥sit−1 (ρ(θ̂, θ0))hlt−1 (θ0)∥∥∥
2
≤ ρ
(
θ̂, θ0
)
K with K <∞
Then, applying the lemma 12 to this processes,
P
 sup
θ∗ s.t ρ(θ∗,θ0)≤ρ(θ̂,θ0)
1
T
T∑
t=1
2sit−1
(
ρ
(
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h
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 ≤
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T
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P
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1
T
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(
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)
hlt−1
(
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> η
 = 0
The other term 1T
∑T
t=1 2vt
(
θ, θ0
)
hi,lt−1 (θ) is equal, it can be proved∥∥∥2vt (ρ(θ̂, θ0))hi,lt−1∥∥∥
2
≤ ρ
(
θ̂, θ0
)
K with K <∞
Then
lim
T→∞
P
 sup
θ∗ s.t ρ(θ∗,θ0)≤ρ(θ̂,θ0)
1
T
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t=1
2vt
(
θ, θ0
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hi,lt−1 (θ) > η
 = 0
The rest of the proof is equal.
Proof of lemma 20. Observing that εthit
(
θ0
)
is a martingale difference sequence, we apply
a Central Limit Theorem for martingales. We have
hit
(
θ0
)
= 1
(
θ0t−1 = θ
0
i
)
εt−1 + θ0t−1h
i
t−1
(
θ0
)
E
(
ε2th
i2
t
(
θ0
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(
ε2t
)
E
(
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(
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= σ2εσ
2
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i
t
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)
εth
j
t
(
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= σ2εσ
2
hh
the last equalities using the law of iterated expectation. Then
ε2th
i2
t
(
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)− E (ε2thi2t (θ0))
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i
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(
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)
εth
j
t
(
θ0
)− E (εthit (θ0) εthjt (θ0))
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are martingales difference sequences by the independence of εt.. Using assumption A.3
define
σ4εhi = E
(
ε2th
i2
t
(
θ0
)− E (ε2thi2t (θ0)))2 <∞
σ4εhh = E
(
ε2th
i
t
(
θ0
)
hjt
(
θ0
)− E (ε2thit (θ0)hjt (θ0)))2 <∞
We can use a Law of Large Number for martingale difference sequence as theorem 20.10 of
Davidson, with it, we have
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1
T
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1
t
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σ2εσ
2
hh σ
2
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2
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)
Then we can apply the CLT for martingale difference (for example theorem 24.3 of
Davidson). Define Xt,T =
∑2
i=1 µi
εth
i
t(θ0)√
T
, with ‖µ‖ = 1.
T∑
t=1
X2t,T =
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√
T
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T
as−→ σ2x,µ <∞
Redefining X∗t,T = Xt,T /σ
2
x,µ we have
∑T
t=1X
∗2
t,T
as−→ 1. Now we only have to prove
that max1≤t≤T
∣∣X∗t,T ∣∣ pr−→ 0. Then it is straightforward to prove that
P
[
max
1≤t≤T
∣∣X∗t,T ∣∣ > η] ≤ T∑
t=1
maxiE
(
ε4th
i4
t
(
θ0
))
η4T 2
T→∞−→ 0
Then using that theorem
∑T
t=1X
∗2
t,T
d−→ N (0, σ2x,µ) . Since this result is for all µ with
‖µ‖ = 1, then DT
(
θ0
) d−→ N ((00),Ω)
Proof of theorem 3. We have
QT
(
ω, θ̂
)
−QT
(
ω, θ0
)
= T
(
θ̂ − θ0
)′ 1
2
HT (θ∗)
(
θ̂ − θ0
)
+2T 1/2
(
θ̂ − θ0
)′
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(
θ0
)
+op (1)
Now, define T 1/2
(
θ˜ − θ0
)
= −2H−1T (θ∗∗)DT
(
θ0
)
, such that
T∑
t=1
(
θ˜t−1e˜t−1
(
ω, θ˜
)
− θ0t−1εt−1
)2
=
1
2
2∑
i=1
2∑
l=1
T∑
t=1
(
θ˜i − θ0i
)
Hi,lt−1 (θ
∗∗)
(
θ˜l − θ0l
)
then
QT
(
ω, θ̂
)
−QT
(
ω, θ0
)
=
1
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(
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(
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)
−QT
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1
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Clearly −2H−1T (θ∗∗)DT
(
θ0
)
is Op (1) , then ρ
(
θ˜, θ0
)
p−→ 0. Then ρ (θ∗∗, θ0) p−→ 0 and
ρ
(
θ∗, θ0
) p−→ 0, with this and lemma 19 we have HT (θ∗) p−→ HT (θ0) and HT (θ∗∗) p−→
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HT
(
θ0
)
and HT
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Now with lemma 20 we have
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)
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0
)
, 4H−1
(
θ0
)
ΩH−1
(
θ0
))
Using the Slutzky theorem∥∥∥T 1/2 (θ̂ − θ0)− [H−1T (θ∗∗)DT (θ0)]∥∥∥ = T 1/2 ∥∥∥θ̂ − θ˜∥∥∥ p−→ 0
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0
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Proof of lemma 4. As we saw
QT (θ, τ̂)−QT
(
θ0, τ̂
)
=
T∑
t=1
(
θt−1et−1 (θ, τ̂)− θ0t−1εt−1
)2− T∑
t=1
(
θot−1et−1
(
θ0, τ̂
)− θ0t−1εt−1)2+
T∑
t=1
2εt
(
θt−1et−1 (θ, τ̂)− θ0t−1εt−1
)− T∑
t=1
2εt
(
θot−1et−1
(
θ0, τ̂
)− θ0t−1εt−1)
and defining Θ4∗1 =
{
θ ∈ Θ : ρ (θ, θ0) > (4∗1T )1/2} , it can be proved following the before
proofs of the appendix, that for all ε∗ > 0 ∃4∗1 s.t
P
(
sup
θ∈Θ4∗1
∑T
t=1 2εt
(
θt−1et−1 (θ, τ)− θ0t−1εt−1
)
T [ρ (θ, θ0)]2
> η
)
≤ ε∗
Then we need to prove that with probability greater than 1− ε∗∑T
t=1
(
θt−1et−1 (θ, τ̂)− θ0t−1εt−1
)2
T [ρ (θ, θ0)]2
−
∑T
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(
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)− θ0t−1εt−1)2
Tρ (θ, θ0)2
> η
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for some 4∗. We know that with probability greater than 1− ε the
E
(
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T
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]
≤ 4K4∗η1
And finally, it is easy to prove, following the same arguments than in claim 2 in the
appendix,
P
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∣∣∣∣∣
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]
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Tη2
Then taking 4∗ and T big enough it is proved
Proof of theorem 4. We can make a Taylor expansion in QT (θ, τ) with respect to θ only
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)
+
1
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T∑
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(
θ̂i − θ0i
)
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(
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As we have proved 12
∑2
i=1
∑2
l=1
∑T
t=1 2
(
θ̂i − θ0i
)
εth
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∗)
(
θ̂l − θ0l
)
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i=1
2
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(
θ0, τ̂
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T∑
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2
(
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(
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(
θ0, τ̂
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which follows using that
∣∣r̂ − r0∣∣ = Op (T−1) .
Proof of lemma 5. Following the steps of before lemmas we have
QT (θ, r)−QT
(
θ0
)
=
T∑
t=1
(
θt−1et−1 − θ0εt−1
)2
+ 2
T∑
t=1
εt
(
θt−1et−1 − θ0εt−1
)
We prove directly that θ̂i (r) − θ0 = Op
(
T−1/2
)
. Then for all ε > 0, ∃4 (ε) and T (ε)
big enough s.t
P
 inf
θ,s.t|θ−θ0|>(4(ε)T (ε) )
1/2
QT (θ, r)−QT
(
θ0
)
> 0
 > 1− ε
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As we have proved that for all ε > 0, ∃4 (ε) and T (ε) big enough
P
 sup
θ,s.t|θ−θ0|>(4(ε)T (ε) )
1/2
∑T
t=1 εt
(
θt−1et−1 − θ0εt−1
)
Tp (θ, θ0)
> η
 < ε∗
For the first term, there is a little change,(
θt−1et−1 − θ0εt−1
)2
= v2t (θ) = 1 (|zt−1| > r)
((
θ1 − θ0
)
εt−1 + θ1vt−1 (θ)
)2
+
1 (|zt−1| < r)
((
θ2 − θ0
)
εt−1 + θ2vt−1 (θ)
)2
when zt−1 is εt−1, then in the last equality we substitute zt by et. If we impouse that
vt−1 (θ) < µ, 1 (|εt−1| < r − µ) ⇒ 1 (|et−1| < r) and 1 (|εt−1| > r + µ) ⇒ 1 (|et−1| > r) .
With this and the before proofs we obtain that for all ε > 0, ∃4 (ε) and T (ε) big enough
P
 sup
θ,s.t|θ−θ0|>(4(ε)T (ε) )
1/2
∑T
t=1
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)2
Tp (θ, θ0)
> η
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Now for r given we can apply a Taylor expansion around θ0,
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)
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i
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+
+
1
2
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2∑
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T∑
t=1
2
(
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)
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il
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(
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)
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Hi,lt−1 (θ
∗, r) =
∂2
(
θt−1et−1 (θ)− θ0εt−1
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∣∣∣∣∣
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∗
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As in the proof of theorem 2
∑2
i=1
∑2
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∑T
t=1 2
(
θ̂i − θ0i
)
εth
il
t (θ∗, r)
(
θ̂l − θ0l
)
= op (1) ,
and
T−1
T∑
t=1
Hi,lt−1 (θ
∗, r)
p−→ Hi,l (r) = 2T−1
T∑
t=1
E
(
hlt−1 (r)h
i
t−1 (r)
)
(
h1t−1 (r)
h2t−1 (r)
)
=
(
h1t−1
(
θ0, r
)
h2t−1
(
θ0, r
) ) = t−1∑
j=1
(
θ0
j−1
1 (|zt−j | > r) εt−j
θ0
j−1
1 (|zt−j | < r) εt−j
)
following the same steps,
T 1/2
(
θ̂1,T (r)− θ0
θ̂2,T (r)− θ0
)
= 2T−1/2H−1 (r)
( ∑T
t=1 εt
∑t
j=1 θ
0j−11 (|zt−j | > r) εt−j∑T
t=1 εt
∑t
j=1 θ
0j−11 (|zt−j | < r) εt−j
)
+ op (1)
d−→ N (0,H−1 (r)Ω∗H−1 (r))
Proof of lemma 6. To prove that the following functional in r, T−1/2
∑T
t=1 εt
∑t
j=1 θ
0j−11 (|zt−j | > r) εt−j ,
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is tight we divide it in
εt
t∑
j=1
θ0
j−1
1 (|zt−j | > r) εt−j = εt
Tα∑
j=1
θ0
j−1
1 (|zt−j | > r) εt−j + εt
t∑
j=Tα+1
θ0
j−1
1 (|zt−j | > r) εt−j
= εtbt,Tα (r) + θ0
Tα
εtbt,∞ (r)
T−1/2
T∑
t=1
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t∑
j=1
θ0
j−1
1 (|zt−j | > r) εt−j = T−1/2
T∑
t=1
Ut (r) + T−1/2
T∑
t=1
Vt (r)
First we prove that T−1/2
∑T
t=1 Ut (r) is tight, using the Chentsov’s Criterion. We need to
prove that for r1 ≤ r ≤ r2, α > 1/2 and F () nondecreasing, continuous function.
E
∣∣∣∣∣T−1/2
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t=1
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∣∣∣∣∣
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∣∣∣∣∣
2
 ≤ [F (r2)− F (r1)]2α
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Ut (r1)− Ut (r) = εt
Tα∑
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j−1
1 (r1 < |zt−j | < r) εt−j = εtbt (r1)
E
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t=1
εtbt (r1)
)2( T∑
s=1
εtbt (r2)
)2 = ∑
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E [εtbt (r1) εt′bt′ (r1) εs′bs′ (r2) εsbs (r2)] ≤
∑
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E
[
ε2t b
2
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]
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∑
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E
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εtbt (r1) εt′bt′ (r1) ε2sb
2
s (r2)
]
+
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∑
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]
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∑
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∑
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+
∑
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E
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2
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]
We bound the first term,
∑
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E
[
ε2t b
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]
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The first summand, using the ILE
E
ε2t b2t (r1)
(
t−Tα−1∑
s=1
εsbs (r2)
)2 = σ2εE
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E

 Tα∑
j=1
θ0
j−1
1 (r1 < |zt−j | < r) εt−j
2
∣∣∣∣∣∣∣Ft−Tα−1
(t−Tα−1∑
s=1
εsbs (r2)
)2
Using the assumption A.7
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E
 Tα∑
j=1
θ0
j−1
1 (r1 < |zt−j | < r) εt−j
2
∣∣∣∣∣∣∣Ft−Tα−1
 =
E
[( ∑Tα
j=1 θ
02(j−1)1 (r1 < |zt−j | < r) ε2t−j+
+2
∑Tα−1
j=1
∑Tα
l=j+1 θ
0j−1θ0
l−1
1 (r1 < |zt−j | < r) εt−j1 (r1 < |zt−l| < r) εt−l
)∣∣∣∣∣Ft−Tα−1
]
≤
σ2ε/z |r − r1|
1− θ02 + 2
σ2ε/z |r − r1|2
(1− θ0)2
Now we bound
E
(
t−Tα−1∑
s=1
εsbs (r2)
)2
≤ (t− Tα − 1)
σ2εσ
2
ε/z |r2 − r|
1− θ0
Then
E
ε2t b2t (r1)
(
t−Tα−1∑
s=1
εsbs (r2)
)2 ≤ (t− Tα − 1)
σ2ε
(
σ2ε/z
)2
|r2 − r| |r − r1|(
1− θ02) (1− θ0) + 2σ
2
ε
(
σ2ε/z
)2
|r2 − r| |r − r1|2
(1− θ0)3

Now we bound the second summand
E
ε2t b2t (r1)
(
t−1∑
s=t−K−2
εsbs (r2)
)2 ≤ Tα Tα+2∑
h=1
E
[
ε2t b
2
t (r1) ε
2
t−hb
2
t−h (r2)
]
Define vt = 1 (r1 < |zt| < r) εt and ut = 1 (r < |zt| < r2) εt, and using the LIE
E
[
ε2t b
2
t (r1) ε
2
t−hb
2
t−h (r2)
] ≤ E
ε2t ε2t−h ∑
l,l′,j,j′
θ0
j−1
θ0
l−1
θ0
j′−1
θ0
l′−1
vt−jvt−j′ut−h−lut−h−l′
 ≤
(7)
≤ σ2εσ4ε/z
|r1 − r| |r − r2|
(1− θ0)4
then the first term
∑
s,s′<t
E
[
ε2t b
2
t (r1) εs′bs′ (r2) εsbs (r2)
] ≤ T 2C
σ2ε
(
σ2ε/z
)2
|r2 − r| |r − r1|(
1− θ02) (1− θ0) + 2σ
2
ε
(
σ2ε/z
)2
|r2 − r| |r − r1|2
(1− θ0)3
+
TTα2σ2εσ
4
ε/z
|r1 − r| |r − r2|
(1− θ0)4
Then we can define F (r2) = C1r2, which is non decreasing and continuous, and with
α < 1/2, ∑
s,s′<t
E
[
ε2t b
2
t (r1) εs′bs′ (r2) εsbs (r2)
] ≤ T 2 [F (r1)− F (r2)]2
The second summand is equal. The third one,
∑
t′,s′<t=s
E
[
ε2t bt (r1) bt (r2) εt′bt′ (r1) εs′bs′ (r2)
]
= TE
[
εtbt (r1)
t−1∑
s′=1
εs′bs′ (r2) εtbt (r2)
t−1∑
t′=1
εt′bt′ (r1)
]
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using the Cauchy-Schwartz’ inequality
T
E
ε2t b2t (r1)
(
t−1∑
s′=1
εs′bs′ (r2)
)2
1/2E
ε2t b2t (r2)
(
t−1∑
t′=1
εt′bt′ (r1)
)2
1/2
here we can use the same bound as in the first and second summand. The fourth
summand
∑
s′<s=t=t′
E
[
ε3t b
2
t (r1) bt (r2) εs′bs′ (r2)
] ≤ TE [ε2t bt (r1) bt (r2) εtbt (r1) t−1∑
s′=1
εs′bs′ (r2)
]
≤
T
{
E
[
ε2t b
2
t (r1) ε
2
t b
2
t (r2)
]}1/2E
ε2t b2t (r1)
(
t−1∑
s′=1
εs′bs′ (r2)
)2
1/2
as in equation (7)
E
[
ε2t b
2
t (r1) ε
2
t b
2
t (r2)
] ≤ σ4εσ4ε/z |r1 − r| |r − r2|(1− θ0)4
and with the bound of the first summand we have the fourth and fith summand. For the
last summand we use this last inequality.
Then we have a Chentsov’s Criterion for tightness. Now we only have to prove that
lim
T→∞
P
[
sup
r
T−1/2
T∑
t=1
Vt (r) > ε
]
= 0
sup
r
T−1/2
T∑
t=1
Vt (r) ≤ θ0T
α
T−1/2
T∑
t=1
|εt|
t∑
j=1
θ0
j−1 |εt−Tα−j |
Now using that
θ0
Tα
T−1/2E
 T∑
t=1
|εt|
t∑
j=1
θ0
j−1 |εt−Tα−j |
 ≤ θ0TαT 1/2 E |εt|
1− θ0 → 0
we are done.
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