We present a novel method for higher order reconstruction of fetal diffusion MRI signal that enables detection of fiber crossings. We combine data-driven motion and intensity correction with super-resolution reconstruction and spherical harmonic parametrisation to reconstruct data scattered in both spatial and angular domains into consistent fetal dMRI signal suitable for further diffusion analysis. We show that intensity correction is essential for good performance of the method and identify anatomically plausible fiber crossings. The proposed methodology has potential to facilitate detailed investigation of developing brain connectivity and microstructure inutero.
natal period [1] [2] [3] [4] [5] [6] [7] . Fetal diffusion imaging is however very challenging due to a number of issues: unpredictable fetal motion and maternal breathing; geometric distortion of echo planar imaging (EPI); spin history artefacts due to the long relaxation times of water-rich fetal brain tissues; significant intensity inhomogeneities that modulate intensities of fetal brain MRI in an inconsistent manner in the presence of motion; and limited spatial resolution and signal to noise ratio resulting from the small fetal head being embedded inside the mother's body. Recent reproducibility study demonstrates difficulties in analysis of fetal dMRI associated with these artefacts [8] .
Over the last decade the quality of fetal dMRI has been greatly improved. Early studies seeked to select the datasets least affected by motion [1] or develop sequences with very short acquisition times [9] . While prospective motion correction [10] , [11] is difficult in fetal MRI due to independent motion of fetus and the mother, retrospective registrationbased motion correction and scattered data interpolation techniques proved to be a viable option to produce consistent dMRI data suitable for further processing [12] [13] [14] . The first motion correction method for fetal dMRI was proposed by Jiang et al. [12] . The slice-to-volume registration approach [15] , [16] for structural MRI was extended to dMRI to account for the fact that dMRI slices have variable contrast due to varying sensitisation gradients. A model based approach was therefore proposed, where each slice is registered to the simulated volume with corresponding sensitisation gradient. The resulting motion-corrected samples are scattered in both spatial and angular domains as the sensitising gradient of each slice has to be rotated according to the motion parameters. A consistent isotropic volume of diffusion tensors was then reconstructed from the scattered samples by a least square fit. This method has been applied to compare in-utero development of connectivity and microstructure to the preterm brain development [17] . In this study, the geometric distortion caused by inhomogeneity of the B0 field was corrected by application of the acquired fieldmap, also described in our previous work [18] .
Oubel et al. [13] have shown that co-registration of slices of arbitrary gradient sensitisations using cross-correlation as a similarity measure is more robust than registering them to a reconstructed non-sensitised (b 0 ) image using normalised mutual information, which was proposed for initialisation of the model based approach [12] . They also propose accounting for geometric distortions by using affine transformations during slice to volume registration. To perform scattered data interpolation, they perform radial basis function (Gaussian) interpolation in both spatial and angular domains. Superresolution reconstruction of the diffusion tensors from the scattered data was proposed by Fogtmann et al. [14] . Marami et al. [19] proposed to improve robustness of the slice-tovolume registration using Kalman filtering and reconstructed diffusion tensors using a weighted least square fit based on the shape of point-spread-function. The motion corrupted slices were excluded in a pre-processing step using feature extraction and an support vector machine classifier. Their method was applied to construct the first spatio-temporal diffusion tensor fetal atlas [20] .
Obtaining high quality fetal dMRI relies not only on accounting for motion but also on the correction of distortion and intensity artefacts. While Eddy currents tend to be well controlled on modern MR imaging systems, distortions due to inhomogeneity of the B0 field remain a challenge. If a stationary B0 field is assumed, distortion in fetal images can be corrected using an additionally acquired fieldmap [17] , [18] , [21] or by registration to non-distorted structural data [18] . Dynamic time-varying distortion correction approaches now promise further improvements in fetal dMRI [22] [23] [24] .
Intensity artefacts are caused primarily by inhomogeneity of B1 field and spin history effects. B1 bias field correction techniques for 3D + time fetal imaging have been proposed previously for fetal fMRI [25] , [26] . Spin history effects result from interaction of the magnetisation recovery with motion. We have addressed this problem using a data-driven approach for structural fetal MRI [27] , and later using a physics-based approach for fetal fMRI [25] . To date, no tailored intensity correction techniques have been proposed specifically for fetal dMRI.
Fetal dMRI reconstruction [12] , [14] , [19] , [20] and analysis [1] [2] [3] , [5] , [6] , [8] , [17] has been mostly based on diffusion tensor imaging, however the classical diffusion tensor model is not flexible enough to capture crossing fibers. High angular resolution diffusion imaging (HARDI) can support higher order models that allow for reliable reconstruction of the crossing fibers [28] and these are now routinely employed for diffusion analysis in adult studies. One of the most popular ways to parametrise dMRI in the angular domain is using Spherical Harmonics (SH) [29] [30] [31] , though non-parametric models such as Gaussian Processes [32] , [33] have been proposed as well. It has been previously shown that fiber crossings can be identified in fetal dMRI by using a SH model [4] . However, this work relied on the selection of a dataset with no motion or intensity corruption and is therefore not applicable to the larger fetal dMRI studies.
In this paper we propose a novel framework that integrates motion correction and super-resolution reconstruction of fetal dMRI signal with the spherical harmonics (SH) parametrisation in the angular domain, to enable detection of crossing fibers in fetal dMRI. We propose to integrate intensity correction within the reconstruction framework to further improve consistency of the fetal dMRI data. We show that we are able to identify anatomically plausible fiber crossings in motion and intensity corrected fetal dMRI by performing constrained spherical harmonics deconvolution [30] of the reconstructed signal.
II. METHOD

A. Reconstruction of Spherical Harmonics Representation of dMRI Signal From Scattered Data
Our aim is to provide a robust methodology to flexibly support a wide range of diffusion analyses given data that is scattered in both spatial and angular domains. The use of the SH basis allows direct fitting to variable angular samples without the need for an initial interpolation step. We therefore seek to estimate a SH representation C = {c i,lm } of fetal dMRI signals i vol ( g) in an anatomical coordinate system of the fetal head on a high-resolution isotropic spatial grid
where i is the index representing spatial location of a voxel in the motion corrected and reconstructed volume, g represents the diffusion sensitisation gradient direction normalised to a unit vector, c i,lm stand for SH coefficients and Y lm are real SH basis functions of order m and degree l.
The acquired motion corrupted signal s j k , where the index j represents an in-plane grid point within a slice denoted by index k, is based in the coordinate system of the scanner and needs to be projected into anatomical coordinate system to account for fetal motion and random orientation of the fetal head. Even though the nominal sensitisation gradients are volume specific, due to rigid motion of the fetal head we need to rotate the gradient for each slice k according to the motion parameters to obtain slice-specific sensitisation gradients g k with respect to the reconstructed fetal anatomy [12] . The forward model for the estimated signals j k of an acquired slice voxel intensity s j k can be decomposed into the following steps. First, we simulate the high resolution volumē s i vol ( g k ) from SH coefficients C according to the eqn. (1) using the diffusion gradient g k associated with the slice k. Each acquired voxel intensity s j k is generated through a pointspread-function (PSF) related to the resolution in a scanner space. This PSF needs to be transformed to the anatomical space using the estimated motion parameters and sampled on the grid represented by index i , resulting in transformed PSF {t k i j } i=1,...,N , which takes into account in-plane resolution, slice thickness, position and orientation of the fetal head in the scanner space at the time of acquisition [27] . This transformed PSF is then applied to simulate the signals j k for each voxel in the slice:s
The underlying SH representation C can then be estimated by minimising the objective function
that represents the sum of squared differences between acquired and simulated signals. The objective function is optimised iteratively using gradient descent (GD) with the following update equation,
where n denotes the iteration number and α is a step size.
B. Intensity Correction
Spin history effects can be modelled to a good approximation as slice-wise smoothly varying multiplicative fields. The B1 field inhomogeneity also modulates the intensities and can be considered approximately stationary in the scanner space and will therefore modulate data in the space of the fetal head differently as the fetus moves. The bulk of B1 inhomogeneity is corrected in a pre-processing step [25] as shown in Fig. 1 , and any residual differential multiplicative bias fields will be automatically corrected during the spin history correction. We therefore perform the intensity correction by estimating slice-wise low-frequency multiplicative fields H = {h j k }. In this work we use an exponential model e h jk [27] , [34] , though a simple multiplicative model could be used instead. The objective function then becomes
and the update equation (4) changes to
There are many ways to impose smoothness on the fields h j k , either parametric, by modelling them as a linear combination of basis functions, or non-parametric by imposing a smoothness penalty. In the case of parametric representation the smoothness is imposed by restricting the number of control points (or the basis functions), while in the non-parametric cases a covariance matrix k for h j k can be defined instead. If h j k are drawn from a multidimensional Gaussian distribution N(0, k,σ ), then these fields are modelled as Gaussian processes where σ is the standard deviation of the corresponding Gaussian kernel. This is equivalent to a parametric representation using regularised dense linear combination of Gaussian radial basis functions. We prefer the non-parametric model, because it results in more flexible space of solutions. However, it requires inversion of a matrix of dimension J k × J k where J k is a number of pixels in slice k. Inspired by the work of Wells et al. [35] and proposed by us [27] , we therefore approximate the estimation of the residual fields h (n+1) j k by weighted kernel regression
applied to residuals where d jl is distance between grid points j and l, and G σ represents a Gaussian kernel with standard deviation σ that regulates the smoothness of the intensity correction fields. The weights w lk =s lk e h (n) lk ensure that the residuals resulting from division by a small number are down-weighted as these are likely to reflect noise, while voxels with high signals drive the estimation. If voxel-wise robust statistics is used as in [27] , the weights will also include posterior probability that the voxel belongs to the inlier class. The fields h j k can then be expressed as
C. The Algorithm
Fetal brain MRI suffers from a number of imaging artefacts due to fetal motion, maternal breathing and inhomogeneous B0 and B1 fields. These artefacts need to be corrected to obtain datasets suitable for further analysis. In this paper we propose a sequential approach which we found very effective for the fetal data. The algorithm is summarised in Fig. 1 .
With the assumption that the B0 distortion and B1 bias field have been corrected in the pre-processing stage, and a mask and transformation to reorient the data into a standard position is available ( Fig. 1a ), motion is corrected using a standard slice-to-volume registration (SVR) and super-resolution reconstruction approach [27] , where slice-to-volume registration is performed using all diffusion sensitised volumes irrespective of the sensitisation gradient ( Fig. 1b ), as previously proposed [13] . The estimated motion parameters are combined with the acquisition-specific PSF to calculate voxel-specific transformed PSFs t k i j to be used in eqn. (2) and (6). Coefficients t k i j take into account position in acquisition space and motion parameters and therefore provide a transformation between the sampled acquisition and anatomical spaces. Slice-specific diffusion gradients g k , also used by the same equations, are calculated by rotating nominal volume-specific gradient vectors from the gradient table (defined for the data acquisition) using rotation component of the slice-specific motion parameters.
The volume reconstructed by standard SVR is interpreted as a zero-order (m = 0) SH representation of dMRI signal and used for initialisation of SH reconstruction C (0) (Fig. 1c ). Intensity correction fields h j k are initialised as zero fields. The isotropic SH representation C of the fetal dMRI signal is estimated by minimising the objective function F (eqn. 5). The algorithm proceeds by iterating between three steps ( Fig. 1c ):
1) Simulate slicess (n) j k from SH representation C (n) using eqn. (1) and (2).
2) Update SH representation C (n+1) using eqn. (6) . 3) Update intensity correction fields H (n+1) using eqn. (7), (8) and (9). If corrupted slices are present, an additional robust statistics step can be included, in a similar manner as described in our previous work for fetal structural MRI [27] .
III. IMPLEMENTATION
The methodology proposed in this paper is designed for single shell high angular resolution diffusion imaging (HARDI) data. Additionally, we require at least one b 0 volume for pre-processing. The pre-processing will vary according to the particular acquisition protocol. In this paper we considered two cases -the standard Philips dMRI protocol (Sec. IV-C, Anisotropic datasets, Subjects 1-3) and the Developing Human Connectome Project (dHCP) protocol 1 (Sec. IV-C, Isotropic datasets, Subjects 4-9). The fetal dMRI dHCP pipeline includes B0 distortion correction [23] , however for standard protocol we need to include it in our processing pipeline. For this we require motion-corrected anatomical T2weighted single shot Fast Spin Echo (ssFSE) volume as a reference for distortion correction [18] .
A. Pre-Processing
The algorithm starts by masking, B1 bias field correction and B0 distortion correction ( Fig. 1a) . Additionally, the dHCP protocol also applies denoising of complex data [36] before creating the magnitude data used for further processing.
Brain-masking is performed using a semi-automatic approach. First, all diffusion-weighted volumes are registered to the first volume using volumetric registration with mutual information as a similarity measure and averaged. The average image is then bias-corrected using the N4 method [37] , thresholded, followed by sequence of morphological operations to obtain the brain mask for the first stack. The mask is then transferred to all the stacks (b 0 and diffusion weighted).
We estimate B1 bias field by correcting the masked b 0 volumes using the method proposed by Ferazzi et al. for fetal fMRI [25] . The estimated biasfield is then applied to correct the intensities of all diffusion-sensitised volumes. The advantage of this method is that it can utilise all b 0 volumes available, thus minimising the errors coming from intensity artefacts in individual volumes. Additionally it does not require data to be motion corrected, as the B1 field is assumed to be smooth and stationary in the scanner space, rather than in anatomical space. Briefly, the voxels of the 4D b 0 image are classified into two classes (background and brain tissues) using a Gaussian Mixture Model optimised through the Expectation-Maximisation algorithm. This simplification is appropriate as the b 0 volumes have very low GM/WM/CSF contrast. The classification is interleaved with estimation of the B1 bias field by fitting a smooth model to the bright class similarly to Eqns. (7)- (9) , except that 3D field is estimated and averaged over all volumes. We have implemented minor modifications to the original method [25] to adapt it to diffusion data. 1 http://www.developingconnectome.org/ We do not perform removal of partial volume voxels and we also perform fully interleaved classification and bias field correction. We used a Gaussian kernel with σ = 20mm for volumetric bias field correction.
Distortion correction of the dHCP database was performed using a physics-based approach. The data was acquired using the dual-echo spin-echo field-echo SAFE sequence [23] and the distortion field was calculated from the phase of the second echo [23] , [38] . This method allows for dynamic distortion correction, where distortion varies in time. In the case of the standard protocol, the field echo was not available, so we instead applied our previously proposed method [18] , where the stationary field map is estimated based on registration of b 0 volumes to the motion corrected T2-weighted single-shot fast spin echo (ssFSE) data that does not suffer from B0 distortion. The estimated field map is then applied to correct distortions in the diffusion-sensitised volumes.
B. Motion Correction and SH Reconstruction
Motion correction (Fig. 1b) was performed by slice-tovolume registration [27] with normalised cross-correlation as a similarity measure. We have performed three motion correction iterations that interleave slice-to-volume registration with reconstruction of a single volume from all dMRI slices. The first iteration was a constrained registration of whole stacks of slices, in the second iteration stacks were split into even and odd slices in accordance with the acquisition order and in the final iteration slices were registered to the reconstructed volume independently.
SH reconstruction was performed using a fixed number of GD iterations, that interleave simulation of the slices with updating the SH representation and intensity correction fields (Fig. 1c ). The number of iterations was set to 10 for all subjects to achieve a good compromise between reconstruction quality and computational time. This choice is further evaluated in Sec. V-B.
We used 4 th order SH representation as this is the lowest order that allows for modelling of fiber crossings but still has relatively high regularisation effect in the angular domain, which is important due to high level of noise and artifacts in fetal data. The acquisition specific PSF was designed to approximate true PSF using a 3D Gaussian with full width half maximum equal to 1.2 times resolution in plane (to approximate the main lobe the underlying sinc PSF) and to slice thickness through plane, as proposed in our previous work [27] . The Gaussian kernel that regulates smoothness of the spin history fields during SH reconstruction was experimentally set to σ = 20mm. For subjects with severe motion corruption, the spin history correction was not sufficient to correct all the corrupted slices and/or registration failed for some stacks, we used robust statistics similar to the SVR for structural fetal data [27] .
Running time. The algorithm was parallelised using TBB (Intel Threaded Building Blocks library) and performed on a desktop PC with 24 threads. The processing time for motion correction and SH reconstruction with intensity correction was approximately 15 minutes per subject.
IV. EXPERIMENTS
A. Neonatal Dataset
In the first experiment we evaluate the ability of the proposed method to capture higher order angular information. For that purpose we use a preterm neonatal dataset (SE EPI, b = 2500smm −2 , 57 directions, resolution 2 × 2 × 2 mm 3 , scanned at 26 weeks GA). The infant was sedated and the distortion, Eddy currents and volumetric motion were corrected using the standard FSL pipeline [33] , [39] . The dataset has been rescaled to intensity range [0, 100] to facilitate interpretability of the results.
We fitted spherical harmonics models of order 0, 2, 4, 6 and 8 to this dataset. We investigated three different scenarios. Firstly, we reconstructed spherical harmonic representation of original (non-corrupted) neonatal data using voxel-wise least-squares fit performed using matrix algebra (Direct fit). Secondly we performed Gradient descent (GD) based fit to the original non-corrupted dataset, as proposed in eqn. (4), (Identity GD). In the third scenario the neonatal dataset was corrupted by motion. The motion history as estimated from a fetal dataset (Subject 6) was applied to the neonatal data in a forward model to simulate motion-corrupted slices through the point spread function (eqn. 2). We then performed motion correction followed by GD fit (Motion GD). This corresponds to our full algorithm excluding the preprocessing and intensity correction step ( Fig. 1b and c) . The agreement of the reconstructed signals i vol ( g i ) (eqn. 1) with the original data s vol i in anatomical coordinate system was measured by calculating the root mean squared error (RMSE):
where N denotes the number of voxels in the volume. Note that gradients g d i now correspond to the directions d from the original gradient table. Because our ground truth signal s vol i is the acquired signal, in this case we design the PSF as a small isotropic 3D Gaussian with full width at half maximum (FWHM) equal to half of image resolution (1mm), which results in interpolation of the data, rather than super-resolution.
RMSE vol was calculated in two ways. Firstly we measured consistency by fitting the model C to all the stacks and comparing the resulting simulated signals i vol to the original data s vol i (eqn. 10) for all diffusion directions. In the second experiment we measured the ability of the model to predict unknown data by excluding five out of the 57 stacks and fitting the model C to the remaining 52 stacks. The RMSE vol (eqn. 10) was calculated only for the five excluded stacks. Combining these two experiments ensures that we can recognise overfitting of the model to the noise and artifacts in the data.
B. Simulated Dataset
The purpose of the simulated experiment was to evaluate the performance of the super-resolution and intensity matching in a controlled setting. The ground truth signal s vol i was calculated by projecting the 4th order SH representation C obtained by Direct fit of the neonatal image (see Sec. IV-A) on the original 57 gradient directions. INDICATED IN THE TABLE   TABLE II  RECONSTRUCTION METHODS We created four different datasets to represent the acquired signal s j k corrupted by noise, motion, PSF, and intensity artefacts as detailed in Table I . We corrupted all the datasets with motion by using motion parameters and the simulation method described in Sec. IV-A, followed by adding Gaussian noise (σ = 4% of intensity range). The noise level was chosen to be consistent with the residual RMSE after direct fit with SH order 4, which is optimal for this dataset as we show in Sec. V-A. We used two different PSFs: an interpolation PSF implemented as a small isotropic 3D Gaussian (FWHM = 1mm); and a super-resolution PSF that corresponds to the resolution of the data (FWHM = 2.4mm in plane and 2mm through plane). The super-resolution PSF introduces extra blurring to datasets D2 and D4, that need to be accounted for during reconstruction. Finally the slices in datasets D3 and D4 are corrupted by random scaling factors between 0.75 and 1.25.
First we investigated convergence properties of the GD fit with interpolation and super-resolution PSF (e.g. reconstruction of D1 using GD and reconstruction of D2 using GD-SR), see Table II for description. We run both experiments for 30 GD iterations and looked at two performance measures across iterations: Volume consistency (RMSE vol ) of the reconstructed volume with the ground truth volume in anatomical coordinate system (eqn. 10) and value of the square root of the normalised objective function (eqn. 5), which represents Slice consistency RMSE slices between slices of the simulated dataset (D1 or D2) and slices simulated from fitted the SH model C (eqn. 2) in the scanner coordinate system
where M denotes the number of voxels in slices. Secondly, we reconstructed the four corrupted datasets with different methods, combining motion correction, PSFs and intensity matching as detailed in Table II , and compared reconstructions using 2 nd and 4 th SH order. For motion correction we use ground truth motion parameters, super-resolution refers to use the super-resolution PSF (as opposed to interpolation PSF) and for intensity matching we use eqns. (7) and (9) with σ = 20mm. In these experiments we only considered consistency measured by RMSE vol (Eqn. 10).
Finally we investigate the bias that can be introduced due to the data being corrupted by Rician noise. We corrupt the simulated dataset D2 (Table I) with Gaussian and Rician noise with σ = 1, 2, 4, 8 and 16% of the intensity range to evaluate under which conditions the Rician bias is introduced. The signal-to-noise ratio (SNR) for each of these noise levels was calculated as S N R = 10 log 10 ( s 2 σ 2 ) where s represents the average signal in the region of interest of the fetal brain, resulting in S N R = 30, 23, 17, 11 and 5dB. The noise added in the previous simulated experiment (4%) therefore corresponds to 17dB.
C. Fetal Datasets
The methods described in Sec. II were applied to 9 fetal datasets acquired with two different acquisition protocols. Written parental informed consent was obtained from all participants and all subjects used in our experiments were healthy.
Anisotropic datasets: Diffusion MRI of three fetal subjects (Subjects 1-3, see Table VI ) were acquired on a 3T Phillips Achieva scanner using a spin echo EPI sequence with three b = 0 s/mm 2 volumes and 32 diffusion sensitised volumes with b = 750 s/mm 2 , TE 75ms, TR 7500ms, voxel size 2 × 2 × 3.5mm 3 , slice overlap 1.75mm. Acquisition time was approximately 5 minutes. These dataset represent typical clinical acquisition protocols.
Isotropic datasets: Six dMRI fetal datasets (Subjects 4-9) were acquired as a part of developing Human Connectomme Project (dHCP) on a 3T Phillips Achieva scanner using the spin and field echo (SAFE) EPI sequence [23] with 140 dual echo volumes on three shells (b = 0, 400 and 1000 s/mm 2 ). Only the top shell and the spin echo volumes were considered in this paper, resulting in 80 b = 1000 s/mm 2 diffusion sensitised volumes, with TE 75ms, TR 6100ms, multi-band 2, voxel size 2 × 2 × 2mm 3 , slice gap 0mm. Acquisition time for the whole dataset was approximately 15 minutes.
Examples of the fetal data with various levels of motion and intensity artefacts are presented in Figs. 2a,b ,c and 3a,d. We also calculated the approximate SNR for the fetal datasets, where variance of noise was estimated as the final value of the objective function (5) divided by number of voxels and average signal was calculated as the average of the acquired data values in the region of interest. We obtained values between 14 and 19 dB for all fetal datasets, which is similar to the SNR used in simulated experiment (Sec.IV-B). In case of dHCP data the SNR was estimated after denoising.
For each subject we excluded 5 diffusion sensitised volumes which did not contain any corrupted slices and reconstructed the SH representation of the dMRI signal using the remaining volumes. The slices of the excluded stacks were then simulated from the reconstructed SH representation and compared to the acquired data using RMSE slices (eqn. 11), as proposed in previous works [27] , [40] .
In addition to the proposed method (GD-SR-int) we also tested the performance of the method with no intensity matching (GD-SR) and interpolation PSF (GD-int). To make the results more comparable for different acquisitions, the intensity ranges of all dMRI datasets were rescaled to the same average value within the region of interest before calculation of RMSE. To ensure that the reconstruction with no intensity matching is fairly compared to the other methods, we corrected the simulated slices to match their low-frequency component (e.g. σ = 20) to the original data according to the eqn. (7) , (8) and (9) .
To facilitate visual assessment of the reconstructed fetal diffusion signal, we perform constrained spherical deconvolution [30] to estimate the fiber orientation distribution (FOD) functions using the MRtrix3 software package 2 [41] , [42] .
V. RESULTS
A. Evaluation of Different SH Order Reconstructions Using the Neonatal Dataset
Consistency of the fit and prediction of unseen data measured using RMSE vol (Sec. IV-A) are presented in Fig. 4 . We can observe that consistency is increasing (and RMSE decreasing) with higher SH orders, as more parameters allow for better fit. Consistency is slightly worse for Identity GD and Motion GD than for Direct fit, showing decreasing accuracy of the fit. However, the best prediction of unseen data is observed for SH order 4, suggesting that orders 6 and 8 overfit to the noise in the data. Interestingly for higher SH orders, the predictions are more accurate using Identity GD and Motion GD than the Direct fit. This is due to the limited number of GD iterations, and in the case of the motion corrupted dataset also the smoothing effect of the resampling during simulation, both of which decrease overfitting of the data. Limiting the number of the GD iterations has a regularisation effect on the result as we will show in next section.
B. Evaluation of Super-Resolution SH Reconstruction and Intensity Matching Using the Simulated Dataset
The volume and slice consistency for the first 30 iterations of GD and GD-SR are presented in Fig. 5 . We can observe that even though slice consistency (eqn. 11), which is related directly to the objective function (eqn. 3) keeps increasing (with RMSE decreasing) even after 30 iterations, volume consistency starts deteriorating after around 10 iterations. This is caused by overfitting to the noise in the data. Limiting the number of GD iterations is therefore an effective way to regularise the reconstruction and this result supports using 10 GD iteration in our setting. Fig. 6 shows an example of evolution of a fibre crossing over the iterations, obtained from the reconstructed signal using constrained spherical deconvolution [30] .
The results of the simulated experiments described in Sec. IV-B are presented in Table III . It can be observed that correcting the artefacts that have been introduced always improves the results. If motion is not corrected but Direct fit is applied instead, this results in a large RMSE for all datasets. Reconstructing dataset D1 with GD results in RMSE below the noise level (σ = 4%), which can be explained by the oversampling in angular domain (only 15 directions are theoretically needed for 4th order SH fit). When either intensity corruption or blurring with PSF is introduced and corrected, the RMSE is about equal to the noise level. Both artefacts together are the most challenging to correct, though their effect is still significantly decreased if the appropriate correction is applied. We can also observe that setting the PSF incorrectly results in drop in accuracy. Additionally applying intensity matching to datasets that were not corrupted by intensity inhomogeneity results in small amount of overfitting, however when the corruption is present, performance is always improved.
Next we investigated whether the 4 th order SH model better explains the data in presence of artefacts (noise, degradation by PSF, intensity scaling) than 2 nd order model. Table IV presents Finally, table V presents the RMSE vol for different levels of noise. We can observe that Rician bias appears only for lower SNR (bellow 10dB) and is negligible at noise levels considered in this paper.
C. Evaluation Using Fetal Datasets
Examples of the diffusion sensitised volumes projected from reconstructed SH represenation C on a single gradient direction using eqn. (1) are presented in Figs. 2d,e,f and 3c,f. Original data after correction of B1 inhomogeneity and spin history artefacts using estimated fields H are presented in Fig. 3b ,e. We can observe the effectivness of the proposed Performance of GD-SR, GD-int, GD-SR-int are compared for 9 fetal datasets, described in Sec. IV-C, see Table VI . We can observe that intensity matching improves the RMSE in every case and is statistically significant ( p = 0.0003). Using super-resolution PSF also improves the RMSE in all except for the oldest subject, and the improvement is still statistically significant ( p = 0.0023).
The effect of performing higher order SH reconstruction of the fetal data is presented in Fig. 7 , where we compare fiber orientation distribution (FOD) functions obtained by constrained spherical deconvolution [30] of the reconstructed signal. We compare 2 nd order and 4 th order SH model of the diffusion signal. 2 nd model has 6 free parameters and resulting FODs are therefore equivalent to the diffusion tensor model. We can observe that this model cannot capture fiber crossings. On the other hand, 4 th order model, which has 15 free parameters, is capable of modeling signals corresponding to multiple crossing fibers. Using 4 th order model we can recognise crossings of corpus callossum and cortico-spinal tract; cortico-spinal tract and superior longitudinal fasciculus; and corpus callossum and inferior occipitofrontal fasciculus. Both models capture equally well the radial orientations of the fibers in the cortical ribbon, typical for this early stage of development. Fig. 8 presents FODs for four subjects of different GA in three standard views. We highlight fibers crossing consistent in all four subjects.
VI. DISCUSSION
In this paper we have proposed a novel method for the reconstruction of spherical harmonics representation of diffusion MRI signal for the fetal brain. We were able to reconstruct plausible fiber crossings in the developing fetal brain from motion corrupted fetal dMRI.
Previous works that allow to represent the diffusion signal in angular domain using higher order model such as Spherical Harmonics representation [29] , [30] and Gaussian Process [32] , [43] have been established in adult and neonatal studies, however they either require the motion to be corrected beforehand or are restricted to volumetric motion correction. More recent work [33] allows for within-volume motion correction, however this is performed within each diffusion sensitised volume independently and thus does not allow for slice-wise gradient rotations. Such method would therefore be inaccurate where large within volume rotations can occur, such as in fetal imaging. In contrast, we have proposed a method that can fully account for within volume motion including slice-wise gradient rotations by proposing a comprehensive framework that can directly reconstruct data scattered in both spatial and angular domains. Such methods have been previously proposed to reconstruct diffusion tensor in fetal MRI [12] [13] [14] but this is the first such method for reconstruction of a higher order model of diffusion signal.
We have also identified intensity correction as an essential feature for successful reconstruction, which also sets the proposed method apart from the previous works. This is partly due to the use of 3T scanners, which provide higher signal to noise ratio, making fetal scanning with b = 1000s/mm 2 feasible, however high field also brings more significant artefacts due to inhomogeneous transmit and receive B1 field. Long T1 relaxation times in fetal brain mean that there is a tradeoff between number of acquired directions and severity of spin history artefacts, thus a robust intensity correction method facilitates more efficient fetal dMRI sequences with more diffusion directions.
Successful reconstruction of crossing fibers relies on sufficiently high b-values to capture sufficient angular resolution, with higher b-values offering more reliable signal to correctly distinguish fiber crossings at the expense of lower SNR. In adult studies b-values up to 9000 s/mm 2 are used, however, this is not possible in neonates and fetuses due to imaging limitations. Experiments performed as a part of dHCP showed that b-values up to 2600s/mm 2 are feasible in neonates at 3T [44] , however in fetal imaging SNR is much lower due to the distance of the fetus embedded in maternal body from the body coil, and b = 1000s/mm 2 appears to be the upper limit at the moment. We have shown in this paper that moderately high b-value of b = 750s/mm 2 can capture plausible fiber crossing, however the certainty and accuracy would be increased with higher b-values. For dHCP dataset we have not utilised the lower shell b = 400s/mm 2 , as this b-value is too low for reconstruction of fiber crossings.
We have shown that the proposed method performs well in relatively good SNR conditions (e.g. over 10 dB). In case of anisotropic dataset corresponding to typical clinical acquisition sufficient SNR was achieved by choosing a moderately high b-value (750 s/mm 2 ) and thick slices (3.5mm). Higher b-values result in lower SNR as does the reduction of slice thickness. In case of dHCP protocol with b-value 1000 s/mm 2 and isotropic voxels (resolution 2mm), performing denoising [36] in pre-processing step restored the favourable SNR conditions. Future work will include further development to ensure robustness to higher noise levels, such as including regularisation in spatial and angular domains [45] and correction of the Rician bias arising from the low SNR conditions. The proposed method can provide consistent volumetric single-shell HARDI fetal dMRI data suitable as an input for standard diffusion analysis developed for adult brains. Further developments will include unified reconstruction of multishells HARDI data [46] that can take advantage of full dHCP fetal and neonatal dMRI acquisition.
VII. CONCLUSION
In this paper we proposed a framework for reconstruction of fetal dMRI using higher-order SH representation that corrects for motion and intensity artefacts. The higher order SH model supports reconstruction of anatomically plausible fiber crossings in the developing fetal brain, as we demonstrated through application of constrained spherical deconvolution. The presented methodology will facilitate a comprehensive investigation of the in-vivo in-utero brain development, including the timing of the development of various white matter tracts, the presence of developmental features such as radial orientation within the fetal cortex, and investigation of developing fetal brain connectivity and microstructure.
