Citation counts are widely used in academia in hiring, tenure, promotion, salary increases, merit pay as well as to rank departments, journals and authors. However, no previous study examined the factors that influence citations in finance journals. This article examines how the number of citations is affected by authors' collaboration, advertising and 'salesmanship' efforts, journals rank, article placement in the journal, and authors' experience. We employ 16 years of data and use the Tobit model to study the number of citations. Also, we use the hazard model to estimate the probability of an article being cited for the first time. The empirical results show significant relation between the number of citations and the ranking of authors' university, placement of an article in a journal, the length of an article, and the number of references included but no significant effect of collaboration, grant support, and the number of presentations and acknowledgments. Additionally, we conclude that it is important to use a long time series data to analyse citations in finance.
I. Introduction
Citations play an important role in the academic world. All scholars want their work to be noticed and there are many reasons for this. Citations give authors professional recognition and serve as an assurance that their work is valued and used in further research by others. In recent decades, citations are increasingly becoming a central indicator of quality of scholars, departments or journals. Departments use citation counts to evaluate researchers for the purpose of hiring, tenure, promotion, salary increases and merit pay. Hamermesh et al. (1982) showed that the quality of research (measured by the number of citations) has a major impact on a faculty member's salary and the effect is even bigger than the publication of an additional book or an article. Chan et al. (2008) ranked finance departments, journals and authors based on the number of citations. Laband and Piette (1994) , Scott and Mitias (1996) , and Coupe (2003) ranked economics departments and journals based on the number of citations. Such rankings are in turn used by researchers in decisions on where to submit their papers, by students in choosing university or department, by science foundations in allocating funds, by libraries in subscribing to journals, etc. All in all, the number of citations an article receives has become a widely used measure of quality of academic research.
This study examines if it is the purely scientific merit that determines impact of an article as measured by citations counts or if other factors also come to play. Given the importance citations play in the success of researchers, it is interesting to examine factors that influence citations an article receives. Up to date, the amount of literature on the subject remains small and there is no study in the discipline of finance -a gap this article attempts to fill. Compared to other authors, we include a more comprehensive set of explanatory variables addressing the effects of collaboration between authors, advertising efforts by authors, quality of journals, experience of authors, as well as market signalling by editors. We use much longer time span (16 years compared to about 5 years used in previous studies) which turns out to be very important in finance discipline since citations do not peak early as in other disciplines. We consider not only the top ranked journals, following an observation by Medoff (2003a) that 'there may be less variation in quality between articles published in a set of lower tier journals'. Finally, we use the hazard model to investigate factors that affect probability of a paper being cited for the first time and whether this probability decreases over time as a result of the observed uncitedness that may signal inferior quality.
We use issues of nine finance journals published in 1994 to study patterns and determinants of citations over a 16 year period. Previous research shows that citations peak at different times in various disciplines (such as economics, demographics or physics) but no existing studies have looked at citations patterns in finance journals. Many rankings use citations within 2 years after publication. This may not be appropriate for the discipline of finance where it usually takes longer time for an article to be noticed. Fok and Franses (2007) noticed that 'medicine and physics have an audience that cites immediately and hence the citation scores of their journals are much higher than those in, say, economics or statistics, where there is much more delay between publication and citation'.
The benefits of collaboration are well-documented in many areas. For example, teamwork increases corporate value and performance by increasing productivity, service quality and employee satisfaction (Wisner and Feist, 2001 ). However, there has been little work on documenting the benefits of collaboration between researchers. The problem is of interest for several reasons. First, higher quality research benefits the society at large. Less obviously, there exist increasing pressures from funding agencies to support collaborative projects, a practice that may well be unjustified. Finally, research quality and productivity has always been a topic of substantial interest to the academic community. The number of papers published jointly has been high in physical and biological sciences since the beginning of the twentieth century but similar levels of collaboration were not present in other sciences until after the Second World War (Zuckerman and Merton, 1973) . The increase in collaboration may be partially explained by advances in communication: cooperation used to be conducted by mail, with turnaround time measured first in weeks, later in days. Today, it is conducted by e-mail and instant messaging in a matter of seconds. Additionally, increase in collaborative efforts may be explained by increased pressures to publish in the top journals where single authored papers are more likely to be rejected (Gordon, 1980) , increased costs of publishing as more journals charge steep entry fees (Morrison et al., 2003) , pressures from funding agencies paired with financial pressures from within universities to increase revenue from nonteaching sources (Barnett et al., 1988) . At the same time, many researchers say that scholarship is a lonely business: it is you and your proverbial pencil in a closed room. Is collaboration bringing higher quality research? Are the pressures on researchers justified? There exists some previous work on the subject but it has produced inconclusive evidence (see, for example, Medoff (2003a) versus Fok and Franses (2007) ). Also, the answer may vary among disciplines: collaboration in finance may produce different results than collaboration in biology.
Second, this article sheds light on the importance of advertising and 'salesmanship' efforts of authors. 'Authors ( . . . ) should circulate their papers and give seminars to colleagues' advise editors of the Journal of Finance, the Review of Financial Studies, and the Journal of Financial Economics in the Joint Editorial: Advice for Authors (Green et al., 2002) . However, little scientific evidence exists that such efforts do increase chances of a paper being published or receiving more citations. Brown (2005) found that accounting papers had more citations when authors acknowledged more institutions but not when they acknowledged more individuals or conference presentations. There are different ways to advertise a paper. Authors may want to advertise directly by sending drafts of their papers to colleagues or present them at conferences, workshops or seminars. They can also advertise indirectly by including a longer list of references or even cite their own previous work (self-references). Laband et al. (2002) reported that for papers published in the American Economic Review the average number of reviewers thanked per paper rose from 0.1 in 1963 to 1.85 in 2000 and the number of papers presented at one or more professional forums rose from 5% to 60% in the same time. Clearly, authors advertise their papers more and more. However, all the above methods require cost borne by authors and we expect authors to advertise their papers as long as the marginal cost of their efforts exceeds the marginal benefit. In the recent decades, the cost of referencing has significantly decreased due to development and continuous enlargement of electronic information systems. In this article we show which types of advertising increases the benefits the most.
Next, we address the issue of market signalling by journal editors. Does favourable article placement in the journal send a market signal to the readers about the quality of an article? Is the first article of an issue really of superior quality? The only paper that addresses this issue is by Medoff (2003b) for economics journals. He found that during the first years after publication papers placed first in the journal's issue receive more citations but over time this effect disappears. He concluded that editors provide a nonmonetary compensation to certain authors by placing their articles in the front of the journals, thus, sending a false market signal about the quality of an article. We address the market signalling issue in finance journals.
Finally, we use duration analysis to investigate what factors increase chances of a paper being cited for the first time. We investigate if the probability of first citation decreases over time, so called, negative duration dependence by Van Dalen and Henkens (2004) . The observed uncitedness of articles may signal to prospective readers that an article is of inferior quality. Does, so called, stigma of uncitedness exist in finance literature? Also, we report on how many articles have never been cited, so called 'dry holes' by Laband and Tollison (2003) . The number of such articles may be significant because of pressures on scholars to increase quantity, not quality, of articles published. Therefore, we addresses a problem of 'too much' research due to bureaucratic imperatives such as promotion and tenure. (Laband et al. (2002) explored this subject in the area of economics.) Using duration analysis, we determine the probability of an article being ever cited given that it has not been cited for a given time after publication.
In the next section we describe our data and patterns of citation counts. In Section III, we look at the Tobit model for total citations. In Section IV, we present duration analysis that deals with the time to the first citation and the 'dry holes' issue. Sections III and IV are divided into parts dealing with the methodology and results. We end the article with Section V with conclusions. (Cole and Cole, 1973; Stigler and Friedland, 1975; Quandt, 1976; Gans and Shephard, 1994; Vincent and Ross, 2000) . However, there is also a criticism of using citation counts as a proxy for an article's quality. First, citation counts may be sensitive to popular trends in science. We try to mitigate this problem by using a long time period after publication in hope to capture changing fashions. Second, authors may cite articles for diverse reasons, including referring to research judged suspect or poor. However, as argued by Medoff (2003a) , such cases should be infrequent, especially in a longer run since an article will not receive citations after it is refuted. Third, the total citation counts include selfcitations that may be seen as a way of self-promotion by authors. On the other hand, self-citations may reflect good quality of an article as authors were able to conduct further research based on their original paper. However, self-citations are only a small portion of total citations (in our sample, on average, 4%). To address this issue, for most specifications we excluded self-citations from total citations. Finally, errors happen in reference lists reported by SSCI. We tried to manually correct such cases as much as it was possible. All in all, citation counts are a widely accepted measure of quality. If one disagrees with this proxy for quality, citation counts can be viewed as a measure of impact of an article on academic society.
Descriptive statistics are reported in Appendix 1. On average, an article receives 20.5 citations (ALLCITE) during the 16 years following its publication. However, the distribution is heavily skewed with the median being only 7, the minimum of 0, and the maximum of 409 citations. The most cited article published in 1994 in all included finance journals was a paper co-authored by Mitchell A. Petersen and Raghuram G. Rajan, entitled 'The Benefits of Lending Relationships: Evidence from Small Business Data' in the Journal of Finance (the first article in an issue). After excluding self citations (SELFCITE) the mean of citations per article (CITE) is 19.6 and the median is 6. Figure 1 shows all citations histogram.
Almost half of articles, namely 49%, were cited one to 10 times, 74% of all articles were cited less than 20 times (0-20), 11% of articles were cited more than 50 times, and only 4% of articles were cited more than 100 times. 10% of articles have never been cited. Figure 2 shows the mean citation rates per journal over years for all journals, the four top-ranked journals (JOF, JFE, JFQA and RFS), and the five lower ranked journals (FM, JFR, JBF, JPM and JIMF). The most striking fact is the upward trend of citations over the whole period. Citations do experience a local peak after 4 to 5 years but they continue to rise afterward. Many previous authors consider samples of 4-5 years of data, which may be misleading. Appendix 2 presents citation patterns over years for each journal separately.
The descriptive statistics (Appendix 1) show that most of the articles, namely 70%, are collaborative efforts (COLLAB) of two or more authors. Of all collaborative work, 67% is done by two authors (NRAUTHOR), 23% originates in the same institution (SAMEUNIV), 87% lists authors alphabetically (ALPHAB), 24% has at least one international author (INTERNAT), and 13% has at least one author from nonacademia (NONUNIV). 10% of papers were placed as the first article in the journal issue (FIRST). On average, the article has 18 pages (PAGES), contains a list of 23 references (REFERENC), four acknowledgments (NRTHANKS), and is presented at 1.7 scientific forums (PRESENT). 23% of papers were theoretical (THEORY) which means they do not have any empirical work included or have a significant theoretical part included (this was assessed by a quick inspection of each article).
For the four top-ranked journals, we were able to determine authors' experience measured by the number of years since receiving a PhD diploma. The data were collected mainly from the American Finance Associations' Worldwide Directory of Finance Faculty. If the author was not listed in this directory, we searched the authors' web pages. A variable AFTERGRA measures the number of years from receiving a PhD until 1994 for the most experienced author. The mean number was 11 years. Also, we control for the journal's rank and the ranking of authors' university. The variable JRANK takes values from 1 to 9 and was constructed based on rankings reported by Coe and Weinstock (1983) 
III. Article's Quality: Total Citations Analysis

Methodology
Our general specification for the analysis of the total number of citations is
where ALLCITE ij is the number of citations an article i in journal j has received during the 16 years (excluding self-citations); the variable COLLAB i is either a dummy variable that takes a value of 1 when the article has more than one author and 0 otherwise or the number of authors (or a function of the number of authors); the variables ADVERT i represent author's advertising efforts (number of references, acknowledgments and conference presentations); the variable POSITION ij is either a dummy variable that takes a value of 1 if an article is positioned first in the journal's issue or the log of a position in the issue; the variables QUALITY ij measure the quality of an author (university ranking, years after PhD); and the variables OTHER ij capture other article's characteristics, such as: outside funding, theoretical content and number of pages; the j are the journals' fixed effects and " ij is the disturbance term. We will use different variants of this equation. We employ the Tobit maximum likelihood model since the depended variable is censored at zero and discrete in nature, thus leading to unbiased but inefficient estimates via Ordinary Least Squares (OLS) estimation (Maddala, 1983) . 1 
Results
Collaboration. One of the most important issues we address in this article is whether collaboration leads to higher quality research. The existing literature on the subject produced inconsonant results. Research that found positive connection between authors' collaboration and articles' quality include: Presser (1980) in social psychology, Fok and Franses (2007) in econometrics, and Abt (1984) in physics. On the other hand, the following research found no significant correlation between collaboration and quality: Barnett et al. (1988) , Medoff (2003a) and Hudson (2007) in economics and Oromaner (1975) in sociology. It is possible that the effect of collaboration on article's quality is specific to the area of study and there is no previous literature examining this subject in finance. Table 1 shows the frequency distribution for the number of authors in our sample. 31% of papers were written by a single author, 47% by two authors, 21% by three authors, and only 1.4% by four authors (there were no articles written by more than four authors). Of all collaborative work 67% was done by two authors.
The results of estimations of Equation 1 are presented in Table 2 . The first column reports our full model (with all journals included) and the second and third columns present results for the top four ranked journals and the five lower ranked journals, respectively. In all three specifications, we do not find a significant effect of collaboration on the article's quality. The coefficient on the collaboration dummy (that takes the value of one for collaborative work and zero for single author work) is positive but not Notes: n ¼ 354, t-statistics are in parentheses. *,** and*** denote significance at 10, 5 and 1% levels, respectively. statistically significantly different from zero for all our specifications. We further explored the issue of collaboration by testing a number of other alternative specifications. The results are presented in Table 3 .
In column 1 of Table 3 , we present the coefficient from Table 2 for all journals where a dummy variable for any collaborative work had no significant effect on quality. In column 2, we replaced the collaboration dummy with the number of authors. It is possible that when there is more than two people involved in the project the cost of communication between authors is significantly higher and this negatively affects the quality of work. In columns 3 to 8, we present the estimated coefficients on the following variables: AUTHOR2 dummy variable equals 1 if an article was written by two authors and 0 otherwise; AUTHOR34 equals 1 if the article was written by three or more authors; SAMEUNIV dummy variable equals 1 if the collaborating authors were from the same institution; EQUALCOL (¼COLLAB * ALPHAB) dummy variable equals 1 if collaborating authors are listed alphabetically on the authors' list (in hope to eliminate 'free riding' collaboration); FOREIGNC (¼COLLAB * INTERNAT) dummy variable equals 1 if one of the authors' affiliation is outside the US; and NONUCOL (¼COLLAB * NONUNIV) dummy variable equals 1 if one of the authors' affiliation is outside the academic world.
Our results suggest that all these measures of different types of collaborative work have no significant impact on the quality of articles as measured by the number of citations received. The closest to significance was the coefficient on the foreign collaboration ( p ¼ 0.19). We conclude that, in finance, an article that is a result of a collaborative effort of two or more authors is, on average, not of significantly greater quality than a sole author article.
Market signalling -position in a journal's issue. Our results suggest a very significant 'first paper effect'.
On average, an article placed first in an issue of a finance journal receives more citations during a 16-year period after publication (see Table 2 , column 1).
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To further test the significance of the placement of an article we re-estimated our regression equation substituting the first article dummy with the logarithm of the position number of an article in an issue (we use log to allow quality to decrease at a decreasing rate). The results are presented in Table 4 . Column 1 repeats the original model from Table 2 (column 1) while column 2 shows the reestimated regression results. The results indicate that the further back an article is placed in an issue, the lower the number of citations it receives.
The results may be surprising in the era of electronic journals. However, the order of articles may be journal editors' way of signalling to readers their perceived ranking of contributions. There are two possibilities: the editors are correct in their judgment thus rightfully increasing exposure of the truly deserving articles or the editors are sending a false signal giving a boost to articles that otherwise would not enjoy so much success. If our results indeed follow from inaccurate market signalling by the editors, over the years the effect would disappear after readers correctly evaluate article's true quality. To test this conjecture, similarly to Medoff (2003b) , we re-estimated the model using only the last 3 years of data (2007) (2008) (2009) . We still find the coefficients on the first article dummy and the logarithm of order significantly different from zero. However, the coefficients are much smaller (Table 4 , columns 3 and 4). Therefore, we can conclude that in finance journals, the ordering of articles in a journal's issue tends to reflect articles' quality. This is unlike what was found in economics by Medoff (2003b) . To our knowledge, there are no other studies on this subject.
Advertising and self-promotion. Asking colleagues for an opinion about a manuscript, presenting it at scientific meetings, and including an exhaustive list of references can greatly improve quality and exposure of one's work. Brown (2005) , using data for accounting, showed that these activities can also increase the chances of publication. However, the impact on the number of citations an article receives has not yet been studied. All these activities can incur substantial costs to authors in terms of money and time. Even though some of the advertising costs are decreasing with increased computerization, the marginal benefit should exceed the marginal cost in order to attend one more conference, ask for one more opinion, or spend time on finding one more reference. Our results suggest ( Table 2 , column 1) that none of the measures of advertising seem to pay off in terms of a bigger number of citations: the number of references, the number of acknowledged individuals, and the number of times a manuscript was presented have no significant effect on the number of citations the article receives. The only significant effect is the number of references for articles published in the five lower ranked journals. 3 Some authors suggested that self-citations are the form of advertising. Therefore, we included the number of self-citations as one of the explanatory variables. However, the coefficient on self-citations was not statistically significant in all our specifications.
Outside funding. One of the main questions we set out to settle is whether research supported by outside funding produces higher quality results. However, in all our specifications this effect (variable GRANT) is always not statistically significant. Our results suggest that research supported by grants does not produce more citations. This is in line with Payne and Siow (2003) , who found that increasing federal research funding results in more, but not necessarily higher quality, research output.
Pages. Our results suggest that longer articles have, on average, a statistically significantly greater number of citations (Table 2) . One possible explanation is that longer articles contain either more insights or more substantive insights as more difficult material may require longer exposition (Vandermeulen, 1972) . Hudson (2007) and Medoff (2003a) found similar significant effects in the field of economics. The effect is not significant for the lower tier journals (see Table  2 last column).
Rank: university, journal, author. As expected, our results show that articles published by authors from higher ranked institutions (Table 2 , variable UNIVRANK) receive significantly more citations.
Additionally, for the four top-ranked journals we were able to collect information on authors' experience as measured by years after graduation. However, we find the coefficient on this variable to be not statistically significant (see Table 2 , column 2, variable AfterGRAD). Also, the coefficient on the dummy variable for the Journal of Finance is significant in all our specifications supporting the view that this is the leading journal in the field.
IV. Duration Analysis: Time to First
Citation and 'Dry Holes'
In this section, we present results from the duration analysis that estimates the probability of a paper being cited for the first time in any given year. We investigate the influence of the paper's, the author's, and the journal's characteristics on the time it takes for a paper to be first noticed. The observed 'uncitedness' of articles may signal to prospective users that an article is of inferior quality. Therefore, we investigate if the chance of the first citation decreases over time, that is, if there is evidence of, the so called, negative duration dependence.
First citation and 'dry holes' data description
On average, it takes about 5.8 years for a paper to receive the first citation after being published. Figure 3 presents histogram of the number of years to the first citation. 30% of papers are noticed very fast: within the first 2 years. On the other hand, 11% of papers remain uncited after 16 years (so called 'dry holes', see Laband and Tollison, 2003) . About 27% of articles remain uncited 5 years after publication. To put this numbers in perspective, Pendlebury (1991) reported that the rates of unciteness 5 years after publication range from 22.4 % in science, 48% in social sciences, to 93.1% in the arts and humanities. Laband and Tollison (2003) showed that about 26% of economics papers remain uncited 5 years after publication. Van Dalen and Henkens (2004) found that 21% of demography articles remain uncited 10 years after publication. As expected, the level of uncitedness varies significantly across journals. Table 5 shows the level of unciedness for each journal we considered. Only one article out of 135 published in the four top-ranked journals remained uncited after 16 years. The Journal of Portfolio Management had the highest number of dry holes (33%), followed by the Journal of Financial Research (23%).
The results of simple tests of differences in means between the dry holes and the articles that were cited at least once show (Table 6 ) that the latter had, on average, significantly more pages, references, and acknowledgments, were published in the higher ranked journals, were presented at more scientific meetings, and were authored by scientists affiliated with higher ranked institutions. However, the simple test of means showed no significant difference in the mean number of authors.
Analysis of duration data: survival and hazard curves
Methods. We used duration analysis to estimate the time it takes for an article to receive its first citation. One can expect that the longer an article stays uncited, the more likely it will be cited within next year. On the other hand, if it remained uncited for a long period of time, it may signal lower quality, and hence the less likely it will be cited in the near future. The duration analysis is a preferred method for estimating such phenomena because of its ability to handle right-censored data -we do not observe citations beyond 16 years after the publication. The duration analysis is sometimes called 'time until failure' since it was originally used by engineers to test the durability of devices and in biomedical research to test survival rate after a medical procedure. Only relatively recently, social scientists have discovered the usefulness of the duration analysis to model various phenomena, such as time until business failure (Bandopadhyaya and Jaggia, 2001 ), length of unemployment spells (Kupets, 2006) , or the process determining mutual funds' conditional probability of closure (Lunde et al., 1999) .
The primary function of interest in the duration model is a hazard function. In our setting, it is the conditional probability that the paper will be cited the next year if it has not been cited in the years prior. Formally, let T be a random variable measuring the duration of uncitedness that has a continuous Note: ***Denotes significance at 1% level.
probability distribution f(t), where t is a realization of T (Greene, 2003) . The times: t 1 , t 2 , . . . , t n are called duration spells and are the times it takes for articles to be cited for the first time or censored time for articles that have never been cited. The cumulative probability is given by F(t) ¼ Prob(T t) ¼ R t 0 f ðsÞds. A survivor function is the probability that a paper has not been cited (has survived) beyond a certain time horizon and is defined as S(t) ¼ 1 À F(t) ¼ Prob(T ! t). For example, S(5) is the probability that the spell is of length at least 5, or the probability of not being cited for 5 years. Now, we can define a hazard rate by (t) ¼ f(t)/S(t). It is the conditional probability that the paper will be cited in a short time interval following period t, given that it has not been cited (survived) up to period t. We say that the hazard rate is the rate at which spells are completed after duration t, given that they last at least until t. Note the following difference between the hazard function and the density function. The latter gives a marginal probability: the probability of being cited after given number of years, while the former gives a conditional probability; the probability of being cited the next year given that a paper has not been cited until a given year.
In this section, we show the results of estimating the hazard and survivor functions using the KaplanMeier estimator, assuming nothing about the underlying distribution of times to first citation and without considering any covariates (as regressors are usually called in the duration literature). Suppose we order the observations on duration (t i ) in ascending order and that there are K different survival times in the data, denoted T k . In our case, K ¼ 16 (note, that K does not have to equal n since there may be ties in survival times). Let us denote the number of papers that were cited for the first time (observations which 'exit') after time T k as m k . The number of observations that are at risk of being cited ('dying') at time k are denoted r k and are given by r k ¼ r k-1 À m k where r 1 ¼ n. This is called a size of the risk set at this duration. In our case, all censored observations are above K ¼ 16 years and no observation drops from the risk set at any time. Then, the proportion of observations in the risk set which exited is q k ¼ m k /r k and the survival function is given by P k ¼ (1 À q kÀ1 )P kÀ1 , where P 1 is set to one.
Results
Figure 4(a) shows the estimated Kaplan-Meier hazard function and Fig. 4(b) shows the estimated survival function. As explained above, the hazard rate is the proportion of papers cited from the pull of articles than have never been cited in the years prior or the probability that paper will be cited if it has not been cited in the years prior. Survival function in year i is the probability of not being cited beyond year i.
The hazard rate increases from the first year to the second year where it reaches its peak at about 0.25. Therefore, the probability that a paper will be cited in the second year given that it has not been cited in the first year is 0.25. This probability stays at slightly below 0.25 in the following years up to the year 5. After that, it generally decreases and decays to 0.09 in the year 16. The overall decrease in the probability of being cited for the first time points to the negative duration dependence -the observed uncitedness signals inferior quality of a paper to a prospective reader. As expected, the survival function (Fig. 4b ) which shows the probability that a paper will be uncited at least t years, is a decreasing function of time. This probability is equal to 0.93 for the first year and 0.12 after 16 years.
The hazard rate is overall higher for the four topranked journals than for the five lower ranked journals (Fig. 5a) . It peaks at 5 years at 0.65 and it is still at 0.5 after 16 years. For the five lower ranked journals, this conditional probability peaks at 4 years at 0.20 and it is 0.07 after 16 years. There is no evidence of the negative duration dependence for the top journals -the hazard function oscillates at about 0.40. For the lower ranked journals, the function starts to decrease after 7 years, pointing to the negative duration dependence. Accordingly, the survival function is also much lower for the four topranked journals for which the probability of being un-cited for 16 years is 0.0148 (1%), versus 0.1872 (19%) for the five lower-ranked journals.
The hazard and the survival functions for sole author papers and collaborative work are very similar in their shape as shown in Fig. 6 . During the first 2 to 5 years, collaborative papers have higher conditional probability of being first-time cited but after year 5 the hazard functions are very similar. The bigger number of citations experienced by collaborative articles during the first years after publication may be due to the network effects, as more authors can give more presentations at scientific meetings and they each may have more students who might cite their work (Fok and Franses, 2007) . The survival function shows that the probability of not being cited first time for a single author at any given year is consistently higher (except for the first year) but the difference is small.
Parametric models of duration
Methods. The hazard function can be parametrically specified but there is little theory to suggest an appropriate specification. In our case, since the hazard function first increases and then decreases, the logistic distribution is the best choice to model the time dependence. 4 The specification involves two parameters, a location parameter, , and a scale parameter, p. Then, the survival function and the hazard function for the logistic model are: . When covariates (regressors) are added becomes ¼ expðÀ 0 x i Þ and and p are estimated and graphed at means. The interpretation of the estimated coefficients is not straightforward. However, the transformation of exp()À1 may be used to interpret the quantitative impact of the coefficients (Halvorsen and Palmquist, 1980) . The left hand side of our estimated regression is the log of the duration time. The covariates are all the variables presented in previous sections.
Results
We present our results in Table 7 . First, we estimated our model without any covariates (column A). In column B, we added all covariates described before, including a dummy variable that takes a value of one when a paper is a collaborative work. In column C, we substituted a collaboration dummy with the number of authors. Finally, the last column presents the analysis of the split model taking into account that not all the papers will eventually be cited. The last model provides the best fit and is preferred over others. Figure 7 presents logistic hazard functions for three specifications: no covariates (A), with all covariates (B) and the split model (D) .
As presented at the bottom of Table 7 , the p scale parameter is significantly different from 1 in all our specifications. The value of p determines the location of the point after which the hazard function begins to decline. Since p is always significantly more than one, the hazard function increases first before it begins to decline (p less than one would point to monotonical decline). The p-value is bigger for the split model than for all other models which implies that hazard function has a higher peak (as presented on Fig. 7 ) Therefore, the split model suggests higher conditional probability of being cited earlier, since it takes Notes: a The t-statistics are evaluated at 1. ** and *** denote significance at 5 and 1% levels, respectively. into account that not all papers will eventually be cited (Bandopadhyaya and Jaggia, 2001) . The turning points are as follows: for the model with no covariates at 4.07, with covariates at 5.02, and for the split model at 4.75. Also, the analysis of the split model gives the estimate of the split parameter (0.91), which is significantly different from one at any level of significance. This estimate implies that a paper faces 0.91 probability of eventually being cited (therefore, 0.09 probability that it will never be cited).
In all our models, the estimated parameters of the logistic hazard model suggest that the time it takes for an article to be cited for the first time is statistically significantly shorter for papers published in higher ranked journals and for papers that included more references. This time is significantly longer for articles written by authors from outside the academia. On average, after controlling for all other covariates, the mean time to be noticed for the article with one more reference is 1% shorter. Also, each additional drop in journal rank is associated with a 5.3% increase in the mean survival time. In the split model specification, the rank of authors' university is significant at 10% level, implying that the time it takes for an article to be cited for the first time is statistically significantly shorter for papers written by authors from higher ranked universities (but the coefficient is very small). In line with our previous results, collaboration or the number of authors is not a significant factor for how fast the paper will be first cited. Other variables that do not seem to influence the survival time are: the position of an article in the journal, the number of pages, outside funding, the number of acknowledgments, the number of presentations, and whether a paper is theoretical in nature. Finally, since the hazard functions slope downward, the results suggest that the probability of being cited for the first time decreases the longer an article remains uncited even after all explanatory variables are taken into account. The slope of the hazard function after controlling for covariates (model B) and the slope of the hazard function for the split model (model D) are even steeper than before controlling for the covariates. This suggests that after controlling for article characteristics there is even bigger evidence of the negative duration dependence. Therefore, there is significant evidence that there exists a stigma of uncitedness that plays an important role in the timing of the first citation. An article's state of uncitedness may signal that it does not contain valuable insights even after controlling for author's reputation, journal rank and advertising efforts.
V. Conclusion
The objective of this article was to find what influences the quality of the articles published in finance journals. The quality was defined by the number of citations the paper receives during the 16 years after its publication. Relative to previous studies of citations, our article's key novel features include: focusing on finance discipline, considering longer data set, comparing high and low quality journals, using various measures of academic collaboration, and applying the duration analysis methods. Also, in addition to the usually studied effect of collaboration and journal's and author's quality, we investigated the influence of various other factors that might affect the number of citations, such as advertising efforts, funding sources and editor's signalling efforts.
Our results suggest that the rank of the journal and the rank of authors' universities are the most significant factors influencing the number of citations or the time to the first citation. These two variables may be considered as proxies for articles' scientific merit. Also, we found the number of references or the length of the paper to positively affect citations. These variables point to a better prepared or more substantial article. The results indicate that editors tend to place best articles in the front of journal issues and there is evidence that their judgment is correct; even after many years articles placed first in an issue receive more citations. One factor, other than the scientific merit, that may actually negatively influence the citations is nonacademic affiliation of one of the authors.
We found that scientific collaboration between authors does not influence the quality of an article. Why does a significant number of authors decide to engage in collaboration? One reason, not explored in this article, is that collaboration decreases the time to publication. As scholars are more and more pressed to publish, they turn into collaborative work to increase the number of papers submitted within a given period of time. Second, the increase in collaborative work may be explained by the rapid growth in the stock of knowledge that forces researchers to specialize in more narrow areas and collaboration helps to combine their skills. Also, previous literature showed that collaboration increases the chances of publishing the final product (Avkiran, 1997) . Finally, as mentioned above, grant giving institutions prefer to finance collaborative work. Since testing these hypotheses is beyond the scope of this article, we leave this for future research.
Our results indicate that the advertising efforts by authors do not influence the quality of the paper. In particular, the number of acknowledgments and the number of times the manuscript was presented does not increase the number of citations. Again, it is very likely that all these efforts produce better manuscripts and increase the probability of the paper being published but testing these hypotheses is beyond the scope of this article and is left for future research.
Our results imply that grant support does not affect the quality of papers. This result may be of particular interest to grant giving institutions.
Finally, currently, the SSCI ranks journals according to citations within 2 years of publication. This practice can give false results since we showed that citations in finance peak at much later time. As Fok and Franses (2007) postulate, it might be that this number of years should not be fixed across journals and disciplines.
