A virtual infrastructure based on honeycomb tessellation for data dissemination in multi-sink mobile wireless sensor networks by Tüysüz Erman, Aysegül et al.
This Provisional PDF corresponds to the article as it appeared upon acceptance. Fully formatted
PDF and full text (HTML) versions will be made available soon.
A virtual infrastructure based on honeycomb tessellation for data dissemination
in multi-sink mobile wireless sensor networks
EURASIP Journal on Wireless Communications and Networking 2012,
2012:17 doi:10.1186/1687-1499-2012-17
Aysegul Tuysuz Erman (tuysuza@cs.utwente.nl)
Arta Dilo (A.Dilo@utwente.nl)
Paul Havinga (P.J.M.Havinga@utwente.nl)
ISSN 1687-1499
Article type Research
Submission date 5 April 2011
Acceptance date 16 January 2012
Publication date 16 January 2012
Article URL http://jwcn.eurasipjournals.com/content/2012/1/17
This peer-reviewed article was published immediately upon acceptance. It can be downloaded,
printed and distributed freely for any purposes (see copyright notice below).
For information about publishing your research in EURASIP WCN go to
http://jwcn.eurasipjournals.com/authors/instructions/
For information about other SpringerOpen publications go to
http://www.springeropen.com
EURASIP Journal on Wireless
Communications and
Networking
© 2012 Tuysuz Erman et al. ; licensee Springer.
This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
A virtual infrastructure based on honeycomb
tessellation for data dissemination in multi-
sink mobile wireless sensor networks
Ays¸egu¨l Tu¨ysu¨z Erman∗, Arta Dilo and Paul Havinga
Pervasive Systems Research Group, Department of Computer Science, University of Twente,
Enschede, The Netherlands
∗Corresponding author: a.tuysuz@utwente.nl
Email address:
AD: a.dilo@utwente.nl
PH: p.j.m.havinga@utwente.nl
Abstract
A new category of intelligent sensor network applications emerges where motion is a
fundamental characteristic of the system under consideration. In such applications,
sensors are attached to vehicles, or people that move around large geographic areas.
For instance, in mission critical applications of wireless sensor networks (WSNs),
sinks can be associated to first responders. In such scenarios, reliable data dis-
semination of events is very important, as well as the efficiency in handling the
mobility of both sinks and event sources. For this kind of applications, reliability
means real-time data delivery with a high data delivery ratio. In this article, we
propose a virtual infrastructure and a data dissemination protocol exploiting this
infrastructure, which considers dynamic conditions of multiple sinks and sources.
The architecture consists of ‘highways’ in a honeycomb tessellation, which are the
three main diagonals of the honeycomb where the data flow is directed and event
data is cached. The highways act as rendezvous regions of the events and queries.
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Our protocol, namely hexagonal cell-based data dissemination (HexDD), is fault-
tolerant, meaning it can bypass routing holes created by imperfect conditions of
wireless communication in the network. We analytically evaluate the communica-
tion cost and hot region traffic cost of HexDD and compare it with other approaches.
Additionally, with extensive simulations, we evaluate the performance of HexDD in
terms of data delivery ratio, latency, and energy consumption. We also analyze the
hot spot zones of HexDD and other virtual infrastructure based protocols. To over-
come the hot region problem in HexDD, we propose to resize the hot regions and
evaluate the performance of this method. Simulation results show that our study
significantly reduces overall energy consumption while maintaining comparably high
data delivery ratio and low latency.
1 Introduction
Based on recent technological advances in wireless communication, low-power
microelectronics integration and miniaturization, the manufacturing of a large
number of low cost wireless sensors became technically and economically fea-
sible. Wireless sensors are constrained devices with relatively small memory
resource, restricted computation capability, short range wireless transmitter-
receiver and limited built-in battery. Hundreds or thousands of these devices
can potentially be networked as a wireless sensor network (WSN) for many ap-
plications that require unattended, long-term operations. Consequently, WSNs
have emerged as a promising technology with various applications, such as ac-
tivity recognition [1], intrusion detection [2], structural health monitoring [3],
disaster management, etc.
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In all these applications, the primary goal of a WSN is to collect useful in-
formation by monitoring phenomena in the surrounding environment. Common
sensing tasks are heat, pressure, light, sound, vibration, presence of objects,
etc. In WSNs, each sensor individually senses the local environment, but col-
laboratively achieves complex information gathering and dissemination tasks.
Typically a WSN follows the communication pattern of convergecast, where
sensors -source nodes- generate data about a phenomenon and relay streams of
data to a more resource rich device called sink. This procedure is called data
dissemination, which is a preplanned way of distributing data and queries of
sinks among the sensors.
Traditional static WSN systems use a n-to-1 communication paradigm in
which sensors forward their data towards a common static sink. However, de-
ploying one static sink limits the network lifetime as the close neighbors of the
sink can become the bottlenecks of the network. Multiple sinks deployment
helps to spread load over the network, while mobility of sinks reduces the bot-
tleneck problem of static sinks. Exploiting multiple, mobile sinks in a WSN,
instead of static ones, is thus an interesting concept to enhance the network
lifetime by avoiding excessive transmission at the nodes that are close to the
location of the static sink.
The study presented in this article is motivated by disaster management
scenarios where we have a mobile multi-sink WSN in which the deployment of
sensors is performed in a random fashion, e.g., dropping sensors from helicopters
flying above the field [4]. As shown in Figure 1, in this mobile multi-sink WSN,
unmanned aerial vehicles (UAVs), emergency responders, e.g., firefighters, or
vehicles, e.g., firetrucks, carry sink nodes on-board. These mobile sinks are
used to collect more reliable data about the event in the dangerous/inaccessible
regions. In this scenario, both the number of sources and that of mobile sinks
may vary over time. The speed of sources and sinks also vary from a typical
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pedestrian to a flying UAV.
Sink mobility brings new challenges to data dissemination in WSNs. Since
the location of the sink changes in time, the difficulty for sensor nodes is to
efficiently track the location of the mobile sink to report the collected measure-
ments about the event. Although several data dissemination protocols have been
proposed for sensor networks, e.g., Directed Diffusion [5], they all suggest that
each mobile sink needs to periodically flood its location information through
the sensor field, so that each sensor is aware of the sink location for sending
future events and measurements. However, such a strategy leads to increased
congestion and collisions in the wireless transmission and is thus mainly suited
for (semi) static setups.
Flat networks, where each node typically plays the same role, and flooding-
based protocols do not scale due to frequent location updates from multiple
sinks. Therefore, overlaying a virtual infrastructure over the physical network
has been investigated as an efficient strategy for data dissemination towards
mobile sinks [6]. In this article, we investigate the use of virtual infrastructures
to support mobile sinks in WSNs. Once a virtual infrastructure is overlaid onto
the physical network, it acts as a rendezvous region for storing and retrieving
collected event data. Sensor nodes in the rendezvous region store the generated
data during the absence of the sink. When the mobile sink crosses the network,
the sensors in the rendezvous region are queried to notify of the event data.
We first present the advantages and challenges of using mobile sinks in
WSNs. Next, we introduce our virtual infrastructure based on honeycomb tes-
sellation and the protocol based on it, hexagonal cell-based data dissemination
(HexDD). HexDD is a geographical routing protocol based on this virtual in-
frastructure concept, proposing rendezvous regions for events (data caching)
and queries (look-up). It is designed to improve network performance in terms
of data delivery ratio and latency, besides meeting the traditional requirements
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of WSNs, such as energy efficiency.
In contrast to the rich literature on virtual infrastructure based data dis-
semination, especially those using greedy forwarding (GF) to send data from
sources to rendezvous region, in our previous study [7] we proposed to forward
data generated by sources along predefined regions called highways, which are
the rendezvous regions in HexDD. The main contribution of this article is to im-
prove our data dissemination protocol, HexDD with a fault-tolerance mechanism
that does not require additional networking overhead, such as extra messaging
to find alternative paths. The following are the key highlights of this study:
(i) We discuss the advantages and challenges of mobile sinks and present a
review of existing virtual infrastructure based data dissemination protocols
for mobile multi-sink WSNs.
(ii) We present our previously proposed HexDD protocol that accommodates
the dynamics of the WSN such as stimulus and sink mobility, in such a
way that it avoids excessive updates caused by frequently changing envi-
ronment.
(iii) We enhance the HexDD protocolby proposing a complete fault-tolerance
algorithm that detects routing holes, and calculates and establishes alter-
native forwarding paths.
(iv) We evaluate analytically the communication cost and hot region traffic
cost of HexDD and compare it with other approaches.
(v) We evaluate the performance of HexDD with extensive simulations in NS2,
and present a large study of comparisons with two other virtual infrastruc-
ture based protocols. The protocols with different virtual infrastructures
allow us to study the effects of the virtual infrastructure shape and the
data dissemination strategy on the networking performance.
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(vi) We show the “hot spot” regions (i.e., heavily loaded nodes around ren-
dezvous areas) that are created by different virtual infrastructure based
protocols. We present a method for resizing of rendezvous region in
HexDD to alleviate hot spot problem in the network.
The highlights (i), (iii), (iv), and (vi) are extensions to our previous studies
[7,8] while the treatment of all (i)–(vi) in this article provides a comprehensive
discussion of the protocol. The rest of this article is organized as follows: The
related studies are introduced with their strengths and weaknesses in Section 2.
Section 3 motivates the use of mobile sinks in WSNs. Section 4 introduces
the honeycomb tessellation and HexDD protocol. Section 5 provides analytical
studies of communication cost and hot spot traffic cost of HexDD. Section 6
presents the simulation results to evaluate the performance of the proposed
protocol in comparison with existing protocols. Finally, Section 7 draws the
conclusions.
2 Related work
2.1 Mobility patterns and data collection strategies
Sink mobility can be classified as uncontrollable or controllable in general. The
former is obtained by attaching a sink node on a mobile entity such as an animal
or a shuttle bus, which already exists in the deployment environment and is out
of control of the network. The latter is achieved by intentionally adding a mobile
entity e.g., a mobile robot, into the network to carry the sink node. In this case,
the mobile entity is an integral part of the network itself and thus can be fully
controlled [9].
Different sink mobility patterns provide different data gathering mechanisms
ranging from single hop passive communication (i.e., direct-contact data collec-
tion), which may require controllable sink mobility, to multi-hop source to sink
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solutions, which can be achieved by uncontrollable or controllable sink mobility.
Direct-contact data collection has great advantage for energy savings. That
is, sinks visit (possibly at slow speed) all data sources one by one and obtain
data directly from them. This data collection strategy needs intelligent sink
movement computed as the best sink trajectory that covers all data sources
and minimizes data collection delay [10]. With this approach, maximum energy
efficiency and longest network lifetime is achieved at the expense of long delays.
This mobility scheme is feasible for delay tolerant applications.
Rendezvous-based data collection is proposed to achieve a good trade off
between energy consumption and time delay. Sensors send their measurement to
a subset of sensors called rendezvous points (RPs) by multi-hop communication;
a sink moves around the network and retrieves data from encountered RPs. The
use of RPs enables the sink to collect a large volume of data with an energy
cost of multi-hop data communication, and at a time without traveling a long
distance. Thus, the use of RPs greatly decreases data collection delay. If the
virtual infrastructure of rendezvous-based protocol is well designed, one can
achieve scalability and energy efficiency. Rendezvous-based data collection can
be used when we have uncontrollable (e.g., random) sink movement in a WSN.
2.2 Data dissemination protocols
Several data dissemination protocols have been proposed for WSNs with mobile
sinks. The proposed protocols fall in two major categories: (i) Flooding-based
and (ii) Virtual infrastructure-based. In general, virtual infrastructure-based
protocols can be divided into (i) backbone-based approaches (e.g., [11]), and (ii)
rendezvous-based approaches (e.g., [12]) depending on how the virtual infrastruc-
ture is formed by the set of potential storing nodes. All protocols discussed in
this section assume uncontrolled mobility in the network.
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Directed diffusion [5] is a flooding-based approach introducing data-centric
routing for sensor networks. In this approach, each sink must periodically flood
its location information through the sensor field. This procedure sets up a
gradient from sensor node to the sink node, so that each sensor becomes aware
of the sink’s location for sending future data. Although directed diffusion solves
the problem of energy-efficiency by using several heuristics to achieve optimized
paths, its flooding-based approach does not scale with the network size and
increases the network congestion.
Pursuit-evasion games (PEG) [13] is a sensor network system that detects
an uncooperative mobile agent, evader, and assists an autonomous mobile robot
called the pursuer in capturing the evader. The routing mechanism used in
PEG, namely landmark routing, uses the node at the center of the network as
landmark (i.e., only one RP) to route packets from many sources to a few sinks.
It constructs a spanning tree having the landmark node as the root of the tree.
For a node in the spanning tree to route an event to a pursuer, it first sends
the data up to the root, the landmark. The landmark, then, forwards the data
to the pursuer. The pursuer periodically informs the network of its position by
picking a node in its proximity to route a query to the landmark. Since data
dissemination used in PEG is a combination of directed diffusion [5] towards
the landmark and central re-dissemination, in order to build the gradients from
sensors to landmark node (i.e., spanning tree), it uses flooding-based approach
(i.e., each node sends a beacon packet which is further re-broadcasted by all the
neighbors of the node) which results in broadcast storm problem increasing the
congestion.
As the flat networks and flooding-based protocols do not scale, overlaying a
virtual infrastructure over the physical network often has been investigated as an
efficient strategy for data dissemination in mobile WSNs [6]. This strategy uses
the concept of virtual infrastructure, which acts as a rendezvous area for storing
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and retrieving the collected measurements. The sensor nodes belonging to the
rendezvous area are designated to store the generated measurements during the
absence of the sink. After the mobile sink crosses the network, the designated
nodes are queried to report the sensory input. The concept of overlaying a
virtual infrastructure over the physical network has several advantages. The
infrastructure acts as a rendezvous region for the queries and the generated data.
Therefore, it enables the gathering of all of the generated data in the network and
permits the performing of certain data optimizations (e.g., data aggregation)
before sending the data to the destination sink [6]. Second, in WSNs deployed
in harsh environments, source nodes can be affected by several environmental
conditions (e.g., wildfire, etc.), and therefore, the risk of losing important data
is high. To ensure the persistence of the generated data, the source node can
disseminate the data towards the rendezvous area instead of storing it locally.
Thus, the virtual infrastructure enables data persistence against node failures.
Main disadvantage of using a virtual infrastructure is the creation of hot spot
regions in the network. However, it is possible to solve this problem by adjusting
the size of rendezvous regions. Several protocols that implement a rendezvous-
based virtual infrastructure have been proposed in the literature. They vary in
the way they construct the virtual infrastructure. In the rest of this section, we
summarize these protocols.
The geographic hash table (GHT) [14], which is illustrated in Figure 2a,
introduces the concept of data-centric routing and storage. GHT hashes keys
into geographic coordinates, and stores a key-value pair at the sensor node geo-
graphically nearest the hash of its key. In GHT, the data report type is hashed
into geographic coordinates, and the corresponding data reports are stored in
the sensor node, called home-node, which is the closest to these coordinates.
This home-node acts as a rendezvous node for storing the generated data re-
ports of a given type. There are as many home nodes as data types. The main
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drawback of this approach is the hot spot problem because all data reports and
queries for the same meta-data are concentrated on the same home node. This
may restrict the scalability and the network lifetime.
In two-tier data dissemination (TTDD) [15], each source node proactively
builds a uniform virtual grid structure throughout the sensor field, as shown in
Figure 2b. A sink floods a query within its local grid cell. The query packet
then propagates along the grid to reach the source node. While the query is
disseminated over the grid, a reverse path is established towards sink and data
is sent to the sink via this reverse path. If the stimulus is mobile, number of
sources and grids increase. This situation can lead to excessive energy drain,
and therefore, limit the network lifetime.
Quadtree-based data dissemination (QDD) [16] protocol defines a common
hierarchy of data forwarding nodes created by a quadtree-based partitioning
of the physical network into successive quadrants, as shown in Figure 2c. In
this approach, when a source node detects a new event, it calculates a set of
RPs by successively partitioning the sensor field into four quadrants, and the
data reports are sent to the nodes which are closer to the centroid of each
successive partition. The mobile sink follows the same strategy for the query
packet transmission. The main drawback of this approach is that some of the
static nodes that are selected as RPs (e.g., central node in the deployment area)
will induce a hot spot problem which may decrease the network lifetime and
reliability.
Line-based data dissemination (LBDD) [17], which is proposed for mobility
of sink and source nodes, defines a vertical line or strip that divides the sen-
sor field into two equal sized parts, as shown in Figure 2d. Nodes within the
boundaries of this wide line are called inline nodes. This virtual line acts as
a rendezvous area for data storage and look-up. When a sensor detects a new
event, it transmits a data report towards the nodes in the virtual line. This
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data is stored on the first inline node encountered. To collect the generated
data reports, the sink sends its query toward the rendezvous area. This query
is flooded along the virtual line until it arrives to the inline node that owns the
requested data. From there the data report is sent directly to the sink using
GF. Using a line as rendezvous area at the middle of the network can results in
high latency for the nodes near the boundary of the network.
RailRoad [12] places a virtual rail in the middle of the deployment area, as
shown in Figure 2e. When the source node generates data, the generated data
is stored locally, whereas corresponding meta-data (i.e., event notification) is
also forwarded to the nearest node inside the rail. When a sink node wants to
collect the generated data, a query message is sent into the rail region. This
message travels around the rail. When it reaches the rail node that stores the
relevant event notification, the rail node sends a query notification message to
the source node. Finally, source node sends data directly to the sink using GF.
Geographical cellular-like architecture (GCA) [11], which is a backbone-
based approach, defines a hierarchical hexagonal cluster architecture that basi-
cally adopts the concept of home-agent used in cellular networks. Each cluster
is composed of a header positioned at the center of the hexagonal cell and mem-
ber sensors, as presented in Figure 2f. The mobile sink sends its query to the
cell header that sink belongs to. The query packet then is propagated to all
cell headers. When the sink moves to another cell, it registers to the new cell’s
header and also informs its old cell header (home-agent) about its new header’s
position. The data packets still are propagated towards the home-agent, which
further forwards the packet to the sink’s new header. In case of sink mobility,
GCA results in inefficient (non-optimal) routing path which may increase the
data delivery latency.
The hierarchical cluster-based data dissemination protocol (HCDD) [18] de-
fines a hierarchical cluster architecture to maintain the location of mobile sinks
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and to find paths for the data dissemination from the sensors to the sink. Unlike
GCA, HCDD does not require powerful position aware nodes. Each cluster is
composed of a cluster head, several gateways, and ordinary sensors. When a
mobile sink crosses the network, it registers itself to the nearest cluster head.
Then a notification message is propagated to all cluster heads. During this
procedure, each cluster head records the sink ID and its sender such that the
transmission of future data reports can be performed easily from sources to sink.
Table 1 shows a classification of the existing data dissemination protocols,
which support multiple, mobile sinks and how HexDD differs from these exist-
ing works. All rendezvous based approaches use greedy geographic routing (i.e.,
GF). Greedy geographic routing is attractive in WSNs due to its efficiency and
scalability. However, greedy geographic routing may incur long routing paths,
and even fail due to routing holes on random network topologies. Most of the
previous studies do not discuss how to maintain the virtual infrastructure if
there are holes, a large space without active sensors, which is a common behav-
ior in any real WSN deployment. To recover from the local minima, GPSR [19]
and GOAFR [20] route a packet around the faces of a planar subgraph extracted
from the original network, while limited flooding is used in [21] to circumvent
the routing hole. Unfortunately, the recovery mode inevitably introduces ad-
ditional overhead and complexity to geographic routing algorithms. The main
problem of the backbone-based approach is the need to maintain the structure.
In addition, the hot spot problem may occur as the traffic is concentrated over
a group of cluster headers.
Most of the previous studies do not focus on reliable and real-time data
dissemination in mobile sensor networks. To handle dynamic environments ef-
ficiently and reliably, we introduce a rendezvous-based data dissemination pro-
tocol, namely HexDD, which uses hexagonal cells for geographic routing and
provides a fault tolerance mechanism to deal with imperfect conditions of real
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deployments. To bypass routing holes, we present a simple hole recovery mech-
anism which avoids to flood any other control message to find new bridge nodes.
The hole recovery mechanism tries to find the shortest path to recover holes;
therefore, it decreases latency and increases reliability of the data dissemina-
tion, as shown in Section 6. In Section 6, it is also shown that in WSNs, where
there is no hole, the proposed protocol achieves a high data delivery ratio, low
data delivery delay, and low energy consumption and outperforms the existing
approaches in these metrics. Moreover, in Section 5 we analyze analytically and
show that the communication cost of HexDD is lower than other approaches.
3 Motivating scenario: why mobile sinks?
Sink mobility assumption may be useful for numerous applications. A typical
application scenario is emergency response. As shown in Figure 1, sensors are
randomly deployed by UAVs to monitor the area of interest, e.g., a forest in a
fire fighting scenario, and detect dangerous events, e.g., fire in forest. Detec-
tion of such events is realized by event-detection algorithms, e.g., [22]. Sensors
report an alarm (including data about the current situation of the event) to
mobile sinks. Mobile sinks monitor the progression of the event and take the
appropriate actions (e.g., sending location of the fire to the mission coordinators
via a satellite). Therefore, the sink represents an important component of WSN
as it acts as a gateway between the sensor network and the end-users.
The sink mobility assumption can be enforced by the nature of the employed
application. For example, in the fire fighting scenario, the mobile entities (e.g.,
firefighters, firetrucks, UAVs, etc.) of the network have other primary tasks.
Firefighters fight cooperatively to eliminate fire in the fire field, while UAVs are
responsible for transport load (e.g., water) near the fire field or deploy sensors
to inaccessible areas of the network. Their mobility is regulated according to
their primary tasks. In the meanwhile, they are informed by the source nodes
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about the current situation of the event as they carry sink nodes onboard. The
firefighters are warned about the dangerous situation around them in time,
the spread of the fire, i.e., where it is spreading and how quickly. Therefore,
from data collection point of view, the sink mobility is uncontrollable. Sinks
move randomly around the network and get data from the sources. Moreover,
in emergency response scenarios, the use of mobile objects for data collection
makes harder the damage of such component. Indeed, if a static sink is located
in the area of interest, it can be damaged by the dangerous event such as fire,
thus making the sensors disconnected from the end-users. The mobile sinks
enable a more reliable data collection in the dangerous/inaccessible regions.
4 Honeycomb tessellation and HexDD protocol
In this section, we describe how the physical network is partitioned into virtual
hexagonal cells by the honeycomb architecture (see Figure 3), and how this
architecture is employed by the geographical routing HexDD. Individual sensor
nodes in the network are bound to cells of the virtual hexagonal tessellation
based on their geographic locations. The architecture also defines three principle
diagonal lines—‘highways’ (or ‘border lines’)—which divide the sensor field into
six parts. The lines, which intersect at the center of the network, constitute the
rendezvous region for queries and data.
Division of the sensor field into a regular tessellation is energy efficient com-
pared to other schemes such as Voronoi diagram division [23]. The construction
of Voronoi diagram consumes high energy in resource constrained sensor nodes.
Instead of square tessellation, which is used in many protocols [15,24], we use a
honeycomb tessellation for the homogeneous neighborhood it provides, i.e., all
neighbors of a cell share an edge with the cell, no neighboring cells that share
only a corner.
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Hexagonal cells are used in literature for various applications [11, 25, 26].
Here, we use hexagonal cells only for the purpose of geographical routing towards
a region. Differently from [25], where the hexagonal grid defines the topology
of the network, meaning a sensor node in each corner of the grid, we do not
assume a regular topology but a random deployment.
Creating of the architecture and our routing protocol require knowledge of
location. We assume that sensor nodes are location-aware and also know the
network boundaries, as it is also assumed in [11–17]. The location information
can be obtained either by GPS-free localization mechanisms [27,28] or by means
of a virtual coordinate system [29] during the network initialization phase. Two
sensors can communicate when they are within a distance R of each other, called
the communicable distance. We assume that the radio range R is the same for
all nodes. Through periodic interactions (beacon packets), a sensor node can
learn the location and cell of its neighbors. Sensor nodes are mainly static, and
there are multiple sinks moving randomly in the sensor field. Sinks are equal
from the information point of view; it does not matter to which sink a data
packet is sent.
In the following, we introduce the operations of HexDD protocol. The first
phase is hexagonal cell-based network partitioning, which establishes the archi-
tecture, i.e., honeycomb cells and rendezvous areas are formed. This phase is
performed in the network setup. After this setup, the network becomes ready
to execute the HexDD protocol.
4.1 Hexagonal cell-based network partitioning
Honeycomb architecture overlays a virtual honeycomb over the sensor field as
shown in Figure 4a. In the honeycomb tessellation, each cell has six neighbors
covering the surroundings from all directions. For two adjacent cells, every
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sensor node in one cell can communicate with all the nodes in the other cell.
This defines the edge length of the hexagonal cell.
As illustrated in Figure 4b, the longest distance between two adjacent cells is
l|AB| =
√
13r, where r is the edge length of the hexagon. In order for all nodes in
two adjacent cells to be able to communicate with each other, the longest length
must satisfy l|AB| =
√
13r ≤R where R is the transmission range. Therefore,
we choose the edge length of the hexagon, rmax =R/
√
13, such that sensors in
adjacent cells are within communicable distance of each other.
In the honeycomb architecture, a hexagonal cell placement and node-cell
association scheme needs to be established. In this scheme, hexagonal virtual
cells’ central points are positioned according to Figure 4c. Apparently, d = 32r
and h =
√
3
2 r, where r is the edge size of the hexagonal cell. Each virtual cell
center is located at (i ·d, j ·h) where i and j are integers. A virtual cell centered
at (i · d, j · h) is named as the cell [i, j]. Figure 4c shows the cell [i, j] and
its neighboring cells with their associated names in the XY coordinate system.
Figure 4d shows the cell naming in honeycomb architecture.
At the first step, with the given hexagonal edge length, r, each sensor node
uses its location information to associate itself with a virtual cell having a name
of [i, j]. For the node-cell association (see our previous study [7] for details), we
have used a similar geometrical approach as in [26]. For a node positioned at
point (x, y), let i = bx/hc and j = by/dc. If i+ j is even (i.e., the node is in the
yellow rectangle in Figure 4c), the node is either in cell [i, j] or in cell [i+1, j+1];
if i + j is odd (i.e., the node is in the blue rectangle in Figure 4c), the node is
either in cell [i + 1, j] or in cell [i, j + 1] depending on which center is closer.
Each sensor node uses its coordinates to associate itself with a hexagonal cell.
There is no communication overhead since each node executes the algorithm
locally.
Next, we transform the cell names of the form [i, j] into special cell addresses
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of the form [H, I]. This addressing is used in the data dissemination. Figure 3
shows the cell addressing in honeycomb architecture. We assign addresses of the
form [H, I] to each sensor in the same cell, where H is the shortest cell-count of
the node from the origin cell and I denotes the index of the hop-H hexagonal
cell. The index starts at the right side of line b in Figure 3 and increases in the
counter-clockwise direction. Hence, the nodes in the first-hop cells are addressed
as [1, 0], [1, 1], . . . , [1, 5]. Observe that nodes of the form [H, .] are all located on
the same hexagonal ring at distance H form the center cell. Since the number
of cells on Hth hop hexagonal ring is 6×H, the cell addresses range from [H, 0]
to [H, 6H − 1].
To build [H, I] addresses from [i, j] naming, we use the transformation rules
of Table 2. This special addressing has useful properties that allows simple cal-
culations for the packet flow towards the rendezvous regions. In the honeycomb
architecture, we classify the sensor nodes into two groups; (i) border nodes and
(ii) regular nodes, according to their positions (cell addresses) on the honeycomb
tessellation.
Definition 1: All the cells addressed as [H, I] are ‘border cells’ if I = q ·H,
where q ∈ {0, . . . , 5}. The nodes associated with border cells are called ‘border
nodes’. All the other notes are called ‘regular nodes’.
In the following we count the border lines using the value of q.
The honeycomb architecture defines three principle diagonals covering the
cells on the lines labeled l, b, and r, which are passing through the center cell,
as illustrated in Figure 3. The cells on these diagonal lines are called border
cells. Each half line that starts from the center cell is called border line. These
lines divide the sensor field into six regions, called hextants.
Definition 2: A ‘hextant’ is made up of cells satisfying the condition q∗H ≤
I < (q + 1) ∗H where q ∈ {0, . . . , 5}.
The first border line is a part of the hextant. The hextant number of a cell
17
a[H, I] is calculated by q + 1, where q = bI/Hc. This means that q value of
all the cells in the same hextant (including the first border line) are the same.
Each of six hextants is marked with roman numerals in Figure 3. The three
diagonal lines act as rendezvous regions for data storage and look-up. Each half
line, namely border line, is the rendezvous area for the hextant which starts at
this border line, assuming a counter-clockwise direction (see Figure 5a).
4.2 Hexagonal cell-based data dissemination
In the proposed data dissemination protocol, we use the concept of central
re-dissemination in which the packets flow towards the center cells following
previously selected directions. Instead of sending packets directly to the center
cell by using a simple geographic routing, we send data through border lines
towards the center cell. The aim is to store the generated data reports in the
border lines so that the mobile sinks can easily collect them using a query-
based data reporting method. However, our approach is purely geographical,
which means that we do not use flooding for route setup. The only required
information is the node position which is associated with a hexagonal cell in the
honeycomb architecture.
Before introducing our HexDD, we first give some important properties of
hexagonal tessellation and addressing. Let k = dI/He, thus k ∈ {1, . . . , 6}.
Inside a hextant, k equals the hextant number: k = q + 1. In a border line,
i.e., cells satisfying I = q ·H, we have k = q. HexDD performs the forwarding
of messages (data and query) following border lines and parallel directions to
border lines (see Figure 5a). When inside a hextant, the message flows in a
direction parallel to the second border line, and once reaching the first border
line it continues flowing along that border line. Two neighbor cells a[H, I]
and na[Hn, In] in the qth border, such that H = Hn + 1, satisfy the relation
I = In + q = In + k. Two neighbor cells within hextant q + 1, such that
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H = Hn+1, satisfy the relation I = In+q+1 = In+k. A flow starting from a cell
s[H, I] in hextant q+1 follows the parallel direction with the second border line
until it hits the first border line at cell b[H ′, I ′] withH ′ = (q+1)∗H–I = k∗H–I.
The properties of hexagonal tessellation given above are used by the routing
algorithm, Algorithm 1. With the given virtual infrastructure, the following
sections explain the operations of HexDD.
4.2.1 Event data forwarding
Event data forwarding in HexDD is done through border nodes towards center
region according to Algorithm 1-I. Line 5 of Algorithm 1 calculates the hextant
number k of the current cell of the node which has the data packet. Line 6,
then, determines the next cell to forward the data packet. To find next hop, H
of current cell is reduced by one because the packet will be forwarded to the cell
which is 1-hop closer to the center and I is reduced by k since the difference
between Is of two adjacent cells on the packet forwarding direction of a hextant
is equal to k for all hextants. As shown in Figure 5a with arrows, sensors route
the packets to border cells in the first line segment of the hextant, e.g., line
r for hextant II, following a direction parallel to the second border line of the
hextant, e.g., line l for hextant II. When the data reaches one of the diagonal
lines, it is forwarded along the border line towards the center cell.
Sensors in the border lines act as RPs for data storage and look-up which
means border nodes have a replica of data in their cache. When a sensor on the
border line receives a new data packet from a source node, it updates its record
with the new data so it keeps the most up-to-date data packet. Another option
can be logging all the data in the border nodes from the beginning of the event;
however, this requires a lot of memory.
To facilitate the data lookup process, two replication schemes are possible
in the border lines: the data can be either stored in all nodes of hexagonal
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Algorithm 1 Hexagonal cell-based data dissemination
1: Input: [H, I], address of the current cell
2: Input: [Hs, Is], address of the sink’s current cell
3: Output: [H, I], address of next hop cell
4: I. Find next hop cell towards center
5: k = dI/He
6: [H, I]⇐ [H − 1, I − k]
7: II. Find next hop cell towards sink
8: ks = dIs/Hse
9: H ⇐ H + 1
10: if H <= ksHs − Is then
11: I ⇐ I + ks − 1 // In the border line
12: else
13: I ⇐ I + ks // within the hextant
14: end if
cells or just in the cell-leader of each cell. The first scheme needs a fine-tuning
of border line width, w, to prevent an increase of congestion under high traffic
load conditions, while the second one requires a periodic cell-leader election and
a replication mechanism. As in [17, 30], we disregard the lines’ width w. We
assume that each border line covers only one cell (see Figure 5b).
The HexDD keeps the traffic flow in all regions of the network nearly bal-
anced because honeycomb architecture divides the network space into six par-
titions and each partition uses a different border line segment for data dissemi-
nation; therefore, the traffic is spread among the different border lines.
4.2.2 Querying
In order to retrieve specific data, a sink sends a query towards the center by
using Algorithm 1-I. The data and query packets are sent towards the center
by using the same forwarding directions which are shown in Figure 5a. The
first border node which receives the query forwards it towards the center cell.
Each node in the border cells checks its cache when it receives a query. If the
data requested is in the cache of a border node, it sends data back to the sink.
Replicating data on the border cells can decrease the cost of data look-up and
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the data delivery latency.
4.2.3 Event data delivery to sink
To send data towards the sink, the reverse path of the sink’s query forwarding
path can be calculated by using the cell address of the sink as given in the
Algorithm 1-II, or can be stored in the query packet. The forwarding directions
of the data packets from center to the sinks are exactly the opposite directions
of the arrows shown in Figure 5a. Line 8 of the Algorithm 1 calculates the
hextant number of the sink’s current cell. Line 9 increases the H by one to
get to the next hexagonal ring which is 1-hop closer to the hexagonal ring of
the sink’s cell. The data first travels in one of the border lines according to
hextant number ks of sink’s cell. In line 10, H is compared with ksHs − Is to
determine the number of hops that the packet should be forwarded along the
border line. Thus, the condition in line 10 ensures that the packet does not go
further on the border line when it reaches the turning point towards the sink.
If the packet is still on the border line, I is increased by ks−1 in line 11. When
the packet reaches the cell which is on the same line (i.e., line s parallel to line
r in Figure 5b) where sink’s cell is also located, the packet is forwarded towards
the inside of the hextant. Within the hextant, I of the current cell is increased
by ks in line 13 until the packet reaches the cell of the sink.
Before sending data to a regular node, the algorithm always checks if there
is a sink node in the next hop cell. If so, the data is sent to the sink in the next
cell. Otherwise, it sends the data packet to a sensor node in the next cell until
the packet reaches to a sink.
Figure 5b shows the data and query dissemination in HexDD. If there is no
neighbor node to forward the packet (i.e., query or data packet) in the next 2-
hop cells calculated by the Algorithm 1, the protocol switches to route recovery
procedure explained in the following section.
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4.3 Handling imperfect conditions of wireless communication
In our hexagonal tessellation construction, we consider a widely used assump-
tion for transmission range. All sensors have the same circular transmission
range, R. However, in real sensor deployed environments, radio irregularity
(i.e., non-uniform transmission range and/or non-circular transmission range),
which obviously affects the network connectivity, can be observed. The effect
of the radio irregularity on our hexagonal tessellation based routing is that a
sensor node a in cell A may not be able to communicate with some of the sensor
nodes in neighboring cells if the transmission range of node a is smaller that R
(i.e., Ra < R) or the transmission range is non-circular. In case of small dif-
ference between Ra and R, the possibility of having some links to neighboring
cells (i.e., connected neighbors to node a) is higher. However, the difference be-
tween Ra and R may be high in some environments. In this case, node a cannot
communicate with some of the neighboring cells or it may be disconnected from
the network. Both cases create some routing holes in the network.
An other issue, which can create routing holes, is localization errors in real
deployments. The hexagonal tessellation and our geographic forwarding pro-
tocol rely on each node being able to estimate its own coordinates. These
estimates are highly likely affected by a non-negligible error, which in turn af-
fects the calculated cell addressing [H, I] used for packet forwarding. We use
a kind of polar coordinate system to address the cells of the tessellation. This
addressing scheme serves as a positioning (coordinate) system that is rougher
than the coordinates of the sensor nodes, with a precision appropriate for the
transition range. A localization estimate with a reasonable error err < r, where
r is the edge length of a hexagonal cell, will result in the same cell address [H, I].
Therefore, the packet forwarding mechanism will not be affected by the local-
ization errors. If a given node, which is close to the boundary of its hexagonal
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cell, calculates a wrong cell address due to localization error, the erroneous cell
address will be one of the neighbor cells of its real cell. The localization errors
may result in some empty cells or some deviations form the regular path of a
packet in HexDD.
To handle routing holes and forwarding path deviations created by the imper-
fect conditions of the wireless environment, in the following section we present
a fault tolerance mechanism, which discusses how to determine and bypass the
routing holes. This fault tolerance mechanism makes our scheme more feasible
in real sensor network deployments. As long as a node, which has a packet
to forward, has at least one neighbor in one of the neighboring cells, HexDD
combined with fault tolerance mechanism can find an alternative path towards
the destination of the packet.
4.3.1 Fault tolerance
Algorithm 1 assumes that there is at least one node which will perform multi-hop
routing within each cell. However, this may not be always the case. Sometimes
an area of the network can be lost for different reasons, e.g., environmental
reasons such as fire. Holes are created where there is a group of cells that do
not have any active node inside. Moreover, the imperfect conditions of the
wireless communication discussed above may also create holes in the network.
In our previous study [8], we discuss possible solutions for fault tolerance. In
this article, we propose and present a complete hole detection and bypassing
mechanism, which is one of the most important features that shows how we
maintain the honeycomb architecture even if parts of the network are lost.
A sensor can easily detect the hole region by checking its neighbor table,
which is updated by periodic beacon packets. If the sensor has no neighbor
on the next 2-hop cells in its radio range, it concludes that there is a hole at
that area of the network. Algorithm 2 gives the details of HexDD with hole
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Algorithm 2 HexDD with Hole Recovery
1: Input: [H, I], address of the current cell
2: [Hs, Is], address of the sink’s current cell
3: N = {n1, . . . , nm}, list of neighbors
4: Na = {[H1, I1], . . . , [Hm, Im]}, list of cell addresses of neighbors
5: Output: n, next hop neighbor to forward the packet
6: I. Find next hop neighbor towards center
7: [Hc, Ic]⇐ Find next hop cell towards center (Alg. 1.I)
8: if [Hc, Ic] = [Hi, Ii] ∈ Na then
9: n⇐ ni {forward data to neighbor in next cell}
10: else {there is a hole, enter route recovery}
11: n⇐ nj with Hj the smallest H in Na
12: end if
13: II. Find next hop neighbor towards sink
14: k = dIs/Hse
15: p = Is − (k − 1)Hs
16: if [H, I] in the regular path then
17: [Hc, Ic]⇐ Find next hop cell towards sink (Alg. 1.II)
18: if [Hc, Ic] = [Hi, Ii] ∈ Na then
19: n⇐ ni {forward data to neighbor in next cell}
20: else {there is a hole, enter route recovery}
21: n ⇐ nj with [Hj , Ij ] where |Hs − Hj | + |Ij − (k − 1)Hj − p| is the
minimum in Na
22: end if
23: else {packet is already in the route recovery}
24: n⇐ nj with [Hj , Ij ] where |Hs−Hj |+ |Ij−(k−1)Hj−p| is the minimum
in Na
25: end if
recovery.
Algorithm 2-I explains route recovery when sending packets towards center.
Line 7 of the algorithm calculates the next hop cell and line 8 checks if there is a
neighbor in the next cell. If there is no neighbor in the next cell, the algorithm
enters route recovery in line 10. To find an alternative path, in line 11, the sensor
sending its packet (i.e., data or query) towards center checks its neighbors and
chooses the neighbor having the smallest H, which shows the shortest cell-count
of the node from the origin cell (see node C in Figure 6).
Algorithm 2-II explains route recovery when the data is being sent from the
center to the sink. In line 15, p, the maximum number of hops between the cell
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of the sink and the first border line, is calculated. That is the number of hops
between lines s and b (i.e., first border line of the hextant) in Figure 6. Line
16 checks if the current node is in the regular path of the packet to know if the
packet is already in the route recovery or not. The node is in the regular path
if H <= Hs − p and I = Hk − (Hs − p) or H > Hs − p and I = (Hs −H)k,
otherwise it is off the regular path. If the packet is in the regular path, in
line 17, the next hop cell is calculated based on Algorithm 1-II. If there is no
neighbor in the next hop cell, the packet enters route recovery at line 20. In
line 21, the packet is forwarded to the neighbor nj within cell [Hj , Ij ] where
Hj is the closest to Hs and Ij is the closest to p + (k − 1)Hj in neighbor list,
Na. This approach achieves to forward the data packet to the cell which is on
the hexagonal ring that is the closest to the hexagonal ring of the sink. At the
same time, it tries to keep the same distance from the second border line (i.e.,
line r) as sink. In Figure 6, where both the sink and the node E are located on
the line s, node E in cell [2, 0] forwards the packet to the cell [4, 1] according to
the rule in line 21. If the packet is already in the route recovery, it applies the
same rule in line 24.
This mechanism is simple and efficient since it avoids to flood any other
control message to inform other nodes about the hole, which is required to find
new bridge nodes. This is mainly the advantage of using honeycomb tessellation
and the chosen addressing scheme. It is important to point out that in HexDD,
if a hole happens at the center of the network, the crossing area of the border
lines at the central region should be shifted to a closer location which is not
affected by the hole, or the first possible hexagonal ring which excludes the hole
can become the central region.
Instead of calculating forwarding path between the center and a sink by
Algorithm 2-II, the reverse path can be stored in the query. Since the sink
sends a new query whenever it changes its cell, saving the path in the query is
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also efficient. The reverse path in the query recovers the hole at the path back
to sink (i.e., assuming communication links are bidirectional) because when the
query is being sent towards center, the alternative path is calculated and stored
in the query. However, if a new hole is formed on the path back to the sink, the
reverse path stored in the query packet will not be valid anymore.
4.4 Mobility support
The mobility of WSN, where most of the sensors are stationary, can be divided
into the source (stimulus) mobility and sink mobility.
The impact of source mobility on the dissemination scheme is very small
because when stimulus moves from one cell to another cell, a sensor that captures
the stimulus becomes the source node and sends the data towards the center.
In our study, the aim is collecting data about the event. For also tracking the
event, each data should be augmented with the location of the source node. On
the other hand, to support sink mobility, tracking the location of a sink becomes
more critical for data delivery. If the sink moves inside its current cell, there
is no need for another process since the data will be forwarded to the same
neighboring cell until the sink leaves its cell. When the sink moves to another
cell, it needs to send a new query message towards the center to inform the
center nodes about its new cell. If any border node has the requested data in
its cache (see node A in Figure 7), it directly sends data to the new cell of the
sink.
Although it is assumed that sensor nodes are stationary in our study, HexDD
can also handle mobility of sensor nodes. Sensors can easily recalculate their
new hexagonal cells by using node-cell association algorithm [7] while they are
moving. However, the uniform deployment of the sensor network should not be
affected by the mobility of sensors. Thus, HexDD allows for a limited mobility
of sensor nodes, meaning that the percentage of moving nodes should be low,
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so that the risk of having disconnected network partitions and too many holes
in the network will be kept low.
4.5 Resizing rendezvous regions
In HexDD protocol, most of the traffic is concentrated on the center cell. If the
number of events and sinks is high, congestion may happen around the center
of the network and creates a hot spot region problem. A solution to hot spot
region problem is to adjust the size of the central region (i.e., number of center
cells and number of sensors in the center cells) according to the size of the
network and the network traffic. The HexDD protocol can easily establish the
size of the central region according to the number of sink-source pairs in the
network. While there is only one sink-source pair in the network, one center
cell can be enough to avoid congestion. On the other hand, for larger number
of sink-source pairs, the central region consisting of center cell and the cells at
the first and/or second hexagonal rings can achieve better performance. For
this adaptive mechanism, HexDD simply checks the queue size of the nodes
in the central region. If the queue size is above a certain threshold, one more
hexagonal ring joins the central region to serve as rendezvous area. The effect
of central region resizing on the performance of HexDD protocol is evaluated in
Section 6.2.5.
5 Performance analysis
This section provides an analytical study of communication cost and hot spot
traffic cost of HexDD and other protocols given in Section 2. The communi-
cation cost represent the total amount of messages generated in the network
during the data dissemination and look up process. It is important to estimate
communication cost since it has a direct influence on the network lifetime. The
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hot spot traffic cost is the total energy consumption of one single node located
at hot regions. It is also important because it restricts the network scalability
and lifetime.
5.1 Analysis model and assumptions
We consider a network with large number of nodes being deployed uniformly
and distributed over a unit area. We use the function H(l) as the number
of hops on a path between two arbitrary nodes x and y such that |x, y| = l
is the euclidean distance between these two nodes. According to [31], given a
geographical routing protocol, we have H(l) = ζ lr where r is the communication
range and ζ ≥ 1 is a scaling factor that depends on the spatial node density λ.
For simplicity in our analytical analysis, we assume that ζ = 1.
For conformity with the analysis in [12], we consider four types of messages:
event notification, query, data, and control messages, whose sizes are pe, pq, pd,
and pc respectively. We consider m sinks moving randomly in the sensor field
as well as n sources. Each sink generates a number of queries equal to q¯ and
each source generates a number of events equal to e¯. Thus, the total number of
queries and events can be written as mq¯ and ne¯.
5.2 Communication cost
The total communication cost is the sum of the communication cost brought by
all control messages, event notification messages, queries, and data messages.
In other words, it represents the total number of messages generated in the
network during the data reporting, data lookup, and data collection processes.
The total communication cost is the summation of three components:
(i) CDD: cost of data reporting to the rendezvous region
(ii) CDL: cost of data lookup (query dissemination) to the rendezvous region
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(iii) CDT : cost of transferring data from the rendezvous region to a sink
Therefore, the total communication cost of a given protocol is Cprotocol =
CDD+CDL+CDT. We use the following metrics in the calculations: (i) Dsrc,rdv
– the distance between the source node and the rendezvous region, (ii) Dsink,rdv
– the distance between sink and the rendezvous region, (iii) Drdv,sink – the
distance between the rendezvous region and sink. In what follows, we compare
the HexDD, LBDD, TTDD, GHT, and RailRoad protocols. Figure 8 shows the
worst case scenarios for each protocol, which is considered in the calculations.
HexDD: In case of HexDD, upon the detection of a new event, the sensor
node sends the sensor reading towards one of the border lines and then to the
central region. In the worst case, this message travels the path from source to
RP, Dsrc,rdv = 12 +
√
3
6 ≈ 0.79, in Figure 8a and meets about H(0.79) nodes. To
retrieve data, a mobile sink sends a query message which is forwarded towards
one of the border lines and then forwarded to the center. In worst case, the query
travels the path from sink to RP, Dsink,rdv = 12 +
√
3
6 ≈ 0.79, in Figure 8a and
meets aboutH(0.79) nodes. After the query and data meet at the central region,
the data packet is transferred from the RP to the sink, Drdv,sink = 12+
√
3
6 ≈ 0.79,
and meets in the worst-case H(0.79) nodes. Therefore, the total communication
cost of HexDD is
CHexDD = ne¯pdH(0.79) +mq¯pqH(0.79) + ne¯pdH(0.79).
LBDD: In the case of LBDD, upon the detection of a new event, the sensor
node sends the measured data towards the line. In the worst case, this message
travels Dsrc,rdv = 0.5 in Figure 8b and meets about H(0.5) nodes. To retrieve
the data, a mobile sink sends a query message which is forwarded greedily
towards the line. This message is then propagated along the line until it is
received by the corresponding inline-node. In the worst case, the query travels
Dsink,rdv = 0.5+1 and meets about H(1.5) nodes. Then, the data is transferred
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from the inline-node to the sink, traveling Drdv,sink =
√
5/2 ≈ 1.12 and meets in
the worst-case H(1.12) nodes (diagonal of a half square). To avoid the transfer
of duplicated data, it is supposed that a sink receives a response to its query
only if the inline-node owns a new data. The total communication cost of LBDD
in the worst case is then
CLBDD = ne¯pdH(0.5) +mq¯pqH(1.5) + ne¯pdH(1.12).
GHT, TTDD, and RailRoad: The total communication cost of GHT,
TTDD, and RailRoad are calculated in a similar way. As shown in Figure 8c,
for GHT, Dsrc,rdv = Dsink,rdv = Drdv,sink =
√
2 ≈ 1.41. For TTDD calculation
(i.e., the equation of CTTDD), each term indicates the communication costs
of grid construction, query forwarding, and data forwarding, respectively. As
shown in Figure 8e, in RailRoad, Dsrc,rdv = Dsink,rdv =
√
2/4 ≈ 0.35, and
the perimeter of the Rail is 2. Each term of CRailRoad equation indicates the
communication cost of event notification, query forwarding, query circulation,
query notification, and data dissemination (for further details, refer to [12]).
CGHT = ne¯pdH(1.41) +mq¯pqH(1.41) + ne¯pdH(1.41);
CTTDD = n
4λ
H( 1c )
pc +mq¯[λc2 +H(2)]pq
+ne¯[H(2) +H(
√
2/(2c))]pd;
CRailRoad = ne¯peH(0.35) +mq¯pqH(0.35) +mq¯pqH(2)
+ne¯pqH(0.35) + ne¯pdH(
√
2).
Figure 9 shows the comparison of the worst-case communication costs of all
approaches for two scenarios. We consider 1000 sensor nodes deployed on a unit
square sensor field of size 1×1. The sensor coverage area radius is r = 0.1 and
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we suppose that the size of a TTDD cell c = 0.25. The first scenario considers a
fixed number of queries per sink (q¯ = 50) with a varying number of data reports
per source node. The results for the first scenario are shown in Figure 9a.
In the second scenario, we consider a fixed number of data reports per source
(e¯ = 50) for a varying number of queries per sink, where the results are shown
in Figure 9b.
It can be seen that TTDD presents a rather high communication cost in both
scenarios resulting from its need to build grids and its routing strategy along
the grid. RailRoad and LBDD, which implement a large virtual infrastructure,
are more suitable for scenarios with a high number of data reports as shown
in Figure 9a. The reason is that the infrastructure reduces the communication
path; thus, it also reduces the cost between the source and the node having
the disseminated data. On the other hand, the protocols GHT and LBDD
are more suitable for scenarios with a large number of queries because these
protocols propose a low look-up cost as shown in Figure 9b. Finally, HexDD,
which combines a large infrastructure with a central re-dissemination strategy
reducing the data look-up cost, presents a lower communication cost in both
scenarios.
5.3 Hot region traffic cost
In rendezvous-based protocols it is important to estimate how densely messages
are concentrated on the rendezvous area. Hot region traffic cost is the average
energy spent by a hot spot region node. In data-centric storage such as GHT,
all messages are directed to several home nodes. To prevent home nodes from
being exhausted due to heavy traffic, replicas of home nodes are chosen. This
approach, however, increases the total energy consumption and the replication
cost of home nodes. In Railroad, every query and event summary is sent to
the Rail, which can be the bottleneck that limits the network lifetime. Also,
31
in HexDD queries and data packets are forwarded toward border lines, which
are becoming hot regions in the network. In this section, we analyze the hot
region traffic cost of GHT, RailRoad, LBDD and our approach HexDD. In the
following calculations, T is the amount of energy for a node to transmit a single
bit, and R is the energy needed to receive a bit.
In data-centric storage, the home nodes can be hot spots, and the hot spot
traffic cost can be written as follows [30]:
EHGHT = R[
ne¯
s
pd +
1
γ
mq¯
s
pq] + T [
1
γ
ne¯
s
pd]
where γ is the number of nodes in a replica set including the home node. It
means a home node has γ − 1 replicas. When γ is set to 1, there exists no
replica nodes but the home nodes. There are s different event types in the
network. We assume that there is only one event type (s = 1) in the network
for the calculations. All data and query packets coming from sources and sinks
are received by the home node, i.e., R(ne¯pd + 1γmq¯pq). The home node, then,
transmits the data packet to the sinks, i.e., T ( 1γne¯pd).
The hot spot traffic cost of Railroad can be written as follows [30]:
EHRR =
1
NR
[
Rne¯peNST + Rmq¯pqNRT +
Tne¯pe + Tne¯pq + Tmq¯pqNRT
]
where NR, NST , and NRT stand for the number of the rail nodes, the number of
rail nodes in a station , and the number of nodes that a query stays in a single
tour around Rail, respectively. In an event notification process, one node out of
NST nodes transmits the event notification packet (i.e., Tne¯pe) sent by a source
node and NST nodes receive this event notification packet (i.e., Rne¯peNST ). For
query flooding in the Rail, NRT nodes out of NR nodes receive a query packet
(i.e., Rmq¯pqNRT ) sent by a sink and NRT nodes out of NR nodes transmit the
query packet (i.e., Tmq¯pqNRT ). Finally, one node out of NRT nodes transmits
the query packet to the source node (i.e., Tne¯pq). The data is directly sent from
source to sink with GF.
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The hot spot traffic cost of LBDD can be written as follows:
EHLBDD =
1
NL
[
Rne¯pdNST + Rmq¯pqNL +
Tne¯pd + Tmq¯pqNL
]
where NL is number of inline nodes and NST is the number of inline nodes
in a station which is a small group of nodes in the virtual line. In the data
dissemination process, NST nodes out of NL nodes receive a data packet (i.e.,
Rne¯pdNST ) sent by a source node. For query flooding in the line/strip, NL
nodes receive the query packet (i.e., Rmq¯pqNL) sent by a sink and NL nodes
transmit the query packet (i.e., Tmq¯pqNL). Finally, one node out of NST nodes
sends the data packet to the sink (i.e., Tne¯pd). GF is used to send data to the
sink.
The hot spot traffic cost of HexDD is as follows,
EHHexDD =
1
3NBL
[
2Rne¯pd
NBL
2NC
+ Rmq¯pq
NBL
2NC
+
2Tne¯pd
NBL
2NC
+ Tmq¯pq
NBL
2NC
]
where NBL is the number of border nodes in a diagonal line, and NC is the
average number of nodes in a cell. NBL/2NC is the number of cells on a border
line . Since one node per cell transmit or receive the packets, NBL/2NC is also
the number of nodes having the packets on a border line. In data dissemination
and data transfer process, a node in each cell receives and transmits the data
packet along the diagonal line (i.e., 2Rne¯pd NBL2NC +2Tne¯pd
NBL
2NC
). The sink’s query
travels the border line (i.e., Rmq¯pq NBL2NC + Tmq¯pq
NBL
2NC
). The above formula for
the hot spot traffic cost of HexDD can be written as:
EHHexDD =
1
3NC
[
Rne¯pd + Rmq¯pq(0.5) +
Tne¯pd + Tmq¯pq(0.5)
]
For calculation of the hot spot traffic costs of the protocols, the number of
sources n and number of sinks m vary between 1 to 18 in the first set of analysis
to see the effect of number of sinks and sources on the hot spot regions. In the
second set of analysis, we set n to 5 and m to 15 and the number of queries
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per sink and the number of events per source are varied to see the effect of the
network traffic generated by sinks and sources on the hot spot regions. Total
number of nodes N in a sensor field of 1000m × 1000m is set to 10000. The
number of rail nodes NR is 8% of total nodes and the number of nodes that
receive a query in the Rail NRT is 480. In the analysis, we use the same values
used in [30] for the number of rail nodes in a station NST , and R/T which are
taken as 16 and 3/8, respectively. Both the width of the Rail and the station
are set to 40 m, that is the radio range of the sensor nodes. Based on the values
given above, the average number of nodes in a cell, NC , is 3 in HexDD. We set
pe = pc = pq and pd = 2× pq.
In Figures 10, 11, and 12 we show the hotspot traffic cost of HexDD com-
pared with other protocols. In the first graphs of Figures 10a, 11a, and 12a,
x axis is the number of sinks (m) and y axis is the number of sources (n). In
the second graphs of Figures 10b, 11b, and 12b, x axis is the total number of
queries (mq¯) and y axis is the total number of events (ne¯). The z axis of the
graphs shows the ratio between the hot spot traffic cost of HexDD (EHHexDD)
and the hot spot traffic cost of another protocol (EHprotocol). A border node in
HexDD processes less data than a rendezvous node in the other protocol if the
ratio EHHexDD/EHprotocol < 1.0. In the first set of graphs, the aim is to see
the effect of varying number of sinks and sources on the hot spot traffic costs
of the protocols. The second set of graphs shows the hot spot traffic costs in
the event-driven scenario, where the number of event messages per source (e¯)
is larger than the number of queries per sink (q¯), and in the query-based sce-
nario, where the number of queries per sink is larger than the number of event
messages per source.
Figure 10a shows the hot region traffic cost of HexDD compared with the
data-centric storage GHT with varying number of sinks and sources. The result
shows that a home node in a data-centric storage has to process much more
34
requests than a border node in HexDD protocol since EHHexDD/EHGHT < 1.0
for all the given values of number of sinks and number of sources. This is
more remarkable as the number of sources increases and the number of sinks
decreases. In Figure 10b, where we vary the number of queries per sink and the
number of data reports per source, the same behavior is observed as the total
number of events increases and the total number of queries decreases. Both
graphs show that the hot spot traffic cost of HexDD is much less than that of
a data-centric storage.
In Figure 11 we compare the hot region traffic costs of HexDD and RailRoad.
The results in Figure 11a show that when we have many event sources but a cou-
ple of sinks in the network (i.e., see n = 15, m = 3, and EHHexDD/EHRR = 1.8
in the figure), a border node in HexDD processes much more requests than
a rail node in RailRoad. This is due to the fact that RailRoad does not
process/forward data reports in the Rail region; on the other hand, in HexDD di-
agonal lines are also used for data forwarding to cache data on the border nodes
for sink queries. This is an expected results because HexDD is designed for net-
works where the difference between the number of sinks and sources is not very
high. For instance, when n = 15 and m = 6, the ratio EHHexDD/EHRR = 0.98
so HexDD is still better than RailRoad. As observed in the figure, when the
number of sinks is greater than or equal to the number of sources, the hot spot
traffic cost of HexDD is much less than that of RailRoad. Figure 11b presents
the results of a scenario having 15 sinks and 5 sources in the network. Ap-
parently, HexDD becomes advantageous over RailRoad in terms of hot spot
traffic cost in the query-driven scenarios, where the query generation rate is
higher than the event generation rate. Also, when the total number of queries
is close to the total number of events, HexDD still processes less requests on the
rendezvous lines than RailRoad.
Figure 12 compares the hot region traffic costs of HexDD and LBDD. It has a
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similar behavior with the previous graphs for RailRoad comparison because the
ratio EHRR/EHLBDD ' 0.6 for the given network specifications. This means
that an inline node of LBDD already processes more requests in the line-based
rendezvous region than a rail node in RailRoad. Also, as shown in Figure 12a,b,
an inline node of LBDD processes much more requests than a border node
of HexDD in most of the cases. The same observations previously discussed
for RailRoad comparison are also valid for LBDD comparison. Only the ratio
EHHexDD/EHLBDD is smaller than the ratio EHHexDD/EHRR for the same
inputs. For instance, when n = 15 and m = 6, the ratio EHHexDD/EHLBDD =
0.59.
In this section, we analyzed the influence of the rendezvous region place-
ment on the number of packets (i.e., query and data) processed (i.e., re-
ceived/transmitted) in each protocol during the data dissemination. We also
analyzed the effect of network traffic generated by sinks and sources on the
load created in rendezvous regions of different protocols. In these analytical
analyses, networking issues, such as packet drops, retransmissions, congestion
near hot spot regions, were not taken into account. In the following section, we
evaluate the performance of the protocols by simulating realistic scenarios and
networking conditions.
6 Performance evaluation
For the purpose of performance evaluation, we compare the proposed protocol,
HexDD, with two other rendezvous-based approaches, LBDD, and TTDD. We
choose TTDD and LBDD for the comparison since we would like to investigate
the effect of using hexagonal tessellation instead of rectangular grids and using
three diagonal lines acting as rendezvous area instead of only one line-based
region. The simulations were carried out to evaluate routing performance and
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the fault-tolerance performance of the protocols. We also investigate the effect
of central region size on HexDD protocol.
For this purpose, first, we analyze the protocols with varying number of
sink-source pairs. Second, we explore the impact of sink mobility (i.e., sink’s
maximum speed) on the performance of these protocols. We then analyze the
fault-tolerance performance and vary the total number of holes and the size of
holes in the network. We also analyze the protocols’ energy distribution maps
which are important to see hot spot regions created by each protocol in the
network. Indeed, since all data reports and queries are concentrated over the
central region in HexDD protocol, the hot spot problem can arise, limiting the
network lifetime and the scalability. To prevent the central cell from being a
bottleneck, it is possible to design a larger central region, including the first
hexagonal ring, to better distribute the load among its nodes. Therefore, we,
finally, test the routing performance of HexDD with different size of central
region (i.e., center with one cell or center with first hexagonal ring) to see if
we can reduce energy consumption per node at the center with a larger central
rendezvous region.
6.1 Simulation environment
HexDD protocol is implemented and tested in NS2 [32]. To guarantee a fair
comparison between TTDD and HexDD, we set simulation parameters com-
parable to those used in [15]. This includes simulation of IEEE 802.11 DCF
as the underlying MAC and an energy model in which a sensor’s transmit-
ting, receiving and idling power consumptions are set to 0.66W, 0.395W, and
0.035W, respectively. Although IEEE 802.15.4 is a standard developed to meet
the needs for low-power and low-cost wireless communication, we prefer to use
IEEE 802.11 standard in our simulations to be comparable with previous stud-
ies. A comparative performance study of IEEE 802.15.4 and IEEE 802.11 can
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be found in [33]. The cell size in TTDD is set to 600m. In LBDD, width of the
virtual line is set to 250m. Each node has a transmission range of 250m. For
routing performance simulations, 250 sensor nodes are randomly distributed on
a 2000×2000 m2 field. For fault-tolerance performance simulations, 210 nodes
are randomly distributed on a 1500×1500 m2 field. Each simulation run lasts for
200 s. Results are averaged over six random network topologies. A source gen-
erates one data packet per second, so there are in total 200 data packets/source
sent. Sinks’ mobility follows the standard linear mobility model. Mobile sinks
could attain a maximum speed up to 14 m/s with 5 s pause time. The stim-
uli remain static during the simulation time. For different sets of simulations,
speed, and pause times of sink are varied.
We use the following metrics to evaluate the performance of the protocols:
(i) Data delivery ratio: defined as the ratio between the total number of data
packets received by the sinks and the total number of event data generated by
the sources; (ii) Data delivery delay: defined as the total time elapsed between
the data generation by a source and its reception by a sink, also averaged over all
sink-source pairs; and (iii) Energy consumption: defined as the communication
(transmitting and receiving) energy the network consumes; the idle energy is
not counted since it depends largely on the data generation interval and does
not indicate the efficiency of data delivery.
6.2 Simulation results
For each metric, we have evaluated the performance in four different scenarios:
• Impact of the number of sink-source pairs: In this scenario, the number
of sink-source pairs is varied. Mobile sinks could attain a maximum speed
up to 10 m/s with 5 s pause time.
• Impact of sink mobility: We test the performance of the protocols under
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both low mobility (i.e., 4–5 km/h for walking humans) and high mobility
(e.g., 50–60 km/h for UAVs) scenarios. The sinks’ speeds are set to 0, 5,
10, 15, and 20 m/s (0 to 72 km/h) with a pause time of 5 s, where the
speed of 0 m/s allows for static sinks in the network. The speed 20 m/s
means that a sink crosses the border of a cell approximately every 7 s (i.e.,
2r = 138.5 m which is the longest distance in a hexagon, 138.5/20 ∼= 7 s)
in HexDD. There are 6 sink-source pairs in this scenario.
• Impact of the number of holes in the network: To see the performance
of the fault tolerance mechanism, we create holes in the network for this
scenarios. Each different shaped and middle sized hole covering 5 cells in
the network is randomly generated and positioned on a hextant or over
the border lines. The number of sources is equal to the number of holes
in the network. Each source is placed on a location where it is affected
by at least one hole. Three destination sinks are chosen randomly in the
network.
• Impact of the size of holes in the network: In this scenario, we test the
performance of the fault tolerance mechanism in terms of size of holes. In
this set of simulations, there are one sink-source pair and one hole in the
network. The size and the shape of the hole is changed for different runs.
The size of the hole is represented as the number of cells that the hole
covers.
6.2.1 Data delivery ratio
In the first three scenarios showing impact of sink-source pairs, sink mobility,
and number of holes, we observe that HexDD outperforms others, as shown in
Figure 13a–c. In these scenarios data delivery ratio for LBDD and TTDD is
in the range 86%–98%, whereas for HexDD the range is 94%–100%. The use
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of six border lines in HexDD allows to better distribute the load among the
nodes inside the rendezvous area. This assures high delivery ratio even for large
number of sink-source pairs (see Figure 13a). Even though there is no explicit
mobility tracking scheme in HexDD, it functions well under high mobility (see
Figure 13b). The hole recovery mechanism in HexDD achieves a more reliable
packet delivery than LBDD and TTDD (see Figure 13c).
Figure 13d shows the data delivery ratio vs. increasing hole size. The hole
recovery mechanism in HexDD works well also for varying size of holes, as a
result the data delivery ratio is high. TTDD performs better in such a scenario.
Its grid structure allows the data packets to find other paths to bypass a hole
even when we have a large hole in the network, thus the success ratio of TTDD
is the highest. LBDD has the lowest performance because for larger holes the
GF has more difficulties to find a path along the boundary of the hole and most
of the time fails to route packets across the big holes.
6.2.2 Data delivery delay
As shown in Figure 14a–d, in all scenarios TTDD has the highest delay. In
Figure 14a, the increase in the delay of TTDD is due to the time spent for the
creation and the propagation of the grid for each source. The reason of the high
delay of TTDD in Figure 14b is that sink mobility causes the reconstruction
of a new path between the sink and the dissemination point on the grid every
time the sink changes its local cell. TTDD has the highest delay in Figure 14c,d
since the alternative paths along the grids to bypass holes are in most of the
cases longer than the possible shortest path between a source and a sink. The
delay of LBDD and HexDD are close to each other in all scenarios. The delay of
HexDD is smaller than LBDD in scenarios showing the impacts of sink-source
pairs, and sink mobility in Figure 14a,b, respectively. This is because a sink
can access data stored in the border lines in a short time in HexDD even while
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it is moving around the network. In routing hole scenarios, the delay of LBDD
is lower that HexDD as shown in Figure 14c,d. The reason of this is that in
LBDD more packets get stuck in the holes and the lost packets are not included
in the delay results. HexDD tries to forward packets along the boundary of a
hole via the shortest possible path so it also has a low delay.
6.2.3 Energy consumption
In all scenarios shown in Figure 15, TTDD presents a rather higher energy
consumption than HexDD and LBDD. In varying sink-source pairs and sink
mobility scenarios (see Figure 15a,b, respectively), the energy consumption of
TTDD is the highest since there is no global virtual infrastructure in TTDD,
instead for each source node a separate grid structure is constructed. In rout-
ing hole scenarios (see Figure 15c,d), the energy consumption of TTDD is the
highest due to long data forwarding paths on the grid between sources and sinks
to evade holes. Thus, in TTDD there is a trade-off between the energy spent
for recovering holes and the data delivery ratio. TTDD achieves a high data
delivery ratio in hole recovery scenarios (see Figure 13d), but it is very costly.
Energy consumption of HexDD is the lowest in all scenarios as shown in
Figure 15. The global virtual hexagonal infrastructure of HexDD results in
lower energy consumptions since data packets are required to send only towards
the rendezvous nodes (i.e., nodes in border lines). In routing hole scenario
shown in Figure 15c, the energy consumption of HexDD first increases until a
certain point (see between 0 and 3 holes in the figure) since it achieves to recover
holes and find paths between sources and sinks. After that point, the energy
consumption decreases slightly because the data delivery ratio of HexDD also
decreases slightly (see Figure 13c). Less data forwarding results in less energy
consumption. Energy consumption of HexDD in Figure 15d has also a similar
behavior. The energy consumption of LBDD is higher than HexDD, but it stays
41
more or less same when we increase the number or size of holes in the network
(see also Figure 13c,d, respectively). This is because the LBDD protocol always
tries to find a path on the border of a hole and it forwards data packet until it
gets stuck at some point. Therefore, LBDD still consumes energy on the same
level although it has a lower data delivery ratio (see Figure 13c,d) when we
increase the number or size of holes in the network.
6.2.4 Hotspot regions
The use of a virtual infrastructure for the data dissemination can lead to the
hot spot problem. Indeed, as all data reports and queries are concentrated
over the rendezvous area, the hot spot problem can arise, limiting thus the
network lifetime and the scalability. In this set of simulations, we analyze hot
spot region in a network having six sources and one sink, which is located at
different locations for three different scenarios. The simulation run lasts for
600 s.
Figure 16 shows the distribution map of energy consumption for the proto-
cols. Energy consumptions in hello packet transmissions for neighbor discovery
and idle mode are not shown in the maps since it depends largely on the data
generation interval and does not indicate the efficiency of the protocol. Although
energy consumption is highly variable and depends on the current location of
the sink and source, an important observation about our approach is that nodes
in the border lines experience a higher energy consumption, which shows that
energy consumption is distributed among the nodes in the rendezvous region.
On the other hand, the nodes close to the center of the network consume the
highest energy, as expected. The maximum energy expenditure of a center node
is around 1200W (see Table 3). It is, therefore, observed that in HexDD the
network lifetime is defined by a few nodes that are at the center of the network
(see Figure 16c). Concerning LBDD, we notice that energy consumption is
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also distributed among the nodes in the rendezvous region, which is the central
strip in the network. However, LBDD also has the highest energy consumption
(around 900W) at the center of the network (see Figure 16b). The sensor node,
which consumes the highest energy in the network, spends around 1000W in
TTDD. Since a separate grid structure is constructed by each individual source
in TTDD, the energy consumption is equally high throughout the network (see
Figure 16a). This increases the probability to exhaust the battery energy of the
majority of nodes, leading to network partitioning and reduced network lifetime.
The overall energy consumptions of the protocols are shown in Table 3.
The energy consumption of TTDD is higher than HexDD and LBDD, since as
the sink moves, it tends to reconstruct a new path to a dissemination node
on the grid by local query flooding and agent updates. Also, LBDD floods
the query of the sink in the inline region for its location updates. HexDD
has the smallest overall energy consumption. These simulation results about
energy consumptions of the protocols agree with our theoretical analysis on
communication costs of the protocols in Section 5.2. Although HexDD achieves
a lower overall energy consumption, the nodes in the central cells in HexDD are
more heavily loaded then other protocols. In the following section, we investigate
the effect of rendezvous region resizing on the central nodes and on the overall
network performance.
6.2.5 Impact of central rendezvous region size adjustment
In this section, we investigate the effect of central region size adjustment on the
energy distribution in the network and network lifetime. We change the size
of the central rendezvous region. Instead of having one cell at the center, we
have extended the center with the first hexagonal ring as shown in Figure 17a.
Yellow cells are (roughly) the rendezvous regions in the virtual infrastructure,
and the pink cells are the central cells.
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Energy map of central region with one hexagonal ring : Figure 16d shows
the energy distribution of HexDD with one ring approach. In this approach,
the load of the central cell in HexDD is distributed among all the nodes in the
first hexagonal ring as shown in the figure. The energy consumptions of the
nodes in the first hexagonal ring cells (see Figure 16d and Table 3), which is
around 600W, is less than the energy consumptions of the nodes in the central
cell (see Figure 16c and Table 3), which is around 1200W. As shown in Table 3,
HexDD with one central cell approach consumes an overall energy of 1611W; on
the other hand, the overall energy consumption of HexDD with one hexagonal
ring approach, which is 1728W, is slightly higher than that of HexDD with one
central cell, but the hot spot problem is lessened.
Network lifetime: Several definitions of network lifetime can be found in
literature. In this study, we define the network lifetime from an application
point of view as the time the application stops being operational, which in our
case is the time corresponding to the last report received by a sink [17]. In other
words, when a sink is no longer able to receive reports from the sensors, the sink
is said to be disconnected from the sensors, and the network is not functional
anymore. To analyze the network lifetime, in Figure 17b we plot the average
application success ratio. This ratio is defined as the ratio between the total
number of data reports received by the sinks and the total number of reports
generated by the sources since the start of the simulation.
The first phase (i.e., up to 200 s in the figure) represents the normal behavior
of the network when all the sensor nodes are active. HexDD with one cell at the
center presents a higher average success ratio compared to LBDD and HexDD
with one ring at the center during this phase. Because LBDD and HexDD
with one ring at the center have to flood the sink queries within the virtual
infrastructure (i.e., line strip in LBDD and hexagonal ring in HexDD) to reach
the node storing the requested data, the probability of collision is thus higher
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and the application is less reliable. This is why their obtained average success
ratio are slightly lower than HexDD with one cell at the center. In the second
phase, which occurs at an instant around 200 s and the nodes start to die, LBDD
and HexDD with one ring present a higher average success ratio compared
to HexDD with one cell. Since they have a larger virtual infrastructure, the
energy consumption of LBDD and HexDD with one ring is distributed over the
entire rendezvous area, avoiding thus the hot spot problem and the existence of
critical nodes such as the central nodes of HexDD with one cell at the center.
Larger infrastructure introduces more redundancy between nodes, increasing the
protocol robustness. This directly impacts the application success ratio which
remains higher with LBDD and HexDD with one ring than with HexDD with
one central cell.
Another way for better distributing the load or the energy consumption over
the network in HexDD protocol is shifting the central cells to another location
in the network (for both one-cell and one-ring approaches) and rotating the
border lines over time. The central cell shifting can be easily done by taking
the new position of the center as the reference point in the node-cell association
process. For rotating border lines over the center cell, the whole honeycomb
tessellation should be rotated to keep the same addressing scheme for routing.
This requires some additional steps in the node-cell association algorithm.
7 Conclusions and future work
In this article, our goal was designing a routing protocol that supports mobility
of sink and source by keeping the data delivery ratio as high as possible and data
delivery delay as low as possible, while taking care of energy consumption by
keeping it low. We proposed a virtual infrastructure called honeycomb architec-
ture and an efficient protocol for geographical routing of event messages, HexDD,
based on this infrastructure. The HexDD uses the concept of rendezvous region
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for events and queries. The border lines used as rendezvous areas, which lie
on three main direction of the network, make it faster for sinks to access data.
Honeycomb tessellation offers advantages in terms of algorithmic simplicity in
routing and fault tolerance against node failures. HexDD makes the system
resistant to node failures in the virtual infrastructure and helps in quick routing
hole recovery in the network. We evaluated analytically the communication cost
and hot region traffic cost of HexDD and saw that HexDD is a very suitable
protocol for applications, where we have many mobile sinks and a reasonable
number of sources in the network, such as emergency situation scenarios. Also,
the simulation results show that our architecture helps to minimize overall en-
ergy consumption and keeps the data delivery ratio high even when routing holes
exist in the network. To avoid the hot region problem, which may be observed
in the border lines and the central cells, one solution is to adjust the size of the
border lines and shape of the central region according to the size of the network
and the network traffic. In the simulations, we show the energy distribution
over the network when we have different central regions (i.e., one central cell or
one central ring). As recent studies have been exploiting heterogeneity in the
WSNs, deployment of higher energy and communication capacity nodes can be
used at the center of the network to leverage the overall system capability of
HexDD. Deploying more nodes to these regions is also another solution for the
hot spot problem.
In the future, we plan to investigate the in-network data aggregation. Since
the forwarding paths along the diagonals of sensor field are shared among all
source-sink pairs, it provides an opportunity for similar data to meet at some
common border nodes. Data from multiple sources can be aggregated and re-
placed by a single data packet and forwarded towards the destined sink. Our
proposed scheme can achieve further performance gain by in-network data ag-
gregation. Another issue to be considered is the effect of underlying MAC
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For simplicity in Algorithm 2 we show neighbor checking for only next 1-hop cell. In
. All the nodes in a station are informed about the data but one of them forwards
data towards sink.
RailRoad and LBDD, the rendezvous region is divided into smaller subregions called
a
protocol on the performance of the data dissemination. It should be further in-
vestigated what impacts different MAC protocols have on the system. Designing
a MAC protocol which can cooperate with networking layer can reduce the im-
pact of MAC on the data dissemination. Since our protocol is location-based,
the impact of localization errors on the performance of the protocol should also
be further investigated with additional scenarios although the fault tolerance
mechanism handles positioning errors. The final plan is to implement HexDD
in real nodes and see the effectiveness of the protocol in the real world scenarios.
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Figure 1: WSN and communication structure in an emergency re-
sponse scenario.
Figure 2: Virtual infrastructure-based data dissemination protocols:
(a) GHT (hashed location), (b) TTDD (grid structure), (c) QDD (quad-tree
structure), (d) LBDD (line-based structure), (e) RailRoad (rail structure), (f)
GCA (hexagonal clustering).
Figure 3: Cell addressing in honeycomb architecture.
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Figure 4: Honeycomb tessellation construction: (a) Hexagonal tessella-
tion of the deployment area, (b) cell structure, (c) node-cell association, and
(d) cell naming.
Figure 5: HexDD in honeycomb tessellation: (a) Packet forwarding
directions, (b) data and query dissemination.
Figure 6: Fault tolerance mechanism in HexDD.
Figure 7: Mobility of sink in HexDD.
Figure 8: Worst case scenarios for (a) HexDD, (b) LBDD, (c) GHT, (d)
TTDD, (e) RailRoad.
Figure 9: Worst case communication costs (m = 5 sinks, n = 10
sources): (a) number of queries q¯ = 50, (b) number of events e¯ = 50.
Figure 10: Analysis of hot spot traffic cost of HexDD compared with
GHT: (a) number of sinks vs. number of sources, (b) total number of queries
vs. total number of events.
Figure 11: Analysis of hot spot traffic cost of HexDD compared with
RailRoad: (a) number of sinks vs. number of sources, (b) total number of
queries vs. total number of events.
Figure 12: Analysis of hot spot traffic cost of HexDD compared with
LBDD: (a) number of sinks vs. number of sources, (b) total number of queries
vs. total number of events.
Figure 13: Data delivery ratio of the protocols against varying (a)
number of sink-source pairs, (b) sink speed, (c) number of holes, and (d) size
of holes.
Figure 14: Data delivery delay of the protocols against varying (a)
number of sink-source pairs, (b) sink speed, (c) number of holes, and (d) size
of holes.
Figure 15: Energy consumption of the protocols against varying (a)
number of sink-source pairs, (b) sink speed, (c) number of holes, and (d) size
of holes.
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Figure 16: Impact of rendezvous-based data dissemination protocols
on the energy consumption distribution: energy map of (a) TTDD, (b)
LBDD, (c) HexDD, and (d) HexDD with one ring.
Figure 17: Average application success ratio: (a) central rendezvous
region size adjustment, (b) average application success ratio.
Table 1: Comparisons of virtual infrastructure-based data dissemina-
tion protocols for WSNs with mobile sinks
GHT TTDD QDD LBDD RailRoad GCA HCDD HexDD
Year (2002) (2002) (2006) (2008) (2005) (2005) (2006) (2010)
Position
awareness
+ + + + + + - +
Virtual hashed grid quad-tree line/strip rail clusters clusters highways
infrastructure location
Disseminated
information
data data data data meta-data data data data
Data reports
location
1 node 1 node 1 out of N
nodes
1 out of
N nodes
1 out of N
nodes
1 node 1 out of N
nodes
1 out of N
nodes
Routing GF GF GF GF GF GF tree-based honeycomb
towards RPs routing addressing
based routing
Routing hole
recovery
- - - - + - - +
Metric energy energy energy energy energy energy energy energy
of interest reliability reliability
latency
Table 2: Transformation rules from cell name [i, j] to cell address [H, I]
Hextant number Condition Transformation
1 i > j, j ≥ 0 [i, j]⇒ [(|i|+ |j|)/2, j]
2 |i| ≤ |j|, j > 0 [i, j]⇒ [|j|, 2H − (i+ j)/2]
3 |i| ≥ |j|, j > 0 [i, j]⇒ [(|i|+ |j|)/2, 3H − j]
4 |i| > |j|, j ≤ 0 [i, j]⇒ [(|i|+ |j|)/2, 3H + |j|]
5 |i| ≤ |j|, j < 0 [i, j]⇒ [|j|, 5H + (i+ j)/2]
6 i ≥ j, j < 0 [i, j]⇒ [(|i|+ |j|)/2, 6H − |j|]
Table 3: Energy consumptions (W) of the three protocols
HexDD HexDD LBDD TTDD
(with one cell) (with one ring)
Overall 1611 1728 2872 9468
Maximum/node 1200 600 900 1000
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ē = 50 
q̄ = 50
Total number of queries (mq) T
ot
al
 n
um
be
r 
of
 e
ve
nt
s 
(n
e)
E
H
H
e
x
D
D
/
E
H
R
R
15 5
N = 10, 000
NR = 800
NRT= 480
NST =16
p
d= 2pq
0
50
100
150
200
250
300
0
50
100
150
200
0.0
0.2
0.4
0.6
0.8
1.0
1.2
(a) (b)Figure 11
03
6
9
12
15
18
0
3
6
9
12
15
18
0.0
0.2
0.4
0.6
0.8
1.0
1.2
m (number of sinks) n
 (
nu
mb
er
 o
f 
so
ur
ce
s)
E
H
H
e
x
D
D
/
E
H
L
B
D
D
e ̄ = 50 
q̄ = 50
Total number of queries (mq)
To
ta
l 
nu
mb
er
 o
f 
ev
en
ts
 (
ne
)
E
H
H
e
x
D
D
/
E
H
L
B
D
D
15 5
N = 10, 000
N
L
= 400
NST =16
p
d= 2pq
0
50
100
150
200
250
300
0
50
100
150
200
0.0
0.2
0.4
0.6
0.8
1.0
(a) (b)Figure 12
(a) (b)
(c) (d)
0.7
0.75
0.8
0.85
0.9
0.95
1
0 5 10 15 20
D
a
t
a
 
D
e
l
i
v
e
r
y
 
R
a
t
i
o
 
(
%
)
Maximum Sink Speed (m/s)
HEXDD
LBDD
TTDD
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
0 1 2 3 4 5 6
D
a
t
a
 
D
e
l
i
v
e
r
y
 
R
a
t
i
o
 
(
%
)
Number of Holes
HEXDD
LBDD
TTDD 0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
1 2 3 4 5 6 7 8 9 10
D
a
t
a
 
D
e
l
i
v
e
r
y
 
R
a
t
i
o
 
(
%
)
Size of Hole (Number of Cells)
HEXDD
LBDD
TTDD
0.7
0.75
0.8
0.85
0.9
0.95
1
0 2 4 6 8 10
D
a
t
a
 
D
e
l
i
v
e
r
y
 
R
a
t
i
o
 
(
%
)
Number of Sinks and Sources
HEXDD
LBDD
TTDD
Figure 13
020
40
60
80
100
120
0 2 4 6 8 10
D
a
t
a
 
D
e
l
i
v
e
r
y
 
D
e
l
a
y
 
(
m
s
e
c
)
Number of Sinks and Sources
HEXDD
LBDD
TTDD
0
20
40
60
80
100
120
0 5 10 15 20
D
a
t
a
 
D
e
l
i
v
e
r
y
 
D
e
l
a
y
 
(
m
s
e
c
)
Maximum Sink Speed (m/s)
HEXDD
LBDD
TTDD
10
15
20
25
30
35
40
0 1 2 3 4 5 6
D
a
t
a
 
D
e
l
i
v
e
r
y
 
D
e
l
a
y
 
(
m
s
e
c
)
Number of Holes
HEXDD
LBDD
TTDD
10
15
20
25
30
35
1 2 3 4 5 6 7 8 9 10
D
a
t
a
 
D
e
l
i
v
e
r
y
 
D
e
l
a
y
 
(
m
s
e
c
)
Size of Hole (Number of Cells)
HEXDD
LBDD
TTDD
(a) (b)
(c) (d)Figure 14
(a) (b)
(c) (d)
0
1000
2000
3000
4000
5000
6000
7000
0 2 4 6 8 10
E
n
e
r
g
y
 
C
o
n
s
u
m
p
t
i
o
n
 
(
W
)
Number of Sinks and Sources
HEXDD
LBDD
TTDD
0
1000
2000
3000
4000
5000
6000
7000
0 5 10 15 20
E
n
e
r
g
y
 
C
o
n
s
u
m
p
t
i
o
n
 
(
W
)
Maximum Sink Speed (m/s)
HEXDD
LBDD
TTDD
400
600
800
1000
1200
1400
1600
1800
2000
0 1 2 3 4 5 6
E
n
e
r
g
y
 
C
o
n
s
u
m
p
t
i
o
n
 
(
W
)
Number of Holes
HEXDD
LBDD
TTDD
200
250
300
350
400
450
500
550
600
1 2 3 4 5 6 7 8 9 10
E
n
e
r
g
y
 
C
o
n
s
u
m
p
t
i
o
n
 
(
W
)
Size of Hole (Number of Cells)
HEXDD
LBDD
TTDD
Figure 15
X (m)
Y
 (
m
)
200 400 600 800 1000 1200 1400
200
400
600
800
1000
1200
1400
0
200
400
600
800
1000
X (m)
Y
 (
m
)
200 400 600 800 1000 1200 1400
200
400
600
800
1000
1200
1400
0
100
200
300
400
500
600
700
800
900
1000
X (m)
Y
 (
m
)
200 400 600 800 1000 1200 1400
200
400
600
800
1000
1200
1400
0
200
400
600
800
1000
1200
0
100
200
300
400
500
600
(a) (b)
(c) (d)
200 400 600 800 1000 1200 1400
200
400
600
800
1000
1200
1400
X (m)
Y
 (
m
)
Figure 16
HexDD with one cell HexDD with one ring
(a)
0
0.2
0.4
0.6
0.8
1
0 200 400 600 800 1000
A
v
e
r
a
g
e
 
A
p
p
l
i
c
a
t
i
o
n
 
S
u
c
c
e
s
s
 
R
a
t
i
o
Time (sec)
HEXDD-one ring
HEXDD-one cell
LBDD
(b)Figure 17
