The bound state structure and dynamics for an atom trap formed from the whispering gallery modes ͑WGMs͒ of a dielectric microsphere are investigated. The coupling of the quantized internal and external atomic degrees of freedom plays a fundamental role in the quantum dynamics of this atom gallery. The radiative processes for a cold atom near a microsphere are modified due to the special symmetry of the atom gallery, the WGM mode structure, and the finite extent of the center-of-mass ͑c.m.͒ wave packet. Finally, interesting implications of the quantized c.m. for atomic matter waves and cavity QED with a quantum field are mentioned. ͓S1050-2947͑97͒01802-7͔
I. INTRODUCTION
Understanding atom-light-field interactions in a regime where the atoms are cold enough such that the center of mass ͑c.m.͒ degrees of freedom must be quantized has become very important in view of present experimental capabilities of sub-Doppler cooling and atom trapping. However, there exist few fully quantum calculations of the atomic c.m. dynamics in realistic three-dimensional ͑3D͒ configurations when dissipative processes must be taken into account ͓1͔.
The configuration of a three-level atom interacting with two oppositely detuned whispering gallery modes in a fused silica microsphere, termed an atom gallery in Ref. ͓2͔ , is an ideal system in which to explore 3D atomic quantum dynamics because the relevant scale for the confining potential is of the order of the wavelength of light. The atom can behave as a free particle along a circumference of the surface of the sphere and still remain trapped in the two transverse directions. This suggests exciting possibilities for studies of matter wave resonance phenomena using cold atoms and for cavity QED in an extremely high Q resonator (QϾ10 9 ) in a regime of strong coupling. Because experimental microsphere technology is rapidly advancing to the point where such experiments could actually be performed ͓3͔, it is important to explore in greater detail many of the the physical issues associated with such a system. Besides the advances in experimental aspects, several other groups have also performed calculations related to cavity QED effects in microsphere resonators ͓4,5͔.
The work reported here represents an important step forward in the understanding of the atom gallery. The first calculations of the 3D bound state structure and the associated c.m. wave functions for an atom in this trap have been performed for realistic experimental parameters in Sec. III. These c.m. states form a basis set which has then been used in Sec. IV in an attempt to understand the dynamics when an atom is allowed to evolve from a particular initial state. Next, in Sec. V these wave functions have been used to calculate the modified spontaneous emission rate for an atom occupying a particular eigenstate of the atom gallery. While it is well known that radiative processes are fundamentally modified for an atom outside of a dielectric sphere, previous calculations ͓6-9͔ have not included the quantum mechanical nature of the c.m. state. Finally, a few comments are made in Sec. VI about the possibilities for using these welllocalized atomic wave packets for atomic resonance studies and also in cavity QED experiments.
II. THE ATOM GALLERY SYSTEM
In this section, we begin by describing the atom gallery system in terms of the optical fields, the atomic system, and the overall potential affecting the atomic c.m. Figure 1 shows the geometry of the atom gallery.
A. Whispering gallery modes
The excitation of the whispering gallery modes ͑WGMs͒ in a microsphere is accomplished experimentally by allowing the evanescent component of a focused Gaussian beam to meet the sphere at grazing incidence ͓10͔. The classical electromagnetics problem of the resultant mode structure in the microsphere has been solved ͓11͔. Two different polariza-*Electronic address: dvernooy@cco.caltech.edu tions, TE and TM, are allowed. The TE modes have no electric field amplitude in the radial (ê r ) direction whereas the TM modes have a predominantly radial electric field vector. When solving the modal characteristic equations ͑see Appendix A 1 a͒ which are derived from enforcing the electromagnetic field boundary conditions at the surface of the sphere, one finds that allowed frequencies PL TE and PL TM are split far enough apart to be confident that only one polarization will be excited at any one time ͑the P and L indices will be explained below͒ and this is also realistic from an experimental point of view. Only modes of electric type, that is TM modes, will be considered here. The TM electric field inside the microsphere as a solution to the vector Helmholtz equation is written in (r,,) where the P L M are associated Legendre polynomials and the j L are spherical Bessel functions. The mode indices P and M are, respectively, the number of field maxima inside the sphere and the number of maxima in the ê direction. The mode number LϷk PL TM a where a is the sphere radius. Note that k PL TM from here on is the magnitude of the wave vectorinside the sphere. WGMs are highly confined to the sphere equator and have LϷM . The field outside the sphere is given by the above expressions in Eq. ͑2.1͒ with j L replaced by the outgoing spherical Hankel function h L (1) and k PL TM replaced by k PL TM /n where n is the index of refraction of the sphere.
B. Atomic system
The system considered is the one introduced by Mabuchi and Kimble ͓2͔, in which a three-level atom in a Vee configuration is driven by two oppositely detuned light fields which are simultaneously on resonance with WGMs in a fused silica microsphere as shown in Fig. 2 . In particular, the state ͉0͘ϵ ͉6S 1/2 ͘ ground state in cesium is coupled to the ͉1͘ϵ͉6 P 1/2 ͘ level at 894.6 nm and the ͉2͘ϵ ͉7 P 3/2 ͘ level at 455.6 nm by the two WGMs 1,492 TM and 1,996 TM , respectively. The lower mode with mode numbers ( P 1 ,L 1 ,M 1 )ϭ (1, 492, 488) is detuned from the 894.6 nm transition by ␦ 1 /2ϭϪ2.38ϫ10 12 Hz and the upper mode with mode numbers ( P 2 ,L 2 ,M 2 )ϭ (1, 996, 996) is detuned from the 455.6 nm transition by ␦ 2 /2ϭϪ2.20ϫ10 12 Hz as determined from the characteristic equations which do not allow precisely symmetric detunings for these particular parameters. The fact that these modes are oppositely detuned from the atomic resonances allows them to form a potential minimum as discussed in the next subsection. The microsphere radius is aϭ50.04 m and the index of refraction in the silica is nϭ1.4518 with a very small wavelength dependence ͓12͔. Hyperfine structure in these levels is ignored for simplicity and clarity in the calculations.
C. The potential
The bound state problem can be attacked in the following manner. First, the fields will be chosen such that the system forms a far-off-resonance trap ͑FORT͒ ͓13͔. This means that the detunings ␦ 1 /2 and ␦ 2 /2 will be much greater in magnitude than both the field Rabi frequencies ⍀ 1,2 (r) and the spontaneous decay rates ⌫ 1,2 (r). In this case the saturation parameters s 1,2 (r)Ϸ⍀ 1,2 2 (r)/2␦ 1,2 2 have a value much less than unity. For the 2 K potential to be described below, s 1 Ϸ2ϫ10 Ϫ6 and s 2 Ϸ1ϫ10
Ϫ10
. It is then valid to consider that the atom spends most of its time in the internal ground state. The light fields are coherent states with a large mean number of photons and can be treated classically. Therefore the quantized c.m. analysis proceeds by examining only the Stark shift of the ground dressed state of the atomfield system at a particular manifold of excitation number in order to determine the optical potential energy term. This term will be calculated explicitly later to be ⍀ 2 2 (r)/4␦ 2 Ϫ⍀ 1 2 (r)/4␦ 1 . The force associated with this potential is known as the reactive force or dipole force ͓14͔. A dissipative force due to spontaneous emission is not included in the potential but will become important when the dynamics of the system are discussed in Sec. IV. A van der Waals potential V vdW (r) due to the interaction of the dipole with its image in the dielectric sphere is added to the optical dipole potential from the WGMs. The general functional form of V vdW (r) is taken to be ͓15͔ FIG. 2. The atomic system of ͓2͔ is a three-level atom in a Vee configuration ͑such as cesium͒ driven by two oppositely detuned whispering gallery modes ͑WGMs͒ of a dielectric microsphere. The Stark shift of the dressed ground state ͉D 0 ͘ consists of two opposing dipole forces which allows a potential minimum to form, as illustrated in Fig. 3 
It is found that the correction term k PL (rϪa) in the denominator, representing the Casimir-Polder regime, does not have a significant effect on the overall potential in the region in which the bound states are confined. Therefore the total potential is
The constant ␣ vdW Ϸ30 Hz(m) 3 has about 30% variation in the literature ͓15͔ between theory and experiment.
Using the definition of ⍀ 1,2 (r)ϵd-E P 1,2 L 1,2 M 1,2 (r), we choose the overall magnitude of ⍀ 1,2 (r) within the constraint of a small saturation parameter. After normalizing the field mode functions to a maximum value of unity which occurs inside the microsphere, the maximum value of the Rabi frequency in the well region is then chosen. The widths of the potential minima are found to be quite insensitive to changes in the parameters ⍀ 1,2 (r) but the depth of the potential is readily adjustable. The largest well constructed has a depth of 95.6 K with ⍀ 1 max /2ϭ 4ϫ10 10 Hz and ⍀ 2 max /2ϭ 2ϫ10 8 Hz occurring very close to the potential minimum at ϭ r 0 ϭ50.141 m. Since the bound state structure of this potential turned out to be quite complicated ͑with 195 bound states͒ and hence not so useful in the dynamical calculations in Sec. IV, a shallower well of depth 2.06 K was also considered whose bound states were calculated and used as a basis for calculations of the c.m. dynamics. This well had ⍀ 1 max /2ϭ 8ϫ10 9 Hz and ⍀ 2 max /2ϭ4ϫ10 7 Hz. Since the potential is localized to a very small spread in about ϭ /2, it is most convenient to use a (,,z) cylindrical coordinate system. Figure 3 shows the potential in 3D. Figures  4͑a͒ and 4͑b͒ show sections through the potential well minimum at zϭ0, and ϭr 0 ϭ50.174 m.
III. BOUND STATE STRUCTURE FOR ATOM GALLERIES
A. The Schrödinger equation for the c.m.
The Schrödinger equation can be solved most easily numerically in cylindrical polar coordinates ͓16͔. Since the potential is independent of , the trial wave function is taken as FIG. 4. In ͑a͒, the 2 K potential is plotted as a function of for fixed zϭ0 and in ͑b͒ the 2 K potential is plotted as a function of z for fixed ϭr 0 ϭ50.174 m. The well has an extent of ϳ optical /2ϳ100 nm ͑for optical ϳ900 nm͒ in the ê direction centered on r 0 and an extent of ϳ1 m in ê z .
where m c is the mass of the cesium atom and m is the quantum number associated with the ê direction. The index is for the set of solutions to Eq. ͑3.2͒. There are two important points about this equation. First, the effective potential contains a centrifugal term E c ϭ؊(ប 2 /2m c )͓͑ 1 4 Ϫm 2 )/ 2 ]. Now, from the preceding discussion of the potential and Fig. 4͑a͒ , it is clear that the potential itself contains a repulsive barrier at 1 ϭ50.1 m and is effectively zero by 2 ϭ50.5 m. Likewise, it forms a well in the z direction for ͉z͉Ͻ1.5 m as can be seen from Fig. 4͑b͒ . One can calculate a tunneling probability for the finite barrier height at 1 and can show the error made by ignoring it is negligibly small. Therefore the bound state solutions must be confined to the region 50.1 mϽϽ50.4 m and Ϫ1.5 mϽzϽ1.5 m. The boundary condition that ⌿ c.m. atom (r)ϭ0 outside this region is imposed and any evanescent tail to the wave function is ignored.
The variation of the centrifugal term across the allowed region is also neglected because the variation is so slight and to an excellent approximation it can be treated as a global shift in the c.m. energy of the atom. The bound states can then be calculated by ignoring the centrifugal term altogether. There is a limit to this approximation: when the centrifugal force is large enough to overcome the trapping force, the atom will no longer be trapped. The trapping force is the gradient of the trapping potential. Using the asymptotic form of the spherical Hankel function, we find that this force is The second point to be emphasized is that the atom is trapped in the ê and ê z directions but is a free particle in the ê direction, so the situation is somewhat analogous to a 1D electron. In the case of the atom gallery, the energy in the ê direction can be much greater than the depth of the trap itself and yet the atom can remain trapped. For the rest of this work, the total atomic energy is referred to as E tot . This is a sum of the centrifugal energy E c ϭប 2 m 2 /2m c a 2 and the c.m. energy E c.m. to be defined below. In practice, the former dominates this sum. Hence, E c.m. Ͻ0 and E tot Ͻk P 1 L 1 TM aV 0 are the conditions for a trapped atom.
A little bit about the structure of the solutions can be guessed before actually solving this equation. First, as the energy of the atom in the ê and ê z directions increases, the probability distribution is expected to shift to larger and larger and away from zϭ0. 
As E becomes more positive for the higher lying bound states, the distribution moves closer to the second classical turning point at 2 . States with E Ͼ0 but less than the barrier height at 1 will become approximately free waves. This sort of structure should start to become visible in the higher bound states. Atoms with E greater than the barrier at 1 will crash into the sphere surface due to the van der Waals potential. Finally, by analogy with an anisotropic 2D rectangular well, the different trap sizes in the two directions will lead to a series of states associated with increasing numbers of nodes towards the higher bound energies. Since the trap is much tighter in the ê direction than in the ê z direction, the lowest states are expected to sequentially increase the numbers of nodes in the ê direction and the appearance of a state with a node in the ê z direction will be higher up the ladder.
The solution of Eq. ͑3.3͒ is now fairly straightforward ͓16͔. The use of a sine series representation ͑see Appendix A 2 a͒ for u (,z) means the boundary conditions will automatically be satisfied. By using a discretized grid of points in the region of interest, Eq. ͑3.3͒ can be rewritten as an eigenvalue problem for a matrix whose dimensions are proportional to the grid size. Such a problem can be solved efficiently using the Lanczos algorithm ͓18͔ and fast Fourier transform ͑FFT͒ techniques. Fig. 6͑a͒ showing that the lowest two states are split by an energy of 1.19 K which is somewhat greater than both the recoil energy of 350 nK for the 456 nm transition and the recoil energy of 90 nK for the 894 nm transition. Cooling the atom to this c.m. ground state would result in a c.m. energy E c.m. ϭϪ89.5 K in the 95.6 K well with a kinetic energy in the trapped ê and ê z directions of 6.1 K. The states ϭ16 with E ϭ16 ϭϪ64.23 K and ϭ77 with E ϭ77 ϭϪ27.84 K are shown in Figs. 5͑b͒ and 5͑c͒, respectively. Modes can be labeled by the number of nodes in the ê and the ê z directions.
The results for the 2 K well are summarized in Figs. 7 and 8. There are exactly 13 bound states. The first nine states correspond to successive increases by one in the number of radial lobes; it is not until the ϭ10 state shown in Fig. 8͑a͒ that structure in the ê z direction appears. The shape of the potentials in the two directions is very important in determining bound state structure because this spectroscopic sequence is not what one would expect in the limit of a 2D rectangular well of the same dimensions. Figures 8͑b͒ and 8͑c͒ show the bound states ϭ12 and ϭ13, respectively. It is reassuring that these states are also confined fairly well inside the potential, which justifies ignoring the small probability outside the region of interest by enforcing boundary conditions.
As shown in the spectrum in Fig. 9 , the ground state is split from the first excited state by 185 nK. Evidently, there are also near degeneracies between the modes with excitations in the two directions, such as for the sets ͕ 9 , 10 ͖ and ͕ 12 , 13 ͖. Such near degeneracies are also responsible for the thicker lines in Fig. 6͑a͒ for the 95 K well.
The calculations in Sec. IV on the dynamics of an atom trapped around a sphere will be done using the 2 K potential since 13 bound states is a computationally reasonable number to deal with. A 1 K well initially considered had only one bound state.
A second expansion of the wave function in a spherical geometry was attempted using
͑3.4͒
with rϭ(r,,) in order to better understand the properties of the bound states. It was found that the sum ͚ lу͉m͉ required only one or two terms to reconstruct faithfully the bound states as long as m was large. This is because the spherical harmonics ͑and associated Legendre polynomials͒ with lϳm and m large are very closely confined to the equator ͓19͔. Large m is not a problem since even a moderate mϳ100 corresponds to a very cold atom with total energy E tot ϳ180 nK. The fact that this reconstruction converges so well with very few angular components is confirmation that the c.m. wave functions are extremely well localized.
IV. QUANTUM DYNAMICS OF THE ATOM-MICROSPHERE SYSTEM

A. Description of the wave function
The wave function which must be considered in a complete quantum description of the system is the following tensor product: with r as the c.m. position of the atom and ϭ1,...,13 as calculated in the preceding section using the 2 K well. Since we restricted this expansion to include only the bound state solutions ͑i.e., not the unbound solutions͒, it is not a complete expansion for any arbitrary c.m. wave function but should be a good approximation for the lower bound states. For example, restricting the analysis to the dynamics of the bound state with ϭ1 and c m (tϭ0)ϭ␦ ,1 , it is expected that the other c m with 1 will stay small until the atom becomes appreciably heated out of the ground state. At the other extreme, the expansion of Eq. ͑4.2͒ would not be valid in computing the evolution of the state with ϭ13 because this state will very quickly become a state with some large probability to be in the continuum.
Turning next to the internal state, we have that
where R is the position of the electron with respect to the atomic c.m. and ͕͉i͖͘ is the set of bare internal levels of the cesium atom. Explicitly, ͉0͘ϭ͉6S 1/2 ͘, ͉1͘ϭ͉6 P 1/2 ͘, and ͉2͘ϭ͉7 P 3/2 ͘, which again are taken to be nondegenerate.
These levels need to be reexpressed in terms of the dressed levels ͕͉D i ͖͘.
The easiest way to do this is to consider the following eigenstates and uncoupled energies of the state manifold:
with quanta distributed as follows: FIG. 7 . In ͑a͒ the ϭ1 bound state is shown for the 2 K potential. Note that it has a significantly greater spatial extent than the corresponding c.m. state for the 95 K potential in Fig. 5͑a͒ . The number of extrema in the ê direction increases with ͓e.g., in ͑b͒ ϭ2 has two lobes͔ until the ϭ9 bound state in ͑c͒.
FIG. 8. The ϭ10 bound state of the 2 K potential in ͑a͒ shows the first excited state in the ê z direction, which is almost degenerate with the ϭ9 state. In ͑b͒ and ͑c͒, the states ϭ12,13 are shown, respectively.
͑4.5͒
The coupling Hamiltonian ͑in the rotating wave approximation͒ is written
with a j as a field mode annihilation operator and R j as an atomic lowering operator for the three-level system. The total Hamiltonian, in a frame rotating at 1 ϩ 2 , and ignoring mode decay and spontaneous emission in the limit of large detunings and small saturation parameters, is
͑4.7͒
Diagonalizing this gives the following transformation, which is valid to first order in the saturation parameters s 1,2 (r):
where the transformation matrix T(r) is defined as
The corresponding Stark shifts are
͑4.10͒
Note that ␦E 0 was used in the preceding calculation of the potential and it is a trapping potential. However, small amounts of population in ͉D 1 ͘ and ͉D 2 ͘ are affected by attractive and repulsive forces, respectively. Both of these cause dipole heating which will be investigated in detail in Sec. IV B below. The heating mechanisms for the atom cause the internal state to become entangled with the external state so that the wave function ͗r,tͦ⌿ c.m. 
͑4.11͒
The three entries correspond to different external state expansions for each internal state, or to an entanglement of the external and internal states and the c m (t), b Ј m (t), and d Љ m (t) are simply coefficients for these three different expansions associated with the bare internal states ͉0͘, ͉1͘, and ͉2͘, respectively. For the purposes of the computation, this is stored as a 39ϫr matrix where r is the number of m values involved in ͚ m and the 39 corresponds to ϭ1, . . . ,13 for each of the three internal states. A quantum description of the field modes on resonance with the cavity is not necessary because the photon numbers are very large (͗n 1,2 ͘ϳ10 6 , see Appendix A 4͒ so that a loss or a gain of a photon is not an issue to these dynamics. It should also be noted that even for small photon numbers, the high quality factors expected in these microspheres mean the cavity mode decay rates 1,2 ϭ P 1 L 1 , P 2 L 2 TM can be much smaller than the rate scales governing the dynamics ͓͑10͔, and Appendix A 1 b͒. Therefore the field component in the total quantum wave function in Eq. ͑4.1͒ is considered to be the coherent state ͉⌿ field
which is taken to be constant for all times.
B. Heating of the atomic c.m. in an atom gallery
There are two main mechanisms for the heating of an atom initially in a c.m. bound state ͓14͔. The first is fluctuations in the dipole forces. Even though the internal ground dressed state will be affected by a trapping potential, an atom prepared in this state will also occupy the other two dressed states during the normal course of its evolution, albeit with greatly reduced probability. These other two states are not in the same effective trapping potential but are in purely repulsive or attractive potentials. This can be seen from the expressions for the Stark shifts of these other two levels in Eq. ͑4.10͒. Note, however, that the atomic evolution still remains unitary for dipole heating.
The second heating process is recoil heating after a spontaneous emission event. The atomic c.m. will receive a kick due to conservation of momentum in the emission of a photon, with each kick tending to change the energy of the atom by the atomic recoil energy ϳប 2 k 2 /2m. Section V will be devoted to a more complete understanding of the spontaneous emission process but it must be mentioned now that the effect of this process on the c.m. dynamics of the trap is not important. The first reason is obvious: the trap is a FORT and hence the average time between spontaneous decays is ⌬t emission ϳ1/s⌫ where s is the saturation parameter and ⌫ is the spontaneous decay rate. Even though ⌫ is modified somewhat from its free space value ͑Sec. V B͒, ⌬t emission ϳ20 ms which turns out to be of the order of heating, the trap lifetime. The processes which tend to limit the trap lifetime will be discussed below in Sec. IV C. The second reason is rather more subtle. Momentum conservation in spontaneous decay dictates that the orbital angular momentum carried away by the photon will affect the orbital angular momentum of the atom ͑quantum number m) and hence the energy primarily affected by the atomic recoil is the centrifugal energy E c . As described earlier, changes in E c caused by typical angular momenta ϳM ប from a WGM of orbital angular momentum LϳM will not cause significant trap heating. Therefore we will ignore spontaneous emission in the atom gallery dynamics.
The wave function is evolved according to
where H, in a basis given by ͕͉u ͖͘ ͕͉i͖͘, is given by
in the bare basis and
in the dressed basis ͓T(r) in Eq. ͑4.13͒ is used to transform between bases͔. In order that the aforementioned approximation concerning the completeness of the c.m. basis used in the expansion remain valid, the evolution was terminated in the calculation when the expected value of the energy,
was greater than some cutoff close to the trap depth. In practice, the evolution was performed by the split operator FFT method ͓20͔ in sufficiently small time steps ␦t chosen so that the change in ʈ͉⌿ tot system (t)͘ʈ 2 from t to tϩ␦t was negligible and the results became independent of ␦t.
The initial state ͑written as a spinor in the bare basis͒,
was used. According to Eq. ͑4.12͒ and as a consequence of the neglect of spontaneous emission, there will be no dynamical change to the part of the wave function, so that the distribution over ͕m͖ factors out. In Eq. ͑4.17͒ an initial c.m. wave function with a well-defined ͚ m c m →c m 0 is considered for simplicity; this point is discussed further in Sec. VI A. For now, it is sufficient to observe that ͗E c (t)͘ is constant in time independent of this choice as long as the dependence is not entangled initially with the rest of the state. The ground state of the dressed basis was chosen as the initial internal state because it is the one which is affected by the full trapping potential. The calculations were run with a time step ␦tϭ10 Ϫ7 s, which is a time scale much shorter than any of the dynamical rates, ensuring that the change in the c.m. wave function due to error in using the split operator FFT method is small, as discussed above. The c.m. energy E c.m. was calculated every 50 steps, or 5 s, and checked until it reached Ϫ0.2 K, which is ϳ 1 10 the well depth. At this point the calculation was stopped because beyond this it was assumed the atom could have significant contributions from the continuum. The states ϭ1, . . . ,5 were used as the initial c.m. state and the results for the c.m. energy as a function of time for ϭ1, 2, and 4 are shown in Figs. 10, 11, and 12.
It is interesting to note that the ϭ1 state in Fig. 10 begins to get heated more rapidly than the states with Ͼ1, which tend to be increasingly stable with increasing until the onset of rapid heating. Heating times can be estimated by extrapolating the graphs to E c.m. →0. Although this is a crude approximation, Figs. 10-12 all show a large energy decay rate ⌬E c.m. /⌬t for tу20 ms. These results will be discussed more quantitatively after first trying to make a semiclassical estimate of the heating rate.
C. Semiclassical analysis of momentum diffusion and comparison with quantum calculations
It is possible to estimate the rate of heating semiclassically using the concept of the momentum diffusion coefficient D. This coefficient can be calculated as follows ͓21͔:
͑4.18͒
In this expression, ␣ is the logarithmic gradient of the amplitude of the Rabi frequency ⍀, ␤ is the gradient of the phase of the Rabi frequency, and k laser is the magnitude of the laser wave vector. This expression is valid only for a two-level atom. However, to the extent that coherences between the upper levels can be ignored, and due to the fact that the spontaneous rates for the two levels are very different, we will apply it to our three-level atom. Now, for the atom gallery as a FORT, ␦ӷ⌫ and sϭ⍀ 2 /2␦ 2 Ӷ1. Also, looking at the expressions for the electric field outside of the sphere ͓Eq. ͑2.1͒ with j L replaced by the outgoing spherical Hankel function h L (1) and k PL TM replaced by k PL TM /n͔, the quantities ␣ and ␤ can easily be estimated from ⍀ϭ⍀e i⌽ : 19͒ and since the WGMs are traveling waves,
D is then rewritten as 
Dϭប
(4.21)
However, for both of the atom gallery WGMs relevant to the FORT, M ϳLϳk PL TM a, hence
The free space spontaneous emission parameters satisfy ⌫ 2 Ӷ⌫ 1 . ͑This is true also of the modified rates calculated in Sec. V B͒. The fact that ⌫ 1 should be the important rate can be seen from the Stark shifts in Eq. ͑4.10͒. The middle dressed state ͉D 1 ͘ associated with ⌫ 1 is affected by the most repulsive potential. In order to make absolute comparison with the dynamics in Sec. IV B which did not include spontaneous emission ͑which should be a reasonable approximation since heating ϳ⌬t emission as previously discussed͒, the term due to recoil heating is ignored. Finally, the term (4␦ 2 /⌫ 2 )s 3 is down many orders of magnitude for all fields and states involved. Thus
As a diffusion coefficient, D can also be written
for c.m. momentum p. Therefore for all time because the excited states never become appreciably populated, but in Fig. 13 , ͉c m 0 (t)͉ 2 is plotted for the heating curve corresponding to the ϭ1 c.m. state in Fig.  10 . It is clear that the states ϭ8,9,12 cause the very fast heating rate as their probabilities increase very quickly for tу15 ms. These states seem to be most unstable whereas all of the other states are relatively quiet. This heating cannot be understood from a purely semiclassical analysis. It would be interesting to redo the calculation for the 95 K well to understand whether the small basis size of 13 c.m. states contributes to the quantum heating. Unfortunately, this was deemed too computationally intensive for the initial investigations.
D. The quantum Monte Carlo wave function "QMCWF… approach
Finally, the possible use of the QMCWF approach ͓22͔ is discussed. In this approach, it would be necessary to add a non-Hermitian term ͑in the bare basis͒
to the Hamiltonian H in Eq. ͑4.13͒ to account for spontaneous decay processes. One would then generate a random number and monitor the norm of the wave function to decide if the system would undergo a spontaneous decay. Quantum jumps and state vector renormalizations are applied depending on the outcome. This method was applied to our system and, as motivated in qualitative terms above, it was found that the role of spontaneous emission was negligible and that the quantum evolution was unaffected. However, it must be emphasized that the jump operators associated with spontaneous emission in this system are very interesting objects because they depend intimately on the spherical symmetry of the atom gallery. This issue is discussed further in Sec. V C after first putting the whole question of spontaneous emission in a broader context. FIG. 13 . The evolution of the coefficients of the bound states during the course of the heating of the initial bound state 0 ϭ1 shown in Fig. 10 . The states ϭ7,8,9 cause the rapid change in heating rate for tу10 ms, which cannot be predicted from semiclassical theory.
V. RADIATIVE PROCESSES IN QUANTIZED ATOM-MICROSPHERE SYSTEMS
There are two important regimes in cavity QED in which the idea of spontaneous emission is discussed ͓23-25͔. The first corresponds to a perturbative regime in which spontaneous emission into a complete set of reservoir modes acts to damp the atomic excited state at a rate ⌫ 0 which is much faster than the internal atomic dynamical rate ⍀, also known as the Rabi frequency. The presence of a cavity can drastically affect the structure of the reservoir modes, causing an alteration to the spontaneous decay rate ⌫ 0 →⌫ cavity . One must also make the further distinction between the situation in which no single reservoir mode is resonant with the atomic transition and the case where one of the modes moves close to atomic resonance. When the resonant mode has a high quality factor and ⍀ is simultaneously large, internal atomic dynamics can become dominant over both the cavity decay rate ϭ optical /2Q and the spontaneous rate ⌫ cavity into all modes other than the privileged cavity mode. Here, we move into a nonperturbative, strongly coupled regime.
The quantization of the c.m. in the atom gallery is expected to modify somewhat the usual results in these two regimes. The FORT nature of the trap keeps the atom primarily in its internal ground state, so it might seem hopeless to try to understand the effect of the atom gallery c.m. wave functions on excited state decay. However, we can take advantage of the tremendous separation of time scales. In Sec. IV C, it was found that the wave packet decoherence time, heating ϳ10 ms, is much larger than the ϳ100 ns time scale for spontaneous decay. In what follows, then, the atomic c.m. is considered to be in a state but no longer in the presence of the FORT trapping fields so that it is free to decay from its internal excited state. Several authors have considered the effect of the quantization of the c.m. on spontaneous emission in more general terms ͓26,27͔.
A. Radiation field description
To understand the role of the reservoir in spontaneous emission, it is necessary to have a quantum description of the radiation field. The quantization procedure for the radiation field is that one must provide a complete modal expansion for this field respecting any boundary conditions ͓14͔. This is done by solving the classical electromagnetics problem for the field in the given geometry. Any electromagnetic field external to the microsphere at fixed frequency ϭck/n, where n is the index of refraction of the sphere and k is the magnitude of the wave vector inside the sphere, can be expanded as ͓11͔
where the Y LLM (,) are vector spherical harmonics. One then chooses the ␣ TE (L,M ) and ␣ TM (L,M ) to satisfy the boundary conditions. In the course of doing so for the microsphere case, for any initial conditions ͓28͔, one finds reso- 
͑5.2͒
Only valid microsphere modes need now be considered. These modes are denoted (s,P), where s labels the polarization ͑TE or TM͒, P‫(؍‬ P,L,M ), a s,P is a mode annihilation operator, and
… for rϽ (Ͼ)a and s,P 0 ϭ1/max(͉ s,P ͉). Note that the expressions for the microsphere modes in Eq. ͑2.1͒ are equivalent to the rϽa part of TM,P up to a normalization factor of ͱL(Lϩ1). This arises from the definition of (,) . The factors N P s are the normalization factors for the field modes. The field is normalized by taking the vacuum expectation value of the equation
where
is defined as the effective mode volume for a quantization volume V Q with ͑r͒ϭ ͭ n 2 , rϽa 1, rϾa.
͑5.8͒
This definition for V s,P can be compared with an expression for V s,P used by Braginsky et al. ͓10͔ in the context of optical nonlinearity issues of fused silica microspheres,
͑5.9͒
which for the mode (s,P)ϭ(TM, P,L,M ) gives
͑5.10͒
The Ϫ15 m 3 . These both differ by the same factor of ϳ1.8.
B. Spontaneous emission in the perturbative regime with nonresonant WGMs
We consider first the situation of an initial atom gallery c.m. state which decays from the excited internal state. A photon is emitted by the atom into one mode of a set of radiation field modes, none of which is resonant with the atom so that a perturbative approach is valid. The case of an atom with a radial dipole dϭdê r which is localized around (r,,)ϳ(r 0 , /2,0) is considered. Using the fact that ê r •Y LLM (,)ϭ0, only the TM modes survive in the expansion in Eq. ͑5.1͒. In Eq. ͑5.1͒ applied to the problem at hand,
Here, ϭ(k PL TM /n)aϭ(k/n)a, a is the sphere radius, and
͑5.11͒ is taken over the c.m. wave function because the exact location of the dipole is not known when the c.m. is quantized. The spontaneous rate is calculated by ͓24͔
where E sc (r) is the operator corresponding to the scattered portion of the field only for which ã TM can be ignored and the 1 subscript refers to the ͉1͘→͉0͘ internal atomic transition. Using
Eq. ͑5.13͒ becomes
͑5.15͒
Apart from the ͗͘ , this is the same expression as in Refs.
͓7,8͔ where these previous calculations have assumed the atom to be a radial dipole located at (r 0 ,0,0) as opposed to (r 0 , /2,0) here. The evaluation of Eq. ͑5.15͒ was carried out for the parameters aϭ50.04 m and optical ϭ894.595 nm that have been considered up until now. The numerical result is that there is an enhancement in the spontaneous emission by a factor of 1.15 for the ϭ1 c.m. state. This result is dependent on the c.m. state, but not significantly; it changes by less than 5% from ϭ1 to ϭ13. This is clear when compared to the classical atomic position dependence of ⌫ 1 (r)/⌫ 1 free in Ref. ͓7͔: ⌫ 1 (r)/⌫ 1 free changes over a scale of ␦r/aϳ10% whereas the c.m. wave function is localized to ␦r/aϳ0.1% for ϭ1 up to only ␦r/aϳ1% for ϭ13. However, the numerical factor ⌫ 1 ()/⌫ 1 free ϭ1.15 is itself extremely sensitive to the geometrical factors such as sphere radius a and atomic decay wavelength optical . The physical reason is simple: the actual value of ⌫ 1 () is highly dependent on the precise location of the atomic resonance relative to the set of radiation modes and small changes to geometrical factors can unpredictably shift a mode onto resonance. This has been discussed very clearly by Kleppner in Ref. ͓30͔ in which the ideas of inhibited and enhanced spontaneous emission are attributed to a careful evaluation of the mode sum.
It is also important to note that level frequency shifts accompany the changes in the radiative widths and are in fact the origin of the van der Waals and Casimir-Polder components of the c.m. potential in Eq. ͑2.2͒. Similar mode sums as above occur in the evaluation of these shifts, except that the individual modes now contribute a dispersive line shape to the sum. It is not expected that these shifts are important in the atom gallery system because of the distance of the atomic c.m. wave functions from the sphere; however, Ref. ͓6͔ has pursued this very interesting issue for microspheres using a classical atomic c.m. description.
C. Spontaneous emission in the perturbative regime with a resonant WGM
In the following, we consider the case for which the atomic transition is brought onto resonance with a particular WGM. The absorption-limited quality factors for certain WGMs can be greater than 10 9 in the optical domain ͓31-33͔, and in order that the perturbative regime remain valid, we must consider the case where the internal atomic Rabi frequency ⍀ is still much less than ϭ optical /2Q. According to the estimates in Ref. ͓2͔ for a 50 m radius sphere, we require Qр10 8 . One could also consider reducing ⍀ with respect to by using a larger sphere. Section V D will lift this restriction when we discuss the nonperturbative regime.
For concreteness, the resonant quantum field mode is taken to be the mode (s,P 1 )ϭ(TM, P 1 ,L 1 ,M 1 ), with a frequency P 1 L 1 TM ϭck P 1 L 1 TM and with ( P 1, L 1 )ϭ(1,492). In order to calculate the spontaneous rate ⌫ 1 (⌿ c.m. ), we pull out the privileged cavity mode from all of the mode sums and calculate ⌫ 1 res (⌿ c.m. ). The contribution from all of the nonresonant modes, ⌫ 1 nonres (⌿ c.m. ), can proceed exactly as in the preceding section ͓i.e., Eq. ͑5.15͔͒. The only tricky point is that the modes (TM, P 1 ,L 1 ,M Ј) with M Ј͓ϪL 1 ,L 1 ͔ must simultaneously be pulled out because they are also resonant ͑for a perfect sphere͒ with the mode (s,P 1 ). Henceforth we consider only the resonant contribution in the mode sum in Eq. ͑5.2͒ and in fact we will show that ⌫ 1 (⌿ c. 
Effect on the c.m. wave function
The effect of a radiated photon on the c.m. wave function is first examined because this will be useful in the discussions of the nonperturbative regime in Sec. V D and of the quantum jump picture in Sec. V E.
Spontaneous decay at tϭt jump Ϫ from the atomic internal state ͉1͘ will move all of the population to the ground internal state ͉0͘ so that only the initial atomic wave function ͗r,t jump
͑5.17͒
need be considered. The quantum jump expression for the total wave function can be written as
where d 01 is the atomic dipole operator for the corresponding internal state ͉1͘→͉0͘ transition, the radiation field E rad (r) is evaluated at the atomic c.m. position operator r ͓14͔, and C is some overall normalization. The calculation of the postjump wave function becomes an evaluation of
Inserting a complete set of c.m. states ͓it is here that the completeness of the set of ͕u (,z)͖ is relied upon͔ gives, up to normalization,
The internal matrix element is calculated as follows:
where a spherical basis has been used and internal radial functions f 0,1 (R) assumed. The final state can be written down by combining the internal state matrix element with the external state matrix element
͑5.22͒
Note that the ͕c Ј m Ј ͖ should be renormalized to ͕c Ј m Ј ͖ as is explained in Appendix A 3. As a reminder that in the quantum jump process only one photon is ever emitted, we write
where the superscript M reminds us that there is now a photon in the radiated field in the mode (TM,
and
͑5.25͒
Using the fact that integration over Ј in Eq. ͑5.24͒ causes selection in the variable mЈ, it can be seen that the atom can only get kicked rotationally into certain c.m. states ͕e imЈ ͖ which enforce conservation of angular momentum.
Cavity enhanced spontaneous emission parameter
Turning to the actual evaluation of the resonant contribution to ⌫ 1 (⌿ c.m. ), we can apply Fermi's golden rule in the perturbative regime to the decay of atom into the special set of resonant modes
͑5.26͒
We now just look at a single outcome: the photon is emitted into the final state (TM, P 1 ,L 1 ,M ). In the end, we sum over all possible outcomes M ͕M Јϭ͓ϪL 1 ,L 1 ͔͖. Using completeness of the c.m. states, we can simplify the sum in the last line of Eq. ͑5.26͒,
Comparing the second line of Eq. ͑5.27͒ with Eq. ͑5.22͒,
The function P M (M ) will be discussed in detail in Sec. V E. The next important issue in calculating ⌫ 1 (⌿ c.m. ) is the density of states term (E F ) for the resonant contribution. For a microsphere close to one of these resonances, it is not possible to turn a mode sum into an integral over many modes. However, it is possible to quantify the integral over a particular mode by considering the detailed mode structure. The best way to think about this is to consider only the resonant terms in the field of Eq. ͑5.1͒,
which have b L →ϱ because of the resonance condition ͑see Appendix A 1 a͒. For the particular resonant mode, we need to incorporate a small imaginary part. More correctly, ͉b L ͉ 2 contains the information about the resonance width and in particular Ref. ͓34͔ shows how ͉b L ͉ 2 is well represented by a Lorentzian line shape g L () for the particular frequency of the emitted photon. Continuing to consider the mode (s,P 1 )ϭ(M ,L 1, P 1 ), this leads to the form
is the resonance width. Returning to the evaluation of ⌫ 1 (⌿ c.m. ) by summing over possible final states, we find
͑5.31͒
The factors (N P 1 TM ) 2 ϭបck P 1 L 1 TM /2nV TM,P 1 and e 2 X R 2 are ex-
͑5.32͒
Hence
where it is assumed that the c.m. energy shift ␦E c.m. ϳបk 2 /2m is much less than the resonance width ͑see Appendix A 1 b͒. Using the free space spontaneous emission parameter ⌫ 1 free ϭ(e 2 X R 2 /3ប)k 3 , noting that k pertains to the value outside the sphere, and relabeling M Ј→M , the final result is
where the resonance quality factor
It can be verified at a glance that this agrees with the known ͑e.g., ͓30͔͒ resonant enhancement ⌫ cavity /⌫ 0 ϳQ optical 3 /V because the V TM,P 1 are not very dependent on M and ͚ M P M (M ) is a scaling factor dependent on the overlap of the atomic c.m. state and the mode volume. The value Qϭ10 8 is used to calculate the ratio ⌫ 1 (⌿ c.m. )/⌫ 1 free for the c.m. states ϭ1, . . . ,6, with the results plotted in Fig. 14 for jumps of type J 1 ͑namely, ͉1͘→͉0͘). Note that enhance-FIG. 14. The spontaneous emission rate ⌫ 1 () normalized to the free space result ⌫ 1 free as calculated in Sec. V C 2. Note the dependence of the ⌫ 1 () on the particular c.m. state due to the structure of the c.m. wave function. For example, the modes ϭ10,12 corresponding to azimuthal excitation ͑see Fig. 8͒ are anomalously high because they keep the atomic c.m. probability closer to the dielectric interface. ments over the free space rate by ϳ 800 are found for transition at 894.5 nm. By contrast, the enhancement for the ͉2͘→͉0͘ ͑or J 2 type͒ transition at 455.6 nm is ϳ5 with the difference in the two due to the factor optical 3 and the difference in field amplitude for the two modes at the atomic position. This proves the resonant contribution dominates the sum of the off-resonant mode contributions. More significantly, for a given type of jump (J 1 , J 2 ), the spontaneous rates are not wildly dependent on c.m. wave function as also found in the preceding section. However, the enhancement factors in the c.m. states ϭ10,12 ͑corresponding to ê z excitations͒ are noticeably larger than their ê counterparts which is evidence for possible novel c.m. state effects on the dynamics; for example, a c.m. transition from an ê excitation state ͑e.g., ϭ9) to an ê z excitation state ͑e.g., ϭ10) would change the internal atomic decay rate.
D. The nonperturbative regime
When the Q of the resonant mode becomes so high that a perturbative expansion is no longer formally valid, the coupled atom-cavity mode dynamics can be understood as an oscillatory exchange of quanta at the Rabi rate ⍀. The perturbative calculation for the nonresonant modes in Sec. V B is still necessary to get the correct decay rate ⌫ cavity into the reservoir, but the photons which couple into the resonant mode now have a long enough cavity lifetime ϳ Ϫ1 that they might be absorbed and reemitted into this mode several times before they are lost to the reservoir via ⌫ cavity . The typical enhancement factor is called the single atom cooperativity C 1 ϳg 2 /⌫ cavity ͓35͔ ͑with gϭ⍀/2 for a single photon in the cavity͒, but it can be shown to be equivalent to ϳQ optical 3 /V as calculated perturbatively above for a dominant resonant mode. The major difference now is that the atom can also reabsorb the photon from the resonant cavity mode and a perturbative approach could never give a correct understanding of the coupled dynamics. The implication of this continuous coherent exchange for the c.m. wave function is a very interesting question. Qualitatively at least, the results of Sec. V C 1 indicate that each exchange conserves total angular momentum ͑more on this in Sec. V E below͒ and must lead to a diffusion of the e im part of the wave function.
E. Interpretation of P M "M… in the quantum jump picture
Symmetry and the jump operators
A guiding light in this work has been the calculation of Marte et al. ͓36͔ , in which an atom is placed in a potential representing quantized 1D molasses. In their case, the translational symmetry of the standing wave light field allows them to express not only the c.m. wave function in terms of a basis of Bloch functions but also to express simply the effect of the spontaneous emissions on this wave function. They quantize the radiation field as plane wave states inside a box appropriate to the boundary conditions. A photon emission then must cause atomic recoil according to ͘. This is just a translation of the Bloch vector with a strength determined by the probability distribution over angles for the emitted photon as contained in the dot product k-ê z and this transformation, characterized by the jump operator e Ϫik-ê z , summarizes the effect of the sponatneous decay quantum jump for the c.m. wave function. The decay rate ⌫ is just the free space result.
In order to gain an equivalent understanding of the atom gallery, its symmetry must be exploited. It is clear that the potential is independent and that any rotation of the system about the z axis by an angle of 2 causes no change to the system. As in the 1D molasses case, a spontaneous emission event breaks this symmetry, but the corresponding kick to the c.m. wave function should respect the symmetry of the c.m. basis. In the 1D molasses case, this is a translation in linear momentum but here it should correspond to a boost in angular momentum.
If one writes down the electromagnetic analog of the angular momentum operator L,
͑5.35͒
and then proceeds to calculate the projection of this operator along the z axis, one finds ͓37͔
which, when evaluated in a field state with a single photon in the mode (s,P 1 ) will give ͗L EM,z ͘ϭបM . In other words, it is not a linear momentum kick which is applied back on the c.m. wave function as in the case of 1D molasses, but it is an angular momentum kick and the overall process has had to conserve angular momentum. In the nonresonant, perturbative regime it is sufficient to note from Eq. ͑5.15͒ that the function P LM (L,M ), suitably normalized, forms a probability distribution for the photon to be emitted into the mode (L,M ). This is the analogy to the distribution p k (k)d⍀ k ϳ͉ê d ϫê k ͉ 2 d⍀ k for a dipole in free space along ê d to emit a photon into the plane wave mode k, which is essential in understanding the form of the c.m. jump operator if one thinks of an emission event as a quantum jump.
In the resonant perturbative regime, the c.m. wave function changes due to a spontaneous emission into a dominant cavity mode. Equations ͑5.22͒-͑5.25͒ in fact specify the jump operators for a spontaneous emission into a dominant mode in the atom gallery by showing explicitly how the c.m. wave function is transformed. The jump operator cannot be simplified further because there are separate changes to both the u (,z) and e im part of the wave function. Again a situation arises where a function P M (M ), defined in Eq. ͑5.28͒, acts as a probability distribution for a photon to be kicked into a radiation mode with orbital mode number M . In Fig. 15 , the normalized version P M (M ) of P M (M) is plotted for a jump of type J 1 for an atom in the state
which is written out explicitly in Eq. ͑4.17͒. Note that this distribution is symmetric for M →ϪM and that the probability is very strongly peaked at ͉M ͉ϷL 1 .
Significance of the jump process
The first observation is that global angular momentum conservation between internal states, external states, and the quantum radiation field has to be enforced. This is a practical example of something that has been discussed by van Enk ͓38͔ and others. The internal angular momentum appears due to the dot product of the spherical basis vectors with the quantum radiation field operator in Eq. ͑5.22͒. The phase e iM of the radiation field in turn couples to the phase e im of the c.m. wave function, causing a diffusion to an initially well-defined phase and the consequence of this on the dynamics will be discussed in the next section. A second comment is that when using these jump operators in the quantum jump picture, it is implicitly assumed that our measuring device has the ability to distinguish the M value of the emitted photon. This may not be practical or even physically realizable. However, as Ref. ͓39͔ explains for the case of 1D molasses, the jump operators are not unique. This is true in general for any master equation. In the 1D molasses case, for example, one is able to do a unitary transformation on the jump operators from B (z)e Ϫik•ê z z to ͐d⍀ k B (z)e Ϫikcos(zϪ/2) . This corresponds to a change in the measurement from the angular position of the emitted photon to c.m. wave function position localization by looking at the fluorescence through a lens. Such a transformation is known as a localizing quantum jump. One would hope that a similar transformation could be found here which would avoid relying upon the measurement of photon angular momentum. This is something to be investigated further.
Finally, and most importantly, the significance of the spherical geometry is evident. The angular momentum kick causes c.m. transitions and a change to E c.m. , but the majority of the recoil energy must go into centrifugal energy E c associated with the change in angular momentum and this energy is largely decoupled from trap heating. The sphere will thus tend to shield the atom from recoil heating in the transverse (ê and ê z ) dimensions. This is not the case in other geometries: for example, the random direction for a linear momentum kick in 1D molasses is a limit to the cooling.
The limit of a large number of jumps
It is interesting to consider semiquantitatively the effect on the quantum dynamics if there were many spontaneous emission quantum jumps. Even though such a scenario cannot be compared with the actual dynamics calculated for our system in Sec. IV since there were very few jumps by design of the chosen parameters, this would become important either in the context of interaction of the c.m. wave packets with a quantum field, or simply for deeper wells. The number of jumps j scales as j ϳ heating /⌬t emission and the heating time heating should scale as heating ϰ⌬E c.m. s⌫. For the 95
2 K (ϭ1)ϳ100 and so j 95 K / j 2 K ϳ100 since the ratio is independent of 1/s⌫. This would be noticeable in the number of orbits n orbit that the atom could make around the sphere. The orbital period T orbit scales as T orbit ϭ heating /n orbit ϭ2a/v ϳ2a 2 m c / បm 0 where m 0 is the center of the distribution in ͕m͖ for the c.m. wave function. Heating due to recoil effects, which was not present in previous calculations of heating in Sec. IV C, can change n orbit in the limit that there are a large number of jumps j. For angular momentum conservation for the microsphere trap,
͑5.38͒
where J atom tot ϭL atom int ϩL atom c.m. and, as described explicitly above in Sec. V C 1,
This transformation says that even if all of the quantum jumps are recorded, there will be a corresponding spread in the c.m. angular momentum. The reason for this is that there is an internal component, L atom int to the total angular momentum, J atom tot which cannot be ignored. For an initial system wave function before the first jump at tϭt jump
15. The normalized probability distribution P M (M ) for a photon to be emitted with M ͓ϪL 1, L 1 ͔ in a spontaneous emission event in a resonant regime from the internal atomic state ͉1͘ to the state ͉0͘. The initial c.m. state is taken to be ϭ1. Note that the distribution is symmetric about M ϭ0. This probability distribution is used to pick the ê z component of the orbital angular momentum of a spontaneously emitted photon in the case of a jump of type J 1 . It is the microsphere analogy to picking the ê z component of the linear momentum of an emitted photon in free space according to a
The de Broglie resonance condition is that ⌬ p ϳប/a with p (t)ϭ͗(ប/i)(‫͘)ץ/ץ‬ϳ(ប/a)͚ ,m m͉c m (t)͉ 2 . Hence, ⌬m ϳ1 is required such that ͚ ,m contains very few m values. So with ⌬mϳ1, ⌬E c ϳប 2 m/m c a 2 defines an acceptable energy width and it is clear that with smaller diameter spheres, greater flexibility in initial atomic temperatures is allowed. For a 1 m sphere at E c ϳ100 nK ͑Cs recoil at the D 2 line at 852 nm͒, ⌬E c ϳ(ប 2 /m c )(2/a)ϳ30 nK, which is not out of the question with present cooling and trapping technology. At this small radius, the Q of the microsphere is severely limited by its intrinsic radiative value, but the trapping potential does not depend heavily upon the Q. Previous discussions about the role of spontaneous emission in causing diffusion in the m quantum number of the c.m. wave function are particularly applicable here as the decohering mechanism and this will be the subject of a future investigation.
B. Cavity QED and the c.m. wave function
Perhaps the most interesting observation to come out of this analysis is that these c.m. wave packets have a spatial extent of optical /2. As has been alluded to previously, it is a very interesting problem to understand how such a c.m. wave packet would evolve if a quantum field were introduced. The idea of c.m. quantization in the context of cavity QED has recently been emphasized ͓40-42͔. Interesting cavity QED effects arise when the atom is strongly coupled to a single mode of the field and it is necessary that the strong coupling parameter g(r) between the atom and the privileged cavity mode ͑which is assumed to be at or near resonance with the atomic transition͒ dominate the decay rate ⌫ into all other modes and also the cavity decay rate of the privileged cavity mode. The atom gallery can realistically satisfy both these conditions as has been discussed in Ref.
͓2͔.
As a first example, we consider quickly turning off the classical trapping potential (⍀ 1,2 →0) and then using the Stark shift of a quantum field resonant with a WGM and an internal atomic transition. The initial total wave function now contains a very well-defined initial atomic c.m. wave packet localized directly in the spatial region of this quantum field as pointed out in Ref. ͓2͔ . The quantum dynamics in a resonant situation such as this are governed by a Hamiltonian of the form
where dissipation is ignored. The initial c.m. wave function,
͑6.4͒
forms a very realistic initial condition for the subsequent evolution and this situation is a novel one. Clearly, the usual interpretation of g(r) as g(͗r͘ ) cannot be correct as the wave packet can have appreciable probability on spatial scales over which g(r) varies appreciably. Many very interesting situations may arise. For example, with g(r)ϳd•E PLM (r) ͑see Appendix A 4͒ for a quantized WGM field with mode functions given by Eq. ͑2.1͒, the c.m. wave function would be extremely sensitive to the number of nodes ͉LϪM ͉ of g(r) in the ê z direction, because these determine how g(r) varies across the wave packet ͑the realistic situation of a microsphere with some asphericity to lift the M degeneracy noted earlier is considered͒. This is emphasized in Figs. 16͑a͒-16͑c͒ where the c.m. wave functions for the atom gallery modes u (,z) are plotted along with g ͉LϪM ͉ (,z) on the same spatial scale. For concreteness, the Cs D 2 transition is now taken to be close to resonant with a quantum WGM (s,P)ϭ(TM,1,521,M ). In 16͑a͒ and 16͑b͒, M ϭ518 and in 16͑c͒, M ϭ517. It is clear that the c.m. wave packets are not localized well enough to consider using g(͗r͘ ) in standard quantum dynamical equations for the internal states of the atom and the quantum field. Such a field would also lead to the importance of the coupling of the phase e iM of g(r) with the phase e im of the c.m. wave function which is a concrete example for the discussion of Sec. V C.
A second possible avenue would be to take advantage of the long lifetime of these atom galleries and keep the trapping potential on while turning on a quantum field on a third transition. Unfortunately, the energy scale associated with the coupling parameters g(r) for even a resonant vacuum field are ϳ500ϫ greater than the dipole force potential for the cesium atom gallery calculated above. Hence, it is certainly not valid to assume that the atom will remain trapped while interacting with the quantum field. However, for a much lighter atom such as He *, it is the case that one might be able to treat the fast (g Ϫ1 time scales͒ dynamics due to the quantum field while ignoring the slower ͑heating time scales͒ of the trap. One could now consider the possibility of probing the c.m. state structure dependence of the usual internal state quantum field Jaynes-Cummings ladder in optical cavity QED on time scales long compared to anything being done at the moment. We look forward to developing these ideas further in future work.
VII. CONCLUSIONS
In conclusion, the atom gallery proposed in ͓2͔ has been further characterized by calculating the bound states and then examining the subsequent dynamics of the system evolving in one of these states. Trap lifetimes cannot be fully understood from a semiclassical analysis. Next, the broad issue of radiative processes in the atom gallery has been discussed in both the perturbative and nonperturbative regimes. The symmetry of the atom gallery brings to the fore very interesting issues of angular momentum conservation, which has been discussed in the context of the quantum jump picture. Some ideas about the atom gallery as a matter wave resonator have been presented. Finally, extremely interesting issues arise as a consequence of c.m. quantization in cavity QED with a quantum field. Exploring quantum dynamics against the backdrop of the atom gallery should be extremely fruitful because it is a realistic 3D system which begins to emphasize the importance of the c.m. wave function in cavity QED.
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We express our gratitude to S. M. Tan for many of the codes used to implement the Lanczos algorithm and the invaluable aid concerning the use of MATLAB in the calculations. We also acknowledge many extremely helpful discussions with S. M. Tan Microsphere resonances are calculated from resonances in the Mie scattering coefficients which in turn are determined from the boundary conditions on Maxwell's equations at the surface of the sphere. For the TM modes used in the calculations the following characteristic equation has to be solved ͓11͔:
where n is the refractive index of silica, 1 and 2 are the magnetic permeabilities inside and outside the sphere, respectively, ϭk 1 a for a sphere of radius a and a wave vector magnitude inside the sphere of k 1 , and the Ј denotes differentiation with respect to the argument. This can be simplified to
The solutions are characterized by PL TM ͑where P indexes the zeroes of h L ) and are related to the resonance frequencies PL TM ϭck PL TM /n used in the calculations by PL TM ϭRe(c PL TM /na). k PL TM is understood to be inside the sphere.
b. Quality factors
The cavity damping rate PL TM can be a very small number and this is the reason why microsphere resonators are interesting for strongly coupled cavity QED. In practice, the linewidths would be measured and quoted as a Q PL TM value, where Q PL TM ϭ PL TM /⌬ PL TM ϭ PL TM /2 PL TM . This value can be predicted using the results of Ref. ͓31͔. The intrinsic radiative Q can be solved by considering the functional form of the square of the Mie scattering coefficient b L given explicitly for TM modes by Eq. ͑5.12͒. This leads to Q values which can be Ͼ10 20 for 2a/ optical у50 ͑as is easily satisfied here͒ and so radiative losses can be ignored. Present work in Ref. ͓31͔ at 633 nm is pushing the intrinsic material absorption limit. For a typical Q value ϳ10 9 at ϭ894 nm the resonance width is ⌬/2ϳ300 KHz, but a recoil shift here is ϳ10 KHz so these can be ignored as was claimed in Sec. V C 2.
Bound state calculations
a. Eigenvector representation
As discussed briefly above, the c.m. basis wave functions are held as coefficients of a sine series because this automatically enforces the boundary conditions that the atom be con- FIG. 16 . The c.m. wave function u ϭ1 (,z) is shown to have appreciable probability across the strong-coupling parameter g ͉lϪm͉ (r) for the WGM (TM,p,l,m)ϭ(TM,1,521,518) resonant with the cesium D 2 line at 852 nm, following the discussion in Sec. VI B. In ͑b͒, the same situation with the u ϭ10 (,z) c.m. state is shown. In ͑c͒, the interesting situation arises that in the state ϭ10 and with the WGM (TM,p,l,m)ϭ (TM,1,521,517), then g ͉lϪm͉ϭ4 (͗r͘ ϭ10 )у͗g ͉lϪm͉ϭ4 (r)͘ ϭ10 which emphasizes the importance of these c.m. wave functions when a quantum cavity field is involved on the same spatial scale. The understanding of this exciting new regime is one focus of our current work. There is still the issue of the overall normalization of the u (␣,␤), because
