This paper is concerned with the limiting spectral behaviors of large dimensional Kendall's rank correlation matrices generated by samples with independent and continuous components. We do not require the components to be identically distributed, and do not need any moment conditions, which is very different from the assumptions imposed in the literature of random matrix theory. The statistical setting in this paper covers a wide range of highly skewed and heavy-tailed distributions. We establish the central limit theorem (CLT) for the linear spectral statistics of the Kendall's rank correlation matrices under the Marchenko-Pastur asymptotic regime, in which the dimension diverges to infinity proportionally with the sample size. We further propose three nonparametric procedures for high dimensional independent test and their limiting null distributions are derived by implementing this CLT. Our numerical comparisons demonstrate the robustness and superiority of our proposed test statistics under various mixed and heavy-tailed cases. of Rank Correlation Matrix 2 MSC 2010 subject classifications: Primary 62H10; secondary 62H15.
Introduction
Most well-established statistics in classical multivariate analysis can be presented as linear functionals of eigenvalues of sample covariance or correlation matrix models. Such linear functionals of eigenvalues are termed as linear spectral statistics (LSS) in the literature of Random Matrix Theory (RMT) . Studies of asymptotic properties of the LSS are particularly important in multivariate analysis of variance, multivariate linear models, canonical correlation analysis and factor analysis, etc. Analysis of high dimensional data calls for new theoretical framework since classical multivariate analysis theory may become invalid under high-dimensional regime. While RMT, which studies asymptotic behaviors of eigenvalues of large random matrices with certain structures, serves as an effective tool to deal with high dimensional problems, particuarly under the Marchenko-Pastur asymptotic regime, where the dimension proportionally diverges to infinity with the sample size. In general, the study of RMT can be divided into two categories: bulk spectrum and edge behaviors. The bulk spectrum describes global eigenvalue behaviors including convergence of empirical spectral distribution (ESD), fluctuation of LSS and spectrum separation, etc; while edge behaviors mainly concern the convergence and fluctuation of extreme eigenvalues.
The study of the fluctuation of LSS for different types of random matrix models has received considerable attention in past decades and has broad applications in various fields such as wireless communications and finance, etc, see recent monographs (Bai and Silverstein, 2010; Couillet and Debbah, 2011; Yao et al., 2015) and surveys (Tulino and Verdú, 2004; Johnstone, 2006; Paul and Aue, 2014) . The original result on CLT for LSS can be traced back to Jonsson (1982) , where the CLT for polynomial functions of a sequence of Wishart matrices was established. Bai and Silverstein (2004) extended it to analytic functions of eigenvalues of large sample covariance matrices. Theoretical results for other popular random matrices have been derived later on, which include Zheng (2012) for the Fisher matrices; Yang and Pan (2015) for canonical correlation matrices and Gao et al. (2017) for the Pearson correlation matrices. Other than Pearson-type models, Diaconis and Evans (2001) adopted the moment method to establish the CLT for Haar matrices. Bai and Yao (2005) obtained the CLT for LSS of Wigner matrices using the Stieltjes transform method.
Although the result in Bai and Silverstein (2004) is universal in the sense that the CLT does not depend on any particular distribution assumption of the data, it requires the same kurtosis as Gaussian distribution. The moment restrictions have been relaxed in subsequent developments like Pan and Zhou (2008) , Zheng et al. (2015) , finite fourth or even higher order moments are still generally required in Pearson-type models. Such constraints significantly limit the applicability for real data analysis, but certainly have stimulated the investigation of nonparametric methods which are free of moment restrictions. For starters, Bao et al. (2015) established the asymptotic normality of polynomial functions of the spectrum of Spearman's rank correlation matrices. Bandeira et al. (2017) obtained the limiting spectral distribution of Kendall's rank correlation matrices, which appeared to be a variation of the Marchenko-Pastur law. Bao (2018) further proved the Tracy-Widom limit for largest eigenvalues of Kendall's rank correlation matrices.
In this paper, we focus on LSS of Kendall's rank correlation matrices K n generated by samples x 1 , · · · , x n from a p-dimensional random vector x. The primary goal of this paper is to establish the CLT for general LSS of K n under the Marchenko-Pastur asymptotic regime when x consists of p independent components. From technical point of view, the LSS of K n is actually the type of U-statistics and to the best of our knowledge, there are no such CLTs for LSS related to U-statistics have been established so far in the literature. Moreover, the structure of K n is very different from most of the well studied random matrix models in the literature. Although K n can be written as Wisharttype product of data matrix Θ, i.e., K n = ΘΘ T (see more details in (2.6)), the elements within each row of Θ is nonlinearly correlated and such correlation structure cannot be incorporated into any random matrix models studied so far. In fact, the most commonly used model assumption is the independent component model (ICM) assumption: there exist constant vector µ and non-negative definite matrix Σ p such that x = µ + Σ 1/2 p z, where all elements within z are independent and identically distributed and have zero mean and unit variance (Bai and Silverstein, 2004; Pan and Zhou, 2008; Zheng, 2012) . Thus, techniques for the ICM cannot be directly adopted to accommodate the nonlinear correlation structure in Θ. In order to decouple such nonlinear correlated structure of our target matrix K n , we develop new technical tools for each row v T k of Θ. Here the tricky thing is that, although v T k can be decomposed into two uncorrelated parts using Hoeffding's decomposition, the two components are still not independent. Due to this kind of subtle dependent relation, it requires much effort to derive the expectation of product of two quadratic forms like the term Ev T k Av k v T k Bv k . In fact, derivation of explicit formula for such expectation is one of the key steps for deriving the CLT for LSS of K n and the result is established in Lemma 5.4. Moreover, parallel to the population covariance matrix Σ p in Bai and Silverstein (2004) , ME(v k v T k ) is a M × M (M = n(n − 1)/2) matrix with n − 1 eigenvalues equal to (n + 1)/3 and all the remaining ones being 1/3. This fact suggests that the spectral norm of ME(v k v T k ) is unbounded while its empirical spectral distribution degenerates to a point mass at 1/3 asymptotically. Thus, such kind of spectral property differs from the common settings in the study of high dimensional sample covariance matrices where its population version Σ p is of full rank with bounded spectral norm and its empirical spectral distribution converges to certain proper c.d.f. asymptotically. Due to this reason, inequalities related to higher order moments of v k Av T k and its centralized versions need to be re-considered and re-established in order to derive the CLT for LSS of K n , which are obtained in Lemma 5.2 and Lemma 5.3.
To demonstrate the potential of the newly established CLT, we study high dimensional independent tests without any moment conditions. Under Gaussian assumption, such tests of independence have been studied in the low dimensional framework (Muirhead, 1982; Anderson, 1984) , where the likelihood ratio test statistic (LRT) was shown to converge to chi-square distribution under the null hypothesis. However, the well established large sample theory for the LRT becomes invalid when the dimension grows comparable or even larger than the sample size. To cope with high dimensionalimsart-generic ver. 2013/03/06 file: Kendalltau0531.tex date: December 16, 2019 ity, various methods have been proposed in the literature, including the modifications of LRT (Jiang et al., 2013; Jiang and Qi, 2015) ; Frobenius-norm-type statistics based on sample correlation matrices (Gao et al., 2017) , sample canonical correlation coefficients (Yang and Pan, 2015) and maximum-norm-type statistics (Jiang, 2004; Zhou, 2007; Cai and Jiang, 2011) . These tests are in general infeasible for heavy-tailed distributions since these approaches are based on Pearson-type sample covariance, correlation or canonical correlation matrices which all require strong moment conditions.
On the other hand, nonparametric approaches can get rid of such moment restrictions and robustness are thus achieved by replacing the Pearson-type correlations with rank-based versions. Recent works on this topic include Bao et al. (2015) for tests based on the polynomial functions of the spectrum of Spearman's rank correlation matrices, Han et al. (2017) for the maximum type statistics including Kendall's tau and Spearman's rho, and Leung and Drton (2018) for a class of nonparametric U-statistics. In this paper, we propose three test statistics for high dimensional independent test. The first two are based on the second and fourth spectral moment of K n while the third is based on the entropy loss (EL) between the Kendall's rank correlation matrix K n and its population counterpart as motivated by James and Stein (1961) , Muirhead (2009 ), Zheng et al. (2019 . All the three statistics can be represented in certain forms of LSS of K n , thus their limiting null distributions can be fully derived using our newly established CLT for general LSS of K n . Our numerical studies demonstrate robustness of the three tests for mixed and heavy-tailed distributions. Their performances are very satisfactory for distinguishing various settings of dependent alternatives including both linear and non-linear cases.
Throughout this paper, we use bold Roman capital letters to represent matrices, e.g. A. Tr(A) denotes the trace of matrix A. Scalars are in lowercase letters. Vectors are bold letters in lowercase like v. N, R, and C represent the sets of natural, real and complex numbers. E(·) means taking expectation and ℑ(·) means taking imaginary part of complex numbers. 1(·) stands for indicator function and T for transpose of vectors or matrices.
The rest of the paper is organized as follows. Section 2 first introduces some preliminary results and notations on high dimensional Kendall's rank correlation matrices and then establishes our main result on the CLT for LSS of K n . Section 3 develops three statistics for high dimensional independent test, with their limiting null distributions explicitly derived. Simulation experiments are conducted to compare the finite sample performance of our test statistics with other existing ones under various model settings and alternatives. Section 4 contains the proof of our main result on CLT for LSS of K n . Technical lemmas and related proofs are relegated to the supplementary file.
CLT for LSS of High-dimensional Kendall's rank correlation matrices
n is a random sample from a p dimensional random vector x with independent and continuous components. Denote X n = (x 1 , x 2 , · · · , x n ) as the data matrix. The Kendall's rank correlation matrix of X n is defined to be a p × p matrix K n = (τ kℓ ), whose (k, ℓ)-th entry is the empirical Kendall's rank correlation coefficient between the k-th and ℓ-th components of x (the k-th and imsart-generic ver. 2013/03/06 file: Kendalltau0531.tex date: December 16, 2019 ℓ-th row of X n ), i.e.
For any analytic function f (x), a general LSS of K n is defined as p i=1 f (λ i )/p, where {λ i , 1 ≤ i ≤ p} are eigenvalues of K n . In this section, we are interested in the CLT for such LSS of K n under the Marchenko-Pastur asymptotic regime: p → ∞, n → ∞, c n := p/n → c ∈ (0, ∞). This asymptotic regime is denoted by (p, n) → ∞ for short throughout the paper.
Preliminary results on the limiting spectrum of K n
To study the limiting properties regarding to the spectrum of certain large dimensional random matrix models, the very first step is to consider its empirical spectral distribution. Suppose the random matrix model that we are interested in is a n × n Hermitian (or symmetric) matrix A n , we denote its n real eigenvalues as λ 1 ≥ · · · ≥ λ n in descending order. The empirical spectral distribution (ESD) of A n is referred as a random measure F A n such that
The study of the limiting spectrum of K n from the perspective of RMT is few and far between. The only two relevant references are Bandeira et al. (2017) and Bao (2018) . Bandeira et al. (2017) studied the LSD of K n and showed that F K n converges in probability to F c := 2Y/3 + 1/3 as (p, n) → ∞ where Y follows the standard Marchenko-Pastur law with parameter c, see Marchenko and Pastur (1967) . This cumulative distribution function F c has an explicit form of density dF c given by
(2.4)
A very useful tool for deriving such LSD is its corresponding Stieltjes transform, for any c.d.f F(x), defined to be
where C + denotes the upper complex plane. The Stietjes transform m F c (z) of F c has been proven to be the unique solution of the following equation
imsart-generic ver. 2013/03/06 file: Kendalltau0531.tex date: December 16, 2019 such that ℑ(z) · ℑ(m F c (z)) > 0. It can also be expressed explicitly as a function of the limiting dimension-to-sample size ratio c, i.e.
.
Apart from such global behavior, recently, Bao (2018) proved the Tracy-Widom law for the largest eigenvalue of K n under the same assumptions, which turns out to be the first Tracy-Widom law for a high-dimensional U-statistic.
Hoeffding decomposition
For the p×n data matrix X n = (x 1 , · · · , x n ) with
where M := M(n) = n(n − 1)/2. We can represent K n in (2.1) as
Notice that the k-th row of Θ contains information only related to the k-th component of the original data (k-th row of X n ), thus rows of Θ are independent. We denote the k-th row of Θ by
Further, if we look into the components of v T k carefully, we will find out that not all of them are independent, e.g. v k, (i j) and v k,(iℓ) are correlated when j ℓ. To deal with such dependence structure within v T k , a variation of Hoeffding decomposition is first introduced in Bandeira et al. (2017) and further refined by Bao (2018) 
where {v k,(i·) , k = 1, · · · , p; i = 1, · · · , n} are i.i.d. uniformly distributed on [−1, 1] and the three terms v k, (i·) , v k,(· j) andv k,(i j) are pairwisely uncorrelated. If we further set
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then the k-th row of Θ can be expressed as the summation of two terms
with the following covariance structure
Here, T is a n × M matrix with entries
and (2018)).
The main theorem
Denote the eigenvalues of K n as λ 1 , · · · , λ p in the descending order. Of interest is the
As has already been established that the ESD of K n converges in probability to F c , then asymptotically, the quantity (2.9) will tend to f (x) dF c (x) almost surely. In order to study its second order behavior, or the limiting distribution of the normalized version of p i=1 f (λ j )/p, we define F c n as the c.d.f, which is the analogue for F c simply by replacing all the limiting value c in the density function given in (2.3) with its finite sample counterpart c n . Its corresponding Stieltjes transform is thus denoted as m F cn (z). We will prove that the convergence rate of
is essentially 1/p. To this end, define
Our main result is stated in the following theorem.
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Theorem 2.1. Suppose (p, n) → ∞, x 1 , x 2 , · · · , x n is a random sample from a pdimensional population x, where x has p independent components, all of which are absolutely continuous with respect to the Lebesgue measure. Let f 1 , · · · , f k be functions on R and analytic on an open interval containing the support of dF c (x) (defined in (2.3)), then the random vector
forms a tight sequence in n and converges weakly to a Gaussian random vector X f 1 , · · · , X f k , with means
where 1 ≤ i j ≤ k. The contours in (2.10) and (2.11) (two in (2.11) are assumed to be non-overlapping) are closed and taken in the positive direction in the complex plane, each enclosing the support of dF c (x).
Remark 2.1. In Theorem 2.1, independence and continuity are the only two assumptions imposed on the components of x. There are no moment constraints and furthermore, the p components of x are not necessarily to be identically distributed.
The general forms for the limiting means and covariance functions given in (2.10) and (2.11) are difficult to compute because they involve both the variable z and Stieltjes transform m(z). The change of variable from z to m(z) itself is very complicated, not to mention that from the function f (z) to m(z). For ease of computation, the following corollary provides an alternative form of contour integrations for calculating the limiting means and covariances, which only depends on a complex number ξ that runs counterclockwise along the unit circle.
Corollary 2.1. Under the same assumptions as in Theorem 2.1, the limiting means and covariance functions can be expressed as follows
and
The proof of this Corollary is relegated into the supplementary file.
Remark 2.2. Note that the diagonal elements of K n are all one, which leads to the fact that Tr(K n ) = p is deterministic. Actually, by taking f (x) = x and via some non-trivial calculations, we can show that, the centering term x dF c n (x) = p, and the limiting mean EX f and variance Var(X f ) are both zero, which further proves the validity of Theorem 2.1 in this degenerate case.
Application to Test of Independence
based on n samples under the regime (p, n) → ∞.
Test statistics and their limiting null distributions
Here we consider the following three test statistics based on the Kendall's rank correlation matrix K n ,
The first two test statistics Q τ,2 and Q τ,4 are polynomial functions (of order two and order four, respectively) of the pairwise rank correlations among all the p components and naturally we reject H 0 when their values are too large. The third one Q τ,log is motivated by the entropy loss between the Kendall's rank correlation matrix K n and its population version under H 0 . To be more specific, when all the components of x are independent, it is straightforward to verify that EK n = I p . So the entropy loss between K n and EK n , which is defined as L(K n , EK n ) = Tr K n (EK n ) −1 − log(|K n (EK n ) −1 |) − p (James and Stein, 1961; Muirhead, 2009; Zheng et al., 2019) reduces to − log |K n | under H 0 , and we reject H 0 when the entropy loss is too large, or equivalently when Q τ,log is too small. On the other hand, all the three statistics Q τ,k (k = 2, 4) and Q τ,log can be directly linked to particular forms of LSS of K n by taking f (x) = x k , k = 2, 4 and f (x) = log(x), respectively, i.e.
with their asymptotic fluctuation behaviors under H 0 fully characterized by implementing the CLT for general LSS of K n in Theorem 2.1 or Corollary 2.1. Through some non-trivial calculations, the limiting distributions for the three statistics under H 0 are given in following theorem.
Theorem 3.1. Assuming that conditions in Theorem 2.1 hold, under H 0 , we have, as 
The proof of this theorem is postponed to the supplementary file.
Remark 3.1. Leung and Drton (2018) introduced three types of test statistics that are constructed as sums or sums of squares of pairwise rank correlations, including Kendall's τ as a special case. In fact, Theorem 4.1 in Leung and Drton (2018) shows that under H 0 , when p, n → ∞,
. Under the high dimensional framework (p, n) → ∞, (3.3) is consistent with our results for the limiting null distribution of Q τ,2 in Theorem 3.1.
Simulation experiments
In this section, we conduct numerical comparisons to examine the finite sample performance of the three proposed test statistics Q τ,2 , Q τ,4 and Q τ,log with some existing ones. Let Z α be the upper-α quantile of the standard normal distribution at level α. Based on Theorem 3.1, we obtain three procedures for testing the null hypothesis in (3.1) as follows.
where µ τ,4 , σ 2 τ,4 , µ τ,log , σ 2 τ,log are the ones by replacing the limiting value c in the terms µ τ,4 , σ 2 τ,4 , µ τ,log , σ 2 τ,log in (3.2) with its finite sample counterpart c n = p/n. As for comparison, Bao (2018) proposed a test statistic Q τ,1 , which is based on the largest eigenvalue λ 1 (K n ) of K n . They have shown that, under similar assumptions as in Theorem 2.1,
where d +,c n = (1 + √ c n ) 2 , λ +,c n = 1 3 + 2 3 d +,c n and TW 1 stands for the Tracy-Widom law of type I. In addition to Kendall's rank correlation matrix model, there are some other testing procedures based on Spearman and Pearson-type correlation matrices, denoted by S n and R n , respectively. Here both S n = (s kℓ ) and R n = (ρ kℓ ) are p × p matrices where s kℓ and ρ kℓ are the Spearman and Pearson correlation of the k-th and ℓ-th row of X n with where r ki is the rank of x ki among (x k1 , · · · , x kn ). Test statistics based on S n and R n include 1. Q R,1 = nλ 1 (R n ) − (p 1/2 + n 1/2 ) 2 (p 1/2 + n 1/2 )(p −1/2 + n −1/2 ) 1/3 , (Bao et al., 2012; Pillai and Yin, 2012) (Gao et al., 2017) ; 3. Q R,max = n max 1≤i< j≤p |R i j | 2 − 4 log n + log log n, (Jiang, 2004) ; (Bao, 2019) ; 5. Q S ,2 = n 2 p 2 Tr S n S T n − n 2 n−1 − n 2 p + n p , (Bao et al., 2015) ; 6. Q S ,4 = n 4 p 4 Tr S 4 n − n 4 (n−1) 3 − n 4 p 3 − 6n 4 (n−1)p 2 − 6n 4 p(n−1) 2 , (Bao et al., 2015) ; 7. Q S ,max = n max 1≤i< j≤p |S i j | 2 − 4 log p + log log p, (Zhou, 2007) .
To evaluate the finite sample performance of these test statistics, data are generated from various model scenarios for different (p, n) combinations. To examine Type I error rate, three models in the following are used with different distributions for X n = (x i j ) p×n .
To examine their empirical power, both linear and non-linear alternatives are considered. A matrix Z n with independent components is generated firstly following (I)∼(III), then the data matrix X n is constructed as follows.
(IV) Toeplitz: X n = AZ n , A = (a i j ) p×p , a ii = 1, for some 1
Here we set k 0 = [p/100], while for each distribution, ρ s and r 1 ∼ r 4 are set differently to accommodate different degrees of dependence. All empirical statistics are obtained using 1000 independent replicates. Note that for Model (II) and (III), the elements of x do not have finite fourth order moments, which fails to meet the requirement for Pearson-type test statistics, therefore we eliminate all the corresponding results. Table 1 shows empirical sizes of all the test statistics under different distribution models (I)∼(III). It can be seen that for the nominal level α = 5%, all the Frobeniusnorm-type test statistics (Q τ,2 , Q τ,4 , Q S ,4 , Q S ,2 , Q R,2 ) have very accurate sizes close to 5%, while spectral-norm-type (Q τ,1 , Q S ,1 , Q S ,1 ) and maximum-norm-type (Q S ,max , Q R,max ) test statistics are a little bit undersized. Although such bias shrinks when the sample size becomes larger, it still exists even for very large n due to the slow convergence of extreme eigenvalues to the Tracy-Widom distribution. Moreover, Q R,1 , Q R,2 and Q R,max work only for model (I) due to moment restrictions. It's observed that our imsart-generic ver. 2013/03/06 file: Kendalltau0531.tex date: December 16, 2019 test statistic Q τ,log is a little oversized in the p > n cases when p, n are relatively small. However such bias significantly reduces when p, n increase.
As for the linear correlated alternatives, Table 2 presents the empirical powers of all test statistics under the Toeplitz population matrix Model (IV) for various distributions. It can be seen that our test statistics Q τ,log and Q τ,2 perform best under Model (IV). Moreover, among all the three Frobenius-norm-type statistics, our test statistic Q τ,2 demonstrates superiority over the other two across all scenarios and (p, n) combinations. Q S ,2 always has inferior power and Q R,2 doesn't work for heavy-tailed distributions. As for the nonlinear correlated structure for Model (V), empirical powers of all the test statistics are shown in Table 3 . It's obvious that our proposed test statistics Q τ,2 , Q τ,4 and Q τ,log all demonstrate significant superiority over all the others under heavy tailed distributions.
Proofs of Theorem 2.1
Generally speaking, the proof of our main result follows similar routine as establishing the CLT for LSS of a large dimensional sample covariance matrix given in Bai and Silverstein (2004) . However, the model we considered here is much more complicated than the well studied sample covariance matrix model as has already been discussed in the introduction. Extra new techniques are thus needed to overcome such difficulties. To this end, we have developed three lemmas (Lemma 5.2, Lemma 5.3 and Lemma 5.4), all considering the expectation of the product of a sequence of quadratic forms. Actually, such results serve as the cornerstone for proving our main result.
Sketch of the proof of Theorem 2.1
Let γ be a closed contour enclosing the support of dF c (x), taken in the positive direction in the complex plane, then from Cauchy's integral formula, we have is a random two-dimensional process defined on the contour C of the complex plane. It can be viewed as a random element in the metric space C C, R 2 of continuous functions from C to R 2 . Our target is to prove the weak convergence of M n (z) and the result is stated in the following lemma.
Lemma 4.1. Under the same assumptions as in Theorem 2.1, M n (z) forms a tight sequence on C and converges weakly to a two-dimensional Gaussian process M(z) satisfying, for z ∈ C,
and for z 1 , z 2 ∈ C,
(4.2)
Proof of Lemma 4.1
Firstly we decompose M n (z) into the summation of a random part M 1 n (z) and a de-
The proof of Lemma 4.1 is then complete if we can verify the following three steps:
Step 1: Finite dimensional convergence of M 1 n (z) in distribution to a centered multivariate Gaussian random vector with covariance function given by (4.2);
Step 2: Tightness of M 1 n (z);
Step 3: Convergence of M 2 n (z) to the mean function given by (4.1).
Step 1: Finite dimensional convergence of M 1 n (z) in distribution
In the first step, we will show that, for any complex numbers z 1 · · · z r ∈ C + , the r dimensional random vector (M 1 n (z 1 ) · · · M 1 n (z r )) T is jointly Gaussian. To this end, we will show that the sum
forms a tight sequence of random functions for z i and will converge in distribution to a Gaussian random variable. The main strategy of the proof is based on the martingale CLT given in Lemma 5.1, together with our newly established Lemma 5.2∼5.4. Define
,
Let E k (·) denote the conditional expectation with respect to the σ−field generated by v 1 , · · · , v k , we have
By applying the equality
we have
which together with (4.3) implies that
Next, we will show that the contribution of a k2 and a k3 to M 1 n (z) can be negligible as n → ∞. For the contribution of a k3 , we have
Using the Hoeffding decomposition for v k which is denoted as v k = u k + v k (see (2.8))
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According to Lemma 5.3,
Collecting (4.5) and (4.6), we have
Similarly, which implies that
by applying the martingale central limit theorem (Billingsley (2008) ) as stated in Lemma 5.1, it is enough to verify 7) and prove that under the assumptions of our Theorem 2.1, for z 1 , z 2 ∈ C + , the term
converges in probability to a constant, or to determine the limit of
(4.9) Actually, we have d dz 1 d dz 2 (4.9) = (4.8) .
As for the condition (4.7), by taking (4.4) and (4.6) into account, we have
which implies that for any ε > 0,
then condition (4.7) is verified. Therefore, the remaining is devoted to find the limit of (4.8).
Therefore, it remains to find the limit of (4.10) which in turn gives the limit of (4.8). 
Therefore, in order to obtain the limiting variance of M 1 n (z), we need to find out the limit of each terms in the expansion of b n (z 1 )b n (z 2 ) p k=1 E k−1 E k g k (z 1 ) E k g k (z 2 ) , i.e, the limit of (4.11)∼(4.17). The main technical point of derivation for the limit of these terms is to replace H k (z) with z − T N (z) −1 and figure out the orders of the remainder. Specifically, by making use of the results in Lemma 5.2∼5.4, we have the limit for (4.11)∼(4.17) given in the following lemma, whose proof is relegated to the supplementary file.
Lemma 4.2. With the same notations as in the previous context, (4.11) can be approximated by
(4.12) = − 8c n m F cn (z 1 )m F cn (z 2 ) 15 1 + 2 3 c n m F cn (z 1 ) 1 + 2 3 c n m F cn (z 2 ) + o p (1);
(4.13) and (4.14) share the same limit, which is − 16c n m F cn (z 1 )m F cn (z 2 ) 45 1 + 2 3 c n m F cn (z 1 ) 1 + 2 3 c n m F cn (z 2 ) ; all the remaining terms (4.15), (4.16) and (4.17) share the same limit, which is 16c n m F cn (z 1 )m F cn (z 2 ) 135 1 + 2 3 c n m F cn (z 1 ) 1 + 2 3 c n m F cn (z 2 )
Combining the limits of (4.11)∼(4.17) using Lemma 4.2 and then taking derivatives with respect to z 1 and z 2 gives the limit of (4.10), which is exactly given by (4.2). To this end, we have proved that (M 1 n (z 1 ) · · · M 1 n (z r )) T is jointly Gaussian with covariance function Cov(M 1 n (z 1 ), M 1 n (z 2 )) given by (4.2).
4.2.2.
Step 2: Tightness of M 1 n (z)
To prove the tightness of M 1 n (z), it is sufficient to prove the moment condition (12.51) of Billingsley (1968) is finite. According to edge university of the Kendall's rank correlation matrix derived in Bao (2018) , we can assume D −1 (z), D −1 i (z) and D −1 i j (z) are all bounded in n and z ∈ C n . Then by applying Lemma 5.3, the verification of (4.18) follows similar procedure as developed in Bai and Silverstein (2004) and the details will be omitted here.
4.2.3.
Step 3: Convergence of M 2 n (z)
The proof of Lemma 4.1 will be complete if we could show that {M 2 n (z)} is bounded and form an equicontinuous family and converges to some fixed constant, which is given by (4.1). As for the boundedness and equicontinuity, it is easy to verify following the steps in Bai and Silverstein (2004) so the main task in this part is to derive the limit of {M 2 n (z)}. Notice that for m F cn (z), it satisfies
so we define
Consider the following
(4.19)
On the other hand, with some non-trivial calculations,
where D n (z) is a notation to denote the constant part, i.e.
(4.21)
Therefore, combining (4.19) and (4.20), we have
( 4.22) Thus, what remains is to find the limit of the term on the right hand side of Equation (4.22). First, considering the part involving Tr − T N (z) −1 − Tr ED −1 (z) , we have
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As for the first term in (4.23), we have 
||B ℓ ||, (5.1) where || · || denotes the spectral norm.
Lemma 5.3. For the M-dimensional random vector v k as defined in (2.7) and any M × M deterministic Hermitian matrix A which has bounded spectral norm, under the same assumptions as in Theorem 2.1, we have
Lemma 5.4. Let A, B be any M × M deterministic symmetric matrices, we have tral statistics of high-dimensional sample covariance matrices with applications to hypothesis testing. The Annals of Statistics, 43(2):546-591. Zheng, S., Chen, Z., Cui, H., and Li, R. (2019) . Hypothesis testing on linear structures of high dimensional covariance matrix. Zhou, W. (2007) . Asymptotic distribution of the largest off-diagonal entry of correlation matrices. Transactions of the American Mathematical Society, 359(11):5345-5363.
