A spectrum sensing technique is described which is used to enhance the performance of harmonic step-frequency radar in the presence of harmful radio frequency (RF) interference (RFI). This technique passively monitors the RF spectrum for subbands of high signal-to-interference-plus-noise ratio (SINR) within a constrained bandwidth of interest. An optimal subband is selected for the harmonic radar that maximizes SINR and minimizes the range resolution cell size, two conflicting objectives. The approach is tested using an experimental setup that injects high power RFI into a harmonic step-frequency radar, which significantly degrades radar performance. It is shown that the proposed spectrum sensing technique significantly improves the SINR and the peak-toaverage sidelobe power level of the harmonic radar at the sacrifice of range resolution.
Introduction
The ever-growing wireless communications industry poses several radio frequency (RF) challenges for radar systems [1, 2] . One such challenge is RF interference (RFI) caused by RF sources operating in band and out of band to the radar [3] . It has been shown that RFI significantly degrades performance in multiple radar types including Next-Generation Weather Radars (NEXRADs) [4] , air traffic control radars [5] , through-the-wall radar [6] , microwave radiometers [7] , and harmonic radar [8] . Future radars must therefore be capable of detecting and mitigating RFI in order to maximize radar performance.
Another challenge is that the radar can itself become a source of interference, a known problem for ultrawideband radars interfering with external RF sources [9, 10] . If no cooperative policy is in place, then radar transmissions may directly (by operating in the same band) or indirectly (by outof-band emissions) interfere with RF systems operating in the vicinity. As such, future radars must be capable of automatically identifying and cooperating with other RF systems. A final challenge for radar is adherence to the potential new FCC regulations specified by the National Broadcast Plan, a plan to ensure "every American has access to broadband capability [11] ." One aspect of these regulations is to free 500 MHz of federal and nonfederal spectra for mobile and fixed wireless broadband usage [12] . It remains unclear as to how these regulations will be implemented and what frequency bands will be affected. However, any radar currently operating in the affected frequency band will be rendered useless. Clearly radars need a way to coexist in the EM environment by (1) detecting and mitigating interference from RF sources; (2) identifying and/or cooperating with RF systems in order to avoid causing interference; (3) modifying the radars' bandwidth to comply with domestic and international regulations.
The radar type of interest in this development is harmonic, step-frequency radar for RF device identification [13] . Harmonic radars receive and process harmonically generated radar returns that occur at multiples of the transmit frequency resulting from nonlinear scattering by targets of interest [14] . It has the advantage over traditional linear radar of separating natural clutter from the induced nonlinear response. This separation is made possible by the properties 2 International Journal of Antennas and Propagation inherent to the nonlinear components in the target of interest; semiconductors and metal-to-metal junctions are known sources of nonlinearity [15, 16] . Hence, processing nonlinear target responses offers an alternative way to detect and locate a target of interest. For example, in harmonic radar RF identification (RFID) applications, such as insect tracking [17] , a nonlinear radar tag (typically a diode connected to a transducer) is attached to the target of interest; this tag is specially designed to rebroadcast a harmonic response for detection. Ranging of the nonlinear target requires the harmonic radars receiver bandwidth to be a harmonic multiple of the transmit bandwidth. For example, if the harmonic radar transmits between 800 and 1000 MHz, then the receiver bandwidth is 1600-2000 MHz. Only objects containing nonlinearities can be detected in the receiver bandwidth and all other responses (e.g., clutter) remain in the linear band.
RFI is particularly disruptive to harmonic radar since the signal-to-noise ratio of the second order nonlinearity decreases at a rate of 1/ 6 in free space for two-way propagation, not 1/ 4 as is the case with traditional linear radar [18] . Therefore, if RFI occupies frequency bins used to receive the low-powered nonlinear response, then the signal-tointerference-plus-noise ratio (SINR) decreases; reception at these frequencies must be avoided. In addition, the RF components of the harmonic radar are inherently highly sensitive [19] . The harmonic radar must therefore avoid interference that could (1) saturate the RF components and (2) drive the RF components into their nonlinear operating region causing self-induced harmonics.
Potential solutions for mitigating RFI in radar include [6] (1) random frequency selection [20] , (2) frequency notching methods [21] , (3) subspace techniques [22] , and (4) RFI reconstruction and subtraction [23] . As discussed in [6] , the effectiveness of these solutions requires an estimate of the RFI parameters, a challenging task. Furthermore, these solutions do not address the second (i.e., radar as the RFI source) and third (i.e., modifiable radar bandwidth used to comply with government regulations) radar challenges discussed in the opening paragraph. To address these two challenges, joint radar and radio spectrum sharing techniques have been proposed for coexistence within a fixed frequency band of interest [24, 25] . One such technique considers a bandwidth sharing approach for radar and communications [26] . This technique allows the radar to utilize as much bandwidth as needed within a fixed frequency band of interest (the radar is given priority over the communications system).
A potential solution that addresses all of the above radar challenges is the spectrum sensing, multiobjective optimization (SS-MO) technique originally introduced by the authors in [27] . This technique passively monitors the operating band of the radar for RFI while the radar remains inactive. The technique then identifies a frequency subband (within operating band of the radar) with minimal RFI. The SS-MO technique meets optimization criteria that require a maximum SINR and a minimum range resolution cell size, two conflicting objectives. A minimized range resolution cell size is beneficial to radar since it is used to maximize the signalto-clutter ratio (SCR) in distributed clutter scenarios and enhance features for target classification [28] . The radar next modifies its waveform bandwidth to operate in the frequency subband selected by the proposed technique. Any waveform that supports a variable bandwidth can be utilized by this technique. As discussed in [27] , this proposed technique was used to analyze multiple frequency spectra of different spectral occupancy collected by a spectrum monitor system. The model used in that analysis assumed constant radar parameters; no radar data were collected or processed for experimentation. Analysis of the frequency spectra indicated that the proposed technique successfully identifies frequency subbands of high SINR while maintaining range resolution requirements. We concluded that further investigation was required in order to understand how the proposed technique affects radar performance.
In this paper, the SS-MO technique is extended to harmonic step-frequency radar. A radar performance trade-off study is conducted to determine the effectiveness of the technique on radar data. The radar performance metrics consist of SINR, peak-to-average sidelobe ratio, and range resolution cell size. Section 2 provides the formulation of the harmonic step-frequency waveform model. Section 3 describes the proposed SS-MO technique and how this technique is applied to harmonic step-frequency radar. Section 4 describes the closed-loop, harmonic step-frequency radar data acquisition system and experiments. This system measures the harmonic response from a nonlinear circuit element (i.e., a passive amplifier) in the presence of RFI. The RFI consists of deterministic narrowband and wideband signals. Section 5 discusses the advantages of the proposed approach and provides a conclusion to the paper.
Harmonic Step-Frequency Waveform Formulation
A block diagram of the harmonic step-frequency system model is shown in Figure 1 . This model is adapted from [29] for distortion prediction of nonlinear systems. Note that this model does not consider over-the-air waveform propagation and the effects of signal attenuation due to range but is appropriately matched to the wired experiments discussed in Section 4. The transmit signal of the step-frequency radar is defined as
where Λ 1 is the amplitude of the signal, is the phase, 0 ≤ ≤ is time, is pulse width, ( ) = + ( − 1) Δ is the frequency for the th pulse, is the carrier frequency of the first pulse, Δ is the frequency step size, is an integer defined in the range 1 ≤ ≤ , and is the number of pulses (or steps) [30] . The effective bandwidth of (1) is defined as = ( ) − (1). The transmit signal is next input to a linear, time invariant (LTI) system as shown in Figure 1 . In the experiments that follow (Section 4), this LTI system is used to produce a highly linear transmit waveform in order to prevent self-generated harmonics. The self-generated harmonics are indistinguishable from the harmonics generated by the target and must Figure 1 : Block diagram of the harmonic step-frequency radar model with added deterministic interference. This model is adapted from [29] for distortion prediction of nonlinear systems.
therefore be attenuated. The response from LTI System 1 is defined as [29] 2 ( , ) = ∫
where ℎ 1 ( ) is the system impulse response, 1 ( ) is the system transfer function, | 1 ( )| is the magnitude of 1 ( ),
A model commonly used for a nonlinear circuit element is the memoryless, infinite power series [8] :
, where is the amplitude coefficient of the th harmonic and a complex number. The values of the amplitude coefficients are dependent on the properties of the nonlinear target. The infinite power series model is reduced to the second order term for harmonic radar and the output to the nonlinearity becomes
Observe from (3) that the frequency and phase of the input signal double due to the second order nonlinearity. This observation is discussed in more detail at the end of this section. The response from the nonlinearity is next input into LTI System 2 representing the receiver channel of the radar receiver. Following the same development in (2), the response of LTI System 2 is
where 2 ( ) is the system transfer function,
| 2 ( 4 ( ))| is the magnitude of 2 ( ), and 2 [ 4 ( )] is the phase of 2 ( ). RFI power is next added to (4) . For this development the RFI is considered deterministic and only affects 4 ( , ); that is, the RFI does not drive the nonlinear circuit model. The RFI is defined as
where RFI ( ) is the RFI amplitude, RFI ( ) is the RFI frequency, and RFI ( ) is the RFI phase. It will be shown in the following section that the RFI power is empirically estimated using passive sensing for radar. Examination of (4) indicates that the frequencies of the received signals are ( ) = 2 ( ), twice that of the linear transmit frequencies defined in ( ). Note that the frequency step size becomes Δ = 2 Δ . Furthermore, the bandwidth in (9) is defined as = 2 (7) and is twice the bandwidth of the transmit step-frequency waveform defined by (1) . As a result, the range resolution cell size is
and is half the resolution cell size of (1).
Spectrum Sensing, Multiobjective Optimization Technique
In this section, the SS-MO technique introduced in [27] is adapted for harmonic step-frequency radar and explained in detail throughout this section. A block diagram of the proposed SS-MO technique is illustrated in Figure 2 . As is shown, spectrum sensing is used to monitor the received frequency band of the harmonic radar and form an empirical estimate of the interference-plus-noise power. The empirical estimate of the interference-plus-noise power is based on energy detection [31] . Energy detection is used since it offers a means to detect a wide variety of interferences from multiple RF sources. This estimate is next used in conjunction with an estimate of the received power to form the SINR objective function. A range resolution objective function is determined a priori based on the radar requirements. Both the SINR and range resolution objective functions are fed into a linear weighting function for multiobjective optimization. A subband (within the total bandwidth) and its center frequency are identified by the linear weighting function and Harmonic step-frequency
Step-frequency fed back to the radar system where the appropriate waveform is synthesized.
The timing of the proposed SS-MO technique is defined as
where is the pulse repetition interval (PRI), is the spectrum sensing processing time, is the multiobjective optimization processing time, and is the radar operation time. It is required that spectrum sensing and multiobjective optimization are implemented before radar operation so that the radar has an up-to-date measure of the RFI. The computational complexity of the proposed SS-MO technique should be minimal since it impacts the PRI and radar performance; for example, a high complexity may lead to a reduced number of pulses on target and therefore decrease the radar SINR.
The spectrum sensing receiver is used to passively monitor the fixed frequency band , that is, the received band of the harmonic step-frequency radar. An analog frontend is used to receive, process, and digitize the observed interference and noise to generate a sequence of time domain samples. The fast Fourier transform (FFT) then processes these samples to generate frequency domain samples = { 1 , . . . , } corresponding to the harmonic frequencies in ( ). The frequency resolution is defined as Δ , the frequency step size. Power estimates of the samples in are next defined as = { 1 , . . . , }, where the th estimate is defined as = | | 2 . Note that the samples in constitute an empirical estimate of the power spectrum of ( , ) defined in (6) .
Interference-plus-noise estimates are next determined for all subband combinations within the received band of the harmonic step-frequency radar; it is again noted that this estimate is empirically calculated based on an observation of the RF spectrum. A variation of Pascal's triangle [32] is used to determine the total energy in all possible subbands. An example of this variation is shown in Figure 3 for = 5 power estimates { 1 , . . . , 5 }. Each level in this triangle corresponds to a particular subband size. Each element in a given level corresponds to a particular center frequency. Level 1 elements at the top of the triangle contain the power estimates. As is indicated by the black arrows in Figure 3 , Level 1 elements are summed together to form Level 2 elements. Level 3 elements require a sum between the elements of Level 2 and Level 1 as indicated by the solid and dashed blue lines (resp.). Level 4 elements require a sum between Level 3 and Level 1 elements as indicated by the solid and dashed green lines. The same procedure is used to form the elements of Level 5 (red lines).
The example of Figure 3 can be expanded from 5 to levels using the following recursive formula:
where ≤ represents the level number and ≤ represents the element location for a given Level . The bandwidth for any level, that is, the subband size, is determined as for = {1, . . . , }, = {1, . . . , − + 1}, and , ⊂ . The center frequency of any element for a given level is defined as
for = {1, . . . , }, = {1, . . . , − + 1}. The computational complexity of (10) requires ( 2 − )/2 summations.
In this development it is necessary to consider the average power within each subband and not the total power as calculated by (10) . Recall that the receiver thermal noise is constant based on the frequency resolution. The average power is therefore needed so that thermal noise does not accumulate as , grows larger. The average interferenceplus-noise power is defined aŝ
where the number of elements in (13) is determined aṡ
which represents the total number of elements (i.e., subbands) available. The computational complexity of (13) requireṡ− divisions. The interference and noise power estimate in (13) is next used in conjunction with the signal power estimated from (5) , that is, |Λ 4 ( )| 2 , to derive the SINR objective function. For this development, the magnitude of the system transfer functions defined in (5) is considered frequency independent
The SINR objective function is defined as
where Pr , = |Λ 4 | 2 /(2Ω) for = {1, . . . , }, = {1, . . . , − + 1}, and Ω is the load impedance. The number of elements in Pr , iṡ, the same as forΓ , . The computational complexity needed to form (15) requireṡdivisions. The minimum value of (15), 1 min , is predefined and corresponds to the minimum SINR needed by the radar for target detection.
The range resolution objective function is defined as the reciprocal of the range resolution using the bandwidth , :
One goal of the optimizer is to maximize (16) . The number of elements in 2 , iṡ, the same as for 1 , . Note that (16) is computed a priori and is retrieved from memory as needed (no computations needed). The minimum value of (16), 2 min , is predefined and corresponds to the worst range resolution available for the radar. The maximum value of (16) occurs when the subband equals the total available bandwidth, , = , and is defined as 2 max = 2 / . This maximum value corresponds to the best range resolution available to the radar. Notice that bandwidth is a parameter in both (15) and (16) , which sets up a fundamental conflict. In order to minimize the range resolution cell size, we require that , is as large as possible. This implies, however, that we increase 6 International Journal of Antennas and Propagation Figure 4 : Block diagram of the harmonic step-frequency radar measurement system. This system is specially designed to reject unwanted self-generated interference and produce highly linearized transmit waveforms. the frequency band under consideration in calculating (15) , which will very possibly reduce the SINR. That is, we are likely to encounter a larger number of RFI "spikes" as our bandwidth increases. The goal then of the proposed SS-MO technique is to maximize the conflicting objective functions of (15) and (16) using multiobjective optimization. Multiobjective optimization is formulated using the following linear weighting function:
where 0 ≤ ≤ 1 is the user-defined weighting parameter, 1 , is the normalized objective function of 1 , , and 2 , is the normalized objective function of 2 , . The goal of (17) is to adjust the input parameters ( , ) (i.e., the knobs) such that , (the meter) is maximized. The solution to this optimization problem is solved using
subject to the constraints
These constraints are used to meet the minimum SINR and range resolution requirements of the radar. The chosen subband size is then determined using (11), * = * Δ , and the optimal subband center frequency is defined using (12) ,
The parameters ( * , * ) are then fed back to the radar and used for waveform synthesis.
The computational complexity to form , in (17) requires 2̇divisions (for normalizing both objective functions); 2̇multiplications (i.e., multiplication by ); anḋ summations (adding the objective functions). The total complexity of the proposed SS-MO technique is summarized in Table 1 .
Experiment and Results
In this section, experimental data, collected by a harmonic step-frequency radar measurement system, are analyzed using the proposed technique described in Section 3. The hardware architecture of the measurement system is specially designed to reject unwanted self-generated interference and produce highly linearized transmit waveforms. The experiments are used to probe a nonlinear circuit element that is directly connected to the radar (wired experiment). RFI is then injected into the radar receiver. Two types of RFI signals are considered: (1) narrowband interference with a fixed frequency that increases in amplitude and (2) wideband interference with fixed amplitude that increases in frequency. The proposed SS-MO technique independently processes the 8 International Journal of Antennas and Propagation power spectrum of the RFI and selects a subband that solves the optimization criteria specified in (18) . The measured SINR, range resolution cell size, and peak-to-sidelobe ratio are measured to quantify harmonic radar performance using the proposed SS-MO technique. These results are then compared with the performance of the harmonic radar operating at full bandwidth (without using the proposed technique).
Harmonic
Step-Frequency Radar Measurement System. A block diagram of the harmonic step-frequency radar measurement system is shown in Figure 4 . The hardware is controlled using custom-designed algorithms implemented on the National Instruments (NI) PXI-1056 chassis. The PXI-1056 chassis controls two NI-5651 signal generators and a LeCroy Wave Master 8300a oscilloscope. The oscilloscope collects data at a rate of 5 Giga-Samples (GS) per second (GS/s) with 8 bits of resolution. The NI-5651 signal generator at point (A) generates the step-frequency waveform that is split into a reference signal (to the oscilloscope) and a probe signal.
The probe signal is input into the transmitter circuit components starting from point (A) to point (B) (Figure 4 ). The probe signal is first filtered by two Mini-Circuits RDP-272+ diplexers; the diplexers are connected via the low port and function as a low-pass filter. Diplexers are used because they have low insertion loss (less than 2 dB) and low voltage standing wave ratio (VSWR) (less than 1.5 for the two diplexers in cascade) and they provide greater than 90 dB rejection of the self-generated harmonics. A second pair of diplexers, Reactel 2DP2P-900/1800, is used to provide additional attenuation (greater than 80 dB with only 0.4 dB of insertion loss) of the self-generated second harmonics. An isolator (with less than 5 dB of loss) connects these two diplexers and is used to provide attenuation of any signals reflected from the device under test (DUT). A 10 dB attenuator is used to prevent saturation of the DUT and to further reduce the self-generated harmonics. The transmitter circuit components described in this paragraph constitute LTI System 1 ( Figure 1 ) with system response 1 ( ).
The DUT is a Mini-Circuits ZJL-4G+ amplifier and is not powered during experimentation. The amplifier serves as the nonlinear target of Figure 1 . The response of the DUT is next reflected into the receiver chain of the harmonic step-frequency radar measurement system and propagates from point (B) to point (C). This signal first propagates sequentially through the 10 dB attenuator, the high port of the Reactel diplexer, a Western Microwave isolator (used to prevent undesirable reflections), and an Omni-Spectra 200G3 coupler. The Reactel diplexer functions as a highpass filter to attenuate the linear step-frequency waveform and preserve the harmonic response from the target. The coupler injects the RFI signal into the receiver. Three MiniCircuits diplexers are next used to attenuate the probe signal by dissipating it in 50 ohm terminators and passing the harmonic target response with less than 3 dB loss. The probe signal must be attenuated since it could generate harmonics in the circuitry of the receiver. The response signal is next amplified using two Mini-Circuits ZRL-2400LNT Low Noise Amplifiers (LNAs) connected via a 3 dB attenuator to prevent ringing and improve matching. Two additional Mini-Circuits diplexers are used to further reduce the power of the probe signal and allow only the harmonic response of the DUT to be digitized. The transmitter circuit components described in this paragraph constitute LTI System 2 (see Figure 1 ) with system response 2 ( ).
The harmonic step-frequency radar measurement system is used to collect data from the DUT with added RFI. The measurement system probes the DUT from 820 to 980 MHz with a frequency step size of 1 MHz and amplitude Λ 1 = 0.2236 Volts (V) RMS (0 dBm) to produce = 160 stepfrequency probe signals. The total transmitter gain, from point (A) to point (B), is | 1 | = 0.1778. Based on S11, that is, input reflection coefficient measurements of the DUT, the second order power series coefficient is calculated as 8 (m/s); note that is the speed of propagation in a cable [33] . The computational complexity for this experiment is insignificant since the total number of summations is equal to 25,600 and the total number of multiplications/divisions is equal to 77,120 (using Table 1 with = 160). However, alternative formulations of the proposed technique, such as those discussed in [34] , should be considered for radar applications that require a high frequency resolution. The measured received signals are shown in Figure 5(a) . Two plots are shown in the figure and illustrate (1) the power spectrum of the measured received signals when the DUT is present (green plot) and (2) the power spectrum of the measured received signals when the DUT is not present (blue plot), with a noise power of −80 dBm. Observe that the response of the DUT is relatively flat across the band (less than 3 dB of fluctuations) and 15 dB above the noise floor. The normalized range profile of the received signals is illustrated in Figure 5(b) . The range profile is estimated using the IFFT with zero padding (10x interpolation) and windowing (Blackman-Harris Window). Figure 5(b) clearly displays the target at 3.41 m and sidelobes oscillating near −40 dBm. It should be noted in the context of these experiments that the "range" measurement is directly proportional to the time that the probe signal propagates through the measurement system; further ranges could be observed in the range profile if a length of cable is used between the target and the measurement system. The target location of 3.41 m corresponds to a propagation delay from the transmitter to the receiver of 17.1 ns.
Narrowband RFI Experiment.
In the first experiment, narrowband RFI is injected into the receiver of the harmonic step-frequency radar measurement system at frequency 1860 MHz; the transmitter remains inactive with no DUT present in the measurement system. The measurement system is used to probe the DUT after the SS-MO technique analyzes the corrupted spectra. The power of the RFI increases from −95 dBm to −55 dBm in 5 dB steps and is amplified by the LNAs of Figure 4 . This experiment produces 8 sets of received signals (one set per RFI power increase). The SS-MO technique is then used to process each set of received signals in order to find the subband * . The algorithm uses the following parameters: 1 min = −20 dB, 2 min = 0.3125 m, 2 max = 3.33 m, and = 0.5. The value of is selected to provide equal emphasis of both objective functions. The power spectra of the narrowband RFI are shown in Figure 6 , where the green line indicates the subband selected by the SS-MO technique. First observe how the noise floor is elevated at the frequencies surrounding the narrowband interference. The SS-MO technique appropriately avoids these elevated regions by reducing the subband.
The SINR results (using (15)) of the narrowband RFI experiment are illustrated in Figure 7 . Two SINR estimates are measured: (1) the SINR for bandwidth denoted by SINR (red line) and (2) the SINR for the SS-MO technique with subband * denoted by SINR * (green line). Notice the significant reduction of SINR from 18.6 dB to −16.6 dB for SINR . In contrast, SINR * maintains a higher level of SINR with a maximum difference of over 25 dB (at −55 dBm RFI input power in Figure 7 ). These results indicate that the SS-MO technique significantly improves SINR when high power, narrowband interference is present in band to the harmonic step-frequency radar. By maintaining a high SINR using the SS-MO technique, it becomes more likely for the harmonic step-frequency radar to increase detection performance or lower the false alarm rate.
The harmonic step-frequency radar measurement system is next used to probe the DUT using the full bandwidth and the subband selected by the SS-MO algorithm * . The IFFT (with zero padding and windowing) is then used to process the received signals to estimate range profiles. These range profiles are shown in Figure 8 . The blue lines represent the range profile when the target is present without RFI (the same as in Figure 5 (b)); this range profile is the same in each subfigure. The red lines represent the range profiles using the full bandwidth with RFI present. Observe the great increase in sidelobe power caused by the increase in RFI power. The green lines represent the range profiles using the subbands selected by the SS-MO algorithm. Although an elevated sidelobe power is observed using the SS-MO technique (due to the reduced bandwidth), this power is significantly less than that produced by the RFI at full bandwidth.
The peak-to-average sidelobe ratio (PSLR) is used to quantify the sidelobe power levels in Figure 8 and is defined as
where peak is the peak power of the DUT (at 3.41 m), SL = (1/ ) ∑ =1 , ∈ is the th sidelobe power sample, is the set of all sidelobe power samples (or range bins) outside the first lower and upper null of the main lobe, and is the total number of samples. The PSLR for the range profiles of Figure 8 are shown in Figure 9 . The blue line represents the PSLR when the target is present without RFI. The red line represents the PSLR using the full bandwidth with RFI present. The green line represents the PSLR using Peak RFI input power (dBm) Figure 10 : The range resolution cell size results for the narrowband RFI experiment. As is shown, the range resolution cell size is increased when using the SS-MO technique but is within the maximum cell size boundary condition specified by 2 max = 3.33 m.
the subbands selected by the SS-MO algorithm. Notice the significant reduction of PSLR from 35.45 dB to 2.14 dB using the full bandwidth (i.e., red line). In contrast, the PSLR measured for the SS-MO algorithm is significantly higher with a maximum increase of over 25 dB (at an RFI input power level of −55 dBm in Figure 9 ). These results indicate that the SS-MO technique significantly improves PSLR when high power, narrowband interference is present in band to
International Journal of Antennas and Propagation the harmonic step-frequency radar. By maintaining a high PSLR using the SS-MO technique, it becomes more likely for the harmonic radar to detect responses from other nonlinear targets at different ranges (other than the DUT). If the SS-MO technique is not used, then responses from other nonlinear targets (at different ranges) would be masked by the high sidelobe power caused by the RFI. Hence, the SS-MO technique offers a capability to better detect additional nonlinear targets at different ranges.
The final metric considered in this analysis is the range resolution cell size. The measured range resolution cell size is shown in Figure 10 . The red line represents the range resolution cell size using the full bandwidth with RFI present calculated using /(2 ). The green line represents the range resolution cell size /(2 * ) using the subbands selected by the SS-MO algorithm. As is shown, the range resolution cell size is increased when using the SS-MO technique but is within the maximum cell size boundary condition specified by 2 max = 3.33 m. As a consequence, it would be more challenging for the harmonic step-frequency radar to (1) separate closely spaced targets and (2) extract high fidelity features used to classify targets (i.e., target information is potentially reduced). Please note that a sharp transition in range resolution cell size is observed in Figure 10 when the input RFI power is increased from −95 dBm to −85 dBm. At −85 dBm the algorithm avoids the RFI by "splitting" the bandwidth in two and selecting the left side of the spectrum (as shown in Figure 6 (b)) resulting in a large initial loss of bandwidth (a loss of 110 MHz). Hence, the sharp transition observed in Figure 10 is caused by the initial loss of bandwidth. 
Wideband RFI Experiment.
In the second experiment, wideband RFI is injected into the receiver of the harmonic step-frequency radar measurement system at frequency at power level of −88 dBm (and amplified by the LNAs of Figure 4) ; the transmitter remains inactive with no DUT present in the measurement system. The measurement system is used to probe the DUT after the SS-MO technique analyzes the corrupted spectra. The bandwidth of the RFI increases symmetrically with a total bandwidth ranging from 40 MHz to 280 MHz in 40 MHz steps. This experiment produces 7 sets of received signals (one set per bandwidth increase). The SS-MO technique, using the same parameters as in Section 4.1, is then used to process each set of received signals in order to find the subband * . The power spectra of the wideband RFI are shown in Figure 11 , where the green line indicates the subband selected by the SS-MO technique. Observe that the RFI is increased inward from the upper and lower band. Similar to the results of the narrowband RFI experiments, the SS-MO technique appropriately avoids these elevated regions of RFI by reducing the subband size, thereby maintaining a high SINR.
The SINR results for the wideband RFI experiment are illustrated in Figure 12 . Notice the significant reduction of SINR from 1 dB to −7.4 dB when using the full bandwidth. In contrast, the SINR for SS-MO is significantly higher with a maximum difference of over 25 dB (at 280 MHz input RFI bandwidth in Figure 12 ). Similar to the SINR results for the narrowband RFI experiment, the SS-MO technique significantly improves SINR when wideband RFI is present in band to the harmonic step-frequency radar. By maintaining a high SINR using the SS-MO technique, it becomes more likely for the harmonic step-frequency radar to increase detection performance or lower the false alarm rate.
The harmonic step-frequency radar measurement system is next used to probe the DUT using the full bandwidth and the subband selected by the SS-MO algorithm * . The IFFT is then used to process the received signals to estimate range profiles. These range profiles are shown in Figure 13 . The blue lines represent the range profile when the target is present without RFI (the same as in Figure 5 (b)); this range profile is the same in each subfigure. The red lines represent the range profiles using the full bandwidth with RFI present. Observe that the sidelobe power levels between the red and green lines are very similar when the RFI bandwidth is 40-80 MHz. The sidelobe power increase for the red line is caused by the RFI and the sidelobe power increase for the blue line is caused by the reduced bandwidth. When the RFI bandwidth is greater than 120 MHz, a large increase of sidelobe power is observed for the red line (caused by the RFI). Although an elevated sidelobe power is observed using the SS-MO technique (due to the reduced bandwidth), this power is significantly less than that produced by the RFI. PSLR results are shown in Figure 14 . As discussed in the previous paragraph, the sidelobe power levels are very similar when the RFI bandwidth is 40 MHz and 80 MHz; this similarity is observed for PSLR. A significant increase of PSLR is observed for the SS-MO technique when the RFI bandwidth is greater than 80 MHz, with a maximum increase of over 15 dB (at an RFI bandwidth of 280 MHz as shown in Figure 14 ). These results suggest that the SS-MO technique significantly improves PSLR when wideband interference (greater than 80 MHz) is present in band to the harmonic step-frequency radar. By maintaining a high PSLR using the SS-MO technique, it becomes more likely for the harmonic radar to detect responses from other nonlinear targets at different ranges (other than the DUT). If the SS-MO technique is not used, then responses from other nonlinear targets (at different ranges) would be masked by the high sidelobe power caused by the RFI. Hence, the SS-MO technique offers a capability to better detect additional nonlinear targets at different ranges.
The final metric considered in this analysis is the range resolution cell size. The measured range resolution cell size is shown in Figure 15 . The red line represents the range resolution cell size using the full bandwidth with RFI present calculated using /(2 ). The green line represents the range resolution cell size /(2 * ) using the subbands selected by the SS-MO algorithm. As is shown, the range resolution cell size is increased when using the SS-MO technique but is within the maximum cell size boundary condition specified by 2 max = 3.33 m. As a consequence, it would be more challenging for the harmonic step-frequency radar to (1) separate closely spaced targets and (2) extract high fidelity features used to classify targets (i.e., target information is potentially reduced).
Conclusion
In this paper, the SS-MO technique was used for harmonic step-frequency radar. This technique passively monitors the RF spectrum for subbands of high SINR within a constrained bandwidth of interest. An optimal subband is selected for the harmonic radar that maximizes SINR and minimizes the range resolution cell size, two conflicting objectives. The results in Section 4, for both deterministic narrowband and International Journal of Antennas and Propagation Figure 13 : Range profiles for the wideband RFI experiment. As shown, the wideband RFI significantly increases sidelobe power as compared to the sidelobe power generated by the SS-MO technique (due to the reduced bandwidth).
wideband interference, indicated that the SS-MO technique (1) significantly increases SINR by over 25 dB and (2) significantly increases the PSLR by over 15 dB. By maintaining a high SINR using the SS-MO technique, it becomes more likely for the harmonic step-frequency radar to increase detection performance or lower the false alarm rate. By maintaining a high PSLR using the SS-MO technique, it becomes more likely for the harmonic radar to detect responses from other nonlinear targets at different ranges (other than the DUT). The disadvantage of the SS-MO technique for harmonic step-frequency radar is that the range resolution cell size is increased, which could lead to an inability for the radar to (1) separate closely spaced targets and (2) extract high fidelity features used to classify targets (i.e., target information is potentially reduced).
It should be noted that the proposed technique is designed to find a single frequency subband with high SINR within the overall bandwidth of the radar. It is reasonable to extend this design to find additional subbands with high SINR. The problem then becomes that of combining multiple discontinuous subbands to maximize the available bandwidth. Future work will include development of methods to combine these multiple subbands. Other future work will include time-frequency analysis to address the challenge of nonstationary RFI. This work will include (1) spectrum monitoring analysis to better understand and characterize time Full bandwidth SS-MO bandwidth Figure 15 : The range resolution cell size results for the wideband RFI experiment. As is shown, the range resolution cell size is increased when using the SS-MO technique but is within the maximum cell size boundary condition specified by 2 max = 3.33 m.
varying aspects of RFI and (2) investigation of methods to increase radar performance including techniques on random frequency selection and learning.
