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Abstrakt
Tato pra´ce se zaby´va´ efektivnı´m vyuzˇitı´m simulacˇnı´ metody Monte-Carlo s aplikacı´ na
cˇa´stecˇny´ SVD rozklad, ktery´ je metodou LSI-latentnı´ se´manticke´ indexovanı´, da´le pouzˇı´-
vany´. SVD rozklad je robustnı´ a efektivnı´ matematicky´ rozklad, je uzˇitecˇny´ na vsˇechny
proble´my ty´kajı´cı´ se naprˇ. prˇi kompresi obrazovy´ch dat a k vyhleda´va´nı´ podobnosti mezi
dokumenty, obra´zky atd. Prˇı´my´ vy´pocˇet SVD je velmi na´rocˇny´ na procesor a pameˇt’,
hlavneˇ prˇi rozsa´hlejsˇı´ch datovy´ch maticı´ch. Nicme´neˇ multimedia´lnı´ data obsahujı´ veˇtsˇi-
nou ru˚zne´ zkreslene´, nepodstatne´ informace (sˇum), je ocˇividne´, zˇe nenı´ potrˇeba pocˇı´tat
SVD rozklad na cele´ matici. Pra´veˇ proto aplikujeme metodu Monte-Carlo, pomocı´ nı´zˇ
snı´zˇı´me velikost matice. Pote´ je matice zpracova´na metodou LSI. Konkre´tneˇ jsou zpra-
cova´ny obra´zky, ktere´ byly porˇı´zeny z bezpecˇnostnı´ch kamer. Prezentovane´ vy´sledky
podobnostı´ jsou velmi prˇı´znive´.
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Abstract
This bachelor thesis deal with effective application Monte-Carlo Method over SVD de-
composition. SVD decomposition is an effective and robust decomposotion method of
linear algebra. The application of this decomposition is in all computers sciences. For
example, compression of pictures, the SVD is used in the PCA method, to analysis for ex.
to human faces. Common computing of SVD is demanding to CPU and RAM, primarily
in case of very large matrix. But multimedia data contains often unimportant informa-
tion, so we dont have to compute an approximation of the SVD of complete matrix. We
applicate Monte-Carlo method, with this method we sucessfully reduce the size of the
matrix.
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Seznam pouzˇity´ch zkratek a symbolu˚
LSI – Latentnı´ se´manticke´ indexova´nı´
SVD – Singular value decompostion-singula´rnı´ rozklad matice A
MC – Metoda Monte-Carlo
k – pocˇet prvnı´ch σk singula´rnı´ch cˇı´sel matice S
A – Matice A
S – Matice singula´rnı´ch cˇı´sel
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61 U´vod
Pu˚vodneˇ bylo zadanı´: aplikace a testova´nı´ na textovy´ch dokumentech vcˇetneˇ LSI me-
tody, ja´ ji modifikoval o aplikaci na obrazova´ data. Obra´zky zachyta´vajı´ pohyb, jedna´
se o bezpecˇnostnı´ kamery, s venkovnı´m i vnitrˇnı´m pouzˇitı´m. Obra´zky jsou prostorove´,
identifikacˇnı´. V barevne´ (RGB) i cˇernobı´le´ podobeˇ. Zdroj obra´zku˚ je jizˇ zmı´neˇny´ bezpecˇ-
nostnı´ dohledovy´ syste´m. Vlastnı´k souhlasil se zverˇejneˇnı´m, i vsˇechny zu´cˇastneˇne´ osoby,
ktery´ch by se to mohlo ty´kat, vydaly souhlas se zverˇejneˇnı´m. Abychom otestovali co
nejefektivneˇji SVD rozklad metodou Monte-Carlo, musı´me analyzovat co mozˇna´ nejvı´ce
rozsa´hla´ data, jak po stra´nce kvalitativnı´, tak po stra´nce kvantitativnı´.
Obrazova´ data obsahujı´ mnoho skryty´ch vazeb a naopak informacı´, ktere´ jsou nepod-
statne´, proto jsou idea´lnı´ pro otestova´nı´. Abychom meˇli co nejlepsˇı´ zpeˇtnou vazbu, pro
testovana´ data, pouzˇijeme metodu LSI-Latentnı´ se´manticke´ indexova´nı´, na dotazova´nı´
dokumentu˚ (obra´zku˚) a vyhleda´va´nı´, trˇı´deˇnı´ k nim nejpodobneˇjsˇı´m. Tato metoda prˇe-
vede vsˇechny dokumenty do vektoru˚ a sestavı´ z nich matici dokumentu˚. Dı´ky tomuto
prˇı´stupu mu˚zˇeme aplikovat na tuto vy´slednou matici SVD rozklad. SVD rozklad slouzˇı´ ke
snı´zˇenı´ dimenze matice dokumentu˚, dı´ky tomuto se zlepsˇujı´ vy´sledky, v du˚sledku odha-
lenı´ skryty´ch a podstatny´ch vazeb mezi dokumenty. Navı´c SVD rozklad mu˚zˇeme u´speˇsˇneˇ
aproximovat metodou Monte-Carlo k zı´ska´nı´ rozmeˇroveˇ mensˇı´, ale za´rovenˇ informacˇneˇ
vy´hodneˇjsˇı´ matice.
Byly prˇida´ny paralelnı´ implementace k pu˚vodnı´ implementaci MC na SVD. Cely´ tento
celek se obecneˇ nazy´va´ CBIR syste´m (Content based-image retrieval) [17], vy´chozı´ obra´zek
tzv. Query obra´zek se nastavı´ a podle obsahu obrazovy´ch dat se zobrazı´ vsˇechny jemu
nejpodobneˇjsˇı´. V prvnı´ kapitole je definova´n SVD rozklad, v dalsˇı´ kapitole sezna´menı´ se z
za´kladnı´m principem LSI metody a ve 4. Kapitole u´vod do Monte-Carlo metody, aplikace
MC metody na cˇa´stecˇny´ SVD rozklad je napsa´na v 5. kapitole, v 6.kapitole na´sledneˇ jsou
prova´deˇny experimenty na obrazovy´ch datech.
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2.1 U´vod
Tato cˇa´st ma´ za u´kol na´s sezna´mit s teoreticky´m za´kladem SVD Rozkladu.[2, 3].
2.1.1 Definice
Definice 2.1 Ma´me danou matici A ∈ Rm×n, SVD rozklad je definova´n jako soucˇin trˇı´ matic:
A = UTSV. (1)
kde V ∈ Rn×n je ortogona´lnı´ matice s vlastnı´mi vektory a U ∈ Rm×m je ortogona´lnı´ matice s
vlastnı´mi vektory, a S je diagona´lnı´ matice, na jejı´zˇ diagona´le jsou vlastnı´ cˇı´sla matice
√
ATA pro
m ≥ n, nebo matice
√
AAT pro m ≤ n s neza´porny´mi rea´lny´mi prvky, ktere´ jsou usporˇa´da´ny v
sestupne´m porˇadı´, kde vztah pro diagona´lnı´ prvky je da´n takto:
σ1 ≥ σ2 ≥ σ3 ≥ ..... ≥ σmin(m,n). (2)
Cˇı´sla σi jsou singula´rnı´mi cˇı´sly matice A, a sloupce matice U,V jsou levy´mi, pravy´mi
singula´rnı´mi vektory matice A, jestlizˇe pracujeme pouze s prˇı´padem kdy m ≥ n, jestlizˇe
σ1 6= 0 a za´rovenˇ σ1 ≥ σb+1 = . . . = σn = 0. Potom b je hodnost matice A a obecny´ SVD
rozklad mu˚zˇeme zapsat jako:


a1,1 . . . a1,n
...
. . .
...
am,1 . . . am,n

 =


u1,1 . . . u1,b
...
. . .
...
um,1 . . . um,b

 ·


σ1 . . . 0
...
. . .
...
0 . . . σ
b

 ·


v1,1 . . . vn,1
...
. . .
...
v1,b . . . vn,b

 (3)
Prˇı´klad 2.1
Prˇı´klad SVD rozkladu na obde´lnı´kovou matici 3× 4 :

 1 2 3 45 6 7 8
9 10 11 12

 =

 −0.2067 −0.8892−0.5183 −0.2544
−0.8298 0.3804


(
25.4368 0
0 1.7226
)


−0.4036 0.7329
−0.4647 0.2898
−0.5259 −0.1532
−0.5870 −0.5962


82.2 Normy vektoru˚ a matic
Nadefinujeme si zde pouze Euklidovskou normu a Frobeniovu normu matice.
2.2.1 Euklidovska´ norma
Definice 2.2 Na prostoru Rn lze definovat tzv. euklidovskou normu vektoru x = (x1, x2, ..., xn)
jako
‖x‖ =
√
x21 + x
2
2 · · ·+ x2n (5)
2.2.2 Frobeniova norma
Definice 2.3 Necht’A ∈ Rm×n pak
‖AF‖ =
√√√√ m∑
i=1
n∑
j=1
‖Aij‖2 (6)
je Frobeniova norma matice A.
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3.1 U´vod
Tato cˇa´st ma´ za u´kol na´s sezna´mit s teoreticky´m za´kladem LSI .[4] [12] [13]
3.1.1 Definice
Latentnı´ se´manticke´ indexova´ni je vyhleda´vacı´ a indexovacı´ metoda, prima´rneˇ je urcˇena
a byla zkonstruova´na pro analyzova´nı´ textovy´ch dokumentu˚, je v podstateˇ zalozˇena
na principu, zˇe slova pouzˇı´vana´ ve shodny´ch souvislostech konvergujı´ ke stejne´mu vy´-
znamu. LSI je tedy schopna separovat smysluplny´ obsah analyzovane´ho textu pomocı´
za´kladnı´ch asociacı´ mezi teˇmito pojmy, ktere´ existujı´ v podobne´m kontextu. [19]
V prakticke´m vyuzˇitı´ mnohdy vyuzˇı´va´ metody linea´rnı´ algebry, hlavneˇ SVD rozklad,
ktery´ slouzˇı´ k snı´zˇenı´ dimenze prostoru dokumentu˚, konkre´tneˇ k zachova´nı´ prvnı´ch σ
prvku˚ matice S, to znamena´, zˇe dojde k vypusˇteˇnı´ nejme´neˇ podstatny´ch informacı´.
Slova majı´ mnoho vy´znamu˚, synonym, proto naopak dojde ke zprˇesneˇnı´ vy´sledku˚,
dı´ky odhalenı´ skryty´ch (latentnı´ch) vazeb mezi podstatny´mi prvky (pojmy) a dokumenty.
naprˇ. konkre´tneˇ v nasˇem prˇı´padeˇ obrazovy´ch matic se jedna´ o skryteˇ podobne´ prvky
vsˇech obrazovy´ch matic v matici dokumentu˚ A.
3.1.2 Sestaveni matice dokumentu˚
Pomocı´ tak zvane´ vektorizace, obra´zek 1, jednodusˇe sestrojı´me matici dokumentu˚ A, kde
je kazˇdy´ dokument usporˇa´da´n jako vektor ve dvojrozmeˇrne´m prostoru, dı´ky tomuto
prˇı´stupu je mozˇne´ aplikovat na´stroje pomocı´ linea´rnı´ algebry, jako je naprˇ. jizˇ zminˇovany´
SVD rozklad.
Matice dokumentu˚ obsahuje ko´dovane´ rastrovane´ obra´zky, v nasˇem prˇı´padeˇ ma´ m∗n
rˇa´dku˚, kde m, n, jsou rozmeˇry obra´zku˚, tj. naprˇ. i = m ∗ n = 320 ∗ 240 = 72600, matice A
tedy obsahuje i rˇa´dku˚ a j sloupcu˚-pocˇet obra´zku˚.
3.1.3 Vy´hody metody LSI
LSI rˇesˇı´ nejcˇasteˇjsˇı´ proble´my, v prˇı´padeˇ analyzova´nı´ textovy´ch dokumentu˚, jizˇ zmı´neˇny´ch
synonym a slov mnohovy´znamovy´ch. [15]
LSI se da´ s vy´hodou pouzˇı´t i ke kategorizaci dokumentu˚, kdyzˇ vytvorˇı´me prˇedem de-
finovanou matici dokumentu˚, kde jednotlive´ dokumenty tvorˇı´ jednotlive´ kategorie, a jako
dotaz zada´me zkoumany´ dokument. Ve vy´sledku, zpravidla se urcˇuje kategorie podle
prvnı´ho, tedy nejblizˇsˇı´ho vy´sledku od dotazu, prˇı´padneˇ se vy´sledky mu˚zˇou kombinovat
v za´vislosti na naprogramovane´m postupu rozhodova´nı´.
Dalsˇı´ du˚lezˇitou vy´hodou je skutecˇnost, zˇe dı´ky matematicke´mu apara´tu je LSI ab-
solutneˇ imunnı´ vu˚cˇi jazyku dokumentu˚ nebo jejich kombinacı´. Pouzˇitı´ ve zpracova´nı´
textovy´ch dokumentu˚ jako jsou naprˇ.: Slovnı´ky, jazykove´ prˇeklady, ucˇebnice. [18]
Nicme´neˇ Metoda LSI nenı´ vsˇemohoucı´: je trˇeba si uveˇdomit, zˇe vsˇechny analyzovane´
dokumenty musı´ mı´t stejnou dimenzi. Nasta´va´ mnoho situacı´ v praxi, kdy jednotlive´
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dokumenty majı´ individua´lnı´ obsah steˇzˇejnı´ch, kvalitnı´ch informacı´ potrˇebny´ch pro co
nejprˇesneˇjsˇı´ vy´sledky. Tento mensˇı´ proble´m vı´ce me´neˇ rˇesˇı´ SVD rozklad. Proto se aplikujı´
ru˚zne´ optimalizacˇnı´ u´lohy azˇ na vy´slednou matici prˇipravenou na SVD rozklad.
3.1.4 Dotazova´nı´ dokumentu˚
Uzˇivatel zada´va´ dotaz ve stejne´ podobeˇ, jako vektor (v nasˇem prˇı´padeˇ vektorizovany´
obra´zek), na vy´stupu ocˇeka´va´ mnozˇinu odpovı´dajı´cı´ch vektoru˚ (dokumentu˚). Dotaz uzˇi-
vatele musı´ by´t prˇedzpracova´n, musı´ tedy projı´t syntaktickou analy´zou, odstraneˇnı´m
frekventovany´ch informacı´, lemmatizacı´ atd. nebo naprˇ. aplikova´nı´ optimalizacˇnı´ch u´loh,
jako je naprˇ. Monte-Carlo metoda.
Dotaz je tedy opeˇt dokument, pro ktery´ hleda´me dokumenty relevantnı´ k dotazu
uzˇivatele.
Podobnost ve vektorove´m modelu cha´pejme jako vzda´lenost jednotlivy´ch vektoru˚ v
matici dokumentu˚ A.
Ve vy´sledku dostaneme na vy´stupu setrˇı´deˇne´ relevantnı´ dokumenty dle jejich vzda´-
lenosti od dotazovacı´ho vektoru. Z provedeny´ch experimentu˚ bylo zjisˇteˇno, zˇe pomeˇrneˇ
nejle´pe charakterizuje podobnost vektoru˚ v matici dokumentu˚ A kosinova´ podobnost,
tedy u´hel dvou vektoru˚ vyja´drˇeny´ pomocı´ skala´rnı´ho soucˇinu vektoru˚ u a v.
cos(θ) =
(u, v)√
(u, u)
√
(v, v)
(7)
Upravı´me pro potrˇeby LSI [4]
cos(θ) =
(q,D)√
(q, q)
√
(D,D)
(8)
q je oznacˇenı´ pro query dokument, D jako zbytek porovna´vany´ch dokumentu˚
cos(θ) =
((Akej)
T q)
||(Akej)||2||q||2
(9)
kde ej oznacˇuje j-ty´ kanonicky´ vektor dimenze j tz. j-ty´ sloupec jednotkove´ matice
n×n In. Sloupcovy´ vektorAkej je tedy j-ty´ sloupec maticeAk s hodnostı´ k. Vy´raz mu˚zˇeme
da´le upravit na
cos(θ) =
((Uk
∑
k Vk
T ej)
T q)
||Uk
∑
k Vk
T ej ||2||q||2
(10)
da´le platı´
(Uk
∑
k
Vk
T ej)
T = (ej
T (Vk
T )T
∑
k
T
Uk
T ) = (11)
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(AT )T = A, pro diagona´lnı´ cˇtvercovou matici D platı´ :(DT ) = D
= (ej
TVk
∑
k
Uk
T ) (12)
Po dosazenı´ do rovnice
cos(θ) =
ej
TVk
∑
k(Uk
T q)
||ejTVk
∑
k ||2||UkT q||2
(13)
Oznacˇme sj k-redukovany´ vektor dokumentu j, sj = ej
TVk
∑
k, pak mu˚zˇeme psa´t
cos(θ) =
sj(Uk
T q)
||sj ||2||UkT q||2
(14)
Meˇrˇı´me tedy kosinovou podobnost mezi vektorem UTk q, cozˇ je promı´tnutı´ dotazo-
vacı´ho vektoru q do sloupcove´ho prostoru Ak, hleda´me tedy sourˇadnice dotazovacı´ho
vektoru ve sloupcove´ho prostoru Ak s ba´zi Uk, a n k-redukovany´mi vektory dokumentu˚.
Upraveny´ vzorec pro potrˇeby LSI.
3.1.5 U´prava SVD rozkladu na cˇa´stecˇny´ SVD rozklad(VD rozklad)
Dı´ky dobrˇe zna´my´m vztahu˚m mezi SVD rozkladem na maticiA aV D rozkladem na matici
ATA z linea´rnı´ algebry [5], mu˚zˇeme postupneˇ odvodit:
A = USV T (15)
AT = (USV T )T = V STUT (16)
ATA = V ST (UTU)SV T = V STSV T (17)
Protozˇe vı´me, zˇe matice V je ortogona´lnı´, na´sledujı´cı´ rovnost je da´na vztahem
AV = US (18)
AVS+ ≈ U
(19)
kde symbol S+ je oznacˇenı´ pro Moore-Penrose pseudoinverzi (pinv).
U soucˇinu ATA mu˚zˇeme vyuzˇı´t toho, zˇe vy´sledna´ matice nenı´ jenom cˇtvercova´, ale
i symetricka´. Dı´ky tomu nemusı´me prˇi maticove´m na´sobenı´ pocˇı´tat vsˇechny soucˇiny
matice, ale jen, co jsou naprˇ. pod diagona´lou a samozrˇejmeˇ na diagona´le, zbytek prvku˚
prˇekopı´rujeme zrcadloveˇ.
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Obra´zek 1: Uka´zka vektorizace dokumentu˚, tento postup se postupneˇ aplikuje na vsˇechny
dokumenty, pomocı´ nichzˇ se sestavı´ matice dokumentu˚ A.
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4 Metoda Monte-Carlo
4.1 U´vod
Tato cˇa´st ma´ za u´kol na´s sezna´mit s teoreticky´m za´kladem metody Monte-Carlo.[1]
4.1.1 Definice
Numericka´ vy´pocˇetnı´ Metoda Monte-Carlo patrˇı´ mezi stochasticke´ metody, poskytuje
rˇesˇenı´ v podobeˇ aproximace ru˚zny´ch matematicky´ch proble´mu˚, jejichzˇ podstata je za-
lozˇena na statisticke´m experimenta´lnı´m vzorkova´nı´, jde v podstateˇ o Matematicky´ model
(syste´m) rea´lne´ho proble´mu (deˇje) (Analogovy´ model), ktery´ za´visı´ neˇjaky´m zpu˚sobem
na opakova´nı´ na´hodne´m vy´beˇru˚ vzorku˚ (odhadech na´hodne´ velicˇiny), kdy po urcˇite´m
pocˇtu opakova´nı´, mu˚zˇeme vy´beˇr zpracova´vat klasicky´mi staticky´mi metodami, jako jsou
naprˇı´klad: pru˚meˇr a smeˇrodatna´ odchylka, modus, media´n, atd. Prˇesnost metody MC
je tedy za´visla´ na pocˇtu opakovanı´ na´hodne´ho deˇje. Metoda Monte-Carlo nepatrˇı´ mezi
nejefektivneˇjsˇı´, protozˇe rychlost konvergence chyby vy´sledku k nulove´ hodnoteˇ je u Me-
tody Monte-Carlo prˇiblizˇneˇ rovna prˇevra´cene´ hodnoteˇ odmocniny z pocˇtu realizovany´ch
experimentu˚.
Metoda Monte-Carlo je pomeˇrneˇ mlada´ metoda nacha´zejı´cı´ uplatneˇnı´ v mnoha obo-
rech: od ekonomie, biologii, po IT, matematiku, hazardnı´ hry, simulacı´ch prˇı´rodnı´ch ka-
tastrof a nebo katastrof vytvorˇeny´ch umeˇle lidsky´m faktorem, jako je naprˇ. vodı´kova´,
atomova´ bomba.
Analogovy´ model aplikujeme tehdy, kdyzˇ simulujeme urcˇity´ skutecˇny´ deˇj. Kde zna´me
vsˇechny pravdeˇpodobnostnı´ rozlozˇenı´ vsˇech na´hodny´ch velicˇin.
Neanalogovy´ model, taky nazy´vany´ geometricky´ model metody MC, se pouzˇı´va´
kdyzˇ nepouzˇı´va´me model rea´lne´ho deˇje, naprˇ. prˇi vy´pocˇtu urcˇite´ho integra´lu nebo naprˇ.
obsahu ohranicˇene´ho u´tvaru.
4.1.2 Generova´nı´ na´hodny´ch cˇı´sel
[8] [10] [11]
Generova´nı´ na´hodny´ch cˇı´sel je steˇzˇejnı´ pro prˇesnost Metody Monte-Carlo. Genera´tory
na´hodny´ch cˇı´sel, prˇesneˇji rˇecˇeno genera´tory pseudo-na´hodny´ch cˇı´sel, mu˚zˇeme rozdeˇlit
pomocı´ dvou odlisˇny´ch prˇı´stupu˚ generova´nı´ na´hodny´ch cˇı´sel:
• Linea´rnı´ kongruentnı´ genera´tor.
• Quasi-nahodne´ cˇı´sla.
Quasi-na´hodna´ cˇı´sla fungujı´ na principu slaby´ch neshod jednotlivy´ch sekvencı´, tzn.
zˇe generovana´ cˇı´sla se snazˇı´ co nejvı´ce zaplnit prostor tak, aby byla co nejrovnomeˇr-
neˇji rozlozˇena, kde kazˇdy´ prvek, veˇtsˇinou pocˇa´tecˇnı´ prvek zase vycha´zı´ z HW sˇumu,
ktery´ se prˇepocˇı´ta´va´ pomocı´ specia´lnı´ch polynomu˚, za´lezˇı´ na volbeˇ mezi nejzna´meˇjsˇı´mi
Haltonovy´mi sekvencemi nebo Sobolovy´ch sekvencı´.
14
Obra´zek 2: Quassi-na´hodna´ cˇı´sla, generova´no 500 na´hodny´ch cˇı´sel v rozsahu [0, 1].
Pouzˇitı´ Quasi-na´hodny´ch cˇı´sel prˇineslo sice jistou stabilitu vy´sledku˚, nicme´neˇ je zase
ochuzena o prvek ”prˇekvapenı´”, kdy i prˇi opakova´nı´ na´hodny´ch vybrany´ch cˇı´sel, cozˇ
u Quasi je te´meˇrˇ nemozˇne´, viz (obr. 2), docha´zelo k prˇı´zniveˇjsˇı´m vy´sledku˚m, navı´c sa-
mozrˇejmeˇ generova´nı´ Quasi na´hodny´ch cˇı´sel je cˇasoveˇ na´rocˇneˇjsˇı´. Zpravidla se nastavuje
s prˇeskokem prvnı´ch 100−1000 cˇı´sel s nastavenı´m generova´nı´ v troj-rozmeˇrne´m prostoru.
Necht’Is = [0, 1] je s-dimenziona´lnı´ jednotka hyperkrychle a f je rea´lna´ integrovatelna´
funkce na Is. Pu˚vodnı´ motivace Sobol-a bylo vytvorˇit sekvenci xn v prostoru I
s tak, zˇe:
lim
n→∞
1
n
n∑
i=1
f(xi) =
∫
Is
f (20)
jen tak rychle , jak je to jen mozˇne´.
V te´to pra´ci se budeme bavit pouze o linea´rnı´m kongruentnı´m genera´toru. Ten je da´n
obecny´m vztahem:
xi+1 = (a ∗ xi + c) mod m (21)
konstanty a, c a m musejı´ by´t vhodneˇ zvolene´. Pocˇa´tecˇnı´ nastavenı´ x0 neboli random
seed, zase vycha´zı´ z HW sˇumu. Genera´tor generuje cela´ cˇı´sla s rovnomeˇrny´m rozlozˇenı´m
v rozsahu 0 ≤ xi ≤ m.
Po urcˇite´ dobeˇ generova´nı´ na´hodny´ch cˇı´sel mu˚zˇe nastat nezˇa´doucı´ periodicita gene-
rova´nı´ na´hodny´ch cˇı´sel. Jesˇteˇ veˇtsˇı´ proble´m nasta´va´ prˇi nespra´vne´m zada´nı´ hodnot, a, c
a m, kdy dojde k urcˇite´ lineariteˇ generova´nı´ na´hodny´ch cˇı´sel. Tyto proble´my jsou cˇa´s-
tecˇneˇ vyrˇesˇeny v Matlabu specia´lnı´ funkcı´, kde docha´zı´ k resetova´nı´ do ru˚zny´ch stavu˚
v kazˇde´m cˇase(v kazˇde´m nove´m zavola´nı´):
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Obra´zek 3: Pseudona´hodna´ cˇı´sla, generova´no 500 na´hodny´ch cˇı´sel v rozsahu [0, 1].
O’Clock.
rand(’state ’ ,sum(100∗clock));
Vy´pis 1: Clock Matlab
4.2 Obecny´ postup aplikace metody Monte-Carlo
Obecneˇ metodu Monte-Carlo aplikujeme prˇi rˇesˇenı´ proble´mu tehdy, kdyzˇ chovanı´ cel-
kove´ho syste´mu ovlivnˇuje na´hodny´ prvek, tedy bud’ prˇı´cˇinu cˇi vysveˇtlenı´ jevu neumı´me
nale´zt, raciona´lneˇ vysveˇtlit nebo jev zˇa´dnou prˇı´cˇinu nema´.
Obecny´ princip metody Monte-Carlo se zda´ by´t jednoduchy´, nicme´neˇ nalezenı´ efek-
tivnı´ aplikace na rea´lny´ proble´m je v mnoha prˇı´padech poneˇkud teˇzˇsˇı´. Obecny´ postup
aplikace ale mu˚zˇeme rozdeˇlit jako:
• Na´vrh rˇesˇenı´, analyzova´nı´ proble´mu, zohledneˇnı´ vsˇech velicˇin, ktere´ ovlivnˇujı´ a
mohou ovlivnit chova´nı´ celkove´ho syste´mu.
• Generova´nı´ na´hodny´ch cˇı´sel, vy´beˇr mezi principy generova´nı´ na´hodny´ch cˇı´sel:
Uniformita, stabilita vs. moment prˇekvapenı´, opakova´nı´ na´hodny´ch cˇı´sel.
• Prˇemeˇna jednotlivy´ch na´hodny´ch velicˇin na urcˇite´ pravdeˇpodobnostnı´ rozdeˇlenı´.
• Prova´deˇnı´ na´sledujı´cı´ch experimentu˚ s (veˇtsˇinou) pevneˇ zadany´m pocˇtem opako-
va´nı´.
• Statisticke´ analyzova´nı´ vy´sledku˚ - hledana´ hodnota je zpravidla da´na neˇktery´m
z momentu˚ statisticky´ch velicˇin, nejcˇasteˇji strˇednı´ hodnotou. A na´sledneˇ u´prava
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neˇktery´ch promeˇnny´ch, ktere´ ovlivnˇujı´ syste´m a na´sledne´ prova´deˇnı´ dalsˇı´ch expe-
rimentu˚, k nalezenı´ co nejoptima´lneˇjsˇı´ch vstupnı´ch nastavenı´.
Prˇı´klad 4.1
Prˇı´klad geometricke´ho modelu Metody Monte-Carlo, na vy´pocˇet cˇı´sla pi :
Ma´me dany´ cˇtverec, ktere´mu je vepsana´ cˇtvrtkruzˇnice. Je mozˇne´ jeho hodnotu zjistit
na´hodny´m ha´zenı´m sˇpendlı´kovou hlavicˇkou, poprˇı´padeˇ jaky´mkoliv jiny´mi drobny´mi
prˇedmeˇty do prostoru cˇtverce, a vy´sledny´ pomeˇr pocˇtu vsˇech hodu˚ a hodu˚ do kruhu da´
hodnotu cˇı´sla pi. A nebo take´, mu˚zˇeme generovat cˇı´sla v rozsahu rozmeˇru˚ cˇtverce.
Nadefinujeme si obsah cˇtvrtkruzˇnice, obsah cˇtverce:
S1 =
pir2
4
S2 = r
2 (22)
jejich pomeˇr je pak:
S1
S2
=
pir2
4r2
=
pi
4
(23)
Vy´ja´drˇenı´ Ludolfova cˇı´sla pi :
pi = 4
S1
S2
(24)
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5 Aproximace SVD rozkladu s vyuzˇitı´m Metody Monte-Carlo
Princip aplikace Monte-Carlo metody na SVD rozklad je na´sledujı´cı´.
Simulacˇnı´ SVD algoritmus vybere na´hodneˇ prˇedem dany´ pocˇet rˇa´dku˚ pomoci normy
vektoru˚ (rˇa´dku˚), s veˇtsˇı´ pravdeˇpodobnostı´ pomocı´ na´hodne´ho vy´beˇru vybere ty, ktere´
majı´ veˇtsˇı´ zmeˇnu, to jest ty, ktere´ majı´ veˇtsˇı´ vypovı´dajı´cı´ hodnotu, na´sledneˇ se vypocˇte
SVD rozklad. Viz okomentovany´ ko´d. Ko´d byl prˇevzat [6] a mı´rneˇ upraven.
Byly prˇida´ny parfor cykly, pro paralelnı´ vy´pocˇty, rˇa´doveˇ azˇ 50− 60 kra´t rychlejsˇı´ vy´-
pocˇty norem. Co se ty´ka´ maticove´ho na´sobenı´ATA tak v matlabu jsou specia´lnı´ knihovny,
ktere´ rozpoznajı´ symetrickou matici, tudı´zˇ aplikova´nı´ me´ho modifikovane´ho maticove´ho
na´sobenı´ v matlabu by bylo zbytecˇne´.
Prˇepsa´n byl ale do Javy a jazyka c++, viz prˇı´loha. Vstupnı´ matice A v nasˇem konkre´t-
nı´m prˇı´padeˇ obsahujı´ vektorizovane´ obra´zky, jezˇ prˇedstavujı´ jednotlive´ sloupce matice
A.
NORMAFRO = norm(A,’fro’)ˆ2;
Vy´pis 2: Frobeniova norma vstupnı´ matice
co = s/NORMAFRO;
Vy´pis 3: Co obsahuje jakou ma´ hodnotu pru˚meˇrneˇ 1 vybrany´ rˇa´dek Frobeniovy normy
rand(’state ’ ,sum(100∗clock));
Vy´pis 4: Definova´nı´ funkce random
parfor i=1:m,
ER(i) = norm(A(i ,:) ) ˆ2;
end
Vy´pis 5: Paralelnı´ for pro rychlejsˇı´ vy´pocˇet nacˇtenı´ vsˇech norem rˇa´dku˚ do pomocne´
promeˇnne´ ER
Na´sleduje vytvorˇenı´ pomocne´ promeˇnne´, dı´ky nı´zˇ dostaneme setrˇı´deˇne´ pole a za´rovenˇ
pro velke´ zmeˇny norem dostaneme velke´ rozdı´ly hodnot v pomocne´ promeˇnne´ PROB,
tedy velkou pravdeˇpodobnost vy´beˇru te´to normy rˇa´dku, tedy tohoto konkre´tnı´ho rˇa´dku.
PROB(1) = ER(1);
for i=2:m,
PROB(i) = PROB(i−1) + ER(i);
end
Vy´pis 6: Nacˇtenı´ vsˇech norem rˇa´dku˚ z promeˇnne´ ER do prˇedchozı´ch i kroku˚ pomocne´
promeˇnne´ PROB pro lepsˇı´ detekci velky´ch zmeˇn norem.
parfor i=1:s,
ROW = ceil (rand ∗ NORMAFRO);
left = 1;
right = m;
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while abs( left−right) > 1
if ROW > PROB(ceil((left+right)/2))
left = ceil (( left +right ) /2) ;
else right = ceil (( left +right ) /2) ;
end
end
L( i ,:) = A( left ,:) /( sqrt (co∗ER(left)) ) ;
end
Vy´pis 7: Modifikovane´ bina´rnı´ vyhleda´vanı´ nejblizˇsı´ch vektoru˚ k na´hodneˇ vybrane´mu
cˇı´slu
L( i ,:) = A( left ,:) /( sqrt (co∗ER(left)) ) ;
end
Vy´pis 8: Kazˇdy´ vybrany´ rˇa´dek se podeˇlı´ z du˚vodu zachova´nı´ stejne´ Frobeniovy normy-
stejne´ energie matice
Vstupnı´ transponovanou matici A vyna´sobı´me maticı´ A. Na´sledneˇ se provede na
vy´sledne´ matici cˇa´stecˇny´ SVD rozklad. Matici S s vlastnı´mi cˇisly musı´me odmocnit.
Na´sleduje vy´pocˇet matice U.
AA=A’∗A;
[V,S]=eigs(AA,k);
S=sqrt(S);
U = A ∗ V ∗ pinv(S);
Vy´pis 9: Na´sobenı´ matic-VD Rozklad-odmocneˇnı´ matice S-Matice U
Vy´pocˇet dotazovacı´ho vektoru qc.
q c=(q’∗U)∗pinv(S);
norm {qc}=norm(q c);
Vy´pis 10: Dotazovany´ dokument-norma vektoru
for i=1:size(A,2) % loop over all documents
% Computes the similarity coefficient for i−th document
doc c(i ) = ( q c∗V(i ,:) ’ ) /( norm q c∗norm(V(i,:)));
end;
Vy´pis 11: Vy´pocˇet kosinove´ podobnosti
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5.1 Obra´zky a tabulky
Testova´nı´ probı´halo v programu Matlab s vyuzˇitı´m naprogramovane´ho LSI pro Matlab
od pana Ing. Pavla Prakse, Ph.D [5] modifikova´no mnou o metodu MC, na konecˇne´m
pocˇtu 1100 obra´zku˚ z peˇti bezpecˇnostnı´ch kamer, obra´zky byly zcela na´hodneˇ vybı´ra´ny,
prˇevedeny byly do cˇernobı´le´ barvy,pouzˇito bylo rozlisˇenı´ 160∗120, matice je husta´ (dense
matrix), kvalita za´znamu z bezpecˇnostnı´ch kamer nenı´ moc dobra´, tı´m prˇekvapiveˇjsˇı´
jsou dobre´ vy´sledky s pomocı´ metody Monte-Carlo. Veˇtsˇina z kamer je nastavena na
monitorovacı´ u´rovenˇ, jedna z nich na identifikacˇnı´ u´rovenˇ. Z my´ch pokusu˚ vyplynulo,
zˇe nejle´pe (neza´visle na zkoumane´m vy´chozı´m obra´zku) funguje MC s 51-60 procenty
rˇa´dku˚. U vysˇsˇı´ho procentua´lnı´ho vy´beˇru rˇa´dku˚ nejsou vy´sledky znatelne´ ani v ra´mci
u´spory cˇasu, pameˇti, nı´zˇe zase nasta´va´ znacˇna´ nestabilita vy´sledku˚ a sˇpatny´ odhad k
parametru v matici S. Pomocı´ parametru k nastavujeme pocˇet k prvnı´ch singula´rnı´ch
cˇı´sel matice S, cˇı´m mensˇı´ je parametr k, tı´m docha´zı´ ke zprˇesneˇnı´ vy´sledku˚ a za´rovenˇ k
rychlejsˇı´mu vy´pocˇtu, nastavenı´ tohoto parametru nenı´ jednoduche´, protozˇe prˇı´lisˇ nı´zke´ k
zase zpu˚sobuje velkou ztra´tu za´jmovy´ch informacı´, musı´ se odhadnout, nejle´pe se nastavı´
prˇed viditelnou velkou zmeˇnou singula´rnı´ch cˇı´sel, naprˇ. v obr. 19 se k nastavı´ jako 20.
Zde je zobrazeno pa´r vy´sledku˚, kdy metoda funguje dobrˇe a kdy ne. V drtive´ veˇtsˇineˇ
fungovala MC velmi dobrˇe, nicme´neˇ je videˇt, zˇe i u zobrazene´m obra´zku 8 obra´zky
kolem minus 0.3 nemajı´ prˇı´mou souvislost s query (cˇloveˇk na schodech). Obra´zky blı´zke´
mı´nus 1 (naprˇ.-0.8) jsou si opeˇt podobneˇjsˇı´ s query – negativnı´ korelace. Co se ty´ka´ cˇasu
vy´pocˇtu˚ vlastnı´ch cˇı´sel a vektoru˚ viz tabulka 1, tak metoda MC fungovala zhruba vzˇdy
o 1 sekundu le´pe, nicme´neˇ vy´pocˇet metody MC trval zhruba stejneˇ dlouho tj. 1 sekundu.
Vsˇimneˇme si zajı´mave´ skutecˇnosti, co se ty´ka´ veˇtsˇı´ch objektu˚-aut, jsou serˇazeny v drtive´
veˇtsˇineˇ ve stejne´m smeˇru jako je dotazovany´ dokument (obra´zek), to je velice cenna´
vlastnost prˇi bezpecˇnostnı´ch kamerovy´ch dohledech, pro kvalitneˇjsˇı´ identifikaci.
5.2 Tabulka zmeˇrˇeny´ch hodnot
• CPU Time - meˇrˇenı´ vy´pocˇtu˚ vlastnı´ch cˇı´sel a vlastnı´ch vektoru˚ (v sekunda´ch)
• k - hodnota-prvnı´ σk singula´rnı´ cˇı´sla matice S
• s - procentua´lnı´ pocˇet rˇa´dku˚ vybrany´ metodou MC z pu˚vodnı´ matice
• Vyuzˇı´tı´ pameˇti RAM (MC) - procentua´lnı´ vyuzˇitı´ pameˇti RAM s pomocı´ metody
MC vzhledem k pu˚vodnı´ matici bez MC
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Obr. k CPU Time (MC) % s Vyuzˇitı´ pameˇti RAM(MC)% CPU Time
4 9 0.1094 56 85 1.1094
6 20 0.3750 56 85 1.4526
7 20 0.198 56 85 1.0256
8 20 0.1313 56 85 1.04
9 9 0.0142 20 42 0.94
11 10 0.17 56 85 1.11
12 6 0.192 30 66 1.252
13 11 0.141 56 85 1.413
15 13 0.421 56 85 1.101
16 20 9.421 56 80 11.101
17 20 10.00 56 80 10.44
Tabulka 1: Tabulka nameˇrˇeny´ch hodnot, testova´nı´ probı´halo na PC Intel 2.93Ghz Dual
Core, s pameˇtı´ RAM 6GB, Operacˇnı´ syste´m Windows Xp 32 bit
Obra´zek 4: Query obra´zek auto, prˇi k=9 a s=56 procent, vynikajı´cı´ vy´sledek, dı´ky opti-
ma´lnı´mu nastavenı´ s hodnoty a k hodnoty. Zde se uka´zala sı´la MC metody. Vsˇimneˇme si,
zˇe auta jsou serˇazena veˇtsˇinou ve stejne´m smeˇru jı´zdy.
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Obra´zek 5: Graf singula´rnı´ch cˇı´sel Matice S. Zde vidı´me prˇı´pad, zˇe hodnota k=9 funguje
velmi dobrˇe, i kdyzˇ na´hla´ zmeˇna velikosti k zacˇı´na´ uzˇ na hodnoteˇ 25-30.
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Obra´zek 6: Query obra´zek auto, prˇi k=20 a s=56 procent, zde vidı´me velmi dobry´ vy´sledek,
v du˚sledku optima´lneˇ nastavene´ k, s, hodnoty.
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Obra´zek 7: Query obra´zek auto, prˇi k=20 a s=56 procent, zde je podobnost blı´zka´ nule.
Podobnost blı´zke´ nule majı´ objekty, ktere´ nemajı´ prˇı´mou souvislost s query - naprˇ. traktor
cˇi cyklista.
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Obra´zek 8: Query obra´zek auto, prˇi k=20 a s=56 procent, zde je prˇı´klad vy´sledku˚, kdy je
kosinova´ podobnost blı´zka´ mı´nus 1. Jsou zde zobrazeni lide´ a na konci prˇekvapiveˇ take´
auta, ale v opacˇne´m smeˇru! Modre´ auto prˇed nimi je rozostrˇene´, nejsou videˇt za´jmove´
objekty auta, z teˇchto du˚vodu˚ ma´me zobrazeny tyto obra´zky na konci.
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Obra´zek 9: Query obra´zek auto, prˇi k=9 a s=20 procent, zde vidı´me ne dobry´ vy´sledek,
zpu˚sobeny´ drasticky´m snı´zˇenı´m s, vybrany´ch 20 procenty rˇa´dku˚, vcˇetneˇ male´ hodnoty
k, dı´ky tomu dojde k vypusˇteˇnı´ za´jmovy´ch objektu˚ a zobrazı´ se pouze pozadı´ Query
obra´zku.
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Obra´zek 10: Graf s=20, k=9, vidı´me zde sˇpatneˇ zjistitelne´ odhadnutı´ na´hle zmeˇny singu-
la´rnı´ch cˇı´sel.
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Obra´zek 11: Query obra´zek cˇlovek, prˇi k=10 a s=56 procent, zde vidı´me velmi dobry´
vy´sledek zpu˚sobeny´ optima´lnı´ hodnotou s a k, cˇloveˇk je zobrazen i z jine´ kamery.
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Obra´zek 12: Query obra´zek cˇloveˇk, prˇi k=6 a s=30 procent, vy´sledek nenı´ dobry´, je zpu˚so-
beny´ velmi snı´zˇenou hodnotou s a maly´m k hodnoty matice S SVD rozkladu, v du˚sledku
toho dojde nejdrˇı´ve k vypusˇteˇnı´ za´jmovy´ch informacı´ a na´sledneˇ du˚lezˇity´ch singula´rnı´ch
cˇı´sel, proto taky je serˇazeno po lidech hned pozadı´.
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Obra´zek 13: Zde je testova´n teˇzˇsˇı´ Query obra´zek auto plus cˇloveˇk, prˇi k=11 a s=56 procent,
vy´sledek vynikajı´cı´, pravdeˇpodobnost, zˇe se setkajı´ dveˇ auta za´rovenˇ a za´rovenˇ cˇloveˇk
je velmi mala´, proto je v databa´zi pocˇet takovy´ch obra´zku˚ velmi maly´, proto tak vidı´me
cˇasteˇji nalezenı´ bud’ auta nebo cˇloveˇka samostatneˇ.
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Obra´zek 14: Graf zde je testova´n teˇzˇsˇı´ Query obra´zek auto plus cˇloveˇk, prˇi k=13 a s=56
procent.
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Obra´zek 15: Zde je testova´n teˇzˇsˇı´ Query obra´zek auto plus cˇloveˇk, prˇi k=13 a s=56 procent,
vy´sledek dobry´, nicme´neˇ lepsˇı´ch vy´sledku˚ se dosahuje jesˇteˇ prˇi snı´zˇenı´ k hodnoty viz
obra´zek 14.
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Obra´zek 16: RGB barva, query auto v cˇervene´ barveˇ, serˇazeny auta v cˇervene´ barveˇ z
jine´ kamery, zajı´mavost: za´rovenˇ jsou zobrazeni i lide´-take´ v cˇervene´ barveˇ, s=56 procent,
k=20.
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Obra´zek 17: HSV barevny´ syste´m, testova´n teˇzˇky´ obra´zek, auto- v noci , navı´c s rozˇnuty´mi
sveˇtly, za´rovenˇ tmave´ auto v pozadı´, hodneˇ zteˇzˇujı´cı´ okolnost, vy´sledek je nicme´neˇ dobry´,
s=56 procent, k=20.
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6 Za´veˇr
Cı´lem bakala´rˇske´ pra´ce bylo implementovat a numericky otestovat simulacˇnı´ algoritmus
SVD s vyuzˇitı´m sta´vajı´cı´ch knihoven SVD. Tato bakala´rˇska´ pra´ce vyuzˇı´va´ vy´sledku˚ si-
mulacˇnı´ch algoritmu˚, viz ([6]). Oproti prˇedchozı´mu vy´zkumu, ktery´ byl aplikova´n na
analy´zu textovy´ch dat, je teˇzˇisˇteˇ te´to pra´ce veˇnova´no vyhleda´va´nı´ v obrazovy´ch datech.
Analyzova´n je i vliv barevne´ho ko´dova´nı´ obrazu na vyhleda´va´nı´ podobnosti. Pro im-
plementaci byl vyuzˇit potencia´l Matlabu, vcˇetneˇ paralelnı´ implementace simulacˇnı´ho
algoritmu, viz ([6]). Funkcˇnost vytvorˇene´ho simulacˇnı´ho algoritmu byla u´speˇsˇneˇ demon-
strova´na na algoritmu metody Latent Semantic Indexing, ktera´ byla vyuzˇita pro automa-
ticke´ vyhleda´va´nı´ obra´zku˚. V ra´mci bakala´rˇske´ pra´ce byla pro tento u´cˇel vytvorˇena vlastnı´
testovacı´ obrazova´ databa´ze, ktera´ obsahuje zejme´na rea´lne´ digita´lnı´ obrazy dopravnı´ch
prostrˇedku˚. Obrazova´ data byla snı´ma´na pevneˇ umı´steˇny´mi digita´lnı´mi monitorovacı´mi
kamerami. Za´znam zvuku nebyl prova´deˇn. Simulacˇnı´m algoritmem bylo provedeno tes-
tova´nı´ barevny´ch i cˇernobı´ly´ch obrazu˚. V bakala´rˇske´ pra´ci byly analyzova´ny rea´lne´ obra-
zove´ data. S cı´lem minimalizovat vliv kolı´savy´ch sveˇtelny´ch podmı´nek a dalsˇı´ch faktoru˚,
ktere´ ovlivnˇovaly vy´sledne´ fotografie, naprˇ. vliv pocˇası´, byla obrazova´ data transformo-
va´na do cˇernobı´le´ podoby. U´speˇsˇnost testova´nı´ algoritmu byla 90 procent. Tedy pouze
v 10% prˇı´padu˚ byl mezi nejblizˇsˇı´mi vy´sledky ne zcela spra´vneˇ klasifikovany´ objekt.
Byly takte´zˇ testova´ny ru˚zne´ syste´my pro ko´dova´nı´ barevny´ch digita´lnı´ch obrazu˚: RGB,
HSL, HSV, YIQ. Numericke´ experimenty zatı´m neproka´zaly zˇa´dne´ zkvalitneˇnı´ vy´sledku˚,
u´speˇsˇnost vyhleda´va´nı´ zu˚stala na 90 procentech.
Samozrˇejmeˇ, pro detailneˇjsˇı´ zobrazenı´ podobnosti by bylo vy´hodne´ pouzˇı´t pro vyhod-
nocenı´ vsˇechny trˇi slozˇky barev soucˇasneˇ, nicme´neˇ je potrˇeba bra´t v potaz trojna´sobne´
zveˇtsˇenı´ matice. Vy´sledky vyhleda´va´nı´ jsou komplexneˇjsˇı´. V prˇı´padeˇ pouzˇitı´ HSV barev-
ne´ho syste´mu vyhleda´vacı´ algoritmus LSI le´pe reagoval na drasticke´ zmeˇny sveˇtelny´ch
podmı´nek nebo naopak na velmi male´ sveˇtelne´ zmeˇny obrazu. Testova´nı´ nicme´neˇ uka´-
zalo, zˇe toto chova´nı´ barevne´ho ko´dova´nı´ [14] neprˇineslo celkove´ zlepsˇenı´ vyhleda´va´nı´
nebot’ cı´lem bylo vyhleda´vat vizua´lneˇ podobne´ objekty, pokud mozˇno bez ohledu na
sveˇtelne´ zmeˇny.
Numericke´ testova´nı´ simulacˇnı´ho algoritmu uka´zalo zajı´mave´ vlastnosti. Dalo by se
naprˇ. ocˇeka´vat, zˇe simulacˇnı´ metoda Monte-Carlo (MC) bude nejle´pe fungovat u hra-
nice 75−90 procent vybrany´ch rˇa´dku˚ z pu˚vodnı´ matice. Nicme´neˇ vy´sledky numericky´ch
experimentu˚ na rea´lne´ obrazove´ matici uka´zaly, zˇe nejlepsˇı´ vy´sledky vyhleda´va´nı´ je dosa-
zˇeno u hranice 51−60 procent vybrany´ch rˇa´dku˚ matice. Tedy ”statisticky strucˇneˇjsˇı´”popis
obrazu vedl k lepsˇı´m vy´sledku˚m vyhleda´va´nı´.
Numericke´ experimenty da´le potvrdily, zˇe konvergence simulacˇnı´ho procesu neza´visı´
na dimenzi analyzovane´ matice: neza´visı´ tolik, jestli jsou zkoumany´ch dokumentu˚ desı´tky
nebo stovky.
Dalsˇı´ zajı´mavou zkusˇenost prˇineslo snı´zˇenı´ rozlisˇenı´ testovany´ch obra´zku˚. Rozlisˇenı´
obra´zku˚ bylo algoritmicky snı´zˇeno na hranici 160 ∗ 120 pixelu˚. Numericke´ experimenty
uka´zaly, zˇe v tomto rozlisˇenı´ simulacˇnı´ metoda MC pracovala nejen stejneˇ, ale i o neˇco
le´pe nezˇ s dvojna´sobneˇ vysoky´m rozlisˇenı´m.
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Numericke´ experimenty da´le uka´zaly, zˇe pouzˇitı´ simulacˇnı´ metody MC bylo u´speˇsˇne´
i po stra´nce pameˇt’ove´ na´rocˇnosti: dosˇlo ke snı´zˇenı´ pameˇt’ove´ na´rocˇnosti a za´rovenˇ se
zkvalitnily vy´sledky vyhleda´va´nı´. Vy´razneˇ se zlepsˇil (vyhladil, linearizoval) pru˚beˇh sin-
gula´rnı´ch cˇı´sel matice S, cozˇ vedlo prˇi experimentech ke snı´zˇenı´ hodnoty koeficientu k,
viz naprˇ. obra´zek 5. Tı´m se snı´zˇil i celkovy´ vy´pocˇetnı´ cˇas SVD-LSI cˇa´sti.
Na druhe´ straneˇ, paralelnı´ vy´pocˇet simulacˇnı´ metody MC prˇı´kazem Parfor trval
pru˚meˇrneˇ prˇiblizˇneˇ 0.4 + 0.45 sekundy, ale v neˇktery´ch dokonce prˇı´padech jen polovinu
te´to hodnoty. Tudı´zˇ cˇasova´ u´spora nebyla konstantnı´. Lze prˇedpokla´dat, zˇe u´spora by
byla vy´znamneˇjsˇı´ prˇi analy´ze rozsa´hlejsˇı´ch dat, nebot’ teoreticky rychlost konvergence
simulacˇnı´ho procesu vu˚bec neza´visı´ na dimenze analyzovane´ matice (viz [6]).
Numericke´ experimenty da´le uka´zaly, zˇe simulacˇnı´ metoda MC lze s vy´hodou vyu-
zˇı´t i pro automatickou detekci podobny´ch obra´zku˚ z videosekvencı´. Jednotlive´ snı´mky
z videosekvence se ulozˇı´ naprˇ. po 0.5 sekundeˇ do vektoru. Na´sledneˇ z jednotlivy´ch
ko´dovany´ch snı´mku˚ sestavı´ vstupnı´ matice, naprˇ. A0, na kterou se aplikuje modifiko-
vana´ simulacˇnı´ metoda MC. Navrhovana´ modifikace spocˇı´va´ ve vy´pocˇtu podobnosti bez
uvazˇova´nı´ podı´lu (va´hy) jednotlivy´ch rˇa´dku˚. Tı´mto postupem zı´ska´me s velkou prav-
deˇpodobnostı´ reference na obra´zky, ktere´ byly na´hodneˇ vybra´ny. Naopak se s velkou
pravdeˇpodobnostı´ odfiltrujı´ obra´zky , u nichzˇ nedosˇlo k na´hle´, velke´ zmeˇneˇ.
Luka´sˇ Pisˇteˇla´k
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A Dalsˇı´ experimetny a meˇrˇenı´
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Modifikovane´ maticove´ na´sobenı´ ATA, pro jazyk C++ , pouzˇito ve spolupra´ci s vy´-
konnou knihovnou Eigen [16]. V matici Va jsou ulozˇeny sloupce hodnot. Algoritmus jde
jednodusˇe modifikovat na matici typu sparse, rˇı´dkou matici, po setrˇı´zenı´ hodnot podle
indexu˚, jednodusˇe prˇida´me bina´rnı´ vyhleda´va´nı´. S podmı´nkou.
void MatrixMultiply( int pocetobr,int size) {
// multiply of matrix; Modificated by 2012. for dense matrix.
//
// wrost case;
VectorXd Bcolj[size ];
int Bcoljindex[size ];
VectorXd Arowi[size];
int Arowiindex[size];
// PhotoRecord loaddata = null;
for ( int j = 0; j < pocetobr; j++) {
Bcolj = va.column(j);
// Bcolj [m] = Cv[m][j ];
// Bcoljindex[m] = ind.column(j);
// Bcoljindex[m] = Ci[m][ j ];
// }
for ( int i = 0 + j ; i < pocetobr; i++) { // pro kazdy
dalsi prvek jen co je pod diagoanle a vcetne!!
Arowi = va.column(i);
// Arowiindex = ind.column(i);
// float [][] Arowi = service.accessMatrix(i) ;
double s = 0;
for ( int k = 0; k < size; k++) {
// size=lenght of column;
// int hledCislo = Bcoljindex[k ];
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s += Bcolj[k] ∗ Arowi[r ];
}
C(i , j ) = s;
// saveSomeelemnts(int C[i][j]) ;// melo by to
mit i v
// nejhorsich pripadecj 26 MB takze to asi
bude v ramce
// tezko rict
}
}
// loaddata2.setData(null) ;
// loaddata2.setIndexes(null);
// loaddata.setData(null) ;
// loaddata.setIndexes(null) ;
for ( int i = 0; i < pocetobr − 1; i++) {
for ( int m = pocetobr − 1; m > i; m−−) {
C(i ,m) =C(m,i);
}
}
}
end
Vy´pis 12: Maticove´ na´sobenı´ pro hustou matici A
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Obra´zek 18: Query obra´zek auto, prˇi k=15 a s=46 procent, zde vidı´me ne dobry´ vy´sledek
zpu˚sobeny´ velkou ztra´tou rˇa´dku˚ vy´chozı´ matice, proto je zobrazeno pozadı´ s prˇeskoky.
Obra´zek 19: Uka´zka grafu singula´rnı´ch cˇı´sel, azˇ do hodnoty 160
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Obra´zek 20: Query cˇloveˇk, zde je videˇt du˚sledek prˇı´lisˇ velke´ho k=101, s je nastaveno
optima´lneˇ.
Obra´zek 21: Query auto, zde je videˇt du˚sledek prˇı´lisˇ velke´ho k=50, s je nastaveno opti-
ma´lneˇ, nicme´neˇ je zde videˇt prˇeskakova´nı´ mezi auty a pozadı´m.
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Obra´zek 22: Query traktor, skveˇly´ vy´sledek, s je nastaveno optima´lneˇ, k=20
Obra´zek 23: Graf singula´rnı´ch cˇı´sel, query traktor, skveˇly´ vy´sledek, s je nastaveno opti-
ma´lneˇ, k=20
