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Since the very early days of nuclear magnetic resonance (NMR) there was a con-
tinuous trend towards higher main magnetic field strengths. This development
is mainly driven by the higher signal to noise ratio gained from the higher nu-
clear magnetization present in thermal equilibrium. In many applications, there
is even a gain in specificity on top of the increased baseline signal levels such as
for instance stemming from higher spectral line separation from chemical shifts or
weakly coupled spin systems, higher contrast ratios as found in functional imaging
applications relying blood oxygenation level dependent signal changes, different re-
lations between relaxation times and spin exchange processes and many more. In
the past, the main technical difficulties to overcome for increasing the field strength
were inflicted by the necessity to establish a very high and in the meantime very
uniform and stable static magnetic field over the volume of interest. Also the
correction of susceptibility induced inhomogeneities in the main field was at the
core of this development. Current superconductive magnets and elaborate correc-
tion systems and routines allow the main field to reach up to 21T in commercial
high resolution spectrometers. In the field of human medical magnetic resonance
imaging (MRI) systems up to 4T are nowadays in wide routine use. However,
with upcoming human whole body systems with field strengths of 7T and beyond
the focus of the technical difficulties shifted to radiofrequency (RF) interaction
between the nuclear magnetization and the probe. While all previously existing
NMR and MRI systems worked within an electrodynamic regime, where the ra-
diofrequency wavelength is longer than the extent of the sample to be imaged,
this relation is drastically altered on the newest generation of human tomography
systems. This shortening of the wavelength was shown to cause the RF field to
exhibit a major increase in filed nonuniformity over the volume of interest and also
makes the construction of RF probes as such more cumbersome as well as their
safety assessment. Although there are sequences and pulses that offer an aston-
ishingly high robustness against spatial variations in the induced spin nutation,
resolving the RF related problems occurring with ultra-high frequencies are key to
many applications of current and future ultra-high field systems.
The subject work explores basic methodology that help to resolve these diffi-
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culties by advances in hardware and its validation but also in measurement and
pulse design methodology.
In order to manipulate and tailor the RF field within a volume resonator, an
8 channel parallel transmission setup consisting of a passive high power RF splitter
with variable phase and amplitude adjustment capability and a transmit receive
head coil was built. The head coil was based on 8 decoupled stripline resonators.
Problems with cable loading and routing could be reduced by centrally feeding the
striplines as it is shown in Chap. 2. Furthermore the axial extent of the field of
view reported from such designs could be increased by this approach. The gained
stability of the system was essential in order to perform reproducible quantitative
parallel transmission experiments. This setup and the experience gained from it
provided the basis for the deduction of figures of merits for parallel RF probes
in MRI that will allow optimization and comparison of upcoming designs. As
described in Chap. 3, these theoretical findings provide further insight into the
encoding capabilities of RF arrays and their role in different applications in parallel
transmission but also reception.
The methodology developed for the validation and application of RF arrays re-
quires an accurate measurement of the excitation field distribution of each channel
in the sample in order to be put into practice. Furthermore, accurate measurements
of the RF excitation field provide crucial information for the validation of electro-
magnetic simulations needed for compliance testing but also for further develop-
ment and optimization of the probe design principles. Unfortunately transmission
arrays and the conditions at ultra-high fields impose both very hard requirements
for excitation field measurement techniques. First, the excitation produced by a
single element of the array exhibits a very large dynamic range that has to be
covered compared to volume resonators. And second, compared to lower field
strengths the measurement itself is increasingly hampered by confounding effects
induced by higher local off-resonances, longer longitudinal relaxation times and
more restrictive power limitations. In order to provide reliable measurements over
a larger dynamic range at ultra-high fields a novel mapping technique based on
comprehensive signal modeling was introduced. Additionally, an interferometric
measurement scheme of the excitation field for transmission arrays is suggested
in order to reduce the dynamic range and to increase the power efficiency of any
mapping sequence applied. By these two approaches it was possible to acquire
consistent calibration data of transmit arrays in comparably short time as demon-
strated in Chap. 4.
The analysis of the performance and restrictions imposed by technical limita-
tions and safety of transmit coil arrays leads to the conclusion that these consider-
ations must be explicitly taken into account in applications, especially in the case
of parallel (spectral)-spatial pulse design. Pulse design approaches presented so far
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made use of the analogies between signal reception and excitation in order to bal-
ance between optimal spin nutation fidelity provided by the calculated waveform
and the concomitant power consumption. However, these relations break down
in the presence of explicit restrictions that represent hard constraints instead of
equivalent optimization goals. Therefore, a mathematical framework and the nec-
essary algorithmic solution for the design of such pulses under hard constraints is
given in Chap. 5.
In the main, the problems occurring at ultra-high field strengths with RF
excitation and devices were found to be related to upcoming wave propagation
phenomena. Since this is a very unusual regime for NMR devices, NMR excitation
and detection with propagating RF waves could be initially explored. The fact that
propagating modes can persist within the bore of a 7T magnet lead to the idea that
RF probes could be constructed, that do not rely at all on near field interactions
with the sample. As shown in Chap. 6, an antenna system located at distances
of more than a meter can indeed excite and detect NMR signals with reasonable
sensitivity compared to an inductive near field detection. As such, this is very
astonishing being a very rare feature in NMR detection which usually relies on a
very intimate coupling between the nuclear spin and a detecting media. The most
common detection scheme of NMR relies indeed on Faraday induction apparent in
the probe due to a close mutual coupling of nuclear magnetization to a RF detector.
Alternative methods presented so far rely either on direct magnetic coupling to
a SQUID or magnetic force detector, or on the spin-orbit coupling to optically
active atoms as in atomic magnetometers, which both make a close proximity of
the sample and the detection media necessary. The remote detection mediated by
propagating RF waves offers in the context of ultra-high field MRI the advantage
that a reactive loading of the antenna by the sample is not essential. Avoiding
the sample dependence of the load seen by the probe renders the RF system more
stable in that respect. Furthermore, placing the feeding structure at a certain
distance reduces the risk of strong local tissue heating induced by high electric
fields emanating from the feeding structure. This novel approach also frees up
valuable space within the magnet bore. The main advantage provided by travelling
waves however is expected to be an increase in field uniformity. According to the
underlying equations of electromagnetism the fields have to exhibit a curvature
corresponding to the wavenumber given by the frequency and dielectric properties
of the material. Since both, the amplitude and the phase distribution of the field,
can contribute to the total curvature, a variation in the phase can therefore lead to
a more uniform distribution in the amplitude. For instance, a propagating plane
wave would be very preferential for MRI of electrically very large samples because
all curvature of the field is provided by its phase term. Exciting a travelling wave
in a MR system could therefore be shown to yield very uniform coverage in the
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resulting images over large volumes as long as the longitudinal distribution of
the dielectric properties of the sample in the bore was axially tapered smoothly
enough.
The novel regime of travelling wave interaction with NMR was found to be
exceptional since first, a propagation phase delay can be measured dependent
on the axial propagation direction for excitation and detection and second, the
NMR signal retrieved is actually linked to the radiation of electromagnetic power.
These facts yield prospects of very efficient radiofrequency spatial encoding on the
scale of the wavelength. Furthermore, it could be shown that the radiation of the
spin ensemble can be directed by induction of gradient moments. These concepts
prompt strong analogies to other fields such as laser physics or nonlinear optics
that can be further explored. Also the design of waveguide systems and antennas
needed for this kind of experiments is very elaborate in microwave, communication
and radar technology which could yield valuable input for future applications and
improvements of NMR/MRI systems.
The approach of travelling wave NMR/MRI was furthermore shown to be ex-
tendable to parallel imaging and transmission approaches analogous to closely
coupling arrays. A dielectric filling of the feeding section extending the bore of
the magnet was used to allow multiple modes to be distinctively excited and car-
ried to the sample. Although the setup constructed for these experiments is quite
bulky, no variable lumped elements had to be used that are commonly a weak
spot with respect to high power withstanding capabilities. Besides the successful
demonstration of basic applications of parallel transmission and reception such as
RF shimming and sensitivity encoded accelerated imaging, it could be experimen-
tally shown, that the encoding capability provided by the radiofrequency fields is
directly linked to the number of propagating modes within the feeding section.
In contrast to most traditional RF probe designs, RF devices relying on trav-
elling wave mechanisms for the excitation of NMR have very good prospects for
even higher frequencies of operation where the propagative electromagnetic waves
become even more prominent. The possibility to design RF devices for NMR that
do not necessarily rely on close inductive coupling could open the field for con-
ceptually new classes of RF probes that allow, probably in conjunction with other
parallel transmission techniques, for even higher static magnetic field strengths in
the future.
Zusammenfassung
Schon seit der Entdeckung der frühesten Nuklearresonanzspektroskopie-Verfahren
(NMR) wurde versucht das statische magnetisch Feld zu erhöhen. Diese En-
twicklung wird hauptsächlich durch die höhere Signalausbeute getrieben, welche
hauptsächlich von einer höheren nuklearen Magnetisierung im thermischen Gle-
ichgewicht herrührt. Bei vielen Anwendungen wird durch das höhere Feld sogar
unabhängig vom höheren Signal-zu-Rausch (SNR) Verhältnis die Spezifität erhöht,
so z. B. resultiert von chemischen Verschiebungen oder schwach gekoppelten Sys-
temen eine höhere Linienseparation, es wird ein höherer Kontrast gemessen in der
funktionellen Magnetresonanz-Bildgebung, welche auf der blutoxygenierungsab-
hängigen Dephasierung beruht, leichte Verschiebungen der Relaxationszeiten und
Raten von Spin-Austausch Prozessen ergeben ein verändertes Kontrastverhalten
und eine Menge mehr. Früher wurde der Einsatz höhere Feldstärken hauptsäch-
lich von den technischen Problemen bei der Herstellung eines sehr starken und
gleichzeitig sehr homogenen Magnetfeldes gebremst. Mechanismen für die Ko-
rrektur von den durch das Objekt selbst induzierten Verzerrungen des Feldes
mussten immer weiter verfeinert werden um die Kontrolle bei höheren Feldern
zu gewährleisten. Moderne Supraleitertechnologie erlaubt daher heute NMR Mes-
sungen mit hoher Güte bei bis zu 21T in kommerziellen Systemen zu betreiben.
In der medizinischen Bildgebung am Menschen werden Felder bis zu 4T heute
routinemässig eingesetzt. Seit jedoch solche Systeme mit Feldstärken von 7T
und mehr betrieben werden, hat sich der Fokus der technischen Probleme auf die
Wechselwirkung zwischen dem Detektor und dem Objekt bei sehr hohen Radiofre-
quenzen (RF) verschoben. Während bei allen anderen NMR-Spektrometern die
Wellenlänge der RF-Felder viel länger ist als die Ausdehnung des Objektes, so
hat sich dieses Verhältnis in den neuesten ultrahochfeld Tomographen drastisch
verschoben. Es wurde sehr schnell festgestellt, dass diese Verkürzung der Wellen-
länge zu grossen Varianzen der RF-Felder über das Objekt führt, welches einerseits
die Bildgebung behindert und andererseits das Risiko sehr konzertierter und da-
her potenziell gefährlicher Leistungsdeposition erhöht. Letztlich führen die kurzen
Wellenlängen auch dazu, dass die Herstellung verlässlicher Detektoren drastisch
erschwert wird. Damit hängt die Nutzbarkeit der gegenwärtig stärksten und in
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Zukunft noch grösseren Systemen entscheidend von der Lösung dieser RF Prob-
leme ab.
In dieser Arbeit sollen daher diese Probleme von verschiedener Seite her ange-
gangen werden. Dabei sollen Fortschritte im Bau der Detektoren und deren Sicher-
heitsvalidierung, aber auch Entwicklungen in der Puls- und Sequenzgestaltung
angegangen werden.
Die Entwicklung eines passiven 8-Kanal Sendeaufbaus ermöglichte eine höheres
Mass an Kontrolle über die RF-Felder im Objekt. Das System bestand aus einem
passiven Leistungsteiler, dessen Ausgänge jeder über individuelle Phasenschieber
und Abschwächer verfügten um die Anregung kanalweise zu steuern. Für die Leis-
tungseinkopplung ins Objekt wurde ein Prototyp eines 8-Kanal Volumenresonators
gebaut, welcher auf dem Prinzip der Streifenleiter Technologie beruhte (siehe Kapi-
tel 2). Probleme mit der Beladung der Kabelummantelungen in Abhängigkeit der
Kabelführung und des variablen Lastwiderstandes des Streifenleiters, welche einen
stabilen und reproduzierbaren Betrieb oft verhinderten, konnten mit Hilfe einer
zentralen Speisung behoben werden. Durch diese Neuerung konnte auch die lon-
gitudinale Abdeckung signifikant erhöht werden im Vergleich zu seitengetriebenen
Pendants. Dieser Aufbau erlaube vorallem aufgrund seiner hohen elektronischen
Stabilität sehr genaue und reproduzierbare Mehrkanalexperimente. Die Erfahrun-
gen, welche mit diesem Aufbau gesammelt wurden, lieferten die Grundlagen für
Gütekriterien von solchen Geräten, welche die Leistungsfähigkeit neuer Konzepte
und Vergleiche untereinander zulassen. Wie in Kapitel 3 gezeigt wird, geben diese
Kriterien weitere Einsicht in die räumliche Kodierfähigkeit eines Arrays und dessen
Rolle in verschiedenen Anwendungen preis.
Es wurde gefolgert, dass die Leistungskriterien, aber auch die unter technischen
und sicherheitsrelevanten Aspekten abgeleiteten Limiten, direkt in die Anwendung
mit einbezogen werden müssen. Dies wurde im speziellen Fall der räumlich und
spektral selektiven Mehrkanal-Anregung gezeigt. Bisherige Ansätze bedienten sich
Methoden zur Rausch Untedrückung in Analogie zum Empfangsfall. Allerdings
brechen diese Analogien unter Einbezug expliziter Schranken zusammen und die
angewendeten Algorithmen können nicht verwendet werden, da sie Rauschen und
Abbildungstreue als gleichwertige Optimierungsziele sehen. Daher wurden der
mathematische Rahmen und die algorithmische Basis geschaffen, Pulskalkulatio-
nen mit Einbezug expliziter Schranken schnell durchzuführen, wie in Kapitel 5
gezeigt wird.
Die Methoden zur Berechnung oben genannter Leistungskriterien aber auch die
Mehrkanal-Pulsberechnung benötigen genaue quantitative Messungen des NMR
aktiven Radiofeldes im Objekt. Die exakte Messung der Feldverteilung liefert zu-
dem wertvolle Hinweise für die Validation nummerischer Feldsimulationen. Jedoch
stellen die Bedingungen bei hohen Feldern als auch Sende-Arrays an sich sehr hohe
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Anforderungen an MR-basierte Messmethoden. Erstens ist der dynamische Bere-
ich des Anregungsfeldes eines einzelnen Elementes des Arrays sehr gross. Zweitens
behindern im Vergleich zu niedrigeren Feldstärken vor allem die hohen suszep-
tibilitätsinduzierten Resonanzverschiebungen, die längeren longitudinalen Relax-
ationszeiten und die viel strikteren Leistungslimitationen eine Messung mit den
bestehenden Methoden. Um trotzdem genaue Messungen zu ermöglichen wurde
eine Methode entwickelt, welche auf der vollständigen Signalmodellierung einer
speziellen Pulssequenz beruht. Zusätzlich wurde die Mehrkanalfähigkeit explizite
durch einen interferometrischen Ansatz mit einbezogen um einerseits den dynamis-
chen Bereich zu reduzieren und andererseits die Leistungseffizienz zu erhöhen.
Durch diese beiden Neuerungen konnten die Kalibrationsdaten von einem Array
in vergleichsweise kurzer Zeit akquiriert werden, wie es in Kapitel 4 dargelegt ist.
Die meisten der oben diskutierten Probleme der Ultrahochfeld-MRT im Bereich
der Radiofrequenz sind mit dem Aufkommen von Wellenpropagationseffekten ver-
bunden. Dies ist einzigartig für NMR Systeme und es konnte daher erstmals gezeigt
werden, dass klassische RF-Anregung und -Detektion mit Hilfe propagierender
Wellen möglich ist. Die Tatsache, dass Wellenleitermoden in der Bohrung des 7T
-Magneten sich ausbreiten können, führte zu der Idee RF Detektoren zu bauen,
welche hauptächlich über strahlende Feldanteile mit dem Objekt wechselwirken
und so die problembehaftete Nahkopplung umgehen. Wie in Kapitel 6 gezeigt,
sendet und empfängt eine Antenne, welche am Ende der Bohrung installiert ist,
NMR Signale mit nennenswerter Sensitivität auch im Vergleich zu Resonatoren,
welche über ihr induktives Nahfeld koppeln. Dies war ein sehr überraschender
Befund, weil die Detektion von den sehr kleinen NMR-Signalen typischerweise
eine sehr starke und daher nahe Kopplung ans Detektionsmedium verlangt. Tat-
sächlich beruhen die meisten Detektionsverfahren auf Faradayscher Induktion,
welche durch eine Nahfeldkopplung der nuklearen Magnetisierung an einen na-
heliegenden Detektor auftritt. Alternative Methoden nutzen die direkte Kopplung
der nuklearen Magnetisierung und einem Magnetometer, wie z.B. einem SQUID,
einem Magnet-Kraft-Detektor oder einem Atommagnetometer. Die langreichweit-
ige Wechselwirkung zwischen Detektor und Kernmagnetisierung über RF-Felder
eröffnet für die Ultrahochfeld-MRT zahlreiche Möglichkeiten. So kann z.B. die
resistive Beladung des Detektors durch das Objekt stark vermindert werden, was
dessen Betrieb stabiler macht. Auch dass die getriebenen Elemente des Senders
nicht in direkter Nähe des Objekts liegt, minimiert das Risiko hoher Feldkonzen-
trationen und daraus resultierender potenziell gefärlicher Erwärmungen. Eine der
grossen Vorteile liegt aber in der Verbesserung der zu erwartenden Uniformität.
Die dem RF-Feld zugrundeliegenden Gleichungen verlangen eine Kurvatur des
Feldes entsprechend der Wellenzahl des Mediums. Eine propagierende Welle er-
laubt nun zumindest einen Teil dieser Biegung in eine für die MRT nicht schädliche
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räumliche Varianz der Phase zu übertragen und dadurch kann eine uniformere Am-
plitude resultieren. Es konnte demfolgend experimentell gezeigt werden, dass eine
propagierende Welle in einem MRT eine sehr hohe Uniformität der Sensitivität
und eine sehr hohe Abdeckung liefert.
Das Regime propagierender Wellen, welche mit der Kernmagnetisierung wech-
selwirken, bringt auch neuartige Phänomene hervor, weil erstens nun eine Phasen-
verzögerung in Abhängigkeit der Propagationsrichtung auftritt und zweitens, weil
das empfangene Signal direkt mit der Abstrahlung elektromagnetischer Leistung
verbunden ist. Neben daraus resultierenden einzigartigen Möglichkeiten für die
parallele Bildgebung in Anlehnung an die Holographie konnte auch gezeigt wer-
den, dass sich die Abstrahlung des Spinsystems mit Hilfe der Gradienten steuern
lässt. Diese Konzepte bringen starke Analogien zu anderen Gebieten hervor wie z.
B. der Laserphysik oder der nichtlinearen Optik. Auch die Konstruktion und das
Verständnis von Wellenleiter- und Antennensystemen sind in der Mikrowellen-,
Kommunikations-, und Radartechnologie weit fortgeschritten, so dass hoffentlich
viele Lösungen übernommen werden können.
Es wurde des weiteren gezeigt, dass der Ansatz einer propagierenden Welle
für die Anregung und die Detektion von NMR auf bekannte Mehrkanalmethoden
erweiterbar ist. Um mehrere, räumlich verschiedene Moden einspeisen zu kön-
nen, wurde eine dielektrische Struktur in den Wellenleiter eingeführt. Obwohl
der Aufbau ziemlich massiv ist, so benötigt er dennoch keinerlei konzentrierte
oder abstimmbare Elemente, was ihn sehr Widerstandsfähig gegen hohe einges-
trahlte Leistungen macht. Neben den wichtigsten Anwendungen des parallelen
RF Sendens und Empfangens, wie z. B. beschleunigte Bildgebung und RF shim-
ming, konnte gezeigt werden, dass das durch die RF-Felder vermittelte räumliche
Auflösungsvermögen mit der Anzahl der propagierenden Moden gekoppelt ist.
Im Gegensatz zu den allermeisten anderen RF-Detektorenkonzepten hat der
Ansatz der propagierenden Wellen gute Aussichten auch bei noch höheren Frequen-
zen zu funktionieren, bei welchen der Strahlungsanteil am Feld sogar noch grösser
ist. Die Möglichkeit beim RF-Detektorenbau auf eine Nahfeldkopplung verzichten
zu können, erlaubt die Entwicklung einer neuen Klasse von RF-Konzepten, welche





2 CHAPTER 1. INTRODUCTION
1.1 The Unique Proposition of NMR
Nuclear magnetic resonance (NMR)[1, 2] ranks among the most versatile experi-
mental methods in chemistry, physics, and biology [3], providing insight into the
structure and dynamics of matter at the molecular scale. Its imaging variant,
magnetic resonance imaging (MRI)[4, 5], is widely used to examine the anatomy,
physiology, and metabolism of the human body. The nuclear spins interact in a
very strongly deterministic manner with their inter- and intramolecular surround-
ing, where most of these interactions are weak enough not to render the system
chaotic but strong enough to produce precisely measurable effects that can be
unambiguously allotted to various material properties. The dynamics of nuclear
magnetization is one of the few phenomena in nature that are able to carry the
inner microscopic order of matter from the molecular level to macroscopically de-
tectable signals that can be well interpreted. This is very uncommon since the
complex microscopic interactions do not gain critical relevance in most large com-
plex systems but result only in a for the microscopic state unspecific thermody-
namical variables. For example, the pressure and temperature of a gaseous system
does not tell us very much about the intermolecular forces upon which they are
based on. Indeed, other effects that directly represent the inner microscopic order
in large complex systems can be enumerated in a short list: e.g. Meissner effect,
quantum Hall effect, resistance quantization, atomic spectra, Moessbauer effect
and a few others. Although all of these effects deliver very crucial insight into the
structure and dynamics of matter, they cannot compete in analyzing biological
systems and live organism because only the NMR signal, a radio wave, interacts
both very weakly and especially innoxiously with the sample. The information
carried from the spins by the radio signal and the accessibility of the signal in
various materials are the very unique proposition of NMR which made methods
employing NMR become almost ubiquitous in these fields.
1.2 The Race for Higher Fields
Although NMR as such gives very sensitive measurements of the surrounding of the
nuclei, the detection of the NMR signal itself is not very sensitive compared with
other analytic methods as for instance mass spectroscopy. This is mainly due to
the very limited signal to noise (SNR) ratio present. While the noise contribution
can only be lowered to the fraction that is introduced by the thermal motion of
the charges in the sample itself, the signal gained from a sample is mainly depen-
dent on the nuclear magnetization present in the sample. In thermal equilibrium,
this magnetization is basically given by the polarization induced by the magnetic
background field the sample is immersed in, the temperature and the gyromag-
1.2. THE RACE FOR HIGHER FIELDS 3
netic ratio of the considered nucleus. In order to increase the sensitivity of NMR
either the magnetic field strength has to be increased or the thermal equilibrium
has to be overcome if the temperature of the sample and the nucleus cannot be
altered. Although increasing the net nuclear magnetization beyond the value in
thermal equilibrium is in principle possible by magnetic transfer techniques, pre-
or hyperpolarization, these methods are often prone to problems caused by the
fact that the system returns irresistibly back to thermal equilibrium. Further-
more, the process of inducing additional polarization is often not well tolerated by
the sample either due to the high switching rate of the magnetic field that would
be needed, for instance, for pulsed prepolarization or due to the exposure to high
power radiation or toxic chemicals in the case of most hyperpolarization schemes.
Therefore, the prepolarization steps need to be applied ex-situ and the polarized
material needs to be administered quickly to the sample. Astonishingly, it is much
better tolerated by live organisms to be exposed to very high static magnetic fields.
Even very complex organisms, such as humans, can sustain magnetic fields of sev-
eral Tesla without any permanent adverse effects known to occur. Furthermore,
increasing the background field does not only yield higher sensitivity due to the
increased SNR but also the specificity of certain effects is increased such as in
the case of the BOLD-effect [6], line separation resulting form chemical shifts or
weak couplings [3], relaxation and magnetic transfer induced tissue contrast [7]
and many more. Since adverse effects of high static fields such as the increased
dephasing due to susceptibility induced field inhomogeneities, higher bandwidth of
operation, higher RF induced losses and the increased RF non-uniformity could be
well surmounted in the past, there was a constant trend towards higher magnetic
fields since the beginning of NMR and MRI methodology.
The latest development resulted in magnets of 7T [8] and 9.4T [9] field strengths.
Although these systems proved to be advantageous in many applications, the prob-
lem of nonuniform spin nutation throughout the sample became prohibitive in
many circumstances. This nonuniformity is mainly based on the critical short-
ening of the RF wavelength due to the increased frequency of operation, that
became comparable or even smaller than the object size. Therefore, the impact of
the increase in field strength from 3T to 7T and beyond on the RF interaction
between the system and the nuclear magnetization in the sample is much more
drastic than the in relative scales comparable increase from 1.5T to 3T. The fact
that the wavelength of the RF wave can be significantly shorter than the extent
of the imaging volume is indeed very unique to NMR instruments since higher
field strengths are usually only applied in smaller systems (see Fig. 1.1). The
wave-length related problems concerning local sample heating, RF probe design
and establishing a uniform excitation are thus unique to the newest generation
of ultra-high field human MRI systems and have accordingly been researched for
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only a short period of time.
1.3 Basics of NMR and Electromagnetic Interac-
tion
The spin of a particle represents an inner degree of freedom which has a great
impact on its quantum mechanical behavior, either by its quantum statistical im-
plications in many body problems, by its angular momentum, by the presence of
an associated magnetic moment and many more. In the case of atomic nuclei how-
ever, the coupling to the net magnetic moment associated with the spin provides
the most important interaction considered in NMR. Therefore, the Hamiltonian
(H) of an atomic nucleus, in this case with spin 1
2
, describing the motion of the









|Ψ > = H|Ψ >
(1.1)
whereas Si represent the Hermitian Pauli matrices being the generators of SU(2).
For practical applications and especially in MRI the Bloch equation describing the
motion of the net nuclear magnetization of a isochromat in the external magnetic
field is often used:
∂
∂t
~M = γ ~B × ~M
= γ ~B · (Lx,Ly,Lz) · ~M
(1.2)
whereas Li are the anti-symmetric generators of SO(3). Written in this form,
neglecting relaxation for simplicity, it becomes clear by comparing to Eq. 1.1 that
Bloch’s equation describes the motion of the observable nuclear magnetization
of the thermodynamical ensemble in a classical limit of the quantum mechanical
equation of motion. But it is also very tempting to confuse the motion of the
magnetization with the motion of a single spin state itself and it is therefore very
important to keep always in mind that the measured NMR signal represents the
coherence within an ensemble of spins as expressed by the density operator and
not single spin states as the next paragraph touches on.
In the classical formulation, the signal retrieved from a magnetization precess-
ing around the main magnetic field (usually defined to be aligned along the z-axis
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of the system) at the precession frequency is proportional to the transverse mag-
netic moment being the only part of the magnetic moment acting at this frequency.
In this classical picture, the NMR signal generation on the RF probe can be un-
derstood as simple induction generated by the electromotive force of a precessing
magnetic dipole. It is nevertheless worth noting that a quantitative correspon-
dence between the signal expected from a quantum mechanical description and its
classical limit was and still is a topic of ongoing debates with low frequency but
high intensity [10, 11, 12, 13] in the field of NMR. The problem of the quantum
mechanical description of the NMR signal starts out in the fact that by calculat-
ing the probability of a single excited nuclear spin coupled to the electromagnetic
quantum field to decay by spontaneously emitting a photon results in about 108
times the age of the universe. Therefore, the usual road map to the explanation
of the NMR signals is to consider the quantum mechanical evolution of the spin
system separately from the surrounding, not directly NMR related, background
electromagnetic field and explaining the emitted signal by the dynamics of the net
magnetization in the classical limit. Therefore the NMR signal is usually consid-
ered as an electromotive force present in the material studied proportional to the
first order quantum transitions resulting in conjunction with relaxation in a free
induction decay (FID). But the net energy transfer out of the spin system into the
electromagnetic field is usually not considered at all. Nevertheless, calculations of
relaxation times deliver even quantitatively good correspondences to the experi-
ments without considering the coupling to the background electromagnetic field
or the electrons in the detectors in that sense. The robustness of this formulation
diminished the need of a more detailed quantum theory for the explanation of
NMR experiments, however it will be of great interest when further increase in
sensitivity in principle would allow the detection of the NMR signal of very few or
even single spins where I would not expect to see a FID representing a transition of
a single spin state. Such experiments will certainly help to understand the quan-
tum mechanical interactions between single nuclear spins and the electromagnetic
background field. By the way, this is one of the main differences between NMR
and analogous resonance phenomena known in atomic systems, laser physics and
non-linear optics, where the relaxation due to spontaneous emission is a dominant
factor and hence this interaction can be studied in larger ensembles.
Considering the nuclear spin system as a classical net magnetization when de-
scribing its interaction with externally induced electromagnetic fields proved to
be very reliable and is therefore one of the prerequisites for the most recognized
methodology for the calculation of NMR signal generation in radiofrequency de-
tectors; the concept of reciprocity. The reciprocity relations are commonly applied
in the calculation of the efficiency of many kinds of linear signal transceive systems
based on electromagnetic waves, mechanical waves or forces and many other sys-
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tems. The idea is to calculate the reception sensitivity and noise floor of a detector
from its transmission efficiency. This approach is of course especially useful if the
transmission properties are much easier to determine than the reverse signal path.
One of the main prerequisites for the application of this theory is that the NMR
signal is excited and measured through one or several well defined ports on the
detector with a well defined scalar current and voltage in each of them. Therefore,
the concept of reciprocity is very useful in NMR applications, where well defined
ports can be provided on the detector and where the effect on the nuclear mag-
netization of the power induced on a NMR coil is much easier to calculate than
the signal induced during reception by the distributed nuclear magnetization. The
reciprocity relations most often used in NMR [14, 15, 16] refer distinctly to both
the NMR signal and the concomitantly acquired noise.
The reciprocity relation for the signal describing the relation between the fre-
quency of nutation induced by a NMR probe and nuclear induction received at
the same port differs from the Lorenz reciprocity well known from antenna theory
because of the breaking of the isotropic symmetry in the system induced basi-
cally by the main magnetic field. It can be directly deduced from Eq. 1.2 that for
RF fields that are small compared to the main field and for small total nuclear
magnetization the nutation frequency is proportional to the transverse circularly
polarized component rotating with the motion of precession of the nuclear mag-
netization vector. Based on this definition, this component is denoted as B+1 and
its polarization is termed right-handed. This definition does not only depend on
the polarization of the main magnetic field but equally on the sign of γ. How-
ever, B+1 reflects the sensitive part of the RF field produced by the probe and by
this the two transverse circular polarizations of the magnetic field are inherently
distinguished in terms of NMR activity causing the above mentioned breaking
of the system’s isotropy. For these so called gyrotropic linear systems [17] reci-
procity relations are well establish and also used in other fields such as for studying
propagation of weak electromagnetic waves in ferromagnetic materials or gaseous
plasma. This relation can also be applied to nuclear magnetization. It is therefore
found that the nutation frequency is proportional to B+1 and the received signal
amplitude is proportional to B−1 which is correspondingly the complex conjugate
of the counter-rotating magnetic field the coil produces in transmission. The two
entities are calculated from the linear complex magnetic field amplitudes BLab the















The approximations mentioned above are rarely violated under normal conditions
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but it has to be mentioned that excessively high RF fields can induce effects like a
Bloch-Siegert shift [18] where the counter-rotating circular polarization induces a
frequency shift which is not predicted in the linear reciprocity model. Furthermore,
high amounts of nuclear magnetization would render the entire electromagnetic
system nonlinear which violates one of the basic assumptions. However, it is key
to this consideration, that the amount of coupling of an RF based NMR detector
to the nuclear magnetization for excitation and reception is directly given by the
two transverse components of the magnetic field produced by the coil when it is
driven at its port.
The reciprocity relation determining the noise received concomitantly with
the NMR signal by the losses of the probe during transmission is based on the
fluctuation-dissipation theorem. This fundamental theorem of statistical mechan-
ics states that the power dissipation of a thermodynamical system is directly linked
to the noise fluctuations seen on this thermodynamical variable. It is usually a
very good assumption that the total losses of the system in transmission are ohmic
losses in the coil, the sample or losses due to radiation basically dissipating outside
the considered system. All these losses cause that a net resistance R is seen at the
coil’s port and if the entire system is at equal temperature T the noise amplitude



















where ~E and ~B represent the electric and magnetic field produced by the probe
when driven by unit power on the port, kB is the Bolzmann constant and σ(~r) is
the distribution of the electrical conductivity in the system. As a subtlety, it can
be mentioned that the fact that the net losses are considered to be only ohmic it is
also assumed that the nuclear magnetization is not adsorbing any power whether
dissipatively or reactively by storing it in the deflection of the magnetic moment
relative to the main field. First, this is again expressing that the interaction be-
tween nuclear magnetization and electromagnetic field is considered not to transfer
any energy and second, regarding its reciprocal implication means that the nuclear
magnetization itself is considered to be consequently noiseless. This is of course
not the case as for instance demonstrated in e.g. Ref. [19]. In contrast to the re-
lation of excitation and signal reception relying on the magnetic components, the
second part of the reciprocity relation states that in most situations encountered
in NMR the electric field generated by exciting the port of the coil is determining
the loss and noise characteristics in transmission and reception respectively.
Beside the fact that the losses induced by the electric fields produced by the
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coil are usually dominating the noise floor of NMR signals retrieved and need
to be globally minimized in the design process of RF probes, the ohmic losses,
especially within the sample, cause heating of conductive substances investigated.
Particularly in applications with live samples, the heating of the tissue induced
during transmission imposes a serious constraint to the total transmission power
that can be applied for excitation. Therefore avoiding strong electric fields inside
the sample is a major concern in NMR coil design and while for reception it is
sufficient to minimize the total ohmic resistance, the local power absorption has
to be rigourously monitored to prevent strong local heating at least in thermally
large samples in transmission.
1.4 Radiofrequency Problems Rising with High Fre-
quencies
The (vector)-potentials of the electric and magnetic fields which are relevant for
NMR excitation and detection obey both the same type of equation1:(∇2 + k(ω)2)Ψ(~r, ω) = −4pif(~r, ω) (1.5)
where Ψ stands for the vector potential or the scalar potential, k(ω) is the complex
wavenumber and f(~r, ω) is the spectral-spatial distribution of the source current
or charge. This Helmholtz equation is solved by Green’s functions G of the type:




If the product of the wavenumber and the maximum extent of the system (~k · ~R)
is much smaller than 1, G is approximately the same as for electro- and magneto-
static problems. This regime is called quasistationary which means that there is
no propagation phase delay between the driving source and the field. Most NMR
systems work within that range as it is shown in Fig. 1.1. The quasistationary
regime brings some important consequences to the design of RF probes. First,
there exists always a sheet current distribution running on the nappe of convexly
bound lossless volumes that produce a uniform transverse magnetic field inside
the volume. In the case of a circular cylinder this is realized by the first order
harmonic azimuthal distribution as it is well approximated by birdcage and TEM
volume resonators [20, 21]. There exist even analytical approaches to the design of
1For simplicity, the Helmholtz equation is employed instead of the full set of Maxwell’s and
dielectric material’s equations. The presented form is only valid if the dielectric parameters are
piecewise constant in a rigorous way. However, gradual changes of material parameters can be
approximated by appropriately fine meshing to a usually sufficient extent.












Figure 1.1: Typical NMR systems work within the quasistationary RF regime
where ~k · ~R  1 . The only exceptions are represented by the newest generation
of ultra-high field human whole body MRI systems.
noncircular cylindrical volume lattice resonators as in Ref. [22]. Second, the field
produced within the sample is reactively bound to the current carrying element
on the coil and are therefore directly affecting the net reactance and resistance of
the probe. Losses in the sample are therefore either inductively induced by the
eddy currents generated by the RF magnetic field in the sample or by so called
conservative electric fields [23] that are traditionally linked to stationary charge
gradients present on the probe structure capacitively coupling to the lossy sam-
ple. The losses induced by the right-hand circularly polarized transverse magnetic
field in a lossy sample are inevitable and consequently they should dominate in
an optimal coil design. These in that sense ideal losses scale with (ωB1)2 showing
that the power deposition will drastically increase with the frequency of operation
even under ideal circumstances. Using resistive conductors for the probe, the dom-
inance of the ideal sample losses cannot be ensured for very small volumes where
the losses on the coil are more important when using normal resistive conductors.
With increasing size, the sample losses become dominant and the conductance
of the coil itself becomes of less importance. This shows that even the quasista-
tionary regime is not scale invariant because the RF probe consists of a 1 or 2
dimensional current distribution confined at the surface of the conductor by the
skin depth but the sample is a 3 dimensional volume in most applications. This
difference in dimensionality causes a different scaling of the loss contributions of
the various parts. Another consequence of the strong reactive binding between
the field inside the sample and the current on the probe in conjunction with the
relatively moderate conductivities encountered in biological samples is that the
magnetic field distribution inside the sample is not significantly altered as long
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as the current distribution on the probe is not affected by the loading. This fact
renders the resulting excitation of a probe robust with respect to slightly altering
shapes and sizes of the loads and a simple scaling of the input power is sufficient
for compensation.
The breakdown of this quasistationary approximation in human ultra-high field
systems causes these basic assumptions underlying the designs of RF probes loose
validity. First, a truly uniform solution driven from the shell of the sample volume
does not exist anymore in general, even theoretically. Second, the fields within
the volume are not necessarily bound reactively to the conductor of the probe.
Therefore the radiative contribution becomes more significant. Consequently, the
field distributions are more strongly affected by the presence and the shape of the
sample since aberrations and reflections can occur at dielectric boundaries leading
to strong field interferences. This causes the field the RF probe produces within the
sample to depend more strongly on the exact distribution of dielectric properties in
the sample. Furthermore, wave propagation effects on the probe conductor itself
make it more difficult to establish the targeted current distribution around the
sample especially in conjunction with variable loading situations. These effects
render the performance of large RF probes in practice less stable which not only
affects their performance but also raises harder problems for safety and compliance
testing.
1.5 Solutions to the RF Problem
Many solutions exist for optimizing a sequence to reduce its RF power consumption
e.g. by reduction of flip angles as often practiced in multiple spin echo sequences
[24], by reduction of the bandwidth of RF pulses [25] etc. Also, many techniques
are well established that are inherently robust against RF field non-uniformities
and main magnetic field inhomogeneities such as by the use of adiabatic pulses [26]
or composite pulses [27] and many others. Alternatively, the sequence or single
pulses can be optimized to tolerate specific imperfections in the field distributions
[28]. Especially the localization of the nutation induced by the pulse by gradi-
ents can be applied not only for spatial encoding of the signal but to render a
uniform spin manipulation within a nonuniform RF field [29, 30]. Unfortunately,
most techniques for correction of RF non-uniformities inflict a significantly higher
RF power consumption, an increased duration and/or a reduction in bandwidth
whereby their application to ultra-high field systems often inflicts serious restric-
tions in acquisition speed and robustness.
Besides the approaches optimizing sequences and pulse waveforms, develop-
ment of RF hardware is needed to help to resolve the problems occurring at ultra-
high fields. The shortening of the wavelength makes developments on the existing
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designs necessary, although these devices are well proven and widely used at lower
frequencies. The strong dependence of the field distribution in the sample on the
distribution of the dielectric and conductive materials raised the necessity for RF
excitation probes that allow adaptation of their field to each individual sample.
This was realized by the usage of phased arrays for transmission [31]. The ad-
vantages of the parallelization of RF probes were well known for reception, where
higher local SNR [32] and even spatial encoding [33, 34, 35] can be achieved by ac-
quiring the signals from a plurality of decoupled receivers. Unfortunately, a lot of
these designs cannot be directly applied for transmission because one of the main
methods applied to decouple the individual elements from each other relies on the
reflection induced by the preamplifier present at the port of each coil. While re-
flective, linear, low noise, small-signal amplifiers are widely available, most power
amplifiers need a matched output to provide high efficiency, linearity and stability.
Therefore, the isolation among the elements of a transmission array has to rely
on reduction of mutual couplings. Furthermore, the downside of the adaptivity
gained in the magnetic field is the variability of the concomitant electric field and
thereby of the power deposition within the sample. In contrast to receive arrays,
optimization and control of the total power losses does not ensure a safe operation
for the sample because the distribution of the power deposition can drastically
change. This makes new safety and compliance concepts necessary which was not
the case when introducing the parallelization of signal reception.
However, one of the main advances made for MRI in the last decade was parallel
imaging. It resulted from bringing together the encoding capabilities provided
by the gradient system and by the receive coil array. This combination is very
attractive since it merges the instantaneous encoding capability of the coil array
with the high degree of spatial freedom and resulting resolution potential provided
by the sequential encoding imposed by the gradients. This approach can also
be applied to transmission in order to accelerate spatial localization of the spin
nutation induced by RF pulses by the gradients [36, 37]. The long duration of
such pulses inflicted by the sequential gradient encoding is indeed one of the main
reasons for the rare application of pulses localizing the excitation by gradient
encoding in several dimensions. The possibility to reduce this encoding time brings
such pulses closer to practically applicable durations. Particularly the increased
encoding capability provided by RF arrays at higher operation frequencies [38]
brought these techniques into the focus of recent developments working on this
problem.
Although the emergence of wave effects causes serious troubles to existing RF
probe designs, it also offers the possibility of new concepts for the excitation and
reception of NMR signals that do not rely on an intimate coupling between the
nuclear magnetization and the detector. Unsurmountable problems could be en-
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countered by trying to adapt the existing concepts of RF probes to a regime for
which they initially have not been designed for, especially when facing even higher
frequencies. Therefore the exploration of new RF probe concepts tailored to the
new regime of RF interaction gains importance for current ultra-high field systems
but also future, potentially even stronger generations.
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2.1 Introduction
There is a large multitude of designs allowing for uniform NMR excitation of larger
volumes up to frequencies of operation of about 140MHz. Historically, the evo-
lution started from solenoidal and Helmoltz coils and went over to butterfly and
saddle coils. Later, the class of actual volume resonators emerged from the slot-
ted cylinder resonator [1] and the slotted tube resonator [2]. These structures
would be called in modern terms TEM resonators because the field is produced
by longitudinal transmission lines which are capacitively shortened to resonance
within a shielded cavity containing the sample. The Alderman-Grant resonator [3]
was then developed placing the tuning capacitance at the endrings of the slotted
tube instead to the ground plane. It was realized that a first order azimuthal
harmonic current distribution on a cylinder ideally realizes a uniform transverse
magnetic field within the inner volume in a quasistationary regime. This current
distribution is therefore usually dubbed as homogeneous mode of the resonator
but its realization turned out not to be trivial. However, the targeted sheet cur-
rent distribution could successfully be approximated by currents on the rungs of
lattice resonators. The result of this development is the class of so called Birdcage
resonators [4, 5] that became very widely used in almost all applications of NMR.
But the inherently high inductance of the native Birdcage designs renders a rather
low self resonance frequency of the structure which becomes critical for larger di-
mensions of the coils as used in human medical applications. If the conductor
structure itself gets close to resonance, a controlled tuning and matching of the
coil by introduced lumped or distributed capacitances becomes increasingly hard
to realize. Close shielding of the volume coil however proved to reduce this problem
such that Birdcages became the standard even for body imaging up to 150MHz.
An alternative proposition to resolve this problem is the TEM resonator design
[6], which is, as the slotted tube resonator, a transmission line based construction.
Therefore, the inherent limitation with respect to size and frequency of operations
are given by the wavelength effects of the currents on the transmission line that
reduce the longitudinal uniformity and can also render the design self resonant [7].
The pros and cons of birdcage and TEM resonator designs have been furiously dis-
cussed over the last years and the vast amount of designs and topologies that were
spurred by these types of resonators makes even a clear classification and nomen-
clature a substantial task. The main difference between both designs that allows
for best classification is the nature of the coupling between the current carrying
rungs/transmission lines; in the case of a birdcage there is a line inductance or
capacitance connecting neighboring rungs whereas a TEM resonator relies solely
on a mutual inductive coupling between the elements.
With upcoming ultra-high field systems it was found that a harmonic current
distribution does not render anymore a uniform excitation field. Some arguments
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arose about the exact reason of this phenomenon. Dielectric resonances excited
in portions of the human body, destructive and constructive interferences between
the fields produced by the individual rungs and many other effects have been eval-
uated and found to be a reasonable cause. However, what can be definitely said
is that the quasistationary approximation on which the conclusion relies on that
the homogeneous mode renders a uniform excitation field is just not valid any-
more. In general, the regime in between the very close range coupling and far field
situations is found to be very difficult, since no robust and mainly "omni-valid"
approximation is known comparable to a quasistationary or a far-field approxi-
mation. This makes a simple and intuitive interpretation very hard and every
phenomenon occurring can be explained with either point of view. Therefore it
is not expected that this discussion will dissolve in a broad consensus. However,
a drastic consequence of the break down of the quasistationary approximation is
that the sample inside the coil does not only cause small disturbances in the mag-
netic field pattern and in the current distribution on the coil anymore. While at
lower frequencies and smaller coils the sample entering the coil can be handled in
first order approximation, which means that the sample just adds a serial resistive
load but leaves the shapes of the fields basically unchanged, the effects can be
much more complicated and more importantly strongly dependent on the detailed
dielectric structure of the sample at high frequencies. Therefore, it is very useful
to have more variable control over the current distribution on a coil. This is pro-
vided by the usage of phased array coils for transmission. Although coil arrays
are standard for receive applications, the adaptation of those designs for trans-
mission is not trivial since the mutual couplings among the individual elements
of the array cannot be suppressed with reflective (pre-)amplifiers as it is usually
done in the receive case. Additional reduction of mutual couplings beyond the
isolation delivered by geometrical or lumped decoupling strategies is provided by
reduction of the evanescent field of the single array elements by close shielding. In-
herently, this is realized by the rungs of TEM coils, which have a very concentrated
field between the conductor and the shield. This leads to the design of stripline
resonator based transmit array coils [8]. Nevertheless it is remarkable, that the
most mentioned potential weaknesses of the TEM volume resonator compared to
the birdcage - the weak coupling among the rungs and the smaller loading factor-
were now mentioned as one of the great advantages over loop topology based array
designs.

























































































Figure 2.1: Schematic a) shows the construction and dimensions of the centrally
fed stripline (left) and the side-fed version (right). All dimensioning is denoted in
mm. The results of the FDTD simulations of a single element loaded by a tissue
dielectric 20 cm sphere are plotted in b) and c) for the central axial plane. Plot b)
shows the norm of the electric field and c) is a logarithmic plot of the B+1 field.
2.2 Construction and Design Considerations
2.2.1 Array Element Design
Based on the experiences collected in the group of Gregor Adriany in Minnesota it
was decided to start our coil design based on their state-of-the-art stripline array
coils. The geometry of each element was chosen to target an 8 channel array
with full head coverage and is depicted in Fig. 2.1. The sandwich construction
consisting of PTFE sheets at the surfaces and polymethacrylimid closed cell foam
inside provides high mechanical stability with a very low dielectric loss tangent
and permittivity. Furthermore this material combination is lighter and cheaper
than a solid PTFE former usually employed for these purposes.
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One of the main problems reported were the low coverage in the longitudinal
dimension and the robustness of the tuning and matching situation. The axial
current distribution is -at least in a uniformly loaded case- given by the effective
wavelength on the stripline. The situation can be improved similarly as in loop
coils by distributing the tuning capacitance by splitting [9]. The problem of tuning
and matching stability however has certainly several aspects. First, as mentioned
above, the loading induced by the sample is higher at higher frequencies and
also the dependence on the sample geometry is stronger. This factor makes it
inherently harder to come up with a robust design for higher frequencies for such
coils. Second, the cabling and the grounding of each element is very critical.
Usually the matching circuitries of NMR coils are targeted to be balanced which
means actually that when attaching the coil to the cable, the currents should only
flow inside the cable in a differential current mode leaving the potential of the
cable’s shield fixed. Otherwise common mode cable currents running on the shield
of the RF cables increase radiation losses and stray reactance of the coil which
reduces not only the net efficiency but also renders the setup touchy with respect
to small changes in cable routing and its environment. In the case of transmit
arrays the prevention of strong induction into ground loops formed by the feeding
cables gains special importance to that respect because it is not trivial to bring the
cables out of the hot areas where strong fields emanating from the coil elements
reside. In the case of a traditional stripline resonator this task is especially not
easy to fulfill because the cable is attached at the end of the resonator, where
there are strong electric fields loading the cable. Furthermore, the large range of
loadings the elements have to be matched to make it hard to achieve matching
and balancing for all situations [10]. Therefore, a design was developed that is
inherently symmetric and that allows the cables to be attached at a point with
low electric fields. This concept is compared to elements that are fed from the
side. In order to maintain similar current distributions on both elements, the
tuning capacitance of the side-fed version was split into four segments and for this
two additional lumped capacitances were equally distributed on the strip.
Single elements of both designs loaded by a tissue dielectric, 20 cm sphere have
been simulated using FDTD. The resulting electric field and B+1 fields of both
designs are shown in Fig. 2.1. Indeed it can be seen that the side-fed resonator
would load the cable shield (not included in the simulation) by its strong electric
field emanating from the end of the stripline. Moving the point where the cable
ground is attached to the coil element to the center helps already to solve this
problem. Furthermore, the novel design requires a balanced feeding which has to
be provided by a balun. The common current mode rejection provided by most
common balun designs delivers additional blocking of potential shield currents
induced by unbalanced feeding.






Figure 2.2: Photographs of a manufactured single element and the modular 8
channel array construction. Neighboring elements are decoupled by capacitors
connecting the ends of the backplanes on both sides. An additional outer shield
provides additional protection of the feed cables from stray fields.
It was concluded from these considerations about the design of single elements,
that the central feeding offers significant advantages over a side-fed design espe-
cially for the targeted test and validation purposes and therefore a cylindrical array
of 8 centrally fed elements was constructed.
2.2.2 Array Construction
A 30 cm diameter PMMA tube was used to hold the eight individual elements.
This modular design allows to quickly exchange single elements of the array, which
offered great advantages in the development process. Next neighboring elements
are decoupled by a pair of capacitors of which are mounted between the edges of
the backplanes of adjacent resonators. By this, the long sides of the backplanes
of neighboring elements form a loop structure that is providing some mutual re-
actance between the two elements. This reactance can be tuned to compensate
the mutual coupling among the adjacent elements. However, the choice of the
decoupling capacitances was found to be not trivial. If the decoupling was ad-
justed for maximum isolation between neighboring elements, the coupling to next
neighbors and even elements at further distances got increased. This is shown
in Fig. 2.3 where 1 pF and 1.2 pF decoupling capacitors were employed for com-
parison. Before the measurement, the array was loaded by a 30 cm long, tissue
dielectric cylinder with diameter of 20 cm and matched to it. For higher compara-
bility between the two setups, the tuning capacitors of the array stood unchanged
and the center frequency of the array was set to the frequency the elements showed
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minimum reflection after rematching to 50Ω. In order to evaluate the influences
of the decoupling capacitance, the scattering matrix has been analyzed using the
formalisms presented in Section 3.1.1.
Although the 1.2 pF capacitances reduce the neighbor coupling, next neighbor
couplings become enhanced and the maximum coupling is even higher than with
1 pF. Thus the power adsorption efficiency for quadrature driving even decreases by
10% by increasing the decoupling of adjacent elements. Furthermore, 7 eigenvalues
of the power scattering loss matrix (ΦS in Eq. 3.3) are below 0.5 for 1 pF . This
means that the array is able to adsorb the power with an efficiency of more than
50% for 7 out of 8 possible eigenmodes. One mode is almost completely reflected
by the array and will therefore only produce marginal excitation. Using 1.2 pF
decoupling capacitances only 6modes of the array can be excited with less than
50% reflection. It was therefore concluded that a lower decoupling capacitance
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Figure 2.3: Comparison of two different values of decoupling capacitors. The upper
plots were measured using 1 pF whereas the lower plots correspond to 1.2 pF. The
plots show the color coded magnitude and phase of the array’s scattering matrix
(S) at the frequency the array was tuned to. The column in the middle shows plots
of the maximum and minimum reflection, coupling and eigenvalue of S around the
tuning frequency. The column on the right shows the total power adsorption of the
array (see Eq. 3.6 for quadrature driving (red line) and uncorrelated mean input
signals (blue line). Furthermore, the eigenvalues of the scattering loss matrix ΦS
in Eq. 3.3 are plotted for both capacitances.
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2.2.3 Construction of a RF Feed System
In order to apply RF shimming, a high power RF feed system had to be con-
structed that delivers control over the relative phases and amplitudes of the volt-
ages feeding the array. In order to perform simple RF shimming experiments, the
amplitudes and phases do not need to be altered at a high switching rate, nor fully
independent waveforms need to be fed to each channel. Therefore, an approach
was chosen splitting the output power of the system’s standard RF power amplifier
and mechanically adjusting each individual channel’s phase delay and attenuation.
For this, a partial Butler matrix [11] splits the power incident at its input port
equally to the 8 output ports with 45 ◦ phase increments. The matrix consisted
of 7 quadrature hybrids (Anaren, USA), 7 high power dump load terminations
(KDI, USA) and appropriate fixed phase shifting delay lines mounted on a 3mm
thick copper plate providing large heat dissipation capabilities. In order to adjust
the amplitude of each channel high power attenuators (ATM, USA) have been
employed allowing for a maximum attenuation of -60 dB in steps of 1 dB. Phase
adjustments have been provided by mechanical screw drive phase shifters (ATM,
USA) allowing for a maximum phase shift of 120 ◦. In cases higher phase differ-
ences had to be applied, a course adjustment by appropriately lengthened cables
has been introduced. The entire construction is depicted in Fig. 2.4.
To ensure that the RF excitation produced by each channel of the coil is highly
linear with respect to the phase delays and attenuations applied, multiple scatter-
ing between the array and the RF splitter must be avoided. Occurring standing
waves in the variable phase shifters and attenuators would make precise adjust-
ments of RF shims very delicate and significant errors would be introduced in
methods that explicitly rely on the linearity of the system with respect to the
phase and amplitude settings as in Chapter 4. Since the coupling and the reflec-
tion from an array cannot be suppressed sufficiently in all cases, the outputs of the
splitter must adsorb all scattered power from the array. This is already very well
provided by the high isolation > 23 dB and the good input matching Sii < 20 dB
of each splitting unit (hybrid plus termination) of the Butler matrix. Therefore,
incoming waves at the output port are mainly dissipated in the high power termi-
nations and only a small amount is transmitted back to the power amplifier but
almost none of the power is scattered back to the array. The transmission in phase
and amplitude of the feed system consisting of splitter, phase shifters, attenuators
and 8 × 12 m of cables leading to the coil have been measured using a network
analyzer. The results are plotted in Fig. 2.4. The total loss in each channel was
below 30% with a maximum imbalance of 0.26 dB. The maximum phase unbalance
was 2 ◦.
In order to connect the RF coil to the feed system and to the receive chain of
the scanner, eight low voltage pin diode TR switches were constructed providing











































of the partial Butler
matrix. The omitted
parts of the original de-
sign have been replaced
by 50Ω terminations.
The photograph shows
the final assembly of
the splitter, the atten-
uators and the phase
shifters. The polar
graph below shows the
transmission from the
input port to the coil
ports of the entire unit.
an isolation of more than 60 dB between the receive and the transmit port in
transmission state. Preamplification was provided by the scanners 16 channel
interface box (Philips Healthcare, Cleveland, Oh., USA).
2.3 Experiments & Results
2.3.1 Bench Measurements
For these bench measurements, a tissue conductive saline water sphere of 15 cm
diameter was employed as load. The loaded/unloaded Q factors of the elements
was about 210/100 which represents not a very high Q drop ratio for this relatively
small phantom. However, it is expected that significant contributions of the field
inside the sample especially at the center can originate from radiative field com-
ponents which is not reflected by the Q drop. The ability to tune and match each
element in the array is demonstrated in Fig. 2.5a) for the loaded array. It can be
seen that all elements behave similarly, that the remnant coupling does not lead to
serious peak splitting and that each element can be matched providing reflections
of less than -20 dB in the imaging band.
The dependence of the s-parameters of the array on the load is shown in
Fig. 2.5b). Although the array is loaded by the sphere, now strong shifting of
the adsorption peak occurs, which hints at a low capacitive coupling of the array
to the sample.
The quality of the cable grounding was experimentally tested by measuring the
reflection and the coupling of two neighboring elements once with the grounds of
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all connectors floating and ones with shorted grounds. In the first case, all feed
cables, except the ones of the two elements being measured, have been routed
radially away from the array. Then all connectors have been attached to a copper
plate equipped with eight bulkhead jacks. By this all cables were set to common
ground at the connector. In a span of 50MHz around the imaging band almost no
deviation occurs neither by rerouting the cables, nor by changing their grounding.
A similar result was found by comparing the response of the coil when equipping
the measured channels with tuned cable traps blocking remnant currents on the
shield. This demonstrates that the cable shields are not significantly loaded by
the array.
Figure 2.5: Bench tests of the array using
a spherical loading phantom. The plots
in a) show the magnitude of the reflec-
tion present in each port. b) shows the
load dependence of the reflection and the
coupling for the elements 1 and 2. Plot
c) compares the s-parameters for floating
grounds of all receive cables and for the
case all grounds of the connectors were






















































Imaging experiments have been performed on a watermelon. In a first experiment,
the RF shimming capability has been tested trying to remove local signal voids
from transverse slices. Figure 2.6 shows root mean squares reconstructed images
taken with different RF shims. The image on the left represents the nominal
quadrature (homogeneous mode). It is seen that the excitation pattern within the
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Figure 2.6: Results of RF shimming and imaging experiments using the feed system
and the 8 channel coil array. The upper row of transverse slices shows that signal
voids stemming from low RF excitation can be locally removed. The lower two
images are sagittal and coronal images demonstrating the axial extent of the field
of view of the coil. These images have been acquired by a gradient echo sequence
with a repetition time of 60ms on a 800×800 matrix and a field of view of 300mm
coil can be drastically altered by RF shimming. However, a globally uniform RF
shim was not found by this heuristic series of settings.
The axial coverage of the coil was demonstrated on central sagittal and coronal
slices using RF shimming for optimizing the uniformity of the image. It is seen that
uniform axial coverage can be achieved over the length of the melon (≈ 25 cm).
Additional experiments showing the RF shimming capability and precision of the
array and the feed system are shown in Chapter 4.
2.4 Discussion & Conclusion
The presented setup consisting of an 8 channel transmit-receive array and an RF
shimming capable feed system provided the basis for initial explorative experiments
with parallel RF transmission. The implementation of a parallel RF feed system
by a splitter matrix using passive components yielded high stability and an easy
connection to the scanner at very low cost compared to electronically controlled
systems but with the drawback of manual operation.
The central feeding employed on the 8 channel array provided high robustness
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to cable routing and grounding issues, which is a very important prerequisite for
precise and reproducible measurements. Furthermore, grounding issues are ex-
pected to have a high impact on compliance testing of such a setup. Simulation
and estimation of the power deposition in the sample is relying on well defined
boundary conditions which cannot be provided if the cable shields, that can usu-
ally not be explicitly included in the model, are carrying high currents that even
strongly depend on the exact configuration. Finally, it is well known that strong
cable currents as such can be very harmful to the subject but also to the system
itself. The centrally fed coil also allowed a high axial field of view due to the
more uniform current distribution on the stripline compared to side-fed versions
without capacitive splitting. As drawbacks, a slightly more complicated topology
and a higher number of degrees of freedom for tuning and matching have to be
mentioned. Furthermore, the intrinsic losses induced by the balun can be another
disadvantage compared to feeding from the side.
The stripline topology of the array yields sufficiently low mutual coupling
among the elements to prevent peak splitting and to allow for stable tuning and
matching with a certain tolerance to variations in the loading. By capacitive de-
coupling of neighboring elements, the maximum coupling was kept below -12 dB.
This value is comparable to those presented in literature [8, 9] when taking the
smaller inner diameter (24 cm) and the longer axial extent of the presented coil
into account. Nevertheless, it was found by the analysis of the scattering behavior
of the coil, that by using the empirically found optimum values for the decou-
pling capacitor only 7 of 8 modes of the resonator can be coupled to the feed lines
with a power efficiency of more than 50%. Further improvement of the capacitive
neighbor decoupling was not found to be an effective counter measure, because the
coupling to elements at further distances became increased. The numerical struc-
ture of the S-matrices seen in Fig. 2.3 show that the coupling magnitude exhibits
an alternating behavior being high for every pair of elements with an odd number
of elements in between them. Also the phase of the coupled signal shows a distinct
behavior by a fixed phase increment with increasing distance between coupling ele-
ments adding up to 2pi around the array. Therefore it is assumed that the coupling
behavior cannot be explained alone by the pairwise mutual inductances of only two
elements in the array but must be found in the fact that the entire array struc-
ture forms in fact a volume TEM resonator with its distinct and in principle well
known modal structure. Recalling that the same resonator structure is also used
as a single channel volume resonator by relying on the mutual couplings between
the single transmission lines, makes it plausible that simple neighbor decoupling
might in certain situations not yield sufficient decoupling among all elements.
A further drawback of the TEM design found were the very high voltages across
the tuning capacitors of up to 60 V/√W . The consequently required withstanding
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voltage rating of the variable capacitances becomes therefore very challenging and
opposing the needed compactness of such devices. The occurrence of such high
voltages is closely linked to the high loaded Q-factors inherently encountered in
TEM resonators due to their low loading fraction. While the impact of the low
Q drop on the efficiency needs certainly more investigation especially in the con-
text of very high frequencies where also radiative field components are expected
to deliver significant contributions to B+1 without being directly linked to sample
loading, the impact of the resulting narrow bandwidth in operation is more ob-
vious. Especially the very steep phase gradient with respect to frequency in the
transmission characteristic of a high Q LCR resonant circuit causes potentially
high changes in the phase of the RF signal with respect to slight changes of the
loading e.g. induced by sample motion. This effect can cause large inconsistencies
in parallel transmission experiments if it occurs after or during the acquisition of
the needed reference data sets.
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In this chapter, design goals of transmit but also receive array coils shall be
deduced from the targeted applications of such devices. It will be shown that well
known figures of merits of single channel devices are not straight forward extend-
able to multi-port devices. In line with these explanations, the basic methodology
behind these techniques will be introduced such as the fundamentals of pulse de-
sign and RF shimming. It is assumed throughout this chapter that the ports of
the array are well defined and that other network components, such as matching
networks, interact only over these ports with the array.
























Figure 3.1: Block diagram of the setup considered. The coil array is represented
by its scattering matrix S. The complex amplitudes of the waves incident on the
array are collected in the vector a and the scattered waves correspondingly in b
The channels of the array are connected over individual T/R-switches. The power
amplifier are assumed to be reflection free which is in practice implemented by the
usage of isolators at the outputs of the amplifiers. In receive mode, the array is
connected to low noise preamplifiers for each individual channel.
3.1 Efficiency
3.1.1 Power Efficiency and SNR
From the first devices built for NMR measurements on, the power efficiency and
SNR were the most important figure of merit of RF devices used. For NMR probes
as such these performance measures are of course directly linked to the involved
losses as it is explained in Chapter 1.3. It is defined as the ratio between the







The advantage of the definition given above is that it is directly based on the ap-
plication of an RF coil in NMR, namely exciting nuclear magnetism and receiving
its signals. Since most NMR probe heads can be basically represented as a LCR
circuit around the imaging band, the quality factor (Q) and the Q-drop ratio due
to loading of the LC resonance is frequently used to represent their efficiency. Al-
though the Q factor represents the loss fraction of a LC-resonator, some explicit
assumptions1 must be made on the coil topology and the field distribution of the
probe in order to represent the real performance of the coil. Signal contributions
retrieved over radiative field components of the coil are not taken into account by
this approach, which is especially confounding at ultra-high frequencies. One of
the main advantages of this approach is however, that it is directly measurable on
the bench.
The generalization of the power efficiency metrics to multiple channels can be
achieved by regarding the coil as a linear network of which each port is driven by a
incident complex voltage wave which is collected in the vector a (see Fig. 3.1). Due
to the non-uniform excitation produced by each channel, the efficiency is expected
to be spatially variant and will therefore be defined as a local entity. The B+1 field
produced by each individual coil c of the array per unit input power (|ac|2 = 1) at
a certain position (B+1,c ) is linearly superimposing with the fields produced by the













As a major difference to single channel devices, power incident on an array can-
not only be reflected by mismatches of the port, but it can also be coupled into
another port of the array. While the losses induced by this scattering (reflection
+ coupling) are negligible on reasonably matched single channel devices it can be-
come a significant source of losses in arrays. Assuming that the feed lines ideally
adsorb any power scattered by the array, a fact that is usually ensured by the
presence of isolators at the output of each amplifier, we can calculate the scatter-
ing losses Ps and the effective power being dissipated in the array the array P diss
by measuring the scattering matrix S of the array by e.g. a network analyzer or
1The main confounding effects to be mentioned are basically that not all losses induced by
the sample are actually linked to the NMR active field portions. Especially the influence of con-
servative electric field, longitudinal magnetic field components and especially at high frequencies
radiated field portions are misinterpreted by this approach.
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impedance meter. The S-parameters can in principle be measured quickly even
while the subject is positioned inside the coil. Scc′ is defined as the amplitude
of the s-wave emanating from port c of the array when driving port c′ with unit
amplitude. On this basis, assembling the instantaneous emanating and driving
amplitudes of the array in the vectors a, b, respectively, the scattered waves are
given by b = S a. The power dissipated in the coil must be the difference between
the power incident on the array and the power that is scattered back towards the
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:=Φdiss
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The power dissipation matrix Φdiss and the scattering loss matrix ΦS are both
positive (semi-)definite matrices. They fully describe the dissipation and scattering
loss behavior of an array with respect to the incident voltage waves. From this,
the array power efficiency can be defined relative to the dissipated and scattered















These expressions are the analogues to the optimum SNR reconstruction for receive
coil arrays as described in Ref. [1]. Of these two ηdiss is of special importance, since
it represents the effeciency of the array with respect to the power that is actually
dissipated within the array and hence potentially in the sample.
The scattering losses on the other hand reflect the quality of the multi-channel
matching and decoupling and can therefore be used to evaluate the effectiveness
of matching networks. A main difference occurring compared to single channel
devices is the dependence of the relative scattering losses on the input wave vector
(a). Therefore the losses have to be assessed in a time average or statistical manner




























From this, the array excess power factor R can be defined expressing the extra
power that has to be provided by the transmission chain due to imperfect matching











As an alternative approach, which is also very often used in descriptions of ar-
ray antennas for communication and RADAR purposes [2], an eigenvalue value
decomposition of the scattering matrices, the dissipation and scattering loss ma-
trices - which have common eigenvectors for the incident and the scattered wave
(akeig, bkeig respectively) can be used to gain a more intuitive understanding of the
matching and coupling behavior of an array. The eigenvectors represent driving
vectors that stay up to a constant factor, given by the corresponding eigenvalue,
unchanged when scattered by the array. Considering these eigenmodes of the ar-
ray as ports by themselves, the array becomes ideally decoupled with respect to
these ports and therefore each mode can be considered separately from all others.
Therefore the eigenvector analysis of the scattering behavior of an array delivers
clear information about the matching, dissipation and losses of each mode of the
array in similar manner to a single channel device. Modes that have a very high
reflection (represented by the scalar mode rejection ratio sk) can therefore not
















The effective number of degrees of freedom inside the array is lower than the
number of channels if ηkeig is significantly lower for some k. If the mode rejection sk
for the same mode k is high, the degrees of freedom achievable in the array can be
increased by decoupling and matching optimizations. The maximum achievable
efficiency of each each mode is given by ηkeig opt above, which corrects for the mode
reflection diminishing the efficiency.
A further aspect of the loss matrices is gained by expansion of the reciprocity
relation for losses within an RF device and its noise behavior as described in
section 1.3 to multiple port devices. It has been shown [3] that the noise voltage
covariance matrix Ψnoise of a matched multi port device is mainly given by the
matrix representing the dissipative losses inside the device Pdiss and the reference
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impedance Rref of the s-parameter measurement and the uniform temperature of
the system T :
Ψnoise = 4kBTRrefΦ
diss. (3.8)
This formula lets the target of decoupling a coil array to reduce the scattering
losses and the reduction of noise correlation in the received signal coincide. It has
to be noticed at this point, that this only applies to the noise emanating from
the array and stays only valid if the preamplifiers are matched to the reference
impedance of the system. The reflections of the preamplifiers would cause the net
scattering of the array to change in receive mode.
These mathematical tools have been used in order to evaluate different match-
ing strategies for transmission arrays in Ref. [4]. It is found that the scattering
and dissipation losses become independent of the signal correlation among differ-
ent channels if the corresponding loss matrices (Φdiss, ΦS) are diagonal. Vice versa
noise retrieved from the different channels becomes uncorrelated for these cases.
Astonishingly, these matrices do not only become diagonal if a high isolation be-
tween the channels can be achieved but also by omitting any direct reflections
in each channel (Sii = 0) or by matching each port to another eigenvalue of the
array’s impedance matrix. All these considerations stay only valid in this form,
if the matching network itself is attached at well defined ports of the array. This
means that the matching network itself must only interact with the array over the
defined modes in the ports and must not alter for instance the current paths in the
coil. Also if stray fields of variable elements of the matching network interact with
the sample or with other coil elements the prerequisites of this kind of analysis is
violated in a rigorous sense. In these cases full wave approaches taking the field
changes of each variable element separately into account have to be used as shown
in [5, 6] in order to determine the field strength and distribution within the coil
and concomitantly the power efficiency measures.
3.1.2 SAR Efficiency and Safety
Having a highly power efficient coil is of great importance for transmission , if the
achievable strength of the excitation is limited by the power that the RF amplifier
can deliver. In most in-vivo applications, transmission power is not restricted by
technical limitations of current designs of power amplifiers and RF probes, but by
the potentially negative effects induced by the RF radiation incident on the tis-
sue. The potential risk of electromagnetic radiation especially at RF frequencies
are still the topic of currently ongoing discussion, not only in the field of MRI.
Current safety guidelines [7] however do only impose restrictions on the RF power
dissipation in the tissue and on the thermal heating resulting thereof, unlike for
instance in the audio/DC frequency regime, where also limits with respect to the
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field strengths are set. At current status, it is therefore reasonable to base the
validation and the compliance testing on the power deposition causing the heat-
ing. If these constraints are the most limiting ones, which is especially at high
field strength often the case-, it is useful to define the efficiency according to the
maximum tolerated specific power adsorption in the tissue. Since the RF power
deposition is varying across the sample, the power is constrained (P < Pmax) for
human MRI systems to the peak local and global SAR among all specified averag-
ing volumes (Ωp, SAR(Ωp, P )) as declared in the safety standards [7]. Therefore
an efficiency of a SAR limited RF coil with respect to the maximum allowed SAR











Using a multichannel coil array, evaluation of these numbers becomes more intrigu-
ing, because the electric field distribution inside the sample is altering upon the
relative input voltages applied to each port [8, 9]. Since the RF power dissipation
is determined by the local, superimposed electric field of all coils and the local









































whereas ~Ec(~r) determines the local electric field produced by coil c per square root
of input power incident on the port, Vp denotes the volume of Ωp and ρ is the mass
density distribution of the tissue. Due to the temporal variation of the spatial
SAR distribution, the maximum allowed power and the SAR efficiency have to
be evaluated for each pulse sequence separately in the most general case. What
comes in hand is that the evaluation of all the local SAR values can be based on
the positive (semi-)definite SAR-matrices Ψp for each test volume. In the case the
SAR-matrices are deduced from electromagnetic field simulations using Eq. 3.10,
the calculation of the SAR based on the SAR-matrices will exhibit that the number
of test volumes is for biological structures usually much lower than the number of
cells used in the discretization of the electromagnetic calculation. Furthermore, the
separation of the spatial integration (SAR-matrix) and the time domain integration
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(κa(t)) performed in this calculation scheme restricts the calculation needed for
different pulses and sequences to that in the time domain plus the matrix vector
product in each test volume. The numerically very expensive spatial integration
needs consequently only to be performed once.
For the evaluation of coil array designs it is very useful to know the maximum
strength of B+1 that can be produced within the SAR boundaries. This value would
not only allow a quantitative comparison among different arrays, the calculation
would also directly yield optimum RF shims with respect to SAR efficiency. In
contrast to single channel systems, the RF shim generating maximum excitation
at minimum peak SAR has to be found. By this a upper bound for the local SAR




such that: aHΨpa < SARtol(Ωp) ∀p.
(3.11)
Since this optimization problem is not convex in this formulation, it is very hard
to solve without numerical ambiguities. Fortunately there is a formulation that
is convex and can therefore be treated as a Semi Definite Programme (SDP).
This class of numerical problems can be efficiently solved and with deterministic




such that: aHΨpa ≤ w · SARtol(Ωp) ∀p






As an alternative to an online SAR monitoring that needs to check each RF shim or
multi-channel pulse, the worst-case SAR value could be used as an upper bound in
order to limit the total power sent to the array to a globally safe value. This worst-
case SAR (SARworstp ) would need to represent the exact maximum of power that
can be safely induced with any configuration of driving voltages of unit power.
This worst-case SAR can be determined by an eigenvalue decomposition of the
SAR matrices (ΨP = UHΛpU) yielding the maximum allowed total input power
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Figure 3.2: : Worst- and best-case sce-
narios for the 8 channel head array. Plot
a) shows the SAR over 10 g distribution
for 1W total input power for the quadra-
ture drive of the elements and in a worst-
case scenario for each location. The mini-
mum peak local SAR (SARmin) needed to
produce 1µT is compared to the quadra-
ture drive in b).
It can be seen, that if the electric field patterns and the conductivity distribu-
tion in the subject are known, the worst-case estimate boils down to the calculation
of the maximum eigenvalue of all SAR matrices. It has to be noted that the worst
case efficiency is defined as the maximum B+1 field that can be achieved assuming
the worst case scenario. An even lower efficiency can of course be realized by lo-
cally superimposing the B+1 fields destructively, which however was not considered
to render reasonable information on the performance of the array. Therefore the
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efficiency defined from the worst-case scenario can be regarded as a lower bound
for the SAR efficiency of coil array for a reasonable but cautious user.
From a theoretical perspective it can be concluded that the SAR efficiency of
a coil array is dependent on the RF shim that is applied. However, for quantita-
tive comparisons close upper and the lower bounds of the SAR efficiency can be
unambiguously calculated.
As an example of such analysis, the worst-case local SAR and the minimum
peak local SAR needed for 1µT (SARmin) have been calculated for the 8 channel
head array based on field distributions calculated using FDTD. The FDTD cubicle
mesh cells had a size of 2mm and the SAR was determined for volumes with
approximately 10 g of tissue. The local worst- and best-case scenarios are compared
to quadrature driving. The results are collected in Fig. 3.2. The plots show the
huge span in which the efficiency and correspondingly the potential local SAR
can vary inside an array coil, depending if the array is driven in worst-case or
optimally. In fact, the SAR peak value can be up to 10 dB higher per unit input
power compared to a birdcage-like quadrature configuration. On the other hand,
























Integration Volume [mm 3]
~10 g~4 g~1.5 g
~0.2 g
~0 g
Figure 3.3: : Plot of the peak SAR in dependence of the size of the test volumes
Ωp.
Because of the very non-uniform distribution of the conductivity in the human
body, e.g. there is a high dielectric contrast in the human head between the
bone and the cerebrospinal fluid, the power deposition will consequently be very
localized too. However, since the potentially resulting temperature increase is not
expected to be so strongly localized due to the significant amount of heat transport
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present within the human body by heat conduction but also perfusion and blood
flow, the SAR deposition must be considered within thermally relevant volume
fractions. The current guidelines [7] recommend an averaging over volumes with
10 g of tissue mass. The effect of such an averaging is shown in Fig.3.3.
3.1.3 Conclusions
The presented results above indicate the potential problems that rigorous safety
validations for routine use of parallel transmission are facing due to the huge de-
pendence of the results on the driving configuration but also on the details of the
guidelines. On top of that, variability in the considered electromagnetic model,
such as the exact positioning of the head in the coil and the inter-individual differ-
ences, have not even been taken into account at this point. Of course the safety can
be ensured by limiting the power to the most critical case, but this might inhibit
many applications and destroy the advantages of coil arrays compared to single
channel systems. On the other hand, the application of specific power limitations
must rely on much more accurate knowledge of the power distribution and also
the actual system state to alow a safe operation close to the SAR limitations than
in a single channel case.
The fact that the spatial distribution of the power deposition gains a crucial
importance represents as such a breaking of the symmetry between transmission
and reception as stated by the reciprocity relation. The duality between transmis-
sion losses and received noise refers only to the total sum of the losses. As soon
as strict constraints on the local power deposition are imposed, the efficiency of
the probe does not follow simple reciprocity statements. This makes clear, that
the methodology applied to determine optimal receive coil combinations are not
generally yielding optimal results for transmission problems such as RF shimming
or pulse design.
3.2 Spatial Encoding with Arrays
One of the main benefits gained from RF arrays in transmission is the possibility to
change the effective field pattern during a NMR experiment. While the variability
offered to the electric field is one of the main concerns for compliance of such
devices, the steerability of the NMR active magnetic field is one of their most
important abilities. The linear superposition of the magnetic fields allows to target
the field pattern within the sample to a certain extend and allows the array not
only to adapt its excitation pattern for multiple applications but it also renders
some spatial encoding capabilities. In order to evaluate the performance of an
array it is necessary to take this into consideration.
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3.2.1 RF Shimming
The previously discussed calculations of the optimal array performance with re-
spect to input power and SAR represent already two RF shimming approaches.
However, those calculations are only considering the excitation field in one point
within sample at the time. On the contrary, one of the prospectively most useful
applications is to optimize the excitation field over a volume that is larger than the
typical variation scale of the RF fields. Methods not relying on actual B+1 maps
have been proven particularly useful in practice due to the simplicity of the acqui-
sition of the reference data. A good comparison of various RF shimming methods
for hands-on purposes can be found in Ref. [10].
However, when it comes to the question of the maximum uniformity that is
achieved by an array within a specific target volume, there are two particular
problems to be considered: Since usually in MRI the term uniformity is attributed
to the magnitude of the B+1 field, the optimization problem to be solved in order
to get a uniform excitation over the volume Ω with strength B+1 within the SAR
(SARtol) and the power limitations of the amplifiers (per channel (Pmaxc ) as well




∣∣|BT (~r)a| −B+1 ∣∣ d~r)




|aH · ec|2 ≤ Pmaxc .
(3.14)
The first obstacle to get the solution of the above problem arises by the non-
convexity of the target function. These so called magnitude least squares problems
are hard to solve unambiguously even neglecting the SAR and power constraints.
Although there is the possibility to get some error bound by convex relaxation
[11] there is no guarantee for the optimality of the numerical solution. While for
many applications having a good but maybe not optimal shim is fully sufficient,
inconsistent and misleading results might be obtained when comparing different
array designs, tuning and matching options. The second problem is introduced
by the fact, that in practice the power and SAR efficiency of the resulting RF
shim is rapidly decreasing the more the uniformity is enforced. This makes it in
general very difficult to judge the uniformity of an array with one single number
in a meaningful manner and the relation between power and uniformity has to be
compared in more detail as in Ref. [12] or even for every application separately.
For some applications such as for certain localized spectroscopy, the goal of an
RF shim is just to maximize the signal power retrieved from a volume of interest.
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Furthermore, in this situation a fixed coil combination for the received signals
has to be found. For simplicity of the following derivation it is assumed, that
the receive channels are already noise-prewhitened. In this case, the signal power
retrieved out of a region of interest (P Signal) in a linear transmission regime is given
by:




















The received signal power is characterized by a bilinear form represented by the sig-
nal matrix SROI weighted by the spin density M0. This matrix can be acquired for
instance by separately imaging the excitation induced by each channel or linearly
independent sets of channel combinations (see Chapter 4) while receiving with all
channels in parallel. Resulting from a singular value decomposition of the signal
matrix, the optimal RF shim (aopt) and the optimal receive combination (wopt) are
determined by the left and right singular vectors corresponding to the maximum
eigenvalue. Therefore the calculation of signal power optimal coil combinations
can be performed fast and unambiguously by a simple SVD SROI = UΣVH in this
case:









P Signal(w, a) ∝ max
k
Σkk
with wopt = Ukmax ; aopt = Vkmax
(3.16)
whereas kmax = arg maxk(P Signal(w, a)) and Uk, Vk represent the kth column
vector of U and V correspondingly.
The optimality of the RF shim derived above is determined relative to the
amplifiers total output power ‖a‖2. The optimality can also be referenced to any
other positive definite power entity represented by a positive definite matrix Ψ by
recombining the transmit channels analogously to noise prewhitening procedures in
the receive case entering Ψ as "noise covariance" matrix of the transmit channels.
However, the extension to several power constraints is not as trivial as in Eq. 3.12
since the equality constraint ensuring the excitation would become quadratic at
its best.
If the signal retrieved out of an ROI has to be maximized for an imaging ex-
periment, the problem has to be treated slightly differently because the resolution
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of the final image is usually much higher than the variation of the RF fields in
the subject. The high resolution allows to adapt the receive coil combination on
a per pixel basis during reconstruction in contrast to the RF shim which has to
be applied globally for the entire image acquisition. The possibility to adjust the
receive coil superposition a posteriori breaks the symmetry of transmission and
reception in similar way as constraints on local power adsorption do as discussed
in Section 3.1.3. By this receive array can cover large volumes without local losses
in the total sensitivity due to destructive superposition of individual coil’s sensi-
tivity. This can be the case in transmission, where one superposition is applied for
the whole volume at the time which can it make impossible to avoid such signal
extinction. This must be taken explicitly into account when calculating signal
optimal RF shims. This can be done if the signal matrix (Sρ) mentioned above
is known for each voxel (ρ). The optimal receive coil combination for each voxel
woptρ (and the corresponding optimum RF shim aoptρ ) is determined from Sρ the
same way as in the single voxel case (Eq. 3.16. The optimum RF shim yielding
the maximum signal after the voxel based reconstruction can be derived from the
total sum of all voxel’s signal power after optimal reconstruction:
max
‖a‖=1; ‖wρ‖=1



































|Σkmaxkmax|2(aoptρ )c(aoptρ )∗c′ .
(3.17)
The signal optimal RF shim aopt can be found by an eigenvalue decomposition of
the matrix Ω and corresponds to the eigenvector with the eigenvalue of maximum
magnitude analogously to the single voxel case. However, the summation of the
optimal RF shims for each voxel weighted by their signal amplitude ensures that
the signal yield of the computed global RF shim is maximized over the entire ROI
with respect to the nominal input power. As discussed above in the spectroscopy
case, the transmission power the optimality of the RF shim is referring to can
be changed to any single definite power entity, but also here the extension to a
plurality of power and SAR constraints is not trivial to solve without any numerical
ambiguities.
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Besides the ability to calculate signal optimal RF shims, the methodology de-
rived above provides a way for bootstrapping the calibration of transmit arrays
and reconstructing images acquired with different RF shims preserving the rel-
ative phase information. In order to optimally combine signals received from a
receive array coil, the sensitivities of each element have to be known [1, 13]. Ac-
quiring these receive sensitivities is especially challenging at ultra-high field con-
ditions and in conjunction with transmit-receive arrays, since local signal voids
induced by destructive interferences of the transmit B+1 fields cause strong local
noise amplification in the obtained sensitivity maps. This noise propagates into the
reconstructed images subsequently used e.g. as input for B+1 calculations, for the
design of tailored RF pulses or other parallel imaging modalities. Magnitude based
coil combination methods cannot be used in this context because the phase rela-
tion between the transmit channels have to be preserved by the reconstruction.
When acquiring the transmit calibration data, this problem ends therefore in a
tricky predicament: Signal voids in the transmit field corrupt the retrieved receive
sensitivity profiles while the strong noise amplification arising thereof hampers
the acquisition of the transmit sensitivities, which would be needed to shim the
transmit field in order to get a reliable receive signal combination. Interestingly,
(woptρ )
∗ and (aoptρ )∗ in Eqs. 3.16 represent as such noise optimally reconstructed coil
sensitivity references for reception and transmission because they project on the
maximum singular value of the voxel’s signal matrix. Since a multitude of imag-
ing acquisitions, that must only allow to span the entire linear space of possible
excitations, is measured to acquire the signal matrices Sρ, a uniform RF shim for
the reference measurement is not needed to begin with. Signal drop outs due to
destructive interferences among elements of the array in one acquisition are noise
optimally compensated if any RF shim exists exciting this portion of the sample
sufficiently.
Since the maximum eigenvalue of each voxel represents not only the product of
B+1 and B
−
1 but depends also on the equilibrium magnetization present during the
acquisition sequence, Σρkmax determines the signal-optimally reconstructed value of
the voxel ρ fitting the bilinear signal model for any imaging sequence. As such, this
approach can be understood as the generalization of a signal optimal receive array
reconstruction [1] to transmit-receive arrays. The advantages of such an approach
compared to a derivation of calibration data and reconstruction of images with
quadrature excitation with the same baseline SNR is shown in Fig. 3.4.
3.2.2 Combination of gradient and array encoding
Since the beginning of MRI, the encoding capability of the RF receivers was used
to restrict the field of view that needs to be encoded. More recently, upcoming
parallel imaging techniques make an explicit use of the spatial RF encoding capa-
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Figure 3.4: Comparison of the signal
optimal approach to quadrature excita-
tion for the calibration of a transmit ar-
rays. Row A) and C) compare the re-
constructed images retrieved for a 15 cm
spherical saline water phantom and a
grapefruit submerged in a 10 liter water
container. The improvements of the im-
age uniformity is obvious in both cases.
Images B) show the spatial distribution
of the relative receive phase derived for
channel 1. In the case the phase is ref-
erenced to quadrature excitation, strong
local noise enhancement occurs at posi-
tions of low excitation which is not the
case using the SVD reconstruction on the





bility of receive arrays concomitantly with the spatial encoding performed by the
gradients [13, 14, 15]. The encoding provided by the RF fields and by the gradients
complement each other in the sense that the RF encoding is instantaneous but of
low spatial resolution and the gradient encoding can provide very high resolution
but forces a sequential read out of the spatial information. While the exact in-
fluence of the gradients is sequence dependent, it is remarkable that the encoding
performed by the receive array is entirely separable from all other encoding pro-
cesses applied to the nuclear magnetization. This makes parallel receive methods
in general very versatile and allows acceleration of almost every imaging sequence.
Signal Models and Reconstruction
The reconstruction approach discussed in this work relies on an algebraic inversion
of the forward model representing the encoding process. The generality of this
approach proved to provide a very high versatility and has some close relation
to recent linear pulse design approaches. Therefore the methodology used for
modeling the signal, its discretization and the numerical approaches commonly
used for its inversion will be discussed to some extent in this short review.
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The signal model and its discretization The signal Sc(t) received by coil c
can be expressed using the known spatial sensitivity modulation sc(~r)2, the net
phase term added by the gradient action ei~k(t)·~r plus the phase induced by local






The separability between the encoding induced by the gradients and the sensitivity
modulation is one of the main reasons for the great impact of parallel imaging,
because it gives the methodology inherently the versatility to be added to almost
all kind of sequences with gradient modulation induced spatial encoding.
For compact notation the linear signal encoding distribution can be introduced
as:
Sc[ρ(~r)](t) := Sc(t) (3.19)
The formal frame of distributions allows to conveniently operate on continuous test
functions ρ(~r) and to have a closer look at the implications of the discretization
made for algebraic reconstruction approaches. In the detector, the signal is usually
sampled at a high temporal rate (≥ 10 MHz), subsequently demodulated with the
carrier frequency and filtered to the needed imaging bandwidth. This way, noise
aliasing from outside the actual imaging band is suppressed and the width of the
passband can be adapted noise optimally for every individual scan3. Furthermore,
the oversampling at the first stage allows to increase the dynamic range of the
sampled signal. However, modern spectrometers employed for NMR and MRI
provide time discretized measurements of the detected signal with high stability
and fidelity at sufficiently high bandwidth. The discretization imposed by the
digital spectrometer taking samples at time points tτ = τ ·∆t with τ ∈ N is thus
trivial to introduce:
Scτ [ρ(~r)] := Sc(tτ ). (3.20)
Another choice initially made in reconstruction (and most often made completely
implicitly) is determining a set of spatial basis function (iρ(~r)) the reconstruction
2usually sc denotes only the coupling between transverse magnetization at ~r and the coil c
but in non-Fourier encoding schemes, reduced FOV applications and other techniques a known
spatial modulation is imposed on the detected signal, which is also taken into account within
this factor
3The bandwidth of the RF chain is mainly given by the Q (≈ 20 − 100) of the loaded coil
BWRF =
ω0
2piQ ≈ 1− 6 MHz@3 T , the bandwidth the sampling is usually more than 10MHz, the
bandwidth of the spin system is BWSpin ≈ 1T2 and the one of the gradient induced broadening
is BWImage := maxt,~r ddt~k(t) · ~r = max ~G(t) · ~r < 1 MHz. Therefore the bandwidth of the spin
signal can be well covered avoiding unwanted temporal signal or noise correlations.
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shall be referenced to. ρ ∈ N3 denotes the index of the voxel which refers to the
spatial basis function. Usually they are orthonormal:∫
R3
iρ(~r)iρ′(~r)d~r = δρ,ρ′ (3.21)
and fulfill some sort of completeness which means one should be able to compose an
image of ρ(~r) from the set of basis functions using appropriate weighting coefficients
mρ.




At this point it is difficult to formulate mathematical criteria for the quality of such
a choice since the effects of the errors induced by this approximation are dependent
on the application and in most cases on human perception of the image. However,
it is important to note that the further reconstruction process will not be able
to outperform this approximation. ρ˜ will be referred as the reconstructed image.
In most cases iρ(~r) = b3(~r − ~rρ) where b3 denotes the three dimensional box car
function or alternatively a set of delta function is chosen. Both basis sets are
orthonormal referring to the volume integral scalar product and moreover they
have a pairwise discrete support. Referring to the spatial basis functions and the
temporal discretization, we can therefrom derive the encoding matrix E which is
usually concatenated for all coils c:






The approximation made here relates to the same topic as in Eq. 3.22. The exten-
sive treatment of the spatial discretization is done to emphasize that the spatial
discretization made by the choice of the basis functions is already a parameter
of the reconstruction. Similar to the freedom to choose the coil combination a
posteriori in image reconstruction mentioned in Section 3.2.1, the reconstruction
problem sets the freedom of this choice to be done after the signal acquisition and
it has therefore no direct impact on the experiment itself.
The goal of the reconstruction The problem of the reconstruction is finding
a linear map F such that: First to have the least possible deviation between the
reconstructed image and the measured signal. This means finding the set of mρ in
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Eq. 3.22 that fit the measured signal the best under the application of E. Secondly,
there should be the least possible noise in the resulting image.
The first goal can be expressed mathematically, that F should be a (regularized)




The second goal can be formulated by considering the noisy signal snoisyc,τ = sc,τ+ηc,τ
producing a noisy image m˜ρ after reconstruction. The deviation to the ideal noise






























The matrix Ψ represents the noise covariance measured. Since each channel is
assumed to be sampled with full bandwidth, no temporal correlation should be
visible. However, the noise among different channels of the arrays can still be
correlated as stated in Section 3.1.1. Hence:
Ψ(c,τ),(c′,τ ′) = δτ,τ ′κη(t). (3.27)
As in Eq. 3.6, κη(t) denotes the noise covariance among the channels.
A remark about the off-diagonal elements of X can be made: Usually only the
diagonal elements of X corresponding to the noise power in each pixel are con-
sidered when minimizing the noise power in an image. The off-diagonal elements
however represent the noise correlation between voxels in the image and one could
think to loose noise optimality by allowing this noise correlation. However, since
X is positive definite, the off-diagonals are simultaneously minimized which can
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be seen from the following equations which hold for positive matrices in general4:
A ∈ (C)n×n pos. def.⇒











This is a welcome fact because it shows that the noise minimization in each voxel
does not work against noise separation between voxels in principle. Therefore, the
minimization of the diagonal elements optimizes in the mean time also the noise
correlation between different voxels in the reconstructed image and this even with
respect to various norms (arithmetic, geometric and max-norm).
The reconstructed result can be characterized by the Point Spread Function
(PSF) and the Spatial Response Function (SRF). The PSF is the system’s impulse







In contrast to this, the SPF is the weighting by which a point in object space
contributes to the value of a reconstructed voxel.
SRFρ(~r) := Fρ,(c,τ)Sc[δ(.− ~r)](tτ ). (3.30)
Two differences between SRF and PSF should be mentioned: First, the PSF acts
in the space of the reconstructed image e.g. N3 whereas the SRF in the object
space R3. Secondly, the PSF accounts for the choice of voxels functions iρ. This
difference becomes important when the ideal signal distribution is replaced by a
more realistic model of the signal to check for imaging artifacts occurring from e.g.
partial volume effects.
Direct inversion (weak approach) This scheme forces F to be an exact inverse
of E and sets therefore the constraint FE = 1 to the noise minimization. The
resulting Lagrangian function of this minimization problem is for each voxel ρ:
LConstrainedρ = Xρ,ρ + Λρ(FE− 1)ρ,ρ. (3.31)
Where Λ denotes the Lagrangian covector with entries for each voxel. From
this it is clear that this method only works, if E has full rank. In this case
4The proof of these relations is easy when knowing that a pos. def. matrix has pos. def. diag-
onal submatrix-blocks and that the characteristic polynomial described by the ij-the submatrix
must be positive i.e. the angular point must have a value bigger than zero.
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F = (EHΨ−1E)−1EHΨ−1 which corresponds to the appropriate Moore-Penrose-
Inverse.
Using this approach, we make sure that each voxel is separated from all others
within the encoding model used. But the approximation of the discretization
Eq. 3.24 can never be better than the encoding density since otherwise the problem
is not feasible. In order to make sure the rank of E is sufficiently high, the imaging
parameters must be chosen accordingly or the missing input data is often simply
zero-padded.
A remark can be made on Λ: The Lagrangian vectors are always orthogonal to
the constraint manifold and points within this vector space towards the steepest in-
crease of LConstrainedρ . Thus, Λ = (2EHΨ−1E)−1 points into the direction where the
noise and the reconstruction error will be most enhanced and can therefore deliver
useful information about the robustness and conditioning of the reconstruction as
found in Eq. 3.36.
Balanced reconstruction (strong or minimum norm approach) If both
goals - minimization of the inversion’s remainder and the noise in the reconstructed
image - are considered to be equivalent a priori, up to a weighting, the following
Lagrangian function is found:
LBalancedρ = ‖ (W(FE− Id))ρ ‖2 + λXρ,ρ (3.32)
where W is a positive matrix weighting each voxel. Since there are no hard
constraints, there is always at least one solution. Therefore the reconstruction
goals can be set much higher than the encoding in the experiment would suggest
without running the risk of encountering a numerically infeasible problem. By this,
the accuracy of the approximation made in 3.22 is increased and the inversion tries
to reconstruct the maximum out of the data.
Another way to account for the imperfections of the sampling model is to
directly ask for the minimum deviation of the SRF from the voxel function iρ:






where C(c,τ),(c′,τ ′) :=
∫
R3
(Sc[δ(.− ~r])(tτ )) ∗ Sc′ [δ(.− ~r)](tτ ′)d~r.
(3.33)
Both approaches become equivalent, if the spatial discretization of the reconstruc-
tion grid becomes much finer than the resulting SRF, which can be verified ex-post.
However, although the balanced reconstruction offers greater versatility in
choosing the reconstructed resolution and other options, the problem of a opti-
mal and robust choice of the regularization parameters imposes some difficulties
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in practice. Some of these problems are again linked to the perception of image
artifacts which is usually stronger if the errors show a strong spatial coherence.
Evaluating the Encoding Performance of an Array
The role of the array in parallel imaging reconstructions: In order to
perform a successful reconstruction, the inverse problems posed above have to be
solved. This inversion can involve high SNR losses depending on its conditioning.
Especially in the cases where the encoding performed by the gradients alone is not
sufficient, the encoding provided by the array becomes crucial. In the reconstruc-
tion however, there is the freedom to choose the inverse matrix F in order to keep
the conditioning in bounds. The condition number in those cases is given by:
s = Em;
cond(E) = ‖E‖‖F‖. (3.34)












The errors in the reconstruction stem therefore from three sources represented by
the three summands above: The first is the noise acquired concomitantly with the
received signal. The second summand represents the error introduced by errors
of the encoding itself. These errors can have various sources such as gradient
infidelities, off-resonances, incorrect assessment and noise on the coil sensitivities,
geometrical inconsistencies and so forth. While the noise on the input signal is
usually very well normally distributed, the errors on the encoding matrices can
be very systematic. Therefore the resulting artifacts are mostly very coherent in
the resulting image. The errors of these two terms are multiplied by the condition
number of the system, which shows the importance of a well behaved inversion.
However, the third term represents the error that stems from the deviation of
F from a numerically exact inverse of E. This error competes in the case of
regularized reconstructions with the goal of keeping the condition number low to
control the first two terms. The dependence on the condition number represents
the sensitivity of the reconstruction solution on the remainder. A high condition
number causes therefore that little changes on the remainder have a big impact on
the reconstructed solution. This of course imposes some problems on numerical
algorithms trying to find this inverse. It has to be mentioned, that the equation
above represents an upper bound for the error over all reconstructed pixels. Since
the error varies spatially quite significantly, it often makes sense to study the
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spatial distribution of the error expectations. This can be achieved by considering
for each pixel only the block of the matrices that multiply with the pixel under
consideration.
Estimations of the condition number of typical reconstruction problems can
serve as a figure of merit for the encoding capability of the array in conjunction
with a specific acquisition scheme. The noise amplification due to the non-unitary
encoding provided by the array can also be evaluated on a per pixel basis for a given
acquisition. For this, the noise in the reconstructed pixel of the undersampled scan
is compared to the fully sampled scan correcting for the shorter acquisition time
[13]. This comparison requires that the resulting resolution of both reconstructions












This is the so called g-factor and it is the most frequently used value to represent
the spatial encoding capability of an array. Considering the last remark in Para-
graph 3.2.2, the g-factor has a close relation to the Lagrangian multipliers used
in a weak reconstruction approach. This makes again clear, that the g-factor is a
local measure of the conditioning of the algebraic inversion. In the most general
case this expression is hard to evaluate, but for Cartesian acquisitions the resulting
block matrix structure of E and Ψ allows for reasonable calculation times. How-
ever, it has to be recalled that this figure of merit is strongly dependent on the
k-space trajectory chosen and is only valid for the weak reconstruction method.
Information theoretical approach to spatial encoding: An alternative ap-
proach independent of any reconstruction method or acquisition scheme can be
found by considering the amount of information about the object that is retrieved
during a scan instead of the image quality/SNR as such [16, 17]. A measure for
the information content of a signal is given by the Shannon theorem [18]. This
theorem states, that the amount of mutual information I per unit time and per
unit bandwidth that is transmitted from a sender - in our case the spin ensembles
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· ρ(~rρ′)ei~k(t)·~r′eiω0(~r′)tdt spin signal covariance
(3.38)
(H)ρ,c :=sc(~rρ) discrete transfer function
(κρ)ρ,ρ′ =κρ(~rρ, ~rρ′) discrete spin signal covariance)
κY :=H
HκρH received signal covariance.
(3.39)
This formulation is in principle capable to quantify the information gained by the
gradient encoding and by the RF encoding of the array dependent on the SNR
of the signal. If the spins are assumed to be uniformly distributed ρ(~r) = 1,
the spatial correlation function of the gradient modulated spin signals (κρ(~r, ~r′))
reflects the encoding performed by the k-space trajectory ~k(t). The performance
of an array for a given trajectory can therefore be determined by straight forward
computation of the equation above. The higher the amount of mutual information
gained, the higher the SNR of the images can potentially be after reconstruction.
In the case no gradient encoding is present, it can be argued that the spins itself
are in principle spatially uncorrelated and therefore κρ = 1. This corresponds
to the assumption that no priors are known on the distribution of the nuclear
magnetization. Doing some algebra, some similarity can be revealed between the
mutual information the signals of a coil array deliver and the SNR yield in the
















log2 (Λjj + 1)
with HHHΨ−1 = QHΛQ; Λ diagonal, Q unitary.
(3.40)
The eigenvalues of the matrix collecting the encoding of the array H and the noise
covariance Ψ determine the SNR as well as the mutual information. In the case
of the Roemer SNR, it does not depend on how the eigenvalues are distributed, it
is only the total sum that counts. In the case of the mutual information however,
the log2 function is not linear. Considering a fixed constant Roemer SNR, the
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distribution giving the maximum mutual information would be an even distribu-
tion among all eigenvalues. This corresponds to the situation, where the matrix
HHHΨ−1 is unitary. Although this does not mean that the signal in each channel
must be completely independent from all others, there must only exist a unitary
transformation of the channels that renders the signals orthogonal. This shows
that the mutual information not only accounts for the SNR in the signal, but also
for the independence of the information yielded by each channel and thereby of
the spatial encoding gained.
As an example, Fig. 3.5 shows a comparison of SNR, g-factors, and mutual
information values retrieved from an eight channel wrist array by varying the
impedance transformation ratios at the inputs of the individual preamplifiers. For
this, a uniform phantom was used and the elements were split into two subgroups of
next-neighboring coils. The adjustments started out from the settings providing
the maximum isolation among all coil elements. The noise covariance and the
sensitivity maps were acquired, which final results are denoted by "11". Then
the matching network of the first subgroup was slightly varied delivering the data
set "21". Then the second group was adjusted ("22") etc. The results show an
optimum SNR for setting "21" but an optimum g-factor in "11". Furthermore, the
SNR and the g-factor do not monotonically depend on the matching adjustments.
The mutual information reveals a monotonically decreasing performance which
shows that the baseline SNR as well as the encoding capability of the array are
considered concurrently. Therefore the mutual information can be regarded as a
valuable measure for the performance of a receive array coil independently of the
acquisition and the reconstruction technique.
3.2.3 Concomitant Spatial Encoding by Gradients and Ar-
rays for Transmission
Using the Fourier spectroscopic approach to NMR [19], RF pulses can be applied
for various tasks, such as excitation, refocussing, quantum filtering, encoding by
spectral or spatial selection an many more. The treatment of pulse design pre-
sented in this work will focus on spatially and spectrally selective RF pulses that
are irradiated on the sample concomitantly with tailored waveforms fed to the
gradient system. The design of RF pulses is basically an inverse problem trying
to find the RF waveform that performs the intended spin manipulation. In order
to find an appropriate inversion method, a short introduction into the forward
model will be given. Furthermore, the small flip angle approximation will be de-
rived and the span of its validity is declared. The inversion problem to be solve
prompts some strong analogies to image reconstruction, however also some crucial
differences between the two problems will be discussed.
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Figure 3.5: : SNR, mutual infor-
mation and maximum g-factor for a
rate 2 accelerated cartesian scan re-
trieved from a matching optimiza-
tion procedure of an 8 channel ar-
ray The mutual information reveals
the peak performing setting unam-
biguously while the SNR and the g-
factor consideration deliver contra-
dictive results.


































Nuclear Magnetization under RF Irradiation
Since the pulses to be designed are targeted mainly for MRI applications, only
uncoupled spin systems will be considered, which allows to consider the nuclear
magnetization as an ensemble of spatially and spectrally distributed individual
isochromats each representable by its net magnetization vector in space. Therefore
the motion of the resulting magnetization can be described by the Bloch equation,
which predicts - neglecting relaxations during the RF pulse - that the motion of
the magnetization is a rotation around the net magnetic field at the location of
the magnetization (see Eq. 1.2). The resulting spin manipulation at the end of
the pulse (T ) is therefore a net rotation R(T ) ∈ S0(3). Although the orthogonal
3 × 3 matrices are the most common representation of rotations, they will be
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studied in the complex SU(2) group for compactness of notation as in [20]. The
homomorphism used to map a rotation with axis vector ~n and angle φ are the well
known Cayley-Klein parameters which are represented as 2 × 2 complex matrix
Q(T ) ∈ SU(2) and also termed as complex quaternions or spinors. The resulting
net rotation is most frequently calculated by considering the RF waveform as
piecewise constant for a time ∆t. Each of these small subpulses results in a net
rotation (hard pulse approximation). These considerations result in the following
formulation for Q(T ) resulting from a given gradient ~G(t) and B+1 waveform and
position ~r (see [20]):







B0 + ~G(ti) · ~r (B+1 (ti))∗




On the basis of this decomposition, the Shinnar-Le Roux [21] algorithm, relying
on the z-transform known from electrical filter design, allows the calculation of
pulses with arbitrary spectral response for rotation angles < 180 ◦. The drawback
of this design approach is that only spectral responses in one dimension can be
treated. Pulses being targeted to be selective in multiple dimensions must allow to
separate the problem into one dimensional subproblems which is possible in some
special cases e.g. spectral-spatial selective pulses on oscillatory gradients or mul-
tidimensionally selective pulses on cartesian trajectories. However, generalization
of this approach especially to multiple and non-uniform excitations fields is not
known to date. Therefore, further approximations shall make the inverse problem
numerically better treatable.
The topology of the SU(2) group allows the usage of the Baker-Campbell-







(2[L2,[L1,L2]]+[L1,[L1,L2]]) · · · (3.42)
where the square brackets express the commutator between matrices. It can be
seen from this formula that the concatenation of the rotations/pulses can be ap-
proximated by the sum of the rotation vectors if the rotation angle is either small
(all commutators are O((∆t)2) or if the rotations commute (‖[L1,L2]‖  1) which
is for instance the case if they take place around approximately parallel axes.
e∆t(L1+L2) ≈ e∆tL1 e∆tL2 . (3.43)
This means for example, that pulses that nutated the magnetization around the
same axis at each position across the entire sample just add up if they are played
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after each other. In Ref. [20] those pulses are called inherently refocused under
the action of the gradients.
Considering the rotations induced by the off-resonance terms Lzi within one
subpulse and the nutation induced by the RF field Lxyi as separate rotations and





B0 + ~G(ti) · ~r 0




















(~G(t) · ~r +B0)dt
(3.44)
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The approximation introduced in Eq. 3.43 is applied twice; once to decompose
the nutation and the off-resonance induced precession in Eq.3.45 of each subpulse,
and a second time in Eq. 3.46 in order to represent the total rotation of the pulse
as the sum of the subpulses’ net rotations. Clearly, the second approximation
is rather prone to inaccuracies for realistic pulses since the rotation within each
subpulse is usually much smaller than the rotation induced by the entire pulse.
Furthermore, the first approximation can always be improved by reduction of the
time discretization step ∆t but not the latter. If we look at the limit of ∆t → 0
we get:















−γ ∫ Tt′ ( ~G(t′)·~r+B0)dt′).
(3.47)
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Therefore we can see that the rotation produced by the pulse in the low flip angle
regime as it is represented by the quaternion Q(T ) decomposes in a net precession
(rotation around nz) with an effective angle −γ
∫ T
0
(~G(t) · ~r +B0)dt and a nutation
around an axis in the transverse plain described by the complex angle θ. Please
note that the angle of the rotation attributes to the double of the net angle in the
quaternion.
This result can be expanded to the case of a multi-channel transmission array
by using the fact that the local B+1 field is given by the superposition of the fields





















This expansion does not directly rely on any further approximations since the
linearity of B+1 is well assured and has as such no implications in any of the as-
sumptions and approximations made. In the special case where the magnetization






If |θ|  1 and therefore sin θ ≈ θ we get the well known small flip angle approx-
imation found in [22]. In this formulation the close relation between encoding
in the receive case and excitation localization in transmission becomes clear; both
have algebraically analogous formulations. Although in the traditional derivation a
small total flip angle has to be assumed, it is well known that many pulses designed
by inversion of the linear relation in Eq. 3.48 hold up to much higher flip angles,
in some cases even up to 90 ◦. The slightly more complicated derivation above
should make clearer that in deed not the size of the flip angle is determining the
limitation of the approximation, but the remnant commutator terms in Eq. 3.42.
As mentioned in [20], the approximation stays valid for high nutations, if a pulse
consists of self refocused subpulses with coaxial nutation axes. To achieve this,
it is suggested in this work, that all the subpulses shall have Hermitian k-space
weighting. In this case we can find another beneficial effect: The commutators of
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the nutation corresponding to the Hermitian symmetry in k-space cancel out if the
gradient is reversed between the two locations. The only malicious terms surviving
are therefore O(∆t3). This explains why pulses designed on e.g. spiral trajectories
by inversion of Eq. 3.48 are usually very robust towards higher flip angles, even
though the refocused subpulses displayed in each revolution of the spiral do not
have a small flip angle by themselves. These considerations show, that the validity
of the small tip angle approximation will not mainly depend on the net flip angle
of the pulse itself, but also strongly on the gradient waveform used, the nutation
induced in total during the pulse etc.
The Role of Conditioning in Linear Pulse Design
In 3.2.2 it was found that the conditioning of the inverse problem posed for the
reconstruction has a crucial impact on the resulting images and further that in the
case the spatial encoding delivered by the gradients is not complete, the spatial
encoding has to be provided by the array. As stated above, the equation to be
inverted for low flip angle pulse design is analogous to the one to be solved for
reconstruction. This means that a potential ill-conditioning of the problem re-
sults in excessive power requirements of the resulting pulse and jagged waveforms.
It is important to note that it does -beside numerical inaccuracies- not lead to
noise enhancement, because the target pattern is given noise free up to numerical
precision. Since the primary result, the magnetization profile at the end of the
pulse, is retrieved after applying the forward equation again, the ill conditioning
does not directly result in higher noise/error levels in the resulting magnetiza-
tion profile up to the limits of the fidelity of the transmit chain. But by the
higher power consumption also the power deposition in the sample is raised and
since higher nutations are performed during the pulse, violations of the small-flip-
angle approximation become more prominent. It can therefore be concluded that
the conditioning, and therefore also the encoding capability of the array play an
equally important role as in the receive case even though not for the same reason.
However, the numerical control over the condition of the inverse problem is not
primarily driven by the quality of the result in the image space, but mainly by the
capability to handle the power requirements of the resulting pulse. Furthermore,
RF power limits can in most cases not be considered as optimization goals but
are subject to hard constraints. A methodology for this approach shall be derived
therefore in the next chapter.
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Object Sequence encoding InversionCoil signal Calculation spatial domain
t
Ill conditioned subvector well conditioned subvector
Figure 3.6: The effect of the conditioning of the inverse problem is different in
image reconstruction and pulse design but its control is equally important. In
reconstruction, an ill-conditioned subspace of the signal has a small signal yield
but is strongly amplified by the inversion resulting in a strong noise enhancement
in the final image. In pulse design, the ill-conditioning causes the resulting pulse
to have a high power consumption due to the strong amplification of the inverse.
However, the effect of the ill-conditioned subspace is small in the forward model,
which is the reason for the strong amplification imposed by the inversion. Thus, it
is not directly leading to a noise enhancement in the object space. However, the
resulting high power consumption is potentially rendering the pulse not executable
on system due to power and SAR restrictions, but also the violation of the small-
flip-angle approximation is increased due to the occurring larger total nutation
within the pulse.
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4.1 Introduction
The increasing variety of current multi-channel transmission (MCT) approaches
can be roughly divided into two categories. In one class of methods the elements
of a transmitter array are driven with fixed relative phase and amplitude, an ap-
proach that is frequently referred to as RF shimming [1, 2]. The second kind
of MCT methods applies fully individual RF waveforms to different transmitter
channels, enabling even more tailored excitations such as Transmit SENSE [3, 4].
A common feature of all of these methods is the fundamental need to know RF
characteristics of the individual array elements. For full control of RF interference
in MCT each array element needs to be characterized in terms of its B+1 field dis-
tribution within the region of interest (ROI). Unless reliable model calculations are
available such calibration must be performed by in-situ B+1 field mapping. Com-
pared with volume-coil mapping at lower field strengths, B+1 mapping for MCT
at ultra-high-field is substantially more demanding. Firstly, large dynamic ranges
must be covered due to the strong inhomogeneity of single-element B+1 fields. Sec-
ondly, increased B0 inhomogeneity at high field complicates the interpretation of
B+1 reference scans. Thirdly, the higher SAR deposition of RF pulses at high field
limits the use of large-angle pulses for B+1 mapping purposes. And finally, MCT
is extremely demanding in terms of the speed of B+1 mapping. For each element
of the transmit array an individual B+1 map needs to be obtained for each subject
and target region.
One popular class of MRI-based B+1 mapping techniques relies on the acquisi-
tion of two sets of signals prepared with different RF pulses or different sequence
timing. The actual rotation angles involved are then obtained by interpreting
the observed signals within analytic models of the signal formation. The two sig-
nals may be gradient echoes excited with two different nominal flip angles [5] or
repetition times [6]. The former approach is commonly referred to as the double-
angle method and was originally proposed in the form of a spin-echo sequence
with variable-angle excitation [7, 8]. Further early B+1 mapping methods were
based spin echo and a stimulated echo [9] or generally on two different echoes
produced with a three-pulse sequence [10]. However, while widely used for tradi-
tional B+1 mapping tasks the use of only two test signals does not offer sufficient
dynamic range. Another approach makes use of large-flip-angle composite pulses
for MR excitation [11] or refocusing [12]. At high field these methods are very
time-consuming because the high SAR values of such composite pulses imposes
long repetition times. A recently presented approach using the 180◦ signal null in
a 3D gradient-echo sequence [13] is not applicable for 2D readouts of single or few
slices, inflicting the long scan times of a full 3D acquisition. The methods that are
known to offer the largest dynamic range rely on the acquisition of multiple data
sets using a series of excitation flip angles in a spin echo [14] or gradient-echo [15]
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sequence. The methods described thus far are very time consuming, because they
require full relaxation between successive image acquisitions. Furthermore, with
slice-selective excitation pulses for 2D mapping the actual flip angle varies across
the slice profile, precluding the use of large test angles.
This survey of existing methods illustrates the challenges of calibrating a trans-
mit array for ultra-high-field MRI accurately, within SAR limits, and within a time
frame acceptable for the preparation stage of an actual MR exam. The underlying
difficulty is closely connected with two key aspects of the B+1 mapping task. One is
the necessity to disambiguate B+1 during transmission and the sensitivity of signal
detection, which is not possible in the small flip-angle regime. Therefore every
part of the region of interest must undergo large-angle nutation in at least part of
the mapping procedure. It is mainly this requirement that makes large dynamic
B+1 -ranges and SAR limits a challenging combination. The other important point
is that the relationship between B+1 and received MR signals is additionally en-
tangled with a range of other factors, particularly saturation and relaxation, the
spatial response of the RF pulses involved, and B0 inhomogeneity. It is due to
these complications that B+1 mapping frequently uses very long repetition times
and time-consuming 3D schemes, and lacks accuracy at high field.
In the present work we revisit these problems and propose novel ways of solving
them. Firstly, the need for large nutation angles is addressed by the adoption of an
interference approach for B+1 assessment. Instead of mapping the B
+
1 fields of sin-
gle array elements directly it is proposed to rather measure the interference of each
single-element B+1 with a SAR-efficient baseline RF field distribution. In this fash-
ion the net sensitivity of array B+1 mapping is boosted by already exploiting array
transmission. Secondly, the complex behavior of B+1 mapping signals is addressed
by interpreting them within a parametric model that includes all relevant signal
dependencies. In conjunction with an efficient 2D imaging sequence this com-
prehensive model permits fast and highly accurate slice-wise B+1 assessment. It is
demonstrated that combining these approaches enables the accurate B+1 calibration
of an 8-channel transmission system at 7T in less than a minute.
4.2 Methods
4.2.1 Materials
All experiments were performed on a Philips Achieva 7T whole-body MR system
(Philips Healthcare, Cleveland, Ohio). On this system the power output of the
RF amplifier is set in terms of a nominal B+1 -value according to initial power
calibration. For the sake of simplicity all B+1 mapping results will be given relative
to this nominal value and denoted as Brel1 . The proposed methods were tested
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Figure 4.1: a) Diagram of the pulse se-
quence implemented for the frequency en-
code gradient (f), phase encode (p), slice
selection (s) and RF signals. The se-
quence consists of a non-selective satu-
ration block pulse followed by a slice-
selective, small flip angle, gradient echo
recalled readout of the magnetization
pattern produced by the prepulse. In
this schematic a spinwarp readout is de-
picted which was replaced by a single-
shot EPI readout for MCT calibration
experiments. b) CAD drawing of the
8 channel microstrip array and phantom


























with three different RF devices: an end-capped, shielded, tight-fitting transmit-
receive head birdcage resonator, which will be referred to as ’T/R head’ (Philips
Healthcare, Cleveland, Ohio). ’TX volume’ was a shielded, open and wider (30 cm
inner diameter) birdcage resonator, which was combined with a 16-channel receive-
only surface coil array insert (Nova Medical Inc, Wilmington, Massachusetts). The
’T/R array’ was a custom-built 8-channel transmit-receive array (see Fig. 4.1.b)
and [16, 17]) driven by an equally custom-built RF-shim feed system [18]. For
all experiments the average and peak forward power at the RF amplifier output
were limited to 10W and 2.4 kW, respectively. For SAR considerations the RF
electric fields produced by the T/R array were simulated using a finite-integral
time-domain method. Details of the simulation and its validation are described
in [17].
Two different phantoms were used: A 15 cm-diameter sphere and a 12 cm-
diameter cylindrical phantom, both containing aqueous 41mM KCl solution. The
cylindrical phantom was subdivided into compartments of different T1 relaxation
times ranging between 150ms and 800ms (see Tab. 4.1). T1 adjustment was
achieved by doping with Gd-DOTA (DOTAREM R©, Laboratoire Guerbet, Roissy
CDG, France). B+1 maps were generally acquired in the central transverse plane
of each phantom.
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4.2.2 Interferometry for B+1 mapping
MRI-basedB+1 mapping generally relies on observing how the targetB
+
1 manipulates
the nuclear magnetization in a suitable pulse sequence. In such an experiment the
signal received from a certain position depends not only on the local B+1 and the
available magnetization but also on the local sensitivity of the receiver used. To
disambiguate B+1 from the other two factors it is generally necessary to establish a
nonlinear relationship between the received signal and B+1 [10]. This is achieved
by large-angle nutation at some stage of a mapping sequence. To achieve high
B+1 sensitivity and full spatial coverage, nutation angles well beyond 30
◦ must be
reached throughout the region of interest (ROI). For mapping B+1 fields of large dy-
namic range this means that high drive powers must be used to reach B+1 sensitivity
also in regions of low B+1 . At ultra-high-field this requirement translates into very
time consuming procedures due to stringent SAR constraints.
This problem is illustrated in the left column of Fig. 2. Driving only a single
element c (1 ≤ c ≤ C) of the T/R array results in a B+1,c (~r) distribution with a
sharp maximum close to the element Fig. 4.2.3.a). In much of the phantom the
B+1 of the single element is very small yielding low B
+
1 sensitivity.
To overcome this problem we propose a conceptual separation between the
need to work in the large flip-angle regime and the aim to measure small B+1 .
These two goals can indeed be reconciled by measuring B+1 distributions of large
dynamic range not by themselves but superimposed on a less dynamic baseline
B+1 . Such a baseline field can be thought of as shifting the nutation angle to a
favorable working point where small interference by the superimposed, dynamic
field can be better sensed.
With a transmit array the interference approach can be readily implemented
by choosing some suitable driving configuration to generate the baseline field and
then causing interference by varying the contribution of individual channels. The
resulting driving configurations are characterized by the complex-valued relative
current amplitudes (I)m,c, where 1 ≤ m ≤ M and 1 ≤ c ≤ C enumerate the
driving configurations and the array elements, respectively. The net excitation
field of configuration m (B+1,m ) is then given by the complex superposition of the







Given a sufficient number of such configurations, yielding a set of M configu-
ration maps B+1,m , single-coil maps B
+
1,c can be calculated by applying the inverse
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where H denotes the Hermitian conjugate of a matrix.
The positive definite diagonal matrix W permits weighting the measuredB+1,m by
their confidence if more configurations are mapped than channels are present in the
array. Note that this weighting can be done individually for each pixel, which is
important because noise levels can vary significantly in single-configuration maps.
Generally, good numerical conditioning of the inversion step is crucial since both
noise and mapping errors can otherwise be strongly amplified. In particular the
number of configurations mapped must not be smaller than the number of array
elements.
Based on these considerations the choice of driving configurations is governed
by three partly competing objectives:
1. Maintaining large B+1 throughout the sample for all m.
2. Avoiding high local electric fields within the sample for all m.
3. Ensuring good conditioning of I
The optimal choice of configurations naturally depends on the individual array
and imaging setup and cannot be made without detailed prior knowledge about
B+1,c . However, favorable choices can also be derived heuristically. One generic
option is to start from a quadrature configuration1 and invert the input phase of
single channels, one per configuration:
(I)m,c =
{
−ei 2pi(c−1)C , m = c;
ei
2pi(c−1)
C , m 6= c. (4.3)
In this case, the quadrature configuration generates the baseline B+1 field con-
sidered above, permitting the sensitive mapping of field interferences by the indi-
vidual array elements. This method was successfully applied in the present work,
as reported in the subsequent section. Notwithstanding, a range of enhanced
strategies can be conceived. For instance, if the generic scheme of Eq. [4.3] does
not yield B+1,cmaps of sufficient quality, further configurations can be included.
1Driving the current of each port of the array with right-hand circular phase increment equiv-
alently to the current distribution between the rungs of a birdcage resonator in ideal circular
polarization (homogeneous mode) is denoted as quadrature.
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Importantly, the choice of these additional configurations can be based on the ex-
isting B+1,c estimates. For example, RF shim parameters could be calculated that
focus B+1 field in regions of previously poor mapping quality. This RF shim could
then serve as a new baseline configuration.
4.2.3 Mapping Sequence
For mapping theB+1,m fields produced by individual driving configurations a multiple-
flip-angle approach was used. The nutations that sensitize the mapping sequence
to B+1 should be non-selective to circumvent confounding slice profile effects. At
the same time the imaging sequence as such should be limited to 2 dimensions to
be time-efficient. These goals were reconciled by using a 2D gradient-echo sequence
with a non-selective, spoiled prepulse of varying nominal flip angle, similar to a
scheme described in [19]. A schematic of this sequence is shown in Fig. 4.1.a. The
rectangular prepulse had a duration of 2ms, followed by spoiler gradient pulses
of 4ms. The nominal prepulse flip angle (α) was increased for simplicity in even
steps from 0◦ to the maximum possible with the respective transmitter (typi-
cally 400◦ in 10 to 20 steps). The following slice excitation was performed with a
low flip angle of typically 20◦ and a small slice thickness of 2mm to prevent effects
of through-plane B0 inhomogeneity. Throughout, the drive configuration chosen
for the saturation pulse was also used for applying the subsequent excitation pulse.
Doing so removes the need to switch the configuration between the two pulses and
thus reduces hardware requirements.
Due to the moderate spatial variation of B+1 the resolution of the image read-
out was set to 64× 64. Two different acquisition schemes were used and com-
pared. The first was a steady-state spin-warp scheme with a repetition time of
TR = 200 ms unless stated otherwise. Shorter TR were prevented by SAR lim-
its. The steady-state condition was ensured by 15 dummy runs before each actual
image acquisition. The second acquisition variant was a single-shot echo-planar
imaging (EPI) readout, which drastically reduces the overall scan time. No dummy
runs were performed prior to EPI acquisition. EPI is susceptible to image distor-
tion due to B0 inhomogeneity. However, in the present application this effect is
benign because it does not vary with driving configurations and prepulse flip an-
gles.
Using either acquisition variant an image series with increasing prepulse an-
gle was obtained for each driving configuration. This series was then fitted, pixel
by pixel, to a signal model incorporating all relevant influences on the observable
signal strength. Slightly different models were required for the steady-state spin-
warp and the transient-state EPI data (Eq. [4.5] and Eq. [4.4], respectively). The
detailed derivations are given in 4.5.1. The only free parameters of either signal
model are the ratio of the actual and nominal flip angle, (Brel1 ), and T1. Addi-
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tionally the models incorporate the influence of the local static baseline field B0 .
The latter was assessed in a standard fashion by gradient-echo imaging with two
different echo times (∆TE = 0.5 ms,TR = 100 ms). In T/R array experiments the
array was driven in quadrature for B0 mapping.
The nonlinear model fitting was done in a least-squares sense by an initial
coarse exhaustive search neglecting off-resonance effects (∆B0 = 0), followed by
iterative refinement of Brel1 and T1 values incorporating the influence of local off-
resonance. The Brel1 and T1 fitting the data closest were stored in corresponding
B+1 and T1 maps.
The described mapping and fitting procedure yields the magnitude of B+1 in
absolute terms (even though expressed here relative to a nominal value). It is
not capable of measuring the absolute phase of B+1 fields. However, knowledge
of absolute phase is not necessary for most practical applications of MCT. For
controlling the RF field superposition in a transmit array it is sufficient to know
the phases of the B+1,c only up to an arbitrary phase offset, which must be the same
for all array elements but which may vary in space. This reduced requirement is
fulfilled by the net image phase obtained in the experiments described above. On
this basis the phase of the first image, i.e. that obtained without prepulse, was
used as the phase of B+1 for the respective drive configuration.
Data acquired with array reception generally required channel combination af-
ter reconstruction of single-channel images. Throughout, this combination was
performed such as to optimize the SNR of the combined image [20]. The corre-
sponding spatially varying combination coefficients were determined once initially
from the data acquired for B0 mapping.
4.2.4 Single-Channel Validation
In a first validation step, the B+1 mapping procedure was subject to basic tests,
using a single-channel transmitter, namely the T/R head resonator, loaded with
the spherical phantom. Robustness with respect to varying saturation and relax-
ation effects was then demonstrated with the cylindrical multiple-T1 phantom in
the same resonator. The T1 values obtained as a side product of the fitting process
were compared with reference values measured by a single-voxel inversion recovery
method. The same setup was used to further test the validity of the signal model
by varying sequence properties in the spin-warp scheme. First the repetition time
TR was varied between 200ms and 800ms. In a second experiment the number
of different prepulse angles α was varied between 10 and 39, keeping the maxi-
mum angle constant. For further validation B+1 mapping in the spherical phantom
was used to predict the signal nulls produced by a 180◦ excitation pulse in 3D
gradient-echo imaging (as proposed by [13]). Finally, the B+1 maps obtained using




Targeted excitation by superposition of B+1,c produced by different transmitter el-
ements forms the basis of all MCT methods such as RF shimming and Transmit
SENSE. To be useful for MCT calibration, B+1 mapping must enable accurate
predictions of such superpositions. In particular, the B+1 map of a driving con-
figuration and the B+1 maps of the individual transmit channels involved must
fulfill Eq. [4.1] to be consistent. Verifying this equality validates the proposed
B+1 mapping approach also for transmit arrays and demonstrates its applicability
for MCT calibration.
To perform this verification the T/R array was loaded with the spherical phan-
tom and B+1 mapping data were obtained with the EPI readout. For each of the
described 8 generic driving configurations (Eq. [4.3]) 20 flip-angle steps were per-
formed at a repetition time of 300ms, resulting in a total scan time of 48 s. Based
on the mapping results RF shim factors were calculated such as to focus the net
B+1 in a certain pixel, using nonlinear least-squares optimization. The resulting
RF-shimmed driving configuration was then experimentally implemented and its
B+1 was mapped in the same way as previously for the generic driving configura-
tions. Following Eq. [4.1] the mapping result was predicted by the corresponding
numerical superposition of the single-channel B+1,cmaps.
4.3 Results
4.3.1 Interferometry for B+1 mapping
Figure 4.2.1 shows B+1 maps produced by single-element excitation a), the full
quadrature configuration b), and the first array drive configuration of Eq. [4.3]
with inverted current amplitude in the array element at the top of the phantom
c). In all three cases the RF pulse was scaled to the same amplitude at each
element driven. It can be seen that single-element excitation hardly produces any
signal in most of the ROI compared to quadrature excitation. The proposed array
drive configuration yields a similar overall amount of excitation as quadrature.
The concomitant electric fields, obtained by simulation, are depicted in the second
row of this figure (Fig. 4.2.2), for equal total forward power delivered to the array.
Single-element excitation causes the highest local electric field, which is 6 times
higher than the maximum in the quadrature case and 2 times higher than with
the proposed drive configuration.
Figure 4.2.3 shows B+1 maps of the same array element generated with the







































Figure 4.2: Comparison between single element excitation and improved array
drive configuration for B+1 mapping. 1) B
+
1 field measured when exciting the phan-
tom using a) single coil, b) quadrature and c) the configuration given by Eq. [4.3]
inverting the phase of the top element (all images have equal color scaling). 2)
full-wave numerical simulations of the electric fields produced by delivering equal
total power to the coil array for taking the images in 1). 3) B+1 maps acquired
using a) single coil excitation and b) the configuration described above. 4) noise
maps estimated by substraction of a smoothed map corresponding to 3).
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proposed mapping sequence and fitting approach. The first map was obtained
with conventional single-channel excitation a). The second map was obtained
with the proposed interference approach, using driving configurations as described
above b). Figure 4.2.4 shows estimates of the noise content in these B+1 maps. The
noise estimates were obtained by strongly smoothing the B+1 maps and subtracting
the smoothed versions from the originals. It is seen that the interference approach
reduces noise in the B+1 maps substantially, especially in regions where the the
B+1 of the single element is low. Pixels close to the edge of the phantom are not
accurately mapped by the novel method. This can be explained by the higher
required consistency of the signal acquisition between different scans, which is
challenged due to partial-volume effects in aforementioned regions.
4.3.2 Single-Channel Validation
The results of the single-channel validation experiments are shown in Fig. 4.3 and
Fig. 4.4. Figure 4.3.a) shows typical signal fitting results for the spin-warp and
EPI schemes, illustrating the adequacy of the underlying signal models. Indepen-
dence of B+1 mapping results from T1 is demonstrated by the B
+
1 map shown in
Fig. 4.3.c), which does not exhibit any correlation with the corresponding T1 map
in d). Furthermore, the T1 values obtained along with B+1 through joint fitting cor-
respond reasonably well with reference values measured by single-voxel inversion
recovery as summarized in Tab. 4.1. The fitted T1 values were found to be more
accurate for relaxation times comparable to the repetition time of the sequence.
For longer relaxation times (T1  2TR ), the acquired signal depends less on T1
variations. This results in the observed lower accuracy of fitted T1 values, but
actually improves the robustness of the B+1 fitting. Generally the accuracy of the
fitted T1 values is much less than that of the B+1 results and the proposed approach
is hence not suited for high-performance T1 mapping.
The proposed combination of imaging sequence and B+1 fitting proved robust
also against variations of sequence properties as shown in Fig. 4.3.e) and f). Both
for varying TR and for varying flip angle series the obtained B+1 data show excellent
congruence. The only exception are the two small indentations marked by arrows
in f). These coincide with signal voids caused by the walls of the compartment in
the middle of the phantom. It is therefore likely that these small errors are related
to partial-volume effects. Figure 4.3.f) also shows that a rather low number of
flip angles of about 10 to 12 are sufficient for very accurate B+1 measurements.
Figure 4.3.b) confirms that the ring of zero signal in a 3D gradient-echo sequence
was indeed accurately predicted by the proposed B+1 mapping method.
Finally Fig. 4.4 shows that the much faster single-shot EPI readout yielded
a very similar B+1 map as the more robust but also much more time consuming
spin-warp scheme. The minor degradation of the EPI data is due to lower SNR
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Figure 4.3: Validations of B+1 mapping sequence and evaluations. a) Example of
fits (solid line) performed to the data (dots) using steady-state spinwarp readout
(blue) and single-shot EPI (green). b) Using the measured B+1 map the signal null
produced by a local flip angle of 180◦ is predicted (solid white lines) for a given
nominal flip angle and compared to the corresponding (gray-scale plot) acquired
3D gradient echo image. c)B+1 map and d) corresponding T1 map in the cylindrical
phantom with compartments having different longitudinal relaxation times. The
black line marks the position of the profiles taken for plots e) and f). e) Profile of
B+1 maps from c) acquired using different repetition times TR in the sequence. f)
Same profile as e) resulting from different total numbers (N) of flip angles acquired.
4.3. RESULTS 81
and geometrical distortion caused by B0 inhomogeneity. Nevertheless the mapping





















Figure 4.4: Comparison be-
tween spinwarp and EPI
readout of B+1 maps inside
the spherical phantom us-
ing the ’TX volume’ coil.
Both maps have a resolu-
tion of 64 × 64 pixels and
a field of view of 180mm.
The profile shown below was
taken along the line marked
in both 2D plots.
4.3.3 RF Shim Results
The total scan time for mapping the 8-channel T/R array with EPI readouts was
40 s. The additional B0 map was acquired in 6 s. The nonlinear fitting procedure
took roughly 10 s per B+1,mmap under Matlab 7.1 R©(The Mathworks, Natick, Mas-
sachusetts) on a common PC. However, the fitting routines can be started as soon
as scanning is completed for the first driving configuration and then run in parallel
with data acquisition. In this fashion the whole B+1 mapping procedure was com-
pleted within less than a minute (56 s). It used 1.8W average forward RF power
per B+1,mmap acquired and a peak power of 2.1 kW. The RF shim parameters used
for focusing B+1 in a given region are listed in Tab. 4.2. As shown in Fig. 4.5
the predicted and mapped RF shimming results coincide very closely. It should
be noted that the small residual discrepancies in these results do not necessarily
indicate inaccuracy of the B+1 mapping, but also reflect the finite accuracy of the
custom-built RF shimming hardware.
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Figure 4.5: Example of an RF
shim experiment planned us-
ing B+1 maps of the ’T/R ar-
ray’ acquired using the novel
method and an EPI readout.
The RF shim parameters are
optimized to focus the exci-
tation inside the dashed cir-
cle. The left image shows the
B+1 field calculated by the su-
perposition of the single array
element B+1 maps. The right
image shows the B+1 field mea-
sured adjusting these RF shim
parameters to the array feed
system. The two profile plots
along the two axes indicated
show the direct comparison be-






































4.4 Discussion and Conclusion
The methodology introduced in this work combines an interference approach with
a comprehensive parametric signal model to achieve accurate B+1 mapping of trans-
mitter arrays within tight SAR and time constraints. It is important to note that
the two underlying principles are conceptually independent and can each be readily
used in other combinations. In particular, the interference approach could equally
facilitate conventional B+1 mapping of transmitter arrays, e.g., using a double-angle
method. For moderate dynamic ranges of B+1 this combination promises a further
significant gain in mapping speed. Likewise the sequence and parametric model
employed here can also serve for B+1 mapping of single-channel systems.
Using B+1 interferometry the B
+
1 fields of array elements are not measured di-
rectly but via their interference with a SAR-efficient baseline field. In this fashion
even small B+1 fields can be observed in the large-flip-angle regime. This strat-
egy could also be viewed as shifting the working point of the B+1 measurement
from zero flip angle to a baseline angle at which MR signals change unambigu-
ously with B+1 . As a result the numerical conditioning of extracting B
+
1 values
improves significantly, reducing the propagation not only of thermal noise but also
of systematic errors.
These benefits are confirmed by the experimental results obtained in this study.
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Unlike previous techniques the interference method yields single-channel B+1 -maps
with an accuracy that is largely independent of the local RF field strength of
the respective element. Importantly, the B+1 results were also found not to be
biased by parameters of the mapping sequence or by the local T1 and B0 offset.
Their accuracy was demonstrated by a high level of consistency between predicted
and measured B+1 fields generated by RF shimming. This finding confirms the
suitability of the extended signal model and nonlinear fitting procedure employed
in this work. Besides B+1 maps it also yields T1 maps as a byproduct. These maps
are significantly less accurate than the B+1 results because the MR signal depends
less sensitively on relaxation. However, such rough T1 estimates could still be
useful, e.g., for further sequence planning.
Measuring B+1 by interference relies on the ability to superimpose independent
RF field components and to generate a reasonably homogeneous baseline field. It
thus exploits the benefits of MCT already at the stage of calibrating the trans-
mitter array. Doing so effectively requires a rough idea of the expected RF field
distributions and is governed by the competing goals of achieving large flip an-
gles, controlling the conditioning of the inverse problem, and limiting RF power
deposition. Clearly, the design of the calibration experiments cannot rely on the
B+1 maps that will only be the result of these scans. Therefore the choice of driv-
ing configurations for the mapping routine must be made heuristically or based on
prior knowledge. In the present work a simple heuristic driving scheme has been
found to work well for calibrating a circular coil array.
In cases where the initial driving scheme does not yield satisfactory mapping
results it can be extended by complementary configurations that stabilize the in-
verse calculation in Eq. [4.2]. It is important to note that the choice of such
additional configurations can actually be based on the B+1 estimates that are al-
ready available. The resulting incremental optimization of the calibration strategy
is expected to arrive at robust B+1 maps fairly quickly for transmitter arrays of rea-
sonable coverage. Such a process could be regarded as boot-strapping calibration
of MCT systems and will likely also converge, if less quickly, after starting from
an arbitrary set of initial configurations.
Ultimately, for each constellation of transmitter array, sample, and region of
interest there exist optimal driving schemes that reach a given accuracy target with
a minimal number of configurations. However, such optimal schemes are of largely
academic interest because they can be identified only after exact B+1 maps have
already been obtained in one way or another. Furthermore they depend on the
exact local SAR characteristics of the respective setup, which cannot be assessed
with present-day in-vivo methodology.
Based on the results of the present study the proposed mapping methodology
is expected to enable accurately tailored RF shimming and Transmit SENSE.
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The high B+1 sensitivity of the interference approach enables single-shot readouts,
permitting 2D mapping of an 8-channel array in less than a minute. Due to the
smooth spatial variation of B+1 it is expected that single-slice calibration will often
be sufficient for applications to surrounding slabs of moderate thickness. For larger
volumes, the B+1 mapping sequence could be extended to 3D operation by adding
phase encoding in the slice direction. Alternatively, readouts of multiple slices
could be performed successively after a single non-selective preparation pulse. For
few slices this option would cause only a moderate increase in overall scan time.
The duration of B+1 calibration is thus reduced to a range similar to that of other
preparation steps, such as volume shimming. The proposed approach therefore
promises to render fully calibrated array transmission truly practical, filling a key
gap in current MCT methodology.
4.5 Appendix
4.5.1 Signal Model Calculation
Let Brel1 denote the ratio between the actual and nominal B
+
1 . Then the nomi-
nal flip angles α, β of the block prepulse and the slice-selective excitation pulse
(Fig. 4.1) result in effective angles of αBrel1 and βBrel1 . Note that Brel1 is the same
in both expressions, reflecting the fact that the same drive configuration is used
for both pulses. Neglecting relaxation during these short pulses their effect can
be represented by net rotation matrices, which depend not only on the effective
angles but also on the static field offset ∆B0. These matrices, say P (αBrel1 ,∆B0)
and Q(βBrel1 ,∆B0), were numerically calculated for relevant parameter ranges and
stored in a look-up table.
Spoiling is assumed to be ideal. Hence the effect of the RF pulses is reduced to
multiplying the z magnetization by, respectively, Pz,z and Qz,z. Longitudinal relax-
ation is assumed to occur only between the RF pulses, and modeled as exponential
with a single effective T1 value per image voxel. The evolution of longitudinal mag-
netization during a series of sequence repetitions can then be described recursively
as follows.
Let M (i−1)z denote the longitudinal magnetization of a given voxel before slice ex-
citation in the (i−1)th sequence repetition. Undergoing the subsequent RF pulses
































where M0 denotes the thermal equilibrium magnetization and α(i) indicates an
individual prepulse angle in each sequence repetition. Qz,z is generally taken equal
to its value at zero B0 offset, reflecting the assumption of a good Mz slice profile.
Consider a readout (e.g. single-shot EPI ) that yields a full image in each
sequence repetition (i). The pixel values of such an image will be proportional to
the availableM (i)z . They additionally scale with further factors, such as sin(βBrel1 )
and the sensitivity of the receiver coil. However these latter factors do not vary
with the prepulse angle and can thus be eliminated by normalizing all images by
a reference obtained with α = 0. Such normalization also eliminates the unknown
equilibrium magnetizationM0. Given ∆B0 from a separately acquired B0 map the
only remaining free parameters of the recursive model are Brel1 and T1 of the pixel
under consideration.
A slightly different model is required to analyze the standard case of many
sequence repetitions per image. For this case the nominal prepulse angle α is kept
constant while acquiring an image and the magnetization is assumed to be driven
into steady state by initial dummy repetitions:
M (i+1)z = M
(i)
z ⇒
M steadyz = M0
Pz,z(αB
rel




















Again, normalization by a reference image obtained with α = 0 eliminates M0 and
other constant factors, leaving only Brel1 and T1 to be fitted.
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Compartment 1 2 3 4 5 6 7
T IR1 [ms] 150 ± 14 190 ± 14 220 ± 14 270 ± 14 380 ± 14 630 ± 14 800 ± 14
TB11 [ms] 162 ± 20 204 ± 15 237 ± 13 303 ± 14 411 ± 14 513 ± 30 901 ± 73
Table 4.1: Comparison of T1 values measured by single voxel spectroscopic inver-
sion recovery (T IR1 ) to the values obtained by the B
+
1 mapping sequence (T
B1
1 ).
The error of the spectroscopic measurement was determined by the resolution of
the stepping of the inversion time. The error of the TB11 values has been determined
by the standard deviation of all pixels located entirely inside the compartment.
Element nr. 1 2 3 4 5 6 7 8
Attenuation [dB] -15 -2 0 -4 -15 -16 -8 -16
Phase [◦] 15 0 0 0 -15 180 0 180
Table 4.2: RF shim parameters used for the experiment depicted in Fig. 4.5.
The phases and attenuation coefficients are denoted relative to the quadrature
excitation current.
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5.1 Introduction
In traditional MRI, RF pulses with spatial selectivity in multiple dimensions [1, 2]
are primarily used for volume-selective spin manipulations. In high-field MRI such
pulses can also serve to compensate for increased non-uniformity of the RF fields
produced by the transmit probe. However, their practical application is generally
hampered by long pulse durations.
To accelerate multiple-dimensionally selective RF pulses parallel excitation
with multiple transmitters (Transmit SENSE, [3, 4, 5]) has recently been intro-
duced, following a close analogy with parallel imaging techniques. Several means
of calculating accelerated multiple-channel pulses have been presented, e.g. in
[3, 4, 6], building upon the analogies between signal reception and low-flip-angle
excitation as well as that between noise in receive signals and power deposition
in the transmit mode. It has been noticed that with excessive pulse acceleration
the power dissipated in the tissue (specific absorption rate, SAR) tends to increase
disproportionately in a way similar to noise amplification in the receive case [7].
Similar to ill-posed image reconstruction, this problem has been addressed by reg-
ularizing the matrix inversion involved in the pulse calculation [3, 8, 6]. Such
regularization reduces the SAR and transmitter power levels at the expense of
pulse profile fidelity.
These developments highlight the close conceptual similarity of spatially se-
lective spin excitation and spatially resolved spin detection [9]. However, there
are also important differences between the two perspectives, prompting rather dif-
ferent criteria for power and noise control in RF pulse optimization and image
reconstruction, respectively. In image reconstruction, minimizing the noise level
in the resulting image is a goal that competes with that of maximizing the fidelity
of reconstructing the spin signal. As a consequence it can be rational, for instance,
to tolerate stronger noise if this mitigates even stronger artefacts. By contrast, in
RF pulse design the SAR as well as the average and the peak transmitter powers
are subject to hard regulatory [10] and technical limits that cannot be violated
in a trade-off for profile quality. Furthermore, in reconstructing an image value
it is only the net noise variance that is relevant, while it does not matter how
the noise is composed from different origins in the sample and apparatus. This,
too, is different in RF pulse design, where it does matter how dissipated power
is spatially distributed. SAR limits must be kept in every part of the body inde-
pendently [11] and may vary between different anatomies. These considerations
illustrate that RF pulse design is a different and arguably harder problem than
image reconstruction since it involves a larger number of design criteria of which
the majority must not be optimized but rather kept within given constraints.
It has been shown that multiple power and SAR constraints can be jointly
fulfilled by sufficiently strong regularization [3, 4, 6], which however will generally
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fail to yield the bestpulse profile that is compatible with these constraints. In
principle, this problem could be addressed by incorporating a separate regulariza-
tion parameter for each constraint and searching for the optimal parameter set [8].
However, the latter would be extremely numerically demanding, which conflicts
with the need to construct multiple-channel RF pulses on demand during imaging
sessions.
In view of these difficulties the present work proposes an alternative design
approach that uses semi-definite programming (SDP) for optimizing pulse pro-
files under multiple strict constraints [12]. Within viable computation times it
permits the calculation of optimal multiple-channel RF pulses that comply with
given global and local SAR limits as well as upper bounds for peak and average
transmitter power.
5.2 Theory
RF pulses are usually designed by inverting the Bloch equations for a given target
nutation pattern. The small-flip-angle approximation derived in Eq. 3.48 accord-
ing to Ref. [1] linearizes these equations, permitting the design of spatially and
spectrally selective pulses by linear inversion. It has been shown [4, 13] that this
approach can be readily extended to multiple-channel transmission. Let a multiple-
channel RF pulse be given by the complex-valued voltage waveforms vc(t) used to
drive the ports of an array of nc transmitter elements. Then the small-flip-angle























where ~r denotes position in space, t is time, T0 is the total pulse duration, γ (≈
267.5 · 106 rad/T·s for protons) is the gyromagnetic ratio of the nucleus of interest,
ω0(~r) = γ∆B0(~r) is the local off-resonance frequency, T ∗2 (~r) is the macroscopic
transverse relaxation time, and Bc1(~r) is the voltage-normalized B
+
1 field of coil
c. More precisely, Bc1 is understood to be the B
+
1 that results from driving the
port to which coil c is connected. It thus includes any potential field contributions
generated by other transmitter elements to which this coil may be coupled. The
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amplifier outputs are assumed to be protected by circulators with dump loads
that absorb any power that is reflected by unmatched ports or otherwise scattered
through the array. On this basis the amplifiers can be regarded as mutually isolated
and as producing exclusively forward waveforms vc(t). The k-space trajectory
~k(t) describes Fourier encoding performed by concurrent gradient fields with time
course ~G(t). A more accurate forward model is given in Appendix 5.7.1 taking the
limited bandwidth of the gradient waveforms into account. The nominal resolution
of the Fourier encoding is given by the maximum extent of the trajectory, kmax.
The undersampling factor R is given by the maximum extent of the requested field
of excitation, FOX , and the maximum sampling spacing ∆k that the trajectory





For a given body region Ωp ⊂ R3 the average SAR1 of the RF pulse is given by






























where ~Ec(~r) denotes the voltage-normalized electric field phasor produced by driv-
ing port c, σ(~r) and ρ(~r) denote electric conductivity and mass density, respec-
tively, Vp is the volume of Ωp and the asterisk indicates the complex conjugate.
The average and instantaneous forward power delivered to port c, P avec and P instc (t),






v∗c (t)vc(t) dt ≤ P̂ avec (5.5)
P instc (t) =
1
2Zc
v∗c (t)vc(t) ≤ P̂ peakc (5.6)
with the upper limits P̂ avec , P̂ peakc , which may be of technical nature or imposed by
safety considerations.
1The exact calculation of the SAR from electromagnetic fields and material properties and
the specification of the control volumes Ωp may vary between different safety standards and
protocols. However, the resulting SAR value will generally depend quadratically on the driving
voltages, permitting any definition of the local and global SAR to be incorporated in the presented
analysis.
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To facilitate numerical pulse calculation the problem is discretized equidistantly
in time, tj = (j − 1) · ∆t, j = 1 . . . nt, and along a Cartesian grid in space,
~rq, q = 1 . . . nq, prompting the vector definitions
v(c,j) = vc(tj) (5.7)
mq = Mxy(~rq, T0)/M0(~rq) (5.8)
where the double index of v indicates concatenation of all voltage values in a single
vector. The sampling interval ∆t must be small enough to capture all of the spin




where rmax denotes the largest distance from the isocenter that occurs within the
sample. If short enough the pulse dwell time of the MR system used is a conve-
nient choice for ∆t. The spatial discretization must likewise be sufficiently fine to
resolve all of the relevant structure of Mxy as well as Bc1, ω0 and T ∗2 . It should
usually be finer than the nominal resolution of the Fourier encoding (kmax∆x pi)
to account for subtle excitation effects such as Gibbs ringing.
After discretization, Eq. 5.1 can be rewritten in matrix-vector form with the














The discretization step also simplifies the notation of the SAR and power criteria



























~E∗c′(~r) · ~Ec′′(~r) dV (5.14)
where δ denotes the Kronecker delta and the superscript H indicates the complex
conjugate transpose.
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In summary, the problem of linear pulse design can be stated as follows: For
a given k-space trajectory find those pulse waveforms vopt within all of the SAR





such that SARp = vHΨpv ≤ ̂SARp ∀p
P avec = v
HΦavec v ≤ P̂ avec ∀c
P instc,j = v
HΦinstc,j v ≤ P̂ peakc ∀c, j.
(5.15)
Here the matrix W serves to introduce spatial weighting of deviations from mdes
to express potentially varying importance of profile fidelity [6]. Most typically it
is used to mask out regions outside the sample. The concept of SDP, which will
be used in the following, is compatible with any choice of norm for measuring
the weighted profile deviation. For the present work the `2-norm was chosen for
two reasons. Firstly, it is arguably the most canonical option because it measures
error power. Secondly, as detailed later on it permits numerical simplifications
that greatly reduce the complexity of the optimization, which is essential to keep
computation times in a feasible range for online pulse design.
It is noteworthy that the optimization problem (5.15) can be equivalently for-
mulated as an unconstrained minimum-norm problem with suitable multiple-term
regularization, using Lagrange multipliers as detailed in 5.7.3. However, such an
approach only shifts the main difficulty from optimizing the RF pulse itself to
optimizing the potentially numerous regularization parameters, which is a notori-
ously difficult task. Many ways of choosing regularization parameters have been
developed [14, 15] but all of them work efficiently only for a small number of con-
straints and inflict a large number of matrix inversions. As a consequence the
regularization parameters are often chosen heuristically, which however does not
yield optimal solutions.
5.3 Methods
5.3.1 Constrained optimization and reduction of its com-
plexity
According to Eq. 5.15 optimal pulse design amounts to minimizing a quadratic
cost functional within quadratic constraints that define a convex search space
because the SAR and power matrices are all positive (semi-)definite. In convex
optimization theory problems of this kind are known as semi-definite programmes
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and a range of efficient strategies exist for solving them. Since the specific problem
considered here exhibits only quadratic constraints it can even be addressed by the
particularly efficient method of second-order cone programming (SOCP) [16, 17,
18, 19]. With this approach a global optimum, if it exists, is safely found within
well-defined numerical error bounds. This is a key advantage over general non-
linear optimization, in which global optimality is often not guaranteed.
The amount of computation required for solving the SOCP given by Eq. 5.15
depends strongly on the number of dimensions of the search space, which is given
by the length of v and thus very large to begin with. For more efficient computa-
tion we propose a two-stage algorithm in which the dimensionality of the search
space is first reduced by least-squares projection as described in Refs. [17, 20].
The basic idea of this approach is to find a small set of k  nc nt basis vectors
spanning a reduced search space that still contains a very good approximation of
the global optimum. The calculation of the reduced basis is described below (Eqs.
[5.16-5.18]), leading to the reformulation of the optimization problem in reduced
dimensions (Eq. [5.19]). The dimension reduction greatly speeds up the repeated
evaluation of the cost functional and of the constrained power and SAR terms (Eq.
[5.20]), permitting more efficient solution of the SDP in the second step.
Least-squares projection as described in Ref. [17] requires certain assumptions
that cannot be strictly ensured for the most general pulse design tasks. However,
they hold if the problem is overdetermined and if the sum of all power and SAR
matrices is positive definite. In typical practical situations these requirements are
fulfilled. Overdetermination results automatically when defining the target profile
at sufficiently high resolution. Positive-definiteness is reached when for every non-
zero pulse at least one of the constrained SAR and power terms is positive. This
is ensured, for instance, by including constraints on the peak or average power of
each channel. Building on these prerequisites, in the present work a reduced basis
is found by least-squares projection with the Lanczos algorithm [20, 21]. To this
end the cost functional to be minimized (5.15) is expanded according to
φ(v) :=‖W(Tv −mdes)‖22
=vHTHWHWTv −mHdesWHWTv
− vHTHWHWmdes + mHdesWHWmdess
(5.16)
Lanczos tridiagonalization is performed on the leading quadratic form A :=
THWHWT with the target vector THWHWmdes and starting vector 0 such that
only basis vectors in the preimage of the target vector are found by the iteration.
The underlying iterative procedure is described more closely in the subsequent sec-
tion. After k iterations it yields a tridiagonal k× k matrix ∆k2 and an (ncnt)× k
2This symbol was chosen to keep the notation consistent with the literature and is not to be
confused with the k-space sampling distance ∆k.
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matrix Qk whose unitary column vectors are the so-called Lanczos vectors. The
eigenvalues of ∆k approximate the k eigenvalues of A whose eigenvectors con-
tribute the most to the target vector (see App. 5.7.2). Correspondingly, the first
k Lanczos vectors form a reduced basis as desired, i.e., one in which the cost func-
tional φ(v) can be well approximated. For A, ∆k and Qk the following relation
holds:
AQk = Qk∆k + rke
H
k (5.17)
where rk denotes the residual of the Lanczos iteration and ek is the kth canonical
unit vector in Ck.
The approximation is used by substituting v = Qky in Eq. 5.16, with y denot-
ing the RF pulse waveform in the reduced basis. Using the Cholesky decomposition
∆k = L
H
k Lk the cost functional can be rewritten for the reduced basis as:
φ(Qky) =y
HLHk Lky − yHQHk THWHWmdes −mHdesWHWTQky
− β20eH1 L−1k (L−1k )He1 + β20eH1 L−1k (L−1k )He1 + β20
=‖Lky − β0(L−1k )He1‖22 − β20eH1 L−1k (L−1k )He1 + β20
(5.18)
where β0 = ‖Wmdes‖2. Here it has been exploited that the columns of Qk are or-
thonormal and that QHk THWHWmdes = e1β0 because THWHWmdes is the first
Lanczos vector and hence orthogonal to all other columns of Qk. Further simpli-
fication can be achieved by defining eL := (L−1k )
He1 and dropping the constant




such that SARp = yH(QHk Ψ
pQk)y ≤ ̂SARp ∀p
P avec = y
H(QHk Φ
ave
c Qk)y ≤ P̂ avec ∀c
P instc,j = y
H(QHk Φ
inst
c,j Qk)y ≤ P̂ peakc ∀c, j.
(5.19)
It is important to note that despite the approximation involved the values of
the power criteria are still exact for the RF pulse represented by y, ensuring
that the constraints are still strictly obeyed. The matrix multiplications between
Qk and the power matrices Φ and Ψ need to be performed only once after the
tridiagonalization. The SAR and average power matrices exhibit block-diagonal
structure, which can be exploited to accelerate the matrix multiplications as shown



















where the computationally expensive calculation of κl,l
′
c,c′ needs to be performed
only once to represent all these power matrices in the new basis.
Using the reduced-dimensional power matrices and provided sufficiently small
k the remaining optimization problem (5.19) can be solved fast, using a variety
of established solvers. The solver used in this work was SDPT3 [22], which was
interfaced by YALMIP [23].
5.3.2 Lanczos iteration
The Lanczos algorithm is widely used to solve large, sparse, symmetric eigen-
value problems. One key advantage of this algorithm over other methods, e.g.,
the Householder algorithm, is that it does not generate any large matrices. The
Lanczos algorithm is closely related to the method of conjugate gradients, which
has been used in MRI reconstruction [24, 25, 26, 27, 28] as well as RF pulse design
[29, 30]. Both kinds of algorithms belong to the family of Krylov space based
methods and share beneficial convergence and recovery properties [31]. Details
of the specific Lanczos algorithm used in the present work are provided in the
Appendix (5.7.2).
The computationally most expensive step within the Lanczos iteration is mul-
tiplying the matrices T, TH with temporary vectors. It is performed by gridding
and Fast Fourier Transform [25, 30] (Fig. 5.1), using a Kaiser-Bessel convolution
kernel [32, 33]. The static frequency offsets ω0(~r) were incorporated by multiple-
frequency interpolation (MFI) [34, 26, 35]. The MFI module was expanded to also
account for T ∗2 decay by adding a corresponding imaginary part to the local fre-
quency offset [36]. The modulation and demodulation frequencies ωµ (1 ≤ µ ≤ Lω)
of the MFI were chosen as described in Ref. [34] and maps of the spatially varying
interpolation coefficients c(ω)µ,q were calculated by least-squares fitting. The number
of support values for T ∗2 interpolation, LT2 , was chosen such as to limit the inter-
polation error  in the transverse magnetization at the end of the pulse to a given
maximum max. Based on the strongest and weakest relaxations that occur in the
sample, αmin = e−T0/T
min
2 , αmax = e−T0/T
max
2 , it was determined as:
 ≤ (αmax − αmin)
LT2






The support values Tη (1 ≤ η ≤ LT2), were then calculated such as to obtain
equidistant relaxation factors:
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Figure 5.1: Fast multiplication of the matrices WT and THWH with temporary
vectors. FT/IFT denote forward and reverse non-Cartesian Fourier transform
based on gridding. Mod/Demod and MFI denote the temporal modulations and
multiplications by coefficient maps that are involved in multiple-frequency inter-
polation for off-resonance and T ∗2 correction.
The corresponding coefficient maps c(T2)η,q were obtained by next-neighbor in-
terpolation. Finally, MFI modulation and demodulation as well as the coefficient





)(tj−T0), Demod(µ,η),j = Mod∗(µ,η),j




Jointly these methods permit the numerically efficient procedural approximation
of the matrix-vector multiplications involving T, TH . Multiplication with W and




The proposed pulse design strategy was explored in numerical simulations. The k-
space trajectory for all pulse designs was a 5ms 3-turn constant-density outside-in
spiral with kmax = 16piFOX and undersampling by a factor of R ≈ 2.7 (Fig. 5.2). The
maximum gradient strength applied during the trajectory was below 10mT/m and
the maximum gradient slew rate used was 85mT/ms m. The FOX had a size of 0.2 m
and a 64×64 Cartesian grid was used for spatial discretization, corresponding to 4-
fold oversampling with respect to the Fourier encoding. The desired magnetization
pattern was a flat square at the center of the FOX with a flip angle of 0.2 rad. The
sampling interval of the temporal discretization was 6.4µs. Unless stated otherwise






















Figure 5.2: a) k-space trajectory used for numer-
ical experiments. The extent of the trajectory in
k-space was chosen according to a resolution of
FOX /16. b) Desired excitation pattern (mdes).
c) T ∗2 map and d) off-resonance distribution.
The modeled transmitter
was an 8-channel stripline ar-
ray dimensioned for the human
head and loaded by a homo-
geneous sphere with a diame-
ter of 20 cm, dielectric proper-
ties similar to those of brain
tissue (εr = 52, µr = 1, σ =
0.55 S/m), and mass density of
ρ = 960 Kg/m3 (Fig. 5.3). The
weighting matrix W was diag-
onal with unit diagonal entries
for positions inside the sphere
and zeros otherwise. The ar-
ray’s RF fields at the Larmor
frequency were calculated with
the Finite Integration Tech-
nique (FIT) detailed in Ref.
[37], driving one port at a time
while terminating all others with matched loads. The relevant right-hand circu-
larly polarized RF magnetic field (B+1 ) inside the object was then calculated for










To demonstrate the ability to control both global and local power deposition,
SAR constraints were set for three different compartments of the phantom. Ω1
encompassed the entire sphere, giving rise to a total SAR constraint. Ω2 was
a (40 × 40 × 40) mm3 cube close to the first array element. The SAR induced
100 CHAPTER 5. CONSTRAINED PULSE DESIGN
in this volume is expected to depend mainly on the power supplied to channel
1. Ω3 was a (60 × 50 × 40) mm3 cuboid close to elements 5 and 6 (Fig. 5.3b).
The power matrices Ψp of these three compartments are plotted in Fig. 5.3. The
actual excitation profiles of resulting pulse waveforms were calculated by forward
integration of the Bloch equations, performing recursive hard-pulse rotations with
a dwell time of 6.4µs. All calculations were carried out using Matlab R© (The
Mathworks, Natick, Massachusetts) on a standard PC (Pentium4, 3GHz, 2GB
RAM).
5.4 Numerical experiments and results
5.4.1 Convergence of the Lanczos algorithm
A first validation experiment served to study the role of the number k of Lanczos
iterations, which is equal to the number of dimensions of the reduced search space
for pulse optimization. The Lanczos algorithm was carried out for the pulse design
task described in the previous section, performing a total of 500 iterations. After
each iteration the current Lanczos basis was used to perform a constrained pulse
design with the total SAR limited to a maximum of 1W/Kg. For comparison, a sec-
ond pulse was constructed using the same basis but without the SAR constraint,
i.e., by direct inversion of ∆k. For both pulses the resulting deviation from the tar-
get profile was determined within the linear model, where it is given by
√
φ(v), as
well as based on the actual pulse profile obtained by Bloch integration. In addition
the conditioning of the reduced design problem was monitored by determining the






The results of this study are shown in Fig. 5.4. The first plot illustrates that
the largest eigenvalue is found early while gradually smaller eigenvalues occur dur-
ing the iteration and cause the conditioning to deteriorate. The profile quality
improves rapidly during early iterations and converges quickly as indicated by
the error measures in the second plot. The unconstrained pulses reach somewhat
higher profile fidelity than their constrained counterparts. However, this improve-
ment comes at the expense of gradually increasing and eventually very high SAR,
which reflects deteriorating conditioning. Interestingly, the corresponding increase
in power of the unconstrained pulses also causes the actual profile error to di-
verge while the error measure φ(v) of the linear picture converges as expected.
This is due to increasing violation of the small-flip-angle approximation as ever
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Figure 5.3: Setup and RF fields: a) Simulated 8-channel transmitter array and
phantom. b) Electric RF field (magnitude) generated in the center of the phantom
by quadrature operation. c) B+1 (magnitude) obtained by driving only port 1. Both
field plots are scaled to 1W forward power per channel. d) Resulting SAR matrices
(Ψ1,Ψ2,Ψ3) for the entire sphere and the two sub-regions marked in b).
larger nutations occur during the pulses. As intended, the SAR of the constrained
pulses remains within the prescribed limit and constant once the limit is reached.
Correspondingly, the actual profile error converges and the SAR limit and the
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eventual profile quality are reached fast, indicating that relatively few iterations
are sufficient. For the typical case studied here, both measures of profile error
remain practically constant after about 20 iterations. On this basis the number of
iterations was fixed at k = 50 for the rest of this work.




















Nr. of iterations Nr. of iterations
RMSE and SAR vs. Nr. iterations
RMSE Bloch
Figure 5.4: a) Eigenvalues and condition number of the tridiagonal matrix ∆k cal-
culated by Lanczos iteration. b) After each iteration pulses were constructed with
constraints (red) and without constraints (blue). The graphs show the resulting
remaining error in Eq. 5.15 (
√
φ), the root-mean-square error (RMSE) of the pulse
profile according to Bloch simulation (RMSE Bloch) and the implied total SAR.
Note the use of arbitrary units for better visualization.
A second set of test examples served to confirm the ability to account for
local resonance offsets and T ∗2 decay in the proposed design procedure. Sim-
ple, schematic B0 and T ∗2 distributions were used for the demonstration purpose
(Fig. 5.2). Bloch integration was first used to study how the profile of an uncon-
strained pulse is affected by these B0 and T ∗2 distributions when ignoring them at
the design stage. Then the pulse design was repeated with either or both of the
error mechanisms incorporated and Bloch integration was again used to determine
the resulting pulse profiles. In the design of the corrected pulses the SAR in all
three compartments Ω1,Ω2,Ω3 was constrained to the levels previously obtained
without the corrections. The resulting pulse profiles are shown in Fig. 5.5. They
illustrate that fast T ∗2 decay results in a lack of transverse magnetization at the
end of the pulse and slight loss of edge definition, both of which were largely com-
pensated for by the T ∗2 -corrected design (Fig. 5.5b). Substantial profile distortion
due to B0 inhomogeneity was successfully corrected by including MFI in the design
algorithm (Fig. 5.5c). The minor reduction in overall flip angle in this example
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likely reflects a trade-off between profile shape and amplitude, which was indirectly
imposed by the SAR constraint. Finally, the simultaneous correction of both error
mechanisms was equally effective (Fig. 5.5d).






Figure 5.5: a) Excitation profile produced by a pulse obtained after 50 Lanczos it-
erations. The profile was then perturbed by the effects of T ∗2 (b), off-resonance (c)
or both (d) as specified in Fig. 5.2. Incorporating these effects in the pulse design
resulted in the corrected profiles shown in the bottom row.
5.4.2 Control of SAR and amplifier power
The main advantage of the presented optimization strategy is the ability to ex-
ert direct control over the SAR in multiple compartments and safely stay within
amplifier limits without having to choose any regularization parameters. These
benefits are demonstrated in the following example, assuming the SAR limits
of ̂SAR1 = 1 W/Kg, ̂SAR2 = 1 W/Kg and ̂SAR3 = 0.5 W/Kg as well as limits of
P̂ ave = 45 W and P̂ peak = 900 W for the average and peak forward power per
channel. Unconstrained pulse design using 50 iterations resulted in the amplitude
modulation waveforms given in Fig. 5.6a, which exceed the given limits in various
ways. The dashed red line in this plot indicates the point in time when any of the
SAR limits is first violated. The yellow bars highlight those parts of the individual
waveforms that exceed the limit on average forward power per channel. Vertical
red bars mark those parts of the waveforms that exceed the peak power limit.
By contrast, incorporating the various limits as constraints in the SDP approach
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yielded an actually viable set of waveforms, namely that with minimal profile er-
ror within the Lanczos basis (Fig. 5.6b). Figure 5.6c-f shows the magnitude and
phase of the corresponding transverse magnetization profiles, indicating that the
necessary power reduction comes at a relatively minor expense in profile quality in
this case. The main difference between the constrained and unconstrained pulses
is a small drawback in profile sharpness of the former, reflecting that most power
savings were realized early in the waveforms, i.e. in the k-space periphery.
The bar graph in Fig. 5.6.g details the power consumption of the two pulses in
terms of their channel-wise average and peak powers as well as their SAR values.
Each bar is scaled relative to the corresponding power limit. As indicated by arrows
the constrained pulse actually reaches the limits only for a few criteria, namely the
average forward power in channels 3 and 8 as well as the SAR in Ω3. Exhausting all
limits simultaneously apparently could not have improved the resulting excitation
profile, reflecting the fact that the power criteria are not entirely independent.
The computation time required by the proposed method consists of two main
contributions. The first part, i.e., the Lanczos iteration, is dominated by gridding
and FFT operations whose computational cost varies greatly with the pulse du-
ration, the temporal and spatial discretization, and the extent of the MFI. For
the shown examples the Lanczos decomposition with 50 iterations took about 2 s
for uncorrected pulses and up to 10 s when incorporating the B0 and T ∗2 maps.
The time required for the second step, i.e., solving the resulting SDP, depends
mainly on the number of constraints applied. With all SAR and average power
constraints included it took less than 1 s to cast the problem to the solver plus
about 0.5 s of actual solver time. Constraining the peak power is more demanding
as it requires separate constraints for each time point. Doing so increased the time
for casting the problem to the solver to roughly 2min along with about 30 s of
solver time. These values can certainly be reduced with enhanced CPU power and
more refined implementation. For instance, the process of casting the SDP to the
solver still contains a number of generic validation and transformation steps that
could readily be eliminated.
5.5 Discussion and Conclusion
The results presented in the previous section confirm the feasibility and effec-
tiveness of the proposed SDP approach to constrained multiple-channel RF pulse
design. Its foremost strength is the combination of optimality and guaranteed
feasibility of resulting pulses without requiring a costly search for suitable regular-
ization parameters. The SDP method readily accommodates an arbitrary number
of constraints, which enables simultaneous control over various power criteria, in-
cluding the local SAR in sub-volumes of the sample. It has also been shown to be
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Figure 5.6: Constrained versus unconstrained pulse design. a, b) Resulting RF
amplitude modulations for the eight channels. The red dashed line indicates the
moment in time when the unconstrained pulse first violates any of the SAR limits.
The yellow bars show those parts of the pulse that are in excess of the per-channel
average power limit, while red bars indicate excessive peak power. The constrained
pulse (b) does not exceed any of the limits. c-f) Magnitude and phase of the exci-
tation profiles obtained with these pulses. g) Power demand and SAR deposition
of the two pulses relative to the limits set. The constrained pulse is within all of
the limits, exhausting three of them (arrows).
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compatible with enhanced models of the magnetization dynamics. In particular,
local off-resonance and T ∗2 decay have successfully been compensated for, which
may prove useful especially at high static magnetic field.
The proposed two-step strategy consisting of initial dimension reduction and
then solving a relatively small SDP renders constrained pulse optimization nu-
merically viable. In principle, it can be applied to every constrained convex pulse
optimization with a quadratic target functional. For example, alternatively to the
present implementation a SAR criterion could form the optimization target and
strict limits on profile errors could be set as constraints. In such an approach the
profile error could be measured with alternative norms such as the `1 or maxi-
mum norms, leading to problems that can still be solved efficiently with SOCP
algorithms as shown in Ref. [16]. As demonstrated in this work, the proposed
strategy is readily applicable for strongly overdetermined pulse design tasks and is
thus expected to work well for sparse 3D k-space trajectories [38]. It has already
proven useful for optimizing the spectral-spatial response of RF pulses, which can
be used to enhance their bandwidth as shown in Ref. [39]. Constrained pulse op-
timization as described here could also be used to replace regularized inversion in
magnitude-least-squares pulse design [40].
Within the scope of the presented performance tests the proposed combination
of algorithms has proven numerically robust and efficient, optimizing, e.g., a typical
2D selective pulse in a few seconds unless peak power needs to be constrained. At
this speed it will be suitable for ad-hoc pulse calculations during scanning sessions.
Notwithstanding, it is an open question how many different SAR compartments
need to be considered for ensuring the safety of a given in-vivo application. While
this number could be substantial it would not necessarily result in a massive in-
crease in computation time because some constraints will always be implied by
other, effectively harder ones, focusing the bulk of the SDP computation on a
limited number of critical constraints. Clearly, it remains a general and major
challenge to suitably measure, model, or estimate the RF magnetic and electric
fields of the transmitter elements as well as the material properties that enter the
pulse optimization. At least the power matrix corresponding to the global SAR
can be estimated quite reliably based on properties of the RF chain and the coil
array (see 5.7.4).
Finally, it is noteworthy that the prerequisite of small flip angles can be relaxed
under certain conditions that ensure linear pulse superposition also at large flip
angles [2]. Based on this principle, which implies certain restrictions on k-space
trajectories, constrained pulse design can equally be extended to large angles [41].
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5.6 Spectral-Spatial Pulse Design for multiple-channel
RF Transmission
5.6.1 Theory and Methods
A major remaining problem is the small bandwidth of such localized pulses. Small
off-resonances - either induced by B0 inhomogeneities or spectroscopic frequency
shift - deteriorate the produced magnetization profile. Especially on ultra-high
field systems (> 4 T) the off-resonances are increased as well as the frequency
offset induced by chemical shifts and weak couplings. It is therefore important to
have explicit control of the bandwidth of multiple-channel transmission pulses in
either application, imaging and spectroscopy.
Strictly speaking, the reason for the frequency offset found in traditional imag-
ing and spectroscopy do not have the same cause. In imaging, the off-resonance is
mainly attributed to local differences of the main magnetic field within the sample
stemming most prominently from the non-uniform distribution of susceptible ma-
terials in the sample but also to a minor extent from non-uniformities of the main
magnet. On the contrary, the volume of a localized spectroscopic experiment has
to be well shimmed to much higher degree (in the range of a few Hz) and there-
fore the frequency offset can be in a first order approximation attributed to slight
variations ∆γ of the gyromagnetic ratio due to chemical shift or couplings among
the spins. Considering the effect of variation in γ and B0 on the phase term of the
produced magnetization in Eq. 5.1, we see:








(γB0 + ∆γB0 + ∆γ∆B0) (t− T0) . (5.27)
Since the fraction of chemical shift (∆γ
γ
) induced changes in the gyromagnetic ratios
is in the ppm range for the most in-vivo relevant compounds and nuclei, the effec-
tive k-space trajectory is almost equal among the different isochromats. The rest of
the phase terms act in an equivalent manner as a simple B0 off-resonance. There-
fore, designing broadband multidimensional pulses for spectroscopy and imaging
attributes to the same rules. However, it has to be mentioned, that this consider-
ation stays only true, as long as the nutation behavior of the spin coupling does
not become relevant.
Spectral-spatial pulse design has been introduced to MRI by Meyer et al. [42].
It was shown that the design rules for low flip angle pulses can be expanded to the
spectral dimension by adding a virtual gradient, along which the desired spectral
response can be defined analogously to the spatial case.
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Figure 5.7: Graphical example
of 2D spatial pulse design (up-
per half) that is expanded to




























The virtual gradient strength Gf was chosen according to the FOV given and
the bandwidth (BW ) of the desired magnetization profile mdes(~r, f):
BW = max(f)−min(f) (5.28)
Gf =
BW
γ · FOV (5.29)
kf (t) =γGf (t− T0
2
). (5.30)
The frequency component of the k-space trajectory was centered around the origin
of the k-space in order to allow for a self refocused spectral response. In this work,
the algorithm presented above was expanded to solve the spectral-spatial prob-
lem by adding the spectral dimension to the gridding engine. This way, the fast
gridding Fourier transform can be employed, which allows for solving large scale
problems numerically efficiently. Since the inverse problem to be solved is heavily
overdetermined, the regularization of the inversion has crucial importance to keep
the resulting pulses executable on the system. Under these circumstances, the cal-
culated solution depends strongly on the chosen regularization which renders the
adjustment of the regularization parameters for optimal performance a hard task.
Constraining the power and SAR consumption of the pulses inherently yields well
behaved solutions and is therefore considered to be an effective approach to solve
the inverse problems posed by such a overdetermined spectral-spatial pulse design
approach. In [43], the spectral response was incorporated in the forward model by
allotting several different off-resonance terms (B0 in Eq. 5.1) to each voxel. This
approach exhibits of course great flexibility in choosing spectral sampling points,
but for large spectral-spatial resolutions it becomes numerically very expensive to
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treat the problem in such an explicit manner preventing numerically efficient fast
Fourier approaches from being applied also in the spectral dimension.
In order to reach the needed bandwidth of most spectroscopical applications
of around 1 kHz, parallel transmission can be of great help. The mere shorting
of the spatial encoding renders an increase in bandwidth. Beyond that, the pulse
is expected to offer further optimization potential by the additional degrees of
freedom offered by parallel transmission, especially when the acceleration as such
is not pushed to the limits of the spatial RF encoding as such. Further increase in
spectral selectivity can be achieved, by investing the time gained by acceleration
in spectral encoding. By repeatedly sampling the spatial k-subspace, a more dense
sampling of the spectral dimension can be achieved. This is especially desired, since
the parallel transmission does not provide any encoding in the spectral dimension
per se.
5.6.2 Experiments and Results
Two examples have been calculated and simulated using the same setup and system
parameters as above. Both pulses were targeted to have constant spectral response
and to spatially localize the excitation in a square as shown before. The pulses
were calculated using the same power and SAR limitations as the pulses, that were
calculated without taking the spectral response into consideration for comparison.
In the first example, the spatial part of the k-space was 2 fold undersampled by a
2.6ms constant density outside-in spiral and a bandwidth of 500Hz was targeted.
In a second experiment, a 3 fold accelerated spiral was used to target a bandwidth
of 1 kHz which would allow to encompass water/fat frequency separation as well as
the spread of most metabolites of interest in MR spectroscopy at 7T. This pulse
is compared to a pulse designed without regards to the spectral response. A third
pulse was then constructed on a trajectory that is rehearsing the gradient waveform
of the spiral three times, from which the second repetition had a reversed gradient
waveform. By this, the pulse has the same duration as non accelerated spatially
selective pulse, but it exploits the freedom given by the spatial diversity of the
array channels to optimize the spectral response. The results of these experiments
can be seen in Fig. 5.8. It can be seen, that under the given circumstances, the
bandwidth of moderately accelerated pulses can be more than doubled with only
moderately sacrificed spatial performance. However, the needed 1 kHz bandwidth
can be achieved by employing an actual spectral-spatial k-space sampling pattern.
However, time penalties due to spectral encoding can be compensated by the
acceleration of the spatial encoding by parallel transmission.
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Figure 5.8: Examples of spectral-spatial pulses. a) shows the results the 2 fold
accelerated pulses targeting a bandwidth of 500Hz (1) and without spectral con-
siderations (2). Both pulses were constrained to the same amount of total power.
b) shows the results for a 3 fold undersampling over a total bandwidth of 1 kHz.
1) shows the performance of a spectral-spatially designed pulse on one single spi-
ral. 2) was a spatial only design on the same trajectory whereas 3) results from a
spectral-spatial pulse designed on 3 repetitions of the same spiral as above. Plot c)
shows the voltages feed to coil 1 for generating the magnetization profiles plotted
in b) where the blue line corresponds to 2) and the red to 3).
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5.7 Appendix
5.7.1 Discretization of SFA
The input to the RF-amplifier and the gradient system is given for a dwell time
of ∆t. The played RF waveform can be considered as constant within this time,
since its bandwidth is mainly given by the quality factor Q of the coils, which










This is a difference to the receive case, where the output bandwidth of the spec-
trometer is adapted to the scan. If this choice was made appropriately, the data
can be represented as points in the k-space. However, technically the dwell time
during transmission is on most system fixed and in most cases significantly longer
than in reception compared to the needed bandwidth. In many cases this differ-
ence may be considered as factoide but e.g. using cartesian trajectories this can
get some relevance and producing a visible amount of aliasing.
In general, the gradient waveforms ~G(t) should be approximated more smoothly
than in the hard pulse approximation, since their bandwidth is much smaller (due
to the high inductances involved in the gradient system). They should therefore
















Whereas t′ = tj+1 − t and ~G0, ~G1 denote the constant and the linear coefficient
of the gradient channel-wise linear time interpolation of the gradient waveform in
the jth dwell. Inserting this into Eq. 5.1 (neglecting off-resonance and T ∗2 decay for
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Since the quadratic phase can not be expressed analytically, we make an average
phase approximation assuming the quadratic term adds only a small constant
phase to the integrand, but does not change its amplitude. The average phase
within a time dwell is − (∆t)2
6




















































Equation 5.34 is the generalized forward model for transmission with smooth gra-
dient waveforms and RF waveforms approximated by square pulses. The k-space










averaging between the k-space position of two consecutive dwell times occurs due
to the definition of the time of the dwell at its beginning. The term O(∆t2) takes
the change of the gradient field within the dwell into account. If we choose the













· rmax∆t pi (5.35)
i.e. the sinc function can be approximated as constant 1 over the entire FOX. It
should be mentioned that the dwell time of the system should be kept short enough
to satisfy this condition, otherwise artifacts of the dwelling will appear inside the
FOX. With this approximation, the transmit matrix T linking the voltage vector













v(1 : nc · nt) = 0; β0 = ‖w‖2; j = 0; w = w/β0
Iteration
while j < k
if j 6= 0
temp = w; w = v/βj; v = −βj temp
end if
v = v + T˜H(WHWT˜ (w))
j = j + 1; αj = w
Hv; v = v − αjw
reorthogonalization
for l = 1 : (j − 1)
v = v − vHQk(1:nc·nt,l)
Qk(1:nc·nt,l)HQk(1:nc·nt,l) ·Qk(1 : nc · nt, l)
end for
βj = ‖v‖2; Qk(1 : nc · nt, j) = w
end while
As mentioned in Ref. [44], loss of orthogonality among the search directions often
limits the performance of the Lanczos algorithm. Therefore, a reorthogonalization
step was introduced that improves the algorithm’s convergence and ensures the
unitarity of the Lanczos vectors, which can be exploited in Eq. 5.20. Reorthogo-
nalization also suppresses so-called ghosting of the eigenvalues in ∆k, which would
otherwise increase the apparent number of significant eigenvectors, slowing down
the subsequent optimization.
The result of the algorithm is given by the column-wise unitary ((nc · nt)× k)




α1 β1 0 · · · 0
β1 α2
. . . ...
0
. . . . . . . . . 0
... . . . . . . βk−1
0 · · · 0 βk−1 αk
 (5.37)
An advantage of Krylov space based methods such as Lanczos iteration is their
inherent efficient choice of search directions. In contrast to singular value decom-
position (SVD) methods an early-stopped Lanczos algorithm yields a basis that is
tailored to the target vector (in our case THWHWmdes). As Refs. [20, 31] show
the k-th step of the Lanczos method solving b = Ax aims to find the k-th order
polynomial ζ(A) ∈ Πk such that the norm of the initial residual r0 = b (since
x0 = 0) is minimized. The resulting regularization behavior can be studied by
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considering the diagonal form of A = UΛUH with Λ = diag(. . . , λi, . . .) contain-
ing its eigenvalues and the unitary matrix U containing its eigenvectors ui. The
norm of the remainder rk = b−Axk after the k-th step can then be analyzed as
follows:














where it has been used that the positive-definite matrix A induces a norm denoted
as ‖ ‖A. This shows how the scalar product (r0 · ui) between the first residual
and the eigenvectors determines, together with the eigenvalues, in which order
the Lanczos vectors are chosen. In this fashion the resulting reduced basis is
effectively tailored to the target vector b = r0. For truncated SVD only the matrix
A is considered and singular values are involved based on their magnitude but
irrespective of how the corresponding singular vectors relate to the given residual.
This approach may worsen the overall conditioning of the problem and could result
in the need to construct relatively large reduced bases as has been reported in
Ref. [45] for the case of multiple-channel RF pulse design.
5.7.3 Relation between regularized and constrained pulse
design
The constrained optimization problem stated in Eq. 5.15 can also be solved using









































The Lagrange approach thus amounts to regularizing the straightforward inverse
problem with a large number of regularization parameters given by the Lagrange
multipliers. Each of the regularization parameters permits controlling the cor-
responding cost term as previously pointed out in Ref. [8]. The choice of the
parameters is usually made and refined heuristically until the result is considered
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satisfactory. However, an optimal set of regularization parameters, leading to opti-
mal exploitation of the given constraints, is very costly to calculate. Nevertheless,
if the optimal solution v is known, matching values of the regularization parame-
ters can be readily identified. Assembling them in the vector λ, the minimum of
the Lagrange function is characterized by:
∂
∂vH
L = THWHWTv + Pλ−THWHmdes = 0 (5.40)
where the matrix P was defined as
P :=
(
Ψ1v, · · · ,Ψpv, · · · ,Φcv, · · · ,Φc,jv, · · · ,Φnc,ntv
)
(5.41)
Solving Eq. 5.40 for λ yields:
⇒Pλ = THWHmdes −THWHWTv (5.42)
⇒λ = P+ (THWHmdes −THWHWTv) (5.43)
where + denotes the Moore-Penrose pseudo-inverse. If P does not have full rank the
set of regularization parameters is not unique, reflecting that the underlying cost
terms are not independent. In this case the pseudo-inverse yields the matching λ
that has the smallest `2-norm, assigning zero weight to combinations of constrainst
that are not actually limiting. Therefore, solving for the optimal λ based on
a known optimal v can serve to check sets of constraints for redundancy. In
addition, optimal Lagrange multipliers, once calculated, could serve for subsequent
optimization of large-angle pulses as proposed in [46]. Furthermore, as proposed
in Ref. [17], they could be used to refine the choice of the reduced basis by
tridiagonalization of the regularized A, followed by also repeating the SDP. Such
a recursive approach could serve to minimize the size of the eventual basis.
5.7.4 Experimental determination of SAR matrices
The power matrices used for the constraints can easily be found for the forward
power (Φinstc ,Φavec ) since the load impedance Zc used in Eqs. 5.5 and 5.6 is usually
known and can also readily be measured. Determining the total and especially
the local SAR matrices (Ψp) is more challenging since the imaging volume is not
accessible for power measurements. Electromagnetic field simulations are hence
the method of choice for safety and compliance testing of multiple-channel RF
transmission [47, 48]. From simulation data the power matrices can be readily
derived as done in this work. Alternatively, the total loss of the coil array, as
calculated from the scattering matrix in Eq. 3.3, can be used as a safe upper
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bound for the total SAR. This upper bound is a good estimate of the total SAR
when losses in the sample dominate those in the coil materials and due to radiation.
Assuming that the mass density inside the body is homogeneous on a thermally
relevant scale, the total SAR matrix is obtained using the total mass of the object
mtot:




where Z0 denotes the reference impedance of the S-parameter measurement, which
needs to be accounted for because S-parameters refer to normalized power waves,
whereas the signal fed to the array was described in voltage terms in this work.
Power scattering as reflected by SHS results from imperfect matching of individual
coil ports and from coupling between transmitters. Accounting for it will improve
pulse designs that are limited by SAR constraints.
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6.1 Basic Conception and Demonstration
Uniform spatial coverage in NMR and MRI is traditionally achieved by tailoring
the reactive near field of resonant Faraday probes [1, 2, 3, 4]. This approach is
valid when the RF wavelength at the Larmor frequency is substantially larger than
the target volume, which does not hold for modern, wide-bore, high-field systems.
At the currently highest field strength that is used for human studies, 9.4 tesla
[5, 6], the resonance frequency of hydrogen nuclei reaches 400MHz, corresponding
to a wavelength in tissue on the order of 10 cm. At such short wavelengths head or
body resonators form standing-wave field patterns, which degrade MRI results by
causing regional signal losses and perturbing the contrast between different types
of tissue.
The non-uniformity of standing waves is due to the underlying electrodynamics,
which require that the magnetic field exhibit curvature according to its frequency
and the ambient material. Standing waves fulfill this condition by spatial variation
of the field magnitude (Fig. 6.1a). However the required field curvature can also
be translated, partly or wholly, into phase variation. Causing the underlying field
pattern to propagate through space such phase variation reduces the variation of
the field magnitude. Notably, the limiting case of a plane wave exhibits perfectly
uniform magnitude at any wavelength. In addition, travelling RF waves offer a
natural means of exciting and detecting NMR across large distances (Fig. 6.1b).
Despite these attractive features travelling-wave NMR has not been explored so
far. In traditional cylindrical setups the formation of travelling waves at the NMR
frequency is suppressed by structures surrounding the sample, such as gradient
coils, cryostats, and RF screens. Their conductive surfaces admit axially travelling
waves only beyond some cut-off frequency which is roughly reciprocal to the bore
width. Therefore travelling-wave NMR requires a high-field magnet that also has
a wide bore in order to bring the cut-off frequency below the NMR frequency.
To fulfill this requirement we used a cylindrical, superconducting 7.0-tesla mag-
net with a 58 cm-diameter bore lined with an RF screen (Fig.6.1c). The screen
was made from a stainless steel mesh designed to provide high conductance at
RF frequencies while blocking audio-frequency eddy currents induced by the sur-
rounding gradient coils. When enclosing only air the bore has a cut-off frequency
of 303MHz, which is still just above the proton Larmor frequency of 298MHz.
However, the frequency limit is reduced when dielectric material is brought into
the bore. Even small amounts of dielectric loading enable the formation of axially
travelling waves at the NMR frequency, effectively using the RF screen as a waveg-
uide. A human body in particular - containing large amounts of water, which is
a strong dielectric - reduces the cut-off frequency sufficiently to clearly enter the
travelling-wave regime.
NMR via such travelling waves requires a new type of probe. Instead of the
126 CHAPTER 6. TRAVELLING WAVE
Figure 6.1: Working principles of tradi-
tional and travelling-wave NMR. a) Tra-
ditional resonant probes form a standing
RF wave within the sample. Its magnetic
component B causes nutation of the nu-
clear magnetization M and governs the
probe’s receive sensitivity. b) In the novel
approach an antenna probe interacts with
the sample via a travelling wave. c) In a
wide-bore, high-field magnet such waves
can be guided by a conductive lining, per-
mitting remote NMR excitation and de-
tection with an antenna at the end of the
magnet. d) Schematic of the circularly
polarized patch antenna used for the ini-

































reactive near field of the sample a travelling-wave probe must couple to the prop-
agating modes of the waveguide. To do so it no longer needs to be close to the
sample but can be placed anywhere along the bore. Requirements of this sort are
well known in microwave engineering and can be addressed by a range of technical
solutions. For the present work the NMR probe was implemented in the form of
a circularly polarized patch antenna (Fig. 6.1d).
Using this setup the principle of travelling-wave NMR was first demonstrated
by spectroscopy of an aqueous 10% ethanol solution. Proton NMR was excited
and detected by the patch antenna, which was initially mounted at the end of the
RF screen, 70 cm from the sample. The resulting spectrum (Fig. 6.2a) shows the
expected dominant water peak as well as the methyl and methylene resonances of
the ethanol molecule. The experiment was then repeated with gradually increasing
antenna distances. As the magnified methyl triplets in Fig. 6.2b show, consistent
spectrum quality was obtained with the probe placed well outside the magnet and
a well-resolved spectrum was still detected at a distance of 2.6m from the sample.
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The evident loss of sensitivity at large distance reflects the expected decrease in
coupling between the antenna and the modes of the bore. Higher sensitivity at
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b) Figure 6.2: Demonstration of
travelling-wave NMR in an aqueous
10% ethanol solution. a) NMR
spectrum obtained at an antenna
distance of 70 cm, showing water (1),
methylene (2), and methyl (3) res-
onances. b) Details of the methyl
triplet as observed with increasing
distance.
The spatial uniformity of the travelling waves was studied in an extended sam-
ple of 50 cm in length, formed by two adjacent bottles filled with mineral oil. On
its own, this arrangement did not yield completely uniform RF coverage, as il-
lustrated by the imaging results shown in Fig. 6.3a. The residual non-uniformity
indicates the presence of a standing RF wave superimposed on the intended trav-
elling component. It is caused mainly by slight reflections at the transitions be-
tween the bottles and the empty sections of the bore, which entail changes in wave
impedance. The reflections can be mitigated by wave-impedance matching and
additional loading. To demonstrate this two further bottles were added at the
far end of the sample, the second one containing a conductive water solution to
act as a termination dissipating incident wave energy. This modification indeed
rendered the MRI results substantially more uniform, indicating the presence of
almost purely travelling RF waves (Fig.6.3b).




Figure 6.3: : Example of wave-
impedance matching in travelling-wave
MRI: a) Non-uniform coverage of two
phantom bottles is caused by residual
standing RF waves, which can be sup-
pressed by b) wave-impedance matching
and dissipation in a termination load.
For reasons of safety, initial in-
vivo experiments targeted only a vol-
unteer’s lower extremities ensuring that
the chest and head remained outside
the waveguide. The antenna was
placed at the opposite end of the bore,
70 cm from the ankle. The resulting
magnetic-resonance image (Fig. 6.4a)
shows the right lower leg with good
uniformity over a large volume. The
field of view of 50 cm is the maximum
possible with the gradient system used
and is not limited by the travelling-
wave concept. Wave-impedance match-
ing was not necessary in this case be-
cause the leg per se forms a sufficiently
smooth, tapered impedance transition.
For comparison the same imaging pro-
cedure was repeated with a commer-
cially available birdcage resonator op-
timized for head MRI at 7 tesla. The
result thus obtained (Fig.6.4b) exhibits
smaller coverage, reflecting inherent limitations of resonant probes. The standing-
wave nature of its rung currents limits the feasible length of the birdcage probe,
which is 17 cm for this model. On longer rungs the RF current would become even
more non-uniform [7], causing a similar axial sensitivity drop-off and rendering the
resonator unstable [8].
While it was possible to cover the lower legs uniformly, significant RF attenua-
tion is expected to occur along the full length of a human body. Simulations of the
setup in Fig. 6.1c, assuming an adult male subject, indicate that in total the body
absorbs approximately 90% of the RF power coupled into the waveguide and only
the remaining 10% are radiated off its far end. Less attenuation is expected for
shorter or slimmer subjects or when using an even wider bore. Based on the same
simulations the coupling efficiency of the patch antenna was estimated at 80%,
a value that can certainly be improved by optimizing the strategy of driving the
waveguide modes.
Besides coverage and uniformity the travelling-wave concept will also affect
the sensitivity and RF power efficiency of NMR experiments. According to the
reciprocity of NMR signals [9] the sensitivity of an RF probe is closely related to
its efficiency, i.e., its yield of circularly polarized RF magnetic field at reference










Figure 6.4: : In-vivo results: a) Travelling-wave MRI of a human lower leg in-vivo.
b) Identical scan performed with a traditional resonant probe.
input power. Resonant near-field probes achieve high efficiency by concentrating
RF energy and dissipation in the sample and the probe itself. By contrast, the
travelling-wave approach relies on RF energy flowing through the setup, requiring
that part of it be absorbed beyond the target volume. This can be done by a
dedicated absorber device or diffusely outside the waveguide as was the case in
our initial experiments. With either solution the necessary absorber losses will
take some toll in terms of efficiency and sensitivity, constituting a drawback of
travelling-wave probes compared with resonators.
Reduced probe efficiency is the lesser concern because it can be addressed by
using higher driving power. In-vivo MRI is usually not limited by technical RF
power constraints but rather by sample heating, to which the absorber losses do
not contribute.
The corresponding sensitivity loss, caused by thermal noise originating from
any material that absorbs RF power during transmission, is more limiting. One po-
tential way of avoiding this loss is to use a cryogenically cooled absorber structure.
For MRI applications it is also conceivable to combine travelling-wave excitation
with local detection by an array of detunable surface resonators [3]. Such a hybrid
approach will reconcile the improved coverage and safety advantage of travelling-
wave excitation with the sensitivity benefit of close-range array detection.
With respect to net sensitivity another potential concern is the phase delay that
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results from signal propagation to and from the resonant nuclei. For large samples
it will give rise to significant phase differences between signals travelling different
distances. This effect is illustrated in Fig. 6.5a, showing travelling-wave MRI of
a long, water-filled cylinder with antennas placed at both ends of the waveguide.
Using the same antenna for transmission and reception (1→ 1 or 2→ 2) results in
a linear distribution of the image phase. MRI will not be hampered by such phase
variation as long as it is resolved by the imaging process. However spectroscopic
experiments could suffer from delay-related dephasing. To address this problem
the transmit and receive antennas should generally be designed and positioned
such that the total phase delay is the same across the volume of interest. In
the previously mentioned experiment this situation was accomplished by using
either of the two antennas for transmission and the opposite one for reception. As
shown in Fig. 6.5a the linear phase patterns nearly vanished in these configurations
(1 → 2 or 2 → 1). Alternatively, after travelling-wave excitation from either side
a gradient encoding blip could be applied to compensate for variable phase delay,
effectively refocusing the spin radiation for reception by the same antenna as used
for RF transmission. Since the signal received in a travelling wave setup is directly
linked to the radation of electromagnetic power, this experiment shows that the
radiation from spin ensembles can be steared by magnetic field gradients [10, 11].
Furthermore, the distinct phase gradient modulated on the NMR signal dependent
on the direction of the signal propagation delivers as such the possibility for spatial
signal localization. In the case ideal linear phase gradients can be established
for each detector, the signal received by each antenna corresponds to the signal
acquired after a phase encoding gradient moment dependent on the direction of
propagation. This means that in a spin warp acquisition each antenna can acquire
a different line in k-space simultaniously to antoher antenna if the phase encoding
is chosen in the direction of propagation. Considering an accelerated SENSE scan
[12] the encoding provided by the RF is ideal corresponding to a g-factor of 1.
Entering the far-field realm, travelling-wave NMR prompts analogies with elec-
tron spin resonance [13] and nonlinear optics [14]. Adopting principles and devices
from these fields may enable the study of phenomena analogous to, e.g., photon
echoes [15], four-wave mixing [16], and self-induced transparency [17]. Poten-
tially useful analogies can also be drawn with the large variety of more widespread
technologies that rely on travelling-wave phenomena, including manifold imaging
modalities, radar, and telecommunication. The above discussed spatial localiza-
tion by the propagation phase delay can for instance directly be related to holo-
graphic techniques. In the present work, the established concepts of waveguides
and antennas have already proven useful.
Clearly, by adopting propagating waves NMR also incurs known complications
of this realm, such as material-dependent diffraction and attenuation. These effects
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will likely be encountered, e.g., in MRI of the human torso, exhibiting pronounced
dielectric interfaces such as the shoulders. Figure 6.5b shows an initial experimen-
tal illustration of dielectric perturbations in a phantom of similar size and shape as
a human torso. One way of countering these effects is wave-impedance matching,
which has been demonstrated here in a basic form. Analogously to index matching
in microwave and optical technology, wave-impedance matching can be achieved
using a wide range of distributions of dielectric, magnetically permeable, or con-
ductive material and thus offers great inherent freedom for tailoring resulting RF
field distributions.
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Figure 6.5: : Travelling-wave MRI of very large samples. a) Two antennas, one at
each end of the waveguide, were used to image a long water cylinder. Transmission
and reception with the same antenna (1 → 1, 2 → 2) give rise to linear phase
delays, as shown in graphs of the image phase along the phantom. Constant net
phase delay is achieved by transmitting with either of the antennas and receiving
with the opposite one (1 → 2, 2 → 1). b) Image of a human torso phantom.
Dielectric boundaries introduce discontinuities of the wave impedance, causing
field perturbations that diminish towards the lower regions of the phantom.
By improving the extent and uniformity of spatial coverage travelling-wave
MRI promises to facilitate the exploration of the highest currently available field
strengths for human studies. A further promising area of application is high-field
screening. The ability to perform spatially resolved NMR in larger volumes may
simplify studies of large numbers of small animals [18] or inanimate samples in
parallel.
Finally, introducing a significant distance between the sample and the NMR
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probe has multiple beneficial side-effects. In such a configuration the probe is not
loaded by losses in the sample, which simplifies impedance matching and renders
the probe performance substantially more robust than that of near-field high-
frequency probes. This situation also simplifies safety considerations in human
studies by avoiding exposure to strong short-range electric fields emanating from
the probe. Furthermore, placing the probe far away frees up space in the center
of costly high-field magnets [19], may improve the comfort of human subjects and
facilitates bringing in alternative equipment, such as stimulation devices for studies
of brain function.
6.1.1 Methods
All experiments were performed in a cylindrical superconducting 7.0-tesla magnet
(Philips Healthcare, Cleveland, Ohio), equipped with a three-axis gradient system
and lined with an RF screen made from a stainless-steel mesh (diameter = 58 cm,
length = 135 cm). NMR and MRI data acquisition was performed with an inte-
grated console and spectrometer (Achieva, Philips Healthcare). Throughout, the
RF transmitter power was limited to the same values as for human head exposure
with a local resonator, i.e., 10W average forward power and 1.4 kW peak power.
The custom-designed patch antenna is shown in Fig. 6.1d. Its front plane is
a 350-mm diameter disk made of copper sheet glued onto a 25 mm-thick acrylic
(PMMA) former. The backplane is formed by a square copper sheet mounted on
5mm acrylic. Acrylic yields negligible proton NMR signal at the echo times used
in this work. A variable gap between the two planes was used to tune the antenna
to the proton NMR frequency of 298MHz. The antenna was driven at two points
in the front plane forming a right angle with the center of the disk. The radial
positions of the feed points were chosen such as to match the impedance of the
50Ω feed lines. To produce circular polarization in the transmission mode the two
ports were fed through a 90 ◦ hybrid splitter. In receive operation the two channels
were connected to independent receive lines of the spectrometer and combined
digitally. Switching between transmit and receive operation was performed by
TTL-controlled diode switches.
The spectra shown in Fig. 6.2 were obtained from a 10% solution of ethanol
in water, contained in a 1-litre glass beaker. To support the formation of axially
travelling waves bottles of distilled water were added on either side of the beaker
as dielectric loads. NMR spectra were acquired with a localized STEAM sequence
(stimulated echo acquisition mode) with an echo time of 11ms and a repetition
time of 3 s. Low-flip-angle RF pulses were used such that the selected volume
of 9 cm3 changed negligibly with the RF amplitude. The acquisition bandwidth
was 2 kHz and 16 phase cycles were performed to cancel spurious echoes. When
changing the position of the RF probe all console and spectrometer settings were
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kept constant.
The data shown in Fig. 6.3 were obtained from bottles filled with 3 litres Mar-
col 82 mineral oil, using a gradient-echo sequence with an echo time of 2.9ms,
a repetition time of 42ms, and a bandwidth per pixel of 338Hz. A very small
flip angle was chosen to ensure that the image intensity depends linearly on the
transmit and receive sensitivities of the probe.
The in-vivo images of a volunteer’s right lower leg (Fig. 6.4) were acquired
with a 3D gradient-echo sequence, yielding an isotropic resolution of 1mm in
6minutes. The echo time was 3.1ms, the repetition time was 12 ms, and the
bandwidth per pixel was 376Hz. All sequence parameters were kept the same for
the two probes, except for the transmit power, which was reduced to 25% for the
resonator to obtain similar flip angles in the center. The axial length of the field
of view of 500mm was again limited by the gradient system. The resonant probe
was a commercially available birdcage resonator with a diameter of 30 cm and a
length of 17 cm (Nova Medical Inc., Wilmington, MA). Both legs resided within
the resonator to keep the volunteer in the same position.
Electromagnetic simulations of the in-vivo setup were performed using the finite
difference time domain (FDTD) technique (SEMCAD R©, Schmid&Partner Engi-
neering AG). The cylindrical RF screen was modeled as a perfect electrical con-
ductor and an anatomical model of an adult male [20], featuring in-vivo dielectric
tissue properties, was positioned at its center. The patch antenna was placed
equally as in the in-vivo experiment, i.e., at a distance of 70 cm from the ankle.
The flow of RF energy through the waveguide was assessed by integrating the
Poynting vector over transverse control planes. A first control plane between the
antenna and the human served to determine the power coupled into the waveguide.
A second one in the loss-free region close to the end of the waveguide was used to
calculate the power that is radiated off the far end of the waveguide. The power
difference was validated by volume integration of ohmic losses over the entire body.
In the experiments reported in Fig. 6.5a, an RF-spoiled 2D gradient-echo se-
quence was used to image a 2m long, water-filled cylinder of 7 cm in diameter.
Two antennas were used simultaneously, one at each end of the bore, at a distance
of 10 cm from the respective end of the waveguide to minimize reflections. In these
experiments only a single port of each antenna was used for RF transmission and
signal reception to avoid any phase perturbation by imperfect port combination.
In two successive sets of experiments either of the antennas was used for transmis-
sion while receiving image signals with both. All scans were performed twice with
an echo time difference of 0.5ms, permitting to estimate and remove any phase
contributions from local frequency offsets.
The remaining image phase results exclusively from RF propagation, including
unknown constant offsets of various sources, such as cabling and spectrometer cal-
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ibrations. To eliminate these arbitrary offsets each phase plot was offset corrected
to null the phase in the center (z = 0). The nominal field of view was 50 cm. In
order to avoid phase distortions by potential gradient delays, the readout direction
was orthogonal to the cylinder axis and no correction for gradient non-linearity
was applied. The range of meaningful phase values was thereby reduced to ap-
proximately 35 cm.
Figure 6.5b shows a torso phantom made of PMMA as proposed by the Amer-
ican Society for Testing and Materials (ASTM), filled with gelled water (r =
80, σ = 0.47 S/m). Imaging of this phantom was performed by a low-flip-angle,
multiple-slice, RF-spoiled 2D gradient-echo sequence with a repetition time of
50ms per slice, yielding an effective resolution of 1mm in-plane and a slice thick-
ness of 4mm.
6.2 Parallel MRI by Travelling Waves
6.2.1 Introduction
The advantage offered by the otherwise problematic shortening of the wavelength,
is the enhanced parallel imaging capability found at ultra-high fields [21]. This
cannot be exploited by the travelling wave approach discussed above. The higher
degree of freedom of the RF fields inside the imaging area renders the possibility
of highly accelerated imaging. In transmission, the higher spatial variability of
the NMR active fields became assessable by multi-port transmission coils, which
allowed tailoring the RF field by RF-shimming [22, 23] or accelerating gradient
limited spatially selective RF pulses [24]. These parallel transmission approaches
have shown to be able to improve the efficiency with respect to input power but
also tissue absorption of the RF transmission, as well as mitigating the problem
of non-uniform excitation within the targeted region of interest [22, 25, 26].
Although transmission arrays offer the possibility to adaptively change the
excitation field to each application without having to design a specific coil each
time, many problems regarding close range coupling between the coil structure
and the sample remain. Furthermore, most designs need to be tuned and matched
individually for each subject. Moreover, safety validation concerning the local
power deposition in the tissue (SAR) stays a major challenge, due to the possibility
of very strong and localized electric fields emanating from the coil residing closely
to the tissue. Finally, it is not clear, whether especially the axial extension of the
coverage of such coil designs can readily be sized up even for whole head coverage,
as suggested by the study presented in [27].
Therefore the technical feasibility and the prospects of a combination of the
parallel transmission and the travelling wave idea shall be explored. The diversity
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of the field patterns provided by each port of the array is the key ability that
transmit and also receive arrays must deliver. It is a prerequisite for all kinds
of parallel transmission and imaging modalities. In a classical close fitting array,
this is ensured by decoupled localized resonant structures, e.g. loops or striplines.
Using the travelling wave approach localization of the electromagnetic fields close
to the feed structure does not directly deliver any RF encoding in the distant
sample, because it does not reside within the steeply decaying near field of the
exciters. But if a waveguide is used that is able to carry multiple propagating
modes in the travelling wave approach, the distinct field pattern of each mode
delivers spatial diversity. The prerequisite to access this diversity is that several
modes or distinct mixtures of modes can be excited by each feeding port. The field
distribution inside the scanner could thereby be manipulated similarly as in the
case of a transmission array because the transverse vectoral field distributions of
the modes offer special diversity. The key goals in order to allow parallel imaging in
a travelling wave approach are therefore: First, ensuring that a significant number
of modes are below cut-off at the NMR frequency. Second, that the modes can be
fed as orthogonally between the ports as possible. By this, all kinds of parallel RF
methods can in principle be adapted to be used in conjunction with a travelling
wave system.
6.2.2 Theory
Approximating the bore of a human MRI system as a hollow cylindrical perfect
electrical conductor allows describing the electromagnetic fields inside the bore in
terms of the guided waves formalism [28]. As a result of such analysis the ho-
mogeneous solutions of the Helmholtz problem with the corresponding boundary
conditions form the so called waveguide modes. Each mode is characterized by its
transverse vectorial field distribution ( ~BT , ~ET ∈ R3) and the longitudinal propa-
gation wave number kz or alternatively to the latter its cut-off frequency ωc. The
fields of each mode at the frequency ω are then given by:
~E(ω) = ~ET (ω) · eikz(ω)·z





ω2 − ω2c .
(6.1)
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In the case of a hollow waveguide the modes can be divided canonically into
two disjoint subgroups depending on the longitudinal components of their trans-
verse field distribution: The transverse magnetic (TM) for which ( ~BT )z = 0 in
the volume and the boundary condition ( ~ET )z = 0 at the perfectly conducting
surface of the waveguide. This means that the magnetic field of a TM mode is
purely transverse and therefore NMR active. On the downside, the TM modes
of lowest cut off frequencies have a magnetic field minimum at the centre. Their




= 0. Although the magnetic field of these modes is not purely
transverse, the transverse components increase with the propagation wave number
kz. Furthermore, the first TE modes have the lowest cut off frequency in a circular
waveguide and exhibit a magnetic field maximum at the centre. All modes are com-
monly numbered first by the number of circumferential variation and the second
digit denotes the number of radial variation. Two modes are termed degenerate
if they have the same cut-off frequency and if their transverse field distributions
are geometrically congruent up to a global phase. It can be seen from Equation
1 that each mode starts to propagate if the frequency is higher than the cut-off
frequency. If the cut-off frequency is higher than the frequency of operation, the
wave number kz becomes imaginary reflecting that the wave dies off longitudinally.
In order to generate a field inside the waveguide, the modes are excited by a
coupling element, which corresponds to an inhomogeneity in the Helmholtz equa-
tion. This source couples power into a superposition of modes that travels away
from the source. In [29] the source was realized by a patch antenna, that basically
impresses an approximately fixed current distribution at one end of the waveguide
creating a fixed mode superposition. However, since the resulting field distribu-
tion in the bore cannot be altered by the source, the only way shown to implement
parallel transmission and imaging approaches was by the usage of the longitudinal
phase variation of two antennas located at opposite ends of the waveguide [10].
But variations in the transverse field distribution cannot be exploited for parallel
transmission and reception using such an approach.
For the case that several modes are above cutoff in the waveguide, several
ports can be used to impress an altering current distribution [30] that excite an
altering superposition of modes that in turn lead to an altering field distribution
in the sample depending on the amplitudes and phases applied to the ports. By
these means such a waveguide can be considered analogously as a transmit and/or
receive array coil.
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Figure 6.6: : Schematic of the functional principle. a) A waveguide section that
is able to carry several modes is attached in front of the waveguide that is loaded
by the sample. Each single mode that is selectively fed is expected to induce a
different field pattern inside the sample due to its distinct coupling at the mode
conversion interface between the feed waveguide and the sample. b) shows the
transversal field distributions of the basic modes for a uniformly filled waveguide.
The schematic shows how these individual modes were targeted to be selectively
fed each by a copper stub or a loop.
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In current ultra-high field systems such an approach is not directly applicable.
First, the empty bore does not support the propagation of several modes. Second
the bore is usually too short in order to allow the modes to fully establish from the
feeding structure before reaching the lossy sample. The latter problem is mitigated
in this work by adding a feed waveguide section (see Fig. 6.6) extending the bore.
This feed section must be able to carry several modes from the exciters to the
sample. Each port is intended to excite a distinct superposition of modes within
the feed waveguide. At the interface between the multi-modal feed section and the
sample it is then expected that the specific field distribution of each mode couples
into the sample producing a distinct field pattern therein. It is favorable that each
port is linked to a distinct field pattern in the sample, analogously to the port of
a close coupling coil array. Since the waveguide of the feed section must have the
similar geometrical dimensions as the bore (0.58m inner diameter) in order to fit
into it, it is as such not able to carry enough modes as the bore itself. In order
to lower the cut off frequency, in some cases even selectively of certain modes,
multiple methods are known in microwave theory applying either dielectric fillings
[31], conductive structures [32], or metamaterials [33]. In this work a dielectric
filling was employed which was shown to be effective in enabling field propagation
in MRI systems [34]. In comparison to the other options the losses in the dielectric
are low due to the low conductivity of available materials at these frequencies. A
uniform dielectric filling of the entire inner volume of circular waveguide lowers






According to this formula a uniform dielectric filling with a relative r of about 5.3
would be sufficient to allow at least 8 modes to propagate in a circular waveguide
of 0.56m in diameter. However, dielectric materials in that range would either
be very expensive, bulky or heavy when needed to fill the entire volume of the
waveguide. Furthermore, the cutoff frequencies of the TE modes would be low-
ered by the same amount as those of the TM modes, although the TM modes
would have the beneficial property for NMR excitation, that the magnetic field
is transverse and therefore NMR active. In the case of an inhomogeneous ma-
terial distribution inside a waveguide, the modal structure can in general not be
deduced directly from the modal structure of the empty waveguide. However, if
the structure of the dielectric filling becomes small compared to the wavelength,
the average macroscopic effects of a mesoscopically inhomogeneous material on
electromagnetic waves can be described by a uniform material with appropriate
effective dielectric material parameters. Therefore, the very complex field distribu-
tions inside the filled waveguide is approximated on a larger scale by the modes of
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a waveguide with a uniform filling that has an appropriate effective permittivity.
This approximation becomes valid in the limit of very small scaled (compared to
the wavelength), equably distributed inhomogeneities. This effective permittivity
can in principle be estimated either based directly on the filling material properties
and distribution by the usage of the Maxwell-Garnett formula [35, 36], or ex-post
by explicitly simulating the modal structure of the waveguide with and without








Both approaches allow capturing the complex interactions appearing in the meso-
scopic scale of the dielectric’s structure by its net effects, and will be compared for
the given setup.
6.2.3 Methods
Construction of the feed waveguide section
The feed waveguide was made of a PE tube of 2m length and an outer diameter of
560mm. The PE tube was upholstered with a brass mesh made of 0.25mm wire as
shown in Fig. 6.7. The tube was inserted coaxially into the bore supported by two
sliding groves fitting into the rails of the bore liner. In order to maintain a closed
conductive surface around the waveguide, 0.5mm copper sheets were clinched onto
the waveguide to fit the shape of the groove. The copper sheets were screwed
together with the brass mesh to the PE tube using 8mm nylon screws. On the
feeding end of the waveguide a PVC disk covered by the same brass mesh as the
waveguide itself was mounted using 6mm nylon screws in order to terminate this
end of the waveguide with a short circuit and to enable mounting the feeding ports.
The brass mesh of the end cap was electrically contacted to the mesh covering the
PE tube by soldering copper leads to both. These leads are then pressed onto each
other when fastening the mounting screws of the end cap. The entire construction
was supported by a wooden frame equipped with wheels facilitating the insertion
of the waveguide into the bore.
To lower the cutoff frequencies of higher order modes, a structured dielectric
insert was constructed. It consisted of 52 PMMA tubes of 2 m length, an in-
ner diameter of 34mm and 3mm wall thickness and filled with distilled water
(r = 81, σ = 0.0001 S/m). The tubes were arranged on a Cartesian grid with a
pitch of 58mm. Two circular pressboard plates trued up in the waveguide former
each equipped with 42mm holes positioned the PMMA tubes. The effect of the
dielectric insert, the resulting modal field distribution and the corresponding cut-
off frequencies were calculated using the 2D Finite Element Method (FEM) based































Figure 6.7: Photos of the feed waveguide section. The upper left image shows
the end of the feed waveguide section that is entered into the magnet bore. The
opposite end of the waveguide is depicted in the upper right image. The backplane
is opened to show the feed stubs targeting (1) TE11(2) having a length of 195mm,
(2) TM11(1) (220mm), (3) TM02 (230mm), (4) TM11(2) (165mm), (5) TM21(1)
(195mm), (6) TM21(2) (190mm) and (7) TE11(1) (195mm) plus the feed loop (8)
for TM01 (130×100mm2). The lower image shows the feed section from the side.
eigenmode analysis of the commercial software package COMSOL (Stockholm,
Sweden). Based on the resulting cut-off frequencies with and without dielectric
insert, the effective permittivity of the dielectric filling has been calculated for
each mode using Eq. 6.3. The results of these simulations are collected in Table
1 for all modes potentially propagating at the proton Larmor frequency for 7T.
The 6 TM modes exhibiting the lowest cut-off frequencies among all TM modes
were targeted to be selectively fed each by a dedicated port. The two lowest TE
modes (TE11) were targeted in addition because all the propagating TM modes
have no magnetic field at the center. The shift of the cut-off frequencies of all
TM modes is much larger than that of the TE modes. This results in an effective
permittivity for all TM modes of about 23.5, which corresponds roughly to the
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volume average of the dielectric permittivity inside the waveguide. The TE modes
are apparently almost unaffected by the dielectric insert which is represented by
the very low effective permittivity of about 1.6. From these design studies it was
concluded, that the dielectric insert as presented is able to carry at least one mode
for each of the 8 available channels.
Mode selective feed
In order to achieve spatial field diversity among the 8 ports intended to be used,
each port needs to excite the propagating modes inside the waveguide as orthog-
onal as possible with respect to the other ports. Since the modes themselves are
spatially orthogonal, it was considered to be a good start, to target a single mode
for each port.
All ports consisted of 7/16 series panel connectors (Huber & Suhner AG, Pfaef-
fikon SZ, Switzerland) screwed onto the brass mesh of the waveguide which had a
cut out for the center conductor. With the exception of TM01, all modes were fed
by copper stubs with a diameter of 7mm screwed onto the center conductor of the
before mentioned panel connectors. The placement of the stubs was deduced from
field simulations of the targeted modes (see Fig. 6.6b). These simulations were
carried out using the COMSOL 2D FEM mode solver with the dielectric inserts
in the volume of the waveguide. In the case of degenerate modes TMnm/TEnm,
the mounting points of the ports formed a 90 /n angle with the axis of the waveg-
uide. Generally the exciters were positioned in order to maximally couple into the
target mode. Although no explicit suppression of other modes can be achieved
in general, it was expected that the coupling into the other modes is significantly
lower ensuring high field diversity among the ports. The feed stubs of the TM
modes were mounted in z-direction on the backplane, since the electric fields of
all TM modes have a longitudinal component in contrast to the TE modes. The
lateral position of each stub on the backplane was chosen such that the targeted
mode exhibits a purely longitudinal electric field aligning with the current running
on the stub. The TM01 mode was fed by a loop made of a handformable cable
(SUCOFORM 47 CU from Huber & Suhner AG) whose outer conductor was sol-
dered to the center conductor of the panel connector. The position of the loop
was chosen to enclose the radial zero line of the TM02 minimizing the coupling to
this mode. The positions of the stubs for the TE11 modes were located a quarter
effective wavelength distant from the endcap, which turned out to be 500mm. The
individual ports were matched for the feed section installed on the system filled
with 52 PMMA tubes and a cylindrical phantom filled with tissue simulating liquid
(20 cm in diameter, 30 cm in length, r = 56, σ = 0.78 S/m) placed in the isocentre
of the bore 10 cm distant from the PMMA tubes. The matching was adjusted by
the length of the feed stubs and the circumference for the TM01 loop.
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Each port was equipped with a custom made, low voltage active transmit re-
ceive switch with integrated preamplifier (MGA53453, Agilent, Santa Clara, Cal-
ifornia) delivering an isolation of more than 60 dB in transmission and a gain of
about 18.5 dB in reception. The insertion loss for transmission was below 0.3 dB
and the noise figure of the entire unit was about 1.5 dB.
Imaging experiments
All imaging experiments were carried out using a Philips Achieva 7T scanner
(Philips Healthcare, Cleveland, Oh.) equipped with an 8 channel parallel trans-
mission unit (MultiX, Philips Hamburg, Germany). For the imaging experiments,
the peak power of each amplifier output was limited to nominally 500W and the
time average power of all 8 channels maximally 100W in total. Two cylindrical
phantoms were employed, a cylinder filled with simulating tissue dielectric prop-
erties (20 cm in diameter, 30 cm in length, r = 56, σ = 0.78 S/m) and a cylinder
filled with saline water (20 cm in diameter, 34 cm in length, r = 81, σ = 0.84 S/m).
In order to reproduce imaging conditions similarly to in-vivo cases, a watermelon
with a diameter of about 20 cm has been used. While the phantoms have been
placed in the isocenter of the magnet, the feeding waveguide was slid into the bore
of the magnet reaching up to a distance of 35 cm from the isocenter. In order to
acquire the images of the field distribution inside the feed section, the feed section
was pushed about 30 cm beyond the isocenter into the working area of the gradient
coil.
In order to acquire the sensitivities for each port in transmission and reception,
a low flip angle, gradient echo recalled 2D imaging sequence with a slow repetition
time of 100ms was used, preventing strong saturation effects distorting the refer-
ence data. The resolution of the images acquired was 2mm at a slice thickness of
5mm and the field of view encoded was 300mm for the 20 cm cylindrical phantom
and 450mm for imaging the field distribution excited by each port inside the feed
waveguide section itself. The data retrieved from each voxel therefore consisted
of 8 × 8 complex intensities, to which the bilinear model describing the ideal de-
pendence of the signal on the transmission and reception sensitivities was fitted
using Singular Value Decomposition. By this fit the transmission and reception
sensitivity maps were estimated on a point-wise basis. Data of the noise floor was
acquired using identical parameters for the recording as they were used for imaging
the sensitivity maps.
RF shims were calculated on the basis of the retrieved transmission sensitivity
maps of the slice by optimizing the magnitude distribution of the excitation to
match the target distribution. In order to solve for the optimum amplitude and
phase values for each port, a generic minimum search function was employed (fmin,
Matlab, The MathWorks, Natick, MA).
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In order to determine the net efficiency of the novel setup, B+1 maps have been
acquired in the cylindrical water phantom in three transverse slices. The tissue
simulating liquid could not be employed because it exhibits strong chemical shift
induced peak splitting hampering the acquisition of reliable field maps. The se-
quence used is described in [37] and was executed with a repetition time of 200ms
and with a duration of the B+1 sensitizing pulse of 10ms. A 64 × 64 matrix has
been acquired with a field of view of 250mm for the transversal slices. Due to the
large field of view, the field map had to be acquired taking the effect of strong
local off-resonances into account. The local off-resonance has been estimated by
the phase difference of two gradient echo images acquired with an echo time differ-
ence of 0.5ms. Outliers from the fitting of the B+1 maps have been removed by the
application of a median filter. For a power efficient field measurement, an RF shim
has been calculated in each slice based on low flip angle gradient echo acquisitions
as described above. The phases of the waveforms applied to each channel have
been calculated in order to provide maximum total excitation over the slice for the
sagital slice and the two transversal slices taken in the middle of the phantom and
towards the feet end. For the top slice the field has been maximized in one pixel as
indicated in the results section using the phase based method described in Ref. [38].
The B+1 maps of the individual channels have been acquired using the interfero-
metric approach described in Refs. [37, 39]. The forward power delivered to each
port of the feed section has been kept constant for all B+1 mapping experiments
and was measured for each channel. The power delivered to a port was determined
by a spectrum analyzer (FSL 9 kHz . . . 3 GHz, Rhode & Schwartz, Germany) that
was connected to a branch line hybrid with a coupling of -20 dB to the forward
wave going into the port. For each flip angle, the power of the B+1 sensitizing rect-
angular pulse was measured after analog demodulation at the carrier frequency of
the pulse using the built in unit of the spectrum analyzer. The measured power
was then scaled to account for the branch line coupler and cable losses which were
measured separately by a network analyzer (Agilent ENA E5071C).
The parallel imaging performance has been evaluated on the basis of the receive
sensitivity maps and noise data measured on the cylindrical phantom filled with
tissue simulating liquid. The sensitivities have been calculated by the method
described above. The g-factor maps have been calculated in 2D according to [12]
including the measured noise covariance data with undersampling in the vertical
and horizontal dimension.
The watermelon has been positioned at the isocenter of the scanner. In order
to prevent longitudinal standing waves inside the melon, the tissue dielectric cylin-
drical phantom has been placed joining the watermelon in a distance of 10 cm in
the supposed propagation direction coaxially within the bore. Using this setup it
was assumed that the waves incident on the watermelon are guided out of it and
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get partially adsorbed in the lossy cylinder and radiate out of the bore. Therefore
the standing wave ratio in the melon is expected to decrease. After the acquisi-
tion of the sensitivity maps for transmission and reception of each channel in the
central transversal slice, an RF shim targeting uniform excitation has been calcu-
lated. Applying this shim setting a higher resolution image (0.7mm in-plane) has
been acquired on the same slice with a repetition time of 16ms within 5minutes
duration. The SENSE reconstructed images for different reduction factors have
been generated from the corresponding full data.
The dependence of the parallel imaging performance on the modal structure
and the number of supported modes inside the feeding waveguide was assessed ex-
perimentally. Sensitivity maps were acquired in the central transverse slice of the
cylindrical phantom filled with tissue dielectric liquid. Then a certain number of
dielectric PMMA tubes have been removed according to the drawings in Fig. 6.12.
The retraction of the dielectric filling has been chosen as such to maintain the ro-
tational symmetries of the waveguide and of the targeted modes. The number of
modes propagating at the NMR center frequency was calculated for each scenario
by the 2D FEM eigenmode analysis using COMSOL. Since the effective permit-
tivity in the waveguide and therefore the wavelength the modes but also their field
distribution in the direct vicinity of the feed stubs is drastically changing for each
setup, the matching had to be adapted separately for every experiment. In order
not to change the geometrical situation inside the waveguide, L-matching networks
consisting of an appropriate fixed value shunt capacitor and a 50Ω cable for phase
adjustment was attached to the ports exhibiting a reflection coefficient of more




The matched stub lengths resulted in a length in between 165mm and 230mm and
in a circumference of 360mm for the loop exciter (see Fig. 6.7). The ports of the
feed system could be matched to the feed line in the loaded case with an average
reflection of -11 dB, a minimum reflection of -33 dB and maximum reflection of
-6 dB. The coupling between the ports was -14.5 dB on average and below -9.1 dB
for all ports. In the case no sample was present inside the bore, the mean reflection
even decreased to -14 dB but the mean coupling increased to -13 dB without any
adjustments to the matching configuration. The magnitudes of all entries of the
S-matrix are plotted in Fig. 6.13.
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Figure 6.8: Results from
multi-channel transmission. a)
shows a transverse slice of the
relative excitation strength
inside the feed waveguide
section when sending power
into the port corresponding
to the numbering in Fig. 6.7.
The relative excitation pat-
terns inside the cylindrical
phantom are plotted in b)
correspondingly to a). Basic
RF shimming is demonstrated
by focusing the excitation in
the dashed circle based on
signal intensity obtained by
low flip angle, gradient echo
recalled calibration scans on
the presented transverse slice.
Figure c) shows a comparison
between the calculated image
intensity and the measured
one when scanning with the
actual RF shim.
The relative amplitudes of the excitation produced by driving each port indi-
vidually can be seen in Fig. 6.8 a) and b) in a transversal slice across the feed
section and in the tissue simulating cylindrical phantom respectively. From visual
inspection, it can be seen that the field patterns do not directly match to the
targeted modes inside an ideal waveguide. However, it is also visible that the field
patterns excited by each port are distinct from each other inside the waveguide
as well as in the phantom. Especially the field patterns produced by channel 1
and 7 exhibit a very prominent swirl structure. The results from RF shimming
trying to localize the excitation field within a given spot can be seen in Fig. 6.8c)
in which the net intensity of the low flip angle gradient echo images are plotted.
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They show a high degree of correspondence between the calculated superposition
of the complex gradient echo images acquired with every individual port excited
and the actually measured image with parallel excitation using all channels. The
1 2 3
4 5 6





























Figure 6.9: B+1 maps in a large cylindrical lossy phantom. Three axially evenly
distributed transverse slices have been measured to cover the phantom. Image
a) shows a B+1 map taken in the upper third of the phantom towards the feed
section, b) in the middle of the phantom and c) towards the feet end of the bore.
The plot on the left of a) shows the signal retrieved for the different saturation
pulse flip angle (dots) in the pixel marked by the cross in a) and the fitted signal
curve (solid line) showing more than 4 revolutions in nutation within 10ms. The
B+1 maps have been measured applying an individual RF shim for each slice. The
B+1 maps of the 8 individual channels are shown in d) measured in the same slice
as a).
B+1 maps acquired can be seen in Fig. 6.9. The maximum achieved field strength
was 6.9 µT/√kW in the slice closest to the feed system corresponding to a nutation
frequency of about 400Hz when applying the maximally measured total power of
1.9 kW summed over all ports. This is also demonstrated by the plot in Fig. 6.9
showing the signal change induced by a 10ms saturation prepulse of varying flip
angle. The power of the block pulse used for this sequence was for each port
below 235W. In slice c, acquired the furthest away from the feed system, the
maximum field intensity reduced to about 5.3 µT/√kW not considering all points
that are further away from the center axis than two third of the cylinder’s radius.
The B+1 maps of the individual channels (Fig. 6.9 d) show distinct field patterns
similarly to Fig. 6.8 b) with a peak value of 3.9 µT/√kW in channel 4.
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Parallel imaging
The individual receive sensitivities of each channel measured in the waveguide
feed section and in the cylindrical phantom can be seen in Fig. 6.10 a and b.
Analogously to the transmit sensitivities, also the receive sensitivities do not show
a one to one correspondence to the principal modes of the waveguide either in the
waveguide feed section or in the phantom. However, the field patterns exhibit high
geometrical diversity. This is in line with the good parallel imaging performance;
the g-factor maps in Fig. 6.10 c show that even for rather high acceleration factors
up to 3, the maximum g-factor stays below 3 and exhibit moderate further increase











5R=2 R=2.5 R=3 R=3.5 R=4
fold over




Figure 6.10: Parallel imaging
performance. The relative re-
ceive sensitivities of each port as
numbered in Fig. 6.7 inside the
feed section are plotted in a). b)
shows the corresponding sensitiv-
ities on a transverse slice through
the cylindrical phantom. The
g-factor maps obtained for 2D
Cartesian SENSE with reduction
factor R along the given fold-over
direction are shown in c).
A similar result can be seen for the central transverse slice taken from a wa-
termelon. The receive sensitivities measured (see Fig. 6.11 a) exhibit a distinct
pattern for each port. The combined image of all receive channels acquired with
an RF shim targeted for uniformity is depicted in Fig. 6.11 b, showing good SNR
and contrast over the entire slice. Note that the center brightening is most prob-
ably caused by strong local signal enhancements in the melon. This assumption
is supported by the caustic pattern of this brightening and similarly bright spots
outside the central region and in the skin of the melon. RF non-uniformities, being
usually very smoothly varying over space, are therefore an improbable cause for
these bright pixels. The accelerated images shown in Fig. 6.11 c exhibit a toler-
able noise enhancement for moderate acceleration factors of 2.5. Most artifacts
induced by the acceleration occur at the boundaries of the areas with strong signal
voids induced by the air filled cavities in the melon. These problems are therefore
attributed to the determination of the coil sensitivities that needed to be extrap-
olated over these boundaries. In the image calculated from a highly reduced data
set with a reduction factor of 4, shown in Fig. 6.11 d, regions with stronger noise
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Figure 6.11: Parallel transmission
and imaging on an in-vivo like sam-
ple. In a) the relative receive sensi-
tivities of all ports driven by stubs
only (therefore channel 8 was ex-
cluded) were calculated based on low
flip angle gradient echo recalled cal-
ibration scans. Based on the same
data an RF shim targeting a uniform
excitation throughout the slice was
calculated and measured as shown
in b). Please notice, that the strong
brightening in the center of the im-
age is probably mostly based on a
signal enhancement inside the sam-
ple due to its very caustic appear-
ance. Corresponding SENSE accel-
erated images calculated based on b)
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enhancement emanating from the unfolding process become visible. The most af-
fected regions are found at the image center as well as close to the surface on the
left and on the right side of the image.
The upper half of Fig. 6.12 shows the dielectric distribution inside the feed
section used to study the dependence of the parallel imaging performance on the
number of modes supported in the feed waveguide section. The number of prop-
agating modes, i.e. modes that have a cut-off frequency below 298MHz, was
determined in the simulations to drop from 17 for the 52 rod configuration, to
13 modes for 36 rods, 10 modes for 24 rods and still 5 modes using only 12 rods in
the bore. In line with the theoretical estimation (Table 1), the empty feed waveg-
uide was not found to be able to carry any propagating RF waves at the NMR
frequency. This was experimentally confirmed by the fact that no matching of any
channel could be achieved as well as no quantifiable NMR signal could be acquired
with this configuration. Fig. 6.13 shows the resulting matching, coupling and noise
correlations among the individual channels for the four different dielectric insert
configurations with 12 to 52 rods. The values of the matching and coupling stay
within a comparable range for all situations and result in a similar over all noise
correlation. However, the parallel imaging performance shows significant differ-
ences. At low acceleration factors (R < 4), astonishingly the configuration with
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Table 6.1: Overview of the propagating modes in the feed waveguide. The cutoff
frequencies are compared for the case of the empty waveguide and for the struc-
tured dielectric insert. This yielded the effective  for each mode. Furthermore,
the longitudinal wavelength of each mode is denoted.
fundamental mode target port f emtpy [MHz] f filled [MHz] effective  λ filled [m]
TM01 8 411 85 23.4 1.04
TM11 2, 4 645 136 23.1 1.13
TM21 5, 6 876 187 21.9 1.29
TM02 3 942 193 23.8 1.32
TM31 1089 225 23.4 1.53
TE11 1 ,7 314 246 1.6 1.78
TM12 1196 248 23.3 1.81
TM41 1293 266 23.6 2.23
TM22(1) 1435 284 25.5 3.32
TM03 1476 291 25.7 4.67
TM22(2) 1435 297 23.3 12.29
12 rods shows the lowest mean g-factor and also one of the lowest maximum values
over the slice chosen (see Fig. 6.12). However, for higher acceleration factors, the
g-factor shows a strong increase beyond a certain reduction factor. The arrows
correspondingly colored to the traces mark this critical point. It can be seen that
the critical reduction factor is the higher of number of propagating modes in the
feed waveguide was. Going along with this, the g-factor of the waveguide section
carrying 17 modes is the lowest starting from a reduction factor of 4.5.
6.2.5 Discussion & Conclusion
The current implementation of a multi-channel transmit and receive travelling
wave system showed that remote excitation and detection of NMR with signifi-
cantly distinct sensitivity patterns is feasible. The setup proved to have high tol-
erance to high incident RF power because the feed structure itself did not contain
any fixed or tunable lumped elements such as capacitors. Furthermore, variable-
loading situations had a minor influence on the tuning and matching of the setup
because the structure itself provided larger bandwidth than usually employed nar-
row band matching networks. Compared to close coupling array structures no
conductors or lumped elements were present in the patient section of the bore.
This reduces the risk of high local electric fields eminating from them penetrating
the sample and generating high local power deposition.
The chosen structured high dielectric insert showed the advantages of lower
cost and weight compared to a homogeneous dielectric filling with lower micro-
scopic permittivity but equivalent effectiveness. Experiments showed, that even a
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minor amount of dielectric filling of only 12 water filled rods provides significant
spatial diversity among the ports. Moreover, the structuring made selectively more
transverse magnetic modes available for excitation and reception by lowering their
cut-off frequencies below the NMR frequency. This finding reflects that the effec-
tive permittivity is much higher for the TM modes (TM) than for the TE modes
(TE). The effective dielectric constants among the TM and among the TE modes
is found to be each reasonably constant as shown by Table 1. Since the electric
fields of the TM modes are longitudinal and those of TE modes are transverse at
cutoff, they can be considered to span the main axes of the anisotropic effective
permittivity tensor  with the eigenvalues given by the effective permittivity of the
corresponding mode:
 =
 TE 0 00 TE 0
0 0 TM
 . (6.4)
Interestingly, the permittivity acting on the longitudinal field components (TM)
correspond very well to the average volume permittivity in the waveguide ( = 23).
The permittivity seen by the net transverse field (TE) can be approximately ex-
plained by the Maxwell-Garnett formula [25, 26] yielding  = 1.7. The equality of
the effective material parameters of the resulting from the simulation and from the
Maxwell-Garnett equation shows that such a dielectric insert can be described as a
mesoscopic material filling the waveguide. This description delivers usable approx-
imations of the propagation properties of the modes inside the waveguide without
calculating the actual microscopic field distribution in the structured material. It
is predicted by the Maxwell-Garnett formula, that the macroscopic permittivity of
such a material is rather low up to very high filling fractions of the high dielectric
material, mainly because of the polarization of the dielectric inclusions shielding
most of the high dielectric bulk material against the external field. According
to these findings, the net transverse permittivity of the dielectric insert can be
increased by either increasing the permittivity of the dielectric or increasing its
volume fraction but interestingly also by inverting the distribution of the dielec-
tric permittivity, i.e. filling the small PMMA tubes with air and the rest of the
volume in the waveguide with water. This would generate according to Maxwell-
Garnett, a very high net transverse permittivity (TE) almost as high as volume
average permittivity yielding TM . In such a setup it would therefore be expected,
that the TE modes would lower their cut-off frequency similar to the TM modes.
Although the targeted modes of the basic modal structure of a circular waveg-
uide could not each be fed with a high selectivity, the achieved spatial diversity
between the individual ports was demonstrated to be high enough for basic RF
shimming operation such as for targeted spatial excitation as well as for rendering
the flip angle highly uniform across larger objects such as the water melon shown
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in Fig. 6.11. The low selectivity of the feed structure with regards to the basic
modes of an ideal circular waveguide has possibly three main reasons: First, the
exciters were designed for simple fabrication and matching and not to explicitly
suppress the coupling into other modes, but to efficiently couple to the targeted
mode. Second, it is expected that the modal structure inside a waveguide filled
by such a rather coarsely structured dielectric as implemented here - the diame-
ter of the PMMA tubes corresponds to one quarter of the free wavelength in the
dielectric - differs rather strongly from the ideal mode patterns of the uniform
waveguide. Especially in the case of a close proximity of the individual rods, the
resulting field distribution is strongly dominated by the mesoscopic field structure.
And third, the size of the feeding stubs and loops were chosen for best matching to
the impedance of the feed line when inserted in the structured waveguide. While
this approach renders the before mentioned advantage that no additional match-
ing network is needed, the resulting stubs become rather long. This is expected
to increase the coupling among the stubs as well as decreasing the geometrical
decoupling to the modes that are not targeted because of the metallic surfaces of
the exciters disturbing the field pattern of the modes. Of course, a finer struc-
turing and using shorter feed stubs is expected to increase the selectiveness of the
ports into their particular mode. Nevertheless, it has to be pointed out, that mode
selectivity as such is not the ultimate goal for the application to parallel MRI, but
the ability to excite and receive highly distinct sensitivity distribution by each port
with independent noise contributions.
By using several modes of a waveguide in order to RF shim the transverse field
distribution it must be considered that each of the contributing modes can have a
different axial wavelength. On the upside, this potentially provides the possibility
for axial RF encoding from a single ended travelling wave system. On the po-
tential downside, neglecting losses and reflections, each single mode propagating
in the waveguide would produce an axially uniform excitation, but the superpo-
sition of two or more non degenerated modes would not. This would prevent an
algorithm calculating an RF shim from choosing modes with different longitudinal
wavelengths for volumes with an axial extent of comparable size of the resulting
interference modulation between the two modes. However, for the application in
current MRI systems this problem is very moderate; the wavenumber of the re-
sulting envelope modulation is given by twice the difference of the longitudinal
wavenumbers of the superimposing basic modes. For the modes targeted with
the current feed section the shortest modulation wavelength resulting (superpos-
ing TM01 and TE11) in a distance between the nulls of about 2.7m, which is
much longer than the usable range of current high field magnets and gradient
coils. Furthermore, attenuation and reflection induced RF field non-uniformities
will probably be more dominant.
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Although the baseline SNR of RF detectors with such a high coverage is prob-
ably too low in general to make parallel imaging acceleration useful for many
applications, the explored RF encoding capability holds good prospects for paral-
lel transmission applications such as acceleration of spatially-(spectrally) selective
pulses. Nevertheless, the parallel transmission and imaging experiments showed
that the basic RF encoding capability of the travelling wave setup is almost com-
parable to close coupling arrays if the object is electrically large and except close
to its surface. The close coupling arrays offer the possibility of strongly focused
excitation and reception in the quasi stationary near-field, which is beyond the res-
olution achieved in the far field, but for the same reason also limited to the surface
of the sample. However, the RF encoding capability of the current setup could be
further enhanced by either selectively coupling to more propagating modes or by
feeding RF waves into the imaging area from the opposite side of the bore. The
latter approach would be especially interesting for parallel imaging. As mentioned
in [10, 11], each mode propagating in the waveguide modulates the received signal
with an axial phase gradient depending on the axial wavelength and propagation
direction. This phase gradient could readily be used for spatial encoding.
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Figure 6.12: Dependence of the
parallel imaging performance
on the dielectric filling of the
waveguide. The schematics on
the top show the distribution
of dielectric fillings (blue de-
notes that a dielectric fill was
present) that have been stud-
ied and the number of modes
that the waveguide should be
allowed to carry according to
the simulations. The lower part
shows the dependence of the
g-factor on the reduction fac-
tor for the different setups for
a transverse slice through the
cylindrical phantom as coded
by the colors in the top part.
The arrows show the onset of
a steep increase in the curve
of the g-value versus the reduc-
tion factor that can be found
at higher acceleration the more
modes present in the waveguide
(the green and the red arrow
overlap). For low g-factors how-
ever, the sparse fillings show a
better performance as shown by
the zoomed in plots on the bot-
tom of the figure.
154 CHAPTER 6. TRAVELLING WAVE
Figure 6.13: Magnitude of the
noise correlation and the S-
parameters found for all chan-
nels depending on the dielectric
filling shown in Fig. 6.12. It
can be seen that in average the
noise correlation and the cou-
pling between the channels is
only slightly enhanced by the
reduction of the modes inside
the feed section.
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