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Re´sume´
Soit θ une involution de l’alge`bre de Lie semi-simple de dimension finie
g et g = k ⊕ p la de´composition de Cartan associe´e. La varie´te´ commu-
tante nilpotente de l’alge`bre de Lie syme´trique (g, θ) est forme´e des paires
d’e´le´ments nilpotents (x, y) de p tels que [x, y] = 0. Il est conjecture´ que
cette varie´te´ est e´quidimensionnelle et que ses composantes irre´ductibles
sont indexe´es par les orbites d’e´le´ments p-distingue´s. Cette conjecture a
e´te´ de´montre´e par A. Premet dans le cas (g × g, θ) avec θ(x, y) = (y, x).
Dans ce travail, nous la prouvons dans un grand nombre d’autres cas.
Abstract
Let θ be an involution of the finite dimensional semisimple Lie algebra
g and g = k ⊕ p be the associated Cartan decomposition. The nilpotent
commuting variety of (g, θ) consists in pairs of nilpotent elements (x, y)
of p such that [x, y] = 0. It is conjectured that this variety is equidimen-
sional and that its irreducible components are indexed by the orbits of
p-distinguished elements. This conjecture was established by A. Premet
in the case (g × g, θ) where θ(x, y) = (y, x). In this work we prove the
conjecture in a significant number of other cases.
Introduction
Soit g une alge`bre de Lie re´ductive, de dimension finie, de´finie sur un corps
k alge´briquement clos de caracte´ristique ze´ro. Soit G son groupe adjoint de
sorte que g = Lie(G). Soit θ un automorphisme involutif de g et g = k ⊕ p la
de´composition associe´e en θ-espaces propres de valeurs propres respectives +1
et −1. Ceci nous donne une alge`bre de Lie syme´trique (g, k). Notons K le groupe
adjoint de k. Le travail de R.W. Richardson [Ri] a montre´ que C(g) = {(x, y) ∈
g × g | [x, y] = 0}, la varie´te´ commutante de g, est irre´ductible. Suivant une
conjecture [Ba] de V. Baranovsky, A. Premet a montre´ [Pr] que Cnil(g), la varie´te´
commutante nilpotente de g est e´quidimensionnelle et a indexe´ ses composantes
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irre´ductibles par les orbites distingue´es. Par ailleurs, l’irre´ductibilite´ de la varie´te´
commutante de p, C(p), a e´te´ e´tudie´e dans [PY, Pa1, Pa2, Pa3, SY1, SY2]. Nous
nous inte´ressons a` Cnil(p), la varie´te´ commutante nilpotente de p. Soit N le coˆne
des e´le´ments nilpotents de p, on note
Cnil(p) =
{
(x, y) ∈ N ×N : [x, y] = 0} = Cnil(g) ∩ (p× p)
la varie´te´ commutante nilpotente de p. Le but de ce travail est d’e´tablir, dans
beaucoup de cas, la conjecture suivante. (Rappelons qu’un e´le´ment de p est dit
p-distingue´ si son centralisateur dans p ne contient que des e´le´ments nilpotents.)
Conjecture A. La varie´te´ Cnil(p) est e´quidimensionnelle de dimension dim p.
Ses composantes irre´ductibles sont indexe´es par les orbites d’e´le´ments p-distin-
gue´s.
Il est facile de voir qu’il suffit de prouver le re´sultat lorsque la paire syme´trique
(g, k) est irre´ductible. En adoptant les notations de [He, p. 518], nous e´tablissons
la conjecture dans les cas AIII, CII, DIII, E{II–IX}, FI, FII et GI. Dans les autres
cas nous obtenons des re´sultats qui renforcent sa validite´.
La nature des composantes irre´ductibles potentielles de p peut eˆtre comprise
a` l’aide de conside´rations ge´ne´rales contenues dans la premie`re section. Certaines
des me´thodes utilise´es ge´ne´ralisent celles de [Pr] ; on est en particulier amene´ a`
introduire la notion d’e´le´ment presque p-distingue´ (cf. 1.7). Un tel e´le´ment e, s’il
n’est pas p-distingue´, de´finit une varie´te´ C(e) susceptible d’eˆtre une composante,
dite e´trange, de dimension < dim p dans Cnil(p). L’essentiel du travail consiste
donc a` montrer que les varie´te´s de la forme C(e) pour de tels e ne fournissent
pas de composantes irre´ductibles.
Les sections 2 et 3 donnent une classification des e´le´ments presque p-distingue´s
en termes d’(ab-)diagammes de Young (cf. [Ot1, Ot2]) dans le cas ou` g est clas-
sique. Cette classification permet de prouver la conjecture dans les cas AIII, CII
et DIII.
Dans les sections 4 et 5 on montre qu’un certain nombre de composantes
e´tranges ne peuvent apparaˆıtre dans les cas AI, AII, CI et BDI. Ces re´sultats
assurent, par exemple, que la conjecture est vraie dans les cas AI en rang 6 4,
AII en rang 6 3, CI en rang 6 7 et BDI en rang 6 2.
La section 6 traite du cas ou` g est exceptionnelle. A` l’aide de tables e´tablies
par D. Z. Djokovic on y de´montre la conjecture dans tous les cas, sauf celui de
EI ou` deux composantes e´tranges restent a` e´liminer.
L’appendice 7 est un comple´ment permettant de de´crire une classe d’e´le´ments
appele´s p-self-large. Ces e´le´ments sont intimement lie´s a` la me´thode issue de la
section 1.4 visant a` e´liminer un certain nombre de composantes e´tranges. Il fait
suite a` l’article de D. Panyushev [Pa4] qui traite du cas des alge`bres de Lie.
Remerciements. D. Panyushev nous a indique´ qu’il a obtenu des re´sultats sem-
blables aux notres. Nous le remercions de nous en avoir informe´. Je tiens e´galement
a` remercier le rapporteur pour ses tre`s pertinentes remarques et suggestions.
1 Ge´ne´ralite´s
Rappelons quelques re´sultats tire´s de [KR]. Tout e´le´ment t ∈ p s’e´crit de fac¸on
unique t = s + n ou` s et n sont des e´le´ments de p respectivement semi-simple
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et nilpotent (via l’action adjointe adg sur g). On appelle tore de dimension r
toute alge`bre de Lie commutative constitue´e d’e´le´ments semi-simples ; on notera
souvent Tr un tel tore. On appelle rang de p et on note rk(p) la dimension
commune des tores maximaux de p. L’ensemble N est un coˆne ; qui est une
varie´te´ e´quidimensionnelle de dimension dim p − rk(p). Le coˆne N est stable
sous l’action de K et se de´compose en un nombre fini d’orbites. On notera O(e)
la K-orbite d’un e´le´ment nilpotent e. Si X ⊂ g est une partie quelconque de g,
on note N (X) l’ensemble des e´le´ments nilpotents de g contenus dans X. Pour
x ∈ g on pose Xx = {y ∈ X | [x, y] = 0}. Rappelons aussi que pour tout e´le´ment
e ∈ p, on a [KR, Proposition 5]
dimO(e) = dim k− dim ke = dim p− dim pe.
Enfin lorsqu’il n’y aura pas d’ambigu¨ıte´, pr1 de´signera une application de pro-
jection sur la premie`re variable.
1.1 Re´duction au cas simple
On pose g′ = [g, g] ; k′ = g′ ∩ k et p′ = g′ ∩ p. On a alors g′ = k′ ⊕ p′, ce qui nous
donne une paire syme´trique semi-simple (g′, k′). Notons que d’apre`s la de´finition
de Cnil(p), on a Cnil(p) = Cnil(p′). Pour l’e´tude de Cnil(p), on peut donc supposer
sans perte de ge´ne´ralite´ que g est semi-simple. Ce sera le cas dans tout le reste
de l’article.
De plus, si g =
⊕
i gi est une de´composition de g en alge`bres de Lie simples
(cf. [TY, 20.1.7]), l’action de θ envoie chaque gi sur un gθ(i). On a alors deux
cas possibles :
a) i = θ(i), dans ce cas gi est θ-stable et gi = ki ⊕ pi
b) i 6= θ(i) ; dans ce cas θ(θ(i)) = i et on peut supposer que gi×gθ(i) ∼= gi×gi
avec θ(x, y) = (y, x). On pose ki = {(x, x) | x ∈ gi} et pi = {(x,−x) | x ∈
gi}.
On a alors N (p) = ⊕iN (pi) et Cnil(p) = ⊕i Cnil(pi).
Par ailleurs, dans le cas b), on a pi∼=gi par (x,−x) 7→ x. Cet isomorphisme
envoie N (pi) sur N (gi) et Cnil(pi) sur Cnil(gi), dont Premet a de´crit les compo-
santes irre´ductibles [Pr].
La classification des composantes irre´ductibles de Cnil(pi) pour gi simple,
suffit donc pour obtenir la classification des composantes irre´ductibles de Cnil(p).
1.2 Parame´trisation par les orbites
Rappelons que N de´signe le coˆne des e´le´ments nilpotents de p. Soit e ∈ N .
Pour e = {0} on pose g(e, 0) = g et g(e, i) = 0 si i ∈ Z∗. Si e 6= 0, il existe
un S-triplet normal (e, h, f) contenant e (cf. [KR, Proposition 4]). On pose
g(i, h) = {x ∈ g | [h, x] = ix} et on a g = ⊕i∈Z g(i, h) (cf. [TY, 19.2.7]).
Comme h ∈ k, cette de´composition est θ-stable et on pose k(i, h) = g(i, h)∩ k et
p(i, h) = g(i, h) ∩ p. On pose, par ailleurs, g(e, i) = g(i, h) ∩ ge. Comme e ∈ p,
g(e, i) est θ-stable et on note p(e, i) = g(e, i) ∩ p. On a alors
pe =
⊕
i∈N
p(e, i).
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On sait que g(e, 0) est le stablisateur de (e, h, f) dans g, c’est donc une
sous-alge`bre re´ductive dans g (cf. [TY, 20.5.13]). L’ensemble de ses e´le´ments
nilpotents est donc N (g) ∩ g(e, 0) et on a
N (g) ∩ ge = N (g(e, 0))×
⊕
i>0
g(e, i).
Par la discussion ci-dessus sur la θ-stabilite´, on a de plus que :
N ∩ pe = N (p(e, 0))×
⊕
i>0
p(e, i).
C’est une varie´te´ qui contient le meˆme nombre de composantes irre´ductibles que
N (p(e, 0)) que l’on indexe par un ensemble Ie. On a alors :
N ∩ pe =
⋃
j∈Ie
N (j)e ou` N (j)e = (N (p(e, 0))j ×
⊕
i>0
p(e, i).
De´finition 1.1. On pose
C(e)(j) := AdK.(e,N (j)e ) ⊂ Cnil(p) et C(e) = AdK.(e,N ∩ pe) =
⋃
j∈Ie
C(e)(j).
On dit que e engendre C(e)(j).
Les sous-varie´te´s du type C(e)(j) sont irre´ductibles. Or par [KR, The´ore`me 2],
il existe un nombre fini de K-orbites nilpotentes dans p, dont on notera e1, . . . , ek
des repre´sentants, de sorte que :
Cnil(p) =
⋃
i=1,...,k
j∈Iei
C(ei)(j).
Cette union e´tant finie, on peut en de´duire que les composantes irre´ductibles de
Cnil(p) sont de la forme C(ei)(j) pour i ∈ [[1; k]] et j ∈ Iei .
1.3 E´le´ments p-distingue´s et conjecture
La notion d’e´le´ment nilpotent p-distingue´ va s’ave´rer tre`s importante pour la
suite.
De´finition 1.2. Soit e ∈ N . L’e´le´ment e est dit p-distingue´ si pe ⊂ N .
Lemme 1.3. L’e´le´ment e est p-distingue´ si et seulement si p(e, 0) = {0}, ce
qui revient a` dire que pe =
⊕
i>0 p(e, i).
De´monstration. Si p(e, 0) = {0} alors pe = ⊕i>0 p(e, i) ⊂ N . Re´ciproquement,
si p(e, 0) 6= {0} alors p(e, 0) est le −1-espace propre de g(e, 0) qui est re´ductif
dans g. Il contient donc des e´le´ments semi-simples non-triviaux et e n’est pas
distingue´.
Soit e ∈ N . On veut calculer la dimension des C(e)(j). On s’inte´resse pour
cela a` l’application dominante entre varie´te´s irre´ductibles
ξ :
{
K ×N (j)e → C(e)(j)
(g, x) 7→ (g.e, g.x) .
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Pour tout x ∈ N (j)e , la fibre ξ−1(ξ(1, x)) est l’ensemble des (g, g−1.x) avec
g ∈ Ke. On en de´duit que dim ξ−1(ξ(1, x)) = dimKe = dim ke. Ceci reste vrai
pour toute fibre non-vide, et en notant p = dim p on a (cf. [TY, The´ore`me
15.5.3])
dimC(e)(j) = dimK + dimN (j)e − dim ke
= p− (dim pe − dimN (j)e )
= p− codimp(e,0) N (j)e
= p− rk(p(e, 0))
ou` la dernie`re e´galite´ de´coule de [KR, The´ore`me 3]. On remarque que les sous-
varie´te´s C(e) sont e´quidimensionnelles.
De´finition 1.4. Pour un e´le´ment nilpotent e ∈ p, on de´finit le de´faut de e
comme e´tant le rang de p(e, 0). On le note δ(e). Le de´faut est invariant sous
l’action de K.
Proposition 1.5. La varie´te´ Cnil(p) est de dimension p et ses composantes
irre´ductibles de dimension maximale sont les C(e) avec e repre´sentant d’orbite
p-distingue´e.
De´monstration. Par le calcul pre´ce´dent, on voit que dimC(e)(j) = p si et seule-
ment si e est de de´faut nul, ce qui est e´quivalent a` dire que e est p-distingue´. Dans
le cas contraire, on a dimC(e)(j) < p. Par ailleurs, comme les e´le´ments nilpotents
p-re´guliers sont p-distingue´s, il existe des e´le´ments p-distingue´s ce qui suffit a`
montrer que dimCnil(p) = p. Maintenant, si e est p-distingue´, N ∩ pe = pe donc
C(e) est irre´ductible. On a de plus pr1(C(e)) = K.e. On en de´duit que les C(ei)
sont distincts pour des e´le´ments ei appartenant a` des K-orbites diffe´rentes.
On appellera composante e´trange une composante irre´ductible de Cnil(p) de
dimension strictement infe´rieure a` p.
Remarque 1.6. En rang 0, i.e. si p = {0} ou encore si θ est triviale, on a
Cnil(p) = {0} × {0} = C(0).
En rang 1, le commutant d’un e´le´ment x ∈ p est kx. Tous les e´le´ments nilpotents
sont donc p-distingue´s et les composantes irre´ductibles de Cnil(p) sont les C(e)
ou` e est nilpotent.
1.4 E´le´ments presque p-distingue´s
Nous allons maintenant identifier les composantes e´tranges en introduisant la
notion d’e´le´ment presque p-distingue´, qui ge´ne´ralise celle d’e´le´ment presque dis-
tingue´ (cf. [Pr]). Les re´sultats qui suivent, et particulie`rement la proposition
1.10, sont largement inspire´s de [Pr, Proposition 2.1].
De´finition 1.7. On dit que e ∈ N est presque p-distingue´ si p(e, 0) ne contient
pas d’e´le´ment nilpotent non nul, c’est a` dire si p(e, 0) est un tore Tδ(e). C’est
e´quivalent au fait que δ(e) = dim p(e, 0).
Lemme 1.8. Si e ∈ N et j ∈ Ie sont tels que C(e)(j) est une composante
irre´ductible de Cnil(p), alors N (j)e ⊆ O(e).
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De´monstration. Remarquons tout d’abord que le groupe GL(2) agit sur p × p
via : (
α β
γ δ
)
.(x, y) = (αx+ βy, γx+ δy).
Comme toute combinaison line´aire d’e´le´ments commutant dans N est encore
dans N , la varie´te´ Cnil(p) est GL(2)-invariante. Puisque GL(2) est connexe, il
fixe la composante irre´ductible C(e)(j). En particulier C(e)(j) est stable sous
l’application σ : (x, y)→ (y, x) de p× p. Comme pr1(K.(e,N (j)e )) = O(e), on a
pr1(C(e)(j)) ⊆ O(e). Ceci implique en particulier que
N (j)e = (pr1 ◦ σ)(e,N (j)e ) ⊆ O(e).
Notons ici une remarque lie´e a` la preuve pre´ce´dente : si N (j)e ⊆ O(e) alors
GL(2).C(e)(j) = C(e)(j). On ne peut donc pas obtenir plus de re´sultats en
conside´rant l’action de GL(2) a` la place de celle de σ.
Lemme 1.9. On a
⊕
i>2 p(e, i) ⊂ O(e).
De´monstration. On peut supposer e 6= 0. On conside`re la sous-alge`bre parabo-
lique q =
⊕
i>0 k(i, h) de l’alge`bre de Lie k. D’apre`s ([TY, 29.4.3]), il existe un
sous-groupe Q de K ayant q pour alge`bre de Lie. On a alors [q, e] =
⊕
i>2 p(i, h),
donc Q.e est une sous-varie´te´ de
⊕
i>2 p(i, h) de meˆme dimension. On en de´duit
que Q.e = [q, e] =
⊕
i>2 p(i, h). L’affirmation du lemme est alors imme´diate.
Pour e´liminer des possibilite´s de composantes e´tranges, nous allons utiliser
le lemme 1.8. D’apre`s le lemme 1.9, cela ne peut e´ventuellement s’appliquer que
dans le cas ou` p(e, 0) ou p(e, 1) contient des e´le´ments nilpotents non nuls.
Proposition 1.10. Les composantes irre´ductibles de Cnil(p) sont de la forme
C(e) avec e presque p-distingue´.
De´monstration. Choisissons e et j ∈ Ie tels que C(e)(j) soit une composante
irre´ductible de Cnil(g) et supposons que e ne soit pas presque p-distingue´. Alors
N ∩ p(e, 0) est non-trivial et N (p(e, 0))j contient un e´le´ment non-nul e0. Par
de´finition de N (j)e , on a e+ e0 ∈ N (j)e , donc e+ e0 ∈ O(e) par le lemme 1.8. Si
e = 0 on a une contradiction, on suppose donc e 6= 0.
Comme g(e, 0) est re´ductive dans g, on peut inclure e0 dans un S-triplet
normal (e0, h0, f0) de g(e, 0). Soit s0 l’alge`bre de Lie de dimension trois en-
gendre´e par (e0, h0, f0). Comme s0 ⊆ g(e, 0), (e + e0, h + h0, f + f0) est un
S-triplet normal. Maintenant, e ∈ g(h0, 0), e0 ∈ g(h0, 2) donc l’application
τλ ∈ k (λ ∈ k∗) de´finie dans [TY, 38.6.2] envoie e + e0 sur e + λ2e0. On en
de´duit que e+ k∗e0 ⊂ O(e+ e0) et donc e ∈ O(e+ e0). Rappelons que d’apre`s
le paragraphe pre´ce´dent, on a e+ e0 ∈ O(e). On en de´duit que e+ e0 et e sont
K-conjugue´s. Ceci implique que h et h+h0 sont e´galement K-conjugue´s. On va
maintenant chercher une contradiction.
On a L(h, h0) = L(h, [e0, f0]) = L([e0, h], f0) = 0 ou` L de´signe la forme de
Killing de g. Ceci implique que L(h+h0, h+h0) = L(h, h)+L(h0, h0). Mais h et
h+h0 sont conjugue´s et L est invariante sous l’action de G, d’ou` L(h0, h0) = 0.
Or, puisque h0 est l’e´le´ment semi-simple d’un S-triplet, l’action adjointe de h0
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est a` valeurs propres entie`res, et donc L(h0, h0) = 0 si et seulement si h0 = 0.
Ceci est impossible par le choix de e0. On a donc montre´ par l’absurde que e
est presque p-distingue´.
Maintenant, comme p(e, 0) ne contient pas d’e´le´ments nilpotents et que
N ∩ pe = ⊕i>0 p(e, i) est irre´ductible, on en de´duit que C(e) = C(e)(j) est
la composante irre´ductible de Cnil(p) engendre´e par e.
Remarque 1.11. Notons que d’apre`s la preuve de la proposition pre´ce´dente
C(e) est irre´ductible pour e presque p-distingue´. On a donc C(e) = K.(e,N ∩ pe)
lorsque e est presque p-distingue´ et la pre´sence des indices j ∈ Ie n’est plus
ne´cessaire.
Corollaire 1.12. Les composantes e´tranges sont engendre´es par des e´le´ments
presque p-distingue´s non p-distingue´s.
D’apre`s la proposition 1.5 et le corollaire 1.12 la conjecture A est e´quivalente
au fait que Cnil(p) ne comporte pas de composantes e´tranges, ou encore :
Conjecture 1.13. Si e1 est presque p-distingue´, il existe un e´le´ment e2 p-
distingue´ tel que C(e1) ⊆ C(e2).
D’apre`s les re´sultats de la section 1.1, cette conjecture est vraie si et seule-
ment si elle est vraie pour toute alge`bre de Lie syme´trique simple.
2 Centralisateurs
Le but de cette section est de caracte´riser les centralisateurs de S-triplets dans le
cas classique pour obtenir une classification des e´le´ments presque p-distingue´s.
En particulier nous allons retrouver que les e´le´ments de de´faut nul (i.e. p-
distingue´s) correspondent bien au e´le´ments compacts de´crits dans [PT]. Le tra-
vail de [PT] donne une description des e´le´ments p-distingue´s et utilise le fait
que les orbites d’e´le´ments compacts dans le cas re´el correspondent, via la cor-
respondance de Kostant-Sekiguchi, aux orbites d’e´le´ments p-distingue´s. Notre
de´marche pour de´crire les centralisateurs lui sera en fait assez similaire. Dans
toute la section, V de´signera un espace vectoriel de dimension n. On supposera
que g ⊂ sl(V ) est une alge`bre de Lie simple et que, contrairement a` l’intro-
duction, G ⊂ SL(V ) est le plus petit groupe alge´brique dont l’alge`bre de Lie
contient g (cf. [TY, Chapitre 24]). Cette modification n’a pas d’incidence sur
les orbites de g. On se restreint aux cas classiques, c’est a` dire que l’on est dans
l’une des situations suivantes :
• Type A : g = sl(V ) auquel cas G = SL(V ).
• Type BD : g = soΦ(V ) = aut(V,Φ) est l’alge`bre de Lie orthogonale sta-
bilisant une forme biline´raire syme´trique non de´ge´ne´re´e Φ. Dans ce cas
G = SOΦ(V ).
• Type C : g = spΦ(V ) = aut(V,Φ) est l’alge`bre de Lie symplectique
stabilisant une forme biline´raire alterne´e non de´ge´ne´re´e Φ. Dans ce cas
G = SPΦ(V ).
De´finition 2.1. [GW, The´ore`me 3.4] Enume´rons l’ensemble des involutions de
Cartan θ de´finies sur g dans chacun de ces types.
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• Type A :
(AI) θ(x) = −T txtT pour x ∈ g et ou` T = T−1 = tT . Ceci est e´quivalent
au fait que k = aut(V,Φ) ou` Φ(x, y) = txTy est la forme biline´aire
syme´trique associe´e a` T . La proprie´te´ T = T−1 = tT de´finit de fac¸on
unique θ (a` conjugaison pre`s dans G).
(AII) θ(x) = −T txtT pour x ∈ g et ou` T = T−1 = −tT . Ceci est e´quivalent
au fait que k = aut(V,Φ) ou` Φ = txTy est la forme biline´aire anti-
syme´trique associe´e a` T . La proprie´te´ T = T−1 = −tT de´finit de
fac¸on unique θ (a` conjugaison pre`s dans G).
(AIII) θ(x) = JxJ−1 pour x ∈ g et ou` J2 = IdV . On de´finit
V± = {v ∈ V | Jv = ±v}.
Alors V = V+ ⊕ V− et le nombre dim(V+) de´finit θ de fac¸on unique
(a` conjugaison pre`s dans G).
• Types BD et C :
(BDI),(CII) θ(x) = JxJ−1 pour x ∈ g ou` J pre´serve la forme Φ et ve´rifie
J2 = IdV . On de´finit
V± = {v ∈ V | Jv = ±v}.
Alors V = V+ ⊕ V−, la restriction de Φ a` V± est non-de´ge´ne´re´e et le
nombre dim(V+) de´finit θ de fac¸on unique (a` conjugaison pre`s dans
G).
(DIII),(CI) θ(x) = JxJ−1 pour x ∈ g ou` J pre´serve la forme Φ et ve´rifie
J2 = −IdV . On de´finit
V±i = {v ∈ V | Jv = ±iv}.
Alors V = V+ ⊕ V−, la restriction de Φ a` V±i est nulle et V+i dual a`
V−i par rapport a` ω. De plus l’involution θ est uniquement de´termine´e
(a` conjugaison pre`s dans G).
Etant donne´e une telle alge`bre de Lie syme´trique (g, k) ou (g, θ) et e ∈ p
nilpotent non nul, on fixe un S-triplet (e, h, f) normal qui engendre une sous-
alge`bre de Lie de dimension 3 que l’on note s. Les centralisateurs gs sont connus,
cf. [SS] ou [Ja]. Afin d’obtenir des informations pre´cises sur les paires syme´triques
(gs, θ|gs), nous allons rappeler la description des sous-alge`bres gs.
Pour λ ∈ Z notons :
V (λ) = {v ∈ V | h.v = λv}
de sorte que V =
⊕
λ∈Z V (λ). Il existe (a` isomorphisme pre`s) un unique sl2-
module irre´ductible de dimension d. Notons-le ρd. Alors V =
⊕
d∈N∗ Vd ou` Vd est
isomorphe a` (ρ1)md ⊗s ρd avec ⊗s de´signant le produit tensoriel de s-modules.
Ceci nous donne une de´composition
Vd =
⊕
j∈[[0,d−1]]
V (d− 1− 2j) ∩ Vd. (2.1)
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On de´finit alors Vj,d := V (d−1−2j)∩Vd et md := dimVj,d, ce dernier e´tant un
entier inde´pendant de j. On en de´duit une partition de n donne´e par (dmd)d∈N∗ .
Cette partition correspond au diagramme de Young usuellement associe´ a` la
classe de conjuguaison d’un e´le´ment nilpotent de sl(V ) (cf. [Ot1], par exemple).
Notons Hd (resp. H ′d) le sous-espace vectoriel engendre´ par les vecteurs de plus
haut (resp. bas) poids de Vd. Autrement dit Hd = V0,d et H ′d = Vd−1,d. Soit g
un e´le´ment de gl(V )s. Par de´finition il stabilise les sous espaces propres de h et
de e, et en particulier g stabilise les sous-espaces Hd = V (d−1)∩ker e. On peut
donc de´finir des applications restrictions indexe´es par d ∈ N∗
ϕd :
{
gl(V )s −→ gl(Hd)
g 7−→ g|Hd .
Et on de´finit
ϕ =
⊕
d∈N∗
ϕd (2.2)
On peut alors e´noncer un premier re´sultat sur les centralisateurs :
Lemme 2.2. Le centralisateur du S-triplet (e, h, f) dans gl(V ) ve´rifie :
gl(V )s ∼=ϕ
⊕
d∈N∗
gl(Hd).
De´monstration. On a vu que l’application ϕ est bien de´finie. Nous allons de´-
montrer qu’elle posse`de une re´ciproque. Soit (gd)d∈N∗ une famille d’e´le´ments de⊕
d∈N∗ gl(Hd), nous allons montrer qu’il existe un unique e´le´ment g ∈ gl(V ) tel
que g centralise s et g|Hd = gd. La formule (2.1) associe´e au fait que f
j induit une
bijection entre Hd et Vj,d nous montre qu’un tel e´le´ment g est ne´cessairement
de´fini uniquement sur chaque composante de Vd par
g|Vj,d = f
j .gd.f
−j . (2.3)
Comme V est somme directe des Vj,d, l’e´le´ment g est de´fini uniquement sur V
tout entier. Re´ciproquement, il est facile de ve´rifier qu’un e´le´ment g, de´fini par
(2.3) a` partir d’une famille (gd)d∈N∗ quelconque, commute avec s.
A partir de maintenant, on se donne une forme biline´aire non-de´ge´ne´re´e Φ
sur V et deux e´le´ments ε, η ∈ {±1} de sorte que
• Φ est syme´trique ou antisyme´trique ce qui se traduit par Φ(u, v) = εΦ(v, u)
pour tout u, v ∈ V .
• h pre´serve Φ et e, f preservent ou anti-pre´servent Φ : c’est a` dire
Φ(h.u, v) = −Φ(u, h.v) ; Φ(e.u, v) = −ηΦ(u, e.v) ; Φ(f.u, v) = −ηΦ(u, f.v).
Le cas η = 1 permettra de de´crire gs quand g = aut(V,Φ), tandis que le cas
η = −1 permettra de de´crire ks quand k = g ∩ aut(V,Φ).
Lemme 2.3.
(a) Si λ 6= −µ alors Φ(V (λ), V (µ)) = 0. Les sous-espaces V (λ) et V (−λ) sont
en dualite´ par Φ.
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(b) Hd est dual a` H ′d = f
d−1(Hd).
De´monstration. Soient u ∈ V (λ), v ∈ V (µ).
λΦ(u, v) = Φ(h.u, v)
= −Φ(u, h.v) = −µΦ(u, v),
ce qui de´montre la partie (a).
Soit maintenant u ∈ Hd. Par (a), il existe w ∈ V (−d + 1) tel que Φ(u,w) 6= 0.
Il existe w1, w2 tels que w = e.w1 + w2 et w2 ∈ H ′d. On a alors :
0 6= Φ(u,w) = Φ(u, e.w1 + w2) = −ηΦ(e.u, w1) + Φ(u,w2) = Φ(u,w2).
Ceci prouve que la restriction de Φ a` Hd ×H ′d est non de´ge´ne´re´e.
De´finition 2.4. On de´finit Φ˜d sur Hd par
Φ˜d(u, v) = Φ(u, fd−1.v).
Lemme 2.5. La forme Φ˜d est biline´aire non de´ge´ne´re´e sur Hd et elle ve´rifie
Φ˜d(u, v) = (−η)d−1ε Φ˜d(v, u).
De´monstration. L’application fd−1 est une bijection de H ′d sur Hd, donc par le
lemme 2.3 (b), Φ˜d est non-de´ge´ne´re´e sur Hd. La relation de syme´trie est une
ve´rification facile.
Nous pouvons maintenant e´noncer un second re´sultat sur les centralisateurs.
Proposition 2.6. Si l’alge`bre de Lie w ⊆ sl(V ) est l’alge`bre pre´servant la forme
Φ sur V alors le centralisateur de (e, h, f) dans w ve´rifie
ws ∼=ϕ
⊕
d∈N∗
aut(Hd, Φ˜d).
De´monstration. Par le lemme 2.2, on sait que tout e´le´ment de ws peut eˆtre vu
comme un e´le´ment de
⊕
d∈N∗ gl(Hd). Maintenant, le fait que g ∈ w implique
que pour tout d ∈ N∗, (u,w) ∈ Hd × H ′d, on a Φ(g.u, w) = −Φ(u, g.w). C’est
a` dire que pour tout (u, v) ∈ Hd, on a 0 = Φ(g.u, fd−1.v) + Φ(u, gfd−1.v) =
Φ˜d(g.u, v) + Φ˜d(u, g.v), ce qu’on peut reformuler en : g|Hd pre´serve Φ˜d.
Re´ciproquement, si g est de´fini a` partir d’e´le´ments gd ∈ aut(Hd, Φ˜d) et de
la formule (2.3), alors g stabilise les sous-espaces Vj,d de (2.1). Il suffit donc de
regarder g sur tous les e´le´ments (u, v) ∈ Vj,d × Vd−1−j,d pour montrer que g
preserve Φ :
Φ(g.u, v) = Φ(f jgdf−j .u, v) = (−η)jΦ(gdf−j .u, f j .v)
= (−η)j Φ˜(gdf−j .u, f j−(d−1).v)
= −(−η)j Φ˜(f−j .u, gdf j−(d−1).v)
= −(−η)j Φ(f−j .u, fd−1gdf j−(d−1).v)
= −Φ(u, fd−1−jgdf j−(d−1).v) = −Φ(u, g.v).
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Dore´navant J de´signe un e´le´ment de GL(V ) tel qu’il existe ξ ∈ {±1} avec
J2 = ξ Id. Pour g ∈ gl(V ), on note θ(g) = JgJ−1. On suppose de plus que h
commute avec J , et e, f anti-commutent avec J . C’est a` dire :
θ(h) = h ; θ(e) = −e ; θ(f) = −f
On note
√−1 une racine carre´e de −1 dans k.
Lemme 2.7.
(a) Le sous-espace Hd est J-stable.
(b) Si J pre´serve Φ, alors la restriction de (
√−1)d−1J a` Hd pre´serve la forme Φ˜.
De´monstration. Les endomorphismes J et h commutent, donc le h-sous-espace
propre V (d−1) est stable par J . De la meˆme fac¸on, J et e anti-commutent donc
le noyau de e est stable par J . On en de´duit la partie (a) en remarquant que
Hd = V (d− 1) ∩ ker e.
Si J pre´serve Φ, alors pour tout u, v ∈ Hd,
Φ˜((
√−1)d−1J.u, (√−1)d−1J.v) = (−1)d−1Φ(J.u, fd−1J.v)
= (−1)2(d−1)Φ(J.u, Jfd−1.v)
= Φ(u, fd−1v) = Φ˜(u, v).
Remarque 2.8. Pour tout d ∈ N∗, l’involution θ est inchange´e par la modifi-
cation de J en (
√−1)d−1J . En effet, pour tout g ∈ gl(V ),
(
√−1)d−1Jg((√−1)d−1J)−1 = JgJ−1. Par contre, ce qui change ce sont les
formes preserve´es par J et (
√−1)d−1J .
Corollaire 2.9. Si glθ(V ) ⊆ gl(V ) est l’alge`bre de Lie reductive correspondant
au 1-espace propre de l’automorphisme θ alors
(glθ)s ∼=ϕ
⊕
d∈N∗
(glθd)(Hd)
ou` θd(h) pour h ∈ Hd est donne´ par J|HdhJ−1|Hd .
De´monstration. Le seul point restant non-trivial consiste a` ve´rifier qu’un e´le´ment
g de´termine´ a` partir d’e´le´ments gd comme dans la formule (2.3) est bien invariant
par θ. En effet, si u ∈ Vj,d :
θ(g).u = θ(f jgdf−j).u = (−1)j−jf jθ(gd)f−j .u = g.u
Enfin, cette dernie`re proposition nous permettra de traiter les derniers cen-
tralisateurs classiques envisageables.
Proposition 2.10. Si J preserve Φ et que k = aut(V,Φ)J ⊆ gl(V ) est l’alge`bre
de Lie re´ductive donne´e par intersection de glθ(V ) et de aut(V,Φ), alors
ks ∼=ϕ
⊕
d∈N∗
(aut(Hd, Φ˜))(
√−1)d−1J .
De´monstration. Il suffit de combiner le corollaire 2.9 et la proposition 2.6.
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3 Classification des e´le´ments presque p-distingue´s
dans le cas classique
Reprenons les notations de la section 2 ou` g ⊆ sl(V ) = sln de´signera une alge`bre
de Lie classique simple (cf. 2.1), θ une involution non-triviale sur g et k, p les
sous-espaces propres de θ associe´s respectivement aux valeurs propres +1 et −1.
On supposera toujours que si e ∈ p est un e´le´ment nilpotent non nul, on l’inclut
dans un S-triplet normal (e, h, f). On laisse au lecteur le soin de traduire les
assertions quand e = 0. Rappelons, cf. section pre´ce´dente, qu’a` e est associe´e
canoniquement la partition (dmd)d∈N∗ de n. On notera ces partitions sous la
forme d’un diagramme de Young, qu’on appellera diagramme de Young associe´
a` e. Dans le cas ou` une matrice J intervient dans la de´finition de l’involution
sur l’alge`bre de Lie (cf. 2.1), on introduit la notion d’ab-diagramme de Young
associe´ a` e (cf. par exemple [Ot1]) de la fac¸on suivante. On de´compose V en
J-sous-espaces propres Va ⊕ Vb et on fixe une base diagonalisant J
{αjd,i | d ∈ N∗, i ∈ [[0, d− 1]], j ∈ [[1,md]]}
adapte´e au S-triplet, c’est a` dire telle que (αjd,0)j forme une base de H ′d et
e(αjd,i) = α
j
d,i+1. On remplit alors les cases du diagramme de Young associe´ a`
e par a ou b suivant que αjd,i ∈ Va ou Vb. Comme θ(e) = −e, sur une ligne du
diagramme de Young, on a alternance de a et de b. On de´finit aussi H ′d,a =
Va ∩ H ′d (resp. H ′d,b = Vb ∩ H ′d) et ad = dimH ′d,a (resp. bd = dimH ′d,b) de
sorte que ad + bd = md et que ad (resp bd) de´signe le nombre de lignes de
longueur d commenc¸ant par un a (resp. b). Les e´le´ments (ad)d∈N∗ et (bd)d∈N∗
sont des invariants de la K-classe de conjugaison de e. Lorsque J n’intervient pas
n’intervient pas dans la de´finition de l’involution (type AI et AII), le diagramme
de Young ou la donne´e de (md)d∈N∗ sera un invariant suffisant.
De´finition 3.1. On appelle (ab-)diagramme de Young, soit un diagramme de
Young (types AI et AII), soit un ab-diagramme de Young (autres types clas-
siques) associe´ a` une orbite O(e) comme ci-dessus.
Rappelons qu’en vertu de la section pre´ce´dente, on a des de´compositions θ-
stables, indexe´es par d graˆce a` l’application ϕ, des alge`bres de Lie gl(V ), so(V )
et sp(V ). La de´finition suivante utilise ces de´compositions.
De´finition 3.2. On appelle de´faut de la longueur d et on note δe(d) le rang de
la paire syme´trique (g′d, kd) := (ϕd(g
′), ϕd(k)) ou` g′ = g dans les cas DIII, BDI,
CI et CII et g′ = gl(V ) dans les cas AI, AII et AIII.
Remarque 3.3. Sous les notations pre´ce´dentes, on a δ(e) =
∑
d δ
e(d) dans les
cas DIII, BDI, CI et CII et δ(e) =
∑
d δ
e(d)− 1 dans les cas AI, AII et AIII.
Les sous-sections 3.1, 3.2 et 3.3 donnent les (ab-)diagrammes de Young des
e´le´ments p-distingue´s et presque p-distingue´s pour chacun des cas pre´sente´s
dans la de´finition 2.1. On rappelle que dans chaque cas simple classique, les
(ab-)diagrammes possibles sont les concate´nations des (ab-)diagrammes primitifs
que nous re´capitulons dans le tableau suivant tire´ des travaux de T. Otha.
Rappelons aussi que les (ab-)diagrammes sont classiquement ordonne´s de fac¸on
de´croissante de la plus grande ligne en haut vers la plus petite en bas et qu’on
les regarde a` permutation pre`s de lignes de meˆme longueur.
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Type (ab-)diagrammes primitifs
AI
AII
AIII ab....ba, ba....ab, ab....ab, ba....ba,
BDI ab....ba, ba....ab,
ab....ab
ba....ba
,
CI ab....ab, ba....ba,
ab....ba
ba....ab
,
DIII
ab....ab
ab....ab
,
ba....ba
ba....ba
,
ab....ba
ba....ab
,
CII
ab....ba
ab....ba
,
ba....ab
ba....ab
,
ab....ab
ba....ba
,
3.1 Cas AI et AII
La paire (g, k) conside´re´e est de la forme suivante : (sl(V ), aut(V,Φ)) ou` Φ est une
forme biline´aire syme´trique (AI) ou anti-syme´trique (AII). On pose g′ = gl(V )
e´quipe´e de l’involution de´finie en 2.1 (cas AI et AII). On a alors g′ = g + kIdn
ou` kIdn ⊂ p′. D’apre`s le lemme 2.2, on a g′s ∼=
⊕
d glmd . Et a` l’inte´rieur de
ce centralisateur, par la proposition 2.6 avec w = k et η = −1, on obtient
ks ∼= ⊕d somd (AI) ou ks ∼= ⊕d spmd (AII). Pour d ∈ N fixe´, la paire re´ductive
syme´trique associe´e est donc une paire re´ductive du meˆme type que celle de
l’alge`bre de Lie syme´trique de de´part. On en de´duit que δe(d) = md (AI) ou
δe(d) = md2 (AII). Regardons maintenant dans quels cas (g
′s = ks ⊕ Tr) ou` Tr
est un tore de dimension r > 1, auquel cas e est presque distingue´ de de´faut
r − 1. Il suffit de regarder les sous-alge`bres (g′d, kd).
AI : – Si md = 1, la paire re´ductive associe´e est (T1, {0}) avec δe(d) = 1,
– Si md > 2, il existe un e´le´ment nilpotent non nul pour la paire
(glmd , somd). Cet e´le´ment correspond alors par la the´orie des repre´sentations
a` un e´le´ment nilpotent non nul pour la paire (gln, son) qui est e´galement
nilpotent dans (sln, son).
AII : Les e´le´ments md sont pairs.
– Si md = 2, la paire reductive associe´e est (gl2, sl2) ou` gl2 ∼= sl2 ⊕ T1.
– Si md > 4, il existe des e´le´ments nilpotents non nuls pour (g′d, kd).
Ces e´le´ments correspondent a` des e´le´ments nilpotents non nuls de
(g, k).
On en de´duit la proposition suivante :
Proposition 3.4. Les e´le´ments p-distingue´s dans le cas AI et AII sont les
e´le´ments p-re´guliers. Les e´le´ments presque p-distingue´s du cas AI (resp. AII)
sont ceux qui correspondent a` un diagramme de Young ayant des lignes de lon-
gueurs distinctes (resp. des paires de lignes de longueurs distinctes). Le de´faut
d’un e´le´ment nilpotent est e´gal respectivement, au nombre de lignes ou de paires
de lignes, moins une.
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De´monstration. L’assertion sur le de´faut provient de la formule
δ(e) =
∑
d
δe(d)− 1
de la remarque 3.3. Celle sur les e´le´ments p-distingue´s provient de la discussion
de cas ci-dessus. Enfin, il est connu que les e´le´ments p-re´guliers dans le cas AI
(resp. AII) correspondent aux diagrammes de Young constitue´s d’une seule ligne
(resp. paire de lignes).
Exemple 3.5. Dans le cas AI, les e´le´ments correspondant aux diagrammes
suivants sont presque p-distingue´s de de´faut 1. En particulier, ils ne sont pas
p-distingue´s :
Γ1 = , Γ′1 = , Γ2 = , Γ3 = .
Dans le cas AII, ce sont les meˆmes en doublant les lignes, par exemple :
Γ4 =
3.2 Cas AIII
La paire (g, k) conside´re´e est de la forme suivante : (sln, slp ⊕ slq ⊕ T1) ou`
p+ q = n. D’apre`s le lemme 2.2, on a gs ∼= (⊕d glmd)∩ sln. Et a` l’inte´rieur de
ce centralisateur, par la proposition 2.9, on obtient ks ∼= ⊕d(glad ⊕ glbd)∩ slmd .
Pour d ∈ N fixe´, la paire re´ductive syme´trique associe´e est donc une paire
du meˆme type que celle de l’alge`bre de Lie syme´trique de de´part. Regardons
maintenant dans quels cas (gs = ks ⊕ Tr) ou` Tr est un tore de dimension r > 0.
• Si adbd = 0, la paire associe´e est (sln, sln).
• Si ad 6= 0 et bd 6= 0, il existe un e´le´ment nilpotent non nul pour la paire
(glmd , (glad ⊕ glbd)). C’est un e´le´ment nilpotent pour la paire
(sln, slp ⊕ slq ⊕ T1).
On en de´duit la proposition suivante :
Proposition 3.6. Les e´le´ments p-distingue´s dans le cas AIII co¨ıncident avec les
e´le´ments presque p-distingue´s. Ce sont ceux qui correspondent aux ab-diagrammes
de Young dont les lignes de longueur fixe´e commencent par la meˆme lettre.
3.3 Cas BDI, CI, DIII et CII
La paire (g, k) conside´re´e est de la forme suivante : (aut(Φ), aut(Φ, J)) ou` Φ est
une forme biline´aire non-de´ge´ne´re´e syme´trique (ε = 1) (BD) ou antisyme´trique
(ε = −1) (C) ; J preserve Φ et ve´rifie J2 = ξId avec ξ = 1 (BDI, CII) ou ξ = −1
(DIII,CI).
D’apre`s la proposition 2.6, on a gs ∼= ⊕d aut(Hd, Φ˜d). A l’inte´rieur de ce
centralisateur, par la proposition 2.10, on obtient
ks ∼=
⊕
d∈N∗
(aut(Hd, Φ˜d))(
√−1)d−1J .
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On pose εd = 1 si Φ˜d est syme´trique et εd = −1 si Φ˜d est anti-syme´trique. De
meˆme, on de´finit ξd par ((
√−1)d−1J|Hd)2 = ξdId. Par les lemmes 2.5 et 2.7 (b)
ou` l’on pose η = 1, on a (εd, ξd) = ((−1)d−1ε, (−1)d−1ξ). Notons que les sous-
espaces propres de (
√−1)d−1J sont de dimensions ad et bd ; si ξd = −1 alors
ne´cessairement ad = bd = md2 . Pour d ∈ N fixe´, la paire re´ductive syme´trique
associe´e est donc donne´e par le tableau suivant :
(g, k) (ε, ξ) d pair d impair
(εd, ξd) (gd, kd) (εd, ξd) (gd, kd)
(son, sop × soq) (BDI) (1,1) (-1,-1) (spmd , glmd2 ) (1,1) (somd , soad × sobd)
(spn, gln2 ) (CI) (-1,-1) (1,1) (somd , soad × sobd) (-1,-1) (spmd , glmd2 )
(son, gln
2
) (DIII) (1,-1) (-1,1) (spmd , spad × spbd) (1,-1) (somd , glmd2 )
(spn, spp × spq) (CII) (-1,1) (1,-1) (somd , glmd2 ) (-1,1) (spmd , spad × spbd)
Regardons maintenant dans quels cas (gs = ks ⊕ Tr) ou` Tr est un tore de
dimension r > 0.
(a) (BDI) Si adbd = 0, alors (gd, kd) = (somd , somd).
(b) (BDI) Si adbd = 1, on a (gd, kd) = (T1, {0}).
(c) (BDI) Si adbd > 2, pd contient des e´le´ments nilpotents non nuls.
(d) (CI) Si md > 2 (i.e. 6= 0), pd contient des e´le´ments nilpotents non nuls.
(e) (CII) Si adbd = 0 alors (gd, kd) = (spmd , spmd).
(f) (CII) Si ad, bd > 1, pd contient des e´le´ments nilpotents non nuls.
(g) (DIII) Si md = 2, on a (gd, kd) = (T1, T1).
(h) (DIII) Si md > 4, pd contient des e´le´ments nilpotents non nuls.
On en de´duit les deux propositions suivantes :
Proposition 3.7. Les e´le´ments p-distingue´s du cas BDI (resp. CI) sont ceux qui
ont un ab-diagramme n’ayant pas de lignes de longueur paire (resp. impaire) et
tels que les lignes de longueur impaire (resp.paire) de´butent toutes par la meˆme
lettre. Pour obtenir les e´le´ments presque p-distingue´s, on autorise de plus, par
longueur de ligne impaire (resp. paire) une paire de ligne, de´butant l’une par a
et l’autre par b. Le nombre de tels couples est e´gal au de´faut de notre e´le´ment.
De´monstration. Dans le cas (a), on a δe(d) = 0. Dans le cas (b), on a δe(d) =
dim psd = 1. Dans les cas (c) et (d), on a des e´le´ments nilpotents non nuls pour la
paire (gs, ks), ce qui empeˆche l’e´le´ment d’eˆtre presque p-distingue´. On en de´duit
la proposition graˆce au tableau pre´ce´dent.
Proposition 3.8. Les e´le´ments p-distingue´s du cas CII (resp. DIII) sont ceux
qui ont un ab-diagramme tels qu’il existe, par longueur de ligne paire (resp.
impaire), une ou ze´ro paire de ligne (de´butant ne´cessairement par a et par b) et
tels que les lignes de longueur impaire (resp. paire) de´butent toutes par la meˆme
lettre. Par ailleurs, les e´le´ments presque p-distingue´s sont p-distingue´s.
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De´monstration. Dans les cas (e) et (g), on a δe(d) = 0. Dans les cas (f) et (h),
on a des e´le´ments nilpotents non nuls pour la paire (gs, ks), ce qui empeˆche
l’e´le´ment d’eˆtre presque p-distingue´. On en de´duit la proposition graˆce au ta-
bleau pre´ce´dent.
Exemple 3.9. Dans le cas BDI, les e´le´ments correspondant aux diagrammes
suivants sont presque p-distingue´s de de´faut 1. En particulier, ils ne sont pas
distingue´s :
Γ5 =
aba
a
b
, Γ6 =
ababa
aba
bab
b
, Γ7 =
ababa
aba
bab
a
.
Le cas CI est tre`s similaire, des exemples de tels e´le´ments sont les suivants :
Γ8 =
baba
ba
ab
, Γ9 =
bababa
baba
abab
ab
, Γ10 =
bababa
baba
abab
ba
.
3.4 Bilan Provisoire
A partir des examens de (g′d, kd) dans certains cas classiques simples effectue´s
lors de cette section, on peut re´sumer le de´faut de longueur d associe´ a` e dans
le tableau ci-dessous.
Type δe(d) pour d ∈ N∗
AI md
AII md2
d pair d impair
(BDI) md2 min{ad, bd}
(CI) min{ad, bd} md2
Par ailleurs, en combinant les re´sultats 3.6 et 3.8 avec la proposition 1.10,
on obtient :
Corollaire 3.10. La conjecture 1.13 est vraie dans les cas AIII, DIII et CII.
4 Re´duction d’orbites presque p-distingue´es
Nous disposons d’un autre re´sultat pour e´carter le fait que certains e´le´ments
presque p-distingue´s puissent engendrer une composante irre´ductible e´trange.
Proposition 4.1. (a) Soit e1, e2 ∈ p deux e´le´ments nilpotents avec O(e1) ⊂
O(e2) alors δ(e1)− δ(e2) 6 dimO(e2)− dimO(e1) = dim pe1 − dim pe2 .
(b) Si il y a e´galite´ et e1 est presque p-distingue´, alors C(e1) ⊂ C(e2).
De´monstration. (a) Rappelons que l’on a une application pr1 : C(e2) → O(e2).
Comme (g.e2, g.e2) ∈ C(e2) pour tout g ∈ K et comme e1 ∈ O(e2), on a
(e1, e1) ∈ C(e2) et e1 appartient a` l’image de pr1. Maintenant, pour tout x ∈
O(e2), on a pr−11 (x) = (x, px∩N ). On en de´duit donc que pr−11 (e1) ⊆ (e1, pe1∩N )
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est un sous ensemble de dimension au moins e´gale a` dim pe2 ∩N . On en de´duit
que dim pe2 − δ(e2) = dim pe2 ∩N 6 dim pe1 ∩N = dim pe1 − δ(e1). L’ine´galite´
de (a) s’en suit facilement.
(b) Si les hypothe`ses de (b) sont ve´rifie´es, alors pe1 ∩ N = ⊕i>1 p(e1, i) est
un ensemble irre´ductible contenant une fibre de pr1 de meˆme dimension, d’ou`
(e1, pe1 ∩N ) ⊂ C(e2) et C(e1) ⊂ C(e2).
De´finition 4.2. Si e1 est presque p-distingue´ et e2 nilpotent quelconque ve´rifiant
l’e´galite´ δ(e1)− δ(e2) = dim pe1 − dim pe2 , on dit que O(e1) se re´duit en O(e2)
ou encore que O(e2) est une re´duction d’ordre δ(e1)− δ(e2) de O(e1).
Une telle re´duction est dite minimale si il n’existe pas d’orbite O telle que
O(e1) ( O ( O(e2).
Lemme 4.3. Si une orbite O(e1) se re´duit en une orbite O(e2) alors toute
orbite O(e3) telle que O(e1) ( O(e3) ( O(e2), est une re´duction de O(e1).
De´monstration. Par la proposition 4.1 (a), on a
δ(e1)− δ(e3) =
(
δ(e1)− δ(e2)
)− (δ(e3)− δ(e2))
>
(
dim pe1 − dim pe2)− ( dim pe3 − dim pe2)
> dim pe1 − dim pe3 .
L’ine´galite´ inverse de´coule de 4.1 (a).
En vertu de la proposition et du lemme pre´ce´dents, pour montrer a` l’aide
d’une re´duction qu’un e´le´ment e1 presque p-distingue´ n’engendre pas de compo-
sante irre´ductible e´trange, il suffit de savoir qu’il existe une re´duction minimale
de e1.
Dans chaque cas classique simple non encore re´solu, on introduit un ordre
sur les (ab-)diagrammes pour transfe´rer la relation d’inclusion des orbites sur les
diagrammes (cf. [Ot2, 1.9], [Ot1, 1.4]). C’est notamment l’objet des de´finitions
suivantes.
De´finition 4.4. Soit Γ un (ab-)diagramme de Young. On appelle motif de Γ
un sous-diagramme obtenu a` partir de Γ en conservant uniquement les lignes de
longueur d ∈ I ou` I est un intervalle de N.
On note Γ′ le diagramme obtenu en enlevant la premie`re colonne de Γ. On de´finit
par re´currence Γ(k) = (Γ(k−1))′ pour k ∈ N∗ ou` Γ(0) = Γ.
Soit (Γ1,Γ2) un couple de (ab-)diagrammes de Young. On de´finit une relation
d’ordre partiel comme suit. On dit que Γ1 6 Γ2 ou que Γ2 est une de´ge´ne´rescence
de Γ1 si :
• pour tout k ∈ N∗, le nombre de cases de Γ(k)1 est infe´rieur a` celui de Γ(k)2 ,
lorsque Γ1,Γ2 sont des diagrammes de Young ;
• pour tout k ∈ N∗, le nombre de a et le nombre de b de Γ(k)1 sont infe´rieurs
respectivements a` ceux de Γ(k)2 , lorsque Γ1,Γ2 sont des ab-diagrammes de
Young.
La de´ge´ne´rescence Γ1 < Γ2 est dite minimale s’il n’existe pas d’(ab-)diagramme
Γ tel que Γ1 < Γ < Γ2.
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On appelle ligne commune a` Γ1 et Γ2
• une ligne de meˆme longueur si Γ1 et Γ2 sont des diagrammes de Young ;
• une ligne de meˆme longueur de´butant par la meˆme lettre si Γ1,Γ2 sont
des ab-diagrammes de Young.
On de´finit Γ1 et Γ2, en enlevant toutes les lignes communes a` Γ1 et Γ2.
Rappelons que si O1,O2 sont deux orbites ayant pour (ab-)diagrammes res-
pectifs Γ1,Γ2, alors O1 ⊆ O2 implique Γ1 6 Γ2. Re´ciproquement, si deux
(ab-)diagrammes ve´rifient Γ1 6 Γ2, et si O1 a pour diagramme Γ1, alors il
existe O2 correspondant a` Γ2 telle que O1 ⊆ O2 (cf. [Ot2, The´ore`me 3], [Ot1,
The´ore`me 1]).
Notons que le fait qu’une orbite se re´duise en une autre ne fait intervenir
que des invariants propres aux (ab-)diagrammes de Young : de´faut, dimension de
centralisateur, inclusion. On transfert alors e´galement les notions de de´faut et de
dimension de centralisateur aux (ab-)diagrammes que l’on note repectivement
δ(Γ) et dim pΓ.
De´finition 4.5. Soient Γ1,Γ2 deux (ab-)diagrammes de Young, on pose ∆ =
∆(Γ1,Γ2) = δ(Γ1)− δ(Γ2) et s = s(Γ1,Γ2) = dim pΓ1 − dim pΓ2 .
On dit que Γ1 se re´duit en Γ2, ou que Γ2 est une re´duction de Γ1, si Γ1 < Γ2 et
s = ∆.
Remarque 4.6. Les notions de de´faut, de dimension de centralisateur et de
re´duction pour les (ab-)diagrammes de´pendent du cas simple conside´re´ (AI, AII,
BDI ou CI).
Soit O1 une orbite et Γ1 son (ab-)diagramme. L’existence d’une re´duction pour
O1 e´quivaut a` celle d’une re´duction pour Γ1.
La notion de de´ge´ne´rescence minimale e´quivaut a` celle d’ adjacent degenera-
tion  introduite dans [Ot1, (1.4)] et [Ot2, (2.4)].
4.1 Les cas AI et AII
Regardons le cas le plus simple : le cas AI. On fixe un e´le´ment e1 presque
p-distingue´, et on note son diagramme de Young Γ1. Par la proposition 3.4,
les lignes de Γ1 sont de longueurs distinctes. D’apre`s [Ot1, Lemme 5], la seule
de´ge´ne´re´scence minimale Γ2 de Γ1 susceptible d’eˆtre une re´duction doit fournir
Γ1 : x
Γ2 : x
C’est a` dire que si l’on note Γi = (pi1, p
i
2, . . . , p
i
n) ou` (p
i
j)j est une suite
de´croissante d’e´le´ments de somme n, alors il existe j0 ∈ [[1, n]] tel que
p2j0 = p
1
j0 + 1, p
2
j0+1 = p
1
j0+1 − 1, p2j = p1j sinon.
La dimension du centralisateur dans p d’un e´le´ment correspondant a` un tel
diagramme de Young est donne´e par (cf. [Se, 3.1]) :
dim pΓi = (
∑
j∈N∗
jpij)− 1. (4.1)
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On peut donc calculer la diffe´rence s :
s = dim pΓ1−dim pΓ2 = j0p1j0 +(j0+1)p1j0+1−j0(p1j0 +1)−(j0+1)(p1j0+1−1) = 1.
Pour obtenir une re´duction, on doit donc avoir ∆ = 1, c’est a` dire δ(Γ1) =
δ(Γ2)+1 ce qui se traduit par le fait que Γ2 posse`de une ligne de moins que Γ1 (cf.
proposition 3.4). Ceci n’est possible que si Γ1 posse`de une ligne (ne´cessairement
unique) de longueur 1. Ainsi, si l’on reprend les diagrammes de l’exemple 3.5,
on voit que Γ1 et Γ′1 posse`dent chacun une re´duction, mais que ce n’est le cas
ni pour Γ2, ni pour Γ3. Au passage, ceci permet de prouver la conjecture 1.13
dans le cas AI de rang 2 et 3, car dans ces cas Γ1 et Γ′1 repre´sentent les seuls
e´le´ments presque p-distingue´s non p-distingue´s.
Dans le cas AII, par la meˆme me´thode, nous pouvons montrer que la seule
de´ge´ne´rescence minimale possible pour un e´le´ment presque p-distingue´ est ob-
tenue de celle du cas AI en doublant les lignes. On a alors s = 4 tandis que
∆ = 1, on n’a donc pas de re´duction d’e´le´ment presque p-distingue´.
Conse´quence. La conjecture 1.13 est de´montre´e dans le cas AI jusqu’au rang
3 et dans le cas AII de rang 1.
4.2 Les cas BDI et CI
Heureusement, dans les cas BDI et CI, la me´thode de re´duction permet d’obtenir
plus de re´sultats. On traite tout d’abord le cas BDI, le cas CI lui e´tant tre`s
similaire.
Introduisons quelques notions pour calculer les entiers s(Γ1,Γ2). On fixe un
e´le´ment e nilpotent quelconque (non nul) dans une alge`bre syme´trique de type
BDI, et Γ de´signe son ab-diagramme de Young.
De´finition 4.7. Si Γ ne comporte que des lignes de longueur impaire on de´finit
kΓj comme e´tant la longueur de la (2j + 1)-e`me colonne de Γ.
On rappelle que le de´faut de la longueur d est donne´ par δΓ(d) = min(ad, bd)
et que δ(Γ) =
∑
d δ
Γ(d) (cf. section 3.4 et remarque 3.3).
Lemme 4.8. Si h est un e´le´ment a` valeurs propres entie`res de so(V ) et V (i)
le h-module de poids i ∈ Z, alors gh ∼= so(V (0))⊕⊕i>0 gl(V (i)).
De´monstration. On note Φ la forme biline´aire syme´trique canonique de´finissant
so(V ). Soit v ∈ V (i) et w ∈ V (j). On a Φ(h.v, w)+Φ(v, h.w) = 0, d’ou` Φ(v, w) =
0 ou i + j = 0. On a donc une de´composition orthogonale h-invariante V =
V (0) ⊕⊕i∈N∗(V (i) ⊕ V (−i)). On voit que (gh)|V (i)⊕V (−i) ∼= gl(V (i)). D’ou` le
re´sultat.
Lemme 4.9. Si Γ ne comporte que des lignes de longueur impaire, on a
dim pΓ = C +
kΓ0 (k
Γ
0 − 1)
4
+
1
2
∑
j>0
(kΓj )
2
ou` C est une constante qui ne de´pend que de l’alge`bre syme´trique conside´re´e.
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De´monstration. On inclut e dans un S-triplet normal (e, h, f). L’e´le´ment e est
pair donc dim pe = (dim p− 12 dim g) + 12 dim gh. Comme Γ ne contient que des
lignes de longueur impaire, on peut de´composer V en
⊕
j∈Z V (2j). On voit alors
par la the´orie des repre´sentations de sl2 que kΓj = dimV (2j) pour j ∈ N. On
obtient ensuite par le lemme 4.8 que 12 dim g
h = k
Γ
0 (k
Γ
0−1)
4 +
1
2
∑
j>0(k
Γ
j )
2.
On fixe maintenant un e´le´ment presque p-distingue´ e1 et on note Γ1 son
ab-diagramme de Young. On e´nume`re les de´ge´ne´rescences minimales possibles
(cf. [Ot2, Table V cas BDI]). La premie`re colonne de´signe le nume´ro de la
de´ge´ne´rescence minimale Γ1 < Γ2 telle qu’elle est indique´e dans [Ot2]. Les
deux colonnes suivantes donnent Γ1 et Γ2. La quatrie`me donne l’entier s =
dim pΓ1 − dim pΓ2 et la dernie`re indique les restrictions sur les entiers p et q.
Notons que le cas (1) de [Ot2] n’apparaˆıt pas car Γ1 ne peut alors pas cor-
respondre a` une orbite presque p-distingue´. Les cas (6) et (7) n’apparaissent
pas car, pour ces de´ge´ne´rescences, on a ∆ 6 0. L’entier s a e´te´ calcule´ a` partir
du lemme 4.9, sauf dans certains cas dont on verra plus tard qu’ils ne peuvent
donner lieu a` de nouvelles re´ductions.
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nume´ro
de [Ot2]
Γ1 Γ2 s pre´cisions
(2)
2p+1︷ ︸︸ ︷
ab.....ba
ab...ba︸ ︷︷ ︸
2q+1
2p+3︷ ︸︸ ︷
ab.....ba
ab...ba︸ ︷︷ ︸
2q−1
kΓ1q − kΓ1p+1 − 1 p > q > 1
(3)
2p+1︷ ︸︸ ︷
ab.....ba
ba...ab︸ ︷︷ ︸
2q+1
2p+3︷ ︸︸ ︷
ab.....ba
ba...ab︸ ︷︷ ︸
2q−1
kΓ1q − kΓ1p+1 − 1 p > q > 1
(4)
2p+1︷ ︸︸ ︷
ab.....ba
ba.....ab
ab...ba︸ ︷︷ ︸
2q+1
2p+2︷ ︸︸ ︷
ab.....ab
ba.....ba
ab...ba︸ ︷︷ ︸
2q−1
- - - - p > q > 1
(5)
2p+1︷ ︸︸ ︷
ab.....ba
ab...ba
ba...ab︸ ︷︷ ︸
2q+1
2p+3︷ ︸︸ ︷
ab.....ba
ab...ab
ba...ba︸ ︷︷ ︸
2q
kΓ10 − kΓ1p+1 − 2
- - - -
p > q = 0
p > q > 1
(8)
2p+1︷ ︸︸ ︷
ba.....ab
ab...ba︸ ︷︷ ︸
2q+1
2p+3︷ ︸︸ ︷
ab.....ba
ba...ab︸ ︷︷ ︸
2q−1
kΓ1q − kΓ1p+1 − 1 p > q > 1
(9)
2p+1︷ ︸︸ ︷
ba.....ab
ab...ba
ab...ba︸ ︷︷ ︸
2q+1
2p+3︷ ︸︸ ︷
ba.....ab
ba...ba
ab...ab︸ ︷︷ ︸
2q
kΓ10 − kΓ1p+1 − 2
- - - -
p > q = 0
p > q > 1
(10)
2p+1︷ ︸︸ ︷
ba.....ab
ba.....ab
ab...ba︸ ︷︷ ︸
2q+1
2p+2︷ ︸︸ ︷
ba.....ba
ab.....ab
ab...ba︸ ︷︷ ︸
2q−1
- - - - p > q > 1
Pour une de´ge´ne´rescence minimale donne´e, on note ∆(d) = δΓ1(d)− δΓ2(d).
Notons que ∆(d) ∈ {0, 1,−1} par le tableau de la section 3.4.
Conside´rons la de´ge´ne´rescence minimale (3). D’apre`s le lemme 4.9, on a
s = kq − kp+1 − 1. (4.2)
On voit que les re´ductions e´ventuelles de de´faut ne peuvent se produire que pour
les longueurs 2q+ 1 et 2p+ 1. Les augmentations e´ventuelles de de´faut, pour les
longueurs 2p+ 3 et 2q − 1.
On va tout d’abord se placer dans le cas p = q. On a alors a2p+1b2p+1 6= 0, or
e1 est presque distingue´ donc a2p+1b2p+1 = 1. On en de´duit kq = kp = kp+1 + 2
et s = 1 d’apre`s (4.2). Or ∆(2p + 1) = 1. Pour obtenir une re´duction, on doit
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ne´ce´ssairement avoir ∆(2p+3) = ∆(2p−1) = 0. Voyons ce que cela donne dans
les diffe´rents cas :
• Si a2p+3b2p+3 = 1 ou b2p+3 = 0 (resp. a2p−1b2p−1 = 1 ou a2p−1 = 0), alors
∆(2p+ 3) = 0 (resp. ∆(2p− 1) = 0).
• Le seul cas pour lequel (3) ne donne pas de re´duction est celui ou` b2p+3 =
m2p+3 6= 0 ou a2p−1 = m2p−1 6= 0.
• On obtient un re´sultat analogue si l’on conside`re la re´duction (3’) ou` les
roˆles de a et b sont inverse´s. On voit alors que le seul cas qui ne peut pas
eˆtre re´duit par (3) ou (3’) est (a` permutation de a et b pre`s) le cas ou`
a2p+3 = m2p+3 6= 0 et a2p−1 = m2p−1 6= 0. Le plus petit exemple est le
suivant :
ababa
aba
bab
a
.
Notons que l’on a ainsi montre´ que si des longueurs de lignes conse´cutives
impaires avaient un de´faut, on pouvait re´duire l’orbite O(e1). Nous supposerons
maintenant dans la suite que Γ1 ne posse`de pas de motif
2p+3︷ ︸︸ ︷
ab.....ba
ba.....ab
ab...ba
ba...ab︸ ︷︷ ︸
2p+1
.
Nous allons aussi montrer que (3) pour p 6= q ne peut pas apporter de
re´duction. En effet, soit Γ2 le diagramme obtenu graˆce a` une de´ge´ne´re´scence (3)
ou` l’on suppose p 6= q. Avec les notations pre´ce´dentes, il est facile de voir que
si ∆(2p+ 1) = 1 (resp. ∆(2q + 1) = 1) alors kp+1 = kp − 2 (resp. kq = kp + 2).
On en de´duit alors que
kq > kp + 1 + ∆(2q + 1), kp+1 6 kp − 1−∆(2p+ 1),
s = kq − kp+1 − 1 > (1 + ∆(2q + 1)) + (1 + ∆(2p+ 1))− 1 > ∆ + 1.
On ne peut donc pas espe´rer de re´duction. Le cas de l’ope´ration (2) se traite de
la meˆme manie`re.
Regardons maintenant ce qui se passe dans le cas de la de´ge´ne´rescence mi-
nimale (5) pour q = 0 et p quelconque. On remarque que a1b1 = 1 car e1 est
presque p-distingue´. D’apre`s le lemme 4.9, on a s = k0−kp+1−2. Observons que
k0 = kp+ 2 et ∆(1) = 1. Notons que le cas ou` δΓ1(2p+ 1) = 1 a de´ja` e´te´ montre´
comme re´ductible (suivant que p = 1 auquel cas on a deux de´fauts conse´cutifs,
ou p > 1 auquel cas m2p−1 = 0). On supposera donc que δΓ1(2p + 1) = 0 et
on obtient une re´duction par (5) si et seulement si kp+1 = kp − 1 c’est a` dire
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m2p+1 = 1. Le seul cas que l’on arrive pas a` traiter est le cas ou` m2p+1 > 1 dont
le plus petit exemple est :
aba
aba
a
b
.
On peut montrer que les autres de´ge´ne´rescences minimales ne me`nent pas
a` des re´ductions des exemples que l’on a cite´. Donnons ici des exemples de
re´duction. On conside`re les diagrammes Γ5 et Γ6 de l’exemple 3.9 et on indique
de l’autre cote´ de la fle`che un diagramme qui les re´duit.
aba
a
b
→ ababa;
ababa
aba
bab
b
→
ababa
ababa
b
b
.
En conclusion pour le cas BDI : on peut re´duire e1 si et seulement si les lignes
de son ab-diagramme comportant un de´faut ne sont pas toutes dans des motifs
du type (a` permutation de a et b pre`s) :
2p+5︷ ︸︸ ︷
...
ab.........ba
ab......ba
ba......ab
ab...ba
...︸ ︷︷ ︸
2p+1︸ ︷︷ ︸
2p+3
ou
2p+3︷ ︸︸ ︷
...
ab...ba
ab...ba
a
b
pour p > 0.
Dans le cas CI, les de´ge´ne´rescences minimales possibles sont indexe´es dans
[Ot2] de (1) a` (10) de fac¸on similaire au cas BDI. La de´ge´ne´rescence (5) ne
donne plus de re´duction, seule, la (3) en donne une. Il existe un unique motif
non re´ductible (a` permutation de a et b pre`s) :
2p+6︷ ︸︸ ︷
...
ab.........ab
ab......ab
ba......ba
ab...ab
...︸ ︷︷ ︸
2p+2︸ ︷︷ ︸
2p+4
pour p > 0.
Indiquons, comme ci-dessus, comment les diagrammes Γ8 et Γ9 de l’exemple
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3.9 se re´duisent :
baba
ba
ab
→ bababa
ab
;
bababa
baba
abab
ab
→
bababa
bababa
ab
ab
.
Conse´quence. La conjecture 1.13 est vraie pour (son, sona × sonb) (BDI) avec
na 6 2 ou nb 6 2 ou max(na, nb) 6 4. Dans le cas (CI), elle est vraie jusqu’au
rang 7 ; i.e. pour (sp2n, gln) avec n 6 7.
5 Une utilisation comple`te du lemme 1.8
5.1 E´tude de g(e, 1)
Nous avons jusqu’a` pre´sent e´carte´ le cas ou` p(e, 0) contient des e´le´ments nilpo-
tents graˆce a` la proposition 1.10. L’objet de cette section est d’utiliser le lemme
1.8, lorsque p(e, 1) est non nul dans les cas classiques qui nous restent. Notons
que dans les cas BDI et CII, les presque p-distingue´s sont pairs. En particulier
dans ces deux cas, pour un e´le´ment presque p-distingue´ e, on a p(e, 1) = {0}.
D’apre`s le lemme 1.9, le lemme 1.8 est impuissant pour e´liminer la possibilite´
qu’un tel e engendre une composante e´trange. C’est pourquoi nous allons nous
limiter aux cas AI et AII. Dans cette section on fixe donc g = sl(V ) et un e´le´ment
nilpotent non nul e que l’on inclut dans un S-triplet (e, h, f). Comme dans [Ot1],
on note (λi)i∈N, la partition de n correspondant au diagramme de Young de e.
Alors, on sait qu’il existe une base {ea.vi | a 6 λi − 1; a, i ∈ N, vi ∈ V } de V (cf.
[TY] 19.2) pour laquelle h est diagonal. Plus pre´cise´ment,
Vi := 〈ea.vi | a 6 λi − 1〉
est un sl2-module irre´ductible et en notant V (k) le h-espace propre de V associe´
a` k, on a
V (k) = 〈{ea.vi | 2a− λi + 1 = k}〉. (5.1)
Le lemme suivant nous indique des cas ou` il existe un e´le´ment e1 ∈ ge tel
que e1 /∈ O(e).
Lemme 5.1. Supposons qu’il existe i1, i2 ∈ N tels que 0 < λi1 = λi2 − 1. Alors,
il existe un e´le´ment e1 ∈
⊕
i>1 g(e, i) tel que e1 /∈ O(e).
De´monstration. On note e =
∑
i∈N ei ou` ei est de´fini par
{
e sur Vi
0 sur
⊕
j 6=i Vj .
Les e´le´ments ei commutent deux a` deux. De´finissons maintenant l’e´le´ment
ei1,i2 :
 e
a.vi1 → ea+1.vi2 pour 0 6 a 6 λi1 − 1
ea.vi2 → ea.vi1 pour 0 6 a 6 λi1 − 1.
ea.vj → 0 sinon.
(5.2)
On ve´rifie facilement que ei1 + ei2 = e
2
i1,i2
, et donc que e commute avec e1 :=
ei1,i2 +
∑
i 6=i1,i2 ei. Par ailleurs le diagramme de e1 est strictement supe´rieur
a` celui de e, donc e1 /∈ O(e). Enfin, l’e´galite´ (5.1) nous donne ei1,i2 .(V (k)) ⊆
V (k + 1) donc e1 ∈ g(e, 1)⊕ g(e, 2).
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D’apre`s le lemme 1.9, on a
⊕
i>2 g(e, i) ⊂ O(e). Le lemme suivant peut alors
eˆtre conside´re´ comme une re´ciproque du lemme 5.1.
Proposition 5.2. Supposons que pour tous i, j ∈ N tels que λi, λj 6= 0, on ait
λi − λj 6= 1. Alors g(e, 1) = {0}.
De´monstration. Nous allons montrer la contrapose´e en supposant l’existence
de x ∈ g(e, 1) \ {0}. Commenc¸ons par noter que d’apre`s (5.1), on a pour tous
j ∈ N∗, k ∈ N :
vj ∈ V (−λj + 1) et ker(ek) ∩ V (−k + 1) = 〈vi | λi = k〉. (5.3)
Comme x commute avec e, il existe un indice i tel que y = x.vi 6= 0 et puisque
x ∈ g(1, h), on a y ∈ V (−λi + 2) = e.V (−λi) ⊕ ker(eλi−1). Soit y1 + y2 la
de´composition de y dans cette somme directe. Soit z ∈ V (−λi) tel que y1 = e.z.
On a eλi+1.z = x.(eλi .vi) = 0 donc z ∈ 〈vj | λj = λi + 1〉. Si z 6= 0, il existe
ne´cessairement j tel que λj = λi + 1. Dans le cas contraire, y1 = e.z = 0 et
0 6= y = y2 ∈ ker(eλi−1) ∩ V (−λi + 2) = 〈vj | λj = λi − 1〉. D’ou` l’existence de
j tel que λj = λi − 1.
Graˆce au lemme 1.9, on voit que si e est presque p-distingue´ et ve´rifie les
hypothe`ses de la proposition pre´ce´dente alors N ∩ pe ⊂ O(e). Le lemme 1.8 ne
peut donc rien nous apporter. Dans le cas contraire nous allons pouvoir utiliser
ce lemme ; c’est l’objet de la suite de cette section.
5.2 Le cas AI
On utilise les notations de la sous-section pre´ce´dente. Soit e presque p-distingue´ ;
les λi sont donc deux a` deux distincts. De plus, prenant en conside´ration la
proposition 5.2, nous ferons l’hypothe`se qu’il existe deux indices i1 et i2 tels que
0 < λi1 = λi2 − 1. On sait qu’on peut alors supposer que la forme biline´aire
syme´trique sur V de´finissant la paire syme´trique (g, k) est donne´e par (cf. [Ot1,
Lemme 1])
(ea.vi, eb.vj) =
{
1 si i = j et a+ b+ 1 = λi
0 sinon.
Il est facile de ve´rifier que pour tous a, b, i, j, on a (e1.ea.vi, eb.vj) = (ea.vi, e1.eb.vj)
ou` e1 = ei1,i2 +
∑
j 6=i1,i2 ei est l’e´le´ment de la de´monstration du lemme 5.1. Ceci
implique que e1 ∈ p et on a obtenu un e´le´ment de pe qui n’appartient pas a`
O(e). D’apre`s le lemme 1.8, la sous-varie´te´ C(e) n’est donc pas une composante
irre´ductible de Cnil(p).
Concre`tement, cela veut par exemple dire que l’e´le´ment correspondant au
diagramme de Young Γ2 de l’exemple 3.5 ne peut pas engendrer de composante
irre´ductible e´trange.
Conse´quence. La conjecture 1.13 est de´montre´e dans le cas AI de rang 4.
5.3 Le cas AII
Nous allons cette fois nous placer dans le cas AII. Soit e presque p-distingue´ ;
donc si λi 6= 0, il existe un unique indice β(i) tel que λβ(i) = λi. De plus, cf.
proposition 5.2, nous allons supposer qu’il existe i1 et i2 tels que 0 < λi1 =
25
λi2 − 1. On peut alors supposer que la forme biline´aire antisyme´trique sur V
de´finissant (g, k) est donne´e par (cf. [Ot1, Lemme 1])
(ea.vi, eb.vj) =
{
α(i) si i = β(j) et a+ b+ 1 = λi
0 sinon.
ou` α(i) ∈ {±1} et α(β(i)) = −α(i). Quitte a` permuter i1 et β(i1), on peut
supposer α(i1) = α(i2). Avec des notations de la de´monstration du lemme 5.1
et en particulier (5.2), on pose e′1 = ei1,i2 + eβ(i1),β(i2) +
∑
i/∈{i1,i2,β(i1),β(i2)} ei.
Comme dans le cas AI, on ve´rifie que c’est un e´le´ment de pe qui n’appartient pas
a` O(e). D’apre`s le lemme 1.8, la sous-varie´te´ C(e) n’est donc pas une composante
irre´ductible de Cnil(p).
Ce qui pre´ce`de implique par exemple que l’e´le´ment correspondant au dia-
gramme de Young Γ4 de l’exemple 3.5 ne peut pas engendrer de composante
irre´ductible e´trange.
Conse´quence. La conjecture 1.13 est de´montre´e dans le cas AII de rang 3.
6 Les cas exceptionnels
Dans les cas exceptionnels, nous disposons d’une classification des orbites d’e´le´ments
nilpotents, des centralisateurs des S-triplets associe´s, et de leurs relations d’in-
clusion, cf. [Dj1], [Dj2], [Dj5], [Dj6]. Nous allons donc pouvoir appliquer au cas
exceptionnel les meˆmes me´thodes que pre´ce´demment visant a` e´liminer des pos-
sibilite´s, pour des orbites nilpotentes, d’engendrer des composantes e´tranges.
Finalement, nous de´montrerons la conjecture dans tout les cas exceptionnels
hormis EI.
6.1 Utilisation de la proposition 1.10
Fixons une alge`bre de Lie simple syme´trique exceptionnelle (g, k) ainsi qu’une
forme re´elle du meˆme type gR. Les tables de [Dj1] et [Dj2] nous donnent les
orbites nilpotentes re´elles dans gR. En fait, la classification de D.Z. Djokovic
s’appuie sur une description des orbites complexes de (g, k) qu’il relie a` la classi-
fication des orbites re´elles par la correspondance de Kostant-Sekiguchi. Chaque
ligne de´signe donc une orbite complexe non nulle, que l’on repe´rera par son
nume´ro donne´ dans la premie`re colonne. Fixons un e´le´ment e de cette orbite,
et incluons-le dans un S-triplet (e, h, f) engendrant une alge`bre de Lie s. Le
centralisateur re´ductif re´el donne´ dans la dernie`re colonne de ces tables est en
re´alite´ de´duit du centralisateur complexe gs (cf. [Dj1, §15]). Tous les calculs de
D.Z. Djokovic effectue´s dans le cas complexe restent vrais dans le cas d’un corps
alge´briquement clos de caracte´ristique ze´ro. Pour retrouver la paire re´ductive
(gs, ks) complexe, il suffit d’appliquer la correspondance dans l’autre sens, sa-
chant que Vr de´signe un tore de dimension r dans p et que Tr de´signe un tore
de dimension r dans k. On voit donc facilement si gs = k ⊕ Vr ou non. Les
tableaux suivants re´sultent de ces calculs dans les diffe´rents cas simples excep-
tionnels et donnent les orbites presque p-distingue´s. La premie`re colonne donne
le nume´ro de l’orbite tel qu’il apparaˆıt dans [Dj1] et [Dj2]. La seconde colonne
donne le type d’isomorphisme de la paire (gs, ks). La troisie`me donne le de´faut
d’un e´le´ment de cette orbite.
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E6(−26) (cas EIV)
1 (so7 ⊕ T1, so7) 1
2 (G2, G2) 0
F4(−20) (cas FII)
1 (sl4, sl4) 0
2 (G2, G2) 0
G2(2) (cas GI)
3 (0, 0) 0
4 (0, 0) 0
5 (0, 0) 0
E6(−14) (cas EIII)
3 (so7 ⊕ T1, so7 ⊕ T1) 0
4 (so7 ⊕ T1, so7 ⊕ T1) 0
7 (sl3 ⊕ T1, sl3 ⊕ T1) 0
8 (sl3 ⊕ T1, sl3 ⊕ T1) 0
9 (G2, G2) 0
10 (so5 ⊕ T1, so5 ⊕ T1) 0
11 (so5 ⊕ T1, so5 ⊕ T1) 0
12 (sl2 ⊕ T1, sl5 ⊕ T1) 0
E6(6) (cas EI)
12 (T2, T1) 1
16 (T1, 0) 1
17 (T1, 0) 1
18 (0, 0) 0
19 (0, 0) 0
20 (0, 0) 0
21 (T1, 0) 1
22 (0, 0) 0
23 (T2, 0) 2
F4(4) (cas FI)
6 (sl3, sl3) 0
16 (0, 0) 0
17 (0, 0) 0
18 (0, 0) 0
19 (sl2, sl2) 0
22 (0, 0) 0
23 (0, 0) 0
24 (0, 0) 0
25 (0, 0) 0
26 (0, 0) 0
E7(−25) (cas EVII)
6 (F4, F4) 0
7 (F4, F4) 0
11 (sl4 ⊕ T1, sl4 ⊕ T1, ) 0
12 (sl4 ⊕ T1, sl4 ⊕ T1, ) 0
16 (so7, so7) 0
17 (so7, so7) 0
18 (so7, so7) 0
19 (so7, so7) 0
20 (sl3 ⊕ T1, sl3 ⊕ T1) 0
21 (G2, G2) 0
22 (G2, G2) 0
E8(−24) (cas EIX)
6 (E6, E6) 0
18 (so8, so8) 0
19 (so8, so8) 0
21 (F4, F4) 0
23 (so5 ⊕ T1, so5 ⊕ T1) 0
24 (sl5, sl5) 0
26 (sl3 ⊕ T1, sl3 ⊕ T1) 0
27 (sl4, sl4) 0
28 (2sl2, 2sl2) 0
30 (G2, G2) 0
31 (G2, G2) 0
32 (so7, so7) 0
33 (so7, so7) 0
34 (2sl2, 2sl2) 0
35 (sl3, sl3) 0
36 (G2, G2) 0
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E7(7) (cas EV)
16 (G2, G2) 0
17 (G2, G2) 0
39 (sl2, sl2) 0
40 (sl2, sl2) 0
48 (T2, T2) 0
49 (T2, T2) 0
50 (T2, 0) 2
55 (sl2, sl2) 0
56 (sl2, sl2) 0
67 (0, 0) 0
68 (0, 0) 0
69 (0, 0) 0
70 (0, 0) 0
76 (0, 0) 0
77 (0, 0) 0
78 (0, 0) 0
79 (0, 0) 0
80 (T1, T1) 0
81 (T1, 0) 1
85 (0, 0) 0
86 (0, 0) 0
87 (0, 0) 0
88 (0, 0) 0
89 (0, 0) 0
90 (0, 0) 0
91 (0, 0) 0
92 (0, 0) 0
93 (0, 0) 0
94 (0, 0) 0
E8(8) (cas EVIII)
14 (G2, G2) 0
15 (G2, G2) 0
34 (sl3, sl3) 0
42 (sl2 ⊕ T1, sl2 ⊕ T1) 0
45 (2sl2, 2sl2) 0
51 (sl3, sl3) 0
67 (0, 0) 0
68 (0, 0) 0
69 (0, 0) 0
70 (2sl2, 2sl2) 0
79 (T1, T1) 0
80 (T1, T1) 0
81 (T1, 0) 1
84 (T1, T1) 0
85 (T1, 0) 1
87 (T1, T1) 0
88 (T1, 0) 1
91 (0, 0) 0
92 (0, 0) 0
93 (T1, T1) 0
94 (T1, T1) 0
95 (T1, 0) 1
98 (0, 0) 0
99 (0, 0) 0
101 (0, 0) 0
102 (0, 0) 0
104 (0, 0) 0
105 (0, 0) 0
106 (0, 0) 0
107 (0, 0) 0
109 (0, 0) 0
110 (0, 0) 0
111 (0, 0) 0
112 (0, 0) 0
113 (0, 0) 0
114 (0, 0) 0
115 (0, 0) 0
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E6(2) (cas EII)
6 (2sl2, 2sl2) 0
12 (sl2 ⊕ T1, sl2 ⊕ T1) 0
13 (sl2 ⊕ T1, sl2 ⊕ T1) 0
20 (T2, T2) 0
21 (T2, T2) 0
22 (T2, T1) 1
23 (sl3, sl3) 0
25 (sl2 ⊕ T1, sl2 ⊕ T1) 0
27 (T1, T1) 0
28 (T1, T1) 0
29 (T1, T1) 0
30 (T1, T1) 0
32 (0, 0) 0
33 (0, 0) 0
34 (T1, T1) 0
35 (T1, T1) 0
36 (0, 0) 0
37 (0, 0) 0
E7(−5) (cas EVI)
6 (sl6, sl6) 0
14 (G2 + sl2, G2 + sl2) 0
19 (3sl2, 3sl2) 0
20 (3sl2, 3sl2) 0
22 (sp6, sp6) 0
24 (sl2 ⊕ T1, sl2 ⊕ T1) 0
25 (sl3 ⊕ T1, sl3 ⊕ T1) 0
27 (T2, T2) 0
28 (sl2 ⊕ T1, sl2 ⊕ T1) 0
29 (sl2, sl2) 0
31 (sl2, sl2) 0
32 (sl2, sl2) 0
33 (2sl2, 2sl2) 0
34 (2sl2, 2sl2) 0
35 (sl2, sl2) 0
36 (T1, T1) 0
37 (sl2, sl2) 0
Notons que l’orbite 15 de EVIII n’apparaˆıt pas dans [PT], elle est ne´anmoins
bien p-distingue´e. Notons aussi que l’orbite 1 de EIV n’est pas p-distingue´e suite
a` une erreur dans la table VII de [Dj2] mentionne´e par King dans [Ki].
Conse´quence. Les alge`bres de Lie simples syme´triques GI, FI, FII, EIII, EVI,
EVII et EIX ne posse`dent pas d’e´le´ment presque p-distingue´ non p-distingue´
donc en vertu de la proposition 1.10, la conjecture 1.13 est de´montre´e dans ces
cas-la`.
6.2 Quelques re´ductions
Dans une alge`bre de Lie simple syme´trique donne´e, on note Oi l’orbite de
nume´ro i des tables de D.Z. Djokovic. E´nume´rons quelques re´ductions d’e´le´ments
presque p-distingue´s.
Reference Type de g n˚ dimO δ(e)
[Dj5] EII 22 29 124 30 0
[Dj6] EV
50 52 2
54 53 1
81 59 1
85 60 0
[Dj7] Table 2
et Fig.2 EVIII
81 107 1
84 108 0
88 109 1
91 110 0
95 111 1
98 112 0
[Dj5] Fig.2 EI
21 34 1
18 35 0
17 32 1
22 33 0
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Il ne reste que 5 orbites sur lesquelles nous ne pouvons pas nous prononcer
pour l’instant ; elles ne posse`dent pas de re´duction. Ce sont les suivantes.
Type n˚ de O
K-diagramme de Dynkin
d’une caracte´ristique
de O
G-diagramme de Dynkin
d’une caracte´ristique
de O
EIV 1 0001 100001
EI 16 1111 111011
EVIII 85 11111111 10010101
EI 12 2002 000200
EI 23 0020 000200
6.3 Utilisation du lemme 1.8
Nous allons montrer que les trois premie`res orbites du tableau pre´ce´dent n’en-
gendrent pas de composante e´trange, graˆce au lemme 1.8. Comme dans la section
5, on e´tudie le h-espace propre associe´ a` la valeur propre 1.
Soit g = E6(−26) (cas EIV). On s’inte´resse a` l’orbite O1 (cf. [Dj2]). On
conside`re un S-triplet normal standard (e, h, f) avec e ∈ O1. On peut calculer
facilement les dimensions de k(i, h) et p(i, h) pour les diffe´rents entiers i et on
obtient (cf. [JN]) :
i dim k(i, h) dim p(i, h)
> 2 0 0
2 7 1
1 8 8
0 22 8
On en de´duit que tout e´le´ment non nul e de p(2, h) est re´gulier sous l’action
de K(0, h) dans p(2, h) et appartient donc a` O1 (cf. [Ka, Lemme 2.2.9]). De la
meˆme fac¸on, comme h′ = 2h est une caracte´ristique pour l’orbite re´gulie`re O2,
tout e´le´ment re´gulier sous l’action de K(0, h′) = K(0, h) dans p(2, h′) = p(1, h)
appartient a` O2. Mais comme k(3, h) = {0}, on a p(1, h) = p(e, 1). Soit donc e′
re´gulier dans p(e, 1) ; on a e′ ∈ O2 et [e′, e] = 0, d’ou` N ∩ pe 6⊂ O1, et par le
lemme 1.8, e ne peut pas engendrer de composante e´trange.
Proposition 6.1. Si (g, k) est de type EI, il existe e ∈ O16 et e1 ∈ O18 tels que
[e, e1] = 0.
Si (g, k) est de type EVIII, il existe e ∈ O85 et e1 ∈ O109 tels que [e, e1] = 0.
De´monstration. Soit g de type E6 (resp. E8). Nous allons fixer une sous alge`bre
de Cartan h de g, une base de Chevalley (Xαi)αi∈R(g,h) compatible avec le
syste`me de racine R(g, h), et une involution explicite de type EI (resp. EVIII)
telle que h∩k soit une sous-alge`bre de Cartan de k. Pour simplifier les notations,
on notera parfois Xi a` la place de Xαi . Soit une caracte´ristique h ∈ h ∩ k de
l’orbite O16 (resp. O85). Il se trouve que h′ = 2h est alors une caracte´ristique de
l’orbite O18 (resp. O109). Avec les notations de la section 1.2, on rappelle que
l’on a k(0, h) = k(0, h′) et p(2, h′) = p(1, h). De plus, d’apre`s [Ka, Lemme 2.2.9],
O16 ∩ p(2, h) (resp. O85 ∩ p(2, h)) est exactement la K(0, h)-orbite re´gulie`re
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dense de p(2, h), tandis que O18 ∩ p(1, h) (resp. O109 ∩ p(1, h)) est la K(0, h)-
orbite re´gulie`re dense de p(1, h). Graˆce aux tables de [JN], on voit que pour tout
e ∈ O16∩p(2, h), on a dim p(e, 1) = 1. Nous choisirons donc un e´le´ment re´gulier
e ∈ p(e, 2) et montrer qu’il commute avec un e´le´ment e1, re´gulier dans p(1, h).
Commenc¸ons par le premier cas. On fixe une base (αi)16i66 telle que le
diagramme de Dynkin de g s’e´crive
α1 α3 α4 α5 α6
α2
.
On choisit la nume´rotation des racines donne´e par [Dj3, Table 3] ainsi que la
base de Chevalley de [Dj3, §4] caracte´rise´e par [Dj3, Table 13]. Ainsi, on a par
exemple α8 = α2 + α4 et [X2, X4] = −X8. On fixe l’involution τ , de´finie dans
[Dj2] (dans [Dj2] les racines α2, α3, α4 sont note´es respectivement α4, α2, α3),
permutant les racines α1 et α6, α3 et α5 et laissant invariants α2 et α4. Pour
trouver une involution θ de type EI, on peut poser (cf. [Dj2])
θ
(
XP6
i=1 kiαi
)
= (−1)k2XP6
i=1 kiτ(αi)
.
Toujours selon [Dj2] on de´finit
β1 = (α1)|h∩k = (α6)|h∩k, β2 = (α3)|h∩k = (α5)|h∩k, β3 = (α4)|h∩k,
β4 = (α2)|h∩k, β0 = −2β1 − 3β2 − 2β3 − β4.
De [Dj2, Table VIII], on de´duit que l’e´le´ment h ve´rifiant β1(h) = β2(h) =
β3(h) = β0(h) = 1 est une caracte´ristique de O16. Si on e´crit le G-diagramme
de Dynkin de h, on trouve
1 1 1 1 1
−8 .
Ceci nous permet d’obtenir les bases suivantes pour k(0, h), p(1, h), p(2, h) et
k(3, h) :
k(0, h) H1 +H6;H3 +H5;H2;H4
p(1, h) A1 := X1 −X6;A2 := X3 −X5;A3 := X−32 +X−33;A4 := X35
p(2, h) B1 := X7 −X11;B2 := X9 −X10;B3 := X−29 +X−31;B4 := X−30
k(3, h) C1 := X12 +X16;C2 := X−26 −X−28;C3 := X15
Comme k(0, h) ⊂ h, un e´le´ment x ∈ h agit par multiplication par un scalaire
sur chaque Ai et chaque Bj . En particulier, un e´le´ment e =
∑
biBi (resp. e1 =∑
aiAi) est re´gulier dans p(2, h) (resp. p(1, h)) si et seulement si [k(0, h), e] =
p(2, h) (resp. [k(0, h), e1] = p(1, h)) ce qui e´quivaut au fait que les coefficients
bi (resp. ai) sont tous non nuls. On choisit e = B1 + B2 + B3 + B4. Ecrivons
la table de multiplication dans la matrice ci-dessous, ou` l’e´le´ment d’indice (i, j)
correspond a` [Ai, Bj ] :
(
[Ai, Bj ]
)
i,j
=

0 C1 0 C2
0 −2C3 −C2 0
C2 0 0 0
0 0 C1 C3

D’apre`s ce qui pre´ce`de, l’e´le´ment e1 = −2A1 +A2 + 3A3 + 2A4 est re´gulier dans
p(1, h), appartient a` O18 et commute avec e.
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Le second cas ou` (g, k) est de type EVIII se traite de fac¸on similaire. On fixe
la base de R(g, h) :
α1 α3 α4 α5 α6 α7 α8
α2
.
La nume´rotation des racines et la base de Chevalley sont donne´es par [Dj4,
Table 1, Table 6]. Conforme´ment a` [Dj1], on pose
θ
(
XP8
i=1 kiαi
)
= (−1)k1XP8
i=1 kiαi
.
On peut choisir la caracte´ristique h de O85 de sorte que son G-diagramme de
Dynkin soit
−14 1 1 1 1 1 1
1 .
On obtient facilement des bases pour les espaces de poids suivant :
k(0, h) H1;H2;H3;H4;H5;H6;H7;H8
p(1, h) A1 := X93;A2 := X94;A3 := X95;A4 := X96
A5 := X−85;A6 := X−86;A7 := X−87;A8 := X−88
p(2, h) B1 := X98;B2 := X99;B3 := X100;B4 := X−80
B5 := X−81;B6 := X−82;B7 := X−83;B8 := X−84
k(3, h) C1 := X17;C2 := X18;C3 := X19;C4 := X20
C5 := X21;C6 := X22;C7 := X−118
Ici encore k(0, h) ⊆ h, donc les orbites re´gulie`res de p(1, h) et p(2, h) se de´crivent
de la meˆme fac¸on que dans le cas EI. La table de multiplication : p(1, h) ×
p(2, h)→ k(3, h) est la suivante :
(
[Ai, Bj ]
)
i,j
=

0 0 0 −C3 0 −C1 0 0
0 0 0 0 C4 0 C2 0
0 0 0 0 C5 0 0 C2
0 0 0 0 0 C6 C5 C4
0 0 −C6 0 0 0 −C7 0
C3 0 −C5 0 0 −C7 0 0
C1 0 0 −C7 0 0 0 0
0 −C2 0 0 0 0 0 0

Finalement, on peut poser
e =
8∑
i=1
Bi et e1 = A1 + 2A2 + 3A3 − 2A4 − 2A5 +A6 +A7 + 5A8.
Ces deux e´le´ments commutent et appartiennent respectivement a` O85 et O109.
Corollaire 6.2. Si (g, k) est de type EI, C(O18) n’engendre pas de composante
e´trange. Meˆme conclusion pour O85 si (g, k) est de type EVIII.
De´monstration. Il suffit d’appliquer la proposition pre´ce´dente et le lemme 1.8.
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Terminons cette section en donnant le nombre de composantes irre´ductibles
de Cnil(p) dans les diffe´rents cas exceptionnels.
GI FI FII EI EII EIII EIV EV EVI EVII EVIII EIX
3 10 2 4 a` 6 17 8 1 27 17 11 33 16
Conclusion
La conjecture A est de´montre´e dans les cas suivants : AIII, CII, DIII, EII, EIII,
EIV, EV, EVI, EVII, EVIII, EIX, FI, FII, GI et dans les cas
AI (sln, son) avec n 6 5 (i.e. en rang 6 4)
AII (sl2n, sp2n) avec n 6 3 (i.e en rang 6 3).
BDI (son, sop× soq) avec p 6 2 ou q 6 2 ou max(p, q) 6 4. (En particulier, elle
est vraie en rang 6 2)
CI (sp2n, gln) avec n 6 7. (i.e. en rang 6 7)
De plus, les me´thodes de re´duction et d’e´tude de p(e, 1) introduites dans les
sections 4 et 5 montrent qu’un certain nombre d’e´le´ments presque p-distingue´s
ne fournissent pas de composante e´trange.
Nous avons exploite´ au maximum les deux outils dont nous nous sommes
dote´s : d’une part le lemme 1.8 et d’autre part la re´duction dont le principe est
contenu dans le lemme 4.1. En effet, les seules orbites pour lesquelles nous ne
savons rien dire sont des orbitesO contenant des e´le´ments e presque p-distingue´s,
non p-distingue´s, ve´rifiant pe ∩N ⊆ O, et n’ayant pas de re´duction.
7 Appendice : Orbites p-self-large
Le lemme 1.8 nous a invite´ a` de´terminer les e´le´ments nilpotents e ve´rifiant
N (pe) ⊂ K.e. Dans le cas des alge`bres de Lie, D. Panyushev a dernie`rement
nomme´ ces e´le´ments self-large dans [Pa4]. Ils sont caracte´rise´s de la fac¸on sui-
vante : ce sont les e´le´ments presque distingue´s e ve´rifiant g(e, 1) = 0. N’ayant
de´couvert ces travaux que re´cemment, nous allons pre´senter dans cet appendice
quelques re´sultats inspire´s de [Pa4] qui permettent de de´terminer des e´le´ments
similaires dans les alge`bres de Lie syme´triques.
De´finition 7.1. Un e´le´ment nilpotent e ∈ p ve´rifiant N (pe) ⊂ K.e est dit
p-self-large. L’orbite K.e est alors e´galement appele´e p-self-large
On a montre´ dans la section 1.4, que seuls des e´le´ments p-self-large pouvaient
engendrer une composante irre´ductible de Cnil(p). On a en particulier e´tabli les
implications suivantes :
p-distingue´⇒ p-self-large⇒ presque p-distingue´.
Comme pre´ce´demment, on fixe un S-triplet (e, h, f), ce qui nous donne les
graduations suivantes de w = g, k ou p :
w =
⊕
i∈Z
w(i, h); we =
⊕
i>0
w(e, i); wf =
⊕
i60
w(f, i).
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On sait que p(e, 0) agit (via l’action adjointe de g) sur g(f,−1). Si e est presque
p-distingue´, p(e, 0) est un tore, on peut alors conside´rer X(p(e, 0)) l’ensemble
des poids non-nuls du p(e, 0)-module g(f,−1). On notera la de´composition en
espaces de poids comme ceci :
g(f,−1) =
⊕
γ∈X(p(e,0))
Vγ .
Le but de la proposition 7.4 est de donner un analogue faible de [Pa4,
The´ore`me 2.1] pour les alge`bres de Lie syme´triques. Il se trouve que, combine´e
aux re´sultats des sections pre´ce´dentes, cette proposition va s’ave´rer suffisante
pour de´crire toutes les orbites p-self-large des alge`bres de Lie syme´triques. Nous
avons tout d’abord besoin de deux lemmes. On rappelle que L de´signe la forme
de Killing sur g.
Lemme 7.2 (D. Panyushev [Pa4]). L’application
Φ :
{
g(f,−1)× g(f,−1) → k
(ξ, η) 7→ L(e, [ξ, η])
est une forme biline´raire antisyme´trique non de´ge´ne´re´e g(e, 0)-invariante.
Lemme 7.3. L’automorphisme θ induit une bijection entre Vγ et V−γ . L’appli-
cation Φ˜ : (ξ, η) 7→ Φ(ξ, θ(η)) est une forme biline´aire syme´trique non de´ge´ne´re´e.
Elle reste non de´ge´ne´re´e sur chaque sous-espace Vγ .
De´monstration. Comme h ∈ k et f ∈ p, l’automorphisme θ induit une bijection
de g(f,−1). Soit ξ un e´le´ment de Vγ . Pour tout t ∈ p(e, 0), on a
[t, θ(ξ)] = θ([θ(t), ξ]) = θ(−γ(t)ξ) = −γ(t)θ(ξ).
Ceci prouve la premie`re affirmation.
Comme θ induit une bijection de g(f,−1), le fait que Φ˜ soit non-de´ge´ne´re´e
est une conse´quence du lemme 7.2. Ve´rifions que Φ˜ est syme´trique :
L(e, [ξ, θ(η)]) = L(θ(e), θ([ξ, θ(η)]))
= L(−e, [θ(ξ), η])
= L(e, [η, θ(ξ)]).
Prouvons enfin la dernie`re affirmation du lemme. Soit ξ ∈ Vγ et η ∈ Vµ, alors
θ(η) ∈ V−µ et pour tout t ∈ p(e, 0), on a
(γ(t)− µ(t))Φ˜(ξ, η) = Φ([t, ξ], θ(η)) + Φ(ξ, [t, θ(η)]) = 0.
donc Φ˜(ξ, η) = 0 si γ 6= µ. Ceci montre que Φ˜ est non-de´ge´ne´re´e sur Vγ .
Proposition 7.4. Si e est presque p-distingue´ tel que g(f,−1)p(e,0) = {0} et
p(e, 1) 6= {0}, alors e n’est pas p-self-large.
De´monstration. Notons tout d’abord que, d’apre`s les hypothe`ses, 0 /∈ X(p(e, 0)).
Fixons µ ∈ X(p(e, 0)) et soit ξ ∈ Vµ tel que Φ˜(ξ, ξ) 6= 0. Puisque µ 6= 0, il existe
t ∈ p(e, 0) tel que [t, ξ] = ξ et [t, θ(ξ)] = −θ(ξ). Un calcul facile donne
L([[e, (ξ + θ(ξ))], (ξ + θ(ξ))], t) = 2L(e, [ξ, θ(ξ)]) 6= 0,
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ce qui montre en particulier que [[e, ξ+θ(ξ)], ξ+θ(ξ)] 6= 0. Donc z = ξ+θ(ξ) est
un e´le´ment de k(f,−1) satisfaisant [[e, z], z] 6= 0. Finalement, par [Pa4, Lemme
2.3], G.(e+[z, e]) est une orbite strictement plus grande que G.e, ce qui implique
notamment que K.(e + [z, e]) 6⊆ K.e. Pour conclure, il est facile de ve´rifier que
e+ [z, e] ∈ pe.
Remarque 7.5. On ne peut pas supprimer l’hypothe`se g(f,−1)p(e,0) = {0}. En
effet, l’orbite O1 de FII ve´rifie p(e, 0) = {0} et p(e, 1) 6= {0}. Elle est cependant
p-distingue´e, donc p-self-large.
Corollaire 7.6. Les orbites O50 de EV ; O85, O88 de EVIII et O16, O17 de EI
ne sont pas p-self-large.
De´monstration. On a vu dans la section 6 que ces orbites nilpotentes sont
presque p-distingue´es et qu’elles ne sont pas paires. Graˆce a` [Dj1, Dj2], on peut
calculer p(e, 0) et on trouve que p(e, 0) = g(e, 0) dans ces cas pre´cis. On peut
maintenant appliquer l’argument suivant de [Pa4]. Soit l = gg(e,0) et s = [l, l],
de sorte que l = s⊕ g(e, 0). Alors e est distingue´ dans s et la graduation induite
par h ∈ s ve´rifie {0} = s(−1, h) = l(−1, h) = g(−1, h)g(e,0) = g(−1, h)p(e,0) ⊇
g(f,−1)p(e,0). En combinant ceci avec les tables de [JN], on montre que les hy-
pothe`ses de la proposition 7.4 sont satisfaites. Les orbites mentionne´es ne sont
donc pas p-self-large.
En suivant la meˆme ide´e, il est possible de donner une preuve alternative de
la description de la section 5.2 des orbites presque p-distingue´es de AI qui ne
sont pas p-self-large. Malheureusement, la proposition 7.4 ne permet pas l’e´tude
des orbites presque p-distingue´es non p-self-large de AII ni de l’orbite O1 de EIV.
Pour ces orbites, on se re´fe`re aux sections 5.3 et 6.3. Finalement, les dernie`res
orbites a` traiter e´tant paires, on peut lister l’ensemble des orbites p-self-large
dans les diffe´rents cas simples a` l’aide du lemme 1.9. Le cas ge´ne´ral s’en de´duit
facilement e´tant donne´ que les alge`bres de Lie syme´triques sont produit direct
d’alge`bres de Lie syme´triques simples.
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Cas Orbites p-self-large.
AI L’orbite (p-distingue´e) re´gulie`re et les orbites dont le diagramme
associe´ est constitue´e de lignes de longueurs diffe´rant d’au moins
2.
AII L’orbite (p-distingue´e) re´gulie`re et les orbites dont le diagramme
associe´ est constitue´e de paires de lignes de longueurs diffe´rant
d’au moins 2.
AIII Les orbites p-distingue´es (i.e. qui ont un ab-diagramme dont les
lignes de meˆme longueur de´butent par la meˆme lettre), ce sont les
seules orbites presque p-distingue´es.
BDI, CI Les orbites presque p-distingue´es (cf. section 3.3).
CII, DIII Les orbites p-distingue´es (qui sont les seules orbites presque p-
distingue´es, cf. section 3.3).
EIII, EVI,
EVII, EIX,
FI, FII, GI
Les orbites p-distingue´es (qui sont les seules orbites presque p-
distingue´es, cf. section 6.1).
EII Les orbites presque p-distingue´es. En particulier l’orbite O22 non
p-distingue´e.
EIV L’orbite re´gulie`re (p-distingue´e).
EI Les orbites p-distingue´es et les orbites O12,O21,O23 (cf. section 6
et lemme 1.9).
EV Les orbites p-distingue´es et l’orbite O81 (cf. section 6 et lemme
1.9).
EVIII Les orbites p-distingue´es et les orbites O81,O95 (cf. section 6 et
lemme 1.9).
Alge`bres de
Lie
Les orbites dont les e´le´ments e ve´rifient p(e, 0) est un tore et
p(e, 1) = {0} (cf. [Pa4, The´oreme 2.1]).
Les calculs permettent de montrer le fait suivant. Les e´le´ments p-self-large
d’une alge`bres de Lie syme´trique simple sont exactement les e´le´ments e ve´rifiant
l’une des conditions suivantes
• p(e, 0) = {0} i.e. e est p-distingue´ ;
• p(e, 0) est un tore et p(e, 1) = {0}.
Cependant, ceci est uniquement valable dans le cas simple. En effet, la remarque
7.5 implique que, dans FII×EI, l’orbite O1 × O21 est p-self-large mais ve´rifie
p(e, 0) = T1 6= {0} et p(e, 1) 6= {0}.
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