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Abstract:
The objective of this Master Degree’s Thesis is to contribute to the Dynamic Pric-
ing Tool from EY’s Advisory & Advanced Analytics Department. The contribution
consists in two areas: Prediction and Optimization. A product portfolio’s history
of prices are used to compute demand predictive models for each product based
on prices, to further pass them through an optimization process to maximize the
revenue. By utilizing Machine Learning tools as Feature Engineering and state-
of-the-art prediction models such as XGBoost, an improvement of the Forecast
Accuracy is achieved. Then, by using the already computed predictive models,
Simulated Annealing and Broyden-Fletcher-Goldfarb-Shanno (BFGS) non-linear-
optimization techniques are applied, to find the best possible prices as input for
the previously computed non-parametric prediction models, with the objective of
maximizing the revenue. All these concepts are illustrated using a real client’s
dataset of beer sales history. The real product names were modified for confiden-
tial purposes.
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providing assurance, financial audit, tax consulting and advisory services. EY, being one of the
largest professional services firm, is one of the Big Four. The firm believes that in order to succeed
in this era of technology, companies must focus on the human element of analytics, hence it is
aiming towards becoming a data driven organization.
In the last years, EY has been heavily investing developing strong Advisory & Advanced
Analytics Teams all over the globe, in order to help its clients perform at the maximum level.
With this, on late November of 2016, the area of Advisory & Advanced Analytics was born
in Barcelona, under the management of Alberto Barroso, Supply Chain & Advanced Analytics
Executive Director.
Since the opening date, the department of Advisory & Advanced Analytics has been growing
by attracting new talent and building a consolidated group of Data Scientist, where I luckily have
been integrated as a part of the team, to develop my Master Thesis.
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1 Introduction
1.1 Objective
The world is constantly changing, humans were living in the Industrial Age, where hand-tools
were replaced by powerful machines, and mass production became a possibility. Now, with the
rapidly paced development of technology, we are living in the Information Age, where vast amount
of information is easily accessible, and those few who harness the potential, will be the ones with
an edge to benefit from it.
Dynamic Pricing is a strategy in where business set prices of products or services based on
time or demand. This is a methodology which makes use of the massive potential of information
availability. It is important, as a company, to know and be able to modify prices according to
what the consumers are willing to pay.
EY’s Analytics Team built a Dynamic Pricing Tool for a beer company, which for confiden-
tiality purposes, we will call BEER4US.
The objective of this thesis is to develop a demand learning algorithm as a function of price
for a product portfolio of BEER4US, and define an optimal price for the products, in order to
maximize the profit. All these while taking into consideration BEER4US is participating in a
competitive environment where the global demand for all beers is finite, and competing by quality
and prices of its own products and from competitors.
The benefits to business in using this algorithm is to be able to optimally define a pricing
strategy to make the most profit possible, by taking into account the product’s interactions,
where lowering some prices could mean increasing demand for some products by gaining new
customers but at the same time losing presence in some others by having them shifting from
different products of the same portfolio.
1.2 Dynamic Pricing
Pricing theory has been extensively studied by researchers from a variety of fields over the years.
These fields include, among others, economics, marketing, revenue management and telecommu-
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nications. In recent years, the rapid development of information technology, the Internet and
E-commerce has had very strong influence on the development of pricing and revenue manage-
ment [1]. In an environment where firms compete for the same products in a constantly changing
market, the prices need to be dynamic.
In literature Dynamic Pricing (DP) is the study of determining an optimal pricing strategy for
products or services, in an environment that allows them to be easily and frequently adjusted [4].
These techniques are normally applied by firms selling their merchandise via Internet, or stores
with capacity to change their digital price tags. In any case, technology has made possible to
adapt to continuous changing circumstances with minimal cost or effort.
DP is a terminology which has been gaining popularity over this last decade. As they have
been applied in various business, it is possible to recognize and relate them with the Airlines and
Hotel businesses [2]. These segment of companies are the ones who started using DP techniques
to obtain the most possible from the high seasons, by increasing prices as demand increases, while
compensating for the low seasons of the year.
There exists more than one type of Dynamic Pricing strategies, in this thesis we will describe
the most popular ones: Pricing based on value or elasticity, Pricing based on competitors, and
Time-based retail pricing.
• Pricing based on value or elasticity: The idea is to calculate how many consumers are willing
to pay and at each price point, with this method, the strategy could aim to achieve a volume,
revenue or profit maximization strategy [10].
• Pricing based on competitors: This strategy is based on monitoring the competition and price
the products accordingly. These strategy has its own risks, although the main objective is
to stay competitive, many big firms are known to have used this method by setting prices
below cost in order to eliminate smaller competitors [17].
• Time-based retail pricing: Many industries change prices depending on the time of day, or
the season. For example, a restaurant may change its prices and have higher costs on high
demand time windows [10].
The problem to solve in this thesis resembles a combination of Pricing based on elasticity, with
Pricing based on competitors. With nowadays technology, having the sales records digitalized, it
4
is possible to have an abundant dataset of sales data. The data can always contain important
insights on consumer behavior, specially the detail on how consumers respond to different selling
prices, and different competition prices throughout time.
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2 Description of the Problem
The Advisory & Advanced Analytics team saw a great area of opportunity in the area of Revenue
Growth Management for its clients. The idea was to develop a tool which allows the client
to understand their own products price elasticity, to be able to determine an optimal price to
maximize the global expected profit for a product portfolio. The tool must be able to drill down
and help decision making in any desired level: Region, Retail, Product.
In order to accomplish the objective, the tool must be able to use the products portfolio sales
history, together with the competitors information in order to identify the different patterns that
explain demand, such as base price, promotions, and seasonality. The tool must be prepared to
learn the demands behavior of each product within the portfolio with respect to each owns price,
the other products of the portfolio and the competitors in order to determine a price recommen-
dation for each of the products.
The challenge dealt with could be regarded as Dynamic Pricing with Learning, a combination of
two research fields: (1) Statistical Learning, or nowadays known as Machine Learning, specifically
applied to the problem of estimating the demand, (2) and Price Optimization [4]. These both
subjects will be further explained in section 3 and 4 of this work.
2.1 Challenges
To achieve the objective, it is important to have the correct data. An intrinsic property of many
prediction or price optimization problems is lack of information: the seller does not know how
consumers respond to different selling prices, and thus does not know the optimal price [4]. For an
algorithm to properly learn, it has to have enough information including a wide range of variability.
The history must have been through different promotions or prices throughout time, in order to
capture the different possible effects each different price has had.
When describing the literature of Dynamic Pricing in section 1.2, emphasis was made in the
fact that the type of firms using these type of strategies tend to be the ones who can easily and
quickly apply changes to their product prices. In this situation, it is important to consider that
the Retail Store under scope of this project, does not have the capability to change its own price
within the range of a click. In this case, generating a price change, takes a more complex action
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of submitting a request in order to execute the procedure of manually changing the labels seen
by the customers in the store, these will be further discussed and explained in the Optimization
part, section 4.
2.2 Dynamic Pricing Tool
The Dynamic Pricing Tool Project emerged from the necessity of BEER4US to be competitive,
discover the impact on demand and revenue of their prices against their competition, in order to
make the most given its current possibilities. Phrased in a different way: “What is the correct
price for each product in my portfolio, which will help me sell the correct combination of products
leading to the maximum revenue possible?”
The existing Dynamic Pricing Tool (DPT), considers all the sales of beers from big Retail
Stores in the area of Spain. The idea is disaggregate the information in 3 sections: Retail Store,
Store Type and Cluster. Retail Store is the name of the Company, such as Carrefour, Walmart,
HEB, etc. With Store Type, each of the Company’s store is classified by its size, for example:
Hyper, Super, Express, etc. And Cluster, is the category of the beer, how it is perceived by the
market, for example: Craft, Mainstream, Premium etc. The main purpose of this divisions, is
to attempt to give a personalized base price for each product, according to the store’s demand
of each of the available products on display. The previously mentioned categories are provided
by the expertise of BEER4US, and they come from the assumption that beer demand behaves
differently due to the social class of the population who attending to each specific store and the
beer category of interest.
In other words, to generate a model, the data must be filtered by each of these previously
mentioned divisions or categories, and further analyzed and processed to obtain an output.
For the scope of this Master Thesis, the DPT will be only programmed to provide a forecast
model and optimization for the product portfolio of a specific store. The analysis presented below,
will consider all beer sales of all WALDOSMART HYPERMARKET in Spain.
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2.3 Methodology & Pipeline
To have a clearer overview of the whole process, a pipeline was defined in order to have a good visual
reference of the problem’s structure. This pipeline shown in Figure 1, represents the process of the
DPS in order to analyze, predict, and optimize the prices of the available beers from BEER4US
in WALDOSMART HIPERMARKET.
Figure 1: Dynamic Pricing Pipeline
With this representation, it becomes more practical to split the problem into its core parts, to
further explain the theory behind each, the application, and importance in the process of Dynamic
Pricing.
As mentioned in section 2, the original or full dataset is divided into a subset by store, to have
only the information of interest, this will be further discussed in section 2.4. Subsequently, section
3, will go deeper into Predictions, taking emphasis in the definition of Machine Learning, types
of predictive models and the focus of this work, applying the state-of-the-art, XGBoost to predict
the products demand. Section 4, will target the theory and application of optimization, using the
previous generated models as part of the objective function in order find a global maximum for
the generated revenue of BEER4US. Finally in section 4.5, the business case will be portrayed, by
summarizing the results and displaying the impact of the analysis.
2.4 Data
The dataset contains the full aggregated sales and price information for 107 weeks for each product
in a given Type of Store for a given Retailer or Chain. In this data, the level Region was not
available for BEER4US. As mentioned in section 2.2, the dataset used for the analysis and for the
Dynamic Pricing Tool (DPS) will be reduced to a subset for better representation of results.
The subset contains the sales history of the Retailer WALDOSMARKET HIPERMARKET
and the Cluster of products “Mainstream”. For these product portfolio of BEER4US belonging
to this cluster, the DPS will generate the predictive models. To better exemplify the cluster in
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context, Figure 2 displays the procedure in which the complete dataset goes through, in order to
end up with the data needed to build the models and the optimization task.
Figure 2: Dynamic Pricing Pipeline
The subset contains 48 different beers having been sold throughout the specified time-horizon.
Out of these 48 beers, 13 belong to the Mainstream portfolio of BEER4US. The product portfolio,
shown in Table 1, is conformed by 4 types of beers, Lager, Radler, Pilsner and Stout. These
different beers come in different presentations.
Because of the different presentation of each type of beer, the description becomes quite long.
For simplicity, it was decided to rename them with the names: “P1,P2,P3..,P13”, this will help to
have cleaner tables in the following sections. The presentation of each type of beer is important,
in the following tables 2, 3 and 4, is an explanation of the nomenclature used in the product
description of table 1.
It was mentioned in section 2.2 that the cluster label was assigned by the expertise of BEER4US
in the industry sector. After visualizing the 4 types of beers in the tables, and realizing that main
difference between them is the quantity, size and presentation, it becomes clear the relationship
9
ProdNum Product
1 P1 Lager C. 330m PK24
2 P2 Lager C. 330m PK12
3 P3 Lager C. 330m IND
4 P4 Lager B. 330m IND
5 P5 Radler
6 P6 Pilsner C. 330m PK24
7 P7 Pilsner C. 330m PK12
8 P8 Pilsner B. 250m PK
9 P9 Pilsner B. 1100m IND
10 P10 Pilsner C. 330m IND
11 P11 Pilsner B. 250m PK6
12 P12 Stout B. 250m PK6
13 P13 Stout L. 330m IND
Table 1: BEER4US Mainstream Beers
Size Unit
1 250.00 ml.
2 330.00 ml.
3 1100.00 ml.
Table 2: Beer’s size
Presentation Notation
1 Can C
2 Bottle B
Table 3: Beer’s presentation
Quantity Notation
1 Individual IND
2 Package of 6 PK6
3 Package of 12 PK12
4 Package of 24 PK24
Table 4: Package size
between quite a high number of products. The remaining 35 products belong to different com-
petitors. These are to be named “CP1,CP2,CP3..,CP35”, and are to be taken into consideration
when building the prediction models for each product in the portfolio.
Now, after having a glance of each of the products from the portfolio, its time to take a look
at the dataset where the experiment takes place. Table 5 shows the top 5 and last 6 observations
of our dataset. In this reduced table, the objective is to display the format of our data. From the
starting point, there is 3 main type of features, Time, Sales, and Price, where Price and Sales are
appended to each products name in order to have them as a feature or column.
• The Time is recorded weekly, and it is represented as Year and Week of the Year (YYWW).
10
For instance, the first observation has “1424”, which means the 24th Week of 2014.
• Sales displays the total liters sold by product, in all the WALDOSMART Hypermarkets in
Spain.
• Price is the amount in euros in which each liter was sold in the given period.
Time P1 sales P2 sales P3 sales P11 price P12 price P13 price
1 1424 83760 16500 7560 1.46 1.91 1.66
2 1425 91470 81590 7470 1.40 2.05 1.80
3 1426 16930 250740 5390 1.51 2.07 1.87
4 1427 12580 279990 5050 1.62 2.06 1.90
5 1428 60680 200000 5560 1.63 2.07 1.90
102 1621 106440 38330 9340 1.58 2.08 1.72
103 1622 149640 30700 8960 1.57 1.98 1.96
104 1623 82520 35540 10380 1.57 2.01 1.94
105 1624 32000 38750 7520 1.35 2.06 1.96
106 1625 27710 137860 11030 1.62 2.07 1.94
107 1626 29690.00 184000 9410 1.61 2.09 1.93
Table 5: Head and Tail of Data
2.5 Exploratory Data Analysis
Exploratory data analysis or “EDA” is a critical first step in analyzing the data from an experiment.
It is a descriptive analysis of the data, and some of the main reasons it is used for, according to
Peng, R. [15], include: maximize insight into a data set, extract important variables, detect outliers
or anomalies and test underlying assumptions.
The main objective in this work is to find important information from the product portfolio of
BEER4US, by visualizing the behavior of some of the variables in play. As it was mentioned in
section 2.2, the goal of the DPT is to make prediction of the Demand of each product, according
to its own price and the competitors information.
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Market Share
Since there are 13 products in the Portfolio, it is reasonable to think that they all have a different
impact in the total demand per week or month. To see the impact of each product in the complete
period of the dataset, the Market Share was calculated. The Market Share will be the product’s
proportion of the total liters sold in the portfolio. Table 7 shows the Market Share for each of the
products of BEER4US. It is important to mention that the distribution is not equivalent, some
products have clearly a higher impact in the overall demand, which is also a reason why for some
of the next analysis, the focus will be on these products.
Product Market Share Market Value
P10 2 % 2 %
P13 2 % 3 %
P3 2 % 2 %
P11 3 % 4 %
P12 3 % 6 %
P4 5 % 4 %
P9 7 % 8 %
P7 7 % 9 %
P1 11 % 8 %
P8 14 % 18 %
P2 20 % 15 %
P6 25 % 22 %
Table 6: Market Share vs. Market Value
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ts
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P10
P13
P3
P11
P12
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Market Share
Table 7: BEER4US Liters Distribution
For any retailer it is important the popularity of its products against the market competition.
The idea behind competing with prices is not only to maximize the revenue, but it is also important
to keep a good market share of the total of liters being sold. Figure 3 shows the percentage of
the market owned by BEER4US with its full product’s portfolio. It is necessary to take this as a
baseline, because while optimizing the price, one of the goals is not to give away the Market Share
to the competition.
12
40 %
60 %
0.25
0.50
0.75
0.00/1.00
Proportion
Pr
od
uc
ts Name
Competition
Own
Total Market Share
Figure 3: Total Market Share
Demand vs. Price
In order to get a valid model that is capable of predicting Demand given the Price of a product, it is
important for these variables to have a relationship. In Figure 4 and 5, two of the portfolio products
are plotted Demand against its own Price, and plotted again after a Logarithmic transformation,
which purpose is to eliminate the possible skew and attempt to find a linear relationship.
Figure 4 is interesting because it is a demonstration of a clear relation between Price and
Demand. The lower the price, the higher demand this specific product or beer will have. But the
relation does not show a linear trend, this means that as the price increases, the demand reduces
but the reducing rate slows down. Although it does not mean the price can infinitely go up with
a small reduction on demand, possible there is a limit where the price proves to be convenient to
maximize the margin.
The trend seems to resemble a logarithmic function, which is a reason to attempt this trans-
formation. By applying logarithmic transformation to both of the variables, the plot converts to
a linear down trend, which makes it appropriate to choose fitting a linear model
On the other hand, P5 represented in Figure 5, portrays a completely different behavior com-
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Figure 4: Product 6, Demand against Price
pared to previously shown product P6. In this scenario, it is hard to discover a trend by simply
looking at the plot. This is the type of scenario where other variables are necessary in order to
build a prediction model, and perhaps this could be taken as an indication in order to attempt
fitting a non-linear model, instead of a linear one.
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Figure 5: Product 5, Demand against Price
These two, are just to showcase a small portion of the product portfolio, as seen in the plots,
one of the products finds a direct relationship between Price and Demand, while the other does
not. The other products are shown in the appendix A.
Demand vs. Time
There is also the possibility to relate Demand given Time. These relation normally refers to a
condition of seasonality, which implies that products demand is highly correlated with the period
of the year. The next figures, display the history of demand by week. If there was a seasonality,
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then the plots would show a different behavior in different parts of the year, and repeating this
behavior in every similar period in the following years. Lets take as an example products P6 and
P2, the ones with the highest market share in BEER4US history, and display them in figures 6
and 7. If the demand is observed separately by product, it is tough to notice a seasonality trend.
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Figure 6: Product 6, Time against Week
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Figure 7: Product 2, Time against Week
As shown in the plots, there is no clear seasonality for all of the products, the others products
of the portfolio can be seen in the Appendix B.
As previously mentioned, the work on the DPT tool has used Linear models as the final
approach since these gave the best results. The plots can already be a justification for them
instead of Time Series models such as Autoregressive Integrated Moving Average (ARIMA).
It is interesting to see the whole aggregated sales of the product portfolio for the two years.
In this specific scenario, one might argue that there might be seasonality somehow hidden or
distributed in the product portfolio’s demand, as shown in figures 6 and 7. Therefore it is possible
to consider Time as a significant variable for the model.
On the other hand, it is still possible to test if Time, as a variable, is significant in order
to predict the Demand. If it is looked in a global perspective, Figure 8 displays the aggregated
demand for all the 13 products in the portfolio. In this figure, it is easier to notice a seasonality
trend. Here, it is possible to see that there exists a an increasing demand in the summer months.
In addition, it is also possible to capture a strange demand behavior from week to week in the
15
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Figure 8: Portfolio. Time against Price
different plots shown. It appears somehow unnatural the sales variation from one week to another.
In some instances the demand could double or decrease twice the amount, these makes it a greater
challenge when it comes to prediction.
To conclude this section, figure 9 attempts to discover the seasonality by aggregating the sales
by months, capturing the last 104 weeks into 26 months, barely more than two years. The plot
justify the intention of using Time as a feature when attempting to predict the Demand. The
beginning of the period are the months corresponding to the summer, and 12 months later would
represent same period.
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Figure 9: Portfolio. Time against Price, Mothly Aggregated.
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3 Prediction
This thesis derives from the assumption that there exists a relationship or elasticity between Price
and Demand for a given product, to be specific beer beverage. In the previous section 2.5 of
Exploratory Data Analysis, by plotting the variables, its demonstrated a trend exists between
these features. This analysis leads to the idea that the Demand can be explained by the Price of
the product and its competitors prices, a practical case of Machine Learning.
The scope of this chapter is to give an introduction to Machine Learning, describe the different
predictive methods mainly used by the community, making emphasis on XGBoost as the state-of-
the-art, and finally describe the application of it to the BEER4US case study.
3.1 Machine Learning
First, lets describe Machine Learning. Machine Learning, or previously known as Statistical
Learning[18] or Pattern Recognition[3], comes from a sub-field of computer science evolving from
computational learning theory in artificial intelligence. The objective is to construct computer
algorithms that automatically improve themselves by finding patterns in existing data without
explicit instructions [7].
Machine learning relies entirely on data. In order to build a predictive model, one must provide
it data as an input, and “train” the model to release a desired output. In theory, the more data
and the better the quality, the better the model. A reason why it has gained a lot or popularity in
the recent years, is the growth in amount of data that our world is going through, and with this,
the technological capabilities have also increased in order to have a plausible processing of it.
Machine Learning is divided in two main subsections: Supervised Learning and Unsupervised
Learning. (1) Supervised Learning refers to the type of algorithms which learn to predict a specific
output from a set of inputs. After learning a model, new observations can be used as the inputs to
generate new outputs. This means the training examples need to have enough information to learn
from, for example: A Hospital would like to know which of the patients are most probable to re-
enter the hospital according to the information gathered from each patient after being previously
treated for a certain disease. (2) Unsupervised Learning differs by having no desired outputs. The
algorithm learns hidden patterns within data, or to categorize it from the existing information.
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For instance, an item-based recommendation system, the algorithm needs to discover similar items
that have been bought together [9].
Within Supervised Learning, there is a wide variety of prediction algorithms in the literature,
and two important classification of them: The first one is: Parametric and Non-Parametric Models.
The second one, as Kuhn and Johnson [13] group them are: linear, non-linear and tree based
models.
3.1.1 Parametric and Non-Parametric Models
Both Parametric and Non-Parametric Models have the same objective, to find the function which
allows to estimate the value of our response variable Y , given our input data, or observations.
Assuming the data has 107 observations, this means there are n = 30 observed data points.
These observations are called training data, because they will be used to train or teach a model
how to estimate f . Let xij represent the value of the jth predictor, or input, for observation
i, where i = 1,2,...,n and j = 1,2,...,p. Correspondingly, yi represents the response variable
for the ith observation. Then our training data consist of {(x1, y1), (x2, y2), ..., (xn, yn)} where
xi = (xi1, xi2, ..., xip)
T . In this sense, the approach is to find, through machine learning, the
function f where Y ≈ f(X) for any observation (X, Y ) [18]. The machine learning algorithms
which accomplish this task are characterized as parametric or non-parametric. Lets discuss both
approaches.
(1) Parametric. The parametric model, gets its name because it utilizes the training data in
order to define an objective function within some parameters. An example could be a linear model
as shown in the left plot of Figure 10. In this scenario, the model could follow some parameters:
f(X) = β0 + β1X1 + β2X2 + ...+ βpXp.
The potential disadvantage of a parametric approach is that the model chosen will usually not
match the true unknown form of f .
(2) Non-Parametric. On the other hand, a non parametric model can capture more subtle
aspects of the data. It allows more information to pass from the current set of data that is
attached to the model at the current state, to be able to predict any future data [8]. It seeks
an estimate of f that gets as close to the data points as possible without being too rough or
wiggly, as shown in the right plot of Figure 10. Such approaches can have a major advantage over
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parametric approaches: by avoiding the assumption of a particular functional form for f , they
have the potential to accurately fit a wider range of possible shapes for f [18].
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Figure 10: Dynamic Pricing Pipeline
Linear, Non-Linear and Tree based models
The other sub-division for machine learning prediction algorithms is linear models, non linear
models, and tree based models. (1) Linear models are basically parametric models, which include
Linear Regression, Logistic Regression, Penalized Linear Models, Naive Bayes and Lasso. On the
other hand, Non-Parametric Models are conformed by (2) Non-Linear models, with algorithms
including Neural Networks, K-Nearest Neighbors and Support Vector Machines (SVMs) and (3)
Tree based models, with Classification and Regression Trees, Bagging, Random Forest and Tree
Boosting [13]. Of course there exist more algorithms, but for the scope of this chapter, the focus
relies on Trees and their evolution towards the state-of-the-art XGBoost.
3.1.2 Tree Models
Tree models were introduced by Breiman as Classification and Regression Trees (CART) [5]. The
aim of tree methods is to create recursive partitions with the predictors Xi...n in order to predict
or explain Y . The algorithm will find a structure where by generating splits, the response variable
Y achieves to be explained by these groups. The partitions could be understood as an if-then
statement as shown in Figure 11:
This partitions continue recrusively until it remains only one observation left, or a stoping
criteria is achieved. Trees have different parts: The root is the initialization variable, and it is
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Figure 11: Tree Algorithm’s Structure
found by maximizing the Gain, or importance, of each variable. The number of partitions of a
tree is callded depth of a tree. The tree is constructed by different trees. The nodes of each tree
could be Parent Node or Child Node. Two Child Nodes from the same Parent are called Siblings.
The final nodes in a tree algorithm are called Leaves. When the decision criteria reaches a leaf, it
converges into a prediction.
Once an observation has reach a leaf, there are two ways of assigning a value: by mean, or
majority voting, depending whether it is a Continuous Response (Regression), or a Categorical
Response (Classification). For example, if the example is a Regression tree, and the final Node
has the values {5, 7, 9} then the decision leaf will assign the value {7}. On the other hand, if the
problem is a Classification Tree, with possibilities of outcomes {Y es,No, Y es}, the response label
is to be {Y es} with a 66% of probability. One of the reasons trees are a very popular modeling
technique is because they are easy to interpret.
Classification Trees are considered adaptive and robust, but one of their biggest disadvantage
is that they do not generalize well [18]. The reason for the following techniques, Bagging, Random
Forest and Boosting, is to enhance their performance.
Bagging, Random Forest and Boosting
Bagging or bootstrap aggregated, is one of the first ensemble techniques introduced by Breiman
[5]. Ensemble means to use more than one model and combine their predictions to obtain a better
one, combining weak learners to achieve higher performance [18]. In this particular case, multiple
trees are combined. To be specific, bagging utilizes bootstrap re-sampled versions of the training
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data and builds a regression or classification tree out of each and predicts by majority vote.
Bagging can dramatically reduce the variance of unstable procedures (like trees), leading to
improved prediction. However any simple structure in the Tree is lost. The trade-off of a bagged
model is that the output is less interpretable and the generated trees are highly correlated, due to
their similar structure.
Random Forest was introduced by Breiman [6] in order to avoid the high correlation by the
Bagging algorithm. Because with bagging, each sample is using the same variables, most of the
trees will have the same structure. To reduce this correlation Breiman introduced randomness to
the algorithm. The idea is, equally to Bagging, to (1) generate bootstrap re-sampled data set,
(2) randomly choose a subset of predictors or features, (3) Select the best feature maximizing the
gain to generate the decision splits and continue to build the tree, (4) repeat this process n times
and average the results.
Boosting was first implemented as the Adaboost algorithm by Freund and Schapire in 1996
[11]. It could be seen as a stage-wise additive modeling. It starts with a weak classifier or tree,
and then another one is fitted to improve the current model performance. The main idea is to
take into account where the past classifier made mistakes. After fitting one tree, the algorithm
assign weights in the previous errors and generates a new tree.
The main difference between boosting and random forest is how the ensemble procedure is done.
In Random Forest the trees are independent, can reach their maximum depth and contribute
equally. In boosting it is quite different, trees depend on past trees, have limited depth and
contribute differently to the final model, in this case the final classifier a is weighted average of
classifiers [18].
3.1.3 XGBoost
XGBoost is short for eXtreme gradient boosting. It is a library designed and optimized for boosted
tree algorithms. It’s main goal is to push the extreme of the computation limits of machines to
provide a scalable, portable and accurate for large scale tree boosting.
After the evolution of trees, starting with Classification and Regression Trees, Bagging, Ran-
dom Forest and Boosting, a new algorithm was proposed by Friedman [12] called Gradient
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Boosting. This methodology became really popular as it increased the performance of the exis-
tent supervised models, and it lead to the development of XGBoost, based on Friedman’s original
model.
To understand how XGBoost works, first it is important to understand that the algorithm is
thought to work with supervised problems. To achieve predictions, the algorithm needs to find the
best set of parameters that describe the training data, for which is needed to have an objective
function, to measure the performance of the model given a certain set of parameters.
Objective function
The objective function is divided in two parts: Training Loss + Regularization.
Obj(Θ) = L(θ) + Ω(Θ)
where L is the training loss function, and Ω is the regularization term. The training loss
measures how predictive the model is on training data. For example, a commonly used training
loss is mean squared error.
L(θ) =
∑
i
(yi − yˆi)2
The regularization term controls the complexity of the model, and helps in avoiding over-fitting,
which means the algorithm learns the training set specifically and limits it to generalize to new
data points. It is a penalty for the coefficients of the algorithm that shrinks them to zero in order
to avoid capturing the noise of the data. The general principle is that the goal is to achieve both
a simple and predictive model. The trade-off between the two is also referred as bias-variance
trade-off in machine learning.
Now that the main idea has been displayed, for simplicity, the process of how the algorithm
learns will be avoided. But there are important things to know about the model.
Learning
The idea behind Gradient Boosting is similar to the previously explained Adaboost.
Select tree depth, P and number of iterations, B. Compute the average response, and use
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this as the initial predicted value for each sample. First select a tree depth P , and a number of
iterations B. For b = 1 to B: (1) A weak learner is fitted by a Classification or Regression Tree.
(2) Compute the residuals, difference between the observed value and the predicted value for each
sample. (3) Fit a regression tree with depth P using the residuals as the response. (4) Predict
each sample using the regression tree fitted in the previous step. (5) Update the predicted value
of each sample by adding the previous iteration’s predicted value to the predicted value generated
in the current step.
Parameters
Gradient Boosting has a big challenge if its wanted to perform better than random forest, tuning
its parameters. It is important to specify certain parameters and to find the best combination of
them for each specific problem. Hereby some of the most important parameters will be described:
• Learning Rate (eta): Step size shrinkage used in update to prevents overfitting. After each
boosting step, we can directly get the weights of new features. and eta actually shrinks the
feature weights to make the boosting process more conservative. range: [0,1]
• Row Sampling (subsample): Subsample ratio of the training instance. Setting it to 0.5
means that XGBoost randomly collected half of the data instances to grow trees and this
will prevent overfitting. range: (0,1]
• Column Sampling (colsample bytree): Subsample ratio of columns when constructing each
tree. range: (0,1].
• Min Leaf Weight (min child weight): Minimum sum of instance weight (hessian) needed in
a child. If the tree partition step results in a leaf node with the sum of instance weight less
than min child weight, then the building process will give up further partitioning. In linear
regression mode, this simply corresponds to minimum number of instances needed to be in
each node. The larger, the more conservative the algorithm will be. range: [0,∞]
• Max Tree Depth (max depth): Maximum depth of a tree, increase this value will make
the model more complex likely to be overfitting. 0 indicates no limit, limit is required for
depth-wise grow policy. range: [0,∞]
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• Min Split Gain (gamma): Minimum loss reduction required to make a further partition on a
leaf node of the tree. The larger, the more conservative the algorithm will be. range: [0,∞]
Figure 12: Xgb Tuning. Reference: XGBoost
Tuning an XGBoost model is a complex and costly task. The package includes an expand.grid
option, where one must choose vectors of values for each parameter and make a grid of combi-
nations. Then the model hast to be train on each of the combinations and internally compares
results in order to receive as an output the best parameters for the specific problem.
Advantages
In general Gradient Boosting inherits all the good features of trees (variable selection, missing
data, mixed predictors), and improves on the weak features, such as prediction performance.
Gradient Boosting methods have proven to be able to produce better results than Bagging,
and Random Forest in different competitions and datasets.
3.1.4 Evaluation Method
There are different performance metrics and techniques to evaluate the prediction model outcome.
Each metric its advantages and disadvantages, and it can vary depending on the specific problem.
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To evaluate a supervised ML problem, the basic idea is to compare the real value against its
prediction.
e = yi − yˆi
When building a model it is important to measure the error to see how well it generalizes. The
main goal is to start with a baseline to compare from, the baseline can start by being the training
samples response variable mean. Any trained model has at least to be better than predicting using
the mean, or y¯.
One of the most popular techniques is the RMSE (Root Mean Squared Error). The RMSE
can be interpreted as how far off on average, one of the model’s predictions will be from the true
value.
RMSE =
√√√√ 1
n
n∑
i
(yi − yˆi)2
The purpose of elevating it to the power of two and further taking the square root is to quantify
equally the positive and negative prediction’s distances from the real value.
Another important metric for evaluating the model is the R2 (Coefficient of Determination). In
statistics, the Coefficient of determination is described as a number that indicates the proportion
of the variance in the response variable that is predictable from the independent variables. The
formula is the following:
R2 = 1− SSres
SStot
= 1−
∑n
i (yi − yˆi)2∑n
i (yi − y¯i)2
The SSres stands for the sum of squares of the residuals and SSres for total sum of squares.
A classic way to interpret this metric is: The amount of variance explained by the model. A good
coefficient of variance, would be a value close to 1, depending on the problem above 0.8 could
already be considered a good coefficient of determination.
Cross Validation
An important factor when it comes to evaluating Machine Learning models, is: How good it
generalizes? By generalizing it means, how good the model performs in data where it was not
trained. When there is small data, it is important to generate a process where it is possible to
25
test the model and determine it was not just a matter of chances, and the model is a stable one.
For this, cross validation can be used.
Cross validation (CV) is a process where the dataset is sampled and then partitioned n times.
This is an iterative process where where the data is labeled from 1, ..., n with the objective to
predict each partition while training the dataset with the remaining n− 1 partitions [18]. Figure
13 from Sebastian Schranka’s blog is a good exemplification of the process [16].
Figure 13: K-fold CV
After predicting the whole dataset, the evaluation metrics are implemented in order to diminish
the variance of the model. Now after a applying a K-Fold Cross-Validation, it is safer to rely on
the RMSE or R2 computed for the model.
In application, there are more metrics that could be used, as it was mentioned before, it depends
on the problem. Some popular ones also used in prediction competitions are RMSLE, MAE, etc.
3.2 Predictions in DPT
In the previous section, an introduction to machine learning and the XGBoost algorithm were
explained. The objective is to bring this state-of-the-art tool into a real application and compare
its results with the previous work done using linear models. Now, it is time to dive into the
prediction phase of the BEER4US DPT.
In order to build the algorithms for each product, the previous work will be taken into account.
Previously a study was made for each of the products with the objective of obtaining the most
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relevant features for each of them within the dataset. The other products prices with a higher
correlation to the target’s demand, would be chosen to be included in each model. For example,
product’s P6 demand is explained by the prices of P6, P7 of its own and also the competitors
CP11, CP18, and CP27. From now on, this is taken as ground truth, as expertise advice.
Sales P6 ∼ Price P6 + Price P7 + Price CP11 + Price CP18 + Price CP27
Sales P2 ∼ Price P2 + Price P10 + Price CP23 + Price CP24
...
3.2.1 Methodology & Pipeline
The objective in this module is to achieve the best models for each of the products, and of course to
evaluate the reduction of error, or improvement, compared to the model achieved by the previous
investigation.
In order to improve the predictions, not only XGBoost will be implemented, but new features
will be created and tested. The workflow will be an iterative process as follows: (1) Feature
Engineering, (2) Build Model, (3) Evaluate Results. The iteration comes creating a new model
by appending one by one the new variables and comparing each of the models with the baseline
created by previous work with the objective to achieve a higher reduction of error. Figure 14
displays a visual representation of the process.
Figure 14: Prediction Pipeline
This process should be done for each one of the products in the portfolio, only the experiments
of some of the products will be portrayed in this work, the others may be in appendix.
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3.2.2 Feature Engineering
Feature Engineering is an informal topic within Machine Learning, but it is considered essential
in applied Machine learning. It is the process of using domain knowledge of the data, to create
features, or variables, that are significant on improving the models.
As it was mentioned before, the type of problems of Demand forecasting are sometimes tackled
with Time Series models. This means, variables related with Time might be useful. The decision
was to pursue and append the following variables to the dataset:
• HolidayWeek : A Binary variable, indicating whether or not the week was a holiday.
• WeatherAvg : Spain’s average by month, this was calculated by using different cities around
Spain and calculating a monthly average.
• WeatherProp: The proportion of the current month’s weather average against the yearly
weather mean of Spain.
• Past Price: This variable is lag of the information. Two variables were computed, the Past
Price by 1 week and 2 weeks.
• Prop Price: The proportion of price change, for 1 and 2 weeks against the actual one.
• Past Sales: Previous week and two previous week Sales.
3.2.3 Predictions & Results
The first step was to replicate previous work and understand the decision. In the beginning of
section 3.2, the significant variables for product P6 and P2 were detailed. As it was already
mentioned, previous work was based on using a Logarithmic transformation on both the prices
and the demand in order to achieve a more linear relationship. This can be represented in Figure
15.
The logarithmic transformation appears to be justified by the plots in figure 15 . In order to
evaluate the model performance the evaluation metric RMSE in a 10-Fold Cross Validation were
applied.
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Figure 15: P6 Plot of Demand against Price. The left plot has a linear model line fitted. The
right plot has a logarithmic transformation on both variables and a linear model line fitted.
The logarithmic transformation was applied to all the variables and all models were computed
following this methodology. The results were positive, indeed having a Logarithmic transformation
was beneficial for the models by increasing the R2 and also reducing the error up to 29% (This
varies for each product in the catalog). Table 8 and 9 present the results. From this point, now it
is interesting how far can a non-parametric model like XGBoost better the results. From now on,
the baseline, or point of comparison, will be the Linear Model with Logarithmic transformation
(LOGlm).
P6 LOGlm LM Error Red. %
RMSE 35642 50126 28.89%
R2 0.70 0.32
Table 8: P6 Log-Transformation
P2 LOGlm LM Error Red. %
RMSE 43044 50145 14.16%
R2 0.58 0.42
Table 9: P2 Log-Transformation
The comparison of the LOGlm model will be in the following way: (1) Against the same model
with additional variables, or features. (2) Against the XGBoost with and without Logarithmic
transformation. (3) Against the best models of XGBoost with additional features. The results
will include a detailed overview of the experiments’ results for a P6 and P2, and the general final
result for all of the portfolio.
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Logarithmic Linear Model (LOGlm)
Now that the baseline is set as the LOGlm, with an RMSE = 35642 for P6 and RMSE = 430044
for P2, the attempt is to reduce the error by appending new variables. Only two additional
variables were added in order to avoid overfitting, but the process could continue until reaching
the minimum RMSE with the highest R2. Tables 10 and 11, display the reductions in RMSE
starting from 2.13% up to 16.24% by just appending two new variables. The tables include only
the variables which proven to be significant and upgrade the model after a cross validation.
Model RMSE R2 Error Red. %
Baseline 35642 0.7 0.00
Baseline + LOG(Past Sales W1 P6) 34106 0.74 4.31
Baseline + Prop Price W1 P6 33200 0.78 6.85
Baseline + LOG(Past Price W1 P6) 32946 0.78 7.56
Baseline + Prop Price W2 P6 30608 0.84 14.12
Baseline + LOG(Past Price W2 P6 30283 0.85 15.04
Baseline + LOG(Past Sales W2 P6) 29857 0.85 16.23
Baseline + LOG(Past Sales W2 P6) + HolidayWeek 29853 0.85 16.24
Table 10: P6 Log-Transformation
Model RMSE R2 Error Red. %
Baseline 43044 0.58 0.00
Baseline + weatherProp 42574 0.61 1.09
Baseline + weatherAvg 42549 0.61 1.15
Base + weatherAvg + weatherProp 42125 0.62 2.13
Table 11: P2 Log-Transformation
From this point, the variable with the best contribution was saved and a new variable was
appended to see if there were favorable results.
XGBoost
Now we explain the XGBoost approach. Grading Boosting is a delicate algorithm when it comes
to tuning its parameters. As explained before, this delicate task can be computationally expensive,
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since the grid of options could grow exponentially. The vector of possible parameters for each one
of them was taken form the recommended values previously shown in Figure 12.
The process was ran with a cross validation. Since XGBoost learns from its previous trees,
it is important to consider a big enough number of iterations, specially considering the dataset
is quite small. In the case of P6, the CV of the baseline variables without any transformation
converges to a good result quite fast, and better than with a transformation. The logarithmic
transformation was applied solely to compare with the baseline model, normally in a decision tree
algorithm, logarithmic transformations to the predictors or independent variables should have no
effect, as the regression trees are invariant to monotonic transformations of these. Since it has no
effect, and the purpose was to transform the response or independent variable, the transformation
was applied to all the variables.
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Figure 16: Cross Validation for P6
The next step is to compare the results by considering the new variables, again by computing
each model by using cross validation. The results for the model XGBoost with no transformation,
in Table 12, show a big improvement reaching more than 20% reduction of error and increasing
the coefficient of determination to ≈ 0.80, which can already be accountable for a good model.
The results for the XGBoost with a logarithmic transformation are not included in this example,
there was not a quite noticeable improvement on these examples, but they will be included in the
next section of Results.
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P6 Model RMSE R2 Error Red. %
Baseline (LOGlm) 35642 0.7 0.00
Baseline (xgb) 31114.86 0.83 12.70
Baseline (xgb) + Prop Price W1 P6 27379.70 0.88 23.18
P2 Model RMSE R2 Error Red. %
Baseline (LOGlm) 43044 0.58 0.00
Baseline (xgb) 38874 0.70 9.68
Baseline (xgb) + Prop Price W2 P2 35534 0.76 17.45
Baseline (xgb) + Prop Price W2 P2 + Prop Price W1 P2 32903 0.79 23.5
Table 12: Models:xgb and LOGxgb (P2 and P6)
Results
It is noteworthy that by solely implementing the non-parametric model, the results show an im-
provement in comparison to the linear models, even when appending new variables to them. In
the table 13 the results for each of the products and all best models are portrayed. As mentioned
in previous section, the baseline indicates the LOGlm model without any extra variable. The next
models: LOGlm + Features, XGB and LOGxgb, display the best result with a possible combi-
nation of two new features from the ones mentioned in the Feature Engineering [HolidayWeek,
WeatherAvg, WeatherProp, Past Price, Prop Price, Past Sales, Prop Sales ]. Most of the vari-
ables were utilized at least once, they all turned out to be significant, depending on the product
to predict.
All models ended up having different new variables which actually contributed positively to
the model. For some it was the HolidayWeek, for others the WeatherAvg, but the most popular
ones were Past Sales and Past Price of the specific product. To evaluate which model is better,
the error of all products by type of model was aggregated. XGBoost without any transformation
of its features proved to be the best choice for the portfolio by reducing the error of the baseline
by 30%.
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Table 13: Prediction Results (all models)
Baseline LOGlm + Feat XGB LOGxgb
P1 24610 19955 13210 20477
P2 43044 42125 32903 35951
P3 1083 901 938 1575
P4 10927 10149 8897 9680
P6 35462 29853 27380 35951
P7 22879 19375 14416 15820
P8 35837 26147 22490 26562
P9 6316 4997 4253 5983
P10 1240 946 849 1260
P11 8009 6919 5833 5548
P12 7085 6414 5199 5986
P13 1426 1046 1024 1297
RMSE T. 197918 168827 137392 166090
Error Red 14.7% 30.6% 16.1%
4 Optimization
Finally, we reach the Optimization module. As it was mentioned, the objective is the following:
Using the forecast models for each product, determine which is the optimal combination of prices
in order to maximize the revenue.
It is true that it may sound simple, but there is a hidden challenge; each model may consider
other influential own product prices, in order to determine the demand. When a products demand
is influenced by another one, this is known as Market cannibalism. Some of the predictive models
consider the prices not only from themselves and competitors, but also inner competitors, products
from the same portfolio of BEER4US.
4.1 Theory
According the literature’s definition, Optimization is a mathematical procedure useful for deter-
mining optimal allocation of scarce resources [14]. Indeed, there is redundancy in this definition.
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The important part to grasp is the idea of of being able to set some parameters in order to obtain
the most desirable result possible.
The first division regarding type of Optimization problems relies on the following two: Linear-
Optimization and Non-Linear Optimization.
1. Linear Optimization: In these problems, the boundary of feasible range is hyperplane and
cost function is linear. If we represent this in a graph, then it is possible to observe, whether
the objective function is to maximize or minimize, that there is a unique point or value
which achieves the desirable solution.
2. Non-linear Optimization: Non-linear problems deal with non-linear objective functions.
These objective functions could be any type of polynomial, but now it could have one or
more than one maximum or minimum.
The focus on this research takes place on Non-Linear Optimization, due to the kind of problem
being dealt with.
Many problems in statistics, biology, physics, mathematics, economics and chemistry involve
the determination of the global minimum of multidimensional functions. Finding a global mini-
mum takes place in situations where a problem can find several local minimums.
Non-linear optimization methods can generally be classified as either deterministic or stochastic
[19]. Deterministic methods include methods such as: Simplex Optimization, Steepest Descent
Method, and the quasi-Newton method. While they can be considered fast, they have the tendency
to get trapped in a local minimum. On the other hand, Stochastic Methods are less likely to get
stuck in a local minimum, while using a modest amount of computation.
Two important and popular methods were chosen to optimize the product portfolio. First, the
quasi-Newton method known as BFGS, which stands for (Broyden-Fletcher-Goldfarb-Shanno),
and since the theory states that these methods are more likely to fall in a local minimum, the
results are compared to the stochastic algorithim, Generalized Simulated Annealing, GenSA. Both
are quite popular in the R Community due to their proven implementations in different problems
such as the Rastrigin function, a non-convex function used as a performance test problem for
optimization algorithms [19], and Risk-allocation portfolios.
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4.1.1 Generalized Simulated Annealing
Simulated Annealing is a technique which gets its name and inspiration from annealing in met-
allurgy, it involves heating and controlled cooling of a material to increase the size of its crystals
and reduce their defects. Annealing a molten metal causes it to reach its crystalline state, which is
considered the global minimum in terms of thermondynamic energy. The objective the algorithm
is to simulate the annealing process to find a global minimum of the objective function [19].
In the simulated annealing algorithm, the objective function is treated as the energy function
of a molten metal and one or more artificial temperatures are introduced and gradually cooled.
This artificial temperatures act as a source of stochasticity, which is what helps the algorithm to
escape from a local minima. Part of its success in order to escape from local minima is that the
algorithm can temporarily accept new solutions which are worse than earlier solutions, in order
to avoid paths already investigated.
Generalized Simulated Annealing (GSA) is a contribution by Tsallis in 1996, which allows
the algorithm to converge faster and generalize by utilizing a distorted Cauchy-Lorentz visiting
distribution.
Generalized Simulated Annealing R package has shown a convenient convergence by success-
fully processing complicated non-linear objective functions with a large number of local minima[19].
4.1.2 Broyden-Fletcher-Goldfarb-Shanno (BFGS)
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm is an iterative method for solving uncon-
strained non-linear optimization problems. It is a quasi-Newton, it approximates the Newton’s
method. It is a class of hill-climbing optimization technique that seeks a stationary point of a
twice continuously differentiable function [14].
This algorithm is normally employed for solving high dimensional minimization problems in
scenarios where both the objective function and its gradient can be computed analytically. The
BFGS algorithm solves the given minimization problem by computing approximations to the
Hessian matrix of the objective function. At each iteration, quasi-Newton algorithms locally
model f at the point ~xk using a quadratic approximation:
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Q(~x) = f(~xk) + (~x− ~xk)T~gk) + 1
2
(~x− ~xk)TBk(~x− ~xk)
Where B is the approximation of the hessian matrix and g is the gradient.
The BFSG algorithm got its popularity with the practical applicability of the R package op-
tim[19], a Non-linear optimization toolkit including different algorithms such as BFSG, and CG
(Conjugate Gradients).
4.2 Methodology
The objective of the optimization module of the DPT, is to justify a base price decision for
BEER4US in order to gain the most benefit from it. It is important to consider the actual market
share of the product’s portfolio, since applying low prices or discounts could probably boost the
demand, while not necessarily obtaining the maximum profit possible. On the other hand, high
prices could have repercussions on loss of customers.
BEER4US needs a tool which helps them analyze and trigger a decision for the best price
possible for the next month, according to the different variables. For example, in order to set the
prices for the month of July, then the models should train and evaluate the optimization using
the information stored up to May. June would be the window, a month in between the training
data and the predictions.
In the previous section 3, the predictive models were built for each of the 12 products in
BEER4US’ portfolio. For the Optimization section, the predictive models must be recalculated
for two main differences: The evaluation method, and the timespan of the trained models.
• Evaluation: The methodology used in order to evaluate them was a 10 Fold Cross valida-
tion, where the data was sampled and split in order to train with 9 folds and test with the
remaining one. In this scenario, in order to make predictions, the client needs to see how
the prices have an effect on the demand and profit for the next month given the previous
information. The models built in this section will use the methodology of Backtesting, where
10 months will be predicted using the previous months as training data leaving one month
of a window as a timespan. A graphic representation of this notion is shown in figure 17.
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Figure 17: Prediction Pipeline
• Predictions The models previously built were trained to forecast next week’s demand, which
allowed to use features as proportions and past week’s sales and prices. In the optimization
scenario, it is not possible to modify prices in such a short notice. Also, the client needs to
see the effect of the optimization by time, where the Backtesting comes in handy. The data
is still to be trained by week, but the new features previously computed are not useful in
the predictive model due to the new data structure. The predictions are to be added and
compared with the total sales in the monthly period.
The process for the optimization will take place in next steps: (1) Split the data in the different
10 periods, each period is composed of 4 weeks, or a month. (2) For each period, a model for each
of the product’s portfolio will be trained. (3) For each period, an optimization BFSG and GenSA
for each different kind of model will be computed. (4) Report the results.
4.3 Prediction by Backtesting
The process of training and testing the models is basically the same as the one taken in section 3,
with the difference of the data being used for the model. Now an extra model was computed in
order to use it as a Baseline. The baseline this time is corresponds to a Simple Moving Average
(SMA). The SMA was calculated by using an average of the previous 10 weeks demand for each
product. In order to determine a forecast for the next month, this value was multiplied by 4 and
the values were compared against the real demand of the evaluation period. The reason behind
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having a new baseline is simply to be able to compare the results of all the computed models
against a SMA or the client’s previous decision making strategy, including the Logarithmic Linear
Model, which used to be called the baseline for the prediction section.
In order to evaluate and compare the models, BEER4US gave an “Expert Metric” for penalizing
the predictions. If the prediction is below the real demand, then the cost is the whole price of the
unsatisfied demand, while if the prediction is over the real demand, then the cost is 20% of these
difference.
The penalization is basically applied to the under-predicted values. This error will be taken into
account completely, while the over-predicted ones will only be accountable for the 20% previously
mentioned. The error is useful when it comes to evaluate the Forecast Accuracy (FA). This metric
was calculated to evaluate each model for each product.
FA = (1− Actual − Forecast
Actual
) ∗ 100
The formula for penalized accuracy with the penalization:
FApenalized = (1− (Actual − Forecast) ∗ 0.2
Actual
) ∗ 100
This allows each model to have a FA for each product, but since these relies on using one type
of model for the whole product portfolio, the FAs had to be weighted by the Market Share of
each product (p).
FAmodel =
b∑
j=1
p∑
i=1
FAi ∗MarketSharei
After calculating the FAs for each model, the variability of the performance of each can be
shown by comparing each with all periods of the backtesting. This allows to take a more conscious
decision by using the model with a good balance between high FA and low variability.
As shown in Figure 18, the boxplots display the variability in the FAs of each of the models.
It has to be considered that a penalization was applied to the overpredicted ones, which is mostly
the case for the LOGlm model. All of the models proposed beat the baseline, justifying that the
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demand could be predicted by using the models built on prices.
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Figure 18: Model Performance
The weighted FAs are then averaged by the number of periods of the backtesting (b).
FAmodel =
1
b
b∑
j=1
(
p∑
i=1
FAi ∗MarketSharei)j
It is important to get a single FA value for each model because when comparing the opti-
mization models, the predicted demand has to be multiplied by a probability, multiplying the
forecast by the FA takes into consideration the margin of error of the model. Table 14 displays
the Weighted Forecast Accuracy for each model, by multiplying each product’s FA with its Market
Share in order to obtain a single value that represents the whole model.
Model FA mean
1 SMA 0.76
2 LOGlm 0.81
3 LOGxgb 0.86
4 xgb 0.83
Table 14: Models weighted Forecast Accuracy: Weights are based on each products Market Share
4.4 Optimization
To execute the optimization, first it was needed to define the Margin function, which is the one
to be maximized.
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Margin =
p∑
i=1
Demandi ∗ (Pricei − Costi)
This optimization is executed by model, and for each period of the backtesting. The function
must receive all the computed models, a vector of prices ( ~Price) for the product portfolio, a vector
of costs ( ~Cost) and a value for each other competition variable that could be used for any of the
models.
The function will be iterated in both the optimization algorithms GenSA and BFSG. For the
algorithms to work, they must receive 4 important inputs.
• Function to minimize
The function to minimize is the Margin function. The optimization algorithms perform
minimization, but the objective for the DPT is to maximize the profit, hence the summatory
of margins is converted to negative in the functions output. Min−∑pi=1Margini
• Starting parameter
The starting parameter is a price vector for the algorithm to start iterating. Here the decision
was to start with the last recorder prices from the training dataset.
• Upper bound
The Upper bound is a vector with the maximum possible prices for the products portfolio,
this value was taken from the maximum values throughout the history of each product in
the training dataset.
• Lower bound
The Lower bound are the minimum prices for the products portfolio. Equally taken from
the minimum values throughout history.
The optimizers compute iterations with the given values by calculating the Margin of each
product with the different combinations of possible prices, and returning as an output a maximum
Margin Value and a vector par, with the prices utilized for each product in order to achieve the
“optimal result”.
To optimize it is important to define the optimization function with the previously discussed
parameters:
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minimize
Margin
−
p∑
i=1
Demand( ~Pricei) ∗ (Pricei − Costi)
subject to ~Pricei ≥ priceMin( ~Pricei),
~Pricei ≤ priceMax( ~Pricei).
Where the objective function represents the formula for the Margin Value, the Demand is
the computed prediction model, and priceMin and priceMax are functions which compute the
minimum price for each product given their history.
The next few lines display as an example a segment of the code where the optimization is
computed for the BSFG algorithm, the complete code of the most significant parts of the project
are available in the appendix D
#### Optimized P r e d i c t i o n s ####
opt im i za t i onResu l t s = lapply (modelName , function (modelName){
opt imBacktest ing = lapply ( 1 : backtes t ing , function ( i ){
d f l eng th = o r i g i n a l length − ( s l i d e ∗back t e s t i ng ) + ( i∗ s l i d e )
t r a i n p e r i o d = df l eng th − gap − predictSpan
t r a i n = df [ 1 : t r a inpe r i od , ]
v a l i d a t i o n = df [ ( t r a i n p e r i o d + 1 ) : ( t r a i n p e r i o d + gap ) , ]
t e s t = df [ ( t r a i n p e r i o d+gap +1): d f l ength , ]
# Parameter o f p r i c e s ( s t a r t i n g p o i n t f o r o p t i m i z a t i o n )
PAR = round( unlist ( opt imiza t i on . own p r i c e l i s t s ( t ra in , targetEAN ,
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median ) ) , 2 )
# Lower Bound o f Pr ices [ Vector o f Pr ices ]
priceMin = round( unlist ( opt imiza t i on . own p r i c e l i s t s ( t ra in , targetEAN ,
min ) ) , 2 )
# Upper Bound o f Pr ices [ Vector o f Pr ices ]
priceMax = round( unlist ( opt imiza t i on . own p r i c e l i s t s ( t ra in , targetEAN ,
max) ) , 2 )
costVect = round( costVect [names( priceMin ) ] , 3 )
a l l V a r i a b l e s = round( unlist ( opt imiza t i on . a l l p r i c e l i s t s ( t ra in ,
l a s tVa lue ) ) , 2 )
# Optimizat ion
# BFSG
optimResult = optim(par = PAR,
# Function to op t imize
fn = Margin ,
method = ”L−BFGS−B” ,
lower = priceMin ,
upper = priceMax ,
a l l V a r i a b l e s = a l l V a r i a b l e s ,
costVect = costVect ,
a l l models = a l l models ,
i = i ,
modelName = modelName ,
control = l i s t ( maxit = 6 , f n s c a l e = 1 , trace = 6))
optimResult$par = unname( optimResult$par )
optimResult$ s t a r t P r i c e = unname(PAR)
optimResult$priceMin = unname( priceMin )
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optimResult$priceMax = unname( priceMax )
return ( l i s t ( optimResult1 , optimResult2 ) )
})
names( opt imBacktest ing [ [ 1 ] ] ) = c ( 1 : back t e s t i ng )
names( opt imBacktest ing [ [ 2 ] ] ) = c ( 1 : back t e s t i ng )
return ( opt imBacktest ing )
})
names( op t im i za t i onResu l t s ) = modelName
# Function f o r c a l c u l a t i n g the margin ,
# Input f o r the o p t i m i z a t i o n a l gor i thm
## Margin Function ##
Margin = function ( a l l models ,
modelName ,
i , par = PAR,
costVect , a l l V a r i a b l e s ) {
#a l l V a r i a b l e s= t ( as . matrix ( a l l V a r i a b l e s ) )
Demand = unlist ( lapply ( a l l models [ [ modelName ] ] [ [ i ] ] , function ( product ){
i f ( length ( product )>1){
mod = product$ f i t
opt . predict (modelName , model = mod, a l l V a r i a b l e s , par , product$x )
}} ) )
Mar = Demand∗(par−costVect )
return(−sum(Mar ) )
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4.5 Results
The optimization with both BFSG and GenSA ran successfully, but the results were not the same
as it might have been expected. The GenSA algorithm ended up giving the maximum possible
price for each of the products and for all models, while the BFSG had a combination of prices with
some of the products close to the maximum and some others close to the minimum boundaries for
the models xgb and LOGxgb, and giving mostly all minimum prices to LOGlm. To have a picture
of this, table 15 shows the maximum and minimum price values for each of the products.
All Periods P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12
PriceMin 0.84 0.81 0.93 1.04 0.91 1.02 0.83 1.02 1.3 1.35 1.57 1.66
PriceMax 1.19 1.33 1.4 1.28 1.38 1.61 1.63 1.18 1.69 1.66 2.28 1.99
Table 15: Price Boundaries
Optimal Prices
Taking the minimum and maximum prices, shown in previous table, as boundaries, figures 19, 20,
and 21 display tables with the best combination of prices for each product and backtesting period
for the three evaluated algorithms, chosen by the BFSG algorithm.
The algorithm finds the best combination of prices in order to maximize the margin according
to the trained models with the existent data up to that point of time. In these tables, the cells
are painted green for the values close to the historical maximum or 10% close to it. On the other
hand, the values with the historical minimum or 10% close to it are painted red.
As it can be appreciated in the previous figures, the optimized algorithms tend to be bipolar.
The optimizer is usually having extremes, maximums or minimums, as the optimal price for the
products in the portfolio. For example, the LOGlm algorithm mostly chooses minimum values as
the optimal values, since as a linear model, the minimums are the ones which will increment the
demand. On the other hand the algorithms using XGBoost, do not follow a linear relationship, it
finds patterns in the data, which in this case ends up with mostly maximal values for the optimal
prices.
As it was mentioned, the optimization was executed for each period of the backtesting, as an
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Figure 19: BFSG Results for for each product using XGB algorithm by backtesting period
Figure 20: BFSG Results for for each product using LOG-XGB algorithm by backtesting period
example, and make it easier to interpret the results, it might be helpful to first see the distribution
of prices for each of the products throughout time, with a star painting the optimal prices for the
last backtesting period.
In figures 22 and 23 the distribution of prices for each of the products show how the prices
behave throughout history, while painting with a star the optimal prices for the 10th period of
backtesting for the BFSG optimization algorithm. It is important to see if the optimal prices for
each product are an effect of outliers in history prices.
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Figure 21: BFSG Results for for each product using LOGlm algorithm by backtesting period
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Figure 22: Historical Prices Distribution with Optimal Prices for the 10th backtesting period of
the BFSG - XGB
The XGBoost seems to have a more reliable choice on choosing the optimal values. Some of
the minimum historical prices for the product portfolio appear to have small recurrence, which
leads to think that the LOGlm model could be based on some outliers (promotions) by setting the
optimal as the minimum price, while there are not enough instances to properly learn and rely on
this decision.
For the client is important to see if there exists variability in the optimizer decision, since
changing prices is not a decision that can be taken lightly, and prices could not change a huge
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Figure 23: Historical Prices Distribution with Optimal Prices for the 10th backtesting period of
the BFSG - LOGlm
percent each period, because it could generate a negative impact in the client when prices abruptly
increase.
Figure 24 represent the variation in the actual prices in each of the weeks of the periods of
backtesting, compared to the optimal value chosen by the optimizer. In product P6 backtesting,
it is possible to observe how the algorithm LOGlm assigns as an optimum the minimum possible
price, while the XGBoost actually seems to be finding a more an optimum which appears to be
closer to reality. In appendix C are the remaining products of the portfolio’s optimal prices graphs.
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Figure 24: BFSG Optimizers for LOGlm and XGB algorithm, displaying the Optimal price by
period for product P6. Upper and Lower boundaries are the historical maximal and minimum
prices throughout history.
The variation was computed by calculating a mean for the price distribution by backtesting
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period, and later evaluating the coefficient of variation (cv = mean
std
) of all periods for each of the
products. As seen 16, the variation for the XGBoost algorithm is relatively similar to the actual
variation. This is a good indication to approve the usability of the BFSG optimizer using the xgb
model.
P1 P2 P3 P4 P6 P7 P8 P9 P10 P11 P12 P13
Actual 0.08 0.10 0.09 0.04 0.10 0.09 0.04 0.03 0.03 0.01 0.06 0.02
LOGlm 0.00 0.00 0.00 0.00 0.00 0.16 0.00 0.00 0.00 0.07 0.00 0.01
xgb 0.00 0.00 0.00 0.00 0.00 0.16 0.00 0.00 0.00 0.07 0.00 0.01
Table 16: Coefficient of variation for the Mean Actual values of each Backtesting period, and the
LOGlm and XGBoost Optimal Price for each Product.
Optimal Demand
In previous section it was the optimal parameters were mentioned and visualized. Now its time
to see the effect of utilizing these combination of prices in BEER4US profit and market share. In
table 17 are the Margins calculated for the optimal parameters of each model by iterating with
the BFSG algorithm.
Bt Profit LOGlm xgb LOGxgb
1 876476 2637049 1250450 1146440
2 876588 2670026 1419261 1171793
3 932760 2310973 914899 997748
4 1191452 2154749 1022004 1014692
5 927595 2198540 943599 1199248
6 848539 2291040 904104 1187615
7 967673 2277982 931312 1075570
8 1328302 2177344 1086161 1113275
9 1526338 2316913 1169576 1222423
10 1302757 2463914 1564128 899596
Table 17: BFSG - Optimal Margin
In the table 17, the column Profit shows the real profit generated on each period of the
backtesting, while the other values are the ones calculated by the predictive models, it is not fair
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to make the comparison as it is, since the error should be taken into account. As it was mentioned
in the previous subsection, in order to compare the values, the FA of the models is multiplied by
the Demand. The real profit is multiplied by the SMA forecast accuracy, and each total margin
for the complete backtesting periods are multiplied by their respective model’s FA. As shown in
table 18, the LOGlm model seems to be “too optimistic” with a 132% increase of profit. The xgb
and LOGxgb seem to have a gain of 14% and 16% to the baseline.
Bt Profit LOGlm xgb LOGxgb
TOTAL 10778479 23498530 11205494 11028400
FA 0.76 0.81 0.83 0.86
PROFIT 8191644 19033809 9300560 9484424
Perc. Increase 132% 14% 16%
Table 18: BFSG Optimization Results
Optimal vs Market Share
Another important factor is to see how the market share is going to be affected by a price mod-
ification of the portfolio. The assumption taken for this part is that the competitions sales are
not dependable of any of our predictions. Competition’s demand remains the real value for its
respective period.
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Figure 25: Market Share by Backtesting Period
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Figure 25 shows the market share of BEER4US split by every backtesting period. Since the
optimization is executed per backtesting, then it is interesting to visualize and evaluate the demand
forecast of each period and further compare the market share. There are different decisions that
could be chosen, and could help to show the differences. The portfolio prices could be chosen to be
at their minimum price, maximum price, last periods price (Last value), and of course the optimal
price
First lets see the behavior of the demand. Figure 19 displays how the demand would be in
reference to the baseline (SMA) by period. If BEER4US happens to chose setting all their products
in a minimum price, then the predicted demand bruptly goes up, while setting it on maximum
prices, has a negative effect on the demand. Using the prices given by the GenSA optimization,
the results are the same as setting the maximum prices. On the other hand, while using the
optimal values given by the BFSG algorithm, the combination of near maximums and minimums
have a performance closer to the SMA, with more demand and at optimal prices.
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Table 19: Predicted Demand by Backtesting
To see how this affects the Market Share against the competition, the model xgb will be taken
as an example to see the differences in market share according to the possibility of prices previously
mentioned. By comparing the Market Share of BEER4US with the Optimal Prices, it is interesting
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to see in Figure 26, the Market Share remains quite similar to the one with the Last Prices. Now
if the decision were to choose the Maximum price the demand decreases, and even if there is a
good profit by selling less products, the impact of losing customers is not evaluated. Knowing that
having a lower price increases the demand significantly, a study could be proposed into discovering
which are the specific products that trigger the biggest jumps on demand according to price, these
may be the ones that could be consider for promotions.
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Last Price Max Price
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
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1.00
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Figure 26: Market Share XGB by Backtesting
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5 Discussion & Conclusion
This work demonstrates important factors: (1) There is exists elasticity in the price and demand
of alcoholic beverages. (2) It is possible to utilize non-parametric models in order to predict the
demand of retail products based on their prices, competition’s prices and exogenous variables. (3)
Stochastic Optimization can be applied to linear and non-linear models to maximize a Margin
function.
The research shows successful contributions to both areas Predictions and Optimization. Both
resulted on an improvement of what already existed on the EY Analytics Department.
In Prediction Section, the non-parametric model XGBoost was explained and utilized in order
to increase the predictive performance in comparison with the Linear Models. Exploration of
XGBoost algorithm tuning and Feature Engineering were applied, and the achievements add up
to an improvement of the models by reducing the baseline error from 15% up to 30%, given the
limitations of the data size.
On the other hand, within the Optimization section, Stochastic Method BSFG and Generalized
Simulated Annealing algorithms were explored to optimize linear and non linear models considering
the models generated in the prediction section. Both methods returned optimal parameters, but
BSFG proved to be more reliable compared to GenSA when it comes to decision making, and
taking into consideration the product’s local interaction in the demand. By using the BSFG
optimization algorithm, results improved by showing up to a 15% of profit increase from the
baseline.
The work concludes in completing an analytics pipeline where it imports the data, make
predictive models, and optimize them, to return an optimized vector of prices, which accounts
for the maximum Margin possible.
6 Future Work
The journey of working with the Dynamic Pricing Tool was an enriching experience. There were
many approaches which could have been taken, and much research further to be done, but time
is always a constraint. Hereby are portrayed some of the possibilities which were desired to be
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researched, proved and/or applied.
1. Predictive Modeling
- While applying XGBoost, a good approach to upgrade the model is to change the evaluation
function. In this thesis RMSE was used, but there are other possibilities. In fact it could have
been interesting to use some other like RMSLE (Root Mean Squared Logarithmic Error),
which has a penalization the under predicted observations. In this scenario, under prediction
of demand has a cost of lost sales, while over predicting, has a lower cost of inventory.
2. Optimization
- Utilizing the best predicting model for each product, and optimizing the portfolio regard-
less of the type of model of each product.
- Comparing results against a flexible competitions demand. If the own demand increases,
then the competition’s demand should decrease and if the own demand decreases, the com-
petition’s should increase. These would have had a different outlook on the Market Share
distribution.
3. General
- Recollect more data, to have more reliable results and capture all the information from the
seasonality. - Reproduce the work with a different the portfolios from the remaining clusters.
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Figure 27: Demand Against Time by Product
III
C Third appendix
BFSG Optimizers for LOGlm and XGB algorithm, displaying the Optimal price by period for prod-
uct P6. Upper and Lower boundaries are the historical maximal and minimum prices throughout
history.
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D Fourth appendix
Code for tuning XGBoost, and the function used for training each of the products.
#XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX#
#### XGBOOST ####
#XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX#
#### Tuning ####
# Grid f o r a l l the combinat ions o f parameters to t r a i n the model
xgbGrid <− expand . grid (
eta = c ( 0 . 1 ) ,
max depth = c ( 1 : 8 ) ,
nrounds = seq (10 ,300 ,by=10) ,
gamma = c ( 0 ) , #Aˆ· d e f a u l t 0
co l sample bytree = c ( 0 . 6 , 0 . 8 , 1 ) , # d e f a u l t 1
min c h i l d weight = c ( 0 , 1 ) , # d e f a u l t 1
subsample = seq ( 0 . 5 , 1 ,by=.1)
)
# Number o f r e p e t i t i o n s and s p e c i f i c a t i o n o f a 5 f o l d Cross v a l i d a t i o n
xgb t r c o n t r o l 1 = t ra inCont ro l (
method=”cv” ,
number = 5 ,
r epea t s = 2 ,
v e r b o s e I t e r = F,
returnData = F,
a l l o w P a r a l l e l = TRUE
)
# Caret S t y l e to t r a i n the x g b o o s t model
xgb t r a i n 1 = t r a i n (
x = data . matrix ( df [ , x ] ) ,
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y = df [ , y ] ,
o b j e c t i v e = ” reg : l i n e a r ” ,
t rCont ro l = xgb t r c o n t r o l 1 ,
tuneGrid = xgbGrid ,
method = ”xgbTree”
)
# R e t r i e v e the b e s t tuning
xgb t r a i n 1$bestTune
plot ( xgb t r a i n 1)
# nrounds max depth e ta gamma co l sample b y t r e e min c h i l d we igh t subsample
# 300 4 0.1 1 0.8 1 0.6
### XGBOOST TRAINING FUNCTION ###
# This f u n c t i o n c o n s i d e r s the t r a i n i n g and t e s t d a t a ,
# with a v a l i d a t i o n se t , in order to compute i n t e r n a l
# c r o s s v a l i d a t i o n s to upgrade the model .
xgboostPred ic t<− function (model , trainData ,
testData ,
va l idat ionData , x , y , new var = NULL ,
logvars , targetEan , e r r o r = ’ rmse ’ ){
# Checking i f t h e r e w i l l be a Logari thmic t rans format ion or not
y ac tua l = testData [ , y ]
i f ( ! i s . null ( l o gva r s ) ){
tra inData [ l o gva r s ] = log ( tra inData [ l o gva r s ] )
va l idat ionData [ l o gva r s ] = log ( va l idat ionData [ l o gva r s ] )
testData [ l o gva r s ] = log ( testData [ l o gva r s ] )
e r r o r = e v a l e r r o r
}
i f ( length (new var ) >= 0){
x = c (x ,new var )
}
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# Parameters
# Error e v a l u a t i o n = : e v a l e r r o r , rmse
paramLog <− l i s t (max depth=2, eta =.1 , nthread = 6 , s i l e n t =1,
o b j e c t i v e=’ reg : l i n e a r ’ , eval metr ic= e r r o r )
# Data − Giving c o r r e c t format .
dt ra in = xgb . DMatrix (data = as . matrix ( tra inData [ , x ] ) ,
l a b e l = tra inData [ , y ] )
dval = xgb . DMatrix (data = as . matrix ( va l idat ionData [ , x ] ) ,
l a b e l = va l idat ionData [ , y ] )
# Setup w a t c h l i s t to enab l e t r a i n and v a l i d a t i o n ,
# v a l i d a t i o n must be f i r s t f o r e a r l y s t o p p i n g
w a t c h l i s t <− l i s t ( va l = dval , t r a i n = dt ra in )
# Train Model
xgb mod <− xgb . t r a i n ( params = paramLog , data = dtra in ,
nrounds =5000 , verbose =0,
w a t c h l i s t = watch l i s t ,
e a r l y stopping rounds = 10 ,
maximize = FALSE)
# Make the p r e d i c t i o n s
preds <− predict ( xgb mod, as . matrix ( testData [ , x ] ) )
i f ( i s . null ( l o gva r s ) ) {mhat = round( preds )} else {mhat =round(exp( preds ) )}
# Output wi th the e v a l u a t i o n s f o r the product
output = l i s t ( ean = targetEan ,
model = ” xgboost ” ,
f i t = xgb mod,
x = x ,
y=y actual ,
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yhat= mhat ,
RMSE = sqrt (sum( ( testData [ , y ] − mhat )ˆ2)/nrow( testData ) ) ,
MAE = MAE( y actua l , mhat ) ,
FA = 1 − MAE( y actua l , mhat ) ,
MAEpen = MAEpen( y actua l , mhat ,
penaltyOver = OverEstimatePenalty ) ,
FApen = 1 − MAEpen( y actua l , mhat ,
penaltyOver = OverEstimatePenalty ) ,
ERRORpenalized = ERRORpenalized ( y actua l ,
mhat , penaltyOver = OverEstimatePenalty )
)
return ( output )
}
Code for the BFSG and GenSA optimization:
#XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX#
#### Optimized P r e d i c t i o n s ####
#XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX#
# Cost v e c t o r in o p t i m i z a t i o n format
costVect = costVector ( Costs , targetEAN )
names( costVect ) = paste0 ( ”PRECIO UNIDADES EQ ” ,
names( costVect ) )
# modelName conta ins the name o f each model p r e d i c t e d
# The r e s u l t s o f both type o f o p t i m i z a t i o n s are computed f o r each
# d i f f e r e n t model and s t o r e d on a l i s t by each per iod o f the b a c k t e s t i n g .
opt im i za t i onResu l t s = lapply (modelName , function (modelName){
opt imBacktest ing = lapply ( 1 : backtes t ing , function ( i ){
# To t e s t a per iod
X
# i = 1
d f l eng th = o r i g i n a l length − ( s l i d e ∗back t e s t i ng ) + ( i∗ s l i d e )
t r a i n p e r i o d = df l eng th − gap − predictSpan
t r a i n = df [ 1 : t r a inpe r i od , ]
v a l i d a t i o n = df [ ( t r a i n p e r i o d + 1 ) : ( t r a i n p e r i o d + gap ) , ]
t e s t = df [ ( t r a i n p e r i o d+gap +1): d f l ength , ]
# Parameter o f p r i c e s ( s t a r t i n g p o i n t f o r o p t i m i z a t i o n )
PAR = round( unlist ( opt imiza t i on . own p r i c e l i s t s ( t ra in , targetEAN ,
median ) ) , 2 )
# Lower Bound o f Pr ices [ Vector o f Pr ices ]
priceMin = round( unlist ( opt imiza t i on . own p r i c e l i s t s ( t ra in , targetEAN ,
min ) ) , 2 )
# Upper Bound o f Pr ices [ Vector o f Pr ices ]
priceMax = round( unlist ( opt imiza t i on . own p r i c e l i s t s ( t ra in , targetEAN ,
max) ) , 2 )
costVect = round( costVect [names( priceMin ) ] , 3 )
a l l V a r i a b l e s = round( unlist ( opt imiza t i on . a l l p r i c e l i s t s ( t ra in ,
l a s tVa lue ) ) , 2 )
# Optimizat ion
#GENSA
optimResult1 <− GenSA(par = PAR,
lower = priceMin ,
upper = priceMax ,
fn = Margin ,
a l l V a r i a b l e s = a l l V a r i a b l e s ,
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costVect = costVect ,
a l l models = a l l models ,
i = i ,
modelName = modelName ,
control = l i s t (max. time = 2))
optimResult1$ s t a r t P r i c e = unname(PAR)
optimResult1$priceMin = unname( priceMin )
optimResult1$priceMax = unname( priceMax )
# BFSG
optimResult = optim(par = PAR,
# Function to op t imize
fn = Margin ,
method = ”L−BFGS−B” ,
lower = priceMin ,
upper = priceMax ,
a l l V a r i a b l e s = a l l V a r i a b l e s ,
costVect = costVect ,
a l l models = a l l models ,
i = i ,
modelName = modelName ,
control = l i s t ( maxit = 6 , f n s c a l e = 1 , trace = 6))
optimResult$par = unname( optimResult$par )
optimResult$ s t a r t P r i c e = unname(PAR)
optimResult$priceMin = unname( priceMin )
optimResult$priceMax = unname( priceMax )
return ( l i s t ( optimResult1 , optimResult2 ) )
})
names( opt imBacktest ing [ [ 1 ] ] ) = c ( 1 : back t e s t i ng )
names( opt imBacktest ing [ [ 2 ] ] ) = c ( 1 : back t e s t i ng )
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return ( opt imBacktest ing )
})
names( op t im i za t i onResu l t s ) = modelName
# Function f o r c a l c u l a t i n g the margin ,
# input f o r the o p t i m i z a t i o n a l gor i thm
## Margin Function ##
Margin = function ( a l l models ,
modelName ,
i , par = PAR,
costVect , a l l V a r i a b l e s ) {
#a l l V a r i a b l e s= t ( as . matrix ( a l l V a r i a b l e s ) )
Demand = unlist ( lapply ( a l l models [ [ modelName ] ] [ [ i ] ] , function ( product ){
i f ( length ( product )>1){
mod = product$ f i t
opt . predict (modelName , model = mod, a l l V a r i a b l e s , par , product$x )
}} ) )
Mar = Demand∗(par−costVect )
return(−sum(Mar ) )
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