Abstract. In this paper, we are interested in the free Jacobi process starting at the unit of the compressed probability space where it takes values and associated with the parameter values λ = 1, θ = 1/2. Firstly, we derive a timedependent recurrence equation for the moments of the process (valid for any starting point and all parameter values). Secondly, we transform this equation to a nonlinear partial differential one for the moment generating function that we solve when λ = 1, θ = 1/2. The obtained solution together with tricky computations lead to an explicit expression of the moments which shows that the free Jacobi process is distributed at any time t as (1/4)(2+Y 2t +Y ⋆ 2t ) where Y is a free unitary Brownian motion. This expression is recovered relying on enumeration techniques after proving that if a is a symmetric Bernoulli random variable which is free from {Y, Y ⋆ }, then the distributions of Y 2t and that of aYtaY ⋆ t coincide. We close the exposition by investigating the spectral distribution associated with general sets of parameter values: λ = 1, θ ∈ (0, 1) and λ ∈ (0, 2), θ = 1/2.
Reminder and motivation
The one dimensional Jacobi process is a two parameters-dependent stationary random motion valued in the interval [0, 1] and its equilibrium measure is given by the Beta distribution ( [8] ). For special values of the parameters, this process can be realized as norms of projections of a spherical Brownian motion in a finitedimensional Euclidean space onto spheres of lower dimensions ( [1] ). When extended to matrix spaces, this realization gives rise to matrix Jacobi processes as radial parts of corners of Brownian motions in the orthogonal and the unitary groups, and the corresponding equilibrium measure is the matrix-variate Beta distribution ( [7] , [10] ). Motivated by free probability theory, the free Jacobi process was realized in [9] as the rescaled limit (in the sense of noncommutative moments) of the complex matrix Jacobi process. Its equilibrium distribution was determined in [6] , [7] and [9] . By the virtue of asymptotic freeness of independent unitarily-invariant random matrices and constant ones whose distributions converge, the matrix model of the free Jacobi process suggests the following abstract definition (see [9] for details). Consider a non commutative W ⋆ -probability space (A , τ ), that is a von Neumann algebra A with unit 1 and endowed with a faithful normalized trace τ . Let θ ∈ (0, 1), λ > 0 such that 0 < λθ < 1 and take two projections P, Q in A such that with initial data v n (0) = λm n (0), v 0 (t) = λm 0 (t). Thus, we shall primarily consider the value λ = 1 and focus on the corresponding free Jacobi process. However, due to the high nonlinearity of (2), we further restrict our attention to the value θ = 1/2 and prove that the spectral distribution of J t in the compressed space, say µ t , fits the distribution of the random variable
in (A , τ ). In particular µ t is absolutely continuous with respect to Lebesgue measure on the real line and its support fill in the interval (0, 1) at time t = 2. Actually, our description follows from a closed formula for m n (t), n ≥ 1, namely:
where L 1 n is the n-th Laguerre polynomial of index 1 ( [15] ). Formula (3) is in turn obtained after solving a nonlinear partial differential equation (hereafter p.d.e) for the moment generating function of µ t :
In fact, by the virtue of (2), this p.d.e admits a unique solution in the class of analytic functions around zero. Nevertheless, the binomial coefficients present in (3) suggests that this formula might be derived based on enumeration techniques. To this aim, we start by noting that when λ = 1, the faithfulness of τ and P ≤ Q entail P = Q: indeed τ (P ) = τ (Q) so that
Next, if further θ = 1/2 then P = (1 + a)/2 where a ∈ A is a self-adjoint symmetric Bernoulli random variable and we shall derive the following expansion:
since τ is tracial then we easily derive
Accordingly, we only need to consider the parameter values λ ∈ (0, 1], θ = 1/2 and we shall prove that the moment generating function of the spectral distribution of J t splits into two parts. The first 'principal' part is the sum of the moment generating function of the stationary distribution (i.e. the spectral distribution in the compressed space of P U QU ⋆ P where U is a Haar unitary variable in A which is ⋆-free from {P, Q}) and of the generating function of a linear combination of the moments of Y 2λt/(2−λ) . The second part is an analytic function u t around the origin whose first and second derivatives vanish there. Unfortunately, we do not succeed to provide a description of the spectral distribution of the free Jacobi process through known random variables as we already did for λ = 1, θ = 1/2.
A recurrence time-dependent equation
In this section, we prove that Proposition 1. The moments of the free Jacobi process
satisfy (2) for any unitary Z that is ⋆-free from Y and from {P, Q}.
Proof: As explained in the introductory part, computations are given in the special case Z = 1. Moreover, we shall equivalently prove that the sequence r n (t) := τ (J n t ) = τ (P )m n (t), n ≥ 1 satisfies ∂ t r n (t) = −nr n (t) + nθr n−1 (t) + n n−2 k=0 r n−k−1 (t)(r k (t) − r k+1 (t)) (4) with r 0 (t) = τ (P ) = λθ. To proceed, we recall Theorem 3.4 in [2] :
Now, we specialize Theorem 1 to a k = P if k is odd and a k = Q otherwise. Then the result is straightforward when n = 1 and is even stated in [2] , p.923. So let n ≥ 2 and note that both indices k, l in the first (respectively second) sum in Theorem 1 have the same (respectively different) parity, therefore k and l + 1 in the second sum have the same parity and so do l and k + 1. Accordingly, the first sum does not contain terms f 0 (·, t) while the second does: they correspond to indices l = 2n, k = 1 and to l = k + 1, 1 ≤ k ≤ 2n − 1. Since P and Q are idempotent and since τ is a trace, then the contribution of indices k = 1, l = 2n is τ (P )f 2n−2 (P, Q, . . . , P, Q) while that of l = k + 1, 1 ≤ k ≤ 2n − 1 is [nτ (Q) + (n − 1)τ (P )]f 2n−2 (P, Q, . . . , P, Q, t) respectively. Thus, both contributions sum up to (5) n(τ (Q) + τ (P ))f 2n−2 (P, Q, . . . , P, Q, t).
Next we write l = k + 2s + 1 for integer positive values of s and distinguish n = 2 and n ≥ 3. If n = 2 then there is no additional term in the second sum, while if n ≥ 3 we separate k = 1 and 2 ≤ k ≤ 2n − 3. By the same properties of P, Q, τ mentioned above, the contribution of indices k = 1, l = 2s + 2 is
f 2(n−s−1) (P, Q, . . . , P, Q, t)f 2s (P, Q, . . . , P, Q, t).
For the remaining values of 2 ≤ k ≤ 2n − 3, we distinguish even and odd ones: the contribution of indices
By rearranging the terms in both obtained double sums, we see that the contribution of indices 2 ≤ k ≤ 2n − 3, l = 2k + 2s + 1 is
which simplify after the index change s → n − s − 1 to
Similarly we consider the first sum in Theorem 1 and write
f 2(n−s) (P, Q, . . . , P, Q, t)f 2s (P, Q, . . . , P, Q, t).
Now we recall that f 2n (P, Q, . . . , P, Q, t) = e nt r n (t) and take into account the exponential factor in front of the second sum of Theorem 1. If n ≥ 3 then (7) and (8) sum up to
With regard to (5), (6) , the whole contribution of the RHS of Theorem 1 is
But ∂ t f 2n (t) = e nt [∂ t r n t + nr n (t)] together with r 0 (t) = τ (P ) show that (4) holds for any t > 0 and any n ≥ 3. If n = 2 then the whole contribution is given by (5) and (8) leading to (4) as well.
The case
This section is devoted to the description of the spectral distribution µ t of J t when λ = 1, θ = 1/2 and J 0 = P . A major step towards it is the following result:
k be the k-th Laguerre polynomial and let
be the unique solution of ( [3] , [14] )
the class of analytic function around zero. Then the moment generating function M t of µ t is given by
Proof: Before coming through computations, we point out that
maps the open unit disc into itself. Indeed, the following expansion holds ( [15] p.70) 1
and is still convergent for z = 1 by Gauss Theorem ( [15] , p.49). Hence the expression of M t (z) given in the proposition makes sense for all |z| < 1. Now, let |z| > 1 then similar computations leading to Proposition 7.1. in [9] shows that
with initial value G 0 (z) = 1/(z − 1). This p.d.e. simplifies when one substitutes λ = 1, θ = 1/2 to
with the initial data
Next note that α is invertible in a neighborhood of zero with inverse function given by
Keeping in mind that |α(z)| ≤ |z| < 1 in the open unit disc, then α extends to a biholomorphic map from the open unit disc onto its image. Moreover,
Hence F t : z → S t (α −1 (z)) and w t : z → F t (e t z) satisfy
and
Finally one easily checks from
Since 2ρ 2t and w t satisfy the same partial differential equation as ρ t , the proposition is proved. The moments m n (t) are given by Corollary 1. For any n ≥ 1 and any t ≥ 0
Proof: First of all the generalized binomial Theorem yields
where (1/2) n = Γ(n + 1/2)/Γ(1/2) is the Pochhammer symbol. But Legendre duplication formula ( [12] ) shows that 
Using Legendre duplication formula again, we derive
which yields
As a result
The Corollary is proved.
We are now ready to give the description of µ t :
Corollary 2. When θ = 1/2, λ = 1, the free Jacobi process starting at P is distributed in the compressed probability space (P A P, 2τ ) as the random variable
is absolutely continuous with respect to Lebesgue measure on the real line and its density is given by
where k t is the density of the spectral distribution of the free unitary Brownian motion. In particular, the support of µ t is the whole interval [0, 1] for any time t ≥ 2.
Proof:
But since Y and Y ⋆ = Y −1 have the same distribution then h n = h −n , n ∈ Z. As a result
Finally, the support of µ t is entirely determined by the one of k 2t (see [5] ).
Remark. When λ = 1, θ = 1/2 (2) takes the form
Thus since the moments of Y t converge as t∞ to those of a Haar unitary random variable, then the moments
m n (∞) = 1 2 2n 2n n := m n satisfy (9) m n = n−1 k=0 m n−k−1 [m k − m k+1 ]. But if C k := (1/(k + 1)) 2k k is the k
-th Catalan number ([13]) then Legendre duplication formula entails
m k − m k+1 = 1 2 √ π Γ(k + 1/2) (k + 1)! = 1 2 2k+1 C k .
As a result
n−1 k=0 m n−k−1 [m k − m k+1 ] = 2 2 2n n−1 k=0 (n − k)C n−k−1 C k = n + 1 2 2n n−1 k=0 C n−k−1 C k .
Consequently, (9) is nothing else but the recurrence relation for Catalan numbers:
C n = n−1 k=0 C n−1−k C k .
Enumerative derivation of the moments
Recall that if λ = 1 then the faithfulness of τ forces P = Q. If further θ = 1/2 then P := (1 + a)/2 where a = a ⋆ ∈ A is distributed according to
In the sequel, we shall derive (3) relying on enumeration techniques. More precisely,
Proposition 3. Let a be a self-adjoint random variable in
and assume a and Y are ⋆-free. Then for any n ≥ 1
n consists of words formed by letters picked in the alphabet {a, b} subject to the cancellations {a
Moreover, we claim that those formed by an odd number of letters have zero expectation. Indeed, any such word has a reduced (after taking into account of cancellations and that there is no relation between a and b) expression either aba · · · aba or bab · · · bab. The claim then follows from the trace property of τ and from τ (a) = τ (b) = 0. As a result, we need to enumerate for each n ≥ 1 words {(ab) k , 1 ≤ k ≤ n, (ba) k , 1 ≤ k ≤ n−1} (see below for the constant term k = 0). To this end, let c(n, k), d(n, k), e(n, k) be the number of words (ab) k , (ab) k a, (ba) k respectively. Then the expansion
and the observation
give the recurrence relation
and c(1, k) = δ k0 + δ k1 where δ ij is the Kronecker symbol. In a similar fashion,
gives the recurrence relation
together with
with e(2, k) = 3δ k0 + δ k1 , e(1, k) = δ k0 . Now, we compute c(n, 0) which correspond to the constant term (not depending on time t) in the expansion
To proceed, we argue that up to a factor, c(n, 0) is the n-th moment m n (∞) of the stationary distribution of the free Jacobi process 2 c(n, 0)
Indeed, for fixed n ≥ 1
where U is a Haar unitary distributed random variable. But a and U aU ⋆ are free in A and since τ (a) = τ (U aU ⋆ ) = 0 then the very definition of freeness implies that τ [(aU aU ⋆ ) n ] = 0 for any n ≥ 1. We can also compute c(n, 0) by considering the von Neumann algebra generated by {a, b} endowed with the state that assigns the value 1 to the unit and vanishes otherwise. More precisely, this algebra is the free product of the von Neumann algebras generated by {a} and by {b} since the latters may be realized as von Neumann algebras of the cyclic group of order two so that Theorem 1.6.3. in [11] applies. Therefore a and b are free there and it is obvious that they are symmetric Bernoulli random variable with respect to the given state. It follows that c(n, 0) is the constant term in the n-th moment of the two-fold free multiplicative convolution
which may be computed using the S-transform ( [13] ). More precisely, the Stransform of this free multiplicative convolution reads
near the origin. Consequently, the corresponding inverse moment generating is given by z(z + 1)
whence we deduce the inverse moment generating of the free multiplicative convolution 1 2
Based on the initial values c(n, 0), d(1, 0), we proceed by mutual induction (on k for fixed n then on n) and use the elementary identity
Note by passing that d(n, k −1) = c(n, k) which agrees with the recurrence relations for d(n, k) and e(n, k). Finally
In order to recover (3), it suffices to observe that a 
is the (unique) solution of
then infer from [14] (Theorem 4 p. 669) that
To proceed, we specialize Theorem 1 to a k = a for all k and notice that the second sum vanishes since a 2 = 1 and since τ (a) = 0. The contribution of the first sum is easily seen to be
and the value of s 1 (t) = 1 is readily derived from [2] p. 923 using τ (a) = 0, τ (a 2 ) = 1. The lemma is proved.
Further developments: general parameter values
In this section, we investigate the spectral distribution of J t for more general sets of parameter values: λ = 1, θ ∈ (0, 1), λ ∈ (0, 2), θ = 1/2.
5.1.
Parameter values λ = 1, θ ∈ (0, 1). As one easily realizes, the enumeration techniques used to expand
remain valid when λ = 1, θ ∈ (0, 1). Indeed, P = (1 + a)/2 where the spectral distribution of a is
and we need to take into account the contribution of words with odd number of letters. By the trace property of τ and the relations a 2 = b 2 = 1, this contribution is τ (a) = (2θ − 1) up to a positive integer say c(n) therefore
The coefficient c(n) is easily computed when θ ∈ (0, 1) \ {1/2} by letting t = 0 and using (1 + a) 2 = 4P, a 2 = 1:
However, it is not easy to determine the distribution of aY t aY
2 (e t − 1).
5.2.
Parameter values λ ∈ (0, 1], θ = 1/2. In this paragraph, we shall prove the following decomposition:
be the moment generating function of the free Jacobi process associated with the parameter values λ ∈ (0, 1), θ = 1/2 (we omit the dependence on λ for sake of clarity). Let also M ∞ be the moment generating function of the stationary distribution of the free Jacobi process associated with the same parameter values (the distribution of P U QU ⋆ P when U ∈ A is Haar distributed and is ⋆-free from {P, Q}). Then
where u t is analytic around the origin whose first and second derivatives vanish, and lim λ→1 u t (z) = 0.
Proof: Recall that for general parameter values (λ, θ), the function
defined for t > 0 and |z| > 1, is a solution of the p.d.e.
with initial value G 0 (z) = 1/(z − 1). Recall also from [9] that
where r = (1/λθ), B = 2(r + (r − 2)/λ), C = (1 − 1/λ), is the Cauchy-Stieltjes transform of the stationary distribution of the free Jacobi process. Then
Accordingly, the function 2n − 2 n − 1 − k − 2n n − k + (2n)! (2n − 1)(2 n n!) 2 and applying twice Pascal rule shows that 2n n − k = 2n − 2 n − k − 2 + 2n − 2 n − k + 2 2n − 2 n − k − 1 .
k n (λ) = 1 2 2n−1 2n − 2 n − 2 − 2n − 2 n − 1 + (2n)! (2n − 1)(2 n n!) 2 = 0.
As a matter fact, it suffices to use induction in order to prove that c n (0) → 0, n ≥ 4 as λ → 1. Once this is proved, it is clear from (11) that lim λ→1 c n (t) = 0 for any n ≥ 4 and any t ≥ 0.
5.3.
Parameter values λ ∈ (1, 2), θ = 1/2. As mentioned in the introduction, the moments of the free Jacobi process associated with the parameter values λ ∈ (1, 2), θ = 1/2 may be deduced from those corresponding to λ ∈ (1, 2), θ = 1/2. Indeed Proposition 5.
Proof: Let n ≥ 1 and define for a 1 , a 2 , . . . , a n ∈ A h n (a 1 , . . . , a n , t) := τ (a 1 Y t QY * t . . . a n Y t QY * t ). h n is obviously a linear map with respect to its n first coordinates, thereby h n (1 − P, . . . , 1 − P, t) = (ai 1 ,...,ai n )∈{1,−P } n h n (a i1 , · · · , a in , t)
Since Q is idempotent and τ is a trace, then one realizes that each n-tuples with k, 1 ≤ k ≤ n elements equal to (−P ) and n − k elements equal to 1 contributes to (−1) k τ ((P Y t QY * t ) k ). They are even the only tuples giving this contribution since there is no relation between P and Y t QY ⋆ t . Since their total contribution is
while that of the n-tuple (1, . . . , 1) is τ (Q), then the proposition is proved.
