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a b s t r a c t
The use of edge-disjoint spanning trees for data broadcasting and scattering problem in
networks provides a number of advantages, including the increase of bandwidth and fault-
tolerance. In this paper, we present an algorithm for constructing n edge-disjoint spanning
trees in ann-dimensional locally twisted cube. Since then-dimensional locally twisted cube
is regular with the common degree n, the number of constructed trees is optimal.
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1. Introduction
A suitable interconnection network is an important part for the design of a multicomputer or multiprocessor system.
This network is usually modeled by a symmetric graph, where the nodes represent the processing elements and the edges
represent the communication channels. Desirable properties of an interconnection network include symmetry, embedding
capabilities, relatively small degree, small diameter, scalability, robustness, and efficient routing. One of the most efficient
interconnection networks is the n-dimensional hypercube [13]. The locally twisted cubes [16] is a better hypercube variant
which is conceptually closer to hypercubes than existing variants. One advantage is that the diameter of locally twisted
cubes is only about half the diameter of hypercubes.
Two spanning trees in a graph G are said to be edge-disjoint if they are rooted at the same node without sharing any
common edge. The Edge-Disjoint Spanning Trees (EDSTs) problem attempts to construct a set of pairwise edge-disjoint
spanning trees. The problem has received a great deal of attention in recent years because it has numerous applications in
networks such as data broadcasting, scattering, and the reliable communication protocols [1–12,14,15,17–19]. For example,
a rooted spanning tree in a network can be viewed as a broadcasting scheme for data communication which has several
advantages, such as increasing the bandwidth and fault-tolerance. Specifically, the fault tolerance can be achieved by sending
n copies of the message along the n EDSTs rooted at the source node such that the message can be broadcast to all the other
nodes in a faulty network, even if at most n− 1 nodes are faulty.
Although the problem is hard for general graphs, several results are known for some special classes of graphs, such as
k-connected graphs for k ≤ 4 [2,3,8], planar graphs [7], product graphs [12], chordal rings [9,18], hypercubes [10,14,17],
star graphs [5], arrangement graphs [1,4,11], cube-connected-cycles [6], multidimensional tori [15], and recursive circulant
graphs G(cdm, d) for d ≥ 3 [19]. In this paper, we consider the problem of locally twisted cubes. We present an algorithm
for constructing n EDSTs in an n-dimensional locally twisted cube. The result is optimal with respect to the number of
constructed trees because an n-dimensional locally twisted cube is regular with the common degree n.
The rest of this paper is organized as follows. Section 2 provides notation and definitions used in this paper. Section 3
presents an algorithm to construct EDSTs in locally twisted cubes. Some concluding remarks are given in Section 4.
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Fig. 1. LTQ3 and LTQ4 .
2. Preliminaries
A graph G = (V , E) is a pair of the node set V and the edge set E, where V is a finite set and E is a subset of {(x, y)| (x, y)
is an unordered pair of V }. We also use V (G) and E(G) to denote the node set and the edge set of G, respectively. If (x, y)
is an edge in a graph G, we say that x is adjacent to y. A neighbor of a node x in a graph G is any node that is adjacent to x.
Moreover, we use NG(x) to denote the neighbors of x in G. The subscript G of NG(x) can be removed from the notation if it
has no ambiguity. A path is a sequence of distinct nodes in which any two consecutive nodes are adjacent.
A tree is a connected, acyclic, undirected graph. A rooted tree T is a tree in which one of the nodes is distinguished from
the others. The distinguished node is called the root of T , denoted by root(T ). For two nodes x and y in a tree T , let T [x, y]
denote the unique path from x to y in T . The parent of a non-root node x in a rooted tree T , denoted by parent(T , x), is a node
adjacent to x in the path T [r, x], where r is the root of T .
A subgraph of G = (V , E) is a graph (V ′, E ′) such that V ′⊆ V and E ′ ⊆ E. A spanning subgraph of G is a subgraphwith node
set V (G). A spanning tree is a spanning subgraph that is a tree. Two paths P1 and P2 connecting a node x to a node y are said to
be edge-disjoint, denoted by P1||P2, iff E(P1)∩ E(P2) = ∅ and V (P1)∩ V (P2) = {x, y}. Two spanning trees T and T ′ in a graph
G are said to be edge-disjoint if they are rooted at the same node, say r , and T [r, x]||T ′[r, x] for every node x ∈ V (G)\{r}.
Also, a set of spanning trees in G are edge-disjoint if they are pairwise edge-disjoint.
Definition 1 ([16]). Let n ≥ 2. The n-dimensional locally twisted cube, denoted by LTQn, is defined recursively as follows.
(1) LTQ2 is a graph consisting of four nodes labeled with 00, 01, 10, and 11, respectively, connected by four edges (00, 01),
(00,10), (01, 11), and (10, 11).
(2) For n ≥ 3, LTQn is built from two disjoint copies of LTQn−1 according to the following steps. Let 0LTQn−1 (respectively,
1LTQn−1) denote the graph obtained by prefixing the label of each node in one copy of LTQn−1 with 0 (respectively, 1).
Each node x = 0xn−2xn−3 . . . x0 in 0LTQn−1 is connected with the node 1(xn−2 ⊕ x0)xn−3 . . . x0 in 1LTQn−1 by an edge,
where ‘‘⊕’’ represents the modulo 2 addition.
Fig. 1 illustrates LTQ3 and LTQ4. The locally twisted cube can be equivalently defined with the following non-recursive
fashion.
Definition 2 ([16]). For n ≥ 2, the n-dimensional locally twisted cube, LTQn, is a graph with {0, 1}n as the node set. Two
nodes x = xn−1xn−2 . . . x0 and y = yn−1yn−2 . . . y0 of LTQn are adjacent if and only if either (a) xi = y¯i and xi−1 = yi−1⊕x0 for
some 2 ≤ i ≤ n− 1, and xj = yj for all the remaining bits or (b)xi = y¯i for some i ∈ {0, 1}, and xj = yj for all the remaining
bits.
Clearly, LTQn is an n-regular graph, and the labels of any two adjacent nodes of LTQn differ in at most two successive bits.
Hereafter, we may represent a node in LTQn by its decimal value. The following lemma is useful to our method.
Lemma 1. Let x = xn−1xn−2 . . . x0 and y = yn−1yn−2 . . . y0 be two adjacent nodes in LTQn (n ≥ 2) with x > y. Then, the
following statements hold.
(a) If x is even, then x− y = 2i for some 0 ≤ i ≤ n− 1.
(b) If x is odd, then either x− y = 2i for some i ∈ {0, 1} or x− y = 2i − [(−1)xi−1 × 2i−1] for some i ≥ 2.
Proof. The result follows from Definition 2. Q.E.D.
The Hamming distance between two nodes in LTQn is the number of positions for which the corresponding symbols are
different.
Definition 3. Let x = xn−1xn−2 . . . x0 be a node in LTQn which has the Hamming distance t to the node 00 . . . 0︸ ︷︷ ︸
n
and let
Ix = {i| 0 ≤ i ≤ n − 1 and xi = 1}. Also, let Hx = {i0, i1, . . . , it−1} be the ordered set obtained by arranging the elements
in Ix with an increasing order, i.e., i0 < i1 < · · · < it−1. The element ij−1 in Hx is called the predecessor of ij, denoted by
pred(ij, x), where the indices j and j− 1 are taken modulo t .
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Table 1
The parents of nodes in T3 .
x Binary string pred(3, x) −2pred(3,x) ±2pred(3,x)−1 +23 ±23−1 parent(T3, x)
1 0001 / / / 8 +4 13
2 0010 / / / 8 0 10
3 0011 / / / 8 +4 15
4 0100 / / / 8 0 12
5 0101 / / / 8 −4 9
6 0110 / / / 8 0 14
7 0111 / / / 8 −4 11
8 1000 3 8 0 / / 0
9 1001 0 1 0 / / 8
10 1010 1 2 0 / / 8
11 1011 1 2 0 / / 9
12 1100 2 4 0 / / 8
13 1101 2 4 +2 / / 11
14 1110 2 4 0 / / 10
15 1111 2 4 −2 / / 9
3. The algorithm
We use node 0 as the common root of EDSTs in LTQn. Note that N(0) = {20, 21, . . . , 2n−1}. We present the algorithm
Constructing_EDST to construct n EDSTs T0, T1, . . ., and Tn−1 such that 2i is the node in the ith tree Ti connected to the
common root.
Example 1. We describe how the Constructing_EDST algorithm constructs T3 in LTQ4. Let x 6= 0 be an arbitrary node in
LTQ4with x = x3x2x1x0. If x ∈ {2, 4, 6}, then x0 = 0 and x3 = 0. According to Line 12 of the algorithm, parent(T3, x) = x+23.
If x ∈ {1, 3, 5, 7}, then x0 = 1 and x3 = 0. According to Line 10 of the algorithm, parent(T3, x) = x+ 23 + (−1)x2 × 22. The
remaining cases are as follows: For x ∈ {8, 10, 12, 14}, since x0 = 0 and x3 = 1, then according to Line 7 of the algorithm,
parent(T3, x) = x− 2pred(3,x). For x ∈ {9, 11}, since x0 = 1 and x3 = 1 and pred(3, x) ∈ {0, 1}, then according to Line 7 of the
algorithm, parent(T3, x) = x − 2pred(3,x). Finally, for x ∈ {13, 15}, since x0 = 1, x3 = 1 and pred(3, x) = 2, then according
to Line 10 of the algorithm, parent(T3, x) = x− 2pred(3,x) + (−1)xpred(3,x)−1 × 2pred(3,x)−1. Table 1 summarizes the information
for constructing T3 in LTQ4.
Fig. 2 illustrates four EDSTs constructed for LTQ4 using Algorithm Constructing_EDST. For convenience, we adopt the
notation x−2
i
−→y to mean that x − 2i = y and x and y are adjacent in LTQn. The following lemmas are useful to show the
correctness of our algorithm.
Lemma 2. Let x = xn−1xn−2 . . . x0 be a node in LTQn with Hx = {i0, i1, . . . , ip−1, ip, ip+1, . . . , it−1}. During the execution
of Algorithm Constructing_EDST to construct Tip , if parent(Tip , x) = y, then x and y are adjacent and one of the following
conditions hold:
(1) |Hy| = |Hx| − 1.
(2) |Hy| = |Hx| − 2.
(3) Hy = {i0, i1, . . . , ip−2, q, ip, ip+1, . . . , it−1}, where ip−2 < q < ip−1.
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Fig. 2. Four EDSTs in LTQ4 constructed using Algorithm Constructing_EDST.
Proof. We consider the following cases.
Case 1: x is even. Since xip = 1 (by ip ∈ Hx) and x0 = 0, then by Line 7 of the algorithm, parent(Tip , x) = x − 2ip−1 .
Let y = x − 2ip−1 . By Lemma 1(a), x and y are adjacent. Moreover, Hy = {i0, i1, . . . , ip−2, ip, ip+1, . . . , it−1} and
|Hy| = |Hx| − 1; hence, Condition (1) holds.
Case 2: x is odd and pred(ip, x) ∈ {0, 1}. Note that xi0 = x0 = 1. We consider the following two subcases.
Case 2.1: x1 = 1; hence, i1 = 1. If pred(ip, x) = i1 = 1, then by Line 7 of the algorithm, parent(Tip , x) = x − 2i1 .
Let y = x−2i1 . By Lemma 1(a), x and y are adjacent. Moreover, Hy = {i0, ip, ip+1, . . . , it−1} and |Hy| = |Hx|−1;
hence, Condition (1) holds. However, if pred(ip, x) = i0 = 0, then by Line 7 of the algorithm, parent(Tip , x) =
x − 2i0 = x − 20. Let y = x − 20. By Lemma 1(a), x and y are adjacent. Since Hy = {ip, ip+1, . . . , it−1} and
|Hy| = |Hx| − 1, Condition (1) holds.
Case 2.2: x1 = 0. In this subcase, pred(ip, x) = i0 = 0. By Line 7 of the algorithm, parent(Tip , x) = x−2i0 = x−20.
Let y = x− 20. Note that x is adjacent to y by Lemma 1(a). Since Hy = {ip, ip+1, . . . , it−1} and |Hy| = |Hx| − 1,
Condition (1) holds.
Case 3: x is odd and pred(ip, x) ∈ {2, 3, . . . , n − 1}. Because of xip = 1, pred(ip, x) ≥ 2, and xi0 = x0 = 1, then by Line 5
of the algorithm, parent(Ti, x) = x− 2pred(ip,x) + [(−1)xpred(ip,x)−1 × 2pred(ip,x)−1]. We further consider the following
two subcases:
Case 3.1: pred(ip, x)− 1 ∈ Hx. In this subcase, pred(ip, x)− 1 = ip−2 and ip−1 − ip−2 = 1; hence, parent(Ti, x) =
x − 2ip−1 − 2ip−2 . Let y = x − 2ip−1 − 2ip−2 . Then, x is adjacent to y by Lemma 1(b). Moreover, since
Hy = Hx − {ip−1, ip−2} = {i0, i1, . . . , ip−3, ip, ip+1, . . . , tt−1} and |Hy| = |Hx| − 2, Condition (2) holds.
Case 3.2: pred(ip, x)−1 /∈ Hx. In this subcase, q = pred(ip, x)−1 = ip−1−1 > ip−2which implies that ip−1−q = 1
and ip−2 < q < ip−1. Hence, parent(Ti, x) = x− 2ip−1 + 2q. Let y = x− 2ip−1 + 2iq . By Lemma 1(b), x and y are
adjacent. Moreover, since Hy = {i0, i1, . . . , ip−2, q, ip, ip+1, . . . , tt−1}, Condition (3) holds. Q.E.D.
Lemma 3. Let x = xn−1xn−2 . . . x0 be a node in LTQn with Hx = {i0, i1, . . . , ip−1, ip, ip+1, . . . , it−1}. Then, after executing
Algorithm Constructing_EDST to construct Tip , there exists a node z in a path from x to z such that |Hz | < |Hx|.
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Proof. If (i) x is even, or (ii) x is odd with pred(ip, x) ∈ {0, 1}, or (iii) x is odd with pred(ip, x) > 1 and pred(ip, x) − 1 ∈ Hx,
then let z be the node y described in Case 1–Case 3.1 of the proof of Lemma 2. However, if x is odd with pred(ip, x) > 1 and
pred(ip, x)−1 /∈ Hx, then by Lemma 2(3), we can find a node y adjacent to xwith Hy = {i0, i1, . . . , ip−2, q, ip, ip+1, . . . , it−1},
where ip−2 < q < ip−1. Because of the number of integers between ip−2 and q is less than that between ip−2 and ip−1, then
by replacing xwith y and applying the above method iteratively, we can find a node z such that |Hz | < |Hx|. Q.E.D.
Lemma 4. Ti for 0 ≤ i ≤ n − 1 constructed using Algorithm Constructing_EDST is a spanning tree of LTQn rooted at node 0,
where n ≥ 2.
Proof. According to the algorithm, every node except for the node 0 has a unique node as its parent. We show the lemma
by showing the following claim.
Claim 1. There exists a unique path from every node x = xn−1xn−2 . . . x0(6= 0) to node 0 in Ti. Moreover, (2i, 0) is the last edge
in the above path.
Proof of the claim. We prove this claim by induction on |Hx|. Since H2i = {i}, pred(i, 2i) = i. According to Line 7 of the
algorithm, parent(Ti, 2i) = 2i − 2pred(i,x) = 0. This implies that node 2i is a unique node connected to node 0 in Ti. Hence,
the base case holds. Suppose now that |Hx| = t > 1. There are the following scenarios.
Case 1: i ∈ Hx. Note that xi = 1. By Lemma3, there exists a node z so that there is a unique path from x to zwith |Hz | < |Hx|.
By the induction hypothesis, there is a unique path from z to 0 having the last edge (2i, 0) on the path. Therefore,
the desired path from x to node 0 in Ti is
x −→ · · · −→ z −→ · · · −→ (2i)−2i−→0.
Case 2: i /∈ Hx (i.e., xi = 0). By Line 10 (respectively, Line 12) of the algorithm, parent(Ti, x) = x + 2i = y (respectively,
parent(Ti, x) = x+ 2i± 2i−1 = y). Hence, imust be included into Hy. Moreover, by Lemma 1, x and y are adjacent.
By Case l, there is a unique path from y to node 0 in Ti having the last edge (2i, 0) on the path. Therefore, the desired
path from x to node 0 in Ti is
x+2
i or +2i±2i−1−−−−−−−−−−−−→y −→ · · · −→ (2i)−2i−→0. Q.E.D.
Example 2. We consider node 11 in LTQ4. The unique path from 11 to 0 in every spanning tree Ti for i = 0, 1, 2, 3 is
constructed as follows:
• T0[11, 0] : 11−2
3+22−−−−−→7−2
2−21−−−−−→1−2
0
−−→0
• T1[11, 0] : 11−2
0
−−→10−2
3
−−→2−2
1
−−→0
• T2[11, 0] : 11+2
2−21−−−−−→13−2
0
−−→12−2
3
−−→4−2
2
−−→0
• T3[11, 0] : 11−2
1
−−→9−2
0
−−→8−2
3
−−→0.
Lemma 5. Tp and Tq for 0 ≤ p, q ≤ n− 1 and p 6= q constructed using Algorithm Constructing_EDST are edge-disjoint.
Proof. Without loss of generality, we assume that p < q. Let x = xn−1xn−2 . . . xp . . . xq . . . x0 be any node in V (LTQn)− {0}.
We will prove that parent(Tp, x) 6= parent(Tq, x). There are the following scenarios.
Case 1: x0 = 0; hence, x is even.
Case 1.1: xp = 1 and xq = 1. By Line 7 of the algorithm, parent(Tp, x) = x − 2pred(p,x) and parent(Tq, x) =
x−2pred(q,x). Since xp = 1 and xq = 1, both p and qbelong toHx, i.e., |Hx| ≥ 2. This implies pred(p, x) 6= pred(q, x).
Hence, parent(Tp, x) 6= parent(Tq, x).
Case 1.2: xp = 0 and xq = 1. By Lines 12 and 7 of the algorithm, parent(Tp, x) = x + 2p and parent(Tq, x) =
x− 2pred(q,x), respectively. Since parent(Tq, x) < x < parent(Tp, x), we have parent(Tp, x) 6= parent(Tq, x).
Case 1.3: xp = 1 and xq = 0. By Lines 7 and 12 of the algorithm, parent(Tp, x) = x− 2pred(p,x) and parent(Tq, x) =
x+ 2q. Since parent(Tp, x) < x < parent(Tq, x), we have parent(Tp, x) 6= parent(Tq, x).
Case 1.4: xp = 0 and xq = 0. By Line 12 of the algorithm, parent(Tp, x) = x+ 2p and parent(Tq, x) = x+ 2q. Since
p < q, parent(Tp, x) 6= parent(Tq, x).
Case 2: x0 = 1; hence, x is odd.
Case 2.1: xp = 1 and xq = 1. We have the following scenarios.
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Case 2.1.1: pred(p, x) ≥ 2 and pred(q, x) ≥ 2. As with an argument similar to that used in Case 1.1, we have
pred(p, x) 6= pred(q, x). Moreover, by Line 5 of the algorithm, parent(Tp, x) = x−2pred(p,x)+[(−1)xpred(p,x)−1×
2pred(p,x)−1] and parent(Tq, x) = x−2pred(q,x)+[(−1)xpred(q,x)−1 ×2pred(q,x)−1]. There are the following possible
combinations.{
x− 2pred(p,x) + 2pred(p,x)−1 = x− 2pred(p,x)−1
x− 2pred(q,x) + 2pred(q,x)−1 = x− 2pred(q,x)−1 (1){
x− 2pred(p,x) − 2pred(p,x)−1 = x− 3× 2pred(p,x)−1
x− 2pred(q,x) − 2pred(q,x)−1 = x− 3× 2pred(q,x)−1 (2){
x− 2pred(p,x) + 2pred(p,x)−1 = x− 2pred(p,x)−1
x− 2pred(q,x) − 2pred(q,x)−1 = x− 3× 2pred(q,x)−1 (3){
x− 2pred(p,x) − 2pred(p,x)−1 = x− 3× 2pred(p,x)−1
x− 2pred(q,x) + 2pred(q,x)−1 = x− 2pred(q,x)−1. (4)
In Eqs. (1) and (2), since pred(p, x) 6= pred(q, x), we have parent(Tp, x) 6= parent(Tq, x). In Eq. (3), suppose,
by contradiction, that x − 2pred(p,x)−1 = x − 3 × 2pred(q,x)−1. Then, x − 2pred(p,x)−1 = x − 3 × 2pred(q,x)−1 ⇔
2pred(p,x)−1 = 3 × 2pred(q,x)−1 ⇔ 2pred(p,x)−pred(q,x) = 3, which is a contradiction; hence parent(Tp, x) 6=
parent(Tq, x). The result for Eq. (4) can be shown similarly.
Case 2.1.2: pred(p, x) < 2 and pred(q, x) ≥ 2. By Lines 7 and 5 of the algorithm, parent(Tp, x) = x− 2pred(p,x)
and parent(Tq, x) = x− 2pred(q,x) + [(−1)xpred(q,x)−1 × 2pred(q,x)−1], respectively. First, we consider the special
case where pred(p, x) = 1 and pred(q, x) = 2. Since pred(p, x) = 1, 1 ∈ Hx. Moreover, xpred(q,x)−1 =
x2−1 = x1 = 1; hence, (−1)x1 = (−1)1 = −1. Then, parent(Tp, x) 6= parent(Tq, x) because parent(Tp, x) =
x− 2pred(p,x) = x− 2 and parent(Tq, x) = x− 2pred(q,x) + [(−1)xpred(q,x)−1 × 2pred(q,x)−1] = x− 4− 2 = x− 6.
For the other case, it is not difficult to verify that x − 2pred(p,x) > x − 2pred(q,x) ± 2pred(q,x)−1. Hence,
parent(Tp, x) 6= parent(Tq, x).
Case 2.1.3: pred(p) ≥ 2 and pred(q) < 2. By Lines 5 and 7 of the algorithm, parent(Tp, x) = x − 2pred(p,x) +
[(−1)xpred(p,x)−1 × 2pred(p,x)−1] and parent(Tq, x) = x− 2pred(q,x), respectively. The proof is similar to that used
in Case 2.1.2.
Case 2.1.4: pred(p) < 2 and pred(q) < 2. By Line 7 of the algorithm, parent(Tp, x) = x − 2pred(p,x) and
parent(Tq, x) = x − 2pred(q,x). As with an argument similar to that used in Case 1.1, pred(p) 6= pred(q).
Hence, parent(Tp, x) 6= parent(Tq, x).
Case 2.2: xp = 0 and xq = 1. There are the following scenarios.
Case 2.2.1: p ≥ 2 and pred(q, x) ≥ 2. By Lines 10 and 5 of the algorithm, parent(Tp, x) = x + 2p +
[(−1)xp−1 × 2p−1] and parent(Tq, x) = x − 2pred(q,x) + [(−1)xpred(q,x)−1 × 2pred(q,x)−1], respectively. Since
parent(Tq, x) < x < parent(Tp, x), parent(Tp, x) 6= parent(Tq, x).
Case 2.2.2: p < 2 and pred(q, x) ≥ 2. By Lines 12 and 5 of the algorithm, parent(Tp, x) = x + 2p and
parent(Tq, x) = x − 2pred(q,x) + [(−1)xpred(q,x)−1 × 2pred(q,x)−1], respectively. Since parent(Tq, x) < x <
parent(Tp, x), parent(Tp, x) 6= parent(Tq, x).
Case 2.2.3: p ≥ 2 and pred(q, x) < 2. By Lines 10 and 7 of the algorithm, parent(Tp, x) = x + 2p +
[(−1)xp−1 × 2p−1] and parent(Tq, x) = x − 2pred(q,x), respectively. Since parent(Tq, x) < x < parent(Tp, x),
parent(Tp, x) 6= parent(Tq, x).
Case 2.2.4: p < 2 and pred(q, x) < 2. By Line 12 and 7 of the algorithm, parent(Tp, x) = x + 2p and
parent(Tq, x) = x − 2pred(q,x), respectively. Then, parent(Tp, x) 6= parent(Tq, x) because parent(Tq, x) <
x < parent(Tp, x).
Case 2.3: xp = 1 and xq = 0. The proof is similar to that used in Case 2.2.
Case 2.4: xp = 0 and xq = 0. There are the following scenarios.
Case 2.4.1: p ≥ 2 and q ≥ 2. By Line 10 of the algorithm, parent(Tp, x) = x + 2p + [(−1)xp−1 × 2p−1] and
parent(Tq, x) = x+ 2q + [(−1)xq−1 × 2q−1]. The proof is similar to that used in Case 2.1.1.
Case 2.4.2: p < 2 and q ≥ 2. By Line 12 and 10 of the algorithm, parent(Tp, x) = x + 2p and parent(Tq, x) =
x + 2q + [(−1)xq−1 × 2q−1], respectively. First, we consider the special case where p = 1 and q = 2.
Note that xq−1 = x1 = xp = 0 and (−1)xq−1 = (−1)0 = 1. Then, parent(Tp, x) = x + 2 and
parent(Tq, x) = x + 4 + 2 = x + 6 and thus parent(Tp, x) 6= parent(Tq, x). For the other case, it is not
difficult to verify that parent(Tp, x) = x+2p < x+2q+[(−1)xq−1×2q−1] = parent(Tq, x). Hence, the result
holds.
Case 2.4.3: p ≥ 2 and q < 2. The proof is similar to that used in Case 2.4.2.
Case 2.4.4: p < 2 and q < 2. By Line 12 of the algorithm, parent(Tp, x) = x + 2p and parent(Tq, x) = x + 2q.
Since p < q, parent(Tp, x) 6= parent(Tq, x). Q.E.D.
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Theorem 1. Algorithm Constructing_EDST can correctly construct n edge-disjoint spanning trees of LTQn in O(n2n) time, where
2n is the number of the nodes in LTQn.
Proof. The correctness of the algorithm follows from Lemmas 4 and 5. The number of iterations of the algorithm is bounded
by O(n2n) and each iteration takes O(1) time. The overall time complexity of the algorithm is O(n2n). Q.E.D.
4. Concluding remarks
In this paper, we present an algorithm to construct n edge-disjoint spanning trees in an n-dimensional locally twisted
cube LTQn. To the best of our knowledge, this is the first result for constructing edge-disjoint spanning trees in LTQn. Since
an LTQn is regular with the common degree n, the number of the constructed edge-disjoint spanning trees is optimal. On the
other hand, our algorithm can also be executed in parallel: in amultiprocessors systembased on LTQn, each node can execute
the algorithm concurrently to find n parents for constructing n edge-disjoint spanning trees in O(log |V (LTQn)|) time.
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