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ANOTACE 
Tato diplomová práce se zabývá návrhem komplexního řešení pro vizualizaci síťové 
topologie. V první části popisuje princip činnosti protokolu LLDP, který byl vybrán jako nástroj pro 
získávání informací ze síťového provozu na základě požadavků zadání. Následně podrobně popisuje 
postup při implementaci protokolu LLDP v jazyce C do síťových zařízení společnosti METEL s.r.o. 
Druhá část se zabývá možnostmi grafické nadstavby softwaru SIMULand, určeného pro správu 
síťových zařízení. Popisuje postup při rozšiřování nástrojů tohoto softwaru pro vizualizaci síťové 
topologie. V závěru práce jsou uvedeny výsledky testování výsledného řešení. 
 
ANNOTATION 
This master’s thesis deals with a complex solution for the visualization of network topology. 
The first part of thesis describes the operation principle of LLDP protocol, which was chosen as a 
tool for retrieving informations from network traffic based on the requirement of the assignment. 
There is a detailed description of the LLDP protocol implementation in C language to METEL s.r.o. 
network products. The second part deals with possibilities of graphical interface in software 
SIMULand intended for managing network devices. It describes tools expansion process for the 
visualization of the network topology. In conclusion, the results of testing final solution are 
introduced. 
KLÍČOVÁ SLOVA 
LLDP, SNMP, MIB, AVR32, vizualizace, topologie, počítačová síť. 
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SEZNAM POUŽITÝCH ZKRATEK 
AE Annunciation Equipment 
ALIU Arithmetic-Logic Unit  
ATS Alarm transmission systems 
CDP Cisco Discovery Protocol 
CGI Common Gateway Interface 
CPU Central processing unit 
CRLF Carriage Return, Line Feed 
DHCP Dynamic Host Configuration Protocol 
DNS Domain Name System 
DSA Distributed Switch Architecture 
EDP Extreme Discovery Protocol 
EZS Elektrická Zabezpečovací Signalizace  
FDP Foundry Discovery Protocol 
FDP Foundry Discovery Protocol 
FTP File Transfer Protocol 
HTTP Hypertext Transfer Protocol 
IEEE Institute of Electrical and Electronic Engineers 
IETF Internet Engineering Task Force 
IF Instruction Fetch  
IGMP Internet Group Management Protocol 
IP Internet Protocol 
ISO International Organization for Standardization 
L2 Layer 2 = linková vrstva ISO/OSI modelu 
LAN Local Area Network 
LF Line Feed 
LLC  Logical Link Control 
LLDP Link Layer Discovery Protocol 
LLDPDU Link Layer Discovery Protocol Data Unit 
LS Load/Store Unit  
MAC Media Access Control 
MIB Management Information Base 
MPU Memory Protection Unit 
MUL Multiplier  
NDP Nortel Discovery Protocol 
NDP Nortel Discovery Protocol 
OID Object Identifier 
OOP Objektově orientované programování 
OSI Open Systems Interconnection 
PC Personal Computer 
PDU Protocol Data unit 
PID Process identifier 
POE Power over ethernet 
POP3 Post Office Protocol 3 
  
PWM Pulse Width Modulation 
QoS Quality of Service 
RAM Random Access memory 
RCT Receiving Centre Transceiver 
SCP Secure copy 
SMTP Simple Mail Transfer Protocol 
SNMP Simple Network Management Protocol 
SNTP Simple Network Time Protocol 
SPT Supervised Premises Transceiver 
SRAM Static Random Access Memory 
SSH Secure Shell 
SSL Secure Sockets Layer 
TCP Transmission Control Protocol 
TFTP Trivial File Transfer Protocol 
TMPR Two Port MAC Relay 
TLV  Type Length Value 
TTL Time To Live 
Vb Variable Binding 
VLAN Virtual Local Area Network 
VoIP Voice over Internet Protocol 
ZIP Zone Information Protocol 
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1 ÚVOD 
Počítačové sítě jsou v dnešní době bezesporu běžnou součástí našeho života. Denně 
využíváme jejich služeb při vyřizování e-mailů, prohlížení webových stánek, telefonování, 
k platebním transakcím, objednávání zboží a ke spoustě dalších věcí. Ne vždy však musí být 
koncovým zařízením stolní počítač. Mohou to být i zařízení zajišťující ochranu osob a majetku jako 
jsou například kamery nebo přístupové a poplachové systémy. V těchto sítích je prioritou bezpečnost 
a spolehlivost. 
Bezpečná síť musí přenášet jak běžná pracovní data, tak umožnit síťovým administrátorům 
správu vzdálených zařízení a zároveň potencionálnímu útočníkovi zamezit v neoprávněném přístupu. 
Ruku v ruce s bezpečností jde spolehlivost. Musí být například zajištěno, aby při výpadku napájení 
nebo při náhlém přerušení přenosové cesty byla provedena příslušná opatření. Se všemi takovými 
poruchovými stavy se musí počítat již od počátečního návrhu počítačové sítě.  
Právě otázkou spojenou se spolehlivostí sítě se zabývá tato diplomová práce. Podnětem 
k jejímu vzniku byla potřeba společnosti METEL s.r.o., zabývající se vývojem a výrobou 
průmyslových switchů, řešit problémy vznikající při instalaci a konfiguraci nových zařízení 
v průmyslových objektech. Nastávaly situace, kdy v rozsáhlém objektu byla fyzická topologie 
odlišná od původně navrhované. Bezpečnostní systém pak buď nefungoval vůbec, nebo fungoval na 
redundantním spojení, které už poté nebylo nijak zálohováno. Proto bylo třeba zajistit softwarovou 
kontrolu fyzické topologie sítě, která by umožňovala diagnostiku případných chyb v zapojení. 
Tato práce si klade za cíl navrhnout softwarové řešení pro zjišťování síťové topologie. 
Praktickou části by měla být implementace do síťových zařízení vyvíjené firmou METEL s.r.o. 
s následnou vizualizací nalezené topologie v softwaru SIMULand. Vytvořené řešení by následně 
mělo být testováno jak v běžných provozních podmínkách, tak v provozu se simulací poruchového 
stavu jako je připojení/odpojení nového zařízení, změna topologie za provozu, výpadek napájení, 
atd. Po úspěšném odladění bude řešení nasazeno v praxi.
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2 ANALÝZA PROBLÉMU 
2.1 Poplachové systémy 
Jak již bylo řečeno v úvodu, tato práce se bude zabývat zjišťováním topologie aktivních 
síťových prvků pro průmyslové využití, a to konkrétně pro poplachové systémy.  
Poplachové systémy dříve nazývané jako elektrická zabezpečovací signalizace (EZS) mají 
některé specifické požadavky, které konkrétně popisuje norma ČSN EN 50136-1. Hlavní funkcí 
těchto systémů je poskytnutí spolehlivé a bezpečné přenosové cesty pro přenos poplachů mezi 
rozhraním poplachového systému (ATS), přenosovým zařízením střežených prostor (SPT), 
rozhraním přenosového zařízení přijímacího centra (RCT) a ohlašovacím zařízením (AE). Dle 
kategorie poplachového přenosového systému se následně určují parametry přenosové cesty jako 
například povolené doby přenosu, nutnost šifrování a minimální délky klíčů nebo detekce poruchy. 
Výše zmíněná norma také dovoluje přenášet po přenosové poplachové lince i nepoplachová 
data. To umožňuje používat tyto linky také pro přenos libovolných uživatelských dat. Celkový 
datový tok však musí být takový, aby nijak neomezoval provoz poplachových zařízení. Pokud by 
docházelo ke stavu přetížení poplachové linky, je nutné, aby byl generován poruchový signál podle 
příslušné kategorie. Díky této možnosti lze implementovat vlastní protokol, zjišťující síťovou 
topologii, který funguje na stejných linkách, aniž by to bylo v rozporu s platnou normou. [1] 
 
2.2 Současný stav na trhu 
V současné době působí na trhu několik firem zabývajících se výrobou aktivních síťových 
prvků, IP kamer, VoIP telefonů a podobných zařízení, používajících pro zjišťování připojených 
síťových prvků několik vlastních protokolů. Nejznámější proprietální protokoly jsou uvedeny 
v tabulce 1. 
 
Firma Zkratka Název 
Cisco Systems CDP Cisco Discovery Protocol 
Enterasys CDP Cabletron Discovery Protocol 
Extreme EDP Extreme Discovery Protocol 
Foundry FDP Foundry Discovery Protocol 
Nortel NDP Nortel Discovery Protocol 
Tabulka 1 : Některé protokoly pro zjišťování síťové topologie. [2] 
 
Výše uvedené protokoly však mají nevýhodu v tom, že fungují pouze na zařízeních 
konkrétního výrobce. To přinášelo problémy s kompatibilitou v sítích, kde se vyskytovaly síťové 
prvky více než jednoho výrobce. Tento fakt přiměl organizaci IETF vytvořit sadu informačních MIB 
souborů, které by byly čitelné standardizovaným protokolem SNMP. V září 2000 proto tato 
organizace zveřejnila informační sadu nazvanou PTOPOMIB.  
Tím se vyřešily některé problémy, nicméně organizace IEEE pracovala ve spolupráci s Cisco 
Systems na ucelené standardizaci protokolu a v květnu 2005 byla zveřejněna norma 802.1ab 
otevřeného protokolu LLDP (Link Layer Discovery Protocol) pro objevování síťové topologie a 
získávání informací o zařízeních v síti. Protokol LLDP sliboval zjednodušení řešení problémů a 
zlepšení využitelnosti nástrojů pro správu sítě. To bylo také důvodem k tomu, aby většina předních 
výrobců implementovala do svých zařízení tento protokol. [2] 
2.3 Požadavky a cíle 
Společnost METEL s.r.o. na základě zpětné vazby od technické podpory a samotných 
zákazníků potřebovala vyřešit problém s kolizním zapojením síťových spojení, který nastával při 
 Strana 16 2  ANALÝZA PROBLÉMU  
 
realizaci projektu. Kruhová topologie s sebou totiž přináší vyšší nároky na správnost zapojení než 
například topologie typu sběrnice. V některých případech se stávalo, že kruhová topologie nebyla 
úplná a změnila se tak na topologii typu sběrnice. Síťové spojení pak sice fungovalo, ale již nebylo 
zálohované. Problém umocňoval i fakt, že spojení jsou realizována optickými vlákny, často na 
vzdálenosti větší než 30 km. 
Bylo stanoveno několik požadavků, které výsledné řešení musí splňovat. Tyto požadavky 
vycházejí ze současného stavu podnikového vývoje, zkušeností z průmyslové praxe a podnikové 
filosofie.  
 Bezpečnostní požadavky (šifrované přenosy pomocí protokolu SNMP). 
 Odstranění kolizních zapojení, ke kterým dochází při instalaci, využití technologie 
Plug&Play, diagnostika nefunkčních zařízení. 
 Seznamte se s dostupnými sítovými protokoly a vyberte nejvhodnější sítový 
protokol, který je v souladu se standardy ČSN EN 5013-1 a ČSN EN 50132-5-1. 
 Naprogramujte vybraný protokol do mikrokontroléru. 
 Proveďte návrh vizualizace systému v úrovních objekt, kruh/sběrnice, zařízení. 
 Demonstrujte funkčnost realizovaného řešení. 
2.4 Zvolené řešení 
Kvůli faktu, že všechny protokoly z tabulky 1 jsou protokoly s uzavřeným kódem, nebylo 
možné je použít. Jako jediný vhodný protokol, který je normalizovaný a otevřený, je protokol LLDP. 
Je podporován mnoha průmyslovými zařízeními, což je jeho další výhoda. V současné době se stává 
jakýmsi standardem pro zjišťování topologie všech průmyslových síťových zařízení. Výrobci, kteří 
používají svůj proprietární protokol, většinou současně implementují i LLDP. Zároveň tento protokol 
splňuje požadavky na šifrované přenosy prostřednictvím protokolu SNMP.  
K samotné grafické vizualizaci lze využít software společnosti METEL s.r.o. (popsaný 
v kapitole 2.7), který má grafickou nadstavbu. Díky ní je možné ručně vytvořit libovolné schéma 
LAN sítě. Tento nástroj bude proto použit a rozšířen tak, aby na základě dat LLDP protokolu umožnil 
automatické vykreslení celé síťové topologie. Toto řešení bylo také odsouhlaseno vývojovými 
inženýry zadavatelské společnosti. 
 
2.5 Referenční model ISO/OSI 
Tento model vzniknul jako norma pro návrh počítačových sítí. Důvodem ke vzniku byla 
potřeba sjednotit několik různých síťových modelů, které do té doby vznikaly nezávisle na sobě a 
měly problém mezi sebou komunikovat. Instituce ISO proto vytvořila tento referenční síťový model, 
kterým by se návrháři měly řídit. O jeho rozšíření se značnou měrou postaraly státní organizace 
jednotlivých zemi, které požadovali při nákupu nových technologií dodržování této koncepce. 
Průmyslové switche, pro které bude v následujících kapitolách popsán návrh implementace, tento 
model respektují, a proto budou některé části navrhovaného řešení využívat služeb přenosových 
vrstev tohoto modelu.  
Tato kapitola čerpá z literatury [3] a [4]. 
 
Struktura modelu 
Referenční model ISO/OSI předpokládá 7 vrstev, které mají funkce popsané u obrázku 1. 
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Obrázek 1: Referenční model ISO/OSI a funkce jeho jednotlivých vrstev. [3] 
 
Aplikační vrstva 
Je to 7. nejvyšší vrstva modelu. Tato vrstva slouží jako vstupní brána k modelu ISO/OSI pro 
uživatelské aplikace. Zahrnuje například služby DHCP, DNS, FTP, POP3, SMTP, SSH, Telnet a 
TFTP. 
 
Prezentační vrstva 
Prezentační vrstva zajišťuje, aby informace zaslaná z jedné aplikace systému byla čitelná i 
pro aplikace na jiném systému. Tato vrstva se zaobírá pouze strukturou dat a nezkoumá jejich obsah. 
Zahrnuje běžné formáty reprezentace dat, kompresní a šifrovací schémata, funkce převodu abeced a 
kódů. Zajišťuje například transformaci znaku konce řádku LF u Unixového na znaky CRLF pro 
příjemce Windows. 
 
Relační vrstva 
Vrstva má za úkol navazovat, řídit a ukončovat relace mezi koncovými účastníky. Je to 
poslední vrstva nezávislá na typu sítě a transportním protokolu. Příkladem protokolů této vrstvy jsou 
AppleTalk, NetBIOS, SCP, SSL, a ZIP. 
 
Transportní vrstva 
Tato vrstva obstarává řízení toku dat v závislosti na požadavcích vyšších vrstev. Zajišťuje, 
aby byla data doručená bez chyb a ve správném pořadí. Dokáže například z nespolehlivé síťové 
služby udělat službu spolehlivou nebo z nespojované spojovanou. Již je závislá na použitém 
hardwaru. Příkladem je protokol TCP a UDP. 
 
Síťová vrstva 
Tato 3. vrstva referenčního modelu specifikuje síťové adresy. Jejím úkolem je nalezení 
přenosové cesty tak, aby se data dostaly až ke svému cíli. Nejpoužívanější je protokol IP. 
 
Linková vrstva 
Linková vrstva, někdy také nazývána spojová, je 2. vrstvou referenčního modelu ISO/OSI. 
Má za úkol přenášet data mezi dvěma mezilehlými uzly. Provádí fyzickou adresaci přenášených dat, 
detekuje chyby v přenosu a řídí tok dat, aby nedocházelo k přenosu větších objemů dat, než je 
protistrana schopna přijmout. Linková vrstva se dělí na další 2 podvrstvy. První, která popisuje 
komunikaci mezi dvěma uzly tzv. LLC (Logical Link Control). Může se jednat o spojové i nespojové 
služby. Druhá podvrstva specifikuje řízení přístupu k médiu, tzv. Media Access Control. Na rozdíl 
od vrstvy LLC je hardwarově závislá a jejím úkolem je fyzické adresování. 
 
Fyzická vrstva 
Nejnižší vrstva modelu. Stanovuje napěťové úrovně, rychlost, modulace a další vlastnosti 
přenosu. Jejím úkolem je fyzický přenést proud bitů a sestavit z nich signál. 
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2.6 Parametry průmyslového switche firmy METEL s.r.o. 
Firma METEL s.r.o. je ryze česká firma, která více než 10 let vyvíjí a vyrábí průmyslové 
switche, media konvertory, optopřevodníky, přepěťové ochrany a další elektrotechnické výrobky. 
Právě pro zmiňované průmyslové switche by mělo být implementováno řešení zjišťování síťové 
topologie.  
Jeden z nejúspěšnějších switchů s označením 2G-2.1.4.E, na kterém bude také realizována 
implementace a testování, je switch pracující na 2. vrstvě (linkové) ISO/OSI referenčního modelu. 
Je určen pro kruhovou topologii LAN-RING popsanou v kapitole 5.2 a obsahuje:  
 2x optický port 1000 BASE-BX, 
 1x Gigabit Ethernet,  
 4x Fast Ethernet s podporou PoE+, 
 sběrnici RS485, 
 2 digitální vstupy, 
 programovatelné relé.  
Podporuje protokoly: 
 SNMP v1/v2/v3 – protokol pro vzdálenou správu IP zařízení, 
 IGMP v1/v2 – protokol k vytváření multicastových skupin, 
 SNTP – protokol pro získání přesného času, 
 SMTP – protokol pro přenos elektronické pošty. 
 VLAN, 802.1P/Q – virtuální síť,  
 QoS – nastavení priorit síťových služeb, 
 HTTP/CGI – příkazy pro ovládání IP kamer 
 TCP server 
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Obrázek 2: Průmyslový switch 2. generace firmy METEL s.r.o. [5] 
 
Typické využití těchto switchů je pro průmyslové IP kamery s technologií PoE (Power over 
Ethernet). Díky této technologii lze ke kameře vést pouze jeden síťový UTP kabel, po kterém se 
přenáší jak data, tak napájecí napětí. Samotný switch je spojen pomocí optických vláken se dvěma 
nejbližšími sousedními switchi tak, aby dohromady vytvořily kruhovou topologii nazývanou LAN-
RING. Ta je potom spojena s velínem pomocí gigabitového ethernetového portu libovolného switche 
v tomto kruhu. Blokové schéma je ukázáno na obrázku 3. Více informací lze nalézt v [5]. 
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Obrázek 3: Blokové schéma typického zapojení switchů s architekturou LAN-RING. [5] 
 
2.7 Představení softwaru firmy METEL s.r.o. 
Pro snadnou správu všech síťových prvků firmy METEL s.r.o. byla vyvinuta vlastní 
freewarová aplikace SIMULand, která ve verzi v2 umožňovala pouze upgrade zařízení, vyčítání a 
upravování nastavení jednotlivých zařízení pomocí vlastního vnitropodnikového protokolu. V nové 
verzi v3, která je v současné době aktuální, již aplikace komunikuje se síťovými zařízeními pomocí 
standardizovaného protokolu SNMP v3. Tím bylo dosaženo plně šifrovaného přenosu a zároveň 
možnosti použít pro konfiguraci i aplikace třetích stran. Nová verze také umožňuje on-line sledování 
stavu zařízení. Například pokud je k portu připojeno aktivní zařízení a je na něm zapnuta funkce 
PoE, je tento stav okamžitě signalizován v aplikaci. Díku tomu lze diagnostikovat výpadky a vyčítat 
i stav připojených zařízení, což do té doby nebylo možné. 
  2  ANALÝZA PROBLÉMU Strana 21 
 
 
Obrázek 4 : Základní pracovní plocha aplikace SIMULand v3.[1] 
 
Klíčové funkce této aplikace jsou:  
 automatická detekce zařízení – aplikace automaticky vyhledá všechny METEL 
zařízení připojené do sítě, vypíše základní informace o zařízení. 
 grafická nadstavba – SIMULand v3 umožňuje komplexní přehled o zařízeních 
připojených do sítě, včetně možnosti konfigurace, upgrade zařízení a monitorování 
provozu na síti. Je nezávislá na web browserech třetích stran. 
 online/offline konfigurace – zařízení v síti lze konfigurovat jak online, tak offline. 
Online konfigurace umožňuje okamžité nahrání konfigurace do zařízení ihned po 
potvrzení změny v SIMULandu. Offline režim naopak umožňuje předpřipravit si 
konfiguraci na počítači a uložit ji do souboru s projektem pro pozdější nahrání do 
zařízení. 
 event management – sofistikovaný modul, který umožňuje nastavit vykonání akce 
(např.: odeslání SNMP trapu, odeslání e-mailu, sepnutí kontaktu, otočení IP kamery, 
zobrazení textu v obraze atd.) při splnění určitých podmínek (např.: reakce na 
digitální vstup, překročení limitní teploty, ztráta napájení, pohyb ve střeženém 
prostoru atd.). 
 
Výsledkem této práce má být automatické zjištění síťové topologie a zobrazení v grafické části okna 
aplikace SIMULand.
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3 PROTOKOL LLDP 
3.1 Princip funkce 
Protokol LLDP byl navržen pro snadné objevování sousedních síťových zařízení na 2. vrstvě 
(linkové) referenčního modelu ISO/OSI. Definuje způsob komunikace mezi zařízeními i informace, 
kterými se jednotlivá zařízení identifikují. Díky tomu umožňuje libovolnému síťovému zařízení, 
podporující tento protokol, shromažďovat potřebné informace o svém nejbližším sousedovi bez 
ohledu na jeho typ nebo výrobce. Mohou to být například PC, routery, switche, bridge, repetery, IP 
telefony, IP kamery apod. 
Zařízení, které tento protokol podporuje, musí mít implementováno jednoho nebo více LLDP 
agentů. Každý z těchto agentů je spjat s konkrétním síťovým metalickým nebo optickým portem. 
Agent zajišťuje vysílání a přijímání informací o příslušném portu a stavu systému. Data k vysílání 
získává z místní MIB databáze a přijatá data od svých sousedů ukládá do vzdálené MIB databáze. 
Princip je zobrazen na obrázku 5. 
LLDP je jednocestný protokol, který prostřednictvím agentů v pravidelných intervalech 
vysílá informace o jednotlivých portech a celkovém stavu zařízení. Agent na opačně straně 
přenosové cesty tyto informace odchytává a ukládá. Prostřednictvím tohoto protokolu nelze získat 
informace na vyžádání typu dotaz odpověď.  
Díky protokolu SNMP lze následně vyčíst informace z MIB databáze libovolného zařízení. 
Pokud tyto informace získáme ze všech zařízení v sítí, lze z nich zjistit pomocí algoritmů procházení 
stavového prostoru kompletní síťovou topologii. Tato kapitola čerpá z [6] a [7]. 
 
Obrázek 5: Princip odesílání a přijímání informací. 
 
LLDP agent může pracovat ve 4 režimech.  
 Pouze vysílání – v tomto režimu obvykle pracují koncová zařízení jako IP kamery 
nebo IP telefony. Mají pouze místní MIB databázi. Příchozí LLDP rámce od 
okolních zařízení ignorují. 
 Pouze přijímání – ukládá do vzdálené MIB databáze všechny přijaté LLDP rámce, 
ale agent sám žádné LLDP pakety nevysílá. Tento režim má velmi omezené využití. 
 Vysílání + přijímání – tento režim je nejčastější. Pracují v něm prakticky všechny 
síťové prvky jako bridge, switche, routery atd. Zařízení obsahuje místní i vzdálenou 
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MIB databázi. Uchovává i poskytuje všechny potřebné informace pro zjišťování 
síťové topologie. 
 Vypnuto – agent nepřijímá ani nevysílá žádné informace. 
 
3.2 Struktura LLDPDU rámce 
Protokol LLDP je kompatibilní s normou IEEE 802. K vysílání rámců tento protokol využívá 
služeb linkové vrstvy. Parametry hlavičky standardizovaného IEEE 802.3 rámce jsou nastaveny 
následovně: 
 Destination address – používá jednu ze tří rezervovaných multicastových adres, 
podle toho, které zařízení má LLDP informaci zachytit. Seznam používaných 
multicastových adres je uveden v tabulce 2. Pokud je informace určena pro konkrétní 
zařízení, může být použita i individuální MAC adresa. 
 
cílové zařízení hodnota popis zařízení 
nejbližší zařízení 01-80-C2-00-00-0E Informace určená pro všechny bridge 
(síťové mosty). Její šíření končí 
u nejbližšího zařízení. 
nejbližší zařízení, 
mimo TPMR mostu 
01-80-C2-00-00-03 Informace určená pro libovolné 
zařízení mimo Two-Port MAC Relay 
(TMPR). TMPR LLDP rámce 
nezachytávají a předávají je dále. 
nejbližší zákaznické 
zařízení 
01-80-C2-00-00-00 Informace se šíří zákaznickými 
mosty. Zařízení jiného výrobce tyto 
rámce předávají dále. Používá se 
většinou při testování. 
Tabulka 2: Skupina MAC adres používaná LLDP. [6] 
  
 Source address – MAC adresa odesílajícího zařízení. 
 Ethertype – pole Ethertype identifikuje LLDP protokol hodnotou 0x88CC (HEX). 
 
Protokol LLDP používá rámce označované jako LLDPDU (Link Layer Discovery Protocol 
Data Unit). Maximální délka tohoto rámce může být 1500 bajtů. Je složen z povinných a 
nepovinných částí nazývaných TLV (Type-Length-Value). Rámec začíná sekvencí tří povinných 
TLV v přesném pořadí uvedeném v tabulce 3. Následuje několik nepovinných (doplňkových) TLV 
a končí povinným TLV označujícím konec LLDP rámce. Nejnižší bajt je ve výše zmíněné tabulce 
zobrazen vlevo a další bajty přibývají doprava až do N. 
bajt 1   …   N 
 
Chassis 
ID TLV 
Port ID 
TLC 
Time To 
Live TLV 
volitelné 
TLV 
… 
volitelné 
TLV 
End of 
LLDPDU 
TLV 
 povinné nepovinné povinné 
Tabulka 3: Formát LLDPPDU rámce. [6] 
 
Speciální typ rámce je ShutdownLLDPDU. Je vyslán v případě, že dojde k odstavení portu 
zařízení nebo je přepnut režim agenta na „pouze přijímání“ nebo „vypnuto“. Tím se vzdálená strana 
dozví, že informace uložené ve vzdálené MIB databázi, spjaté s příslušným portem, s okamžitou 
platností ztrácí platnost a je nutné je odstranit. [6] 
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3.2.1 Formát základních TLV 
Jak název napovídá (TLV = Type - Length - Value) sestává ze tří polí, které společně udávají 
způsob kódování informace do rámce. Pole: 
 „Type“ – udává, o jaký typ informace se jedná (Chassis ID, Port ID, …). 
 „Length“ – udává délku následujícího pole v bajtech. 
 „Value“ – udává hodnotu samotné informace. 
 
bajt 1 2 3 … N+2 
 Typ  Délka Hodnota informace 
bit 8 2 1 8 1  
Tabulka 4: Formát základního TLV. [6] 
 
Hodnota informace v uvedených základních TLV může být v rozmezí 0 ≤ N ≤ 255 bajtů, 
nicméně norma IEE 802.1AB dále upravuje tuto délku podle konkrétních TLV. Výjimkou je 
Organizationally Specific TLV, které může obsahovat až 511 bajtů. [6] 
 
3.2.2 Typy základních TLV 
a) povinné 
 Chassis ID – jedinečný identifikátor v rámci LAN sítě označující síťové zařízení. 
Nejčastěji to bývá MAC adresa nebo IP adresa. 
 Port ID – jedinečný identifikátor v rámci síťového zařízení označující fyzický port. 
Může to být místní označení portu nebo interface. 
 Time To Live – doba v sekundách, po kterou jsou informace v zasílaném rámci 
platné.  
 End Of LLDPDU – označení konce LLDPDU rámce. 
b) nepovinné 
 Port Description – popis fyzického portu (například typ síťové karty). 
 System Name – doménové jméno.  
 System Description – popis systému. Měl by obsahovat plné jméno a verzi 
operačního systému, typ síťového softwaru a hardwaru. 
 System Capabilities – bitová mapa možných schopností zařízení. Rozlišuje, zda se 
dané zařízení může chovat jako repeater, router, bridge, telefon, obecné koncové 
zařízení atd. 
 Organizationally Specific – speciální typy TLV pro možné vlastní použití. [6] 
 
3.3 Přijímání LLDPDU rámců 
Přijímání rámců tohoto protokolu zpracovávají pouze agenti pracující v režimu 
„odesílání + přijímání“ nebo „pouze přijímání“. Skládá se ze čtyř hlavních částí: 
a) Rozpoznání rámce – síťové rozhraní zařízení zachytí LLDPDU rámec a předá ho 
ke zpracování agentovi, který je spjat s příslušným síťovým portem. Následuje 
proces dělení rámce na jednotlivá TLV, dokud není dosaženo konce rámce nebo 
maximální povolené délky 1500 bajtů.  
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b) Ověření rámce – prochází se jednotlivá TLV v pořadí, ve kterém přišli v rámci. 
Pokud je některý z níže uvedených bodů splněn, pokračuje se bodem dalším. Pokud 
příslušné TLV nesplňuje bod I, II nebo III, je zahozen celý LLDPU rámec. 
I) První TLV je rozkódováno a ověřuje se, zda je typu Chassis ID a je 
v rozsahu povolené délky.  
II) Druhé TLV je rozkódováno a ověřuje se, zda je typu Port ID a je v rozsahu 
povolené délky.  
III) Třetí TLV je rozkódováno a ověřuje se, zda je typu TTL (Time To Live) a je 
v rozsahu povolené délky.  
IV) Další TLV jsou rozkódována a ověřuje se, zda: 
 se nejedná o typ End Of LLDPDU, 
 se nejedná o typ Organizationally Specific a následné zpracování je 
na uživateli, 
 se jedná o některý známý typ, 
 splňuje maximální povolenou délku. 
Pokud příslušné TLV nesplní všechny výše uvedené body, je TLV 
zahozen a pokračuje se následujícím TLV. 
c) Ověření obecných pravidel – v této fázi je kontrolováno, jestli se v LLDPDU 
nenachází více než jedno TLV pole typu Chassis ID, Port ID nebo TTL. Pokud ano, 
je celý rámec zahozen. Zároveň jsou ignorovány všechny TLV, které přišly za typem 
End Of LLDPDU. 
d) Aktualizace vzdálené MIB databáze – v této poslední části jsou veškerá ověřená a 
platná data předána vzdálené MIB databázi společně s informací, který agent rámec 
zpracovával. Díky tomu je možné později zjistit, se kterým fyzickým portem data 
souvisí. 
MIB databáze v sobě musí mít implementován mechanismus, zajišťující 
porovnání přijatých dat s již uloženými daty. Pokud je přijata informace od nového 
sousedního zařízení, je vytvořen nový záznam a vystavena vlajka o přijetí nového 
sousedního zařízení. Pokud je však sousední zařízení již známé a pouze přichází 
v pravidelných intervalech informace o online stavu zařízení, starý záznam je 
nahrazen aktuálnějšími daty. Ta mohou být totožná s již uloženými daty a pak se 
pouze obnoví časovač životnosti záznamu. Jsou-li přijatá data rozdílná od uložených, 
MIB databáze musí vystavit vlajku o změně, na kterou můžou reagovat některé další 
subsystémy. To zajišťuje, že se v tabulce neobjevují redundantní záznamy a data 
jsou stále aktuální. 
V reálném provozu je však nutno počítat i s poruchami síťových zařízení, resp. 
přenosové cesty. Jestliže dojde k neočekávanému výpadku konektivity, záznam 
v MIB databázi zůstává do doby, dokud nevyprší jeho životnost. Tu udává interval 
TTL. Tato hodnota je v doporučeném základním nastavení nastavena na hodnotu 121 
sekund. Během této doby musí sousední zařízení znovu vystavit informace o svém 
stavu, jinak je přenosová cesta k němu považována za nefunkční a příslušný záznam 
z MIB databáze odstraněn.  
Odstranění záznamu z MIB databáze musí být možné i při změně režimu 
vzdáleného zařízení na „vypnuto“ nebo „pouze vysílání“. Děje se tak po přijetí 
speciálního rámce nazvaného ShutdownLLDPDU, kdy je záznam okamžitě 
odstraněn. 
Porovnání přijatých a uložených záznamu se provádí na základě dvojice 
identifikátorů Chassis ID a Port ID. Ty musejí být jedinečné v rámci všech LLDP 
agentů v LAN síti. [6] 
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3.4 Vysílání LLDPDU rámců 
Vysílání rámců tohoto protokolu zpracovávají pouze agenti pracující v režimu 
„odesílání + přijímání“ nebo „pouze odesílání“. Jsou přitom řízeni vysílacím stavovým automatem 
(viz. kapitola 5.3) a časovým stavovým automatem (viz. kapitola 5.6). Hlavička LLDPDU rámce má 
vyplněnou cílovou adresu z rezervovaného rozsahu multicastových adres pro LLDP protokol. 
Nejčastěji MAC adresu pro nejbližší zařízení. Zdrojová adresa je individuální MAC adresa zařízení, 
které rámec odesílá.  
Důležitou vlastností, která přímo ovlivňuje interval vysílání rámců, je životnost odesílané 
informace (Time To Live – TTL). Doba životnosti se udává v sekundách a může nabývat hodnoty od 
0 do 65535. Doporučená hodnota je dle normy 120 sekund. Pokud do této doby vzdálená strana 
neobdrží žádnou novou informaci, je povinna ze své vzdálené MIB databáze informace odstranit. 
V běžném provozu by během doby životnosti měly přijít alespoň 4 aktualizace. Tím je zajištěno, že 
i při ztrátě některých rámců nebo nedostupnosti připojení nedojde ihned k odstranění, ale vyčkává 
se, zda nedojde k obnovení síťové trasy. Hodnotu položky TTL 0 sekund může nést pouze 
ShutdownLLDPDU rámec, čímž se odlišuje od všech běžných provozních rámců.  
Vyslání běžného LLDPDU rámce s informacemi řídí časový stavový automat. Ten 
v pravidelných intervalech (běžně 30 sekund) vystavuje vlajku o nutnosti vyslat informaci. Na tu 
reaguje příslušný agent tím, že sestaví aktuální informaci a odešle ji. 
Aby bylo dosaženo co nejaktuálnějších informací, mají agenti při vytvoření nové síťové trasy 
povinnost odeslat ihned několik LLDP rámců ve zkrácených intervalech. Norma doporučuje 4 zprávy 
v intervalu 1 sekunda. Stejná povinnost nastává i při přepnutí režimu agenta na „pouze vysílání“ a 
„vysílání a přijímání“.  
Pokud LLDP agent, zaznamená vlajku o přijetí rámce od nového sousedního zařízení, je 
povinen vyslat svoje informace novému zařízení zpět ve zkráceném intervalu stejným způsobem, 
jaký byl popsán v předchozím odstavci. 
Při sestavování rámce jsou aktuální data vyčtena z místní MIB databáze. Díky tomu může 
libovolný agent vždy snadno sestavit rámec s aktuálními daty. LLDPDU rámec je složen: 
1) z povinných položek Chassis ID, Port ID, TTL definovaných v kapitole 3.2.2, 
2) z nepovinných položek ze základních TLV, případně speciální TLV, 
3) konce zprávy End Of LLDPDU. 
Pokud by sada vybraných TLV měla za následek porušení maximální povolené délky 1500 
bajtů, jsou ve zprávě odeslány pouze povinné položky a tolik volitelných TLV, kolik se jich vejde 
do zbývající délky LLDPDU. [6]
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4 PROTOKOL SNMP 
4.1 Účel a funkce 
Protokol SNMP (Simple Network Management Protocol) je součástí sady aplikačních 
internetových protokolů. Je určen pro vzdálenou správu sítě a stal se jakýmsi standardem pro toto 
odvětví. Je založený na modelu klient/server. Strana posílající požadavky (většinou prohlížeč běžící 
na PC, se kterým pracuje administrátor) je klient. Na opačné straně server (libovolné síťové 
manageovatelné zařízení) zpracovává požadavky klienta. Tímto způsobem lze konfigurovat zařízení, 
identifikovat poruchy nebo zjišťovat libovolné provozní informace a statistiky. Existují také tzv. 
trapy, které vysílá server bez předchozího požadavku od klienta. Toho může být využito při dosažení 
nějakého stavu, například překročení povolené teploty nebo datového toku, stisk tlačítka a mnoho 
libovolných akcí. K přenosu se využívá protokol UDP, port 161 pro komunikaci a 162 pro trapy. [8] 
 
4.2 MIB databáze 
Nedílnou součástí tohoto protokolu je MIB (Management Information Base) databáze, do 
které se ukládají všechny potřebné položky. Každá taková položka je jednoznačně identifikovatelná 
pomocí OID (Object Identifier). Tento identifikátor je vlastně posloupnost čísel oddělených tečkou 
a každá položka v MIB databázi musí mít přiřazenu právě jednu takovou posloupnost. Tvoří tak 
hierarchickou stromovou strukturu, která je specifická pro každý typ zařízení. Například položka 
„systém“ z obrázku 6 má OID: .1.3.6.1.2.1.1 a neobsahuje již další podstromy. Takové položky se 
nazývají listy stromu. Stromová struktura MIB databáze se ukládá do textového souboru s koncovkou 
.mib. Syntaxe těchto souborů je standardizovaná normami RFC1155, RFC1212 a RFC1215. [9] 
 
 
Obrázek 6: Část standartní MIB struktury. [9] 
 
Tento protokol používá několik příkazů, přičemž nejdůležitější z nich jsou: 
 Get – získání konkrétní informace z MIB databáze na základě OID. 
 Get-Next – získání informace z MIB databáze, bez znalosti přesného OID. Díky 
tomuto příkazu lze projít celý hierarchický strom. 
 Get-Response – operace, která se vykoná jako reakce na předchozí příkazy. 
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 Set – umožňuje nastavit hodnotu konkrétního OID v MIB databázi. 
 Trap – jediný typ příkazu vysílaný bez předchozího vyžádání. Server posílá předem 
určenému klientovi zprávu o specifické události. [8] 
4.3 Verze 
Protokol v současné době existuje ve 3 verzích: 
 SNMPv1 – definuje ji norma RFC1157, vznikla v roce 1989. 
 SNMPv2c – definuje ji soubor norem RFC1901 – RFC1908, vzniklých v roce 1996. 
 SNMPv3 – definuje ji soubor norem RFC3411 – RFC3418, vzniklých v roce 2002. 
Protokol ve verzi 1 poskytoval ochranu pouze hesly nazývanými jako „Read community“ a 
„Write community“. Komunikace nebyla zašifrovaná, a proto bylo možné tato hesla snadno 
odposlechnout sledování síťového provozu. Verze 2 v tomto ohledu nepřinesla žádné zlepšení, pouze 
přidala příkaz Get-Bulk, umožňující jedním dotazem vyčítat několik položek MIB databáze 
najednou. Tím bylo dosaženo mírného urychlení při vyčítání rozsáhlých tabulek a snížení počtu 
dotazů.  
Výraznou změnu přinesla až verze 3. Ta umožňuje namísto hesel použití šifrování a 
ověřování zpráv. Byl vytvořen univerzální koncept nazvaný USM (User-Based Security Model) pro 
možnost použití různých druhů šifer a hašovacích funkcí. Nejčastěji používaným typem šifry je DES 
nebo AES. Jako hašovací funkce se používá MD5 nebo SHA1. Tato verze má odlišnou hlavičku od 
všech předchozích verzí. [8] 
Zařízení společnosti METEL s.r.o. podporují všechny verze tohoto protokolu, nicméně za 
standard je považována verze 3. S ní bylo také pracováno v této diplomové práci a veškeré další 
informace se budou vztahovat právě k této verzi. 
4.4 Struktura SNMP rámce 
Struktura SNMP rámce je zobrazena na obrázku 5. Modře označené části představují 
hlavičku SNMPv3. Zbytek rámce označený Scopted PDU je část rámce, která přenáší data a může 
být zašifrována.  
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Obrázek 7: Struktura SNMPv3 rámce. [10] 
 
Hlavička protokolu je relativně složitá a její popis by byl nad rámec této práce. Zajímavá je 
především část označená jako PDU. Ta se skládá z několika části, popsaných níže. 
 
 
PDU Type Request ID Error Status Error Index Variable Bindings 
Obrázek 8: Struktura Get, Get-Next, Set PDU. [11] 
 
 PDU Type – obsahuje identifikátor jedné z funkcí Get, Get-Next nebo Set. 
 Request ID – představuje náhodně generované identifikační číslo dotazu. 
 Error Status – hodnota tohoto pole říká, zda při zpracování došlo k chybě a případně 
k jaké. 
 Error Index – tato hodnota rozšiřuje předchozí a říká, ve které části dotazu se chyba 
vyskytla. 
 Variable bindings – množina uspořádaných dvojic (OID, Data), nad kterými se 
provádí operace určená částí PDU Type. Při operaci Get nebo Get-Next se vyplní 
pouze OID a část Dat nechá prázdná. V odpovědi pak přichází vyplněná kompletní 
dvojice (OID, Data). Při operaci Set se vždy nastavuje kompletní dvojice (OID, 
Data). [11] 
4.5 Informace protokolu LLDP v MIB databázi 
Veškerá nastavení LLDP protokolu, informace o stavu vlastního zařízení i stavu okolních 
sousedních zařízení spolupracují s MIB databází. Norma definuje místo v MIB stromu, kam se tyto 
informace ukládají: iso.org.ieee.standards-association-numbers-series-standards.lan-man-
stds.ieee802dot1.ieee802dot1mibs.lldpV2MIB.lldpV2Objects. Poslední uvedenou větev lze rozdělit 
na dalších pět částí: 
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 Konfigurace intervalů – umožňuje nastavit parametry časovačů a agentů. 
V hierarchii MIB stromu má přiřazeno OID .1.3.111.2.802.1.1.13.1.1, jehož 
podstrom obsahuje následující listy: 
1) lldpV2MessageTxInterval – základní interval odesílání LLDPDU rámců. 
2) lldpV2MessageTxHoldMultiplier – násobič základního intervalu odesílání. 
3) lldpV2ReinitDelay – zpoždění při přepínání režimů agenta. 
4) lldpV2NotificationInterval – koresponduje s 1. 
5) lldpV2TxCreditMax – počet agentů, kteří mohou současně vysílat. 
6) lldpV2MessageFastTx – interval zrychleného odesílání LLDPDU rámců. 
7) lldpV2TxFastInit – počet zrychlených odeslání. 
 Konfigurace agentů – umožňuje nastavit parametry jednotlivých agentů. V hierarchii 
MIB stromu má přiřazeno OID .1.3.111.2.802.1.1.13.1.1.8.1, jehož tabulka obsahuje 
následující sloupce: 
1) lldpV2PortConfigIfIndex – index agenta. 
2) lldpV2PortConfigDestAddressIndex – index MAC adresy spjaté s agentem. 
3) lldpV2PortConfigAdminStatus – nastavení režimu agenta. 
4) lldpV2PortConfigNotificationEnable – zapnutí vysílání LLDPDU rámců. 
5) lldpV2PortConfigTLVsTxEnable – nastavení formátu odesílaných LLDPDU 
rámců. 
 Statistická MIB databáze – uchovává statistické informace o provozu LLDP 
protokolu. Není povinná a do zařízení nebyla tato část implementována. 
 Místní MIB databáze – uchovává aktuální informace o stavu zařízení a jeho 
agentech. Na základě těchto hodnot jsou sestavovány LLDPDU rámce. V hierarchii 
MIB stromu má přiřazeno OID .1.3.111.2.802.1.1.13.1.3, které obsahuje několik 
listů a tabulku agentů. Povinné listy jsou jen 2 a to: 
1) lldpV2LocChassisIdSubtype – typ TLV položky ChassisId. 
2) lldpV2LocChassisId – hodnota TLV položky ChassisId. 
Tabulka agentů obsahuje sloupce: 
1) lldpV2LocPortIfIndex – index agenta. 
2) lldpV2LocPortIdSubtype – typ TLV položky PortId. 
3) lldpV2LocPortId – hodnota TLV položky PortId. 
4) lldpV2LocPortDesc – popisek portu spjatého s agentem. 
 Vzdálená MIB databáze – uchovává aktuální informace o stavu svých sousedních 
zařízení. Tato MIB databáze je stejně jako předchozí jmenované, uložena v RAM 
paměti zařízení (ačkoli je název trochu matoucí). Ukládají se do ní všechny přijaté 
informace od okolních agentů. V hierarchii MIB stromu má přiřazeno OID 
.1.3.111.2.802.1.1.13.1.4, které obsahuje několik tabulek, z nichž nejdůležitější je 
tabulka lldpV2RemTable obsahující sloupce: 
1) lldpV2RemTimeMark – časové razítko. 
2) lldpV2RemLocalIfIndex – index agenta, který záznam přijal. 
3) lldpV2RemLocalDestMACAddress – index MAC adresy spjaté s agentem, 
který záznam přijal. 
4) lldpV2RemIndex – počítadlo záznamu. 
5) lldpV2RemChassisIdSubtype – typ TLV položky ChassisID. 
6) lldpV2RemChassisId – hodnota TLV položky ChassisId. 
7) lldpV2RemPortIdSubtype – typ TLV položky PortId. 
8) lldpV2RemPortId – hodnota TLV položky PortId. 
9) lldpV2RemPortDesc – popisek vzdáleného portu. 
a několik dalších polí, pro volitelná TLV. [6]  
   Strana 33 
 
5 IMPLEMENTACE FIRMWARU 
Mnoho požadavků na tuto práci je určeno již tím, že se jedná o vývoj firmwaru do již 
hotových a fungujících zařízení společnosti METEL s.r.o. Ta se zabývá vývojem a výrobou různých 
IP zařízení, která by všechna v budoucnu měla podporovat mnou implementovaný protokol LLDP. 
Nejdříve má být implementace nasazena v průmyslových L2 přepínačích (switch), na kterých 
probíhal vývoj a testování. Tato zařízení jsou určena pro poplachové a kamerové systémy a vyznačují 
se především vysokou úrovní bezpečnosti.  
Firma nabízí široký výběr čtyř, osmi, deseti a šestnácti portových switchů a několik typů 
výrobků vytvořených na přání zákazníka. Samozřejmostí je možnost aktualizace firmwaru všech 
zmíněných výrobků. Proto bylo nutné implementovat protokol jako univerzální modul, který by 
dokázal (po počátečním nastavení konfigurace) pracovat na libovolném typu zařízení. Ta se však liší 
nejen počtem optických a metalických síťových portů, ale i jiným hardwarem. Proto se některé části 
implementace rozdělují podmíněnou kompilací na několik odlišných bloků kódu, které ve výsledku 
musí dávat stejný výsledek. 
Následující podkapitoly 5.1 a 5.2 budou věnovány hardwaru nejprodávanějšího switche 
200M-2.1.4.E, na kterém probíhal vývoj a testování. Velmi podobný hardware mají i ostatní switche. 
Liší se především velikostí interní flash paměti, velikostí RAM, počtem pinů, počtem hardwarových 
periferií a variantním osazením. Výjimku tvoří nové vysokorychlostní switche jako 2G-10S.F pro 
rozsáhlé bezpečnostní a automatizační aplikace. U nich je hardwarová koncepce zcela nová. 
 
5.1 Mikrokontrolér Atmel 
Hlavním řídícím prvkem switche je mikrokontrolér architektury AVR32UC založený na 32-
bitovém jádru RISC, které je schopno pracovat na maximálním kmitočtu 66 MHz. Prostřednictvím 
něj je zajištěna veškerá komunikace s okolními integrovanými obvody na základní desce.  
Instrukční sada AVR32 je rozdělena do dvou skupin. První obsahuje 16-bitové instrukce, 
které vycházejí z původní architektury AVR, druhá pak 32-bitové instrukce s rozšířenými 
možnostmi. Celá instrukční sada je velmi rozsáhlá. Některé instrukce mají 16-bitovou i 32-bitovou 
verzi. Díky tomu vývojářům usnadní práci, zpřehlední program a zvýší se efektivita kódu.  
Architektura AVR32UC je ovšem zaměřena na aplikace, kde nevadí nižší výkon procesoru. 
Ten je znatelný především v nižších rychlostech zpracování přerušení. Namísto hardwarových 
registrů totiž používá zásobník, což snižuje výkon, ale i cenu. 
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Obrázek 9: Blokové schéma architektury AVR32UC. [12] 
 
Tato architektura umožňuje zřetězení zpracování několika instrukcí tzv. pipelining. Ten se 
stará o rozdělení zpracování jedné instrukce mezi různé částí CPU. Toto zpracování jak ukazuje 
obrázek 10 je rozděleno do 3 fází: 
1) načtení instrukce (IF), 
2) dekódování instrukce (ID), 
3) provedení instrukce a uložení výsledku. 
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Obrázek 10:Blokové schéma pipeliningu. [12] 
 
Zkratky použité v obrázku 10: 
 IF - Instruction Fetch = načtení instrukce, 
 ID - Instruction Decode = dekódování instrukce, 
 MUL – Multiplier = násobička, 
 ALU - Arithmetic-Logic Unit = aritmeticko-logická jednotka, 
 LS - Load/Store Unit = paměťová jednotka. 
Blok označený na obrázku 9 jako MPU (Memory Protection Unit) značí jednotku ochrany 
paměti. Ta umožňuje rozdělit RAM paměť do několika uživatelsky definovaných oblastí a jim 
přiřadit právo čtení nebo zápisu. Každý přístup do paměti je touto jednotkou kontrolován, a pokud 
není povolen přístup, je vyvolána výjimka. 
AVR32UC poskytuje 3 rozhraní pro komunikaci s externí RAM pamětí. 
1) High Speed Bus master – pro přenos instrukcí, 
2) High Speed Bus master – pro přenos dat, 
3) High Speed Bus slave – pro připojení dalších externích RAM pamětí. 
Toto rozdělení komunikačního rozhraní snižuje latenci (zpoždění) při komunikaci s interní RAM, 
snižuje spotřebu a zajišťuje deterministické časování. 
Většina průmyslových switchů společnosti METEL s.r.o. je osazena mikrokontrolérem typu 
AT32UC3A1512. Ten má 512 kB programovatelné flash paměti a 64 kB paměti typu SRAM. 
Pomocí implementovaných modulů umožňuje komunikaci přes rozhraní 10/100 Ethernet MAC, 
USB 2.0, I2S, UART, SPI a další. Má tři nezávislé 16-bitové časovače, které mohou být 
nakonfigurovány k měření kmitočtů, pulzů, časových intervalů, ke generování pulzů, časového 
zpoždění nebo k PWM modulaci. Časování jádra je možné buď vestavěným, nebo externím 
oscilátorem. Více informací lze nalézt v technické dokumentaci [12]. 
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Obrázek 11: Blokový diagram mikrokontroléru AT32UC3A0512. [12] 
 
5.2 Přepínací obvod Marvell 
Průmyslové switche společnosti METEL s.r.o. jsou navrženy pro kruhovou topologii 
nazvanou LAN-RING. Ta byla vyvinuta touto společností pro průmyslové účely s požadavkem na 
zvýšenou bezpečnost přenosové linky. Hlavním prvkem této topologie je síťový optický kruh. Každé 
zařízení v kruhu je připojeno přes dva optické konektory označené RING IN a RING OUT ke svým 
sousedním zařízením. Musí vždy platit, že optické vlákno je na jednom konci připojeno k portu RING 
IN a na opačné straně k portu RING OUT. 
Výhodou kruhové topologie je její zálohované spojení. To je, díky pouze jednomu 
redundantnímu spojení, cenově příznivé. Při normálním provozu protékají data oběma směry. Aby 
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však nedošlo k zacyklení přenosové linky, musí být jedno zařízení v kruhu nastaveno do režimu 
„Master“ a ostatní do režimu „Slave“. V základním nastavení výrobce jsou přednastaveny všechny 
zařízení do režimu „Slave“, a proto musí být provedeno nastavení režimu dříve, než dojde k úplnému 
fyzickému sestavení kruhu LAN-RING. Master zařízení zajistí softwarové odpojení jedné síťové 
linky ze strany RING IN. Tím se z kruhové topologie prakticky stane topologie typu sběrnice. Ale 
pouze softwarově. Pokud nastane kdekoli na optickém kruhu přerušení trasy, je vyvolána oběma 
zařízeními, ležících na koncích přerušené linky, výjimka. Ta je odeslána na funkční stranu kruhu. 
Tyto výjimky zachytává Master zařízení. Při jejím přijetí softwarově připojí svoji předtím 
odstavenou linku ze strany RING IN, a tím se vytvoří opět topologie typu sběrnice. Nyní i fyzicky. 
Celé toto přestavení přenosové trasy trvá dle specifikace výrobce maximálně 30 milisekund.  
O veškeré přepínání paketů se stará obvod Marvell 88E6097. Ten může pracovat zcela 
samostatně, ale je třeba nejdříve nastavit jeho registry. To probíhá po spuštění zařízení ihned po 
inicializaci řídícího mikrokontroléru. 
Běžný síťový provoz zajišťují tzv. Forward pakety. O jejich existenci ví pouze přepínací 
obvod, který přepne příslušný paket dle své konfigurace na správný síťový port. Řídící 
mikrokontrolér je přenosem těchto paketů nezatížen. Může však vyčítat jejich statistiku. Jiný případ 
nastává, pokud se jedná o pakety tzv. To CPU nebo From CPU. Ty jsou klíčové pro řízení služeb 
linkové vrstvy, jako je výše zmíněné přestavování přenosové trasy, ale i protokol LLDP. Díky nim 
se totiž mohou dostávat pakety i trasami, které jsou softwarově nastaveny jako neprůchozí. 
Konfigurace registrů přepínacího obvodu Marvell 88E6097 bylo nutno řešit pouze pro 
přijímání paketů obsahujících LLDPDU rámce. Ty jsou typu To CPU. Pro jejich přenos je však třeba 
předem určit, které pakety to jsou, aby se daly odlišit od provozních Forvard paketů. To je prováděno 
během inicializace LLDP protokolu, zobrazené na schématu v obrázku 12. 
 
 
Obrázek 12: Blokové schéma inicializace protokolu LLDP.  
 
Všechny typy paketů mohou být rozšířeny o DSA (Distributed Switch Architecture) 
hlavičku. Ta slouží k předání informací o přijetí nebo vyslání paketu mezi mikrokontrolérem a 
přepínacím obvodem. DSA specifikuje mimo jiné, na kterém portu byl paket přijat nebo z jakého 
portu má být odeslán. V běžném síťovém provozu se tyto hlavičky nesmí objevit. Tato informace je 
pro protokol LLDP klíčová. 
Vysílání LLDPDU rámců započíná mikrokontrolér resp. služba linkové vrstvy LLC. Jejím 
úkolem je sestavit paket z LLDPDU rámce s příslušnou Ethernetovou hlavičkou. LLDP agent tudíž 
vysílá požadavek na odeslání LLDPDU rámce z konkrétního portu switche. LLC služba sestavuje 
paket s rozšířenou DSA hlavičkou a posílá ho přepínacímu obvodu Marvell. Ten na základě 
informací z DSA hlavičky ví, na kterém portu má paket vyslat. Proto DSA hlavičku maže a paket 
vysílá do sítě.  
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Obrázek 13: Blokové schéma odesílání paketů. 
 
Přijímání LLDPDU rámců vyžaduje předchozí konfiguraci registrů přepínacího obvodu 
Marvell 88E6097. Je nutné nastavit, aby pakety s příslušnou Source address dle tabulky 2, byly 
rozpoznávány jako pakety typu To CPU. Tento typ paketu obsahuje vždy DSA hlavičku. Potom 
každý příchozí paket s LLDP multicastovou adresou je odeslán přímo mikrokontroléru a dál se sítí 
nešíří. Služba LLC v mikrokontroléru tento paket přijme a rozpozná, že se jedná o paket přijatý na 
konkrétním síťovém portu, obsahující LLDPDU rámec. Ten pak předá příslušnému agentovi ke 
zpracování. 
 
5.3 Programovací jazyk, datové typy a struktury 
Všechny zdrojové kódy firmwaru společnosti METEL s.r.o. jsou psány v jazyce C. Kvůli 
tomu bylo nezbytné v tomto jazyce psát i implementaci protokolu LLDP. Jazyk C patři ke 
strukturovaným programovacím jazykům, a proto bylo k návrhu implementace tímto způsobem 
přistupováno. Důraz byl kladen na nízkou paměťovou náročnost, přehlednost zdrojového kódu a 
možnost snadného rozšíření zdrojového kódu v budoucnu. 
Návrh implementace byl vytvořen v jazyce UML (Unified Modeling Language). Jedná se o 
soubor grafických notací, který se používá při vývoji softwaru. Používá se v mnoha materiálech a 
dokumentacích velkých firem jako je IBM, Rational Software, Microsoft, Oracle. HP a další. To 
samo o sobě svědčí o univerzálnosti použití v celé oblasti IT. Lze pomocí něj vytvářet náčrty, plány, 
modely, stavové, objektové, sekvenční a další diagramy. [13] 
Z hlediska optimalizace využití operační paměti bylo v několika případech použito 
dynamické alokování paměti. To má oproti statickému alokování tu výhodu, že nárokuje jen 
nezbytně nutnou velikost. Nevýhodou je však vyšší časová režie a požadavek na důslednou kontrolu 
při uvolňování paměti, aby nedocházelo k vícenásobnému uvolňování přiděleného paměťového 
bloku nebo naopak ke zbytečnému držení nepotřebné paměti nazývanému „únik paměti“. [14] 
 
Struktury 
V implementaci bylo definováno několik struktur. Jejich vzájemné provázání ukazuje 
diagram na obrázku 14. 
 Struktura procesu (lldp_process) – struktura obsahující informace o LLDP 
procesu. Slouží pro volání implementovaného modulu LLDP z hlavní smyčky 
programu. Uchovává informace o ID procesu (PID), stavu všech agentů, 
(Agent[num_ports]), nastavení (Config) a data vzdálené MIB databáze 
(RemoteMib). Proměnná num_ports označuje počet fyzických portů v zařízení. 
 Konfigurace protokolu (lldp_cfg) – struktura uchovávající informace o nastavení 
intervalů normálního (MsgTxInterval) a zrychleného (MsgFastTx) odesílání, počtu 
rychlých odeslání (TxFastInit). Proměnná PortConfig je dále bitově rozdělena a 
uchovává doplňkové informace o nastavení jednotlivých portů. 
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 Pracovní data agenta (lldp_agent) – obsahuje všechny pracovní vlajky a 
proměnné pro stavové automaty detailněji popsané v kapitolách 5.4, 5.5, 5.6. 
Obsahuje zásobník přijatých paketů od služby LLC (PacketBuffer). 
 Oboustranně zřetězený seznam (linked_list) – univerzální zásobník, použitelná 
pro libovolný typ dat. Vytvoření položky vyžaduje dynamické alokování paměti. 
 
Obrázek 14: Diagram hierarchie použitých struktur. 
 
Datové typy 
V implementaci byly použity standartní datové typy pro jazyk C, ale i vlastní typ error, 
použitý pro zachycení chybového stavu. Kompletní přehled použitých datových typů je v tabulce 5. 
 
 
název typu velikost v bitech rozsah hodnot 
bool 1 TRUE, FALSE 
char 8 -128 … 127  
short 16 -32768 … 32767 
counter 16 0 … 65535 
error 8 -2, -1, 0 
Tabulka 5: Přehled použitých datových typů. 
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Obrázek 15: Vlastní datový typ error. 
Definovaný  
 
5.4 Vysílací stavový automat 
První ze stěžejních částí implementace LLDP protokolu je vysílací stavový automat, který 
zajišťuje obsluhu vysílací části všech LLDP agentů spuštěných v zařízení. Jedná se o stavový 
automat bez cílového stavu. 
 
5.4.1 Popis činnosti 
Všem funkcím, které jsou z tohoto automatu volány, je jako parametr předán ukazatel 
(pointer) na proces příslušného LLDP agenta. Díky tomu stačí pouze změnit tento jeden parametr a 
automat zpracovává proces jiného agenta. Každý proces agenta si také musí pamatovat, v jakém 
stavu se právě nachází. Programově je tento automat řešen přepínačem switch s několika návěstmi 
case. Stavový diagram je znázorněn na obrázku 16. Pro jednoduchost nejsou v diagramu parametry 
funkcí znázorněny. Výchozí bod je znázorněn černým plným kruhem. Uvedené vlastnosti mají i 
všechny další stavové automaty uvedené v následujících kapitolách. 
Stavový automat může nabývat následujících 4 stavů: 
 inicializace – do tohoto stavu se automat dostane po prvním fyzickém připojení 
síťového nebo optického kabelu k portu zařízení. Pokud je agent v režimu 
„vysílání + přijímání“ nebo „pouze vysílání“ proběhne funkce TxInitialize() a 
následuje přechod do následujícího stavu. Je-li agent ve stavu „pouze přijímání“ 
nebo „vypnuto“, stavový diagram setrvává v tomto stavu bez volání jakýchkoli 
funkcí. Stejně tak se do tohoto stavu automat překlopí, dojde-li ke změně na některý 
ze zmíněných režimů kdykoli během provozu. 
 nečinný – v tomto stavu automat setrvává, dokud nepřijme od časového stavového 
automatu vlajku TxNow, která způsobí přechod do následujícího stavu. 
 odesílání zprávy – tento stav trvá vždy pouze jeden průchod hlavní smyčky a poté 
se překlopí do stavu nečinný. Spouští se v něm pokaždé funkce 
ConstrInfoLLDPDU() a TxFrame(). 
 odesílání ShutdownFrame – tento stav je obdobný stavu odesílání zprávy s tím 
rozdílem, že ignoruje vypočtenou hodnotu TxTTL a nastavuje ji vždy na 0. Překlápí 
se do stavu inicializace. 
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Obrázek 16: Stavový diagram vysílacího automatu. 
 
5.4.2 Přehled použitých proměnných 
název typ popis 
LocalChange bool 
Vlajka, která zaznamenává změny v místní 
MIB databázi. Je nastavována na TRUE 
místní MIB databází a na hodnotu FALSE 
časovým stavovým automatem nebo 
funkcí TxInitialize(). 
TxTTL counter 
Doba životnosti vysílaného LLDPDU 
rámce v sekundách. 
Tabulka 6: Přehled použitých lokálních proměnných vysílacího stavového automatu. 
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5.4.3 Přehled použitých funkcí 
název parametry 
návratová 
hodnota 
popis 
TxInitialize 
(lldp_agent*) 
agent_process  
void 
Nastavuje vlajku LocalChange 
vysílací části agenta na hodnotu 
FALSE. 
ConstrInfoLLDPDU 
(lldp_agent*) 
agent_process  
error 
Sestavuje LLDPDU rámec 
z aktuálních informací 
uložených v MIB databázi. 
TxFrame 
(lldp_agent*) 
agent_process  
error 
Předává vytvořené LLDPDU 
rámce službě LLC linkové 
vrstvy, která zajistí odeslání 
paketu na příslušném síťovém 
portu. Tato funkce nastavuje 
vlajku TxNow na hodnotu 
FALSE. 
Tabulka 7: Přehled použitých funkcí vysílacího stavového automatu. 
 
Kód tohoto stavového automatu je spouštěn z hlavního procesu LLDP protokolu. V každém 
průchodu hlavní smyčky programu je obsloužen pouze jeden agent. Tím dochází k prodlevě mezi 
okamžikem vystavení vlajky o vypršení intervalu k odeslání a skutečným odesláním pakety. Toto 
zpoždění může být i několik desítek průchodů hlavní smyčkou v závislosti na počtu síťových portů 
(resp. LLDP agentů). Toto zpoždění v reálném čase je však neznatelné, jak vyplynulo z následného 
testování. Naopak je svým způsobem žádoucí, protože priorita protokolu LLDP oproti jiným 
modulům implementovaným v zařízení, které zpracovávají například poplachová data, sběrnici 
RS485 nebo sběrnici LAN-RING, je nízká. Nejmenší časovou jednotkou, se kterou tento protokol 
pracuje, je totiž 1 sekunda. Oproti tomu jiné moduly pracují s jednotkami v řádu milisekund. Nutno 
však dodat, že tento přístup má i svá negativa. Ta spočívají v tom, že sekvenční přístup je paměťově 
náročnější, než kdyby odeslání probíhalo najednou v jednom průchodu smyčky. 
Následnou optimalizací bylo dosaženo úspory využití procesorového času, nejsou-li využity 
všechny síťové porty. Ta spočívá ve volání stavových automatů pouze tehdy, je-li síťový port ve 
stavu link-up (fyzicky připojený síťový nebo optický kabel k portu). Pokud tomu tak není, volání 
stavových automatů se přeskakuje. 
 
5.5 Přijímací stavový automat 
Druhou stěžejní části implementace je přijímací stavový automat. Opět nemá cílový stav a 
pracuje v nekonečné smyčce. Jeho stavový diagram je zobrazen na obrázku 17. Je nejsložitější ze 
všech stavových automatů v této implementaci. A to nejen z hlediska vytížení CPU, ale i obsáhlostí 
zdrojového kódu. Je to především kvůli relativně složitému dekódování přijatého paketu, jeho 
následné ověření a uložení do vzdálené MIB databáze.  
5.5.1 Popis činnosti 
Stavový automat může nabývat 4 stavů: 
 inicializace - do tohoto stavu se automat dostane po prvním fyzickém připojení 
síťového nebo optického kabelu k portu zařízení. Pokud je agent v režimu 
„vysílání + přijímání“ nebo „pouze přijímání“ proběhne funkce RxInitialize() 
a následuje přechod do následujícího stavu. Je-li agent ve stavu „pouze vysílání“ 
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nebo „vypnuto“, stavový diagram setrvává v tomto stavu bez volání jakýchkoli 
funkcí. Stejně tak se do tohoto stavu automat překlopí, dojde-li ke změně na některý 
ze zmíněných režimů kdykoli během provozu. 
 čekání na rámec – v tomto stavu automat setrvává, dokud nepřijme služba LLC 
paket, který ovlivní změnu návratové hodnoty funkce PacketBufferCounter(). 
Díky tomu je vystavena vlajka RcvFrame a následuje překlopení do následujícího 
stavu. 
 přijetí rámce – v tomto stavu se zruší příznak příslušných vlajek a následuje 
zpracování paketu na vrcholu zásobníku PacketBuffer funkcemi 
RxProcessFrame() a MibCompare(), které nastaví příslušné vlajky nutné 
k přechodu do dalších stavů. Při opouštění tohoto stavu se vždy uvolní paměť na 
vrcholu zásobníku PacketBuffer. 
 aktualizace vzdálené MIB databáze – tento stav nastává pouze v případě, že byl přijat 
nový nebo pozměněný záznam, který se ještě ve vzdálené MIB databázi nevyskytuje. 
Provedením funkce MibUpdate() se nové informace uloží a následuje překlopení 
do stavu čekání na rámec. 
 
 
Obrázek 17: Stavový diagram přijímacího automatu. 
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5.5.2 Přehled použitých proměnných 
název typ popis 
RcvFrame bool 
Vlajka signalizující, že PacketBuffer obsahuje 
nezpracované informace pro právě obsluhovaného 
agenta. 
BadFrame bool 
Vlajka signalizující, že LLDPDU rámec přijatý 
v paketu není platný. Tato proměnná je nastavována 
na hodnotu TRUE funkcí RxProcessFrame(). 
RxChanges bool 
Vlajka signalizující, že informace obsažené v přijatém 
LLDPDU rámci ve vzdálené MIB databázi ještě 
nejsou, nebo došlo k jejich změně. Tato proměnná je 
nastavována na hodnotu TRUE funkcí 
MibCompare(). 
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5.5.3 Přehled použitých funkcí 
název parametry 
návratová 
hodnota 
popis 
RxInitialize 
(lldp_agent*) 
agent_process  
void 
Maže všechny záznamy ze 
vzdálené MIB databáze, spjaté 
s procesem agenta předaným 
v parametru agent_process.  
PacketBufferCounter 
(lldp_agent*) 
agent_process  
short 
Počítadlo přijatých paketů, které 
předala služba LLC ke 
zpracování agentovi předaném 
v parametru agent_process. 
Vrací celočíselnou hodnotu počtu 
paketů čekající na zpracování. 
FreePacket 
(lldp_agent*) 
agent_process  
void 
Uvolnění paměti první položky 
v PacketBuffer. 
RxProcessFrame 
(lldp_agent*) 
agent_process  
error 
Dekóduje první LLDPDU rámec 
z PacketBuffer na jednotlivá 
TLV a ověřuje jejich platnost. 
Viz odstavec níže. 
MibCompare 
(lldp_agent*) 
agent_process  
error 
Porovnává data přijatá funkcí 
RxProcessFrame() 
s položkami ve vzdálené MIB 
databázi. Výsledkem je vystavení 
nebo nevystavení vlajky 
RxChanges a NewNeighbor. 
Může však resetovat časovač 
životnosti v MIB databázi. 
MibUpdate 
(lldp_agent*) 
agent_process  
error 
Ukládá zpracované informace do 
vzdálené MIB databáze. 
 
 error RxProcessFrame(lldp_agent * agent_process); 
Tato funkce pracuje se zásobníkem PacektBuffer, ze kterého dekóduje DSA hlavičku a 
LLDPDU rámec. Tyto informace uloží do dynamicky alokované vyrovnávací paměti LLDP agenta, 
tudíž nezabírají více paměti, než je nezbytně nutné. Následně je v cyklu zpracován samotný 
LLDPDU rámec, obsahující obvykle několik TLV. Ta jsou nejprve dekódována, aby byla zjištěna 
potřebná velikost paměti pro následné dynamické alokování paměti pro každé TLV. Poté následuje 
uložení obsahu TLV do vyrovnávací paměti. V závěrečné fázi se ověřuje platnost všech uložených 
TLV, podle bodů b) a c) odstavce 3.3. Pokud některé z TLV nevyhoví ověřovacím pravidlům, je 
vystavena vlajka BadFrame. To v důsledku znamená zahození celého rámce. Celá funkce je 
znázorněna v diagramu činností na obrázku 18. 
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Obrázek 18: Diagram činností funkce RxProcessFrame(). 
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5.6 Časový stavový automat 
5.6.1 Popis činnosti 
 
Obrázek 19: Stavový diagram časového automatu. 
 
Stavový automat může nabývat 5 stavů: 
 inicializace - do tohoto stavu se automat dostane po prvním fyzickém připojení 
síťového nebo optického kabelu k portu zařízení. Proběhne nastavení proměnných 
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na výchozí hodnotu a je-li agent v režimu „vysílání + přijímání“ nebo „pouze 
vysílání“ následuje přechod do následujícího stavu. 
 nečinný – tento stav slouží pouze pro vyčkávání stavového automatu v nečinnosti. 
Překlopit do jiného stavu se může při splnění jedné ze 4 podmínek, jak je vidno ze 
stavového digramu na obrázku 19. 
 tiknutí – tento stav nastane, pokud vlajka TxTick dosáhne hodnoty TRUE. 
Dekrementuje se časovač TxTTR, maximálně však na hodnotu 0. 
 rychlé odesílání – tento stav nastává v případě, že agent zjistí nové vzdálené zařízení. 
Tato informace se mu předává vlajkou NewNeighbor s hodnotou TRUE. Poté je 
nastaven čítač TxFast na hodnotu, která určuje počet opakování rychlých odeslání 
a automat přechází do následujícího stavu. 
 vystavení vlajek k vyslání – tento stav nastává v případě vypršení časovače TxTTR, 
změny v místní konfiguraci nebo zjištění nového souseda. Nastavuje vlajku TxNow 
na hodnotu TRUE. To je signál pro vysílací stavový automat, že má být okamžitě 
odeslán LLDPDU rámec s aktuálními informacemi. Zároveň se dekrementuje čítač 
TxFast, pokud má nenulovou hodnotu. Nastaví se příslušný interval časovače 
TxTTR, podle toho, zda se jedná o běžné nebo rychlé odesílání rámců. Nakonec se 
překlápí do stavu nečinný. 
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5.6.2 Přehled použitých proměnných 
název typ popis 
TxNow bool 
Vlajka informující vysílací stavový automat o 
požadavku vyslání LLDPDU rámce. Hodnota TRUE je 
nastavována časovým stavovým automatem, hodnota 
FALSE funkcí TxFrame(). 
TxTick bool 
Vlajka řídící hodinový tik časového stavového 
automatu. Hodnota TRUE je nastavována externím 
časovým modulem mikrokontroléru v intervalu 
1 sekundy, hodnota FALSE časovým stavovým 
automatem. 
TxFast counter 
Čítač počítající kolik zpráv má být odesláno při 
rychlém odesílání. Pracuje sestupně. 
TxFastInit char 
Výchozí hodnota počtu zpráv, které mají být odeslány 
při rychlém odesílání. 
TxTTR counter 
Časovač odpočítávající interval do dalšího vyslání 
rámce. Pracuje sestupně. 
LocalChange bool 
Vlajka informující o změně v konfiguraci zařízení. 
Hodnota TRUE je nastavována přerušením od místní 
MIB databáze, hodnota FALSE časovým stavovým 
automatem. 
NewNeighbor bool 
Vlajka informující o novém sousedním zařízení. 
Hodnota TRUE je nastavována funkcí MibCompare(), 
hodnota FALSE časovým stavovým automatem. 
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6 VIZUALIZACE 
Druhou stěžejní částí této práce bylo vizuální zobrazení informací získaných protokolem 
LLDP. K tomu bylo využito softwaru SIMULand společnosti METEL s.r.o., jehož základní popis 
byl uveden v kapitole 2.7. Tato kapitola se bude podrobněji věnovat funkcím tohoto softwaru pro 
vyhledávání zařízení v síti, vzdálenému vyčítání informací ze zařízení a jeho grafické nadstavbě, 
která umožňuje zobrazení síťových spojení mezi jednotlivými zařízeními. Každá ze zmíněných 
funkcí je již v softwaru implementována, nicméně v rámci této práce byly funkce rozšířeny tak, aby 
bylo možné zcela automatické zjišťování síťové topologie. 
Software SIMULand je programován v jazyce C# v prostředí Microsoft .NET Framework 
3.5. C# se řadí mezi objektově orientované programování (OOP), které je důsledkem vývoje 
programovacích metodik. OOP však není jen metodika programování, ale i způsob myšlení a náhled 
na problémy. Klade důraz na znovupoužitelnost, zapouzdření a přehlednost. Od strukturovaného 
programování v C, které bylo použito při implementaci protokolu LLDP v kapitole 3, se značně 
odlišuje. Proto bylo k návrhu rozšíření funkcí softwaru SIMULand od počátku přistupováno 
objektovým způsobem. [15] 
Základním pracovním prostředím tohoto softwaru je projekt. Jeho součástí jsou elementy, 
představující různé typy zařízení jako switche, převodníky nebo kamery. Obecně to však mohou být 
zcela libovolná zařízení bez ohledu na typ nebo výrobce. Tyto elementy se graficky zobrazují 
příslušným symbolem (viz obrázek 20) na pracovní ploše (workspace). Elementy výrobce METEL 
s.r.o. jsou navíc rozšířeny o širokou škálu nastavení, on-line monitorování, možnost aktualizace 
firmwaru a další funkce. Na pracovní ploše lze poté ručně propojit jednotlivé elementy pomocí 
„kabelů“ (wires), které představují síťové spojení metalickým či optickým kabelem. Díky protokolu 
LLDP by se činnost propojování elementů síťovým spojením měla zautomatizovat. Výsledkem by 
pak mělo být automatické skenování a přidávání firemních produktů v LAN síti do projektu včetně 
jejich topologie. 
 
 
Obrázek 20: Přehled nejpoužívanějších symbolů. 
 
Pomocí ručního přidávání lze jednoduše vytvořit schéma projektu, jak ukazuje například 
obrázek 21. Pod každým symbolem je uvedena IP adresa, v tomto případe 127.0.0.1, která je 
nastavena jako výchozí. K dalšímu nastavení fyzicky existujícího zařízení je nutné zadat platnou 
existující IP adresu v LAN síti a další přístupové údaje jako jméno a heslo. Toto ruční vytváření 
projektu je především v rozsáhlejších projektech velmi zdlouhavé, a proto vznikl požadavek na 
automatizaci tohoto procesu. Jeho cílem by měl být podobný koncept projektu jako na obrázku 21 
s již nastavenými základními parametry všech zařízení výrobce METEL s.r.o. 
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Obrázek 21: Ukázkový, ručně vytvořený projekt v softwaru SIMULand. 
6.1 Vyhledání zařízení v síti 
Prvním krokem pro zjištění fyzicky připojených firemních zařízení v LAN síti je spuštění 
nástroje pro hledání zařízení „Find devices“ z hlavní nabídky umístěným pod záložkou „Project“. 
 
 
Obrázek 22: Nástroj „Find devices“ v hlavní nabídce. 
 
Po jeho spuštění dojde k odeslání MAC broadcastového rámce s požadavkem o poskytnutí 
informací, který v dané LAN síti zachytí všechny firemní zařízení. Ty jsou povinné na tento rámec 
odpovědět odesláním základních informací o svoji IP adrese, typu a popisku zařízení, výrobním čísle 
a verzi firmwaru. Díky tomu se strana, která odeslala žádost, dozví o všech aktivních zařízeních 
v LAN síti. Výsledek ukazuje obrázek 23. 
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Obrázek 23: Dialog nalezených zařízení v LAN síti. 
 
Po potvrzení tohoto dialogu se označená zařízení přidají do projektu. Tento nástroj byl již 
v softwaru implementován. Proto bylo pouze nutné ho rozšířit tak, aby dokázal skenovat nejen 
samotná zařízení, ale i jejích vzájemné propojení. K tomuto účelu poslouží protokol LLDP 
implementovaný do embadded zařízení společnosti METEL s.r.o. dle kapitoly 3. Vyčtením MIB 
tabulek z každého nalezeného zařízení lze následně pomocí algoritmů prohledávání stavového 
prostoru zjistit příslušné propojení jednotlivých zařízení. 
6.2 Vyčítání informací z MIB databáze 
Pro komunikaci prostřednictvím SNMP protokolu je využívána volně šiřitelná knihovna 
SNMP #NET, která podporuje SNMP ve verzích v1, v2c a v3. Tato knihovna ke své funkci 
nepotřebuje žádné další třídy ani knihovny. Funguje s v prostředí .NET Framework verze 2 a vyšší. 
Podporuje ověřování pomocí MD5 a SHA1 a šifrovací algoritmy DES , AES-128 , AES-192 , AES-
256 a 3DES. 
Pro úspěšné navázání komunikace prostřednictvím SNMP je nutné správné nastavení 
přístupových údajů. Těch je hned několik a lze je rozdělit dle verze tohoto protokolu: 
 verze v1, v2: 
Read Community – jméno skupiny uživatelů, kteří mají právo číst data z MIB 
databáze. 
Write Community – jméno skupiny uživatelů, kteří mají právo zapisovat data do MIB 
databáze. 
 verze v3: 
USM User – jméno uživatele. 
Security Level – úroveň zabezpečení („bez šifrování a bez ověřování“; „šifrování bez 
ověřování“; „šifrování s ověřováním“). 
Authentication Algorithm – algoritmus ověřování (pouze pokud je ověření použito). 
Authentication Password – heslo ověřovacího algoritmu (pouze pokud je ověření 
použito). 
Privacy Algorithm – algoritmus šifrování (pouze pokud je šifrování použito). 
Privacy Password – heslo šifrovacího algoritmu (pouze pokud je šifrování použito). 
Toto nastavení se provádí v okně vlastností elementu (viz obrázek 24Chyba! Nenalezen 
zdroj odkazů.). Parametry, které v tomto okně nelze nastavit, jsou nastaveny globálně pro všechny 
zařízení. Jedná se o parametry: 
 Security Level – výchozí hodnota: „šifrování s ověřováním“. 
 Authentication Algorithm – výchozí hodnota: SHA1. 
 Privacy Algorithm – výchozí hodnota: AES-128. 
Software SIMULand se tímto globálním nastavení snaží reprezentovat firemní filosofii 
vysokého zabezpečení, aby byli zákazníci nuceni používat šifrované a ověřované spojení.  
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Obrázek 24: Nastavení parametrů protokolu SNMP v softwaru SIMULand. 
6.2.1 Objektová struktura 
Objektů zajišťující práci s protokolem LLDP je hned několik. Jsou logicky rozděleny tak, 
aby bylo možno využít dědičnost a zároveň i přehlednost zdrojového kódu. Sktruktura objektů je 
zobrazena na obrázku 25. 
 
 
Obrázek 25: Objektový diagram protokolu LLDP v jazyce ULM. 
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Popis vlastních objektů 
název objektu popis objektu 
LldpCableConnection 
Objekt uchovává informace o síťových portech zařízení a 
jejich spojení se sousedními zařízeními (tj. všechny 
záznamy vzdálené a místní MIB tabulky). Pomocí jeho 
metod lze navázat SNMP spojení se vzdáleným 
zařízením, ukládat a mazat přijaté informace z MIB 
tabulek.  
LldpLocalDevice 
Objekt uchovává TLV, vztahující se k místní MIB 
databázi. Jeho metody parsují (rozebírají) přijaté SNMP 
odpovědi a ukládají je do příslušných TLV. 
LldpRemoteDevice 
Objekt dědící z LldpLocalDevice. Má modifikovanou 
metodu pro parsování a rozdílnou multiplicitu vzhledem 
k objektu PortTlv. 
ChassisTlv Objekt uchovává data z TLV. 
PortTlv 
Objekt dědící z ChassisTlv, který namísto obecné 
položky data typu byte[] využívá indexy portů typu 
int.  
 
Popis již existujících objektů 
název objektu popis objektu 
AsnType 
Objekt, který říká, jakého typu jsou přenášená 
SNMP data. Definuje typy bit, char, string, 
integer, counter a další. 
Vb Objekt uchovávající sekvenci AsnType a dat.  
VbCollection Objekt složený z několik objektů Vb. 
DeviceMetel 
Objekt uchovávající všechny potřebné 
informace o fyzickém METEL zařízení 
v projektu. Obsahuje metody pro navázání 
komunikace, přenos dat několika protokoly a 
uchová i instanci objektu 
LldpCableConnection. 
 
Princip činnosti nejdůležitějších funkcí: 
 bool Get_LLDPLocTable(DeviceMetel device) 
 bool Get_LLDPRemTable(DeviceMetel device) 
Tyto dvě funkce vytvářejí instanci několika Vb pro odeslání SNMP dotazu. Tato sada 
je uložena jako VbCollection a odeslána jako dotaz pomocí funkce Get-Next 
popsané v kapitole 6.2.2. Pokud obdrží odpověď, ověřuje, zda je správná a nedošlo při 
ní k chybě. Pokud ano, pomocí funkce SetLocalDevice() 
resp. AddRemoteDevice() vytvoří novou instanci objektu LldpLocalDevice 
resp. LldpRemoteDevice. Pokud odpověď nedorazí nebo nastane chyba (například 
 Strana 56 6  VIZUALIZACE  
 
z důvodu, že vzdálené zařízení nemá implementovaný LLDP protokol) je vyvolána 
výjimka.  
6.2.2 Získání LLDP tabulek 
Příkaz Get-Next 
Pro vyčítání tabulek z MIB databáze pomocí protokolu SNMP se využívá vestavěné funkce 
dynamické knihovny C# SNMP. Konkrétně se jedná o funkci: Vb GetNext(Vb vb). Parametrem 
této funkce je instance objektu typu Vb, která v sobě obsahuje OID, které chceme vyčíst. Tato funkce 
je cyklicky volána zvlášť pro každou buňku tabulky, dokud není vyčtena celá. Na obrázku 26 je 
příklad, jak se jednotlivé sloupce tabulky identifikují pomocí předposledního čísla v OID. Poslední 
číslo v OID udává pořadí řádku tabulky číslované od 1. Pokud chceme tedy vyčíst například třetí 
položku tabulky, přiřadíme jako poslední číslo OID hodnotu 3.  
Proběhne-li SNMP dotaz Get-Next správně, obsahuje navrácená instance objektu Vb 
hodnotu OID stejnou, jaká byl položena v dotazu. Pokud by první řádek tabulky neexistoval, je 
vrácena hodnota nejbližší další položky v OID stromu. V ukázkovém příkladě neexistence prvního 
řádku znamená, že tabulka neobsahuje žádné řádky, a proto by návratová hodnota obsahovala 
instanci objekt Vb s OID prvního řádku a prvního sloupce tabulky lldpV2RemManAddrTable. Díky 
nekonzistenci hodnot OID v dotazu a odpovědi lze zjistit, kdy se jedná o poslední položku v tabulce 
a ukončit tak smyčku dotazů GetNext. Toto zjišťování je prováděno pomocí metody 
SnmpIsInTable() objektu LldpCableConnection. 
  
 
Obrázek 26: Struktura MIB stromu. 
 
Parsování a uložení dat 
Instance objektu Vb přijaté jako odpovědi na SNMP dotaz Get-Next, tvoří dohromady 
množinu dat. Ty je nutno roztřídit a vytvořit příslušné instance objektu LldpLocalDevice 
(resp. LldpRemoteDevice), do kterých se přijatá data uloží. To zajišťuje metoda 
SnmpParseFromVb() výše zmíněného objektu. Třídění probíhá na základě OID. 
6.3 Sestavení informací a zobrazení topologie 
6.3.1 Prohledávání projektu 
Pokud každý element v projektu obsahuje potřebné informace z místní a vzdálené MIB 
databáze, je zahájeno hledání vzájemných propojení. Projekt představuje z matematického hlediska 
stavový prostor, který je reprezentován neorientovaným grafem 𝐺 = < 𝑉, 𝐸 >, kde V je množina 
vrcholů a E množina neorientovaných hran. Vrcholy V představují jednotlivé síťové porty zařízení, 
hrany E představují jejich síťové spojení. Každý vrchol obsahuje informace o svých přímých 
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následnících. Na základě těchto informací jsou zpětně algoritmem zjišťovány hrany E příslušící grafu 
G. Postup algoritmu je následovný: 
1) Vezme se první nebo následující vrchol vi z množiny vrcholů 𝑉 =
{𝑣1, 𝑣2, … , 𝑣𝑛}. Pokud jsou prvky vyčerpány, pokračuje se bodem 5. 
2) Vezme se první nebo následující přímý následník wj z množiny následníků 𝑊 =
{𝑤1, 𝑤2, … , 𝑤𝑚} vrcholu vi. Pokud jsou prvky vyčerpány, pokračuje se 
následujícím prvkem bodu 1. 
3) Přímý následník se hledá v množině vrcholů V. Pokud je v této množině 
následník nalezen, přidá se do množiny hran E neuspořádaná dvojice (𝑣𝑖, 𝑤𝑗).  
4) Pokračuje následujícím prvkem z bodu 2. 
5) Z množiny hran E jsou odstraněny duplicitní dvojice. Dvojice (𝑣𝑖, 𝑤𝑗) a (𝑤𝑗, 𝑣𝑖) 
jsou brány jako duplicitní. 
Po provedení tohoto algoritmu je neorientovaný graf G kompletní. Z programového hlediska 
obsahuje seznam síťových portů a seznam síťových spojení. 
6.3.2 Vykreslení spojení 
Na základě získaného seznamu síťových spojení, lze snadno vizualizovat celou síťovou 
topologii. Software SIMULand má již implementovány objekty, pro ruční přidávání propojení do 
projektu. Zároveň během tohoto procesu automaticky kontroluje, zda nový spoj lze fyzicky 
realizovat. Například propojení optického portu s metalickým není proveditelné, a proto nelze takový 
propoj do projektu přidat. Metody těchto objektů byly použity i pro automatické propojování.  
 
 
Obrázek 27: Objektový diagram důležitých elementů.. 
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Popis objektů 
název objektu popis objektu 
Workspace 
Objekt představující pracovní plochu. Jeho součástí je seznam všech 
elementů (items) v projektu a několik metod pro vykreslování (v 
diagramu nejsou uvedeny). 
Element 
Objekt uchovávající jméno, popisek a projekt, ke kterému element 
náleží. 
CableElement 
Objekt dědící z objektu Element. Představuje síťové propojení 
jednotlivých portů (PortElement). 
DeviceElement 
Objekt dědící z objektu Element. Představuje libovolné síťové 
zařízení, které lze umístit do projektu. 
PortElement 
Objekt dědící z objektu Element. Představuje optický nebo 
metalický síťový port. Uchovává informaci o tom, ke kterému 
zařízení (DeviceElement) náleží. 
 
Vytvořením instance objektu CableElement, nastavením jeho vlastností a jeho následným 
přidáním do seznamu docílíme, že se jednotlivá propojení vykreslí na pracovní plochu, jak ukazuje 
obrázek 21. Posloupnost uvedených akcí se volá bezprostředně po dokončení algoritmu z kapitoly 
6.3.1. 
6.3.3 Grafická úprava dialogů a chybové stavy 
Pro spuštění automatického skenování topologie, bylo do dialogu pro vyhledání zařízení 
přidáno zaškrtávací pole „Discover topology“ (viz obrázek 28). Ve výchozím nastavení je toto pole 
zatržené. To znamená, že bezprostředně po vyhledání všech zařízení v LAN síti se provede celý 
postup popsaný v této kapitole, jehož výsledkem je zobrazení všech elementů na pracovní ploše. 
Toto řešení má však jednu nevýhodu. Lze totiž použít pouze v případě, kdy mají zařízení nastavené 
výchozí parametry SNMP protokolu z výroby. V praxi je to většinou při realizaci projektu. Pokud 
některé nalezené zařízení má již změněný alespoň 1 parametr SNMP protokolu, nelze s ním navázat 
komunikaci, protože software nezná správné parametry pro spojení. Problém řeší nový nástroj 
„Discover topology“ umístěný v hlavní nabídce pod záložkou „Project“ (viz obrázek 29). Ten 
umožňuje, aby byla nejdříve nastavena hesla všech elementů v projektu a až následně spuštěn nástroj 
„Discover topology“. Pracuje velmi obdobně jako první, ale navazuje SNMP spojení pomocí 
zadaných parametrů. 
 
 
Obrázek 28: Modifikovaný dialog nalezených zařízení v LAN síti. 
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Obrázek 29: Nová hlavní nabídka záložky Project. 
 
O problému s nemožností vyčíst potřebná data je třeba uživatele adekvátně informovat. 
Lze ho rozdělit do dvou případů. Prvním problémem jsou již zmíněné chybné parametry 
SNMP spojení. Uživatel je v tomto případě upozorněn informačním dialogem s textem „Error 
during communication.“. Druhým problémem je nedostupnost protokolu LLDP ve vzdáleném 
zařízení. V touto případě je uživatel upozorněn informačním dialogem s textem „LLDP protocol is 
not supported by all devices.“ pokud alespoň jedno zařízení v projektu tento protokol nepodporuje. 
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7 TESTOVÁNÍ A DEMONSTRACE FUNKČNOSTI 
K testování vytvořeného řešení byly od firmy METEL s.r.o. zapůjčeny celkem 4 průmyslové 
switche. Dvě zařízení typu 200M-2.1.4.E, které disponují dvěma optickými porty, jedním gigabit 
ethernet portem a čtyřmi fast ethernet porty a dvě zařízení typu 200M-2.0.4.ECB z ekonomické řady, 
které jsou oproti prvním dvěma jmenovaným ochuzeny o gigabitový port. 
Ze zapůjčených zařízení byla sestavena testovací kruhová topologie LAN-RING. Jedno 
zařízení v kruhu bylo nastaveno do režimu „Master“ ostatním bylo ponecháno výchozí nastavení 
z výroby.  
Prvním bodem testování byla aktualizace firmwaru všech zmíněných zařízení. Ta probíhala 
pomocí softwaru SIMULand a nevyskytly se při ní žádné potíže.  
Druhým bodem testu bylo samotné zjištění síťové topologie mnou vytvořeným nástrojem 
„Discover topology“. U zařízení typu 200M-2.0.4.ECB se vyskytly problémy. Tento typ má 
očíslovány metalické porty P1, P2, P3, P4 a optické porty P6, P7. Implementace protokolu LLDP 
využívala již existujících struktur, které však číslovaly porty 0, 1, 2, 3, 4, 5 dle indexu pole. Při 
následném řešení problému jsem zjišťoval, zda mají i jiné typy switchů výrobce METEL s.r.o. toto 
specifické číslování portů s vynechaným číslem v řadě. Ukázalo se, že je to ojedinělý případ a 
vyskytuje se pouze u tohoto typu zařízení. Z tohoto důvodu byl problém vyřešen podmíněnou 
výjimkou při kompilaci zdrojového kódu, aby nedošlo k narušení systémového řešení pro ostatní 
typy zařízení.  
Třetím bodem testování byla simulace poruchových stavů typu: změna topologie za provozu, 
přerušení přenosové cesty, porucha zařízení v kruhu. Během tohoto testu se ukázala vlastnost 
protokolu LLDP, kdy záznamy v MIB tabulce jsou platné někdy i 2 minuty po reálně změně 
topologie. To v případě změny topologie za provozu znamená, že se zobrazí aktuální síťové propojení 
a současně s ním i 2 minutová historie. Může za to relativně dlouhý interval životnosti ve výchozím 
doporučeném nastavení protokolu LLDP. Tento jev však nebyl vyhodnocen jako chyba. Bylo ale 
navrženo zkrácení intervalu životnosti zprávy ve výchozím nastavení, tak aby se neexistující spojení 
nezobrazovala příliš dlouhou dobu. Důležité je, že nová síťová spojení se zobrazí prakticky ihned. 
Čtvrtý krok testu se zabýval již nástroji softwaru SIMULand pro rekonstrukci topologie a 
vizualizaci samotnou. Bylo testováno, zda se vykreslují všechna spojení, zda dochází k zobrazení 
chybových hlášení a lze navazovat spojení i po změně parametrů SNMP protokolu. Během toho 
kroku nebyl zaznamenán žádný problém. 
Pátý krok spočíval v dlouhodobějším připojením do běžného síťového provozu, sledování 
výpadků a poruch. Zařízení byla připojena do sítě se stolním PC, které simulovalo provoz 
nepřetržitým tokem náhodných dat. Po 5-ti denním testu byly opět provedeny kroky 1-4, aby se 
ověřilo, zda všechna zařízení pracují správně. To se také potvrdilo. 
Výsledek automatického skenování topologie z obrázku 30 softwarem SIMULand je 
demonstrován obrázkem 31. Samotné zjišťování a vykreslování topologie trvá mnohem kratší dobu 
než bylo původně předpokládáno. Například vyhledávání samotných zařízení trvá přibližně 5 až 10 
sekund v závislosti na rozlehlosti LAN sítě. Zjištění a vykreslení trvá nejdéle 2 sekundy. 
Toto hotové řešení bude předáno testerům společnosti METEL s.r.o. současně s odevzdáním 
této diplomové práce. 
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Obrázek 30: Zapojení topologie LAN-RING na testovacích zařízeních. 
 
 
Obrázek 31: Výstup nástroje „Discover topology“ softwaru SIMULand. 
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8 ZÁVĚR 
Tato diplomová práce se zabývá návrhem a implementací řešení pro zjišťováním síťové 
topologie. Vznikla na základě požadavku společnosti METEL s.r.o., která vyvíjí a vyrábí průmyslová 
síťová zařízení. Tato firma hledala vhodný způsob vizualizace síťové topologie svých výrobků pro 
vyvíjený software SIMULand.  
Celé řešení problematiky bylo rozděleno do několika kapitol. Kapitola druhá se zabývá 
výběrem vhodného protokolu pro získávání informací o vzájemném síťovém propojení jednotlivých 
prvků. Vybraný protokol LLDP byl vybrán na základě zadaných požadavků.  
Kapitola třetí se dopodrobna zabývá technickou stránkou LLDP protokolu. Je zde popsána 
struktura rámce a jeho jednotlivých částí, princip a vysílání těchto rámců.  
Čtvrtá kapitola pak stručně popisuje protokol SNMP, který je nezbytnou součástí pro 
vyčítání získaných informací protokolem LLDP. Je zde popsána část MIB databáze, do které LLDP 
ukládá veškeré informace.  
Kapitola pátá se zabývá praktickou částí této diplomové práce, a to konkrétně implementací 
zdrojového kódu protokolu LLDP v jazyce C do mikrokontroléru Atmel s 32-bitovým jádrem. Jsou 
zde popsány a vysvětleny jednotlivé kroky návrhu implementace protokolu LLDP, stavové automaty 
pro vysílání i přijímání rámců LLDP protokolu včetně jejich stavových diagramů. Jsou zde také 
popsány hlavní hardwarové prvky switche a jejich vzájemná spolupráce při síťové komunikaci na 
linkové vrstvě. 
V kapitole šesté jsou popsány současné možnosti vizualizačních nástrojů firemního softwaru 
SIMULand pro vykreslování topologie a návrh rozšíření těchto nástrojů. Zdrojový kód byl psán 
v jazyce C#. Lze zde najít objektové diagramy nejdůležitějších tříd, popis metod pro vyčítání tabulek 
MIB databáze a algoritmus prohledávání projektu. Celá kapitola je doplněna několika snímky 
softwaru pro větší názornost. 
Poslední kapitola je věnována testování implementovaného řešení v běžném provozu se 
simulací provozních poruch a celkovému zhodnocení funkčnosti řešení. 
Mnou vytvořené řešení vizualizace síťové topologie bude po odevzdání této práce dále 
podrobeno testování i na jiných typech síťových zařízení. Pokud se nevyskytnou výraznější 
komplikace, měl by se LLDP protokol v druhé polovině roku 2014 objevit ve firmwaru síťových 
switchů společnosti METEL s.r.o.
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PŘÍLOHA 1 
Obsah CD 
 Software SIMULand – systémové požadavky Windows XP SP2 a vyšší, Intel Core 
2 DUO 2GHz / AMD X2 2GHz a výkonnější, 2 GB RAM a více, Microsoft .NET 
Framework 3.5 a novější. 
 Uživatelský manuál SIMULand v3. 
 
