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Kapitel 1
Einleitung
Zwei sind besser daran als einer, weil sie eine
gute Belohnung f

ur ihre M

uhe haben; denn
wenn sie fallen, so richtet der eine seinen Ge-
nossen auf. Wehe aber dem einzelnen, welcher
f

allt, ohne da ein zweiter da ist, um ihn auf-
zurichten! (Jesus Sirach 4:9-10)
Um gut

uberleben zu k

onnen, mu ein Gen
gut mit den anderen Genen in derselben
Art - demselben Flu - zusammenwirken
k

onnen. Um langfristig erhalten zu bleiben,
mu ein Gen ein guter Kamerad sein. (Ri-
chard Dawkins)
1.1 Motivation
Das Zusammenwirken unabh

angiger Individuen zur L

osung von Problemen ist nicht nur ein
technisches Konzept, das in dieser Arbeit von Interesse ist, sondern vielmehr allgegenw

artig
in unserem Leben und unserer Gesellschaft. Um das Konzept der vorliegenden Arbeit zu
motivieren, m

ochte ich mich deshalb der Analogie zu bestimmten Entscheidungsprozessen in
unserer Demokratie bedienen, bei denen eine grundlegende Problematik dadurch gegeben ist,
da die Fakten und Zusammenh

ange un

ubersichtlich und vielschichtig sind. Angenommen
es tritt eine bisher unbekannte ethische Fragestellung auf, in der die Gesellschaft als Ganzes
eine Position beziehen mu. Die Frage sei derart, da eine Antwort nicht oensichtlich ist,
z.B. dadurch da viele Faktoren sich gegenseitig beeinussen und manche Antworten auch
negative R

uckkopplungen auf die Gesellschaft haben k

onnen. Typische negative R

uckkopp-
lungen sind beispielsweise die Fehllenkung von eigentlich sinnvollen F

ordermitteln aufgrund
der un

ubersichtlichen Zusammenh

ange. Ein Beispiel f

ur eine ethische Fragestellung w

are,
ob und wann menschliche Gene gezielt manipuliert werden d

urfen.
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H

aug wird in solchen F

allen eine Kommission gebildet, z.B. durch die Regierung, und
mit Mitgliedern besetzt. Jedes dieser Mitglieder wird sinnvollerweise spezielle Kenntnis-
se in einem oder mehreren Themengebieten haben, die die Fragestellung tangieren. Seine
Meinung bildet sich das Mitglied auf Basis seines Wissens zu der Thematik, durch Fak-
ten und Zusammenh

ange. Nimmt man zur Vereinfachung an, da die Menge der Fakten
und Zusammenh

ange, die jemand kennen kann, etwa konstant ist, dann folgt daraus, da
mit zunehmender Zahl an gew

ahlten Themen die Entscheidungsgrundlage f

ur ein Mitglied
durch die abnehmende Zahl an Fakten immer d

unner, seine Entscheidung somit unsicherer
wird. Ist andererseits die Zahl seiner Themen zu klein, dann fehlt ihm vielleicht wichtige
Information, um den richtigen Zusammenhang herzustellen. Beim Lernen aus Daten nennt
man die Themengebiete Merkmale oder Eingabekomponenten und die Fakten Datenpunkte.
Bei konstanter Zahl an Datenpunkten und steigender Zahl an Merkmalen ist der Eingabe-
raum immer d

unner mit Punkten besetzt. Es wird immer schwerer, daraus eine Funktion
zu erlernen. Das Problem nennt man den Fluch der Dimensionen.
Enthalten die Quellen zu einem Themengebiet nun verschiedene Informationen, eventuell
sogar widerspr

uchliche, dann wird die Meinung der mit diesem Thema befaten Kommis-
sionsmitglieder stark davon abh

angen, aus welcher Quelle sie ihre Informationen beziehen.
Ebenso wird man im allgemeinen verschiedenartige Funktionen lernen, wenn unterschied-
liche Daten zum Training verwendet werden. Diese Abh

angigkeit von der ganz speziellen
Wahl der Trainingsmenge spiegelt sich in der Varianz der Funktionen wider und wird auch
als das Bias-Varianz Dilemma bezeichnet. In beiden F

allen mu man in geeigneter Weise
dieser Varianz begegnen. Die Bildung einer Kommission bzw. eines Komitees ist gerade so
ein Instrumentarium, verschiedene Meinungen wieder zu integrieren, anstatt eine Einzelmei-
nung zu favorisieren, die auf falschen Daten basieren k

onnte.
Information mag

ubertrieben dargestellt oder sogar fehlerhaft sein. Das Kommissionsmit-
glied kann nun die Information im Lichte seines Allgemeinwissens pr

ufen und bewerten. Es
nutzt damit sein a priori Wissen, um zu entscheiden, ob die Information damit konsistent
ist. Ist sie es nicht, dann wird es beide Quellen gegeneinander gewichten. Diese Vorgehens-
weise

ahnelt der Bayes'schen Regel, ein Verfahren aus der Statistik, mit dem man a priori
'Wissen' nach Erhalt neuer Information in a posteriori 'Wissen'

uberf

uhrt. 'Wissen' wird
dabei jeweils als Wahrscheinlichkeitsverteilung formuliert. Auf Basis der Bayes'schen Regel
l

at sich unter Umst

anden ein Algorithmus formulieren, der es erm

oglicht, die 'optimale'
Gewichtung der beiden Informationsquellen zu berechnen. Die Gewichtung beider Quellen
bezeichnet man beim Lernen aus Daten als Regularisierung.
Eine weitere Verbesserung in der Entscheidungsndung k

onnte erreicht werden, wenn jedes
Kommissionsmitglied angibt, wie sicher es sich selbst bei seiner Entscheidung einsch

atzt
und diese Information dann nutzt, um die Meinungen zu gewichten. Das oben erw

ahnte
Bayes'sche Verfahren erm

oglicht das dadurch, da man sein 'Wissen' mit Wahrscheinlich-
keitsverteilungen beschreibt. Neben der wahrscheinlichsten Ausgabe, der eigentlichen Ent-
scheidung, liefert es auch die Varianz der Verteilung und somit eine Aussage dar

uber ob die
Wahrscheinlichkeitsmasse um die eigentliche Ausgabe konzentriert oder breit verteilt ist. Je
breiter die Masse verteilt ist, als desto 'unsicherer' wird man die Entscheidung bewerten.
Einerseits soll jedes Kommissionsmitglied so gut wie m

oglich sein, andererseits sollen sie
sich aber auch weitestgehend unabh

angig ihre Meinung bilden. Ist eine Komission mit Mit-
gliedern besetzt, die sich in vielen Faktoren sehr

ahnlich sind, dann deckt sich die Ent-
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scheidung der Kommission stark mit der Meinung jedes Einzelnen. Haben die einzelnen
Mitglieder dagegen einen unterschiedlichen Hintergrund und bedienen sie sich verschiedener
Informationsquellen, dann beg

unstigt das den Entscheidungsproze in dem Sinne, da ein
bestm

oglichster Konsens gefunden wird.
Diese Unabh

angigkeit in der Entscheidung l

at sich bei Menschen schwerlich messen. An-
ders beim Lernen aus empirischen Daten. Die Abh

angigkeit potentieller Komiteemitglieder
ist hier einer mathematischen Beschreibung zug

anglich. Damit sind die beiden prinzipiellen
Grundgedanken formuliert, die in dieser Arbeit in ein Optimierungskonzept integriert wer-
den sollen: Jedes Komiteemitglied soll im Rahmen seiner M

oglichkeiten optimiert werden.
Gleichzeitig soll ein

ubergeordneter Proze daf

ur sorgen, da systematisch eine weitestge-
hende Unabh

angigkeit der Komiteemitglieder erreicht wird. Eine Regierung kann das bei-
pielsweise dadurch zu erreichen versuchen, da sie darauf achtet, da sich m

oglichst viele
gesellschaftliche Gruppen in der Besetzung einer Komission widerspiegeln.
Das Ergebnis des Prozesses ist eine Auswahl von Netzen, die in sinnvoller Weise ein Komitee
ergibt. Die Wahl der Komiteemitglieder mu also nicht der Entwickler treen, sondern wird
durch den Proze bestimmt.
Nachdem mit dieser Analogie eine grundlegende Motivation f

ur das hier angestrebte Op-
timierungskonzept gegeben ist, werde ich in die bereits angerissenen Probleme, die beim
Lernen aus Daten auftreten, genauer einf

uhren, jeweils auf die m

oglichen Synergieeekte
durch Komiteebildung hinweisen und dann auf die Zielsetzung dieser Arbeit

uberleiten.
1.2 Lernen aus Daten
Eine immer wiederkehrende Aufgabe in Naturwissenschaften, Technik, Wirtschaft oder auch
Medizin ist das Problem, aus empirisch ermittelten Daten den funktionalen Zusammenhang
zwischen diesen Daten abzuleiten oder ein Modell dieser Daten anzugeben. Manchmal ist
man in der gl

ucklichen Lage, den Zusammenhang durch eine mathematische Beschreibung
einer Modellklasse anzugeben, so da man mittels der Daten `nur noch' genau spezizierte
Parameter des Modells bestimmen mu, z.B. Mittelwert und Varianz einer Normalvertei-
lung. Man bezeichnet diese Modelle entsprechend als parametrische Modelle.
Oft ist das Problemwissen aber nicht ausreichend, um eine genauere Beschreibung des mathe-
matischen Zusammenhangs aufzustellen. In diesem Fall kann man auf nicht-parametrische
oder semi-parametrische Verfahren, zu denen auch neuronale Netze geh

oren, zur

uckgreifen,
die eine reichhaltigere Klasse von Modellen zulassen. Diese Reichhaltigkeit ist allerdings
Segen und Fluch zugleich. Einerseits erlaubt die gr

oere Flexibilit

at, die Daten besser zu
approximieren, andererseits wird es aber auch wesentlich mehr verschiedenartige Modelle
geben, die die Daten gut erkl

aren. Die m

ogliche Verschiedenartigkeit der Modelle ist eine
Folge der gr

oeren Anzahl von freien Parametern. Diese Zahl steht in einem zunehmend
schlechteren Verh

altnis zur Zahl der Datenpunkte.
Erst seitdem allgemein erh

altliche und erschwingliche Computersysteme die Erfassung, Spei-
cherung und Aufbereitung von Daten erlauben, sind viele nicht-parametrische und semi-
parametrische Verfahren von praktischem Interesse, die aus diesen Daten einen funktionalen
Zusammenhang ermitteln. Leistungsf

ahige Rechner lassen viele Algorithmen und Methoden
4
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f

ur reale Probleme erstmalig einsatzf

ahig werden. In dem Buch Functional Data Analysis
schreiben die Autoren J. Ramsay und B.W. Silverman deswegen treend, da die Analyse
von Daten sich in den letzten Jahren st

urmisch weiterentwickelt hat (Ramsay & Silverman,
1997). Erst recht gilt das Gesagte f

ur die Prognose mittels dieser Daten.
Ein junger Ast dieser Entwicklung sind Methoden der Komiteebildung, meist basierend auf
sogenannten Bootstrap-Verfahren (Efron & Tibshirani, 1993), die den Datenraum geeignet
sampeln. Das bedeutet das Folgende. Ist man an einer Eigenschaft (F ) einer (Verteilungs-)
Funktion F interessiert ist, dann kann man diese sch

atzen, in dem man viele Stichproben von
F generiert. Beim Lernen aus Daten ist die Verteilungsfunktion F unbekannt. Bootstrapping
bedeutet nun, (F ) durch (F
n
) zu sch

atzen, indem F durch die empirische Verteilungsfunk-
tion F
n
ersetzt wird, die aus den gegebenen Daten durch Ziehen mit Zur

ucklegen gewonnen
wird (Silverman, 1986, B

uning, 1991). Durch die Auswahl vieler Stichproben aus der eigent-
lichen Trainingsmenge steigt der Rechenaufwand gegen

uber der Entwicklung eines einzelnen
Modells entsprechend an. Dieser Mehraufwand ist aber notwendig, wenn man die Unsicher-
heiten bei der Modellentwicklung minimieren m

ochte (B

uning, 1991). Mit der Zunahme an
Rechenleistung wurden in den letzten Jahren etliche Methoden der Komiteebildung vorge-
schlagen. Eine

Ubersicht bietet beispielsweise (Sharkey, 1999).
Im folgenden werde ich zuerst den Begri der Generalisierung konkretisieren, um dann
auf verschiedenen Stufen der Modellentwicklung zu fragen, wie eine gute Generalisierung
gew

ahrleistet werden kann. Das betrit zuerst die Ebene der Parameteroptimierung und
die Verwendung von Regularisierungstermen, dann die Ebene der geeigneten Eingabestruk-
tur und eine damit zusammenh

angende Merkmalsauswahl, und letztendlich die Frage nach
der Abh

angigkeit der Modelle von der speziellen Wahl der Trainingsdaten und der dadurch
implizierten Komiteebildung. Eine wesentliche Motivation f

ur meine Arbeit ist die Feststel-
lung, da eine Optimierung der Generalisierungsleistung eines Komitees sicherstellen mu,
da die Methoden auf den einzelnen Ebenen die dortigen Anforderungen f

ur eine geeigne-
te Modellentwicklung ber

ucksichtigen. Zum Beispiel verbessert eine Komiteebildung

uber
Modelle, die ohne Regularisierung trainiert wurden, mit hoher Wahrscheinlichkeit die Ge-
neralisierung im Vergleich zu den einzelnen Modellen, gilt das aber auch bez

uglich optimal
regularisierter Modelle? Es ist eine wesentliche Zielsetzung dieser Arbeit, in genau diese
L

ucke vorzustoen. Dabei sollen die Dezite bisheriger Ans

atze durch Einbeziehung aller
Ebenen vermieden und durch die auf die Komiteebildung ausgerichtete integrierte Optimie-
rung zus

atzliche Synergieeekte freigesetzt werden.
F

ur die hier gew

ahlte Vorgehensweise werde ich eine mathematische Begr

undung herleiten,
aus der sich auch ein Kriterium entwickeln l

at, welche und wieviele der Modelle aus einer ge-
gebenen Menge von trainierten Modellen sinnvollerweise f

ur ein gutes Komitee auszuw

ahlen
sind, denn Komiteemitglieder sollten gute Kameraden sein. Damit befreit man sich aus der
ungl

ucklichen Lage, die Komiteezusammensetzung heuristisch zu optimieren, wie das bisher
noch h

aug der Fall ist (vgl. dazu die Beitr

age in (Sharkey, 1999)). Somit steht der gesamte
Modellentwicklungsproze auf einem soliden theoretischen Fundament.
Die Abbildung 1.1 zeigt ein anschauliches Beispiel, das in der Arbeit immer wieder zur
Verdeutlichung einiger wichtiger Aspekte dienen wird. Der zugrundeliegende Proze ist eine
Sinusfunktion, die jeweils mit unterschiedlich starkem Rauschen behaftet ist. Im einen Fall
ist die zugrundeliegende Struktur noch gut zu erkennen, im anderen f

allt es, obwohl der
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Abbildung 1.1: Ein Beispiel eines m

oglichen Datensatzes. Die Ausgabe wird durch einen sinus-artigen Proze
generiert, der zus

atzlich noch mit normalverteiltem Rauschen (mit Mittelwert 0) behaftet ist: t = sin(x) + 
Man beachte, da die Datenpunkte nicht gleichm

aig

uber den Eingaberaum verteilt sind. Zwischen x = 0
und x = 2 mu die Funktion auf Basis der sonstigen Daten gesch

atzt werden, was die Aufgabe zus

atzlich
erschwert. a) Varianz des Rauschens ist 0:04. b) Varianz des Rauschens ist 0:4. In c) und d) ist zus

atzlich
zur besseren Visualisierung der erzeugende Proze mit eingezeichnet.
Graph nur zweidimensional ist, auch dem Menschen schwer, aus den gegebenen Daten auf
den generierenden Proze zu schlieen.
Ist nun ein Datensatz vorgegeben, dann ist es das Ziel des Lernprozesses, eine Wahrschein-
lichkeit zu sch

atzen: F

ur jeden nicht in der Trainingsmenge liegenden Eingabewert x
i
m

ochte
man den wahrscheinlichsten zugeh

origen Ausgabewert t
i
sch

atzen. Gesucht ist also ein Mo-
dell der bedingten Wahrscheinlichkeit p(tjx), um bei Beobachtung eines neuen Mewertes x
i
den Zielwert optimal zu prognostizieren, d.h. die Prognose sollte mit dem geringsten Risiko
behaftet sein. In Abbildung 1.2 ist dieser Sachverhalt f

ur den Datensatz aus Abbildung 1.1a
verdeutlicht.
F

ur jeden Punkt im Eingaberaum wird also eine Wahrscheinlichkeitsverteilung gesch

atzt.
In der Abbildung ist diese Verteilung f

ur t quer zur Richtung von x eingezeichnet. Das
erwartete Risiko wird nun minimiert, indem zu jedem neuen x
i
immer das wahrscheinlichste
t
i
ausgegeben wird.
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Abbildung 1.2: Neuronales Netz als
Modell einer bedingten Wahrschein-
lichkeit. Die Abbildung zeigt das Ziel
des Lernens am Beispiel der Daten aus
Abbildung 1.1a. Das Ziel ist es, ein Mo-
dell der bedingten Wahrscheinlichkeit
p(tjx) zu sch

atzen. Die Sch

atzung die-
ser Wahrscheinlichkeit f

ur ein gegebe-
nes x
i
ist in der Abbildung eingetragen.
F

ur jedes t
i
erh

alt man dessen Wahr-
scheinlichkeit, der zugeh

orige Ausgabe-
wert zu sein. Die Ausgabe des Modells
ist das Maximum der Wahrscheinlich-
keitsverteilung, im Bild mit einem Pfeil
markiert. Die wahrscheinlichste Ausga-
be entspricht dem Fupunkt des Pfeils
und liegt etwas unterhalb der Sinuskur-
ve.
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1.2.1 Generalisierung
In diesem und dem folgenden Abschnitt wird dargelegt, warum es nicht gen

ugt, gute Gene-
ralisierung als minimalen Fehler auf einer unabh

angigen Testmenge zu denieren, sondern
da es notwendig ist, den Fehler einer regularisierten Fehlerfunktion zu minimieren.
Versucht man mittels neuronaler Netze einen funktionalen Zusammenhang aus Beispielen
zu erlernen, dann ist das Ziel dieses Lernvorgangs, da eine Struktur der Daten erkannt
wird und das trainierte Netz somit sein 'Wissen' auf unbekannte F

alle

ubertragen kann. Die
Struktur in den Daten mu dabei von zuf

alligem Rauschen unterschieden werden. Dies stellt
man sich in analoger Weise zum Lernen beimMenschen vor. Hat man einmal das Wesentliche
des Buchstabens 'A' gelernt, dann erkennt man den Buchstaben in vielen Variationen wieder:
A, a, A oder auch 8. Diese

Ubertragung von Wissen bezeichnet man oft als Generalisierung.
Es bleibt dabei erstmal unklar, wie man die G

ute der Generalisierung messen kann, bzw.
wie man sie mathematisch beschreiben k

onnte.
Im Sprachgebrauch in der Literatur gibt es durchaus Unterschiede, was mit Generalisierung
eigentlich gemeint ist, folglich auch verschiedene Auassungen

uber die Zielsetzung beim
Lernen aus Daten. Das schl

agt sich auch in den Methoden nieder, die angewendet werden, um
gute Generalisierung zu erreichen. In nicht wenigen Lehrb

uchern

uber neuronale Netze wird

uber Generalisierung, das eigentliche Ziel des Lernens,

uberhaupt keine Aussage gemacht.
Die g

angigste Denition von Generalisierung wird meist als
das Pr

ufen der Leistung auf einer unabh

angigen Testmenge
gegeben (Sch

urmann, 1996), siehe auch (Nauck et al., 1994, Hecht-Nielsen, 1991, Deco &
Obradovic, 1996). In

ahnlicher Weise charakterisiert (Bishop, 1995) das Problem der Gene-
ralisierung bei einem einf

uhrenden Beispiel als
die Aufgabe, einen Klassikator zu entwickeln, der vorher unbekannte Muster
richtig klassiziert.
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Im Kontext von 'Lernen und Generalisierung' schreibt er (siehe dazu auch (Ripley., 1996,
Hertz et al., 1991)),
da es nicht das Ziel des Trainings ist, eine exakte Repr

asentation der Trainings-
daten zu nden, sondern ein statistisches Modell des Prozesses, der die Daten
generiert (hat). Dies ist wichtig, wenn das Modell gut generalisieren soll.
Damit ist die Frage, was man eigentlich lernen m

ochte, sehr viel genauer beantwortet. Ap-
proximiert man den datenerzeugenden Proze, dann wird der Fehler

uber alle Muster, die
man zuk

unftig seinem Modell vorlegt, minimal sein. Das heit, die Generalisierung ist ma-
ximal, wenn der erwartete Fehler auf einem beliebig gezogenen Muster klein ist. Es wird
aber sicherlich endliche Teilmengen geben, auf denen der Testfehler trotzdem gro ist. Dies
ist insbesondere dann der Fall, wenn die Daten mit einem groen Rauschanteil behaftet
sind (vgl. Abbildung 1.1). Die Leistung auf einer Testmenge alleine ist deswegen noch kein
geeignetes Ma f

ur die Generalisierungsf

ahigkeit. Aufgrund des Rauschanteils bedeutet ein
quantitativ groer Testfehler nicht unbedingt, da das Modell schlecht ist. Auch w

are es in
dem Fall, da man Modelle anhand ihres Testfehlers vergleicht, vorteilhaft, mit einem stati-
stischen Test zu

uberpr

ufen, ob die Trainings- und Testdaten zur selben Verteilung geh

oren
(vgl. Kapitel A.1.4).
Andererseits bedeutet ein quantitativ kleiner Testfehler auch nicht automatisch, da das
zugeh

orige Modell gut ist. Im gegebenen Beispiel erreicht auch die Funktion k sinx einen
kleinen Fehler auf einer endlichen Testmenge, wenn  nur gro genug gew

ahlt wird (Abbil-
dung 1.3.
Abbildung 1.3: Die Funktion k sinx
erzeugt auf endlichen Testmengen im-
mer einen kleinen Fehler, solange  nur
gro genug gew

ahlt wird. Dies verdeut-
licht die Notwendigkeit der Regularisie-
rung, d.h. der Gewichtung von Komple-
xit

at des Modells zum Trainigsfehler.
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Oensichtlich steht zur Messung der Generalisierungsf

ahigkeit kein absolutes Kriterium zur
Verf

ugung. Sonst w

are es nicht weiter schwierig, dieses mittels einer evolution

aren Stra-
tegie direkt zu optimieren. Einen brauchbaren Sch

atzwert wird man aber erhalten, wenn
man beachtet, da die Komplexit

at der Funktion in geeigneter Beziehung zur Anzahl der
Datenpunkte stehen mu. Bezogen auf die Funktion k sinx heit das, da ein vern

unfti-
ger L

osungsansatz die Zahl der Schwingungen begrenzen sollte. Genau dies wird durch das
Prinzip der Regularisierung gew

ahrleistet, das im folgenden Abschnitt beschrieben wird.
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1.2.2 Regularisierung
Vergr

oert man die Zahl der freien Parameter fortlaufend, dann sind neuronale Netze im
allgemeinen in der Lage, die Trainingsdaten immer genauer anzun

ahern (Bishop, 1995). Al-
lerdings nehmen die m

oglichen Erkl

arungen der Daten an Zahl und Komplexit

at zu. Dadurch
steigt die Gefahr, ein falsches Modell auszuw

ahlen. Ein wichtiger Grund daf

ur sind Struk-
tur und starke Schwankungen, die gelernt wurden, aber durch die Daten nicht ausreichend
gesichert sind. Um nun m

oglichst 'glatte' Funktionen zu nden, wendet man sogenannte
Regularisierungstechniken an, mit denen man die Komplexit

at der Modelle kontrollieren
kann. Die geeignete Regularisierung ist ein wesentlicher und wichtiger Aspekt bei der Mo-
dellentwicklung und nicht etwa ein optionaler Zusatz, wie das (Ramsay & Silverman, 1997)
ausdr

ucken.
Methoden der Regularisierung gehen zur

uck auf die Entdeckung Hadamards am Anfang des
Jahrhunderts, welcher Operatorgleichungen der Form
Af = F; f 2 F
untersuchte. A und F kann man sich beim Lernen aus Daten als die Eingabe- und Ausga-
beinformation (als Matrix) vorstellen. Hadamard stellte fest, da kleine Abweichungen auf
der rechten Seite, F
Æ
statt F , die L

osung drastisch ver

andern k

onnen. Man spricht in diesem
Fall von schlecht gestellten Problemen (engl. ill-posed problems). Bezogen auf das Lernen
aus Daten bedeutet das, da eine kleine Ver

anderung der Trainingsinformation zu einem
g

anzlich anderen Modell f

uhren kann. Minimiert man nun den Fehler
E(f) = jjAf   F
Æ
jj
2
;
dann ist damit noch keine gute Approximation der L

osung garantiert, wenn Æ = jF   F
Æ
j
klein wird. Ausgehend von dieser Erkenntnis zeigt die Theorie der Regularisierung, da man
statt dessen durch Minimierung des regularisierten Fehlers
E(f) = jjAf   F
Æ
jj
2
+ (Æ) 
(f)
eine Sequenz von L

osungen erh

alt, die bei geeigneter Wahl von  gegen die gew

unschte
L

osung konvergiert, wenn Æ gegen 0 strebt. 
(f) geh

ort dabei zu einer Klasse von Funktio-
nalen, die die Komplexit

at der Funktion angeben, wie z.B. die Summe der quadratischen
Gewichte bei neuronalen Netzen (siehe Kapitel 2.3). (Æ) ist ein konstanter Faktor, der von
den Abweichungen - dem Rauschen in den Daten - abh

angt. Ein ganz wesentlicher Aspekt
geeigneter Regularisierung ist es, diesen Faktor geeignet zu bestimmen, wie wir in Kapitel
2.5 noch sehen werden.
Die Theorie der Regularisierung wurde von Tikhonov und anderen in den sechziger Jahren
entwickelt (Vapnik, 1982, Vapnik, 1995). Vapnik f

uhrt aus, da schlecht gestellte Probleme
insbesondere dann auftreten, wenn man Ursache und Wirkung vertauscht: Man sucht die
unbekannten Ursachen ausgehend von den bekannten Wirkungen. F

ur das Lernen aus Da-
ten ist es wichtig zu wissen, da das grundlegende Problem - eine Dichtefunktion anhand
der Daten zu sch

atzen - schlecht gestellt ist. Aus diesem Grund ist die Verwendung von
Regularisierungsmethoden zwingend.
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1.2.3 Fluch der Dimensionen
In realen Anwendungen stehen nur begrenzt viele Daten zur Verf

ugung, um die Parameter
eines Modells zu bestimmen, weil z.B. bei Zeitreihen keine l

angere Historie existiert oder
die Beschaung der Daten teuer sein kann wie im Falle medizinischer Klassikationsproble-
me. Die Dimensionalit

at des Eingabevektors mu aber in einer vern

unftigen Relation zur
Anzahl der Daten stehen. Durch Hinzunahme weiterer Merkmale steigt zwar der Informati-
onsgehalt der Eingabe bez

uglich der Ausgabe, aber gleichzeitig stehen pro Dimension immer
weniger Datenpunkte zur Verf

ugung, um die Parameter zu bestimmen. Das bedeutet, da
die Klasse der Funktionen, innerhalb derer die L

osung gesucht wird, mit jeder zus

atzlichen
Komponente stark w

achst. Dieses Problem ist als Fluch der Dimensionen (engl.: curse of di-
mensionality) bekannt (White, 1989, Bishop, 1995) und wird manchmal auch als das empty
space phenomenon bezeichnet (Scott & Thompson, 1983, Silverman, 1986). Als Konsequenz
daraus ergibt sich, da ein Verzicht auf zus

atzliche Information zu einer genaueren Appro-
ximation des zugrundeliegenden Prozesses in einem niedrig-dimensionaleren Raum f

uhren
kann.
Ein weiterer Aspekt, den es zu beachten gilt, ist der Zusammenhang zwischen der Zahl der
Eingabekomponenten und der Gr

oe des Regularisierungstermes. Verwendet man neuronale
Netze als Modellklasse und werden bei sonst gleichbleibender Netzstruktur weitere Eingabe-
merkmale hinzugef

ugt, dann vergr

oert sich die Komplexit

at des Netzes entsprechend. Das
heit, wenn die zus

atzlichen Merkmale nur wenig neue Information beitragen und damit der
Fehler auf den Daten sich kaum verringert, so sorgen sie doch daf

ur, da die Komplexit

at
und damit auch der Regularisierungterm 
(f) w

achst. Bei neuronalen Netzen nimmt in die-
sem Fall die Summe der quadratischen Gewichte rasch zu. Die Konsequenz davon ist, da
man bei hochdimensionalen Eingaber

aumen als Ergebnis des Lernprozesses h

aug nahezu
lineare L

osungen erh

alt (vgl. Kapitel 5. Der Grund daf

ur ist, da durch die kleinen Gewichte
alle Neuronen des Netzes im linearen Bereich arbeiten.
Entwirft man seine Probleml

osung von vornherein als Komitee, dann ist es nicht n

otig,
f

ur die Gesamtl

osung auf Eingabekomponenten und somit auf Information zu verzichten.
Vielmehr kann man Modelle trainieren, die verschiedene Merkmale verwenden, das heit,
unterschiedliche Sichten auf das Problem haben. Jedes einzelne Modell verwendet also einen
kleinen Eingaberaum, d.h. die Problematik vieler Eingabekomponenten wird vermieden,
w

ahrend das Komitee durch die Kombination seiner Mitglieder aber die Information des
gesamten Eingaberaumes ausnutzen kann.
Bei den realen Problemstellungen, die in dieser Arbeit betrachtet werden, ist es tats

achlich
so, da man eine groe Anzahl m

oglicher Merkmale zur Verf

ugung hat, aus denen man aus
den eben genannten Gr

unden eine Teilmenge ausw

ahlen mu. Das folgende Beispiel in Abbil-
dung 1.4 verdeutlicht diese Problematik. Mit den 1000 zuf

allig gew

ahlten Eingabevektoren
wurden entsprechende Modelle erstellt. Liegt die Gr

oe zwischen 5 und 10 Komponenten,
dann zeigen sich die besten Resultate. Die Zahl der Fehlklassikationen des besten Modells
mit sechs Merkmalen ist um ein Drittel kleiner wie bei Verwendung aller Merkmale! Die
'richtigen' sechs Merkmale m

ussen aber ersteinmal bestimmt werden. W

unschenswert ist
also ein Algorithmus, der gerade die geeigneten Eingabemerkmale ndet.
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Abbildung 1.4: Die Abbildung zeigt die Aus-
wirkungen des 'curse of dimensionality' f

ur
das Schilddr

usen-Klassikationsproblem, das
in Kapitel Kapitel 5.2.2 noch ausf

uhrlicher be-
schrieben ist. F

ur 1000 zuf

allig gew

ahlte Ein-
gaber

aume, die mindestens 5 und maximal 21
Komponenten besitzen, wurden die zugeh

ori-
gen Netze trainiert. Der minimale Klassika-
tionsfehler wird f

ur ein Modell mit 6 Merk-
malen erreicht und liegt bei 1:7%. Damit ist
er um ein Drittel kleiner wie bei der Verwen-
dung aller Dimensionen 2:6%. Aufallend ist,
da es in der Mitte einen Bereich gibt (3% bis
3:5%), in dem kaum Netze liegen. Das deutet
darauf hin, da es wenige wichtige Merkmale
gibt, die die Leistung ganz entscheidend be-
einussen. Fehlen diese, dann ist die G

ute der
Netze deutlich geringer. Man beachte, da f

ur
jede Anzahl an Eingabeneuronen (< 21), viele
Merkmalskombinationen existieren. Der Mit-
telwert des Fehlers w

are deswegen hier nicht
besonders aussagef

ahig.
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1.2.4 Auswahl der Trainingsdaten
Eine weitere fundamentale Einsicht in die Problematik des Lernens aus Daten leitet sich
aus dem sogenannten Bias-Varianz-Dilemma ab. Der Fehler, den ein Modell auf den Da-
ten macht, l

at sich in zwei Teile aufspalten: Bias und Varianz. Der Bias beschreibt die
durchschnittliche Abweichung der Modelle von den empirischen Daten, w

ahrend die Varianz
angibt, wie sehr das einzelne Modell von der speziellen Wahl der Trainingsdaten abh

angt.
Die beiden Gr

oen verhalten sich komplement

ar: Viele Methoden, die zu einer Verringerung
der Varianz f

uhren, ziehen einen steigenden Bias nach sich und umgekehrt. Dies bezeichnet
man als das Bias-Varianz-Dilemma. Um eine gute Generalisierungsf

ahigkeit zu erreichen,
mu man die beiden Gr

oen richtig gewichten (Geman et al., 1992, Heskes, 1998).
Hat man einen guten Ausgleich zwischen den beiden Gr

oen gefunden, dann garantiert das
nicht, da man eine einzige optimale L

osung ndet. Vielmehr wird man f

ur eine praktische
Anwendung immer eine Vielzahl von Modellen erhalten, die eine

ahnliche G

ute haben, von
denen dann letztendlich eines ausgew

ahlt werden mu. Bildet man in geeigneter Weise ein
Komitee aus den Modellen, dann hat man ohne Mehraufwand zwei Vorteile: Erstens zieht
man Nutzen aus allen Modellen, die erstellt wurden, d.h. die Information

uber diese Mo-
delle wird verwertet. Zweitens ist die Berechnung der G

ute der einzelnen Modelle immer
mit einem Rauschen behaftet aufgrund der Endlichkeit der Datenmenge oder approximati-
ver Annahmen der Berechnungsvorschrift. Mittelt man

uber mehrere Modelle, wird dieser
Einu reduziert.
Die m

ogliche Zunahme an Generalisierungsf

ahigkeit begr

undet sich auch dadurch, da durch
Komiteebildung die Varianz des Gesamtsystems reduziert wird, ohne da sich der Bias

andert. Man ndet also einen g

unstigeren Ausgleich zwischen den beiden Gr

oen, als es
f

ur einzelne Modelle m

oglich ist (Krogh & Vedelsby, 1995). Eine wesentliche Voraussetzung
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daf

ur ist, da die Komiteemitglieder m

oglichst unabh

angig voneinander entscheiden, d.h.
eine andere Sicht auf das Problem haben. Bildet man von den gegebenen Daten mehrere
Teilmengen durch zuf

allige Auswahl von Mustern und trainiert f

ur jede so gewonnene Trai-
ningsmenge ein Modell, dann wird das die Leistung des Komitees steigern. Das heit auch,
das die Vorgabe einer Datenmenge bei der Komiteebildung das Gesamtergebnis weniger
beeinut, dadurch da

uber mehrere Samples integriert wird.
1.2.5 Modellauswahl
Ein weiteres Problem bei der Modellbildung ist das Fehlen eines klaren Auswahlkriteriums.
Hat man erst einmal verschiedene Modelle entwickelt, dann mu man sich am Ende des
Prozesses f

ur eines entscheiden oder aus einer plausiblen Teilmenge ein Komitee bilden.
Die g

angigste Methode ist die Verwendung zweier zus

atzlicher Datenmengen - einer Cross-
Validierungsmenge und einer Testmenge. Man w

ahlt das Modell aus, das auf der Cross-
Validierunsgmenge den kleinsten Fehler hat, und

uberpr

uft die Auswahl nochmals auf einer
zus

atzlichen Datenmenge (Bishop, 1995). Der Nachteil dieses Vorgehens ist, da man weniger
Daten zum Trainieren zur Verf

ugung hat und die Methode bei wiederholter Anwendung zum
Overtting neigt. Das heit, verwirft man seine Modellentwicklung mehrfach, dann steigt
die Wahrscheinlichkeit, da man zuf

alligerweise gute Werte erzielt.
W

unschenswert ist deshalb ein Selektionsproze, der m

oglichst ohne zus

atzliche Daten aus-
kommt. Hierzu lassen sich einige G

utekriterien angeben, die auf statistischen Verfahren
beruhen (Bishop, 1995). Ein Beispiel ist das G

utema, das der Bayes'sche Ansatz berech-
net, die sogenannte Evidenz. Man w

ahlt dabei unter allen trainierten Modellen dasjenige
aus, das die h

ochste Evidenz hat (MacKay, 1992, Bishop, 1995, Gutjahr, 1999).
Auch statistische G

utekriterien sind mit einem Rauschen behaftet aufgrund idealisierender
oder impliziter Annahmen, z.B.

uber die genaue Form des Rauschens in den Daten. Bi-
shop schl

agt deshalb beispielsweise vor, die Evidenz als groben Indikator zu verwenden und
mehrere Modelle mit hoher Evidenz zu kombinieren, um negative Ein

usse eines ungenauen
G

utekriteriums zu reduzieren.
In jedem Fall sollte eine Entwurfsmethodik eine klare Empfehlung enthalten, welches oder
welche Modelle letztendlich verwendet werden sollen. Die Komiteebildung bietet hier einen
nicht zu untersch

atzenden Vorteil, da sie von der Aufgabe, eine Auswahl zu treen, weit-
gehend entlastet. Auch Modelle mit einem relativ groem Fehler k

onnen hier noch einen
Zugewinn an Leistung bringen: Ein Kamerad, der f

allt, kann durch die anderen wieder auf-
gerichtet werden.
1.3 Zielsetzung und Aufbau der Arbeit
Folgt man dem in der Wissenschaft allgemein anerkannten Prinzip von Occam's Razzor,
dann bevorzugt man unter den m

oglichen Erkl

arungen f

ur die Daten diejenigen, die den Zu-
sammenhang mit m

oglichst wenig Annahmen m

oglichst gut beschreiben (Cover & Thomas,
1991, Bishop, 1995). Diesem Sparsamkeitsprinzip begegnet man auf mehreren Ebenen des
Modellentwurfs - bei der Optimierung der freien Parameter, bei der Auswahl der Merkmale
12
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und der Wahl der Trainingsdaten. Eine wichtige Folgerung daraus ist, da man die resul-
tierenden Probleme wesentlich abmildern kann, wenn man

uber mehrere Modelle geeignet
integriert.
Probleml

osungen auf Basis von Komitees sind also ein wichtiges Konzept zur Optimierung
der Leistung neuronaler Modelle. Entwirft man ein neuronales System als Komitee, dann
sollte man diese Entscheidung bereits auf den einzelnen Entwurfsebenen beachten. Das heit,
der Entwurfsproze mu so gestaltet sein, da auch verschiedenartige L

osungen generiert
werden k

onnen. Das Ziel der vorliegenden Arbeit ist die Erarbeitung einer allgemein ein-
setzbaren Entwurfsmethodik, welche die verschiedenen Entwicklungsstufen eines neuronalen
Modells nicht nacheinander, sondern integriert in einer einzigen Optimierungsphase bear-
beitet und durch Synergieeekte eine signikante Leistungssteigerung erm

oglicht. Die erste
Stufe umfat die Parameteroptimierung verbunden mit der geeigneten Regularisierung. Die
zweite Stufe betrit die Optimierung der Eingabestruktur und der Topologie. Auf der letz-
ten Stufe wird die Abh

angigkeit von der speziellen Wahl der Trainingsdaten behandelt. Die
eigentliche Schwierigkeit liegt dabei darin, den Proze so zu gestalten, da einerseits die
Optimierung auf den einzelnen Ebenen erm

oglicht, andererseits die Suche aber so gestaltet
wird, da m

oglichst unabh

angige Netze gefunden werden. Es mu an dieser Stelle betont
werden, da der gesamte Optimierungsproze ohne die Verwendung von Kreuzvalidierung
auskommt. Alle wesentlichen Parameter werden automatisch adaptiert. Unkritische Para-
meter des Suchprozesses lassen sich einfach durch Vor

uberlegungen oder Erfahrungswerte
festlegen, wie sp

ater noch im Detail ausgef

uhrt wird.
1.3.1 Abgrenzung
Die vorliegende Arbeit stellt eine Methodik bereit, um in einem Parameterraum nach 'guten'
L

osungen zu suchen, deren zugeh

orige Modelle im stochastischen Sinne aber auch m

oglichst
unabh

angig sind. Welche Modellklasse konkret verwendet wird, ob neuronale Netze, Ent-
scheidungsb

aume, Gau-Prozesse oder Supportvektor-Maschinen, ist von untergeordneter
Bedeutung, solange f

ur das Modell ein analytisches G

utekriterium berechnet werden kann.
Von nicht zu untersch

atzender Wichtigkeit ist allerdings die Frage, ob f

ur die Modellklas-
se eine Methode der automatischen Regularisierung in

ahnlicher Weise wie das Bayes'sche
Lernen f

ur Neuronale Netze existiert. Ist dies nicht der Fall, dann gibt es zumindest einen Pa-
rameter, der durch Kreuzvalidierung optimiert werden mu. Bei Supportvektor-Maschinen
gibt man bisher beispielsweise noch eine Toleranzgrenze  f

ur Fehlklassikationen vor (Bur-
ges, 1998). Es ist oensichtlich, da das f

ur eine automatische Suche, bei der jedes Modell
prinzipiell eine andere Merkmalsstruktur und Trainingsdaten haben kann, ungeeignet ist,
da  jedesmal individuell bestimmt werden m

ute. Auch die Methoden f

ur die Merkmals-
selektion und Topologieoptimierung sind gegen

uber der Komiteebildung zweitrangig, da f

ur
den Suchproze vor allem die Unabh

angigkeit der Modelle betrachtet wird.
Neben dem Vergleich der hier entwickelten Konzepte zur Auswahl des Netzes mit der
h

ochsten Evidenz beim Bayes'schen Lernen, sind insbesondere auch andere bekannte Ver-
fahren zur Komiteebildung von Interesse. Hier sind vor allem das sogenannte Bagging und
Boosting zu nennen (Breiman, 1996, Freund & Schapire, 1996). Abzugrenzen ist die Arbeit
gegen Ans

atze, die die Fehlerfunktion ver

andern, um Komiteemitglieder zu gewinnen. Der
Ansatz von Rosen, der eine Unkorreliertheitsbedingung f

ur neuronale Netze als Strafterm
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formuliert (Rosen, 1996), weist ganz entscheidende Schwachstellen auf. Ebenso erw

ahnens-
wert ist der Ansatz von Hashem, der ebenfalls Korrelationen zwischen Modellen betrachtet,
aber kein analytisches Kriterium zur Optimierung des Komitees verwendet, sondern itera-
tiv von einer Kreuzvalidierungsmenge Gebrauch macht (Hashem, 1999). F

ur verrauschte
Daten f

uhrt dieses iterative Vorgehen unweigerlich zu starker Anpassung an die Kreuzva-
lidierungsmenge, d.h. Overtting. In Kapitel 3.2 wird Problematik dieser Ans

atze genauer
betrachtet.
Im experimentellen Teil der Arbeit werden vier prinzipielle Verfahren anhand verschiede-
ner Anwendungen verglichen: (I) Bayes'sches Lernen ohne Komiteebildung, (II) Bagging
und Boosting auf Basis regularisierter neuronaler Netze, (III + IV) die hier vorgestellten
Verfahren - evolutive Optimierung der Evidenz und das integrierte Konzept zur Komitee-
bildung. Dabei werden f

ur jedes Verfahren 10 Versuche mit verschiedenen Initialisierungen
durchgerechnet. Das heit, trainiert man normalerweise 100 Netze mit Bayes'schem Lernen,
um davon eines auszuw

ahlen, dann wird dieses Training zehnmal wiederholt. Entsprechend
werden die anderen drei Verfahren zehnmal durchgef

uhrt. Die Ergebnisse werden auf Ba-
sis eines Signikanztests (t-Test auf Gleichheit der Mittelwerte) verglichen, der im Anhang
A.1.1 beschrieben ist. Damit soll gew

ahrleistet werden, da die Verbesserungen nicht auf
Zuf

alligkeiten beruhen, wie das leider oft der Fall ist (Beck-Bornholdt & Dubben, 1998).
Eine Methode wird dann als besser gewertet, wenn sie im Mittel einen signikant geringeren
Fehler aufweist.
Als Anwendungen werden einerseits reale Problemstellungen betrachtet, z.B. die Prognose
von Finanzzeitreihen oder Absatzzahlen von Zeitungen, die hier am Institut im Rahmen
von Kooperationsprojekten mit der Industrie bearbeitet wurden. Andererseits greife ich
auf bekannte Benchmarksammlungen zur

uck, da hier auch Vergleichswerte von anderen
Forschungsgruppen vorliegen, insbesondere f

ur das Boosting-Verfahren, von dem verschie-
dene Varianten existieren. Es sei noch angemerkt, da Boosting f

ur Probleme mit groem
Rauschanteil, wie ich sie hier betrachte, nur bedingt geeignet ist. Das Verfahren konzen-
triert sich vor allem auf die Muster, die schwer zu lernen sind. Ein hoher Rauschanteil f

uhrt
deshalb zu deutlichen Overtting-Eekten (R

atsch et al., 1998).
Die Kombination mit anderen Verfahren zur Steigerung der Generalisierungsleistung, z.B.
die in j

ungster Zeit popul

are Methode des Multi-Tasking (Caruana, 1996, Gutjahr, 1999),
werden hier nicht weiter betrachtet, um nicht ins Uferlose auszuschweifen. Die einzelnen
Methoden schlieen sich meist nicht gegenseitig aus, sondern sind im Idealfall miteinander
kombinierbar, womit sich gegebenenfalls weitere Synergieeekte realisieren lassen.
1.3.2 Vorgehensweise und Aufbau
Der hier vorliegende Ansatz l

at sich zuerst in den Bereich der Komiteebildung einordnen,
st

utzt sich aber auch wesentlich auf Konzepte, die klassischerweise anderen Teilgebieten
des maschinellen Lernens zugeordnet werden: Neuronale Netze und Bayes'sches Lernen,
hierarchische Clusterverfahren und Evolution

are Suchstrategien. Diese Bausteine werden in
den ersten Kapiteln eingef

uhrt. Die Abbildung 1.5 gibt einen graphischen

Uberblick

uber
die Bausteine und die inhaltlichen Abh

angigkeiten der Arbeit.
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Merkmalsselektion
Komitees
hoher Evidenz unter
Topologie und Gewichte
Variation der Merkmale
Suche nach Modell mit
Suche nach Komiteelösung
optimierten Modellen.
aus unabhängigen,
Adaptive Gewichtung durch
Bayes’sches Varianzkriterium
Evidenz
Verzahnung von adaptiver
Regularisierung und 
Topologieoptimierung mit
Evidenz als Fitnesmaß
Komitees aus evolutiv
optimierten Modellen
Optimierungskriterien für
Clusterung von Netzen
Suche nach unabhängigen 
Evidenz in ihrer Klasse
Modellen mit höchster 
von Informationsmaßen
inhaltliche Abhängigkeiten des Konzeptes 
Optimierung von
Evolutive 
unabhängige Modelle
optimiertes Modell
Integriertes Konzept
Vorverarbeitung
Informationsmaße
Problemkodierung
Optimierung der 
Komitees
Bootstrapping
Zeithorizonte
Clusterverfahren
Bayes’sches Lernen
und Lernen 
Evolutionäre Suche
Verzahnung von 
Topologieoptimierung 
Gewichtsgruppen 
adapt. Weight-Decay 
Evidenz als Gütemaß 
Eingabestruktur
Abhängigkeitskriterien
Klasseneinteilung
Varianz der Ausgabe 
Evolutionäre Optimierung 
Abbildung 1.5: Die Abbildung verdeutlicht die Schritte ausgehend von den Bausteinen

uber die Op-
timierung eines neuronalen Netzes und der Evolution unabh

angiger Netze zum Ziel der Arbeit:
Probleml

osung durch Komitees neuronaler Netze.
Als Modellklasse werden im zweiten Kapitel neuronale Netze eingef

uhrt. Neben der Fehler-
funktion und der eigentlichen Parameteroptimierung wird der Regularisierung viel Raum
einger

aumt. Insbesondere das wichtige Konzept der automatischen Regularisierung mit der
Bayes'schen Methode wird detailliert behandelt. Das G

utema, das beim Bayes'schen Ler-
nen berechnet wird, die sogenannte Evidenz, wird sp

ater als Fitnewert im evolution

aren
Suchverfahren verwendet. Anhand eines Beispiels wird die in der Literatur bisher noch
nicht behandelte Problematik beleuchtet, da die

Anderung der Gewichtung des Regulari-
sierungstermes, d.h. die

Anderung der Fehlerfunktion, nicht unbedingt mit jedem Gradien-
tenabstiegsverfahren vertr

aglich ist.
Der Titel dieser Arbeit redet von Komitees zur L

osung von Problemen. In Kapitel drei wird
der bisherige Forschungsstand dargelegt. Ich werde darauf eingehen, unter welchen Bedin-
gungen Komitees mehr leisten als einzelne Modelle und welche Methoden bisher existie-
ren, um ein Komitee zu entwickeln. Ausgehend von der Dekomposition des Komiteefehlers
werde ich in diesem Kapitel ein Kriterium herleiten, um die Zusammensetzung von Ko-
mitees zu optimieren. Abschlieend leite ich auf einen zentralen Punkt dieser Arbeit hin -
die Clusterung von Modellen basierend auf dem hergeleiteten Optimierungskriterium. Das
Kriterium ber

ucksichtigt die stochastische Abh

angigkeit der Modelle. Da diese anhand der
Daten gesch

atzt werden mu, schliet Kapitel drei mit einer Berechnungsmethode f

ur die
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stochastische Abh

angigkeit.
Ein wesentliches Ziel dieser Arbeit ist es, ein integriertes Konzept zur Modellentwicklung
vorzulegen, das wesentliche Schritte des Entwurfs vereinigt. Der Inhalt von Kapitel 4 ist
die Klammer, die die einzelnen Komponenten zusammenh

alt - evolution

are Suchverfahren.
Ich werde das System Enzo, aus dem diese Arbeit hervorgegangen ist, beschreiben, seine
Einschr

ankungen darlegen, und schlielich die grundlegende Idee dieser Arbeit vorstellen:
Wie kann man Information

uber andere Populationsmitglieder, d.h. neuronale Netze, ge-
zielt nutzen, um Komitees zu evolvieren? Hier werde ich insbesondere darlegen, in welcher
Weise die Clusterung von Netzen in den Suchproze eingebracht wird. Weiterhin werden
die genetischen Operatoren vorgestellt, mittels derer in dieser Arbeit neue Suchpunkte aus
den bestehenden generiert werden. Dazu geh

ort auch der wichtige Aspekt der Parameter-
optimierung, der auf die neuen Suchpunkte angewendet wird. Ich werde aufzeigen, wie sich
das Bayes'sche Lernen mit einem Suchverfahren eÆzient kombinieren l

at. Damit sind die
Konzepte vorgestellt, die in den folgenden Kapiteln eingehend untersucht werden sollen.
Kapitel 5 beinhaltet die Entwicklung der verbindenen Elemente - Zwischenstationen auf
dem Weg zu einem integrierten Konzept.
Zuerst betrachte ich die Evidenz eines Modells als Optimierungskriterium und zeige, da
sich bei festgehaltener Eingabestruktur durch geeignete Verzahnung des Bayes'schen Lernens
und evolution

arer Suche ohne h

oheren Aufwand Modelle mit gr

oerer Evidenz nden lassen.
Dieses Verfahren wird dann um die Optimierung der Topologie und des Merkmalsvektors
erweitert. Der zweite Baustein dreht sich um die Frage, wie man eine geeignete Kodierung
f

ur ein Problem nden und dem 'Fluch der Dimensionen' Rechnung tragen kann. Hierzu
integriere ich statistische Kriterien zur Bewertung des Informationsgehaltes (von Kodierun-
gen) in das evolution

are Suchverfahren. Neben dem k

unstlichen Problem aus Abbildung
1.1, das ich in vielen Spielarten verwenden werde, um ganz spezielle Aspekte zu beleuchten,
werden noch einige Probleme aus Benchmarksammlungen betrachtet (Neal, 1998, Merz &
Murphy, 1998, Prechelt, 1994). Abschlieend zeige ich mittels der verrauschten Sinusdaten
die Grenzen der Modelloptimierung auf, indem verschiedene Parameter, z.B. der Rauschan-
teil oder die zugrundeliegende Verteilung, variiert werden. Die dort aufgezeigten Probleme
sind grunds

atzlicher Natur und nicht etwa nur auf neuronale Netze beschr

ankt.
Nach den Vorarbeiten des f

unften Kapitels werde ich mich dann in Kapitel sechs der syste-
matischen Entwicklung unabh

angiger Modelle zuwenden. Die grundlegenden Fragen lauten
hier, ein Ma der Unabh

angigkeit der Modelle in das evolution

are Suchverfahren zu integrie-
ren. Diese Integration soll auch noch der zweiten Forderung Gen

uge leisten, da die Evidenz
der Modelle maximiert wird. Die multimodale Suche erlaubt es, weitere sinnvolle Mutations-
operatoren zu denieren, z.B. auf der Trainingsmenge, die f

ur jedes Netz individuell gew

ahlt
wird. F

ur jeden Operator wird der Nachweis gef

uhrt, da er f

ur den Optimierungsproze von
Nutzen ist. Eine Evolution ist ein fortschreitender Proze. Ist es g

unstiger, wenn die Nach-
kommen ihre Vorfahren vollst

andig ersetzen, oder soll die bisherige L

osung die M

oglichkeit
bekommen, erhalten zu bleiben? Mit der Entscheidung f

ur eine Verzahnung der Suche mit
dem Bayes'schen Lernen verbleibt nur die Wahl der zweiten Strategie. Damit verbindet sich
auch die Frage, welche Modelle am Ende der Evolution denn nun tats

achlich ausgew

ahlt
werden sollen. Idealerweise konvergiert der Algorithmus, wenn er mehrere lokale Optima
der Fitnefunktion gefunden hat. Den Abschlu von Kapitel sechs bildet eine adaptive Ge-
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wichtung der Komiteemitglieder mit Hilfe des Bayes'schen Varianzkriteriums. Damit ist das
integrierte Konzept zur Entwicklung von Komiteel

osungen vollst

andig.
Kapitel 7 widmet sich der Evaluation des Ansatzes durch eine konkrete Anwendung. Der
Schwerpunkt dieses Kapitels liegt vor allem auf der Frage, ob sich mit dem vorgeschlagenen
Ansatz signikante Verbesserungen bei der Modellentwicklung f

ur reale Problemstellungen
erzielen lassen. Im Rahmen der Zusammenarbeit mit dem Axel Springer Verlag wurden
Modelle f

ur Prognose von Absatzzahlen von Zeitungen erstellt. Da f

ur diese Anwendung
mehrere hundert Datens

atze vorliegen, l

at sich eindeutig bewerten, ob Verbesserungen der
Systemleistung signikant sind. An dieser Problemstellung, der Prognose von Verkaufszah-
len vieler H

andler, m

ochte ich ebenfalls zeigen, da ein modularer Baukasten sinnvoll ist.
Reale Probleme unterliegen oft zus

atzlichen Einschr

ankungen die neben dem prim

aren Opti-
mierungsziel betrachtet werden m

ussen. Im Falle der Prognose f

ur viele Verkaufsstellen w

are
das beispielsweise die Wartbarkeit der Systeme, die wesentlich einfacher ist, wenn nicht f

ur
jede Verkaufsstelle eine Speziall

osung generiert wird.
Den Abschlu bildet eine Zusammenfassung und Bewertung der Arbeit, mit einer Skizze
weiterf

uhrender Fragestellungen, die zu betrachten lohnend sein k

onnte.
Abbildung 1.5 zeigt die inhaltlichen Abh

angigkeiten der Arbeit. Die grau hinterlegten Felder
zeigen die Grundlagen, auf denen diese Arbeit aufbaut. Die weien Felder korrespondieren
zu Konzepten, die in dieser Arbeit erstmalig vorgeschlagen und zu einem integrierten Op-
timierungskonzept, das alle grundlegenden Entwurfsentscheidungen einbezieht, ausgestaltet
werden. Zusammengefat ergaben sich in den folgenden Bereichen Fortschritte:
Modelloptimierung:
 Geeignete Verzahnung des iterativen Bayes'schen Lernens mit einem Suchverfahren
 Evidenz als Optimierungskriterium des Suchverfahrens
 Ersetzen von Suchaufwand durch Vorberechnung geeigneter Schritte mit statistischen
Verfahren (z.B. Mutual Information)
 Untersuchung der Kompatibilit

at von Gradientenabstiegsverfahren mit automatischer
Regularisierung
Komiteebildung:
 Herleitung eines Optimierungskriteriums f

ur die Zusammensetzung von Komitees
 Bestimmung der Zusammensetzung eines Komitees durch Klassenbildung auf Basis
einer

Ahnlichkeitsmatrix (stochastische Abh

angigkeit)
 Adaptive Gewichtung der Komiteemitglieder mittels der Varianz der Ausgabe, die das
Bayes'sche Verfahren berechnet
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Evolution

are Strategien:
 Multimodale Evolution durch Einbeziehen der stochastischen Abh

angigkeiten der Net-
ze, d.h. kein Kollabieren des Algorithmus in einen einzelnen Suchpunkt
 Gleichzeitige Optimierung zweier Kriterien - Evidenz und stochastische Unabh

angig-
keit - durch den evolution

aren Algorithmus
 Integriertes Optimierungskonzept, das f

unf wesentliche Teilaufgaben bei der Probleml

osung
mit neuronalen Netzen behandelt und dadurch Synergieeekte ausnutzt: Gewichts-,
Topologie- und Merkmalsoptimierung sowie Datenabh

angigkeit und Modellauswahl.
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Kapitel 2
Neuronale Netze und Bayes'sches
Lernen
Das Ziel des Lernens ist es, einen funktionalen Zusammenhang auf Basis empirischer Daten
implizit in Form eines Modells zu gewinnen. Dazu ben

otigt man einen Modelltyp, d.h. eine
Klasse von Funktionen mit freien Parametern, die es erlauben, sich dem Datensatz anzu-
passen. Mittels der Daten werden die freien Parameter bestimmt, um den Zusammenhang
m

oglichst gut zu modellieren. In dieser Arbeit werden als Modelltyp vorw

artsgerichtete neu-
ronale Netze (Feed-Forward Netze, Multilayer Perceptrons) verwendet. Die Nomenklatur zur
Beschreibung der grundlegenden Konzepte f

ur neuronale Netze folgt der von (Bishop, 1995).
Auf die Herleitung und detaillierte Beschreibung der aus der Literatur bekannten Verfahren
verzichte ich hier weitestgehend.
Ist f

ur ein gegebenes Problem eine Kodierung der Daten und eine Netztopologie gew

ahlt,
dann bedarf es, um die Parameter des neuronalen Netzes einzustellen, der Wahl einer f

ur
das Problem geeigneten Fehlerfunktion sowie der Festlegung einer Datenmenge zum Trai-
ning, weiterhin einer Methodik, den Regularisierungsterm zu gewichten, sowie der Wahl
eines Lernverfahrens, das die Parameter des Netzes adaptiert. Diese Punkte werden im fol-
genden behandelt. Anschlieend wird umfassend der Bayes'sche Ansatz vorgestellt, wie er
hier verwendet wird, um den Regularisierungsterm automatisch zu gewichten.
2.1 Fehlerfunktionen
Wie bereits ausgef

uhrt, ist das Ziel des Lernens, ein erwartetes Risiko zu minimieren, indem
der den Daten zugrundeliegende Proze approximiert wird. Diesen Proze beschreibt man
im allgemeinen durch die gemeinsame Verteilung p(x; t) = p(tjx)p(x) im Eingabe- und Ziel-
raum. t bezeichnet die Ausgabe und x die Eingabe. Um f

ur einen neuen, bisher unbekannten
Wert von x die Ausgabe zu sch

atzen, ben

otigt man im Anwendungsfall vor allem ein Modell
der bedingten Wahrscheinlichkeit p(tjx). Das neuronale Netz soll genau diese Aufgabe lei-
sten. In diesem Fall h

angt die bedingte Wahrscheinlichkeit, die das Netz modelliert, von den
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Parametern des Netzes ab und wird auch als Likelihood-Funktion bezeichnet. Im folgenden
betrachte ich die Ausgabe t der einfacheren Schreibweise wegen nur als eindimensional.
Die Likelihood-Funktion f

ur einen Datensatz ergibt sich, wenn die Datenpunkte unabh

angig
gew

ahlt sind, zu
L =
Y
n
p(x
n
; t
n
) =
Y
n
p(t
n
jx
n
)p(x
n
):
Um eine Fehlerfunktion zu gewinnen, minimiert man den negativen Logarithmus der Like-
lihood und geht damit auch von der Produktform zu einer Summenform

uber:
E =   lnL =  
X
n
ln p(t
n
jx
n
) 
X
n
ln p(x
n
):
Der zweite Summand
P
n
ln p(x
n
) ist unabh

angig von den Parametern des Modells, d.h. eine
Konstante, und kann bei der Minimierung gestrichen werden. Unter verschiedenen Annah-
men

uber die Form der Verteilung p(tjx) gelangt man zu verschiedenen Fehlerfunktionen
(Bishop, 1995).
Ausgehend vom Maximium-Likelihood Prinzip und der Annahme von Zielwerten t, die mit
normalverteiltem Rauschen behaftet sind, was f

ur Regressionsprobleme eine plausible An-
nahme ist, erh

alt man die quadratische Fehlerfunktion
E
Q
=
1
2
X
n
(y(x
n
;w)  t
n
)
2
:
Dabei steht y(x
n
;w) f

ur die Ausgabe des Modells, d.h. des neuronalen Netzes, w

ahrend w
der Parametervektor dieses Netzes ist. In Kapitel 2.5.1 wird die Likelihood-Funktion noch
detaillierter behandelt. Betrachtet man dagegen Klassikationsprobleme, dann geht man
von unverrauschten oder korrekt gelabelten Daten aus. W

ahlt man f

ur ein Zwei-Klassen
Problem eine 1=0 Kodierung mit t = 1, wenn x zur Klasse 1 geh

ort und t = 0 im anderen
Fall, dann mu man eine bin

are Ausgabe modellieren, d.h. die Netzausgabe kann als be-
dingte Wahrscheinlichkeit f

ur t = 1 unter der Eingabe x betrachtet werden. Die bedingte
Wahrscheinlichkeit f

ur t ergibt sich zu
p(tjx) = y
t
(1  y)
1 t
:
Damit erh

alt man die Cross-Entropy Fehlerfunktion
E
CE
=  
X
n
t
n
ln y
n
+ (1  t
n
) ln(1  y
n
):
Dieses Konzept l

at sich auf eine 1-aus-N Kodierung verallgemeinern. Man erh

alt die soge-
nannte Multi-Cross-Entropy Fehlerfunktion
E
MCE
=  
X
n
N
X
k=1
t
n
k
ln y
n
k
:
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Die Fehlerfunktion wird mittels eines Gradientenabstiegs minimiert. Hierbei wird der Back-
propagation Algorithmus eingesetzt, um die partiellen Ableitungen der Fehlerfunktion nach
den Gewichten des neuronalen Netzes
@E
@w
ij
zu berechnen (Rumelhart et al., 1986a). Es
bleibt anzumerken, da man zu jeder Fehlerfunktion eine 'nat

urliche' Aktivierungsfunktion
angeben kann, so da die sogenannten Fehlersignale Æ
k
=
@E
@a
k
der Ausgabeneuronen gerade
die einfache Form y
k
  t
k
annehmen. Die Herleitungen nden sich ausf

uhrlich bei (Bishop,
1995). Dabei ist a
k
die Aktivierung des k-ten Ausgabeneurons. Die folgende Tabelle stellt
die Problemstellungen und die zugeh

origen Fehler- bzw. Aktivierungsfunktionen zusammen.
Problemtyp Fehlerfunktion Aktivierungsfunktion
Regressionsproblem Summe der Quadrate linear
Klassikation bei 2 Klassen Cross-Entropy logistisch
1 aus N Klassikation Multi-Cross-Entropy verallgemeinerte logistische
In den im experimentellen Teil untersuchten Problemstellungen wird jeweils die 'passende'
Fehler- und Aktivierungsfunktion verwendet.
2.2 Datenabh

angigkeit
Die Auswahl der Daten zum Training ist ein oft untersch

atztes Problem bei der Modell-
entwicklung. Eine tiefere Einsicht kann man durch die Betrachtung des Fehlers im Falle
unendlich vieler Daten gewinnen. Im folgenden verwende ich der Einfachheit halber den
quadratischen Fehler. Aus dem durchschnittlichen Fehler pro Muster
E
Train
=
1
2N
N
X
n=1
(y(x
n
;w)  t
n
)
2
(2.1)
gewinnt man durch Grenz

ubergang f

ur N !1 den Generalisierungsfehler
E
Gen
=
1
2
Z Z
(y(x;w)  t)
2
p(t;x) dtdx: (2.2)
Mit den bedingten Erwartungswerten von t,
E [tjx] =
Z
tp(tjx) dt bzw.
E [t
2
jx] =
Z
t
2
p(tjx) dt;
und p(t;x) = p(tjx)p(x) sowie y(x;w)   t = y(x;w)   E [tjx] + E [tjx]   t gewinnt man die
Form
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E
Gen
(w) =
1
2
Z
( y(x;w)  E [tjx] )
2
p(x) dx
+
1
2
Z

E [t
2
jx]  E [tjx]

2
p(x) dx (2.3)
Der zweite Term ist unabh

angig vom neuronalen Netz. In der Praxis h

angt der Fehler des
neuronalen Netzes y(x;w) vom endlichen Datensatz D ab, mit dem es trainiert wurde. Um
diese Abh

angigkeit zu eliminieren, kann man

uber alle m

oglichen N -elementigen Datens

atze
mitteln, d.h. wir betrachten statt des ersten Integranden den Erwartungswert
E
D
h
( y(x;w)  E [tjx] )
2
i
:
Damit ergibt sich f

ur den Erwartungswert des ersten Integranden die Darstellung
E
D
h
(y(x;w)  E [tjx] )
2
i
=
(E
D
[y(x;w)]   E [tjx])
2
+ E
D
h
(y(x;w)  E
D
[y(x;w)])
2
i
: (2.4)
Gleichung 2.4 zusammen mit Gleichung 2.3 bezeichnet man als die Bias-Varianz Dekompo-
sition des Fehlers (Geman et al., 1992, Bishop, 1995):
(Bias)
2
=
1
2
Z
(E
D
[y(x;w)]   E [tjx])
2
p(x) d(x)
Varianz =
1
2
Z
E
D
h
(y(x;w)   E
D
[y(x;w)])
2
i
p(x) d(x):
(2.5)
Die Bedeutung der Bias-Varianz Dekomposition erschliet sich, wenn man die beiden Ex-
tremf

alle betrachtet: Im einen Fall w

ahlt man als Modell eine feste Funktion g(x) v

ollig
unabh

angig von den Daten. Da es keine Flexibilit

at besitzt, um sich den Daten anzupassen,
hat es einen hohen Bias. Im anderen Fall w

ahlt man eine Funktion, die die Daten perfekt
wiedergibt. Die Daten werden also 'auswendig' gelernt, auch ein eventueller Rauschanteil.
Das Modell hat eine hohe Varianz, da das Hinzuf

ugen oder Entfernen von Datenpunkten
dann zu einem g

anzlich anderen Modell f

uhrt. Abbildung 2.1 illustriert das Gesagte.
Die beiden Gr

oen verhalten sich in nat

urlicher Weise komplement

ar. Funktionen, die die
Trainingsdaten perfekt abbilden, haben in der Regel eine hohe Varianz und damit einen
hohen Generalisierungsfehler. Regularisiert man die Funktion, sinkt die Varianz. Ist die
Regularisierung allerdings zu stark, dann wird der Bias und damit auch wieder der Genera-
lisierungsfehler gro.
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Abbildung 2.1:
Das Bias-Varianz-Dilemma illustriert
am Beispiel aus Abbildung 1.1b: Ein
Modell mit wenig Freiheitsgraden ist
zu unexibel und hat einen hohen Bi-
as, ein Modell mit vielen Freiheitsgra-
den hat eine hohe Varianz und lernt
die Trainingsdaten nahezu 'auswendig'.
Insbesondere in Bereichen, in denen
wenig Daten vorhanden sind, weicht die
gelernte Funktion im letzten Fall stark
von der gesuchten ab.
-3
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erzeugender Prozess
Die hier vorgestellte Dekomposition geht von dem quadratischen Fehler aus. Daher w

are es
w

unschenswert, eine Bias-Varianz Dekomposition zu entwickeln, die kein bestimmtes Fehler-
ma vorausetzt. Dazu stellte j

ungst Heskes einen sch

onen Ansatz vor, der auf der Kullback-
Leibler Distanz zwischen der tats

achlichen Verteilung der Zielwerte und einer Sch

atzung
dieser Verteilung basiert. Damit l

at sich der Fehler allgemein in zwei Terme, Bias und Va-
rianz, aufspalten. Der Bias entspricht der Kullback-Leibler Distanz zwischen der Zielvertei-
lung und einem Mittelwert aller Sch

atzer, die Varianz der Distanz zwischen dem Mittelwert
und dem gegebenen Sch

atzer (Heskes, 1998).
In der Praxis kann man die Problematik der Datenabh

angigkeit dadurch abmildern, da
man aus einer einmal festgelegten Trainingsmenge mehrere Teilmengen bildet, mit denen
die Netze trainiert werden. Dies ist insbesondere dann wichtig, wenn f

ur ein Problem nur
wenig Daten erh

altlich und diese eventuell noch mit starkem Rauschen behaftet sind.
2.3 Regularisierung
Die Theorie der Regularisierung besagt, wenn man aus empirischen Daten einen funktionalen
Zusammenhang lernen m

ochte, da man den regularisierten Fehler minimieren sollte, um
eine geeignete L

osung zu erhalten. F

ur die Entwicklung neuronaler Netze addiert man zu
einem auf den Daten gemessenen Fehler E
D
einen weiteren Term E
R
, der die Komplexit

at
des Modells mit:
E = E
D
+ E
R
: (2.6)
E
D
steht dabei f

ur eine der obigen Fehlerfunktionen. Der Gewichtsvektor w wird nun bei
festgehaltenem  durch das Training so bestimmt, da die Fehlerfunktion E minimal wird.
Das neuronale Netz mu nun einerseits die Trainingsdaten lernen, andererseits aber auch
eine m

oglichst geringe Komplexit

at E
R
aufweisen. Der f

ur neuronale Netze am h

augsten
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verwendete Regularisierungsterm ist die Summe

uber die quadratischen Gewichte, der so-
genannte Weight-Decay (Hertz et al., 1991, Bishop, 1995):
E
R
=
1
2
X
i
w
2
i
:
Ein geeignetes  bestimmt man experimentell durch Kreuzvalidierung, d.h. man beobachtet
den Fehler auf einer gen

ugend groen Menge von Daten, die man von der Trainingsmenge
abtrennt, und vergr

oert  ausgehend von 0 so lange, bis der Overtting-Eekt gerade noch
unterdr

uckt wird. Die G

ute des Ergebnisses h

angt von der speziellen Wahl der Kreuzvali-
dierungsmenge ebenso ab, wie von der Gewichtsinitialisierung und der Feinheit des Rasters,
mit dem  vergr

oert wird.
Mittels des Bayes'schen Theorems l

at sich ein Verfahren herleiten, das die Regularisierung
automatisch und adaptiv w

ahrend des Trainings berechnet. Insbesondere wird dazu keine
zus

atzliche Validierungsmenge benutzt, so da mehr Daten zum Training und Testen zur
Verf

ugung stehen.
2.4 Parameteroptimierung
Der Erfolg des Backpropagation beruhte darauf, da man einen eÆzienten Algorithmus
angeben konnte, um die Ableitung der Fehlerfunktion nach den Gewichten in einem mehr-
schichtigen Netz zu berechnen, um einen Gradientenabstieg f

ur die Fehlerfunktion zu rea-
lisieren (Rumelhart et al., 1986a, Bishop, 1995). Die R

uckw

artspropagierung des Fehlers
ist zu unterscheiden von der Anpassung der Gewichte w

ahrend des Gradientenabstiegs. Die
Parameteroptimierung besteht im wesentlichen aus zwei Teilen: Zuerst wird die Richtung
bestimmt, in der das Minimum gesucht wird, dann wird die L

ange des Schrittes in diese
Richtung, d.h. die Gewichts

anderung, berechnet.
Die einfachste Variante des Gradientenabstiegs, n

amlich sich nur nach der Gr

oe des Gradi-
enten zu richten, ist in der Literatur ebenfalls als Backpropagation bekannt. Das Verfahren
ndet bereits f

ur Fehlerfunktionen, die in Abh

angigkeit der Gewichte quadratisch sind, das
Minimum nicht, wenn die L

ange des Gradienten (skaliert mit der Lernrate) gr

oer ist als
die Entfernung zu dem Punkt im Gewichtsraum, der in Gradientenrichtung auf der selben
H

ohenlinie liegt (vgl. Abbildung 2.2).
Der wesentliche Nachteil des einfachen Verfahrens besteht darin, da es beim aktuellen
Schritt keine Information verwendet, die in vorhergehenden Schritten gewonnen wurde. Ein
Ged

achtnis dieser Art wird z.B. von den sogenannten Kongugierten Gradienten Verfahren
(Bishop, 1995, Fletcher, 1995), insbesondere Scaled Conjugate Gradient (Mller, 1993), oder
auch dem hier am Institut entwickelten Verfahren Rprop verwendet (Riedmiller, 1994).
Scaled Conjugate Gradient (SCG) versucht die Fehlerfunktion als quadratisch anzunehmen
und springt in das Minimum dieses Paraboloid in der vorher festgelegten Suchrichtung. Ist an
diesem Punkt der so vorhergesagte Fehler (mittels des Paraboloids) nahe am tats

achlichen
Fehler, dann pat die quadratische Annahme. Ist der Unterschied zu gro, verwirft man die
Annahme. Im ersten Fall bendet man sich nun nahe bei einem Minimum und verkleinert
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die Schrittweite um einen konstanten Faktor (z.B. auf die H

alfte). Im zweiten Fall bendet
man sich weit weg, dann vergr

oert man die Schrittweite.
W

ahlt man als n

achste Suchrichtung wieder den negativen Gradienten, dann liegt diese
senkrecht zur vorherigen Richtung, wenn man im vorigen Schritt genau das Minimum ge-
funden hat. Im zweidimensionalen Fall l

auft man also einen Zick-Zack Weg (mit rechten
Winkeln) ab. Das Verfahren der konjugierten Gradienten versucht dies zu vermeiden. Die
neue Richtung wird senkrecht zu allen bisherigen Richtungen gew

ahlt, so da das im vorigen
Abschnitt erhaltene Minimum nicht wieder verlassen wird.
Die Idee des Rprop Lernalgorithmus basiert darauf, jedes Gewicht f

ur sich zu betrachten und
f

ur jedes Gewicht eine individuelle Schrittweite zu bestimmen. Dazu verwendet man nur noch
die Information, ob man im vorigen Schritt in dieselbe Richtung gegangen ist. Der Betrag des
Gradienten wird nicht mehr verwendet. Ist die Richtung dieselbe, dann wird die Schrittweite
f

ur dieses Gewicht vergr

oert (es wird beschleunigt), ist die Richtung entgegengesetzt, dann
wird die Schrittweite verkleinert (es wird abgebremst). Beschleunigung und Abbremsung
werden jeweils durch Multiplikation eines Faktors > 1 bzw. < 1 erreicht.
Abbildung 2.2 zeigt f

ur ein Netz mit zwei Gewichten zu einem linearen Regressionsproblem
den Weg der drei Verfahren zum Minimum. Die Fehlerfunktion ist durch H

ohenlinien im
Gewichtsraum dargestellt. Ausgehend von dem Startpunkt entfernt sich Backpropagation
immer weiter vom Minimum. SCG ndet das Minimum in wenigen Schritten, da die An-
nahme einer quadratischen Funktion genau zutrit. F

ur Rprop ist die Beschleunigungsphase
am Anfang und kurz vor Erreichen des Minimums typisch. Diese Eigenschaft verlangsamt
f

ur den gezeigten Fall die Konvergenz gegen

uber SCG, macht das Verfahren aber robust
im Falle, da die Fehlerfunktion von einer quadratischen Form abweicht oder da sich die
Fehlerfunktion

andert.
Ver

andert man den Gewichtungsfaktors  des Strafterms w

ahrend des Lernens, dann birgt
das eine in der Literatur bisher noch nicht behandelte Problematik: Die Fehlerfunktion,
deren Minimum man sucht,

andert sich bei jeder neuen Sch

atzung des Faktors. Es ist nicht
oensichtlich, ob und wieweit ein Lernverfahren mit einer automatischen Gewichtung kom-
patibel ist, wie sie durch das Bayes'sche Verfahren realisert wird. Anhand der beiden Ver-
fahren, Scaled Conjugate Gradient und Rprop, wird diese Problematik nach der Einf

uhrung
des Bayes'schen Lernens nochmals beleuchtet.
2.5 Bayes'sches Lernen
Die Arbeiten zur Anwendung des Bayes'schen Lernens bei neuronalen Netzen gehen im
wesentlichen auf die Dissertation von MacKay zur

uck (MacKay, 1992). Eine umfassende
Diskussion ndet man vor allem in (Bishop, 1995) und der Dissertation von Gutjahr (Gut-
jahr, 1999). Im Rahmen dieser Theorie l

at sich der Parameter  stochastisch interpretieren
und ein Optimierungsverfahren f

ur  angeben. Bei 'empirischen' Regularisierungsverfahren
wird der Gewichtungsfaktor  mittels Kreuzvalidierung eingestellt. Dadurch ergeben sich
einige Nachteile:
 Es stehen weniger Daten zum Training zur Verf

ugung.
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Verlauf der Fehlerminimierung
Scaled Conjugate Gradient 
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Abbildung 2.2: Verlauf des Gradientenabstiegs im Gewichtsraum bei einer zweidimensionalen, para-
belf

ormigen Fehlerfunktion f

ur Backpropagation, Scaled Conjugate Gradient und Rprop ausgehend
vom selben Startpunkt links im Bild. Der Weg f

ur Rprop ist durch einzelne Kreuze gekennzeichnet,
f

ur SCG durch die durchgezogene Linie, die die drei Schritte bis zum Minimum verbindet. Die ge-
strichelte Zick-Zack-Linie zeigt den Weg f

ur Backpropagation, der nicht zum Minimum f

uhrt. Die
Fehlerfunktion ist mittels H

ohenlinien dargestellt. Die gezeigte Fehlerfunktion erf

ullt genau die An-
nahmen f

ur die quadratische Approximation des SCG-Verfahrens. Im allgemeinen sind diese nicht
erf

ullt. Die f

ur Rprop typische Beschleunigungs- und Abbremsphase ist deshalb oft von Vorteil, da
die Fehlerfunktion dabei beliebige Form haben kann.
 F

ugt man die Validierungsmenge der Trainingsmenge hinzu, um eine m

oglichst groe
Menge zu erhalten, dann ist der empirisch ermittelte Wert ungenau.
 Die Parameter m

ussen individuell f

ur jede Topologie und Datenaufteilung bestimmt
werden. Dies ist insbesondere dann problematisch, wenn die Topologie, z.B. der Ein-
gabevektor, ebenfalls optimiert werden soll.
 Die Werte h

angen stark von der Validierungsmenge ab. Dies kann insbesondere dann
zu Problemen f

uhren, wenn die Menge klein ist oder wenn die Daten stark verrauscht
sind.
Die Bayes'sche Regel wird f

ur das Training neuronaler Netze in der Weise angewendet,
da man sein Wissen

uber das Problem als a-priori Annahme formuliert, z.B. eine spezielle
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Verteilung der Gewichte p(w) annimmt, und mittels der Regel von Bayes nach Beobachtung
der Daten (Training) in eine a-posteriori Verteilung

uberf

uhrt:
p(wjD) =
p(Djw)  p(w)
p(D):
(2.7)
Die bedingte Wahrscheinlichkeit p(Djw) ist der datenabh

angige Term in der Formel, den
man gew

ohnlich als Likelihood-Funktion bezeichnet. Er gibt dabei an, inwieweit das Modell
mit Gewichtsvektor w die Daten erkl

art, d.h. es wird die Wahrscheinlichkeit gesch

atzt, da
die Ausgabedaten y bei Eingabe x von demModell generiert wurden. Dadurch tr

agt man der
Tatsache Rechnung, da man durch das Training Information dar

uber gelernt hat, inwiefern
ein bestimmtes w mit den Daten konsistent ist. Um die a-posteriori Wahrscheinlichkeit aus-
zuwerten, mu man die Annahmen f

ur die a-priori Verteilung und die Likelihood-Funktion
konkretisieren.
Im folgenden werden drei Stufen des Bayes'schen Ansatzes durchlaufen: Zuerst sucht man
nach einem optimalen Gewichtsvektor. Um diesen f

ur eine variable Gewichtung von E
R
zu gewinnen, optimiert man auf der zweiten Stufe diese Gewichtung des Regularisierungs-
termes. Abschlieend vergleicht man noch verschiedene Topologien miteinander, um ein
geeignetes Modell zu erhalten. Auf einer Stufe werden immer zwei Aspekte betrachtet: Ei-
nerseits ben

otigt man ein Verfahren, um die Parameter zu optimieren, die die a-posteriori
Wahrscheinlichkeit maximieren. Andererseits m

ochte man auch eine Approximation dieser
a-posteriori Verteilung haben, um mit dieser arbeiten zu k

onnen.
2.5.1 Optimierung des Gewichtsvektors
Im Gegensatz zum Maximum-Likelihood Ansatz, bei dem eine Fehlerfunktion minimiert
wird und als Resultat ein Gewichtsvektor geliefert wird, verwendet der Bayes'sche Ansatz
eine Wahrscheinlichkeitsverteilung

uber dem Gewichtsraum, die wiedergibt, inwieweit eine
bestimmte Gewichtseinstellung dem gesuchten Modell entspricht. Diese Funktion entspricht
zu Beginn einer a-priori Annahme, die dann nach dem Training, d.h. nach der Beobachtung
der Daten, in eine a-posteriori Verteilung

uberf

uhrt wird. Diese Verteilung ben

otigt man
auf der n

achsten Stufe.
A-priori Wahrscheinlichkeit f

ur die Gewichte
F

ur die a-priori Verteilung w

ahlt man im einfachsten Fall eine Normalverteilung um 0 mit
Varianz 1=:
p(w
q
) =
p
'(
p
w
q
):
Dabei bezeichnet '(x) =
1
p
2
e
 
1
2
x
2
die Dichte der Standardnormalverteilung und w
q
die q-
te Komponente des Gewichtsvektors.

Uber den sogenannten Hyperparameter  wird direkt
die Komplexit

at des Modells gesteuert. Ein groes  sorgt daf

ur, da sich die Gewichte nahe
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um Null konzentrieren, das Modell also eine geringe Komplexit

at hat. Die Verteilung p(w)
ergibt sich unter der Annahme, da die Gewichte voneinander unabh

angig sind, als Produkt
der Verteilungen f

ur die einzelnen Gewichte w
q
p(w) =
W
Y
q=1
p(w
q
) =
W
Y
q=1
r

2
e
 

2
(w
q
)
2
= (

2
)
W
2
e
 

2
P
W
q=1
w
2
q
= (

2
)
W
2
e
 E
W
: (2.8)
Mit der obigen Verteilungsannahme setzt man voraus, da die Muster ebenso symmetrisch
um Null skaliert sind. In (Nautze & Gutjahr, 1997, Gutjahr, 1999) werden die Annahmen
dahingehend abgeschw

acht, da der Mittelwert der Verteilung auch als Parameter aufgefat
und dann durch das Training optimiert wird. Ebenso ist die Annahme der Unabh

angigkeit
der Gewichte nicht ganz zutreend. Bei der empirisch begr

undeten Verwendung des Weight-
Decays macht man diese Annahmen implizit. Die Einbettung in eine Theorie zwingt also
dazu, sich der Voraussetzungen bewut zu werden und auch die Grenzen der Verfahren zu
erkennen.
Likelihood Funktion
Der erste Term aus der Bayes'schen Regel 2.7 h

angt von dem auf den Daten gemessenen
Fehler ab. In die spezielle Form der Likelihood Funktion iet die gew

ahlte Fehlerfunktion
mit ein. Ich beschr

anke mich auf den interessanteren Fall der Regressionsprobleme. F

ur
Klassikationsprobleme entfallen einige der im folgenden gemachten Annahmen, da in den
Zielwerten keine Unsicherheit enthalten ist, d.h. im eindimensionalen Fall sind sie entweder
0 oder 1.

Uber die Verteilung der Zielwerte wird die einfache Annahme gemacht, da sie von einer
stetigen Funktion generiert wurden und mit normalverteiltem Rauschen mit Varianz 1=
behaftet sind. d.h.
t = h(x) + :
Die Verteilung des Fehlers ist dann durch
p() =
p
'(
p
)
gegeben. Identiziert man h(x) mit einem neuronalen Netz y(x;w), dann erh

alt man mit
den beiden vorangehenden Gleichungen die Wahrscheinlichkeit den (tats

achlichen) Zielwert
t bei Eingabe x zu sch

atzen:
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p(tjx;w) =
p
'

p
(y(x;w)   t)

=
1
C

e
 

2
(y(x;w) t)
2
: (2.9)
F

ur den Likelihood Term ergibt sich damit:
p(Djw) =
N
Y
n=1
p(t
n
jx
n
;w)
= (

2
)
N
2
e
 

2
P
N
n=1
(y(x
n
;w) t
n
)
2
=


2

N
2
e
 E
D
: (2.10)
A-posteriori Wahrscheinlichhkeit f

ur die Gewichte
Mit der Wahl eines Priors, Gleichung (2.8), und einer Likelihood Funktion, Gleichung (2.10),
hat man die Vorraussetzungen geschaen, die a-posteriori Verteilung der Gewichte mittels
der Regel von Bayes zu bestimmen:
p(wjD) =
1
C

1
C

p(Djw)p(w)
p(D)
=
1
p(D)C

C

e
 E
D
 E
W
=
1
C
S
e
 S(w)
: (2.11)
S(w) ist also eine spezielle Auspr

agung der allgemeinen Fehlerfunktion aus (2.6). Der op-
timale Gewichtsvektor maximiert den Wert der a-posteriori Verteilung. Da der Normalisie-
rungsterm C
S
= p(D)C

C

nicht von den Gewichten abh

angt, ndet man diesen Gewichts-
vektor, indem man den negativen Exponenten minimiert:
E
D
+ E
W
=

2
p
X
n=1
(y(x
n
;w)  y
n
)
2
+

2
N
X
q=1
w
2
q
 ! min: (2.12)
Mit  =


entspricht die Minimierung dieser Funktion dem Lernen mit Weight-Decay. Die
stochastische Interpretation der Parameter erm

oglicht es jetzt aber einen Algorithmus zur
Optimierung dieser Parameter zu entwickeln, anstatt diese empirisch zu bestimmen.
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Taylor-Approximation der a-posteriori Verteilung:
Obwohl der Ausdruck f

ur die a-posteriori Verteilung in Gleichung (2.11) exakt ist, kann
die Normalisierungskonstante im allgemeinen nicht analytisch berechnet werden (Bishop,
1995). Um die Wahrscheinlichkeitsverteilung der Netzausgaben berechnen zu k

onnen, ver-
wendet MacKay eine Approximation durch eine Gaufunktion f

ur die a-posteriori Verteilung
(MacKay, 1992). Mittels der Taylorapproximation um das Minimum S(w
min
) erh

alt man
f

ur S(w) unter Beachtung, da der Term erster Ordnung gerade verschwindet,
S(w) = S(w
min
) +
1
2
(w w
min
)
T
A(w w
min
): (2.13)
Die Matrix A ist die Hessematrix der regularisierten Fehlerfunktion S(w) an der Stelle
w
min
:
A = rrS(w
min
) = rrE
D
(w
min
) + I =H+ I: (2.14)
Somit bekommt man f

ur die a-posteriori Verteilung aus (2.11), die jetzt eine Gaufunktion
ist:
p(wjD) 
1
C
S
e
 S(w)

1
C
S
e
 S(w
min
) 
1
2
(w)
T
A(w)
=
e
( S(w
min
))
C
S
e
 
1
2
(w)
T
A(w)
: (2.15)
Der Normalisierungsfaktor C
S
ergibt sich durch Integration

uber den Gewichtsraum, die ich
hier nicht ausf

uhren m

ochte (siehe (Bishop, 1995)), zu:
C
S
=
Z
e
 S(w)
dw = (2)
W=2
det(A)
 1=2
e
 S(w
min
)
: (2.16)
Die Berechnung des Integrals ist bei neuronalen Netzen analytisch nicht m

oglich, was die
Vereinfachung durch die Taylor-Approximation notwendig macht. Die urspr

unglich gewon-
nene exakte Verteilung 2.11 wurde also durch eine Normalverteilung angen

ahert, die ihren
wahrscheinlichsten Wert im Minimum der Fehlerfunktion S(w) hat.
2.5.2 Der Evidenz-Ansatz zur Optimierung von  und 
Der Evidenz-Ansatz ist ein hierarchisches Optimierungskonzept. Auf der untersten Stufe
wurde die Verteilung von Gewichten betrachtet, um einen optimalen Gewichtsvektor zu
nden. Auf dieser zweiten Ebene werden Verteilungen von Hyperparametern,  und ,
gesucht. Im folgenden wird die Topologie des Netzes als gegeben vorausgesetzt. Die dritte
Stufe wird dann abschlieend die Evidenz eines neuronalen Modells mit der Topologie als
Parameter betrachten.
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Optimierung von  und 
Um 'vern

unftige' Werte f

ur  und  zu nden, wertet man wieder die a-posteriori Verteilung
von  und  aus.
p(; jD) =
p(Dj; )p(; )
p(D)
: (2.17)
Die a-priori Verteilung f

ur  und  w

ahlt man so, da sie keinen Wert bevorzugt. Man nennt
solche Verteilungen auch nicht-informativ. Da die Wahrscheinlichkeitsmasse in diesem Fall
unendlich ist, nennt man solche a-priori Verteilungen auch uneigentlich (engl.: improper
priors). Sie sind in der Statistik eine bekannte Methodik, siehe z.B. (Carlin & Louis, 1996,
Bishop, 1995).
Die optimalen Werte f

ur  und  ndet man nach diesen Voraussetzungen, indem man
p(Dj; ) maximiert. Dieser Ausdruck wird auch als Evidenz f

ur  und  bezeichnet. Die
Methode die Hyperparameter so zu bestimmen, heit deshalb auch Evidenz-Ansatz. Durch
Integration

uber dem Gewichtsraum ergibt sich, wenn man beachtet, da der Prior f

ur die
Gewichte von  und die Likelihood von  unabh

angig ist:
p(Dj; ) =
Z
p(Djw; ; )p(wj; )dw
=
Z
p(Djw; )p(wj)dw
=
1
C

1
C

Z
e
 E
D
 E
W
dw
=
1
C

1
C

Z
e
 S(w)
:
Das Integral entspricht gerade dem Term C
S
aus Gleichung 2.16. Man maximiert nun den
Logarithmus der Evidenz und erh

alt durch partielles Ableiten damit die gesuchten Formeln
zur iterativen Berechnung von  und :
ln p(Dj; ) =  E
W
(w
min
)  E
D
(w
min
) 
1
2
ln jAj
+
W
2
ln+
N
2
ln  
N
2
ln(2) (2.18)
! max.
Um an dieser Stelle weiterzurechnen, vernachl

assigt man die Abh

angigkeit des Minimums
w
min
von  und  und reduziert diesen Fehler sp

ater durch eine iterative Approximation.
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Auswertung f

ur : Sei H die Hessematrix der unregularisierten Fehlerfunktion E
D
und

i
deren Eigenwerte. Dann ergibt partielles Dierenzieren nach  und Nullsetzen
0
!
=
@ lnp(Dj; )
@
=  E
W
 
@
@
1
2
ln jAj+
W
2
=  E
W
 
@
@
1
2
ln(
Y
i
(
i
+ )) +
W
2
=  E
W
 
@
@
1
2
X
i
ln(
i
+ ) +
W
2
=  E
W
 
1
2
W
X
i
1

i
+ 
+
W
2
: (2.19)
Auswertung f

ur : F

ur die Eigenwerte gilt d
i
=d = 
i
=, d.h., sie sind proportional
zu  (Bishop, 1995). Partielles Dierenzieren nach  und Nullsetzen ergibt
0
!
=
@ lnp(Dj; )
@
=  E
D
 
@
@
1
2
X
i
ln(
i
+ ) +
N
2
=  E
D
 
1
2
X
i

i

i
+ 
+
N
2
: (2.20)
Zusammenfassend ergibt sich f

ur  und 
2E
W
=  (2.21)
2E
D
= N    ; (2.22)
dabei wurde
 =
W
X
i=1

i

i
+ 
=W  
W
X
i


i
+ 
(2.23)
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verwendet, und die Eigenwerte der Hessematrix H der nicht regularisierten Fehlerfunktion
E
D
wurden mit 
i
bezeichnet. Die Gr

oe  bezeichnet man auch als Anzahl der eektiven
Parameter. Ist die Topologie des Netzes wesentlich gr

oer als f

ur die Aufgabe erforderlich,
dann werden viele Eigenwerte der Hessematrix fast Null. Das spielt sp

ater eine Rolle, wenn
wir die Evidenz eines Modells betrachten. Auf die Topologieoptimierung gehe ich in Kapitel
4.1 bei der Frage, wie man gute Modelle ndet, nochmals genauer ein.
Iterative Berechnung der Hyperparameter In der praktischen Anwendung des An-
satzes mu man nun sowohl die optimalen Werte f

ur  und  als auch f

ur w bestimmen.
Dies l

ost man durch einen iterativen Algorithmus, indem man zuerst ein Minimum der
Fehlerfunktion bez

uglich w sucht und dann  und  neu bestimmt gem

a

neu
=

2E
W
und

neu
=
N   
2E
D
:
Die beiden Schritte werden abwechselnd wiederholt bis zur Konvergenz von  und . Damit
ergibt sich der folgende iterative Algorithmus f

ur ;  und w:
1. Initialisierung: Setze (; ) auf ihre Startwerte gem

a der gew

ahlten
a-priori Verteilung , w

ahle w zuf

allig aus dieser Verteilung.
2. Wiederhole
Trainiere das neuronale Netz eine bestimmte Anzahl an Epochen,
um S(w) zu minimieren. Berechne (; ) gem

a obiger Formeln
bis (; ) konvergiert.
Genau an dieser Stelle l

at sich das Bayes'sche Lernen mit betr

achtlichem EÆzienzgewinn
mit einem Suchverfahren verzahnen (Ragg & Gutjahr, 1998). Jeder Iterationsschritt liefert
einen neuen Suchpunkt (w; ; )
(i)
, den der Algorithmus weiterverfolgen oder verwerfen
kann. In Kapitel 4.5 wird diese Methodik eingef

uhrt und in Kapitel 5 eingehend unter-
sucht. Die Entscheidung, welche Suchpunkte weiterverfolgt werden sollen, basiert auf der
'gesch

atzten' Qualit

at des neuronalen Netzes, der Modellevidenz. Abbildung 2.8 zeigt, da
die Evidenz bereits w

ahrend des Iterationsprozesses eine relative Bewertung der Modelle
gegeneinander erlaubt.
Jereys Prior f

ur  und 
Der Prior f

ur  und  wurde konstant angenommen, um keinen Wert zu bevorzugen (Bishop,
1995). Gutjahr hat in seiner Dissertation (Gutjahr, 1999) gezeigt, da diese Annahme f

ur
das Bayes'sche Lernen ein Problem mit sich bringt: Uniforme a-priori Verteilungen sind
nicht invariant unter bijektiven Transformationen.
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Die Zufallsvariable , mit p() = 1 f

ur  > 0, wird durch die bijektive Transformation,
 = ln(), auf die gesamte reelle Achse abgebildet. Die Verteilung von  ist nun gegeben
durch p() = jJ j p(), wobei J =
@
@
die Ableitung der inversen Transformation darstellt.
Das f

uhrt aber zu einer Dichte, die nicht mehr gleichverteilt ist: p() = e

. Mittels einer
einfachen Transformation ist also aus einer nicht-informativen Zufallsvariablen  eine in-
formative Zufallsvariable  geworden. Eine tiefergehende Diskussion der Problematik ndet
sich bei (Berger, 1980) und (Carlin & Louis, 1996).
Von Jereys wurde eine Methode vorgeschlagen, a-priori Wahrscheinlichkeitsverteilungen zu
berechnen, die invariant unter bijektiven Transformationen sind, sogenannte Jereys Prior
(Jereys, 1961). Berechnet man Jereys Prior f

ur die Hyperparameter  und , dann erh

alt
man in beiden F

allen einen Prior, der konstant auf einer logarithmischen Skala ist (siehe
(Gutjahr, 1999):
p() =
1

bzw. p() =
1

: (2.24)
Damit erweitert sich Gleichung (2.18) um zwei weitere Terme zu
ln p(; jD) / ln p(Dj; ) + ln p(; )
=  E
D
  E
W
 
1
2
ln det(A)
 
N
2
ln(2) +
N
2
ln() +
W
2
log()
  ln  ln: (2.25)
Die Ableitung nach  ergibt dann in analoger Weise zu 2.19 die Update-Regel:
0
!
=  E
W
 
1
2
W
X
j=1
1

j
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+
W
2
 
1

= 2E
W
+ 
W
X
j=1
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2E
W
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1
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: (2.26)
F

ur  gilt entsprechend
0
!
=  E
D
 
1
2


+
N
2
 
1

= 2E
D
 N +  + 2
()  =
N   
2E
D
 
1
E
D
: (2.27)
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In (Gutjahr, 1998, Ragg & Gutjahr, 1998, Gutjahr, 1999) wurde Jereys Prior f

ur die
Entwicklung von neuronalen Netzen mit der Bayes'schen Methode erfolgreich eingesetzt. In
der vorliegenden Arbeit wurden bei der iterativen Bestimmung von  und  ausschlielich
diese Formeln verwendet. Im praktischen Einsatz kann es sonst bei der Verwendung der
Formeln (2.19) bzw. (2.20) insbesondere bei Klassikationsproblemen vorkommen, da die
Parameter divergieren (Ragg & Gutjahr, 1998). Die Folge davon ist, da eine konstante
Funktion gelernt wird.
Die a-priori Verteilungen, die man durch Jereys Prior erh

alt, kann man als die nat

urlichen
a-priori Verteilungen f

ur die Hyperparameter bezeichnen. Insbesondere wechselt man nicht
die Annahmen von der zweiten Stufe des Bayes'schen Ansatzes zur dritten Stufe (vgl. auch
(Gutjahr, 1999)).
Approximation der Evidenz f

ur  und 
Hat man die nach der Theorie optimalen Werte f

ur die Hyperparameter  und  gefun-
den, dann kann man die Evidenz f

ur  und  durch eine Gaufunktion approximieren Man
betrachtet die Evidenz p(Dj ln; ln) als Funktion von ln bzw. ln ( siehe dazu auch
(Gutjahr, 1999, Bishop, 1995)). Unter der Annahme der Unabh

angigkeit der beiden Hyper-
parameter ergibt sich f

ur p(Dj ln):
p(Dj ln) = p(Dj ln
opt
)e
 
(ln ln
opt
)
2
2
2
ln
: (2.28)
Dies ist eine Gauapproximation um den wahrscheinlichsten Wert 
opt
. Logarithmiert man
diese Gleichung, dierenziert partiell nach  und beachtet noch, da 
opt
das Maximum
der Funktion ist, dann gewinnt man daraus den Zusammenhang (siehe dazu insbesondere
(Gutjahr, 1999), S.150)
1

2
ln
=  
@
@


@
@
ln p(Dj ln)

: (2.29)
Aufgrund von
@
@
ln p(Dj ln; ln) =
@
@
ln p(Dj ln) kann man in dieser Gleichung ln p(Dj ln)
durch den Ausdruck (2.18) substitutieren und dann noch den Zusammenhang aus der
Update-Regel (2.22) anwenden. Damit ergibt sich
1

2
ln
=
1
2
N    +
1
2
W
X
i=1

i
(+ 
i
)
2
: (2.30)
Die Summanden des zweiten Terms sind nur dann signikant von Null verschieden, wenn

i
und  in der gleichen Gr

oenordnung liegen. Das wird selten f

ur mehrere Eigenwerte der
Fall sein (Gutjahr, 1999, Bishop, 1995). Den zweiten Term kann man also vernachl

assigen
und erh

alt damit eine einfache Approximation f

ur die Varianz

2
ln

1
2
N   : (2.31)
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In analoger Weise erh

alt man f

ur die Verteilung von ln mit Gleichung (2.18) und (2.21)
1

2
ln
=  
@
@


@
@
ln p(Dj ln)

: (2.32)
Daraus erh

alt man f

ur die Varianz der Verteilung
1

2
ln
=

2
+
1
2
W
X
i=1

i
(+ 
i
)
2


2
: (2.33)
Damit hat man nun auch eine Approximation der Evidenz f

ur  und , nachdem vorher
bereits ein Algorithmus angegeben werden konnte, mit dem man die Hyperparameter  und
 auf ihre optimalen Werte einstellen kann.
2.5.3 Die Evidenz eines Modells
Um ein Qualit

atsma, die Modellevidenz, f

ur ein neuronales Netz H zu gewinnen, l

at sich
aufbauend auf der Evidenz f

ur  und  in einer dritten Stufe wieder das Bayes'sche Theorem
anwenden:
P (HjD) =
p(DjH)  P (H)
p(D)
:
Dabei geht man von neuronalen Netzen mit unterschiedlicher Topologie aus, deren Gewichts-
vektor mit der bisher entwickelten Methodik optimiert wurde. Falls die a-priori Wahrschein-
lichkeit f

ur alle Modelle gleich ist, gen

ugt es wieder, die bedingte Wahrscheinlichkeit p(DjH),
die Evidenz f

ur H zu betrachten und mit den anderen zu vergleichen, um ein Auswahlkri-
terium zu erhalten.
Wie auch auf der zweiten Stufe erfordet die korrekte Anwendung der Bayes'schen Methode

uber unbekannte Parameter  und  zu integrieren. Die Modellevidenz ergibt sich dann zu
p(DjH) =
Z Z
p(Dj; ;H)p(; jH) d d:
Der erste Faktor p(Dj; ;H) entspricht der Evidenz aus der zweiten Stufe. Man beachte,
da im folgenden die a-priori Annahmen p() =
1

und p() =
1

vorausgesetzt werden.
Das bedeutet f

ur den praktischen Einsatz des Verfahrens, da die Optimierungsvorschrift
mittels der Jereys Prior implementiert werden mu, abweichend von dem zuvor in Kapitel
2.5.2 bzw. in (Bishop, 1995) angegebenen Algorithmus.
Die Integration

uber  und  l

at sich auf dieser Stufe mit den Gauapproximationen aus
den Gleichungen (2.29 und (2.32) durchf

uhren. Im ersten Fall erh

alt man
p(Dj
opt
)
Z
exp
 
 
(ln   ln
opt
)
2
2
2
ln
!
d ln = p(Dj
opt
)
p
2
ln
: (2.34)
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Im zweiten Fall erh

alt man ein entsprechendes Ergebnis, so da sich die Modellevidenz wie
folgt ausdr

ucken l

at
p(DjH) = p(Dj
opt
; 
opt
)2
ln

ln
: (2.35)
F

ur den Logarithmus der Evidenz ergibt sich mit 2.18, 2.31 und 2.33
ln p(DjH) =  
opt
E
D
  
opt
E
W
 
1
2
ln det(A)
 
N
2
ln(2) +
N
2
ln(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) +
W
2
ln(
opt
)
+ 2 ln
p
2 +
1
2
ln

2


+
1
2
ln

2
N   

: (2.36)
Auf dieser Stufe wird das Ergebnis sensitiver bez

uglich kleiner Abweichungen, weil die De-
terminante der Hessematrix durch das Produkt der Eigenwerte bestimmt wird. F

ur den hier
entwickelten Ansatz ist es ausreichend, da man ein Qualit

atsma zur Verf

ugung hat, das
ausschlielich durch den Trainingsproze gewonnen wird und mit der tats

achlichen G

ute
des Modells korreliert ist. Auf diesem analytischem G

utekriterium l

at sich dann ein evo-
lution

arer Suchproze ohne die Gefahr des Overtting aufbauen, wie sie bei der iterativen
Verwendung einer Kreuzvalidierungsmenge gegeben w

are.
Abschlieend sei noch festgehalten, da aufgrund der Vertauschbarkeit von versteckten Neu-
ronen meist noch ein Symmetriefaktor ber

ucksichtigt wird. Ein neuronales Netz mit einer
versteckten Schicht und M verstecken Neuronen hat insgesamt 2
M
M !

aquivalente Gewich-
te, die zu derselben Ausgabe f

uhren (Bishop, 1995, Gutjahr, 1999). Den Term M ! erh

alt
man durch alle m

oglichen Permutationen der Neuronenanordnung im Netz. Der Faktor 2
M
ber

ucksichtigt, da man die Vorzeichen der Gewichte am Eingang eines versteckten Neurons
und am Ausgang vertauschen kann. Dem Ausdruck f

ur die Modellevidenz sind dann noch
die beiden Terme lnM ! +M ln 2 hinzuzuf

ugen. Dies hat die praktische Konsequenz, da
gr

oere Topologien nicht so hart bestraft werden wie in Gleichung (2.36).
2.5.4 Praktische Gesichtspunkte des Bayes'schen Lernens
Der Theorie der Bayes'schen Regularisierung entspringt ein iteratives Verfahren, um wichti-
ge Modellparameter, den Gewichtsvektor w und den Regularisierungsfaktor , automatisch
einzustellen, ohne da dazu weitere Daten oder Experimente von Seiten des Entwicklers
n

otig w

aren. F

ur den praktischen Einsatz ist besonders wichtig, da wichtige Designent-
scheidungen automatisch getroen werden. M

ochte man beispielsweise f

ur eine gegebene
Topologie eine geeignete Gewichtung des Weight-Decay experimentell nden, dann mu
man dazu nacheinander mehrere Werte ausprobieren und f

ur jeden Wert mehrere Gewichts-
initialisierungen trainieren, um einen brauchbaren Mittelwert zu erhalten. Bei 5 Werten f

ur
 und 10 Initialisierungen hat man bereits 50 Netze zu trainieren, nur um einen Parameter
zu bestimmen! Variiert man dazu noch die Topologie, dann vervielfacht sich der Aufwand
entsprechend, da sich optimale Gewichtung mit der Zahl der Parameter

andert.
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Im folgenden sollen weitere Aspekte des Bayes'schen Lernens betrachtet werden. Die Bildung
von Gewichtsgruppen ist aus Konsistenzgr

unden wichtig. Die Verteilung der Netzausgaben
liefert ein weiteres wichtiges Kriterium, n

amlich Kondenzschranken f

ur die Ausgabefunk-
tion. Weiterhin soll gezeigt werden, da die Kombination der Parameteroptimierung mit
der adaptiven Regularisierung kompatibel ist, wenn man das Lernverfahrem Rprop einsetzt.
Abschlieend werde ich noch auf die Initialisierung der Hyperparameter und den Zeitpunkt
der Anpassung eingehen.
Gewichtsgruppen
Ein Nachteil der Regularisierung mit einfachem Weight-Decay ist die Tatsache, da dieser
nicht konsistent ist mit Skalierung der Eingabe oder Ausgabe (Bishop, 1995). Wendet man
auf die Daten eine Lineartransformation an, dann sollten sich die trainierten Netze ebenfalls
nur bis auf eine Lineartransformation unterscheiden. Geht man von gleich initialisierten Net-
zen aus, dann kann man - wenn man keine Regularisierung verwendet - nach dem Training
das eine Netz durch eine Lineartransformation der Gewichte in das andere

uberf

uhren. Der
Regularisierungsterm sollte mit dieser Eigenschaft vertr

aglich sein. Um die Konsistenz zu
gew

ahrleisten, m

ute man bei einem Netz mit einer versteckten Schicht zwei Gruppen von
Gewichten bilden, indem die Gewichte von der Eingabe ausgehend in der einen, die Gewichte
zur Ausgabe gehend in der zweiten Gruppe zusammengefat werden. Die Gewichtungspa-
rameter f

ur die beiden Teile des Strafterms sind heuristisch aber kaum noch vern

unftig zu
bestimmen. Ein groer Vorteil des Bayes'schen Lernens liegt auch darin, da dort die Ge-
wichte auf vielf

altige Weise in Gruppen zusammengefat werden k

onnen, da die Gewichtung
der Strafterme automatisch berechnet wird. Die Bestimmung der Hyperparameter l

at sich
problemlos auf mehrere Gewichtsgruppen

ubertragen. F

ur eine ausf

uhrliche Darstellung sei
wieder auf (Nautze, 1997) und (Gutjahr, 1999) verwiesen.
Die zu minimierende Fehlerfunktion S(w) ver

andert sich gegen

uber Gleichung (2.11) zu
S(w) =  
1
2
N
X
i=1
(y(x
i
;w)  t
i
)
2
+
G
X
k=1
0
@

k

1
2
X
w2W
k
w
2
1
A
: (2.37)
F

ur jede Gewichtsgruppe ist jetzt also ein Hyperparameter 
k
zu berechnen. Der Logarith-
mus der Modellevidenz ergibt sich dadurch im Vergleich zu Gleichung (2.36) zu
ln p(DjH) =  E
D
 
G
X
k=1

k
E
W
k
 
1
2
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ln(2) +
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ln() +
G
X
k=1
W
K
2
ln(
k
)
+ (G+ 1) ln
p
2 +
1
2
G
X
k=1
ln

2

k

+
1
2
ln

2
N   

+ lnM ! +M ln 2: (2.38)
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In meinen Untersuchungen hat sich die folgende Vorgehensweise bei der Einteilung der
Gewichte als praktikabel erwiesen:
 Alle Gewichte zu einer Ausgabe bilden eine Gruppe, auer bei 1-aus-N Kodierungen.
 Jeweils die Gewichte zwischen zwei Schichten bilden eine Gruppe.
 Die Biase bilden eine eigene Gruppe, die nicht regularisiert wird, wenn der Mittelwert
der Zielwerte von Null verschieden ist.
 Sind wenig Daten vorhanden und/oder sind die Daten stark verrauscht, dann ist es
vern

unftig, die Zahl der Hyperparameter so klein wie m

oglich zu halten, da diese an-
hand der Daten gesch

atzt werden m

ussen. Auf die Verwendung mehrerer Gruppen
kann hier manchmal mit Gewinn verzichtet werden, da eine gr

oere Anzahl von Ge-
wichten in einer Gruppe die Bestimmung des Hyperparameters robuster macht. Dies
ist beispielsweise dann der Fall, wenn die versteckte Schicht wenige Neuronen hat
(< 5), da sonst mit nur wenigen Gewichten eine Normalverteilung gesch

atzt werden
mu, was zu groen Ungenauigkeiten und damit Instabilit

aten im Lernproze f

uhren
kann.
Eine spezielle Gruppeneinteilungmacht man sich auch in dem Verfahren Automatic Relevan-
ce Determination (ARD) zunutze (MacKay, 1994, Neal, 1994, Gutjahr, 1999). Alle Gewichte,
die von einer Eingabe ausgehen, werden in einer Gewichtsgruppe zusammengefat. Wird der
zugeh

orige Hyperparameter gro, dann kann man die Eingabe l

oschen. Ein groer Nachteil
des Verfahrens ist, da man groe versteckte Schichten ben

otigt, damit die Sch

atzung der
Hyperparameter auf gen

ugend Gewichten basiert. Dies ist zum einen nicht kompatibel mit
einer Optimierung der Zahl der versteckten Neuronen, zum anderen verl

angert es auch die
Trainingszeit der Netze durch die gr

oere Anzahl an Gewichten ganz erheblich. In der Praxis
hat sich gezeigt, da trotz des h

oheren Aufwandes aber keine besseren Resultate zu erzielen
sind als mit dem Standard-Verfahren. Ein weiterer Nachteil des Verfahrens ist es, da es
nicht in ein modulares Konzept pat, sondern nur f

ur neuronale Netze anwendbar ist. Hier
verfolge ich das Ziel, ein integriertes Konzept bereitzustellen, dessen Bausteine m

oglichst
exibel austauschbar sein sollen. Das heit, die Optimierung der Eingabe/Ausgabe Relation
sollte nur anhand der Daten erfolgen, ohne das spezielle Modell zu kennen, das zum Training
verwendet wird.
Gutjahr f

uhrte in seiner Dissertation eine variable Einteilung der Gewichte in Gruppen ein
(Gutjahr, 1999). F

ur jede Gruppe wird der Mittelwert 
k
als zus

atzlicher Hyperparameter
eingef

uhrt, der ebenso mit einem Bayes'schen Ansatz optimiert wird. Nach der Optimierung
des Mittelwert 
k
und Varianz 
k
jeder Gruppe ist dann die zugeh

orige Normalverteilung,
d.h. die neue a-priori Verteilung, bestimmt. Jedes Gewicht wird dann in die Gruppe einge-
ordnet, f

ur die sein Wert die h

ochste Wahrscheinlichkeit hat. Anschlieend wird der n

achste
Iterationsschritt durchgef

uhrt. Die Einteilung der Gewichte wird dabei zunehmend stabi-
ler. Dabei wird von einer festen Topologie ausgegangen. Eine Kombination dieser variablen
Einteilung der Gewichte mit der Optimierung der Topologie, wie sie in dieser Arbeit vorge-
schlagen wird, ist nicht ohne weiteres m

oglich. Jeder Mutationsschritt, bei dem ein Neuron
entfernt wird, ver

andert die Gruppierung der Gewichte. Insbesondere dann, wenn zu dem
39
Neuronale Netze und Bayes'sches Lernen 2.5 Bayes'sches Lernen
betreenden Neuron viele Gewichte einer Gruppe geh

oren, wird die iterative Anpassung
der Hyperparameter erheblich gest

ort. Es liegt auerhalb der Zielsetzung dieser Arbeit, die
praktischen Probleme bei der kombinierten Optimierung der Topologie und vieler Hyperpa-
rameter mit variablen Gewichtsgruppen zu l

osen.
Kondenzintervalle f

ur die Ausgabefunktion
Ein weiterer Vorteil des Bayes'schen Lernens besteht darin, da man aufgrund der wahr-
scheinlichkeitstheoretischen Modellierung Fehlerbalken (engl.: error bars) f

ur jeden Ausgabe-
wert angeben kann. Ein trainiertes neuronales Netz entspricht im Bayes'schen Ansatz dem
Maximum einer a-posteriori Verteilung von Gewichten. F

ur eine neues Muster erh

alt man
jetzt nicht nur eine reelle Zahl als Ausgabe, sondern man kann die Verteilung der Gewichte
nutzen, um eine Verteilung f

ur die Netzausgabe zu gewinnen. Der Mittelwert der Verteilung
entspricht dabei gerade der Ausgabe des neuronalen Netzes. F

ur die a-posteriori Verteilung
p(wjD) wird die Approximation (2.15) verwendet.
Die Verteilung der Zielwerte l

at sich bei gegebener Eingabe x schreiben als
p(tjx;D) =
Z
p(tjx;w)p(wjD) dw: (2.39)
p(tjx;w) ist die Wahrscheinlichkeit, den tats

achlichen Zielwert zu sch

atzen aus Gleichung
(2.9) bei Eingabe x und gegebenen w. Setzt man die entsprechenden Ausdr

ucke ein und
streicht alle Faktoren, die von t unabh

angig sind, dann erh

alt man
p(tjx;D) /
Z
e
 

2
(t y(x;w))
2
e
 
1
2
(w)
T
A(w)
dw: (2.40)
Bei Regressionsproblemen sollte das Ausgabeneuron nach Voraussetzung eine lineare Ak-
tivierungsfunktion haben. Mit einer linearen Taylor-Entwicklung um den optimierten Ge-
wichtsvektor w
opt
y(x;w) = y(x;w
opt
) + g
T
w ; wobei g  r
w
yj
w
opt
;
l

at sich der Ausdruck (2.40) weiter vereinfachen zu
p(tjx;D) /
Z
e
 

2
(t y
opt
 g
T
w)
2
 
1
2
(w)
T
A(w)
dw: (2.41)
Das Integral l

at sich nun analytisch auswerten (f

ur die Berechnung siehe (Gutjahr, 1999,
Bishop, 1995)) und man erh

alt eine Gauverteilung der Form
p(tjx;D) =
1
q
2
2
t
e
 
(t y
opt
)
2
2
2
t
: (2.42)
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Der Mittelwert der Verteilung ist y
opt
und die Varianz ist gegeben durch die Beziehung

2
t
=
1

+ g
T
A
 1
g: (2.43)
Da der Hyperparameter  bzw. die Varianz des Rauschanteils als unabh

angig von der aktu-
ellen Eingabe betrachtet wird, bestimmt vor allem der zweite Term g
T
A
 1
g die Form der
Verteilung. Williams zeigt f

ur lineare Modelle, da die bestimmenden Faktoren die Distanz
zu den Trainingspunkten und die Kr

ummung der approximierenden Funktion sind (Williams
et al., 1995). In Bereichen mit wenig Trainingsinformation und starken Schwankungen der
Ausgabefunktion ist die Varianz gro. Mittels der Varianz lassen sich also Konndenzwerte
f

ur die Ausgabefunktion berechnen. Diesen Umstand lohnt es sich bei der Bildung von Ko-
mitees zu ber

ucksichtigen. Abbildung 2.3 zeigt die Varianz f

ur ein trainiertes Netz f

ur das
Sinusproblem.
Abbildung 2.3: Die Abbildung zeigt die
Ausgabe eines neuronalen Netzes, das
mit einer Teilmenge von Daten aus Ab-
bildung 1.1a trainiert wurde. Die bei-
den d

unneren Linien ober- und unter-
halb der Ausgabe geben die Varianz
t  
2
wieder. In den Bereichen, in
denen wenig Trainingsdaten vorhanden
sind, ist die Varianz deutlich gr

oer.

Ahnliches gilt f

ur Bereiche, in denen die
Kurve stark gekr

ummt ist und gleich-
zeitig benachbarte Datenpunkte starke
Unterschiede aufweisen.
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F

ur Klassikationsprobleme l

at sich eine

ahnliche Approximation f

ur die Varianz herleiten,
siehe (Bishop, 1995)):

2
(x) = g
T
A
 1
g:
Der Parameter  entf

allt hier, da die Ausgaben keinem Rauschen unterliegen. Die Bayes'sche
Methodik erm

oglicht also f

ur jedes neue Muster einen Kondenzwert festzulegen. Diese
zus

atzliche Information soll in dem hier behandelten Ansatz dazu verwendet werden, die
Gewichtung f

ur die Mitglieder eines Komitees von neuronalen Netzen zu denieren (vgl.
Kapitel 6.3). Ein Netz wirkt dann entsprechend seiner Varianz an der Ausgabe des Komitees
f

ur eine Eingabe x mit.
Parameteroptimierung und adaptive Regularisierung
Der Erfolg des Backpropagation beruhte darauf, da man einen eÆzienten Algorithmus
angeben konnte, wie in einem mehrschichtigen Netz die Ableitung des Fehlers nach den
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Gewichten zu berechnen ist, um einen Gradientenabstieg f

ur die Fehlerfunktion zu rea-
lisieren (Rumelhart et al., 1986b, Rumelhart et al., 1986a). Um den Gradientenabstieg
durchzuf

uhren, werden

ublicherweise schnelle Lernverfahren, wie Konjugierte Gradienten
Verfahren (Bishop, 1995, Fletcher, 1995, Mller, 1993) oder das simple, aber robuste Rprop
(Riedmiller, 1994) eingesetzt.
Die iterative Anpassung des Gewichtungsfaktors  birgt eine in der Literatur bisher noch
nicht behandelte Problematik: Die Fehlerfunktion, deren Minimum man sucht,

andert sich
bei jeder neuen Sch

atzung der Hyperparameter durch das Bayes'sche Verfahren. Abbildung
2.4 veranschaulicht den Sachverhalt. Der Strafterm entspricht dabei einer Parabel um den
Ursprung, die zu der gesamten Fehlerfunktion mit einem skalierbaren Anteil beitr

agt. Je
gr

oer der Skalierungsfaktor, desto st

arker wird die Fehlerfunktion gegl

attet. Lokale Minima
k

onnen bei einer Verst

arkung der Skalierung verlorengehen oder wesentlich kleiner werden.
Abbildung 2.4: Die Abbildung veran-
schaulicht f

ur eine einfache Fehlerfunk-
tion die

Anderung, die bei der itera-
tiven Berechnung des Gewichtungsfak-
tors auftritt. Die erste Fehlerfunktion
entspricht der gestrichelten Kurve, die
nach Anpassung der Hyperparameter
in die durchgezogene Kurve

ubergeht.
Minima, die weit vom Ursprung ent-
fernt liegen verschwinden oder werden
stark gegl

attet, wie durch den Pfeil an-
gedeutet.
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Es ist nicht oensichtlich, ob und wieweit ein Lernverfahren mit der automatischen Gewich-
tung kompatibel ist. Anhand der beiden Verfahren, Scaled Conjugate Gradient und Rprop,
wird diese Problematik im folgenden n

aher beleuchtet.
F

ur den Datensatz aus Abbildung 1.1a wurden 50 Gewichtsinitialisierungen sowohl mit
Rprop als auch mit SCG trainiert. Das Netz hat eine 1-10-6-1 Topologie mit shortcut Ver-
bindungen. Es wurde die

ubliche Einteilung in Gewichtsgruppen vorgenommen, wobei der
Bias nicht regularisiert wurde. Der Update der Hyperparameter erfolgte alle 100 Epochen
bei einer Gesamttrainingsdauer von 700 Epochen. Initialisiert wurde 
k
mit 0:05 und  mit
1. Tabelle 2.1 gibt den mittleren Trainings- und Testfehler wieder.

E
Train
(
Train
)

E
Test
(
Test
)
Rprop 0.0075 (0.001) 0.104 (0.06)
SCG 0.0076 (0.001) 0.139 (0.34)
Tabelle 2.1: Die Tabelle fat die Ergebnisse des Trainings f

ur den Datensatz aus Abbildung 1.1a zusammen.
Die mit Rprop trainierten Modelle sind signikant besser als mit SCG. Es wurden jeweils 50 Netze mit den
25 Datenpunkten aus Abbildung 2.3 trainiert.
Die bessere Generalisierungsleistung f

ur Rprop ist signikant. Dazu wurde ein t-Test auf
Gleichheit der Mittelwerte zum Signikanzniveau  = 0:05 durchgef

uhrt, dessen Nullhy-
pothese bei einer Schwelle von t
0:95;50
= 1:68 mit 2:28 abgelehnt wird. Berechnet man die
Korrelation zwischen der Evidenz der Modelle und dem Fehler auf der Testmenge, dann ist
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der Wert f

ur Rprop etwas g

unstiger:  0:43 im Vergleich zu  0:27 (Abbildung 2.5). Auf-
fallend ist auch, da SCG zu einigen L

osungen f

uhrt, bei denen der Testfehler wesentlich
gr

oer als 0:4 ist, die Evidenz dies aber nicht erkennen l

at. Eine m

ogliche Erkl

arung f

ur
diesen Umstand ist das Verhalten bei der Anpassung der Hyperparameter.
Abbildung 2.5: Die Abbildung veran-
schaulicht f

ur den Datensatz aus Ab-
bildung 1.1a den Zusammenhang zwi-
schen Evidenz und Testfehler. Sowohl
f

ur Rprop (Kreuze) als auch f

ur SCG
(Kreise) ist die Korrelation negativ
( 0:43 bzw.  0:27). Insbesondere gibt
es beim Training mit SCG einige beson-
ders schlechte Netze, die aus Darstel-
lungsgr

unden nicht gezeigt sind (Starke
Verzerrung des Mastabes).
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Im Experiment kann man beobachten, da die Parameter, die bei SCG die Bestimmung
der Schrittweite steuern, in diesen F

allen sehr schnell sehr klein werden. Das heit, die
quadratische Approximation wird als gut angenommen und die Schrittweite entsprechend
verkleinert. Dadurch kann ein Minimum, das durch eine Anpassung der Hyperparameter
nahezu verschwindet (vgl Abbildung 2.4), trotzdem nicht mehr verlassen werden. Da Rprop
keinerlei Annahmen an die Form der Fehlerfunktion stellt, sondern vielmehr immer eine
Beschleunigungs- und Abbremsphase durchl

auft (vgl. Abbildung 2.2), tritt dieser Eekt
nicht auf. Die Abbildungen 2.6 und 2.7 zeigen einen Trainingsverlauf, bei dem gerade der
beschriebene Eekt eintritt. Nachdem die Hyperparameter das erstemal angepat wurden,
ver

andert sich der Fehler f

ur SCG im Prinzip nicht mehr. Nach einigen Schritten verharrt
SCG auf der Stelle. Der Gradient

andert sich nicht mehr, wie im rechten Bild zu erkennen ist.
Rprop ndet dagegen jedesmal ein Minimum. Die Generalisierungsleistung ist f

ur dieselbe
Gewichtsinitialisierung bei Rprop wesentlich gr

oer.
Das ung

unstige Verhalten von SCG erkl

art sich auch dadurch, da Konjugierte Gradienten
bereits f

ur sich eine Regularisierungsmethode sind (Hanke, 1995). SCG kann nur ganz be-
stimmte Bewegungen im Gewichtsraum machen, w

ahrend Rprop keinerlei Einschr

ankungen
diesbez

uglich kennt. Diese Gegebenheiten rechtfertigen es, f

ur diese Arbeit ausschlielich
das Lernverfahren Rprop einzusetzen.
Abbildung 2.8 zeigt noch die Entwicklung der Evidenz f

ur f

unf ausgew

ahlte Netze f

ur das
obige Beispiel. F

ur die Kombination mit dem evolution

aren Suchverfahren sollte man zwei
Eigenschaften beachten. Erstens verl

auft die Entwicklung der Evidenz oft nicht-monoton.
Das birgt Probleme f

ur Suchverfahren, die die bisher beste L

osung immer konservieren.
Zum zweiten zeigt sich, da Modelle, die am Ende eine hohe Evidenz haben, auch w

ahrend
des Iterationsprozesses tendentiell eine h

ohere Evidenz aufwiesen. F

ur die Verzahnung mit
dem evolution

aren Suchverfahren ist diese Eigenschaft wichtig, da h

ohere Evidenz einen
Selektionsvorteil bringen soll.
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Abbildung 2.6: Verlauf des Trainings- und Testfeh-
lers (pro Muster) f

ur ein ausgew

ahltes Netz. Es ist
nur der Fehler auf den Daten E
D
angegeben. F

ur
SCG ist deutlich zu erkennen, da das Lernverfahren
manchmal im selben lokalen Minimum steckenbleibt,
w

ahrend Rprop zu einemMinimummit kleineremGe-
samtfehler gelangt.
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Abbildung 2.7: Verlauf der Norm des Gradienten.
SCG macht nach jeder Anpassung der Hyperpara-
meter einige Anpassungsschritte und verharrt dann
auf der Stelle, erkennbar daran, da die Norm kon-
stant, aber gr

oer als 0 bleibt. Rprop ndet dagegen
jedesmal wieder ein Minimum. Die Norm konvergiert
gegen 0.
Abbildung 2.8: Die Abbildung veran-
schaulicht f

ur den Datensatz aus Abbil-
dung 1.1a die Entwicklung der Evidenz
f

ur f

unf ausgew

ahlte Modelle. Es ist
deutlich zu erkennen, da Modelle, die
am Ende eine h

oherer Evidenz haben,
auch w

ahrend des Trainings tendenti-
ell bessere Werte hatten. Der Verlauf
der Evidenz ist durchaus unterschied-
lich f

ur verschiedene Gewichtsinitiali-
sierungen und Phasen des Trainings:
Nicht-monoton (Netze 1,2,4), anstei-
gend (Netz 1,4), fallend (Netze 2,5)
oder relativ stabil (Netze 2,3).
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Initialisierung und Anpassung der Hyperparameter
Das Verfahren zur Bestimmung der optimalen Hyperparameter setzt voraus, da man die
Parameter am Anfang initialisiert, bevor man das Netz trainiert, bis ein lokales Minimum
erreicht ist. Es ist also die Varianz des Priors zu w

ahlen und die Gewichte sind gem

a dieser
Verteilung zu initialisieren.

Uber eine sinnvolle Initialisierung der Hyperparameter sind in
der Literatur keine Angaben zu nden.
Eine M

oglichkeit ist es, am Anfang keine Regularisierung durchzuf

uhren, d.h. mit  = 0 zu
beginnen. Sind die Daten allerdings mit starkem Rauschen behaftet, dann f

uhrt das zuerst zu
Overtting-Eekten. Es empehlt sich also zumindest eine leichte Regularisierung im ersten
Schritt. Da die Gewichte auch aus einer Verteilung mit Varianz 1= gew

ahlt werden sollen,
empehlt es sich, einen Wert aus dem Intervall [0:1; 1:0] zu w

ahlen. Tabelle 2.2 verdeut-
licht am Beispiel aus Abbildung 1.1a die Unterschiede zwischen richtiger und unpassender
Initialisierung. Die Ergebnisse sind signikant besser f

ur die richtige Initialisierung (t-Wert
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5.72 bei Schwelle t
0:95;50
= 1:68). Das Ergebnis f

allt allerdings nicht so deutlich aus, wie
man es vielleicht erwarten w

urde. Das deutet darauf hin, da das Bayes'sche Verfahren in
vielen F

allen den Gewichtungsparameter auch bei einer Verletzung der a-priori Annahmen
vern

unftig einstellt. Abbildung 2.9 illustriert den Zusammenhang.
Abbildung 2.9: Schematische Darstel-
lung der a-priori Verteilung der Ge-
wichte p(w) und der a-posteriori Ver-
teilung, die das Bayes'sche Verfahren
berechnet. Der wahrscheinlichste Ge-
wichtsvektor ist an der Stelle des Ma-
ximums der a-posteriori Verteilung. Im
allgemeinen wird die a-posteriori Ver-
teilung eine komplexe Struktur haben.
optw
p ( w
p ( w )
 | D )
Ausgehend von einer breiten Verteilung versucht das Bayes'sche Verfahren die Hyperpa-
rameter so einzustellen, da die a-posteriori Verteilung um den wahrscheinlichsten Wert
konzentriert ist. Ist die a-priori Annahme verletzt, beispielsweise weil die Gewichte mit zu
kleinen Werten initialisiert werden, dann bedeutet das, da der Prior schon sehr eng um
einen Wert konzentriert ist, das Bayes'sche Verfahren aber von einer breiten Verteilung
ausgeht. Ist der Fehler nun gro, dann wird das Bayes'sche Verfahren die Gewichtung des
Regularisierungsterms erh

ohen. Die a-posteriori Verteilung wird dann noch konzentrierter
ausfallen. Die Hyperparameter k

onnen unter diesen Umst

anden divergieren. Im Experiment
kann man diese Auswirkungen beobachten.
Ein weiteres Problem betrit den genauen Zeitpunkt der Anpassung der Hyperparameter.
Gem

a der Annahmen in Gleichung (2.13) ist es notwendig, den Gradientenabstieg vor der
Neuberechnung von  und  bis in ein Minimum durchzuf

uhren. In der praktischen Berech-
nung kann man sich dem Minimum nur bis auf einen Unterschied  der Fehlerwerte n

ahern.
Das heit, man mu einen Zeitpunkt festlegen, wann das Training abgebrochen werden soll.
In der Literatur wurde mehrfach vorgeschlagen, den Abbruch automatisch vorzunehmen,
entweder wenn die Fehlerdierenz zum Vorg

angerschritt unter einen vorgegebenen Wert Æ
f

allt (Penny & Roberts, 1998) oder wenn dasselbe f

ur die Norm des Gradienten gilt. In
beiden F

allen wurde vorgeschlagen, die Schwelle Æ bei jeder Anpassung abzusenken. Die
Vorgehensweise von Penny und Roberts ist bereits deshalb problematisch, da auch in stei-
len Bereichen der Fehlerfunktion abgebrochen werden kann, falls der letzte Schritt

uber ein
Minimum hinaus geht und wieder zu einem

ahnlichen Fehler f

uhrt (Gutjahr, 1999).
Ich m

ochte dagegen argumentieren, da man ebensogut eine feste Epochenzahl festlegen
kann, nach der die Anpassung erfolgt. Die minimale Zahl an Epochen ermittelt man, indem
man einige Netze nach Initialisierung der Hyperparameter solange trainiert, bis die Norm
der Gradienten klein genug ist. Stellt man die zu trainierende Epochenzahl gr

oer ein, dann
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sind die Annahmen in Gleichung 2.13 nur genauer erf

ullt. Man sollte aufgrund des l

angeren
Trainings also keinen Unterschied feststellen. Andererseits ist die Festlegung der Schwelle
Æ und der Geschwindigkeit der Absenkung wiederum ein Parameter, den es zu bestimmen
gilt. Eine feste Epochenzahl scheint mir leichter zu bestimmen zu sein.

E
Train
(
Train
)

E
Test
(
Test
)
I. 
k
= 0 0.0078 (0.001) 0.130 (0.10)
II. Anpassung x 0.0075 (0.001) 0.104 (0.06)
III. Anpassung automatisch 0.0074 (0.001) 0.111 (0.08)
Tabelle 2.2: Die Tabelle fat die Ergebnisse des Trainings f

ur den Datensatz aus Abbildung 1.1a zusammen
f

ur die drei Versuche: (I) Die Hyperparameter 
k
sind mit 0 initialisiert. (II) Anpassung der Hyperparameter
erfolgt alle 100 Epochen. (III) Anpassung der Hyperparameter erfolgt automatisch, erstmalig dann, wenn
die Norm des Gradienten kleiner als Æ ist. Dieser Schwellwert wird nach jeder Anpassung auf die H

alfte
verkleinert. Die besseren Ergebnisse f

ur die geeignete Initialisierung sind signikant, nicht jedoch f

ur den
Unterschied zwischen xer und automatischer Anpassung.
Insbesondere birgt die Absenkung der Schwelle bei einer Kombination des Bayes'schen Ler-
nens mit einem evolution

aren Suchverfahren nicht zu untersch

atzende Probleme: Bei der
Mutation der Netze sollte auch die Absenkungsgeschwindigkeit angepat werden, was prak-
tisch unm

oglich ist, da man eine quantitative Sch

atzung dar

uber br

auchte, wie stark das
neue Netz sich ver

andert hat. Das Beispiel aus Abbildung 1.1a zeigt wiederum, da keine der
Methoden signikant bessere Ergebnisse liefert (Tabelle 2.2). Der t-Test auf Gleichheit der
Mittelwerte liefert 0:56 (Schwelle t
0:95;50
= 1:68). Die Abbildungen 2.10 und 2.11 zeigen den
Trainings- und Testfehler zu einem Trainingslauf. Die beiden Verfahren kommen zu einem

ahnlichen Resultat bez

uglich des Fehlers. In Abbildung 2.10 erkennt man an den Spr

ungen
jeweils den Zeitpunkt, zu dem die Anpassung der Hyperparameter stattfand, da sich an
diesen Stellen die Fehlerfunktion

andert. Man kann schlufolgern, da es den Vorlieben des
Anwenders

uberlassen werden kann, f

ur welche Variante er sich entscheiden m

ochte.
2.6 Zusammenfassung
In diesem Kapitel wurde der Funktionsapproximator vorgestellt, der in meinem Ansatz ver-
wendet wird. Dabei habe ich zuerst unabh

angig von neuronalen Netzen verschiedene Feh-
lerfunktionen vorgestellt, die man erh

alt, wenn man Annahmen

uber die zugrundeliegenden
Daten macht. Ausgehend von der quadratischen Fehlerfunktion erh

alt man die Bias-Varianz
Dekomposition des Fehlers, an der man ablesen kann, da es sinnvoll ist, mit mehreren ver-
schiedenen Datens

atzen zu trainieren und dar

uber zu mitteln. Ebenso erkennt man daran,
da Bias und Varianz sich in aller Regel komplement

ar verhalten, was wiederum die Verwen-
dung von Regularisierung begr

undet. Nachdem die Fehlerfunktion festliegt, ben

otigt man
noch ein Verfahren, um die Parameter des Netzes einzustellen. Es wurde ausgef

uhrt, da
dazu in jedem Fall ein geeignetes Lernverfahren eingesetzt werden mu.
Das Bayes'sche Lernen bettet das Training neuronaler Netze in einen wahrscheinlichkeits-
theoretischen Kontext ein. Dadurch macht man sich die Annahmen, die dem Training zu-
grunde liegen, explizit bewut. Das Verfahren erlaubt es, die Gewichtung des Regularisie-
rungstermes adaptiv zu berechnen, und zwar nur anhand der Trainingsdaten. Ferner ergibt
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Abbildung 2.10: Verlauf des Trainingsfehlers (pro Mu-
ster) f

ur ein ausgew

ahltes Netz. Es ist nur der Fehler
auf den Daten E
D
angegeben. An den Spr

ungen kann
man jeweils erkennen, wann die Anpassung der Hy-
perparameter erfolgte. F

ur den automatischen Upda-
te ist das erwartungsgem

a unregelm

aiger, abh

angig
davon, wie schnell die Schwelle Æ abgesenkt wird.
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Abbildung 2.11: Verlauf des Testfehlers entsprechend
zu dem linken Bild. Beide Verfahren kommen zu ei-
nem

ahnlichen Fehler am Ende.
die Betrachtung auf einer h

oheren Stufe ein Vergleichskriterium, die Modellevidenz, f

ur ver-
schiedenartige Netze. Dieses Kriterium wird sp

ater in dem evolution

aren Suchverfahren als
Fitnewert verwendet. In meinen Untersuchungen zu der Bayes'schen Methode kam ich zu
dem Ergebnis, da
 bei geringer Anzahl an Daten bzw. bei geringer Anzahl an versteckten Neuronen es
sinnvoll ist, nur eine Gewichtsgruppe zu bilden,
 die adaptive Regularisierung nicht mit jedem Verfahren zur Parameteroptimierung
vertr

aglich ist, insbesondere mit solchen, die bereits implizit eine Art Regularisierung
durchf

uhren, die aber im Bayes'schen Kontext nicht ber

ucksichtigt wird,
 die Frage, wann man die Hyperparameter anpat, ein zus

atzlicher, wenn auch unkri-
tischer Parameter des Bayes'schen Lernens ist.
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Kapitel 3
Komitees
Neben Verfahren, die die Generalisierungsf

ahigkeit eines einzelnen neuronalen Netzes verbes-
sern, l

at sich die Leistungsf

ahigkeit eines Systems dadurch steigern, da man ein Komitee
von mehreren Netzen verwendet (Perrone & Cooper, 1994, Bishop, 1995, Krogh & Vedelsby,
1995), was auch experimentell immer wieder best

atigt wurde (Perrone & Cooper, 1994,
Gutjahr, 1996, Ragg & Gutjahr, 1997b). Die Gr

unde f

ur eine Leistungssteigerung k

onnen
verschiedener Natur sein. Insbesondere scheint es lohnenswert, diese gemeinsam zu betrach-
ten und in ein Optimierungskonzept zu integrieren.
3.1 Vorteile der Komiteebildung
Eine wesentliche Einsicht in die Vorteile der Komiteebildung l

at sich gewinnen, wenn man
die Korrelationen der Abweichungen 
i
(x) der Komiteemitglieder y
i
(x) vom gesuchten Pro-
ze h(x) betrachtet:

i
(x) = y
i
(x)  h(x):
Unter der Voraussetzung, da die Abweichungen Mittelwert 0 haben und unkorreliert sind,
d.h. der Erwartungswert E [
i

j
] = 0 ist, kann man zeigen, da sich der Fehler E
COM
eines
Komitees aus L Netzen bis auf
1
L
E
AV
reduzieren l

at, wenn E
AV
der durchschnittliche
Fehler der einzelnen Netze ist. Mit der angenommenen Unkorreliertheit und der Denition
des Komitees durch
y
COM
(x) :=
1
L
L
X
i=1
y
i
(x) (3.1)
folgt sofort aus dem Vergleich des durchschnittlichen Fehlers
E
AV
(x) =
1
L
L
X
i=1
E [
2
i
]
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mit dem Komiteefehler
E
Kom
= E
2
4
 
1
L
X
i

i
!
2
3
5
=
1
L
2
X
i
E [
2
i
]
die Behauptung. Andererseits kann man zeigen, da die Komiteebildung zumindest keine
Verschlechterung bewirkt, wenn diese Voraussetzungen nicht gegeben sind. Mit der Cauchy-
Schwarz'schen Ungleichung (Heuser, 1986)
 
L
X
i=1

i
!
2
 L
L
X
i=1

2
i
folgt sofort
E
COM
 E
AV
: (3.2)
Die Ungleichung E
COM
 E
AV
gilt f

ur beliebige Fehlerfunktionen E, solange E konvex ist,
d.h.
E(
X
i
a
i
y
i
) 
X
i
a
i
E(y
i
)
mit
P
i
a
i
= 1. Mit der Jensen-Ungleichung (Cover & Thomas, 1991)
E(g(x))  g(E(x))
folgt die Behauptung direkt aus der Denition von E
COM
und E
AV
.
Betrachtet man statt der Abweichungen vom gesuchten Proze, die ja f

ur einen Algorithmus,
wie er hier entwickelt werden soll, nicht zur Verf

ugung st

unden, die Ausgabefunktionen y
i
direkt, so kann man f

ur Klassikationsprobleme mittels des Gesetzes der groen Zahlen ein

ahnliches Ergebnis erzielen (Gutjahr, 1996): Ein Klassikator als Komitee von unendlich
vielen, stochastisch unabh

angigen neuronalen Netzen, von denen jedes mit Wahrscheinlich-
keit p > 0:5 richtig klassiziert, macht nie eine falsche Entscheidung. In der Praxis wird man
sich aber damit begn

ugen m

ussen, da die Leistung des Komitees zwar besser wird als die
Leistung der einzelnen Netze, aber aufgrund der gemachten Annahmen deutlich von einem
perfekten Klassikator verschieden ist, da die stochastische Unabh

angigkeit der Komitee-
mitglieder f

ur viele Netze nicht ohne weiteres zu bewerkstelligen ist.
Den Fehler des Komitees kann man in

ahnlicher Weise zur Bias-Varianz Dekomposition
(Kapitel 2.2) in zwei Terme aufspalten. Dadurch gewinnt man eine wichtige Einsicht in die
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Verbesserung der Generalisierungsf

ahigkeit (Krogh & Vedelsby, 1995, Bishop, 1995). Ich
werde die Gleichung ausf

uhrlich herleiten, da sie mir auch den Ausgangspunkt liefert, um
ein analytisches Kriterium zur Auswahl der Komiteemitglieder zu entwickeln und meine
Vorgehensweise mathematisch zu begr

unden.
Gesucht ist ein Zusammenhang zwischen dem durchschnittlichen Fehler des Komitees und
dem durchschnittlichen Fehler der einzelnen Netze, den man ausgehend vom Erwartungswert
des Komiteefehlers entwickeln kann. Die Abh

angigkeiten der Funktionen von x werde ich in
der Rechnung der

Ubersichtlichkeit halber weglassen. F

ur die quadratische Fehlerfunktion
gilt
E
h
(y
COM
  h)
2
i
= E
h
(h  y
COM
)
2
i
= E [h
2
  2hy
COM
+ y
2
COM
]
=  2E [hy
COM
] + E [h
2
] + E [y
2
COM
]
=  2E [hy
COM
] + E [h
2
] + 2E [y
2
COM
]  E [y
2
COM
]
=  2E
"
h
1
L
L
X
i=1
y
i
#
+ E
"
1
L
L
X
i=1
h
2
#
+ 2E
"
y
COM
1
L
L
X
i=1
y
i
#
  E
"
1
L
L
X
i=1
y
2
COM
#
=
1
L
L
X
i=1

 2E [hy
i
] + E [h
2
] + 2E [y
i
y
COM
]  E [y
2
COM
]

=
1
L
L
X
i=1

(E [y
2
i
]  2E [hy
i
] + E [h
2
])   (E [y
2
i
]  2E [yy
C
OM ] + E [y
2
COM
])

=
1
L
L
X
i=1
E
h
(y
i
(x)  h(x))
2
i
 
1
L
L
X
i=1
E
h
(y
i
(x)  y
COM
(x))
2
i
: (3.3)
Bei der Herleitung wurde die Beziehung
P
L
i=1
1
L
= 1 ausgenutzt. Die Dekomposition bleibt
damit auch f

ur beliebige Gewichtungen des Komitees
y
COM
(x) =
L
X
i=1
w
i
y
i
(x) (3.4)
g

ultig, solange die Beziehung
P
L
i=1
w
i
= 1 erf

ullt ist.
Im folgenden werde ich die Formel etwas genauer analysieren. Der erste Term der Formel
h

angt nur von den Fehlern der einzelnen Netze ab, w

ahrend der zweite in sch

oner Analogie
zur Bias-Varianz Dekomposition die Streuung der Netze mit. Bleibt jetzt der durchschnitt-
liche Fehler konstant, dann wird der Komiteefehler kleiner, wenn die Streuung gr

oer wird.
Eine Methode zur Komiteebildung mu also einerseits versuchen, m

oglichst verschieden-
artige Netze zu nden, andererseits aber auch daf

ur sorgen, da die Netze m

oglichst gut
sind. Auf den zweiten Term von Gleichung (3.3) werde ich sp

ater wieder zur

uckkommen,
um daraus ein Optimierungskriterium zu entwickeln.
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F

ur die Cross-Entropy Fehlerfunktion ist bisher keine Dekomposition des Komiteefehlers
bekannt. Aufgrund der logarithmischen Abh

angigkeit ist diese auch nicht auf direktem Wege
zu gewinnen. Es gilt aber zumindest allgemein die Absch

atzung
E
CE
(y; h)  E
Q
(y; h) (3.5)
Mit der Ungleichung von Jensen (Cover & Thomas, 1991, Henze, 1995) und ln(1 + x)  x
f

ur x  0 l

at sich die logarithmische Fehlerfunktion nach oben absch

atzen:
E
CE
(y; h) =  
X
n
h
n
ln y
n
+ (1  h
n
) ln(1   y
n
)
  
X
n
ln (h
n
y
n
+ (1  h
n
)(1   y
n
))
=  
X
n
ln (1 + 2h
n
y
n
  h
n
  y
n
)
  
X
n
2h
n
y
n
  h
n
  y
n
: (3.6)
Subtrahiert man E
CE
von E
Q
, dann erh

alt man
E
Q
(y; h) E
CE
(y; h) =
X
n
(y   h)
2
 
 
 
X
n
2hy   h  y
!
=
X
n
y
2
  2hy + h
2
 
X
n
2hy   h  y
=
X
n
y
2
+ h
2
  h  y
=
X
n
y(y   1) + h(h  1)
 0: (3.7)
wobei ich die Abh

angigkeit von n der

Ubersichtlichkeit halber weggelassen habe. Minimiert
man nun Gleichung (3.3), dann wird auch der logarithmische Fehler des Komitees klein.
3.1.1 Ungenaue G

utekriterien und Datenabh

angigkeit
Ein wesentlicher Grund f

ur die bessere Generalisierung von Komitees ist, da die Leistung
eines Netzes nicht genau bestimmt werden kann. Sch

atzt man die G

ute durch den Fehler
auf einer unabh

angigen Datenmenge, dann variiert die Leistung mit der zuf

alligen Vertei-
lung des Rauschens in den Daten. Unterscheidet sich die Verteilung von der, die auf den
Trainingsdaten gegeben ist, dann verzerrt diese Zufallskomponente das G

utema.
Ebenso ist die Evidenz, die im Bayes'schen Ansatz als G

utema berechnet wird, aufgrund
idealisierender Annahmen kein perfekter Indikator f

ur die Leistung der Netze, sondern be-
stenfalls damit korreliert. Abbildung 2.5 verdeutlichte die Korrelation von Evidenz und
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Testfehler an einem Beispiel. Die Abh

angigkeit von der Ungenauigkeit der Sch

atzung l

at
sich reduzieren, wenn man

uber mehrere Netze mittelt.
Andererseits liegt durch die Wahl einer Trainingsmenge ebenso eine bestimmte Verteilung
des Rauschens fest, die mehr oder weniger gut mit den Annahmen des Trainingsprozes-
ses

ubereinstimmen kann. Experimentelle Untersuchungen in Kapitel 5 werden zeigen, da
dies einen gewichtigen Einu auf die Modellauswahl haben kann. Bei der Vorstellung des
Bias-Varianz Dilemmas (Kapitel 2.2) wurde ausgef

uhrt, da auch aus diesem Grund eine
Mittelung

uber mehrere Netze sinnvoll ist.
3.1.2 Bayes'sches Lernen und Komitees
Im Bayes'schen Ansatz wird jedem Gewichtsvektor w eine Wahrscheinlichkeit zugeordnet,
da er ein Modell der Daten ist. Trainiert man jetzt mehrere Modelle und ndet lokale
Minima m
i
, dann kann man die a posteriori Verteilung durch die Summe der zugeh

origen
Gauverteilungen des Bayes'schen Ansatzes modellieren. Man erh

alt also
p(wjD) =
X
i
p(m
i
;wjD)
=
X
i
p(wjm
i
)P (m
i
;D):
Diese Approximation der a posteriori Verteilung verwendet man jetzt anstatt der einfacheren
Variante, um andere Gr

oen zu berechnen, die von Interesse sind. Es sei betont, da sich
durch die Summe von Normalverteilungen die tats

achliche Verteilung der Gewichte, die
multimodal sein kann, besser approximieren l

at als durch eine einzelne Normalverteilung
(Bishop, 1995, Barber & Bishop, 1998). Dieser Umstand gilt nicht nur f

ur die Integration

uber mehrere Initialisierungen, sondern f

ur jede andere Form der Komiteebildung ebenso.
Im hier entwickelten Ansatz integriere ich zus

atzlich

uber verschiedene Trainingsdatens

atze,
verschiedende Eingabevektoren und Netztopologien.
3.1.3 Groe Eingaber

aume
Ein weiterer Vorzug der Komiteebildung ist dadurch gegeben, da eine groe Anzahl von
m

oglichen Eingabekomponenten aufgeteilt werden kann, so da die einzelnen Netze ver-
schiedenartige Sichten auf das Problem haben und potentiell verschiedene L

osungen lernen
k

onnen. Durch die Reduktion auf niedrigdimensionale Eingabevektoren wird im Falle einer
begrenzten Datenmenge erst eine 'vern

unftige' Abbildung gelernt werden (Baum & Haussler,
1989, White, 1989, Bishop, 1995). Andererseits l

at sich der Eingaberaum unter Umst

anden
so aufteilen, da mehrere gleichwertige, aber evtl. stochastisch unabh

angige Netze bestimmt
werden. Durch die Komiteebildung zieht man aber trotzdem Nutzen aus allen Eingabemerk-
malen.
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Wenn keine m

ogliche Einteilung vorgegeben ist, dann kann man in der Praxis so vorgehen,
da man eine Population von Netzen initialisiert, jedes mit einer zuf

alligen Eingabestruk-
tur. Mittels statistischer Kriterien ver

andert man dann die Eingabestruktur schrittweise,
wobei die besseren Netze beibehalten werden. In Kapitel 4 und insbesondere 4.5 wird die
Optimierung der Eingabestruktur wieder aufgegrien.
Es sei noch angemerkt, da man, falls das Kriterium zur Bewertung der Eingabestruktur
vom gew

ahlten Modelltyp unabh

angig ist, dieses nutzen kann, um die einzelnen Eingaben
nach ihrer Wichtigkeit zu sortieren. Statt einer Zufallsauswahl lassen sich so die Suchpunkte
zu Beginn der Suche wesentlich g

unstiger ausw

ahlen. In Kapitel 5 wird zur Wirkungsweise
der geeigneten Initialisierung ein Experiment durchgef

uhrt.
3.2 Gewinnung und Kombination der Komiteemitglieder
Soll die Bildung eines Komitees

uber die Mittelung vieler trainierter Modelle hinausgehen,
ben

otigt man ein Auswahlkriterium f

ur die Modelle. Bisher gibt es keine brauchbare Theo-
rie, aus der sich ein Algorithmus ableiten l

at. Eine h

aug angewendete Vorgehensweise
versucht m

oglichst verschiedenartige, aber trotzdem gut generalisierende Modelle zu nden,
die mittels heuristischer Selektionskriterien, unter anderem auch Cross-Validierung, zu ei-
nem Komitee verbunden werden (Sharkey, 1999). Die bekannten Methoden zur Generierung
und zur Auswahl von Modellen f

ur ein Komitee sollen im folgenden kurz zusammengefat
werden. Grunds

atzlich lassen sich die folgenden Methoden unterscheiden, die sich nicht un-
bedingt gegenseitig ausschlieen (Sharkey, 1999):
 Aufteilung der Daten zum Training der Modelle
 Variation der Struktur bzw. Topologie der Modelle und der Informationsquellen, d.h.
der verwendeten Merkmale
 Integration

uber verschiedene Initialisierungen
 Einbeziehen der Abh

angigkeiten zwischen den Modellen, z.B. durch Bestrafung starker
Kovarianzen der Ausgabefunktionen.
3.2.1 Aufteilung der Daten
Aufteilung der Daten ist eine der am h

augsten verwendeten Methoden. Sie liegt dem so-
genannten Bagging (Breiman, 1996) und auch Boosting (Freund & Schapire, 1996, Schapire
et al., 1997) zugrunde, beides Methoden, die mit Erfolg eingesetzt wurden.
Bagging verwendet ein einfaches Bootstrapping, d.h. es wird f

ur jedes zu trainierende Mo-
dell ein bestimmter Teil der Muster durch Ziehen mit Zur

ucklegen ausgew

ahlt. Alle Modelle
erhalten dann das gleiche Gewicht bei der Kombination, d.h. es wird einfach der Mittelwert
gebildet. Beim Boosting-Algorithmus ist das Sampling etwas komplizierter, und zwar wer-
den zu Anfang alle Muster mit gleicher Wahrscheinlichkeit ausgew

ahlt, eine Teilmenge der
53
Komitees 3.2 Gewinnung und Kombination der Komiteemitglieder
Trainingsmenge gezogen und ein Modell trainiert. Die Auswahlwahrscheinlichkeit der Mu-
ster mit groem Fehler wird dann erh

oht bzw. bei kleinem Fehler erniedrigt. F

ur das Modell
wird noch, basierend auf dem Fehler, ein Gewichtungsfaktor bestimmt. Dieser Schritt wird
n mal wiederholt. Das Komitee besteht am Ende aus den nModellen, die jedes ihr spezielles
Gewicht berechnet haben (Freund & Schapire, 1996).
Die starke Konzentration auf Muster mit groem Fehler macht das Verfahren oensichtlich
anf

allig f

ur Ausreier. Ist der Datensatz beispielsweise mit einem Rauschen behaftet wie in
Abbildung 1.1b in der Einleitung dargestellt, dann mu dieses Vorgehen zwangsl

aug zu
Overtting f

uhren. Da dem tats

achlich so ist, haben (R

atsch et al., 1998) nachgewiesen.
Boosting geh

ort zu den hard margin Algorithmen, die sich auf die schwierigsten Muster kon-
zentrieren, ohne aber ein Modell f

ur das Rauschen in den Daten zu verwenden. Durch Erwei-
terung um einen Regularisierungsterm, diesmal zur Musterauswahl, k

onnen diese Nachteile
behoben werden. Bei zunehmendem Rauschen konvergieren die Auswahlwahrscheinlichkei-
ten wieder zur selben Verteilung wie bei Bagging.
Betrachtet man das Verfahren im Lichte der Dekompositionsgleichung (3.3), dann sieht
man, da Boosting die Varianz unter den Komiteemitgliedern vergr

oert, der durchschnitt-
liche Fehler der Netze wird aber nur konstant bleiben oder kleiner werden, wenn die Daten
nicht verrauscht sind. Die Konzentration auf wenige Muster mit groem Fehler kann ohne
geeignete Regularisierung also fatal sein.
3.2.2 Merkmale und Netzkomplexit

at
Netze mit verschiedenen Informationen zu trainieren, ist besonders dann interessant, wenn
viele Informationsquellen zur Verf

ugung stehen, aus denen man nur schwer eine Auswahl
treen kann. F

ur die Prognose von Zeitreihen lassen sich hier verschiedene Aspekte der
Daten abdecken: langfristige Information, kurzfristige Trends, fundamentale Daten oder
technische Kennzahlen. F

ur diesen Einsatzbereich konnten hiermit Erfolge erzielt werden
(Gutjahr, 1996, Ragg & Gutjahr, 1997b).
Eine Integration

uber Modelle verschiedener Komplexit

at durchzuf

uhren, l

at sich wieder
besonders sch

on im Bayes'schen Ansatz begr

unden, und zwar dadurch, da jedes Modell
H
i
wieder eine gewisse a posteriori Wahrscheinlichkeit hat. Die nat

urliche Behandlung von
unbekannten Parametern im Bayes'schen Ansatz ist die Integration

uber den ganzen Para-
meterraum. Das heit, bei gegebenen Daten D gewinnt man die Verteilung einer Gr

oe Q
im Bayes'schen Ansatz durch Summation

uber die Modelle
p(QjD) =
X
i
p(Q;H
i
jD)
=
X
i
p(QjD)P (H
i
;D):
In einer extremen Form gelangt man zu dem Ansatz 'Mixture of Experts' (Jordan & Jacobs,
1994, Bishop, 1995), bei dem die Ausgaben nicht mehr integriert werden, sondern jeweils
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ein Experte f

ur ein neues Muster ausgew

ahlt wird. Die gr

ote Fehlerquelle ist hier das
Auswahlverfahren, das f

ur jeden Experten seine Zust

andigkeit bzw. Nicht-Zust

andigkeit f

ur
ein bestimmtes Muster erkennen k

onnen mu. F

ur eine 'weiche' Variante dieser Methode
kann man die Varianz der Netzausgabe verwenden, die im Bayes'schen Ansatzes berechnet
wird (Gleichung (2.43)).

Uber sie l

at sich gerade eine Art 'Arbeitsbereich' der Modelle
denieren. Auf diesen Aspekt werde ich in Kapitel 6 zur

uckkommen.
3.2.3 Korrelation der Netze
Es wurde schon dargelegt, da unkorrelierte Fehlerfunktionen einen hohen Zugewinn an
Leistung versprechen. Abweichend von den obigen Kriterien hat Rosen einen Ansatz vor-
gestellt, der die Korrelation der Netze in der Fehlerfunktion beim Training ber

ucksichtigt
(Rosen, 1996), vgl. auch (Liu & Yao, 1998). Es wird direkt ein Komitee von Netzen trai-
niert. Die prinzipielle Kritik an diesem Ansatz ist, da die einzelnen Modelle nicht 'lokal
optimal' sein m

ussen, sondern vielmehr beliebige Gr

oen f

ur die Gewichte und damit auch
weniger glatte Ausgabefunktionen generiert werden k

onnen. Erst die Komiteebildung sorgt
durch die Integration wieder f

ur eine Gl

attung. Rosen gewichtet den Strafterm genauso stark
wie den Fehlerterm. Ein experimenteller oder ein Bayes'scher Ansatz zur Gewichtung des
Strafterms w

are aufgrund der Anzahl der Netze wesentlich schwerer, wenn

uberhaupt, zu
bewerkstelligen. F

ur die verwendete Gewichtung fehlt aber eine geeignete Begr

undung.
Folgerichtig versucht der Ansatz von (Rosen, 1996) der Korrelation starkes Gewicht ein-
zur

aumen. Die Gleichung (3.3) zeigt aber auch hier die Problematik: Die Streuung der Netze
wird maximiert, aber die Generalisierungsf

ahigkeit der einzelnen Modelle wird nicht ausrei-
chend ber

ucksichtigt. Hierzu m

ute also neben dem Term, der die Korrelationen bestraft,
auch noch ein Regularisierungsterm, der die Komplexit

at der einzelnen Modelle ber

uck-
sichtigt, verwendet werden. Man h

atte hier also drei Hyperparameter einzustellen. F

ur ein
Bayes'sches Verfahren zur automatischen Gewichtung der einzelnen Terme sehe ich keinen
sinnvollen Anhaltspunkt.
Eine a posteriori Optimierung auf Basis der linearen Abh

angigkeiten schl

agt Hashem vor
(Hashem, 1999). Der Entwurfsproze f

ur die Netze wird nicht explizit in Betracht gezogen,
sondern es wird von trainierten Modellen ausgegangen. Unter Zuhilfenahme einer zus

atz-
lichen Cross-Validierungsmenge wird nun das Komitee optimiert, indem zuerst gem

a der
Leistung der einzelnen Netze auf der Cross-Validierungsmenge die Gewichte im Komitee
eingestellt werden. Ist das so gebildete Komitee besser als das beste einzelne Netz und als
das Komitee mit identischen Gewichten (einfacher Durchschnitt), dann terminiert der Al-
gorithmus mit diesem Komitee. Andernfalls wird versucht, durch Entfernen von Netzen mit
starken linearen Abh

angigkeiten dieses Kriterium zu erf

ullen. Milingt das, dann wird je
nach Leistung auf der Cross-Validierungsmenge das beste Netz ausgew

ahlt oder das Komi-
tee mit identischen Gewichten.
Die prinzipielle Kritik an diesem Ansatz zielt auf die iterative Verwendung einer zus

atzli-
chen Datenmenge. Zum einen steht und f

allt das Verfahren mit der geeigneten Wahl dieser
Menge, zum anderen f

uhrt die iterative Verwendung der Daten zum Bestimmen von Para-
metern wie im Falle von Boosting zu Overtting bei verrauschten Daten. Ohne zus

atzliche
Glattheitsbedingung, d.h. ohne einen geeigneten Regularisierungsterm, ist dieses Vorgehen
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wenig empfehlenswert. Auerdem wird ein m

oglicher Zuwachs an Leistung verschenkt, da
beim Entwurfsproze der Modelle nicht darauf geachtet wird, da diese ein Komitee bilden
sollen.
3.3 Konsequenzen
Die bisher vorgestellten Methoden zeigen deutlich, da es mehrere Ansatzpunkte gibt, die
Generalisierungsleistung eines neuronalen Systems zu optimieren, von denen jeder seine
Berechtigung hat. Ein wesentliches Ziel meiner Arbeit ist es, diese Entwurfskriterien in ein
einziges Optimierungskonzept zu integrieren.
Die Bias-Varianz Dekomposition hat gezeigt, da es bei verrauschten Daten unerl

alich ist,

uber mehrere Modelle zu integrieren, um die Abh

angigkeit von den gew

ahlten Trainingsda-
ten zu minimieren. Die Ausf

uhrungen zum Fluch der Dimensionen zeigen die Notwendigkeit,
die Gr

oe des Eingaberaumes im richtigen Verh

altnis zur Zahl der Daten zu w

ahlen. Die
Tatsache, da es sich beim Lernen aus Daten um ein schlecht gestelltes Problem handelt,
macht die Verwendung von Regularisierungsmethoden zwingend. Der Aufwand f

ur geeig-
nete Gewichtung des Regularisierungsterms ist mit heuristischen Methoden nicht mehr zu
leisten, wenn man die einzelnen Modelle mit verschiedenen Daten trainiert. Abgesehen davon
wird durch Cross-Validierung eine neue Abh

angigkeit von der Datenauswahl eingef

uhrt. Die
Bayes'sche Methode zum Training neuronaler Netze ist also ein unverzichtbarer Baustein
eines Optimierungskonzeptes.
Im meinem Ansatz m

ochte ich vermeiden, da durch die Bedingung auf der h

oheren Ebene
- die Unabh

angigkeit der Netze - die Parameteroptimierung auf der unteren Ebene - das
Trainieren mit geeigneter Regularisierung - ver

andert wird, wie das Gleichung (3.3) auch
nahelegt. Vielmehr mu der Suchproze auf der h

oheren Ebene so gestaltet sein, da er
m

oglichst unabh

angige Netze ndet, von denen aber trotzdem jedes f

ur seine Trainings-
menge ein 'gutes' Modell darstellt. Dazu mu man das Kriterium der Unabh

anigkeit in
geeigneter Weise in den Suchproze einbringen. Im folgenden werde ich hierzu meinen An-
satz entwickeln, der dann im n

achsten Kapitel in die evolution

are Suche eingebunden wird.
3.4 Ein analytisches Optimierungskriterium
Statt Cross-Validierungs Techniken in den Suchproze einzubringen, mu es das Ziel sein,
den Entwicklungsproze weitgehend auf der Optimierung analytischer Kriterien aufzubauen.
Dazu lohnt es sich, den zweiten Term aus Gleichung (3.3) n

aher zu untersuchen, der die
Streuung der Netze mit.
1
L
L
X
i=1
E
h
(y
i
(x)  y
COM
(x))
2
i
=
1
L
L
X
i=1
E [y
2
i
(x)] 
2
L
L
X
i=1
E [y
COM
(x)y
i
(x)]
+
1
L
L
X
i=1
E [y
2
COM
(x)] (3.8)
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Der Term soll maximiert werden. Dazu bringe ich den zweiten und dritten Summand in eine
neue Form, die sich dann besser interpretieren l

at.
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Dabei habe ich

uber die Diagonalelemente extra summiert und die Beziehung y
j
y
i
= y
i
y
j
ausgenutzt. F

ur den dritten Term erh

alt man mit Gleichung (3.1) und Ausmultiplizieren
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Setzt man die beiden Ausdr

ucke 3.9 und 3.10 wieder in Gleichung 3.8 ein und ber

ucksichtigt
noch E [XY ] = E [X]E [Y ] +Cov(X;Y ), eine Eigenschaft der Kovarianz (Henze, 1997), dann
verbleibt man mit
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Die Erwartungswerte von y
i
h

angen davon ab, mit welchen Daten das spezielle Modell trai-
niert wurde, da der Mittelwert y
i
nach dem Training gerade dem Mittelwert der Zielwerte
entsprechen sollte. Den ersten und dritten Summanden kann man also als nahezu konstant
ansehen. Da die Kovarianz einer Zufallsvariablen mit sich selbst gerade ihre Varianz ergibt,
Cov(X;X) = V (X), sagt der zweite Summand aus, da die Varianz der Netze maximal
gro sein sollte, w

ahrend der letze Summand aufgrund des Minuszeichens m

oglichst klein
werden sollte. Die Gr

oe der Kovarianz Cov(y
j
(x); y
i
(x)) h

angt aber davon ab, wie stark
die stochastische Abh

angigkeit zwischen y
j
und y
i
ist. Aus der Multiplikationsformel f

ur Er-
wartungswerte folgt, da die Kovarianz Cov(X;Y ) zweier Zufallsvariablen X und Y gerade
dann 0 ist, wenn diese stochastisch unabh

angig sind und maximal, wenn X = Y gilt (Henze,
1997). Damit sollte man, bei sonst gleichen Bedingungen, Netze bevorzugen, die stochastisch
weniger abh

angig sind und maximale Varianz haben. Statt den Term 3.11 zu maximieren,
kann man damit ein

aquivalentes Kriterium angeben, das aber den Vorteil hat, im Falle
von Klassikationsproblemen ebenfalls direkt anwendbar zu sein (siehe die Aussagen zu
Klassikationsproblemen in Kapitel 3.1 und die Ausf

uhrungen in (Gutjahr, 1996)).
Setzen wir f

ur den Moment voraus, wir h

atten ein Ma I(X;Y ) f

ur die stochastische Un-
abh

angigkeit
1
zweier Zufallsvariablen bzw. Funktionen X und Y , dann l

at sich aus Glei-
chung (3.11) das folgende Optimierungskriterium, ein Heterogenit

atskriterium Het
COM
,
ableiten:
Het
COM
:=
L  1
L
2
L
X
i=1
I(y
i
; y
i
) 
2
L
2
L 1
X
i=1
L
X
j=i+1
I(y
i
; y
j
)  ! max : (3.12)
Damit habe ich ein analytisches Kriterium deniert, das man algorithmisch optimieren kann,
um aus einer gegebenen Menge von trainierten Netzen diejenigen auszuw

ahlen, die das beste
Komitee formen (Ragg, 2000). Es ist bereits f

ur kleine L unm

oglich, alle
 
L
k

Kombinationen
f

ur alle k zu betrachten, um das Kriterium zu optimieren. Eine M

oglichkeit, den Aufwand zu
reduzieren und trotzdem eine gute Kombination von Funktionen zu nden, ist, die trainierten
Netze zuerst geeignet in Gruppen zusammenzufassen und dann aus jeder Gruppe einen
Vertreter auszuw

ahlen. Ein Verfahren hierzu wird im n

achsten Abschnitt entwickelt.
3.5 Clusterung von neuronalen Netzen
Die einfachste und schnellste Methode, Elemente basierend auf ihrer

Ahnlichkeit in Klassen
zusammenzufassen, sind agglomerative, hierarchische Clusterverfahren. Die Idee dabei ist
folgende: Man ordnet zuerst jedes Netz in eine eigene Gruppe ein und legt dann sukzessive
jeweils die beiden Gruppen zusammen, die sich am

ahnlichsten sind. Um die neuronalen
Modelle zu clustern, ben

otigen wir also noch ein Ma f

ur die

Ahnlichkeit zweier Netze.
In Kapitel 3.6.2 werden wir sehen, da Mutual Information die Kullback-Leibler Distanz
zwischen der gemeinsamen Verteilung und der Produktverteilung zweier Zufallsvariablen ist.
1
in Kapitel 3.6 wird es deniert und ein Sch

atzverfahren daf

ur angegeben
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Mittels der Kullback-Leibler Distanz l

at sich aber keine Metrik denieren, da die Dreiecks-
ungleichung nicht erf

ullt ist (Cover & Thomas, 1991). Die

Ahnlichkeitsbeziehungen zwischen
den neuronalen Netzen liegen also nur als Matrix vor. Sie lassen sich nicht als Punkte in
einem euklidischen Raum darstellen. Damit scheiden alle Clusterverfahren aus, die auf einer
Metrik basieren.
M

ochte man eine m

oglichst optimale Klasseneinteilung nden, dann hat man hier ein

ahnli-
ches Problem zu l

osen wie bei der Aufgabe, aus einer Menge von Merkmalen eine geeignete
Teilmenge zu selektieren Man kann den lokal g

unstigsten Schritt berechnen, d.h. jeweils die
beiden

ahnlichsten Klassen zusammenfassen, eine Folge der lokal optimalen Schritte mu
aber nicht zum globalen Optimum f

uhren. Die Vorausschau um mehr als einen Schritt aus-
zuweiten, scheitert am kombinatorischen Aufwand (In Kapitel 4.5 wird diese Frage genauer
behandelt. Abbildung 4.5 zeigt das Vorgehen bei der Merkmalsselektion, Abbildung 4.8 eine
plausible Klasseneinteilung). Im folgenden beschreibe ich, welche Methoden man anwen-
den kann, um eÆzient eine Klasseneinteilung zu bestimmen, insbesondere das sogenannte
Complete-Linkage-Verfahren, das ich in meiner Arbeit einsetze.
Wie oben bereits ausgef

uhrt beginnt man damit, jedes Netz zuerst in eine eigene Grup-
pe einzuordnen und dann sukzessive die

ahnlichsten zusammenzufassen. Die

Ahnlichkeit
Sim(G
1
; G
2
) zweier Gruppen G
1
und G
2
deniert man wiederum

uber die stochastische
Abh

angigkeit ihrer Elemente
Sim(G
1
; G
2
) := min
i;j
I(y
i
; y
j
) mit y
i
2 G
1
; y
j
2 G
2
(3.13)
und bestimmt dann, wie ausgef

uhrt, das Maximum aller solcher Paare. In jedem Schritt kann
man nun prinzipiell ein Heterogenit

atskriterium

uber alle Gruppen ausrechnen, indem man
zuerst zu je zwei Gruppen die Elemente minimaler

Ahnlichkeit bestimmt,

uber alle Paare
summiert und noch entsprechend normiert. Das oben denierte Kriterium (3.12) bekommt
dann folgende Gestalt
Het
k
:=
L  1
L
2
L
X
i=1
SIM(G
i
; G
i
) 
2
L
2
L 1
X
i=1
L
X
j=i+1
SIM(G
i
; G
j
): (3.14)
Aus jeder Gruppe mu man dann noch einen Vertreter bestimmen, beispielsweise das Netz
mit der h

ochsten Evidenz oder eine Art 'mittleres' Element. Die Auswahl eines Vertreters
bringt allerdings ein weiteres Problem mit sich. Solange sich die Netze relativ

ahnlich sind,
ist die Selektion eines Vertreters unbedenklich. Problematisch wird es nur, wenn die Homo-
genit

at der Gruppen stark abnimmt, d.h. mit zunehmender Verschmelzung, kommen v

ollig
verschiedene, evtl. sogar stochastisch unabh

angige Netze in einer Gruppe zusammen. Das
macht es sinnvoll, als weiteres Kriterium die Homogenit

at der Gruppen zu betrachten. Die-
se kann man z.B. durch die beiden Netze denieren, die innerhalb der Gruppe minimale
stochastische Abh

angigkeit haben. Sei K = jG
1
j die Anzahl der Elemente in der Gruppe,
dann deniert man die Homogenit

at als
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Hom(G
1
) := min
i;j
I(y
i
; y
j
) mit y
i
; y
j
2 G
1
: (3.15)
Die Homogenit

at im Schritt k deniert man als die kleinste Homogenit

at einer der Gruppen
Hom
k
:= min
i
Hom(G
i
) ; (3.16)
wobei i alle Gruppen durchl

auft, die im aktuellen Schritt der Zusammenlegung existieren,
d.h. all jene, aus denen ein Vertreter zur Bildung des Komitees ausgew

ahlt werden soll. Das
hier skizzierte Verfahren der Clusteranalyse bezeichnet man auch als Complete-Linkage-
Verfahren, das besonders homogene Klassen erzeugt (Kaufmann & Pape, 1996). Prinzipiell
k

onnte man die Homogenit

ats- und Heterogenit

atskriterien statt mit den minimalen und ma-
ximalen

Ahnlichkeiten auch mit dem Durchschnitt berechnen (Average-Linkage-Verfahren).
Es gibt keine objektiven Kriterien, welches der Verfahren bessere L

osungen liefert, vielmehr
ist die Brauchbarkeit f

ur das Untersuchungsziel entscheidend (Kaufmann & Pape, 1996).
Sinnvollerweise w

ahlt man also dazu die strengere Variante, da es das Ziel des Verfahrens
ist, m

oglichst unabh

angige Netze zu nden.
Letzendlich mu man eine Klasseneinteilung ausw

ahlen. F

ur diesen wesentlichen Aspekt
der Clusterung, die Bestimmung der Klassenzahl, gibt es noch keine 'optimale' L

osung.
(Kaufmann & Pape, 1996). Bei dem vorgeschlagenen agglomerativen Verfahren w

ahlt man
vern

unftigerweise die Klassenzahl aus, die das Kriterium (3.14) maximiert (Ragg, 2000). Als
Kontrolle sollte man dazu auch das Homogenit

atskriterium beachten und sicherstellen, da
man sich bei der Auswahl der Klassenzahl in einem Bereich bendet, in dem die Homogenit

at
noch gro ist. Dies ist deswegen sinnvoll, weil mit abnehmender Klassenzahl die Homogenit

at
stark sinkt. Abbildung 3.1 zeigt die Auswahl an einem Beispiel. Ein starkes Absinken der
Homogenit

at deutet darauf hin, da zwei sehr heterogene Klassen verschmolzen wurden
(Kaufmann & Pape, 1996). Damit sinkt dann auch der Wert des Heterogenit

atskriteriums.
F

ur die letztendliche G

ute des Komitees ist die Auswahl der Klassen entscheidend. Soll man
aus einer Menge von trainierten Netzen das beste Komitee zusammenstellen, dann ist es
sinnvoll, das Kriterium (3.14) zu optimieren. Es ist aber f

ur die Suche nach guten L

osun-
gen, die in Kapitel 4 erl

autert wird, weniger wichtig, wieviele Klassen in jedem Suchschritt
genau ausgew

ahlt werden. Neue Suchpunkte werden um die Vertreter der Klassen mit gr

oe-
rer Wahrscheinlichkeit gesetzt (Ragg, 2000). Es ist also kein absolutes Kriterium, das alle
anderen Netze sofort aus der Population entfernt. Diese besitzen vielmehr einen Selektions-
nachteil. Dadurch wird es m

oglich, nach und nach auch bei verrauschter Qualit

atsfunktion
ein Optimum der beiden Kriterien - Evidenz einerseits, stochastische Unabh

angigkeit ande-
rerseits - zu nden (vgl. Abbildung 4.2).
Neben agglomerativen Verfahren gibt es noch weitere Verfahren, die basierend auf einer

Ahnlichkeitsmatrix eine Klasseneinteilung liefern. Insbesondere die polythetischen Verfah-
ren w

aren hier zu nennen, die den umgekehrten Weg nehmen. Ausgehend von einer Klasse
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Abbildung 3.1: Die Abbildung zeigt die
Bestimmung der Klassenzahl f

ur ei-
ne Menge von neuronalen Netzen, die
mit den Daten aus Abbildung 1.1 trai-
niert wurden. Das Heterogenit

atskrite-
rium ist eine Kurve mit mehreren lo-
kalen Maxima und einem relativ deut-
lichen Maximum, hier bei 8 Klassen.
Das Homogenit

atskriterium ist lange
Zeit relativ konstant und nimmt dann
mit zunehmend sinkender Klassenzahl
stark ab. Eine starke Abnahme in ei-
nem Schritt deutet darauf hin, da
sehr heterogene Gruppen verschmolzen
wurden.
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wird kontinuierlich eine Klasse geteilt. Das Problem hierbei ist, da der Aufwand wesentlich
gr

oer ist. In jedem Schritt mu man f

ur alle Klassen genau den Auftrennpunkt innerhalb
der Klassen nden, der lokal optimal ist (Kaufmann & Pape, 1996). Erw

ahnenswert ist
auch das sogenannte Deterministic Annealing, das bei der Segmentierung von Bildern oder
Sprache gute Ergebnisse gebracht hat und auch auf einem soliden theoretischen Fundament
beruht (Pereira et al., 1993, Buhmann, 1997, Hofmann & Buhmann, 1997). Das Verfah-
ren setzt allerdings voraus, da die Klassenzahl bekannt ist. Diese soll jedoch als Ergebnis
der Clusterung ermittelt werden. Indem man das Verfahren

uber alle Klassenzahlen ite-
riert, k

onnte man ein geeignetes Kriterium durch eine gewichtete Summe der Kriterien der
einzelnen Ebenen denieren und optimieren (Puzicha et al., 2000). Da die Population sich
w

ahrend der Evolution best

andig ver

andert, macht es jedoch keinen Sinn, unverh

altnism

aig
viel Rechenaufwand darauf zu verwenden, eine eventuell geringf

ugig bessere Klasseneintei-
lung zu erhalten. Das w

urde den nachfolgenden Selektionsproze nicht wesentlich ver

andern,
aber eine wesentlich kleinere Population erforderlich machen, um den Beschr

ankungen der
Rechenzeit Gen

uge zu leisten.
Eine

ahnliche Vorgehensweise schl

agt auch Bishop f

ur die Methode des 'Variational Learning'
vor: Statt mit viel Rechenaufwand die lokal beste Approximation zu berechnen, verzichtet
man auf Genauigkeit und f

uhrt in der gewonnenen Rechenzeit mehr Iterationen aus. Siehe
dazu (Bishop, 1998), ebenso dort auch der Vergleich mit dem GEM-Algorithums.
Nach der Herleitung des analytischen Optimierungskriteriums wird zum Abschlu dieses
Kapitels die Frage behandelt, wie man die

Ahnlichkeit von Funktionen messen kann.
3.6

Ahnlichkeit von Funktionen
Zur Berechnung der

Ahnlichkeit ben

otigt man eine Mustermenge. Beim Einsatz von Boot-
strapping-Verfahren bietet es sich an, daf

ur einfach die Trainingsmenge oder eine Stichprobe
davon zu nehmen. Jedes Netz wurde nur auf einer Teilmenge der Trainingsmenge trainiert,
d.h. auf dem ganzen Datensatz sollten die Unterschiede der Ausgabefunktionen noch deut-
licher hervortreten.
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Als

Ahnlichkeitsma kommen zwei Kriterien aus der Statistik in Betracht: eine Sch

atzung
der linearen Abh

angigkeit in Form des KorrelationskoeÆzienten bzw. der nicht-linearen Ab-
h

angigkeit auf Basis des wechselseitigen Informationsgehaltes (engl.: mutual information).
3.6.1 KorrelationkoeÆzienten
Die Korrelation zweier Zufallsvariablen mit deren lineare Abh

angigkeit, oder, mit ande-
ren Worten, der KorrelationskoeÆzient ist ein Ma f

ur die lineare Vorhersagbarkeit einer
Zufallsvariablen Y durch X. Dieser KoeÆzient (X;Y ) deniert sich auf Basis Kovarianz
C(X;Y ) und dem Produkt der Varianzen von X und Y :
(X;Y ) =
C(X;Y )
p
V (X)V (Y )
: (3.17)
Der KorrelationkoeÆzient ist die einfachste statistische Kenngr

oe f

ur Paare von Zufalls-
variablen. Sind zwei Funktionen bzw. Merkmale stark korreliert, dann wird man bei der
Modellbildung auf eine bzw. eines der beiden verzichten k

onnen. Um nicht-lineare Abh

angig-
keiten zu erkennen, ben

otigt man eine Aussage dar

uber, inwieweit zwei Zufallsvariablen X
und Y stochastisch abh

angig sind, d.h. wieviel Information X

uber Y enth

alt (Cover &
Thomas, 1991, Henze, 1997).
3.6.2 Mutual Information
Zwei ZufallsvariablenX;Y heien stochastisch unabh

angig, wenn f

ur ihre gemeinsameWahr-
scheinlichkeitsdichte gilt:
p(X;Y ) = p(X)p(Y ):
Das heit, die gemeinsame Dichte entspricht genau dem Produkt der einzelnen Dichten
(Henze, 1997). In anderer Form:
p(X;Y )  p(X)p(Y )
!
= 0: (3.18)
Um ein Ma f

ur die stochastische Abh

angigkeit zu erhalten, mu man den Wert der linken
Seite von 3.18 sch

atzen. Basierend auf der Entropie einer Zufallsvariablen kann man Mu-
tual Information als ein Ma f

ur den Informationsgehalt einer Zufallsvariablen X

uber eine
Zufallsvariable Y betrachten (Shannon, 1948, Cover & Thomas, 1991). Dadurch zieht man
nicht-lineare Zusammenh

ange in Betracht.
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Mathematische Denition von Mutual Information
Die Entropie H(X) deniert ein Ma f

ur die Information einer gegebenen Zufallsvariablen
X mit Wahrscheinlichkeitsfunktion p:
H(X) =  
Z
p(x) log p(x) dx:
F

ur ein Paar X;Y von Zufallsvariablen mit gemeinsamer Verteilung p(x; y) deniert sich
die Entropie in

ahnlicher Weise:
H(X;Y ) =  
Z Z
p(x; y)  log p(x; y) dxdy:
Basierend darauf kann man die bedingte Entropie bei gegebener bedingter Verteilung p(yjx)
denieren:
H(Y jX) =  
Z Z
p(x; y)  log p(yjx) dxdy:
Im folgenden wird der Zugewinn an Information

uber eine Zufallsvariable Y durch Kenntnis
von X, d.h. der Wert von H(Y ) H(Y jX) betrachtet:
H(Y ) H(Y jX) =  
Z
p(y) log p(y) dy  

 
Z Z
p(x; y)  log p(yjx)dxdy

=  
Z Z
p(x; y)  log p(y) dxdy +
Z Z
p(x; y)  log p(yjx) dxdy
=
Z Z
p(x; y)  log
p(yjx)
p(y)
dxdy
=
Z Z
p(x; y)  log
p(x; y)
p(x)p(y)
dxdy: (3.19)
Der Ausruck 3.19 ist die Kullback-Leibler Distanz zwischen der gemeinsamen Verteilung
p(x; y) und dem Produkt p(x)p(y) und wird als Mutual Information bezeichnet (Cover &
Thomas, 1991). Mutual Information mit also den Grad der stochastischen Abh

angigkeit
von X und Y . Damit ist die interessante Gr

oe mathematisch deniert. Weiterhin mu sie
f

ur einen gegebenen Datensatz noch berechnet werden.
Es sei noch angemerkt, da Mutual Information, wie andere Informationsmae auch, mono-
ton wachsend ist in der Zahl der Dimensionen. Das heit, jedes Merkmal, das man zur Ein-
gabe hinzunimmt, vergr

oert den Informationsgehalt bez

uglich der Ausgabe. Aufgrund des
Fluchs der Dimensionen ist es aber wichtig, die Gr

oe des Eingaberaumes zu beschr

anken.
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Approximation auf Basis der Daten
Die drei Verteilungsfunktionen p(x; y); p(x) und p(y) m

ussen anhand der Daten gesch

atzt
werden. Wenn keine Kenntnis

uber die Verteilungsfunktionen vorhanden ist und die Daten-
menge ausreichend ist, dann empehlt es sich, eine nicht-parametrische Dichtesch

atzung zu
verwenden (Silverman, 1986). Ich verwende hier einen multivariaten Epanechnikov-Kern-
sch

atzer basierend auf der euklidischen Metrik.
Sei z ein d-dimensionaler Vektor, dann deniert man die Kernfunktion
K(z) =
(
(3=4)
d
(1  (z
2
1
+ z
2
2
+ : : :+ z
2
d
)) falls kzk
2
< 1
0 sonst.
(3.20)
Die Normierungskonstante (3=4)
d
, die sicherstellt da
R
K(z)dz = 1 gilt, mu f

ur jede
Kernfunktion hergeleitet werden. Die ausf

uhrliche Rechnung hierzu ndet sich im Anhang.
Der Vorteil der euklidischen Metrik besteht vor allem darin, da die Daten sowohl bin

are
als auch reellwertige Komponenten enthalten k

onnen, ohne da die Approximation der Ver-
teilung deswegen ungenau wird. Bonnlander und Weigend verwenden im Gegensatz dazu
in (Bonnlander & Weigend, 1994) die Maximumsmetrik, um paarweise den Informationsge-
halt von Vektoren zu vergleichen. Hierzu ist zuerst anzumerken, da das Informationsma
aufgrund der Monotonie nicht direkt verwendbar ist, um einen m

oglichst optimalen Einga-
bevektor zu selektieren. In Kapitel 5 wird diese Aussage auch anhand eines Beispiels belegt.
Weiterhin entsteht durch Verwendung der Maximumsmetrik f

ur viele reale Anwendungen
ein Problem, wenn die Eingabevektoren auch bin

are Variablen enthalten.

Andert sich in ei-
nem Vektor nur eine bin

are Komponente, dann ist das Muster bereits aus der Nachbarschaft
aufgrund der speziellen Denition der Metrik hinausgefallen. Dies l

at sich auch nicht durch
die Fensterbreite h kompensieren, die in Gleichung (3.21) eingef

uhrt wird. Gilt h > 1, dann
haben die bin

aren Komponenten keinen Einu darauf, welches Muster in der Umgebung
eines anderen liegt. Andernfalls ist der Einu so stark, da nur solche Muster benach-
bart sind und zum Informationsgehalt beitragen, f

ur die alle Bits den gleichen Wert haben,
v

ollig unabh

angig von den reellwertigen Komponenten. Damit beruht die Sch

atzung immer
auf sehr wenigen Daten und wird im Extremfall unbrauchbar. Abbildung 3.2 illustriert die
Problematik.
F

ur rein bin

are Vektoren empehlt es sich entsprechend die Hamming-Distanz f

ur den
Kernsch

atzer zu verwenden. F

ur fast alle in der Praxis auftretenden Probleme ist der hier
verwendete Kernsch

atzer sehr gut geeignet.
Der Wert der Wahrscheinlichkeitsdichte an einem gegebenen Punkt z(k) wird approximiert
durch
p(z(k)) =
1
N  h
d
N
X
j=1
K

1
h
(z(k)   z(j))

: (3.21)
wobei N die Zahl der verwendeten Muster und h die Fensterbreite der Kernfunktion ist.
Die Sch

atzung der drei Verteilungen p(x; y); p(x) und p(y) ergibt sich dann jeweils durch
Summenbildung

uber alle Muster.
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Abbildung 3.2: Die Abbildung zeigt die
Nachbarschaftsbeziehungen f

ur ein Bei-
spiel mit einer reellen und einer bin

aren
Variablen. Der Kreis deutet an, wel-
che Punkte bei der euklidischen Metrik
in der Nachbarschaft des Mittelpunktes
liegen. Je enger die Punkte an demMit-
telpunkt liegen, desto gr

oer wird der
Wert des Kernsch

atzers. Im Falle der
Maximumsmetrik und h < 1 kann einer
der oberen Punkte nie in der Nachbar-
schaft von einem der unteren Punkte
liegen, unabh

angig vom Wert der reel-
len Variablen. Im anderen Fall, h > 1,
hat die bin

are Komponente

uberhaupt
keinen Einu auf die Nachbarschafts-
beziehungen, da die Norm des Argu-
ments des Kernsch

atzers in dieser Rich-
tung immer kleiner als 1 ist.
0 x x x xxxxx x x x x
1
reelle Variable 
binäre Variable
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Die Wahl der Fensterbreite h, die eigentlich einen Gl

attungsparameter darstellt, ist ein we-
sentlicher Bestandteil der Sch

atzung. Der Parameter wird h

aug subjektiv nach Einsch

atzung
des Nutzers oder experimentell bestimmt (Bonnlander & Weigend, 1994, Ragg & Gutjahr,
1997a), was einen nicht unerheblichen Aufwand darstellt. Es gibt allerdings keine allgemein
anerkannte Methode, diesen Gl

attungsparameter einzustellen. In jedem Fall ist ein Auto-
matismus von wesentlicher Bedeutung, wenn die Dichtesch

atzung in einer gr

oeren Opti-
mierungsprozedur, wie hier vorgeschlagen, eingesetzt wird. In (Silverman, 1986) werden die
Vor- und Nachteile verschiedener Methoden skizziert.
Verwendet man eine radialsymmetrische Kernfunktion und hat die zu sch

atzende Dichte-
funktion stetige und beschr

ankte zweite Ableitungen, dann l

at sich f

ur die Fensterbreite h
eine optimale Gr

oe ableiten (Silverman, 1986) zu:
h
opt
= A(K)
1
N
1=d+4
(3.22)
wobei N die Anzahl der Datenpunkte und d die Dimension des Vektors ist. Die Konstante
A(K) h

angt vom verwendeten Kern ab und hat f

ur den oben angegebenen Kern den Wert
A(K) =

8
c
d
(d+ 4)(2
p
)
d

 (d+4)
:
Dabei ist c
d
das Volumen der d-dimensionalen Einheitskugel. F

ur die Verwendung eines
Kernsch

atzers ist aufgrund der Metrik zu beachten, da die Daten in

ahnlicher Weise skaliert
sein sollten. Durch Standardisierung oder Whitening l

at sich dieser Anforderung einfach
Gen

uge leisten (Fukunaga, 1990, Silverman, 1986). F

ur die meisten Algorithmen des ma-
schinellen Lernens sind diese Vortransformationen empfehlenswert, insbesondere auch beim
Einsatz von Regularisierungstermen (Bishop, 1995).
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Es bleibt abschlieend zu bemerken, da die Berechnung des Mutual Information f

ur einen
gegebenen Datensatz einen Aufwand von O(dN
2
) hat. Dies ergibt sich aus dem Aufwand
O(d) zur Berechnung einer Kernfunktion, dem Aufwand O(dN) zur Berechnung der Wahr-
scheinlichkeitsdichte f

ur einen festen Punkt und der Wiederholung dieser Berechnung f

ur alle
N Punkte. Hat man eine sehr groe Datenmenge (  1000 Datenpunkte), dann gen

ugt es
v

ollig, eine Stichprobe auszuw

ahlen. Die Approximation wird deswegen nicht viel schlechter,
aber der Aufwand wird erheblich reduziert.
3.7 Zusammenfassung
Der wesentliche Gesichtspunkt, den es bei der Bildung von Komitees zu beachten gilt, ist die
Unabh

angigkeit der einzelnen Netze. Unter bestimmten Annahmen l

at sich zeigen, da der
Fehler eines Komitees drastisch kleiner werden kann als der durchschnittliche Fehler einer
Menge von Netzen. Andererseits l

at sich allgemein f

ur alle (konvexen) Fehlerfunktionen
mittels der Ungleichung von Jensen zeigen, da der Fehler eines beliebigen Komitees nie
gr

oer wird als der durchschnittliche Fehler der Netze. Um Unabh

angigkeit der einzelnen
Modelle zu erreichen, kommen verschiedene M

oglichkeiten in Betracht. Die wichtigsten Me-
thoden sind, einerseits die Trainingsdaten mehrfach zu sampeln (Bootstrapping, Teilmengen-
bildung) und andererseits, wenn m

oglich, verschiedene Merkmale zu verwenden. Weiterhin
ist es auch sinnvoll, die Netzkomplexit

at zu varieren, so da sowohl 'einfache', d.h. nahezu
lineare L

osungen als auch entsprechend nicht-lineare L

osungen im Komitee vorhanden sein
k

onnen.
Die ganz entscheidene Frage lautete hier, wie man die Komiteemitglieder ausw

ahlen kann.
Ausgehend von der Bias-Varianz Dekomposition 3.3 des Komiteefehlers habe ich hierzu ein
Kriterium entwickelt, das erlaubt, zwei Komitees miteinander zu vergleichen. Basierend auf
diesem Kriterium wurde vorgeschlagen, ein m

oglichst gutes Komitee durch Clusterung der
Modelle zu bestimmen. Dabei wird die optimale Klassenzahl mittels des Kriteriums (3.12)
bestimmt. An Gleichung (3.3) kann man auch erkennen, da es keinen Sinn macht, die
Unabh

angigkeit in die Fehlerfunktion zu integrieren, wenn man gleichzeitig auf weitere Re-
gularisierung, z.B. durch Weight-Decay, verzichtet. Der durchschnittliche Fehler wird sonst
ansteigen und damit auch der Komiteefehler.
Bisher gehe ich davon aus, da eine Menge von trainierten Netzen vorliegt, um dann ein
Komitee zu bestimmen. Es dr

angt sich die Frage auf, ob hierzu nicht ein zielgerichtertes
Vorgehen m

oglich ist. Im n

achsten Kapitel werde ich, basierend auf den bisher vorgestell-
ten und entwickelten Verfahren, einen Algorithmus entwickeln, um gezielt nach Netzen zu
suchen. Dabei unterscheide ich zwei Stufen: erstens die Suche nach dem Modell mit maxima-
ler Evidenz und zweitens die kombinierte Suche nach stochastisch maximal unabh

angigen
Modellen mit hoher Evidenz, um basierend auf dem Kriterium (3.12) ein Komitee zu nden.
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Mit den bisher eingef

uhrten Methoden ist man in der Lage, die freien Parameter eines
neuronalen Netzes m

oglichst optimal einzustellen und die Gewichtung eines Regularisie-
rungstermes zu bestimmen. Dar

uberhinaus kann man f

ur jedes so bestimmte Modell seine
Qualit

at, wenn auch nur verrauscht, angeben. Hat man f

ur ein bestimmtes Anwendungspro-
blem viele Modelle auf diese Art entwickelt, dann stellt sich die Frage, welches Modell man
nun eigentlich in der Praxis einsetzen m

ochte. Eine

ubliche Vorgehensweise ist, das Modell
mit dem h

ochsten Qualit

atsma auszuw

ahlen (Bishop, 1995) oder

uber die besten Modelle
geeignet zu mitteln, indem man ein Komitee bildet, wie das im vorigen Kapitel ausgef

uhrt
wurde. Die Methoden der Parameteroptimierung und auch der Komiteebildung setzen bis-
her nur voraus, da man einige Modelle trainiert hat, aus denen man das geeignetste oder
auch mehrere nach einer vorgegebenen Vorschrift ausw

ahlt. Die Frage, ob man Modelle oder
Komitees gezielter entwickeln kann, z.B. durch Einsatz eines Suchverfahrens, wurde bisher
noch ausgeklammert. Dieser Frage m

ochte ich mich nun zuwenden. Hierzu stelle ich zu-
erst einige grundlegende

Uberlegungen zur Entwicklung neuronaler Modelle vor und werde
argumentieren, da der Einsatz heuristischer Suchverfahren, wie z.B. evolution

arer Algorith-
men, sinnvoll ist. Nach der Darstellung des Verfahrens Enzo (Braun & Ragg, 1996a, Braun,
1997) erl

autere ich die Punkte, die f

ur ein integriertes Optimierungskonzept zu beachten
sind. Darauf aufbauend stelle ich das Konzept zur Evolution unabh

angiger Netze vor.
4.1 Wie ndet man 'gute' Modelle?
Die oben skizzierte Vorgehensweise bei der Auswahl eines Modells setzt voraus, da man vor
dem eigentlichen Training einige weitere Stufen durchl

auft: Zuerst wird man eine geeignete
Kodierung f

ur das Problem festlegen m

ussen. Auf dieser Stufe mu man oft aus einer un-
begrenzten Menge von potentiellen Merkmalen eine Auswahl treen, welche wiederum die
m

ogliche G

ute des Modells erheblich beeinut. Betrachtet man neuronale Netze als semi-
parametrische Modelle in einem wahrscheinlichkeitstheoretischen Kontext (Bishop, 1995),
dann entspricht die Wahl der Topologie der Festlegung der Zahl und Art der parametrischen
Funktionen, deren Parameter dann mit Hilfe der Daten bestimmt werden.
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Sind f

ur ein gegebenes Problem eine Kodierung und eine Topologie gew

ahlt, dann werden die
Trainingsdaten ausgew

ahlt und mittels dieser Daten die Parameter des neuronalen Netzes
bestimmt. Durch ein Bayes'sches Lernverfahren werden nicht nur die Gewichte berechnet,
sondern auch die Zahl der eektiven Parameter festgelegt. Ist die Topologie zu gro gew

ahlt,
dann wird die Anzahl der Gewichte die Zahl der eektiven Parameter, wie sie in Gleichung
(2.23) deniert wurden, weit

ubersteigen. Dies hat die Konsequenz, da die Approximatio-
nen, die im Bayes'schen Ansatz gemacht werden, ungenauer sind. Das heit zum Beispiel,
da viele Eigenwerte der Hessematrix nahe bei Null liegen und damit die Invertierung der
Matrix numerisch instabil wird. Ebenso wird die Berechnung der Modellevidenz ungenau-
er, da dabei das Produkt der Eigenwerte auftritt (Gleichung (2.36)). Oensichtlich werden
die Ergebnisse des Verfahrens umso besser, je 'angemessener' die Topologie des Netzes der
Struktur des Problems ist. Experimentelle Ergebnisse best

atigen diese Aussage (Thodberg,
1993, Ragg & Gutjahr, 1998). Daraus folgt, da automatische Regularisierung allein noch
nicht ausreicht, um geeignete Modelle zu nden. Zu diesem Ergebnis kommt auch Gutjahr
in seiner Dissertation (Gutjahr, 1999). In Abbildung 1.4 war das f

ur den Merkmalsvektor
deutlich ersichtlich. In

ahnlicher Weise gilt das auch f

ur die Zahl der versteckten Neuro-
nen. Das Problem der Topologiendung ist insofern einfacher, als eben nur die Gr

oe der
versteckten Schichten Bedeutung hat, nicht aber wie bei der Merkmalsselektion die richtige
Kombination der Komponenten. Das bedeutet, da man f

ur diese Optimierung mit weniger
m

achtigen Methoden auskommt.
Neben der Parameteroptimierung und der Komiteezusammensetzung sind also in grundle-
gender Weise die folgenden drei Aspekte der Modellentwicklung f

ur ein integriertes Opti-
mierungskonzept zu ber

ucksichtigen.
Problemkodierung: Bisher existiert noch keine allgemeine Theorie, mittels derer man
gute Merkmale ndet (Sch

urmann, 1996). Die Entwicklung geeigneter Merkmale oder die
Vorverarbeitung der Daten, z.B. durch Hauptachsentransformation, entscheidet der Ent-
wickler aufgrund seines Problemwissens. Um in der realen Anwendung den Konsequenzen
des curse of dimensionality Rechnung zu tragen, selektiert man aus einer Menge von ent-
wickelten Merkmalen eine geeignete Teilmenge anhand verschiedener Kriterien, wie z.B.
Mutual Information, Fisher's lineare Diskriminate oder Kovarianzmatrizen. Durch Kombi-
nation mit Suchstrategien schr

ankt man den kombinatorischen Aufwand einer vollst

andigen
Suche auf ein beherrschbares Ma ein (Fukunaga, 1990, Bishop, 1995, Sch

urmann, 1996).
Der Nachteil dieser statistischen Kriterien ist, da das Verh

altnis der Merkmale zur Anzahl
der Muster nicht direkt ber

ucksichtigt wird. Da die genannten Kriterien bez

uglich der Zahl
der Dimensionen monoton wachsen, verbessert jedes zus

atzliche Merkmal den Wert des Kri-
teriums (Bishop, 1995). An dieser Stelle verwendet man oft Kreuzvalidierung, um die G

ute
linearer Modelle mit verschiedenen Kodierungen zu vergleichen und so eine Kodierung f

ur
das nicht-lineare Modell zu gewinnen. In (Ragg & Gutjahr, 1997a) wurde vorgeschlagen, die
Selektion auf Basis statistischer Kriterien mit dem Training der Netze in einem Suchproze
zu verzahnen.
Topologie: Um eine geeignete Topologie zu nden, verf

ahrt man

ublicherweise nach Ver-
such und Irrtum: Es wird sukzessive f

ur mehrere Topologien eine Anzahl an Netzen trainiert,
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und die im Mittel geeignetste Topologie wird ausgew

ahlt. Der Aufwand vervielfacht sich ent-
sprechend. Durch die vorgegebene Anzahl an Trainingsmustern ist die maximale Gr

oe der
Topologie beschr

ankt. In (White, 1989) werden sinnvolle Schranken f

ur die Zahl der Pa-
rameter in Abh

angigkeit der Gr

oe der Trainingsmenge hergeleitet f

ur den Fall, da keine
Regularisierung angewendet wird. Dadurch l

at sich also eine maximale Topologie festlegen,
die den Suchraum begrenzt. Die Optimierung der Topologie mit evolution

aren Strategien ist
ein h

aug und seit l

angerer Zeit verfolgter Ansatz (Schimann et al., 1992, Braun & Weis-
brod, 1993, Braun & Ragg, 1996a, Alander, 1996, Yao, 1999), der bisher allerdings immer
auf Kreuzvalidierungstechniken basierte.
Datenabh

angigkeit: In Kapitel 2.2 wurde gezeigt, da die Abh

angigkeit von den gew

ahl-
ten Trainigsdaten ein grunds

atzliches Problem ist, dem man am besten dadurch begegnet,
da man

uber mehrere Datens

atze integriert, die aus den Trainigsdaten gezogen werden.
Das Ziehen kann dabei mit oder ohne Zur

ucklegen erfolgen. Diese Problematik legt es nahe,
nach dem Training nicht das 'beste' Modell auszuw

ahlen, sondern ein Komitee zu bilden.
Die Aufgabe des Optimierungsprozesses ist es also, mehrere lokale Optima zu nden. Auch
hier stellt sich die Frage, ob das Sampling ein einmaliger Vorgang zu Beginn der Suche ist,
oder ob man durch Variation der Datens

atze w

ahrend der Suche noch signikante Verbes-
serungen erreichen kann.
Zusammenfassend kann man sagen, da die genannten Aspekte einen Raum von m

ogli-
chen Einstellungen festlegen. Der Entwickler hat die Aufgabe, geeignete Einstellungen zu
bestimmen. Bei der gew

ohnlichen Vorgehensweise zur Entwicklung neuronaler Netze sucht
man nach Festlegung der Designentscheidungen unter einer Menge von Suchpunkten den
g

unstigsten aus, wobei die Suchpunkte durch eine Zufallsauswahl mit anschlieender Opti-
mierung der Fehlerfunktion gewonnen wurden. Der Schlu liegt nahe, da man durch Einsatz
eines Suchverfahrens an dieser Stelle bei gleichem Aufwand bessere L

osungen nden kann.
Der Einsatz eines evolution

aren Suchverfahrens ist jedenfalls dann sinnvoll, wenn die beste
L

osung mit klassischen Verfahren nicht direkt gefunden werden kann. Dies ist insbesondere
dann der Fall, wenn mehrere Optima vorhanden sind (Multimodalit

at) und/oder nur ein ver-
rauschtes Qualit

atsma f

ur die L

osung angegeben werden kann. In der Literatur wird dieser
Sachverhalt oft mit einer Gruppe von Bergsteigern im Nebel veranschaulicht (Rechenberg,
1994, Schwefel, 1995).
Diese Eigenschaft evolution

arer Suchverfahren, eine multimodale Suche auch bei verrausch-
ter Qualit

atsfunktion zu erm

oglichen, l

at als Suchverfahren aber prinzipiell jedes Verfahren
in Betracht kommen, das gerade diese Eigenschaften hat, wie z.B. auch tabu search (Glover,
1993) oder andere heuristische Verfahren (Goldberg, 1989, Reeves, 1993). Weiterhin sind es
vor allem praktische Gesichtspunkte, auf denen eine Entscheidung basiert:
 Die wichtigste Eigenschaft evolution

arer Algorithmen ist die Verwendung einer Popu-
lation von Suchpunkten, die es erlaubt - und das ist wichtig -, globale Information

uber die verschiedenen Suchpunkte in die lokale Ausgestaltung der weiteren Suche
einzubeziehen. Wie bereits erw

ahnt, ist die Eigenschaft, auch bei verrauschter Qua-
lit

atsfunktion ein Optimum zu nden, f

ur das hier gestellte Problem notwendig.
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 Das Verfahren ist sehr modular und daher programmiertechnisch eÆzient umsetzbar.
Dadurch gestaltet sich sowohl die Pege als auch die Erweiterung der Software sehr
einfach (Braun & Ragg, 1996a).
 Eine Parallelisierung des Algorithmus ist bei groem speed-up einfach und damit auch
kosteng

unstig zu entwickeln (Ragg, 1996). Insbesondere w

ahrend der Entwicklungs-
phase eines Verfahrens ist ein Zeitgewinn zur Vermeidung von Irrwegen von Bedeu-
tung.
 Durch die Anlehnung an die nat

urliche Evolution gewinnt die Methodik einen zus

atz-
lichen Reiz:

Ubertragung von Konzepten aus der Natur in die Technik und umgekehrt
auch ein besseres Verst

andnis des nat

urlichen Verfahrens (Rechenberg, 1994). Softwa-
retechnische Simulationsumgebungen f

ur evolution

are Prozesse haben die Evolutions-
theorie sehr bereichert, insbesondere die Forschung zur Entwicklung von kooperativem
Verhalten sehr gepr

agt (Dawkins, 1994, Badcock, 1999).
Die Qualit

at eines neuronalen Modells kann durch die Evidenz oder den Fehler auf ei-
ner zus

atzlichen Testmenge gesch

atzt werden (vgl. Kapitel 2). Beide Mae enthalten eine
Rauschkomponente: Im ersten Fall werden idealisierende Annahmen gemacht und Integrale
nur approximativ gel

ost, im zweiten Fall wird der Fehler auf endlich vielen Datenpunkten
gemessen. Weiterhin sind die Ausgaben meist durch ein unbekanntes Rauschen

uberlagert,
bez

uglich derer der Fehler gemessen wird. Die originalen Zielwerte des zugrundeliegenden
Prozesses sind in aller Regel unbekannt. Es ist also gerechtfertigt, eine Abh

angigkeit des
Qualit

atsmaes von den Parametern wie in Abbildung 4.1 anzunehmen.
Abbildung 4.1: Abh

angigkeit eines Qualit

atsmaes von
zwei Parametern. Die G

utefunktion weist mehrere loka-
le Maxima auf, die aber von Rauschen

uberlagert sind.
Die genaue Parameterkombination, die einem Maximum
entspricht, kann nicht genau bestimmt werden. Ein evo-
lution

ares Suchverfahren stellt sicher, da man sich in der
globalen Struktur zu den Bergspitzen hin bewegt.
Suchrichtungen eines
evolutionären Algorithmus
Pe
rfo
rm
an
z
Modelkomplexität
Abbildung 4.2: Die Abbildung zeigt eine hypothe-
tische eindimensionale Projektion der Qualit

ats-
funktion und die Suchrichtungen, die ein evoluti-
on

arer Algorithmus verfolgen w

urde. Wenn man
nur wenige Punkte zur Verf

ugung hat, dann ist
es schwierig, das Optimum zu lokalisieren. Da-
durch da evolution

are Strategien einem Gradi-
entenpfad folgen, bewegen sie sich von Generati-
on zu Generation weiter nach oben und pendeln
dann um das Maximum.
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Das bedeutet, da die Auswahl eines Modells aufgrund seines Qualit

atsmaes einer Suche

uber den lokal optimalen Einstellungen entspricht. Da die Qualit

atsfunktion Stetigkeitsei-
genschaften hat - kleine Variationen der Parameter werden auch die Qualit

at nur gering
ver

andern - macht es Sinn, nach 'guten' Modellen gezielt zu suchen. Man bezeichnet das
auch als das starke Kausalit

atsprinzip -

Ahnliches ballt sich zusammen (Rechenberg, 1994).
Mit einer evolution

aren Strategie kann man nun lokale Maxima der Qualit

atsfunktion nden,
ohne da man einen Gradienten berechnen m

ute. Im Falle diskreter Parameter (Merkma-
le, Topologie, Datenauswahl) ist dies auch gar nicht m

oglich. Die Abbildung 4.2 illustriert
die Suchrichtungen der evolution

aren Strategie f

ur eine hypothetische eindimensionale Pro-
jektion der Qualit

atsfunktion. Indem die Suchpunkte jeweils um die Eltern gestreut und
Modelle mit h

oherer Qualit

at bevorzugt selektiert werden, tendieren die L

osungen mit zu-
nehmender Generationenzahl immer weiter nach oben und gruppieren sich letztendlich um
das Maximum.
Jedes heuristische Suchverfahren mu das Dilemma zwischen breiter Suche im gesamten
Suchraum, Exploration, und verst

arkter Suche im Umfeld vielversprechender Suchpunkte,
Exploitation, l

osen. Durch einen h

oheren Berechnungsaufwand kann man systematisches Su-
chen durch statistische Verfahren ersetzen und dadurch ung

unstige Suchschritte vermeiden
(vgl. auch (Rechenberg, 1994)). Das heit, statt ungerichtet viele Suchschritte durchzuf

uhren
und zu vergleichen, bewertet man die m

oglichen Suchschritte durch statistische Verfahren.
Ein Algorithmus ist also auch danach zu beurteilen, wie er dieses Dilemma au

ost.
4.2 Evolution

are Suchverfahren
Ein neuronales Netz mit all seinen Parametern heit in der Begriswelt der evolution

aren
Algorithmen ein Individuum. Im Bergsteigerbeispiel repr

asentiert das Individuum eine Po-
sition im Gebirge. Jedem Individuum wird

uber die Zielfunktion ein Fitnewert zugeordnet.
Eine Menge von  Individuen bildet eine Population, die sich unter Verwendung von Ope-
ratoren im Laufe der Generationen ver

andert. In jeder Generation werden  Nachkommen
durch lokale Operatoren generiert: F

ur die Optimierung neuronaler Netze sind das vor allem
die Mutation der Topologie und das Training, d.h. die lokale Adaption der Gewichte und
Hyperparameter. Die Selektion bestimmt, welche Individuen in welchem Umfang Nachkom-
men in der n

achsten Generation haben. Bezogen auf das Bergsteigen heit das, von welchen
Punkten aus mit wieviel 'Suchern' weitergesucht wird. Man unterscheidet im wesentlichen
zwei Arten der Selektion: Plus-Selektion und Komma-Selektion. Bei der Plus-Selektion wer-
den die  besten aller ( + ) Individuen zu Eltern in der n

achsten Generation. Bei der
Komma-Selektion werden die Eltern jeder Generation verworfen und durch die  besten der
 Nachkommen ersetzt. Sie wird als (; )-Strategie gekennzeichnet.
Die (+)-Strategie erh

alt die Individuen mit guter Fitne. Dies geht zu Lasten der Durch-
wanderung von T

alern, da von einem lokalen Minimum aus nicht mehr weitergesucht, son-
dern dort verharrt wird. Die (; )-Strategie ist dagegen in der Lage, wandernden Optima
zu folgen. F

ur den Einsatz in dem integrierten Optimierungskonzept ist sie deswegen zu
bevorzugen, da die ( + )-Strategie die Eltern nicht weiter ver

andert. Die Verzahnung
des Bayes'schen Lernens mit dem Suchverfahren macht es aber erforderlich, da die Eltern
wieder trainiert werden. Die Erzeugung von Nachkommen erfolgt gerade bei der Ver

ande-
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rung der Fehlerfunktion durch Adaption des Gewichtungsfaktors des Regularisierungster-
mes. Dieses Vorgehen wird weiter unten noch genauer beschrieben. Weiterhin kommt die
(; )-Strategie auch der Idee, Modelle zu clustern, entgegen. In das Bergsteigerbeispiel

uber-
setzt, selektiert die Clusterung die unabh

angigsten Suchrichtungen, in denen gem

a einer
(; )-Strategie verst

arkt Suchpunkte deniert werden. Von den so erhaltenen Suchpunkten
schreitet der Proze in derselben Weise fort.
Eine ausf

uhrliche Darstellung von Evolution

aren Strategien ndet sich bei (Rechenberg,
1994, Schwefel, 1995, B

ack, 1996), deren Notation ich hier gefolgt bin. F

ur die Verwendung
des evolution

aren Suchverfahrens in dieser Arbeit ist anzumerken, da der Suchraum zwar
reellwertig ist - die Parameter des wahrscheinlichsten Gewichtsvektors zu bestimmen -, die
Mutationsoperatoren aber nur einen Teil der Parametersuche abzudecken haben, n

amlich die
diskrete Suche nach einer g

unstigen Topologie und einem guten Eingabevektor. Die Einstel-
lung der Gewichte l

at sich wesentlich eÆzienter durch ein Lernverfahren bewerkstelligen.
Mutation und Lernen erg

anzen sich also gegenseitig.
4.3 Optimieren durch Lernen und Evolution (Enzo)
Diese Arbeit baut auf einer mehrj

ahrigen Erfahrung zur Optimierung von neuronalen Netzen
durch evolution

are Verfahren auf. In diesem Abschnitt m

ochte ich diesen Ansatz beschreiben,
dann die wesentlichen Nachteile skizzieren, um im folgenden zu konkretisieren, wie eine Suche
nach mehreren unabh

angigen L

osungen bewerkstelligt werden kann.
Der Ansatz, neuronale Netze durch Lernen und Evolution zu optimieren, wird seit mehre-
ren Jahren an diesem Institut verfolgt (Braun & Weisbrod, 1993, Braun & Ragg, 1996b,
Ragg, 1996, Braun, 1997, Ragg et al., 1997, Menzel, 1998). In einer Vielzahl von Diplomar-
beiten wurden verschiedene Aspekte des Ansatzes eingehend untersucht: Mutationsoperato-
ren f

ur Neuronen und Gewichte (Weisbrod, 1992, Zagorski, 1994, Sch

afer, 1994, Schubert,
1995), Netze aus Radiale Basisfunktionen (Preut, 1995, Sprenger, 1996), Kombination mit
Reinforcement-Lernen (P

utz, 1997, Hofmann, 1997), multimodale Evolution (Engelmann,
1996) und Selektion von Trainingsmustern (Schmiedle, 1997). Im Rahmen dieser Arbeiten ist
das System Enzo (Evolution

arer Netzwerk Optimierer) entstanden (Braun & Ragg, 1996a),
das sich durch sein modulares und exibles Design auszeichnet, und dessen erste Version
inzwischen zusammen mit dem Neurosimulator SNNS (Stuttgarter Neuronale Netze Simu-
lator)(Zell, 1994) Verbreitung gefunden hat.
Man kann Enzo als eine Suche auf lokalen Minima charakterisieren. In der Lernphase (Fein-
einstellung) werden die Parameter so eingestellt, da ein lokales Minimum erreicht wird. Im
Evolutionsschritt werden diese L

osungen dann der Selektion und Mutation (Grobeinstel-
lung) unterworfen. Mutationsoperatoren werden in Enzo nur auf Topologieebene deniert.
Das heit, es werden Neuronen oder Gewichte entfernt oder eingef

ugt. Abbildung 4.4 zeigt
die wesentlichen Schritte des Verfahrens in einer algorithmischen Darstellung. Der Such-
raum wird in Enzo durch eine Referenztopologie begrenzt. Diese dient auch dazu, allen
Neuronen und Gewichten einen eindeutigen Namen und Platz zu geben. Ein Gewicht oder
Neuron kann nur eingef

ugt werden, wenn dieses gegen

uber der Referenztopologie fehlt. Da
in der Regel von der Referenztopologie ausgegangen wird, kann man diese Vorgehensweise
als Top-Down Entwurf bezeichnen.
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4.3.1 Initialisierung
Zu Beginn der Evolution werden die Struktur und Parameter der Netze zuf

allig initiali-
siert. Das heit, es werden beliebige Eingabestrukturen und versteckte Neuronen gew

ahlt,
begrenzt durch die Referenztopologie, und die vorhandenen Gewichte initialisiert. Dazu
werden in Enzo standardm

aig Zufallszahlen aus dem Intervall [ 1; 1] gezogen. Durch die
Initialisierung wird erreicht, da die Suchpunkte

uber den ganzen Raum verteilt sind.
4.3.2 Mutationsoperatoren
Die Mutationsoperatoren haben eine

ahnliche Aufgabe in der evolution

aren Optimierung
wie die Pruning-Schritte in den sogenannten Pruning-Verfahren (Reed, 1993, Zell, 1994,
Bishop, 1995). Diese reduzieren die Komplexit

at der Modelle dadurch, da weniger relevan-
te Gewichte oder Neuronen entfernt werden, nachdem der Fehler in ein Minimum konvergiert
ist. Danach wird in der Regel nachtrainiert. Die Verfahren unterscheiden sich darin, wie die
Relevanz gesch

atzt wird, z.B. Betrag des Gewichtes, statistische Relevanz, Zunahme des
Fehlers, etc. Die Zahl der Parameter sinkt w

ahrend des Trainings, solange der Fehler unter
einer bestimmten Grenze bleibt. In der Regel wird die Grenze mittels einer Validierungs-
menge bestimmt und dadurch die Gewichtung von Komplexit

at zu Fehler vorgenommen.
Pruning-Verfahren kann man als einelementige evolution

are Algorithmen betrachten (Ragg
et al., 1997, Braun, 1997).
Mutationsoperatoren sind in Enzo problemspezisch ausgestaltet. Im Gegensatz zur

ubli-
chen Vorgehensweise, auf das Attribut normalverteilte Zufallszahlen zu addieren (Rechen-
berg, 1994), stellt sich bei der diskreten Topologieoptimierung nur die Frage, ob ein Element
entfernt werden soll oder nicht. In

ahnlicher Weise wie bei einem Pruning-Verfahren sortiert
man die Elemente, d.h. Gewichte oder Neuronen, nach ihrer Relevanz und entfernt dann ein
oder mehrere wenig relevante Elemente mit einer gewissen Wahrscheinlichkeit.
Gleiches gilt f

ur das Einf

ugen von Elementen. Die Art der Mutation bezeichnet man auch
als rangbasiert (engl.: ranking-based) im Unterschied zur bewertungsbasierten Mutation, die
die Wahrscheinlichkeit der Mutation direkt von der Relevanz abh

angig macht. Das hat den
Vorteil, da man f

ur alle Mutationsschritte ein einheitliches Schema verwenden kann und sich
keine Gedanken, um die Gr

oe der Bewertung machen mu. Abbildung 4.3 zeigt verschiedene
Auswahlfunktionen von der Form x
y
f

ur die rangbasierte Selektion. Die Rangordnung wird
dabei auf das Intervall [0; 1] abgebildet. Um ein Element zu ermitteln wird eine Zufallszahl z
aus einer Gleichverteilung zwischen 0 und 1 gezogen. Mit z
y
ist der Abschnitt des Intervalls
festgelegt, dessen zugeh

origes Element selektiert wird. Ist y > 1, dann fallen mehr Zahlen
in die vorderen Intervalle. Der Parameter y legt also in diesem Fall einen Selektionsvorteil
zugunsten der Elemente am Anfang der Liste fest. F

ur Mutationsoperatoren wird man y
gro w

ahlen (y  4), damit sinnvolle Suchschritte gemacht werden. Bei der Selektion der
Eltern wird man den Selektionsdruck eher klein halten, um eine zu schnelle Konvergenz zu
verhindern (y  2).
Der Suchraum f

ur die Topologie wird durch eine Referenz-Topologie begrenzt. Das heit,
bei einem Individuum k

onnen nur solche Elemente eingef

ugt werden, die ihm gegen

uber der
Referenztopologie fehlen.
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Abbildung 4.3: Die Abbildung zeigt
verschiedene Auswahlfunktionen von
der Form x
y
f

ur die rangbasierte Selek-
tion, die in Enzo bei der Mutation und
der Selektion verwendet wird.Der Be-
vorzugungsfaktor y steuert, um wieviel
wahrscheinlicher Elemente am Anfang
der Liste selektiert werden. W

ahlt man
einen Punkt auf der x-Achse und geht
dann senkrecht nach oben, bis man
die Auswahlfunktionen schneidet, dann
gibt der Wert auf der y-Achse an, wie
wahrscheinlich es ist, da ein Element
links vom x-Wert selektiert wird.
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In Enzo werden f

ur die verschiedenen Elemente - Gewichte, versteckte Neuronen und Einga-
beneuronen - eigene Mutationsoperatoren bereitgestellt, die frei kombiniert werden k

onnen.
Tabelle 4.3.2 stellt die verschiedenen Sortierkriterien zusammen und bewertet den Zeitauf-
wand f

ur die Mutation. F

ur die Herleitung der Aufwandsabsch

atzung sei auf die angegebenen
Referenzen und auf (Ragg et al., 1997, Braun, 1997) verwiesen. F

ur die Bewertung ist noch
zu beachten, da die Trainingsphase bereits einen Aufwand von O(eNW ) hat (Bishop, 1995,
Ragg et al., 1997), wobei e die Zahl der Epochen ist, N die Zahl der Muster undW die Zahl
der Gewichte im Netz. F

ur das Bayes'sche Lernen gilt hier O(eNW
2
), da die Hessematrix
berechnet und invertiert werden mu.
Methode Kriterium Aufwand Typ Referenz
MbP jw
q
j O(W ) W -
OBD
H
qq
w
2
q
2
O(NW ) W (LeCun et al., 1990)
OBS
w
2
q
2H
 1
q
q
O(NW
2
) W (Hassibi & Stork, 1992)
random - O(1) U -
unit-MbP
P
j
jw
ji
j+
P
k
jw
ik
j O(W
p
W ) U -
unit-OBS  H
 1
M(M
T
H
 1
M)
 1
M
T
w O(NW
2
) U (Stahlberger, 1996)
Tabelle 4.1: Die Tabelle stellt einige Pruning-Methoden, die verwendeten Auswahlkriterien und de-
ren Aufwand zusammen. Der Aufwand bezieht sich nur auf die Auswahl eines Elementes. Um den
Aufwand der gesamten Evolution anzugeben, mu man ber

ucksichtigen, da Mutationen von Neu-
ronen wesentlich seltener durchgef

uhrt werden als reine Gewichtsmutation. H bezeichnet wieder die
Hessematrix, H
qq
das q-te Diagonalelement derselben und M = (e
q1
; : : : ; e
qn
) eine Auswahlmatrix
analog zu dem Auswahlvektor bei OBS, die angibt, welche Gewichte gel

oscht werden sollen.
F

ur die auf dem Betrag der Gewichte basierenden Verfahren wird vorausgesetzt, da die
Eingabe korrekt skaliert ist, d.h. da alle Eingabekomponenten gleichen Mittelwert und
Varianz haben. Ansonsten werden durch die verschiedenartige Skalierung bestimmte Ele-
mente gegen

uber anderen benachteiligt, ohne da das ihrer eigentlichen Relevanz entspricht
(Bishop, 1995), vgl. auch (Silverman, 1986, Ramsay & Silverman, 1997).
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Rekombinationsoperatoren sind in Enzo zwar implementiert (Braun & Ragg, 1996a), konn-
ten aber bisher nicht mit Erfolg eingesetzt werden. Zuf

allige Rekombination aus mehreren
Eltern f

uhrt dazu, da die Netzfunktion oder auch die Hyperparameter so sehr ver

andert
werden, da die Rekombination einer Zufallsinitialisierung entspricht. Der Grund daf

ur liegt
darin, da Rekombinationsoperatoren mit mehreren Eltern voraussetzen, da die Parameter
unabh

angig voneinander variiert werden k

onnen. In der Natur werden deshalb zusammen-
geh

orige Informationsbl

ocke mittels sogenannter Crossover-Points als Ganzes vererbt. Man
geht davon aus, da durch Rekombination sich 'gute' Gene, die sich in verschiedenen Indivi-
duen entwickelt haben, in einem Individuum zusammennden k

onnen (Dawkins, 1994). F

ur
die Evolution neuronaler Netze k

ame hier vor allem die Rekombination von Merkmalen der
Eingabeschicht oder von Trainingsdaten (Schmiedle, 1997) in Betracht. Die Zeit, die f

ur die
Suche zur Verf

ugung steht, ist allerdings so begrenzt, da es keinen Sinn macht, mehrere
hundert Generationen zu rechnen. Bei der Anwendung dieses Suchverfahrens auf neurona-
le Netze liegt man weit unter der Generationenzahl, die bei der nat

urlichen Evolution zur
Verbreitung eines Merkmals angenommen wird (vgl. (Wilson, 1995, Dawkins, 1994)).
4.3.3 Lernen
Durch die Verzahnung der beiden Optimierungsprobleme, Topologie einerseits und Ge-
wichtsparameter andererseits, ergeben sich Synergieeekte, die es erst erlauben, den Such-
raum intensiver zu explorieren (Ragg et al., 1997, Braun, 1997). Dies ist vor allem damit
zu begr

unden, da die Eltern ihre Gewichte an die Nachkommen vererben, und dadurch
die Trainingsdauer im Vergleich zu einer Zufallsinitialisierung erheblich verk

urzt wird (vgl.
die Ausf

uhrungen bei (Braun, 1997)). Als Lernverfahren wird Rprop mit Weight-Decay ein-
gesetzt. Der Gewichtungsfaktor f

ur den Strafterm mu dabei experimentell vor Beginn der
Evolution bestimmt werden. Die globale Suche beschr

ankt sich in diesem Fall darauf, diskre-
te Ver

anderung durch Mutation vorzunehmen, d.h. Einf

ugen oder L

oschen von Elementen,
w

ahrend lokal bei fester Topologie ein Gradientenabstieg durchgef

uhrt wird. Die Suche ver-
zahnt also den diskreten Raum der Topologie des neuronalen Netzes mit dem reellwertigen
Raum der Paramter des Netzes.
4.3.4 Selektion der Eltern
Jede L

osung wird in Enzo durch die Fitnefunktion bewertet. Dabei werden mittels Kreuz-
validierung der gesch

atzte Generalisierungsfehler und die Gr

oe der Topologie ber

ucksich-
tigt. Die Gewichtung der einzelnen Terme ist durch den Benutzer vorzugeben. F

ur die Se-
lektion wird eine 'elit

are' Strategie verwendet, d.h. die beste L

osung bleibt immer erhalten.
Konsequenterweise wird daf

ur eine ( + )-Evolutionsstrategie eingesetzt, die aus den 
Nachkommen die Besten unter Verdr

angung schlechterer Eltern in die Population einsor-
tiert. Gebr

auchliche Werte sind  2 [30; 50] und  2 [10; 20], wobei zwischen 30 und 50
Generationen gerechnet wird. W

ahrend der Evolution werden also etwa 1000 Netze trai-
niert. Geht man davon aus, da man

ublicherweise 10 Topologien vergleicht und 50 bis 100
Netze trainiert, aus denen man ein Modell ausw

ahlt, dann entsteht durch die Anwendung
des evolution

aren Verfahrens prinzipiell kein h

oherer Aufwand. Durch Synergieeekte l

at
sich vielmehr einiges an Aufwand einsparen.
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Aus den Eltern werden dann zuf

allig Individuen ausgew

ahlt, aus denen durch Mutation
Nachkommen generiert werden. Fittere Eltern erhalten ein h

oheres Gewicht, d.h. sie werden
wahrscheinlicher ausgew

ahlt. Die Wahrscheinlichkeit h

angt dabei nur von ihrem Rang in
der Population ab, wie in Abbildung 4.3 dargestellt. Am Ende der Evolution wird das Netz
mit der h

ochsten Fitne als Modell ausgew

ahlt.
4.3.5 Parameterbestimmung
Ein evolution

arer Algorithmus ist ein heuristisches Verfahren, bei dem einige Parameter vom
Benutzer festgelegt werden m

ussen. Die Wahl der Parameter beeinut die G

ute der L

osung
insofern, als man die zur Verf

ugung stehende Zeit mehr oder weniger gut ausnutzen kann. Die
mittlere G

ute der L

osungen, die gefunden werden k

onnen, verh

alt sich in weiten Bereichen
des Parameterraumes robust. Optimale Werte lassen sich f

ur die Parametereinstellungen
nicht angeben, allerdings einige grunds

atzliche Schranken aufzeigen.
Durch die

Ubertragung von Elterngewichten sinkt die Trainingsdauer der Nachkommen
erheblich.

Ahnlich wie bei den Pruning-Verfahren ist nach der Mutation nur ein kurzes
Nachtrainieren n

otig, um wieder in ein lokales Minimum zu gelangen. Bei realen Problemen
sinkt der Trainingsaufwand auf ca. 1=10 (Ragg et al., 1997, Braun, 1997). In derselben
Zeit, die man ben

otigt, um 100 Netze konventionell zu trainieren, kann man bei Enzo etwa
1000 Topologien und Parameterbelegungen gegeneinander vergleichen. Daraus lassen sich
Schranken f

ur die Gr

oe  der Population, die Zahl  der Nachkommen und die Zahl der
Generationen ableiten.
F

ur eine ( + )-Evolutionsstrategie tastet man gewissermaen ausgehend von den in der
Population vorhandenen Suchpunkten die Umgebung ab. Dabei macht es keinen Sinn, einen
Suchpunkt ohne Mutation in die Nachkommenschaft zu transferieren, da dieser sonst mit
seinem Elter identisch ist. Vielmehr empehlt es sich im Gegensatz zur nat

urlichen Evolu-
tion, eine hohe Mutationswahrscheinlichkeit anzusetzen. Diese ergibt sich folgendermaen
aus dem Produkt der einzelnen Mutationswahrscheinlichkeiten:
p
Mut
= 1  ((1  p
Mut Input
) (1  p
Mut Hidden
) (1  p
Mut Weights
)) ;
wobei p
Mut Input
die Wahrscheinlichkeit angibt, da ein Eingabeneuron mutiert wird,
p
Mut Hidden
und p
Mut Weights
entsprechend f

ur versteckte Neuronen und Gewichte. Falls
man vor allem den Eingabevektor optimieren m

ochte, wird man der Mutationswahrschein-
lichkeit p
Mut Input
einen gr

oeren Wert einr

aumen als der Mutation der versteckten Neu-
ronen bzw. der Gewichte. Es hat sich auch gezeigt, da es sinnvoll ist, wenn man von einer
groen Topologie ausgeht, zuerst verst

arkt Neuronen zu mutieren und erst dann Gewich-
te. Man kann die beiden Phasen als Grob- und Feinevolution bezeichnen (Braun, 1997,
Ragg et al., 1997). In gleicher Weise erh

alt man f

ur das unitOBS-Verfahren gute Ergebnisse
(Stahlberger & Riedmiller, 1997).
In (Ragg et al., 1997) haben wir einige Kriterien, die zur Topologieoptimierung eingesetzt
werden k

onnen, verglichen bzgl. Komplexit

at und Leistung. Insbesonders zeigt sich, da die
Vorteile der komplexeren Verfahren wie Optimal Brain Surgeon (OBS) verlorengehen, wenn
man Pruning in Kombination mit Regularisierungsverfahren anwendet. Dieser Umstand l

at
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sich damit begr

unden, da dann sehr viele Gewichte nahe bei Null liegen, die Relevanz also
bereits gut mit einem einfachem Kriterium wie dem Betrag des Gewichtes gesch

atzt wird.
Man vergleiche weiter auch die

Uberlegungen zur Zeitkomplexit

at von Pruning-Verfahren in
(Ragg et al., 1997) und (Braun, 1997), insbesondere die Folgerung, da sich die Anwendung
komplexerer Kriterien zur Topologieoptimierung erst empehlt, wenn die Topologie des
Netzes hinreichend klein ist bzw. einfachere Methoden ausgesch

opft sind.
Abbildung 4.4 zeigt das Verfahren zusammenfassend in einer algorithmischen Darstellung.
// lokalen Minimum (mit Weight-Decay)
// und Größe
// durch heuristische Mutation
pre_evolution();
repeat 
until  stop_evolution();
evaluation();
optimization();
mutation();
// Initialisierung der Elternnetze
// Auswahl der
selection(); Individuen// Auswahl von
survival();
// Fitnessberechnung über CV-Fehler 
// Gradientenabstieg bis zum nächsten 
λ
// Veränderung zu λ neuen Suchpunkten
ENZO’s Main Loop
besten Individuenµ
Abbildung 4.4: Die Abbildung zeigt den evolution

aren Algorithmus Enzo mit seinen wesentlichen
Komponenten als Hauptschleife eines Programms.
4.4 Ansatzpunkte f

ur ein integriertes Konzept
Drei wesentliche Nachteile der beschriebenen Methodik sind hier zu nennen: Zum einen
wird der Weight-Decay Parameter zu Beginn der Evolution fest eingestellt. Aufgrund der
Abh

angigkeit des Regularisierungstermes von der Gr

oe der Topologie f

uhrt das fortschrei-
tende Entfernen von Neuronen und Gewichten dazu, da der Parameter

ubersch

atzt ist. Das
heit, die Netze werden

uberregularisiert, und somit ndet man nur suboptimale L

osungen.
Zweitens kombiniert die Fitnefunktion zwei wesentliche Aspekte: den durch Kreuzvalidie-
rung gesch

atzten Generalisierungsfehler und die Gr

oe der Topologie. F

ur das Ergebnis
ist die Balance der beiden Terme von Bedeutung. Diese Gewichtung wird vom Benutzer
vorgegeben, basiert also auf Erfahrungswerten. Drittens setzt sich im Laufe der Evolution
aufgrund des eindimensionalen Fitnekriteriums eine L

osung in der Population durch. Die
Suche kollabiert also in einem ganz bestimmten Punkt des L

osungsraumes, von dem aus
dann immer wieder neue Variationen gebildet werden. Im Experiment l

at sich beobachten,
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da nach einer gewissen Zahl an Generationen nur noch selten ein Nachkomme zum Elter
wird. Alle anderen 'Entwicklungslinien' werden also abgeschnitten, obwohl sie durchaus zu
gleichwertigen oder sogar besseren L

osungen f

uhren k

onnten. Bezogen auf das Exploration-
Exploitations-Dilemma bedeutet das, da verschiedene Suchpunkte am Anfang mit gleicher
Intensit

at verfolgt werden, aber mit zunehmender Generationenzahl keine Exploration mehr
stattndet. Alle Suchpunkte sind in einem Bereich konzentriert. Viele L

osungen in der Popu-
lation sind nahezu identisch, d.h. sie berechnen dieselbe Funktion. Eine Suche nach mehreren
Optima, die die Datenabh

angigkeit geeignet behandelt, ist so nicht m

oglich.
Zur L

osung des ersten Problems wird in der vorliegenden Arbeit eine eÆziente Kombination
der evolution

aren Suche mit dem Bayes'schen Lernen vorgeschlagen und eingehend unter-
sucht. EÆzient heit dabei, da durch die Suche kein h

oherer Zeitaufwand f

ur das Training
der Modelle n

otig wird. Weiterhin wird in der Bayes'schen Theorie die Gr

osse der Topologie
als sogenannter Occam-Faktor bereits ber

ucksichtigt (Bishop, 1995, Gutjahr, 1999). Damit
l

at sich die Fitnefunktion auf das Qualit

atsma, in diesem Fall die Evidenz, beschr

anken.
Mit dem Wissen um das Bias-Varianz Dilemma l

at sich die Balance zwischen Exploration
und Exploitation elegant nden, indem man den Algorithmus so ausrichtet, da er verschie-
denartige L

osungen suchen soll. Es wird eine Methodik vorgeschlagen, die das Kollabieren
auf eine L

osung dadurch zu verhindern sucht, da man die

Ahnlichkeit der neuronalen Net-
ze berechnet und die Individuen in der Population bez

uglich ihrer

Ahnlichkeit in Gruppen
zusammenfat. Aus der L

osung dieses Problems zieht man dann noch den weiteren Nutzen,
verschiedenartige Modelle evolviert zu haben, aus denen in ven

unftiger Weise ein Komitee
gebildet werden kann.
4.5 Evolution unabh

angiger Netze
Nachdem alle wesentlichen Bausteine f

ur die Arbeit bereitgestellt sind, soll in diesem Ab-
schnitt das Konzept der Arbeit aufgezeigt und in den n

achsten Kapiteln anhand von Ex-
perimenten konkretisiert werden. Abbildung 1.5 zeigte die n

otigen Schritte ausgehend von
den Grundlagen zum Ziel der Arbeit: Probleml

osungen durch Komitees neuronaler Netze.
Im folgenden werde ich den evolution

aren Algorithmus, wie ich ihn in der Arbeit verwendet
habe, entwickeln. Hierzu werde ich in einem konzeptionellen Teil alle Operatoren vorstel-
len und die einzelnen Aspekte der Operatoren im experimentellen Teil (Kapitel 5 und 6)
eingehend untersuchen.
Zuerst wird der oben eingef

uhrte evolution

are Algorithmus Enzo dahingehend weiterent-
wickelt, da die grundlegenden Ver

anderungen der Nachkommen - Mutation der Topologie
und Adaption der Gewichte - auf statistischen Verfahren aufgebaut werden. Bei der Mu-
tation steigt die Zeitkomplexit

at gegen

uber den v

ollig ungerichteten Mutationsoperatoren,
bleibt aber f

ur die meisten praktischen Probleme geringer als die bekannter konnektioni-
stischer Kriterien wie OBS bzw. unitOBS, die in Enzo bereits verwendet wurden. F

ur
OBS ist noch anzumerken, da es mit einem Regularisierungterm nicht ohne weiteres kom-
binierbar ist (Ragg et al., 1997). Der Gewichtungsfaktor  mu bei der Initialisierung des
OBS-Verfahrens zur Gewichtung der Einheitsmatrix ber

ucksichtigt werden, was nur im Falle
einer Gewichtsgruppe unter Verzicht der Anpassung der Hyperparameter m

oglich ist.
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Bei der Adaption der Gewichte ist in jeder Trainingsphase noch zus

atzlich der Hyperparame-
ter  zu bestimmen. Die zielgerichtete Mutation erspart hier wiederum unn

otigen Aufwand,
Modelle zu trainieren, die mit nicht geringer Wahrscheinlichkeit verworfen werden. Anhand
der Experimente soll aufgezeigt werden, wie man f

ur ein gegebenes Problem eine m

oglichst
optimale Topologie und einen optimalen Gewichtsvektor im Bayes'schen Sinne gleichzeitig
bestimmen kann. Die Abbildung 4.1 legt hier nahe, eine (; )-Strategie einzusetzen. Modelle
hoher Evidenz werden zu den Eltern der n

achsten Generation und legen damit die Such-
punkte fest, von denen aus weitergesucht wird. Dabei soll verhindert werden, da man durch
best

andiges Verwerfen der Nachkommen auf einem lokalen Maximium verharrt, obwohl noch
wesentlich bessere L

osungen gefunden werden k

onnten. Ein weiteres Argument, diese Stra-
tegie einzusetzen, ist die Tatsache, da die Evidenz eines Modells w

ahrend des Trainings im
Bayes'schen Ansatz nicht unbedingt monoton steigt, sondern meist nur tendenziell zunimmt
(Abbildung 2.8).
Nach der Optimierung eines neuronalen Modells werde ich das Problem der Balance zwi-
schen Exploration und Exploitation in neuartiger Weise behandeln. Durch die Berechnung
der stochastischen Abh

angigkeit zwischen zwei Funktionen, genauer den Ausgabefunktionen
zweier neuronaler Netze, ist ein

Ahnlichkeitsma deniert, mittels dessen die Individuen
durch ein hierarchisches agglomeratives Clusterverfahren in Gruppen zusammengefat wer-
den k

onnen. Weiterhin ist es naheliegend, die Individuen innerhalb der Gruppe bez

uglich
ihrer Evidenz zu ordnen, so da h

ohere Evidenz einen Selektionsvorteil bedeutet. Die un-
abh

angigen Modelle k

onnen sich in ihrer G

ute durchaus unterscheiden.
Aufbauend auf den unabh

angigen neuronalen Netzen und dem Varianzkriterium des Bayes'-
schen Ansatzes (Kapitel 2.43) wird in Kapitel 6 aufgezeigt, wie durch die Evolution Komitee-
mitglieder gewonnen und in adaptiver Weise durch ihre Varianz f

ur jedes Eingabemuster neu
gewichtet werden k

onnen. Die f

ur das integrierte Konzept notwendigen Operatoren werden
in den folgenden Abschnitten vorgestellt.
4.5.1 Initialisierung
Die einzelnen Sucher der evolution

aren Strategien nden jeweils das lokal n

achste Maximum
der Evidenz. Je besser also die Startbedingungen desto g

unstiger wird die Suche verlaufen.
Abbildung 1.4 zeigte, da die G

ute der Modelle sehr davon abh

angt, welche Merkmale man
verwendet. Bei der zuf

alligen Initialisierung der Merkmalsvektoren, d.h. jedes Merkmal hat
die gleiche Wahrscheinlichkeit ausgew

ahlt zu werden, verschenkt man sein Wissen dar

uber,
da bestimmte Merkmale wichtiger sind als andere. Mittels Mutual Information kann man
die Merkmale sortieren und auf diese Liste wieder eine Selektionsfunktion wie in Abbildung
4.3 anwenden. Die Sortierung erh

alt man, indem man eine Top-Down oder Bottom-Up
Suche wie in Abbildung 4.5 vor der Evolution durchf

uhrt und die Reihenfolge des L

oschens
bzw. die umgekehrte Reihenfolge des Einf

ugens als Sortierung

ubernimmt. Ein Experiment
in Kapitel 5 wird zeigen, da dieses Vorgehen den Suchproze stark verbessert, indem zu
Anfang

uberdurchschnittlich gute Suchpunkte gew

ahlt werden.
Die Gr

oe der versteckten Schichten w

ahlt man wie bisher zuf

allig. Ebenso wird f

ur jedes
Netz zuf

allig eine Teilmenge der Trainingsdaten gezogen. Die Zahl der Muster in einer
Teilmenge betr

agt dabei 80% bis 90% der gesamten Trainingsmuster.
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4.5.2 Mutationsoperatoren
Ein wesentlicher Aspekt bei heuristischen Suchverfahren betrit die Auswahl der Suchrich-
tungen. M

ochte man beispielsweise die geeignetste Teilmenge aus n Merkmalen ausw

ahlen,
dann ist es unm

oglich, alle 2
n
M

oglichkeiten durchzuprobieren. Vielmehr kann man mit
Einsatz von statistischen Verfahren den Suchbaum enorm verkleinern (vgl.Abbildung 4.5).
Neuronen: Bei der Mutation von Neuronen sollte man zwischen Eingabeneuronen und
versteckten Neuronen unterscheiden. Entfernt man ein verstecktes Neuron, dann pat sich
das Netz im allgemeinen in der Lernphase durch die Adaption der Gewichte der neuen Situa-
tion an. Es kann sozusagen umlernen, weil die Funktion der versteckten Neuronen nicht von
vornherein festgelegt ist. Im Falle eines Eingabeneurons sollte man sehr viel mehr Vorsicht
walten lassen, da die Information eines entfernten Neurons immer verloren geht. Anders
gesagt: Eine Ver

anderung der Eingabestruktur ist ein schwerwiegender Eingri. Im umge-
kehrten Fall gibt es f

ur versteckte Neuronen beim Einf

ugen kein Relevanzkriterium.
1
F

ur
Eingabeneuronen kann man aber die linearen und nicht-linearen Abh

angigkeiten verwenden,
um den vielversprechendsten Kandidaten zu selektieren.
In meinem Ansatz kommen zwei Kriterien zur Bewertung der Neuronen zum Einsatz. Mittels
des KorrelationskoeÆzienten werden lineare Abh

angigkeiten und mittels Mutual Informati-
on nicht-lineare Abh

angigkeiten gemessen. Das lineare Kriterium ist einfach und schnell zu
berechnen, w

ahrend im anderen Fall zur Bestimmung des (wechselseitigen) Informationsge-
haltes eine nicht-parametrische Dichtesch

atzung, wie in Kapitel 3.6 dargelegt, durchgef

uhrt
werden mu. Es sei hier angemerkt, da eine rechenzeitintensive Optimierung der versteckten
Schicht in aller Regel keine Vorteile bringt, da die Regularisierung hier bereits die L

owenar-
beit leistet. Es ist vielversprechender, die Zeit f

ur die Optimierung des Eingabevektors oder
eine gr

oere Population von Netzen zu verwenden.
Abbildung 4.5: Die Abbildung zeigt
den Suchbaum f

ur alle
 
n
k

m

oglichen
Kombinationen von Eingabemerkma-
len f

ur k = 0; : : : ; 5. Jeder Kreis re-
pr

asentiert also eine m

ogliche Merk-
malskombination. Die Pfeile illustrie-
ren ein Top-Down und ein Bottom-
Up Suchverfahren, bei denen auf je-
der Ebene der lokal g

unstigste Schritt
bez

uglich eines Suchkriteriums durch-
gef

uhrt wird. Dieses Vorgehen garan-
tiert nicht, da auf jeder Ebene der
Vektor mit maximalem Informations-
gehalt gefunden wird. Die mangeln-
de Vorausschau kann durch ein Misch-
verfahren, z.B. einen evolution

aren Al-
gorithmus, ausgeglichen werden, in-
dem Vorw

arts- und R

uckw

artsschritte
m

oglich sind.
1
2
3
4
5
0
.  .  . 
.  .  . 
1
Eine M

oglichkeit w

are die Gr

oe der Hyperparameter im Bayes'schen Ansatz f

ur die Auswahl zwischen
verschiedenen Gruppen.
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Die wesentliche Aufgabe bei der Mutation besteht darin, die m

oglichen Alternativen geeignet
zu sortieren, so da ein Element gem

a der Funktionen aus Abbildung 4.3 gew

ahlt werden
kann. Ich unterscheide das Einf

ugen und Entfernen von Elementen. Sei jetzt
X = (X
1
;    ;X
k 1
;X
k+1
;    ; X
i 1
;X
i
;X
i+1
;    ; X
d
)
der zu betrachtende Vektor von Neuronen der Eingabeschicht oder einer versteckten Schicht,
und Y die Ausgabe. X
i
; X
j
;X
n
bezeichnen Komponenten, die in X vorhanden sind, X
k
;X
l
solche, die gegen

uber der Referenztopologie fehlen.
Das einfachere Sortierkriterium basiert auf den KorrelationskoeÆzienten zwischen den Kom-
ponenten von X. Im Falle des L

oschens berechnet man die Korrelation zwischen allen Kom-
ponenten von X und entfernt von dem Paar maximaler Korrelation die Komponente, deren
Korrelation zur Ausgabe kleiner ist. Im Falle des Einf

ugens bestimmt man das Paar (X
i
;X
k
)
minimaler Korrelation zwischen den existierenden und fehlenden Komponenten. Damit er-
geben sich die folgenden Sortierkriterien:
L

oschen: X
i
 X
j
:() (1) max
n
(X
i
; X
n
) > max
n
(X
j
;X
n
)
(2) bei Gleichheit: (X
i
; Y ) < (X
j
; Y )
Einf

ugen: X
k
 X
l
:() (1) max
i
(X
k
;X
i
) < max
i
(X
l
;X
i
) f

ur alle i
(2) bei Gleichheit: (X
k
; Y ) > (X
l
; Y )
Deniert man
X
(i)
:= (X
1
; : : : ;X
i 1
;X
i+1
; : : : ;X
d
)
und
X
(k)
:= (X
1
; : : : ; X
k 1
; X
k
; X
k+1
; : : : ; X
d
);
dann geht beim

Ubergang zu X
(i)
die i-te Komponente von X verloren, w

ahrend X
(k)
die
k-te Komponente einf

ugt, die X gegen

uber der Referenztopologie fehlte. Berechnet man
jetzt f

ur alle Vektoren X
(i)
bzw. X
(k)
, die aus X gebildet werden k

onnen, ihren Informati-
onsgehalt bez

uglich des Ausgabevektors Y mittels Mutual Information (siehe Kapitel 3.6),
dann erhalten wir die folgenden Sortierkriterien f

ur den Mutationsoperator:
L

oschen: X
i
 X
j
:() I(X
(i)
;Y ) > I(X
(j)
;Y )
Einf

ugen: X
k
 X
l
:() I(X
(k)
;Y ) > I(X
(l)
;Y )
Das heit, im Falle des L

oschens betrachtet man alle m

oglichen Vektoren, die eine Kom-
ponente weniger haben und w

ahlt einen g

unstigen aus, wie in Abbildung 4.5 illustriert.
Umgekehrt betrachtet man im Falle des Einf

ugens alle m

oglichen Vektoren, die eine Kom-
ponente mehr haben.
Das Mutual Information Kriterium in ein evolutives Suchverfahren einzubetten wurde erst-
malig in (Ragg & Gutjahr, 1997a, Ragg & Gutjahr, 1997b) vorgeschlagen. Es zeigte sich, da
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man auf diese Weise kleinere Eingaber

aume nden kann, die das zugrundeliegende Problem
immer noch ad

aquat beschreiben. Die Generalisierungsf

ahigkeit der neuronalen Netze, die
mit Regularisierung trainiert wurden, stieg zudem noch an. In Kapitel 7 wird anhand der
Prognose von Absatzzahlen der Nachweis erbracht, da sich die beiden Kriterien zur Re-
duktion hochdimensionaler Eingaber

aume geeignet einsetzen lassen (vgl. dazu auch (Menzel,
1999, Ragg et al., 2000)).
Muster: Die Suche nach unabh

angigen Modellen beinhaltet das Bem

uhen, die Abh

angig-
keit von der speziellen Wahl der Trainingsdaten zu minimieren. Hierzu kann man jedem
Netz zu Beginn der Evolution zuf

allig eine Teilmenge aus den Trainingsdaten zuordnen. Im
Gegensatz zum Bagging-Verfahren w

ahle ich ein Ziehen ohne Zur

ucklegen, wie es in der
Bias-Varianz Dekomposition (2.4) bei der Erwartungswertbildung angenommen wird. Der
Grund f

ur diese Vorgehensweise liegt darin, da das Bootstrap-Verfahren voraussetzt, da

uber alle Stichproben gemittelt wird. Die Clusterung der Netze l

at aber nur bestimmte
Vertreter und damit Stichproben zu. Weiterhin ist es oensichtlich, da Netze, die nur auf
wenigen Mustern trainiert werden, welche daf

ur aber mehrfach vorkommen, einen kleinen
Trainingsfehler und eine groe Evidenz haben. Je weniger Muster vorhanden sind, desto eher
erh

alt man eine lineare L

osung. Mutiert man jetzt die Zusammenstellung des Datensatzes,
dann besteht ein Selektionsdruck dahingehend, m

oglichst wenige verschiedene Muster zum
Training zu verwenden, da diese Netze eine h

ohere Evidenz haben werden.
Diese Zusammensetzung des Datensatzes kann man w

ahrend der Evolution ebenso Muta-
tionen aussetzen, indem man zuf

allig Muster hinzunimmt und andere streicht. Die Trai-
ningsdaten werden dazu f

ur jedes Netz zus

atzlich in einen Genstring bestehend aus Bits
abgebildet, bei dem 1 bedeutet, da das Muster zum Training des Netzes verwendet wird.
Man deniert jetzt eine Mutationswahrscheinlichkeit P
F lip
, die die H

augkeit angibt, mit der
eine Mutation des Mustersatzes auftritt. Einige Vorteile und Eigenschaften der Evolution
von Mustermengen wurden hier am Institut in einer Studienarbeit untersucht (Schmiedle,
1997). Dabei wurden allerdings wesentlich weitergehende Operatoren betrachtet, als ich sie
in meiner Arbeit aus Aufwandsgr

unden einsetzen kann.
Gewichte: Gewichte werden im hier vorgeschlagenen Konzept weder entfernt noch hin-
zugef

ugt, um zu verhindern, da Gewichtsgruppen im Bayes'schen Ansatz durch starkes
Ausd

unnen zu klein und damit die Sch

atzungen der Hyperparameter ungenau werden. Trotz-
dem ist es sinnvoll, die Gewichte einer Mutation zu unterwerfen, wie ich das weiter unten
begr

unden werde. Die Mindestanzahl an Gewichten macht es auch erforderlich, eine Mini-
maltopologie zu denieren, die den Suchraum nach unten begrenzt. Diese Topologie wird
so gew

ahlt, da in jeder Gewichtsgruppe mindestens 4 Gewichte vorhanden sind. Das soll
gew

ahrleisten, da die Approximation der Evidenz f

ur  und  (Gleichungen (2.31) und
(2.33) in Verbindung mit (2.37)) auf gen

ugend Datenpunkten basiert.
Bei Verwendung einer (; )-Strategie besteht ein m

oglicher Mutationsoperator darin, auf
die Gewichte normalverteilte Zufallszahlen z
i
zu addieren, um die neuen Suchpunkte im
Bereich des bisherigen Punktes zu streuen. Die zugrundeliegende Verteilung w

ahlt man mit
Mittelwert 0 und Varianz . Den neuen Gewichtsvektor erh

alt man, indem man zu jeder
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Komponente das z
i
-fache ihres eigenen Wertes addiert:
w
Neu
i
= w
i
+ z
i
w
i
Je nach Problem kann man die Varianz dadurch geeignet einstellen, da man ausgehend von
einem Netz Nachkommen generiert und die Streuung der Nachkommen betrachtet. Sind die
L

osungen nahezu identisch, dann ist die Varianz zu klein gew

ahlt, sind sie

ahnlich gestreut
wie Netze, die aus verschiedenen Zufallsinitialisierungen gewonnen wurden, dann ist die
Varianz zu gro gew

ahlt. Ein guter Erfahrungswert ist  = 10
 4
.
Der zweite Mutationsoperator, der sp

ater bei der Evolution unabh

angiger Netze betrachtet
wird, h

alt die Topologie fest und initialisiert den Gewichtsvektor neu. Das heit, es wird
ein neuer Suchpunkt im Gewichtsraum deniert. Das Ziel dabei ist, eine weiter m

oglichst
unabh

angige L

osung zu nden, die die bisherigen Suchpunkte sinnvoll erg

anzt.
Groe Mutationen, wie z.B. das Entfernen von Neuronen, haben eine geringe Wahrschein-
lichkeit, damit der Clusterungsproze

uber die Generationen hinweg einen stabilen Zustand
erreicht. In Kapitel 6 wird dies ausgef

uhrt. Daher ist diese Modikation der Gewichte not-
wendig, damit man in der n

achsten Generation keine identischen Netze betrachtet. Sie ist
sinnvoll, da beim Bayes'schen Ansatz einige Approximationen gemacht werden, um die Pa-
rameter einstellen zu k

onnen. Man denke z.B. an den iterativen Proze zur Bestimmumg
der Hyperparameter aus Kapitel 2.5.2. Es lohnt sich also unter diesen Umst

anden, auch in
der Umgebung zu suchen. Im n

achsten Abschnitt wird auf die Integration des Bayes'schen
Lernens in das globale Suchverfahren eingegangen und gezeigt, das die iterative Berechnung
der Hyperparameter eine eÆziente L

osung zul

at.
4.5.3 Bayes'sches Lernen und Evolution
Die Umsetzung der Bayes'schen Methode f

ur neuronale Netze wurde in Kapitel 2.5.2 als ite-
rativer Proze dargestellt. Die Iteration war notwendig, weil die Forderung, einen optimalen
Gewichtsvektor und optimale Hyperparameter gleichzeitig zu bestimmen, nicht analytisch
zu erf

ullen ist. Durch das iterative Verfahren versucht man, diesen Werten m

oglichst nahe
zu kommen. F

ur ein integriertes Optimierungskonzept ist das die geeignete Schnittstelle,
um die Suche mit dem Lernproze zu verzahnen. Trainiert man eine Population von Net-
zen, dann verfolgt man nicht alle Entwicklungslinien bis zum Ende, um dann das Netz mit
der h

ochsten Evidenz auszuw

ahlen, sondern generiert in jedem Iterationsschritt Kopien mit
leichten Mutationen. Netze mit h

oherer Evidenz bekommen eine h

ohere Wahrscheinlichkeit,
sich fortzupanzen - auf Kosten der schlechteren Netze.
Abbildung 4.6 illustriert die Idee an einem kleinen Beispiel. F

ur den Datensatz aus Ab-
bildung 1.1a wurden 10 Netze mit Bayes'schem Lernen trainiert. Im Vergleich dazu wurde
eine Mini-Evolution durchgef

uhrt, die nach jedem zweiten Iterationsschritt neue Suchpunkte
f

ur den n

achsten Schritt erzeugt hat, mit einem Selektionsdruck zugunsten der Netze mit
h

oherer Evidenz. Insgesamt wurden die Netze 1000 Epochen trainiert, wobei nach jeweils
100 Epochen eine Anpassung der Hyperparameter erfolgte. Der Evolution

are Algorithmus
beschneidet sozusagen den Suchbaum, in dem er vielversprechenden Initialisierungen mehr
Gewicht gibt und Netze mit kleiner Evidenz bereits am Anfang verwirft.
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Abbildung 4.6: Die Abbildung zeigt die
Entwicklung der Evidenz f

ur 10 neuro-
nale Netze. Nach jeder zweiten Anpas-
sung der Hyperparameter, in diesem
Fall alle 200 Epochen, werden Nach-
kommen gebildet. Ausgehend von der
gleichen Initialisierung favorisiert die
evolution

are Strategie L

osungen mit
h

oherer Evidenz, w

ahrend das norma-
le Verfahren alle L

osungen mit glei-
cher Intensit

at weiterverfolgt. Die ma-
ximale Evidenz liegt f

ur das einfa-
che Bayes'sche Verfahren deutlich un-
ter der verzahnten Optimierung. Ist die
Evidenz negativ mit dem Generalisie-
rungsfehler korreliert, dann werden mit
dem selben Aufwand durch die Evolu-
tion bessere Netze gefunden.
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Es bleibt als zentrale Frage zu beantworten, wie die Verzahnung im Detail zu leisten ist.
Betrachten wir zun

achst die Extremf

alle, da nach jedem Iterationsschritt Nachkommen
erzeugt werden, bzw. da erst nach Konvergenz der Hyperparameter zur n

achsten Genera-
tion

ubergegangen wird. Im letzten Fall steigt der Aufwand der Evolution gegen

uber dem
normalen Training unvertretbar stark an. Auch zieht man keinen Nutzen daraus, da man
schon vorher Information

uber die G

ute der L

osung hat. Ein Iterationsschritt besteht immer
aus zwei Teilschritten: das Anpassen der Hyperparameter und die anschlieende Optimie-
rung des Gewichtsvektors. Ist ein lokales Minimum der Fehlerfunktion erreicht, dann liefert
uns das Evidenzkriterium ein Ma daf

ur, wie gut unsere Hyperparameter waren (Abbildung
4.7). Im ersten Iterationsschritt des Bayes'schen Verfahrens sind die Hyperparameter vorge-
geben, entweder durch Initialisierung in der ersten Generation oder sp

ater von den Eltern

uberliefert. Durch den Mutationsschritt k

onnten sie verrauscht sein. Die Evidenz, die am
Ende berechnet wird, basiert aber auf den Hyperparametern, mit denen trainiert wurde.
Da die Evidenz als G

utekriterium verwendet wird und erst am Ende der Fehlerminimierung
vorliegt, scheint es sinnvoll, wenigstens zwei Iterationen durchzuf

uhren, bevor die Nach-
kommen f

ur die n

achste Generation erzeugt werden. Nochmal: Die berechnete Evidenz des
Netzes am Ende der Fehlerminimierung bezieht sich auf die Hyperparameter, mit denen
die Fehlerminierung durchgef

uhrt wurde. Erst nach der zweiten Fehlerminimierung liegt al-
so eine Sch

atzung der G

ute vor, die sich tats

achlich auf die Hyperparameter bezieht, die
durch das Bayes'sche Verfahren 'optimal' eingestellt wurden. Abbildung 4.7 illustriert den
Sachverhalt.
Daraus folgt, da das Generieren von Nachkommen nach jedem Anpassungsschritt mit einem
st

arkeren Rauschen behaftet ist und zu schlechteren Ergebnissen bei gleichem Aufwand
f

uhren sollte. Im n

achsten Kapitel wird durch Experimente belegt, da die vorgeschlagene
Art der Verzahnung die geeignete ist.
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Abbildung 4.7: Illustration der itera-
tiven Anpassung der Hyperparameter
durch das Bayes'sche Verfahren. Die
Abbildung zeigt die Entwicklung des
Fehlers w

ahrend des Trainings. Zu Be-
ginn werden die Hyperparameter mit

0
und 
0
initialisiert. Anschlieend
wird ein Gewichtsvektor w
0
durch
Training bestimmt. Man beachte, da
die Form der Fehlerfunktion durch
die Parameter 
0
und 
0
bestimmt
wird (Gleichung 2.12). Liegt dieser Ge-
wichtsvektor vor, dann kann die Evi-
denz p(Dj
0
; 
0
) und damit auch die
Modellevidenz bez

uglich dieser Wer-
te berechnet werden. Nach der zwei-
ten Anpassung liegt mit p(Dj
1
; 
1
)
erstmals ein Wert der Evidenz vor,
der auf Hyperparametern basiert, die
durch das Bayes'sche Verfahren einge-
stellt wurden.
1w
w0 
α  ,0 0 β )p(D |
α  ,1 1β )p(D |
α  ,0 0 β α  ,1 1β
Fehler
Epochen
α  ,2 2β
4.5.4 Selektion unabh

angiger Eltern
Der Algorithmus, wie ich ihn bisher vorgestellt habe, ist ein Optimierungsverfahren f

ur die
Evidenz. Am Ende des Prozesses bildet sich eine L

osung heraus - das Netz mit der h

ochsten
Evidenz. Das Ziel dieser Arbeit ist es, ein Komitee aus mehreren Netzen zu synthetisieren.
Im vorigen Kapitel wurde dargelegt, da es dazu notwendig ist, den Suchproze so zu gestal-
ten, da verschiedenartige Funktionen gelernt werden k

onnen. Diese Vielfalt soll w

ahrend
der Evolution erhalten bleiben. Mit dem Kriterium (3.12) habe ich ein analytisches Kriteri-
um hergeleitet, das in jedem Evolutionsschritt optimiert werden kann. Das heit, in jedem
Schritt k

onnen wir die Suchrichtungen bestimmen, die maximal voneinander unabh

angig
sind. Im folgenden werde ich eine Selektionsstrategie angeben, die diese Suchrichtungen
m

oglichst in die n

achste Generation transportiert. Dazu sind zwei Aspekte unter einen Hut
zu bringen: Die Optimierung der Evidenz der einzelnen Netze und die Unabh

angigkeit dieser
Netze.
Sind in einer Generation alle Netze trainiert, dann w

ahlt man zuerst die  besten Individuen
aus, d.h. die Netze mit der h

ochsten Evidenz und bestimmt dann sinnvollerweise die beste
Klasseneinteilung, wie in Abbildung 3.1 im letzten Kapitel gezeigt (Ragg, 2000). Die Klassen
kann man als Suchrichtungen auassen, die maximal voneinander unabh

angig sind im Sinne
des Kriteriums (3.12). Das Ergebnis dieser Klassenbildung ist in Abbildung 4.8 f

ur ein
Beispiel gezeigt. Jedes neuronales Netz ist durch einen Datenpunkt im Evidenz/Testfehler
Raum repr

asentiert. Die Darstellung gibt die

Ahnlichkeitsbeziehung nur verzerrt wieder.
Netze mit der gleichen Ausgabefunktion haben einen

ahnlichen Testfehler. Die Evidenz kann
aber stark variieren, da sie auch von der Netzkomplexit

at abh

angt. Andererseits k

onnen
unterschiedliche Netze trotzdem einen

ahnlichen Testfehler haben.
Hat man die Klasseneinteilung bestimmt, dann ergeben sich einige M

oglichkeiten, die Eltern
der n

achsten Generation zu gewinnen.
85
Evolution

are Suchverfahren 4.5 Evolution unabh

angiger Netze
Abbildung 4.8: Die Abbildung zeigt die
Clusterung neuronaler Netze bei dem Da-
tensatz aus Abbildung 1.1b und der Klas-
seneinteilung wie in Abbildung 3.1. Die
Daten sind

uber der Evidenz und dem
Testfehler aufgetragen und in Gruppen zu-
sammengefat. Diese Darstellung gibt die
Nachbarschaftsrelation nur verzerrt wie-
der. Im allgemeinen haben Netze mit

ahn-
licher Ausgabefunktion auch einen

ahnli-
chen Fehler, die Evidenz kann aber je nach
Komplexit

at durchaus streuen. Umgekehrt
gibt es nat

urlich auch verschiedenartige
Netze, die einen

ahnlichen Fehler haben
k

onnen. Sechs der acht Cluster sind zur
besseren Veranschaulichung durch Ellipsen
markiert. Die Abbildungen 4.9 und 4.10
zeigen die zugeh

origen Ausgabefunktionen.
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Abbildung 4.9: Die Abbildung zeigt die Ausgabefunktionen der neuronalen Netze der ersten vier Cluster.
Jeweils alle Netze eines Clusters sind in einem Bild zusammengefat. Die Gruppen in a)-d) entsprechen in
Abbildung 4.8 den Netzen rechts unten. Alle Netze haben eine relativ groe Evidenz und tendentiell einen
kleineren Fehler. Abbildung 4.10 zeigt die anderen vier Cluster.
1. Innerhalb jeder Klasse w

ahlt man das Netz mit der h

ochsten Evidenz aus und hat
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Abbildung 4.10: Die Abbildung zeigt die Ausgabefunktion der restlichen Cluster aus Abbildung 4.8. Jeweils
alle Netze eines Clusters sind zusammengefat. Unter a) ist die Funktion des Netzes, das in Abbildung 4.8
rechts oben eingezeichnet ist. In diesem Fall sind die Hyperparameter extrem gro, so da die Ausgabefunk-
tion konstant ist. Dies ist auf den hohen Rauschanteil und eine ung

unstige Initialisierung zur

uckzuf

uhren. Da
solche Netze eine hohe Evidenz aufweisen, ergibt sich ein Problem, auf das ich nochmals zu sprechen komme.
b) und c) zeigen Netze mit gr

oerem Fehler, die jeweils einen linearen Anteil aufweisen. d) zeigt ein Netz mit
groem Fehler und kleiner Evidenz, das insbesondere in dem Bereich, in dem keine Trainingsdaten vorhanden
waren, stark overttet. Insgesamt ist gut zu erkennen, da die Klasseneinteilung vern

unftig bestimmt worden
ist.
damit genauso viele Eltern wie Klassen. Der Parameter  hat bei dieser Variante al-
so nur eine untergeordnete Bedeutung. Er legt fest, welche Netze zur Klassenbildung

uberhaupt betrachtet werden und sorgt f

ur einen Selektionsdruck in Richtung h

oher-
er Evidenz. Ohne diesen Selektionsdruck k

onnten sich auch die schlechtesten Netze
dauerhaft als eigene Klassen in der Popuation etablieren.
2. Man sortiert die Netze in jeder Klasse gem

a ihrer Evidenz. F

ur jede Klasse w

ahlt
man jetzt anteilig Netze aus, wobei diejenigen mit hoher Evidenz, sich mit gr

oerer
Wahrscheinlichkeit fortpanzen gem

a der Auswahlfunktion von Abbildung 4.3.
3. F

uhrt man die Clusterung durch, bis alle Klassen zusammengelegt sind, dann kann
man zu jeder Klasse noch angeben, wie 'unabh

angig' sie von den anderen ist. Die
beiden Klassen, die am Ende verschmolzen werden, geben zwei Suchrichtungen mit
maximaler Unabh

angigkeit an. Mit der Reihenfolge der Zusammenlegung ist also eine
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Reihenfolge der Klassen festgelegt. Abbildung 4.11 veranschaulicht in einem Dendo-
gramm, wie die Reihenfolge zustande kommt. Auf diese sortierte Liste kann man jetzt
wieder eine Auswahlwahrscheinlichkeit so festlegen, da 'gr

oere Unabh

angigkeit' eine
h

ohere Fortpanzungswahrscheinlichkeit bedeutet.
Die erste Variante ist die restriktivste Auswahl. Bilden sich in einem Schritt wenige, groe
Klassen heraus, dann sind die beiden anderen Strategien robuster gegen ein Kollabieren auf
wenige L

osungen, da sich aus einem Cluster mehrere Netze fortpanzen k

onnen.
F

ur Evolutionsstrategien kennt man das Prinzip der groen Variation und der kleinen Ver-
erbung. Dieses besagt, da man eine erfolgreiche Variation eines Parameters ged

ampft ver-
erben sollte (Rechenberg, 1994). Der Sinn davon ist, beim Optimieren im Rauschen, einen
St

orpegel nicht als erfolgreiche Parametereinstellung zu

ubernehmen. Man bewegt sich also
nur langsam in die Richtung der erfolgreichsten Schrittweite und nicht sprunghaft.

Ubert-
ragen auf die Festlegung der verschiedenen Suchrichtungen durch Klassenbildung bedeutet
das, da die optimale Klassenzahl ebenso langsam ver

andert werden sollte, da sie einem
Rauschen unterliegt. Das Rauschen kommt durch die zuf

allige Auswahl der Nachkommen
zustande. So verschiebt sich in jeder Generation die optimale Klassenzahl. Es ist intuitiv
verst

andlich, da beispielsweise ein Wechsel von 15 auf 3 Suchrichtungen und dann wieder
zur

uck auf 9 f

ur Instabilit

aten in der Evolution sorgen wird. Es macht also Sinn zu untersu-
chen, ob eine 'ged

ampfte' Bestimmung der Klassenzahl zu einem g

unstigeren Fortschreiten
der Suche f

uhrt.
Im experimentellen Teil der Arbeit werden die Strategien nochmals n

aher beleuchtet. In
jedem Fall wird man bei der multimodalen Suche die Mutationswahrscheinlichkeiten so
einstellen, da die Zahl der Klassen sich im Laufe der Zeit stabilisiert und somit die Suche
konvergiert. Im n

achsten Abschnitt f

uhre ich dazu einige grunds

atzliche

Uberlegungen aus.
Abbildung 4.11: Die Abbildung zeigt
ein hypothetisches Beispiel f

ur die Zu-
sammenlegung von Klassen. In jedem
Schritt werden die beiden Klassen zu-
sammengelegt, die sich am

ahnlichsten
sind, und mit der Nummer der klei-
neren Klasse versehen. Die

Ahnlichkeit
l

at sich auf der vertikalen Achse able-
sen. Angenommen man bricht die Clu-
sterung bei einer

Ahnlichkeit von ca.
1.0 ab, so da die Klassen 1,6,9 und
11

ubrig sind. Dann deniert der Zeit-
punkt der Zusammenlegung eine Rang-
folge auf den Klassen. In dem Beispiel
ist die Reihenfolge 1,9,11 gefolgt von 6.
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4.5.5 Gewichtung der Komiteemitglieder
Am Ende der Evolution liegen die Vertreter der zuletzt gefundenen Klasseneinteilung als
Kandidaten f

ur ein Komitee vor. W

ahrend der Suche war es nur das Ziel, m

oglichst un-
abh

angige Netze zu nden, die auch gleichzeitig eine groe Evidenz haben. Kombiniert man
diese nun zu einem Komitee, dann bestehen mehrere M

oglichkeiten, die einzelnen Mitglieder
zu gewichten.
Zum einen kann man die Korrelationen der Fehlerfunktionen nutzen, um einen Gewichtungs-
vektor 
1
; : : : ; 
L
zu nden unter der Nebenbedingung
P
i

i
= 1 (Hashem, 1999, Bishop,
1995). Im Bayes'schen Ansatz ergeben sich Komitees in nat

urlicher Weise, indem man die
Gewichte gem

a ihrer Evidenz und des gew

ahlten Priors berechnet (Bishop, 1995). Bishop
f

uhrt allerdings auch aus, da bei praktischen Anwendungen die Gewichtung auf Basis der
Evidenz oft zu schlechteren Ergebnissen f

uhrt (Bishop, 1995), siehe auch (Thodberg, 1993).
Stattdessen schl

agt er vor, die Evidenz nur als Auswahlkriterium zu verwenden, aber die
Netze alle gleich zu gewichten. Oft erreicht man mit einer einheitlichen Gewichtung wie bei
Bagging die besten Ergebnisse.
In dieser Arbeit werde ich mich auf die einfache Gewichtung der Netze beschr

anken. Das
erlaubt es, die Fehlerbalken f

ur die Ausgabe, wie sie die Bayes'sche Methode berechnet,
sinnvoll in den Komiteebildungsproze einzubringen. Je gr

oer die Varianz, desto unsicherer
ist sich das Netz bei dem gegebenen Datenpunkt und desto weniger sollte seine Ausgabe
ber

ucksichtigt werden. Man vergleiche dazu nochmals die Abbildung 2.3.
F

ur jedes Netz berechnet man die Varianz 
2
i
der Ausgabefunktion y
i
(x) f

ur jedes Muster
x gem

a Gleichung (2.43). Der Gewichtungsvektor v f

ur das Komitee ergibt sich dann wie
in Gleichung (3.1), indem man f

ur die Werte v
i
die Kehrwerte der Varianz einsetzt. Man
beachte, da der Vektor noch zu 1 normiert werden mu.
y
COM
(x) :=
1
P
i
v
i
L
X
i=1
v
i
y
i
(x): (4.1)
F

ur Klassikationsprobleme lohnt es sich, hier den Ansatz von Gutjahr zur Berechnung von
Verlustwahrscheinlichkeiten aufzugreifen und diese als Gewichtung zu verwenden (Gutjahr,
1999). Im folgenden setze ich der Einfachheit halber voraus, da der Erwartungswert der
Zielwerte gerade 0 ist. Ansonsten sind die Formeln durch eine Transformation des Mittel-
wertes entsprechend anzupassen.
Sei T
x
eine bedingte Zufallsvariable mit der Dichtefunktion p(tjx; ; ;D), so interessieren
wir uns f

ur die Wahrscheinlichkeit P (T
x
< 0), falls die Ausgabe des neuronalen Netzes
y
opt
= y(x;w
opt
) gr

oer als 0 ist und P (T
x
> 0) im umgekehrten Fall. Man berechnet also
f

ur jede Ausgabe die Wahrscheinlichkeit, da diese auf der falschen Seite des Mittelwertes
liegt. Im Falle einer Absatzprognose entspricht das der Wahrscheinlichkeit, da das Netz
einen steigenden Absatz vorhersagt, obwohl dieser tats

achlich f

allt.
F

ur y
opt
> 0 ergibt sich
P (T
x
< 0) = P

T
x
  y
opt

t
<  
y
opt

t

= 

 
y
opt

t

(4.2)
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und f

ur y
opt
< 0 gilt entsprechend
P (T
x
> 0) = 1  P (T
x
< 0) = 1  

 
y
opt

t

: (4.3)
(x) ist dabei der Wert der Verteilungsfunktion der Standard-Normalverteilung an der Stelle
x, der tabelliert vorliegt (B

uning & Trenkler, 1994, Henze, 1995). Abbildung 4.12 illustriert
die Idee.
Abbildung 4.12: Die Abbildung zeigt
die bedingte Wahrscheinlichkeit f

ur ein
festes Eingabemuster x, die ein neuro-
nales Netz berechnet. Die Ausgabe des
Netzes y
opt
entspricht dem Maximum
der Funktion. Die Verlustwahrschein-
lichkeit entspricht gerade der schwarz
gef

arbten Fl

ache unter der Kurve links
von dem Mittelwert der Zielwerte, d.h.
im Bild links von 0. Die Abbildung
wurde von Gutjahr

ubernommen.
y(x)
σ
  
 
 


  
  


2
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In Gleichung (4.1) werden dann f

ur 1=v
i
die f

ur jedes Netz berechnete Verlustwahrschein-
lichkeit eingesetzt.
4.5.6 Parameterbestimmung
Wie bereits oben ausgef

uhrt, hat ein evolution

arer Algorithmus als heuristisches Verfahren
einige Parameter, die festgelegt werden m

ussen. Ein ganz wesentlicher Vorteil der hier darge-
legten Vorgehensweise ist, da der Benutzer das Optimierungskriterium des Verfahrens nicht
mehr selber denieren mu durch Gewichtung der Komplexit

at gegen den Kreuzvalidierungs-
fehler. Vielmehr ist das Ziel durch analytische Kriterien genau bestimmt. Die M

oglichkeit,
da zuf

alllig eine gute Wahl der Parameter zu Overtting f

uhrt, ist also nicht mehr gegeben.
F

ur die Konvergenz des Verfahrens sind trotzdem einige grunds

atzliche Schranken f

ur die
Parameter zu beachten.
Die Gr

oe  der Population, die Zahl  der Nachkommen und die Zahl der Generationen
leiten sich aus dem Aufwand ab, der f

ur das Training mit Bayes'schem Lernen normaler-
weise n

otig w

are. Geht man davon aus, da man f

ur eine Modellentwicklung 100 Netze
trainiert und jeweils 10 Iterationen zur Adaption der Hyperparameter durchf

uhrt, dann
ergibt das 500 Nachkommen in der Evolution, wenn man nach jeder zweiten Iteration Nach-
kommen generiert. Setzt man f

ur das Optimieren der Zahl der versteckten Neuronen und der
Eingabestruktur jeweils noch einen Faktor vier an, dann ergibt das einen Umfang von 8000
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Suchpunkten. W

ahlt man beispielsweise  zu 100, dann betr

agt die maximale Generationen-
zahl 80. Die Populationsgr

oe entspricht im Falle der restriktiven multimodalen Evolution
gerade der Klassenzahl. Im anderen Fall w

ahle ich  2 [

2
;]. Bei kleinerer Generationenzahl
sollte auch  kleiner gew

ahlt werden. Grunds

atzlich sollte  mit wachsendem Rauschen in
der Qualit

atsfunktion zunehmen (Rechenberg, 1994). Es empehlt sich,  etwas kleiner zu
w

ahlen als . Das sorgt daf

ur, da in jeder Generation die schlechtesten Suchpunkte mit
Sicherheit aussortiert werden, wodurch die Konvergenz beschleunigt wird. In den meisten
Experimenten war  = 0:9  .
F

ur eine (; )-Evolutionsstrategie streut man in jeder Generation ausgehend von den in
der Population vorhandenen Individuen neue Suchpunkte in deren Umgebung. Auf jedes
Individuum wird eine normalverteilte Zufallszahl auf den Parametervektor addiert. Zus

atz-
lich werden noch gr

oere Mutationsschritte, d.h. auf Neuronenebene oder Musterebene,
durchgef

uhrt. Damit die Clusterbildung sich im Laufe der Evolution stabilisiert, empehlt
es sich, groe Mutationen selten durchzuf

uhren, da durch groe Schritte im Suchraum mit
h

oherer Wahrscheinlichkeit eine neue Klasse entsteht. Die Wahrscheinlichkeit einer groen
Ver

anderung
p
Mut
= 1  ((1  p
Mut Input
)(1  p
Mut Hidden
)(1  p
Mut Pattern
))
sollte also klein bleiben, z.B. bei p
Mut
2 [0; 0:3]. Je nach Problemstellung kann man einem der
Operatoren ein gr

oeres Gewicht verleihen. Im allgemeinen ist es sinnvoll, die Mutation von
Eingabeneuronen h

oher zu gewichten als die von versteckten Neuronen, da dieser Suchraum
gr

oer ist. G

unstige Merkmalskombinationen zu nden erfordet mehr Suchschritte.
Damit ist die Beschreibung des integrierten Optimierungskonzeptes vollst

andig. In den fol-
genden Kapiteln werden einzelne Gesichtspunkte des Algorithmus an ausgew

ahlten Beispie-
len verdeutlicht und dann die Leistung des Verfahrens anhand realer Problemstellungen
untersucht.
4.6 Zusammenfassung
Soll eine Funktion mittels neuronaler Netze approximiert werden, dann beeinussen mehrere
Designentscheidungen die Qualit

at des Ergebnisses: Problemkodierung, Topologie, Auswahl
der Trainingsdaten, Parameter des Netzes und im Falle, da ein Komitee verwendet wird,
dessen Zusammensetzung. F

ur keines dieser Teilprobleme l

at sich eine optimale L

osung mit
klassischen Methoden nden. Mehr noch, die Einstellungen einzelner Parameter beeinussen
sich gegenseitig.
Evolution

are Strategien eignen sich, um Optima einer verrauschten Qualit

atsfunktion zu
nden. Dadurch da die Nachkommen um die Eltern gestreut werden, bewegen sich die
Individuen tendenziell eher in Richtung lokaler Optima. Sie folgen auch bei diskreten Pa-
rametern einer Art Gradientenweg. Damit bieten sie einen geeigneten Rahmen, die beim
Training neuronaler Netze auftretenden Probleme zu l

osen.
Der evolution

are Algorithmus Enzo setzt die Suche nach guten Modellen um, indem Ler-
nen und Topologieoptimierung kombiniert werden. Die Qualit

atsfunktion wird dabei wie
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in vergleichbaren Ans

atzen auch durch Kreuzvalidierung bestimmt. Mit der selben Technik
wird die Gewichtung des Regularisierungstermes vor Beginn der Evolution festgelegt und
w

ahrend der Suche beibehalten. Die Suchschritte werden mittels heuristischer oder basierend
auf konnektionistischen Kriterien festgelegt.
Das in diesem Kapitel vorgestellte integrierte Optimierungskonzept baut auf der Grundidee
von Enzo auf. Die Kombination mit dem Bayes'schen Lernen erlaubt es, auf Kreuzvali-
dierungstechniken zu verzichten, indem die Evidenz als Optimierungskriterium verwendet
wird. Dabei wird die Erzeugung von Nachkommen mit dem Iterationsverfahren zur Adapti-
on der Hyperparameter verzahnt. Erst dadurch ist eine eÆziente Suche m

oglich. Diese Suche
nach dem wahrscheinlichsten Modell l

at sich auf die Anzahl der versteckten Neuronen und
den Eingabevektor ausdehnen. Durch Einsatz von statistischen Verfahren, z.B. Mutual In-
formation, kann man geeignete Suchschritte berechenen und spart dadurch systematischen
Suchaufwand ein. Dadurch da die statistischen Kriterien nur auf den Daten operieren, kann
man vor Start der Evolution auch eine Reihenfolge der Wichtigkeit aller Eingaben erstellen
und damit die Population besser initialisieren. Damit ist ein wesentlicher Teil des Trainings
neuronaler Netze vollst

andig automatisiert.
Die Suche nach einem Optimum der Evidenz h

angt von den Anfangsbedingungen ab, ins-
besondere der Gewichtsinitialisierung und der zum Training verwendeten Daten. Eine evo-
lution

are Strategie, die die Evidenz optimiert, kollabiert nach einer gewissen Zahl an Ge-
nerationen. Alle anderen L

osungen gehen damit verloren. Ausgehend von der Bias-Varianz
Dekomposition wurde gezeigt, da es aus mehreren Gr

unden sinnvoll ist,

uber mehrere Net-
ze zu integrieren. Es wurde ein Kriterium hergeleitet, mit dem sich Komitees auf Basis der

Ahnlichkeit der einzelnen Netze vergleichen lassen. Mit einem Cluster-Verfahren l

at sich
dieses Kriterium optimieren, um aus einer Menge von trainierten Netzen ein m

oglichst gutes
Komitee zusammenzustellen. Diese Klassenbildung l

at sich wiederum in die evolution

are
Suche einbringen, indem die Klassen nach dem Zeitpunkt ihres Zusammenlegens sortiert
werden. Man kann eine Klasse als desto unabh

angiger von den anderen Suchpunkten be-
trachten, je sp

ater sie mit einer anderen verschmolzen wurde. Bevorzugte Selektion ndet
nun auf zwei Ebenen statt: (I) innerhalb jeder Klasse bez

uglich der Evidenz, (II) unterhalb
der Klassen bez

uglich der Unabh

angigkeit und der Evidenz
Am Ende des integrierten Optimierungskonzeptes liegen mehrere Netze mit lokal maximaler
Evidenz vor, die ein geeignetes Komitee bilden. Die Gewichtung der einzelnen Mitglieder
kann adaptiv f

ur jedes neue Muster berechnet werden mittels der Kondenzwerte, die durch
den Bayes'schen Ansatz geliefert werden.
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Optimierung eines neuronalen
Modells
Aus der Bias-Varianz Dekomposition des Komiteefehlers (Gleichung (3.3)) kann man zwei
Folgerungen ziehen: Um ein m

oglichst gutes Komitee von Netzen zu erhalten, sollten zum
einen die einzelnen Komiteemitglieder einen m

oglichst kleinen Generalisierungsfehler ha-
ben. Zweitens sollten die Netze m

oglichst breit um die Komiteel

osung streuen. Die zweite
Bedingung kann man erf

ullen, in dem man m

oglichst unabh

angige Netze als Komiteemitglie-
der ausw

ahlt. Diese Fragestellung, wie man solche Netze ndet, ist Gegenstand des n

achsten
Kapitels. Die erste Bedingung, m

oglichst gute Netze zu nden, wird im folgenden behandelt.
Auf der Ebene der Modelloptimierung ist der grundlegende Aspekt, den es zu betrachten gilt,
das Suchen nach Modellen mit einer hohen a posteriori Wahrscheinlichkeit, d.h. mit einem
g

unstigen Gewichtsvektor und Hyperparametern bzw. mit einer g

unstigen Netzkomplexit

at.
Anhand von Experimenten soll gezeigt werden, da die Kombination von Bayes'schem Ler-
nen und evolution

arer Suche bei gleichem Aufwand bessere Modelle liefert. Voraussetzung
daf

ur ist die (negative) Korrelation zwischen Evidenz und Generalisierungsfehler, d.h. die
Evidenz kann in diesem Fall als Leitfaden durch den Suchraum verwendet werden. Hierzu
wird in Abschnitt 5.1 zuerst das Problem aus Abbildung 1.1 betrachtet. Durch das Trainie-
ren vieler Modelle stelle ich einen empirischen Zusammenhang zwischen Zahl der versteckten
Neuronen und Testfehler bzw. Evidenz her. Die Prozedur zur Optimierung der Evidenz kann
dann hierzu ins Verh

altnis gesetzt werden, d.h. es wird nachgewiesen, da das globale Ma-
ximum der Evidenz in dem Sinne, wie das in Abbildung 4.2 illustriert wurde, gefunden
wird. Weiterhin wird noch die Optimierungsprozedur f

ur ein k

unstliches Klassikationspro-
blem betrachtet, das ebenso auf einer Sinusfunktion basiert. Die eindimensionalen Probleme
haben den Vorteil, da man einerseits die Ausgabefunktion gut visualisieren kann (vgl. Ab-
bildungen 4.9 und 4.10). Andererseits ist aber auch keine zus

atzliche Abh

angigkeit von der
Eingabestruktur vorhanden, was die Optimierung entsprechend erleichtert.
In Abschnitt 5.2 verwende ich dann vier bekannte Probleme aus Benchmarksammlungen
(Neal, 1998, Merz & Murphy, 1998, Prechelt, 1994). Bei den Experimenten wird vor allem
die Optimierung der Eingabe betrachtet, d.h. es ist nachzuweisen, da die Optimierungs-
prozedur auch hier ein Optimum ndet. Dieses Problem ist wesentlich schwieriger, da es
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nicht nur auf die richtige Zahl an Merkmalen ankommt, sondern vor allem auf die richtige
Kombination. Die Zahl an Kombinationen steigt exponentiell an (vgl. auch Abbildung 4.5).
F

ur verschiedene Merkmalskombinationen wird auch die optimale Gr

oe der versteckten
Schicht unterschiedlich sein.
Aus dem Beispiel in der Einleitung, Abbildung 1.4, wurde bereits deutlich, da die Dimen-
sionalit

at des Eingabevektors f

ur die Generalisierungsf

ahigkeit des neuronalen Modells eine
wichtige Rolle spielt. In diesem Kapitel wird dieser Aspekt anhand ausgew

ahlter Beispie-
le konkretisiert und eine Methode vorgeschlagen, mittels statistischer Kriterien (Korrela-
tionskoeÆzienten und Mutual Information) die Eingabestruktur eines neuronalen Modells
zu optimieren. Die Kriterien wurde zum einen aufgrund ihrer mathematischen Fundierung
gew

ahlt, zum anderem aber auch aufgrund ihrer Unabh

angigkeit von dem Modelltyp oder
Lernverfahren, wodurch die einfache

Ubertragung auf andere Ans

atze gew

ahrleistet ist. An-
dere konnektionistische Kriterien zur Optimierung der Topologie, wie z.B. Optimal Brain
Surgeon, sind nur f

ur neuronale Netze einsetzbar. Die Experimente sollen zeigen, da die
Methoden einerseits in einem integrierten Optimierungskonzept eingesetzt werden k

onnen,
andererseits aber auch in gewissen Grenzen die M

oglichkeit besteht, trotz der Monotonie der
Informationsmae die Eingabestruktur 'oine' vor dem Training der Netze zu optimieren.
F

ur die Schilddr

usen-Klassikation in diesem Kapitel und f

ur die Prognose von Absatzzah-
len in Kapitel 7 wird die Voroptimierung eingesetzt. F

ur beide Anwendungen steht eine
Vielzahl an Merkmalen zur Verf

ugung, aber nicht die daf

ur erforderliche Menge an Daten.
So gibt Silverman die Anzahl der Muster, die man ben

otigt, um eine multivariate Normal-
verteilung im Nullpunkt genau zu sch

atzen, bei 10 Dimensionen mit 842:000 an (Tabelle
5.1). Das neuronale Modell sch

atzt eine bedingte Wahrscheinlichkeit. Aus diesem Grund
kann bei einer zunehmenden Zahl an Merkmalen die Leistung best

andig abnehmen. Die
Experimente werden dies belegen.
Tabelle 5.1: Zahl der Muster die man ben

otigt, um eine multivariate Normalverteilung
im Nullpunkt bis auf einen (quadratischen) Fehler von 0:1 genau zu sch

atzen.
Entnommen aus (Silverman, 1986).
Dimensionen ben

otigte Muster Dimensionen ben

otigte Muster
1 4 6 2.790
2 19 7 10.700
3 67 8 43.700
4 223 9 187.000
5 768 10 842.000
Die durch die Voroptimierung gewonnene Information kann auch dazu verwendet werden,
die Population von Netzen geeignet zu initialisieren, d.h. Suchpunkte g

unstiger im Parame-
terraum zu plazieren. Konkreter: Merkmale werden nach ihrer Wichtigkeit gem

a der stati-
stischen Kriterien sortiert und unwichtigere Merkmale h

auger bereits zu Anfang entfernt.
Die Suche konzentriert sich damit eher auf Bereiche, die 'guten' Merkmalskombinationen
entsprechen.
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Aufbauend auf diesen Optimierungsstufen kann man bereits Komitees von Netzen betrach-
ten, wenn der Entwickler den Entwurfsproze f

ur unterschiedliche Modelle mehrmals durch-
f

uhrt, siehe dazu etwa (Ragg & Gutjahr, 1997b).
Das Bayes'sche Verfahren und die Optimierung der Evidenz st

ot dann an seine Grenzen,
wenn die Anzahl der Datenpunkte sehr klein ist, die Muster aber mit starkem Rauschen
behaftet sind, das anhand der sp

arlichen Datenlage nicht mehr richtig einzusch

atzen ist.
Das liegt darin begr

undet, da in diesem Fall auch andere Erkl

arungen bzw. Modelle f

ur die
Daten gefunden werden k

onnen, die ebenso ihre Berechtigung haben. Abschlieend werde
ich in diesem Kapitel genau diese Grenzf

alle betrachten.
Einstellung allgemeiner Parameter
F

ur alle im folgenden durchgef

uhrten Experimente sind einige Parameter des Lernverfahrens
und der evolution

aren Strategie einzustellen.
Die Parameter des Lernverfahrens werden wie folgt eingestellt. Die Anpassung der Hyper-
parameter erfolgt f

ur Regressionsprobleme alle 100 Epochen, f

ur Klassikationsprobleme
alle 70 Epochen. F

ur die Gewichtsgruppen wird f

ur Netze mit mehr als einer versteckten
Schicht immer die Standard-Einteilung gew

ahlt, d.h. die Gewichte zwischen zwei Schichten
bilden jeweils eine Gruppe und die Biase eine eigene. Im Falle von Klassikationsproblemen
w

ahle ich meistens Netze mit einer versteckten Schicht und fasse alle Gewichte in einer
Gruppe zusammen. Die Biase werden f

ur Klassikationsprobleme nicht regularisiert. Die
Anfangsschrittweite von Rprop betr

agt immer 10
 3
und die maximale Schrittweite 0:1. Die
Hyperparameter 
k
werden mit 0:02 initialisiert und die Gewichte f

ur die Initialisierung aus
der entsprechenden Normalverteilung mit   7 gezogen.  wird immer mit 1 initialisiert.
In einem Versuch werden maximal 100 Netze betrachtet von denen bei der evolution

aren
Suche im allgemeinen 90% die Eltern der n

achsten Generation bilden. Dabei werden je nach
Versuch zwischen 10 und 25 Generationen gerechnet. Der Bevorzugungsfaktor y f

ur die Se-
lektion der Eltern betr

agt 1:2. F

ur die Mutationswahrscheinlichkeiten werden folgende Werte
eingestellt: 0:2 f

ur die Mutation von versteckten Neuronen, falls die Eingabe nicht optimiert
wird, sonst 0:1 f

ur beide Werte. Pro Mutationsschritt wird pro Netz maximal ein Eingabe-
neuron und ein verstecktes Neuron eingef

ugt oder gel

oscht. Die Auswahl zwischen Einf

ugen
und L

oschen wird als gleich wahrscheinlich gew

ahlt. Die Schranken f

ur die Initialisierung
der Zahl der Neuronen jedes Netzes zu Beginn der Evolution werden f

ur jeden Datensatz
gesondert angegeben. Die Varianz der Normalverteilung von Zufallszahlen, die benutzt wird,
um die Werte des Gewichtsvektors und die Hyperparameter zu mutieren, betr

agt ca. 10
 4
.
Netze, die eine konstante Funktion berechnen, werden aus der Population entfernt. Der
Grund daf

ur ist, wie in Abbildung 4.10a zu sehen, da konstante Funktionen aufgrund ihrer
nicht vorhandenen Varianz eine groe Evidenz haben k

onnen. Solche Funktionen sind aber
generell nicht von Interesse, da das bedeutet, da der Datensatz nicht prognostizierbar ist.
Diese Eigenschaft sollte mit einem geeigneten statistischen Test vorab

uberpr

uft werden,
da die Modellierung mittels maschineller Lernverfahren dann daf

ur allgemein keinen Sinn
macht. Solche Netze treten beispielsweise auf, wenn die Hyperparameter divergieren, weil die
a priori Annahmen (zuf

allig) verletzt waren. Abbildung 2.9 illustrierte diesen Sachverhalt.
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5.1 Die Evidenz als Optimierungskriterium
Da beim Bayes'schen Lernen die Korrelation der Evidenz eines Netzes mit der Generali-
sierungsleistung nicht perfekt ist, bieten Evolutionsstrategien einen eleganten Rahmen, um
die lokale Optimierung der Netzparameter und die globale Suche nach guten L

osungen zu
verzahnen. Modelle mit h

oherer Evidenz produzieren mehr Nachkommen, es besteht also
ein Selektionsdruck hinsichtlich dieses Kriteriums. Die Gefahr, die Parameter wie bei der
Kreuzvalidierung zu sehr an eine zus

atzliche Datenmenge anzupassen, ist hier nicht gegeben,
da die Evidenz der Modelle w

ahrend des Lernens ausschlielich auf Trainingsdaten berech-
net wird. In diesem Abschnitt sollen verschiedene Aspekte der evolution

aren Suche anhand
von Experimenten beleuchtet werden.
5.1.1 Beschreibung der Problemstellungen
Sinus-Regressionsproblem
Die grundlegenden Fragestellungen der evolution

aren Optimierung der Evidenz sollen an
dem Sinusproblem aus Abbildung 1.1a gezeigt werden. Insgesamt besteht der Datensatz aus
40 Datenpunkten, zu denen normalverteiltes Rauschen addiert wurde. Die Daten gen

ugen
der Vorschrift sin(x) + 0:2  rand(x). Ein Histogramm f

ur den Rauschanteil rand(x) ist in
Abbildung 5.25b gezeigt. Der Generalisierungsfehler wird bez

uglich des erzeugenden Pro-
zesses berechnet. Als Maximaltopologie wird ein Netz mit 30 versteckten Neuronen, davon
20 in der ersten Schicht, gew

ahlt.
Sinus-Klassikationsproblem
Die Daten f

ur dieses Klassikationsproblem wurden generiert, indem zu einer Sinusfunktion
gleichverteiltes Rauschen aus dem Intervall [0; 1] addiert wurde (Abbildung 5.1).
Abbildung 5.1: Die Abbildung zeigt
zwei Klassen, die aus einer Sinusfunkti-
on durch Addition von gleichverteiltem
Rauschen generiert wurden. Die Mittel-
werte beider Klassen bez

uglich der y-
Achse unterscheiden sich um 0:5, so da
im Grenzbereich eine deutliche

Uber-
lappung vorhanden ist. F

ur die Trai-
ningsmenge wurden aus jeder Klasse je-
weils 25 Muster zuf

allig gezogen, d.h.
50 Muster insgesamt. Die Testmenge
besteht aus 150 Mustern.
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F

ur jede Klasse wurden 100 Punkte erzeugt, von denen je 25 zum Training und 75 zum Te-
sten verwendet werden. Die erste Klasse gen

ugt der Vorschrift sin(x) + rand(x)  0:25, und
die zweite sin(x)+rand(x) 0:75. Im Grenzbereich kommt es zu

Uberlappungen, so da ein
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Modell des Datensatzes nie perfekt sein kann in dem Sinne, da es keine Fehlklassikationen
macht. Dieser Datensatz ist deutlich schwieriger zu lernen als einige der realen Klassika-
tionsprobleme, die im n

achsten Abschnitt betrachtet werden. Damit l

at sich vergleichen,
inwieweit die Struktur erkannt wird oder nur die Grenzf

alle auswendig gelernt werden.
5.1.2 Verzahnung von systematischem Suchen und Bayes'schem Lernen
In Kapitel 4.5 habe ich mit einer Plausibilit

ats

uberlegung begr

undet, warum es g

unstig ist,
mindestens zwei Anpassungsschritte der Hyperparameter durchzuf

uhren, bevor die Eltern
auf Basis ihrer Evidenz selektiert und durch Mutation die Nachkommen f

ur die n

achste
Generation erzeugt werden.
Anhand des Sinus-Regressionsproblems werde ich im folgenden vergleichen, ob und wie das
Ergebnis von der Zahl der Iterationen des Bayes'schen Verfahrens pro Generation abh

angt.
Betrachtet werden 1,2,3,5 und 10 Anpassungsschritte pro Generation. F

ur jede Variante
wurde der Algorithmus 20 mal durchgef

uhrt. Die Zahl der Anpassungsschritte betrug mit
einer Ausnahme
1
immer 20, d.h. der Aufwand ist f

ur alle Verfahren gleich. Wird also ein
Anpassungsschritt pro Generation gemacht, dann werden 20 Generationen insgesamt ge-
rechnet, im anderen Extremfall, wenn 10 Anpassungsschritte gemacht werden, entsprechend
nur 2 Generationen. F

ur jede Generation wird das beste Netz, d.h. das mit der gr

oten Evi-
denz, ausgew

ahlt und der Mittelwert

uber alle zwanzig Versuche gebildet. Die Abbildung
5.2 zeigt die Ergebnisse sowohl bez

uglich des Testfehlers als auch bez

uglich der Evidenz.
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Abbildung 5.2: Die Abbildung zeigt die Entwicklung der Evidenz und des Testfehlers in Abh

angigkeit der Zahl
der Anpassungsschritte f

ur die Hyperparameter. Die f

unf Linien entsprechen den f

unf Varianten, Nachkom-
men zu generieren. Die f

unf Strategien unterscheiden sich darin, wieviele Schritte pro Generation gerechnet
werden, d.h. ob die Verzahnung von Suche und Bayes'schem Lernen stark oder eher schwach ist. Betrachtet
werden 1,2,3,5 und 10 Schritte pro Generation. Die Werte sind

uber 20 Versuche gemittelt. Die Strategie,
nach jedem zweiten Anpassungsschritt Nachkommen zu generieren, schneidet am besten ab. Die Ergebnisse
sind signikant (siehe auch Text). (a) H

ochster Wert der Evidenz in jeder Generation f

ur die f

unf untersuch-
ten M

oglichkeiten der Verzahnung. (b) Entwicklung des Testfehlers f

ur das Netz mit der h

ochsten Evidenz.
Das heit, in jeder Generation wird jeweils nur das tteste Netz betrachtet.
Die Selektion und Mutation nach zwei Anpassungsschritten durchzuf

uhren schneidet am
besten ab. Vergleicht man die Endergebnisse des Testfehlers dieser Strategie mit den vier
1
Bei drei Anpassungsschritten pro Generation werden insgesamt 21 Anpassungsschritte gemacht.
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anderen, dann wird der t-Test auf Gleichheit der Mittelwerte bei einer Schwelle von t
0:95;20
=
1:73 f

ur alle abgelehnt und f

ur den Fall von 5 Iterationen pro Generation angenommen. F

ur
die Evidenz wird der Test f

ur 3 und 5 Iterationen angenommen. Bei gleichem Aufwand
erziehlt man also f

ur 2 bis 5 Iterationen pro Generation die besten Ergebnisse. Je weniger
Iterationen man allerdings pro Generation durchf

uhrt, desto breiter kann man den Raum
durchsuchen. Im folgenden werden alle Experimente so durchgef

uhrt, da nach jeweils zwei
Iterationsschritten des Bayes'schen Verfahrens Nachkommen generiert werden.
5.1.3 Maximum der Evidenz bez

uglich der Netzgr

oe
Evolution

are Algorithmen sollten in der Lage sein, die optimale Anzahl von versteckten
Neuronen f

ur ein gegebenes Problem zu nden. Gutjahr hat in seiner Dissertation f

ur meh-
rere Probleme empirisch gezeigt, da es ein Maximum der Evidenz in Abh

angigkeit der
Netzgr

oe gibt (Gutjahr, 1999). Das Maximum ndet man, indem man

uber die Gr

oe des
Netzes iteriert und f

ur jede Zahl an versteckten Neuronen mehrere Initialisierungen trai-
niert. Die Ausf

uhrungen in Kapitel 4 legten nahe, da man dieses Maximum durch Einsatz
eines Suchverfahrens schneller und mit weniger Aufwand nden sollte (vgl. Abbildung 4.2).
Im folgenden will ich f

ur das Sinus-Regressionsproblem diesen empirischen Zusammenhang
herstellen und zeigen, da die Suche nach einem Maximum der Evidenz erfolgreich ist. Im
Gegensatz dazu schneidet die Auswahl des Netzes mit der h

ochsten Evidenz aus einer Menge
von trainierten Netzen deutlich schlechter ab.
Abbildung 5.3 zeigt Netze, die standardm

aig mit Bayes'schem Lernen trainiert, sowie Netze,
die evolutiv optimiert wurden. Die Modelle sind

uber ihrer Evidenz und ihrem Testfehler
aufgetragen. Der Testfehler ist f

ur alle evolutiv optimierten Netze klein (vgl. auch Abbildung
5.4d). Das Risiko, ein falsches Modell zu w

ahlen, sinkt also erheblich. Dies ist umso wichtiger,
da die Korrelation zwischen Testfehler mit  =  0:35 zwar negativ, aber nicht allzu deutlich
ist, so da man sich bei der Modellauswahl ausschlielich auf sie st

utzen k

onnte. Das liegt
zum einen daran, da der Datensatz einen starken Rauschanteil hat, zum anderen machen
sich aber auch die fehlenden Daten im Intervall [0; 2] bemerkbar (vgl. Abbildung 1.1), die
die Aufgabe zus

atzlich erschweren. Solange die Korrelation gegeben ist, ndet die evolutive
Suche immer gute Netze, da sich im Laufe der Evolution sehr viel mehr Netze gegeneinander
bew

ahren m

ussen.
Abbildung 5.3: Vergleich der evolutiv
optimierten Netze mit einer Auswahl
an normal trainierten Modellen. Im
rechten unteren Bereich nden sich die
optimierten Netze, d.h. sie haben eine
hohe Evidenz und einen kleinen Feh-
ler. Dagegen nden sich bei den nor-
mal trainierten Netzen etliche mit ei-
ner hohen Evidenz aber groem Feh-
ler. Das Risiko, ein falsches Modell aus-
zuw

ahlen, sinkt also durch die evolutive
Optimierung erheblich.
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Die Abbildungen 5.4a-d zeigen den empirischen Zusammenhang zwischen Netzgr

oe und
Evidenz bzw. Generalisierungsfehler f

ur das Sinus-Regressionsproblem. Insgesamt wurden
in 10 Versuchen je 100 Netze, d.h. insgesamt 1000, mit unterschiedlichen Topologien trai-
niert. Die maximale Topologie war 1-20-10-1 und die minimale 1-4-4-1, d.h. ein Netz hat
mindestens vier Neuronen pro versteckter Schicht. Die beiden oberen Abbildungen zeigen
den Verlauf der Evidenz. Im Bereich zwischen 16 und 24 Neuronen zeichnet sich ein deutli-
ches Maximum ab. In der rechten oberen Abbildung ist zu erkennen, da das evolution

are
Verfahren das Maximum ndet. Alle Netze gruppieren sich in diesem Bereich. Die evolutiv
optimierten Modelle erreichen einen signikant niedrigeren Testfehler als die Netze mit der
h

ochsten Evidenz der zehn Versuche. Tabelle 5.2 stellt die Ergebnisse f

ur den Testfehler
zusammen.
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Abbildung 5.4: Die Abbildung zeigt die empirische Abh

angigkeit der Evidenz bzw. des Testfehlers von der
Zahl an versteckten Neuronen f

ur das Sinus-Regressionsproblem. Um den Zusammenhang zu ermitteln,
wurden insgesamt 1000 Netze trainiert. a) Mittlere, minimale und maximale Evidenz. Die Netze mit der
gr

oten Evidenz haben zwischen 16 und 24 Neuronen in der versteckten Schicht. b) Bereich der mittleren
und maximalen Evidenz. Die Kreuze (+) entsprechen jeweils dem Netz mit der h

ochsten Evidenz pro Versuch.
Die anderen Symbole () kennzeichnen die Ergebnisse der evolutiven Optimierung. Sie konzentrieren sich
alle im Bereich des Maximums. Die absoluten Werte liegen sogar etwas h

oher. c) Mittlerer, minimaler und
maximaler Testfehler. Der mittlere Testfehler steigt ab ca. 15 Neuronen wieder an, der minimale Fehler etwa
ab 23 Neuronen. d) Bereich des mittleren und minimalen Testfehlers. Die Symbole sind genauso verwendet
wie in (b). Die evolutive Optimierung erreicht einen mittleren Fehler von 0:011. Die Netze mit der h

ochsten
Evidenz aus den 10 Versuchen haben im Mittel einen Fehler von 0:014. Der Unterschied ist signikant bei
einer Schwelle von t
0:95;10
= 1:82.
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Tabelle 5.2: Mittlerer, minimaler und maximaler Generalisierungsfehler f

ur Netze, die wie
folgt ausgew

ahlt wurden: (I) 100 Initialisierungen mit Bayes'schem Lernen. (II) Netze mit
h

ochster Evidenz aus 10 Versuchen. (III) Netze, die aus 10 Versuchen mit evolutiver Opti-
mierung gewonnen wurden. Der t-Test zeigt, da der Unterschied signikant ist (Schwelle
t
0:95;10
= 1:82).
Methode Mittelwert  Minimum Maximum
(I) 0:0429 0:08 0:0017 1:049
(II) 0:0139 0:012 0:0027 0:044
(III) 0:011 0:003 0:0054 0:016
Tabelle 5.3: Mittlere, minimale und maximale Treerquote f

ur Netze, die wie folgt ausgew

ahlt
wurden: (I) 100 Initialisierungen mit Bayes'schem Lernen. (II) Netze mit h

ochster Evidenz
aus 10 Versuchen. (III) Netze die aus 10 Versuchen mit evolutiver Optimierung gewonnen
wurden. Der t-Test zeigt, da der Unterschied signikant ist (Schwelle t
0:95;10
= 1:82). Zum
Vergleich: Ein lineares Modell kommt auf eine Treerquote von 64:6%.
Methode Mittelwert  Maximum Minimum
(I) 76:4% 2:2 80:7% 66:0%
(II) 78:2% 0:9 79:3% 76:7%
(III) 78:9% 1:2 81:3 77:3%
Bemerkenswert ist weiterhin, da die mittlere Evidenz best

andig abnimmt, ab etwa 17 ver-
steckten Neuronen auch sehr deutlich. Das bedeutet, wenn man nur wenige Netze mit dem
Bayes'schen Verfahren trainiert (und keine evolutive Optimierung anwendet), dann ist es
g

unstiger, weniger Neuronen zu verwenden. Dieser Umstand wird in Kapitel 7 nochmals
angesprochen.
F

ur das Klassikationsproblem ist der Zusammenhang un

ubersichtlicher (Abbildungen 5.5a-
d). Auch hier wurden 1000 Netze trainiert. Die maximale Topologie war 2-15-10-1 und die
minimale 2-4-4-1. Hier zeigen die beiden oberen Abbildungen, da es mehrere Maxima der
Evidenz gibt. Die evolutiv optimierten Netze liegen jetzt auch verstreut

uber dem ganzen
Bereich, d.h. es werden verschiedene Maxima gefunden. Die Evidenz der optimierten Modelle
f

allt wieder h

oher aus als die der konventionell trainierten. Die Leistung auf den Testdaten
ist wieder signikant besser. Sie steigt im Mittel von 78:2% (Netze mit h

ochster Evidenz)
auf 78:9% f

ur die evolutiv optimierten Netze. Tabelle 5.3 stellt die Ergebnisse zusammen.
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Abbildung 5.5: Die Abbildung zeigt die empirische Abh

angigkeit der Evidenz bzw. der Treerquote auf der
Testmenge von der Zahl an versteckten Neuronen f

ur das Sinus-Klassikationsproblem. Um den Zusam-
menhang zu ermitteln, wurden insgesamt 1000 Netze trainiert. Die Treerquote wird auf einer Testmenge
gemessen und nicht bez

uglich des erzeugenden Prozesses, wie das bei der Regressionsaufgabe der Fall war. Bei
diesem Beispiel ist die Leistung auf der Testmenge also auch eine mit Rauschen behaftete Gr

oe. a) Mittlere,
minimale und maximale Evidenz. Es sind mehrere Maxima der Evidenz zu beobachten. Der h

ochste Wert
liegt bei 17 Neuronen. b) Bereich der mittleren und maximalen Evidenz. Die Kreuze (+) entsprechen jeweils
dem Netz mit der h

ochsten Evidenz pro Versuch. Die anderen Symbole () kennzeichnen die Ergebnisse
der evolutiven Optimierung. Im Gegensatz zum Regressionsproblem werden bei diesem Datensatz mehrere
Optima gefunden. Die absoluten Werte der evolutiv gefundenen Netze liegen wieder deutlich

uber denen der
standardm

aig trainierten Netze. c) Mittlere, minimale und maximale Treerquote auf der Testmenge. Wie
bei der Evidenz gibt es auch hier mehrere Maxima. d) Bereich der mittleren und maximalen Treerquote
auf den Testdaten. Die Symbole sind genauso verwendet wie in (b). Die evolutive Optimierung erreicht ei-
ne mittlere Treerquote von 78:9%. Die Netze mit der h

ochsten Evidenz aus den 10 Versuchen haben im
Mittel eine Leistung von 78:2%. Der Unterschied ist signikant bez

uglich des t-Tests bei einer Schwelle von
t
0:95;10
= 1:82.
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5.1.4 Verlauf der Evolution
Nachdem wir gesehen haben, da die Evolution Maxima der Evidenz im Parameterraum
ndet, ist es interessant, die Entwicklung einmal f

ur ein Beispiel zu betrachten. Abbildung
5.6 zeigt f

ur das Sinus-Klassikationsproblem den Verlauf der Mittelwerte f

ur Evidenz, Tref-
ferquote und Zahl der versteckten Neuronen in Abh

angigkeit der Generationen. Zu Beginn
liegen die Werte f

ur die Evidenz noch deutlich niedriger und streuen st

arker, bis sie sich dann
zunehmend um das Maximum einpendeln, das nach etwa zehnten Generationen bereits er-
reicht ist (Abbildung 5.6a). In der rechten Abbildung erkennt man, wie sich die Treerquote
auch nach etwa 10 Generationen auf hohem Nievau stabilisiert. Interessant ist die Entwick-
lung f

ur die mittlere Anzahl an versteckten Neuronen. Am Anfang sinkt der Wert zuerst ab,
bis dann nach sechs Generationen ein Minumum erreicht ist. Dann steigt die Zahl kontinu-
ierlich an, bis auf einen Wert zwischen 17 und 18 Neuronen. Dort ist oenbar ein Maximum
der Evidenz erreicht, das im folgenden dann auch nicht mehr verlassen wird.
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Abbildung 5.6: Die Abbildung zeigt die Entwicklung der Evidenz und der Treerquote in Abh

angigkeit der
Zahl der Generationen. (a) Mittlere, minimale und maximale Evidenz. Bis zur zehnten Generation nimmt
die Evidenz deutlich zu und pendelt dann um das Maximum. (b) Entwicklung des Treerquote auf der
Testmenge und der mittleren Netzkomplexit

at, d.h. der Zahl an versteckten Neuronen. Die mittlere Leistung
der Netze wird zunehmend gr

oer. Auch hier pendelt die Leistung ab der 10 Generation um eine feste Gr

oe.
Erstaunlich ist, da die Zahl an versteckten Neuronen zuerst abnimmt, ab der sechsten Generation sprunghaft
zunimmt und sich dann auf einen Wert zwischen 17 und 18 Neuronen einpendelt.
5.2 Evolutive Merkmalselektion und Topologieoptimierung
Aus der Statistik sind verschiedene Methoden bekannt, die den Infomationsgehalt einer Ko-
dierung berechnen. In aller Regel sind diese Mae monoton wachsend, d.h. je gr

oer der
Merkmalsvektor, desto h

oher der Informationsgehalt der Eingabe bez

uglich der Ausgabe
(Fukunaga, 1990, Bishop, 1995). Gleichzeitig stehen aber pro Dimension, die hinzugef

ugt
wird, immer weniger Datenpunkte zur Verf

ugung, um die Parameter zu bestimmen. In nied-
rigdimensionalen R

aumen l

at sich deswegen mit weniger Information die gesuchte Funkti-
on besser approximieren (Silverman, 1986, White, 1989, Bishop, 1995). Im folgenden werde
ich darlegen, da man mit diesen Kriterien in gewissen Schranken eine Vorverarbeitung
durchf

uhren und damit den Suchraum f

ur die evolution

are Suche sinnvoll eingrenzen kann.
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Dazu werde ich f

ur jeden Datensatz eine Top-Down Suche, wie in Abbildung 4.5 illustriert,
durchf

uhren.
5.2.1 Iterative Merkmalselektion
Der KorrelationskoeÆzient ist die einfachste statistische Kenngr

oe f

ur Paare von Zufalls-
variablen. Sind zwei Funktionen bzw. zwei Merkmale stark korreliert, dann wird man bei
der Modellbildung auf eines der beiden verzichten k

onnen. Eine einfache R

uckw

artssuche
kann bei manchen praktischen Problemen die Zahl der Eingabemerkmale unter Umst

anden
bereits deutlich reduzieren. Zumindest erh

alt man aber eine Aussage dar

uber, wie gro der
lineare Anteil in der Problemstellung ist.
Algorithmus: R

uckw

artssuche mit KorrelationskoeÆzienten
1. Berechne paarweise f

ur alle Eingabeneuronen ihren KorrelationskoeÆzi-
enten, sowie f

ur alle Eingabeneuronen und das Ausgabeneuron.
2. Bestimme das Paar von Eingabeneuronen mit der gr

oten Korrelation
und l

osche das Neuron der beiden, das die geringere Korrelation zur
Ausgabe besitzt.
3. Wiederhole, bis Abbruchkriterium erf

ullt ist, z.B. ein Schwellwert f

ur die
Korrelation.
Analog dazu kann man ebenso mit dem Nullvektor beginnen und solange Neuronen einf

ugen,
bis eine bestimmte Korrelation

uberschritten ist (Vorw

artssuche).
Neben der Einschr

ankung, da der KorrelationskoeÆzient nur lineare Zusammenh

ange er-
kennt, hat der angegebene Algorithmus auch den Nachteil, da damit nur eindimensionale
Zufallsvariablen paarweise verglichen werden k

onnen. Der nun folgende Algorithmus basiert
auf dem Mutual Information Kriterium aus Kapitel 3.6.2. Dieses ist f

ur Zufallsvariablen be-
liebiger Dimensionalit

at deniert. Ausgehend von der maximalen Eingabestruktur werden
fortlaufend Komponenten gel

oscht. Dabei wird jeweils der lokal optimale Schritt ausgef

uhrt,
d.h. das Merkmal weggelassen, das den geringsten Informationsverlust verursacht.
Algorithmus: R

uckw

artssuche mit Mutual Information
1. Berechne paarweise f

ur alle Eingabevektoren, die aus dem aktuellen Vek-
tor durch Weglassen einer Komponente gebildet werden k

onnen, den In-
formationsgehalt bez

uglich der Ausgabe.
2. Bestimme den Vektor mit dem h

ochsten Informationsgehalt und l

osche
das entsprechende Neuron.
3. Wiederhole, bis Abbruchkriterium erf

ullt ist, z.B. ein Schwellwert f

ur
den Informationsgehalt oder dessen prozentuale Ver

anderung.
Auch hier kann man ein analoges Verfahren angeben, das ausgehend vom Nullvektor kon-
tinuierlich Merkmale einf

ugt. Die angegebenen Algorithmen kann man als Grenzf

alle einer
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evolution

aren Strategie mit einer einelementigen Population auassen. Die Mutationswahr-
scheinlichkeit f

ur das L

oschen resp. Einf

ugen betr

agt dann 1. Es liegt nahe, da man f

ur das
kombinatorische Suchproblem am besten eine Mischung aus Vorw

arts- und R

uckw

artssuche
verwendet, da die lokal optimalen Schritte nicht global optimal sein m

ussen. Verwendet man
mehrere Suchpunkte gleichzeitig, dann erh

alt man ein klassisches evolution

ares Suchverfah-
ren.
In der Praxis gehe ich so vor, da ich bereits vor dem Training der Modelle starke lineare
Abh

angigkeiten in der Eingabestruktur und Merkmale, die keine Information tragen, be-
seitige. Hat der verbleibende Vektor eine Dimensionalit

at, die weit

uber die in Tabelle 5.1
empfohlene hinausgeht, dann werden weitere Merkmale basierend auf der R

uckw

artssuche
mit Mutual Information entfernt. Als Schranke f

ur die Zahl der Merkmale w

ahle ich

ubli-
cherweise einen Wert, der vier oder f

unf Merkmale zuviel beinhaltet. Das hat den Zweck, der
evolution

aren Suche gen

ugend Spielraum einzur

aumen. Die letztendliche Optimierung der
Eingabe wird dann verzahnt mit der Parameteroptimierung durchgef

uhrt (Ragg & Gutjahr,
1997a, Ragg & Gutjahr, 1997b). Da die Verzahnung sinnvoll und in der Praxis erfolgreicher
ist, wird an den Beispielen deutlich werden. Ein Grund daf

ur liegt darin, da die Kriteri-
en mit zunehmender Dimensionalit

at des Eingabevektors monoton wachsen. Das heit, man
kann die m

oglichen Eingabevektoren nur partiell anhand des Kriteriums anordnen. Das Wis-
sen, da Vektor x einen h

oheren Informationsgehalt hat als Vektor y ist f

ur die Ordnung
wertlos, wenn x ebenfalls mehr Komponenten hat.
Die Ergebnisse der R

uckw

artssuche nutze ich weiterhin dazu aus, die neuronalen Netze
geeignet zu initialisieren. Die Reihenfolge, in der die Merkmale gel

oscht wurden, wird dazu
verwendet, diese in eine Liste zu sortieren. Das Merkmal, das zuerst gel

oscht wurde, steht
am Anfang der Liste, usw. Auf diese Liste kann man nun wieder eine Selektionsfunktion aus
Abbildung 4.3 anwenden. Dadurch erreicht man, da vermeintlich wichtigere Merkmale mit
h

oherer Wahrscheinlichkeit verwendet werden. Anhand von Experimenten wird der Nutzen
dieser Initialisierung nachgewiesen.
In den nun folgenden Experimenten, werde ich zuerst den Datensatz beschreiben und dann
die Ergebnisse der obigen Algorithmen pr

asentieren. Danach werden wieder verschiedene
Aspekte der evolution

aren Suche betrachtet. Im ersten Abschnitt war die optimale Anzahl
der versteckten Neuronen zu bestimmen. Hier ist die Suche schwieriger, da nun sowohl die
Eingabestruktur als auch die versteckten Schichten ver

andert werden.
5.2.2 Beschreibung und Voruntersuchung der Problemstellungen
Insgesamt werden in diesem Abschnitt vier Probleme betrachtet, drei Klassikationspro-
bleme aus der UCI-Benchmarksammlung (Merz & Murphy, 1998, Prechelt, 1994) und ein
Regressionsproblem aus der DELVE-Benchmarksammlung (Neal, 1998). Die ersten beiden
Datens

atze, Diabetes und Brustkrebs, geh

oren zu den kleineren der oft verwendeten Klassi-
kationsprobleme, d.h. es liegen wenige Muster vor (< 1000) und die Zahl der Merkmale ist
nicht zu gro (< 10). Das Schilddr

usenproblem hat eine 1-aus-N Kodierung, viele Merkmale
(> 20), aber auch weit

uber 1000 Muster.
Das Add10-Problem ist ein k

unstliches Regressionsproblem, bei dem die optimale Eingabe
bekannt ist, gen

ugend Daten vorliegen und die Nicht-Linearit

at gesichert ist. Tabelle 5.4
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zeigt die Struktur der Datens

atze in einer

Ubersicht.
Tabelle 5.4: Die Tabelle fat die Strukturen der verwendeten Probleme zusammen. Bei den beiden
letzteren werden 10% der Daten zum Training genutzt und auf dem Rest getestet. Damit sind aussa-
gekr

aftige Ergebnisse gew

ahrleistet. In den ersten beiden F

allen wurden die Vorgaben der Literatur
beibehalten, um auch hier Vergleiche zu erm

oglichen. Die letzte Spalte zeigt, wie gut man mit ei-
ner konstanten Ausgabe bereits werden kann, wenn man einfach immer die Klasse ausgibt, die am
h

augsten auftritt.
Datensatz Training Test Merkmale Ausgaben Muster pro Klasse
Diabetes 576 192 8 1 34,9% / 65,1%
Brustkrebs 525 174 9 1 34,5% / 65,5%
Schilddr

usen 720 6480 21 3 2,3% / 5,1% / 92,6%
Add10 500 4500 10 1 |
F

ur die Klassikationsprobleme wurden die Eingabedaten standardisiert, indem f

ur jedes
Merkmal der Mittelwert abgezogen und durch die Standardabweichung geteilt wurde. Die
Gr

oe dieser Werte wurde auf den Trainingsdaten ermittelt. Das Add10-Problem wurde
unver

andert aus (Gutjahr, 1999)

ubernommen. Ich werde f

ur die Ergebnisse bei Klassika-
tionsproblemen immer die Treerquote angeben. Da beim Schilddr

usenproblem eine kon-
stante Ausgabe bereits eine Leistung von

uber 92% hat, ist es unerl

alich, die Ver

anderungen
zu vergleichen. Das heit eine Steigerung von 98% auf 99% entspricht einer Reduktion der
Fehlklassikationen um die H

alfte.
Klassikation von Diabetes
Dieses Klassikationsproblem stammt von Vincent Sigillito von der Johns Hopkins Uni-
versity und ist

uber die Datenbank der University of Irvine erh

altlich (Merz & Murphy,
1998). Die Aufgabe besteht darin, aus pers

onlichen Daten und medizinischen Mewerten
zu entscheiden, ob Frauen (indianischer Abstammung) an Diabetes leiden. Erfat wird zum
Beispiel die Anzahl der Schwangerschaften, das Alter, Blutdruck oder Gewicht.
Im ersten Schritt untersuche ich f

ur alle Probleme die linearen und nicht-linearen Abh

angig-
keiten der Ausgabe von den einzelnen Merkmalen. Diese Werte werden auf den gesamten
Trainingsdaten berechnet. Abbildung 5.7a zeigt f

ur zwei Merkmale eine mittelstarke Kor-
relation mit der Ausgabe. Das sind Merkmal 2 (Wert eines oralen Blutzuckertests) und
Merkmal 6 (K

orpergewicht). Im rechten Bild ist zu erkennen, da der Informationsgehalt
weniger stark schwankt. Die Aufgabenstellung hat also eine nicht-lineare Komponente.
Die Merkmale f

ur dieses Problem sind relativ unabh

angig voneinander. Abbildung 5.8a
zeigt, da bei der Merkmalselektion die maximale Korrelation zweier Merkmale schnell ab-
nimmt und nach drei Schritten auf einen Wert von 0:2 f

allt. Im rechten Teil der Abbildung
5.8 ist der Informationsgehalt der Eingabevektoren aufgetragen, die entstehen, wenn man
die R

uckw

artssuche mit Mutual Information anwendet. Ein gleichm

aiges Absinken deutet
darauf hin, da die Merkmale unabh

angig sind und alle wichtige Information beitragen.
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Abbildung 5.7: Linearer und nicht-linearer Zusammenhang zwischen den einzelnen Merkmalen X
i
und der
Ausgabe Y f

ur das Diabetes-Klassikationsproblem. (a) Korrelation (X
i
; Y ). Einige Merkmale zeigen deut-
lich einen linearen Zusammenhang mit der Ausgabe, w

ahrend andere nahezu unkorreliert sind. (b) Infor-
mationsgehalt I(X
i
; Y ). Gegen

uber der linken Abbildung ist zu erkennen, da die Merkmale 3,4 und 5 einen
nicht-linearen Zusammenhang mit der Ausgabe aufweisen.
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Abbildung 5.8: Anwendung der R

uckw

artssuche mit KorrelationskoeÆzienten und Mutual Information auf
das Diabetes-Klassikationsproblem. (a) Maximale Korrelation zweier Merkmale in jedem Pruningschritt:
Die Korrelationen sind relativ niedrig und sinken nach drei Schritten deutlich ab. Pro Schritt wird f

ur das
entfernte Merkmal die entsprechende Zeile und Spalte der Korrelationsmatrix gestrichen. (b) Informati-
onsgehalt I(X;Y ) des Eingabevektors nach jedem Pruning-Schritt: Pro Schritt wird ein Merkmal entfernt.
Der Informationsgehalt des Eingabevektors sinkt relativ gleichm

aig. Die Reihenfolge der Merkmale beim
Pruning ist: 5, 3, 4, 1, 7, 8, 6, 2.
Vergleichswerte aus der Literatur f

ur dieses Klassikationsproblem sind in Tabelle 5.5 zusam-
mengestellt. Auf dem wie oben angegeben standardisierten Datensatz erreicht ein lineares
neuronales Netz bereits 79:1%! Damit liegt man bereits

uber dem besten in der Literatur
verzeichneten Wert. Man mu erw

ahnen, da die beiden Klassen sich im Eingaberaum stark

uberlappen. Es ist schwierig, die Komplexit

at so einzustellen, da die nicht-lineare Informa-
tion ausgenutzt wird. Wie wir sehen werden, mu man die geeignete Merkmalskombination
nden. Nach Tabelle 5.1 sollte man nicht mehr als 4 oder 5 Merkmale benutzen. Ohne ein
automatisches Verfahren zur Gewichtung des Regularisierungsterms ist es unm

oglich, die
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Komplexit

at des Modells richtig zu bestimmen, da man das bei heuristischer Einstellung
f

ur viele Merkmalskombinationen und Topologien tun m

ute.
Tabelle 5.5: Die Tabelle stellt einige Ergebnisse aus der Literatur f

ur das Diabetes-
Problem zusammen.
Referenz Methode Modelltyp Leistung
(Breiman, 1999) Bagging Entscheidungsbaum 76.1%
Boosting Entscheidungsbaum 73.4%
(Drucker, 1999) - Neuronales Netz 75.1%
Boosting Neuronales Netz 78.3%
(Freund & Schapire, 1996) Boosting Entscheidungsbaum 75.6%
Klassikation von Brustkrebs
Dieses Klassikationsproblem stammt von dem Mediziner Holberg von der University of
Wisconsin (Mangasarian & W.Wolberg, 1990) und wurde in der Datenbank der Univer-
sity of Irvine ver

oentlicht (Merz & Murphy, 1998). Dort ndet sich auch eine genauere
Beschreibung des Datensatzes. Das Problem besteht darin, einen Tumor als gutartig oder
b

osartig zu klassizieren. Die Eingabeinformation besteht aus beschreibenden Merkmalen
der Zellen, z.B. die Verteilung der Gr

oe bzw. Form, oder biochemische Informationen. Die
Daten sind diskret auf einer Skala von 1 bis 10 erfat, was dieses Problem von allen anderen
unterscheidet.
Abbildung 5.9 zeigt f

ur drei Merkmale eine starke negative Korrelation mit der Ausgabe
( > 0:8). Auch die anderen sechs Merkmale weisen deutliche Korrelationen auf. Interessant
ist in der rechten Abbildung, da der Informationsgehalt der einzelnen Merkmale sich ganz

ahnlich verh

alt. Die Werte sind aber zum Teil etwas geringer.
Bei diesem Datensatz sind die Merkmale stark miteinander korreliert. Abbildung 5.10a zeigt,
da bei der Merkmalselektion die maximale Korrelation zweier Merkmale kaum abnimmt.
Solange noch drei Merkmale vorhanden sind, weisen zwei davon noch eine Korrelation von
ca. 0:65 auf, die erst danach stark abf

allt. Im rechten Teil der Abbildung 5.8 ist wieder der In-
formationsgehalt der Eingabevektoren aufgetragen, die entstehen, wenn man die R

uckw

arts-
suche mit Mutual Information anwendet. Im Vergleich zum Diabetes-Datensatz sinkt der
Informationsgehalt am Anfang deutlich langsamer ab.
Vergleichswerte aus der Literatur f

ur dieses Klassikationsproblem sind in Tabelle 5.6 zusam-
mengestellt. F

ur diesen Benchmark sind auch Werte angegeben, die wir in fr

uheren Studien
mit ENZO erreicht haben. In der zweiten angegebenen Studie wurde die Merkmalsselektion
basierend auf Mutual Information durchgef

uhrt. Auf dem wie oben angegeben standardisier-
ten Datensatz erreicht ein lineares neuronales Netz bereits 97:7%. Auch hier gilt, da man
die geeignete Merkmalskombination bestehend aus 4 bis 5 Merkmalen nden mu. Allerdings
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Abbildung 5.9: Linearer und nicht-linearer Zusammenhang zwischen den einzelnen Merkmalen X
i
und der
Ausgabe Y f

ur das Krebs-Klassikationsproblem. (a) Korrelation (X
i
; Y ). Alle Merkmale zeigen einen star-
ken linearen Zusammenhang mit der Ausgabe. (b) Informationsgehalt I(X
i
; Y ). Die Werte f

ur Mutual
Information entsprechen nahezu den Korrelationen, d.h. jede Eingabe h

angt nur linear mit der Ausgabe
zusammen.
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Abbildung 5.10: Anwendung der R

uckw

artssuche mit KorrelationskoeÆzienten und Mutual Information auf
das Krebs-Klassikationsproblem. (a) Maximale Korrelation zweier Merkmale in jedem Pruningschritt: Wenn
noch drei Merkmale vorhanden sind (im 7. Schritt), liegt die maximale Korrelation noch bei ca. 0:7 und sinkt
erst dann deutlich ab. (b) Informationsgehalt I(X;Y ) des Eingabevektors nach jedem Pruning-Schritt: Im
Vergleich zum Diabetes-Klassikationsproblem sinkt der Informationsgehalt zuerst deutlich langsamer. Das
deutet darauf hin, da f

ur dieses Problem der optimale Eingabevektor kleiner ist als f

ur das Diabetes-
Klassikationsproblem. Die Reihenfolge der Merkmale beim Pruning ist: 9, 3, 2, 5, 8, 7, 4, 1, 6.
erreicht man bei diesem Problem auch mit groen Netzen gute Werte. Dies h

angt mit der
ganz speziellen Struktur der Eingabedaten zusammen und l

at sich nicht verallgemeinern.
Auf die Eigenheit des Datensatzes wird sp

ater noch eingegangen.
Das Add10-Regressionsproblem
Das Add10-Problem ist ein k

unstlich erzeugter Datensatz, der von Friedmann vorgeschlagen
wurde (Friedman, 1988) und Teil der DELVE-Benchmarksammlung ist (Neal, 1998). Er
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Tabelle 5.6: Die Tabelle stellt einige Ergebnisse aus der Literatur f

ur das Krebs-
Klassikationsproblem zusammen.
Referenz Methode Modelltyp Leistung
(Breiman, 1999) Bagging Entscheidungsbaum 96.3%
Boosting Entscheidungsbaum 96.8%
(Drucker, 1999) - Neuronales Netz 96.99%
Boosting Neuronales Netz 97.58%
(Freund & Schapire, 1996) Boosting Entscheidungsbaum 96.8%
(Ragg et al., 1997) ENZO Neuronales Netz 98%
(Ragg & Gutjahr, 1997a) ENZO NN + Mutual Inf. 98.9%
besteht aus einem zehndimensionalen Eingabevektor und einer Ausgabe. Gesucht ist die
Funktion f mit
f(x
1
; : : : ; x
10
) = 10 sin(x
1
x
2
) + 20(x
3
  0:5)
2
+ 10x
4
+ 5x
5
: (5.1)
Die Daten enthalten noch f

unf zus

atzliche Merkmale, die in einer Rauschkomponente
R(x
6
; : : : ; x
10
) zusammengefat sind. Die Werte der Merkmale sind aus einerN (0; 1)-Verteilung
gezogen. Die Eingaben werden dabei gleichverteilt aus dem Intervall [0; 1] gewonnen.
Bei diesem Problem gibt es also einen relevanten linearen und nichtlinearen Anteil. Aufgrund
der Betrachtung irrelevanter Information in einem Teil des Eingabevektors k

onnte ein neu-
ronales Netz aufgrund der Endlichkeit des Datensatzes nichtlineare Strukturen in den Daten
erkennen, die eigentlich nicht vorhanden sind. Hier ist mir unter anderem wichtig, da sich
damit Methoden zur Optimierung der Eingabestruktur bewerten lassen, da die optimale
Eingabe bekannt ist. Das Problem wurde auch von Gutjahr in seiner Dissertation verwen-
det (Gutjahr, 1999), dessen Ergebnisse mir somit als Vergleichsmastab dienen k

onnen. Der
Datensatz besteht aus 5000 Mustern, von denen 500 f

ur das Training und die restlichen
4500 zum Testen verwendet werden. Die Ein- und Ausgabedaten sind symmetrisch in das
Intervall [-1,1] skaliert.
Abbildung 5.11 zeigt links die Korrelation der einzelnen Merkmale mit der Ausgabe und
rechts wieder den Informationsgehalt. Die Korrelation mancher Rauschkomponenten mit der
Ausgabe ist sogar gr

oer als f

ur eines der nichtlinearen Merkmale. Bei diesem Datensatz hilft
das Mutual Information Kriterium die Merkmale die Information tragen, von den anderen
zu unterscheiden. Die Eingaben 6 bis 10 haben deutlich geringere Werte, allerdings von 0
verschieden, was durch die Endlichkeit des Datensatzes bedingt ist.
Abbildung 5.12 gibt das Resultat der R

uckw

artssuche wieder. Es zeigt sich deutlich, da
unterhalb der Eingabekomponenten kaum lineare Abh

angigkeiten vorhanden sind und da
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Abbildung 5.11: Linearer und nicht-linearer Zusammenhang zwischen den einzelnen Merkmalen X
i
und der
Ausgabe Y f

ur das Add10-Regressionsproblem. (a) Korrelation (X
i
; Y ). Von den ersten f

unf Komponenten
haben vier einen deutlichen linearen Anteil. (b) Informationsgehalt I(X
i
; Y ). Man erkennt beispielsweise,
da der nicht-lineare Zusammenhang des dritten Merkmals mehr Information tr

agt als das f

unfte Merkmal.
Bemerkenswert auch, da in dem Rauschanteil Information vorhanden ist. Dies ist durch die Endlichkeit des
Datensatzes bedingt.
auf diese Weise der Eingabevektor nicht verkleinert werden kann. Die Anwendung des Mu-
tual Information Kriteriums ist in der rechten Abbildung gezeigt. Das Verfahren erkennt
sehr sch

on, da die Komponenten sechs bis zehn weniger Information enthalten und ent-
fernt sie zuerst. Man erkennt hier deutlich, da man sechs bis sieben Schritte durchf

uhren
kann, ohne da der Informationsgehalt nennenswert stark sinkt. Ebenfalls eingetragen ist
der mittlere Generalisierungfehler von Netzen, die den zugeh

origen Eingabevektor verwen-
den. Die Werte sind gemittelt

uber 50 Initialisierungen. Die Modelle hatten eine versteckte
Schicht mit 15 Neuronen. Obwohl der Informationsgehalt im sechsten Pruning-Schritt nicht
au

allig stark sinkt, steigt der Generalisierungsfehler sprunghaft auf etwa das Dreifache
an (

E
Schritt 6
= 0:008), um dann bis auf den 13-fachen Wert zu klettern, wenn nur noch
Komponente 4 verwendet wird.
Dieses Beispiel zeigt deutlich, da die statistischen Kriterien allein noch nicht gen

ugen, um
einen optimalen Eingabevektor zu bestimmen. An der Form der Kurve ist die optimale
Zahl von 5 Merkmalen nicht abzulesen. Ein integriertes Optimierungskonzept ist aus die-
sem Grunde unerl

alich. Es sei auch betont, da der Fehler, wenn man nur 5 Merkmale
verwendet, um bis zu 15% kleiner ist als bei Verwendung des gesamten Eingabevektors.
Gutjahr erreichte f

ur dieses Problem einen mittleren Testfehler von 0:00307 f

ur den Fall einer
Gewichtsgruppe und 0:00279 f

ur den Ansatz mit mehreren Gewichtsgruppen und variablen
Mittelwerten derselben (Gutjahr, 1999).
Schilddr

usen-Klassikationsproblem
Dieses Klassikationsproblem ist ebenfalls in der UCI-Datenbank enthalten (Merz & Mur-
phy, 1998) und geht zur

uck auf die Arbeit von (Schimann et al., 1992), die den Daten-
satz verf

ugbar gemacht haben. Das Problem besteht darin, aus Patientendaten eine

Uber-,
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Abbildung 5.12: Anwendung der R

uckw

artssuche mit KorrelationskoeÆzienten und Mutual Information auf
das Add10-Regressionsproblem. (a) Maximale Korrelation zweier Merkmale in jedem Pruningschritt: Bereits
zu Anfang liegt die maximale Korrelation zweier Komponenten unter 0:1. Die Zahl der Eingabekomponenten
l

at sich damit auf Basis der linearen Abh

angigkeiten nicht verkleinern. (b) Informationsgehalt I(X;Y ). Die
linke y-Achse zeigt den Informationsgehalt des verbliebenen Eingabevektors im jeweiligen Pruningschritt.
Auf der rechten y-Achse ist der

uber 50 Netze gemittelte Generalisierungsfehler f

ur den entsprechendne Ein-
gabevektor eingetragen. Die versteckte Schicht bestand aus 15 Neuronen. Sobald man eine der ersten f

unf
Komponenten entfernt, steigt der Generalisierungfehler sprunghaft an, ohne da das am Wert des Mutual
Information Kriteriums zu erkennen w

are. Erst nach Entfernen der siebten Komponente sinkt der Informa-
tionsgehalt deutlich. Die Reihenfolge der Merkmale beim Pruning ist: 7, 6, 8, 10, 9, 3, 5, 2, 1, 4.
Unter- oder Normalfunktion der Schilddr

use zu bestimmen. Insgesamt stehen 7200 Muster
zur Verf

ugung, von denen urspr

unglich ca. die H

alfte zum Training verwendet wurde. Die
Daten sind in 21 Merkmalen kodiert, 15 davon sind bin

ar. Die Ausgabe ist als 1-aus-N Ko-
dierung gew

ahlt. Zu Klasse 1 geh

oren 2.3% aller F

alle, Klasse 2 enth

alt 5.1%, und Klasse
3 besteht aus dem L

owenanteil von 92.6%. Die einfachste L

osung, eine konstante Ausgabe,
hat also eine Fehlerrate von nur 7.4%.
In der Literatur wird eine 21-10-3 Topologie mit sogenannten shortcut-Verbindungen ver-
wendet. In dieser Arbeit verwende ich nur Netze ohne shortcut-Verbindungen. Als Klassi-
kationsleistung wird bei (Schimann et al., 1992) 98.4% angegeben. In fr

uheren Studien
erreichten wir mit Enzo bis zu 99% (Ragg et al., 1997). Dabei wurden immer 3772 Muster
zum Training verwendet.
Der Vorteil dieses Benchmarks ist, da ausreichend Daten vorhanden sind, um die Ergebnisse
zu bewerten. In meinen Untersuchungen in dieser Arbeit verwende ich 720 Muster zum
Training, das sind 10%. Den Generalisierungsfehler auf

uber 6000 Testdaten kann man
in diesem Fall als sehr sichere Gr

oe bewerten, bei der Zufallsein

usse durch Rauschen
vernachl

assigbar sind.
Die Abbildungen 5.13a-c zeigen die Korrelationen der Merkmale mit den drei Ausgaben.
Insbesondere die Merkmale 17,18,19 und 21 weisen Korrelationen mit den Ausgaben 1 und
3 auf. Die linearen Abh

angigkeiten zur 2. Ausgabe sind gering. Der Informationsgehalt der
einzelnen Komponenten

uber die gesamte Ausgabe ist in Abbildung 5.13d zu sehen. Hier
zeigt sich deutlich, da die bin

aren Merkmale Information tragen. Die Werte streuen sehr
eng um den Wert 0:45. Tabelle 5.1 legt auch f

ur diesen Datensatz nahe, nicht mehr als 6
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bis 7 Merkmale zu verwenden, wenn mit allen Trainingsdaten gearbeitet wird. Bei diesem
Problem ist es also sinnvoll, bereits vorher Merkmale zu entfernen. In einem Experiment
werden wir sp

ater sehen, da das auch zu einer Leistungssteigerung f

uhrt.
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Abbildung 5.13: Die Abbildung zeigt unter a)-c) die Korrelation (X
i
; Y ) jeder Eingabekomponente X
i
mit
jeder Ausgabe Y
i
f

ur das Schilddr

usen-Klassikationsproblem. d) Informationsgehalt I(X
i
; Y ) jeder Eingabe-
komponente X
i
bez

uglich des Ausgabevektors Y . Der Informationsgehalt der bin

aren Merkmale ist deutlich
von 0 verschieden und hat f

ur alle eine

ahnliche Gr

oe.
Um den Eingabevektor zu verringern, kann man wieder die R

uckw

artssuche anwenden.
Mittels des KorrelationskoeÆzienten lassen sich h

ochstens ein bis zwei Merkmale entfernen,
bevor die maximale Korrelation zu weit absinkt (Abbildung 5.14a). Verkleinert man den
Eingabevektor basierend auf dem Mutual Information Kriterium, dann l

at sich aus der
Grak (Abbildung 5.14b) auch keine optimale Gr

oe bestimmen. Nach Tabelle 1.4 ist aber
eine Obergrenze von 10 Merkmalen durchaus gerechtfertigt. Es werden die 11 Merkmale
weggelassen, die durch den Algorithmus zuerst entfernt wurden. Dadurch erreicht der Ein-
gaberaum eine Gr

oe, die mit einem evolution

aren Verfahren noch durchsuchbar ist. Da
dieses Vorgehen vern

unftig ist, wird im folgenden belegt.
5.2.3 Merkmalselektion basierend auf Mutual Information
In der Einleitung wurde am Beispiel der Schilddr

usen-Klassikation verdeutlicht, da die
Zahl der Merkmale eine wichtige Rolle f

ur die Leistung des Modells spielt (Abbildung 1.4).
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Abbildung 5.14: Anwendung der R

uckw

artssuche mit KorrelationskoeÆzienten und Mutual Information auf
das Schilddr

usen-Klassikationsproblem. (a) Maximale Korrelation zweier Merkmale in jedem Pruning-
schritt: Die maximale Korrelation f

allt schnell ab, was insbesondere auf die bin

aren Merkmale zur

uckzuf

uhren
ist. (b) Informationsgehalt I(X;Y ). Wie im Falle der Diabetes-Daten sinkt der Informationsgehalt des Ein-
gabevektors relativ gleichm

aig. Die Reihenfolge der Merkmale beim Pruning ist: 15, 13, 7, 5, 16, 8, 14, 9,
6, 4, 12, 19, 11, 20, 2, 10, 3, 1, 21, 18, 17.
In realen Anwendungen ist das Verh

altnis dieser Zahl zur Gr

oe der Mustermenge im all-
gemeinen ung

unstig. Bei dem gegebenen Problem existieren 7200 Muster, von denen nur
720 zum Training verwendet werden. Bei einer zunehmenden Zahl an Merkmalen kann die
Leistung des Modells best

andig abnehmen, da es bei einer zu geringen Datenmenge die be-
dingte Wahrscheinlichkeit zunehmend schlechter sch

atzt. Wenn die Merkmale voneinander
abh

angig oder bin

arer Natur sind, dann kommt man eventuell mit weniger Mustern f

ur die
Dichtesch

atzung aus. Im allgemeinen lohnt es sich aber, diese Schranken zu beachten.
Tabelle 5.7: Treerquote f

ur Modelle mit 21 Merkmalen und Modelle mit 8 Merkmalen.
Der t-Test zeigt, da der Unterschied signikant ist. Eine lineares Modell hat sowohl bei 21
Merkmalen als auch bei 10 Merkmalen eine Treerquote von 96:6%, d.h. einen Fehler von
3:4%. Der Fehler bei einer konstanten Ausgabe betr

agt 7:7%.
Dimensionen Mittelwert  Maximum Minimum
21 97:15% 0:35 97:7% 96:14%
10 97:38% 0:30 98:2% 95:8
Abbildung 5.14 zeigt die Ergebnisse der R

uckw

artssuche basierend auf Mutual Information
f

ur die Schilddr

usenklassikation. W

ahlt man als Eingabemerkmale die letzten 10 verblie-
benen Merkmale aus, dann l

at sich die durchschnittliche Leistung der Modelle bereits
leicht verbessern. Tabelle 5.7 zeigt die mittlere, minimale und maximale Treerquote, die
beim Training von 200 Netzen erreicht wurden. Auf Basis der Generalisierungsleistung ist
bereits gerechtfertigt, die Zahl der Merkmale durch die Vorverarbeitung deutlich zu redu-
zieren. Weiterhin k

onnen in der gleichen Zeit bei der kleineren Eingabe etwa viermal mehr
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Netze trainiert werden, da die Zahl der Gewichte nur halb so gro ist. Dies hat vor allem
den Vorteil, da der Parameterraum besser durchsucht werden kann, da ung

unstige Berei-
che aufgrund der geringeren kombinatorischen Vielfalt seltener auftreten. Dadurch sind im
Durchschnitt weitere Zugewinne an Leistung gegen

uber einer gr

oeren Eingabe zu erwarten.
5.2.4 Initialisierung der Population
Zu Beginn der Evolution ist die Population zu initialisieren. Geht man nicht von der Maxi-
maltopologie aus, dann stellt sich die Frage, wie man die Suchpunkte

uber dem Parameter-
raum streuen soll. Die Optimierungsschritte der Vorverarbeitung basierend auf dem Mutual
Information Kriterium werden hier in zweierlei Hinsicht von Nutzen sein. Erstens l

at sich
den Abbildungen zur R

uckw

artssuche entnehmen, wieviel Merkmale ein Netz mindestens
haben sollte (Abbildungen 5.8,5.10,5.12,5.14). Dazu w

ahlt man den Wert, an dem die Kurve
anf

angt, deutlich steiler abzufallen. Zweitens wird, wie bereits erw

ahnt, durch die Reihen-
folge des Prunings eine Ordnung auf den Merkmalen deniert. Sortiert man die Merkmale
gem

a dieser Reihenfolge in eine Liste, dann kann man mittels einer Selektionsfunktion
die unwichtigeren Merkmale h

auger entfernen (Abbildung 4.3). Den Bevorzugungsfaktor y
w

ahlt man aus dem Intervall [1:5; 2].
Tabelle 5.8: Die Tabelle fat die Ergebnisse f

ur die beiden Strategien zur Initialisierung der Population f

ur
alle untersuchten Anwendungen zusammen. F

ur die Klassikationsprobleme ist jeweils die mittlere Tref-
ferquot (mit Standardabweichung) auf der Testmenge angegeben, f

ur das Regressionsproblem der mittlere
Testfehler. Die angegebenen Werte beziehen sich auf die Leistung der Netze am Ende der ersten Genera-
tion der evolution

aren Suche. Die Verbesserungen sind gem

a dem t-Test alle signikant bei der Schwelle
t
0:95;10
= 1:82.
Anwendung Auswahl zuf

allig Selektion mit Mindestzahl an
Mutual Information Merkmalen
Diabetes 73:8%  0:56 76:0%  0:40 3
Krebs 96:6%  0:24 97:1%  0:18 3
Add10 0:0298  0:0013 0:0185  0:0018 5
Schilddr

usen (10) 95:3%  0:19 96:4%  0:20 3
Schilddr

usen (21) 95:3%  0:17 95:8%  0:14 3
F

ur die f

unf Datens

atze wurden f

ur jede Strategie 10 Versuche durchgef

uhrt und jeweils
100 Netze trainiert. Die Initialisierungen der Netze waren f

ur beide Strategien in jedem
Versuch identisch, d.h. der Zufallsgenerator wurde mit der gleichen Zahl gestartet. Die Netze
unterschieden sich nur in der Kombination der Merkmale. Die Hyperparameter wurden
zweimal angepat. Das heit, die Leistung der Netze wird nach der ersten Generation der
evolution

aren Suche verglichen. Die Gr

oe der versteckten Schicht variierte zuf

allig zwischen
3 und 20 Neuronen. Die Zahl der Merkmale wurde zuf

allig zwischen der Mindestzahl und
der Gesamtzahl gew

ahlt.
F

ur alle Beispiele zeigt sich, da die geeignete Initialisierung die Qualit

at der Suchpunkte
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deutlich verbessert (Tabelle 5.8). Schlechte Merkmalskombinationen treten in diesem Falle
seltener auf. In den folgenden Experimenten wird immer die Initialisierung der Population
basierend auf dem Mutual Information Kriterium durchgef

uhrt. Der Bevorzugungsfaktor f

ur
die Auswahl der Eingabeneuronen wird immer auf 2 eingestellt.
5.2.5 Modelloptimierung
In diesem Abschnitt stelle ich f

ur alle vier Anwendungen einen empirischen Zusammenhang
zwischen der Evidenz bzw. dem Testfehler und der Zahl der Merkmale und versteckten
Neuronen her. Dabei werden bis zu zwanzig versteckte Neuronen betrachtet, ausgehend von
einem linearen Modell mit nur der Eingabe- und Ausgabeschicht. Insgesamt wurden jeweils
4000 Netze trainiert, ca. 30 f

ur jede Kombination der Zahl der Eingabemerkmale und der
Zahl der versteckten Neuronen. Dazu werden dann die Ergebnisse der evolutiven Modellop-
timierung ins Verh

altnis gesetzt. Eingabeneuronen werden im folgenden nur als Merkmale
bezeichnet. F

ur die Neuronen der versteckten Schicht lasse ich die n

ahere Kennzeichnung
als 'versteckt' der besseren Lesbarkeit wegen manchmal weg, da aus dem Zusammenhang
ersichtlich ist, was gemeint ist.
Empirischer Zusammenhang
Die Ergebnisse werden in einer zweidimensionalen Grak mit H

ohenlinien pr

asentiert. Auf
der x-Achse ist die Zahl der Eingabemerkmale eingetragen, auf der y-Achse entsprechend
die Zahl der versteckten Neuronen. Die H

ohenlinien vermitteln ein anschauliches Bild davon,
in welchem Bereich Maxima der Evidenz bzw. des Testfehlers liegen. Idealerweise sind beide
miteinander negativ korreliert. Bei Klassikationsproblemen sollte entsprechend die Korre-
lation mit der Treerquote positiv sein. F

ur alle vier Anwendungen ergaben sich deutliche
Werte. Die geringste Korrelation war 0:43 f

ur das Krebs-Problem, dann 0:60 (Diabetes) und
nahezu perfekt mit  0:89 f

ur das Add10-Problem bzw. 0:90 f

ur die Schilddr

usenklassika-
tion.
F

ur das Diabetes-Klassikationsproblem ergibt sich, da die Evidenz mit zunehmender Zahl
an versteckten Neuronen abnimmt (Abbildung 5.15a). Verwendet man mehr als vier Merk-
male, dann liegt die optimale Zahl an Neuronen im Bereich von 0 bis 3. Im Falle von drei
oder vier Merkmalen liegt das Maximum bei 4 bis 5 Neuronen. Abbildung 5.15b zeigt in
sch

oner

Ubereinstimmung, da die Treerquote bei zunehmender Komplexit

at ebenso sinkt.
Bereiche mit guter Generalisierung nden sich insbesondere dort, wo auch die Evidenz hoch
ist, mit einem Maximum bei 4 Merkmalen und 3 bis 4 Neuronen. Vereinzelt gibt es auch
Modelle gr

oerer Komplexit

at mit hoher Treerquote. Die Testmenge hat insgesamt 192
Muster. Aufgrund der geringen Gr

oe ist diese Leistungsmessung mit Rauschen behaftet,
d.h. der Wert kann auch einmal zuf

allig gut sein, z.B. der Ausreier bei 7 Merkmalen und 10
Neuronen. Bei zusammenh

angenden gr

oeren Gebieten ist das dagegen nicht anzunehmen.
Die optimale Zahl an Merkmalen f

ur diesen Datensatz liegt nach Tabelle 5.1 bei vier. Die
empirischen Ergebnisse best

atigen diesen Wert. Der Fluch der Dimensionen zeigt sich hier
also darin, da bei zu groen Merkmalsvektoren die linearen oder fast linearen Modelle am
besten abschneiden.
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(a)
(b)
Abbildung 5.15: Die Abbildung zeigt f

ur das Diabetes-Problem empirische Abh

angigkeit der Evidenz bzw.
Treerquote auf der Testmenge von der Zahl der Merkmale und versteckten Neuronen. Insgesamt wurden
ca. 4000 Netze trainiert und damit eine Kartierung mit H

ohenlininen erstellt. a) Netze mit vielen Eingabe-
merkmalen haben nur eine groe Evidenz, wenn die Zahl der Neuronen klein ist, d.h. das Modell ist nahezu
linear (Curse of dimensionality!). Dagegen k

onnen Netze mit wenigen Merkmalen auch eine gr

oere Netz-
komplexit

at verwenden. Maximale Evidenz erreicht man mit 3 bis 4 Merkmalen und 4 bis 5 Neuronen. (b)
Die Bereiche hoher Evidenz decken sich sehr sch

on mit den Bereichen einer guten Generalisierungsleistung.
Die beste Treerquote liegt bei einem Netz mit 4 Merkmalen und 5 Neuronen. Die Korrelation zwischen
Evidenz und Treerquote auf der Testmenge (berechnet f

ur alle 4000 Netze) betr

agt 0:60.
Ein ganz eigenartiges Verhalten ergibt sich f

ur die Krebs-Klassikation. Abbildung 5.16a
kann man entnehmen, da in einem trichterf

ormigen Tal von rechts unten nach links oben
ein Bereich niedrigerer Evidenz liegt. Erstaunlicherweise haben hier Modelle mit vielen
versteckten Neuronen eine hohe Evidenz. Insgesamt zerf

allt die Grak im Gegensatz zum
Diabetes-Problem in viele Inseln. Der Testfehler verh

alt sich ganz

ahnlich. Betrachtet man
die maximale Treerquote, dann ergeben sich sehr viele abgegrenzte Bereiche. Da die Lei-
stung der Modelle insgesamt sehr

ahnlich ist, ist die Funktion sehr ach mit vielen kleinen
Erhebungen. Das heit, es gibt fast

uberall Modelle mit hoher Evidenz und Treerquote.
Von daher zeigt Abbildung 5.16b ausnahmsweise den mittleren Testfehler. Hier kann man
zumindest das trichterf

ormige Tal erkennen, das sich auch in der linken Abbildung abzeich-
nete.
Die Tatsache, da Modelle mit vielen versteckten Neuronen keine Anzeichen von Overtting
zeigen, beruht darauf, da die Merkmale ordinalen Charakter haben. Das heit, die Muster
liegen nicht dicht im Eingaberaum, sondern sind auf einem Gitter angeordnet. Die zuneh-
mende Leistung zeigt, da die Punkte der verschiendenen Klassen auf der Gitterstruktur an
manchen Stellen mit einer linearen Funktion nicht richtig zu trennen sind, was auch intui-
tiv verst

andlich ist. F

ur das Sch

atzen der bedingten Wahrscheinlichkeit reduziert sich die
Aufgabe dann auf den Fall einer diskreten Verteilung.
F

ur das Add10-Problem ist uns die optimale Eingabe bekannt und ebenso, da ein nicht-
linearer Zusammenhang existiert. Die empirischen Ergebnisse gen

ugen diesem Sachverhalt
116
5.2 Evolutive Merkmalselektion und Topologieoptimierung Optimierung eines neuronalen Modells
(a)
(b)
Abbildung 5.16: Krebs-Klassikation. Mit H

ohenlinien verdeutlichte empirische Abh

angigkeit der Evidenz
bzw. Treerquote auf der Testmenge von der Zahl der Merkmale und versteckten Neuronen. Siehe auch
Unterschrift zu Abbildung 5.15. a)Es ergibt sich von rechts unten nach links oben ein breiter Trichter mit
niedriger Evidenz mit vereinzelten Inseln von einigen Modellen mit h

oherer Evidenz. Die Evidenz steigt
zu den linearen Modellen hin an, ebenso zu Netzen mit groer Zahl an Neuronen. (b) F

ur die mittlere
Treerquote ist der Trichter von rechts unten nach links gut zu erkennen. In sch

oner

Ubereinstimmung mit
der linken Abbildung zeigen Modelle mit wenigen Neuronen ( 2) oder solche mit vielen ( 10) die beste
Leistung. Die Korrelation zwischen Evidenz und Treerquote auf der Testmenge (berechnet f

ur alle 4000
Netze) betr

agt 0:43.
in sch

oner Weise (Abbildung 5.17a). Bereiche maximaler Evidenz liegen, wenn man mehr als
6 Merkmale benutzt, zwischen 6 und 10 Neuronen (einschlielich). Bei 5 oder 6 Merkmalen
ist die Evidenz maximal im Falle von 10 bis 12 Neuronen. Verwendet man weniger Merkmale
oder weniger versteckte Neuronen, dann f

allt die Evidenz stark ab. Im anderen Fall, wenn
die versteckte Schicht zu gro gew

ahlt ist, sinkt die Evidenz ebenfalls deutlich. Abbildung
5.17b zeigt f

ur den Testfehler ein analoges Verhalten. Im Gegensatz zu den ersten beiden
Problemen besteht die Testmenge hier aus 4500 Mustern. Dadurch kann man den Wert als
gute Approximation der tats

achlichen Generalisierungsleistung ansehen. Der Zusammen-
hang des Testfehlers mit der Zahl der Merkmale und Neuronen stimmt nahezu perfekt mit
dem Zusammenhang f

ur die Evidenz

uberein. Da die Leistung bei der Verwendung von
mehr als den 5 optimalen Merkmalen nicht so stark abnimmt, liegt darin begr

undet, da
die zusatzlichen Merkmale wenig Information tragen.
Als letztes Beispiel wird das Schilddr

usen-Problem betrachtet. Der Eingabevektor wurde
bereits durch die Vorverarbeitung auf 10 Merkmale reduziert. Da die Testmenge hier eben-
falls gro ist { sie umfat 6480 Muster { sollten die empirischen Ergebnisse f

ur die Evidenz
und den Testfehler ebenso eindeutig ausfallen wie f

ur das Add10-Problem. Abbildung 5.18
zeigt auch hier eine sch

one

Ubereinstimung. Verwendet man weniger als 7 Merkmale, dann
kann die versteckte Schicht wie im Fall der Diabetes-Klassikation etwas gr

oer ausfallen.
Nimmt die Zahl der Merkmale zu, dann liegt das Optimum bei zwei bis drei Neuronen.
Treerquoten von ca. 98% erziehlt man immer, wenn man zwischen einschlielich 4 und 7
Merkmalen verwendet. Optimal ist die Kombination von vier bis f

unf Merkmalen und zwei
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(a)
(b)
Abbildung 5.17: Add10-Regressionsproblem. Mit H

ohenlinien verdeutlichte empirische Abh

angigkeit der Evi-
denz bzw. des Testfehlers von der Zahl der Merkmale und versteckten Neuronen. Siehe auch Unterschrift zu
Abbildung 5.15. a) Bereiche maximaler Evidenz setzen voraus, da mindestens die f

unf notwendigen Merk-
male im Eingabevektor vorhanden sind. Die optimale Zahl an Neuronen in der versteckten Schicht liegt
zwischen 6 und 10 bzw. 12, falls die Zahl der Merkmale f

unf oder sechs betr

agt. (b) Die Kartierung f

ur den
Testfehler stimmt sehr sch

on mit derjenigen f

ur die Evidenz

uberein. Die Korrelation zwischen Evidenz und
dem Fehler auf der Testmenge (berechnet f

ur alle 4000 Netze) betr

agt  0:89, d.h. sie ist nahezu perfekt.
bis sechs versteckten Neuronen. Auch hier werden die angegebenen Grenzen aus Tabelle 5.1
best

atigt.
Voraussetzung f

ur die gute Leistung ist das Finden der richtigen Merkmalskombination.
Die stastischen Kriterien erf

ullen hier eine wichtige Funktion im evolutiven Suchproze.
Die Netze mit hoher Leistung wurden in den Experimenten durch eine breite Zufallssuche
gefunden, indem jeweils ca. 4000 Netze trainiert wurden. Im n

achsten Abschnitt werden wir
sehen, da die evolutive Optimierung bei wesentlich geringerem Aufwand die Maxima der
Evidenz ebenso ndet.
Ergebnisse der evolutiven Optimierung
Nachdem jetzt der empirische Zusammenhang zwischen Evidenz bzw. Generalisierungslei-
stung mit der Zahl der Merkmale und der Gr

oe der versteckten Schicht bekannt ist, stellt
sich die Frage, ob die evolutive Optimierung die Maxima der Evidenz ndet. Dazu sind im
folgenden die Ergebnisse der Modelloptimierung in den Kartierungen markiert. F

ur alle Pro-
bleme wurden 10 Versuche durchgef

uhrt. Verglichen wird die Leistung mit dem linearen Mo-
dell und der durchschnittlichen Leistung (

uber 100 Netze), die man mittels des Bayes'schen
Lernens erh

alt. Weiterhin wird der letztgenannte Versuch noch zehnmal wiederholt und je-
weils das Netz mit der h

ochsten Evidenz ausgew

ahlt. F

ur das Bayes'sche Lernen wurden der
gesamte Merkmalsvektor und immer zehn Neuronen in der versteckten Schicht verwendet.
F

ur das evolutive Verfahren wurden die Merkmalsvektoren der Netze unter Verwendung des
Mutual Information Kriteriums initialisiert, wie das bereits ausgef

uhrt wurde. Um m

oglichst
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(a)
(b)
Abbildung 5.18: Schilddr

usenklassikation. Mit H

ohenlinien verdeutlichte empirische Abh

angigkeit der Evi-
denz bzw. Treerquote auf der Testmenge von der Zahl der Merkmale und versteckten Neuronen. Siehe auch
Unterschrift zu Abbildung 5.15. a) Es zeigt sich ein

ahnliches Verhalten wie bei der Diabetes-Klassikation.
Der Bereich maximaler Evidenz liegt zwischen 4 und 6 Merkmalen (einschlielich) und weniger als 6 Neuro-
nen. (b) Auch hier stimmt die Kartierung f

ur die Treerquote sehr sch

on mit der f

ur die Evidenz

uberein.
Die Korrelation zwischen Evidenz und der Treerquote auf der Testmenge (berechnet f

ur alle 4000 Netze)
betr

agt 0:90, d.h. sie ist ebenfalls nahezu perfekt.
viele Kombinationen an Eingabemerkmalen zu generieren, wurden die Randbereiche bei der
Initialisierung nicht ber

ucksichtigt. Das heit, die minimale Zahl an Merkmalen war immer
um eins gr

oer als in Tabelle 5.8 angegeben. Die maximale Zahl war um eins kleiner als
die Zahl aller Merkmale. Die Gr

oe der versteckten Schicht wurde f

ur alle Netze (in allen
Versuchen) zuf

allig aus dem Intervall [3; 10] gezogen.
Im Falle des Diabetes-Problems hatten die Netze am Anfang der Evolution demnach zwi-
schen 4 und 7 Merkmale und zwischen 3 und 10 versteckte Neuronen. Die Gr

oe der ver-
steckten Schicht wurde so bestimmt, da die Zahl der Gewichte f

ur das gr

ote Netz etwa
einem Zehntel der Zahl der Muster entspricht (vgl. dazu (White, 1989)).
F

ur die Krebsklassikation ist die gew

ahlte Initialisierung suboptimal. W

urde man eine
gr

oere Zahl an versteckten Neuronen w

ahlen, dann f

ande die Evolution immer das Maxi-
mum der Evidenz. Diese Eigenschaft, da die Evidenz aufgrund des ordinalen Charakters
der Daten mit zunehmender Zahl an versteckten Neuronen ansteigt, ist allerdings erst auf-
gefallen, nachdem ich den empirischen Zusammenhang hergestellt hatte. Auf eine weitere
Versuchsreihe wurde verzichtet, da das Ergebnis oensichtlich ist. Andererseits sollte das
Verfahren m

oglichst unabh

angig von der Initialisierung sein, d.h. es sollten keine Experi-
mente n

otig sein, um die Parameter der Evolution einzustellen. Betrachtet man ein Problem
mit ordinalen Daten, dann wird man die hier gewonnenen Erkenntnisse in Zukunft ber

uck-
sichtigen. F

ur einen reellwertigen Eingaberaum ist die gew

ahlte Initialisierung in jedem Fall
gerechtfertigt.
Die schwarz-weien Rauten in Abbildung 5.19a markieren die Topologien, die durch zehn
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Versuche der evolutiven Optimierung gefunden wurden. Sie konzentrieren sich alle im Be-
reich von 3 bis 5 Merkmalen und 2 bis 4 versteckten Neuronen. Der Bereich des Maximums
wird also best

andig gefunden. Aus diesem Grund ist die Leistung der Modelle im Mittel
auch etwas besser als das lineare Modell. F

ur diesen Datensatz ist die Leistung des linearen
Modelles aufgrund des hohen Rauschanteils und der sp

arlichen Datenmenge, insbesondere
des geringen Anteils an Testdaten, schwer zu schlagen.
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Abbildung 5.19: Diabetesklassikation. Vergleich der Ergebnisse der evolutiven Optimierung mit der durch
H

ohenlinien verdeutlichten empirischen Abh

angigkeit der Evidenz von der Zahl der Merkmale und versteckten
Neuronen aus Abbildung 5.15. (a) Die schwarz-weien Rauten markieren die Topologien der 10 Netze, mit
denen das evolutive Verfahren in 10 Versuchen terminierte. Das Verfahren konvergierte immer gegen eine
von 4 Topologien. Die durchschnittliche Evidenz der 10 Netze betrug  274. (b) Vergleich der Treerquoten
f

ur verschiedene Methoden der Modelloptimierung. Auer der evolutiven Optimierung sind alle Methoden
im Mittel schlechter als das lineare Modell. Die starke Streuung der nicht-linearen Modelle ist auch durch
die kleine Testmenge von 192 Mustern bedingt.
Abbildung 5.19b zeigt die Leistung der Modelle auf der Testmenge. Ein lineares Modell er-
reicht 79:1%. 100 mit Bayes'schem Lernen trainierte Netze erreichen im Mittel 76:4%, streu-
en aber insgesamt zwischen 72:4% und 81:3%. F

uhrt man zehn Versuche des Bayes'schen
Lernens durch (mit je 100 Netzen) und w

ahlt das Netz mit der h

ochsten Evidenz aus, dann
erreicht man im Mittel bereits 77% und maximal 81:8%. Die evolutive Optimierung liegt als
einzige Methode im Mittel mit 79:4%

uber dem linearen Modell. Der einzige Versuch, der
unter 79:1% lag, terminierte bei 77:6%. Das Maximum lag bei 80:2%.
Es sei angemerkt, da bei Vertauschen von Trainings- und Testmenge die nicht-linearen Mo-
delle im Vergleich besser abschneiden. Das liegt daran, da die Testmenge mit 576 Mustern
dann wesentlich gr

oer ist und die Ergebnisse damit aussagef

ahiger sind. Die Vergleichbar-
keit mit aus der Literatur bekannten Studien w

urde in dem Fall aber verlorengehen.
Die Krebs-Klassikation zeigte f

ur die Bereiche mit hoher Evidenz ein uneinheitliches Bild.
Es gibt oenbar aufgrund der ordinalen Struktur der Eingabe sehr viele lokale Maxima.
Die Varianz der Evidenz im gesamten Raum ist im Vergleich zu den anderen Problemem
sehr viel niedriger. Die evolutive Optimierung ndet in diesem Fall auch in 10 Versuchen
10 verschiedene Topologien (Abbildung 5.20a). Dies ist ein deutlicher Hinweis darauf, da
man hier mit Komitees einen weiteren Qualit

atssprung erreichen kann. Wir werden darauf
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zur

uckkommen. Die Evidenz der 10 Modelle betr

agt im Mittel 40, d.h. sie liegt in etwa in
der Gr

oenordnung des Randmaximums. Das Gef

alle der Evidenz in diese Richtung ist also
eher schwach ausgepr

agt. Das tr

agt auch zur Erkl

arung bei, da verschiedene Topologien
gefunden werden.
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Abbildung 5.20: Krebsklassikation. Vergleich der Ergebnisse der evolutiven Optimierung mit der durch
H

ohenlinien verdeutlichten empirischen Abh

angigkeit der Evidenz von der Zahl der Merkmale und versteckten
Neuronen aus Abbildung 5.16. (a) Die schwarz-weien Rauten markieren die Topologien der 10 Netze, mit
denen das evolutive Verfahren in 10 Versuchen terminierte. Das Verfahren terminierte nicht so einheitlich wie
im Falle des Diabetes-Problems. Obwohl mit weniger als zehn versteckten Neuronen initialisiert wurde, wird
einmal sogar das Randmaximummit einer breiten versteckten Schicht gefunden. Die mittlere Evidenz der 10
Netze betr

agt 40. (b) Vergleich der Treerquoten f

ur verschiedene Methoden der Modelloptimierung. Die
beiden anderen Methoden sind im Mittel wieder schlechter als das lineare Modell. Die evolutive Optimierung
schneidet in keinem der 10 Versuche schlechter ab. Der Anteil an Fehlklassikationen wurde im Mittel von
2:3% auf 1:4% reduziert. Das ist eine Verbesserung um 40%.
Ein lineares Modell erreicht f

ur diesen Datensatz 97:7% (Abbildung 5.20b). Mit Bayes'schem
Lernen erreicht man im Mittel 96:5%, maximal 99:4%. W

ahlt man aus zehn Versuchen mit
je 100 Netzen jeweils das Netz mit der h

ochsten Evidenz aus, dann erreicht man im Mittel
96:2% und maximal 98:3%. Die evolutive Optimierung ist nie schlechter als das lineare
Modell, im Mittel sogar um 1:4% besser. Dies entspricht einer Reduktion des Anteils an
Fehlklassikationen um ca. 40%. Das beste Ergebnis war auch hier 99:4%. Wie bereits
erw

ahnt, gibt es sehr viele Inseln mit hoher Evidenz bzw. hoher Treerquote. Man kann
unter den 10 gefundenen Topologien auch keinen Bereich erkennen, der eine bessere Leistung
verspricht.
F

ur die anderen beiden Probleme war die Korrelation zwischen Evidenz und Testfehler, wie
bereits gesehen, wesentlich st

arker. Ebenso hatte die Testmenge eine aussagef

ahige Gr

oe.
Man w

urde in diesem Fall erwarten, da die Ergebnisse deutlicher ausfallen.
Abbildung 5.21a zeigt, da bis auf eine Topologie alle im Bereich (empirisch) hoher Evi-
denz liegen. Der Ausreier erreicht immerhin noch einen Wert von 880, liegt also nicht viel
darunter. Im Mittel erreichen die 10 Netze eine Evidenz von 940. Im Vergleich zu den bei-
den anderen Methoden ist der mittlere Testfehler signikant kleiner (Abbildung 5.21b). Die
Reduktion vom 0:00304 (Durchschnitt Bayes'sches Lernen) auf 0:00273 entspricht 11% Ver-
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Abbildung 5.21: Add10-Regressionsproblem. Vergleich der Ergebnisse der evolutiven Optimierung mit der
durch H

ohenlinien verdeutlichten empirischen Abh

angigkeit der Evidenz von der Zahl der Merkmale und
versteckten Neuronen aus Abbildung 5.17 (a) Die schwarz-weien Rauten markieren wieder die Topologien,
die durch die evolutive Optimierung gefunden wurden. Eine davon tritt doppelt auf. Die Evidenz der 10
Netze betr

agt im Mittel 940. (b) Vergleich der Testfehler f

ur verschiedene Methoden der Modelloptimierung.
Das lineare Modell hat einen Fehler von 0:016 und bleibt hier unber

ucksichtigt. Die evolutive Optimierung
schneidet im Mittel signikant besser ab. Gegen

uber dem Durchschnitt aller Netze ist der Testfehler um 11%
kleiner, gegen

uber der Auswahl des Netzes mit der h

ochsten Evidenz um 5%. Insbesondere ist wieder die
Streuung bez

uglich des Fehlers kleiner.
besserung. Gegen

uber dem mittleren Fehler von 0:00287 der Netze mit der besten Evidenz
sind es noch 5% Verbesserung. Ein lineares Modell erreicht hier einen Fehler von 0:016, das
ist f

unfmal so gro. Das ist bemerkenswert, da die Korrelation zur Ausgabe etwa so stark
war wie f

ur das Diabetes-Problem. Im letzteren Fall war das lineare Modell aber deutlich
besser.
Ein sch

ones Ergebnis ergibt sich f

ur die Schilddr

usen-Klassikation. Hier hatten wir einen
deutlichen Bereich maximaler Evidenz. Alle Topologien, die durch die evolutive Optimie-
rung gefunden werden, gruppieren sich in diesem Bereich (Abbildung 5.22a). Die Zahl der
versteckten Neuronen streut von 3 bis 6 und die der Merkmale von 2 bis 5. Damit liegt
man im 'gr

unen' Bereich gem

a Tabelle 5.1. Abbildung 5.18b zeigt, da in diesem Bereich
die Treerquote auch signikant h

oher liegt, ca. bei 98:2%. Die evolutiv optimierten Mo-
delle erreichen mindestens 97:8%, im Mittel 98:2% und maximal 98:7%. Damit reduziert
sich der erwartete Fehler gegen

uber einem linearen Modell von 3:7% auf etwa die H

alfte,
d.h. 1:8%. Auch gegen

uber den beiden anderen Methoden ist der mittlere Fehler deutlich
geringer (Abbildung 5.22b).
Die Experimente in diesem Abschnitt haben gezeigt, da es sinnvoll ist, die Evidenz als
Optimierungskriterium zu w

ahlen und darauf aufbauend den Parameterraum systematisch,
beispielsweise mit einem evolutiven Verfahren, zu durchsuchen. Die Evidenz der optimier-
ten Netze lag h

oher als die der emprisch gefundenen. Das liegt daran, da die empirische
Suche einen Punkt des Parameterraumes zuf

allig ausw

ahlt und dann nur den Gewichts-
vektor optimiert. Bereiche h

oherer Evidenz k

onnen so nicht systematisch gefunden werden.
Die evolution

are Strategie verschiebt die Suchpunkte dagegegen immer in die Richtungen
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Abbildung 5.22: Schilddr

usenklassikation. Vergleich der Ergebnisse der evolutiven Optimierung mit der
durch H

ohenlinien verdeutlichten empirischen Abh

angigkeit der Evidenz von der Zahl der Merkmale und
versteckten Neuronen aus Abbildung 5.18 (a) Die schwarz-weien Rauten markieren wieder die Topologien,
die durch die evolutive Optimierung gefunden wurden. Alle Modelle gruppieren sich im Bereich maximaler
Evidenz in der linken unteren Ecke. Die mittlere Evidenz der 10 Netze betr

agt  64. (b) Vergleich der
Treerquoten f

ur verschiedene Methoden der Modelloptimierung. Die beiden anderen Methoden sind im
Mittel wieder schlechter als das lineare Modell. In diesem Fall schneiden alle Methoden besser ab als das
lineare Modell. Der erwartete Anteil an Fehlklassikationen reduziert sich von 3:7% (lineares Modell)

uber
2:8% (Bayes im Mittel) und 2:6% (h

ochste Evidenz) auf 1:8% f

ur die evolutive Optimierung.
h

oherer Evidenz.

Ubertragen auf das Beispiel des Bergsteigers aus Kapitel 4 bedeutet das,
da er an einer kleinen Erhebung stehenbleibt, auch wenn es daneben noch weiter den Berg
hinauf geht. Durch die evolution

are Strategie ndet er den Weg.
Weiterhin hat sich gezeigt, da die Evidenz stark mit dem Testfehler korreliert war, insbe-
sondere dann, wenn die Testmenge gro war. Das bedeutet zum einen, wenn die Korrelation
stark ist, da man durch die evolutive Optimierung systematisch die besten Modelle nden
kann. Im Falle der beiden Klassikationsprobleme, Diabetes und Krebs, kann man umge-
kehrt schlieen, da die Testmenge zu klein ist, um die G

ute der Modelle eindeutig zu
beurteilen. In der Einleitung wurde bereits dargestellt, da man auf kleinen Testmengen
immer Modelle nden kann, die einen kleinen Fehler haben, aber trotzdem kein angemesse-
nes Modell der Daten sind. Das zeigt umso mehr, da Verfahren, die auf Kreuzvalidierung
beruhen, im allgemeinen nur suboptimale Parametereinstellungen haben werden. Verwen-
det man die Kreuzvalidierungsmenge iterativ, dann neigen die Verfahren zum Overtting.
Der Evidenz-Ansatz erm

oglicht es hier, auf allen Daten zu trainieren und weiterhin syste-
matisch die Qualit

at der Modelle durch Suche zu optimieren. Dies ist insbesondere auch
wichtig, wenn man ein Komitee von Netzen bilden m

ochte. Der Gesamtfehler des Komitees
h

angt auch von der durchschnittlichen Leistung der einzelnen Mitglieder ab (vgl. Gleichung
(3.3)). In welcher Weise die evolution

are Suche von Generation zu Generation fortschreitet,
wird im n

achsten Abschnitt beleuchtet.
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5.2.6 Verlauf der Evolution
Wie im Falle der Optimierung der Zahl der versteckten Neuronen ist es auch hier inter-
essant, den Verlauf der Evolution an einem Beispiel zu visualisieren. Daf

ur w

ahle ich f

ur
das Diabetes-Problem eine spezielle Initialisierung, die weit genug von einem Maximum der
Evidenz entfernt liegt und zeige, wie sich die Suche durch den Parameterraum bewegt. Da-
bei ist das Netz mit der h

ochsten Evidenz jeweils extra gekennzeichnet (Abbildung 5.23).
Man kann im Verlauf der Evolution sehr sch

on sehen, wie sich die Suchpunkte im Parame-
terraum ausbreiten, bis die Suche dann in einem Bereich kollabiert. Ein Netztypus hat sich
durchgesetzt. An der Bewegung des Netzes mit der h

ochsten Evidenz ist zu erkennen, da
sich die Richtung der Suche mehrmals ver

andert.
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Abbildung 5.23: Verlauf der Evolution in Abh

angigkeit der Zahl der Merkmale und versteckten Neuronen.
Die Zahl in Klammern gibt jeweils die Generation an. Insgesamt wurden 25 Generationen gerechnet. Die
Suche wird mit Netzen initialisiert, die 7 Merkmale und 8 versteckte Neuronen haben. Wie man es gem

a
Abbildung 5.15 erwarten w

urde, breiten sich die Netze in Richtung zunehmnder Evidenz aus, bis die Suche
in einem Maximum kollabiert. Das Netz mit maximaler Evidenz springt mehrmals im Raum. Das heit, es
gibt mehrere Bereiche mit

ahnlich hoher Evidenz, von denen sich einer durchsetzt.
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Abbildung 5.24a entnimmt man den Verlauf der mittleren, minimalen und maximalen Evi-
denz. Bis etwa zur zwanzigsten Generation nimmt die Evidenz mehr oder weniger konti-
nuierlich zu und pendelt dann um ein Maximum. In der rechten Abbildung ist neben der
Treerquote auch die mittlere Zahl an Merkmalen und versteckten Neuronen dargestellt. Die
Treerquote bewegt sich in sch

oner

Ubereinstimmung mit der Evidenz nach oben (Abbil-
dung 5.24b). Gleichzeitig nimmt die Zahl an Merkmalen und versteckten Neuronen best

andig
ab, bis ein Maximum der Evidenz erreicht ist. Dann bleiben die Werte konstant. In manchen
Experimenten beobachtet man, da die mittlere Zahl an Merkmalen manchmal f

ur mehrere
Generationen stabil bleibt, bevor sie weiter absinkt. In diesem Fall fanden mehr ung

unstige
Mutationen statt, so da die entstandenen kleineren Netze nicht

uberlebten. Je kleiner der
Eingabevektor ist, desto gr

oer ist die Chance, da ein wichtiges Merkmal entfernt wird.
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Abbildung 5.24: Die Abbildung zeigt die Entwicklung der Evidenz und der Treerquote in Abh

angigkeit
der Zahl der Generationen. (a) Mittlere, minimale und maximale Evidenz: Bis zur zehnten Generation
nimmt die Evidenz deutlich zu und pendelt dann um das Maximum. (b) Entwicklung der Treerquote auf
der Testmenge und der mittleren Netzkomplexit

at, d.h. der Zahl an Merkmalen und versteckten Neuronen.
Die mittlere Leistung der Netze wird zunehmend besser. Auch hier pendelt die Treerquote ab der zehnten
Generation um eine feste Gr

oe. Die Zahl der versteckten Neuronen und der Merkmale nimmt kontinuierlich
ab. Die mittlere Zahl der Merkmale bleibt streckenweise

uber einige Generationen konstant und nimmt
dann wieder ab. In diesen F

allen sind die Mutationen ung

unstig ausgefallen, d.h. wichtige Merkmale wurden
entfernt, so da die kleineren Netze nicht

uberlebt haben.
5.3 Grenzen der Modelloptimierung
Eine wesentliche Voraussetzung f

ur die evolutive Optimierung ist die Korrelation von Evi-
denz und Generalisierungsfehler. Sind die Merkmale g

unstig gew

ahlt und ausreichendMuster
verf

ugbar, dann wird die Korrelation im allgemeinen gut sein. Bei allen bisher betrachteten
Experimenten war das der Fall.
Je gr

oer der Rauschanteil in den Daten, desto mehr Muster sind n

otig, damit die Verteilung
des Rauschens richtig gesch

atzt wird. Das heit, mit zunehmendem Rauschen in den Da-
ten werden die Auswahlkriterien (Evidenz, Kreuzvalidierung) immer unsicherer. Dies liegt
daran, da es dann mehrere alternative Erkl

arungen f

ur die Daten gibt.
Vergleicht man die beiden Datens

atze aus Abbildung 1.1, dann ist erkennbar, da f

ur die
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rechte Abbildung statt der Sinusfunktion genausogut ein linearer Proze zugrunde liegen
k

onnte. Um diese Grenzf

alle zu untersuchen, wurden zu der Sinusfunktion zwei verschiede-
ne Verteilungen von Rauschen addiert. Das linke Histogramm in Abbildung 5.25 zeigt das
Rauschen f

ur die bereits bekannten Daten aus Abbildung 1.1. Dieser Datensatz wurde nach
der Vorschrift sin(x) + 0:6  rand(x) gebildet. Die Funktion rand(x) steht f

ur die Zufalls-
zahlen, wie sie in dem Histogramm gezeigt sind. Der zweite Datensatz, der im folgenden
betrachtet wird, ist mit gleichverteiltem Rauschen behaftet (Abbildung 5.25b). Die Berech-
nungsvorschrift war sin(x) + 0:2  rand(x). Damit wurde der selbe Faktor gew

ahlt wie f

ur
das fr

uher verwendete Problem aus Abbildung 1.1a, nur die Verteilung des Rauschens ist
eine andere.
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Abbildung 5.25: Die Abbildung zeigt die Histogramme von zwei Datens

atzen mit je 100 Punkten. Die Histo-
gramme weichen mehr oder weniger stark von der Idealform einer Standardnormalverteilung ab. (a) Daten
gezogen aus einer Standardnormalverteilung. Der Kolmogorov-Smirnov Test ergibt beim Vergleich dieses Da-
tensatzes mit 2500 Datenpunkten aus einer Standardnormalverteilung einen p-Wert von 0.85. Das Rauschen
wurde mit einem Faktor von 0:6 zu den Originaldaten addiert. Das entspricht einer Varianz von ca. 0:4, d.h.
sie ist zehnmal gr

oer gegen

uber dem Rauschen in Abbildung 1.1a. (b) Datensatz mit extremer Abweichung
von der Standardnormalverteilung. Der KS-Test ergibt im Vergleich zu dem Datensatz mit 2500 Mustern
einen p-Wert von 0.01. Die Verteilung der 100 Punkte entspricht eher einer Gleichverteilung. Das Rauschen
wurde mit einem Faktor von 0:2 zu den Originaldaten addiert. Die Varianz betr

agt dann ebenfalls ca. 0:4
F

ur die beiden Datens

atze wurden in 10 Versuchen jeweils 50 Netze trainiert. Die Topologie
war genauso gew

ahlt wie schon zu Anfang f

ur das Sinus-Regressionsproblem (1  20  10 
1). Abbildung 5.26 zeigt den Zusammenhang zwischen Evidenz und Generalisierungsfehler.
Dieser wurde bez

uglich der Orginal-Sinusfunktion berechnet. Gegen

uber den Daten, wie sie
bisher verwendet wurden, nimmt die Korrelation von Evidenz und Testfehler deutlich ab.
F

ur den st

arkeren Rauschanteil sinkt sie (betragsm

aig) auf  0:21 (Abbildung 5.26a), f

ur
die andere Verteilung des Rauschens auf  0:13. In beiden F

allen gibt es Netze, die sowohl
eine hohe Evidenz und trotzdem einen hohen Fehler haben.
W

ahlt man aus den zehn Versuchen jeweils die zehn Netze mit der h

ochsten Evidenz aus,
dann betr

agt der mittlere Fehler f

ur den ersten Fall 0:185 und streut zwischen 0:08 und
0:65. F

ur den zweiten Datensatz liegt der mittlere Fehler der zehn Netze bei 0:159 und
streut zwischen 0:019 und 0:46.
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Abbildung 5.26: Die Abbildung zeigt den Zusammenhang zwischen Evidenz und Testfehler f

ur je 250 Netze,
die mit den stark verrauschten Sinus-Regressionsdaten trainiert wurden. Der

Ubersichtlichkeit wegen sind
nur 5 Versuche a 50 Netze abgebildet. Der erste der beiden Datens

atze wurde in Abbildung 1.1b gezeigt. (a)
Das Sinus-Regressionsproblem mit st

arkerem Rauschen. Die Korrelation zwischen Testfehler und Evidenz
betr

agt jetzt nur noch  0:21. Insbesondere gibt es auch Modelle mit hoher Evidenz und hohem Fehler.
(b) Das Sinus-Regressionsproblem mit anders verteiltem Rauschen. Die Korrelation zwischen Testfehler und
Evidenz betr

agt noch  0:13. Es gibt ebenso auch Modelle mit hoher Evidenz und hohem Fehler.
Die Ergebnisse zeigen, da die Modellauswahl desto unsicherer wird, je st

arker das Rauschen
ist. Das Netz mit der h

ochsten Evidenz kann auch einen sehr hohen Testfehler haben. Wie
wir an den bisherigen Beispielen gesehen haben, reduziert die evolutive Optimierung der
Netze die Unsicherheiten bei der Modellauswahl. Man w

urde erwarten, da der mittlere
Fehler deutlich niedriger liegt. Die Resultate der Experimente, die das belegen, werden
im n

achsten Kapitel zusammen mit der Evolution unabh

angiger Netze vorgestellt. Wenn
allerdings verschiedene Maxima existieren, dann ndet die evolutive Modelloptimierung im
allgemeinen nur eines davon. Durch Integration

uber die verschiedenen L

osungen kann zum
einen aber der Generalisierungsfehler weiter verringert und zum anderen die Unsicherheit
bei der Modellauswahl eliminiert werden.
Probleme, die einen starken Rauschanteil besitzen, sind genau die F

alle, f

ur die eine Ko-
miteel

osung besonders interessant ist. Gibt es ein eindeutiges Optimum, wie z.B. f

ur das
Add10-Regressionsproblem, dann wird ein Komiteeansatz die beste
und der geringen Datenmenge mehrere konkurrierende Erkl

arungen, dann kann die Komi-
teebildung zu einer signikanten Leistungssteigerung f

uhren.
5.4 Zusammenfassung
Die Experimente in diesem Kapitel haben gezeigt, da die geeignete Verzahnung des iterati-
ven Bayes'schen Verfahrens und des evolution

aren Algorithmus es erm

oglicht, den Parame-
terraum eÆzient nach Modellen mit hoher Evidenz zu durchsuchen. Der Anwender ist davon
entlastet, eine optimale Topologie selbst zu nden, sondern kann dies vollst

andig dem Ver-
fahren

uberlassen. Voraussetzung daf

ur ist, da die Annahmen des Bayes'schen Verfahrens
nicht verletzt sind.
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Zuerst wurde nachgewiesen, da die Strategie, nach zwei Anpassungsschritten Nachkom-
men zu generieren, am g

unstigsten ist, wie das vorher mit einer Plausibilit

ats

uberlegung be-
gr

undet wurde. Das Sinus-Regressionsproblem und das Sinus-Klassikationsproblem dienten
als Beispiele daf

ur, da die Suche nach der optimalen Anzahl an versteckten Neuronen zum
gew

unschten Ergebnis f

uhrt, wie das in Abbildung 4.2 ganz allgemein illustriert wurde.
Im zweiten Abschnitt dieses Kapitels wurde insbesondere die Merkmalselektion betrach-
tet. Ausgehend von der Vor

uberlegung, da in realen Anwendungen oft viele Merkmale
verf

ugbar, gleichzeitig aber die vorhandenen Datenmengen klein sind, wurden zwei Algo-
rithmen vorgeschlagen, um eine Vorauswahl zu treen. Anhand des Schilddr

usen-Problems
wurde gezeigt, da dadurch die Ergebnisse verbessert werden k

onnen. Weiterhin wurde f

ur
alle Anwendungen gezeigt, da die Information, die man durch die Voroptimierung gewon-
nen hat, auch f

ur die Initialisierung der Population verwendet werden kann und die Suche
wesentlich verbessert.
F

ur vier reale Anwendungen habe ich durch Training vieler Netze den Zusammenhang zwi-
schen Evidenz bzw. Testfehler und Zahl der Merkmale sowie Zahl der versteckten Neuronen
hergestellt. Die Ergebnisse wurden mittels einer H

ohenliniengrak pr

asentiert, die es er-
laubt, visuell zu erfassen, in welchen Bereichen des Parameterraumes eine hohe Evidenz
bzw. ein geringer Testfehler zu erwarten sind und da diese, wenn man die Abbildungen

ubereinander legt, sich nahezu decken. Es hat sich gezeigt, da die evolution

are Suche auch
in diesem komplexeren Parameterraum die Bereiche mit hoher Evidenz bzw. mit geringem
Testfehler ndet. Im Vergleich zur Optimierung der Zahl der versteckten Neuronen ist die
Suche nach einer geeigneten Kombination von Merkmalen ungleich schwieriger.
Weiterhin weisen die evolutiven optimierten Netze eine h

ohere Evidenz auf als normal trai-
nierte Netze. Das liegt daran, da die evolutive Suche systematisch den ganzen Parameter-
raum durchsucht, w

ahrend beim normalen Training zuf

allig Topologien herausgegrien und
nur die Gewichte und Hyperparameter optimiert werden. Die Bestimmung einer geeigne-
ten Merkmalskombination und der optimalen Zahl an versteckten Neuronen entspricht im
letzten Fall also gerade einer Zufallssuche.
Die Korrelation der Evidenz mit dem Testfehler war besonders hoch, wenn die Testmen-
ge gro war. F

ur das Add10-Problem und die Schilddr

usen-Klassikation waren zehnmal
mehr Testdaten vorhanden als Trainingsdaten. Damit zeigte sich, da in diesen F

allen die
Evidenz nahezu ein perfekter Indikator f

ur die G

ute des Modells ist. Waren weniger Da-
ten vorhanden, dann war auch die Korrelation deutlich niedriger. Daran ist zu erkennen,
da die Leistungsmessung auf kleinen Testmengen mit einer starken Unsicherheit behaftet
ist. Das Evidenz-Kriterium ist deswegen der Parameterbestimmung oder auch Modellaus-
wahl mittels Kreuzvalidierung vorzuziehen, da alle Daten zum Training verwendet werden
k

onnen.
Zusammenfassend l

at sich sagen, da durch die vorgestellten Methoden das Problem, ein
Modell mit m

oglichst hoher a posteriori Wahrscheinlichkeit zu nden, hinreichend gel

ost
ist, solange ausreichend Daten vorhanden sind. Im n

achsten Kapitel wird darauf aufbauend
die Frage behandelt, wie man ein gutes Komitee aus neuronalen Netzen systematisch nden
kann. Die Komiteebildung ist insbesondere dann von Wichtigkeit, wenn die Datenmengen
klein und mit Rauschen behaftet sind.
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Kapitel 6
Evolution unabh

angiger Modelle
Das Konzept der evolutiven Modelloptimierung erm

oglicht es, den Parameterraum nach Net-
zen maximaler Evidenz zu durchsuchen. In den Experimenten des vorigen Kapitels konnte
empirisch nachgewiesen werden, da Bereiche hoher Evidenz einen niedrigen Generalisie-
rungsfehler aufweisen. Wiederholt man diese Suche mehrfach, dann erh

alt man im allgemei-
nen jedesmal ein anderes Ergebnis. Das heit, es werden verschiedene Maxima der Evidenz
gefunden. Der durchschnittliche Fehler dieser Netze wird klein sein in dem Sinne, wie die De-
komposition des Komiteefehlers (3.3) das fordert. Wendet man auf die erhaltenen Netze das
Clusterverfahren aus Kapitel 3.5 an und bestimmt die Kombination an Netzen, die Gleichung
(3.12) maximiert, dann wird das so denierte Komitee maximale Generalisierungsleistung
haben.
Im folgenden m

ochte ich die Frage behandeln, ob man das Komitee nicht direkt, innerhalb
eines einzigen Evolutionsprozesses, gewinnen kann. Diese verzahnte L

osung w

are wesentlich
eÆzienter, als beide Schritte sequentiell durchzuf

uhren. Dazu ist es notwendig, das Wissen
um die Abh

angigkeit zwischen den Populationsmitgliedern in den Selektionsproze einzu-
bringen. Die Idee kann man mit einem einfachen Beispiel veranschaulichen.
In einer Landschaft werden mehrere Sucher ausgesetzt, deren Aufgabe es ist, Nahrung zu su-
chen und sich durch Teilung fortzupanzen. Die Aufgabe der Sucher ist nur, sich in m

oglichst
vielen neuen Suchern der n

achsten Generation weiter zu entwickeln. Die Fortpanzungswahr-
scheinlichkeit eines Individuums ist direkt proportional zur Nahrung, die es ndet. Es gibt
in der Landschaft mehrere Gebiete. Einige davon sind sehr fruchtbar, andere erlauben den
Individuen nur ein k

argliches Dasein. Die Sucher ziehen best

andig umher. Verlassen sie ein
fruchtbares Gebiet, dann laufen sie Gefahr zu verhungern, da das Nahrungsangebot zu klein
sein kann. Benden sie sich in einem Gebiet zusammen mit vielen anderen, dann m

ussen sie
ihre Nahrung teilen. Allein ein weniger fruchtbares Gebiet zu besiedeln, kann also f

ur ein
Individuum vorteilhafter sein. Um als Sucher erfolgreich zu sein in dem Sinne, eine groe
Nachkommenschaft zu haben, spielt sowohl das Nahrungsangebot als auch sein Standort
eine Rolle. Diesen Proze m

ussen wir nachbilden, wenn neben der Evidenz (Nahrungsange-
bot) auch die Unabh

angigkeit der Netze (Standort) bei der Selektion beachtet werden soll.
Die technische Umsetzung dieser Idee wird im folgenden beschrieben.
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Die Untersuchungen im vorigen Kapitel (Abschnitt 5.3) haben verdeutlicht, da bei zu-
nehmendem Rauschen in den Daten und/oder sp

arlicher Datenlage verschiedene m

ogliche
Modelle des Datensatzes existieren k

onnen. Es gibt dann mehrere Maxima der Evidenz,
die aber einen grunds

atztlich anderen Generalisierungsfehler haben k

onnen. Abbildung 6.1a
zeigt diese Situation f

ur das Sinus-Regressionsproblem mit starkem Rauschen aus Abbil-
dung 1.1b. Das Netz mit der h

ochsten Evidenz (ca.  50) hat einen Fehler von etwa 0:05.
Danach folgt ein Netz mit groem und zwei mit einem mittelgroen Fehler, gefolgt von ei-
nigen Modellen, die wieder einen Fehler zwischen 0:05 und 0:1 haben. Dann kommen aber
gleich wieder zwei Modelle mit einem relativ groen Fehler. Die Auswahl des Modells mit
der h

ochsten Evidenz ist jetzt ein sehr unsicheres Verfahren.
Clustert man die Netze bez

uglich ihrer

Ahnlichkeit, wie das in Kapitel 3.5 beschrieben wur-
de, dann kann man die Unsicherheit bei der Modellauswahl stark abmildern, indem man ein
Komitee aus den 'unabh

angigsten' Netzen bildet. In Abbildung 6.1b ist der Wert des Kri-
teriums (3.11) in Abh

angigkeit der Klassenzahl abgebildet. Der Wert ganz links entspricht
dem Fall, da alle Netze eine eigene Klasse bilden. In jedem Schritt in Richtung absteigender
Klassenzahl wurden zwei Klassen verschmolzen und der zugeh

orige Komiteefehler berechnet.
Durch die Komiteebildung ist jetzt keine Modellauswahl mehr n

otig. Das Komitee erreicht
aber denselben niedrigen Testfehler wie nur drei weitere Netze in der Population (linke
Abbildung). Aufgrund ihrer schlechteren Evidenz w

aren diese aber nicht selektiert worden.
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Abbildung 6.1: Die Abbildung zeigt f

ur das Sinus-Regressionsproblem mit starkem Rauschen die Leistung ein-
zelner Netze und die des Komitees, das aus den unabh

angigsten Netzen gebildet wurde. (a) Zusammenhang
zwischen Evidenz und Testfehler. Es gibt etliche Netze mit einer hohen Evidenz und einem hohen Testfehler.
Die Auswahl eines Modells ist mit groer Unsicherheit behaftet. Die Netze, die durch das Clusterverfahren
selektiert wurden, sind mit einem Kreis markiert. Die Linie unten im Bild gibt den Fehler des Komitees
wieder, der nur von einem anderen Netz leicht unterschritten wird. (b) Zusammenhang zwischen dem Wert
des Heterogenit

atskriteriums und dem Fehler des Komitees, wenn zunehmend Klassen verschmolzen werden.
Das Maximum des Kriteriums deckt sich mit dem Minimum des Komiteefehlers. Das Komitee hat einen
Fehler von ca. 0:037.
F

ur die evolutive Modelloptimierung wurden die Netze nur nach ihrer Evidenz sortiert.
Auf diese Liste wurde dann eine Auswahlfunktion wie in Abbildung 4.3 angewendet, die
ttere Netze bevorzugt. M

ochte man jetzt sowohl bez

uglich der Evidenz als auch der Un-
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abh

angigkeit selektieren, dann kann man das erreichen, indem man die Liste umordnet.
M

ogliche Strategien dazu wurden in Kapitel 4.5 vorgeschlagen. Im folgenden Abschnitt wer-
de ich die verschiedenen M

oglichkeiten, den Selektionsoperator zu denieren, anhand des
Sinus-Regressionsproblems vergleichen, das am Ende des vorigen Kapitels betrachtet wur-
de. Weiterhin wird dann f

ur die zus

atzlichen Mutationsoperatoren untersucht, inwieweit sie
den Verlauf der Evolution g

unstig beeinussen.
F

ur das zugrundegelegte Beispiel ist in Abbildung 6.2 die Entwicklung der Population dar-
gestellt. F

ur jede Generation sind alle Netze mit ihrem Testfehler abgebildet. Die Kreise
markieren die Komiteemitglieder, die durch die Clusterung gewonnen wurden.
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Abbildung 6.2: Die Abbildung zeigt f

ur das Sinus-Regressionsproblem mit starkem Rauschen die Entwicklung
der Population und des Komitees w

ahrend der Evolution. (a) Testfehler der einzelnen Netze und Fehler des
Komitees in jeder Generation. Die Kreise markieren die Netze, die durch das Clusterverfahren als Komitee-
mitglieder ausgew

ahlt wurden . Es existieren mehrere konkurrierende Entwicklungslinien. (b) Verlauf der
mittleren, minimalen und maximalen Evidenz. Die Evidenz nimmt best

andig zu. In Bereichen hoher Evidenz
liegen Netze mit v

ollig unterschiedlichem Testfehler.
Es ist deutlich zu erkennen, da es mehrere konkurrierende Bereiche hoher Evidenz gibt.
Die rechte Abbildung zeigt, da die mittlere Evidenz best

andig ansteigt. Es bilden sich aber
verschiedenartige Modelle heraus, erkennbar an dem g

anzlich unterschiedlichen Testfehler
(linke Abbildung). Der Komiteefehler, den man erh

alt, wenn man in jeder Generation aus
jeder Klasse die Netze mit der h

ochsten Evidenz ausw

ahlt, ist durch die Linie markiert. Er
liegt immer im unteren Bereich. Durch die Mittelung erh

alt man ein gut generalisierendes
Modell. Als Parametereinstellung f

ur diesen Versuch wurde diejenige gew

ahlt, die sich im
folgenden Abschnitt als die g

unstigste erweisen wird.
6.1.1 Vergleich der Selektionsstrategien
Am Ende jeder Generation werden die  potentiellen Eltern ausgew

ahlt. Auf diese Netze
wird dann das Clusterverfahren angewendet, so da eine Menge von Klassen vorliegt. Wie-
viele Klassen pro Generation entstehen, h

angt auch von den zuf

alligen Mutationen ab. Um
zu vermeiden, da von Generation zu Generation starke Spr

unge in der Zahl der Klassen
auftreten, kann man die Anzahl abweichend von der optimalen Einstellung gem

a dem Kri-
terium ged

ampft ver

andern (Strategie K). Die zu verwendende Anzahl ergibt sich dann aus
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einer Interpolation zwischen dem Wert der letzten Generation und dem aktuellen Wert. Eine
langsame Ver

anderung w

ahrend der Suche soll eine gleichm

aige Konvergenz erm

oglichen.
Innerhalb einer Klasse werden die Netze nach ihrer Evidenz sortiert. Die Klassen werden
nach einer der folgenden Strategien E oder U angeordnet.
Strategie E Die Klassen werden nach der maximalen Evidenz, die ein Mitglied der
Klasse erreicht, sortiert.
Strategie U Die Klassen werden nach ihrer Unabh

angigkeit sortiert. Dazu wird die
Reihenfolge ihrer Verschmelzung verwendet, wie in Abbildung 4.11 illu-
striert wurde.
Strategie B Die besten Netze jeder Klasse, d.h. die Komiteemitglieder, erzeugen
bevorzugt Nachkommen. Sortierung der Klassen nach einer der obi-
gen Strategien. Im Extremfall werden nur die Vetreter jeder Klasse
ber

ucksichtigt.
Strategie K Klein vererben, gro variieren. Die Zahl der Klassen wird zu Anfang
der Evolution optimal gem

a dem Kriterium eingestellt. Ver

andert sie
sich sprunghaft w

ahrend der Evolution, dann wird diese

Anderung nur
ged

ampft an die n

achste Generation weitergegeben.
Die sortierte Liste wird nun so generiert, da am Anfang das Netz mit der h

ochsten Evidenz
aus der an erster Stelle stehenden Klasse kommt, gefolgt von dem Netz mit der h

ochsten
Evidenz aus der an zweiter Stelle stehenden Klasse, usw. Sind die besten Netze jeder Klas-
se einsortiert, dann wird auf die n

achstbesten das gleiche Verfahren angewendet. Etwas
formeller ausgedr

uckt:
NN
i
 NN
j
:() (1) Ranking von NN
i
in seiner Klasse K
NN
i
ist kleiner als
Ranking von NN
j
in dessen Klasse K
NN
j
(2) bei Gleichheit: K
NN
i
 K
NN
j
wobei NN
i
; i = 1; : : : ; ; alle Netze der Population darstellen. Im folgenden werden die Er-
gebnisse der Experimente wiedergegeben. Es wurden f

ur jede Strategie jeweils 10 Durchl

aufe
gemacht. Die allgemeinen Parameter waren wie folgt eingestellt:  = 45; = 50; Generatio-
nen = 15; p
Mut Hidden
= 0:2; Strategie K wurde verwendet; Bevorzugungsfaktor f

ur h

ohere
Evidenz und beste Netze jeder Klasse = 1:2. Alle Parameter des Bayes'schen Verfahrens
waren eingestellt, wie in Kapitel 5 bereits angegeben. Wird zus

atzlich die Eingabestruk-
tur optimiert, sollte man  weiter erh

ohen, gegebenenfalls auch die Zahl der Generatio-
nen verl

angern, um die Konvergenz des Verfahrens sicherzustellen. Maximal verwende ich
 = 100.
In den Experimenten wurden zuerst die beiden Strategien E und U verglichen. Prinzipiell
wird nach jedem Experiment nur mit der besseren Parametereinstellung weitergearbeitet.
Abbildung 6.3 zeigt, da es g

unstiger ist, die Klassen nach maximaler Evidenz zu sortieren.
Das schlechtere Abschneiden von U liegt darin begr

undet, da sich der Zeitpunkt der Ver-
schmelzung zweier Klassen und damit die Position in der Liste in jeder Generation ver

andert.
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Der momentane Selektionsvorteil einer Klase kann also in der n

achsten Generation schon
wieder verloren sein. Es ist aber f

ur die evolutive Optimierung wichtig, da der Vorteil
best

andig wirkt. Weiterhin ver

andert sich die Unabh

angigkeit einer Klasse von den ande-
ren, wenn mehr Nachkommen aus der ersteren entsprungen sind. Diese haben dann einen
gr

oeren Anteil an der Population und teilen sich eventuell sogar in mehrere Klassen auf.
Abbildung 6.3: Vergleich der vor-
geschlagenen Selektionsstrategien. Die
Abbildung zeigt den mittleren Komi-
teefehler sowie den Min-Max Bereich.
Es wurden jeweils 10 Versuche mit
identischer Initialisierung f

ur alle Ver-
fahren durchgef

uhrt. Dis Sortierung
der Klassen nach maximaler Evidenz
(E +K) schneidet signikant besser ab
als die Sortierung nach Unabh

angigkeit
(U +K) (t-Test bei Schwelle t
0:95;10
=
1:82). Kombiniert man die Strategie E
mit B und/oder K, dann erreicht die
Variante E +K+ B wiederum einen si-
gnikant geringeren Testfehler.
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Anschlieend wurde die Strategie E mit bzw. ohne die zus

atzlichen Optionen B und K
getestet. Die Kombination aller drei Strategien f

uhrt nochmals zu einer signikanten Ver-
besserung. F

ur die im folgenden zu vergleichenden Mutationsoperatoren wird die Strategie
E +K + B zugrunde gelegt.
6.1.2 Vergleich der zus

atzlichen Mutationsoperatoren
Neben der Mutation von Merkmalen und versteckten Neuronen lassen sich noch weitere
sinnvolle Mutationsoperatoren denieren, die die Muster und die Gewichte eines Netzes be-
treen. Im Detail leisten die Operatoren folgendes:
PSEL Pattern-Selection. Um den ganz speziellen Einu der Wahl der Trai-
ningsmenge zu d

ampfen, mittelt man

uber mehrere Teilmengen. Stan-
dardm

aig werden f

ur jedes Netz zuf

allig 90% der Daten ausgew

ahlt.
NEW Bei festgehaltener Topologie werden die Gewichte neu initialisiert und
die Muster neu gew

ahlt. Dadurch wird ein neuer Suchpunkt im Ge-
wichtsraum deniert.
MUT P Mit Wahrscheinlichkeit P
F lip
werden Muster aus der individuellen Trai-
ningsmenge entfernt bzw. neue hinzugef

ugt. Die Gr

oe der Menge wird
dabei konstant gehalten. P
F lip
betr

agt im allgemeinen 0:01.
JOG Der Gewichtsvektor wird mit Zufallszahlen verrauscht. Dadurch werden
die Nachkommen im Gewichtsraum um die Eltern gestreut.
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Abbildung 6.4 zeigt den Testfehler des Komitees bei Verwendung der zus

atzlichen Mu-
tationsoperatoren. Es wurden jeweils 10 Versuche ausgehend von derselben Initialisierung
durchgef

uhrt. Die besten Werte erreicht man bei Verwendung von PSEL und NEW. Die
Integration

uber mehrere Teilmengen war eine Voraussetzung f

ur die Dekomposition des
Komiteefehlers. Sie wird deswegen in jedem Fall verwendet. Die durch den Operator NEW
denierten neuen Suchpunkte k

onnen potentiell neue Klassen hervorbringen, wenn die Such-
punkte nur unabh

angig genug sind und keine zu niedrige Evidenz aufweisen.
Abbildung 6.4: Vergleich der zus

atz-
lichen Mutationsoperatoren. Die Ab-
bildung zeigt den mittleren Komitee-
fehler sowie den Min-Max Bereich. Es
wurden jeweils 10 Versuche mit identi-
scher Initialisierung f

ur alle Verfahren
durchgef

uhrt. Durch Verwendung von
PSEL undNEW lassen sich signikan-
te Verbesserungen erreichen. Dagegen
bewirken die anderen beiden Operato-
ren einen ung

unstigen Verlauf der Evo-
lution.
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Die direkte Mutation der Mustermengen und das Verrauschen des Gewichtsvektors haben
dagegen einen negativen Einu auf das Ergebnis. Bei der Mustermutation liegt ein Grund
f

ur die Verschlechterung in einem m

oglichen Konikt mit dem Bayes'schen Lernen. Kom-
men neue Muster zur Trainingsmenge hinzu und fallen andere weg, dann

andert sich der
Fehler ganz erheblich. Abbildung 2.9 illustrierte, wie das Bayes'sche Verfahren eine a priori
Wahrscheinlichkeit in eine a posteriori Wahrscheinlichkeit

uberf

uhrt. Betrachtet man zwei
identische Netze und

andert bei einem die Mustermenge, dann wird das Bayes'sche Ver-
fahren bei diesem Netz aufgrund des nun gr

oeren Fehlers die Regularisierung verst

arken.
Man beachte, da sich der Prior nicht ge

andert hat. Das Netz wird jetzt

uberregularisiert.
Im ung

unstigsten Fall bildet dieser Proze der

Uberregularisierung eine R

uckkopplung, die
sich selbst verst

arkt. Eine Mustermutation sollte deshalb mit einer Neuinitialisierung der
Hyperparameter einhergehen. Aus diesem Grund war der NEW-Operator erfolgreicher als
die beiden anderen.
6.2 Probleml

osung durch Komitees
In diesem Abschnitt soll das integrierte Konzept auf die Problemstellungen, f

ur die im
vorigen Kapitel bereits die evolutive Modelloptimierung durchgef

uhrt wurde, angewendet
und mit anderen Methoden zur Komiteebildung verglichen werden.
Es wird sich zeigen, da Boosting und Bagging besonders f

ur Regressionsprobleme deutlich
schlechter abschneiden als die evolutive Optimierung und die darauf aufbauende Komiteebil-
dung aus unabh

angigen Netzen. Ein wesentlicher Grund daf

ur ist, da die beiden Methoden
das zugrundeliegende Modell nicht optimieren, sondern nur auf der Musterebene operieren.
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Die Ergebnisse in Kapitel 5 haben aber deutlich belegt, da diese Optimierung wichtig ist,
selbst wenn das zugrundeliegende Modell bereits regularisiert wird. F

ur Boosting geht man
davon aus, da die Komplexit

at des Modells durch Kreuzvalidierung optimiert ist (Drucker,
1999). Es ist an dieser Stelle nicht klar, ob man nur die Parameter des singul

aren Modells
m

oglichst gut einstellen soll oder ob der Komiteebildungsproze durch Kreuzvalidierung zu
optimieren ist. Unabh

angig davon sind beide Vorgehensweisen in jedem Fall suboptimal.
F

ur das Bagging-Verfahren wurden jeweils

uber 30 Netze gemittelt. Boosting ist nach
(Freund & Schapire, 1996, Drucker, 1999) implementiert. Die Netze wurden dabei linear
zu einem Komitee kombiniert.
Im folgenden werden zuerst das Sinus-Regressionsproblem und Klassikationsproblem aus
Kapitel 5.2 betrachtet, dann die vier bekannten Benchmarkprobleme (Diabetes, Krebs,
Add10 und Schilddr

usen). Am Ende gehe ich auf Probleme mit starkem Rauschanteil ein
und werde an diesen auch demonstrieren, in welchen F

allen die adaptive Gewichtung der
Komiteemitglieder weitere Leistungssteigerungen erwarten l

at.
6.2.1 Sinus-Regression und Klassikation
Das Sinus-Regressionsproblem zeichnet sich neben den verrauschten Zielwerten noch durch
die fehlenden Daten im Intervall [0; 2] aus. In diesem Bereich ist es f

ur die Netze schwie-
rig, die Funktion richtig zu sch

atzen. Hier hilft die Komiteebildung weiter. Sie mittelt

uber
mehrere m

ogliche Erkl

arungen. Dadurch kann der Fehler gegen

uber der reinen Modellop-
timierung noch signikant verringert werden (Abbildung 6.5a). Bagging erreicht etwa die
gleiche Leistung wie die Auswahl des Netzes mit der h

ochsten Evidenz, die Varianz ist aber
deutlich geringer. Die Resultate f

ur Boosting sind signikant schlechter, obwohl in diesem
Fall das zugrundeliegende Modell fast optimale Komplexit

at hatte. Das Rauschen in den
Daten wird von Boosting nicht richtig erkannt.
F

ur das Sinus-Klassikationsproblem waren die Trainingsmuster

uber den ganzen Einga-
beraum verteilt. Der erzeugende Proze kann deswegen gut erkannt werden. Die Komi-
teebildung bringt in diesem Fall nur geringf

ugige Vorteile (Abbildung 6.5b). Bagging und
Boosting bewirken sogar eine Verschlechterung. Neben der fehlenden Optimierung der ver-
steckten Schicht kann in diesen F

allen auch die mehrfache Auswahl eines Musters durch den
Bootstrap-Algorithmus zu Ausreiern im Lernverhalten f

uhren, da die Mustermengen klein
sind. F

ur das Regressionsproblem sch

atzt das Bayes'sche Verfahren in diesem Fall zumindest
die Varianz des Rauschens falsch ein.
6.2.2 Anwendung auf vier bekannte Probleme
Die Berechnung des empirischen Zusammenhangs zwischen Evidenz und Netzkomplexit

at,
gemessen an der Zahl der Merkmale und versteckten Neuronen, zeigte, da es f

ur die vier
Datens

atze klar abgegrenzte Bereiche gibt, in denen eine hohe Evidenz und damit eine gute
Generalisierungsleistung zu erwarten ist.
Verwendet man die Evidenz als Fitnewert in einem evolution

aren Suchverfahren, dann
ndet man systematisch die Netze, deren Topologie in die Bereiche maximaler Evidenz
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Abbildung 6.5: Die Abbildung vergleicht die Ergebnisse der verschiedenen Methoden der Komiteebildung bzw.
der Modelloptimierung f

ur die beiden Probleme aus Kapitel 5.1 (a) Sinus-Regressionsproblem. Das Komitee
aus unabh

angigen Netzen weist einen signikant geringeren Fehler auf als alle anderen Verfahren. Bagging
schneidet etwa so gut ab wie die Auswahl des Netzes mit der h

ochsten Evidenz aus einer Versuchsreihe.
Boosting ist signikant schlechter als alle anderen Verfahren. (b) Sinus-Klassikationsproblem. Hier wird der
zugrundeliegende Proze bereits durch die evolutiv optimierten Modelle sehr gut approximiert. Das Komitee
ist nur geringf

ugig besser. Die Gewichtung der Komiteemitglieder mit ihren Verlustwahrscheinlichkeiten
bringt noch eine leichte Steigerung. Bagging und Boosting schneiden signikant schlechter ab.
fallen. Es zeigte sich aber auch, da man im allgemeinen bei mehrfachen Versuchen nicht
zur selben L

osung gelangt. Das Beispiel in der Einf

uhrung dieses Kapitels (Abbildung 6.2)
belegte am Beispiel des Sinus-Regressionsproblems, da verschiedenartige Modelle eine

ahn-
liche Evidenz haben k

onnen, wenn die Daten verrauscht sind. F

ur die folgenden Beispiele
kann man von der Komiteebildung erwarten, da sie durch Integration

uber verschiedene
Erkl

arungsm

oglichkeiten die Generalisierung steigert.
Die Unterscheidung der Netze auf Basis der Anzahl an Merkmalen und versteckten Neu-
ronen ist in diesem Fall weniger aussagekr

aftig als f

ur die evolutive Optimierung, da jedes
Netz mit einer Teilmenge aller Trainingsdaten trainiert wurde. Das heit, Netze die in einem
Punkt lokalisiert sind, k

onnen sich auer in ihrer Merkmalskombination auch noch in ihren
Trainingsdaten unterscheiden. Die Abbildungen 6.6 bis 6.9 zeigen f

ur die vier Probleme auf
der linken Seite jeweils den Verlauf der Evolution an einem Beispiel. Es ist der Fehler der
Netze, der Fehler der Komiteemitglieder und der Komiteefehler

uber die Generationen auf-
getragen. Am Anfang der Suche kommt es durchaus auch vor, da die Leistung des Komitees
abnimmt, bis sich die Netze in Bereichen h

oherer Evidenz in der Population durchsetzen.
Die Gr

unde f

ur diesen Verlauf liegen in der Verzahnung der Suche mit dem Bayes'schen
Lernen. Es dauert einige Generationen, bis die Hyperparameter der Netze gut eingestellt
und Netze mit geringer Evidenz aus der Population verdr

angt sind. Danach kann es durch
Mutationen immer wieder dazu kommen, da sich Klassen mit niedriger Evidenz ausbilden,
z.B. dann, wenn zuf

allig viele ung

unstige Mutationen gleichzeitig auftreten. Durch zuneh-
mendes Training nimmt die Evidenz dieser Netze entweder zu oder sie werden durch die
Reduktion der Population auf die Zahl der Eltern am Ende jeder Generation nach und nach
wieder eliminiert. W

ahrend der Suche ist dieser Verlauf durchaus w

unschenswert, da so auch
T

aler der Evidenz durchwandert werden k

onnen.
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Umgekehrt ist es wichtig, wenn eine feste Zahl an Generationen gesucht wird, rechtzeitig
keine Mutationen mehr durchzuf

uhren. In den Beispielen wurde in der 13. Generation zum
letzten Mal mutiert. Damit soll sichergestellt werden, da am Ende nur Netze in Bereichen
hoher Evidenz vorliegen.
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Abbildung 6.6: Diabetes-Klassikation. Verlauf der Suche nach unabh

angigen Netzen und Vergleich der
Ergebnisse der verschiedenen Methoden. (a) Aufgetragen ist die Treerquote der Komiteemitglider sowie
des Komitees. Letztere liegt immer im oberen Bereich bzw.

uber der Leistung der einzelnen Netze. (b)
Vergleich der verschiedenen Methoden. Evolutive Optimierung, Komitees aus unabh

angigen Netzen und
Bagging schneiden etwa gleich ab. Die mittlere Treerquote liegt zwischen 79:1% und 79:4%, Boosting ist
signikant schlechter.
F

ur das Diabetes-Problem liegt die Treerquote des Komitees immer im oberen Bereich
der Leistung der individuellen Mitglieder, gegen Ende sogar deutlich dar

uber (Abbildung
6.6a). Der Vergleich der verschiedenen Methoden in Abbildung 6.6b zeigt, da alle (bis auf
Boosting) zu

ahnlichen Ergebnissen f

uhren. F

ur Boosting kann man ein deutliches Overt-
ting erkennen. Die Leistung weicht signikant von allen anderen ab (gem

a t-Test bei einer
Schwelle von t
0:95;10
= 1:82). Die hier erreichte Leistung entspricht den Werten, die auch
aus der Literatur bekannt sind (Freund & Schapire, 1996, Breiman, 1999).
Gewichtet man die Komiteemitglieder mit ihrer Verlustwahrscheinlichkeit, dann l

at sich die
Leistung etwas steigern. Insgesamt kann man festhalten, da die Diabetes-Klassikation ein
Problem mit hohem Rauschanteil ist, dessen zugrundeliegende Funktion nur einen geringen
nicht-linearen Anteil hat. Auer von Boosting wird das von allen Verfahren korrekt erkannt.
Bei der Klassikation von Brustkrebs l

at sich durch die Komiteebildung eine signikante
Reduktion der Fehlklassikationen erreichen. In Kapitel 5 wurde angemerkt, da die Ein-
gabedaten ordinale Struktur haben, d.h. sie liegen auf einem Gitter angeordnet. Damit l

at
sich plausibel begr

unden, warum die Mittelung

uber mehrere Netze besser abschneidet. F

ur
ein einzelnes Netz ist es schwer, eine Trennlinie zwischen den Gitterpunkten zu nden, ohne
da eine hochgradig nicht-lineare Funktion gelernt wird. In diesem Fall besteht dann aber
die Gefahr, da in Bereichen mit wenig Daten starke Schwankungen der Funktion auftreten,
die zu einer schlechten Leistung f

uhren. In Abschnitt 6.3 wird dies an einem Beispiel deutlich
werden.
Bemerkenswert ist weiterhin, da die adaptive Gewichtung mit Verlustwahrscheinlichkeiten
keine Verbesserung bringt. Auch hier ist die ordinale Struktur der Grund daf

ur, da der
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Abbildung 6.7: Krebs-Klassikation. Verlauf der Suche nach unabh

angigen Netzen und Vergleich der Ergeb-
nisse der verschiedenen Methoden. (a) Die Treerquote des Komitees verl

auft wieder im oberen Bereich der
Leistung der einzelnen Netze und liegt am Ende wieder dar

uber. (b) Die mittlere Leistung der Methoden
zur Komiteebildung ist signikant besser als die Auswahl eines einzelnen Netzes durch die evolutive Opti-
mierung. Der Grund daf

ur liegt in der Gitterstruktur der Eingabedaten. Die Werte f

ur Boosting liegen weit
unter 97% und sind nicht eingetragen.
Eingaberaum gut mit Mustern abgedeckt ist und so keine Bereiche hoher Varianz auftreten.
Der wesentliche Leistungsgewinn der Komitees r

uhrt daher, da durch

Ubereinanderlegen
mehrerer Funktionen die zackigen Verl

aufe der Klassikationsgrenze in der Gitterstruktur
besser approximiert werden k

onnen als durch einzelne Netze.
Die Werte f

ur Boosting sind nicht in der Grak angegeben. In keinem Experiment konnten
bei diesem Problem mehr als 94% erreicht werden.
F

ur das Add10-Problem l

at sich sch

on erkennen, wie sich die Evolution zunehmend in
Bereiche hoher Evidenz bewegt, aber auch immer wieder durch Mutation neue Netze mit
zun

achst geringer Leistung auftreten. Der Komiteefehler stabilisiert sich schnell auf niedri-
gem Niveau immer unterhalb des besten Netzes. Abbildung 6.8b zeigt aber auch, da die
mittlere Leistung gegen

uber der evolutiven Optimierung nicht zunimmt, nur die Varianz
wird kleiner. Die evolutive Optimierung fokussiert sich wesentlich st

arker in einem einzi-
gen Bereich hoher Evidenz und ndet so teilweise noch bessere Netze, teilweise aber auch
schlechtere. F

ur dieses Problem zeigt sich ebenfalls, da die fehlende Merkmalsselektion
und Topologieoptimierung f

ur Bagging und Boosting zu signikant schlechteren Ergebnis-
sen f

uhrt (gem

a t-Test bei einer Schwelle von t
0:95;10
= 1:82). Der Generalisierungsfehler
ist um ein Sechstel bzw. ein Drittel gr

oer.
Ein sehr sch

ones Ergebnis ergibt sich f

ur das Schilddr

usen-Problem. Auch hier zeigt sich
der Vorteil des integrierten Konzepts. Die Treerquote der Komiteemitglieder liegt ab der
8. Generation

uber der maximalen Leistung, die mit allen 21 Merkmalen erreichbar ist (vgl.
Abbildung 1.4). Die Treerquote des Komitees liegt deutlich

uber der Leistung von Bagging
oder den Netzen mit der h

ochsten Evidenz eines Versuchs. Durch die Suche nach unabh

angi-
gen Netzen l

at sich die Zahl der Fehlklassikationen auf 1:65% reduzieren gegen

uber 1:8%
f

ur die evolutive Modelloptimierung. Dies ist umso bemerkenswerter, da auch hier die Evi-
denz ein nahezu perfekter Indikator der Generalisierungsleistung war.
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Abbildung 6.8: Add10-Regression. Verlauf der Suche nach unabh

angigen Netzen und Vergleich der Ergebnisse
der verschiedenen Methoden. (a) Der Testfehler des Komitees stabilisiert sich schnell auf niedrigem Niveau.
Er liegt immer unterhalb des kleinsten Fehlers eines Komiteemitglieds. (b) Vergleich der Methoden zur
Komiteebildung. Die Fehler f

ur Bagging und Boosting sind signikant gr

oer. Die unabh

angigen Komitees
und die evolutive Optimierung erreichen das gleiche Ergebnis. Durch die starke Korrelation der Evidenz mit
dem Testfehler ist die evolutive Optimierung eines einzelnen Modells nicht zu schlagen.
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Abbildung 6.9: Schilddr

usen-Klassikation. Verlauf der Suche nach unabh

angigen Netzen und Vergleich der
Ergebnisse der verschiedenen Methoden. (a) Die Treerquote des Komitees verl

auft bis auf den kurzen
Einbruch am Anfang immer oberhalb der Leistung der einzelnen Netze. Die Suche stabilisiert sich schnell
in Bereichen hoher Evidenz. Die Leistung des Komitees pendelt um 98:2%. (b) Vergleich der Methoden
zur Komiteebildung. Die Leistung f

ur Bagging ist signikant schlechter als das Komitee aus unabh

angigen
Netzen oder die evolutive Modelloptimierung. Der Wert liegt aber noch

uber dem Maximalwert, den ein Netz
mit 21 Merkmalen erreicht hat. Der Unterschied zwischen der evolutiven Optimierung und dem Komitee aus
unabh

angigen Netzen ist nicht signikant.
Insgesamt bleibt festzuhalten, da mit dem integrierten Ansatz immer gleich gute oder bes-
sere Modelle im Vergleich zu allen anderen Methoden gefunden werden. In manchen F

allen
l

at sich durch adaptive Gewichtung der Komiteemitglieder die Leistung zus

atzlich verbes-
sern. Im folgenden werden noch die beiden Probleme mit starkem Rauschanteil untersucht
und im n

achsten Abschnitt wird auf die Frage eingegangen, wann die Gewichtung der Ko-
miteemitglieder auf Basis der Kondenzwerte weitere Leistungssteigerungen erwarten l

at.
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6.2.3 Probleme mit hohem Rauschanteil
Die Abbildungen 5.26 und 6.2 haben gezeigt, da bei zunehmendem Rauschen in den Daten
verschiedenartige, aber durchaus berechtigte Erkl

arungen des zugrundeliegenden Prozesses
gefunden werden. In diesem Fall ist es sowohl f

ur die evolutive Optimierung als auch f

ur
Bagging bzw. Boosting schwieriger, eine sehr gute Generalisierung zu erreichen. Im ersten
Fall konvergiert das Verfahren immer gegen eine L

osung, was sich an der hohen Varianz
zeigt (Abbildung 6.10). Bagging integriert

uber mehrere Netze, die mehr oder weniger gut
sind. F

ur das Boosting-Verfahren wirkt sich hier der bekannte Nachteil gravierend aus, da
Ausreier umso h

auger ausgew

ahlt werden und die Komiteebildung damit schlechter wird
(R

atsch et al., 1998). Insgesamt zeigt sich f

ur beide Probleme, da die integrierte Optimie-
rung eine gute Gesamtl

osung aus den verschiedenen Erkl

arungsm

oglichkeiten synthetisiert.
Der Fehler liegt f

ur beide Probleme signikant unter dem aller anderen Methoden (Abbil-
dung 6.10).
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Abbildung 6.10: Vergleich der Ergebnisse der verschiedenen Methoden f

ur das Sinus-Regressionsproblem
mit starkem Rauschanteil und gleichverteiltem Rauschen. Das Komitee aus unabh

angigen Netzen erreicht
signikante Verbesserungen f

ur beide Datens

atze. (a) Testfehler f

ur Daten aus Abbildung 1.1b. Die Komi-
teebildung aus unabh

angigen Netzen erreicht einen um die H

alfte niedrigeren Testfehler im Vergleich zur
evolutiven Optimierung der Evidenz. Der Fehler f

ur Bagging und Boosting ist mehr als doppelt so gro
und auch signikant schlechter als die evolutive Modelloptimierung. (b) Testfehler f

ur Sinus-Regression mit
Rauschen aus Abbildung 5.25b. Die Ergebnisse sind

ahnlich wie f

ur die linke Abbildung. Oenbar ist vor
allem die Varianz des Rauschens von Bedeutung und weniger die genaue Form der Verteilung.
Die adaptive Gewichtung bringt kaum oder nur geringf

ugige Verbesserungen. Im n

achsten
Abschnitt wird die Methode der adaptiven Gewichtung genauer beleuchtet und durch gra-
sche Aufbereitung auch die Wirkungsweise der integrierten Optimierung besser verst

andlich.
6.3 Adaptive Gewichtung der Komiteemitglieder
Die Abbildung 6.11 zeigt die Ausgabefunktion von sechs trainierten Netzen und die des
resultierenden Komitees. Dieser Fall entspricht der Wirkungsweise von Bagging. Weiter-
hin ist auch das Ergebnis der adaptiven Gewichtung dieser Komiteemitglieder mittels ihrer
Konndenzwerte angegeben. Jede einzelne Ausgabefunktion ist mit ihrem zugeh

origen Kon-
ndenzbereich in Abbildung 6.12 dargestellt. F

ur mehrere Netze kann man erkennen, da
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Abbildung 6.11: Die Abbildung zeigt ein Komitee aus sechs Netzen, das mit den Sinus-Regressionsdaten
trainiert wurde. (a) Die sechs Ausgabefunktionen der Komiteemitglieder. Die Funktionen unterscheiden sich
stark, insbesondere im Intervall [0; 2]. Die Kreuze markieren die Trainingsdaten. (b) Ausgabefunktion des
Komitees aus den sechs Netzen und des adaptiv gewichteten Komitees. Zum Vergleich ist der erzeugende Pro-
ze eingezeichnet. Die Gewichtung mit den Kondenzwerten verbessert die Approximation in den Bereichen
hoher Varianz.
in dem Bereich, in dem wenig Daten liegen, die Varianz deutlich zunimmt. In diesem Fall
bringt die adaptive Gewichtung eine deutliche Reduktion des Fehlers. Die Ausgabe von
Netzen mit hoher Varianz ndet bei diesen Mustern keine Ber

ucksichtigung, was zu einer
verbesserten Approximation des Prozesses f

uhrt. Insbesondere im Bereich zwischen 0 und 2
f

allt der Fehler geringer aus.
Das Ergebnis der Suche nach unabh

angigen Netzen ist in Abbildung 6.13 gezeigt. In der rech-
ten Abbildung ist die Ausgabefunktion des Komitees und des adaptiv gewichteten Komitees
dargestellt. Im Vergleich zu Abbildung 6.11 ist der Verlauf wesentlich glatter. Betrachtet
man die Daten genauer, dann ist diese L

osung sogar bei dieser Datenlage mehr gerecht-
fertigt als der erzeugende Proze. Die Daten liegen in der rechten H

alfte eher im unteren
Bereich, was erkl

art, warum der Bogen hier weiter unten verl

auft. Die beiden mittleren
B

ogen der Sinusfunktion sind durch die Daten nicht ausreichend gest

utzt. Deswegen w

are
es unvern

unftig, diese bei der gegebenen Datenlage zu approximieren. Der Grund daf

ur,
da die adaptive Gewichtung keine Verbesserung bringt, ist anhand der Ausgabefunktion
der einzelnen Netze und ihrer Varianz zu erkennen. Abbildung 6.14 zeigt, da die durch die
Evolution gefundenen Netze mit hoher Evidenz sehr glatte L

osungen repr

asentieren. Eine
hohe Evidenz wird oenbar dann erreicht, wenn der Fehler klein ist und die Funktion keine

uber

ussigen Schwankungen enth

alt. Weiterhin bemerkenswert ist, da f

unf der Netze im
Intervall [0; 2] die Funktion symmetrisch zur linken H

alfte approximieren. Eine symmetri-
sche Funktion hat sicherlich eine niedrigere Komplexit

at und damit eine h

ohere Evidenz als
eine nicht-symmetrische. Ebenso haben alle Netze die Varianz, die dem Rauschen in den
Daten zugrundeliegt, genau erkannt. Sie verl

auft

uber den ganzen Bereich gleichm

aig. Da
die Varianz f

ur alle Netze nahezu gleich ist, l

at sich das evolutiv gefundene Komitee kaum
noch verbessern.
Es bleibt hier festzuhalten, da Netze mit hoher Evidenz bei diesem Beispiel sehr plausiblen
L

osungen entsprechen. Durch die Integration

uber alle diese L

osungen wird der erzeugende
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Abbildung 6.12: Die Abbildung zeigt unter (a)-(f) die Ausgabefunktionen der sechs Netze aus Abbildung
6.11a. Zus

atzlich ist f

ur jedes Netz die Varianz gem

a Gleichung (2.43) eingezeichnet. Es ist sch

on zu erken-
nen, da sich manche Netze im Bereich zwischen 0 und 2 sehr unsicher sind und das anhand ihrer Varianz
erkennen lassen. Ansonsten verl

auft die Varianz eng um die Funktion. Tats

achlich wird damit das Rauschen
untersch

atzt.
Proze, soweit es die Daten zulassen, sehr sch

on approximiert.
6.4 Zusammenfassung und Bewertung der Ergebnisse
Das Ziel dieses Kapitels war es, die Evolution unabh

angiger Netze zur Komiteebildung an
Beispielen zu untersuchen und die Ergebnisse mit anderen Methoden zu vergleichen. Zu
143
Evolution unabh

angiger Modelle 6.4 Zusammenfassung und Bewertung der Ergebnisse
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
-8 -6 -4 -2 0 2 4 6 8
(a)
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
-8 -6 -4 -2 0 2 4 6 8
Trainingsdaten
Komitee
Komitee Adaptiv
Erzeugender Prozess
(b)
Abbildung 6.13: Die Abbildung zeigt ebenfalls f

ur das Sinus-Regressionsproblem ein Komitee aus sechs
Netzen, das durch die integrierte Optimierung gefunden wurde. (a) Die Ausgabefunktionen der sechs Ko-
miteemitglieder zeigen ein glattes, symmetrisches Verhalten. (b) Ausgabefunktion des Komitees und des
adaptiv gewichteten Komitees. Die Daten werden sehr plausibel approximiert. Die beiden Varianten unter-
scheiden sich nur geringf

ugig. Da die mittleren B

ogen der Sinusfunktion nicht genau approximiert werden,
liegt daran, da dieser Verlauf durch die Trainingsdaten nicht gest

utzt ist. Es w

are nicht vern

unftig, wenn
das Modell das lernen w

urde.
Beginn wurde gezeigt, da die Bildung eines Komitees auf Basis des in Kapitel 3 entwickel-
ten Verfahrens ein Maximum an Generalisierungsf

ahigkeit erreicht. Der Inhalt des ersten
Abschnitts drehte sich dann um die Frage, wie die Clusterung der Netze und die Optimie-
rung der Evidenz in einem evolution

aren Proze verzahnt werden k

onnen. Dazu wurden
mehrere Selektionsstrategien untersucht. Die besten Ergebnisse erreichte man durch Sortie-
rung der Klassen nach ihrer Evidenz (Strategie E) in Kombination mit der Bevorzugung
der in jeder Generation ausgew

ahlten Komiteemiglieder (Strategie B) und einer ged

ampften
Ver

anderung der Klassenzahl von Generation zu Generation (Strategie K).
Aufbauend auf diesem Ergebnis wurde untersucht, welche der zus

atzlichen Mutationsope-
ratoren die Evolution g

unstig beeinussen. Hier zeigte sich, da neben dem Training auf
Teilmengen (Operator PSEL) die Denition neuer Suchpunkte (Operator NEW) zu signi-
kant geringeren Fehlern f

ur das Sinus-Regressionsproblem mit hohem Rauschanteil f

uhrte.
Das Problem wurde deshalb zur Einstellung der Parameter gew

ahlt, da sich aufgrund des
Rauschanteils am ehesten signikante Unterschiede zeigen. Mit dem so eingestellten Evolu-
tionsverfahren wurden dann alle andere Probleme untersucht.
Das integrierte Konzept f

uhrt immer zu gleichwertigen oder besseren L

osungen als alle ande-
ren Verfahren. Optimiert man nur die Evidenz (evolutive Modelloptimierung), dann erreicht
man f

ur die Krebs-Klassikation und f

ur die beiden Probleme mit hohem Rauschanteil eine
signikant geringere Leistung. F

ur das Diabetes- und Add10-Problem sind die Ergebnisse
etwa gleich. Bei der Schilddr

usen-Klassikation schneidet die Komiteebildung wieder etwas
besser ab. Der Unterschied ist allerdings nicht signikant.
Bagging schnitt dann vergleichbar gut ab, wenn die zu approximierende Funktion keinen
starken nicht-linearen Anteil hatte, z.B. bei der Diabetes- und Krebs-Klassikation. F

ur
die anderen Beispiele (Add10, Schilddr

use, Sinus-Regression und -Klassikation) war die
Generalisierungsleistung signikant geringer.
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Abbildung 6.14: Die Abbildung zeigt (a)-(f) die Ausgabefunktionen der sechs Netze aus Abbildung 6.13a.
Zus

atzlich ist f

ur jedes Netz die Varianz eingezeichnet. Die Netze zeigen alle einen symmetrischen und glatten
Verlauf. Insbesondere sch

atzen sie die Varianz des Rauschens gut ein. Aus diesem Grund bringt die adaptive
Gewichtung hier kaum eine Verbesserung.
Der Boosting-Algorithmus schnitt in Kombination mit dem Bayes'schen Lernverfahren deut-
lich schlechter ab als alle anderen Methoden. Urspr

unglich wurde das Verfahren entwickelt,
um f

urWeak Learner durch Komiteebildung zu besseren L

osungen zu gelangen. Das Bayes'sche
Verfahren ist dagegen eher eine starke Lernmethode, die durch Boosting nicht verbessert
werden kann. Vielmehr st

oren sich die Methoden gegenseitig. Wenn durch Boosting die Aus-
wahl der Trainingsmenge ver

andert wird, dann pat das Bayes'sche Verfahren die Hyperpa-
rameter anders an. Bei den Regressionsproblemen f

uhrt die st

arkere Gewichtung von Ausrei-
ern dazu, da die Varianz des Rauschens

ubersch

atzt und das Modell st

arker regularisiert
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wird, Drucker bemerkt zu Recht, da Boosting voraussetzt, da die Generalisierungsleistung
von dem zugrundeliegenden Lernverfahren und der Regularisierung durch Kreuzvalidierung
abh

angt (Drucker, 1999). Oenbar setzt das Verfahren voraus, da man die Regularisierung
durch Kreuzvalidierung bestimmt und diese dann nicht mehr

andert. Dies ist in jedem Fall
suboptimal. Auch h

angt das Ergebnis von Boosting dann stark von der (heuristischen) Ge-
wichtung des Regularisierungsterms ab. Die Kombination mit Bayes'schen Lernen erfordert
aufgrund der wechselseitigen Beeinussung der beiden Verfahren noch weitere Forschungs-
arbeit.
Durch die adaptive Gewichtung der Komiteemitglieder auf Basis ihrer Kondenzwerte lieen
sich f

ur das Diabetes-Problem und das Sinus-Klassikationsproblem leichte Verbesserungen
erreichen, die allerdings nicht signikant waren. Zum Abschlu dieses Kapitels wurde die
Gewichtung mittels Verlustwahrscheinlichkeiten genauer untersucht. Es zeigt sich, da diese
inbesondere dann eine starke Verbesserung bewirken k

onnen, wenn die Komiteemitglieder,
wie z.B. bei Bagging, beliebig zusammengestellt sind. Bildet man ein Komitee aus un-
abh

angigen Netzen, von denen jedes eine hohe Evidenz hat, dann approximiert das Komitee
den zugrundeliegenden Proze schon sehr gut. Netze hoher Evidenz entsprechen L

osungen
mit niedriger Komplexit

at und niedrigem Fehler. Diese hatten zugleich eine gleichm

aige
Varianz im ganzen Eingaberaum, die auch noch f

ur alle Netze

ahnlich war. Das heit, die
Netze haben das Rauschen in den Daten richtig modelliert, so da durch die adaptive Ge-
wichtung keine weiteren Synergieeekte entstanden. Die Kondenzwerte verschlechtern das
Komitee aber auch nicht. In jedem Fall sind sie ein wichtiges Kontrollmittel, um zu pr

ufen,
ob neue Eingaben im Arbeitsbereich der Netze liegen. Gegebenenfalls kann der Entwickler
bzw. Anwender hier eine Fehlentwicklung erkennen und in den Proze eingreifen.
Im n

achsten Kapitel werden die hier entwickelten Methoden auf ein reales Anwendungspro-
blem - die Prognose von Absatzzahlen f

ur viele Verkaufsstellen - angewendet.
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Kapitel 7
Prognose von Absatzzahlen
Jeder Zeitungsverlag mu f

ur Titel, die eine hohe Auage haben, das Problem l

osen, die-
se m

oglichst gut an die Verkaufsstellen zu verteilen, so da die Remissionsquote, d.h. der
Anteil an Zeitungen, der an den Verlag zur

uckgeht, minimal wird. Einerseits m

ochte der
Verlag seinen Verkaufserl

os maximieren. Dazu mu verhindert werden, da Verkaufsstellen
eine Nachfrage nicht mehr bedienen k

onnen, d.h. ausverkauft sind. Andererseits m

ussen die
Kosten minimiert werden, die f

ur Druck und Logistik aufgewendet werden. Eine Verkaufs-
stelle sollte also im Idealfall keine Zeitungen zur

ucksenden m

ussen. Nur wenn beide Ziele
optimal gel

ost sind, wird der Prot maximal gro.
In der Praxis wird man dies nicht erreichen k

onnen, da die genauen Verk

aufe jedes Ein-
zelh

andlers Zufallsein

ussen unterliegen. Um aber die Remissonsquote m

oglichst niedrig zu
halten, ben

otigt man eine gute Sch

atzung der Verk

aufe f

ur alle Verkaufsstellen, so da die
Zeitungen optimal verteilt werden k

onnen. Der Axel Springer Verlag hat hierzu die Disposi-
tionssoftware Rambos
1
entwickelt und stellt sie seinen Grossisten seit 1998 zur Verf

ugung.
Dieses System beinhaltet zwei Komponenten, um die Gesamtliefermenge zu berechnen (Ab-
bildung 7.1). Die erste Komponente basiert auf neuronalen Netzen und sch

atzt den genauen
Absatz an Zeitungen, w

ahrend die zweite eine Sicherheitsreserve berechnet. Dieser Zuschlag
soll verhindern, da ein H

andler mit zu wenigen Zeitungen beliefert wird und vorzeitig aus-
verkauft ist.
In Kooperation mit dem Axel Springer Verlag in Hamburg besch

aftigt sich unser Institut
seit 1998 mit der Optimierung der neuronalen Netze zur Verkaufsprognose. Die wesentlichen
Ziele, die f

ur die Zusammenarbeit formuliert wurden, waren:
 Verbesserung der mittleren Systemleistung f

ur viele Einzelh

andler.
 Optimierung der Eingabestruktur unter der Nebenbedingung, da f

ur verschiedene
H

andler m

oglichst die gleichen Merkmale verwendet werden k

onnen.
 Bestimmung von Ursachen f

ur schlechte Prognoseleistungen.
1
Regelbasiertes AdaptivesMarktorientiertes Bezugs Optimierungs System
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Abbildung 7.1: Die Abbildung zeigt
die zwei Komponenten des Systems
Rambos zur Berechnung der Liefer-
menge eines H

andlers. Ausgehend von
der Zeitreihe (Verkaufsproze) wird ei-
ne Beschreibung in Form einer Ko-
dierung generiert, die als Eingabe f

ur
das Prognosesystem ben

otigt wird. Das
neuronale Netz hat die Aufgabe, die
Zeitreihe m

oglichst genau vorherzusa-
gen, w

ahrend die Fuzzy-Komponente
einen Zuschlag berechnet. Dieser soll
verhindern, da es zu einem fr

uhzeiti-
gen Ausverkauf kommt. Der Zuschlag
h

angt vor allem von der Varianz der
Dierenzenzeitreihe ab. Aus Zuschlag
und Verkaufsprognose ergibt sich dann
die tats

achliche Liefermenge. Die Ab-
bildung ist einer Grak der Bild-
Vertriebsabteilung nachempfunden.
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Aufbauend auf die bisherigen Ergebnisse wurden inzwischen weitergehende Ziele formuliert,
die in laufenden Studien untersucht werden. In Abschnitt 7.5 wird dazu ein Ausblick gegeben.
Im folgenden m

ochte ich zuerst genauer in die Problemstellung einf

uhren und anschlieend
die Daten, die uns zur Verf

ugung standen, beschreiben. Danach wird zuerst die Optimie-
rung der Eingabestruktur betrachtet und gezeigt, wie man basierend auf den Methoden
aus Kapitel 5.2 eine einheitliche, kompakte Kodierung f

ur viele Datens

atze gewinnen kann.
Anschlieend werden die hier entwickelten Methoden auf die Problemstellung angewendet.
Zuerst wird f

ur zwei ausgew

ahlte Verkaufsstellen der empirische Zusammenhang zwischen
Evidenz, Testfehler und Gr

oe des Netzes betrachtet und nachgewiesen, da die evolutive
Optimierung der Evidenz zu einer Leistungssteigerung f

uhren kann. Es wird sich zeigen, da
f

ur manche Verkaufsstellen mehrere verschiedene Maxima der Evidenz existieren, die aber
einen ganz unterschiedlichen Testfehler haben. F

ur die Beispiele in Kapitel 5.3 zeigte sich ein
ganz

ahnliches Bild. Dadurch trat manchmal der Fall ein, da auch ein deutlich schlechteres
Netz ausgew

ahlt wurde. Durch die Komiteebildung auf Basis unabh

angiger Netze konnte
diese Unsicherheit stark reduziert und der mittlere Fehler signikant reduziert werden.
Die Vielzahl an Datens

atzen erm

oglicht es bei dieser Anwendung, eine Leistungssteigerung
nachzuweisen und zu belegen, da diese auch signikant ist und nicht nur auf eine Zeitreihe
beschr

ankt bleibt.
7.1 Problembeschreibung
Die meistverkaufte Tageszeitung in Deutschland ist die BILD-Zeitung. Jeden Tag werden
durchschnittlich 5,2 Millionen Exemplare gedruckt, von denen 4,3 Millionen verkauft werden.
Verkauft wird von Montag bis Samstag

uber etwa 110.000 Angebotsstellen des Einzelhandels.
Etwa 100 Groh

andler haben die Aufgabe, die Zeitungen so zu verteilen, da die richtige
Menge zum richtigen Zeitpunkt am richtigen Ort ist (Abbildung 7.2). Dabei st

utzen sie
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sich auf unterschiedliche maschinelle Dispositionsverfahren und seit Einf

uhrung des Systems
Rambos auch zunehmend auf dieses. Die Groh

andler handeln autonom und sind nicht dazu
verpichtet, das neue System einzusetzen. Die Mitarbeiter der BILD-Vertriebsabteilung, die
f

ur Rambos verantwortlich sind, m

ussen also vor allem durch die Leistungsf

ahigkeit ihres
Systems die Grossisten

uberzeugen.
Abbildung 7.2: Die Abbildung illu-
striert das Problem der Verteilung von
Zeitungen. Jeden Tag werden 5,2 Mil-
lionen Exemplare der Bildzeitung ge-
druckt, die an ca. 100 Grossisten zur
weiteren Verteilung an die Verkaufs-
stellen geliefert werden. Jeder Grossist
ben

otigt f

ur jeden Einzelh

andler eine
m

oglichst genaue Prognose des erwar-
teten Verkaufs. Vor dem Einsatz neuro-
naler Netze zur Verkaufsprognose wur-
den im Mittel 900 000 Exemplare wie-
der an den Verlag zur

uckgegeben, was
einer Remissionsquote von 17,3% ent-
spricht. Die Abbildung ist einer Grak
der Bild-Vertriebsabteilung nachemp-
funden.
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Neben der reinen Verkaufsprognose beinhaltet das System auch eine Komponente, die basie-
rend auf Fuzzy-Logik eine Reservemenge berechnet. Dieser Zuschlag hat den Zweck, einen
vorzeitigen Ausverkauf zu verhindern und wird im wesentlichen von der Varianz der Die-
renzenzeitreihe bestimmt. Durch diese notwendige

Uberbelieferung entsteht die Remission.
Man beachte. da Ausverk

aufe auch eine R

uckwirkung auf das Datenmaterial haben, da
nicht ermitelt werden kann, wieviel Zeitungen noch h

atten verkauft werden k

onnen, nach-
dem ein Ausverkauf eintrat. Das heit, aus Sicht der Datenerfassung w

are es am g

unstigsten,
wenn mindestens ein Exemplar pro Verkaufsstelle

ubrigbliebe.
F

ur den Verlag sind die Kosten f

ur zur

uckgegebene Zeitungen pro Exemplar niedriger als der
entgangene Gewinn im Falle eines vorzeitigen Ausverkaufs. Es gen

ugt also nicht, die Remis-
sion dadurch zu senken, da man weniger Exemplare ausliefert. Dies w

urde auch den Ver-
kaufsgewinn erheblich schm

alern. Vielmehr mu man einerseits versuchen, die Ausverk

aufe
zu vermeiden, indem man die Zeitungen auf Basis einer guten Verkaufsprognose verteilt.
Andererseits f

uhrt eine

Ubersch

atzung des Verkaufs zu einer hohen Remission. Bei gleicher
Auage kann durch eine geschicktere Verteilung der Zeitungen ein deutlicher Mehrverkauf
erreicht werden. Diese wesentliche Aufgabe, den Verkauf f

ur jeden Einzelh

andler m

oglichst
genau vorherzusagen, wurde von der Vertriebsabteilung des Axel Springer Verlags mittels
neuronaler Netze gel

ost.
Die Prognoseaufgabe f

ur das Netz ist, die Abweichung von einem gleitenden Durchschnitt
2
,
der

uber die letzten 11 Verk

aufe berechnet wird, vorherzusagen. In diesem Sinne bildet das
neuronale Netz eine Art Fehlerkorrekturmodell. Jeder Wochentag bildet eine eigene Zeitrei-
he, die getrennt von den anderen Wochentagen aufbereitet wird. Pro H

andler existieren also
sechs Zeitreihen. Die Zielwerte sind die Dierenz zum Verkauf am selben Wochentag der
2
Dabei handelt es sich um eine ganz spezielle Berechnungsvorschrift, die hier nicht weiter ausgef

uhrt wird.
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n

achsten und der

ubern

achsten Woche. Das heit, es wird ein Multi-Tasking Ansatz einge-
setzt mit zwei Ausgaben. Durch die Verwendung des

ubern

achsten Wertes in der zweiten
Ausgabe wird die Steigung der Zeitreihe miteinbezogen.
Als Eingabe f

ur das Netz dienen vorberechnete Merkmale. Dazu geh

oren beispielsweise die
Zielwerte an den f

unf vorangegangenen Zeitpunkten sowie deren Mittelwert, die Ver

ande-
rungen des gleitenden Durchschnitts, Dierenzen zweiter Ordnung, Saisonindikatoren, die
einen Auf- bzw. Abschwung in der Zeitreihe signalisieren, sowie Merkmale, die das Ver-
kaufsverhalten an den anderen Wochentagen beschreiben. Insgesamt stehen 47 Merkmale
zur Verf

ugung.
In den folgenden Abschnitten werde ich zuerst einige allgemeine Aussagen zur Zeitreihen-
prognose machen und dann speziell auf Absatzzahlen eingehen. Dann werden die Daten f

ur
diese Studie betrachtet und die Ergebnisse einiger statistischer Tests vorgestellt. Bevor dann
die eigentlichen Experimente und deren Resultate dargelegt werden, komme ich noch auf
einige spezische Eigenschaften dieser Aufgabenstellung zu sprechen.
7.1.1 Zeitreihenprognose
Die Prognose von Zeitreihen ist eine der schwierigsten und interessantesten Aufgaben im
Bereich des maschinellen Lernens, insbesondere wenn die Zeitreihe den Handel mit einem
Wirtschaftsgut erfat. Das Kauf- bzw. Verkaufsverhalten unterliegt Zufallsein

ussen, die
den zugrundeliegenden Proze

uberlagern. Mit Ans

atzen des maschinellen Lernens versucht
man, diesen Proze auf Basis der Daten zu entdecken und das Rauschen herauszultern. Die
Prognose solcher Zeitreihen hat eine enorme wirtschaftliche Bedeutung, sowohl f

ur Banken
oder Versicherungen als auch f

ur Verlage, Groh

andler, Stromversorger u.v.m. Aus diesem
Grund nden sich in der Literatur zahlreiche Arbeiten, die sich mit der Analyse und Progno-
se von Zeitreihen befassen. F

ur eine Einf

uhrung in die Zeitreihenanalyse und in klassische
Modellierungsans

atze siehe beispielsweise (Box et al., 1994), (Ramsay & Silverman, 1997)
oder (Schlittgen & Streitberg, 1999).
Seit 1994 f

uhrte unser Institut mehrere Projekte zur Zeitreihenprognose mit Partnern aus
der Wirtschaft durch. In Zusammenarbeit mit der Landesbank Hessen-Th

uringen wurden
mehrere Prognosemodelle f

ur Finanzzeitreihen zum realen Einsatz im Handel entwickelt,
beispielweise f

ur verschiedene Futures (Bundfuture, T-Bond-Future) aber auch f

ur Wech-
selkurse (Dollar-DM) oder Zinsen, siehe z.B. (Gutjahr, 1996, Ragg & Gutjahr, 1997b, Ragg
& Gutjahr, 1998, Gutjahr, 1999, Menzel, 1999). In Kooperation mit dem Axel Springer
Verlag wird seit 1998 auch die Optimierung von neuronalen Modellen zur Prognose von
Absatzzahlen betrachtet (Menzel, 1999, Ragg, 2000, Ragg et al., 2000).
Es ist zu betonen, da Systeme f

ur Finanzmarktprognosen wesentlich schwieriger zu erstel-
len und zu evaluieren sind als solche f

ur reine Verkaufszeitreihen. Das liegt unter anderem
daran, da die K

aufer bzw. Verk

aufer aktive Marktteilnehmer sind und den Verlauf der
Zeitreihe durch ihr Handeln mitbestimmen. An den Finanzm

arkten

ubersteigt der reine
Handel mit W

ahrungen bereits bei weitem den tats

achlichen 'Umtausch', d.h. Kauf und
Verkauf aus einem bestimmten Bedarf heraus. Die meisten Marktteilnehmer handeln also
aus der Absicht heraus, durch Spekulation einen Gewinn zu erzielen. Trends lassen sich nur
schwer vorhersagen, da beispielsweise dem Kaufverhalten bez

uglich einer anderen W

ahrung
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kein regelm

aiges Verhaltensmuster zugrunde liegt wie dem Kauf einer Zeitung. Die Eva-
luation eines Modells ist schwieriger, da die Treerquoten (bez

uglich einer Steigt/F

allt-
Klassikation) um etwa 55% liegen. Das heit, man ben

otigt einige Jahre an Testdaten, um
zu belegen, da ein Modell signikant besser ist als eine Zufallsprognose.
Bei Verk

aufen von Zeitungen oder anderen Wirtschaftsg

utern existieren dagegen oft Trends,
die regelm

aig wiederkehren. Man denke beispielweise an die Stromlastanforderung an einen
Stromversorger w

ahrend des Tages und der Jahreszeiten. Morgens steigt der Bedarf an Strom
stark an, geht dann w

ahrend der gew

ohnlichen Mittagspause zur

uck. Nach einer erneuten
Zunahme am Nachmittag und fr

uhen Abend f

allt die Lastanforderung in der Nacht auf ein
Minimum. Diese Grundtendenz ist

uberlagert von kurzfristigen Trends, beispielsweise einem
h

oheren Strombedarf bei nationalen Ereignissen im Fernsehen. In

ahnlicher Weise ndet man
Trends beim Verkauf von Zeitungen. In Feriengebieten gibt es typische Aufschwung- und
Abschwungphasen zu Beginn und am Ende der Saison. In den Grost

adten kann die Zeitreihe
eher gleichm

aig verlaufen. Etliche Faktoren beeinussen zus

atzlich das Verkaufsverhalten
jedes Einzelh

andlers, z.B. die Ver

anderung der Auslage oder die momentane Erreichbarkeit
der Verkaufsstelle aufgrund von Baustellen oder einer ge

anderten Verkehrsf

uhrung. Dadurch
entstehen kurzfristige Trends in der Zeitreihe.
Einige der hier betrachteten Zeitreihen sind so gleichm

aig, da die Prognoseaufgabe als
lineares Modell realisiert werden kann. Bei anderen dagegen erzielt man mit nicht-linearen
Verfahren einen deutlichen Zugewinn an Leistung. M

ochte man die optimale Leistung erzie-
len, dann mu man f

ur jeden Datensatz die Komplexit

at des Modells automatisch optimie-
ren. Das heit, das Verfahren mu erkennen, wann ein Problem eher linearer Natur ist und
die Zahl der versteckten Neuronen dann entsprechend reduzieren. Die evolutive Modellop-
timierung, wie sie in Kapitel 5 eingef

uhrt wurde, soll genau dies leisten.
Die Evaluation der Methoden ist f

ur diese Anwendung wesentlich einfacher als f

ur Finanz-
marktprognosen. Die Treerquoten bez

uglich einer Steigt/F

allt-Klassikation liegen zwi-
schen 60% und 70%. Weiterhin stehen viele Datens

atze f

ur viele verschiedene Gebiete zur
Verf

ugung. Diese groe Anzahl erlaubt es, signikante Leistungsunterschiede zu bestimmen.
7.1.2 Daten
Die Daten, die f

ur diese Studie zur Verf

ugung standen, stammen aus dem Verkaufsgebiet
'M

unster', einer mittelgroen Universit

atsstadt mit einer l

andlich gepr

agten Umgebung.
Insgesamt wurden Zeitreihen von 133 Verkaufsstellen verwendet und davon 50 zuf

allig aus-
gew

ahlt, um die Methoden zur Optimierung der neuronalen Netze zu vergleichen.
Eine wesentliche Aufgabe bei der Zeitreihenprognose besteht darin, die Aufgabe so zu for-
mulieren, da sie durch ein maschinelles Lernverfahren bew

altigt werden kann. Die Origi-
nalverk

aufe bilden in aller Regel keinen station

aren Proze. Abbildung 7.3 zeigt f

ur zwei
H

andler die Verkaufsdaten

uber sechs Jahre. Dabei sind deutlich Trends zu erkennen. F

ur
den H

andler Nr. 0117 (linke Seite) kann man sowohl f

ur die Mittwochsreihe als auch f

ur
die Samstagsreihe kurzfristige Trends bestimmen. Das Verkaufsverhalten von H

andler Nr.
1659 ist durch einen langfristigen Abw

artstrend gepr

agt, der am Samstag am Anfang sehr
stark ist und dann gleichm

aig abnehmend. Im Anhang sind alle relevanten Zeitreihen dieser
beiden H

andler abgebildet.
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Abbildung 7.3: Die Abbildung zeigt die absoluten Verkaufszahlen von Herbst 1992-1996 f

ur zwei Einzelh

andler
aus dem Gebiet 'M

unster' an zwei verschiedenen Wochentagen. H

andler-Nr. 1659 (rechte Spalte) zeigt einen
deutlichen langfristigen Trend. Ebenso ist das Verkaufsverhalten am Samstag sehr unterschiedlich zu den
Wochentagen. H

andler-Nr. 0117 hat einige kurzfristige Trends. a) Mittwoch; H

andler-Nr. 0117. b) Mittwoch;
H

andler-Nr. 1659. c) Samstag; H

andler-Nr. 0117. d) Samstag; H

andler-Nr. 1659.
Das Sch

atzen einer bedingten Wahrscheinlichkeit, wie es ein neuronales Netz leistet, setzt
aber voraus, da sich die zugrundeliegende Verteilung nicht

andert. In aller Regel geht
man deswegen zur Zeitreihe der Dierenzen erster Ordnung

uber. F

ur die Aufgabe gen

ugt
es, wenn man die Ver

anderung der Zeitreihe prognostizieren kann. Aus dem momentanen
Wert und der erwarteten Ver

anderung ergibt sich dann der Wert zum n

achsten Zeitpunkt.
Abbildung 7.4 zeigt die entsprechenden Dierenzenzeitreihen.
Die Dierenzen erster Ordnung bilden oensichtlich einen mittelwertstation

aren Proze.
F

ur diese Zeitreihe sollte es m

oglich sein, ein neuronales Modell auf Basis der Daten der
Vergangenheit zu trainieren. Im n

achsten Abschnitt werden die Fragen der Stationarit

at mit
statistischen Tests noch genauer untersucht.
In der Einf

uhrung zu diesem Kapitel wurde bereits erw

ahnt, da der Zielwert der Prognose
nicht die Ver

anderung zum n

achsten Verkaufstag ist, sondern die Abweichung von einem
gleitenden Durchschnitt. Der Ansatz des Axel Springer Verlages beruht weiterhin darauf,
da f

ur jeden Wochentag die zugeh

orige Zeitreihe aufbereitet und die entsprechende Kodie-
rung erstellt wird, dann aber die sechs Datens

atze zusammengenommen und ein einziges
neuronales Netz pro H

andler trainiert wird. Dieses Vorgehen hat sich in mehrj

ahriger Ent-
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Abbildung 7.4: Die Abbildung zeigt die Dierenzen der Verkaufszahlen von Herbst 1992-1996 f

ur zwei Ein-
zelh

andler aus dem Gebiet 'M

unster' an zwei verschiedenen Wochentagen. Die Dierenzen werden vom Ver-
kauf am Tag der aktuellen Woche zum Verkauf am gleichen Tag der n

achsten Woche berechnet. a) Mittwoch;
H

andler-Nr. 0117. b) Mittwoch; H

andler-Nr. 1659. c) Samstag; H

andler-Nr. 0117. d) Samstag; H

andler-Nr.
1659.
wicklungsarbeit empirisch als erfolgreich herausgestellt, auch wenn damit einige Probleme
verbunden sind. Am Ende des Kapitels werden diese skizziert und L

osungsm

oglichkeiten
vorgeschlagen. Andererseits k

onnen durch diese Form der Modellierung aber auch Syner-
gieeekte genutzt werden. Es steht auerhalb der Zielsetzung dieser Arbeit zu beurteilen,
welche Form der Modellierung f

ur diese Anwendung die geeignetste ist. Sie wird hier als
gegeben vorausgesetzt. Das Ziel ist es dann, f

ur diese Aufgabenstellung mit den hier ent-
wickelten Methoden eine Leistungssteigerung zu erreichen. Abbildung 7.5 zeigt die Zeitreihen
der Zielwerte, wie sie den neuronalen Netzen pr

asentiert werden. Abgebildet sind jeweils die
Trainingsdaten f

ur die obigen H

andler (Nr. 0117 und Nr. 1659) f

ur die Mittwochszeitreihe
und die Samstagszeitreihe.
Die Daten f

ur jede Wochentagszeitreihe werden standardisiert, d.h. der Mittelwert wird
abgezogen und durch die Standardabweichung geteilt. Diese Werte werden auf den Trai-
ningsdaten berechnet. Durch die Skalierung erhalten die sechs Zeitreihen ein einheitliches
Niveau. Trainiert wird dann pro H

andler nur ein Netz. Im Realbetrieb wird auf allen Daten
trainiert. Das heit, Kreuzvalidierung zur Modellauswahl ist nicht m

oglich. Daraus folgt,
da entweder die mittlere Leistung des Verfahrens sehr gut sein mu oder da ein Selekti-
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Abbildung 7.5: Die Abbildung zeigt die Zielwerte f

ur die neuronalen Netze auf dem Trainingszeitraum von
Herbst 1992-1995 f

ur zwei Einzelh

andler aus dem Gebiet 'M

unster' an zwei verschiedenen Wochentagen. Die
Zielwerte entsprechen der Dierenz des n

achsten bzw.

ubern

achsten Verkaufs zum gleitenden Durchschnitt

uber 11 Tage. a) Mittwoch; H

andler-Nr. 0117. b) Mittwoch; H

andler-Nr. 1659. c) Samstag; H

andler-Nr. 0117.
d) Samstag; H

andler-Nr. 1659.
onskriterium wie die Evidenz im Bayes'schen Ansatz verwendet wird, das es erlaubt, bessere
Modelle von schlechteren zu trennen. Das Training der Modelle wird nach einiger Zeit mit
den jeweils neuesten Daten wiederholt.
7.1.3 Prognose f

ur viele Verkaufszeitreihen
An den bisherigen Ausf

uhrungen wurde der ganz besonderen Charakter der hier behandelten
Aufgabenstellung deutlich: Es existieren viele Datens

atze f

ur verschiedenste Einzelh

andler,
wie z.B. Superm

arkte, Tankstellen, B

ackereien etc., von denen jeder eine eigene Charak-
teristik hat. Zudem unterscheiden sich noch ganze Regionen, je nachdem ob es sich um
eine Grostadt, ein l

andliches Gebiet oder eine Ferienregion handelt. Andererseits ist das
Kaufverhalten nicht v

ollig beliebig. Die Zeitreihen stimmen in gewissen Merkmalen

uberein.
Tats

achlich gibt es zum Teil starke Korrelationen zwischen verschiedenen Verkaufszeitreihen.
Im Abschnitt 7.5 werde ich darauf nochmals zur

uckkommen.
Die Schwierigkeit der Aufgabenstellung liegt unter anderem darin, da man einerseits eine
m

oglichst einheitliche Modellierung der verschiedenen Zeitreihen erreichen m

ochte, damit
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der Aufwand f

ur das Gesamtsystem niedrig bleibt. Dazu geh

ort auch, da das Training und
die Auswahl ohne Interaktion durch einen menschlichen Bediener abl

auft. Andererseits soll
nat

urlich die spezielle Charakteristik jedes Datensatzes erkannt werden.
Um eine m

oglichst einheitliche Modellierung zu erreichen, wird im Abschnitt 7.2 die R

uck-
w

artssuche dahingehend erweitert, da jeweils im zweiten Schritt die Korrelation bzw. der
Informationsgehalt auf allen Datens

atzen gleichzeitig berechnet und jeweils das betreende
Merkmal markiert wird. Das Merkmal, das am h

augsten markiert wurde, wird dann f

ur
alle Datens

atze entfernt. Daraufhin wird dann wieder der individuell g

unstigste Pruning-
Schritt berechnet. Der Gedanke dabei ist, da durch dieses Vorgehen Zuf

alligkeiten in den
Daten, die die Merkmalsauswahl bei einem individuellen Datensatz entscheidend bestim-
men, durch die Mittelung eliminiert werden. Nehmen wir zum Beispiel an, Merkmal 1 und
2 sind stark miteinander korreliert. Ist die Korrelation zur Ausgabe f

ur verschiedene H

and-
ler jetzt derart, da manchmal Nummer 1, manchmal aber auch Nummer 2 gel

oscht wird,
dann erhalten wir mit Sicherheit eine unterschiedliche Merkmalskombination f

ur die beiden
H

andler. Insbesondere deshalb, da sich das f

ur andere Merkmale fortsetzen kann. Die Unter-
scheidung ist aber nicht Ausdruck von ganz spezischen Eigenschaften eines Datensatzes,
sondern im wesentlichen durch Zuf

alligkeiten bestimmt, solange noch reichlich Merkmale
mit hoher Korrelation vorhanden sind.
In Kapitel 5 haben wir an einigen Beispielen gesehen, da die Anzahl der versteckten Neuro-
nen eine wichtige Rolle spielt. Trotz Regularisierung kann die Leistung bei unterschiedlicher
Gr

oe der versteckten Schicht deutlich schwanken. Im Abschnitt 7.3 werden wir an zwei
Beispielen sehen, da sich das f

ur die Prognose der Absatzzahlen ebenso verh

alt.
Bevor anschlieend die Optimierung des Eingabevektors betrachtet wird, gilt es noch, eine
Vorbedingung zu untersuchen. Diese betrit die Frage, ob die Zeitreihe

uberhaupt progno-
stizierbar ist. Dazu mu sichergestellt sein, da es sich um einen station

aren Proze handelt.
Im n

achsten Abschnitt wird das f

ur die vorliegenden Daten behandelt.
7.1.4 Statistische Tests
Im Rahmen des Projektes zur Vorhersage von Absatzzahlen wurden umfangreiche Untersu-
chungen mit statistischen Tests durchgef

uhrt. Die Ergebnisse, die im Kontext dieser Arbeit
von Bedeutung sind, werden im folgenden zusammengefat. Dies betraf unter anderem die
Frage,
 ob die Zeitreihen zuf

allig oder vorhersagbar sind,
 in welcher Form die Zeitreihen station

ar sind,
 ob das Training der sechs einzelnen Zeitreihen jedes H

andlers in
einem Netz Probleme verursacht.
Um auf Zuf

alligkeit der Zeitreihe zu testen, wurde ein Iterationstest durchgef

uhrt (B

uning
& Trenkler, 1994). Der Test ist im Anhang beschrieben (Kapitel A.1.3). Die Grundidee des
Tests ist die folgende: Man teilt die Daten in zwei Klassen ein ('Steigt'/'F

allt') und betrachtet
f

ur die Zeitreihe die Anzahl an

Uberg

angen von 'Steigt' auf 'F

allt' und umgekehrt. Zuwenig
oder zuviele Spr

unge zeigen an, da die Bewegungen nicht zuf

allig sind. Die Nullhypothese
H
0
, da die Folge der Beobachtungen an 'Steigt'/'F

allt' zuf

allig ist, wird dann abgelehnt.
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Abbildung 7.6: Ergebnisse des Iterationstests auf Zuf

alligkeit. Getestet wurde, ob die Reihenfolge der Auf-
und Abbewegung der Zeitreihen einer zuf

alligen Bewegung entsprechen. Die Nullhypothese ist, da die Be-
wegungen zuf

allig sind. Berechnet wurde jeweils die Dierenz zwischen Pr

ufgr

oe und Schwelle. (a) Ite-
rationstest f

ur jede der sechs Dierenzen-Zeitreihen eines H

andlers. Abgebildet ist f

ur jeden H

andler der
Mittelwert und die Standardabweichung der Dierenz. Auer f

ur eine einzelne Zeitreihe wird der Test durch-
gehend abgelehnt, d.h. alle Zeitreihen der absoluten Dierenzen enthalten eine Struktur. (b) Iterationstest
f

ur die Trainingsdaten, wie sie den neuronalen Netzen zur Verf

ugung stehen. F

ur jeden H

andler existiert
hier nur eine Zeitreihe. Abgebildet ist die Dierenz zwischen Pr

ufgr

oe und Schwelle. F

ur etwa ein Viertel
der Datens

atze wird die Nullhypothese angenommen. Das heit, sie haben keine Struktur, die mit dem Test
erkennbar w

are.
Der Test berechnet eine Pr

ufgr

oe, die asymptotisch normalverteilt ist. H
0
wird abgelehnt,
wenn der Betrag der Pr

ufgr

oe den zugeh

origen Wert der Inversen der Normalverteilung

uberschreitet. Abbildung 7.6 zeigt die Ergebnisse des Iterationstests f

ur die Dierenzen-
Zeitreihen (linkes Bild) und die Trainingsdaten, wie sie dem Netz pr

asentiert werden. Die
absoluten Dierenzen folgen gem

a dem Test keinem Zufallsschema. H
0
wird durchweg ab-
gelehnt. F

ur die Zielwerte, wie sie dem Netz pr

asentiert werden, ist das Ergebnis etwas
schw

acher. Die Dierenzen zum gleitenden Durchschnitt sind oenbar schwieriger vorher-
zusagen. Der Test wird in etwa einem Viertel aller F

alle angenommen. Das heit, es ist mit
dem Test keine Struktur in den Daten nachzuweisen.
Der zweite wichtige Test, der durchgef

uhrt wurde, betraf die Stationarit

at der Zeitreihen.
Hierzu wurde mit dem Kolmogorow-Smirnow-Test (KS-Test) auf Gleichheit der Verteilung
gepr

uft. Die genaue Beschreibung des Tests ndet sich ebenfalls im Anhang (Kapitel A.1.4).
Sollten sich die Trainings- und Testdaten unterscheiden, kann man die Zeitreihe als nicht-
station

ar betrachten.
F

ur den KS-Test nimmt man an, da die Stichprobenvariablen unabh

angig sind und stetige
Verteilungsfunktionen F bzw. G haben. Die Nullhypothese ist, da F (z) = G(z) gilt, f

ur
alle z 2 R. Die Pr

ufgr

oe des KS-Tests bestimmt sich aus den Dierenzen der empirischen
Verteilungsfunktionen, K
m;n
= max
z
jF
m
(z) G
n
(z)j, mit
F
m
(z) =
8
>
>
<
>
>
:
0 : z < x
(1)
i=m : x
(i)
 z < x
(i+1)
; i = 1; ::;m   1
0 : z  x
(m)
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und G
n
(z) entsprechend. H
0
wird abgelehnt, wenn f

ur die Pr

ufgr

oe K
m;n
der tabellierte
Schwellwert k
1 
zum Signikanzniveau 

uberschritten wird. Weiterhin berechnet der KS-
Test auf Basis der Pr

ufgr

oe noch eine Wahrscheinlichkeit - den sogenannten p-Wert - daf

ur,
da die Verteilungen gleich sind. Bei kleinen Werten f

ur die Wahrscheinlichkeit wird der
Test abgelehnt. Der p-Wert ist wesentlich informativer als die bloe Aussage, ob der Test
abgelehnt wird oder nicht (B

uning & Trenkler, 1994). Abbildung 7.7 bewertet die Zeitreihen
mittels dieser Wahrscheinlichkeit.
F

ur die absoluten Dierenzen wird der Test nur selten abgelehnt, d.h. man kann diese als
station

ar betrachten. Der

uber die sechs Zeitreihen jedes H

andlers gemittelte p-Wert liegt
f

ur alle H

andler deutlich

uber dem kritischen Wert, der zu 0:1 gew

ahlt wurde (Abbildung
7.7a).
F

ur die tats

achliche Prognoseaufgabe des neuronalen Netzes, die Dierenz zum gleitenden
Durchschnitt zu sch

atzen, ist die Lage etwas ung

unstiger. Berechnet man den p-Wert auf
der ersten Ausgabe der Trainings- und Testmenge, dann wird der Test f

ur 22 Datens

atze
abgelehnt. Die zweite Ausgabe liefert dasselbe Ergebnis, da sie nur zeitverschoben ist.
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Abbildung 7.7: Ergebnisse des Kolmogorow-Smirnow-Test auf Gleichheit der Verteilungen bez

uglich der
Trainings- und Testdaten. Aufgetragen ist jeweils der p-Wert, den der KS-Test berechnet. Die H

andler sind
der besseren

Ubersicht wegen sortiert nach der Gr

oe des p-Wertes bzw. dessen Mittelwert angeordnet. (a)
Zeitreihen der absoluten Dierenzen. Der KS-Test wurde auf den sechs Dierenzen-Zeitreihen jedes H

andlers
berechnet. Aufgetragen ist der mittlere p-Wert und der Min-Max Bereich. Der Test wird fast ausnahmslos
angenommen. (b) Dierenzen zum gleitenden Durchschnitt. Berechnet wurde der p-Wert auf der ersten
Ausgabe von Trainings- und Testmenge. Der Test wird f

ur 22 Datens

atze abgelehnt.
F

ur die nicht-station

aren Zeitreihen bleibt die Mittelwertstationarit

at im allgemeinen erhal-
ten, da die Dierenzen weiter um den Nullpunkt schwanken. Das gilt allerdings nicht f

ur die
Varianzstationarit

at. Sinkt die Varianz, dann ist das f

ur die Prognose keine Schwierigkeit.
Steigt sie dagegen, dann wird der Bereich verlassen, in dem Daten f

ur das Training vorhan-
den waren. Das heit, das neuronale Netz m

ute extrapolieren. Auf die Prognose ist damit
wenig Verla. Um zu

uberpr

ufen, ob die Varianz steigt, wurde der F-Test auf Gleichheit
zweier Varianzen verwendet (siehe Kapitel A.1.2).
Insgesamt bleibt festzuhalten, da die Ver

anderungen in den Verk

aufen einen prognosti-
zierbaren, station

aren Proze bilden. Mit einer leichten Einschr

ankung gilt das auch f

ur
die Zeitreihe, die die eigentliche Zielgr

oe f

ur das neuronale Netz bildet. Damit sollte sich
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durch die Fehlerkorrektur, die gelernt werden soll, eine erkennbare Leistungssteigerung ge-
gen

uber der Prognose mittels des gleitenden Durchschnitts ergeben. Da die Ausgabedaten
standardisiert sind, d.h. Mittelwert 0 und Varianz 1 besitzen, hat der gleitende Durchschnitt
einen mittleren Fehler von 1. Eine erfolgreiche Prognose mu also im Durchschnitt

uber alle
H

andler signikant darunter liegen.
Zum Vergleich der verschiedenen Methoden werden sp

ater nur die station

aren Zeitreihen
herangezogen. In Abschnitt 7.5 wird gezeigt, da die Nicht-Stationarit

at mit einem extrem
groen Generalisierungsfehler, d.h. gr

oer als die einfache Prognose mittels des gleitenden
Durchschnitts, verbunden ist. Dies ist unabh

angig davon, ob das zugrundeliegende Modell
linear oder nicht-linear ist, nur da der Fehler im nicht-linearen Fall in der Regel gr

oer
ausf

allt und damit der Vergleich auf den prognostizierbaren Zeitreihen verzerrt wird.
7.2 Optimierung der Eingabestruktur
Die vom Axel Springer Verlag entwickelte Kodierung hatte urspr

unglich 47 Merkmale, von
denen nach einer visuellen Untersuchung 8 Merkmale vorab entfernt wurden. Hierzu wurden
die Merkmale

uber der Zeit sowie gegen die Ausgabe aufgetragen. Bei den Merkmalen 7,8
und 9 handelt es sich um saisonale Indikatoren, die in dem l

andlichen Gebiet keine Rolle
spielen. Die Merkmale 30 bis 34 besaen einige visuell au

allige Unregelm

aigkeiten. Dar-
aufhin wurde der Infomationsgehalt dieser Eingaben bez

uglich der Ausgabe berechnet. Da
dieser sehr gering ausel, wurde der Eingabevektor um diese 5 Merkmale reduziert. Dies war
notwendig, da die Korrelation dieser Merkmale mit anderen sehr gering war. In der ersten
Stufe, der Korrelationsanalyse, w

aren sie demnach nicht entfernt worden. Die visuelle Kon-
trolle ist ein wichtiges Hilfsmittel, um Merkmale zu pr

ufen. Silverman gibt die Empfehlung,
da man sich nie ausschlielich auf die Ergebnisse statistischer Verfahren verlassen sollte
(Ramsay & Silverman, 1997). Der weiterhin zu untersuchende Eingabevektor hatte dann
noch 39 Komponenten.
Im folgenden werden die beiden Verfahren aus Kapitel 5 { R

uckw

artssuche basierend auf
Korrelationen bzw. auf dem Informationsgehalt { auf die gegebenen Daten angewendet.
Dabei wird die Modifkation, die weiter oben beschrieben wurde, verwendet. Durch die Mit-
telung

uber viele Datens

atze soll das Ziel erreicht werden, eine einheitliche, kompakte Ko-
dierung zu nden. Wenn im folgenden von Korrelation oder Informationsgehalt gesprochen
wird, dann ist damit immer die Mittelung

uber alle Datens

atze gemeint.
Die Korrelation der Merkmale mit der ersten Ausgabe
3
ist in Abbildung 7.8a gezeigt. Man
erkennt, da einige Merkmale eine deutliche lineare Beziehung zur Ausgabe besitzen. Dar-
aus folgt auch, da die Zeitreihen prinzipiell vorhersagbar sind, ansonsten k

onnte keine
Beziehung mit einem linearen Anteil bestehen. Acht Merkmale haben eine (betragsm

aige)
Korrelation zwischen 0:2 und 0:3. Wendet man nun die R

uckw

artssuche basierend auf dem
KorrelationskoeÆzienten an, dann zeigt sich, da man 24 Merkmale entfernen kann, bis die
maximale Korrelation zweier Merkmale unter 0:65 f

allt (Abbildung 7.8b). Auch im weiteren
Verlauf nimmt die maximale Korrelation nur langsam ab, bis der Eingabevektor nur noch
9 Komponenten hat. Das ist umso erstaunlicher, da es sich hier um einen Mittelwert

uber
3
F

ur die zweite Ausgabe ergibt sich ein

ahnliches Bild, auf das hier verzichtet werden kann.
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viele Datens

atze handelt. Damit l

at sich der Eingabevektor drastisch verkleinern. F

ur die
weiteren Untersuchungen wurden noch 15 Merkmale verwendet.
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Abbildung 7.8: Ergebnisse der Korrelationsanalysen. 39 von insgesamt 47 Merkmalen wurden betrachtet. 8
Merkmale wurden vorab entfernt. (a) Gemittelte Korrelation (X
i
; Y ) zwischen den einzelnen Merkmalen
X
i
und der Ausgabe Y f

ur die Prognose der Verkaufszahlen. Die Korrelation jedes Merkmals wurde f

ur jeden
Datensatz bestimmt und dann

uber alle gemittelt. (b) Ergebnisse der R

uckw

artssuche basierend auf dem
KorrelationskoeÆzienten. Die Korrelationen wurden

uber alle Datens

atze gemittelt und in jedem Schritt das
Paar bestimmt, das bez

uglich der gemittelten Korrelationsmatrix den maximalen Wert hat. Wenn noch 15
Merkmale vorhanden sind, liegt die maximale Korrelation zweier Merkmale noch

uber 0:6.
Abbildung 7.9a zeigt den Informationsgehalt der einzelnen Merkmale

uber die Ausgabe.
Der Wert des Mutual Information betr

agt f

ur alle Merkmale zwischen 0:2 und 0:3. Die
Unterschiede zwischen den Merkmalen sind weniger stark ausgepr

agt als bei Verwendung des
KorrelationskoeÆzienten, d.h. die Merkmale stehen auch in einer nicht-linearen Beziehung
zur Ausgabe. Betrachtet man die R

uckw

artssuche mit Mutual Information (Abbildung 7.9b),
dann gleicht das langsame Absinken der Kurve dem Verlauf bei der Krebs-Klassikation
(Abbildung 5.9) und dem Add10-Regressionsproblem (Abbildung 5.11). In beiden F

allen
konnte man auf Merkmale verzichten. Das langsame Absinken ist f

ur diese Anwendung umso
aussagekr

aftiger, da es sich um einen Mittelwert

uber viele Datens

atze handelt. Auch in
diesem Fall wird die Eingabe auf 10 Merkmale reduziert, d.h. f

unf weitere Eingabeneuronen
werden entfernt.
F

ur die beiden Merkmalsvektoren mit 47 und mit 10 Komponenten wurden sowohl das linea-
re Modell, das Lernen mit Weight Decay und das Bayes'sche Lernen miteinander verglichen.
F

ur die letzten beiden wurden jeweils 50 Gewichtsinitialisierungen trainiert. Der Weight De-
cay wurde auf einigen Datens

atzen jeweils optimal eingestellt und dann gemittelt und f

ur
alle Datens

atze verwendet. Die zugrundeliegende Topologie hatte 4 versteckte Neuronen.
Mit dieser Topologie wird im Realbetrieb bisher noch gearbeitet.
Abbildung 7.10 zeigt, da es f

ur das gegebene Problem sehr schwer ist, f

ur viele Datens

atze
mit einer festen Topologie f

ur alle H

andler gleichzeitig gute Ergebnisse zu erreichen. Die
Prognosen k

onnen gegen

uber dem linearen Modell zwar deutlich besser werden, aber auch
schlechter. Das deutet darauf hin, da man neben der Optimierung der Gewichtung des Re-
gularisierungsterms auch die Zahl der versteckten Neuronen und die Merkmalskombination
betrachten mu. Im n

achsten Abschnitt wird dieser Aspekt an zwei ausgew

ahlten Zeitrei-
hen verdeutlicht. Betrachtet man den mittleren Fehler, dann zeigt sich weiterhin, da sich
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Abbildung 7.9: Untersuchung des Informationsgehaltes. (a) Gemittelter Informationsgehalt I(X
i
; Y ) zwi-
schen den einzelnen Merkmalen X
i
und der Ausgabe Y f

ur die Prognose der Verkaufszahlen. Der Informati-
onsgehalt f

ur jedes Merkmal wurde f

ur jeden Datensatz bestimmt und dann

uber alle gemittelt. Es wurden
nur die 15 Merkmale betrachtet, die nach der Korrelationsanalyse noch verblieben sind. (b) Ergebnisse der
R

uckw

artssuche basierend auf Mutual Information. Um einen Pruning-Schritt auszuf

uhren, wird zuerst f

ur
alle Datens

atze das Merkmal berechnet, das weggelassen werden kann. Dann wird dasjenige bestimmt, da
am h

augsten ausgew

ahlt wurde und bei allen Datens

atzen entfernt. Der angegebene Wert ist das Mutual
Information des verbleibenden Eingabevektors gemittelt

uber alle Datens

atze.
der Einsatz der m

achtigeren Verfahren nur lohnt, wenn man viele Modelle trainiert. Nur in
diesem Fall kann das Evidenz-Kriterium wirklich genutzt werden. Trainiert man nur wenige
Netze pro H

andler, dann ist es bei der gegebenen Aufgabenstellung g

unstiger, ein lineares
Modell zu verwenden.
Abbildung 7.10: Die Abbildung zeigt Er-
gebnisse f

ur die Prognose der Absatz-
zahlen f

ur den 47-dimensionalen und den
10-dimensionalen Eingabevektor. In beiden
F

allen wird die Leistung des linearen Modells
mit dem Training mitWeight Decay sowie dem
Bayes'schen Lernen f

ur ein Netz mit 4 ver-
steckten Neuronen verglichen. Das ist die To-
pologie, wie sie im Moment im realen Einsatz
verwendet wird. F

ur jeden Datensatz wurden
50 Netze trainiert. Angegeben ist der Mittel-
wert (

uber alle H

andler) des minimalen, mitt-
leren und maximalen Fehlers. Der mittlere
Fehler gibt an, mit welcher Leistung man rech-
nen kann, wenn man Netze trainiert und das
oft wiederholt. Das entspricht dem bisherigen
Anwendungsfall, wenn die Topologie fest vor-
gegeben ist.
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F

ur die eben vorgestellten Experimente war die Topologie f

ur alle H

andler einheitlich vor-
gegeben. Die Beispiele in Kapitel 5 zeigten, da f

ur jeden Datensatz die optimale Zahl an
versteckten Neuronen unterschiedlich sein kann. Den vollen Nutzen aus der Bayes'schen
Methode wird man f

ur die gegebene Anwendung nur ziehen k

onnen, wenn die Optimierung
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der Zahl der versteckten Neuronen und der Merkmale ebenso betrachtet wird. Im n

achsten
Abschnitt wird dazu das Konzept der evolutiven Optimierung angewendet, nachdem an zwei
Beispielen demonstriert wurde, da dieser Weg erfolgversprechend ist.
7.3 Optimierung der Evidenz
Die Abh

angigkeit der G

ute des Modells von der Zahl der versteckten Neuronen und der
Merkmale erfordert f

ur diese Anwendung einen Ansatz, der automatisch eine m

oglichst op-
timale L

osung bestimmt. Es ist v

ollig unm

oglich, diese f

ur jeden Datensatz gesondert zu
optimieren. Die evolutive Optimierung, wie sie in Kapitel 5 vorgestellt wurde, ist gerade f

ur
diese Art der Problemstellung hervorragend geeignet. An zwei Zeitreihen soll exemplarisch
gezeigt werden, da die Methode erfolgreich eingesetzt werden kann. Dazu wird das Er-
gebnis von 10 Versuchen der evolutiven Optimierung wieder zur empirischen Abh

angigkeit
in Relation gesetzt. F

ur den realen Anwendungsfall wird dann nur noch ein Versuch pro
H

andler durchgef

uhrt. Fr

uher hatten wir bereits gesehen, da die evolutive Optimierung
die Varianz der L

osungen deutlich reduziert. Das heit, die Gefahr, da man ein schlechtes
Modell ausw

ahlt, ist deutlich geringer. Daher sollte sich im Mittel

uber viele Zeitreihen die
Leistungssteigerung durch die Optimierung der Evidenz bemerkbar machen.
Abbildung 7.11 zeigt f

ur zwei Datens

atze (H

andler Nr. 0117 und Nr. 1659) die empirische
Abh

angigkeit der Evidenz bzw. des Testfehlers von der Zahl der versteckten Neuronen. F

ur
jede Topologie auer der linearen wurden 50 Netze trainiert, 750 Netze insgesamt.
Im ersten Fall (Abbildungen 7.11a und c) ergibt sich ein Maximum der Evidenz bei Ver-
wendung von zehn Neuronen. Die mittlere Evidenz sinkt

uber den ganzen Bereich deutlich
ab. Auerdem nimmt mit zunehmender Komplexit

at die Varianz ebenfalls zu. Das heit, es
treten auch viele schlechte Modelle auf. Der Testfehler erreicht ein Minimum bei zehn Neuro-
nen. Das lineare Modell liegt aber nur 2% dar

uber. Man kann bei diesem Datensatz also von
einem nahezu linearen Zusammenhang ausgehen. Die Korrelation von Evidenz und Testfeh-
ler

uber alle 750 Netze betr

agt  0:57. Die Kreuze markieren das Ergebnis der evolutiven
Optimierung aus 10 Versuchen. Alle Netze gruppieren sich in der N

ahe des Maximums der
Evidenz. Der mittlere Testfehler dieser 10 Netze betr

agt 0:943 bei einem Min-Max Bereich
von [0:935; 0:967]. Damit liegt die Leistung der Netze nicht wesentlich

uber dem linearen
Modell, das anscheinend schon nahezu optimal ist.
F

ur den anderen H

andler ergibt sich ein deutlicherer Unterschied. Hier liegt das Maximum
der Evidenz bei drei Neuronen und der minimale Testfehler bei 7 bis 12 Neuronen. Der
mittlere Testfehler sinkt zuerst deutlich ab, bleibt dann relativ konstant und steigt schlielich
wieder an. Die besten nicht-linearen Modelle haben einen um etwa 20% kleineren Fehler als
das lineare Modell. Die Korrelation von Evidenz und Testfehler

uber alle 750 Netze betr

agt
 0:60. Die evolutiv optimierten Netze gruppieren sich vor allem bei drei und vier Neuronen.
Sie erreichen einen mittleren Testfehler von 0:50 bei einem Min-Max Bereich von [0:47; 055].
Damit sind alle Netze besser als das lineare Modell, im Mittel um 10%.
Nach dieser erfolgversprechenden Voruntersuchung wurde f

ur jeden der 43 station

aren Da-
tens

atze (von den 50 ausgew

ahlten) die evolutive Optimierung ein einziges Mal angewendet.
Im realen Betrieb hat man keine M

oglichkeit, ein Ergebnis auszuw

ahlen, da auf allen Daten
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Abbildung 7.11: Die Abbildung zeigt die empirische Abh

angigkeit der Evidenz bzw. des Testfehlers von der
Zahl an versteckten Neuronen f

ur den Datensatz der H

andlers Nr. 0117 und Nr. 1659. Um den Zusammenhang
zu ermitteln, wurden pro Topologie 50 Netze, insgesamt also 750 Netze, trainiert. Die Kreuze geben die
Ergebnisse f

ur jeweils 10 Versuche der evolutiven Optimierung wieder. Die Netze gruppieren sich wieder
sehr sch

on im Bereich der maximalen Evidenz. a) Mittlere, minimale und maximale Evidenz f

ur H

andler
Nr. 0117. Die maximale Evidenz wird f

ur ein Netz mit zehn Neuronen erreicht. Die mittlere Evidenz sinkt
zuerst kontinuierlich ab und erreicht dann einen Minimalwert. b) Bereich der mittleren und maximalen
Evidenz f

ur H

andler Nr. 1659. Die maximal Evidenz wird hier f

ur ein Netz mit 5 Neuronen erreicht. Die
mittlere Evidenz sinkt ebenso kontinuierlich. c) Mittlerer, minimaler und maximaler Testfehler f

ur H

andler
Nr. 0117. Der mittlere Testfehler steigt kontinuierlich an. Der minimale Fehler wird von einem Netz mit zehn
Neuronen erreicht. Die Korrelation von Evidenz und Testfehler betr

agt

uber alle Netze  0:57. Das beste
nicht-lineare Netz liegt nur um 2% unter dem Fehler des linearen Modells. F

ur Nr. 0117 ergibt sich insgesamt
ein eher linearer Zusammenhang. d) Mittlerer, minimaler und maximaler Testfehler f

ur H

andler Nr. 1659.
Der mittlere Testfehler f

allt hier bis zu einer Anzahl von 3 Neuronen. Der minimale Fehler wird von einem
Netz mit 7 bzw. 12 Neuronen erreicht. Die Korrelation von Evidenz und Testfehler betr

agt

uber alle Netze
 0:60. Dieser H

andler zeigt einen deutlichen nicht-linearen Anteil. Das beste nicht-lineare Modell hat einen
um 20% geringeren Fehler als das lineare Modell.
trainiert wird. Es ist also wichtig, da bei einer einmaligen Durchf

uhrung im Mittel

uber
alle H

andler ein besseres Ergebnis erreicht wird.
Abbildung 7.12 zeigt, da in einigen F

allen die lineare L

osung deutlich verbessert, f

ur andere
der Testfehler aber gr

oer wird. Der mittlere Fehler liegt mit 0:838 signikant unter dem
der linearen Modelle (0:840). Um auf Signikanz zu testen, wurde gepr

uft ob die Verteilung
der Dierenz der Fehler f

ur die einzelnen H

andler Mittelwert 0 hat oder nicht. Diese Vor-
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Abbildung 7.12: Die Abbildung ver-
gleicht die durchschnittliche Leistung
der linearen Netze mit den evolutiv
optimierten Modellen f

ur die 43 sta-
tion

aren der 50 zuf

allig ausgew

ahlten
Datens

atze. Ausschl

age nach oben zei-
gen einen Vorteil f

ur das evolutiv opti-
mierte Modell an, nach unten entspre-
chend f

ur das lineare. Der durchschnitt-
liche Fehler der evolutiv optimierten
Netze betr

agt 0:838 und liegt leicht un-
ter dem Wert f

ur die linearen Modelle
(0:840).
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gehensweise wurde gew

ahlt, da die Prognosefehler eine hohe Varianz aufweisen. Das heit,
es gibt H

andler mit kleinem und solche mit sehr groem Fehler (vgl. dazu auch Abbildung
7.16b). Es macht keinen Sinn, den t-Test auf den Mittelwerten dieser Fehler auszurechnen,
da die entscheidende Frage ist, ob die Ver

anderungen f

ur jeden H

andler signikant sind. Die
Dierenzen wie in Abbildung 7.14 geben diese wieder.
Das schlechtere Abschneiden in einigen wenigen F

allen ist nicht dadurch bedingt, da die
bessere L

osung nicht gefunden werden k

onnte. Vielmehr ist am Ende der Evolution in der
Population eine ganze Auswahl an konkurrierenden L

osungen vorhanden, die eine

ahnliche
Evidenz, aber einen unterschiedlichen Testfehler haben. In Kapitel 5 zeigte das Beispiel
des Sinus-Regressionsproblems bei st

arkerem Rauschen ein

ahnliches Verhalten. In Kapitel
6.2 wurde gezeigt, da durch Verwendung eines Komitees von Netzen der Fehler deutlich
reduziert werden kann. Diese Technik wird im n

achsten Abschnitt auf die Prognose von
Absatzzahlen angewendet.
7.4 Prognose mit Komitees von neuronalen Netzen
Die evolutive Optimierung erreichte f

ur einige Zeitreihen einen deutlich geringeren Fehler
als die linearen Modelle. Erhot h

atte man sich, da in jedem Fall das Optimum gefunden
wird, ob linear oder nicht-linear. Die Komiteebildung sollte hier weiterhelfen, da es, wie in
Abbildung 7.11 f

ur die zwei Beispiele ersichtlich war, oenbar mehrere Maxima der Evidenz
gibt, die gefunden werden k

onnen.
Die Suchen nach unabh

angigen Modellen mit hoher Evidenz wird wieder am Beispiel der
beiden H

andler Nr. 0117 und Nr. 1659 demonstriert. Die Parameter der Evolution wurden
genauso eingestellt wie f

ur das Sinus-Regressionsproblem aus Kapitel 6. Es ist weder n

otig
noch m

oglich, diese speziell an die Anwendung anzupassen. Abbildung 7.13 zeigt f

ur die
beiden Datens

atze die Entwicklung des Komitees w

ahrend der Evolution. Aufgetragen sind
die Fehler der einzelnen Komiteemitglieder und der Komiteefehler

uber die Generationen.
Man kann sehr sch

on erkennen, wie sich mehrere Netze mit unterschiedlichem Testfehler
etablieren. Diese entsprechen gerade wieder Bereichen hoher Evidenz - eine Situation, die
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am Beispiel des Sinus-Regressionsproblems bereits ausf

uhrlich untersucht wurde. F

ur beide
H

andler l

at sich der Fehler gegen

uber dem linearen Modell deutlich reduzieren. Im ersten
Fall gilt das auch bez

uglich der Leistung der evolutiven Optimierung. Man kann also hof-
fen, da die Komiteebildung aus unabh

angigen Netzen durch die Integration

uber mehrere
m

ogliche Erkl

arungen eines Datensatzes im Mittel signikant besser abschneidet.
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Abbildung 7.13: Verlauf der Evolution unabh

angiger Netze f

ur die beiden H

andler Nr. 0117 und Nr. 1659. Die
Kreuze geben jeweils die individuellen Fehler der Komiteemitglieder und die Linie den Komiteefehler wieder.
(a) F

ur Nr. 0117 pendelt sich der Komiteefehler ab der 8. Generation deutlich unter dem der einzelnen
Netze ein. Die Verbesserung gegen

uber dem linearen Modell betr

agt ca. 4:4%. (b) F

ur Nr. 1659 erreicht der
Komiteefehler schnell ein niedriges Niveau, das etwa dem Wert des besten individuellen Komiteemitgliedes
entspricht. Die Verbesserung gegen

uber dem linearen Modell betr

agt hier ca. 10%.
F

ur die 43 Zeitreihen wurde jeweils ein Komitee durch das integrierte Verfahren bestimmt.
Die Parametereinstellungen waren f

ur alle Datens

atze bis auf eine Ausnahme identisch. Die
sortierte Liste f

ur die bevorzugte L

oschung von Merkmalen wurde f

ur jeden H

andler in-
dividuell berechnet. Abbildung 7.14 zeigt die Ergebnisse der Komiteebildung im direkten
Vergleich f

ur alle 43 Datens

atze mit dem linearen Ansatz (linke Abbildung) und der evolu-
tiven Modelloptimierung.
Die Verbesserung gegen

uber dem linearen Modell ist in 4 F

allen gr

oer als 0:04 und in 7
F

allen gr

oer als 0:02. In zwei F

allen gibt es eine Verschlechterung dieser Gr

oenordnung.
Gegen

uber der evolutiven Modelloptimerung gibt es zwei deutliche Verbesserungen und eine
deutliche Verschlechterung. Eine Verbesserung um mindestens 0:02 tritt neunmal auf, eine
Verschlechterung f

unfmal. Die mittlere Leistung der unabh

angigen Komitees ist im Vergleich
zu den evolutiv optimierten und den linearen Modellen signikant besser.
Abbildung 7.15 zeigt den mittleren Fehler

uber alle 43 Datens

atze f

ur verschiedene Opti-
mierungsverfahren und Methoden zur Komiteebildung. Um die Ergebnisse f

ur Boosting und
Bagging besser einsch

atzen zu k

onnen, wurden neben der bisher verwendeten Topologie auch
lineare Modelle zugrunde gelegt. F

ur diese schnitten die Verfahren deutlich besser ab. Trotz-
dem verschlechtert Boosting den Fehler signikant. Hier zeigt sich ganz deutlich, da das
Verfahren f

ur Daten mit hohem Rauschanteil nicht geeignet ist (vgl. dazu auch (R

atsch
et al., 1998)). Liegt ein nicht-lineares Modell zugrunde, dann nimmt der Overtting-Eekt
deutlich zu. Die evolutive Modelloptimierung und Bagging auf Basis linearer Modelle redu-
zieren den Fehler signikant gegen

uber dem linearen Modell. F

ur den Vergleich der Komi-
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Abbildung 7.14: Vergleich der Prognoseleistung des Komitees mit dem linearen Modell und der evolutiven
Modelloptimierung. F

ur jeden der 43 Datens

atze wurde ein Modell mit jeder Methode generiert. Die Impulse
nach oben zeigen einen Vorteil f

ur das Komitee an, im anderen Fall einen Vorteil f

ur die andere Metho-
de. F

ur beide Vergleiche ist der Mittelwert der Dierenzen signikant gr

oer als Null (t-Test bei Schwelle
t
0:95;40
= 1:68) und damit die Komiteebildung g

unstiger. (a) Vergleich mit den linearen Modellen. Die Komi-
teebildung bringt in 7 F

allen eine klare Verbesserung (Dierenz > 0:02), in zweien eine Verschlechterung. F

ur
4 Datens

atze liegt die Dierenz zugunsten des Komitees

uber > 0:04. Ansonsten liegen die Fehler etwa gleich.
(b) Vergleich mit der evolutiven Modelloptimierung. F

ur 9 Datens

atze wird wieder eine klare Verbesserung
erreicht, w

ahrend es aber auch f

ur 5 eine Verschlechterung gibt.
teebildung mit allen anderen Verfahren ist der Mittelwert der Dierenzen immer signikant
gr

oer als 0. Damit wurde auch f

ur dieses schwierige Optimierungsproblem eine deutliche
Leistungssteigerung realisiert.
Abbildung 7.15: Die Abbildung zeigt Ergebnisse
f

ur die Prognose der Absatzzahlen f

ur die ver-
schiedenen Varianten der Komiteebildung bzw.
Modelloptimierung. Im Unterschied zu Abbil-
dung 7.10 sind hier nur die station

aren Da-
tens

atze ber

ucksichtigt. Bagging und Boosting
wurden f

ur lineare Modelle und f

ur ein Netz mit
4 versteckten Neuronen verglichen, wie es im
Moment im realen Einsatz verwendet wird. Die
meisten Zeitreihen haben einen linearen Zusam-
menhang. Aus diesem Grund ist es sehr schwer,
den Mittelwert aller linearen Netze zu unterbie-
ten. Die Verbesserung durch die unabh

angigen
Komitees ist nach dem t-Test signikant. F

ur die
evolutive Optimierung und Bagging mit linearen
Modellen liegt der Wert knapp

uber der Schwelle
(siehe dazu auch Text). Das Boosting-Verfahren
schneidet signikant schlechter ab. Dies ist auf
den hohen Rauschanteil in den Daten zur

uck-
zuf

uhren, der durch Boosting nicht richtig mo-
delliert wird.
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Die Verbessserung durch Einbeziehung der Kondenzwerte betr

agt knapp 0:2% bezogen
auf den mittleren Fehler. Berechnet man wieder den t-Test daf

ur, ob der Mittelwert der
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Dierenzen gr

oer als 0 ist, dann wird dieser knapp abgelehnt (1:53 bei einer Schwelle
t
0:95;40
= 1:68). Aufgrund des Rauschens und der dadurch implizierten Unsicherheit

uber
die Ausgabe h

atte man hoen k

onnen, da der Zugewinn deutlicher ausf

allt. In Kapitel 6.3
wurde am Beispiel des Sinus-Regressionsproblems gezeigt, da die Verbesserung der evolutiv
gefundenen Komiteemitglieder schwierig war, da diese den erzeugenden Proze bereits sehr
sch

on approximierten. Ob dies f

ur diese Aufgabe der Fall ist, l

at sich nicht pr

ufen, w

are
aber erstmal zu bezweifeln. Ein weiterer m

oglicher Grund daf

ur, da die Verbesserung gering
ausf

allt, liegt darin, da bei dieser Aufgabenstellung der gr

ote Anteil der Prognoseaufgabe
bereits durch den speziellen, gleitenden Durchschnitt geleistet wird, zu dem das neuronale
Netz nur eine Fehlerkorrektur berechnet. F

ur die Verwendung der Kondenzwerte ist es
vielversprechend, dem Netz die ganze Aufgabe zu

ubertragen, d.h. die absoluten Dieren-
zen vorherzusagen. In diesem Fall darf man erwarten, da die berechneten Kondenzwerte
wesentlich besser mit dem Fehler korreliert sind als f

ur die Fehlerkorrektur. Die Information

uber die Kondenzintervalle wird durch den gleitenden Durchschnitt einfach nicht berechnet
und geht verloren. Setzt man den Bayes'schen Ansatz bereits auf dieser Ebene ein, dann
kann man den vollen Nutzen aus der statistischen Modellierung ziehen. Weitere Gr

unde,
die daf

ur sprechen, werden im folgenden diskutiert. In jedem Fall lohnt es sich, die Kon-
ndenzwerte zur Kontrolle der Netze w

ahrend der Arbeitsphase heranzuziehen. Wird die
Varianz f

ur ein neues Muster zu gro, dann kann der Anwender eine manuelle Intervention
durchf

uhren. Dies geschieht bisher beispielsweise, wenn besondere Ereignisse vorkommen,
die nicht prognostizierbar sind, aber zu einem h

oheren Verkauf f

uhren.
7.5 Weiterf

uhrende Fragen
In diesem Abschnitt gehe ich auf die durch die statistischen Tests aufgeworfenen Fragen
nochmals ein und zeige, da die Tatsache, da einige der Zeitreihen nicht-station

ar sind,
bei der Prognose unbedingt Beachtung nden mu. Weiterhin werden einige

Uberlegungen
ausgef

uhrt, wie die Systemleistung weiter verbessert werden k

onnte. Diese beruhen insbe-
sondere darauf,

Ahnlichkeiten zwischen verschiedenen H

andlern auszunutzen.
Von den ca. 120 Datens

atzen aus Abbildung 7.7 war etwas mehr als ein Sechstel (22 Zeitrei-
hen) nicht-station

ar. Die H

alfte der nicht-station

aren Zeitreihen war derart, da die Varianz
zugenommen hat. Das bedeutet, die Testmuster liegen auerhalb des Trainingsbereichs. Von
diesen 11 Zeitreihen waren 7 unter den am Anfang zuf

allig zum Training ausgew

ahlten. Dies
waren die H

andler Nr. 1204, 1218, 1248, 1425, 1647, 1841 und 1923. Dazu kommt noch ein
Datensatz (H

andler Nr. 1585), bei dem 5 von 6 Wochentagszeitreihen nicht-station

ar waren.
Die Nicht-Stationarit

at der Datens

atze h

angt von dem Verhalten der 6 Einzelzeitreihen
ab. Berechnet man die p-Werte der Einzelzeitreihen, dann ist der minimale p-Wert der
Einzelzeitreihen und der Testfehler mit  =  0:55 korreliert. Das heit, einschneidende
Ver

anderungen an einem Wochentag gen

ugen, um die Prognose insgesamt zu erschweren.
Weiterhin ist es aber auch von Bedeutung, wie homogen die p-Werte der 6 Zeitreihen sind.
Die Varianz dieser Werte ist mit  = 0:28 mit dem Testfehler korreliert. Das heit, je
unterschiedlicher das Verkaufsverhalten an den einzelnen Tagen, desto schwieriger ist die
Prognose.
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In Abbildung 7.16a ist f

ur die linearenModelle die Dierenz zwischen Trainings- und Testfeh-
ler gegen

uber dem p-Wert des KS-Tests aufgetragen. Die 8 Netze, die auf den bedenklichen
Zeitreihen trainiert wurden, sind zus

atzlich mit Kreisen markiert.
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Abbildung 7.16: Die Abbildung zeigt den Zusammenhang zwischen Stationarit

at der Zeitreihe und der Lei-
stung der Netze. Die Kreise markieren bis auf einen Fall die Netze, die auf den nicht-station

aren Zeitreihen
mit zunehmender Varianz trainiert wurden. F

ur alle diese Netze gilt, da der Fehler gegen

uber der Trainings-
menge deutlich ansteigt. In 5 F

allen liegt er

uber einem Wert von 1, d.h. die Fehlerkorrektur hat entgegen
der Absicht den Fehler vergr

oert. Der Ausnahmefall betrit den H

andler Nr. 1585, der als einziger fast nur
nicht-station

are Zeitreihen an den verschiedenen Wochentagen hat. Siehe auch Text. (a) Zusammenhang
zwischen Dierenz von Trainings- und Testfehler (f

ur die linearen Modelle) und dem p-Wert des KS-Tests.
Die nicht-station

aren Zeitreihen haben einen zunehmenden Fehler auf der Testmenge. (b) Zusammenhang
zwischen dem Testfehler und dem F-Test auf Gleichheit der Varianz. Der Wert des F-Tests ist logarithmisch
aufgetragen. Die beiden Linien umfassen den Annahmebereich des Tests. Ein groer Testfehler tritt immer
dann auf, wenn die Varianz auf den Testdaten ansteigt. Es sind dann vor allem f

ur 'schwierige' Muster
Prognosen zu machen.
F

ur die meisten Netze gilt, da die Dierenz zwischen Trainingsfehler und Testfehler in dem
Intervall [ 0:2; 0:2] liegt. F

ur fast alle Zeitreihen mit kleinem p-Wert liegt die Dierenz al-
lerdings

uber 0. Die Zeitreihen, die mit einem Kreis markiert sind, erf

ullen gleichzeitig noch
die Bedingung, da die Varianz der Daten zunimmt. In Abbildung 7.16b benden sie sich
alle in der rechten oberen Ecke, d.h. aus der Nicht-Stationarit

at mit zunehmender Varianz
folgt, da der Testfehler gr

oer als 1 ist. In diesen F

allen ist es g

unstiger, auf die Fehler-
korrektur durch das neuronale Netz (oder ein anderes Modell) zu verzichten. Stattdessen
verwendet man als Prognose den gleitenden Durchschnitt. Im anderen Fall, wenn die Vari-
anz kleiner geworden ist, liegt auch der Testfehler immer unter 1. Bei dem markierten Netz,
dessen Varianz konstant geblieben ist, handelt es sich um den H

andler Nr. 1585. Da er
trotz niedrigem p-Wert eine konstante Varianz hat, liegt daran, da diese f

ur manche der
Wochentagszeitreihen zugenommen, f

ur andere abgenommen hat.
Nachdem nun Ursachen f

ur ein schlechtes Prognoseverhalten bestimmt sind, wende ich mich
im folgenden m

oglichen Verbesserungsm

oglichkeiten zu. Die erste betrit die Tatsache, da
die Zeitreihen der verschiendenen H

andler zum Teil stark miteinander korreliert sind. Ab-
bildung 7.17 zeigt auf der linken Seite den Mittelwert und Min-Max Bereich f

ur die f

unf
st

arksten Korrelationen eines H

andlers. Der Mittelwert

uber alle H

andler liegt hier bei 0:60
und streut zwischen 0:3 und 0:85. In jedem Fall ist es vielversprechend, diese Information
f

ur die Prognose zu nutzen. Dazu k

onnen auf Basis der Korrelationen neue Merkmale de-
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niert werden. G

unstiger ist es aber, die Zielwerte der stark korrelierten H

andler mit in die
Ausgabe zu nehmen. F

ur diesen Multi-Tasking Ansatz ben

otigt man die Daten der anderen
H

andler dann nur w

ahrend der Trainingsphase und nicht im Realbetrieb. Auf der rechten
Seite von Abbildung 7.17 sind zwei Verkaufszeitreihen gezeigt, die zu zwei unterschiedlichen
H

andlern geh

oren. Die Korrelation betr

agt etwa 0:8.
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Abbildung 7.17: Die Abbildung zeigt die Korrelationen zwischen den Verkaufszeitreihen der Einzelh

andler. (a)
Es wurden zu jedem Datensatz die f

unf anderen bestimmt, die die gr

ote Korrelation hatten. Von diesen f

unf
Werten ist der Mittelwert und der Min-Max Bereich aufgetragen. Die Datens

atze sind der besseren

Ubersicht
wegen nach dem Mittelwert sortiert. Der Mittelwert streut zwischen 0:3 und 0:8. (b) Die Abbildung zeigt
die Verkaufszeitreihe der H

andler Nr. 1302 (linke y-Achse) und Nr. 1294 (rechte y-Achse). Die Korrelation
betr

agt 0:8.
Wie wir bereits gesehen haben, ist es von grundlegender Bedeutung, da sich die einzelnen
Zeitreihen

ahnlich verhalten. Weicht das Verkaufsverhalten an einem Wochentag v

ollig von
den anderen ab, dann f

uhrt das zu Schwierigkeiten bei der Prognose. In Abbildung 7.18
ist die

Ahnlichkeit zwischen den Einzelzeitreihen f

ur alle H

andler dargestellt. F

ur manche
H

andler ist das Verkaufsverhalten an allen Tagen gleich, w

ahrend es bei einigen v

ollig unter-
schiedlich ist. Negative Korrelationen kommen

auerst selten vor. Die mittlere Korrelation

uber alle H

andler betr

agt ca. 0:46. In jedem Fall ist diese Information, wie sich der Verkauf
an den anderen Tagen verhalten hat, n

utzlich f

ur eine Prognose. Diese Information wird
inzwischen in Merkmalen kodiert zum Training der Netze verwendet. Auch hier k

onnte man
versuchen, ein Multi-Tasking Modell zu entwickeln. Die Zielwerte der anderen Tage bilden
dann gerade die zus

atzlichen Ausgaben. Dadurch erreicht man, da sich in den versteckten
Neuronen allgemeinere Merkmale herausbilden, die weniger durch das (unbekannte) Rau-
schen in den Zielwerten beeinut sind.
Andererseits kann man aufgrund der Unterschiedlichkeit der einzelnen Zeitreihen auch ver-
muten, da der Ansatz, pro H

andler nur ein Netz zu trainieren, Probleme aufwirft. Die
Entscheidung daf

ur oder dagegen ist nicht oensichtlich. Durch die Skalierung liegen alle
Zeitreihen auf einem Niveau, was die Verschiedenartigkeit eventuell relativiert. Weiterhin
hat man den Vorteil, wesentlich mehr Muster zum Training zur Verf

ugung zu haben. Inwie-
weit es sich positiv oder negativ auswirkt, alle Zeitreihen eines H

andlers mit einem Netz zu
lernen, wird Gegenstand weiterer Untersuchungen im laufenden Projekt sein.
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Abbildung 7.18: Die Abbildung zeigt
die Korrelation zwischen den Einzel-
zeitreihen jedes H

andlers. Dazu wurden
alle Paare der Einzelzeitreihen gebildet
und die 15 Werte berechnet. Gezeigt
ist der Mittelwert dieser Werte sowie
der Min-Max Bereich. Es gibt zum Teil
starke Korrelationen zwischen den ein-
zelnen Zeitreihen. Andererseits gibt es
aber auch starke Schwankungen. Die-
se Unterschiede sind zum Teil f

ur eine
schlechte Prognoseleistung verantwort-
lich. -0.6
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7.6 Zusammenfassung
Die Prognose von Absatzzahlen f

ur viele Verkaufsstellen ist ein interessantes und facet-
tenreiches Problem, bei dem vielf

altige Schwierigkeiten auftreten, wie sie nur eine reale
Anwendung bietet.
In diesem Fall ist nicht nur eine L

osung f

ur einen Datensatz zu nden, sondern f

ur viele
gleichzeitig. Eine Methode, die bei H

andler A funktioniert mag bei H

andler B das Gegenteil
bewirken. Aufgrund der Vielzahl der H

andler ist es unm

oglich, Parameter so zu justieren,
da immer bei allen bessere Ergebnisse erreicht werden. In diesem Sinne ist eine Methode
gut, wenn sie robust ist. Das heit, nachdem man einmal die Parameter xiert hat, wird sie
auf alle Zeitreihen angewendet und sollte dann im Mittel bessere Ergebnisse bringen.
Voraussetzung daf

ur ist nat

urlich, da die Zeitreihen prognostizierbar sind. Um dies zu
gew

ahrleisten, wurden die Daten mehreren statistischen Tests unterworfen. Die erste Unter-
suchung sollte zeigen, da es sich bei den Dierenzen-Zeitreihen nicht um einen Zufallsproze
handelt. Mit einem Iterationstest konnte belegt werden, das dies im allgemeinen ausgeschlos-
sen werden kann. Der Kolmogorow-Smirnow-Test wurde verwendet, um zu pr

ufen, ob die
Verteilungen, die den Trainings- und Testdaten zu Grunde liegen, identisch sind. War das
nicht der Fall, dann wurde in einem zweiten Schritt gepr

uft, ob die Varianz der Testdaten
gr

oer als auf dem Trainingszeitraum ist. In diesem Fall kann mit Sicherheit keine sichere
Prognose geleistet werden, da das neuronale Netz dabei extrapolieren mu. Ein neurona-
les Netz (oder auch ein anderes Modell) sollte dann nicht zur Prognose verwendet werden,
sondern nur der gleitende Durchschnitt.
Aufbauend auf den Ergebnissen von Kapitel 5 konzentrierte sich der n

achste Schritt der Op-
timierung auf die Selektion von Eingabemerkmalen. Nach einer visuellen Vorverarbeitung
wurden auf Basis der R

uckw

artssuche mit KorrelationskoeÆzienten weitere 24 Merkmale
entfernt. Eine Mittelung

uber alle Datens

atze diente dazu, eine einheitliche Kodierung bei-
zubehalten, statt f

ur jeden H

andler eine spezielle Merkmalskombination zu favorisieren. Dies
ist m

oglich, weil die Korrelationen hoch sind, d.h. es geht keine Information verloren. Es
ist sinnvoll, weil es die Pege des Systems und die nachfolgenden Untersuchungen extrem
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vereinfacht. F

ur den verbleibenden 15-dimensionalen Vektor brachte der Einsatz des Mu-
tual Information Kriteriums eine weitere Reduktion um 5 Merkmale, so da im folgenden
eine einheitliche Kodierung mit 10 Merkmalen verwendet werden konnte. Netze, die mit
der kleineren Kodierung trainiert wurden, schnitten signikant besser ab als solche, die alle
Merkmale zur Verf

ugung hatten.
Der besondere Charme dieses Problems liegt darin, da man keine optimale Netzgr

oe be-
stimmen kann, die f

ur alle H

andler G

ultigkeit hat. Vielmehr hat jeder Datensatz seine eigene
Charakteristik. Neben einfachen linearen Zusammenh

angen treten auch komplexe auf. Es
ist also vielversprechend, die Methode der evolutiven Optimierung anzuwenden. Die durch-
schnittliche Leistung l

at sich damit leicht steigern. Trotzdem gibt es auch Datens

atze,
bei denen die Prognose gegen

uber dem linearen Modell schlechter wird. Im allgemeinen
wird nicht nur eine einzige L

osung gefunden. Vielmehr gibt es meistens mehrere Netze
mit

ahnlicher Evidenz, aber deutlich verschiedenem Testfehler. Eine Situation, die an das
Sinus-Regressionsproblem mit hohem Rauschanteil erinnert. Es bleibt festzuhalten, da die
evolutive Optimierung f

ur die meisten Zeitreihen ein Optimum gefunden hat. Auer Bag-
ging mit linearen Modellen und der Komiteebildung aus unabh

angigen Netzen zeigten alle
anderen Methoden einen deutlichen Overtting-Eekt. Es wurden Zusammenh

ange gelernt,
die durch die Daten oenbar nicht gest

utzt waren.
Die eben beschriebene Sachlage ist geradezu pr

adestiniert, durch Komiteebildung die auf-
tretenden Unsicherheiten bei der Modellndung zu reduzieren. So konnte f

ur die meisten
Zeitreihen die Leistung der einzelnen Modelle deutlich

ubertroen werden. Bildet man die
Dierenzen gegen

uber allen anderen Verfahren wie in Abbildung 7.14, dann ergibt sich, da
der Mittelwert signikant gr

oer als 0 ist. Weiterhin waren durch Einbeziehen der Konden-
zwerte weitere Leistungssteigerungen m

oglich. F

ur eine Kontrolle der Modelle w

ahrend der
Arbeitsphase ist die Berechnung und Auswertung derselben in jedem Fall empfehlenswert.
Abschlieend wurden noch M

oglichkeiten aufgezeigt, wie man die Gesamtleistung des Sy-
stems weiter verbessern k

onnte. Neben der Feststellung, da man f

ur die nicht-station

aren
Zeitreihen am besten die Fehlerkorrektur nicht verwendet, die das neuronale Netz f

ur den
gleitenden Durchschnitt berechnet, hat sich gezeigt, da es zwischen verschiedenen H

andlern
zum Teil hohe Korrelationen im Verkaufsverhalten gibt. Diese Information k

onnte man in
Merkmale kodiert dem Netz zur Verf

ugung stellen. Eine g

unstigere L

osung w

are aber, ein
Multi-Tasking Modell zu verwenden, bei dem die stark korrelierten Zeitreihen die zus

atzli-
chen Ausgaben liefern. Das vermeidet einerseits eine Vergr

oerung des Eingaberaumes, und
andererseits spart es den Aufwand, die Daten im Einsatzfall aufbereiten zu m

ussen, da die
zus

atzlichen Ausgaben nicht ausgewertet werden.
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Kapitel 8
Zusammenfassung und Ausblick
8.1 Zusammenfassung
Die vorliegende Arbeit diskutiert die L

osung von Problemen durch Komitees neuronaler
Netze, die durch einen integrierten Optimierungsproze gewonnen wurden. Dabei bedeutet
integriert, da wesentliche Entwurfsaspekte in der Optimierungsmethodik Ber

ucksichtigung
nden. Dazu geh

oren
 die geeignete Merkmalsselektion zur Vermeidung hochdimensiona-
ler Eingaber

aume,
 automatische Regularisierung durch Bayes'sches Lernen,
 Optimierung der Zahl der versteckten Neuronen,
 Reduktion der Datenabh

angigkeit durch Sampling und Komitee-
bildung,
 die gezielte Suche nach m

oglichst unabh

angigen Netzen zur Komi-
teebildung anstelle der Auswahl eines einzelnen 'besten' Modells.
Die Entwurfsmethodik ist weitestgehend unabh

angig von der verwendeten Modellklasse, hier
also den neuronalen Netzen. Aufgrund des modularen Aufbaus kann jede andere Methode der
Funktionsapproximation verwendet werden, solange sie nur ein analytisches G

utekriterium
zur relativen Bewertung der Modelle bereitstellt, entsprechend der Evidenz im Bayes'schen
Ansatz.
Die beiden zentralen Bausteine dieser Arbeit bilden die evolutive Modelloptimierung und
die Clusterung der Modelle auf Basis ihrer

Ahnlichkeit. Grundlegend hierf

ur ist die Dekom-
position des Komiteefehlers in eine Art 'Bias-Term' und einen 'Varianz-Term' in sch

oner
Analogie zum Bias-Varianz Dilemma.
Der erste Term, der durchschnittliche Fehler der Netze, sollte m

oglichst klein sein, d.h. jedes
Netz sollte bez

uglich seiner Lernaufgabe m

oglichst optimal sein. Daraus folgt, da auf der
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Ebene der Modelloptimierung sowohl Regularisierung als auch die Optimierung des Einga-
beraumes und der Topologie wesentliche Bestandteile sein m

ussen. Bishop merkt an, da die
Optimierung der Merkmalsstruktur und der Modelle idealerweise zusammen durchgef

uhrt
wird, dies aber in der Praxis aus Aufwandsgr

unden oft nicht m

oglich ist (Bishop, 1995;
S. 305). Mit der hier vorgestellten Methode - Bayes'sches Lernen, Merkmalsselektion und
Topologieoptimierung in einem Evolutionsproze eÆzient zu verzahnen - wird erstmals ein
Werkzeug vorgestellt, da diese Aufgabe f

ur neuronale Netze leistet. Dabei kommt der Pro-
ze, und das ist wichtig, ohne Kreuzvalidierung aus. Stattdessen wird die Evidenz, die das
Bayes'sche Verfahren berechnet, als Fitnekriterium in der evolution

aren Suche verwendet.
Das Verfahren sucht systematisch nach Modellen mit einer hohen a posteriori Wahrschein-
lichkeit, ohne den Aufwand gegen

uber dem normalen Training mit der Bayes'schen Methode
zu erh

ohen.
Der zweite Term mit die 'Streuung' der Netze um das Komitee und sollte gem

a der Dekom-
position m

oglichst gro werden, um den Generalisierungsfehler des Komitees zu minimieren.
F

ur diese Optimierungsaufgabe leitete ich ein Kriterium her, das unter anderem besagt, da
der Varianzterm maximal wird, wenn die einzelnen Netze stochastisch unabh

angig sind
(Gleichung (3.11)). In das Kriterium iet auch die Anzahl der Netze ein. Entscheidend ist
deshalb, da die stochastische Unabh

angigkeit f

ur m

oglichst viele Modelle m

oglichst gro
wird. Um aus einer gegebenen Menge von Modellen diejenigen auszuw

ahlen, die das obige
Kriterium maximieren, wird ein hierarchisches, agglomeratives Clusterverfahren eingesetzt.
Ob man die geeigneten Modelle zur Komiteebildung gezielt suchen kann, bleibt auf dieser
Ebene zun

achst oen.
Tats

achlich lassen sich beide Bausteine elegant in die evolution

are Suche einbetten. An-
statt die Suche zunehmend auf das Netz maximaler Evidenz zu fokussieren, werden mehrere
vielversprechende Suchpunkte verfolgt und beibehalten. Dazu werden die Eltern vor der
Selektion zur Erzeugung der Nachkommen mittels der Clusterung in Gruppen zusammen-
gefat. Das Ranking der Netze erfolgt innerhalb der Gruppen nach ihrer Evidenz. F

ur jede
Gruppe werden gem

a ihrem Anteil an der Population Nachkommen generiert. Auf zwei Ebe-
nen besteht jetzt ein Selektionsdruck: Innerhalb einer Klasse panzen sich die Individuen
wahrscheinlicher fort, die eine h

ohere Evidenz haben. Andererseits ergeben unabh

angigere
Suchrichtungen wahrscheinlicher eine eigene Klasse. F

ur ein Netz wird dadurch die Fort-
panzungswahrscheinlichkeit erh

oht. Da die Zahl der Eltern immer etwas kleiner ist als die
Zahl der Nachkommen, werden die schlechtesten Modelle kontinuierlich aussortiert. Durch
diese Reduktion vor der Clusterung wird verhindert, da sich Modelle mit niedriger Evidenz
in der Population etablieren k

onnen, wenn sie nur hinreichend von allen anderen verschieden
sind. Am Ende des Prozesses liegen Netze mit hoher Evidenz vor, die maximal voneinander
unabh

angig sind.
Ist das Komitee zusammengestellt, dann l

at sich durch die Kondenzintervalle, die im
Bayes'schen Ansatz berechnet werden, f

ur jedes Muster die Gewichtung der Mitglieder ad-
aptiv berechnen. Jedes Netz wirkt im (umgekehrten) Verh

altnis zu seiner Varianz bzw.
seiner Verlustwahrscheinlichkeit f

ur das aktuelle Muster an der Ausgabe des Komitees mit.
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8.2 Vorgehensweise und Ergebnisse
F

ur die Approximation einer Funktion auf Basis empirischer Daten wird in dieser Arbeit
ein integriertes Konzept vorgeschlagen, das ein Komitee aus mehreren neuronalen Netzen
generiert. Im folgenden sollen die einzelnen Bausteine, die im Rahmen dieses Konzeptes
entwickelt wurden, anhand der beim Modellentwurf auftretenden Teilprobleme beschrieben
und die Ergebnisse eingeordnet werden (siehe auch nochmals Abbildung 1.5).
Modelloptimierung
Bevor man anf

angt, Modelle zu trainieren, sollte zuerst eine geeignete Merkmalsauswahl
getroen werden. Dazu wurden in dieser Arbeit basierend auf dem KorrelationskoeÆzien-
ten und dem Infomationsgehalt zwei Algorithmen bereitgestellt, die durch eine iterative
R

uckw

artssuche die Zahl der Merkmale kontinuierlich verkleinern. Die optimale Gr

oe und
Kombination ist so nicht zu ermitteln. Es l

at sich aber der Suchraum deutlich einschr

anken,
wie an der Schilddr

usenklassikation und sp

ater in Kapitel 7 an der Prognose von Absatz-
zahlen demonstriert wurde. In beiden F

allen hatten die kleineren Modelle eine h

ohere Gene-
ralisierungsleistung. Durch Experimente wurde weiterhin belegt, da sich die Information,
die durch die Vorverarbeitung gewonnen wurde, zur Initialisierung der Population f

ur die
evolutive Suche nutzen l

at. Auch dadurch lie sich der mittlere Fehler signikant verringern.
Beim Bayes'schen Lernen wird die Gewichtung des Regulariserungsterms durch einen itera-
tiven Algorithmus automatisch berechnet. In jeder Iteration werden zuerst die Hyperpara-
meter optimal eingestellt und dann ein Minimum der aktuellen Fehlerfunktion gesucht. In
Kapitel 4 wurde vorgeschlagen, die globale Suche nach guten Modellen mit dem Bayes'schen
Ansatz zu verzahnen. Die Evidenz wird dazu in einem evolution

aren Algorithmus als Fit-
newert verwendet und kann damit als Leitfaden durch den Suchraum betrachtet werden.
Basierend auf einer Plausibilit

ats

uberlegung und Experimenten konnte gezeigt werden, da
diese Verzahnung am besten so erfolgt, da pro Suchschritt, d.h. pro Generation, zwei An-
passungsschritte der Hyperparameter erfolgen. Die Suchschritte werden durch Mutations-
operatoren berechnet, die weitgehend auf statistischen Vefahren aufbauen, wie sie auch schon
zur Vorverarbeitung eingesetzt wurden.
F

ur zwei Benchmarkprobleme, die durch eine mit Rauschen

uberlagerte Sinusfunktion ge-
wonnen wurden, konnte gezeigt werden, da mit der evolutiven Suche genau die Bereiche
hoher Evidenz gefunden werden. Durch diese Verzahnung wird der Parameterraum wesent-
lich eÆzienter durchsucht. Die Leistung der evolutiv optimierten Modelle liegt deshalb auch
signikant h

oher, als wenn man die Netze konventionell trainiert und ein Modell ausw

ahlt.
In Kapitel 5.2 wurde f

ur mehrere Anwendungen ein empirischer Zusammenhang zwischen
Evidenz bzw. Testfehler und der Zahl an versteckten Neuronen sowie der Zahl der Merk-
male hergestellt. Die Ergebnisse wurden als H

ohenliniengrak aufbereitet, anhand derer zu
erkennen war, da sich Bereiche hoher Evidenz und hoher Generalisierungsleistung weitest-
gehend decken. F

ur das Add10-Regressionsproblem und die Schilddr

usenklassikation war
die Korrelation nahezu perfekt. Umgekehrt wurde aus den weniger starken Korrelationen
f

ur die beiden anderen Beispiele geschlossen, da die kleinen Testmengen nur begrenzt eine
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Sch

atzung der G

ute zulassen. Nach Berechnungen aus der Statistik sind f

ur eine Datenmen-
ge von etwa 500 Mustern maximal 4 bis 6 Merkmale zu verwenden. In diesen Bereichen lag
auch das Maximum der Evidenz. Die evolutive Modelloptimierung ndet durch Mutation
der Eingabeneuronen und der versteckten Neuronen f

ur alle Anwendungen die Bereiche mit
hoher Evidenz. Die resultierenden Netze hatten eine signikant h

ohere Leistung als mit kon-
ventionellem Training zu erreichen gewesen w

are. Mit diesen Untersuchungen wurde auch
empirisch nachgewiesen, da die Zahl der Merkmale f

ur praktische Anwendungen in der
Regel zu gro gew

ahlt wird und der Einsatz eines Optimierungsverfahrens in jedem Fall
sinnvoll ist.
Betrachtet man den Verlauf der Suche genauer, dann zeigt sich, da mit zunehmender
Ann

aherung an die optimale Kombination von Merkmalen und der Zahl an versteckten
Neuronen die Leistung deutlich zunimmt. Die evolutive Suche folgt auch in diesem kom-
plexen Suchraum einem Gradientenpfad zum Maximum. F

ur Anwendungen wie in Kapitel
7 ist so eine Eigenschaft besonders wichtig. Der Algorithmus ndet nahezu jedesmal ein
vern

unftiges Modell f

ur einen gegebenen Datensatz. Mit der evolutiven Modelloptimierung
wurde erstmals eine Methode bereitgestellt, die f

ur neuronale Netze die Optimierung der
Merkmalsstruktur und der Modellparameter zusammen und automatisch durchf

uhrt, ohne
da dabei, z.B. durch Kreuzvalidierung und menschliche Interaktion, Parameter bestimmt
werden m

ussen. Dies ist f

ur die Absatzprognose besonders wichtig, da hier f

ur verschiedene
Zeitreihen lineare oder auch nichtlineare Modelle geeignet sein k

onnen.
Abschlieend wurde in Kapitel 5 gezeigt, da die Modelloptimierung an ihre Grenzen st

ot,
wenn das Rauschen in den Daten stark wird. Durch die zunehmende Unsicherheit gewinnen
andere Modelle an Plausibilit

at gegen

uber dem eigentlich erzeugenden Proze. Die Korrela-
tion zwischen Evidenz und Testfehler nimmt dann ab, und es ist schwerer, das beste Modell
anhand des G

utekriteriums zu bestimmen.
Komiteebildung durch Clusterung
In Kapitel 3 wurde ausgehend von der Bias-Varianz Dekomposition des Komiteefehlers ein
Kriterium hergeleitet, das man optimieren sollte, wenn man aus einer gegebenen Menge
von Modellen ein m

oglichst leistungsf

ahiges Komitee bilden m

ochte. Da es im allgemeinen
unm

oglich ist, den Wert des Kriteriums f

ur alle Kombinationen an Netzen zu berechnen,
wurde vorgeschlagen, diese Aufgabe durch ein agglomeratives hierarchisches Clusterverfah-
ren zu l

osen. Dazu wird zuerst die

Ahnlichkeitsmatrix berechnet, die f

ur alle Paare von
Netzen ihre stochastische Abh

angigkeit enth

alt. Jedes Netz bildet zuerst eine eigene Klasse.
Durch fortw

ahrendes Verschmelzen der beiden

ahnlichsten Klassen erh

alt man jeweils eine
neue Klasseneinteilung, f

ur die der Wert des Kriteriums (3.12) berechnet wird. Das Ver-
fahren wird abgebrochen, wenn der Wert des Kriteriums maximal gro ist. Die Klassenzahl
wird also automatisch bestimmt und nicht etwa durch den Benutzer vorgegeben.
In Kapitel 6 wurde an einem Beispiel gezeigt, da der Generalisierungsfehler des zugeh

origen
Komitees minimal wird, wenn das Kriterium seinen Maximalwert erreicht. Basierend auf
dieser Technik kann man also bereits auf einfache Art und Weise Komitees bilden, die eine
deutliche Leistungssteigerung erm

oglichen.
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Evolution unabh

angiger Modelle
Die evolutive Entwicklung eines Komitees mu die beiden wichtigen Aspekte - Optimierung
der Evidenz und Maximierung der Unabh

angigkeit - ber

ucksichtigen. Um beide Ziele in einer
Selektionsstrategie f

ur den evolutiven Proze gemeinsam zu verfolgen, werden zuerst die
potentiellen Eltern der n

achsten Generation auf Basis ihrer Evidenz bestimmt. Bevor jetzt
Nachkommen gebildet werden, wird das Clusterverfahren auf die Population angewendet.
Dadurch ergeben sich mehrere Gruppen. Innerhalb einer Gruppe werden die Individuen nach
ihrer Evidenz angeordnet. In Kapitel 4 wurden einige M

oglichkeiten vorgeschlagen, wie die
Selektion von Netzen nun im Detail aussehen kann, um beiden Zielen Rechnung zu tragen.
Die Experimente in Kapitel 6 zeigten dann, da es nicht sinnvoll ist, 'unabh

angigere Klassen'
bei der Selektion zu bevorzugen. Auch eine zu starke Einengung auf das jeweils beste Netz
einer Klasse verschlechtert die Ergebnisse. Die g

unstigste Strategie war, aus jeder Klas-
se anteilm

aig Nachkommen zu generierern und dabei die Netze mit h

oherer Evidenz zu
bevorzugen.
Die Klassen bilden gewissermaen die Suchrichtungen in jeder Generation. Es zeigte sich,
da diese auch nicht zu sprunghaft gewechselt werden sollten. Vielmehr ist es g

unstig, das
Prinzip 'Gro variieren, aber klein vererben' anzuwenden. Das heit, wenn es eine starke
Ver

anderung der Klassenzahl gibt, dann bricht man die Clusterung nicht beim maximalen
Wert des Kriteriums ab, sondern ver

andert die letzte Klassenzahl leicht in die Richtung des
neuen Wertes und bildet so die neuen Suchrichtungen. Damit wird f

ur eine gleichm

aigere
Suche gesorgt, die durch zuf

allige Ausschl

age in eine Richtung nicht v

ollig vom Weg abge-
bracht wird. Die Parameter der evolutiven Suche wurden an dem Sinus-Regressionsproblem
aus Abbildung 1.1b eingestellt und dann f

ur alle Experimente

ubernommen. Eine spezielle
Anpassung an eine Problemstellung ist im allgemeinen nicht n

otig.
Verst

arkt man das Rauschen oder

andert man die zugrundeliegende Verteilung, dann st

ot
die evolutive Modelloptimierung an ihre Grenzen, da es dann meist mehrere verschiedene
Erkl

arungen gibt. Die Suche nach unabh

angigen Modellen schneidet hier wesentlich besser
ab. Dies liegt darin begr

undet, da das Kollabieren auf eine L

osung verhindert wird und
mehrere verschiedene Bereiche gleichzeitig durchsucht werden. Dadurch werden Modelle mit
hoher Evidenz gefunden, die sich gegenseitig bestm

oglichst erg

anzen. F

ur die Anwendungen,
die wir in Kapitel 5 betrachtet haben, wurde ebenfalls das integrierte Konzept angewendet.
Insgesamt kann man feststellen, da die gemeinsame Optimierung von Evidenz und Un-
abh

angigkeit ein geeignetes Mittel ist, um die Diversit

at in der Population in sinnvoller
Weise aufrecht zu erhalten und geeignete Modelle zur Komiteebildung zu nden.
Bezieht man f

ur die Komiteemitglieder noch ihre Verlustwahrscheinlichkeiten mit ein, dann
l

at sich die Gewichtungsmatrix des Komitees f

ur jedes Muster adaptiv berechnen. An einem
Beispiel wurde die Wirkungsweise demonstriert und f

ur einige Datens

atze gezeigt, da sich
damit weitere Leistungssteigerungen des Komitees realisieren lassen.
Reale Anwendung - Prognose von Absatzzahlen
Das siebte Kapitel widmete sich einer konkreten Anwendung. Basierend auf historischen
Daten soll der Absatz an Zeitungen f

ur jeden Einzelh

andler f

ur den n

achsten Verkaufstag
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vorhergesagt werden, um die gedruckten Exemplare m

oglichst optimal verteilen zu k

onnen.
Anhand dieser Anwendung sollen die vorgeschlagenen Methoden auf ihre Leistungsf

ahigkeit
und Grenzen hin untersucht werden. Die Besonderheit der Anwendung liegt darin, da
Prognosemodelle f

ur eine Vielzahl von Zeitreihen zu lernen sind, von denen jede ihre eigene
Charakteristik hat. Das macht es unm

oglich, die Parameter des Verfahrens speziell an eine
Zeitreihe anzupassen, so da damit bessere Ergebnisse erzielt werden. Vielmehr l

at sich
durch die Vielzahl an Datens

atzen eine Leistungssteigerung durch die Methoden an sich
belegen. Die automatische Modelloptimierung ndet mit wenigen Ausnahmen die optimale
L

osung. Es hat sich allerdings gezeigt, da

ahnlich wie bei dem Sinus-Regressionproblem
f

ur manche Zeitreihen unterschiedliche Modelle der Daten gefunden werden, die aber alle
eine

ahnliche Evidenz haben. Mit zunehmender Generationenzahl fokussiert die Evolution
aber die Suche auf ein Modell, das am Ende ausgew

ahlt wird. In diesen F

allen werden auch
regelm

aig Netze mit h

oherem Testfehler ausgew

ahlt werden.
An dieser Stelle kommen die Vorz

uge der Suche nach unabh

angigen Modellen voll zum Tra-
gen. Statt ein einzelnes Netz zu favorisieren, werden mehrere Entwicklungslinien gleichm

aig
verfolgt. Durch Bildung eines Komitees aus den unabh

angigsten Netzen mit hoher Evidenz
k

onnen die Nachteile der evolutiven Modelloptimierung kompensiert werden. Die Generali-
sierungsleistung des Komitees war selten schlechter als die des einzelnen Modells, und wenn,
dann nur unwesentlich. Daf

ur war der Fehler aber mehrfach deutlich geringer. Die L

osung
der Aufgabe, f

ur eine Vielzahl von Verkaufszeitreihen automatisch ein geeignetes Modell zu
bestimmen, wird durch die integrierte Optimierung erm

oglicht.
8.3 Ausblick
Das vorgeschlagene integrierte Optimierungskonzept zur Entwicklung von Komitees darf
nicht als Maschine verstanden werden, die, wenn sie einmal gestartet ist, am Ende die opti-
male L

osung f

ur ein Problem ausgibt. Vielmehr ist es ein Werkzeug, das dem Entwickler zum
einen durch Automatisierung Arbeitsaufwand erspart, zum anderen aber Overtting vermei-
det, weil es ausschlielich auf analytischen Optimierungskriterien basiert. Ein menschlicher
Entwickler wird bei iterativen Entwurfsprozessen, die sich auf Kreuzvalidieren und Testen
st

utzen, immer geneigt sein, g

unstige Parameter f

ur den Testfall zu verwenden. Von der
Einstellung solcher Parameter wird der Entwickler entlastet.
Das Werkzeug ist auch kein Allheilmittel, das immer eingesetzt werden sollte. Das Bei-
spiel der Prognose von Absatzzahlen f

ur viele H

andler zeigt, da der Entwickler immer die
Anwendung im Auge haben sollte. In diesem Fall lohnte es sich, f

ur die gegebene Kodie-
rung zun

achst darauf zu verzichten, ein m

oglichst optimales Modell bzw. ein Komitee zu
entwickeln. Stattdessen war es g

unstiger, zuerst eine einheitliche Eingabestruktur zu suchen
und erst dann die evolutive Suche zu starten. Weiterhin ist es auch wichtig, die Modellierung
der Aufgabe immer wieder auf den Pr

ufstand zu stellen, statt nur auf die M

achtigkeit der
Werkzeuge zu vertrauen. F

ur die Prognose der Absatzzahlen k

onnen beispielsweise zus

atzlich
die Korrelationen zwischen den H

andlern ausgenutzt werden. Die Kreativit

at des Menschen
ist im Entwurfsproze weiterhin die wichtigste Komponente, um die gegebenen Werkzeuge
an den geeigneten Stellen mit Gewinn einzusetzen.
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Mit der vorgestellten Methodik zur Probleml

osung durch Komitees neuronaler Netze konnte
die Zielsetzung, wesentliche Entwurfsaspekte bei der Modellentwicklung in einem integrier-
ten Konzept zu behandeln, realisiert werden. In mehreren Experimenten wurde gezeigt, da
damit eine automatische Entwicklung von Komitees m

oglich ist, die den Anwender von der
interaktiven Behandlung wesentlicher Probleme entlastet. Damit kann die Kreativit

at des
Anwenders auf die Bereiche konzentriert werden, in denen maschinelles Lernen keine Hilfe
leisten kann.
Ein Dezit evolution

arer Strategien, aber auch heuristischer Suchverfahren im allgemeinen,
ist oft das Fehlen eines klaren Abbruchkriteriums f

ur die Suche. Dieses Problem ist bei der
Vielzahl von zu untersuchenden Kombinationsm

oglichkeiten unvermeidbar. F

ur andere Ver-
fahren wird oft ein Abbruchkriterium durch Kreuzvalidierung oder nur willk

urlich deniert.
In meinem Ansatz habe ich die Generationenzahl festgelegt, indem ich den Aufwand der
normalen Vorgehensweise als Vergleichsgr

oe zu Grunde gelegt habe. Da die Optimierung
bei verrauschter Zielfunktion kurzfristig auch Verschlechterungen in Kauf nehmen sollte, ist
bei der Auswahl am Ende des Prozesses darauf zu achten, da er in einen nahezu stabilen
Zustand bez

uglich des Optimierungskriteriums (3.14) konvergiert ist. Dies ist beispielsweise
dann der Fall, wenn sich die Werte f

ur die Evidenz nicht mehr wesentlich

andern. Ebenso
sollten die Vertreter der Klassen best

andig erhalten bleiben. Ist dies nicht der Fall, dann
ist die Generationenzahl zu gering oder die Mutationswahrscheinlichkeit zu hoch gew

ahlt.
Im letzten Fall werden die Suchpunkte best

andig verworfen und neue festgelegt, so da sich
kein Gleichgewicht einstellen kann.
Ein wesentlicher Fortschritt in meiner Arbeit entstand durch die Herleitung des Heteroge-
nit

atskriteriums (3.14).

Ahnliche Kriterien, die heuristischer Natur waren, brachten nicht
den gew

unschten Erfolg. Vielversprechendes Potential birgt deshalb nach meiner Auassung
vor allem die theorethische Weiterentwicklung der Komiteebildung insbesondere in einem
wahrscheinlichkeitstheoretischen Kontext. Einen wichtigen Schritt in dieser Richtung bildet
die Arbeit von Heskes (Heskes, 1998). Er deniert die Bias-Varianz Dekomposition

uber
Verteilungen und die Kullback-Leibler-Distanz. Auf dieser Basis k

onnte es m

oglich sein, das
Optimierungskriterium f

ur die Komiteebildung auf einer allgemeineren Ebene zu betrachten
und dabei andere Fragestellungen miteinzubeziehen. Zum einen w

are die Berechnung einer
a posteriori Wahrscheinlichkeit f

ur das Komitee durch einen Bayes'schen Ansatz von prin-
zipiellem Interesse. Auf der momentanen Betrachtungsebene d

urfte das nicht ohne weiteres
zu l

osen sein. L

at sich ein Komitee anhand seiner Evidenz bewerten, dann kann man die
Suche weiter verzweigen, indem man mehrere Komiteel

osungen gleichzeitig verfolgt.
Ebenso kann man versuchen, die Gewichtung der Komiteemitglieder in die Suche mitein-
zubeziehen. Ein erster Ansatzpunkt w

are, hier die Methodik des Stacked Generalization
(Wolpert, 1992) in die evolutive Optimierung zu integrieren. Die Gewichtsmatrix f

ur das
Komitee wird dann ebenfalls trainiert. Prinzipiell bleibt die Einbeziehung der Gewichtung
eine oene Frage, die f

ur grundlegende Fortschritte Raum l

at.
Ein wichtiges Einsatzgebiet ganz anderer Art ist die Kombination des Bayes'schen Ansatzes
mit Reinforcement-Lernen, wie wir es f

ur evolution

are Algorithmen bereits vorgeschlagen
haben (Braun & Ragg, 1997). Die automatische Regularisierung erm

oglicht es, auch kleine
Mustermengen, die Sequenzen von Zust

anden entsprechen, einzutrainieren, ohne sich diesen
zu speziell anzupassen. Das k

onnte Instabilit

aten des bisherigen Lernprozesses entgegenwir-
ken, wie wir sie zum Beispiel beim Strategielernen beobachtet haben (Ragg et al., 1995).
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Aufbauend auf dieser Kombination ist dann das ganze Instrumentarium der evolutiven Mo-
delloptimierung als Basis verf

ugbar, um neuronale Netze f

ur Reinforcement-Probleme zu
entwickeln.
Eine wichtige Eigenschaft des vorgestellten Konzeptes ist die weitestgehende Unabh

angig-
keit von der verwendeten Modellklasse. Die Operatoren zur Merkmalsselektion und zur
Clusterung betrachten nur die Beziehungen zwischen Daten, ohne auf Eigenschaften der
neuronalen Netze R

uckgri zu halten. Die Einbeziehung anderer Modellklassen, wie z.B.
Support Vector Machines, aber auch anderer Methoden der Clusteranalyse, um unabh

angi-
ge Suchrichtungen zu bestimmen, sind Gegenstand aktueller Arbeiten, die im Rahmen des
DFG-Projekts 'Integrierte Entwicklung von Komitees neuronaler Netze' untersucht werden.
Die einzelnen Bausteine des integrierten Verfahrens, wie z.B. die Merkmalsselektion, au-
tomatische Regularisierung, aber auch Clusterung von

ahnlichen Funktionen, konnten bei
der Prognose von Absatzzahlen in Kooperation mit dem Axel Springer Verlag erfolgreich
eingesetzt werden. Die Prognosen werden dazu genutzt, Zeitungen m

oglichst optimal zu ver-
teilen, so da die Remissionsquote, d.h. der Anteil der nicht verkauften Zeitungen, minimiert
wird, ohne da die Verkaufsstellen best

andig ausverkauft sind. Die vorgestellten Methoden
konnten f

ur das Verkaufsgebiet 'M

unster' eine signikante Verbesserung erreichen. F

ur die
meisten Zeitreihen dieses Gebietes ist allerdings eine lineare L

osung optimal. Dies liegt darin
begr

undet, da viele Verkaufsstellen einen relativ gleichm

aigen Absatz haben. Im Gegen-
satz dazu liegt bisher im Gebiet 'Berlin' die Remissionsquote deutlich

uber der von M

unster.
Das Verkaufsverhalten ist hier wesentlich unregelm

aiger. Die automatische Bestimmung der
optimalen Netzkomplexit

at und Merkmalskombination und darauf aufbauend die Komitee-
bildung k

onnte hier eine deutliche Verbesserung bringen. Die Evaluation der Methoden wird
im laufenden Projekt auf diese Zeitreihen ausgeweitet.
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Anhang
A.1 Statistische Testverfahren
Im folgenden sind die verwendeten statistischen Tests kurz zusammengefat. F

ur eine ausf

uhr-
liche Darstellung siehe (B

uning & Trenkler, 1994).
A.1.1 t-Test auf Gleichheit zweier Erwartungswerte
Gegeben seien m bzw. n unabh

angige Zufallsvariablen X
1
; : : : ; X
m
;Y
1
; : : : ; Y
n
, wobei X
i

N (; 
2
) (i = 1; : : : ;m); Y
j
 N (; 
2
) (j = 1; : : : ; n):
Getestet wird die Nullhypothese
H
0
:  =  (A.1)
gegen die Alternative
H
1
:  6= : (A.2)
H
0
wird genau dann abgelehnt, wenn
jT
m;n
j  t
1 =2
(A.3)
gilt, wobei T wie folgt deniert ist:
T :=

X  

Y
r
(m 1)S
2
X
+(n 1)S
2
Y
m+n 2
(
1
m
+
1
n
)
(A.4)
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mit
S
2
X
:=
1
n  1
n
X
i=1
(X
i
 

X)
2
(A.5)
und S
2
Y
entsprechend. t
p
bezeichnet das p-te Quantil der t-Verteilung mit m + n   2 Frei-
heitsgraden. In (B

uning & Trenkler, 1994) sind die p-Quantile der t-Verteilung tabelliert.
A.1.2 F -Test auf Gleichheit zweier Varianzen
Gegeben seien wiederm bzw. n unabh

angige ZufallsvariablenX
1
; : : : ;X
m
;Y
1
; : : : ; Y
n
, wobei
X
i
 N (; 
2
1
) (i = 1; : : : ;m); Y
j
 N (; 
2
2
) (j = 1; : : : ; n):
Getestet wird die Nullhypothese
H
0
: 
2
1
= 
2
2
(A.6)
gegen die Alternative
H
1
: 
2
1
6= 
2
2
: (A.7)
H
0
wird genau dann abgelehnt, wenn T < F
=2
bzw. T > F
1 =2
gilt, wobei
T :=
S
2
X
S
2
Y
: (A.8)
mit S
X
; S
Y
gem

a Gleichung (A.5). F
p
bezeichnet das p-te Quantil der F -Verteilung mit
m  1 und n  1 Freiheitsgraden (B

uning & Trenkler, 1994).
A.1.3 Iterationstest auf Zuf

alligkeit
Der bekannteste Test auf Zuf

alligkeit ist der sogenannte Iterationstest. Unter einer Iteration
versteht man die Folge von einem oder mehreren identischen Symbolen, denen entweder
ein anderes oder kein Symbol unmittelbar vorangeht oder folgt. Ein Beispiel f

ur eine Aus-
pr

agung der Symbole w

are Steigt und F

allt in einer Dierenzenzeitreihe f

ur positive bzw.
negative Werte der Dierenz. Bei zuf

alliger Reihenfolge ist anzunehmen, da sich die beiden
Auspr

agungen des Merkmals weder ganz regelm

aig abwechseln (viele Iterationen), noch
da zuerst nur F

allt auftritt und dann Steigt (wenig Iterationen).
Getestet wird die Nullhypothese
H
0
: Die Folge der Beobachtungen an Steigt/F

allt ist zuf

allig.
180
A.2 Verkaufszahlen von Zeitungen Anhang
gegen die Alternative
H
1
: Die Folge ist nicht zuf

allig.
Die Anzahl R an Iterationen kann durch die Normalverteilung approximiert werden (B

uning
& Trenkler, 1994). H
0
wird abgelehnt, wenn jZj  z
1 =2
ist, wobei die Pr

ufgr

oe Z wie
folgt deniert ist:
Z :=
R  2n(1  )
2
p
n(1   )
(A.9)
wobei n
1
; n
2
die Anzahl der beiden Auspr

agungen angibt und n = n
1
+n
2
und n
1
= n ist.
A.1.4 Kolmogorow-Smirnow-Test auf Gleichheit zweier Verteilungen
Der Kolmogorow-Smirnow-Test ist ein Anpassungstest. Er basiert auf der maximalen Dif-
ferenz zwischen empirischer und hypothetischer Verteilungsfunktion. F

ur einen Test auf
Gleichheit zweier Verteilungen w

ahlt man als Testkriterium die maximale Dierenz der bei-
den empirischen Verteilungsfunktionen.
Es seien x
1
; : : : ; x
m
und y
1
; : : : ; y
n
zwei Stichproben aus Grundgesamtheiten mit stetigen
Verteilungsfunktionen F bzw. G. Mit F
m
und G
n
werden die empirischen Verteilungsfunk-
tionen bezeichnet. Es gilt
F
m
(z) =
8
>
>
<
>
>
:
0 : z < x
(1)
i=m : x
(i)
 z < x
(i+1)
; i = 1; ::;m   1
0 : z  x
(m)
und G
n
entsprechend.
Getestet wird die Nullhypothese
H
0
: F (z) = G(z) f

ur alle z 2 R
gegen die Alternative
H
1
: F (z) 6= G(z) f

ur ein z 2 R.
H
0
wird abgelehnt, wenn K
m;n
= max
z
jF
m
(z)   G
n
(z)j > k
1 
. Eine Tabellierung der
kritischen Werte k
1 
ndet sich in (B

uning & Trenkler, 1994).
A.2 Verkaufszahlen von Zeitungen
Im folgenden sind beispielhaft f

ur die beiden H

andler (Nr. 0117 und Nr 1659), die in Kapitel
7 ausf

uhrlicher untersucht wurden, alle relevanten Zeitreihen f

ur alle Wochentage abgebildet.
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Abbildung A.1: Die Abbildung zeigt die absoluten Verkaufszahlen von Herbst 1992-1996 f

ur den Einzelh

andler
mit Nr. 0117 aus dem Gebiet 'M

unster' an den verschiedenen Wochentagen. (a)-(f) = Montag-Samstag.
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Abbildung A.2: Die Abbildung zeigt die absoluten Dierenzen der Verkaufszahlen von Herbst 1992-1996 f

ur
den Einzelh

andler mit Nr. 0117 aus dem Gebiet 'M

unster' an den verschiedenen Wochentagen. Die Dierenz
wird jeweils zu der Verkaufszahl am gleichen Tag in der n

achsten Woche gebildet, beispielsweise von Montag
zu Montag. (a)-(f) = Montag-Samstag.
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Abbildung A.3: Die Abbildung zeigt die Dierenz zu dem gleitenden Durchschnitt von Herbst 1992-1996 f

ur
den Einzelh

andler mit Nr. 0117 aus dem Gebiet 'M

unster' an den verschiedenen Wochentagen. Diese Zeitreihe
wird mit den neuronalen Netzen prognostiziert, d.h. die Netze entsprechen einer Art Fehlerkorrekturmodell
f

ur den gleitenden Durchschnitt. (a)-(f) = Montag-Samstag.
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Abbildung A.4: Die Abbildung zeigt die absoluten Verkaufszahlen von Herbst 1992-1996 f

ur den Einzelh

andler
mit Nr. 1659 aus dem Gebiet 'M

unster' an den verschiedenen Wochentagen. (a)-(f) = Montag-Samstag.
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Abbildung A.5: Die Abbildung zeigt die absoluten Dierenzen der Verkaufszahlen von Herbst 1992-1996 f

ur
den Einzelh

andler mit Nr. 1659 aus dem Gebiet 'M

unster' an den verschiedenen Wochentagen. Die Dierenz
wird jeweils zu der Verkaufszahl am gleichen Tag in der n

achsten Woche gebildet, beispielsweise von Montag
zu Montag. (a)-(f) = Montag-Samstag.
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Abbildung A.6: Die Abbildung zeigt die Dierenz zu dem gleitenden Durchschnitt von Herbst 1992-1996 f

ur
den Einzelh

andler mit Nr. 1659 aus dem Gebiet 'M

unster' an den verschiedenen Wochentagen. Diese Zeitreihe
wird mit den neuronalen Netzen prognostiziert, d.h. die Netze entsprechen einer Art Fehlerkorrekturmodell
f

ur den gleitenden Durchschnitt. (a)-(f) = Montag-Samstag.
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