Abstract To understand the functioning of nervous systems and, in particular, how they control behaviour we must bridge many levels of complexity from molecules, cells and synapses to perception behaviour. Although experimental analysis is a precondition for understanding by nervous systems, it is in no way sufficient. The understanding is aided at all levels of complexity by modelling. Modelling proved to be an inevitable tool to test the experimentally established hypotheses. In this review it will by exemplified by three case studies that the appropriate level of modelling needs to be adjusted to the particular computational problems that are to be solved. (1) Specific features of the highly virtuosic pursuit behaviour of male flies can be understood on the basis of a phenomenological model that relates the visual input to the motor output. (2) The processing of retinal image motion as is experienced by freely moving animals can be understood on the basis of a model consisting of algorithmic components and components which represent a simple equivalent circuit of nerve cells. (3) Behaviourally relevant features of the reliability of encoding of visual motion information can be understood by modelling the transformation of postsynaptic potentials into sequences of spike trains.
Introduction
Brains are believed to belong to the most complex structures in the universe. They consist of densely packed and intricately interconnected networks of neurons, each of which has already highly complex functional properties. With their neuronal machinery even relatively small animals are able to do extraordinary things-at least if judged by comparison with manmade artificial systems. Think, for instance, of a hoverfly hovering in front of an object, suddenly sweeping to the side at a high velocity but returning within seconds to the same spot, or of the acrobatic flight manoeuvres of a male blowfly while pursuing another fly in the context of mating behaviour. During such astonishing manoeuvres information about the environment has to be gathered by the sense organs, processed rapidly by the nervous system, adjusted according to internally stored information, transformed into motor commands and eventually used to guide behaviour.
To understand the functioning of nervous systems and, in particular, how they control behaviour we must bridge many levels of analysis from molecules, cells and synapses to perception and behaviour. Although experimental analysis is a precondition for understanding information processing by nervous systems, it is in no way sufficient. In the 18th century the Italian philosopher Giambattista Vico proposed the principle that we can only understand what we make. Translating this principle to the study of brain function it means that in order to understand the brain we must 'construct' one and simulate the behaviour of the organism. Modelling brain function always entails the problem of the level of organisation at which the relevant features of the system can be grasped most appropriately. For instance, trying to model the behavioural performance of an entire animal on the basis of all molecules making up the involved nerve cells would be not only impossible but also an absurd encounter. Instead, a more promising approach is to model, and in this way to try to understand, the functioning of nervous systems via a series of progressively reductive levels of explanation. These levels range from a phenomenological characterisation of the performance of the entire system to a description of the biophysical properties of nerve cells and their synaptic interactions, and even to an analysis of the subcellular computational mechanisms.
Visually guided orientation behaviour of flies has turned out to be one of the few cases in which it has been feasible to reach an understanding of mechanisms underlying complex behavioural performance at different levels of organisation (reviews: Reichardt and Poggio 1976; Hausen and Egelhaaf 1989 , Egelhaaf and Borst 1993a , Borst and Haag 2002 . The present review focuses on three examples of information processing that are currently being analysed and understood at widely divergent levels. Each of these examples pertains to the processing of behaviourally relevant visual information and addresses problems that are relevant far beyond the system that forms the basis for the experimental and model analysis.
Pursuit behaviour: phenomenological modelling of virtuosic flight control Male flies are able to chase females in often highly acrobatic visually guided flight manoeuvres. In up to ten saccadic turns per second with angular velocities of up to 5000°s )1 , flies try to fixate the target fly in the frontal part of their visual field and to catch it as a first step in mating behaviour (Land and Collett 1974; Wagner 1986) . In recent studies the control system underlying chasing behaviour could be largely unravelled at a phenomenological level. This has been possible mainly because a system analysis has been performed not only with real flies as targets but by using black spheres as dummy flies (Boeddeker et al. 2003) . By this approach it has been possible to control to a large extent the visual input of the pursuing fly, even under free-flight conditions. Depending on the size and the velocity of the target, it is either caught after relatively short pursuit flights or it may be followed by the chasing fly for up to several seconds on precisely controlled tracks even if the target is not caught (Fig. 1A, upper diagram) . The larger and the faster the dummy is, the less frequently it is caught (Fig. 1C, upper diagram) . During such 'unsuccessful' chases, larger and faster dummies are followed at larger distances than are small and relatively slow ones. As a consequence of this strategy, the retinal size of the target is kept approximately constant for a given target velocity irrespective of the absolute target size. However, the retinal size decreases with increasing velocity of the target (Fig. 1D, upper diagram) .
Model simulations employing a two-dimensional phenomenological model of the fly's control system for chasing revealed that both modes of chasing behaviour (catching of the target and tracking without catching it) can be mediated by a single control system without requiring any explicit 'decision-maker' (N. Boeddeker and M. Egelhaaf, unpublished observations). The different behavioural modes of the model fly are a consequence of the peculiar properties of two visual mechanisms working partly in parallel. These two mechanisms control the forward and angular velocity of the simulated animal, respectively. Whereas the retinal size of the target controls the forward velocity of the chasing male, the retinal position of the target determines the fly's flight direction. Low-pass filters in either branch of the model representing the two mechanisms simulate neuronal processing time. The kinematics of a fly's movements is emulated by the computationally cheap forward Euler integration (see Fig. 1B for an explanation).
The model fly shows similar behaviour as real flies. Depending on the size and the velocity of the target as well as on the starting position and orientation of the chasing fly, the target is either caught or followed in a similar way as observed in the behavioural experiments (Fig. 1D ). Prior to successful approaches the chasing fly flies at a higher forward velocity than the target. The chasing fly decelerates when, during an approach, the retinal size of the target exceeds a critical value. Despite the deceleration, targets of appropriate size and velocity are caught with high probability. The larger the target the larger is the distance at which the chasing fly starts to decelerate, because the critical retinal size is reached earlier. This is the reason for the lower catch frequencies of large targets (Fig. 1C) . The distance between the chasing fly and a large target is overcome only if the speed difference is very high and the higher momentum of the chasing fly is sufficient to overcome the spatial gap between pursuer and target (Boeddeker et al. 2003 ; N. Boeddeker and M. Egelhaaf, unpublished observations).
The phenomenological model of the chasing control system is not only sufficient to account for pursuits of artificial targets but also of real flies flying on much more complicated courses. Although only a smooth pursuit system has been implemented in the model and the chasing fly translates the retinal position of the target into angular velocity in a continuous way, the model fly shows body 'saccades' with rapid changes of body axis orientation. These saccades can be explained as the consequence of inertia and the different time constants of the low-pass filters in the pathways controlling the angular and the forward velocity, respectively (N. Boeddeker and M. Egelhaaf, unpublished observations). Although chasing after real flies can be explained by the simple model sketched in Fig. 1B , pursuit behaviour is stabilised if the system controlling angular velocity not only depends on the retinal position of the target, but also its velocity (Land 1992 ; N. Boeddeker and M. Egelhaaf, unpublished observations).
Flies are concluded to employ similar viewing strategies as primates: spontaneous changes in gaze are done rapidly in a saccadic manner Hateren 1998, 1999) , whereas moving targets are followed by smooth pursuit (Boeddeker et al. 2003) . Nonetheless, the angular velocities flies may reach during smooth pursuit are much higher than eye velocities of humans (Ilg 1997) .
Processing of natural retinal image sequences: transfer of models established by systems analysis with simple visual input to naturalistic conditions Phenomenological models, such as the model of pursuit control, provide information about the visual parameters that are relevant for controlling a particular behavioural component. However, they do not account for the computations extracting the relevant visual information from the retinal images. In the context of optomotor course control it has been possible during recent years to elucidate relevant computations in terms of formal computational models and, partly, even in terms of the biophysical properties of individual nerve cells and their synaptic interactions (reviews: Borst and Haag 2002) .
Optomotor course control relies to a large extent on neuronal analysis of the continual displacements of the retinal images of the entire environment, as is characteristic of self-motion. It is known that this so-called optic flow is evaluated by the visual systems of many animals and used to control the animals' path of locomotion. In the fly optic flow processing has been analysed in unprecedented detail at the neuronal level and much is known about the underlying neuronal circuits (reviews: Hausen and Egelhaaf 1989; Egelhaaf and Borst 1993a; Warzecha 1999, Krapp 2000; Borst and Haag 2002; . These circuits have been mainly established in systems analyses using relatively simple stimuli, and part of the underlying computations could be successfully modelled both algorithmically and on the basis of electrical equivalent circuits that are employed to approximate individual neurons. Recently, thanks to advances in computer technology, the performance of the neuronal circuits could be analysed with the complex visual inputs that are characteristic of natural behavioural situations.
The dynamics of optic flow are largely determined by the dynamics of the animal's self-motion. The direction of self-motion may change rapidly, as during saccadic turns during flight Hateren and Schilstra 1999) or, one order of magnitude more slowly, during walking (Kern et al. 2001a ). Because it is currently not possible to record from neurons in freely moving flies, the optic flow experienced by behaving flies was reconstructed and replayed to tethered animals during nerve cell recordings. This approach has been Filled circles within insets denote the position and diameter of objects in the arena. Stimulus situations from left to right: a Similarity of responses to the track in its original position versus the track displaced to the centre of the arena (left), and the track in its original position versus the track displaced to the opposite side of the arena (right); b Three objects present during the original walk of the fly were removed; c The arena was enlarged by a factor of 1.5, 2.0 and 3.0 (data from left to right). The enlargement includes the objects as well as the pattern on the arena wall and on the objects; the position of the track with respect to the arena centre was kept the same; d The translational component of the original walking track was eliminated and the fly rotated around the arena centre. No objects were present in the arena; e The original 50% black and white texture was exchanged by a texture with only 12% black elements. This was done and tested for the originally sized arena as well as for the arena enlarged by a factor of 1.5, 2.0, and 3.0 (data shown from left to right). The texture density of the patterns covering the objects were kept as in the originally sized arena. The enlargement of the arena includes the pattern on the arena wall and on the objects (for details see (Kern et al. 2001b) c employed for various behavioural situations during tethered flight in a flight simulator (Warzecha and Egelhaaf 1997; Kimmerle and Egelhaaf 2000) , during unrestrained walking in a three-dimensional environment (Kern et al. 2000 (Kern et al. , 2001a (Fig. 2A) and most recently during unrestrained flight (Lindemann et al. 2003) .
These analyses suggest that information obtained from optic flow about the animal's self-motion during walking (Kern et al. 2001a ) is much less ambiguous than was concluded from previous studies using conventional stimuli. For instance, an identified motion-sensitive neuron whose input connections suggest a role in signalling turns of the animal around its vertical axis (Hausen 1981; Horstmann et al. 2000; Haag and Borst 2001 ) also responds to translation and to changes in the texture of conventional stimuli (Hausen 1981; Hausen and Egelhaaf 1989; Kern et al. 2001a ). However, when challenged with optic flow as experienced during walking, most of the ambiguities do not emerge and the cell provides information about the animal's turning direction largely independent of the translational optic flow component and the layout of the environment (Kern et al. 2001a) (Fig. 2C, upper diagram) . Only when the animal comes very close to an object are the neuronal responses considerably affected by the environmental features and thus may provide information about the three-dimensional layout of the environment.
Model simulations indicate that the computations underlying optic flow processing are well matched to optic flow experienced in behavioural situations (Kern et al. 2001b) . The model used is an elaboration of models previously established to explain various aspects of motion detection by the fly visual system if characterised with simple stimuli. It is a hybrid of algorithmic components and components which represent a simple equivalent circuit of a nerve cell (Fig. 2B) . Spatio-temporal filters model the peripheral part of the motion detection pathway, i.e. the retina and the first visual neuropile. The resulting signals are fed into correlationtype motion detectors, which have been shown to explain many aspects of the local motion detector (EMD) responses in the fly's visual system (review: Egelhaaf and Borst 1993b) . Although the output of this part of the model is meant to fit the output of the local motion detectors of the fly, it is not intended to approximate the cellular operations in detail. A simple equivalent circuit of a patch of passive membrane achieves spatial pooling of many local motion detectors. Excitatory and inhibitory conductances of this membrane are controlled by the positive and negative outputs of the local motion detectors, respectively (Borst et al. 1995; Single et al. 1997) . The model output can be interpreted as representing the time-dependent graded postsynaptic potential of the above-mentioned motion-sensitive neuron.
On the basis of this network model not only many relevant response features of fly motion sensitive neurons discovered with conventional stimuli can be explained, but also those discovered with complex naturalistic optic flow. In particular, the model output is robust against a wide range of manipulations of the visual input of walking flies in a similar way as the responses of fly motion-sensitive neurons (Kern et al. 2001b ). For instance, very similar responses are obtained in both the real and the model cell to the optic flow experienced on tracks, corresponding to the original walking track after displacing it to other sites in the experimental arena. Moreover, eliminating the translational component from the optic flow does not much alter the responses (Fig. 2C , compare upper and lower panels). Hence, naturalistic optic flow experienced by walking flies, is represented by the model output, in accordance with the neuronal data, less ambiguously than conventional stimuli, as long as the animal is not too close to objects in its environment (Kern et al. 2001b) . A recent model analysis (J.P. Lindemann et al., unpublished observations) indicates that this is because (1) natural stimuli are characterised by a wide range of spatial frequencies (in contrast to conventional grating patterns (see also Dror et al. 2001) , (2) the rotational optic flow component dominates the translational one apart from situations when the animal is close to objects, (3) the motion input of motion-sensitive neurons exceeds the dynamic range where the time-course of velocity is represented linearly (Egelhaaf and Reichardt 1987) , and (4) the non-linear spatial integration characteristics of the motion-sensitive neurons make their responses largely independent of texture density (Borst et al. 1995; Single et al. 1997 ).
Precision of neuronal encoding of visual motion information: modelling the transformation of postsynaptic potentials into spike trains
The models of visual information processing described above can explain major aspects of the time-dependent performance of the fly or particular neuronal subsystems even under complex dynamical conditions as occur in behavioural situations. In these models the output of the visual system is given by analogue signals that encode some features of the retinal input in a graded way. However, these do not take into account that graded postsynaptic potentials in nerve cells are often transformed into spike trains and that neuronal responses are not entirely deterministic, but show much variability (Fig. 3A) . The spike count variance across trials of fly motion-sensitive neurons is relatively small compared to motion-sensitive neurons in the primate cortex (Warzecha and Egelhaaf 1999; Warzecha et al. 2000; Barberini et al. 2000) . Nevertheless, the precision with which stimulus events can be encoded by the timing of spikes and, thus, the accuracy with which time-varying optic flow characteristic of behavioural situations can be conveyed are constrained by the variability of neuronal responses.
The transformation of graded postsynaptic signals into spike trains has recently been modelled in detail for motion sensitive neurons of the fly. Compartmental models of fly motion-sensitive neurons have been developed that take into account both the complex geometrical structure as well as the intricate biophysical properties of the neurons. These models include the passive membrane properties as well as ionic currents modelled on the basis of Hodgkin-Huxley equations, as they could be characterised experimentally (Borst and Haag 1996; Haag et al. , 1999 Haag and Borst 2000) . These models reproduce many features of the experimental data on which they are based and may also account for the characteristic variability of the neuronal responses. However, for a systematic analysis of this important aspect of neuronal coding simpler Although the overall pattern of the neuronal activity is similar from trial to trial, there is variability in the temporal fine structure across trials. B Sketch of a phenomenological model of spike generation. The spike generation mechanism is fed by summated postsynaptic potential fluctuations. These consist of a deterministic membrane potential component that is the same for each presentation of a given visual motion stimulus and membrane potential noise that differs for each stimulus presentation. The individual spike trains can be averaged to obtain a spike frequency histogram (for details see Kretzberg et al. 2001) . C Spike frequency histogram of a motion-sensitive H1 cell and of the corresponding model cell (left panels). Random velocity fluctuations were used for motion stimulation leading to wildly varying modulations in spike frequency. The variance of the spike count in 100-ms time windows depends in a similar way in both the H1 cell and the model cell on the mean spike count (right panels) (for details see Warzecha et al. 2000; Kretzberg et al. 2001) . D Schematic of the dynamical properties of membrane potential fluctuations of a fly motion-sensitive neuron elicited by bandlimited white-noise velocity fluctuations. Power spectra of the motion stimulus, the motion-induced response component and the membrane potential noise. The motion-induced response component is determined by averaging many individual response traces and thereby eliminating the membrane potential noise. The motion-induced response has most of its power below 20 Hz although the stimulus contained higher frequencies. In the lowfrequency range the motion-induced response component is larger than the noise component. Towards higher frequencies this relationship reverses. Spikes time-lock to the fast stochastic membrane potential fluctuations (for details see Warzecha et al. 1998 ). E Time-locking of spikes to sinusoidal membrane potential fluctuations in a model cell. The model is adjusted to fit the responses of a fly neuron to motion stimuli. The deterministic component of the membrane potential, as may be induced by a stimulus, fluctuates sinusoidally with either 5 Hz (upper trace, left panel) or 80 Hz (upper trace, right panel). To simulate the responses to repetitive presentations of the same stimulus, the deterministic component is superimposed by membrane potential noise that differs from presentation to presentation. Spike frequency histograms (bottom traces) illustrate that fast membrane potential fluctuations are needed to trigger spikes with a high temporal precision. Slow fluctuations lead to spike activity with a rate about proportional to the membrane potential (for details see (Kretzberg et al. 2001) c phenomenological models of spike generation proved to be sufficient to account for a wide range of computationally relevant phenomena.
The precision of spike responses to sensory stimuli depends on the dynamics of the postsynaptic membrane potential fluctuations induced by the stimulus and those that are not related to the stimulus, i.e. membrane potential noise. This conclusion is based on a combination of model simulations and dual recordings from pairs of motion sensitive neurons that share large parts of their synaptic input (Warzecha et al. 1998) . The model analysis was based on a phenomenological model of spike generation that transforms membrane potential traces into spike trains (Fig. 3B ). In the model the timing of spikes depends on the time elapsed since the previous action potential and on the preceding membrane potential changes. Fed with a combination of stimulusinduced membrane potential fluctuations and membrane potential noise, as they were determined experimentally, the model reproduces the time-course and variability of neuronal spike responses well (Fig. 3C) . Fast stimulusinduced membrane potential fluctuations are needed to trigger spikes with a high temporal precision in the presence of membrane potential noise. Slow fluctuations lead to spike activity with a rate about proportional to the membrane potential Kretzberg et al. 2001) . Thus, for a given level of membrane potential noise the frequency range of membrane potential fluctuations induced by a stimulus determines whether a neuron can use a rate code or a temporal code. Since the computations underlying motion detection inevitably require time constants of some tens of milliseconds (Borst and Egelhaaf 1989) , they attenuate the neural responses to high-frequency fluctuations in pattern velocity Warzecha et al. 1998 Warzecha et al. , 2003 (Fig. 3D) . Hence, only when the velocity changes are very rapid and large the resulting depolarisations of the motion-sensitive neuron are sufficiently pronounced to elicit spikes with a millisecond precision (Ruyter van Steveninck and Bialek 1995; Warzecha and Egelhaaf 2001; Ruyter van Steveninck et al. 2001; Warzecha et al. 2003) . Otherwise, the exact timing of spikes is determined mostly by membrane potential noise and visual motion is most likely represented by the spike rate (Fig. 3E) (Kretzberg et al. 2001 ).
Conclusions
It is now possible to understand visual information processing in the fly visual system at various levels of complexity, ranging from free-flight behaviour down to the biophysical properties of individual nerve cells. The understanding is aided at all these levels by modelling. Modelling proved to be an essential tool to test the experimentally established hypotheses concerning the functioning of the system at the particular level of investigation. As is exemplified by the three case studies outlined here, the appropriate level of modelling needs to be adjusted to the particular computational problems that are to be solved. Of course, one major aim of our current analyses on visual information processing in the fly is to bridge the gap between different levels of analysis. In addition, neuronal models will substitute phenomenological and algorithmic models. For instance, the phenomenological model of the chasing system will be transformed into a cellular model in order to make predictions on the organisation of the underlying neuronal networks. However, to be able to proceed in this direction, we first need more experimental data on the neuronal basis of chasing behaviour. A transformation of phenomenological into neuronal models is also desirable for the computations of visual motion detection in order to understand the underlying cellular mechanisms. In any case, the choice of a particular level of modelling should always be guided by scientific problems at the respective level of analysis.
Although we now understand important aspects of visual information processing, we are still far from being able to construct brains, even relatively simple ones such as that of the fly. Nonetheless, components of the current models have been implemented in hardware and tested in robots (Franceschini et al. 1992; Franceschini 1996; Bains 1999; Harrison and Koch 2000; Huber et al. 1999; Liu and Usseglio-Viretta 2000) . All these robots still have a much simpler behavioural repertoire than real flies and, in particular, are by orders of magnitudes slower and much less virtuosic. Hence, still much needs to be learnt from real flies in future research, both experimentally and computationally, before we may be able to construct an artificial system which is able to perform similarly well as the real nervous system. Only then we may eventually understand by what computational principles the often astonishing behavioural performance is accomplished.
