This paper incorporates text data from MLS listings from Atlanta, GA into a hedonic pricing model.
Introduction
Real estate is one of the most studied asset classes -and for good reason. Some of the more prominent features of real estate include its incredible market value, the large share of real estate in individual investors portfolios, and the value of mortgages tied to real estate. Even when focusing solely on households, the numbers are staggering. In 2014, household real estate assets were valued at $23.5 triliion USD making up 24.2% of total household assets. Home mortgages on the household balance sheet were $9.4 trillion or 66.2% of total household liabilities 1 . For these reasons alone, researchers, policy makers, investors, homeowners, and bankers all have a significant interest in accurately valuing real estate. Accurately valuing real estate in a hedonic model requires collecting a rich set of property attributes. This study describes methods to create such a set of property attributes from text supplied by listing agents.
Valuation models for real estate can be derived using comparable sales, repeat sales, discounted cash flows, or other means. This study uses a hedonic model where the price of a property is expressed as a linear combination of its attributes. 2 We argue that a useful hedonic model produces coefficients that are easily interpreted and provide pricing accuracy. The contributions of this paper are both methodological and empirical. The methodology described in this paper 1) applies textual analysis methods to real estate listings using a token approach and 2) describes an estimation procedure that yields interpretable results. Empirically, the study finds 1) listing descriptions provided by listing agents contain information that can be used to decrease pricing error when used in conjunction with standard, housing attributes in a hedonic pricing model, 2) the procedure we describe outperforms a least-squares alternative in out-of-sample testing, and 3) a theoretically based tuning parameter outperforms a cross-validated tuning parameter in out-of-sample testing.
The estimation technique described in this paper combines two branches of statistical research: textual analysis and sparse modeling. Textual analysis is a term for techniques that map text -news articles, 10-k's, message board postings, litigation releases, etc. -into variables that can be used in statistical applications including hypothesis testing, prediction, and filtering. This study uses an approach whereby each remark can be expressed as a collection of words or phrases; each word or 1 http://www.federalreserve.gov/releases/z1/Current/z1.pdf, Table B .101 2 Early uses of the hedonic model include Rosen (1974) . Two helpful literature reviews include Malpezzi (2003) and Kang and Reichert (1991) phrase is defined as a token. Tokens in the remarks can proxy for actual features of the property, seller or neighborhood. We are interested in selecting which tokens are relevant and the implicit prices for the features that they represent. In order to do so, indicator variables for tokens are included along with standard attribute variables in a linear, hedonic model. Because the number of tokens can increase with the total number of observations, the number of indicator variables for the tokens can be large. In such high-dimensional settings, least-squares estimation is prone to over-fit the data producing poor out-of-sample performance. Thus, estimating the parameters requires techniques that are designed for large dimensional parameter spaces.
One approach to high-dimensional data is to transform the data using data reduction methods. Data reduction techniques implicitly or explicitly assume that a large number of variables can be expressed using a much smaller set of observed or unobserved variables. One popular method for dimension reduction is principal components analysis (PCA). PCA creates principal components using linear combinations of a much larger set of variables from a multivariate data set. These principal components can then be used in lieu of or alongside other variables in a regression framework.
In the hedonic model, principal components from the covariance matrix of the token indicator variables could be used by themselves or included alongside commonly used hedonic variables such as bedrooms, square footage, etc. In either case, interpreting the coefficients on the principal components requires the researcher to first interpret the principal components. Because all variables have non-zero loadings in each principal component, interpreting the principal components can be a challenge.
An alternative approach to dimension reduction is to assume that the true model is generated by a subset of explanatory variables. Alternatively, the true model for house prices can be sufficiently approximated using only a subset of the available regressors, or that the coefficient vector has some elements equal to 0. In this situation, the coefficient vector is said to be sparse. Estimating which coefficients are non-zero is variable selection. Traditional approaches such as AIC and BIC criteria requires estimating all combinations of models. Given the large number of tokens and the combinatorial nature of this approach, this is computationally prohibitive.
The least absolute shrinkage and selection operator (LASSO) described in Tibshirani (1996) provides a feasible alternative. LASSO simultaneously selects both a subset of relevant variables and the coefficient values. Due to a penalty function, the coefficients are biased towards 0 but are still consistent. Given the large number of observations we have available to us, these biased but consistent coefficeints can improve out-of-sample performance. In short, LASSO 1) identifies which tokens are important, 2) provides easily interpreted coefficients, and 3) and performs well in out-of-sample testing. Three features that are important when valuing real estate.
The remainder of the paper is organized as follows. Section 2 provides a literature review that emphasizes both sparse modeling and textual analysis. Section 3 describes the statistical techniques used, the details of the data source, and the results from the estimation. Section 4 provides a summary of the paper and outlines areas for further research.
Literature Review
This study models residential property prices using a hedonic model. An important feature of the hedonic model is that property attributes explicitly impact property prices. Quantitative, qualitative, geographic and municipal attributes have all been found to influence property prices. Brown and Pollakowski (1977) , Bond et al. (2002) , and Rouwendal et al. (2014) find water access and coastline significantly influence property prices. Benson et al. (1998) , Paterson and Boyle (2002) , Song and Knaap (2003) and Tu and Eppli (1999) find non-traditional attributes can play a significant role. The running theme in all of these studies is that predicting property prices can be improved by augmenting a simple hedonic pricing model (one that includes bedrooms, bathrooms, square footage, etc.) with non-standard attributes. Unfortunately, these non-standard attributes can be difficult or impossible for the researcher to measure. However, it is quite possible that these non-standard attributes are explicitly mentioned by listing agents in the remarks section of the listing. Hill et al. (1997) were one of the first studies to explicitly acknowledge that the remarks section in MLS data may contain hidden characteristics. When constructing their repeat sales model Hill et al. (1997) use the remarks section to ensure house characteristics remained the same between sales.
Despite the frequent use of MLS data in real estate research, there are a very few studies that examine and include the non-standard attributes available in the MLS remarks section. In the previous studies that utilize the MLS remarks section researchers have manually created indicator variables. Not only is this a time consuming process, but it is prone to human error. Haag et al. (2000) were the first to include the non-standard attributes available in the MLS remarks section in a hedonic model. They identify a list of keywords and phrases that were prevalent in their dataset (1994) (1995) (1996) (1997) to examine the motivation of the seller, location of the property, physical improvements, or property defects. In a recent follow-up study, Goodwin et al. (2014) extend the Haag et al. (2000) study by including additional keywords and categories. Goodwin et al. (2014) also cover a longer time period (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) ) that includes both an up and down real estate market. This is important because a study by Soyeh et al. (2014) , that also utilizes the MLS remarks section, finds that incentives offered by sellers are not capitalized into sales price during soft market conditions. and Twitter are all associated with future stock price movements. Garcia (2013) finds that the predictive power of text increases in recessions. In one of the few real estate applications, Pryce and Oates (2008) use a pre-specified dictionary approach and find real estate agents alter their choice of words based on the macroeconomy. It is important to emphasize that the dictionary approach is suitable only when the researcher has ex-ante knowledge of relevant tokens for the application at hand. Loughran and McDonald (2011) emphasize this and show that a customized financial dictionary outperforms the general Harvard-IV-4 TagNeg dictionary when extracting information from 10-k's.
The second approach begins with a scored text and determine which tokens are more likely to increase a text's score. Using the US Congressional record, Gentzkow and Shapiro find tokens can be used to identify Republicans and Democrats. Taddy (2013a) performs a similar analysis using information from Twitter. Taddy (2013b) rigorously studies a token model in a sparse coefficient setting. Mitra and Gilbert (2014) also seeks a sparse coefficient solution when searching for tokens that are associated with successfully funded projects on the crowdfunding website Kickstarter. We follow most closely the last 3 studies and use the sale price of the property as a way to identify a sparse coefficient vector.
Given the large number of potential tokens that can appear, we require a procedure for selecting which tokens are important that will not overfit the data. As mentioned above, PCA is one way to reduce the dimension of the tokens. Perhaps due to the difficulty in interpreting the results, incorporating PCA into a hedonic model has not been widely used. Kain and Quigley (1970) interpret principal components as measures of housing quality. Maclennan and Tu (1996 ), Bourassa et al. (1999 ), and Bourassa et al. (2003 do not explicitly use principal components in a hedonic model but rather use the principal components in order to identify submarkets.
Methods that use principal components as additional variables in a regression in order to improve accuracy similar to factor-augmenter vector autoregression models in the time series literature are a possible solution. In this way, the principal components increase the predictive accuracy of the model while allowing the researcher to easily interpret the coefficients on the remaining variables.
However, coefficients on the factor are not easily interpreted unless the factors themselves are easily Sparse modeling has been used in engineering, statistics and economics applications; theoretical results draw from all disciplines. The LASSO, proposed in Tibshirani (1996) , estimates a linear model subject to a penalty on the l 1 norm of the coefficient vector. This penalty sets less important coefficients to 0, thereby selecting a subset of variables for prediction. In certain situations, the LASSO is able to correctly identify the true non-zero coefficients in deterministic and probabilistic settings, Candès et al. (2006) and Knight and Fu (2000) . Knight and Fu (2000) proves consistency and asymptotic normality of the LASSO estimates for a fixed number of variables and a large number of observations. Meinshausen and Bühlmann (2006) and Zhao and Yu (2006) demonstrate the LASSO estimator correctly identifies the true non-zero coefficients with a large number of variables provided the regressors are not too correlated.
An important choice for the researcher when using the LASSO is the parameterization of the penalty function. On approach is to use M-fold cross-validation, Varian (2014) . This technique is easy to perform, has been shown to perform well in Monte Carlo studies, but has also been shown to select too many irrelevant variables, Leng et al. (2006) , Zou et al. (2007) , and Feng and Yu (2013) . Alternatively, penalty parameters can be based on theoretical results required for consistency, Knight and Fu (2000) and Bickel et al. (2009) . Belloni and Chernozhukov (2010) provide a feasible procedure for such an estimation. Yet another approach is to use a square root loss function described in Belloni et al. (2011) which results in a parameter free penalty function.
In order to more directly compare our results to a least-square procedure, we keep a squared loss function and use both the M-fold cross-validation procedure and the procedure in Belloni et al. (2011) .
The use of LASSO and other penalized procedures becomes a valuable tool when the researcher is faced with a large number of regressors and would like to perform a least-squares estimation.
Examples of regression models with a potentially large number of regressors include cross country growth regressions 3 , wage equations 4 , returns to schooling, 5 and forecasting 6 . In such situations, the researcher must choose which variables to use based on a behavioral model, anecdotal evidence or other results in the literature. The methods discussed in this paper are applicable to these and other applications in finance and economics when the researcher must select relevant variables in a linear model without any such guidance.
Modelling and Econometric Analysis

Penalized Regression
The data is an unbalanced panel. There are i = 1, ..., I houses sold over time periods t = 1, ..., T with some houses selling more than once for a total of N transactions. For each transaction n = 1, ..., N , the sale price is given by
where p it is the sale price, x it is a 1 × K vector possibly containing an intercept, annual time dummies, control variables, and an indicator for the tokens, δ is a 1 × K vector of implicit prices for the variables and, and it is an i.i.d N (0, σ 2 ) capturing any variation in house prices not captured by the variables. Details for constructing the indicator variables are described below. The linearity 3 Sala-i Martin (1997), Liu and Stengos (1999) , Fernandez et al. (2001) , Rodriguez and Rodrik (2001) 4 Angrist and Krueger (1991) , Buchinsky (1998), Machado and Mata (2005) , Angrist et al. (2006) , Stewart (2007) 5 Card and Krueger (1992), Jensen (2010) , Dagsvik et al. (2011), Ermisch and Francesconi (2013) 6 Stock and Watson (2002), Clements and Galvão (2009 ), Carriero et al. (2011 ), Fuentes et al. (2014 assumption in 1 is made for simplicity as the results below hold when the pricing function is not necessarilly linear, p it = f (x it ) + it , and a vector of appropriate transformations x * it = g(x it ) are used to approximate f . When δ is sparse, Q < K elements are non-zero with the remaining K − Q elements are exactly equal to 0. The index of the Q coefficients is denoted by S ⊂ {0, ...K}. The number of variables in the model preclude using AIC or BIC methods to determine S; with 1, 000 < K, there will be more than 2 K possible models to estimate. However, Benjamini and Hochberg (1995) and Benjamini and Yekutieli (2001) provide simple procedures for variable selection using p-values from a least-squares regression. Both procedures use an ex-ante false-discovery rate, ρ. After applying either procedure, the expected fraction of irrelevant regressors is equal to ρ. Given the possibly large number of relevant tokens in the model, even conservative values of ρ will result in predicted sale prices based on many irrelevant regressors. Previewing the results, using ρ = 0.1 selects more than 1,300 tokens as relevant from a possible 2,000. As a feasible alternative to estimating a sparse δ, we solve the
Eq 2 is the sum of the sum of squared errors plus a penalty function for all coefficients except 
Eq 2 cannot be solved by taking a derivative as the penalty function λ
However, the problem can be recast into a Kuhn-Tucker maximization problem ensuring the solution is unique when K < N . Due to the penalty function in Eq 2, the estimate d is biased towards when 0 < λ. When λ = 0 the resulting least-squares coefficient esti-mates are unbiased. However, due to the large number of variables, the variance of the least-squares coefficients can be large. LASSO makes a bias-variance trade off in order to decrease out-of-sample prediction error. Alternative penalty functions can be used to decrease the variance of the coefficients. When the penalty function uses the sum of squared coefficients, the resulting estimator is a ridge regression. The elastic net described in Zou and Hastie (2005) The function Λ(1−α|X) is equal to a data-dependent quantile based on the matrix of regressors.
This function is equivalent in distribution to
where x nk is the value of variable k for transaction n. Eq 3 provides a means to estimate Λ(1−α|X):
simulate g n , calculate the maximum over all k, and repeat. The estimate of Λ(1 − α|X) is the 1 − α quantile of these simulated values. With this estimated value of Λ(1 − α|X), a feasible estimate of λ is found using the following procedure. Using superscripts to indicate a particular iteration s = 1, ..., S the procedure is
2. Estimate Eq 2 using λ s and store d s and Q s .
3. Update σ s as
5. Otherwise, increase s to s + 1 and repeat steps 1-4.
Following Monte Carlo simulations given in Belloni and Chernozhukov (2010) , we set c = 1.1 and α = 0.1. The above procedure results in a consistent estimate of σ that can be used to create a feasible optimal penalty level λ F = 2 σ 2 ln(2K/α)/N . Belloni and Chernozhukov (2010) recommend the data-dependent penalty level λ DD = 2c σ s−1 Λ(1 − α|X)/N be used as it adapts to the regressors and is less conservative in that λ DD ≤ λ F . Either penalty level can be used to consistently estimate d.
An alternative procedure to estimate λ is to use an M-fold cross-validation procedure. The M-fold procedure uses subset of the observations in order to estimate d and uses the remaining observations to determine out-of-sample performance. This process is repeated M times and the out-of-sample performance is averaged over all M trials. The M-fold value of λ is the value that provides the best out-of-sample performance. The optimal value for the penalty parameter, λ M , is calculated using the following procedure 3. Set λ = 0 and estimate Eq 2 using only the variables in x P L i .
By setting λ = 0, the second stage estimation procedure becomes least-squares. The value of λ can be estimated using the iterative procedure in Belloni and Chernozhukov (2010) . The intuition for this procedure is the following: if LASSO correctly estimates S in the first stage, the model in the second stage is correctly specified, and the resulting least-squares coefficients are unbiased.
In practice it is possible that S = S and the second stage model is mis-specified. Despite this, Belloni and Chernozhukov (2010) find the variables erroneously included or excluded will have little explanatory power.
Alternative Pricing Models
We use 5 models as a means to compare the relative and supplemental predictive power contained in the remarks.
[BASELIN E] :
[B2] :
Here, α t is a time fixed-effect for time period t, x i is a vector controling for bedrooms, bathrooms and an intercept, v i is a vector if indicator of variables for the unigrams, and w i is a vector of indicator variables for the bigrams. Construction of the unigram and bigram vectors is described in the following section. The vector β contains the relative prices for bedrooms and bathrooms. The vectors θ and φ are the implicit prices of the tokens and are assumed sparse with some elements equal to 0. Finally, i is an iid, normally distributed error term N (0, σ 2 ). It is fully acknowledged that i includes the effect of any unobserved variable not mentioned in the remarks that can be related to the property attributes or the nature of the transaction.
Eq 4 is the baseline model that only controls for time, bedrooms and bathrooms. We refer to variables in x i as control variables. After experimenting with several configurations for the control variables, we found that using indicator functions for the number of bedrooms and bathrooms performed produced R 2 values that were comparable to R 2 values from other specifications of the control variables including continuous variables for age, bedrooms and square footage as well as interraction terms between these variables. In our estimation procedure, we use a total of 11-15 indicator variables depending on various subsets of the data. We make no claim as to the unbiasedness of the estimates for β but note that the explanatory power of these indicator variables is comparable to the explanatory power of alternative models.
Eq 5 and Eq 6 regress price on tokens in the absence of any control variables. These models are used to assess if information in remarks can substitute for the controls. The performance of these models are of practical importance as important tokens in these models can be used to guide practitioners, assessors and future research in data collection. Eq 7 and Eq 8 are constructed in order to highlight the supplemental information tokens can provide. More elaborate interactions between tokens and control variables are possible but are beyond the focus of this paper.
We also use ln(p it ). We remain agnostic as to whether the correct model is log or level price as our model specification questions related to variable selection and not the correct power transformation of the dependent variable. Both log and level hedonic models are used in the real estate literature When using log price, the presence of a token will approximately increase the sale price by a given percentage. For example, houses in a gated community are 30% more expensive than houses not in a gated community.
Further, we also apply our approach to another poplar pricing estimator in the real estate literature. The repeat sales regression regresses differenced sale prices on differenced right-hand side variables. For consecutive sales of the same house i sold at times s and s ≤ t, the change in price, ∆p it = p it − p is , is given differencing 1
Here, ∆x it is the difference in right-hand side variables. When x it contains only time-invariant variables and time period fixed effects, ∆x it contains 0s, a +1 for the time period t variable and a −1 for the time period s variable. Time-invariant variables are treated as nuisance parameters.
Such time-invariant variables include location effects and possibly structural effects when quality does not change. Implicit in the repeat sales regression is the assumption that the quality of the underlying property does not change. With this assumption, the coefficients on the time effects are interpreted as a constant-quality price index.
Remarks associated with two different sales of the same house are almost surely different although certain features of the underlying property are time-invariant. When we include tokens in
x it , the effects of time-invariant tokens are differenced away. However, certain relevant features of the property are both time-variant and indicated in the remarks. For example, renovating a property would presumably increase the sale price; properties that are recently renovated would have larger changes in prices than non-renovated properties. If macroeconomic factors lead to citywide renovation, the time coefficients are biased and no longer result in a constant-quality index.
The advantages of including tokens in the repeat sales regression are three-fold. First, tokens can be used to mitigate bias in the price index by controlling for time-varying changes in quality.
Second, prices of individual tokens can be used to estimate price differential based on listing agent assessments of quality. Third, when included alongside indicator variables for auctions, foreclosures or other events most likely associated with changes in quality, we can obtain unbiased coefficients in the presence of both time-varying and time-invariant. Mayer (1998) uses a repeat sales approach to estimate auction premiums that controls for unobserved time-invariant. Because time-varying controls are not available, the auction premium in Mayer (1998) is presumably biased due to associated time-varying changes in quality associated with auction properties.
[Jerry, Patrick and I would like to control for auction bias due to tim-varying bias in another and the property itself (marble master bath). These remarks are in contrast to the property with the smallest sale price. There, the remarks indicate the property is not in great condition as the remarks indicate that the buyer must be willing to put in some sweat equity.
The public remarks are processed in order to produce a set of variables that indicate certain tokens are present in the remarks. It is possible to create indicator variables for each word in the remarks. In the textual analysis literature, single words are called unigrams. Examples of unigrams include ceiling and gated. In addition to unigrams, this study also examines the use of bigrams. A bigram is a two word phrase such as drop ceiling, vaulted ceiling, gated windows or gated community.
Before creating the bigrams, stop words are removed from the remarks section using a custom set. Stop words are words that are assumed to not convey any information about the property. A list of stop words specific to the remarks section, and real estate at large, is created. The list of stop words is included in the appendix 7 .
The token approach models each remark as a collection of tokens. For all unigrams v j , j = 1, ..., J, define the indicator variable 1(v j ) i = 1 if unigram v j is in remark i and 0 otherwise. The
A similar procedure is used to create the 1 × J vector for bigrams, w i = (1(w 1 ) i , ..., 1(w J ) i ). Prices for the unigrams and bigrams are contained in the 1 × J vectors θ = (θ(v 1 ), ..., θ(v J )) and φ = (φ(v 1 ), ..., φ(v J )), respectively.
Two alternatives to the above approach are also possible. The first approach uses counts and replaces the indicator function with the total number of times the token appears in the remark i; the second approach uses frequencies rather than counts and replaces the indicator function with the total number of times the token appears in the remark i, divided by the total number of tokens in remark i. In order to facilitate interpretation of the coefficients, we use the indicator function approach but note that in several experiments the results were robust to these two alternative approaches. In the context of Eq's 5 -8, interpreting the coefficients in θ and φ are straightforward.
Including u j in the remarks increases (decreases) the expected price by an amount θ j if θ j > 0 (θ j < 0).
If the researcher is not interested in the prices of tokens but rather aggregating the information contained in the remarks, the inner product q i = v i θ can be used. If we assume that the remarks contain information about house quality, we can interpret q i as an index of quality. Furthermore, this index of quality can be used as a measure of quality in other regressions. A similar approach using a sufficient reduction paradigm is taken in Taddy (2013b) and Taddy (2013a).
However, it should be emphasized that the tokens are considered exchangeable in that the ordering of the tokens is not important for pricing purposes. For example, when using unigrams, the phrases gated windows and gated community will be priced as θ(gated) + θ(windows) and θ(gated) + θ(community), respectively. The difference in price between these two phrases is equal to θ(windows) − θ(community). This is counter-intuitive as differences in housing quality indicated by gated windows and gated community come from the adjective gated modifying the nouns windows and community. Using bigrams alleviates issues associated with unigram exchangeablity by capturing some notion of word ordering. When using bigrams as token, the difference in price between gated windows and gated community is equal to φ(gated windows) − φ(gated community).
Without loss of generality, we use j to indicate the rank of the frequency of the token in the remarks. For example, j = q is the most frequent token, j = 2 is the second most frequent token and so on. For practical purposes, it is necessary to truncate the list of total tokens available to use. First, it is hard to rationalize a token that appears in only a single remark is unlikely to appear in future remarks. It is also unlikely that this token can be used to predict future prices.
Second, in order to compare the LASSO and its variants to least-squares, we require the matrix of regressors to have full rank which ensures least-squares is feasible. We find the full rank condition is frequently violated when we choose 2000 < J using sub periods of the data. We experiment with several alternatives for J including J ∈ {100, 500, 1000, 2000, 3000}. 
Out-of-Sample testing
We are interested in both in-sample and out-of-sample performance as measured by the root mean squared error (RMSE). Although the data is an unbalanced panel, due to the large number of houses that transact only once, our data appears to be more cross-sectional. Therefore, we adopt an out-of-sample testing procedure designed for cross-sectional data. For any model, define the
where p i is the predicted price for transaction i. It is well known that the least-squares solution will produce the smallest in-sample RM SE. However, due
to the large number of regressors, it is possible that the least-squares procedure will overfit the data. Because of this, we perform out-of-sample testing by estimating the models using a subset of observations, the training set, and predicting prices using the remaining observations not in the training set, the testing set.
We use an out-of-sample testing procedure designed to mitigate random sapling error that can come from an arbitrarily chosen testing set using an M-fold procedure similar to the cross-validation procedure, above. Our out-of-sample RMSE is calculated by the following: 2. For a given λ, m = 1, and any specification in Eq's 5-8, solve the optimization procedure in Eq 2 using the obervations in the testing set m = 1 the store d(λ) m=1 .
3. Estimate sale prices for sales in testing set m = 1 using d(λ) m=1 and store the root mean squared-error for group m = 1:
4. Repeat for m = 2, ..., M
The average RM SE for this choice of λ is given by
The above procedure is a means to compare the amount of overfit in each estimation procedure. In our analysis, we set M = 10 and fix group assignments across all estimations for a given subperiod.
8 An estimation procedure overfits the data when the in-sample RMSE is small but the outof-sample RMSE is large. It should be emphasized that in the RMSE calculations, there is no correction for the number of variables included in the model and the resulting degrees of freedom. This is done in order to isolate out-of-sample pricing error due to parameter estimation. Because least-squares uses all variables, the degrees of freedom in least-squares will always be less than or equal to the degrees of freedom when using LASSO. For an analysis of the degrees of freedom in LASSO, see Zou et al. (2007) . Therefore, creating RMSE using degrees of freedom instead of N M in the denominator would decrease the RMSE for LASSO solely based on the number of variables chosen and not the pricing error.
Data Description
The primary data source used in this study comes from the Georgia Multiple Listings Service (GAMLS). The GAMLS data includes all single-family detached houses that were listed, regardless of whether they sold or not, from January 1, 2000 to December 31, 2014 in the five counties that form the core of the Atlanta metropolitan market (Fulton, Dekalb, Gwinnett, Cobb, and Clayton).
In addition to the public remarks field described earlier, the GAMLS dataset includes information on the location and size of the property (address, acreage, etc.), physical characteristics of the house (number of bedrooms, bathrooms, etc.), and details of the transaction (listing date, listing price, sales price, etc.).
All the data in the GAMLS is manually entered by a listing agent. Thus, it is prone to error Levitt and Syverson (2008) . It also does not include each houses square feet of living area. We circumvent these potential issues with data obtained from each county's tax assessor office. The tax assessor data includes detailed parcel level information that we use to determine the square feet of living area for each house in our study and validate the information in the GAMLS. The initial GAMLS dataset includes 511,851 listings. We apply several filters to systematically clean 8 For a given subperiod, m = 1 + mod(n, 10) the data. First, we remove listings with missing or incomplete data. We then winsorize the top and bottom 0.5% of sales price to remove potential outliers. Finally, we exclude houses that were built before 1900, have less than 500 square feet of living area, or have 10 or more bedrooms. We apply these filters to limit the variability in our data and ensure it is reasonably homogeneous as suggested by Butler (1980) . The cleaned dataset includes 414,404 unique sales transactions.
Descriptive statistics for the entire data are displayed in Table 2 .
Our study covers an extended period of time in which the Atlanta real estate market experienced a boom and bust period. Thus, we partition the dataset into two subsets. The first subset includes all listings between January 1st, 2000 and December 31st, 2007 and represents a hot market in which real estate prices rose rapidly. The second subset covers January 1st, 2008 through December 31st, 2014 and represents a cold market in which house prices crashed and subsequently recovered.
Descriptive statistics for the two time periods are displayed in Table y . After partitioning the data we rerun the textual analysis separately on both data subsets.
Results
Figure 1 displays the positive and negative bigram coefficients with the largest magnitudes. The coefficients in Figure 1 were estimated using the cross-validated LASSO procedure in Eq 8 for the entire sample period (2000 2014). Coefficients with a larger magnitude are illustrated in larger font sizes. In Figure 1a , which includes bigrams with positive coefficients, it is clear that the tokens are a mix of qualitative and quantitative variables that describe the property. Figure 1a includes terms such as shops restaurants, the Sandy Springs neighborhood, and gated community that indicate the bigrams capture both location and quality features. 9 In Figure 1b , which includes bigrams with negative coefficients, there are numerous bigrams related to distressed sales and houses in need of repair such as auction terms, investor special, and sweat equity. Overall, the terms in Figure 1 suggest that the tokenization procedure can identify relevant phrases in the MLS remarks section that can be used in pricing models. A detailed list of top fifty unigrams and bigrams sorted by magnitude is available in the appendix in Tables A2 and A3. 9 We ran the analysis with and without location controls at the zip code and census tract level. The results presented do not include location controls to highlight the breath of textual information available in the MLS remarks section. Including location controls does not have a material impact on the results presented going forward as we present the results of the tokenization procedure in relation to a baseline model. In other words, if we add the location controls to the baseline model they would also be included in the augmented token model.
In the following tables, Panel A presents the in-sample RMSE results, Panel B presents the outof-sample RMSE results, and Panel C presents the number of variables selected when calculating RMSE. The columns correspond to the RMSE when estimating models in Eq's 5 -8 using estimated variables from using ordinary least-squares (LS), Benjamini and Yekutieli (2001) Thus, a tokens magnitude and sign may change over time if the attribute becomes functionally obsolete. Given the extended time period of our study, we include the 2012-2014 subsample to 10 We estimate that the data truncation affected less than 1% of the records prior to 2012. The small percentage of records that were affected were missing less than 16 characters each, which represents less than 7% of their total length. A discussion with our contact at GAMLS revealed that a systems upgrade was performed in the beginning of 2012 and was likely the source of the truncation. Moving across the columns in Panel A, we find that the RMSE when using unigrams is always less than the RMSE when using bigrams. Further, the RMSE for U1 and B1 are comparable across estimation procedures. Further, the RMSE from the bigram model in B1 is sometimes greater than the RMSE of the baseline model. The bigrams only begin to perform better than the baseline model in the subperiod 2012-2014. Thus, it would appear that the control variables have more predictive power than the bigrams but less predictive power than the unigrams.
Although LS is guaranteed to minimize the in-sample RMSE, we are more intersted in outof-sampe RMSE. Due to the large number of variables, we would expect LS to overfit the data in-sample resulting in poor out-of-sample performance. The results in Panel B indicate that LS and CV have similar out-of-sample RMSE that is comparable to their in-sample RMSEs. However, given the large number of observations in each subperiod and the consistency of LS, this is not too surprising.
Panel C displays the in-sample Q for each estimation procedure. Each model includes annual fixed effects, and the Q includes the number of non-zero annual fixed effects. Of particular note is the large drop in relevant tokens when using the BC and Post procedures. Despite using roughly half of the tokens, the BC and Post models produce in-sample and out-of-sample RMSEs that are comparable to the other estimation procedures. In particular, estimating U1 using the POST procedure in 2012-2014 selects 673 variables and decreases the in-sample RMSE by a factor of 0.832. This is similar to the 0.815 factor using LS and all 2000 tokens. Thus, the POST procedure suggests there appears to be a large number of tokens that we can discard for the purposes of pricing real estate.
In Table 5 , we present the results of U2 and B2 and regress price on both tokens and control variables. Again, the values in Panel A (in-sample) and Panel B (out-of-sample) represent the RMSE divided by the baseline models RMSE. The patterns in Table 5 are comparable to the   patterns in Table 4 . However, when we augment the standard control variables with tokens, we find a remarkable improvement in both in-and out-of-sample RMSE. For the entire sample, the U1 model estimated using LS decreases in-sample RMSE by a factor of 0.746 or $26,580. Panel B also shows improvement in out-of-sample RMSE as well. Panel C shows a small decrease in Q for the POST procedure when control variables are added to the model. Presumably, tokens in the remarks relating to the quantity of bedrooms and bathrooms become irrelevant after including the control variables. Based on the improvement in pricing, we focus on models U2 and B2 in the remainder of the paper.
In Table 6 , we present results for U2 and B2 where we regress the log of price on both the tokens and standard control variables. The log-linear approach is often utilized in empirical real estate research for its easy to interpret coefficients and robustness to outliers and moderate forms of heteroskedasticity. Instead of increasing sale price by a fixed dollar amount, unit increases in the coefficients are interpreted as approximately increasing sale price by a given percentage. Similar to Table 5 , we find that including both tokens and the standard control variables improves the performance of all five models relative to the baseline model. 11 Results in Table 6 are comparable to the results in Table 5 and suggest that harnessing the textual information available in MLS remarks can also improve performance when the effect of a token is to increase sale price by a given percentage.
The choice of 2000 tokens was used because it provided a rich set of tokens and permitted computation in a reasonable amount of time. 12 Table 7 shows the results for the period 2000-2014 when using 500, 1000, 2000 and 3000 possible tokens. The results indicate that as few as 100 tokens can improve in-sample and out-of-sample RMSE. For example, using 100 unigrams in U2 and estimating with the LS procedure reduces RMSE by a factor of 0.897.
11
We also investigated U1 and B1 but do not include the results for the sake of brevity. The results are similar to Table 4 and available upon request.
12 For example, using using a 2.5 GHz Intel Core i5 processor with 16 Gb of memory and using a paralle program to distribute the program over 4 cores, the results in Table 5 required approximately 3 hours for 2000 tokens. When using 3000 tokens, the results required more than 18 hours for the results in each table. A significant portion of the run time was the LS procedure and the POST procedure. Details of the computing times are available from the authors upon request.
In order to investigate how the tokens perform when the sample is small, we estimate models U2 and B2 for each of the 15 years in our sample. The results are displayed in Table 8. Similar to   Panel B in Tables 4 and 5 , we find that the out-of-sample results from U2 and B2 perform much better than the baseline model. We also find that the number of tokens chosen in most of the models drops substantially.
All of the hedonic models in Eq's 5 -8 include both time-invariant and time-variant control variables and tokens. The results in Tables 4 -8 document the explanatory power associated of tokens associated with both time-invariant and time-varying attributes. In order to separately estimate the explanatory power of tokens associated with time varying attributes, we difference models U2 and B2 using same-property sales. This results in an augmented repeat sales model. The repeat sales model expresses changes in sale prices as changes in indicator variables associated with time. By differencing both sides of U2 and B2 and assuming constant implicit prices over time, we remove the effect of any time-invariant, unobserved variables; because the number of bedrooms and bathrooms does not vary much over time, using U1 and B1 produced nearly identical results.
We do not ex-ante identify which tokens are associated with time-invariant variables and instead include all tokens when estimating the repeat sales regression. However, this does not present a problem as the coefficeints on tokens associated with time-invariant attributes should be close to 0.
The results for the differenced U2 and B2 using same-property sales are displayed in Table 9 . The results in Panel A of Table Table 9 show that the tokens improve the in-sample forecasts in every model. Whereas, the out-of-sample results in Panel B perform better in all but one specification and time period. Overall, these results indicate that the tokens are capturing information associated with time-invariant attributes.
Finally, as a robustness check we stratify our dataset by size in order to demonstrate that the tokens improved forecasting results are not solely a product of a heterogenous sample. That is, we would like to know if the increase in predictive power in the tables is driven by larger homes that contain features than smaller homes. In order to determine the predictive power of the tokens across size segments, we stratify the data into quartiles based on each houses square feet of living area. In Tables 10 and 11 we present the results of a hedonic model for houses in the the lower and upper quartile of house size, respectively. Similar to the hedonic results in Table 5 , we find that the token augmented models clearly outperform the standard baseline model both in-and out-of-sample. Surprisingly, we find that the tokens improve performance more for the smaller homes than the larger homes.
Conclusions
The linear hedonic model assumes that the price of a property is a linear combination of all of its attributes other factors. By including all of the relevant variables in the model, the researcher or practitioner minimizes the pricing error. This paper makes both empirical contributions when the researcher incorporates text descriptions of the property in order to improve pricing performance. great opportunity for investor or first time buyer willing to put in some sweat equity. great location close to shopping and sought after peachtree ridge high school. 1,000 10,000 100,000
Unigram Bigram 
