ABSTRACT
INTRODUCTION
Nowadays, our country is facing a serious energy shortage crisis. The threat of depletion of energy forces us to pay attention to the renewable energy power generation. Photovoltaic (hereafter PV) power generation is one of the most promising new technologies, and its share of the grid is growing rapidly [1] . One well-known problem in PV power is intermittency, i.e., solar irradiance at ground level can vary randomly, depending on weather and cloud cover [2] . This in turn implies the need for accurate forecasting.
The existing literature on forecasting solar power spans several methods. Over longer horizons, on the order of several hours, meteorological models have generally been preferred [3] . These models take factors such as weather and cloud cover into account. By comparison, over very short horizons, on the order of a few minutes to two hours, time series and statistical models have often been found to work well [4] . Over intermediate horizons, for instance 1-4 hours, combined models have often been found to forecast more accurately [5] . Combined models often involve statistical post-processing of forecasts from meteorological models. Generally, combined models outperform single-equation models [6] . Ref [7] shows a combined model with a past-power persistence model, a similar data prediction model and a support vector machine model is presented, and it's verified the combined model performs better than each single forecasting model. This paper investigates a new mathematical technique. Rather than make extensive reference to meteorological models, we focus on applying advanced mathematics to a normalized measure of solar power. Specifically, a combined model based on the convolutional neural network (hereafter CNN) and wavelet decomposition is proposed. The model is in three stages. We first use wavelet decomposition to pre-process the original PV power data, which means decomposing the data to several wavelets with different frequencies. In the second stage, each of these wavelets is used as an input in the CNN. Expressed another way, the CNN is trained separately over the individual wavelets. In the third stage, the models for the individual wavelets are combined to generate the forecast.
Validation experiments are carried out with PV power data collected from power plants in Belgium. The results demonstrate that proposed model forecasts more accurately. The organization of this paper is as follows. Section 2 sets out the model. Section 3 describes the methodology in greater detail. In Section 4, forecasting tests are run, using data from power plants in Limberg and Flanders. The conclusions are given in Section 5.
PROPOSED HYBRID APPROACH PHOTOVOLTAIC GENERATION POWER FORECASTING
In this section, a new method that combines convolutional neural network with wavelet decomposition is introduced in details.
Convolutional Neural Network
In this part, we give details about CNN [8] . CNN is a feed-forward neural network, its artificial neurons can respond to a part of the neurons within its coverage unit, and does excellently in large image processing. It consists of input layer, convolutional layer, pooling layer, full connection layer and output layer. The number of convolutional and pooling layer depends on the complexity of model. Figure 1 shows the structure of a 7-layer CNN. Without any precise mathematical expressions between inputs and outputs, CNN can also learn them effectively and get the relationship with high accuracy.
The convolution layer is the feature extraction layer, and the input of each neuron is connected to the local acceptance domain of the previous layer to make sure the local feature is extracted. Once the local feature is extracted, its positional relationship with other features is also determined. The pooling layer is a feature map layer. Each computational layer of the network is composed of multiple feature maps. Each feature map is a plane. The weights of all neurons on the plane are equal. The feature mapping structure uses the sigmoid function as the activation function of the convolution network, so that the feature map has the displacement invariance. In addition, since the neurons share weights on a map, the number of free parameters of the network is reduced greatly. Each convolution layer in a convolutional neural network follows a pooling layer for local averaging and secondary extraction, and this unique two-times feature extraction structure reduces the feature resolution. In CNN, weights updating is based on the back propagation algorithm. The training algorithm consists of four steps, which are divided into two stages:
The first stage, forward propagation:
(1) Take a sample from the sample set and input to the network; (2) Calculate the corresponding actual output; at this stage, the information is transferred from the input layer to the output layer step by step.
The output of convolutional layer can be obtained from Eq (1):
where ℎ and are the jth output map and bias at lth layer, −1 is the ith input map volume at layer (l-1), , is the weight connecting the ith input map and jth output map, m j is number of selected input maps and  denotes the convolutional operation. In addition, the sigmoid function is selected as the activation function. The output of pooling layer can be calculated as Eq (2):
where (•) is the proportional function, whose slope is 1 and intercept is 0, and are the multiplicative weight and additive bias of the jth output map at lth layer, ave(•) is the down-sampling function. In this paper, it defines as
where H, W and L are the height, width and length of the input volume, x i,j,k is the element and N L is the number of element.
The second stage, backward propagation:
(1) Calculate the difference between the actual output and the corresponding ideal output;
(2) Adjust the weight matrix by minimizing the error. The error is calculated as Eq(4):
where n and d represent the mini-batch size and output vector size, respectively. , is the jth target of the ith sample in the mini-batch, and , corresponds to its real output.
The training process of the network is carried out as follows:
(1) Select training groups. Select N samples randomly from the sample set as training group; (2) Initialize the parameters. Set them into a small random value close to 0, including weights and thresholds in each convolutional layer and pooling layer. Also the training accuracy and learning rate and number of iterations should be set; (3) Input a sample to the network, and give its target output vector; (4) Calculate the middle layer output vector, and calculate the actual output vector of the network; (5) Error calculation. Calculate the error between actual output and target output and error in each middle layer; (6) Calculate the adjustment value of weight and threshold value in turn; (7) Adjust the weight and threshold values with the following equations:
Eq (5) to (8) denote how the adjustment is working. σ is learning rate. , , , are the parameters mentioned above.
(8) Judge whether the error meet the accuracy requirements, if no, then return to step (3) for next iteration; if yes, then enter the next step; (9) Save the parameters. These parameters can be applied to next training and with no need to initialization.
Until this, the training progress is done and the forecasting model is obtained.
Wavelet Decomposition
The block diagram of the wavelet decomposition [9] is shown in Figure. 2. The input signal is raw photovoltaic generation power P(n), with the length of N. It can be assumed that the wavelet filter combines a low-pass filter with a high-pass filter. Feeding original signal to the filter and then it would be decomposed into two sets of coefficients: the approximation coefficients, A(n), which represents the low frequency wavelet, and the details coefficients, D(n), for high frequency wavelet. Every step only low frequency wavelet is decomposed. ( ) can be calculated as Eq (9):
3 ( ), 2 ( ), 1 ( ) are wavelets with high frequency and 3 ( ) possesses low frequency. In this method, the discrete wavelet decomposition is calculated with Eq(10):
where p and q are the scaling variable and translation variable that determine the profile of the wavelet signal, g(t) is the original signal and T is its length, ϕ(•) is the mother wavelet function, t corresponds to the discrete time step.
One of the benefits of wavelet decomposition is smoothing the historical data. Raw photovoltaic power dataset has a great non-stationarity, which affects the forecasting a lot. In order to decrease interference, wavelet decomposition is carried out. Decomposing the signal P(n) into different wavelets, each one has their own frequency. This measure excludes spikes and makes each single signal easy to be learned.
METHODOLOGY
Considering the contingency of the original photovoltaic power data, and in order to get high accuracy, in this new strategy, the data is first decomposed into several wavelets with different frequencies and then input to CNN to get a more credible forecasting model. There will be a brief description about experiment dataset at the first part and then detailed explanations about methodology are followed.
PV Power Data Description
The PV dataset are collected from PV farms in Limberg and Flanders in Belgium [10] , and cover the period from January 2015 to December 2015 with a 15-minues resolution. Because the environmental conditions vary a lot in different months in Belgium, the forecasting models are established in each month to achieve the monthly forecasting tasks. PV power data in each month are divided into training dataset and testing dataset. The former includes the data from day 1 to day 25, and the rest is testing dataset.
Process of Forecasting
Stage 1: Data Pre-Processing Data pre-processing should be implemented to reduce the randomness of data. This stage includes two steps:
Step 1 (Data Transformation): The input to CNN should be two dimensional while the historical time series power data is one dimensional, so, first, the one-dimensional data should be transformed to two-dimensional. The number of rows depends on the number of inputs to the CNN, and the number of columns depends on the length of the training data.
Step 2 (Normalization and Wavelet Decomposition): After data transformation, Normalization is followed. The transformed data is normalized to [0,1] using associated minimum and maximum values in data series, as Eq (11), so that all of them can be under the same reference scale.
where is the original input and ̅ is normalized output. and is the minimum and maximum value in input vector x. ̅ belong to [0,1].
Next is wavelet decomposition. Using Eq(10) to decompose the data series to several high-frequency wavelets and one low-frequency wavelet, and thus, the power peak can be removed. After this step, the dataset becomes more smooth and easy to extract features.
Stage 2: Data Processing and Forecasting Data pre-process decreases the uncertainties in original data and decompose it to several wavelets, then, each wavelet can be divided into two parts, one for training and another for forecasting.
Step 3 (Construction of CNN and Training): Training data is used to train the CNN. Each frequency training data corresponds to a CNN structure, the parameters are explained in section II. After this step, several training models are obtained.
Step 4 (PV power forecasting): Forecasting data is input to training model obtained from step 3 to get the prediction output power separately.
Stage 3: Data Post-Processing The forecasted power data is normalized and represents different frequencies. Therefore, two steps are needed to deal with the dataset and then get the final forecasting output PV power.
Step 5 (Wavelet Reconstruction and De-normalization): Each individual CNN predictor produces an output data series, and wavelet reconstruction can integrate them to one wavelet so as to get complete information. De-normalization is used to convert the data back to the original interval with the rules getting from step 2, and final output is obtained.
SIMULATIONS, RESULTS AND DISCUSSIONS
In this section, to evaluate the quality of the various kinds of forecasting methods and validate the superiority of the proposed model, it is applied to predict the PV output power with the data collected from power plants in Limgerg and Flanders. The output performance then should be compared with three other methods, namely Back-Propagation neural network (BPNN) [11] , Support Vector Machine method [12] and Support Vector Machine combines with Wavelet Decomposition (SVM+WD). The performance criterion consists of Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE), and MAPE is calculated as below:
where ̅̅̅̅ , is the average true photovoltaic generation power for the Nth quarter, is the true photovoltaic power for forecasting point i and the forecasting photovoltaic power, n is the length of dataset. This paper is aimed at short-term PV power forecasting. TABLE I represents the 30mins-ahead forecasting performance error in August and December, whose original data come from Limberg. In August, MAPE obtained from the proposed model improves separately 63.29%, 49.72%, 40.46% compared with other three models. In December, the proposed model has the minimum MAPE, 0.0173, and RMSE, 0.8383. In August, there is no much differences among all models, as the weather is relatively stable, while, in December, the weather is fickle, so that the error varies a lot. Figure 4 gives the MAPE value for different prediction time scales in October. In each case, the proposed model has the minimum error. The prediction accuracy has separately improved at least 31.92% in the case of 15mins-ahead forecasting and 55.16% in 45mins-ahead and 15.56% in 75mins-ahead and 36.56% in 120mins-ahead.
In addition to predicting the PV power per month, this paper also forecasts the PV power for each season. Figure 4 shows the 1h-ahead forecasting outputs in summer in Flanders. It can be seen from the figure that the predicted output of the proposed method best retains the characteristics of the original data and that means the new method has the highest accuracy.
CONCLUSIONS
Photovoltaic power generation forecasting is critical to the operation of power system. To maximize the benefits, advanced high-accurate PV power forecasting methods are preferably desired. In this paper, a new photovoltaic power generation forecasting method based on the combination of convolutional neural network and wavelet decomposition is proposed. The latter is used for signal decomposition and the former is to extract the inherent nonlinear feature and hidden invariant structures. To evaluate the performance of proposed method, it has been implemented in short-term PV power forecasting problems in PV plants located in Belgium. All results presented about have demonstrated that the convolutional neural network outperforms the other methods tested here. It remains to be seen, however, how well they will work against meteorological and combined models, or other statistical techniques [13] , as weather condition has great effects on solar power generation. Despite these limitations, we believe that the models proposed here are competitive.
