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Abstract. In this paper we have characterized the space of summa-
bility kernels for the case p = 1 and p = 2. For other values of p we
give a necessary condition for a function Λ to be a summability ker-
nel. For the case p = 1, we have studied the properties of measures
which are transferred from M(Z) to M(R) by summability
kernels. Further, we have extended every lp sequence to L
q(R)
multipliers for certain values of p and q.
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2 P. MOHANTY AND S. MADAN
1. Introduction
In this paper, we extend results proved by Jodeit [7], Asmar, Berk-
son, and Gillespie [1], Berkson, Paluszynˇski, and Weiss [3] in several
different ways.
For 1 ≤ p <∞, let Mp(R) (respectively Mp(Z)) denote the space of
Fourier multipliers for Lp(R) (respectively for Lp(T) ). It is well known
that M1(R) can be
identified with M(R), set of all bounded regular measure on R and
also
M2(R) can be indentified with L
∞(R). Similar results are true
for any locally compact abelian group G. Here we identify T with
[0, 1) and for f ∈ L1(R) we define its Fourier transform as fˆ(ξ) =∫
R
f(x) e−2piiξxdx.
Given a sequence φ ∈ Mp(Z), a natural question is when and how
can φ be extended to a measurable function Wφ on R such that Wφ ∈
Mp(R). In [7], Jodeit proved that for 1 < p <∞, the piecewise constant
extension
∑
n∈Z
φ(n)χ[0,1)(ξ−n), as well as the piecewise linear extension
do yield multipliers on Lp(R). Figa`-Talamanca and Gaudry [6], using
the characterization of the multiplier spaces as dual spaces, proved
that the piecewise quadratic extension of φ ∈ Mp(Z), 1 ≤ p < ∞ is
in Mp(R). Their method of proof in fact, proves this result for a large
class of “extensions” [1]. In order to explain our results we need a
definition.
Definition 1.1. A measurable function Λ on R is called a summability
kernel for Lp(R) multipliers, if for each φ ∈Mp(Z), the series
Wφ,Λ(ξ) =
∑
n∈Z
φ(n)Λ(ξ − n)(1.1)
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converges a.e., belongs to Mp(R) and there exists a constant Cp,Λ such
that ‖Wφ,Λ‖Mp(R) ≤ Cp,Λ‖φ‖Mp(Z). Let Sp(R) denote the set of all summa-
bility kernels for Lp(R) multipliers.
By a different (and powerful) technique, that of transference, Berk-
son, Paluszynˇski, andWeiss [3] proved that if Λ is a measurable function
on R with compact support then Λ is a summability kernel if and only
if Λ ∈ Mp(R). Note that if supp Λ is compact, the series in (1.1) con-
verges for every φ ∈Mp(Z). Without such a hypothesis, it is not clear
that (1.1) converges. We begin with a lemma which partially explains
the a.e. convergence of (1.1). Consider the following set:
S0p(R) =
{
Λ ∈ L∞(R): For each finitely supported φ ∈ Mp(Z), the
functionWφ,Λ(ξ) =
∑
n∈Z
φ(n)Λ(ξ−n) belongs toMp(R) and there exists
a constant Cp,Λ such that ‖Wφ,Λ‖Mp(R) ≤ Cp,Λ‖φ‖Mp(Z)
}
.
Lemma 1.1. (i)For 1 < p <∞, let Λ ∈ S0p(R). If for φ ∈Mp(Z), the
series ∑
n∈Z
φ(n)Λ(ξ − n) = Wφ,Λ(ξ)
converges a.e., then Λ ∈ Sp(R).
(ii) If p = 1, Λ ∈ S01(R) and δΛ = sup
ξ
∑
n∈Z
|Λ(ξ + n)| < ∞ then
Λ ∈ S1(R).
Proof (i)For a.e. ξ, we have
Wφ,Λ(ξ) = lim
N→∞
N∑
−N
φ(n)Λ(ξ − n) = lim
N→∞
WφN ,Λ(ξ)
where φN(n) =

 φ(n) if |n| ≤ N0 otherwise.
Since 1 < p < ∞, φN ∈ Mp(Z), and ‖φN‖Mp(Z) ≤ Cp‖φ‖Mp(Z),
where Cp is a constant independent of N . This follows from M.Riesz
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theorem [5]. Since Λ ∈ S0p(R) we have
‖WφN ,Λ‖Mp(R) ≤ Cp,Λ‖φN‖Mp(Z)
≤ CpCp,Λ‖φ‖Mp(Z).
Hence WφN ,Λ(ξ)→ Wφ,Λ(ξ) pointwise a.e. and boundedly , so Wφ,Λ ∈
Mp(R).
(ii) For p = 1, the additional condition guarantees the convergence of∑
n∈Z
φ(n)Λ(ξ − n ) for every φ ∈M1(Z). If KN is the Nth Fe´jer kernel
on R, let φN = KˆNφ. Then again WφN ,Λ(ξ) → Wφ,Λ(ξ) pointwise a.e.
and boundedly. Hence, Λ ∈ S1(R).
Clearly Sp(R) ⊆ S
0
p(R). In §2 of this paper we characterize the
space S0p(R) for p = 1 and for p = 2. Further we prove fairly general
results which make precise the reasons why summability kernels allow
the transference of multipliers from Lp(T) to Lp(R).
In §3 we restrict ourselves to the case p = 1. We investigate some
properties of measures which are stable under transference by summa-
bility kernels, such as the properties of being discrete, continuous or
absolutely continuous.
In §4 we will show that for some values of p and q every sequence
in lp(Z) can be extended to an L
q(R) multiplier by means of suitable
summability kernels.
2. Summability Kernels for Lp(R), 1 ≤ p <∞
For a function Λ ∈ L∞(R) denote δΛ = ess sup
ξ
∑
n∈Z
|Λ(ξ + n)| .
In the following theorem we characterize S0p(R), for p = 1 and p = 2.
Theorem 2.1. (i) S02 = S2 = {Λ ∈ L
∞(Rˆ) : δΛ <∞}.
(ii) S01 = {Λ ∈ L
1(R)∧ : Λ = Fˆ with δF <∞}.
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Proof:
(i) Let Λ ∈ L∞(R) and suppose δΛ < ∞. Then clearly Λ ∈ S2(R).
Let Λ ∈ S02(R). For ξ ∈ R, let
φξ(n) = e
iθ where Λ(ξ − n) = eiθ|Λ(ξ − n)| (θ of
course depends on ξ and n).
Then ‖φξ‖M2(Z) = 1. Also for every positive integer N we can find a
null subset EN of R such that
∑
|n|≤N
φξ(n)Λ(ξ − n) ≤ ‖
∑
|n|≤N
φ.(n)Λ(.− n)‖∞ ∀ξ ∈ R \ EN .
For ξ ∈ R \ ∪NEN , we have
∑
n∈Z
|Λ(ξ − n)| = sup
N
∑
|n|≤N
|Λ(ξ − n)|
= sup
N
∑
|n|≤N
φξ(n)Λ(ξ − n)
≤ sup
N
‖
∑
|n|≤N
φ.(n)Λ(.− n)‖∞
≤ C2,Λ <∞ (as Λ ∈ S
0
2(R)).
So δΛ < ∞. We already know that S2(R) ⊆ S
0
2(R). Hence S2(R) =
S02(R).
(ii) Let Λ = Fˆ , where F ∈ L1(R) and δF < ∞. For a finite sequence
{φ(n)}, let P (x) =
∑
n
φ(n)e2piinx. Then
Wφ,Λ(ξ) =
∑
n∈Z
φ(n)Fˆ (ξ − n)
=
∑
n
φ(n)
∫
R
F (x)e−2piix(ξ−n)
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= (FP#)∧(ξ),
where P# is the 1-periodic extension of P on R.
We have FP# ∈ L1(R) as P# ∈ L∞(R). Thus
‖Wφ,Λ‖M1(R) = ‖FP
#‖1
=
∫ 1
0
∑
n
|F (x+ n)||P (x)|dx
≤ δF‖P‖L1(T) = δF‖φ‖M1(Z).
Hence Λ ∈ S01(R).
Conversely, suppose Λ ∈ S01(R). Then taking φ(n) = δn,0 we have
Λ ∈ M1(R) = M(R)
∧. So Λ = µˆ for some µ ∈ M(R). For a finite
sequence {φ(n)} and P as above we have
Wφ,Λ(ξ) = (P
#µ)∧(ξ),
where P#µ denotes the measure given by d(P#µ)(x) = P#(x)dµ(x).
Then
‖P#µ‖M(R) = ‖Wφ,Λ‖M1(R) ≤ C1,Λ‖φ‖M1(Z) = C1,Λ‖P‖L1(T).
For k ∈ Z let µk = τ−k(µ|[k,k+1)), i.e., µk is a measure supported on
[0, 1). We have ‖Pµk‖M(T) ≤ C1,Λ‖P‖L1(T). By density of trigonometric
polynomials, ‖fµk‖M(T) ≤ C1,Λ‖f‖L1(T) for f ∈ L
1(T). It follows easily
that each µk is absolutely continuous, hence so is µ. Let dµ = Fdx
with F ∈ L1(R), so that Λ = Fˆ . Now
‖Wφ,Λ‖M1(R) = ‖P
#F‖L1(R) = ‖P |F |
#‖L1(T)
≤ C1,Λ‖φ‖M1(Z)
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= C1,Λ‖P‖1.
Therefore |F |# defines a continuous linear functional on L1(T), so
by duality |F |# ∈ L∞(T), and ‖|F |#‖L∞(T) = δF <∞.
Remarks:
The two conditions appearing in Theorem 2.1 for p = 1 and for p = 2
seem to be very different. We will analyse these further to obtain a more
unified formulation. If p = 1, the condition δF <∞
is equivalent to saying that for a.e. x ∈ R, the sequences {F (x +
n)}n∈Z define, by convolution, operators on l1(Z) or in other words, we
have
(a1) Λ
#
x ∈M1(T) ( where (F (x+ .))
∧ = Λ#x ).
If p = 2. The condition on Λ, namely δΛ <∞ implies that
(a2) for a.e. x, Λ
#
x ∈ L
∞(T) = M2(T), where Λx = e
2piix.Λ.
From (a1) and (a2) above we get a condition which we show is nec-
essary for Λ to be a summability kernel for Lp(R) multipliers. For
1 ≤ p ≤ 2 define
Fp = {Λ ∈ L
∞(R) : for a.e. x ∈ [0, 1), Λ#x ∈Mp(T) with ‖Λ
#
x ‖Mp(T) ∈
L∞[0, 1)}.
Proposition 2.1. Sp(R) ⊆ Fp for 1 ≤ p ≤ 2.
Proof:
Let Λ ∈ Sp(R), then for every x ∈ R,Λx ∈ Sp(R). In fact
Wφ,Λx(ξ) =
∑
n
φ(n)Λx(ξ − n)
= e2piixξ
∑
n
φ(n)e−2piixnΛ(ξ − n).
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Since φx(n) = e
−2piixnφ(n) belongs to Mp(Z) whenever φ ∈Mp(Z) with
equal norm, we have Wφ,Λx ∈Mp(R) and
‖Wφ,Λx‖Mp(R) = ‖Wφx,Λ |Mp(R)
≤ Cp,Λ‖φ‖Mp(Z).
Now take φ(n) ≡ 1. Then W1,Λx(ξ) =
∑
n
e−2piix(ξ−n)Λ(ξ−n) belongs to
Mp(R) and is 1-periodic. Thus by de Leeuw’s result [4], W1,Λx ∈Mp(T)
and ‖W1,Λx‖Mp(T) ≤ Cp,Λ for all x ∈ [0, 1). Therefore ‖Λx
#‖Mp(T) ∈
L∞[0, 1).
In [1], Asmar, Berkson, and Gillespie by using transference technique
and considering
the Mp(R) as the dual of
Figa-Talamanca and Herz algebra Ap(R) proved that if J ∈ L
1(R)
with
Jˆ has compact support, J is absolutely continuous and J ′ ∈ L2(R)
then Jˆ and J belong to Sp(R). By suitably refining the proof (The-
orem III.4 in [1]), we have the following theorem, which improves on
their result.
Theorem 2.2. (i) If Λ1, Λ2 ∈ Fp ∩ A(R) then Λ = Λ1Λ2 ∈ S
0
p(R).
(ii) If, in addition, either δΛ1 <∞ or δΛ2 <∞ then Λ ∈ Sp(R).
The proof is exactly as in [1], except for the improvement in their
inequallity
III.12, where we use the better estimate from the transference prin-
ciple. For details see
[10]. In particular S01 .S
0
1 ⊂ Sp.
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It is clear that there is a large class of summability kernels which
do not have compact support nor are Fourier transforms of compactly
supported integrable functions. Let Λ ∈Mp(R) and Λk = χ[k,k+1)Λ. If∑
k
‖Λk‖Mp(R) <∞ then
Wφ,Λ ∈Mp(R). It follows that every such class of function
is a summability kernel.
3. Continuous, Absolutely continuous, and Discrete
measures
For the case p = 1, M1(R) and M1(Z) are identified with the set
of bounded regular measures M(R) and M(T) respectively. So if φ ∈
M1(Z) then φ = νˆ for some ν ∈M(T), and if Λ is a summability kernel
we have Wφ,Λ ∈M1(R). i.e. Wφ,Λ = µˆ for some µ ∈M(R).
Here we study some properties of measures which are carried over
from ν to µ. Let F0 = {Λ ∈ S
0
1(R) : δΛ <∞}.
Theorem 3.1. Let Λ ∈ F0, ν ∈ M(T) and define µˆ(ξ) = Wνˆ,Λ(ξ) =∑
n
νˆ(n)Λ(ξ − n), (here µ ∈M(R)).
(a) If ν is an absolutely continuous measure on T, then µ is an ab-
solutely continuous measure on R (both with respect to the Lebesgue
measure).
(b) If ν is a discrete measure, then either µ ≡ 0 or µ is a discrete
measure.
Proof:
(a) First assume that dν(x) = P (x)dx, where P is a trigonometric
polynomial. Then
µˆ(ξ) =
∑
n
Pˆ (n)Λ(ξ − n)
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=
∑
n
Pˆ (n)
(
e2piin.g
)∧
(ξ)
= (P#g)∧(ξ),
where Λ = gˆ, g ∈ L1(R). Let h = P#g. Then,
‖h‖L1(R) = ‖µˆ‖M1(R) ≤ C1,Λ‖νˆ‖M1(Z) = C1,Λ‖P‖L1(T).(3.2)
Now if ν is an absolutely continuous measure on T, let νˆ = Fˆ for
F ∈ L1(T). There exists a sequence {PN} of trigonometric polynomials
such that PN → F in L
1(T). For each PN define hN as above. Then
from Eqn. (3.2)
‖hN − hM‖L1(R) ≤ C1,Λ‖PN − PM‖L1(T).
Let hN → h in L
1(R). Now
|hˆN(ξ)− µˆ(ξ)| ≤
∑
n
|PˆN(n)− Fˆ (n)| |Λ(ξ − n)|
≤ ‖PN − F‖L1(R) δΛ.
So, hˆ = µˆ. Hence, dµ(x) = h(x)dx.
(b) Let ν =
∞∑
j=1
αjδxj be a discrete measure on T, xj ∈ T and∑
j
|αj | <∞. If Λ = gˆ, with g ∈ L
1(R), ( by Fourier inversion we may
assume that g is continuous) and if g˜(x) = g(−x), then
µˆ(ξ) =
∑
n
νˆ(n)Λ(ξ − n)
=
∑
n
(∑
j
αje
2piinxj
) (
e2piiξ· g˜
)∧
(n)
=
∑
j
αj
∑
n∈Z
(
τ−xj e
2piiξ·g˜
)
(n)
=
∑
j
αj
∑
n∈Z
e2piiξ(n+xj) g˜(xj + n).
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The last but one equality follows by Poisson summation formula, since
Λ ∈ S01(R) will imply
∑
n
|g(x+n)| <∞ and Λ ∈ F0 will imply
∑
n∈Z
|gˆ(ξ+
n)| <∞. Now it is clear that
µ =
∑
n∈Z
∑
j
αj g˜(xj + n) δxj+n.
Hence µ is either the zero measure or is discrete.
To consider similar results for continuous measures, we need some
additional conditions on the summability kernel, and this is the content
of the following two results, both of which use Wiener’s lemma [8].
Theorem 3.2. Let Λ ∈ S1(R), and suppose that supp Λ is compact.
Then if ν is a continuous measure, so is µ.
Proof: By Wiener’s Lemma
µ{y} = lim
λ→∞
1
2λ
∫ λ
−λ
µˆ(ξ) e2piiξy dξ
= lim
λ→∞
1
2λ
∑
n∈Z
νˆ(n)
∫ λ
−λ
Λ(ξ − n) e2piiξy dξ
= lim
λ→∞
1
2λ
∑
n
νˆ(n) Inλ (y),
where
Inλ (y) =
∫ λ
−λ
Λ(ξ − n) e2piiξy dξ.
Let supp Λ ⊆ [−N,N ]. Then for each λ > 0, if |n| > N + λ, clearly
Inλ (y) = 0 ∀y ∈ R. Now let λ > 2N.
Case 1 Suppose |n| ≤ λ−N , then
Inλ (y) =
∫ λ+n
−λ+n
Λ(ξ) e2pii(ξ+n)y dξ
= Λˆ(−y) e2piiyn
since [−N,N ] ⊂ [−λ + n, λ+ n].
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Case 2 λ−N ≤ |n| ≤ λ+N . Then
Inλ (y) =
∫ λ
−N+n
Λ(ξ − n) e2piiξy dξ.
So, in both the cases
|Inλ (y)| ≤ ‖Λ‖L1(R).
Hence, for λ > 2N
µ{y} = lim
λ→∞
1
2λ

 ∑
|n|≤λ−N
νˆ(n) Inλ (y) +
∑
N+λ≥|n|≥λ−N
νˆ(n)Inλ (y)


= lim
λ→∞
1
2λ
∑
|n|≤[λ−N ]
νˆ(n) e2piiyn Λˆ(−y)
+ lim
λ→∞
1
2λ
∑
N+λ≥|n|>λ−N
Λˆ(n) Inλ (y).
The second limit is zero since the terms are bounded and the number
of terms is at most 2N . Applying Wiener’s lemma for the continuous
measure ν on T for the first limit we have
µ{y} = ν{y0}Λˆ(−y) = 0 where y0 ∈ [0, 1) s.t. y = y0+2pil for some l ∈ Z.
The hypothesis that supp Λ be compact may be too restrictive. It can
be replaced by the existence of a suitable decreasing radial L1 - majo-
rant Λ1, i. e., a function Λ1 satisfying
(a) Λ1 is decreasing and radial
(b) Λ1 ∈ L
1(R)
(c) |Λ(ξ)| ≤ |Λ1(|ξ|)|.
Note that for decreasing, radial L1- function Λ,
sup
ξ
∑
n
|Λ(ξ + n)| <∞.
Theorem 3.3. Suppose Λ ∈ F0 and that Λ has a decreasing radial L
1
- majorant Λ1. Then µ is a continuous measure if ν is.
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Proof: Once again, we use Wiener’s lemma.
Let
Iλ =
1
2λ
∫ λ
−λ
|µˆ(ξ)|2 dξ
=
1
2λ
∫ λ
−λ
|
∑
n
νˆ(n)Λ(ξ − n)|2 dξ
≤
1
2λ
∫ λ
−λ
(∑
n
|νˆ(n)|2|Λ(ξ − n)|
) (∑
n
|Λ(ξ − n)|
)
dξ
≤ δΛ

 1
2λ
∑
|n|≤2λ
|νˆ(n)|2
∫ λ
−λ
|Λ(ξ − n)|dξ
+
1
2λ
∑
|n|>2λ
|νˆ(n)|2
∫ λ
−λ
|Λ(ξ − n)|dξ


= δΛ(I1 + I2), say.
Now,
I2 ≤
1
2λ
∑
|n|>2λ
|νˆ(n)|2
∫ λ
−λ
Λ1(|ξ − n|) dξ
≤
1
2λ
‖νˆ‖∞
(∑
n>2λ
Λ1(|λ− n|) +
∑
n<−2λ
Λ1(|λ− n|)
)
→ 0 as λ→∞,
Hence, using Wiener’s lemma for T we get
lim
λ→∞
Iλ ≤ δΛ lim
λ→∞
1
2λ
∑
|n|≤[2λ]
|νˆ(n)|2
∫ λ
−λ
|Λ(ξ − n)| dξ
≤ δΛ‖Λ‖L1(Rˆ) lim
λ→∞
1
2λ
∑
|n|≤[2λ]
|νˆ(n)|2
= 0.
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4. Extensions of Sequences to Lp Multipliers
In this section we study a different kind of extension. In the existing
literature the emphasis has been on the extensions of Lp(T)-multipliers
to Lp(R)-multipliers. Here we will show that for some values of p and
q every sequence in lp(Z) can be extended to an L
q(R) multiplier by
means of suitable summability kernels. The idea of our extension comes
from the following result of Jodiet [7].
Theorem 4.1. Let S ∈ L1(R), supp S ⊆ [1
4
, 3
4
] and suppose its 1-
periodic extension S# from [0, 1) has an absolutely summable Fourier
series. Then
Wφ,Sˆ(ξ) =
∑
n∈Z
φ(n)Sˆ(ξ − n)(4.3)
is inMp(R) whenever φ ∈Mp(Z) and its norm is bounded by Cpτ‖φ‖Mp(Z)
where τ =
∑
n
|(S#)∧(n)| and Cp is a constant which depends only on
p.
It is natural to ask what happens if we assume (S#)∧ ∈ lp(Z) for
1 < p <∞. In this case, it follows from Lemma 4.1 below and Ho¨lder’s
inequality that the above sum converges for every sequence {φ(n)} ∈
lp′(Z) where
1
p
+ 1
p′
= 1, and defines a function Wφ,Sˆ in L
∞(R).
Theorem 4.2. Let S ∈ L1(R), supp S ⊆ [1
4
, 3
4
] and
∑
n
|(S#)∧(n)|p <
∞ for 1 < p < ∞. Define Wφ,Sˆ(ξ) =
∑
n∈Z
φ(n)Sˆ(ξ − n) for φ ∈ lp′(Z).
Then
Wφ,Sˆ ∈Mq(R) for


q ∈ [ 2p
3p−2
, 2p
2−p
] if 1 < p < 2
q ∈ [ 2p
p+2
, 2p
p−2
] if 2 < p <∞.
For p = 2,Wφ,Sˆ ∈Mq(R) for all 1 ≤ q <∞. Moreover,
‖Wφ,Sˆ‖Mq(R) ≤ Cτp‖φ‖p
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where τp = (
∑
n
|(S#)∧(n)|p)
1
p and C is a constant which depends only
on p.
By putting a further restriction on S we will get Wφ,Sˆ ∈ Mq(R) for
1 ≤ q <∞ whenever φ ∈ lp(Z), for 1 < p < 2.
For the proof of Theorem 4.2, we first prove a lemma.
Lemma 4.1. Let S ∈ L1(R), supp S ⊆ [1
4
, 3
4
] and
∑
n
|(S#)∧(n)|p <∞
for 1 ≤ p <∞. Then sup
ξ
∑
n
|Sˆ(ξ + n)|p <∞.
Moreover for p = 1,
∑
n∈Z
Sˆ(ξ + n) = C for all x ∈ R, where C is a
constant.
Proof: Let ρ ∈ Cc
∞(R) be such that ρ(x) = 1 on [1
4
, 3
4
], supp ρ ⊆ [1
8
, 7
8
]
and |ρ(x)| ≤ 1 ∀x ∈ R. For ξ ∈ [0, 1] define hξ(x) = e
−2piiξxρ(x).
Then hξ ∈ Cc
∞(R) and
(hξ
(2))∧(y) = (2piiy)2hˆξ(y)
Hence
|hˆξ(y)| =
|(h
(2)
ξ )
∧(y)|
|2piy|2
(for y 6= 0)
≤
‖h
(2)
ξ ‖1
|2piy|2
≤
C
|y|2
where the constant C is independent of ξ. So in particular |hˆξ(n)| ≤
C
n2
for n 6= 0. Now define gξ(x) = hξ(x)S(x). Then supp gξ ⊆ [
1
4
, 3
4
] and
ˆ
g
#
ξ (n) = gˆξ(n) =
∫ 3
4
1
4
e2piiξxS(x)e−2piiξn = Sˆ(ξ + n)
where g#ξ is the 1-periodic extension of gξ given by
∑
n∈Z
gξ(x+ n). Also
ˆ
g
#
ξ (n) =
ˆ
h
#
ξ ∗ (S
#)∧(n). Since
ˆ
h
#
ξ ∈ l1(Z) and (S
#)∧ ∈ lp(Z), it follows
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that
ˆ
g
#
ξ ∈ lp(Z) for 1 ≤ p <∞ and∑
n
|Sˆ(ξ + n)|p =
∑
n
|
ˆ
g
#
ξ (n)|
p ≤ ‖
ˆ
h
#
ξ ‖l1
p
‖(S#)∧‖lp
p
≤ C‖(S#)∧‖pp
where the constant C does not depend upon ξ. So, sup
ξ∈[0,1]
∑
n
|Sˆ(ξ+n)|p <
∞.
For p = 1, by the Fourier inversion, we may assume that S is contin-
uous. Now for a fixed x define gx = e
−2piix.S. Then gx is continuous and
supp gx ⊆ [
1
4
, 3
4
]. Also gˆ#x (n) = Sˆ(x + n), where g
#
x is the 1-periodic
extension of gx from [0, 1). Therefore g
#
x (t) =
∑
n∈Z
Sˆ(x + n)e2piint for
t ∈ [0, 1). As both sides of this equality are continuous functions they
will agree at 0. So, g#x (0) =
∑
n∈Z
Sˆ(x+ n) or S(0) =
∑
n∈Z
Sˆ(x+ n).
We will also need the following convolution result to prove our the-
orem.
Theorem 4.3. Suppose G is a locally compact abelian group. Let 1 <
r < 2. Then Lr∗Lr
′
(Gˆ) ⊆Mp(Gˆ) where
2r
3r−2
≤ p ≤ 2r
2−r
and 1
r
+ 1
r′
= 1.
The above result is given in [9, page 126]. The main ingredient of
the proof is the use of a Multilinear Riesz-Thorin Interpolation theo-
rem [11]. Remark: For r = 2, L2 ∗ L2(G) ⊆ Mp(Gˆ), ∀p ∈ [1,∞).
Proof of Theorem 4.2: Let 0 < r < 1 and assume 1 < p < 2.
Define kr(x) =
∑
n∈Z
φ(n)r|n|e2piinx for x ∈ [0, 1). Then kr ∈ L
1(T) and
kˆr(n) = φ(n)r
|n|. Thus kˆr ∈ l1(Z) and
‖kˆr‖p′ ≤ ‖φ‖p′.
Define Fr(x) = kr(x)S(x) for x ∈ [0, 1). Clearly Fr ∈ L
1(R) and
supp Fr ⊆ [
1
4
, 3
4
] and Fˆr(ξ) =
∑
n
φ(n)Sˆ(ξ − n)r|n|. Then Fˆr|Z(l) =
kˆr ∗ (S
#)∧(l), so by Theorem 4.3 Fˆr|Z ∈Mq(Z) for q ∈ [
2p
3p−2
, 2p
2−p
] with
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‖Fˆr|Z‖Mq(Z) ≤ Cp‖φ‖p′τp. Hence,(by Theorem 3.4 of [2]) Fˆr ∈ Mq(R)
for q ∈ [ 2p
3p−2
, 2p
2−p
] with
‖Fˆr‖Mq(R) ≤ Cpτp‖φ‖p′(4.4)
Again from Lemma 4.1 and dominated convergence theorem we have
Fˆr(ξ)→Wφ,Sˆ(ξ) a.e. as r → 1. Therefore from the inequality (4.4) we
have Wφ,Sˆ ∈ Mq(R) and ‖Wφ,Sˆ‖Mq(R) ≤ Cpτp‖φ‖p′ for q ∈ [
2p
3p−2
, 2p
2−p
].
Similarly for 2 < p <∞ , by the same argument we get
Wφ,Sˆ ∈Mq(R)
for q ∈ [ 2p
p+2
, 2p
p−2
] and
‖Wφ,Sˆ‖Mq(R) ≤ Cpτp‖φ‖p′.
This completes the proof of the theorem.
We will now relax the hypothesis that supp S ⊆ [1
4
, 3
4
] to allow S to
have arbitrary compact support by imposing a certain extra condition
on S. For this we need the following lemma, which is easy to prove.
Lemma 4.2. Let A : R → R defined by A(x) = αx for some 0 6= α ∈
Z. Then if Λ ∈ Sp(R) then Λ ◦ A ∈ Sp(R).
Suppose supp S ⊆ [−N,N ] and
∑
n∈Z
|Sˆ(ξ+n)|p <∞ for all ξ ∈ [0, 1).
Define SN(x) = S(4Nx − 2N). Then supp SN ⊆ [
1
4
, 3
4
]. Also from the
condition on Sˆ we have
∑
n∈Z
|(S#N )
∧|p < ∞. Thus if φ ∈ lp′(Z) from
Theorem 4.2 we have Wφ,SˆN ∈ Mq(R) for the values of q mentioned in
the statement of the theorem. This along with Lemma 4.2 says that
Wφ,Sˆ ∈Mq(R). So in particular
Corollary 4.1. Let S ∈ C1C(R) and 1 < p < 2. Then for φ ∈ lp′,
Wφ,Sˆ ∈Mq(R) for q ∈ [
2p
3p−2
, 2p
2−p
].
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By putting additional restrictions on φ we have the following (note
that lp(Z) ⊂ lp′(Z))
Proposition 4.1. Let 1 < p < 2. Suppose S ∈ Lp(R) and has com-
pact support. For φ ∈ lp(Z) define Wφ,Sˆ(ξ) =
∑
n
φ(n)Sˆ(ξ − n). Then
Wφ,Sˆ ∈Mq(R) for all 1 ≤ q <∞ and ‖Wφ,Sˆ‖Mq(R) ≤ C‖φ‖p‖S‖p.
Proof: Let supp S ⊆ [−N,N ] for some N ∈ N. Define SN(x) =
S(4Nx− 2N). Then supp SN ⊆ [
1
4
, 3
4
] and SN ∈ L
p(R). Let S#N be 1-
periodic extension of SN from [0, 1) and (S
#
N )
∧ ∈ lp′(Z) (as Sˆ ∈ L
p′(R)).
Now, if φ ∈ lp(Z) then φ ∗ (S
#
N )
∧ ∈ Mq(Z) for 1 ≤ q < ∞, because of
the following reason. Consider the operator
T : l1(Z)× L
1(T) −→Mq(Z)
T : l2(Z)× L
2(T) −→Mq(Z),
defined by T (φ, f) = φ ∗ fˆ . Then ‖T (φ, f)‖Mq(Z) ≤ ‖φ‖lp(Z)‖f‖Lp(T) for
p = 1 or 2. So by Multilinear Riesz-Thorin interpolation theorem [11],
T is a bounded and multilinear operator from lp(Z)×L
p(T) into Mq(Z)
for 1 < p < 2 and q ∈ [1,∞). Thus φ ∗ (S#N )
∧ ∈ Mq(Z). Following
the same approach as in the proof of Theorem 4.2 we have Wφ,SˆN ∈
Mq(R). So by Lemma 4.2 we have Wφ,Sˆ ∈ Mq(R) and ‖Wφ,Sˆ‖Mq(R) ≤
C‖φ‖p‖S‖p, where C is a constant depending on support of S.
Remark: Observe that our result (Theorem 4.2) does not match with
Jodeit’s result (Theorem 4.1) in the limiting case p = 1. In our case φ
is just a bounded sequence but Jodeit considered φ to be in Mq(Z) =
l∞(Z) ∩ Mq(Z). For the case p = 2, we have Wφ,Sˆ ∈ Mq(R) for all
q ∈ [1,∞) whenever φ ∈ l2(Z). From Plancherel theorem it is easy to
see that l2(Z) = l2(Z) ∩Mq(Z) for all q ∈ [1,∞). These observations
pose the following problem:
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“ Let S ∈ L1(R), supp S ⊆ [1
4
, 3
4
] and
∑
n∈Z
|(S#)∧(n)|p < ∞, for
1 < p < ∞. For φ ∈ lp(Z) ∩Mq(Z) define Wφ,Sˆ =
∑
n∈Z
φ(n)Sˆ(ξ − n).
Then is it true that Wφ,Sˆ ∈Mq(R)?”
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