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Abstract Neuroergonomics is an interdisciplinary field merging neuroscience and ergonomics to optimize performance. In order to design an optimal user interface, we must understand the cognitive processing involved. Traditional methodology incorporates self-assessment from the user. This dissertation examines the use of neurophysiological techniques in quantifying the cognitive processing involved in allocating cognitive resources. Attentional resources, cognitive processing, memory and visual scanning are examined to test the ecological validity of theoretical laboratory settings and how they translate to real life settings. By incorporating a non-invasive measurement technique, such as the quantitative electroencephalogram (QEEG), we are able to examine connectivity patterns in the brain during operation and discern whether or not a user has obtained expert status. Understanding the activation patterns during each phase of design will allow us to gauge whether our design has balanced the cognitive requirements of the user.    
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 Introduction 1. In current designs for mining equipment, the operators physically sit in the machinery where they are exposed to awkward physical conditions and potential safety concerns. Design for mining equipment is slowly evolving, creating a safer machine for the operators. One of the problems that still exist is consideration for the mental and cognitive states of the operators. The design of the control area is predicated on the physical constraints of the vehicle and the environmental factors involved in mining. This can then result in unnecessary physical strain as well as increased cognitive processing. The present thesis examines cognitive processing involved in interface design and how this information can then be transferred to applied design concepts. The thesis is comprised of two main components, theoretical studies of User Interface (UI) design & User Experience (UX) and the application of these results in the design of actual equipment. The first series of experiments examine the cognitive processing involved with mental models and how users react to modification of their internal schema. The purposes of the experiments are to examine individual components that may be involved in interface use and to assist in the optimization of cognitive processing.  In the second phase of the thesis, we examine real life situations of operation of a load haul dump (LHD) vehicle and examine the cognitive processing involved with this operation. The results of this are then compared to known cognitive processing models that we have created. This will help us understand what components of the interface the operator relies on for operation of the vehicle.  1  
 
Teleoperations present unique difficulties in vehicle operation that are not present when the operator is physically situated within the vehicle. The operators must be able to visualize the surroundings and mentally place themselves in the environment in order to obtain situational awareness. Advances in technology and increased complexity of vehicles require the user to properly allocate attention for vehicle operation. The goal of the design concepts will be to focus on maximizing the abilities of the user rather than relying on user adaptation to the interface. 
1.1 Problem Statement  Current mining designs may not be optimally designed for worker safety and comfort and are designed primarily based on physical parameters of the equipment.  These designs do not take into consideration the cognitive processing that the operator undergoes during the operation of the vehicle.  By better understanding the mental workload that occurs during operation of the vehicle, a teleoperated vehicle can be created that removes the operator from a potentially dangerous work environment while optimally balancing cognitive workload.  
1.2 Thesis Statement  This thesis will introduce the application of neuroergonomic concepts to the testing and design of mining equipment. Neuroergonomics involves examining ergonomics from a neurophysiological viewpoint and applying the biological measures in improving performance.   This thesis will examine the following areas: 2  
 
i.) Telemetry layout for displays on monitors. The objective of studying the layout of a display is to determine if there is an optimal placement for objects on the screen. ii.) Current design and cognitive processing of a load-haul-dump vehicle cock pit. By studying current designs we can determine which components of the console are underutilized or where potential problems may arise. iii.) Application of knowledge gained from experiments pertaining to telemetry layout and cognitive processing of current mining vehicle to the design of a teleoperated vehicle. Transferring research from the laboratory settings to an applied environment can be problematic. The settings of the two environments make it difficult to ascertain external validity of the situation at hand. Experimentation in the laboratory can not always replicate what actually occurs within the real world settings. The research in this dissertation will examine neurophysiological measurements and discuss the commonalities in cognitive processing that occurs during the laboratory settings and in the real world. This information will then be used to design a control station that optimizes cognitive processing.     
3  
 
1.2.1 Hypotheses  Situational awareness and lag in communication systems may lead to difficulty in teleoperation. Users will attempt to match the perceived reality of the current situation with internally created mental models. When they two models do not match up, there is increased cognitive processing. By examining cognitive processing through neurophysiological measures, we can design and optimize the control station for the user. 
1.2.1.1 Hypothesis 1: When mental models are developed, the introduction of a new mental model will lead to increased cognitive processing. This hypothesis will be tested in sections 2.2,2.3. 
1.2.1.2 Hypothesis 2: Users will create consistent mental models that are similar in laboratory and applied settings.  Sections 2.5,3.4,3.5,3.6 examine mental model creation in laboratory and applied settings with discussion on the experiments discussed in section 3.7. 
1.2.1.3 Hypothesis 3: Users will develop internal mental models for different scenarios during teleoperation. We examined the formation of mental models and the impact on performance in section 3.5. Testing in a real world environment, multiple mental models may be developed, as can be seen in sections 3.4,3.6. 
4  
 
1.2.1.4 Hypothesis 4: Users will have a default preference for scanning for information change when viewing an interface. Examining how users scan content and the processing involved for changes can be seen in section 2.4,2.5. 
1.3 Teleoperations in Engineering  Teleoperations allow the removal of the operator from potentially dangerous environments and place the operators at a safe distance. This dissertation examines the role of applying neuroergonomics in the design of a command console to assist in the teleoperation of a semi-autonomous rotary excavator. One of the problems associated with teleoperated devices is the loss of situational awareness, or telepresence. This involves the ability to transmit data from a remote source to the operator so that the user feels like they are in the remote location. The ability of the operator to obtain a sense of presence in the vehicle will have an impact on the ability to navigate within the space. Users will adapt their operational strategies in order to obtain situational awareness (section 3.6).    Technological advancements over the past century have brought a large degree of automation to highly repetitive monotonous tasks. Industrialization and the introduction of robotics have removed the human component from these tasks. This movement has been beneficial with respect to tasks that are simplistic in nature and require very little human contact.  This introduction of robotic assistance was first introduced around the turn of the 18th century. One of the first instances of remote operation occurred in 1898 by Nicola Tesla, who operated a radio-controlled boat in New York’s Madison 
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Square Garden (Song, Goldberg, & Young Chong, 2008). The advancement of the field began back as early as the mid 1940’s when Goertz & Thompson developed a teleoperated device for the safe handling of radioactive materials (Goertz & Thompson, 1954). This was one of the first instances of the master-slave structure. The original system consisted of electrical switches that activated motors, manipulating the device. The awkwardness of this control system led Goertz to develop a mechanically linked system using gears and cables. This system allowed the human user to employ more intuitive hand motions to safely manipulate the radioactive material. The next step was to introduce electrically coupled manipulators, leading to the framework of teleoperated devices. Within the next 30 years, remote controlled devices were being implemented in a range of fields such as mining, space and underwater exploration. 
1.3.1 Sensors and Telemetry for Teleoperations   The field of teleoperations consists of the remote operation of machinery. This is normally indicative of the operation of a system with some sort of barrier in place between the human operator and the device. The separation between the two may be minimal or it may span great distances. Connections between the human operator and device may be transmitted mechanically at short distances or the signal may be sent electronically to a remote location. The act of teleoperation refers to the operation of a robot or device using human intelligence. This is facilitated by a human machine interface that can translate the intentions of the human and relay this information to the device. Two types of control systems can be used: (1) direct control, where the user can directly visualize the motion (e.g. operation of a 6  
 
teleoperated device through a transparent window; (2) indirect control, where sensory information is relayed to the user via a series of sensory tools (e.g. operation of teleoperated device from a separate room with the information transferred through a sensory system).   
1.3.1.1 Space   Initial research for teleoperations in space began in the 1960’s with NASA attempting to develop unmanned surface exploration rovers. During the same time period, the Soviet Union began development of a similar system, with both systems initiating operation in the early 1970’s. The first teleoperated robot on the moon was the Lunokhod unmanned rover of the Soviet Union. The first teleoperated vehicles on the moon were eight wheeled vehicles weighing approximately 840kg. The vehicles were equipped with gyroscopes and accelerometer-based tilt sensors in order to measure inclination and prevent excessive tilting in the chassis (Vinogradov, 1971). The large time latency in signal transmission between the control center and the vehicles created issues with control. In order to control the vehicle, human users would specify the turning angle and predetermine the amount of time the motor would run. The gyroscope would then help to identify when the appropriate turning angle was reached.   The control system for these unmanned rovers required an extensive team of personnel that included a driver, navigator, lead engineer, an operator for the communication antenna, and a crew commander. The job of the driver was to view a monitor and issue the appropriate commands for vehicle movement. The navigator was responsible for analyzing and interpreting the telemetry received from the 7  
 
unmanned rover for route calculations. During this time the lead engineer would assist the other crewmembers when needed, as well as monitor the health of the onboard systems to provide information about energy output and thermal conditions of the rover. Information from the rover was sent to earth via the communication antenna, a task that required a member of the crew to continually monitor and control the antenna in order to maintain the direction towards earth. The crew commander who would view the same monitor as the driver, issuing commands when needed, supervised all of these tasks. The poor lighting and images received from the onboard camera systems made navigation difficult, with the movement occurring in start and stop spurts and reassessment of the conditions. An occasional lack of communication also occurred between the antenna and the earth that would result in a series of still images, rather than streaming video. This lack of information caused problems with situational awareness and depth perception, making driving difficult.   To remedy this, an additional view for the user was introduced, where the camera could be raised and lowered slightly to create two views. These initial successful reconnaissance missions indicated that teleoperated rovers were feasible, but required a team of operators who had to be trained. In addition, the translation from training missions conducted in earth simulations to moon missions magnified several technological limitations. For example, the landscape of the moon often created numerous problems, with the variable terrain and poor lighting. Driving was primarily dictated by the directions that resulted in the best images (Yoshida & Wilcox, 2008). The poor sensory information and ability to achieve 
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situational awareness made navigation difficult. With the advancement of technology these problems began to subside.  To become familiar with space teleoperations, virtual simulations and testing in neutral buoyancy has been studied (Lane, Carignan, & Akin, 2001). By using simulations, operators are able to adjust to the time delays associated with space teleoperations. Varying the time delay allows the operator to slowly adjust to the discrepancy between the movements on the control center and the changes that occur remotely. If there is a loss of video feed when the virtual simulation is utilized, the operator is still able to receive some form of feedback. It has been suggested that using the telemetry and displaying it graphically aids in the operator attaining situational awareness(Lane et al., 2001). Currently, signal delay and situational awareness remain two of the largest problems associated with space teleoperations. 
1.3.1.2 Mining   The advancement of technology has lead to marked alterations to mining by increasing safety while reducing human exposure to dangerous situations. Mechanization of manually controlled power tools led to remotely operated vehicles and automation. Teleoperation in mining faces similar problems as those seen in other environments, with the added requirement of accuracy in relation to mining procedures. The initial purpose of teleoperations and automation was to reduce human exposure to the hazardous environments and difficult work conditions. Mining can occur in various terrains, each presenting their own problems, with sites located above ground, underground, on the ocean floor (Yeats & McConachy, 2005), and potentially in space. The lack of homogeneity in rock types and variability of the 9  
 
rocks within the same mine requires a degree of adaptability in the teleoperated machinery. This requires the sensory equipment to accurately relay the information back to the operator with little latency. The teleoperated device also requires the accuracy to carry out the commands of the teleoperator with little margin for error. The use of a feedback system may be beneficial in the fine movements required for drilling operations.  By providing force feedback, the human operator would be able to assess whether the correct pressure or angle has been chosen.   The three main systems to be considered are the communication systems, the navigation systems and the control system.  A high bandwidth communication system is required to transmit the telemetry in real time to the control center that will then determine the next course of action. The variability in rock type of mines and the structure of the mine themselves will have an impact on the communication capabilities of the mine. The most common type of communication is based on very high, or ultrahigh, radio frequencies that can transmit voice and some analog video. Ethernet and Wi-Fi have been introduced to some mines, linked to a fibre-optic line leading to the surface.  There have been numerous guidance systems introduced for navigating an automated vehicle through the mines. Some of the earlier attempts at automation were done with mobile hauling trucks and automated drilling machines. The early methods of navigation for load-haul-dump (LHD) vehicles used embedded guide wires in the roads (G. Eriksson & Kitok, 1991), paint on the floor, reflective tape, or suspended lights from the tunnel. One issue that arose with these methods included the slow navigation speeds required for the vehicles to maintain contact with the 
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guiding system. In order for this system to be economical, the unmanned vehicle must be faster than a human controlled system. The remote operated vehicle would be unaware of the tunnel layout until it was either over or under the guidance markers. Scanning lasers and inertial navigation systems are now used in place for navigation.  Inertial navigation systems (INS) are based on using inertia sensors to calculate acceleration, and then deducing the position of the vehicle from this. The inertial sensors measure the inertial acceleration and rotation using a combination of accelerometers and gyroscopes. The sensors are orthogonally mounted onto a base to provide information on three input axes. The input axis of the inertial sensors will provide information on the acceleration and rotation in a vector format. By using a multi-axis approach, the 3D movements of the vehicle can be measured. A navigational computer will then calculate the information from the sensors and calculate the position of the vehicle.   Lasers are also used to determine the proximity and dimensions of the mining tunnels. Using this information with a comparison of known maps of the area, the teleoperated devices are able to navigate accurately. The mappings are created using laser scans of a 2D environment and compiling all of the information in order to map the area. The scanners return information regarding where the laser intersects with the environment. Telerobotic or autonomous robots are now equipped with a combination of scanning lasers and inertial navigation systems. This provides some redundancy and more accurate localization of the teleoperated vehicle. 
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1.3.2 Telepresence & Situational Awareness   One of the problems associated with teleoperated devices is the loss of situational awareness, or telepresence. Telepresence involves the ability to transmit the data from a remote source to the operator so the user feels as they are in the remote location. Often when a user remotely controls a device from a distance there is a loss of sensory information. This can be a loss of tactile sensation, visual, auditory or vestibular cues, or even the sense of smell. This deprivation of information can make it difficult for the user to obtain situational awareness of the device being operated.   Early work in teleoperations required full personnel of trained crew for remote operations. Moving the vehicle required each member of the team to focus on one component of the sensory information received.  This made vehicle operation slow and time consuming, with the vehicle making slow jerky movements while the next step was calculated. One of the reasons for this was the inability to obtain situational awareness and presence of the vehicle. The operators were forced to move the vehicle slowly and carefully, assessing the situation after each small movement. Obtaining situational awareness and a sense of presence is still a problem in teleoperation. A human operator does not have the same degree of freedom as when they are actually in the situation. When a human operator is physically operating the vehicle onsite they are able to use all of their senses to gauge the surrounding environment. Teleoperation relies on a series of sensors and calculations to relay this same information. Fixed cameras on the teleoperated system will prevent depth perception, but free movement of the camera system by 
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the operator would lead to some delay, as they must send commands to move the focal point of the camera.  The ability to obtain a sense of presence in the vehicle will have an impact on the operator’s ability to move within the space. A lack of presence will lead to a poor performance, making it vital to accurately convey this information to the operator. In the case of the aerial and underwater vehicle operations, the operator will need to control the vehicle in three planes (i.e. horizontal, vertical and depth), as well as potential vehicle rotation along these axes. Experiments have been performed to ascertain the best control mechanisms, but some debate on this still remains. Some researchers have stated that a single controller used by one hand is more beneficial than a bi-control system (Balakrishnan & Hinckley, 2000; Balakrishnan & Kurtenbach, 1999; Buxton & Myers, 1986; Chen, Guimbretiere, & Lockenhoff, 2008; Hinckley, Pausch, Proffitt, & Kassell, 1998; Kabbash, Buxton, & Sellen, 1994; Kurtenbach, Fitzmaurice, Baudel, & Buxton, 1997; Leganchuk, Zhai, & Buxton, 1998; Todor & Doane, 1978). Forcing the user to use the non-dominant hand in some tasks may lead to impairment, while in some instances it is the preferred control method (Kabbash, MacKenzie, & Buxton, 1993; Lank, Ruiz, & Cowan, 2006). Another complication is individual variability in the control system, as each individual may have a preference or skill set (Deml, 2007).  Situational awareness for the teleoperator is now obtained from a combination of auditory and visual cues. Tactile information and vibrational forces can be relayed to the teleoperator in order for them to simulate the feel for the vehicle. The sense of taste or smell would be difficult to recreate for the 
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teleoperator, though for navigation the impact that these senses would have may be minimal. Even though cameras may be mounted to obtain a visual representation of the environment, depth perception and stereovision may be limited. This will make it more difficult for the operator to judge the operations. The sensory system must also be properly calibrated with the control system, translating the movement at the site of the teleoperator into operation of the remote vehicle. Small latencies of 100ms can cause problems for the operation of remote vehicles, as the delay in response impedes the ability to control. Recent research has used vision to simulate haptic feedback, by altering the visual senses to simulate the force feedback (Lécuyer, 2009). This method of haptic feedback may provide a system that can be incorporated for all systems used. The tactile feedback from each teleoperated machine may differ; creating a physical haptic system that can accurately portray each situation will be difficult. If a pseudo-haptic system is employed, each situation can have a custom tailored environment for each system.  Currently, disagreement concerning the methods to measure and study situational awareness has arisen amongst researchers, namely due to a lack of consensus regarding its definition. This is caused by the lack of uniformity and acceptance on what situational awareness is and how it is measured. Several researchers have developed their own theories of situational awareness, with slight alterations amongst each other (Adams, Tenney, & Pew, 1995; Bedny & Meister, 1999; Endsley, 1995; Flach, 1995; Hourizi & Johnson, n.d.; Salmon et al., 2009; Sarter & Woods, 1991; K. Smith & Hancock, 1995). 
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 However, the model proposed by Endsley has been the most commonly adapted and cited theory (Salmon et al., 2008).  Endsley (1995) proposed a three level system of obtaining situational awareness. The first level of situational awareness requires the operator to perceive the relevant components of the environment.  The second level is obtained when the operator understands how those components are related to the task goal. The third level allows the operator to predict the natural progression of the current state. Thus, this model requires the human operator to form a mental model of the environment that integrates the surrounding components to achieve situational awareness.  Another approach suggested by Smith & Hancock view it as a perceptual cycle that involves the adaptive integration of past schemata to current environmental interactions (K. Smith & Hancock, 1995). This feedback system is continuously evolving, using the directed interaction to modify the formed schemata, with this knowledge base being used to determine the next course of action.   Situational awareness can be obtained if the proper level of workload is reached (De Crescenzio, Miranda, Persiani, & Bombardi, 2009). If too much information is presented, the cognitive workload will result in a loss of situational awareness as the operator attempts to analyze all of the information; caused by overloading working memory. As cognitive overloading occurs, there is an increased amount of cortical and cognitive processing.  The recruitment of these additional cortical areas results in additional attentional resources being misallocated, exacerbating the operator's performance (Jaeggi et al., 2007). However, the use of automation and human aids has been shown to also cause distractions in driver 
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navigation (R. Ma & Kaber, 2007). The presentation of two targets within a short time period results in delayed processing of the second target, this is known as the psychological refractory period (Sigman & Dehaene, 2008).  If the visual attention of the driver is shifted to the visual aid, this may alter the situational awareness of the environment. The impact on the situational awareness of the operator is dependent upon the current stage of situational awareness. The first level of situational awareness involves the operational components of driving, while the second level is concerned with error checking and the third level deals with alterations to driving (Matthews, Bryant, Webb, & Harbluk, 2001; Ward, 2000). When users also place a large amount of trust in the automation aid, less attention is focused on the environment as the user relies on the system to provide instructions during the first level of situational awareness (R. Ma & Kaber, 2007; Wiegmann, Rich, & Zhang, 2001). During the latter stages of situational awareness, the increased aid reliability led to higher situational awareness reported by the operators. This would suggest that automation or driver aids should only be introduced when an error is made, and not throughout the whole process. 
1.3.3 Latency   The distance between the remote operation site and the teleoperated vehicle may pose a problem as latency may be introduced. Synchronicity between the user’s motion and what the user visualizes is vital to successful manipulation. The introduction of lag reduces the speed of the movement and increases the need for careful slow movements. If processing of the information requires too much time, lag in the audio or video feed may make operations difficult as the operator is 16  
 
reacting to a situation that has already occurred (Friedmann, Starner, & Pentland, 1992). The task that the teleoperator performs must also have some ecological validity, where the act or motions are constructed to mimic the environment where the physical operation would take place (Mantovani & Riva, 1999). The human operator will have a preconceived idea of the environment and what the control system for this situation will be (Mantovani & Riva, 1999). If the preexisting principle control system matches the actual control system, the person can more easily integrate and accept the operation of the remote system. Though additional resources may add to a subjective sense of presence, they may not impact the performance of the task (Welch, 1999). The proper balance of sensory information to obtain a sense of presence must be achieved in order not to overload the human operator with too much information. Providing more information for the human operator to assimilate will cause delays in action, while providing too little information may cause the human operator to choose the improper course. 
1.3.4 Control Mechanisms   Robotic devices have replaced human operators in highly repetitive tasks, or tasks that may be hazardous to the human operators. A problem associated with this is the inability of the device to adapt to unforeseen problems. To counter this, a remote control system by a human operator can be utilized. This setup contains two environments, the master environment and the slave environment. The human user is within the master environment operating the device via an interface while the remote device is within the slave environment. The different types of control systems will be discussed in further detail. 17  
 
 Increasing the complexity of the environment requires a multimodal interface that provides the tools required for teleoperation (Terrence Fong & Thorpe, 2001). In the creation of a multimodal interface, several distinct approaches have been currently used. One of the methods described consists of three display formats, one focuses on recreating situational awareness, while others focus on the telemetry of the vehicle and the last display is used for the management of mission events (Barbato, Feitshans, Williams, & Hughes, 2003). The interface designed by Barbato et al. reduces the need for a team of controllers, individualized to monitoring specific components of the task. Tso et al. (2003) designed a system that implemented 2D visualization of the operational space while allowing the use of joysticks, motion trackers and a voice recognition command system (Tso et al., 2003). De Crescenzio et al. have designed an advanced 3D interface incorporating a touch screen, 3D virtual display along with an audio feedback system (De Crescenzio et al., 2009). 
1.3.4.1 Direct Control System   In this traditional control system, the user will control the vehicle via a set of hand-controllers while watching a video display.  This is often used when there is little latency and provides the human operator with the sensation of actually being in the vehicle looking out. A direct interface will be used when real-time decision-making is required and low latency communication system is in place. When using this type of control system, it is imperative that the amount of transmission delay is kept to a minimum.  Increased levels of latency will result in higher levels of fatigue and the generation of more errors. This may be due to a loss of situational 18  
 
awareness, or the failure to detect obstacles in time (McGovern, 1991).  The relay of information from the video cameras with latency will cause the human operator to react to a condition that has likely passed by the time the visual information has been received. 
1.3.4.2 Supervisory Control   The supervisory control system relies on an operator overseeing the operation of a sequence of subtasks. In this control system, the vehicle has some level of autonomy and is capable of executing a set of instructions in order to achieve the goal. This type of system is often implemented in systems that have communication delays and is used for navigational systems.  In this system the operator can send the vehicle information on where to navigate and then wait until the vehicle has completed the task before assigning another series of instructions.   Supervisory control systems are popular in the control of multi-agent systems. In a multi-agent system, several intelligent agents work together to perform a series of tasks (Lesser, 1999; Nam, Johnson, Li, & Seong, 2009). 
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Figure 1.1 - Supervisory control of multiple telerobots (Sheridan, 1989).  By using a multi-agent system, the human user will have a reduction of cognitive workload.  The system will perform the time consuming tasks on behalf of the user with varying degrees of autonomy and will alert the user when the task is completed or human input is required.  A system that is highly efficient and reliable can pose problems in supervisory systems, due to complacency of the human operator. If the human operator becomes complacent, the user may not monitor the system as closely, ignoring potentially important signals (Moray, 2003). It has been suggested that in order to overcome this complacency, the operator must periodically review the system signals. The reason behind this complacency may be due to a decreased level of vigilance or an incorrect monitoring strategy (Bailey & Scerbo, 2007; Dzindolet, Peterson, Pomranky, Pierce, & Beck, 2003; R Parasuraman, Molloy, & Singh, 1993). 
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1.3.4.3 Other   Besides the traditional methods of control mechanisms, there have been some advances in control mechanisms using non-standard methods, such as brainwave monitoring or hands free commands (Amai, Fahrenholtz, & Leger, 2001; T Fong, Conti, Grange, & Baur, 2000). Other researchers have attempted to utilize wands, voice and tablet based interfaces (Dang, Tavanti, Rankin, & Cooper, 2009). The voice based control system suffered from significant delays in voice recognition and resulted in frustration from the users. Foot pedals have also been used in the control of visual displays and have indicated that they can be successfully used in human-machine systems (Chan & Chan, 2009). The use of foot controls should be naturally mapped onto existing navigational techniques for our operators.  Foot controls are often used to control speed in land-based vehicles and this control system should be easily mapped onto underwater and aerial speed control mechanisms for the integrated navigational system.  
1.3.5 Sensory Feedback   Proper sensory feedback is crucial for proper operation and control in teleoperations.  Without the proper sensory feedback the human operator is unable to properly assess the situation and may be reacting to a situation that is environmentally different from the mental model formed. Depth perception is often difficult to replicate.  There are often difficulties with the transference of information from a 3D environment into a 2D display. The lack of depth perception can make teleoperation difficult if situational awareness is not obtained.  If there are no visual cues or aids for the operator it is difficult to differentiate distances and 21  
 
orientation. Operators who are physically located in a vehicle will also receive tactile and haptic feedback from the system.  During teleoperations, this force feedback system may be missing. The implementation of a feedback system can be beneficial if implemented correctly, but may prove to be a hindrance if the operator feels too many vibrational forces.  
1.3.5.1 Visual aids for depth perception   When designing a visual display system for teleoperations, one of the difficulties is the implementation of depth representation. This can be achieved by representing the information along the line of sight. Depth cues can be divided into two main categories, monocular depth cues using a single eye and binocular depth cues requiring two eyes. Monocular depth cues rely on the relative size of an object, interposition of objects, the linear perspective of objects, monocular movement parallax, size familiarity, gradient of texture density and the light and shadow distribution. When binocular depth cues are used, the operator can rely on additional information from convergence and stereopsis (Park & Woldstad, 2006).  
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Figure 1.2 - Cue Effectiveness and depth (Cutting & Vishton, 1995)   The effectiveness of the cue is dependent upon the distance of the cue in relation to the user. The speed of motion of an object can be used as an indicator of depth perception, as is the case in motion parallax. The closer an object is, the faster the perception of movement. The direction and perceived speed of the objects are dependent upon the observer's fixation point. Depth can also be obtained through the rotation of an object, also referred to as the recovery of structure from motion.  Depth perception can be obtained in teleoperations by using a camera that is capable of movement.  By providing two distinct vantage points, the user is able to obtain depth perception. Movement towards and away from an object will provide enough information about egocentric depth (Gomer, Dash, Moore, & Pagano, 2009; 
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Pagano, Smart, Blanding, & Chitrakaran, 2006). These design systems rely on the comparison of distances to a known or familiar object. Mental rotation may be required during teleoperation of vehicle depending on the camera view. Tasks that require mental rotation place a higher demand on the user, increasing the cognitive processing associated with the task.  In order to aid in depth perception, visual aids can be introduced. By introducing a reference line in the display, a user is more capable of identifying the location of the system in 3D space (Figure 1.3). 
 
Figure 1.3 - Visual enhancements for telerobotic task (Park & Woldstad, 2006)  Park & Woldstad (2006) developed a laser based heads-up display to assist a driver's navigation, alerting the operator to conditions that require attention (Doshi, 
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Cheng, & Trivedi, 2009; Park & Woldstad, 2006). This system helps the driver by reducing information clutter and allows the operator to focus primarily on navigation of the vehicle. 
1.3.5.2 Feedback systems   In order to increase the situational awareness of a user, force feedback can be utilized.  In this system the environmental information can be transferred and relayed back to the user. This will provide the user with the sensation of physically being in the remotely controlled vehicle. Haptic feedback is crucial in the operation of medical surgeries and environments that require fine motor control. If used incorrectly it may lead to decreased performance. A study by Cui, Matsunaga and Shidoji (2003) found that the introduction of acoustic and force feedback led to a decrease in the performance of teleoperation (Cui, Matsunaga, & Shidoji, 2003). The use of auditory cues can be used in the localization of a problem or direct the attention of a user to a specific focus area. Using stereo headphones or a set of stereo speakers can draw the attention of the user to the area of interest (Durlach, 1991).  Lécuyer has introduced a method of simulating haptic sensations by using the visual feedback and sensory illusions (Lécuyer, 2009). This works by synchronizing visual feedback with the motion of the operator. One of the problems associated with a force feedback system is the physical strain that it can apply to the human operator. Ergonomists attempt to reduce the exposure of vibrational forces that operator’s experience.  By using a pseudo-haptic feedback system, the haptic 
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reception will be retained while reducing the amount of force that the human operator is exposed to. 
1.3.5.3 Ecological Approach   When designing an interface for human operation, one of the areas that are often overlooked is the study of human behaviour and psychology. By understanding how a human behaves and the tendencies of the operator an interface can be designed that optimizes the natural operations of humans (Flach, 1990). An ecological approach to the problem will study the issues at hand and how they relate to the human user in the real world instead of a theoretical framework of how the user may use the interface. In the design of an interface both components must be conceptualized together and studied in conjunction. Ecological concepts need to be applied when designing a system that interfaces humans and computers. It is not always possible to measure or work in a certain environment, in these instances basic research is often done and then later applied in real world situations. The more complex the system is, the more information provided, but all of this comes at a price, increasing the cognitive load of the user. When designing an interface the computer interface should be as transparent as possible, allowing the user to feel as if they are in direct control of the systems (K. J. Vicente & Rasmussen, 1990). Studies have indicated that teleoperations are comprised of both a mechanical and cognitive component (Dar-El, Ayas, & Gilad, 1995a, 1995b). In order to learn how to operate the machinery the user must master both elements. The closer the two elements are in line with each other, the lower the level of cognitive processing required, resulting in a more intuitive design. 26  
 
 Other ergonomic considerations in the design of the interface are the placement of the displays. The placement of the display at an angle that increases the amount of musculoskeletal load will lead to increased levels of fatigue. Ecological studies have indicated that the optimal placement of monitors results in a gaze angle 30 to 45° below the horizontal line (Fostervold, 2003). 
1.3.6 Problems with Teleoperations   Problems arise with the lack of information available to teleoperators, even with the large number of sensory equipment. The operators are sometimes unable to process all of the information quickly enough to ascertain the system status. The inability to process all of the sensory information while maintaining a focus on the mission task can lead the operator to choose the wrong operation. This may be due to a lack of feedback from the system, leaving the teleoperator in doubt as to the current status of the system and uncertain whether the issued command has been carried out or not (Cooke, Pringle, Pedersen, & Connor, 2006). 
1.3.7 Assistance   The telemetry of remotely controlled systems can often overburden a user with the amount of information.  In order to reduce the amount of cognitive processing and workload of a user automated systems are incorporated into the design of interfaces. Recent experiments have indicated that guided information may reduce the performance of the user. By providing this information in an external manner, the user will have a higher reliance on the system at hand.  User's who are forced to think and internalize the information are more alert, leading to a 
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more efficient performance (van Nimwegen & van Oostendorp, 2009). When users first learn to use an interface, a schema is created (Sweller, 1988). If the information is provided externally the user will form a schema that places a higher level of reliance on the system leading to a decreased level of attention to the operation.  The user will have a decreased level of system monitoring, relying on the assistance of the system to identify potential problems. This reliance on the system will lead to reduced situational awareness as the user has relied on the system to identify all problems.  When the user is required to establish situational awareness of the situation, the amount of time required will be increased. 
1.3.8 Navigation  Designing a navigational system for a vehicle is often done with little regard to the navigational techniques used by humans. This can be done since the telerobotic system can navigate primarily from telemetry data.  Movement can be calculated by determining which route is the optimal route with no considerations given to how a human would operate. Using this type of navigational system will not pose any problems when a single user operates one machine, as the operator is able to monitor the progression of the teleoperated vehicle.  When multiple vehicles are used in conjunction the user may not be able to quickly obtain situational awareness and will be unable to quickly respond to the situation at hand. If the system is designed to consider human navigational techniques, with the implementation of visual cues to assist in situational awareness the operator will be able to assess the situation more readily. Studies have indicated that providing contextual landmarks in navigation can provide confirmation to the user that the correct heading has been 
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chosen (Roger, BonnardeI, & Le Bigot, 2009). By providing this confirmation, a user can confirm whether they are on the correct route or not.  Telerobotic navigation systems have been introduced that mimic this landmark based movement (Bachelder & Waxman, 1994; Huntsberger & Rose, 1998). These telerobotic navigational systems attempt to emulate the hippocampal place cell firing that is seen within rats (Burgess, Recce, & O’Keefe, 1994). Hippocampal place cells will fire when the rat enters a specific spatial location. The firing of these individual cells helps the rat identify the relative position in space. While some cells fire in relation to the spatial position, some fire in accordance to the direction of the head.  By using these two systems a rat is able to navigate through 3D space.  If obstacles are introduced to this known spatial arrangement, this will result in an adaptation of the rat, with the individual firing patterns rearranging to accommodate the alteration of the spatial environment. 
1.4 Basic Neuroanatomy The human nervous system can be divided into two main systems, the central nervous system (CNS) and the peripheral nervous system (PNS). The hierarchical organization of the CNS can be organized into 6 main divisions. 1. Spinal cord. Integration of sensory input and motor output 2. Myelencephalon. This area is involved with life support functions 3. Metencephalon. Involved with skilled unconscious movement and control of sensory input and motor output to the head 4. Mesencephalon. The midbrain is associated with visual-motor and auditory-motor systems 5. Diencephalon. Integration of sensory and motor information before reaching the cortices 6. Telencephalon. The portion of the brain where the 6 lobes are located.  
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The brain can be subdivided into 6 main lobes. The frontal lobe parietal lobe, temporal lobe, occipital lobe, insular lobe and the limbic lobe. Each lobe has generalized functions.  The frontal lobe is located in the anterior portion of the brain and is involved with motor movements, inhibition and planning of events. The parietal lobe is responsible for body image and proprioception, and the occipital lobe vision. Sense of self, hearing, language and memory are processed in the temporal lobe. The insular and limbic lobes are hidden within the internal components of the brain. The insular lobe is processes autonomic and visceral experiences while the limbic lobe is involved with emotional bonds and meaningfulness.  
1.4.1.1 Brain Functions involved with Human Factors in Neuroergonomics  When studying the brain in human factors, the main functions that are examined are information processing, perception, motor control, attention, executive functioning and learning & memory. The frontal and parietal lobes are the primary areas involved with the decision-making processes while the temporal lobes are activated during tasks requiring learning and memory.        30  
 
 
1.5 Human Processing of Information Human information processing can be broken down into several stages; the sensory processing, perception, cognition and memory, response selection and execution, feedback, attention stages. 
 
Figure 1.4 - Wickens model of human information processing stages (C D Wickens & Hollands, 2000)   A user's performance as measured by speed and accuracy is dependent upon the environmental conditions that the user experiences. In order for the user to process the information, the operator must go through several stages. The first stage involves sensory processing in the form of visual or auditory information. Once this raw information is obtained, the operator must then process it and a decision on the next course of action must occur. The perceptual processing can occur via two different mechanisms, the top down processing, which involves long-term memory 31  
 
and anticipation of the sequence of events (Rumelhart, 1977).  The other mechanism involves a bottom up approach that relies on processing the sensory information. In the absence of perceptual information or cues, the operator will be forced to rely on memory and past experiences. The next stage following perception of information is cognition.  The information is stored in working memory, a temporary storage area for activated memory.  This memory type is used to store information such as digits, words or names for a brief period of time. Working memory exists as an electrical potentiation in a labile state that can be easily interrupted and is resource limited (Donald A Norman & Bobrow, 1975). The change from short-term memory into long-term memory requires repetition or rehearsal of the information.  Once it is encoded as long-term memory the information is stored semantically and involves meaningful association.   Information is processed by both of these memory systems simultaneously in parallel (A. Baddeley, 2003). Baddeley has suggested two types of working memory; the first one involves the storage of visual spatial information and a phonological storage system for verbal information (A. Baddeley, 1992). The verbal information model involves an “articulatory loop” comprised of two components. This loop localizes Broca’s area to the left inferior parietal cortex.  The first component is a silent or subvocal rehearsal system accessed by reading the words or numbers and the second component, of directed speech activating the phonological store. When the information is presented and the user is asked to rehearse the list silently both components are activated. When letters were presented on a screen and the user was asked to identify only if the letter rhymed with the letter B, only the subvocal 
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rehearsal system was activated. Without a memory demand only one area of the brain is activated. Decay of information in short-term memory is avoided while activating the loop, and continually repeating the information. Both the visual spatial and phonological systems are controlled by one executive control system that integrates information and coordinate the activity of both systems (A. Baddeley, 2003). The executive control system has four primary tasks.  1.) Coordination of performance during multi-tasking  2.) Temporary storage area for long-term memory  3.) Alter retrieval strategies for long-term memory  4.) Selectively attend to stimuli  The executive control system is responsible for determining which tasks are automatic and can be performed by sub-systems (A. D. Baddeley, 1996). A task that involves the executive control system can be interfered with if a task that can not be performed automatically is initiated during this process. Tasks that require the central executive should not be done concurrently with other tasks as the limited attentional resources of the system will be strained.  The most common method to test working memory involves a dual task paradigm that combines a memory span task while simultaneously undergoing a cognitive processing task. By combining both of these tasks, the subject is prevented from rehearsing the memory span task since simultaneous processing of the cognitive task is occurring.   Once the user has assessed the situation and determined the best course of action, this will trigger the selection of a response, followed by the execution of the 
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action. The feedback system will relay the executed actions of the system back to the operator, reaffirming that the selected course of action was successful. In a teleoperated system, this component of the loop may be extended, creating difficulties in vehicle operation.  The attentional resources of the operator are limited, forcing the operator to determine the best allocation of this mental resource.  The human operator can either selectively focus on one component, while ignoring all others, or divide the attention amongst several tasks. Research has indicated that the attentional resources must be selectively applied to the task at hand and are not automatically carried out (Pashler, 1998). 
1.5.1.1 Absolute Judgment  There is a limited amount of information that a user can discriminate between when given stimuli. A user's ability discriminate between categories of a given stimulus is dependent upon the number of categories available to judge from. 
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Figure 1.5 - Human performance in absolute judgment task (C D Wickens & Hollands, 2000)   Figure 1.10 illustrates the number of discriminable stimuli as Hs and the information transmitted as HT. As the number of discrete variables increases, the number of variables that the user is able to discriminate asymptotes at approximately 3 bits of information per judgment. The timeframe for judgment is crude and is the amount of time required for  the observer to provide an answer. The dashed line indicates perfect performance with all of the bits of information translated perfectly. Miller (1956) found that working memory could hold approximately 7±2 pieces of information in an absolute judgment task (Miller, 1956). More recent research has indicated that more chunks of information can be stored when numbers are presented (7) compared to letters (6) or words (5) (Hulme & Roodenrys, 1995). The meaning associated with the content and the length of time to verbalize the information was found to affect the amount of information that could be stored.  The amounts of information chunks that can be 35  
 
stored for a large word are lower than that for smaller words.  This value translates to approximately 2-3 bits of information. This discrimination ability varies however depending on the type of stimuli as seen in Table 1.2. Some values have been obtained for rough guidelines in the design of effective displays in relation to absolute judgment tasks. 
Table 1.1 - Discrimination guidelines (C D Wickens & Hollands, 2000) Coding Method # of Reliable Discriminations Preferred Level Alphanumeric: single numerals 10 10 Alphanumeric: single letters 26 26 Colour: hue of surfaces 9 9 Colour: hue + saturation + brightness 24 9 Colour: hue of lights 10 3 Geometric shapes 15 5 Size of forms 5 3 Brightness of lights 3 2   The ability to discriminate sensory information relies primarily upon memory with temporal proximity having very little impact in auditory discrimination (Pollack, 1952). Along a unidimensional continuum a user will partition the continuum into smaller segments and discriminate between the components in relation to the segmentation. By using these anchor points the user will have an increased ability to discriminate. Even though the human user is capable of high levels of discrimination in auditory at roughly 1,800 pitches (Mowbray & Gebhard, 1961) such a high level should not be chosen. This applies to physical design of the systems as well, computer displays are capable of a very large range of colours, but this does not mean that the designer should incorporate the whole range. 
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 To increase the absolute judgment ability, more dimensions can be introduced. By increasing the number of dimensions in the stimuli, more information can be transmitted. The ability to correctly classify positions on a dotted line was increased when an additional line was added to form a square.  Participants increased performance from being able to discriminate 10 points (3.4 bits of information) on a single line to 57 points (5.8 bits of information) (Egeth & Pachella, 1969). This would indicate that the addition of another dimension increased performance, but not perfectly as some information is still lost along each dimension. 
 
Figure 1.6 - Orthogonal dimensions (C D Wickens & Hollands, 2000)   When the dimensions are orthogonal as information is added, the amount of information (bits) per dimension decreases as more information is added. Orthogonal dimensions are defined as dimensions of a stimulus that are independent from each other. This differs from correlated dimensions where one 37  
 
dimension will impact the other dimension. The difference from orthogonal dimensions is the addition of information in a redundant form. The loss of information in a correlated dimension is less than the loss of information seen in orthogonal dimensions. 
 
Figure 1.7 - Correlated Dimensions (C D Wickens & Hollands, 2000)  The addition of orthogonal and correlated dimensions will impact a user's absolute judgment in two distinct ways.  Orthogonal dimensions increase the efficiency of a channel by maximizing the number of bits transferred, while correlated dimensions decrease the loss by providing redundancy in the information.  Dimensions can be further broken down into separable or integral dimensions depending on how the two dimensions are related. In the case of two lines the dimensions are separable, as measuring one line does not necessarily require the measurement of the other line.  If a square is being measured the length 
38  
 
and width will vary in relation to each other, both a height and a width are required in order to ascertain the dimensions of the rectangle. 
 
Figure 1.8 - Separable & Integral dimensions (C D Wickens & Hollands, 2000)   Pitch and loudness are integral dimensions; alterations to one will result in the perceptive change in the other (Grau & Kemler Nelson, 1988; Melara & Marks, 1990). This differs in regards to spatial and temporal proximity that are separable dimensions. Research by Dutta and Nairne (1993) found that participants were able to classify which object came first regardless of where the presentation occurred (Dutta & Nairne, 1993).  One of the problems associated with information theory models is the insensitivity to the magnitude of errors.  The purpose of the measures is to determine information transfer in a consistent system with no considerations to the bias or subjective experiences of the user. 
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1.5.1.2 Attention   Failure to attend to a situation can be caused by three categories, selective attention, divided attention and focused attention. During selective attention, the user will select one perceptual channel such as visual sampling or target search to focus upon. One of the problems associated with this is a cognitive tunneling where the user is so focused upon one task that they miss other stimuli. In a divided attention task the user will simultaneously attend to two or more perceptual channels (i.e. multi-tasking). This division of attention across several tasks will result in the loss of focus on the appropriate stimulus. Focused attention requires the user to tune out all other stimuli while dealing with the issue at hand, similar to someone who must work in a noisy or busy environment with many competing stimuli. The difference between focused attention and selective attention is the user is actively shutting out other stimuli in a focused attention task, while a selective attention task, the user may unintentionally shut out other stimuli.  The two primary modes of selective attention occur under a supervised scanning pattern where the location of the target is known but the information is unknown and a target search where information is known, but the location of the target is unknown. A user must occasionally sample the control interface to ascertain the conditions of the equipment.  The rate that the information is sampled can be optimized using signal detection theory to determine how often the user should check the command console while removing focus from the display. As a user becomes more experienced, the searching rate will become more refined as the 40  
 
operator is aware of the frequency of change and can alter sampling rates in relation to what is occurring in the environment (Bellenkes, Wickens, & Kramer, 1997). The information that requires frequent sampling should be placed in the center of the console, while displays that require a temporal sequence should be adjacent  (Elkind, Card, Hochberg, & Huey, 1990; Christopher D Wickens, Vincow, Schopper, & Lincoln, 1997).        
 
Figure 1.9 - Sender's Scanning (Carbonell, Ward, & Senders, 1968)   Sender's scanning model predicts that the optimal scanning behaviour occurs with a sample rate of at least twice the bandwidth of each information source. The time spent on each fixation is not determined by the bandwidth but on the amount of information available in each information source (Carbonell et al., 1968). When this was measured empirically they found that users often under sampled at high 
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frequencies and oversampled at low frequency, similar to the sluggish beta effect, where users are reluctant to adjust their sampling rates to the optimal level.  The placement of the instrumentation will affect the user's ability to scan for information.  Donk (1994) found that horizontal scans were more preferred than diagonal scans and users were reluctant to view high event rate channels if diagonal scanning was required (Donk, 1994).  The lack of a perfect memory system in humans requires frequent samplings to maintain the information. This will lead to the user sampling more often to ascertain that the information is accurate. In order to accommodate this, a preview of scheduled events can be introduced to help alleviate this overscanning (Sanderson, 1989). If too much information is presented across several channels, the benefits of the preview system are lost as the load on the user's working memory is too great (Tulga & Sheridan, 1980).  Processing strategies can negatively impact the performance of a user. If a user becomes fixated upon a problem they may disregard other visual attention cues, resulting in a failure to properly scan the environment and control systems. Target search scanning patterns are based upon environmental expectancies, display factors and saliency. Yarbus (1967) studied eye movements of user's viewing a picture (Yarbus, 1967). During a free scanning period the users would focus on the areas that contained the most information. When asked to answer specific questions about the pictures, the scanning patterns of the users changed to obtain the information that the user thought would be required to answer the question. The visual search patterns of a user will be determined by the user's 
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expectancies and driven by internal cognitive factors, though elements can be placed into the system that will draw the attention of the user. During a search a user can use a free field or a structured search.    Drury's inspection model is defined by two stages, the first stage involves the probability of finding a flaw in relation to the amount of time spent searching, while the second stage incorporates signal detection theory decision criteria (Drury, 1975). With the model calibrated the optimal inspection time can be determined by utilizing costs and values associated with each decision. 
 
Figure 1.10 - Probability of detection (Drury, 1975)   Many factors will influence a user's ability to locate a target during a visual task paradigm. The more items in the task the more time required to process all of the items. Determining whether a target is present takes less time than determining whether a target is absent, due to the ability to stop your search once the target has 
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been located. Items that are difficult to discriminate will increase the amount of time required during the search. Training a user in search to the level of automaticity leads to more efficient searching as working memory is bypassed resulting in a performance similar to a stimulus response type of behaviour.  In a structured search pattern, the user is aware of the organization of the display and is able to use a strategy to locate the target. In this type of search, the most common pattern utilized is a serial searching strategy.  Information can be processed as a whole if the information is arranged appropriately in a logic arrangement. If the information is properly grouped together, the data can be perceived as a whole instead of separate analysis of each component. Objects can be perceptually experienced as a whole if the attributes are correlated and familiar. Layouts with groupings that are not similar will result in decreased performance as the user must scan and analyze each individual component separately. When elements are grouped together, this is referred to as pre-attentive grouping and can occur when objects are proximally close or visually similar (Kahneman, 1973; Neisser, 1963). 
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Figure 1.11 - Detection of misalignment (C D Wickens & Hollands, 2000)    In Figure 1.11, the top layout can be analyzed quickly and it is evident that one of the elements is out of line. The placement of the items in close proximity allows the quick identification of an emergent feature.  For tasks that require a high level of processing proximity, the display should mimic this with a high display proximity to allow for easy integration of the information. Tasks that require low processing proximity should have low display proximity.  This will make it easier for the user to separate the information from the various sources.  Head-up display (HUD) is often used in aircrafts to superimpose instrumentation on an external view.  This allows the user to attend to both sets of information in parallel reducing the amount of transition time between the two sources of information (Newman, 1995; Weintraub & Ensing, 1992; Christopher D Wickens, 1997).   45  
 
1.5.1.3 Errors   Stress can impact the user's ability performance on a task either directly or indirectly by affecting the decision making process of the user. If perception is affected, the user may become confused and unable to perceive information correctly. When attention is affected the user has difficulty in the optimal allocation or directing of attention, which can result in cognitive tunnel vision or improper decision making. The introduction of anxiety stress has led to a decreased capacity in working memory (Davies & Parasuraman, 1982; Wachtel, 1968). The addition of a noise stressor impairs the ability to phonetically rehearse the information as well as divert attention away from the task at hand (Hockey, 1986; Stokes & Raby, 1989).  The Yerkes-Dodson law illustrates the impact of arousal on performance (Yerkes & Dodson, 1908). Performance increases with arousal to an optimal and then decreases in an inverted U shaped curve. The complexity of the task will play a role in the optimal arousal level required for the best performance. Experts who are able to complete a task in a "simple" task will also require less arousal to perform the task compared to a less skilled operator who deems the task as complex. 
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Figure 1.12 - Yerkes-Dodson Law (Yerkes & Dodson, 1908)   If placed under high levels of stress, users will tend to continue the course of action that has been successful in the past (Zakay, 1993) instead of attempting a new strategy (Luchins, 1942). Under stressful situations, participants are unwilling to adapt to a novel strategy and will continue with a familiar strategy even under the threat of shock (Cowen, 1952).  The strategic control of stress can be broken down into 4 main choices, resource recruitment, removal of stressor, strategic adaptation or do nothing. The human operator may be under time pressure and decide to try to work harder (Svenson & Maule, 1993) or attempt anything, even though the proper decision would be to do nothing. Increasing the speed of the task may result in health deficits for the worker (Hockey, 1997) or exacerbate the situation by removing redundancies in the system, causing more confusions and errors. The second option 
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may be easier to implement, by eliminating stress by physically leaving, postponing the actions or ignoring the source of stress. Strategy adaptation can occur, and can be as simple as simplifying the task, resulting in less workload on working memory or the development of a better strategy (Flin, Salas, Strub, & Martin, 1997; Svenson & Maule, 1993). The last strategy suggested by (Maule & Hockey, 1993) involves doing nothing. 
 
Figure 1.13 - Closed-loop model of Stress (C D Wickens & Hollands, 2000)   The most effective way to deal with stress is to minimize stress during the design process. This can be done by removing any environmental stressors present by creating optimal levels of noise and temperature if possible. Any unnecessary information can be removed and the data can be organized to prevent visual 48  
 
cluttering. Schwartz and Howell found that the use of graphical displays instead of digital displays reduced the effects of time stressors on performance. The information can also be presented in a checklist format to reduce the transformation of information in working memory (Degani & Wiener, 1990, 1997). By using clear and simple phrasing the user is able to identify the task at hand more readily. The addition of more dimensions will also add redundancy, reducing the number of potential errors that may occur. Redundancy in communication systems that allows a user to visually see the person face to face has been shown to increase the number of words, as the person responds to non-verbal modes of communication as well (Olson, Olson, & Meader, 1995). 
 
Figure 1.14 - Intelligibility of words (Sumby, 1954). Increasing the number of modalities leads 
to increased number of correct words. The redundancy with auditory and visual cues 
increases the number of words recalled.   
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 Extensive training and rehearsing will familiarize the operator with working conditions allowing the user to be comfortable with inconsistent situations that deviate from normal working expectations.  
1.5.1.4 Automation   In order to design an interface capable of simultaneous operation of multiple vehicles some degree of automation must be introduced to accommodate for the human operator attending to one of the multiple vehicles. By introducing some automation, the system will assist the human operator while reducing the mental workload. This will relieve the operator from routine operations and allow the user to focus on tasks requiring more input. 
1.5.1.5 Time sharing   Two tasks that are performed concurrently with the same precision and performance as the tasks performed individually would indicate perfect time sharing or parallel processing.  Once the performance of one tasks drops, there is some form of dual task interference. The four main elements that need to be considered for time-sharing tasks are resource demand, switching and allocation, structure and confusion. Performance on a single task is dependent upon the amount of time invested in the task, as resources are removed from the task, there is a slight decrease in performance seen (Donald A Norman & Bobrow, 1975). For a dual task paradigm, the amount of resources available for both tasks are limited, and an optimal level has to be obtained.  
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The optimization of resource allocation can be improved through a training regime that focuses on attention allocation skills (Daniel Gopher, Weil, & Siegel, 1989; Daniel Gopher, Well, & Bareket, 1994; Kramer, Larish, & Strayer, 1995; N. Walker & Fisk, 1995). When user's switch between tasks, a cost is associated with this change, creating a situation where the user tends to perform the lower-priority task longer than they should as opposed to switching to a higher priority task (Jersild, 1927; Moray, 1986; Rogers & Monsell, 1995; Sheridan, 1970). Tasks that have a high degree of similarity may cause interference when switching from the old task to the new task and the act of switching is not done at a conscious purposefully planned out switch (Laudeman & Palmer, 1995; Liao & Moray, 1993; Raby & Wickens, 1994). During modest or lower level workloads, people will develop proactive strategies to adapt to future plans, while heavy workloads create a situation where the people react to the situation at hand instead of developing adaptive strategies (Hart & Wickens, 1990).  Research in the operation of several unmanned aerial vehicles found that pilots were able to manage the operation of several UAV's (Levinthal & Wickens, 2006). Results indicated that even with minimal physical demands, the costs associated with the mental workload component were high. The ability to successfully operate multiple vehicle will be dependent upon the ability to successfully manage attention allocation amongst several tasks without increasing the mental workload levels.   In a dual task paradigm where the participants were required to both manage the operation of UAV's while simultaneously search for a camouflaged 
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target resulted in a marked increase in workload as well as decreased performance. Participants in the study were required to fly vehicles to way points, where upon arriving they would remain idle until the user provided another set of commands. Increasing the workload from a low to high, resulted in decreased accuracy of identification from 91.3% to 83.8% [F(1,74)=11.71,p<0.01] (Levinthal & Wickens, 2006). Increasing the number of vehicles supervised more than doubled the amount of time that a vehicle was idle for, approaching three times the idling time. The rate limiting step is the human operator in this instance as they are unable to attend to both tasks simultaneously.  Results from Wickens indicate that the operation of multiple UAV's is possible, with difficulties associated with attention allocation and cognitive workload. The difficulties associated with attention allocation and mental workload can be accommodated for if the interface system is designed with the intent of simultaneous operations, opposed to the use of a standard interface to operate similar vehicles. 
1.6 Human Factors in Mining Equipment The problems that currently affect mining vehicles can be divided into several categories that relate to human factors. Current research has focused on vibrational problems that impact health and safety as well as the ability of the operator to properly visualize the environment through line of sight and obtain situational awareness.  One of the methods that can alleviate this problem is through teleoperations. This removes the operator from the vibrational impact of the harsh environments and the placement of cameras can ease potential line of sight issues. 52  
 
1.6.1.1 Vibrational & Posture problems Designing vehicles suited for the mining environment pose many challenges. The environmental conditions of mining require that the vehicles adhere to physical constraints that may cause physical discomfort for the operators. Mining underground poses challenges such as poor lighting, narrow roadways and low ceilings. To accommodate these passageways the protective cabin surrounding the operator may reduce visibility of the user and require the operator to sit at awkward angles. The motion of the vehicles and posture required of the operators may lead to potential musculoskeletal problems (Torma-Krajewski, Wiehagen, Etcheverry, Turin, & Unger, 2009). The whole body vibrations that are experienced by the operator can lead to potential health problems (Dickey, Eger, Frayne, Delgado, & Ji, 2013; T. R. Eger, Kociolek, & Dickey, 2013; T. Eger, Salmoni, Cann, & Jack, 2006; T. Eger, Stevenson, Grenier, Boileau, & Smets, 2011; Smets, Eger, & Grenier, 2010). Studies have indicated that exposure to whole body vibrations may lead to higher incidences of lower back injuries (Bovenzi & Hulshof, 1999; B. Howard, Sesek, & Bloswick, 2009; Lings & Leboeuf-Yde, 2000). By removing the operator from the vehicle, the amount of vibrations that the user is exposed to can be reduced, alleviating the potential for back injuries.  In order to reduce the exposure to vibrations, intervention methods are suggested to limit the amount of time that the operators are exposed to this environment (I. J. Tiemessen, C. T., & Frings-Dresen, 2007). The effectiveness of an intervention program can only be successful if the workers follow the program (I. J. H. Tiemessen, Hulshof, & Frings-Dresen, 2009). Tiemessen, Hulshof and Frings-
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Dresen found a low level of compliance amongst the workers. If the workers are unwilling to properly follow the intervention program, other solutions may have to be implemented. Another method of reducing the amount of whole body vibrations is to remove the worker from the environment completely. 
1.6.1.2 Situational Awareness  Along with the health problems associated with the operator’s exposure to vibrations are difficulty with situational awareness and line of sight. The inability of the operator to see the surrounding area around the machine may lead to potential accidents. The physical shape of the machines will often disrupt the operator’s line of sight (T. Eger et al., 2010; T. Eger, Salmoni, & Whissell, 2004).  Another potential problem for the driver is the impact that the environment will have on visual acuity.  Passageway conditions, lighting and refraction of light off surfaces will all impact the operator’s ability to discern objects and obtain situational awareness (T. Eger et al., 2004). In order to facilitate line of sight and situational awareness, additional camera systems working as a secondary visualization system has been suggested (A. A. Godwin, Eger, Salmoni, & Dunn, 2008; A. Godwin & Eger, 2009). The addition of camera systems can improve line of sight for the operator, but the problem of placement of the items in the vehicle cab may pose additional issues. 
1.6.1.3 Teleoperations  Placing the operator in a safe environment away from the mines can assuage the health problems of vibration and issues with line of sight. Teleoperations can 
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safely remove the exposure to the physical environments of the mine while allowing ample physical space for secondary monitoring systems and telemetry.   
1.7 Neuroergonomics   Neuroergonomics is the application of neuroscience concepts to the field of ergonomics (Raja Parasuraman, 2003). Traditionally, ergonomics involve quantitative measurements of human physiology. These include cognitive operations and physical strain that impact the human body. The addition of neuroscience provides neurophysiological data that can assist in the understanding of how the brain processes the sensory information. Using these techniques we will be able to understand how attention, vigilance and executive function relate to task complexity and the impact this has on usability of an interface. 
1.7.1 Brain Imaging Techniques  There are several different brain imaging techniques that can be utilized, each with their own pros and cons. There is currently no ideal system in place that is non-invasive, has great spatial resolution and great temporal resolution.  A compromise has to be made between all three aspects. The techniques can be divided into two major classes, imaging techniques that measure blood flow, and techniques that measure electromagnetic activity. 
1.7.1.1 Cerebral Hemodynamics  The positron emission tomography (PET), transcranial Doppler sonography (TCD) and functional magnetic resonance imaging (fMRI) are three techniques that measure blood flow. One of the benefits that the PET and fMRI techniques provide is 55  
 
great spatial acuity but at the expense of temporal resolution. Both of these techniques can be difficult to measure in the field as the participants must be in a controlled setting with little movement. 
1.7.1.2 Electromagnetic  The second group measures electrophysiological signals from the brain. This group is comprised of electroencephalogram (EEG), magnetoencephalogram (MEG), near-Infrared spectroscopy (NIRS) and event related potentials (ERP). The EEG, ERP and MEG have the best temporal resolution, but suffer in the spatial resolution component. A benefit of the EEG system is the high test retest reliability during testing (Fernandez et al., 1993). Calibration of the equipment relies on a strong signal, with analysis comparing activation between either two areas, or a reference point.. In these series of experiments, we will combine eye tracking equipment with the use of EEG equipment. Eye tracking equipment will allow us to determine which components of the instrumentation panel are used for normal operation and to determine whether instrumentation layout is appropriate for the task. Combining eye tracking with electrophysiological measures will also allow us to understand the steps that an operator goes through during a real life applied task. Instrumentation layout is crucial in ergonomics as it will impact usability and may potentially lead to physical strain with repetitive use.  
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1.7.2 Ergonomic Workload Assessment  Mental workload, cognitive processing and situational awareness have been an important factor in the usability of interface designs. In order to test the efficacy of interface designs, physiological measures were implemented. These ergonomic assessments could provide insight into the physiological responses of the users under different situations. In most instances, the users may be in stationary positions, making it easier to evaluate physical and cognitive work. Incorporating brain imaging techniques will allow quantifying cognitive features such as vigilance, mental fatigue, training and cognitive work assessment (Ranjana K Mehta & Parasuraman, 2013).  Examining ergonomic design is used in the industry to reduce exposure of extreme workload, loss of vigilance or situational awareness. The common areas of research where situational awareness is critical is combat, transportation or medical situations (Hettinger, Branco, Encarnacao, & Bonato, 2003; R. Ma & Kaber, 2007; Y. Ma, Kalashnikov, & Mehrotra, 2008; Plant & Stanton, 2012; Salmon et al., 2008; Singh, Petersen, & Thomas, 2006; Stanton, Harvey, Plant, & Bolton, 2013; Sturdevant, 2008; G. H. Walker, Stanton, & Young, 2006).  Neuroergonomic assessments are commonly used in measuring cognitive workload in air traffic control systems (Costa, 1993; Giraudet, Imbert, Bérenger, Tremblay, & Causse, 2015; C. Wickens & Colcombe, 2007; Wilson & Russell, 2003a). This then allows designers to understand which brain activities are activated during operation and to optimize the design of the systems for the users (Ayaz et al., 2013; Davison Reynolds, Lokhande, Kuffner, & Yenson, 2012; Harrison et al., 2014; Imbert 
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et al., 2014; Poage, Donohoe, & Lee, 2011). Understanding how the user is interacting with the interface will then allow modification of training paradigms. Incorporating neuroergonomic assessments in the development and training provides understanding of how users perform in a system and why they perform a certain way within a system (Grafton & Tipper, 2012; Gramann, Jung, Ferris, Lin, & Makeig, 2014). When mental fatigue increases, this leads to interference with motor output, impacting physical fatigue (R. K. Mehta & Parasuraman, 2013).  In order to understand the underlying reason why users perform certain actions, analysis of cognitive processing can be linked to performance. This will assist in elucidating what is cognitively happening while users interact with systems.  Understanding the cognitive processing can be done using neurophysiological measurement techniques and statistical analysis.  Examining cognitive workload can also be studied through activation of working memory. Increased activity in the alpha and theta bandwidth can be indicative of increase activation of areas involved with working memory (Benedek, Bergner, Könen, Fink, & Neubauer, 2011; Chik, 2013; W Klimesch, Schack, & Sauseng, 2005; Missonnier et al., 2006; Schack, Klimesch, & Sauseng, 2005). 
1.7.3 Analysis Techniques  The addition of neuroergonomics in the analysis of human interaction allows integration of cognitive processing with observed behavioural performance. Mehta & Parasuraman (2013) illustrated the impact that mental fatigue can have on physical fatigue (R. K. Mehta & Parasuraman, 2013). Some processes may be readily observable, and will allow examination of how users performed in situations. The 58  
 
addition of quantified cognitive measures allows the examination of neurophysiological patterns. These patterns will assist in determining cognitive state of users (Fernandez et al., 2000; Harmony et al., 2004).   The primary analysis techniques used throughout the thesis were regression analysis, factor analysis, sLORETA and synchronized coherence.  The regression will assist in prediction, or determining which variables are predictor variables. The factor analysis will indicate patterns of activity and can assist in identifying pathways. By using sLORETA we can obtain a visual mapping of density distribution from neuronal post-synaptic processes. This will provide a quick visual overview of activation patterns throughout the brain (Pascual-Marqui, 2002). Synchronized coherence indicates neural activation correlates as coherent activity amongst areas can indicate activation of certain processes (Sauseng, Klimesch, Schabus, & Doppelmayr, 2005). 
1.7.3.1 Regression Analysis The purpose of regression analysis is to understand whether brain activity could predict a behavioural outcome. The regression analysis will provide insight into the relationship between cognitive processing and performance. Predictors can be examined to determine if there are activation patterns that lead to increased errors (Fedota & Parasuraman, 2009). Studies have also been performed to link what brain activation patterns occur during operation of equipment or vigilance (Olbrich et al., 2009; Peters & Schaal, 2008). 
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1.7.3.2 Factor Analysis A factor analysis can determine groupings of variable, and highlight potential pathways that could help illuminate what is happening. It can be used to separate types of activities, clustering similar activities together, assisting in discerning activation patterns (Gramann et al., 2014; Michels, Moazami-Goudarzi, Jeanmonod, & Sarnthein, 2008; Olbrich et al., 2009). Expert and novice users may have different activation patterns while performing the same task. This may not be evident through performance as they may be similar. Studies have indicated that the activation patterns of experts differ from novice athletes (Claudio Babiloni et al., 2010). Performing an independent component analysis (ICA) can indicate if different pathways are utilized amongst the two groups. 
1.7.3.3  Standardized low resolution brain electromagnetic tomography (sLoreta) The electroencephalograph (EEG) is a non-invasive method of measuring electrical signals generate on the scalp. The localization of different activation sources can be processed and the information can assist in understanding the physiological and cognitive behaviour underlying the activity (Knyazev, 2013).  Standardized low resolution brain electromagnetic tomography (sLORETA) is a method in visually displaying activation patterns over a scalp or cortex map (Jatoi, Kamel, Malik, & Faye, 2014; Pascual-Marqui, 2002). The use of sLORETA has identified age-dependent activation patterns for working memory (Wild-Wall, Falkenstein, & Gajewski, 2011) as well as judgment actions in experts when studying elite athletes (Claudio Babiloni et al., 2009). 
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1.7.3.4 Synchronized Coherence Studying synchronized coherence can indicate change of brain state activity (Nunez et al., 1999). The change in brain state activity can be useful and monitored to assist in predicting behaviour (Harmony et al., 1993). A study on upcoming emergency braking found that monitoring EEG activity could detect emergency braking faster, resulting in safer braking (Haufe et al., 2011). An event-related potential signature could be detected, triggering a simulated assistance system. Studies also indicated differences during encoding and retrieval of information(Jaiswal, Ray, & Slobounov, 2010; Zanto, Rubens, Bollinger, & Gazzaley, 2010)  
1.8 Instrumentation & Control Design  One of the issues with the design of instrumentation and control systems of mining equipment is the limitations of the machinery. The size and design of the operational mechanics of the vehicle will often dictate the amount of space and location available for the user. A prime example of this concept is a load-haul-dump vehicle. This vehicle requires the operator to drive the vehicle both backwards and forward with equal ease. These vehicles generally operate within the tight confines of underground mines with limited space. Operators are required to turn their head completely to one side or the other while driving. Instrumentation layout must be placed in a location that is viable for each driving direction. Instrumentation for operation of the vehicle provides measurement and control over the complexities of the machine. Sensors and gauges provide the user with a quick over view on the health of the machinery. If the vehicle has an 61  
 
autonomous or semi-autonomous component, the instrumentation will be used for operations by the machine. In this instance, redundancy in sensors should be implemented to increase reliability. This dissertation will provide some insight into the efficacy of utilizing neuroergonomics in the design process of mining equipment and attempt to provide ecological validity of in-lab testing to applied real world applications. Testing in the field will provide information on how mental models formed on current instrumentation compares with those seen in the lab. This information in addition with the theoretical laboratory experiments will then be used in the design for the command console for teleoperations. Chapter 2 will discuss the results of instrumentation layout and the impact this has on cognitive processing of operators. Chapter 3 discusses cognitive processing of the operator in applied settings and the creation of instrumentation.  
1.9 Project Schedule of Experiments  This dissertation is broken up into two main components, a theoretical experimental component and an applied component. The first series of experiments examined the human factors involved in interface use. 1.) Examining mental model formation in the use of a touch screen 2.) Mental model and adaptation to changed settings 3.) Visual scan patterns and attention in interface use 4.) Cognitive processing with fixations on an interface With this knowledge, measurements in the field were obtained to help determine the ecological validity of our testing with operators and mining equipment. 62  
 
1.) Measurement of cognitive processing involved with the operation of a LHD vehicle 2.) Measurement of cognitive processing involved with the operation of a LHD vehicle in a virtual reality environment. 
1.9.1 Neuroergonomic research in laboratory setting and real world application   Incorporating neuroergonomics in the study of industrial designs provides understanding of neural correlates in the relation to a user’s cognitive and physical capabilities (Ranjana K Mehta & Parasuraman, 2013). One of the difficulties in applying neuroergonomic measurements to all tasks in real world settings is the degree of immobility required for neuroimaging techniques.  A compromise is required between temporal resolution, spatial resolution and mobility of equipment. One of the benefits of measuring neurophysiology with a QEEG is the relative unobtrusive nature of the equipment. The compact size of the equipment provides a high degree of mobility.  Using a QEEG will provide a neural basis for human brain activities while undergoing physical tasks (Karwowski, Siemionow, & Gielo-Perczak, 2003). Mental workload is resource dependent, with a limited amount of resources available for tasks (C D Wickens & Hollands, 2000). Performance on a task is dependent upon the amount of resources available at the time. A problem with the theory was the difficulty in quantifying the neural activity. Application of neuroergonomics has allowed some validation of increased activation in the prefrontal areas with increased cognitive workload (Ayaz et al., 2012).  The study by 
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Ayaz et al. utilized fNIRS to measure cerebral hemodynamics for a skilled population in a simulated task designed to mimic the work environment.  In our first series of experiments we examined formation of mental model formation and the activation pattern that was formed when the user transitioned from a novice user to an expert user. Previous research had indicated the ability to differentiate between users with different skill levels as well as different age categories (Claudio Babiloni et al., 2009, 2010; Wild-Wall et al., 2011). Within our experiments we examine the neuronal activation patterns when users obtained expert status, and were then exposed to novel situations that did not fit into their mental models. This would be representative of when an operator in a real world setting is exposed to an unexpected novel situation.  The operator attempts to fit the new experience into an existing mental model, and when this fails a new course of action occurs.  
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Table 1.2 - Information Gap 
Theoretical Work  Application  Gap Section Mental model - Experts and non-experts (Claudio Babiloni et al., 2010) Determine whether users are novice or expert users and how the transition occurs  • Distinguish between expert and novice users in real world application with QEEG (sLORETA, coherence) 3.4 Neuroergonomics of skill acquisition (Fernandez et al., 2000; Harmony et al., 2004) 
Stimulate areas during training to improve knowledge acquisition • Understand activation patterns during various tasks  
• Understand which areas are activated  
3.4, 3.5 
Neuroergonomic measurements with cognitive workload (Imperatori et al., 2013) 
fNIRS used to index skill acquisition • Use of QEEG to illustrate skill acquisition 2.2, 2.3, 3.4 
Neuroergonomic work to indicate working memory tasks (Baldwin, 2003, 2009) 
Use of fNIRS for working memory tasks (McKendrick, Parasuraman, & Ayaz, 2015) • QEEG has greater temporal resolution compared to fNIRS 
• Allows examination of temporal activation patterns  
2.2, 2.3 
Human factors, mental workload, display(Shupp, Ball, Yost, Booker, & North, 2006) 
• Next Generation Air Transportation System (NextGen) (Proctor & Vu, 2010) 
• Air Traffic Control Environment design (Giraudet et al., 2015) 
• QEEG used for creation of mental models 3.5, 3.6 
Brain activation patterns (Gramann et al., 2014) Ability to differentiate tasks in laboratory (Reinerman-Jones, Matthews, Barber, & Abich, 2014) • Distinctive activity task signatures in real world application 2.4, 2.5, 3.4, 3.5   
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2. Theoretical Analysis of User Interface Design 
Components 
2.1 Introduction  In order to study the human performance component, research was undertaken to examine the transfer of knowledge from experimental cognitive psychology to an applied setting.  The study of human factors will often overlook the role working memory has on performance (Cook, 2001). It has been suggested that the ability to transfer knowledge from the experimental cognitive psychology phase to an applied settings is difficult, as the skills of the operator will impact working memory. Our research has indicated that a generalized activation of working memory is apparent throughout a series of experimental tasks. This same activation pattern is later observed when measured in an applied setting with varying degrees of expertise.  The experiments detailed here can be broken down into 4 experiments  1.) Examining the formation of mental models 2.) User adjustments in novel situations with established mental models 3.) Eye movement in relation to cognitive processing 4.) Cognitive processing and neurophysiological correlates  The experiments detailed here will assist in the understanding of the complexities involved with interface operation. The initial studies examine what occurs when users have an unexpected change in the interface. The importance of this experiment was to highlight the change in cognitive processing involved with changes and how the brain responds to these changes. We ascertained how schemas are formed and how additional information can affect the mental models. With this 
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information we can examine consistency and how that impacts a user interface. In designing a consistent interface a user will know that all items will be where they are expected to be.  The initial experiments were conducted in the laboratory in controlled conditions using a touchscreen device. With an understanding of the mental models involved with consistent interface use, our next phase of experiments examined eye gaze and how that influenced interface interaction. Users would often glance at certain parts of the screen in certain patterns. The experiments examined how scan patterns related to cognitive processing and where users preferred to look for certain aspects of the interface design. The cognitive loadings associated with changes in interfaces and how this affected their performance of the interface task was examined using a touch screen input device. It is hypothesized that increased cognitive loads will lead to increased performance times for interface use.  If the cognitive loads are reduced this may lead to a more efficient interface that is more easily used.  The study of cognitive load has been used to develop instructional methods in learning, and has been defined as the multidimensional construct of the cognitive system during task performance (A. Baddeley, 2003; F Paas & van Merriënboer, 1994; van Merrienboer, Kirschner, & Kester, 2003; Yaghoub Mousavi, Low, & Sweller, 1995). The intensity of the effort put forth has often been used as a measure of the cognitive load. One of the problems associated with studying cognitive load is the difficulty in assessing mental load, mental effort and performance. Different people using different strategies with varied mental effort can obtain the same end result.  
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 Cognitive load theory was presented by (Sweller, 1988) when he noticed that user expertise could be distinguished on the basis of formation of schemas. Schemas are problem solving approaches formed by the user and stored in long term memory where they are utilized to solve different problems. Users can become highly overloaded due to the limited capacity of working memory where schemas are not sufficient and the increased load is placed on the working memory.  Three types of cognitive load were presented by (Sweller, 1994). The first is a measure of the natural cognitive load demand placed on working memory within the task itself and is labeled as the intrinsic load. A simple addition calculation would have a smaller cognitive load compared to a complex algebraic calculation. Extraneous cognitive load placed on working memory is associated with the presentation of the material. Germane cognitive load is the load place on working memory during formation of schemas and can be attributed to the amount of effort or motivation that the individual uses.  The results of our experiments will highlight the transition of a novice user to an expert status.  The neurophysiological signatures for novice and expert schemas differ, even though no discernable difference was seen in behavioural performance.  From this concept the aim of the study was to isolate what neurophysiological signatures are associated when applied to Sweller’s cognitive load theory, specifically looking at extraneous cognitive load and computer interface design. Understanding the neurophysiological processes associated with cognitive load from a quantitative and a qualitative measure may allow for a more accurate 
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approach to interface design.  We would be capable of identifying whether a user is in a novice or expert state by monitoring brain activation patterns. When users first learn a computer application they develop mental models of interface use. Sweller suggested that the distinguishing feature between novices and experts in problem-solving skills are the formation of schemas (Sweller, 1988). The development of schemas allows the experts to determine the best method to solve the problem based on problem categorization.  Novice users that had not developed a mental model did not possess sophisticated schemas and alternatively used methods that were often less effective (Sweller, 1988). Satzinger & Oflman studied mental mode development when switching interfaces and found that the development of a global model for two visually similar tasks may have caused difficulty when switching between two tasks (Satzinger & Olfman, 1998). The lack of visual cues to distinguish the two tasks created one mental model as opposed to two separate mental models, the inability of the user to distinguish between the tasks led to increased errors.  When users come across something novel they will attempt to fit the new interface into what they already know. Despite the findings of this research, consistency across interfaces is still being introduced as the best method of human computer interaction. It is hypothesized that learning and transfer of knowledge will be facilitated by creating an interface that can be used across multiple applications.  This will assist the user in transferring their knowledge without the need of relearning a new interface (Satzinger & Olfman, 1998).  As was shown by Satzinger, having devices that are too similar may cause confusion as the user has difficulty distinguishing applications (Satzinger & Olfman, 1998). The 
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minor changes in the interface would not be noticeable, and users would create more errors by applying the wrong mental model. Research by Besnard & Cacitti indicated that too much change in an interface was better than too little change (Besnard & Cacitti, 2005). With a large amount of change, users would be forced to create a new mental model and would be able to distinguish between the interfaces with the end result being fewer errors. One of the problems associated with large amounts of visual change is the need to relearn the interface. Users may not be able to transfer their knowledge from device to device as easily. The issue of devices with very similar interfaces has lead to a negative transfer of skills in the past. The aviation industry is a prime example of negative transfer with similar interfaces. Early in his career Chapanis noticed that a large number of accidents during landing were caused by the interface.  The landing gear and flaps were side by side with no discernable difference.  Pilots were often retracting the landing gear instead of manipulating the flaps (K. Vicente, 2003). Historically, interfaces were developed with the intention of the users adapting to the system, newer approaches of interface design are human-centered. The idea is now to design systems that model a user’s natural behaviour, creating a system that is more intuitive and easier to learn. This in turn would then lead to a reduction in performance errors. One of the suggested methods of error reduction is to minimize the cognitive load of the user.  A common technique of measuring cognitive load is the rating scale; the subject is required to introspectively assess their cognitive processes and report the mental effort expended (D Gopher & Braune, 1984; Fred Paas, Tuovinen, Tabbers, & 
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Van Gerven, 2003). Research by Paas et al. has indicated that participants could accurately and reliably rate their cognitive processing and scales were sensitive to small differences in cognitive load (F Paas, van Merriënboer, & Adam, 1994). By designing a system that minimizes cognitive load, the user will have more mental resources available to perform other tasks (Oviatt, 2006). An alternative to the rating scale is the dual-task analysis method. This method involves the performance of two tasks simultaneously and assessesing the performance of one task with interference from the other. It is theorized that if two tasks utilizing the same resources are performed, the distribution of limited resources must be split among the two tasks (Brunken, Plass, & Leutner, 2003; Mayer & Moreno, 2003; Verwey & Veltman, 1996). The performance across the two tasks was measured in various configurations, with one approach analyzing performance in the primary task when a secondary task is added, or analyzing the primary task alone. The other method is to study the performance of the secondary task and to determine how the primary task alters performance. The rating scale and dual-task analysis rely on observations of the user or self-assessment of cognitive processing. Eye tracking research began in the early 1900's and was initially used to study eye movements for printed works (Dodge & Cline, 1901; Judd, McAllister, & Steele, 1905; Wade, 2007). The duration of the gaze, the spatial patterns of scanning the user move throughout the fixations and whether the focus is within predetermined areas of interest are common measures of eye tracking. Studies have indicated that the overall number of fixations is related to the performance of the 
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task (Goldberg & Kotval, 1998; Y. Lin, Zhang, & Watson, 2003; Soon & Myung, 2008). The more fixations that occur has been hypothesized to lead to less efficient searching and performance. This could be due to the poor layout of the displays or the relationship between elements in the display itself. As the time required completing a task increases, so will the number of fixations for the task. Over the years advancements in technology allowed Fitts' to utilize motion picture cameras in the study of cockpit controls and instrumentations (Fitts, 1954). As technology evolved and eye-tracking research matured, work began to focus on the physiological and psychology underpinnings of what eye movements revealed (Senders, Fisher, & Monty, 1978). Usability studies by Jakob Nielsen have indicated that users will perform searches in accordance to an "F" shaped pattern (J Nielsen, 2006). Users will spend the majority of the search scanning horizontally across the top of the screen and vertically down the left hand side of the screen. Two assumptions can be drawn from this study; 1) users have developed a “self perceived” successful model/schema of interacting with a computer interface; 2) this scan pattern has been developed over time as a result of past website/interface use. Functionally this pattern must incorporate some form of memory and recruitment of executional functioning with respect to gaze patterns. One can hypothesize to the models in which the cognitive processing works; however, accurate measurement of the cognitive processing must be obtained to be concrete in proper assessment.  Physiological measurements such as heart activity, brain activity (E. E. Smith & Jonides, 1999) and eye activity have also been used to measure changes in cognitive 
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functioning, though the most common model is the rating scale. Brookings and colleagues used subjective tests and all three physiological measures and found that the EEG was the only one that could accurately measure the differences among tasks (Brookings, Wilson, & Swain, 1996). The reliability and validity of using the EEG have been reproduced by other researchers, indicating that the EEG was sensitive enough to differentiate cognitive load with high precision (Gevins et al., 1998; Gundel & Wilson, 1992; Murata, 2005). Recent research by Berka et al. compared EEG measures with subjective and objective scores on vigilance and memory tasks. They found that the EEG was capable of monitoring dynamic fluctuations in cognitive states. An increase in EEG workload was observed with an increased difficulty in tasks and working memory load (Berka et al., 2007). As working memory load increased, more cortical networks were required to perform the task (Gevins et al., 1998). When the task complexity increased, it resulted in varied EEG modulation, most likely caused by the changes in cognitive requirements. The electroencephalogram (EEG) has been used traditionally in psychology and the cognitive sciences as a neurophysiological measurement of cognitive processing (Gruzelier, 1996; LaBerge, 2001). The ability of this technique to accurately measure neurophysiological changes in a small temporal window make it ideal in measuring cognitive workload in human-computer interaction (HCI) (Buscema, Rossini, Babiloni, & Grossi, 2007; Minnery & Fine, 2009; Stevens, Galloway, & Berka, 2007). Studies with the EEG have indicated the role of the alpha band waves are involved with attention across the frontal, temporal and parietal cortices.   
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The current research project will examine the cognitive processing associated with vertical and horizontal scanning patterns during the use of an interface. Cognitive processing will be quantified by obtaining neurophysiological measurements through the use of a quantitative electroencephalogram (QEEG) (Gruzelier, 1996; LaBerge, 2001). Studying the cognitive processing synchronously with scan patterns, fixations, and gaze patterns, amongst a myriad of other metrics used by researchers (Fitts, 1954; Hendrickson, 1989; Kotval & Goldberg, 1998) enables the electroencephalograph (EEG) as the optimal tool for neurophysiological measurement. Functionally the real time resolutions of the EEG and eye tracking metrics operate in the same time duration (ms), and one can associate the operations of neural networks and scan patterns measured through spectral analysis and gaze patterns respectively. Spectral analysis traditionally yields 5 major spectral bands (delta (1-4 Hz), theta (4-7 Hz), alpha (8-13 Hz), beta (13-30 Hz), gamma (>30 Hz)) in conjunction with different task specific cortical areas. With respect to control, and attention and memory, which are key for repetitive user interface, these tasks fall within the theta and alpha bands over multiple cortical regions. Cortical region and related eye movements with respect to EEG mapping fall under these basic relationships; control of eye movement, (saccades, pursuit movement) and eye field movement representation (central/periphery) - Fz,C3,Cz,C4, decision (execution/inhibition) of eye movements - dorsolateral prefrontal cortex (DLPFC) / F3,F4, spatial memory (short (< 30 s) DLPFC, medium (< 5 min) and long (< 20 min) are subcortical), area 
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scanning (T4,T6), and attention integration processes (P3,Pz,P4) (Pierrot-Deseilligny, Milea, & Muri, 2004).  The prefrontal lobes of the brain are involved with daily behaviours necessary for normal functioning (Cicerone et al., 2005). Some examples of these behaviours are language, reasoning, decision-making and planning. It is also involved with determining which stimuli are appropriate for the situation while repressing irrelevant stimuli during purposive behaviours (Barbas & Zikopoulos, 2007). The connections from this area are widespread and interconnect with other brain areas allowing the integration of information from various sources (Cummings, 1995). The left lateral portion has been associated with task setting, where planning occurs prior to beginning a task, while the right lateral portion is associated with task monitoring, and marking tasks as completed.  In order to understand how users operate computer interfaces, researchers traditionally observed users interacting with the system while inferring cognitive processing from eye movements (Just & Carpenter, 1976a, 1976b). Tracking the eye movements allowed researchers to determine the components of the interface that were important for operation (Byrne, Anderson, Douglass, & Matessa, 1999; Card, 1984). The cognitive processes associated with the operation of the interface were determined by the amount of time that a user had spent on the area of interest. It has been theorized that studying eye movements in these tasks would help in the elucidation of learning, workload and attentional processes. Some of the more common metrics used in these studies have been fixation, the amount of time that a user focuses upon a relatively stable area.  
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2.2 Experiment 1 – Neurophysiological Correlates of Touch Screen Use 
2.2.1 Methodology  Seven participants consisting of 4 males and 3 females aged between 23 and 26 were used in this study following Laurentian University REB guidelines. A touch screen computer was placed 50 cm in front of the subject at an incline of approximately 20 degrees with the subject placing their palm on the base to minimize muscle artifact in the EEG. For interface training participants were exposed to one of four shapes (circle, triangle, square, “X”) (Figure 2.1) flashed in the center of the screen for 300 ms; followed with shape identification from four buttons displayed below in a 2x2 pattern.                       
Figure 2.1 - Interface A with circle shape displayed in the middle 
and the four corresponding shape buttons displayed below 
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Once the correct symbol was selected the next symbol would appear for 300 ms and the subject repeated the task. Each of the four shapes was used once and this comprised one session. One trial consisted of twelve sessions separated by five seconds between each session. Participants completed four consecutive trials where the button mapping below and the sequence of shape presentation within sessions was identical. The fifth trial consisted of using the same display pattern while altering the 2x2 button mapping below Figure 2.2.                        The experimental paradigm an be seen in Figure 2.3 following. Interface layouts were altered on Day 2 and Day 3, with button mappings altered during the fifth trial. The results were broken down into two main components, the behavioural measures, speed and accuracy to complete the task, and the cognitive processing measures obtained from the QEEG measurements. Errors were recorded for each 
Figure 2.2 - Interface A, with the circle shape displayed in 
the middle and the four corresponding shape buttons 
displayed below 
77  
 
incorrect button pressed. Individual trials were compiled into two groups defined by whether or not there was a significant difference in errors made in interface b across multiple bands isolated during the trial.  
 
Figure 2.3 Experimental Paradigm   In an attempt to assess the effects of object directed spatial orientation, two similar interfaces were analyzed over the next two days. Procedural paradigm interaction was identical to the training interface day. However, the location of the 2 x 2 template was altered. One interface had the template being divided in half having two of the mappings on the left of the presented image and two on the right 
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(figure 2.4) and the other had the 2 x 2 template to the right of the presenting image (Figure 2.5).                                   Each trial was completed while having monopolar quantitative electroencephalogram (QEEG) records taken using Ag-AgCl electrodes in the international standard 10-20 mapping (Jasper, 1958). Baseline measures were recorded having an eyes closed control and eyes open control. Electrodes were 
Figure 2.4 - Interface B, with the circle shape displayed in the 
middle and the four corresponding shape buttons displayed to the 
two sides. 
Figure 2.5 - Interface C, with the circle shapre displayed in the 
middle and the four corresponding shape buttons displayed to the 
right of the center display. 
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placed on both the left and right hemispheres for the occipital (O1, O2), temporal (T3, T4), frontal (F7, F8), and parietal lobes (P3, P4).                Our QEEG system employed a Grass Instruments Model 8-16D 20 channel EEG interfaced to an IBM computer via a 64 bit National Instruments Model AT-MIO-64E-3 ADC/DAC (Analog to Digital Converter) card. The data was recorded at a resolution of 64 bits at a sample rate of 1024 samples per second. Data was isolated into desired frequency components from the raw EEG data by utilizing a Fast Fourier Transform method (FFT). Isolated signature task associated brain 
Figure 2.6 - International 10-20 system of electrode placement 
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frequencies of 1 Hz increments (3-3.9 Hz, 4-4.9 Hz, 5-5.9 Hz, 6-6.9 Hz, 7-7.9 Hz, and 8-8.9 Hz) were selected which encompasses important measures of attention, anticipation, executive control and memory based on previous literature.   
2.2.2 Results  An analysis of variance revealed significant differences in the right frontal and left temporal regions. Within the right frontal region significant differences demonstrated a similar pattern across the 6-6.9 Hz, 7-7.9 Hz and 8-8.9 Hz band.           
Increased power across all three bands was present when an error was made during the trial (Figure 2.7). Significant differences found in the left temporal 
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Figure 2.7 - Increase in power during errors in the 6-6.9 Hz(F(1,5) = 5.94 p<0.01 eta2 = 0.14), 7-7.9 
Hz(F(1,5) = 7.61 p<0.01 eta2 = 0.20) and 8-8.9 (F(1,5) = 8.74 p<0.01 eta2 = 0.29)Hz ranges in the right 
frontal  region. The group that made errors during the experiment displayed higher levels of mean 
power for the three frequency bands. 
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regions also demonstrated an increase in power during error processing in the 6-6.9 Hz and 7-7.9 Hz (F(1,5) = 4.53 p<0.05 eta2 = 0.14) as is seen in figure 2.6.        
 Analyzing the errors revealed that there was a difference among the interfaces in certain frequency bands. This difference was only present in interface B. To determine which interface had the shortest latency to complete, inter-response times between the button presses for each session were calculated and analyzed. Studying the timing associated with the interfaces determined that interface B was significantly lower than interface A and interface C. The time to complete the five trials for each interface is displayed in Figure 2.8. 
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Figure 2.8 - Increase in power during errors in the 6-6.9 Hz(F(1,5) = 5.91 p<0.05 eta2 = 0.20)  and7-
7.9 Hz(F(1,5) = 7.61 p<0.01 eta2 = 0.20)  ranges in the left temporal  region. The group that made 
errors during the experiment displayed higher levels of mean power for the two frequency bands. 
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The high inter-response time associated with trial 1 in interface A may be due to this being the subject’s initial exposure to the interface use (Figure 2.9). The subsequent trials decreased and stayed relatively stable over the next 3 trials.  The slight increase in trial 5 is associated with a change in the button mappings.  Interface B and interface C begin at relatively the same level in trial 1, but a difference is noticeable after trial 2.  The learning associated interface B stays at a level similar to that of interface A, while interface C decreases. The decreased time latency required for interface C continues until trial 5. When the button mappings were altered for all three interfaces the response times all increased to 
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Figure 2.9 - Mean inter-response time in seconds between button presses for all twelve sessions 
across the five trials. Each trial is the average of the 12 sessions.  The three interfaces are shown.  
Interface C displayed the lowest response times for trial 2 and 3. 
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approximately the same levels.  No significant difference was present in trial 5, while trial 1 showed an elevated response time for only interface A.  This learning curve associated with all three interfaces is present when the response times for all were examined.            
 The increased time seen in trial 1 is significantly different from the other trials (Figure 2.10).  This may be due to the initial exposure to the interface, with the decreased latency occurring while the participants are learning the task. Trial 5 displays an increased response time due to the changed button mappings. 
.6500
.7000
.7500
.8000
.8500
.9000
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5
M
ea
n 
tim
e 
(s
ec
)
Figure 2.10 - Mean inter-response time in seconds between button presses for all five trials. Each 
trial is the average of the 12 sessions.  Trial 1 is significantly different from the other four trials, 
while trial 5 is significantly different from the other 4 trials as well. 
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 Studying the interfaces indicated that interface C had the lowest time interval to complete the task at hand. Interface A had the highest time to complete, while interface B was faster than Interface A, but slower than Interface C.            
 Multiple regressions were used to predict which associated signature brain frequencies would best predict both time to completion and number of errors across interfaces.  The regression analysis involved using errors and time for completion separately as the dependent variables and loading neurophysiological measures as the independent variables in multiple linear stepwise regressions. Only Interface B generated a significant regression in predicting errors. The significant 
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Figure 2.11 - Mean inter-response time in seconds between button presses for all five trials. Each 
trial is the average of the 12 sessions. 
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loadings were those of the right frontal in the 8-8.9 Hz band the left temporal region in the 6-6.9 Hz range and the right parietal in the 4-4.9 Hz range (multiple R = 0.75 adjusted r2 = 0.52). The other two interfaces did not generate significant regressions for errors. Significant time regressions were generated for each interface when predicting completion time.  Within interface A the regression loaded the left temporal region in the 7-7.9 Hz region and the Left Parietal 8-8.9 Hz region (multiple R = 0.58 adjusted r2 = 0.29). In interface B the regression loaded both the left frontal and right frontal in 8-8.9 Hz range (multiple R = 0.66 adjusted r2 = 0.39).  In interface C the regression loaded the right frontal in the 8-8.9 Hz range (multiple R = 0.39 adjusted r2 = 0.13).  
 
 
Equation Variable B SE B Beta T Sig T 
Left 
Temporal   
(7- 7.9 Hz) 
- 58.23 14.73 -0.77 -3.95 0.0004 
Left Parietal 
(8 – 8.9 Hz) 37.85 14.89 0.51 2.61 0.013 
 
Interface 
A 
r = 0.58  
r2 = 0.29 Constant 2.73 0.19  14.69 0.0001 
Left Frontal 
(8 – 8.9 Hz) 92.21 32.38 0.42 2.85 0.0076 
Right Frontal 
(8 – 8.9 Hz) 35.60 14.28 0.36 2.49 0.018 
Interface 
B 
r = 0.66  
r2 = 0.39 Constant 1.57 0.18  8.501 0.0001 
Right Frontal 
(8 – 8.9 Hz) 25.77 10.41 0.40 2.48 0.018 
Interface 
C 
r = 0.39  
r2 = 0.13 Constant 1.97 0.12  15.76 0.0001 
 
Table 2.1 - Regression table for interfaces looking at how the cognitive processing loads predict 
time to complete the interface. The variables that significantly predict time to complete interface A 
is the left temporal bandwidth of 7-7.9Hz and the left parietal 8-8.9Hz. For interface B the best 
predictors are the left and right frontal areas in the 8-8.9Hz. Interface C indicates that the right 
frontal 8-8.9Hz is the best predictor on the time performance. 
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2.2.3 Discussion  It is interesting that although there were no significant differences in errors across any of the interfaces, there were significant differences in the individual frequency bands associated with attention and expectance within the right frontal and left temporal region.  The results may indicate a process recruited for error identification, which is emphasized, based on the design of the interface B. While there were no significant differences seen with respect to number of errors, having a separation between interfaces is sufficient enough to warrant an increase in power. As interface A and C both did not show any significant differences in band power and had an identical 2 x 2 template configuration, inference may be made that the distance between button mappings may present evidence for a button mapping 
Equation Variable B SE B Beta T Sig T 
Right Frontal    
(8- 8.9 Hz) 51.20 15.59 0.41 3.28 0.025 
Left 
Temporal  
(6 – 6.9 Hz) 
86.21 17.59 0.82 4.90 0.001 
Right 
Parietal  
(4-4.9 Hz) 
-38.09 8.68 -0.73 -4.389 .0001 
 
Interface 
B 
r = 0.75  
r2 = 0..52 
Constant -.66 .20  -3.237 0.003 
 
Table 2.2 - Regression table for interfaces looking at how the cognitive processing loads predict 
errors with the three interfaces.  Interface B was the only interface out of the three that had a 
relationship between cognitive processing and errors made in interface use. The right frontal in the 
8-8.9Hz band, the left temporal in the 6-6.9Hz band and the right parietal in the 4-4.9Hz band were 
the best predictors on the amount of errors. 
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spatial displacement threshold; when this threshold has been breached the need for isolation of an error identification mechanism could interfere with other task associated processing utilized.   Another consideration of the lack of difference may be due to the learning curve associated with the interface.  The two interfaces have similar layouts, with interface C shifted to the right of the shape displayed.  The carry over effect from learning interface A may contribute to the decreased speed required to learn interface C.  The spatial arrangement in interface B differed from both interfaces A and interface C.  Once interface A was learned, the knowledge gained was easily transferred to interface C, while interface B required the learning of a new button interface layout. Considering that there were no differences in performance amongst the interfaces, this emphasis of an associated task may become an impediment when task complexity is heightened. This may not affect simple interface errors but within a highly complex task where multiple processes are being utilized, the increase in power may prove to interfere with other attention and expectancy processes necessary to navigate through a highly complex task and result in more errors.  The slight delay between the presentation of the shape and the response is similar to previous studies on cognitive processing (C Babiloni et al., 2004). Babiloni et al. (2006) studied the alpha and theta bands and found that the two bands were differentially represented during conscious and unconscious visuospatial processes as was present within our study in interface B (C Babiloni, Vecchio, Bultrini, Luca Romani, & Rossini, 2006).  
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The first experiment established that the layout of the interface design did not significantly alter the number of errors experienced by the user and knowledge was transferred from one layout to the other.  The regression analysis indicated that a distinctive activation pattern was present when the user made errors with increased activation for attentional resources. Applied in a design setting, with a monitoring system, increased activity in these brain areas may be used as a signature to alert the user that an error may have been made. The next step was to examine the development of a mental mode and what occurs when the user is presented with a layout that conflict with the internal mental model. This will allow us to understand how the mental model is developed for the user when using a touchscreen and what occurs when they are required to adapt to a different layout. 
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2.3 Experiment 2 – Mental Model formation and Adaptation to Change  This experiment examines the changes in functional connectivity that occurs when expert users adapt to an alternate mapping. If interface layouts are too similar, this may potentially lead to an increased number of errors and contribute to confusion when using an interface. This experiment builds upon the earlier experiment by determining whether a change in synchronized connectivity occurs when the user is exposed to an alternate mapping once a mental model has been established. 
2.3.1 Methodology  After the initial experiment involving seven participants was conducted, another six new volunteers were recruited (3 males, 3 females) to determine how altering the button mappings in a touchscreen display would impact cognitive load. Past research by Besnard had indicated that small subtle changes would lead to increased errors (Besnard & Cacitti, 2005). The experiment was designed to elucidate how participants process the changes in interface. Participants were informed that cognitive load would be measured over three days of interface use with the use of a quantitative electroencephalogram (QEEG). The QEEG methodology for this experiment followed the method in section 2.2. The interface consisted of 4 symbols centered in the bottom portion of the screen with a larger symbol displayed directly above the 4 symbols as seen in figure 2.12.     90  
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
          The interface was displayed on a touchscreen display placed within arms length of the user. Each trial was composed of 12 sessions of 4 buttons displayed with a 5 second pause between sessions. The trial began with a 5 second pause, followed by a symbol flashed onto the screen for 3ms. The subject would then be required to touch the corresponding symbol that appeared. Once the correct symbol was selected, the next symbol would appear for 3ms. A sequence of four symbols would appear in this manner followed by a 5 second pause to disrupt the four symbol sequence.  The sequence displayed was the same for all 12 sessions across all three days.  Baseline EEG measures were taken each day to establish eyes closed conditions and for verification of the signal. During the first and second days, three 
Figure 2.12 1a & 1b Interfaces utilized to test subtle changes due 
to button mapping and the associated cognitive processing. A) 
Template in which users were trained and attained expert status 
based on the interaction paradigm outlined B) Template which 
involved a 
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trials were run each day to establish expert status.  The third trial on the third day involved an alteration of button mappings and an extra fourth trial altered the button sequence and the order of the buttons displayed. EEG measurements were recorded for 6 frequency ranges. 
 
Table 2.3 EEG Frequency Ranges  Frequency Range Delta 1-4 Hz Theta 4-8 Hz Low Alpha 8-10.5 Hz High Alpha 10.5-13 Hz Beta 13-25 Hz Gamma >35 Hz   
2.3.2 Results  The 6 frequency ranges for the QEEG data was combined to give overall cognitive workload for each trial and lobe.  Synchronization was obtained by calculating correlations between the various brain areas for all participants combined using SPSS VAX 4000 software. All correlations used to indicate synchronicity were greater than 0.85 with a p <0.05.  During the eyes closed session, synchronization was present between the frontal and the right temporal lobes (Figure 2.13). No synchronization was seen with the occipital lobes during this time. This result was expected since the eyes were closed.  
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          When the eyes were opened, there was synchronization between the occipital lobes and the frontal lobes as well as activity between the right occipital and parietal lobes (Figure 2.14).                    
Figure 2.13 - Minimal EEG synchronization during eyes closed 
resting baseline.   
 
 
Figure 2.14 - EEG synchronization during eyes open baseline 
demonstrating left occipital – frontal and right occipital – 
parieto-temporal coupling. 93  
 
 Expertise status was calculated by combining Day 1 Trial 2 & 3, all the trials on Day 2 and the first two trials on Day 3. Over these trials the left occipital lobes and frontal lobes displayed a high level of synchronicity. Synchronization between the parietal and temporal lobes was also evident. (Figure 2.15)                       The third trial on Day 3 involved switching the button locations. During this task, no more synchronicity is seen between the left occipital lobes. The right occipital lobe is the primary source of all synchronous activity at this point. (Figure 2.16) When the button sequence and button mappings are changed, the synchronization that was present in the frontal lobes is no longer seen (Figure 2.17).      
Figure 2.15 - EEG synchronization during expert 
status demonstrates recruitment of multiple parieto-
temporal networks 
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Figure 2.16 - EEG synchronization of expert user 
after subtle change in button mapping results in 
right occipital – parieto- temporal and left fronto-
temporal networks. 
Figure 2.17 - Elimination of frontal EEG 
synchronization of expert user after alteration in the 
button sequence. 
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In order to analyze whether a hemisphere difference was seen for each of the lobes an analysis of variance was performed.  Results from the analysis indicated no significant difference among the left and right hemisphere activation for any of the lobes in each of the trials. 
2.3.3 Discussion  The purpose of the experiment was to ascertain whether the EEG could accurately identify small changes in interface design. Results from the EEG indicated that the interconnected network varied depending on the task presented, this would be consistent with the known literature (Berka et al., 2007; Gevins et al., 1998; Harmony et al., 2004; M. E. Smith, Gevins, Brown, Karnik, & Du, 2001). Altering the sensory information would result in a different activation pattern. Initially when users first used the interface a schema was formed and developed as they became more familiar with the interface. This is similar to the processing that occurs within the brain.  Perception of the task can be broken down into three separate processes, segmentation, pattern recognition and integration of patterns into a scene (von der Malsburg & Schneider, 1986). The task is broken down into segments, analyzed and patterns are identified. If the task fits an already formed pattern, the new information is integrated into the known scene. This is similar to HCI schema theories; users form schemas when they are expert users and when given a new interface or a new application, an attempt is made to integrate the new information into an existing schema. When the new information is improperly classified into a schema, the user will perform an error. This negative transfer of information is the 96  
 
result of incorrectly assessing the situation and applying an old schema to the situation, instead of creating a new one. Whether this is analyzed from a cognitive point of view or an HCI point of view, the end result is still the same, the user makes an error. Understanding the underlying internal neural activations will help elucidate why the errors are being made.  If the sensory information does not show enough of a variance the same neural networks will be activated eliciting an incorrect behaviour.  In order to measure the sensory segments that are activated, correlations between neuronal segments represented by synchronized or desynchronized firing are assessed (von der Malsburg & Schneider, 1986). By altering the information presented, memory, recognition and the internal activated circuitry can be affected (Rabinovich, Varona, Selverston, & Abarbanel, 2006). McIntosh found that a simple change in tone during a training task was enough to elicit a change in the functional network (McIntosh, 2000). Subtle changes in the stimulus can lead to diverse interconnections between neuronal ensembles. The key is to determine which connections are required and need to be maintained and which ones occur during errors. Functional connectivity is commonly assessed using positron emission tomography (PET) and functional magnetic resonance imaging (fMRI), but can also be examined using EEG data through correlational analysis (Adey, Walter, & Hendrix, 1961; Barlow & Brazier, 1954; Brazier & Casby, 1952; Horwitz, Friston, & Taylor, 2000). Hebb postulated that neurons strengthen connections through repeated synchronous activation (Ahissar et al., 1992). More synchronous activity or 
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strengthening of a connection would be evident by stronger correlations between neuronal ensembles. The synchronous activity between the 8 areas, (F7, F8, P3, P4, T3, T4, O1, and O2) was analyzed for the three phases. The functional connectivity across the three phases (expert status, altered button, altered button & sequence) differed as was expected. The stimuli presented across the three phases were the same, but the sequence and location of the information was slightly altered. The introduction of changes led to the synchronization of new functional connections and desynchronization of existing ones. When the users were developing their expert status, frontal to parietal connections displayed synchronicity; the presence of this connection has been implicated in working memory (Curtis & D’Esposito, 2003; McIntosh, 1999). When the user is becoming an expert user, they must rely on their working memory storing the location of the symbols in short-term memory. During delayed response tasks, persistent activity is normally present in these regions (Funahashi, Bruce, & Goldman-Rakic, 1993; Takeda & Funahashi, 2002). Delays in response require the engagement of working memory to store the visual information. Within the experimental procedure a slight delay was present between the presentation of the symbol and the actual selection of the proper symbol. This was evident in the presence of synchronized activity between the frontal and parietal throughout the expert status portion of the experiment. The presence of synchronicity across the temporal lobes would be congruent with the utilization of working memory. Across all three phases of the experiment, synchronous activity was present between the left temporal area and the right 
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parietal area. The synchronous activation of the left hippocampus is often associated with encoding item information, while the right parietal area is involved with encoding the location of the item (Nyberg et al., 1996). The presence of this connection across all three phases would indicate that the users were continually encoding the symbols, and symbol location throughout the experiment. This connection would be consistent with schema formation and perception of sensory information. The sensory information is processed and the user attempts to classify the visual information into a known schema by identifying the pattern or creating a new classification if no schema exists. This is evident in the functional connectivity between the right parieto-occipital areas that has been associated with sensory information processing (Barcelo, Martin-Loeches, & Rubia, 1997). When the button mappings were changed after users had obtained expert status, the connectivity between the left occipital areas to the frontal regions were no longer present.  This synchronous activation in the right prefrontal area is sensitive to familiarity, and items that show some degree of familiarity will result in synchronous activation (Fletcher & Dolan, 1999). The lack of connectivity between the left occipital and right frontal area during this phase would indicate that the user was aware that something has changed. Research by Fletcher & Dolan has shown that the left prefrontal cortex was sensitive to manipulation of novel words in a memory encoding task (Fletcher & Dolan, 1999).  Altering the button sequence synchronizes the left temporal and left frontal connection. This would be indicative of a labeling inconsistency; cognitively the user is aware that that something has changed. The user is then encoding this changed 
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information into short term memory as is evident from the left temporal to right parietal connections. Altering both the sequence and the button mappings led to the disappearance of the left to right frontal connection, indicating that there was no longer any familiarity with either the sequence of symbols displayed or button mappings.  The consistency of the connection between the right occipital, parietal and left temporal lobe is an indication that the user was still vigilant to the task at hand. The loss of frontal activity would suggest that the user was no longer trying to label the connections.  Results from the experiment support the use of an EEG in differentiating task complexity. As the task changed throughout the three day experiment, the functional connections within the brain were altered as well.  The changes in functional connectivity support the idea of schema formation and pattern recognition of expert users.  When the expert users were presented with a completely novel situation where they could no longer use an existing schema, the synchronous activity in areas involved with recognition were abolished. The users lost the expert status and became novice users again, indicating that subtle changes such as a change in button mappings or sequence alters cognitive processing.  When users were faced with an interface design that did not conform with the internal mental model already formed, a new model was created and added to memory. The lack of familiarity with the changed interface led to a new representation of the interface. The next experimental phase was to examine how the visual scan path related to cognitive processing with the touchscreen interface use.  
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2.4 Experiment 3 – Visual Scan Path and Cognitive Processing   Researchers have tracked eye movement in order to determine focal attention for the last hundred years. As technology has advanced the tools and equipment utilized have led to greater insights into the psychology and physiology associated with scanning patterns. This research expands upon this by incorporating neurophysiological techniques to assess cognitive processing associated with directional scan paths. It is hypothesized that the scan path direction can reveal a user's cognitive processing. Research by Nielsen indicates that users will scan the screen in an F pattern (J Nielsen, 2006). This may suggest a preference in hemispheric activation.  
2.4.1 Materials & Methods   Four new male volunteers between the ages of 20-25 were recruited to study scan path direction and cognitive processing. Participants were informed that cognitive processing would be measured during eye tracking. Instructions were provided to navigate through a simple website with menus placed horizontally on the top and vertically on the left hand side. QEEG Measurements were obtained using equipment and setup similar to previous experiments.  Eye tracking and EEG spectral data were collected and synchronized. The data was then analyzed and extracted in 5 second intervals. This gave each subject an average of 10 intervals per interface used. Each 5 second sample was analyzed as an individual case. Eye tracking data was collected for each 5 second sample from which three measures were obtained. The 30 Hz sample rate of the eye tracking 101  
 
equipment resulted in 150 real time co-ordinate (X,Y) measures over one interval. The change between co-ordinate values was averaged over the entire interval. Mean 
∆X and ∆Y were utilized to calculate the magnitude of the diagonal movement within that sample (Pythagoran distance). These values were also used to define 4 eye dominant fields for each interval based on an (±X, ±Y) mapping system. These quadrants were subject to spectral analysis.  The mean changes in movement for the x and y coordinates were averaged to determine dominate scan path direction for each 5 second interval. After both eye blink and head movement artifacts were removed from the records, spectral analysis of the EEG data was completed for the theta (4-7 Hz) and alpha (8-13 Hz) bands over the 19 different channels. 
2.4.2 Results  A chi-square analysis was used to determine whether the users had a directional preference during interface use. The data was differentiated into left and right movements on the x axis as well as up and down movements on the y axis. Using this data 4 new quadrants were created to assess whether users had a preferred direction of scan path. Analysing the x coordinates indicated that users 
scan patterns moved to the right more than the left [Χ(1,83)=5.76,p=0.016]. Analysis of the y coordinates indicated that there was no significant difference in up or down movements. Examining the four quadrants indicated disconcordance between the four directions, with scan paths in the upper right quadrant dominating 
[Χ(3,83)=7.71,p=0.05]. This was not unexpected as analysis of the x coordinates indicated a dominant movement to the right. 
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 Initially, multiple significant correlations (r<0.01) were demonstrated for all 19 electrodes within each band. To eliminate shared sources of variance factor analyses of all 19 channels were completed for each of the theta and alpha bands each yielding four factors. All factor loadings positively loaded >0.60 unless otherwise stated. The first theta factor (Eigenvalue (E) = 10.56) consisted of measures incorporating the left prefrontal (Fp1), bilateral caudal frontal (F3,Fz,F4), bilateral midline (C3,Cz,C4), and rostral right temporal (T4) regions. The second theta factor (E = 2.02) consisted of the bilateral posterior parietal (P3,Pz,P4) and occipital (O1,O2) regions. The third factor (E = 1.51) loaded right prefrontal (Fp2) and left temporal measures (T3,T5) while the fourth factor (E = 1.03) loaded both lateral frontal measures (F7,F8).  The first alpha factor (E = 9.27) loaded the left temporal (T3,T5), bilateral parietal (P3,Pz,P4) and the right occipto-temporal regions (O2,T6). The second factor (E = 2.32) yielded results of the caudal medial frontal (F3,Fz,F4), the left central (C3,Cz), and a negative loading of the left occipital (O1). The third factor (E = 1.80) loaded both prefrontal measures while the fourth factor (E = 1.39) loaded both lateral frontal measures (F7,F8). Factor scores for all eight factors were created based on the loadings and then subject to analysis of variance (ANOVA) across the different quadrant measures.   Within the theta band, only the first factor yielded significant differences in any of the eye tracking domains. Significance was demonstrated when analyzed with respect to the left/right direction of eye movement in the horizontal plane. Results demonstrated (F(1,83)= 5.42 p<0.05, eta2 = 0.07) significantly greater means when 
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the average movement was in the positive X direction (right), indicating an increase in power caudal frontal/rostral midline spectral unit (Figure 2.18).  
  No significance was demonstrated when analyzed in the vertical plane. When analyzed with respect to the four defined quadrants, factor 1 (F(3,83)= 3.00 p<0.05, eta2 = 0.11) demonstrated significantly greater mean scores in the bottom right quadrant when compared to the upper left quadrant. No other significant differences were demonstrated between any other quadrants which also included the upper right and bottom left areas.   Within the alpha band, significant differences were demonstrated in factors 1, 3 and 4 with respect to the eye tracking domains. When analyzed with respect to 
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Figure 2.18 - Increase in power when average movement was in the positive X direction (right) 
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movement in the horizontal plane (X), factor 1 (F(1,82)= 6.16 p<0.05, eta2 = 0.08) demonstrated significantly greater means when moving in the positive X direction (right), indicating an increase in the posterior right occipitotemporal, left temporal and bilateral parietal regional unit and the lateral frontal regional unit respectively.   Analysis of the four quadrants revealed significant differences within the 3rd and 4th factors (Figure 2.19, Figure 2.20). The bilateral prefrontal factor (3) (F(3,82)= 3.10 p<0.05, eta2 = 0.11) demonstrated significantly greater mean scores when heading in, or located in, the upper right quadrant compared to all others, indicating greater hemisphere independent prefrontal alpha power for this quadrant.   
   
Figure 2.19 - Alpha 3 Factor Prefrontal Loadings 
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
Upper Left Upper Right Bottom Left Bottom Right
105  
  No other significant differences were demonstrated between quadrants. The lateral frontal factor (4th) (F(3,82)= 3.02 p<0.05, eta2 = 0.11) demonstrated significantly greater means in the lower right region when compared to the lower left region, indicating greater hemisphere independent lateral frontal activity in the bottom right.  
2.4.3 Discussion  The results of this study primarily indicated that key components in interacting with an interface are related to increases in activity of specific eye movement related cortical networks amongst variations of moving in the right (+X) direction. Specifically, the first factor loadings of the theta band incorporating both the eye movement motor control (Fz,C3,Cz,C4) and decision centers (DLPFC, F3,F4) demonstrated significant increase means when moving in the right direction. We 
Figure 2.20 - Alpha 4 Factor Lateral Frontal 
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hypothesize two possible mechanisms contributing to the increase means relating both memory and voluntary motor control, both known to operate within the theta range; 1) since the duration of the average sample (5 s) was within the short spatial memory span (< 30 s), the movement or positioning in the right quadrant presenting the novel information would require encoding provided through the activation of the DLPFC (F3,F4) 2) the control of the eye movement would be slower and more directed moving to the right, resulting in greater time spent in the X direction (verified by the X2 analysis), as opposed to a reflexive response left, back to the sub menu resulting in increase power in Fz,C3,Cz,C4 areas, (reflexive eye movements are cortically registered within the parietal regions).  In conjunction with these findings, the first alpha factor which incorporates the bilateral posterior (P3,Pz,P4) areas involved in spatial attention, demonstrated significant increases when moving in the positive X direction as well. This would be congruent with the theta findings in the sense that, increases in encoding and voluntary control would require an increase in spatial attention or the act of attending to the interface. Furthermore, this factor also incorporates the left temporal (T3,T5) and poster the right occipitotemporal (O2,T6) areas, which would be recruited for self identification or labelling (allocation) in the paradigm and greater scanning of the larger visual area respectively; all results contributing to the increase means in the X direction.   The first theta and third and fourth alpha factors, (3 = prefrontal (Fp1 and Fp2) and 4 = lateral frontal (F7 and F8)) demonstrated diagonally based relationships incorporating the two vectors. An increase in means reflecting power 
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in the upper right quadrant for the prefrontal factor and an increase means reflecting power for the bottom right quadrant when compared to the bottom left quadrant. A recent study Takahama et al. (2009) demonstrated that the inferior frontal region (F7,F8) and prefrontal regions (Fp1 and Fp2) works within a frontoparietal network incorporating the superior parietal lobe and the prefrontal DLPFC and superior frontal gyrus to match object representations to information stored in memory in visually dynamically changing scenarios (Takahama, Miyauchi, & Saiki, 2009). Within our paradigm participants were abruptly changing the operant screen, which would fundamentally follows the same principle.  The prefrontal (Fp1,Fp2) component is responsible for the identification of the change, which indicates that users look to the upper right quadrant to define change, which is consistent with the initial component of the “F” scan pattern identified by Nielsen (J Nielsen, 2006). The inferior frontal region (F7,F8) is responsible for the maintenance of the matching. The results demonstrated by the first theta factor incorporating the eye movement and spatial memory regions, reveal that there is greater movement upper/left to bottom/right which is culturally the way we review and retain information. Scan patterns have been previously reported to be culturally dependent based on the majority of the information retaining media. We hypothesize that the inferior frontal maintenance would be sustained at the bottom of the quadrant after it is matched against the memory component of the scan (upper left/  bottom/right), resulting in significantly greater mean activation between the bottom of the screen only in the positive X (right) direction.    
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 Our results demonstrate that there are key cortical/eye gaze pattern relationships that are utilized when interacting with an interface. Moving in the positive X or right direction relates to greater activation of voluntary eye control and acute spatial memory neural networks in the theta band, simultaneously recruiting networks related to spatial attention, surface area visual scanning, and self labelling within an interface. We also demonstrate quadrant specific relationships that relate to the assessment of the dynamically changing interface. Movement in the upper right quadrant may be utilized to assess screen change. Following this, memorization or processing of the screen may occur which ultimately are being matched against individual model representations for coherence. These results demonstrate that an accurate assessment of any interface based on eye scan pattern should also include some neurophysiological measure of cognitive processing.  At the conclusion of this study more participants were recruited to examine fixations and how gaze duration relates to cognitive processing for interface use. When using the touchscreen device, the input is present on the screen, so users do not have to rely on hand eye coordination in order to locate the mouse cursor. The user can visualize what item on the screen they want to activate and physical touch the screen.   
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2.5 Experiment 4 – Quantitative Measurements of Cognitive Processing 
Involved with Gaze Fixations  In this experiment we examined the amount of time users fixated on screen elements. The paradigm that was chosen was one proposed by Nielsen that indicates that navigation of a website follows an F pattern (J Nielsen, 2006). This experiment builds upon the previous experiment with the additional measurements of gaze fixations 
2.5.1 Materials & Methods   Four additional volunteers between the ages of 20-25 were recruited (2 males, 2 females) to determine how menu placement affect fixations and cognitive processing in interface use. The experiment was designed to help elucidate how a user navigates through an interface and the cognitive processing involved with the operation of the interface. Participants were informed that cognitive processing would be measured during the use of two interfaces. QEEG equipment was similar to previous experiments.  After the QEEG skull cup was placed on the subject, the eye tracking eyewear was calibrated followed by calibration of the QEEG equipment.  
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 Interface A was designed with the main menu places horizontally across the top of the screen and a secondary menu placed vertically on the left hand side of the screen. Interface B was flipped, with the main menu placed vertically on the left 
hand side and the secondary menu placed horizontally across the top of the screen (Figure 2.21). The main menu consisted of picture groupings and the secondary menu consisted of 4 pictures that the subject was required to view. The participants were instructed to navigate through the website to view each picture.  Participants were presented each interface once, with the experiment counter-balanced to remove the effect of exposure novelty.       
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Figure 2.21 - Interface layouts 
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2.5.2 Results Two frequency ranges were analyzed for the QEEG data across 19 recording points to provide cognitive activity during the task.  Attention research with the EEG has demonstrated the role of alpha activity within the frontal, temporal and parietal cortices. This range commonly measured within the 7.5-14 Hz band is associated with a state of relaxation. The lower range of the alpha band has been hypothesized to be involved with expectancy in attentional processes (W Klimesch, 1999). Activity 
in the theta band has been shown to be associated with memory formation, represented in the 4-7.4Hz band range.  If the time required to complete the two interfaces differ, the number of fixations for each would be varied. In order to rule out time variance impacting the number of fixation points an analysis of variance for task duration was performed. 
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Figure 2.22 - Average fixation across each component of the two interfaces 
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The results indicated that there were no significant differences in task completion for the two tasks [F(1,150)=2.315,p=0.130]. When the number of fixations for each interface were analyzed a significant difference was found between the two interfaces (Figure 2.22). A factor analysis was run in order to reduce the amount of data.  The analysis extracted 6 factors, accounting for 79.5% of the variance (Table 2.4).  The 3 main factors extracted can be broken down into three main categories. The first factor was loaded primarily with theta and alpha activity in the frontal areas, while the second factor was comprised of theta activity in the rest of the brain, and the third factor was significantly loaded with alpha activity throughout the brain. These scores were then used in an analysis of variance to determine whether the cognitive processing of the two interfaces differed. Results indicated a significant difference in the third extracted factor [F(1,141)=5.00, p=0.027] and the sixth factor [F(1,141)=4.27, p=0.041]. When the participants viewed the interface with the main menu located at the top, the score for the third factor increased, while the main menu located on the side was negatively related. The reverse was seen for the 6th factor, with negative relationship associated with the main menu on the top and a positive relationship for the side placement.      
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Table 2.4 Rotated Scores for Factor Analysis 
 
 
Component 
 1 2 3 4 5 6 
Theta Fp1 .745      
Alpha Fp1 .801      
Theta Fp2 .751      
Alpha Fp2 .814      
Theta F7    .627   
Alpha F7     .539  
Theta F3  .650     
Alpha F3 .786      
Theta Fz .593 .545     
Alpha Fz .784      
Theta F4 .642      
Alpha F4 .766      
Theta F8    .765   
Alpha F8 .549      
Theta T3    .788   
Alpha T3      .649 
Theta C3  .831     
Alpha C3 .611  .561    
Theta Cz  .790     
Alpha Cz .589  .551    
Theta C4 .507 .640     
Alpha C4       
Theta T4     .582  
Alpha T4     .675  
Theta T5  .718     
Alpha T5   .745    
Theta P3  .818     
Alpha P3   .843    
Theta Pz  .865     
Alpha Pz   .839    
Theta P4  .751     
Alpha P4   .820    
Theta T6  .582     
Alpha T6   .699    
Theta O1  .740     
Alpha O1   .839    
Theta O2  .710     
Alpha O2   .786    
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A regression was used to analyze the impact of the cognitive processing on gaze fixation. Theta activity in the frontal and occipital areas, and alpha activity in the frontal areas were associated with gaze fixation across both interfaces.  
Table 2.5 - Regression summary for Fixation    
 
2.5.3 Discussion   Preliminary results from our experiment would indicate that the placement of elements on the screen impact a user's ability to navigate and use an interface. This supports previous experiments that indicate placement does impact the usability of an interface. The average number of fixations was higher for the main menu placed horizontally on the top of the screen. According to past research, this would indicate that the interface was less efficient, but this increased number of fixations may be attributed to the scanning patterns preferred by the user.   The Triangle Circuit Theory of attention developed by LaBerge hypothesized that sustained attention is associated with the circuitry of pyramidal neurons in the cerebral cortical columns (LaBerge, 2001). The other two components of attention, 
Model B Std. Error Beta R2 R2 Change Constant 5.290 0.631    Theta Fp1 0.356 0.079 0.387 0.304 0.304 Theta O2 0.369 0.122 0.232 0.337 0.033 Alpha F7 -0.320 0.108 -0.241 0.356 0.019 Alpha F3 0.436 0.158 0.260 0.389 0.034 
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selection and preparation are related to increased pyramidal firing interacting with basal dendrites. The control of attention involves the circuitry of the frontal lobe and portions of the temporal lobes, while the act of attending to the task at hand involves activation of the parieto-temporal circuitry. Sustaining this attention is maintained within the occipito-temporal areas.  The factor analysis was composed of three main groupings, the first extracted factor was primarily associated with activity within the frontal lobes, on both the left and right side, localized primarily in the midline area. The second extracted factor involved theta activity in the frontal, temporal and occipital lobes and can be attributed to memory processes during the task. The third extracted factor involves alpha activity along parietal, temporal and occipital connections, areas involved with the maintenance of attention. Our results indicated that the number of fixations differed for the two interface layouts, as well as indicating that the sustained attention required for the two interfaces differed as well. Users were able to sustain their attention more easily with the main menu placed at the top, while being in a more relaxed state. This result confirms the qualitative responses provided by the users who all indicated a preference with the main menu located at the top of the screen.  Examining fixations and cognitive processes indicates that the frontal and occipital regions are associated with the average number of fixations for each interface. Interestingly the results of the regression indicated all left hemisphere activity, and the right occipital area. The activation in the left frontal lobe has been associated with the planning of tasks. As the number of fixations increased, as did 
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the activity along the medial portions of the frontal. This supports the theory that additional attention and resources are required when there is an increased number of fixations.  Our results provide an additional measurement in the assessment of interface evaluation. By combining neurophysiological techniques with current HCI measurement techniques we are able to determine the components of the interface that a user focuses on while providing quantitative measurements on the cognitive processes that occur while the focus is on that area.   
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2.6 Conclusion  The main areas examined for instrumentation layout were consistency in design and scan patterns. These two concepts were chosen as the focus areas as these concepts are easily applied across all interface designs. Consistency across interface designs is a common perception. Our initial experiment examined how long it took users to develop a schema and the impact that changing the schema has on cognitive processing. The users did not show an increase in the number of errors performed when the interface changed, but the cognitive processing pattern was altered. In this simple case, the operator is in a controlled environment where the focus is primarily on the interface. In an applied situation, the interface will garner less attention, as the operational control of the vehicle will be the primary concern of the operator. Another group of participants were recruited to analyze synchronicity and activation patterns. The results were similar to the first experiment, indicating a significant change in activation patterns with interface use. The users formed an internal schema of what was occurring within the interface. When the interface was changed, the users realized that the novel design did not fit into their current mental model. This resulted in the formation of a new internal schema for the interface. In the laboratory setting, the user was able to adjust to this change with little change in performance. In a real world situation, this change in cognitive processing increases the mental workload of the operator. The operator is then required to distinguish between multiple internal mental schemas. In a situation where there should be little discrepancy amongst operation, this could lead to some confusion. 
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The layout of web interfaces is fairly consistent in the westernized world, with the work of Nielsen cited as recognizing an F shaped pattern. In our interface designs we laid out the menu and sub menu two ways and measured the cognitive processing involved and which system had a more efficient scanning pattern. Our research indicated that users look to the upper right quadrant in order to define change and that placement of the menu along the top was preferred by users. Having the menu placed on the top lead to more easily sustained attention compared to having the menu on the side. The results from these experiments indicate that users preferred scanning a menu on the top portion of the screen, with changing information located in the top right quadrant. Users would develop an internal mental schema and changing this schema would lead to an alteration in cognitive processing. 
2.7 Significance  The objectives of the experiments were to study the development of mental models in touchscreen use. By examining this we could study the cognitive processing involved with mental model formation and what occurs when the user is given something novel that did not conform to already established mental model. From the first two experiments we saw how users adapted to a change in existing models. The next series of experiments added in the addition of eye tracking data in order to examine mental model creation along with what visual aspects of the screen the user viewed during the task. The results from the experiments provided some insight into what common elements of mental model formation are developed during cognitive processing. Throughout the experiments there was some 119  
 
commonality in mental model formation regardless of what the task at hand was. During the normal operation of a command console, an optimal workload is required. The operator must avoid an overload that may potentially lead to fatigue, stress and errors or an underload of activity that will result in inattention, invigilancy and errors.  Using the QEEG we are able to determine activation patterns during task operation and mental model formation.  The next phase is to determine whether the results obtained in the laboratory settings have ecological validity. The tasks performed in the laboratory will not perfectly mimic the actual environment, but the activation patterns found during the mental model formation can be compared and we can determine how well the laboratory settings match up in the applied setting. 
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3. Applied Work  This phase of the research project was two fold. The first phase involved the analysis of a current production vehicle to determine the cognitive processing involved in the task and relate this to what is known from our theoretical laboratory experiments. The second phase of the project involved the creation of a new command center for tele-operations. 
3.1 Mining Safety & Teleoperations   The mining industry requires a large capital investment and an equally large work force for daily operations. In Chile, the mining companies employ over 100,000 workers (Apud, 2012). In Chile, mining is one of the industries with the highest fatal risk ratios (Parada-Contzen, Riquelme-Won, & Vasquez-Lavin, 2012). Workers are often exposed to high altitude and hazardous mining conditions.  The increased focus on a safe and healthy workplace has lead to increased focus on technology and how adoption can lead to a safer work environment. Human operators are a component of a complex system, and as such accidents may occur when the operators are placed in unsafe conditions. The inclusion of technology can reduce the exposure to these hazards. A fully automated system will reduce the requirement for human operators but will result in other issues. The introduction of detection and warning systems may assist in preventing the operator from hazardous conditions, but only if the operator readily adopts the new technology. The introduction of new technology may involve a slight alteration to existing equipment. The problem associated with this approach is the integration of 121  
 
the new technology to the older equipment is done from a technology-centric view in making the equipment work as opposed to a user-centric approach.   When teleoperated systems and automation are introduced in mining, the role of the operator will change. The role of the worker will change from active control of the system into a more passive supervisory control system.  By moving the operator away from the hazardous site, operator safety is increased, while the workload of the operator decreases. The potential issue with this however is complacency and boredom. 
3.1.1 Teleoperations   One of the primary reasons for teleoperations is the removal of workers from hazardous work environments (Lu, Liu, Luo, Yang, & Meng, 2011). An example is workers who are exposed to a lung disease via the inhalation of crystalline silica dust, known as Silicosis. This disease is caused by long-term exposure from dust inhalation in mines. Some of the preventative measures for this disease are limiting the amount of dust produced, or limiting exposure to the dust. When workers begin to experience this disease they are often permanently relocated to another division of the company to limit exposure (Delgado, Aguilera los Angeles, Delgado, & Rug, 2012).  Workers in the mining industry may also be forced to exert major effort with the upper and lower limbs leading to potential health problems and exposure to a wide variation of thermal temperatures. The sound of machinery working in some mining environment can reach in excess of 85 dB (Morais, Santos, Gonçalves, 
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Albuquerque Neto, & Sanjinéz Argandoña, 2012). Long-term exposure in this noisy environment may lead to potential hearing problems.  The hazardous workplace environment exposes the worker to higher incidences of injuries.  The mining industry in Australia had the highest work related fatality rate and has the highest average cost per occurrence for worker’s compensation claims (Mitchell, Driscoll, & Harrison, 1998). The most common injury occurred during transportation to the mine site, with a majority of the fatalities occurring because of falling objects. In these instances it was mainly caused by the collapse of the roof or wall.  During transportation to and from the mine site, the roads traversed may be in remote areas or rough leading to hazardous terrain. The sheer size of some of the vehicles used in open pit mining can lead to difficulty maneuvering and the blind spots on the vehicle and the operator’s lack of ability to visualize the surrounding area may lead to unsafe operation. Fatalities can occur where the truck operators cannot see individuals or vehicles, leading to the vehicles being run over by the truck. Along with the difficult working conditions, human error is a major factor in injuries. The operators may be placed in a situation where an unsafe operation of equipment occurs, or the existing conditions of the mine or equipment leads to unsafe situations (Patterson & Shappell, 2010; Ruff, Coleman, & Martini, 2011). A study by (Kecojevic, Komljenovic, Groves, & Radomsky, 2007) analyzed fatalities in the U.S. mining industry found that haul trucks had the highest incidence rate.  The costs per claim associated with injuries within the U.S. are one of the highest of all industries (Dunning et al., 2010). 
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 Another reason for teleoperations is to increase productivity. In the mining field, time must be spent transferring workers to the mining sites. When mining sites are expanded, the time to reach the active site increases. This results in less time available to do the task and increased transportation costs, leading to an increase in labour costs. Waiting idly and transportation are some of the largest causes of lack of productivity (Rivas, Borcherding, González, & Alarcón, 2011). By removing the need for transportation, workers can spend more time actively working, increasing productivity.  In mining, mineral deposits may not be localized in areas of high population. When this occurs, workers are forced to commute into work. In order to accommodate the long commute times, the work schedules are designed to minimize long distance commutes. Workers will work for a number of consecutive days and then have time to return to their own accommodations for an extended rest period (Aroca & Atienza, 2011). According to the study by Aroca & Atienza, 13% of the workers in the mining industry had a long distance commute to work in Chile, where the average commute is more than 800km.   Teleoperated command centers do not have to be located on the mine site and could be placed in cities closer to where workers live. This would lead to a larger pool of workers available for work, as some people in the population may be unable to work in the extended shifts. If systems are introduced that have some level of automation, the overall labour requirements can become reduced, as fewer workers will be required to oversee automated mining. One of the benefits is a reduction in operational costs, as less wages have to be spent on workers. The time 
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saved from transportation to the mining sites can be considerable. In a study by (Bellamy & Pravica, 2011) automating a fleet of trucks with 258 employees would result in a savings of 41.2 million Australian dollars. With teleoperations, workers would not be required to fly in and accommodations are not required for the worker. Instead of flying the workers in and out of the remote sites, command centers can be created within the cities and the vehicles can be teleoperated. 
3.2 Command Center   Teleoperations in the mining industry can greatly improve worker safety and productivity by reducing the amount of travel time required and removing the worker from hazardous environments. Command centers can be placed in high-density populated cities instead allowing a centralized location for teleoperations at several sites. The problem associated with removal from onsite locations is the difficulty in obtaining situational awareness as discussed in Chapter 1. In the teleoperated rock breaker study by (Duff et al., 2010) qualitative discussion with one of the operators revealed that the operator had some difficulties dividing their attention among each screen/window and the actual task at hand.  The operator reported that while on location they were able to concentrate on the task and use peripheral senses for the surroundings. The interface design created by Duff et al. (2010) consisted of a series of interfaces that required toggling from one to another. Creating one unified user-centric design would reduce the need to switch between interfaces and allow the operator to work intuitively with the system. When the interface is designed properly, the operator should be able to easily operate the machinery and the transition from local operation to remote operations should be 125  
 
seamless. The issue that the operator experienced in the Duff et al. (2010) could be accommodated if the interface layout is modified. If the operator is placed in a supervisory role, the information can be arranged in one large logic arrangement.  In the case of slow moving or video feeds that show primarily static information, any change will be more noticeable. When there is a movement, it will be evident as that one screen with movement will be out of line compared to the other elements. The visual similarity will not require the operator to spend time analyzing each screen individually. This allows the operator to concentrate on the main screen and user peripheral senses to notice a change.  The design of our command console was done within the constructs provided by the company. The company’s attempts at designing their own interface system had led to numerous difficulties and deficiencies with their design. Detailed information was provided that outlined certain design aspects that were required. When designing the command console, their suggestions and recommendations were taken into consideration and the command console was designed per the requirements provided. 
3.3 Field Studies   A local company provided a load-haul-dump vehicle and two operators for analysis in a training facility. This training facility would allow us to measure the cognitive processing and scan patterns of the operator in an above ground controlled setting. The benefit of this would be that the operator is driving the vehicle in optimal conditions without any potential environmental variables that exist in an underground mine. One of the downsides of this strategy was how viable 126  
 
the data would be in applications in a real world setting. The data obtained from the experiment provided information on the cognitive processing involved with various stages of operation. The main issue with operation of the vehicle is loss of situational awareness and the inability to visually see the whole vehicle. The size of the machine varies, but the main problems are the numerous blind spots created by the vehicle. This requires the operators to drive the vehicle without the aid of sight and proper training is imperative. Operators must be aware of where the front and back of the vehicle are without seeing the vehicle boundaries. An internal mental model must be able to place the vehicle in space.  With the use of the eye tracking equipment, we would be able to determine when the instrumentation panel is being used and what components are viewed during operation. The addition of the QEEG data and qualitative walk through analysis with the operator would indicate why they were viewing the instrumentation panel at any given time.  Once we had gathered the data from this experiment we would then design a vehicle for teleoperations. The data from operation within the vehicle may not transfer over seamlessly to the command console as the operation styles of the two vehicles differ. The main concept of operations for both is similar though. One of the issues with driving the vehicle physically is the lack of vision which will then impact situational awareness. When creating a teleoperated vehicle, the operator must rely on the camera systems and sensors to determine if everything is operating within specifications. In this instance, obtaining situational awareness is the key to 
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successful operation. The diagnostic equipment and the control command console must also be arranged in a way that the user finds intuitive. In designing the command console, the goal was to ease the transition from the physical space to this new space. An operator should be able to sit in the command console and tele-operate the vehicle with minimal training. In order to do this, we had to examine the current design and make minor adjustments to the design. If changes were too large scale, the operators would have difficulty adjusting to the already formed mental model. Items were placed in such a way to facilitate operation and to reduce the cognitive processing of the individual. The goal of the command console is to place the operator in a supervisory mode of a semi-autonomous system with the console providing diagnostic information for the operator.  
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3.4 Cognitive Processing Loads Associated with a Load Haul Dump 
(LHD) Vehicle  
3.4.1 Abstract:  Operators were assessed on cognitive processing involved in the operation of a load haul dump (LHD) vehicle to ascertain potential difficulties involved with maneuvering. The visibility of an LHD vehicle is often hampered by the sheer size and design of the machine. Operators are required to look over the shoulder to move the vehicle forward or backwards. The design of the current cockpit limits the operator from visualizing the whole machine and drivers must develop techniques to ascertain positioning of the vehicle. Our study examines the neuroergonomics involved in the operation of the LHD vehicle using a quantitative electroencephalogram (QEEG).   
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3.4.2 Introduction:   Load haul dump (LHD) trucks play a large role in the operation of underground mining, moving extracted ore from one location to another. The benefit of the truck is the ability to operate in all types of underground tunnels. The difficulty with the machine is in the operation of the vehicle. Within the underground tunnels, visibility is poor and this problem is further exacerbated with the limited visibility of the truck itself. With the size of the truck, the field of vision for the operator is impaired by structural restrains and the sheer physical size of the truck. This can result in the operator relying on intrinsic cues on movement and reliance on gauging where the vehicle is. The operators of the vehicle are required to spatially navigate through a poorly lit environment with limited knowledge of the physical extremities of the vehicle. 
3.4.3 Materials & Methods: In order to analyze the thought process involved in the operation of the vehicle, neuroergonomics study was utilized. The goal of this technique is to help elucidate on the human performance and to determine what underlying brain functions are involved in the operation of the vehicle. By studying this we hope to determine which aspects of the design can be refined for a safer and more efficient operation of the vehicle. By using this neuroergonomics approach we can monitor the functioning involved in mental workload, visual attention, working memory, motor control and spatial abilities of the operator. A quantitative electroencephalogram (QEEG) will assist in the visualization of the neural processes involved with these tasks. A cap with implanted electrodes is 
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placed on the operator and measurements are taken from these points. The QEEG will allow us to measure the average scalp electrical potential of a neuronal population from summated population activity. By using the QEEG we are able to measure brain activity with a greater temporal resolution in a non-invasive manner. With all of the data points, the amount of information available can be difficult to work with in the raw form. To more easily understand the dataset, a Fast Fourier Transform (FFT) is often performed and certain bands are then analyzed. The main frequencies examined are Delta (1.5-4Hz), Theta (4-7Hz), Alpha (8-13Hz), Beta (13-30Hz) and Gamma (30-40Hz). Activity or suppression of activity of the preceding frequency bands can be used to infer underlying brain activity in various areas. The QEEG equipment that is used follows the international standard placement. The current study utilized both a 19-channel system and a 14-channel system. Using these tools and techniques we hope to examine spatial mapping of the operators, and relate this to known activation with others in fields that rely heavily on spatial navigation. Our previous research has examined what occurs during mismatched models and the impact that this has on executive functioning. The eye tracking system was calibrated prior to the initial testing phase and verified again at the end of the testing.  Cameras were also placed within the cabin to capture operator posture during the driving task. The eye tracking system is comprised of two video streams, one capturing pupil movements and one mounted on the eyewear providing a point of view from the participant. The cab of the LHD was divided into 4 broad areas, front window, side window, rear window, and console. 
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Two males operated the LHD truck, performing several operational runs of the vehicle on a closed course test track. The more experienced operator worked as a trainer for LHD operation, while the less experienced operator was an experienced operator. Eye tracking and video cameras recorded the activity of the operator during operation of an LH517 loader. QEEG equipment was setup in accordance to the standards stated in previous experiments. The operator then drove a test courses consisting of a straight driving section, loading a bucket of muck, reversing with the bucket up and down a hill and then dumping the bucket. Topographical distribution of brain activity to differentiate between the operators with different experience levels were performed using sLORETA software (Pascual-Marqui, 2002). Spectral analyses were computed utilizing EEGLAB (Delorme & Makeig, 2004)software and further statistical analysis of spectral components was completed using SPSS software and sLORETA (standardized low resolution electromagnetic tomography; Jurcak et al. 2007; Pascual-Marqui 2002) was utilized for source localization. EEG activity was recorded using equipment described in sections 2.4 & 2.5. Analysis of variance was performed on the dataset using SPSS 20 for Mac & Windows.  
3.4.4 Results: Assessment of the cabin space for the vehicle indicated that the instrumentation panel was used very little. The Table 3.1 below provides a breakdown of time spent on each component of the console. The area was split into 4 main categories, front window, side window, read window and console.  132  
 
        
The instrumentation console was used initially during the startup phase of operation and again minimally during the dumping portion. Throughout the rest of the operation, the driver did not spend any time viewing the console. Afterwards a discussion with the operators indicated that this vehicle had a newer design for the console. The machine was equipped with a digital console that was more compact. One of the benefits of this system is a nested display console. With the nested display console, only the information that is required at the moment is seen, the rest of the information is hidden. In order to view a component, it must be selected through a nested menu system. The downside of this design is the difficulty of obtaining information quickly at a glance.  The majority of the time is spent trying to determine where the vehicle is in relationship to the terrain. This involves physically turning the head 180 degrees in order to view all three windows and areas. In order to analyze cognitive processing, data was segmented into 5-second segments. The data was then analyzed using a standardized low-resolution brain 
Table 3.1 Percentage of time spent viewing each area 
 
 VIEWING AREA    Front Window Side Window Rear Window Console 
TASK         Start-up 18% 8% 11% 63% Loading 59% 6% 35% 0% Left Turn 100% 0 0 0 Uphill/Downhill 41% 10% 49% 0% Right Turn 47% 53% 0% 0% Dumping 73% 18% 7% 2% 
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electromagnetic tomography (sLORETA) (Pascual-Marqui, 2002). This technique allows a 3D visualization of the activity in standardized density images. With this technique specific areas of the brain can be identified by cytoarchitectonic regions called Brodmann areas. These areas are delineated by the cytoarchitecture of the neuronal cell bodies. Figure 3.1 illustrates the Brodmann area designations on the medial and lateral surfaces of the brain. Visualization of the Brodmann areas can be referenced in figure 3.1 to determine proximity of activation areas.   
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During the pre-operation stages, notable significant activation was present over the left Brodmann area 11 in gamma and delta. This area is located on the 
Figure 3.1 - Brodmann Areas of the lateral and medial surfaces of the brain 
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medial portion of the ventral surface of the frontal lobe. This area is known to be involved in the planning of activities, reasoning and decision making. Once the vehicle was in movement, there was continued activation of this area as well as increased activation in the left Brodmann area 47, an area involved with the language system located on the lateral surface of the frontal lobe. Of interest during operation are additional significant activations of the following areas; left Brodmann area 7 (visuo-motor coordination) located in the parietal lobe. This activation represents when the operator is in actual operation of the vehicle, operating the joystick and controls.  Activation of Brodmann area 28 was seen, located in the entorhinal cortex. This area is involved in memory and navigation. Neurons in this area of the brain code information about the environmental context of spatial navigation. Brodmann area 38 involved with autobiographical memory had increased activation on the right side of the anterior portion of the temporal lobe Figure 3.2. 
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    The  second operator was identically wired into the eye tracker and QEEG in the cabin and sent on the same test course of a straight driving section, picking up a 
Gamma, 30-35 Hz 
LoAlpha, 7.5-10 Hz 
LoAlpha, 7.5-10 Hz 
Figure 3.2 ICA of Experienced Operator 
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bucket of muck, carrying the bucket up and down a hill, dumping the bucket, and repeating.                       
Figure 3.3 ICA of less experienced operator 
Delta, 1.5 - 3  
Gamma, 30 - 35  
LoAlpha, 7.5-10  
LoAlpha, 7.5-10  
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Notably significant activations of the less experienced operator maintained through the left dorsolateral prefrontal cortex (Brodmann areas 9, 10, 11, 47) in delta and gamma, involved with motor planning, reasoning, and decision-making when comparing Figure 3.3 to Figure 3.2. Recalling the contrast of the activations of left Brodmann area 7 (locating objects in space), left Brodmann area 28 (memory), right Brodmann area 38 (self-representation) in the experienced operator. Anecdotally, brain activation related to experience could be a key piece to making cabins that are equally user-friendly to operators of all skill levels, and would improve safety in operating the machines. The two operators had varying levels of experience. An anlysis was done to ascertain the role that experience had on vechile operation. The samples were divided into 3 segments, baseline, early operation and late operation. The data was then analyzed by experience, brain lobe and brain hemisphere. A 3-way operator by lobe by hemisphere manovas were conducted for each frequency band, with significant 3-way interactions found in the bands of alpha (F(7, 196) = 3.71, p = 0.001, 
η2(partial) = 0.12), and high beta (F(7, 196) = 5.35, p = 0.011, η2(partial) = 0.09).  This further corroborates the increased alpha activations in the parahippocampal and temporal areas with more experience.      
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                                   Figure 3.4 Comparison of alpha levels in operators  
    
              Figure 3.5 Comparison of High Beta activity in operators 
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 Synchronization data was obtained by calculating the correlation values for all 19 brain areas across alpha and theta frequency bands. The theta band falls within the 4-8Hz range while the alpha band is within 8-13Hz. Theta activity has been linked to memory while alpha activity deals with attentional components. The samples were divided into 3 segments, baseline, early operation and late operation. 
 
Figure 3.6 Theta Activity in Baseline Segment    Figure 3.6 illustrates theta activity in the baseline stage. During this phase of operation the synchronization is across the frontal lobes in one grouping and the left temporal and parietal lobes with the secondary grouping. When the next segment was analyzed the data indicated a shift in processing. Interestingly the right prefrontal areas were negatively correlated with activity along the left caudal hemisphere. The primary synchronization areas were found on the left side, amongst the temporal lobes and the left occipital as is seen in Figure 3.7  
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Figure 3.7 Theta synchronization during early phase of operation  The third segment for theta activity (Figure 3.8) indicated the loss of this primarily left caudal activity with negative correlations to the frontal.          
Figure 3.8 Theta synchronization during late phase of operation  In this segment the activity has switched primarily to the right hemisphere, specifically most of the activity is centered on the right frontal and temporal areas. 142  
 
Synchronized activity can be seen covering connections in the caudal portion of the brain. Examining alpha activity revealed a different pattern of activity. During the baseline measure with the operator sitting within the cabin, the activity within the right frontal areas is most evident with widespread activation across all areas. The left prefrontal area had high levels of synchronicity with parietal areas. The left lateral frontal area was most dominant with wide spread connections to left temporal, parietal and occipital lobes (Figure 3.9). 
 
Figure 3.9 Alpha synchronicity during baseline  When the alpha activity during the second, early operation portion was examined, a large amount of activity was seen across the frontal areas and the right temporal in the first grouping. The second set of activity is present from the left temporal, across to the caudal midline parietal areas and the occipital regions (Figure 3.10). 
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Figure 3.10 Alpha synchronicity during early phase of operation  In the late stages of operation the activation pattern was widespread, showing a disperse network across all areas. The almost complete full brain synchronization of alpha was present, with the exception of prefrontal connections to the left temporal area (Figure 3.11). 
 
Figure 3.11 Connections that did not show Alpha synchronicity across connections 144  
 
 The results from the field study are similar to results shown in the theoretical experimental phase in regards to cognitive processing information. In this applied situation we further broke down the cognitive processing into two distinct categories instead of a generalized global cognitive processing analysis. The main reason for this was to better understand specific components of operation in relation to attention and working memory. Some similarities exist across all three components of the task such as activation of working memory.  High levels of activity between the parietal and temporal regions have been implicated in working memory (Curtis & D’Esposito, 2003; McIntosh, 1999). In the case of the operator, working memory is imperative as the visual sight lines of the vehicle are compromised. The operator has to visually remember where they are in relationship to their surrounds and operate the vehicle accordingly.  During the initial and late segments of operation, there was a high level of activity in the right prefrontal area. Indicating a familiarity with the task at hand (Fletcher & Dolan, 1999). As the operators were driving around the training grounds in a vehicle they are highly experienced in this is expected.  In the second segment of the Theta synchronization, the right prefrontal area  showed a negative correlation with temporal firing. This activity is similar to neural repetition suppression that is observed in efficient learning (Grill-Spector, Henson, & Martin, 2006; León-Carrión et al., 2010). This finding is expected as both operators had high levels of experience with the operation of the vehicle.  The first operator was a trainer, while the second operator was an experienced driver. The repetitious nature of the task would naturally lead to efficient learning as the 
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operation of the vehicle requires knowledge of how the vehicle moves. This action is also repeated over the course of a full shift in the mines. This repeated task is further seen in the activation of the left posterior portion of the parietal region (LaMontagne & Habib, 2010). The posterior region of the parietal cortex has also been shown to be involved with movement in visual tasks requiring the integration of object avoidance and planning (Marigold, Andujar, Lajoie, & Drew, 2011). In the final segment of driving, the alpha frequency indicated widespread synchronicity across the whole brain, except for connections between the prefrontal and temporal lobes. This widespread synchronized alpha activity has been related to sustained attention (Benedek et al., 2011; Wolfgang Klimesch, 2012). 
3.4.5 Conclusion  Both of the operators in this study exhibited activity that was expected and resembled brain activity seem in taxi drivers but to a lesser extent. Experienced taxi drivers had increased activity in these area (Maguire, Woollett, & Spiers, 2006). This was correlated with their ability to navigate the streets.  The one downside from this activation was the difficulty in acquiring or retrieving novel visuoaptial information.  Operation of the LHD truck is primarily a spatial navigation task. The current analysis was a global analysis on all of the truck runs. The data acquired in this testing session provides a baseline for measurements for comparison. This can be considered normal operation fo the vehicle under optimal conditions as the lighting is not a factor, and the spatial parameters of the situation make for easy navigation. This training exercise was done in a low stress environment. Additional testing with 
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low light conditions or in a cramped environment would help determine why mistakes may occur.   
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3.5 Cognitive Processing Loads of LHD Operation in a Virtual Reality 
Environment 
3.5.1 Introduction  In our real world evaluation of the LHD operation, the testing was done in ideal situations with optimal visibility and none of the hazards found in actual operation. The navigation method of the operator was based upon high illumination, even though sight lines were hampered. The navigation of the operators in this situation used visual spatial cues for navigation. Spatial navigation is a task required of LHD operators within the mines. The operators are required to navigate through poorly lit environments. During spatial navigation, a cognitive map is developed as the operator moves through the environment. Research on animals indicates that specific neurons fire at specific locations in the environment, creating a cognitive map of the environment (Burgess et al., 1994; O’Keefe & Dostrovsky, 1971). The type of spatial navigation strategy used will be determined by the sensory stimuli provided. If internal cues are used for navigation, or movement is based upon internal cues is referred to as egocentric. The spatial map developed through this technique is updated continuously through self-motion (Recce & Harris, 1996). If the operator uses landmarks and environment cues, the spatial navigation is referred to as allocentric. One of the main problems associated with navigation in mines are poorly lit environments, resulting in the operators utilizing a combination of allocentric and egocentric navigation strategies. We assessed the ability to navigate through a virtual reality environment to determine the cognitive processing that occurs during allocentric and egocentric 
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navigation.  The mental models developed from the virtual reality simulator can then be compared to an applied setting to determine similarities. 
3.5.2 Materials & Methods   Fifteen participants ranging in age between 18-27 (8 males/7 females) were instructed to navigate a virtual vehicle through a virtual mining scenario that involved locating a rock pile, loading the rock and returning to the initial starting point.  Testing was done in the Virtual Reality Lab at MIRARCO, a subsidiary Mining and Engineering operation of Laurentian University. The system consists of a concave screen, with 3 projectors projecting to 1/3rd of the screen each., providing an immersive environment. The stereoscopic effect is done using active glasses that alternate between the two lens at 60Hz.  EEG recordings utilized a Mitsar 201 system amplifier sampling at 250Hz, with an input range of -500 to +500 microvolts and 16bit analogue to digital converter. The electrode cap (Electro-Cap International) utilized 19 AgCl electrodes using the 10-20 international standard method of electrode placement. Impedance for 
all electrodes was maintained ≤ 20 kOhms. Spectral analysis was computed using EEGLAB ((Delorme & Makeig, 2004) and SPSS 20.0 for Mac & Windows. Artifacts were removed using independent component analysis (ICA) and visual inspection. The participants were able to move the camera in order to visualize the surrounding area independently of vehicle movement. Operation of the vehicle relied on a standard QWERTY keyboard. The participants completed three trials on testing day with the location of the target pile constant across all days. In between 
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each trial, participants would close their eyes for 45 seconds while the next scenario was prepared. Participants would run through two days of testing followed by a one week delay and then asked to run through two more days of testing. Participants were placed in either the allocentric or egocentric condition and then switched the following week. The allocentric condition was run with signs present and optimal lighting conditions during navigation. During the egocentric navigation condition, the mining environment was poorly lit with no visible signs present. The participants were videotaped and a QEEG was used for data collection. The time required to reach the target and complete the task were scored as was the time spent in a stationary position. In order to successfully navigate the maze, the operator had to avoid collisions with the walls and miners present in the simulation. If the subject was involved with 15 collisions with other objects or with a single miner the simulation was terminated.            
Figure 3.12 - Training  
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3.5.3 Results   Analyzing the overall times to complete the tasks using allocentric and egocentric strategies indicated that there was no significant difference between the two groups over the 4 testing periods, nor among gender. Differentiating by day or by trial was significant however (Figure 3.13). 
 
Figure 3.13 - Mean Compleition time by navigation training over the course of the experiment    
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When examining how much time was spent rehearsing or planning the next course of action, a significant difference was seen between the navigation training and the trial F(2,26)=3.84,P<0.05,η2=0.23 (Figure 3.14).   The participants that had visual cues would spend more time determining the next move compared to the egocentric training group. When we examined the theta activity of the two groups over the first trial, the synchronized activity for the two groups differed.              
Figure 3.14 - Time spent planning moves by navigation training across trials 
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In the Allocentric training first group, more time was spent rehearsing, or planning the next course of action. This planning and activation can be seen in the synchronized activity depicted by the Figure 3.15.  The areas involved with the planning and execution of a task are heavily involved during trial 1. The participants are planning the next course of action based upon the visual cues that are presented. This differs from the egocentric trained group.  
 Figure 3.15 - Allocentric First Training group, the first trial across all 4 days of testing . 
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The group that first learned the paradigm using egocentric navigation spent less time rehearsing/planning their next course of action. This is reflected in the synchronization present in the cognitive mapping diagram. Very little activation is seen in the prefrontal or frontal areas, both of which are involved with determining the next course of action (Figure 3.16).  
   
Figure 3.16 - Egocentric First Training, the first trial across all 4 days of testing 
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Examining the time required to complete the task, there is no significant difference between the two training groups. The amount of time spent rehearsing between the two groups do indicate that the egocentric training group spent significantly less time rehearsing during trials 2 and 3. When we examine when the users were training using allocentric training first across trials compared to egocentric training, a different progression in activity is present. During the first trial the allocentric training show widespread synchronicity involving the prefrontal areas with the rest of the brain (Figure 3.17). This connectivity is absent in the egocentric group (Figure 3.18). 
Figure 3.17 - Synchronized activity for  one day over trial 1 during the week where the participant was exposed to the allocentric paradigm first 155  
  
 When the participants were exposed to the egocentric training, during the first trial, there was an absence of prefrontal synchronization.     
Figure 3.18 - Synchronization for trial 2 in Allocentric training on the first day. 
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 After the first trial however, the egocentric group and allocentric group become more similar in terms of widespread synchronization. 
Figure 3.19 - Synchronization for trial 2 in Egocentric training on the first day 
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In the allocentric group, during the second trial, there is still synchronization between the prefrontal areas as well as major synchronization amongst the parietal and temporal regions (Figure 3.19). When compared to the egocentric group, during the second trial, there are now numerous connections with the prefrontal and parietal areas (Figure 3.20). 
 
Figure 3.20 Synchronization for trial 2 in Egocentric training on the first day 
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 This increased activation between the frontal and parietal lobes may be due to increased memory maintenance during the task (Tóth et al., 2012). This increased activity is present in the second and third trials and indicates that there may be active rehearsal of navigation. 
3.5.4 Conclusion  The results indicated that the completion time required for allocentric and egocentric navigation are comparable.  One area where there was a difference amongst the two tasks was in the time taken to plan the next course of action. In the experiment, the group that had visual cues took more time to determine what they should do. This was evident in the activation of areas involved with attention and executive control.  The increased planning time would suggest that the participants of the time took advantage of the visual cues in order to obtain navigational bearing. During the egocentric navigation periods, planning time does not play as large of a role as there are no visual cues present to assist in navigation. The results from our study corroborates our work with others suggesting that synchronized theta activity in the prefrontal areas are involved with executive functioning (Chik, 2013).  Frontal midline theta activity increased during the second trials compared to the first trials for both the allocentric and egocentric conditions. This finding is similar to studies that have shown increased theta activity during periods of working memory manipulation and maintenance (Itthipuripat, Wessel, & Aron, 2013). The virtual driving task required the operators to keep track of their location in order for them to return to the starting location. During the initial first 159  
 
trial, the participants in the study are developing a mental model of the layout of the mine and the location of the pile. In subsequent trials, the participants are engaging working memory, resulting in increased theta synchronization of the temporal and parietal areas (Kawasaki, Kitajo, & Yamaguchi, 2010).  When we compare the results from the virtual reality simulation with the results of the experienced LHD drivers there are some common aspects between them. Most notably is the activation of working memory throughout the tasks. When examining the laboratory experiments, this activity was evident across all testing. Operators can be assisted in navigation by implementing assistive information for recall. A low detailed overview map would be sufficient to add in navigation. Research has indicated that a low-resolution map can assist users in learning spatial navigation (Sanchez & Branaghan, 2009). Individuals working memory capacity has been shown to impact attention (Unsworth & Engle, 2007a, 2007b). Unsworth & Engle suggest that working memory is composed of two components, a primary memory and secondary memory component. The primary memory allocates attention, while the secondary component is used for the retrieval of cues. Individuals that have a higher working mental capacity have a lower number of errors in visuospatial tasks (Lecerf & Roulin, 2009). This may be due to their ability to focus their attention and inhibit distractions.  During teleoperations, the operators will be presented with a large amount of data. When designing the system, the command console should be designed so the operator does not overload their working memory capacity.  This will be evident by frontal activity present on the EEG (Hönegger et al., 2011). The variability in individuals working memory 
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capacity makes it difficult to accommodate for the whole population. Visuospatial working memory will impact the operator’s ability of focusing attention on the proper components (Baldwin, 2009).  When performing a task, the individual will have an internal mental representation that will be continuously updated as they navigate and operate the vehicle.  Experienced individuals will have this information stored in long term memory, but the mental models of the task at hand exist within working memory (Richardson & Ball, 2009). A method that will assist in the formation of a mental model is having a low detailed overview of vehicle location. This will allow the individual to quickly check to see if the internal mental model conforms to the external model. The design of the vehicle should take into consideration the amount of sustained attention required and the potential impact that this will have on working memory. If working memory capacity is at the limits of the operators this may lead to deficits in attention and lead to potentially more errors. Attention, executive functioning and working memory can be studied in the laboratory settings and the knowledge of the cognitive activity present during the layouts developed in the laboratory settings can then be applied in a real world setting.   
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3.6 Cognitive Processing Load of Teleoperated Communications Robot  After our testing procedures, a mock-up command room was built in order to test and evaluate design consoles. The initial command console layouts were designed with one main screen for operation, with a secondary mount angled above the operator. The secondary screen had operational information and was not used for primary operation during teleoperation. With our newly designed systems, we applied lessons learned from our experimental and applied field findings to create an interface that will allow the operator to gain increased situational awareness.  In the command room, the operator has multiple camera angles providing surrounding views of the robot. Viewpoints can be customized by operator to provide preferred angles to achieve situational awareness. In this testing phase, the operator had the main drive window centered, with additional diagnostic information offset to the right and a secondary monitor to the left providing a directed view of the wheel position. A tertiary monitor provided an overview of all available camera angles in the event that the operator required additional information prior to moving. By allowing the operator to adjust the visual display, situational awareness is more easily achieved. The operator in this test utilized a camera angle that provided a view of the wheel positioning. This would assist the operator in knowing what direction the teleoperted vehicle would move with a forward motion on the control system.  
3.6.1 Materials & Method  The communication robot was teleoperated from the test command center located within the Penguin ASI facilities. An operator (aged 20-25) familiar with the 162  
 
control station operated the communication robot. The standard QEEG setup was used during this session. The timeframes for operation of the vehicle were divided into multiple sessions. Baseline measurement, initial drive to the door, exiting the garage with assisted guidance, operation of the vehicle, and then re-entering the garage without assistance  
3.6.2 Results  
Figure 3.21 - Baseline activity of Theta & Alpha    Baseline activity indicated synchronized theta activity in the prefrontal areas with secondary activation in the parietal areas (Figure 3.21). Examining the alpha frequency indicated connections between prefrontal and frontal areas. Secondary connections were also present between parietal, temporal and occipital. 
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  The initial drive to the door had increased activity in all areas, with primariy connections with the frontal, parietal and temporal areas in both theta and alpha activity (Figure 3.22). When the operator was being guided out of the garage to avoid hitting potential obstacles, theta and alpha activity dropped (Figure 3.23). 
 
Figure 3.22 - Initial drive to the door of the garage activity of Theta & Alpha 
Figure 3.23 Theta & Alpha activity while guided operation exiting the garage 
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Once the operator had left the garage and  he no longer had assistance in obstacle avoidance, cognitive processing increased. 
Increased activitation can be seen in the temporal and occipital areas, with numerous interconnections with parietal regions in both the theta and alpha bands (Figure 3.24). Approaching the entry to the garage required patience in order to properly line up the robot on the ramp entering the garage. The entry into the garage indicated a decrease in the synchronicity of brain areas (Figure 3.25). 
Figure 3.25 Theta & Alpha activity upon entry into the garage 
Figure 3.24 Alpha & Theta while driving outside 
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3.6.3 Discussion The trial was subdivided into 5 time frames, the initial baseline, driving from within the garage to the entrance of the garage, a guided exit from the garage, driving through the course, and unguided entrance up the ramp back into the garage. The activation patterns that were observed during testing are similar to the activation patterns present in the earlier experiments. Prior to beginning the experiment there is some preplanning. During the initial drive when there were a lot of obstacles to maneuver around there were high levels of synchronicity involved with the operation of the vehicle. The high degree of connections between frontal and parietal areas suggest the implication of working memory, similar to what was seen in previous testing discussed in Experiments 1 through 4. During teleoperation, a slight delay may occur, resulting in the operator storing some information prior to executing the next set of movement. Strong synchronicity was also present between temporal and parietal areas. During this phase the main goal was obstacle avoidance and planning. Increased synchronization in the posterior parietal, temporal and the occipital region support this finding with elevated vigilance. A high degree of sustained alpha activity was present during the initial driving phase, and driving phase of the trials. In order to enter the garage, a ramp must be traversed. The operator took their time in approaching the ramp and would continually check the wheel position in order to ascertain whether the robot was lined up properly not for re-entry. Once everything was properly aligned, the alpha activity decreased as the 
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robot entered the garage, suggesting that the sustained focused attention was no longer required.  Operation of the teleoperated robot requires a large degree of visuospatial information and sustained attention. The cognitive processing observed in the operator during teleoperation is similar to the activity patterns that are present during live operation of a vehicle.   
3.7 Cognitive Processing Comparison  Comparing the cognitive processing involved across all experiments indicated similarities across all tasks involving working memory. During all tasks there was activation of working memory, as was expected. The degree of activation was dependent upon the task at hand. In the laboratory, the participants were not required to hold as much information in working memory. Operation of the LHD required increased activation of working memory. When studying driving in the virtual reality environment, increasing the amount of visual information present while driving led to increased processing prior to actions occurring. Drivers that had clear visuals would use them in the operation of the vehicle. Applying this to the real world teleoperation, this increased planning cycle with the visual information was evident. As the operator has more information available to them, they will assess the information prior to making a decision. During the virtual reality simulation, an error may lead to a crash, but there were no real world repercussions from this action. Operation of a live robot, where damage could result in monetary loss and lengthy repairs, the operator would have increased vigilance of robot position. This 
167  
 
was evident during testing where there was someone to guide the operator and in instances where there was no guidance.   
Table 3.2 Comparison of brain activity across experimental paradigms Brain Activity During Task Laboratory Testing Applied Operation Virtual Reality Teleoperation Working Memory Active Active Active Active Sustained Attention Active Active Active Active  Schema Formation Yes Yes Yes Yes  Throughout all activities there was consistent activation of working memory and attention. This was expected as all tasks involved the user/operator to go through a series of steps. The reliance on working memory and attention differed however depending upon the complexity of the task. Tasks that required high levels of attention resulted in high levels of synchronicity spread throughout the brain. 
3.8 Summary  The first experiment was run to determine whether differences in schema formation was evident and what happened to the cognitive processing when reality does not align with preformed schemas. 
Hypothesis 1 The first hypothesis was that changing the environment so there was a mismatch between reality and preformed mental models would result in increased cognitive processing. During the experiment, users would try and fit in the new layout into pre-existing schemas. When the user realized that the layout had differed 168  
 
they would then re-adjust and form a new mental model. The default cognitive processing of the user when using an interface is whether the visual information fits a pre-existing condition, if so then there is less cognitive processing. If there is a change to the pre-existing mental model, more cognitive processing is required to adapt. What this translates to for user design is that we should attempt to use consistent designs if the content is similar and we want continuity in operation. If the operation of a screen or interface is intended to be different, then a drastic visual look will then force increased cognitive processing and adapt to the different mental model. 
Hypothesis 2  The second hypothesis was that cognitive processing would be similar in both the laboratory and applied real world settings. This would indicate that knowledge that was gained in an experimental setting would be transferrable to real world application. If cognitive processing is similar in both situations, rapid testing could be done in simulated environments instead of building costly physical prototypes.  Results from testing in all environments revealed similar results. Across all  experimental paradigms, whether it was in the laboratory of applied settings, the cognitive processing patterns were similar in regards to working memory activiation and attention resources. 
Hypothesis 3  It was hypothesized that users would develop different internal mental models depending on the scenario involved with teleoperations. Testing in the virtual reality simulator indicated that providing visual cues and removing visual 
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cues will result in different mental model formations. This was corroborated with testing in live situations with the robot. When users were provided visual cues, there was increased time taken in order to plan the next course of action and activation in areas involved with executive functioning. Drivers who had this information had increased cognitive processing. If this information was not present, the drivers would be forced to rely on internally developed mental models for operation. In the real world testing, the operator of the teleoperated robot had increased activation when he was required to monitor all the relevant information. When there was guidance from an external source or it was just a simple maneuver, the amount of cognitive processing decreased dramatically. More cognitive processing was required when there was additional information that had to be processed. In the absence of information, the mental model developed is more heavily reliant on memory and less on pre-planned actions. In the event of teleoperations, there are instances where pre-planning is required and instances where you do not want to overload the operator with too much information. Since the operator will examine all information available prior to making a decision, care must be taken in order to just provide the relevant information and abstain from overloading the operator with unnecessary information. 
Hypothesis 4  The final hypothesis was that users would have a preferred preference for the layout of information when scanning. Nielsen suggested that users scan using an F pattern when viewing websites. During teleoperations, there may be instances where we need to draw the attention of the operator. Knowing the ideal location to 
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place an alert would be ideal. The results from the experiments indicated that users have a preferred preference in scanning patterns and they look to a preferred direction when something changes.   Results from the experiments indicate that commonality exists in cognitive processing in experimental laboratory settings and applied real world settings. By applying knowledge gained in a controled experimental laboratory, we can then use these lessons in creating an optimal situation for the operator. Knowing the cognitive processing mental models that are developed will assist us in creating ideal interfaces for each situation. If we want a user to perform two distinct sets of actions for an interface that has no similarities we can create two visual layouts with low degrees of similarities. The operator will then create two separate mental models. If the operator will be using an interface and we want them to feel comfortable and be at ease with the system, continuity can be built in. Placing warnings or alerts in the right hand side, or upper right quadrant is optimal in scanning for change. In the next section we will take the lessons learned from the experiments in designing a new control station.   
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3.9 Stacker Project  This project aims to design a control center for teleoperation of a stacker in mining operations. A user-centric design approach will be implemented resulting in the creation of an intuitive remote system. By utilizing this strategy we hope to design an interface that will reduce travel time to the location of the stacker while also improving operator safety. The design of the system will implement design concepts from human ergonomics, human-computer interaction (HCI) and neurophysiology. Approaching the design from this angle will alleviate physical strain and fatigue placed on the user while minimizing the amount of cognitive work load.  A common issue of teleoperations is the loss of situational awareness. Uncertainty in vehicle location results in operational difficulty. In order to know the exact location of all components of the vehicle a redundant system will be implemented in the event of failure. By implementing a global positioning system (GPS) and accelerometers the location will be easily tracked. The breadth of the stacker requires accurate positioning as small errors can result in one end of the machine being misaligned. To accommodate for this, a GPS will be placed at strategic locations providing multiple readings. The accelerometers will provide additional information in the event of signal loss with satellites. Implementing two independent systems will assist in mapping out the location of the vehicle for the operator. In addition to the GPS and accelerometer systems, gyroscopes and 
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magnetometers will provide additional data to increase the accuracy of pinpointing to the location of the stacker. With teleoperations, there will be some inherent latency from the video feed reaching the command center. The visual data must first be encoded after the analog signal is captured. This encoding of the data will result in a short latency. After the data is transmitted to the command center, the data must then be further decoded. This two step process of encoding and decoding the video signal and transmission of the data over a large distance will introduce small degrees of latency at each step. Since the operator will not be physically present at the location of the stacker, multiple camera feeds will be required to provide visual information. The size of the machine will require multiple camera systems placed around the machine. It is currently estimated that potentially 15 camera feeds with the ability to pan, tilt and zoom will be required to provide optimal coverage of the stacker. The operation of a vehicle as large as the stacker does not require quick movements and immediate feedback. The latency from the video feed should not present much difficulty to the user during teleoperation. The one issue that may arise may be from monitoring all of the feeds simultaneously. The slow moving nature of the vehicle will allow the operator to quickly scan all of the monitors prior to movement however. Information will be transferred via the optical communications system developed by Penguin ASI, with an 802.11n wireless connection setup as a backup redundant system.  
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This project will focus primarily on integrating the existing system with our control center. To achieve this goal some modifications to the current equipment will be made, mainly the addition of sensors and camera systems to assist in teleoperations. The command center will be fully contained within a custom built trailer where the currently existing control system will be relayed and integrated with the newly developed sensory system. By utilizing the control system that the workers are already familiar with, the goal is to build upon this by optimizing the system with the new sensory hardware. One of the challenges of the design process is obtaining situational awareness. The size of the stacker made it difficult for the operator to visualize the appropriate areas. This led to blind spots and the inability to ascertain whether there may be potential obstacles in the way.            Figure 3.26 - Stacker from a distance in operation 
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Figure 3.27 - Main cabin of stacker 
Figure 3.28 - Stacker with people by tracks 
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Figure 3.29 - Stacker in operation 
Figure 3.30 - Stacker with track 176  
 
                       
Figure 3.31 - Portion of the stacker track 
Figure 3.32 - Stacker with portion of track 177  
 
 Figures 3.26 through 3.32 illustrate the size and the difficulty of viewing all areas of the stacker. With the operator in the centralized cabin of the stacker it can often be difficult to see down both sides of the track. If machinery or a person is present, the operator may potentially be unaware of their location. This can result in the operator thinking that the area is clear. At the end of a shift or during break periods, the operator will need to drive a vehicle to the appropriate break areas. A vehicle must be dispatched a lengthy distance to retrieve the operator.  With a teleoperated system, the operator will have reduce transfer time to begin work and will be optimally placed to view all relevant areas of the stacker via a camera system. 
3.9.1 Introduction  In designing this control station, feedback from the company was important as the design of the command console should be user-centric. When designing the system, there was constant feedback from the company and all requests made from the company were considered and implemented if possible. One of the requests involved having a large video wall displayed as well as attempts to create a similar interface to what was currently in use. The system design will be comprised of a video wall made up of three monitors on one wall of the trailer. This video wall will primarily display the feeds from the camera and provide visual data of the equipment and surrounding area for the operator. One of the problems that may arise from the equipment is latency from the video feed. The time discrepancy may not hamper the operation of the stacker as the operator will not be required to do a series of rapid movement. The size of the 178  
 
stacker will also require time for any movement to occur. In order to accommodate any potential problems with the camera systems, some redundancy will be built into the system, in the form of overlapping camera feeds. The ability of the camera systems to pan, tilt and zoom will provide redundancy in the case of a failure. The camera will then feed into a tree-spanning Ethernet switch to provide a further level of redundancy in the event of a failure. Connected to the Ethernet switches will be a wireless mesh network. This will increase reliability and provide redundancy in the event of a failure at one of the wireless nodes. To provide location tracking for the stacker, GPS units will be setup in addition to accelerometers. The frequent loss of signal between satellite and GPS required the addition of a secondary location system. By introducing a system that relies on inertial sensory information, the loss of satellite connection can be nullified. The presence of these two independent systems will provide verification and a more accurate representation of the location of the stacker, and can accommodate any loss of signal due to weather conditions. The location information will be sent via the redundant network created for transmission of the camera feeds. Multiple accelerometers placed at various points of the stacker will work in conjunction to provide a more accurate reading. The camera feeds will be displayed on a three monitor video wall. The control station will feature two monitors for operations, and two additional touch screen monitors for controlling camera feeds. By implementing a touchscreen to control the camera feeds, the operator will not be required to navigate across all six monitors of the video wall. The size of the video wall would make it difficult for 
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navigation using a traditional mouse or trackball method. Using a touchscreen, the operator will be able to quickly switch camera feeds to maximize as the primary display. With the size of the displays in use, a problem that may arise is information overload for the user. In order to accommodate this potential hazard, neurophysiological testing will be done to assess how the operator copes with the working environment. The information presented can then be modified to reduce the cognitive workload required of the operator. This can be done by either changing the placement of information to optimize the flow of information or reduce the amount of information displayed to a minimal amount. 
3.9.2 Design Philosophy  The project can be broken down into two main areas, the stacker equipment and the command control center. In order for teleoperations to be successful, the operator must have situational awareness and be able to operate the vehicle as if they were physically present.  
3.9.2.1 Stacker    In order to achieve this, we will add rugged weatherproof cameras at strategic points around the stacker. The cameras will have the ability to pan and zoom, providing overlapping coverage of the whole stacker and surrounding areas. In the event that one of the camera system fails, one of the other cameras should be able to pan over and view the malfunctioning camera. Redundancy in the camera system and relay system will be in place in the event of failure. To ascertain the position of the stacker, a GPS and accelerometer system will be attached to the 
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stacker. The GPS will be placed at either end of the stacker, in the middle and on the attached extension, providing accuracy for all critical components of the equipment. Accelerometers will be placed at each end of the stacker and one at the middle, providing additional information on movement and adding redundancy in the even of a GPS failure. The location of the stacker will result in high exposure to dust and other potential environmental hazards. When implementing the camera system, the primary concern was ruggedness to withstand the environment conditions of wind, dust and water with minimal maintenance.  
3.9.2.2 Command Center  The command center will be housed in a custom built trailer, with multiple feeds relayed from the sensory equipment on the stacker. The existing control system that is currently used will be incorporated into our design concepts. In order to reduce cognitive load and make the interface intuitive design concepts from ergonomics, human computer interaction and neurophysiology will be applied. The design of the command center was done in consultation with the company prior to the initial design phase. The company had attempted to create the user interface prior to our design, but ran into some technical difficulties.  The design of the command center followed the requests of the company as close as possible. The ergonomics of the system were then designed with all of the requested implementations in mind.   
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3.9.2.3 Ergonomics  Ergonomics play a vital role in the usability of equipment. Placing the operator in a situation with repeated movements at awkward angles or requiring the operator to follow a cumbersome routine can result in physical ailments. This resultant operator discomfort can lead to time off for the worker or introduce increased human error. The increased or repetitive motions can lead to increased fatigue which will result in a reduction of vigilance. By allowing the operator to customize seating arrangements to optimize the view and control, there will be a reduction in the amount of repetitive or physical movements.  Long extended use with a computer can lead to an increased risk of musculoskeletal disorders. By placing the monitors at the proper heights and angle, the effects on the muscles can be optimized. Users who are primarily sedentary with repetitive motions have a higher risk of injury. By minimizing injury risk, workers will require less time off due to injuries. Studies of screen placements have indicated that muscle activities at angled positions can lead to increased muscle strain (Szeto & Sham, 2008). The highest level of discomfort was seen when the participants were typing on a keyboard and had to turn their head towards the left side for prolonged periods. In our current setup, the user will be primarily facing forward with occasional head movements to the two sides. For eye gaze, there is an optimal distance where the amount of eyestrain is reduced. If the screen is too close, the eyes must work harder to focus. Younger people have a shorter distance, and with age the optimal focus length increases. In order to reduce the amount of visual stress, the screen can be moved further back. The only issue with this is the further 
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the screen is moved back, the larger the fonts have to be in order to read content on the screen. Moving the eye gaze downward will also result in reduced stress on the visual system. There are three main factors that contribute to the determination of minimum viewing distance 1.  Accommodation: This process involves altering the shape of the lens in the eye to maintain a clear focus as objects become closer. The muscles in the eye will bend the incoming light so the object focuses upon a single point in the retina. 2. Convergence: When objects are viewed close up, the eyes turn inward and converge on the object. The closer an object is, the more convergence 3. Depth of focus: This is the range of distance that does not reqire the eyes to refocus. The optimal distance from the top of the monitors to the center line of vision should be no more than 35°. The same holds true for the downward distance. For movement left and right, the ideal eye movement is within 15° to each side. The maximum head movement is 60°. If the user is required to consistently move from left to right to the two extremities, muscle fatigue will occur resulting in potential musculoskeletal problems. The most important tasks will be placed within the center field of focus. Objects that are primarily static and only require monitoring will be placed on the left side in the peripheral field of vision. A quick calculation of the optimal distance for video displays is 4 to 6 times the height of the image.  
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3.9.2.4 Human Computer Interaction (HCI)  The layout of the console and interface will incorporate ideologies from HCI. The field of HCI combines psychology and computer science in the design of interfaces. By implementing testing methods from psychology, designers have a better understanding of what the operator undergoes through the operation. Traditional design concepts have the designer designing the equipment in a manner in which they feel is optimal. This methodology may not coincide with what the operator feels is the best method. When the designer and the operator have mismatching ideas on how to intuitively operate an interface problems arise. Errors and problems can be prevented by first identifying where potential issues may arise and designing the interface to avoid placing the operator in situations where errors may occur. A problem that may arise is information overload for the operator. Some of the methods to counter this is to place similar components together and placing information of high importance to the forefront. In the design of the interface, several evaluation methods will be used such as heuristic evaluation, cognitive walkthrough and neurophysiological measurements. Heuristic evaluation involves the evaluation of an interface by a group of people, who judge the interface based upon a set of guidelines. Each individual can assess the interface and report any potential problems. This is a useful methodology can be useful if the people involved are experienced in the operation of the interface. In cognitive walkthrough it is a theoretical evaluation of how a user would perform a task or use an interface. This method will focus on the steps required to complete a task and will indicate whether 
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there is disparity in the design of the system and how an operator would use a system. 
3.9.2.4.1 Schneiderman 8 Golden Rules  When designing an interface, Shneiderman lists 8 golden rules (Shneiderman, Plaisant, Cohen, & Jacobs, 2009). Research by Schneiderman et all indicated that users will respond positively if these rules are followed. 1. Have consistency in the design for similar situations, via colour, layout and visual aesthetics. 2. Create an interface that has universal usability for all types of users. 3. Provide feedback that is informative for the user, where the user is aware that the action occurred. 4. Create closure for each task by outlining a series of steps 5. Prevent user errors into the design of the equipment 6. Create actions that are reversible for the operator 7. Create a system that provides a sense of control over the interface 8. Reduce the load on short-term memory 
3.9.2.4.2 Nielsen’s Heuristics  Nielsen & Molich (1990) developed a set of heuristics. They believed that the system should provide feedback in a minimalistic manner that kept the user knowledgeable in what was occurring with consistent language that the user can easily understand (Jakob Nielsen & Molich, 1990). The system should prevent the user from easily making mistakes, and if mistakes were made, they should be easy to recover from. A 
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system that is highly usable will not require extensive documentation on how to operate the interface. The heuristics are summarized below.  
• Visibility of system status 
• Match between system and real world 
• User control and freedom 
• Consistency and standards 
• Error prevention 
• Recognition rather than recall 
• Flexibility and efficiency of use 
• Aesthetic and minimalist design 
• Help users recognize, diagnose, recover from errors 
• Help and documentation  When designing our interfaces and command stations, we attempted to incorporate the concepts and ideologies from the heuristics and principles as best as we could within the limitations we were provided.  3.9.2.4.3 Design  Our design for the teleoperations command center consists of multiple large displays. In order to increase situational awareness, large monitors are being used for the command console. Research has indicated that increasing the size of the monitor leads to increased performance in egocentric tasks (Bakdash, Augustyn, & Proffitt, 2006; Ball & North, 2005a, 2005b, 2008; Kaptan & Göktürk, 2011; Ni, 
186  
 
Bowman, & Chen, 2006; Robertson et al., 2005; Shupp et al., 2006; Tan, Gergle, Scupelli, & Pausch, 2003). By implementing a larger screen, it increases the users immersion. Users have a greater sense of actually being there. Traditional systems utilize smaller screen sizes, resulting in the information situated in closer proximity to each other. Increasing the physical size of the interface can result in a great deal of benefits (Bakdash et al., 2006; Ball & North, 2008; Kaptan & Göktürk, 2011; Ni et al., 2006; Robertson et al., 2005), but the user is now required to scan a greater distance. A large portion of the viewing area may reside outside of the optimal visual field. Objects may now sit 20° to 30° off the center line field of vision compared to a smaller screen with the content within 10°. Most interfaces are not designed for small interfaces and moving an interface from a smaller physical screen size to a larger screen size can result in usability issues. To compensate for any usability issues for large displays, the interface can be designed to optimize the amount of cognitive load on the user. The optimal location for information resides in the central field of vision. Information presented in the peripheral fields of vision will have less accuracy, but may be more sensitive to other types of information such as motion. Using this information, placing the multiple camera feeds on the peripheral field of vision is ideal. If the image is primarily static, any motion will be quickly picked up by the peripheral field of vision. The brain functions asymmetrically, with each side specializing in certain tasks. The right half of the brain excels in spatial tasks, while the left side is more involved in verbal tasks. Information from the left field of vision is processed by the 
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right side of the brain, and the left side of the brain processes information in the right field. A study in 2010 by Feng & Spence studied the impact of spatial information on the left and right side of a large display (Feng & Spence, 2010). In this experiment they used an attentional visual field task at 10°/20°/30° from the central focus allowing either 20/30/50ms to process the information. The task measures a subject’s ability to discern a target amongst distractors. Results indicated that accuracy decreased with greater deviation from the center focus. Information that was presented longer also had greater level of accuracy. This coincides with previous literature, which indicates that users pay more attention to the center screen (C. J. Lin, Chang, Chen, & Yang, 2009). For teleoperations, the most critical component is the main camera feed involved for operations. This information is presented on the center monitor, as this is the most critical information. An interesting finding by Feng & Spence indicated that information that was presented in the left visual field resulted in higher accuracy and speed compared to the right visual field. When scanning information, users will generally begin in the upper left side and scan towards the bottom right (Hunter, Mach, & Grewal, 2010). When users were planning their next course of action, the users would look to the left, while the monitoring of an activity involved the eye gaze moving right. The placement of the multiple camera feeds will reside on the left side of the central screen, with the center screen used as the main camera feed. 
3.9.2.4.4 Mental Model  Our research involves using a quantitative electroencephalogram (QEEG) to measure the cognitive load associated with interface use. With this information we 188  
 
can provide insight into why users are behaving in certain ways. Difficulties with the interface can be pinpointed accurately as we will have real time monitoring of what is occurring with the user during task completion. By using this tool during the design and testing phase of the teleoperation command console build we will be able to build an interface that reduces cognitive load to an optimal level. Users have a finite number of available resources and amount of information that can be processed at once. Tasks that lead to a high level of cognitive load can then be off-loaded into either an autonomous or semi-autonomous system where the user will be placed in a supervisory role.               
189  
 
 
3.9.3 System Schematics  
3.9.3.1 Stacker   
 
Figure 3.33 Initial Placement of camera systems  Figure 3.33 Initial Placement of camera systemsillustrates the initial placements for cameras. The camera systems will provide an overview of the vehicle and surrounding area. Since the operator will not physically be in the cabin, they will not be able to easily peruse the area. The installation of pan tilt zoom cameras with overlapping fields of vision will provide situational awareness and redundancy in the case of a camera failure. Detailed configuration of the camera systems and modifications of camera placements are shown in the following figures. 
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Figure 3.34 Tripper 201 & Antenna Tower, placement of camera system 
 
Figure 3.35 Tripper 202 Camera placement  Side views of the two components of the system are seen in the following pictures.    
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Figure 3.36 Side view of the Tripper 201 illustrating camera placement 
 
Figure 3.37 Side view of the Tripper 202 illustrating camera placement  A high number of camera systems are placed on the trippers. This is the area where the operator would normally have as a vantage point. The placement of the camera systems will allow the user to see all of the surrounding areas of the cabin as well as down the track systems. This 192  
 
should assist in the user obtaining situational awareness. The one problem is placement of the camera screens so the user is able to easily identify which camera they are viewing. In order to facilitate ease of use, live feeds of the cameras will be placed on a wire framed model of the stacker. This will provide quick overview of the where the image is originating for each active camera component. 
 Figure 3.38 - Overview of the Rotopala-Stacker combo 
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This design examines the command console for the stacker portion of the system.  The two systems run simultaneously with a distance between the two machines during operations. The command console will provide data on the location of both machines as they operate.    
Figure 3.39 Overhead view of the command console in a customized trailer 
194  
 
                                              
Figure 3.40 Preliminary design of the command console in the trailer 
Figure 3.41 Command Console 
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The command console is currently in the initial build phase and is illustrated in Figure 3.39 to 3.41. The company that commissioned the design of the teleoperations command console had done an ergonomic analysis on the existing equipment in the facilities. The results from the study had to be incorporated within the design of our command console. Primarily, the seating had to correspond to the parameters of their study. Figure 3.42 illustrates the seating positions that were requested.      
The seating required the operator to sit with their backs straight in an upright position with a foot rest available. A comfortable seat was installed into the command console that allowed the operator to move the seat forward as well as up and down. All of the touch screens of the command console are within arms reach of the operator. 
Figure 3.42 Ergonomics of the seating position 
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3.9.4 Breakdown of Interface Design Screens  The layout of the interface is divided into 8 screens. The upper 3 screens span a wall, displaying the main information required for operation.  This design provides the video wall requested as well as ample space to layout all of the other control systems. By spreading out the controls over 5 screens, we can avoid potential issues with accidental activation. Each screen in the 5 touch screen display has a specialized control with natural groupings, diagnostics and PLC controls are all located off to one side, navigation is center and camera feeds are to the left.  
 
Figure 3.43 Overviewof  prototype screen layout for Interface  In figure 3.43 the top left main screen window displays all of the video feed. In the prototype shown, the camera feeds are maximized to fill the screen and are arranged in a grid pattern. One of the issues of the grid pattern is difficulty determining exactly what is being shown in the camera. With the final product having 15 camera feeds, an arrangement designed in this manner will make it 
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difficult to ascertain where the camera systems are pointed. To alleviate this issue, smaller live feeds will be overlayed on a wireframe of the whole stacker. The live feed locations on the picture will represent where on the stacker the image is. In order to choose which camera feed is active, the lower touchscreen panel will be utilized. The first panel on the lower left will be used as a contol for speed and for tracking information. From our theoretical experiments, our research indicated that users preferentially scan from left to right. By placing all of the camera feeds in the upper region, the operator will do a quick glance of the system before going to the main window feed in the middle of the screen. This scanning pattern on the lower right portion will assist in this as well. Quick diagnostics material will be on the left hand side. With the ample screen real estate, the information presented on the left hand screen will be in an analog format allowing the user to quickly glance at the information. Results from field testing indicated that the operators of the machinery will use the instrumentation if the information is available at a quick glance. If the system requires the user to select menus to bring up information they will be more reluctant to use it.  In the lower portion of the screen placement, the second screen will provide the control system for the camera feeds. Figure 3.43 provides an overview of the screen display layout. In this screen, the camera feeds will not be live but will have a button that can be pressed for selection. The camera buttons will be placed along the corresponding position of the stacker image. This stacker image will also provide assistance of situational awareness of the vehicle. The location of the 
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trippers along the track will be evident assisting the operator in knowing where the trippers are in relation to the track. 
 
Figure 3.44 GPS information and camera selection   The information in the upper right hand corner will provide GPS information on the location of the stacker in relation to the leeching pad and the roto-pala. The bottom right portion is the control system for the camera system. By dragging the finger across the camera feed, the camera will pan, tilt towards that portion. Activation of zoom features will be implemented using the standardized pinching gesture. The camera navigation system will reduce the potential for direction errors, as navigation can also be accomplished by touching the screen. The camera feed will 
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then center onto that point,  simplifying the focus area for the operator. Our scanning path analysis indicated that the upper right hand area is where users naturally gaze in the anticipation of change. The placement of the information screen in the design reflects this natural response.  The main control panel is locating in the center of the console. Two versions of the design were created. One replicating the existing company version and a revised version. In the intial company version, the physical panel was recreated and laid out in the exact format.    
Figure 3.45 & 3.46 indicate the layout of the two designs. In the original design, the buttons are interspersed with the activation lights in a haphazard manner. The modified Penguin design lays out the interface in a less cluttered consistent manner. The lighting is on the right hand side while the switches are 
Figure 3.45 Original layout 
Figure 3.46 Penguin version 
200  
 
placed long the left hand side. One of the main issues with the original design is the emergency all stop button. The button is located within the console and is not as evident. This may cause the operator to inadvertently push that button during normal operation.  In the Penguin design, the button is the largest icon on the screen and placed  in the center location. The Penguin design should make it easy for the operator to locate the information required without having to search the screen for information. Similar information is aligned together as described in section 1.5.1.4. The right portion of the lower half is dedicated to the physical panelmate. The panelmate in the current physical location has a series of nested menu systems. In order for the operator to determine what information is displayed they must scroll through a list to determine which element to display. In our design, all the components of the menu system are laid out on the far right hand side and the operator can actively choose any component easily. This will result in the information being displayed on the screen, second from the right. The menu is consistently placed in the same location and the panelmate screens have the same esthetic design as shown in figure 3.43. By having the full menu options available on one screen and a full screen display on the secondary screen, the operator will have a clear schema defined in their mind. The current design has the menu overlayed onto the current panel and the two options are toggled between the two. Our research indicated that there is increased cognitive load when something unexpected occurs. Designing the command console in this consistent manner should help alleviate some of the cognitive load. 
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In the upper right hand screen of the video wall there is an overview of the leech pad and the roto-pala stacker combination. This image provides information on the location of both machines in relation to each other and the phyiscal location on the leech pad. This will also assist once the system has become semi-automated. In the semi-automated system, the roto-pala will be controlled and the stacker will follow at a distance. The information on this screen will provide information on both machines and will provide the operator an overview of how the two systems are inter-operating. Changes to the lead system will be presented here or the operator allowing control modifications if required. Testing in the field with the LHD vehicle indicated a high level of cognitive processing involved for the task. This may be due to the concentration required with poor visibility of the machine in relation to the environment.  In order to help overcome this issue, local and global information on positioning is provided for the user. With the large array of sensory equipment and camera systems, the operator should be able to operate from the safety of the trailer as opposed to located on top of the machinery. This will lead to improved worker safety. The objective design of the command console was to minimize potential operational errors. By understanding the natual inclinations and neurocognitive processes of the operator we can reduce incorrect usage of the equipment due to inconsistency in control, or incorrect selection of the appropriate control. The visual displays are static in their location, providing a consistent area that the operator can visualize at all times. The status of the equipment is easily readable without interfering with normal operation.  The physical parameters of the command 
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console were created using the company provided ergonomic guidelines  and will reduce the potential for physical discomfort. 
3.9.5 Evaluation of Control Station When designing the control station we combined knowledge that we gained through experimental testing in the laboratory with what we know from our real world testing. Measuring the control station against HCI heuristics can provide some insight into the usability of our design. The main goal when designing an interface is to create a system that easily allows the user to achieve the goal that they are attempting to complete. The interaction with the interface should have a natural sense to the order and have an inherent logic that does not require extensive documentation. Cluttered or distracting visuals can lead to increased cognitive load as more information needs to be processed.  Information theory as described in Chapter 1 indicates that there is a maximum amount of information that can be monitored by the user. By only providing the necessary information, the operator is not required to process all information, and only the relevant information, reducing the amount of time required. The decreased preplanning evident in the virtual reality simulation supported this.  The interfaces for the control stations contain consistent interfaces and static locations for menus. Our research has shown that an inconsistent interface results in the user trying to fit the visual display into pre-existing mental models.  The operator is able to change the menu displayed with one of the touchscreens, and only the relevant information and menus for that one section are shown. All of the available options are presented in another location for easy access for the operator. 
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Nielsen’s Heuristics Heuristic Status Control Station Visibility of system status  The system has one monitor dedicated for system status information, providing real time feedback on conditions Match between system and real world  The concepts are familiar and intuitive for camera system use and operation of the robot User control and freedom  Real time operation of the console does not have an option to leave an unwanted state Consistency and standard  There is consistency in design, with consistent actions across all screens and menus Error Prevention  There is nothing to prevent the operator from making a mistake during operation Recognition rather than recall  The system relies on recognition on navigation rather than memorization Aesthetic and minimalist design  The system is large and provides full immersion rather than minimalist information Help users recognize, diagnose and recover from error 
 Users are not prompted when an error is made, as an error in operation is difficult to ascertain. 
Help and documentation  The system is intuitively designed without the need for lengthy documentation. An operator who is familiar with the stacker will be capable of operating the control station.   One of the main drawbacks of the teleoperated system is the inability of the operator to reverse an error in operation. If lag is introduced into the system due to unforeseen communication, the operator may respond to an event that is lagged with overcompensation. The control station does not have the ability to “undo” this mistake or retract the operation in these instances. Providing a situation that would show the potential action prior to the physical action occurring would introduce more cognitive processing and increased operational time. This is not suitable in situations that may require quick actions. 
204  
 
4. Conclusion The main goal of this thesis was to study how neuroergonomics impact interface use and apply this knowledge in the design of a console for teleoperations. Results from a laboratory setting are consistent with findings from the field and can be applied in the design of an interface. By designing an interface with cognitive processing of the individual in mind, a user-centric interface that is intuitive to use can easily be created. In this application the user was removed from physically sitting in the machine and being placed at a safe distance.   In designing teleoperated vehicles the designer must be capable of providing situational awareness for the vehicle operator. Initial designs required the use of a team of personnel to accomplish this task. With the advent of technology and the ability to offload some of the workload to a computerized system, the operator’s role has been redefined into a more supervisory role.  In order to provide enough information to the operator, cameras and sensors are placed in strategic locations to provide the appropriate information. One of the issues that arise from the transfer of all this information is transmission bandwidth. The amount of information that can be transferred is limited by the physical capabilities. This issue can be alleviated with compression techniques or varying the sampling rate of the transmission. If this technique is utilized however the latency that may be introduced will impact the operator. Placing the user in a more supervisory control system as opposed to direct control system will alleviate some of these issues. In designing our command console, the user is placed in a more supervisory role with the intent of the design to over see semi-autonomous operation. The speed of moving a vehicle of the stacker 205  
 
is slow and cumbersome, resulting in an optimal situation for a semi-autonomous supervisory control system.  The first step in the design of the command console required the proper implementation of ergonomics. This would reduce the effect of physical strain on the user. Previous work by the company indicated preferred ergonomic positions for the operator. These guidelines were considered in the design of our command console. With the large complexity of the system the operator would be inundated with information.  In order for the information to be useful, the data had to be presented in a manner that did not overload the capabilities of the user. The operator had to be able to determine which information was relevant and what was background information.  In teleoperation, the operator must be capable of dividing their attention across all of the relevant information displays while being capable of focusing on selective tasks when required. When designing the command console center display, research was undertaken to examine visual scan patterns and cognitive processing of interface designs. This requires the operators to constantly scan portions of the interface. Increased sampling would lead to increased memory use, while under sampling may result in missed information.  If the interface is designed in a structured manner, the searching strategy can be optimized. In the original interface design provided by the company, the interface lacks consistency with switches, lights and buttons interspersed randomly throughout. The modified design has consistency in the interface with all switches on the left hand side, buttons in the middle and notification lights on the right hand side of the interface. This design 
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allows a quick cursory glance at one section of the interface to check the notification lights. The operator is not required to scan the whole interface and can focus on the right hand portion of the interface. 
4.1 Applied Application of Theoretical Results  The first experiment focused on the cognitive processing and performance relating to interface design. The existing interface design of the stacker company would change for each menu selection. This inconsistency made it difficult in predicting where a selection would be made. The operator would be required to wait for the display selection to appear before knowing where to press. The first experiment examined how minor changes in interface design impact the user’s ability to use an interface. The results indicated that even though there were no significant differences in errors during the task, the activity in the right frontal and left temporal regions changed.  This study was then altered to run over the course of twelve sessions over 3 days in order to ascertain how mental models were developed over time.  In this experiment, the button mappings were altered instead of button locations. The users were accustomed to the consistent placement of the buttons. This allowed the users to achieve expert status through the course of the experiment. During this process, the users displayed synchronized activity in the frontal and parietal areas as well as synchronized activity with the temporal and parietal regions. The presence of synchronicity would indicate that the users were actively utilizing working memory throughout the process. When the familiarity was altered, this resulted in the absence of the synchronous activity. This lead to the users adapting 
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to the situation and novel encoding of the information, this slight change in button mappings lead to an alteration in cognitive processing. In order to perceive the schema we designed the button mappings of the command console to be consistent. The menu selection buttons are consistently in the same place with no button mapping movements. This allows the operator to develop a consistent schema and achieve expert status more quickly as only one model is formed. With the large amount of data presented to the operator the visual scan pattern of the user needs to be optimized. If the visual distance of items is great, the time required to scan all relevant information is increased. Jakob Nielsen suggests that users scan information in an “F pattern”. Factor analysis of the data indicated 4 factors, 3 alpha factors and 1 theta factor. The first theta factor resembled the results found in our previous experiments with activations found in the prefrontal, frontal, temporal and parietal areas. After examining directional scanning patterns, the next step was to examine fixation patterns of menu use. An additional 4 participants were recruited and recording software was modified in order to capture fixations during interface use. Studying fixations is a common technique used in HCI research to indicate cognitive processing. The longer a user fixates on a location, the more cognitive processing is inferred. This study tied in the application our neuroergonomics techniques and existing HCI techniques. Our field research with the LHD vehicle indicated that in this highly repetitive task the operator required sustained attention to accomplish the task. 
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With this sustained activation pattern, small changes to the interface may go unnoticed or place additional cognitive resources on the operator to deal with this change. By understanding the internal schema created by the operator the interface can be designed in such a manner to work intuitively for the user without the allocation of additional cognitive resources. The process of driving the vehicle required very little interaction with the physical interface. The drivers of the vehicle spent very little time focusing on the interface itself with the majority of the time looking out the windows for orientation. Discussions with the drivers indicated that the interface itself was cumbersome and difficult to navigate. Instead of navigating through the layers of menu the driver would keep the required information such as fuel levels stored in memory and estimate on the amount of remaining fuel based on operation time. Comparing the field study to results obtained from the virtual reality simulation indicated similarities in working memory activation. Operators would develop a mental model of the layout and engage working memory as they navigated through the course. By providing an overview of the vehicle in relation to the area, users are able to to use the assistive information to confirm the location of the vehicle aiding in navigation. This will then allow the operators to determine if the internal mental model conforms to the external model. When designing the command console for the stacker the design concept that the designer has in mind may not represent what is optimal for the operator. Once the preliminary design of the command console was created, operators from the company arrived to examine the command console and provide feedback. The 
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feedback from the operators was positive and with their insight, the placements of the cameras were adjusted to provide the level of situational awareness that was required.   
4.2 Applying Neuroergonomics in Design  Neuroergonomics can be applied to design in multiple stages, from preliminary design of equipment to testing of existing equipment. Throughout each phase, the application of theoretical results in the lab can be incorporated and considered. In teleoperations, situational awareness is a key factor for successful operation. The primary components required for situational awareness rely on visual processing, working memory and cognition. In order to interact with the environment, information requires processing.  
4.2.1 Development Phase of Design  In the initial developmental design phase, an understanding of the users who will operate the interface is vital. Traditionally, design is done without the consultation of the end user. With a user-centric approach, the users are involved in every step. If there are some ingrained mental models developed, errors will occur if the new interface design does not have operational consistency with the old design concepts (Satzinger & Olfman, 1998).  Mental models may be developed from cultural cues or from explanatory models that differ from the designer (Paynes, 1991). The results from our experiments highlighted the impact of attentional resources on interface use. During the experimentation with touchscreens, when there was a mismatch in what the user expected, additional attention was required 
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by the user to determine what the next course of action was. Performing a regression analysis allowed us to examine whether each interface had distinct activation patterns. Though no significant difference was seen in the performance in regards to errors, the analysis indicated a distinct activation pattern during errors. Examining attention during the operation of the tele-operated communication robot indicated synchronized widespread coherence when there was a high degree of effort required for operation. When the operator had a guide to assist in navigation, the attentional resources dropped dramatically.  Table 4.1 indicates the cognitive processing examined in the experimental procedures and the applied application of the cognitive processing during design. Placement of items depends upon whether the information is critical or non-critical. Information that is critical to the operation of the interface may require focused attention, while less critical information can be placed in areas where the user can decide the extent of attention required. Our experimental results indicate that users have a preference for scanning patterns, and the type of information can be placed in the peripheral vision depending on the nature of the information. Users have a preferred visuospatial location that is scanned when attempting to determine where visual attention should be as indicated from sections 2.4 and 2.5. Critical information should be centered for the user in the primary field of focus, with less critical information in the peripheral. User preference is a left to right scanning pattern. Information that may be relevant can be placed to the left for quick visual scanning with other less critical information placed in other areas. For quick 
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reacting information, or information that is critical that requires quick responses should be placed to the right peripheral vision. 
Table 4.1 Cognitive Processing in the Development Phase of Design 
Section Cognitive 
Processing 
Applied Application of Theoretical Concepts 2.3, 2.4, 2.5, 3.4, 3.6 Attentional resources • Alpha activation in frontal and parietal areas (Capotosto, Babiloni, Romani, & Corbetta, 2009).  
• Experimental results indicate relationship between attentional resources and brain are activation. 
• Measuring cognitive processing and examining patterns will provide insight into whether cognitive workload can be increased or not 2.2, 2.3, 2.4, 2.5, 3.4, 3.5, 3.6 Spatial Processing • Processing of information to determine next course of action • Examining activation patterns can determine if there is too much spatial information for the user 
• Increased synchronized theta activity is present with directed attention (Missonnier et al., 2006) 2.2, 2.3, 3.4, 3.5 Decision Making • Mental models are developed and user will attempt to fit information into existing models. 
• When this can not be done then a decision has to be made where the user dedicates attentional resources to determine next course of action 
• Increased activation in anterior cingulate cortex during high effort decision making ((Mulert et al., 2008)) 2.4, 2.5, 3.5 Visual Scanning • Preferred visual scanning pattern. Users have a preferred natural pattern, The design of the system should adhere to these patterns 
• Involves activation of  primary visual cortex ((Amunts, Malikovic, Mohlberg, Schormann, & Zilles, 2000; Grafton & Tipper, 2012; Olbrich et al., 2009) 2.2, 2.3, 3.4, 3.5 Situational Awareness • Synchronized activation across high-order brain areas (Catherwood et al., 2014) 2.2, 2.3, 3.5 Task Switching • If tasks are similar in nature, it may cause confusion as the wrong mental model is applied 
• A balanced approach that grabs the attention but is not intrusive is required (Imbert et al., 2014)  
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4.2.2 Testing Phase of Design Once the interface has been developed, some preliminary testing can be conducted. During the initial testing phase, decision-making, attention and working memory can be examined.  Research has indicated that more cerebral effort is required in the encoding of visual-spatial information compared to retrieval (Jaiswal et al., 2010). If the interface is new, the user may experience increased cognitive load during the encoding phase. The activation pattern for less experiences users compared to more experienced users differ. This can be used to determine which state user is currently in. If the interface is designed for immediate implementation with expert users and the current activation patterns indicate unfamiliarity, problems with integration of the new model with existing mental models may occur. The primary areas of focus should be highlighted to the user for critical systems, but for less critical information, the user should be able to determine where the focus should be (Adelman, Cohen, Bresnick, Chinnis Jr, & Laskey, 1993). As the amount of visual scanning increases, interference with other tasks will increase (Y Liu & Wickens, 1992). The testing phase will examine whether critical elements are placed in areas where the user will intuitive look, reducing the visual scanning required. Non-critical elements of the interface can be placed in a common area to reduce the amount of visual scanning, without having any area highlighted for focus. Table 4.2 summarizes visual attention and working memory concerns during the initial testing phase.  
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Table 4.2 Cognitive Processing in the Testing Phase of Design 
Section Cognitive 
Processing 
Applied Application of Theoretical Concepts 2.2, 2.3, 3.4, 3.5 Attention & Working Memory • Examine attentional resources and working memory activation. If it is a new interface is the information in encoding stage, or does it match an already established mental model 
• Examine activation patterns to determine load (Gevins et al., 1998; Itthipuripat et al., 2013; Jaiswal et al., 2010; Kawasaki et al., 2010) 3.4, 3.5 Decision Making • Allow the user to determine which elements require attention for less critical events, while providing high focused attention for critical events (Adelman et al., 1993) 3.4, 3.5 Task Switching • Monitoring of working memory during task switching (Deng, Wang, Ding, & Tang, 2015) 2.4, 2.5, 3.4 Visuospatial working memory • Users may be exposed to competing visuospatial information and determine whether there should be a shift in focus (Clementz, Brahmbhatt, McDowell, Brown, & Sweeney, 2007) 
• For critical events, the user must be alerted to the event and a decision on whether to react or not must be made in a small temporal window (Yunzhe Liu et al., 2013) 2.3, 3.4, 3.5 Error • Errors may occur due to competing attentional resources. Visual scanning may result in interference with other tasks (Y Liu & Wickens, 1992). Minimize the amount of visual scanning required for critical tasks 
• Examining activation patterns for when errors occur will assist in elucidating why the error occurred  
4.2.3 Training Phase of Design After preliminary testing, users may be required to train on the interface prior to full implementation.  Results from our research have indicated that cognitive processing information is consistent from the laboratory settings to 
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applied situations. A benefit of this is the ability for users to become comfortable in the simulated setting prior to real world application (Lane et al., 2001). A user will be capable of obtaining expert status prior, while creating mental models. Examining the activation patterns of the cognitive processing will assist in determining when the user has obtained expert status on the task (Laudeman & Palmer, 1995). If neural activation patterns are examined, strategies can be put in place that will result in optimizing acquisition of the behavioural task. Monitoring users undergoing training will also provide projected timelines on how much time will be required to obtain expert status.  During the training phase, visuospatial working memory can be examined to determine if the proper cues are being viewed in the proper sequence in order for the user to properly obtain situational awareness. If scanning patterns are less than optimal, more resources may be required in order to process the excess information. The results from our experiment in section 3.5 indicate that users who are provided with extra information will consider and process the information prior to making a decision. Providing additional visual spatial information will result in increased cognitive processing for the user. In the instance of our teleoperated communication robot, when the operator had guided assistance, the level of cognitive activation decreases as less visuospatial information that required processing decreased. Perceptual awareness of an event involves activation of connection between parietal and frontal regions(J. Eriksson, Larsson, & Nyberg, 2008; Hogendoorn, Carlson, & Verstraten, 2011; Ko, Duda, Hussey, & Ally, 2013; Koivisto, Revonsuo, & Lehtonen, 2006). 
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Research has indicated that errors trigger a signature neuronal activation pattern (Luu, Tucker, & Makeig, 2004; Trujillo & Allen, 2007; van Veen & Carter, 2006; Yeung, Bogacz, Holroyd, Nieuwenhuis, & Cohen, 2007). Examining the neuronal activation pattern can assist in determining what the cause of the error was (section 2.3). If high levels of working memory caused the error, resulting in poor allocation of attentional resources, strategies or techniques can be put into place to reduce cognitive demand. Errors may be caused by increased cognitive demand, resulting in improper analysis of the situation or unfamiliarity with the situation. Cognitive processes involved in the training phase are summarized in Table 4.3. 
Table 4.3 Cognitive Processing in the Training Phase of Design 
Section Cognitive 
Processing 
Applied Application of Theoretical Concepts 2.3, 3.4  Novice/Expert User • Brain activation pattern differs between novice/expert users (Claudio Babiloni et al., 2010) 3.4, 3.5, 3.6 Visuospatial working memory • Visuo-spatial attention and working memory will determine which information will be suppressed (Hönegger et al., 2011) 3.4, 3.5, 3.6 Attention • Visual attention toward spatial location can assist in determining where information is placed (Thut, Nietzel, Brandt, & Pascual-Leone, 2006) 
• Users can be directed to where attentional focus should be and with no highlighted focus area, the user can determine which non-critical event requires attention 2.3, 3.5 Error • Improperly captured attention may result in an error (Imbert et al., 2014) 
• Error detection with error-related negativity(Trujillo & Allen, 2007; van Veen & Carter, 2006)  
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4.2.4 Implementation Phase of Design Once implemented, users should be at expert status and be experienced in interface use. Users who may not be experienced can be evaluated using neurophysiological techniques to determine what the cognitive processing activity is. This information can then be used to determine if the neural activity of the user will predict successful use of the interface. If monitoring of physiological measurements is maintained throughout normal operation, contingency plans can be put into place to counter potential errors, or alert the user when potentially high cognitive demand is required. Most research into this area involves assessment after the fact with corrective actions taken after a thorough analysis. Our research has indicated that users have consistent neural activation patterns across all tasks. With this knowledge a pre-emptive strategy can be put into place identifying potentially problematic activation patterns in advance of errors occurring. The interface should provide the relevant information to the user when required, but remain unobtrusive and in the background when not required. This will result in optimal loading for the user, as they would not be required to process extraneous information. In tasks that require vigilance, some actions may become rhythmic and automatic. When the user is then given a novel situation, and adjustment is required and the new information has to be assessed and a decision made. Results from section 2.2, 2.3 indicate increased activation when a user notices that something has changed and has to adapt from the current strategy. Active monitoring of neurophysiological measures can determine when the loss of vigilance (Kamzanova, Kustubayeva, & Matthews, 2014).  
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Table 4.4 Cognitive Processing in the Implementation Phase of Design 
Section Cognitive 
Processing 
Applied Application of Theoretical Concepts 2.3, 2.4, 2.5, 3.4, 3.5, 3.6 Attention • Increased demand will result in increased activation (A Fink, Grabner, Neuper, & Neubauer, 2005; Andreas Fink et al., 2009; Harmony et al., 1996; White, Congedo, Ciorciari, & Silberstein, 2012) 2.2, 2.3, 3.5, 3.6 Vigilance • Loss of vigilance during a task can result in errors. Increased mental workload leads to decreased vigilance (Proctor & Vu, 2010) 2.3, 3.5 Error • Monitoring system to determine when system intervention is required (Wilson & Russell, 2003b, 2007) 3.4, 3.5, 3.6 Working Memory • Task load can be measured using neurophysiological techniques (Gevins et al., 1998) 
• If task loads become too high strategies can be put into place that reduce cognitive load(McKendrick et al., 2015)   
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4.3 Future Direction  The next phase of research is to test a fully operational command console in the working environment to ascertain how real world operations relate to controlled laboratory conditions. The current state of the command console is late prototype development. The system has been designed with the next phase testing out the usability of the system when placed in a live situation with incoming data from the field. During this phase, the workers will be interviewed and videotaped during operation of the command console. In evaluation the operation of the command console, a cognitive walkthrough can be performed indicating the steps involved in a normal operation of the system. In the cognitive walkthrough the user action is recorded and the predicted system response is then identified. Workers at the current work site have already established a mental model for the operation of the stacker. The teleoperated system design should fit into the mental model that has been developed through the operator’s experience. The operator will be capable of using past experience and knowledge of the system in the operation of the newly developed teleoperated system. When the operator develops the mental model, they will imagine all of the steps involved in the startup and operation of the vehicle (D A Norman, 1987). The operator will evolve the model through operation.  One of the benefits of this system will be in training of the operators for the task. A replica command console can be created to train the operators of the vehicle and information can be fed into the system to allow for a simulated operational run 219  
 
of the teleoperated vehicle. Since the operators can be potentially trained on the same system, mental models will be developed that coincide with the real world applied setting.  Neurophysiological measurements can be performed during the training sessions and during live operation to better understand learning curves associated with the machinery. This will allow potential modifications and adaptations of the equipment if observations indicate that operators are using the command console in unanticipated manners (Grafton & Tipper, 2012).  Once the command console is fully operational and errors are eliminated the next phase of operation is the inclusion of a secondary vehicle to the command console. This will allow a single operator to supervise an excavator and stacker running in parallel. Designing the systems to be semi-autonomous will result in a reduced workload for the operator. 
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