Introduction
Over the last few decades, the prevalence of allergic diseases has greatly increased, especially among children. This is widely assumed to be due to modern living conditions in environments contaminated with allergy irritants (Zöllner et al. 2005 , Ng et al. 2009 ). Allergy patients have hypersensitive immune systems that react abnormally to usually harmless substances. Allergic reactions can be caused by a variety of factors, depending on genetic conditions, lifestyle and habits, foods, as well as geography and environmental conditions (Asher et al. 1995) .
Allergic asthma, which causes airway obstruction and inflammation, is a type of asthma triggered by allergens. Unlike non-allergic asthma, the symptoms of this type of asthma are associated with an allergic reaction involving the immune system. Many of the symptoms of allergic and non-allergic asthma are the same (coughing, wheezing, shortness of breath or from children under the age of 12. These data came in the form of 30 predictor variables, including personal factors, health behavior factors, living condition factors, family factors, and allergy-inducing factors. Akinbami et al. (2010) assessed the relationship between chronic outdoor air pollution exposure and childhood asthma in metropolitan areas across the US. They compiled 12-month average air pollutant levels for SO 2 , NO 2 , O 3 , and PM, and linked eligible children to pollutant levels for the previous 12 months for their county of residence. Similarly, the impact of air pollution on respiratory diseases in children with asthma was studied by Esposito et al. (2014) . YoussefAgha et al. (2012) studied the application of data mining techniques in determining if there is any relation between the prevalence of allergies among elementary school children and daily upper-air observations (i.e. temperature, relative humidity, dew point, and mixing ratio) as well as daily air pollution (CO, SO 2 , NO 2 , PM 10 , PM 2.5 , and O 3 ).
As the patients are distributed in space, results are improved if the spatial characteristics of the data are taken into account when studying the prevalence of allergies. Ayres-Sampaio et al. (2014) evaluated the relationship between asthma hospital admissions and several environmental variables in mainland Portugal using spatial data from remote sensing and spatial modeling. Their results suggest that asthmatic people living in highly urbanized and sparsely vegetated areas are at a greater risk of suffering severe asthma attacks that lead to hospital admissions. Gasana et al. (2012) conducted a meta-analysis to clarify the potential relationship between motor vehicle emissions and the development of childhood asthma. They concluded that living or attending school near high traffic density roads exposes children to higher levels of motor vehicle air pollutants, and that this increases the incidence and prevalence of childhood asthma and wheezing.
In this article, we use spatial data mining to study the effects of environmental variables on the prevalence of allergic asthma. Spatial data mining involves the development and application of novel computational techniques to analyze very large spatial databases (Buttenfield et al. 2001) . A major distinction of spatial data mining is that attributes of the neighboring objects influence each other, and thus must be taken into account. Furthermore, the location and extension of spatial objects define implicit relations of spatial neighborhoods (such as topological, distance, and directional relations), which are used by spatial data mining algorithms (Miller, Han 2001 ). Instead of a purely statistical approach, we take the spatial characteristics of the environment into account. Furthermore, rather than plain regression models, we use association rule mining as a more powerful tool to extract the associations between allergic asthma and air pollution (Karimipour, Kanani-Sadat 2015) .
Discovering association rules from data stored in spatial databases has been practiced in many research projects. Mennis and Liu (2003) explored spatiotemporal association rules among a set of variables characterizing the socioeconomic and land-cover changes in the Denver, Colorado region from 1970 to 1990. Shua et al. (2008) produced association rules in vegetation and climate-changing data of northeastern China. Ladner et al. (2003) studied the correlations of spatially related data such as soil types, and directional and geometric relationships through fuzzy spatial data mining in order to handle the spatial uncertainty of data. Finally, Calargun and Yazici (2008) analyzed the real meteorological data for Turkey recorded between 1970 and 2007 using spatiotemporal data cubes and the Apriori algorithm in order to generate fuzzy association rules.
In our approach, the places of residence of a group of allergic asthma patients, all from the Tehran metropolitan area, as well as the spatial characteristics of the environment (e.g. the location of parks, roads, and air pollution monitoring stations) were placed on the map. We then utilized spatial association rule mining to extract the associations between allergic asthma prevalence and air pollutants such as CO (carbon monoxide), SO 2 (sulfur dioxide), NO 2 (nitrogen dioxide), PM 10 and PM 2.5 (particulate matter with a diameter of <10μm and <2.5μm, respectively), and O 3 (ozone), as well as the distance of the respective place of residence from roads and the parks effect. With the "park effect", we mean the effect of park in increasing the risk of allergy prevalence due to vegetation, pollens, etc. We used fuzzy multi-dimensional association rule mining in order to involve many parameters, and to handle the uncertainty inherent in the attributes linked to the spatial data. Finally, these mined associations were used to analyze the effect of environmental variables on the risk of allergic asthma prevalence in the case study area.
The rest of the article is organized as follows: Section 1 introduces association rule mining and its related concepts, as used in our research methodology and implementation. In Section 2, the components of our research methodology are described in detail. The results for the case study are presented and discussed in Section 3. Finally, conclusion section contains concluding remarks and ideas for future research in this direction.
Preliminaries
This section briefly introduces association rule mining and its related concepts that are referred to in the rest of the article. Readers familiar with these concepts can skip this section.
association rule mining
Association rule mining seeks interesting association or correlation relationships among a large set of data items, i.e. certain data items that often occur together (Han et al. 2011 ). An association rule is an implication of the form A → B where A (the antecedent) and B (the consequent) are sets of predicates. For example, a rule like "the person who lives in area with very high amount of NO 2 and very high park effect, suffers from allergic asthma" is an association rule, and is expressed like this:
(NO 2 , very high), (park_effect, very high) → (allergic_asthma, yes) .
If there is only one type of predicate (e.g. park_ effect), the association rule is one-dimensional. Multidimensional association rules on the other hand involve more than one type of predicate.
The concepts of support and confidence determine if a rule is significant, reliable, and interesting. The support is the probability of an item in the database satisfying the set of predicates contained in both the antecedent and consequent; the confidence is the probability that an item that contains the antecedent also contains the consequent:
Furthermore, to reliably eliminate weak associations a correlation factor is defined to measure the degree of relation between A and B (Han et al. 2011) . The extracted rules are therefore evaluated as:
The Kulczynski, a measure to evaluate the correlation, is defined as (Kulczynski 1927) :
It always has a value between 0 and 1. A larger Kulc indicates stronger relation between A and B. Those association rules with a certain minimum significant support, confidence, and correlation are called strong association rules, and they are usually the ones considered in the decision-making process. A common influential algorithm for association rule mining is the so-called Apriori algorithm (Agrawal, Srikant 1994) .
A spatial association rule contains at least one spatial relationship in an antecedent or consequent predicate (Koperski, Han 1995) . For example, distance_to (road, near) is a spatial predicate that results in a spatial association rule.
Fuzzy association rule mining
Fuzzy association rule mining utilizes fuzzy sets to mine association rules in a given attribute data set. It provides more reliable associations rules (Intan 2007 , Intan et al. 2009 . A membership function defined for a fuzzy set is used to assign fuzzy values to each member (attribute). For example, a membership function for fuzzy "nearness" could be defined over distance as (Intan et al. 2009 ):
A fuzzy association rule consists of fuzzy data items. Using the previous definition of fuzzy nearness, an example of a multi-dimensional fuzzy association rule with the predicates distance_to, NO 2 and disease is (Intan et al. 2009 ):
If A and B are fuzzy data sets and d is a fuzzy data item, then the values of support, confidence, and correlation are extended to fuzzy association rule mining as (Intan 2007) :
where: μ x is the membership value of x, inf (S) is the infimum (i.e. the greatest lower band) of the fuzzy set S, and r is the number of items in the dataset.
Fuzzy spatial association rule mining
The need to handle imprecise and uncertain information concerning spatial data has been widely recognized (Goodchild and Gopal 1990) . Spatial uncertainty relates either to a lack of knowledge about the position and shape of an object with an existing, real boundary (positional uncertainty), or to the inability of measuring such an object precisely (measurement uncertainty) (Schneider 2008) . Many operations are applied to spatial data under the assumption that features, attributes, and their relationships have been specified in a precise and exact manner. However, inexactness often exists in the positions of features and the assignment of attribute values and may be introduced at various stages of data compilation and database development (Ladner et al. 2003) . A number of researchers using spatial databases have previously utilized fuzzy set approaches for their modeling of spatial data. Some early work by geographers in the 1970s utilized fuzzy sets in topics such as behavioral geography and geographical decision-making (Gale 1972; Leung 1979; Pipkin 1978; Burrough, Frank 1996) . However, the first consistent approach to the use of fuzzy set theory in regards to spatial data was developed by Robinson (1988) . In spatial association rule mining, uncertainty is involved in almost every step of data processing: from data pre-processing, through data conceptualization, to association rules extraction, which then leads to the final results. Intrinsically, all sources of uncertainty in data mining are reduced to interest measures (i.e. support, confidence, and correlation) for the final association rules. Using fuzzy sets in the mining of association rules from spatial databases is useful because fuzzy sets are able to model the uncertainty embedded in the meaning of the data (Calargun,Yazici 2008) . There are many problems in association rule mining, such as sharp boundaries, for which fuzzy association mining provides clear solutions (Jain et al. 2013 ).
Research methodology
This article analyzes the effect of environmental variables on the prevalence of allergic asthma by deploying fuzzy spatial association rule mining. Our case study is the Tehran metropolitan area. The steps of our research methodology are as follows ( Fig. 1): 
Data pre-processing
The air pollutants we are analyzing are CO, SO 2 , NO 2 , PM 10 , PM 2.5 , and O 3 . Their presence in the air was measured every hour for all of December 2013 by Tehran's air pollution monitoring stations (Fig. 2) . This data is cleaned by filling the gaps (using interpolation by a Fourier series), and by filtering the noises (using statistical methods). To reduce the massive volume of hourly data to a monthly representation of air pollutants, the monthly average of maximum values observed for each parameter on each day is computed. These values Fig. 1 . Research methodology are then used to produce a monthly pollution distribution map of Tehran for each air pollutant through Kriging spatial interpolation (Fig. 3) (Wackernagel 2003) .
To model the effect of distance to roads, we produced a map (Fig. 4a ) in which each point is assigned the distance to the nearest road. The same process was used to model the effect of parks (Fig. 4b) , using the following equation to quantify the effect of nearby parks:
where: T j is the effect of nearby parks for the point j, A i is the area of the park i, and d ij is the distance of the park i from the point j. Finally, the place of residence for the randomly selected 1000 patients who visited the "Tehran Public Children's Medical Clinic" in December 2013 are placed on the map (Fig. 5) , 284 number of which had allergic asthma. For each patient, a data item is stored that shows if he/she is suffering from allergic asthma. Moreover, having overlaid this map with the distribution maps of the air pollutants, the maps of parks effect and distance to roads, the estimated values for these variables are assigned to each point as data items (attributes).
Data conceptualization
Association rule mining can only deal with categorical (classified) data. Therefore, the data items assigned to the patients must be categorized. For the air pollutants, this is achieved through the air quality index (AQI), which is an indicator that characterizes air quality as "very high", "high", "moderate" and "low". As the categorization breakpoints used by AQI vary from one air pollutant to another (Table 1) , the following Equation is used to normalize the measured values (Mintz 2012): ( )
where: I p = the air quality index for the air pollutant p C p = the value measured for the air pollutant p BP Hi = the first break point greater than C p BP Lo = the first break point less than C p I Hi = the air quality index for BP Hi I Lo = the air quality index for BP Lo In order to deal with sharp break points between the categories, fuzzy labels are assigned to the data items. Using the concept of fuzzy sets, we consider the uncertainty and errors that may exist in the data. At the first stage of raw data pre-processing, uncertainty is introduced by the positions of the air pollution monitoring stations, the values measured by the stations, and the interpolation function used for estimated lost data. At the stage of data conceptualization, uncertainty is introduced by applying the spatial interpolation function (Kriging). Additionally, uncertain boundaries may occur in the decomposition of numerical data into different categories.
The membership function illustrated in Figure 6a classifies the distance to roads into "very near", "near", "medium", and "far". For instance, based on Figure 6a , if the distance to a road is 60 m, the membership of this value to the class "very near" is 1, and to the other classes it is 0. For a distance of 175 m, the membership of this value to the class "very near" is 0.2, to the "near" class it is 0.75, and to the other classes it is 0. The same process classifies the effect of parks into "very highly affected", "highly affected", "moderately affected", and "lowly affected" (Fig. 6b) . The membership functions are defined based on the study data, i.e., each class has approximately equal area.
Fuzzy data cube construction
The multi-dimensional data cube is a common organization form of data for data mining in data warehouse (Han et al. 2011 , Ladner et al. 2003 ). An ndimensional data cube is an n-dimensional database where each dimension illustrates an attribute, and each cell stores the number of tuples that have that attribute value (Han et al. 2011) .
Here, we deal with the data cube as a fuzzy object in order to optimally discover the knowledge (Ladner et al. 2003) . In this case, each cell contains the sum of the minimum of the membership values of the corresponding fuzzy labels. For example, suppose there are two attribute predictors a and b. Consider Table 2 that shows the membership values of five data items "1" to "5" to a and b; each may have two fuzzy labels: a1 and a2 for a and b1 and b2 for b. Here, each cell shows the membership value of that attribute to the corresponding fuzzy label. Table 3 shows the computation of the (a1, b1) membership value for each data item. This process is done for all combinations of a and b fuzzy labels, which finally results in the data cube illustrated in Table 4 .
For our case study data, we constructed a 9-D data cube whose dimensions are spatial characteristics of the residence location of the patients (i.e. air pollution, park effect and distance to roads), as well as a binary value indicating whether he/she is suffering from allergic asthma.
Fuzzy spatial association rule mining
Having constructed our fuzzy data cube, the association rules between allergy prevalence and spatial characteristics of the residence location are extracted, along with their supports, confidences, and correlations (as described in Section 1). Since we are interested in antecedents that result in allergic asthma, we only keep those rules whose consequence is "(allergy, yes)", such as:
[(PM 2.5 , very high), (park_effect, very high)] → (allergy, yes)
risk analysis
The extracted association rules are now used to analyze the effect of environmental variables on the risk of allergic asthma prevalence and to produce the spatial risk map of allergic asthma prevalence in the entire city of Tehran. For this, the GIS-fuzzy integration is used as follows (Ross 2009 ).
The support and confidence thresholds are set to zero in order to collect all the association rules (no matter how supportive and confident they are). The Kulczynski correlation factor of each rule is normalized to [0, 100] and fuzzified using the function shown in Figure 7 . Table 5 illustrates three of the association rules along with their corresponding fuzzy rules and Kulczynski categories.
Fuzzy inference is the process of mapping a given input to an output using fuzzy logic. Given the two following sample rules, we describe the calculation of risk of allergic asthma for a sample point P on the map based on Mamdani's fuzzy inference method (Akgun et al. 2012 , Mamdani, Assilian 1975 .
The numerical values for "distance to road" and "effect of park" were extracted for point P from the maps produced in section 2.1, and are 150 m and 0.001, respectively. Fuzzy output is then calculated according to the fuzzy rules. Figs 8a and 8b show the output of rules #1 and #2 respectively for point P. Note that in the rules with an AND connector, which is the case for rule #2, the minimum of the membership values is considered (Fig. 8b) . The result of the fuzzy inference is a fuzzy subset composed of the slices of normalized Kulczynski: k6 (red) and k4 (brown). To assign a crisp value, among several methods, the centroid of the area is considered. Finally, the risk of allergic asthma prevalence for point P according to the above two rules is estimated, which is 46.76% (Fig. 8c) .
We utilized the Fuzzy Logic Design toolbox of Matlab R2012b to calculate the risk of allergic asthma prevalence in the entire city of Tehran. Having defined the fuzzy rules, the maps of those air pollutants that affect allergic asthma (Fig. 3) , induced by our association rule mining, as well as the maps of park effect and distance to road (Fig. 4) are combined through the Mamdani fuzzy inference method (Fig. 9 ) to compute the Kulczynski relation factor for each point of the city, from which the risk map of allergic asthma prevalence is produced.
Results and discussion
Applying the procedure described in Section 2 to the data set provided 60 association rules between allergic asthma prevalence and the environmental variables of December 2013, some of which are illustrated in Table 6 (the minimum support and confidence thresholds were respectively defined as 5% and 30%, by practice). For example, rule #5 with 6.78% support and 75.89% confidence says that 6.78% of the total sampling population lives in locations where the amounts of NO 2 and PM 2.5 and the effect of nearby parks are very high, and that they are suffering from allergic asthma; this is true Based on the extracted rules, the "park effect" and "distance to roads" as well as the levels of CO, NO 2 , PM 10 , and PM 2.5 affected the prevalence of allergic asthma in December, while SO 2 and O 3 showed no significant relation. According to the extracted associations, the rules that include "(NO 2 , very high)" or "(CO, very high)" have greater confidence compared to those that do not have these pollutants, thus these pollutant specifically have a more adverse impact on allergic asthma. Considering that the rules that include "(PM 10 , very high)" have less confidence than other rules, the adverse impact of this pollutant is less than that of others. On the other hand, the rules that include "(park_ effect, very high)" and for which at least one of the air pollutants is high (e.g. rules #2, #4 and #6) has greater confidence compared to those that only have one of these components (e.g. rules #1, #3 and #7). Other research on air pollution and allergic asthma cements this assertion: environmental pollution influences pollen allergenicity (Bartra et al. 2007 ). Scientific evidence shows that pollen in heavily polluted zones expresses a larger amount of proteins described as being allergenic, compared to areas characterized by less pollution (Armentia et al. 2002 , Cortegano et al. 2004 , D' Amato 2000 . In effect, the allergenicity of such aeroallergens may be increased, their transport may be favored, and even their atmospheric concentration may be increased secondary to a rise in their production or exposure time (Bartra et al. 2007 ). On the other hand, rules # 10 and #11, which contain "(road, very near)", have no significant increase in confidence as the effect of this parameter already manifested in an increase of air pollutants. Considering that the best approach for treatment of allergic disease is avoiding the allergic irritant, to improve allergic asthma, patients are recommended to avoid living near the park and polluted areas. According to the discovered rules, people who live in areas with higher amounts of CO, NO 2 , PM 10 , and PM 2.5 , and near to parks, have the highest risk of allergic asthma prevalence.
Finally, the process described in subsection 2.5 provided 2148 fuzzy rules for December, which yields the risk map for the effect of environmental variables on the prevalence of allergic asthma in Tehran for December. This map visually agrees with the epidemiology of asthma prevalence in Tehran, which was certified by the clinic's doctors.
Conclusions and future work
This article uses fuzzy spatial association rule mining to investigate the relation between the prevalence of allergic asthma and certain environmental variables. Through that relation, we were able to produce a risk map that shows the effect of those environmental variables on the prevalence of allergic asthma. The results for the case study (i.e. the Tehran metropolitan area) show that by considering the spatial distribution of the patients as well as the fuzzy definition of data items (i.e. attributes) allowed us to extract more reliable associations, and consequently arrive at more valuable interpretations of the data. The visualized risk map of Tehran could help allergic asthma patients avoid exposure to allergy irritants. However, as air pollution conditions (and pollen load as well) vary over time, the extracted rules and the map they produced apply only to December, and may not be applicable to other months.
In addition, for this study we only involved the distance to parks and roads as spatial characteristics that may affect air pollution and allergic asthma. Including other spatial characteristics as well may further improve the results. On the other hand, the hourly data provided by the air pollution stations was integrated to only one AQI (air quality index) for each parameter and each month, in order to avoid heavy computation loads. This integration may result in ignoring the sub-monthly variations of air quality. Considering finer time intervals (e.g. daily) may provide more realistic results. Lastly, more efficient risk assessments, i.e. involving more effective parameters, may be used to produce more reliable vulnerability maps. 
