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ABSTRACT
This survey part of a thesis outlines the background of the problems in-
vestigated in the thesis, and summarizes the main results of the papers.
The heart of the papers lies in improvements of the regularity methods
of the variable exponent p-Laplace equation
div(p(x)|∇u|p(x)−2∇u) = 0
and its generalizations. These methods are also applied to the non-linear
potential theory based on the variable exponent p-Laplace equation.
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1 Introduction
Both variable and constant exponent Lebesgue spaces date back to the
early years of the twentieth century. The Lebesgue space Lp with a con-
stant exponent p was first formulated by Riesz in 1910 [51], while the
Lp(x) space with a variable exponent p(x) was first mentioned by Orlicz
in 1931 [49].
As a look at history (for example [19, Section 1.1], [20, Section 1])
shows, subsequent interest in this more general case has not been quite
as intense as with the constant-exponent case. The norm of these spaces
was not introduced until 1979 (the Luxemburg norm, by Sharapudinov
in [55]); the definitive paper on the basic properties of variable exponent
spaces is that of Kova´cˇik and Ra´kosnı´k [43], from 1991.
The recent interest in variable exponent spaces has in part been due
to the discovery of the ”proper” degree of regularity for the exponent,
and in part to the discovery of this field’s applicability. Minimizers with
a variable exponent were first considered in 1994 by Zhikov, Kozlov and
Oleinik in the context of homogenization [59]. Variable exponent energy
minimizers have since found applications in the theory of electrorheolog-
ical fluids, that is fluids whose properties depend on an external electric
field analogous to the variation of the exponent, as well as in the theory of
image restoration, where removing noise from an image requires sensi-
tivity to local image information. The former application was introduced
by Rajagopal and Ru˚zˇicˇka [50, 52]; see also [4, 6] and Chapter 14 in [19].
The latter application was introduced by Chen, Levine and Rao [13]; a
sampling of subsequent research can be found in [1, 12, 34].
This thesis consists of four papers [I]-[IV] and a survey part. The heart
of the dissertation lies in the improvements to the regularity methods of
the variable exponent p-Laplace equation and its generalizations. These
methods are also applied to the non-linear potential theory based on the
variable exponent p-Laplace equation. Chapter 2 of this survey part out-
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lines the background of variable exponent Lebesgue and Sobolev spaces.
Chapter 3 explains the general nature of the problems investigated in the
papers, and outlines results known prior to them. Chapter 4 provides
summaries of the four papers themselves.
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2 Variable exponent spaces
2.1 ELEMENTARY NOTATIONS
We write Rn for the n-dimensional Euclidean space, and use u and f to
represent functions from subsets of Rn to R.
We use the notation A  B to indicate that A is a compact subset of B,
and the notation B(x, r) for the open ball of center x and radius r. If the
center is fixed, we write Br.
We denote the integral average of a function f over set A by
−
∫
A
f dx :=
1
|A|
∫
f dx,
and the support of f as
spt f := { f = 0}.
For a function p with values on the interval ]1,∞[, we write p′ for its
Ho¨lder conjugate, defined pointwise by 1/p(x) + 1/p′(x) = 1, and p∗ for
its Sobolev conjugate, defined pointwise as
p∗(x) =
np(x)
n− p(x)
when p(x) < n and otherwise as ∞.
2.2 VARIABLE EXPONENT LEBESGUE AND SOBOLEV SPACES
Let Ω ⊂ Rn be open and bounded, and let p : Ω→ [1,∞[ be measurable.
We define the variable exponent Lebesgue space Lp(·)(Ω) with the exponent p
as the set of those functions u : Ω→ R for which
ρ(u) :=
∫
Ω
|u|p(x) dx < ∞. (2.2.1)
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We call the value of (2.2.1) the modular of u, and define the Luxemburg norm
for variable exponent Lebesgue spaces as
‖u‖p(x) := inf {λ > 0 | ρ(u/λ) ≤ 1} .
In the variable exponent case, Ho¨lder’s inequality (see Lemma 3.2.20 in
[19]) takes the form ∫
Ω
| f g| dx ≤ 2‖ f ‖p(·)‖g‖q(·),
where q is the pointwise conjugate of p in Ω, i.e. 1/p(x) + 1/q(x) = 1.
By Ho¨lder’s inequality we have Lp(·)(Ω) ⊂ Lq(·)(Ω) if q(x) ≤ p(x) for
almost every x ∈ Ω, since we assume that Ω is bounded.
To pass between the variable exponent norm and the modular, we
have the inequalities
min
(
‖u‖p+p(·), ‖u‖
p−
p(·)
)
≤ ρ(u) ≤ max
(
‖u‖p+p(·), ‖u‖
p−
p(·)
)
;
see Theorem 1.3 in [26]. We also know that the Lebesgue space Lp(·)(Ω)
with the Luxemburg norm ‖ · ‖p(·) is a Banach space. We write p+ for
supΩ p and p
− for infΩ p, and p+U and p
−
U when considering supremums
and infimums over U ⊂ Ω. In this thesis, we assume throughout that
1 < p− ≤ p+ < ∞.
We write Lp(·)loc (Ω) for the local Lebesgue space, the space of functions
which are in Lp(·)(U) for all open sets U  Ω.
We define the variable exponent Sobolev space W1,p(·)(Ω) to be the space
of functions u ∈ Lp(·)(Ω) such that their weak gradient ∇u exists and
|∇u| ∈ Lp(·)(Ω). In the Sobolev space, we use the norm
‖u‖1,p(·) := ‖u‖p(·) + ‖∇u‖p(·).
With this norm, the Sobolev space is a Banach space. We writeW1,p(·)loc (Ω)
for the local Sobolev space, the space of functions which are in W1,p(·)(U)
for all open sets U  Ω.
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For E ⊂ Rn we write
Sp(·)(E) =
{
u ∈W1,p(·)(Rn) : u ≥ 1 in an open neighbourhood of E}
and define the Sobolev p(·)-capacity of E to be the number
Cp(·)(E) = inf
u∈Sp(·)(E)
∫
Rn
|u|p(x) + |∇u|p(x) dx.
We choose Cp(·)(E) = ∞ if Sp(·)(E) = ∅.
We say that a given property holds p(·)-quasieverywhere (p(·)-q.e.) if it
holds outside a set of p(·)-capacity zero, and we call a function u : Ω →
[−∞,∞] p(·)-quasicontinuous in Ω if for every ε > 0 there exists an open
set U with Cp(·)(U) ≤ ε so that u is continuous when restricted to Ω \U.
Finally, we write W1,p(·)0 (Ω) for the variable exponent Sobolev space with
zero boundary values. By definition u belongs in W1,p(·)0 (Ω) if there exists
a p(·)-quasicontinuous function u˜ ∈ W1,p(·)(Rn) such that u = u˜ almost
everywhere in Ω, and u˜ = 0 p(·)-quasieverywhere in Rn \Ω.
For general surveys of basic variable exponent results, the standard
references are the articles by Kova´cˇik and Ra´kosnı´k [43] and Fan and
Zhao [26]. A more comprehensive account can be found in the recent
book by Diening, Harjulehto, Ha¨sto¨ and Ru˚zˇicˇka [19].
2.3 THE REGULARITY OF THE EXPONENT
Zhikov ( [58], [57]) observed that smooth functions are not dense in a
variable exponent Sobolev space unless we assume sufficient regularity
of the exponent. In this case the minimal values of variational integrals
can be different for smooth and for variable exponent solutions.
Other tools that do not work without a sufficient regularity assump-
tion on p includemollification, the Riesz potential, singular integrals, and
the Hardy-Littlewood maximal operator. These subjects go beyond the
scope of this thesis; we refer the reader to Section 4.7 in [19]. However,
the lack of such advanced tools wouldmake the study of general variable
exponent spaces very difficult.
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The commonly used and sufficient degree of regularity for the study
of variable exponent Sobolev spaces was introduced by Zhikov. It is
called logarithmic Ho¨lder continuity (log-Ho¨lder continuity). The discov-
ery of the log-Ho¨lder condition was, in the words of [20], one of ”several
factors that contributed to start a period of systematic intense study of
variable exponent spaces” at the turn of the millennium.
Logarithmic Ho¨lder continuity is defined by requiring that
|p(x)− p(y)| ≤ C− log(|x− y|)
for all x, y ∈ Ω, |x− y| ≤ 1/2, for some constant C. Log-Ho¨lder continu-
ity clearly implies continuity.
With this condition, C∞0 (R
n) is dense in W1,p(·)(Ω); see Theorem 3
in [53] and Theorem 3.2 in [25]; and W1,p(·)0 (Ω) as defined above is the
same set as the completion of C∞0 (Ω) with respect to the ‖ · ‖1,p(·)-norm.
Diening showed in [18] that the Hardy-Littlewood maximal operator is
bounded on Lp(·) if p is logarithmically Ho¨lder continuous.
Finally, p is logarithmically Ho¨lder continuous in Ω if and only if
R−(p
+
B−p−B ) ≤ C
for balls B = B(x0, 2R)  Ω and some constant C.
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3 Weak Harnack estimates
3.1 WEAK HARNACK ESTIMATES FOR THE CONSTANT EXPO-
NENT
The constant exponent Laplace equation is themost important of all second-
order partial differential equations. Its generalization, the p-Laplace equa-
tion with any 1 < p < ∞,
div(|∇u|p−2∇u) = 0, (3.1.1)
is less well-known, but has been extensively studied as an important pro-
totype of a non-linear elliptic equation. By non-linearity we mean that
the sum of two solutions of (3.1.1) is not in general a solution of (3.1.1)
when p = 2. Solutions, however, remain solutions when multiplied by a
constant.
For an extensive account of the history and potential theory of the p-
Laplace equation see the book of Heinonen, Kilpela¨inen and Martio [39]
and the monograph of Lindqvist [45].
One of the key properties of the solutions of the p-Laplace equation is
the fact that any continuous solution u of (3.1.1) in an open set Ω ⊂ Rn
satisfies Harnack’s inequality
sup
B
u ≤ C inf
B
u
with some constant C depending only on n and p if B is an open ball with
2B ⊂ Ω. Harnack’s inequality implies local Ho¨lder continuity and is an
important tool for the potential theory of the p-Laplace equation. In the
non-linear case the proof of Harnack’s inequality is based on two weak
Harnack estimates. One (the infimum estimate) holds for supersolutions
and the other (the supremum estimate) for subsolutions. The former also
plays an important role in the development of the potential theory of p-
superharmonic functions.
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There are two well-known methods which lead to the weak Harnack
estimates for the p-Laplace equation. Both of these methods can also be
applied in more general cases.
In his pioneering work [16] De Giorgi established local bounds and
Ho¨lder estimates for functions satisfying certain integral inequalities; this
approachwas extended to awide range of quasilinear elliptic and parabo-
lic equations by Ladyzenskaya and Uralt’zeva [44]. The most general
proof of Harnack’s inequality based on the De Giorgi method was given
by DiBenedetto and Trudinger [17]. They considered general De Giorgi
classes defined as a set of functions satisfying a Caccioppoli-type inequal-
ity. It is well-known (see [44]) that quasiminimizers of variational inte-
grals as well as weak solutions of quasilinear elliptic equations belong to
their De Giorgi classes under quite general structural conditions.
We recall the definition of a De Giorgi class from [17].
Definition 3.1.2 Let Ω ⊂ Rn be open and let p > 1. The De Giorgi classes
DG±p (Ω) are defined as sets of those functions u ∈ W1,ploc (Ω) which satisfy for
all BR ⊂ Ω, ρ ∈ (0, 1) and k ≥ 0 the inequality∫
BρR
|∇(u− k)±|p dx
≤γ
(
1
(1− ρ)pRp
∫
BR
|(u− k)±|p dx+ (χp + (R−αk)p)|A±k,R|1−
p
n+
)
.
Here γ,χ and  are non-negative constants with 0 <  ≤ p/n, α = n/p, and
A±k,R = {x ∈ BR | (u− k)± > 0}.
The De Giorgi class DGp(Ω) is defined as the intersection of the plus and minus
classes.
The following weak Harnack estimates were proved in [17].
Theorem 3.1.3 Let u ∈ DG±p (Ω), BR ⊂ Ω. Then for any ρ ∈ (0, 1) and
q > 0
sup
BρR
u± ≤ C(1− ρ)−p/q
((
−
∫
BR
(u±)q dx
)1/q
+ χRα
)
,
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where C depends only on p, n,γ,  and q.
Theorem 3.1.4 Let u ≥ 0 and u ∈ DG−p (Ω), BR ⊂ Ω. Then there exists a
q > 0 depending only on p, n,γ and  such that for any ρ, τ ∈ (0, 1) we have(
−
∫
BρR
uq dx
)1/q
≤ C
(
inf
BτR
u+ χRα
)
,
where C depends only on p, n,γ, , ρ and τ.
Combining Theorems 3.1.3 and 3.1.4 gives the general version of Har-
nack’s inequality.
Theorem 3.1.5 Let u ≥ 0 and u ∈ DGp(Ω), BR ⊂ Ω. Then for any ρ ∈
(0, 1)
sup
BρR
u ≤ C
(
inf
ρR
u+ χRα
)
,
where C depends only on n, p,γ,  and ρ.
Using a different approach, Moser [47, 48] established Harnack’s in-
equality for linear elliptic equations. This technique was extended to the
case of general equations by Serrin [54] and Trudinger [56].
3.2 THE VARIABLE EXPONENT ENERGY INTEGRAL
The variable exponent p(·)-energy integral is defined by
F (u,Ω) =
∫
Ω
|∇u|p(x) dx
for any u ∈W1,p(·)loc (Ω).
Definition 3.2.1 We say that u ∈ W1,p(·)loc (Ω) is the local minimizer of the
p(·)-energy integral if for every open set D  Ω and for every v ∈W1,p(·)(D)
with compact support in D we have
F (u,D) ≤ F (u+ v,D). (3.2.2)
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More generally, we call u a Q-quasiminimizer of the p(·)-energy integral if for
every open set D  Ω and for every v ∈W1,p(·)(D) with compact support in D
F (u,D) ≤ QF (u+ v,D) (3.2.3)
holds for some constant Q ≥ 1. Further, we call u a quasisuperminimizer (re-
spectively, a quasisubminimizer) if (3.2.3) holds under the additional assump-
tion v ≥ 0 (respectively, v ≤ 0).
It is immediate that a function is a quasiminimizer if and only if it is
both a quasisuper- and a quasisubminimizer.
The Euler-Lagrange equation related to the p(·)-energy integral takes
the form
div(p(x)|∇u|p(x)−2∇u) = 0, (3.2.4)
which is called the p(·)-Laplace equation; see [32]. For us the multiplier
p(x) is irrelevant, since our results are based on inequalities and we as-
sume that p is bounded. Both the p(·)-minimizing condition, and the
p(·)-Laplace equation integral and the equation have been studied exten-
sively; see [3,15,21,24,32,38] for the former and [5,7–9,22,23,27,28,36,58]
for the latter.
We say that u ∈W1,p(x)loc (Ω) is a (weak) supersolution of (3.2.4) in Ω if∫
Ω
p(x)|∇u|p(x)−2∇u · ∇ϕ dx ≥ 0
for every nonnegative test function ϕ ∈ C∞0 (Ω). The function u is called
a subsolution if −u is a supersolution and a solution if u is a super- and a
subsolution.
3.3 MOSER’S METHOD FOR VARIABLE EXPONENT QUASIMIN-
IMIZERS
Both the Moser method and the De Giorgi method have been used to ob-
tain local Ho¨lder continuity orweakHarnack estimates for p(·)-solutions.
Alkhutov [7] seems to have been the first; he obtained the followingweak
Harnack inequality based on Moser’s method.
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Theorem 3.3.1 Let u be a non-negative p(·)-solution inΩ. Then the inequality(
−
∫
B2R
uq dx
)1/q
≤ C
(
inf
BR
u+ R
)
is valid for any q > 0 if B4R ⊂ Ω. The constant C depends on n, p, q, and
supB4R |u|.
Harjulehto, Kinnunen and Lukkari [36] modified Alkhutov’s ideas
and obtained the following weak Harnack inequality for supersolutions
of the p(·)-Laplace equation. The new feature here is that the constant C
depends on the Lq-norm of u instead of the L∞-norm; the exponent q > 0
can be made arbitrarily small by sufficient localization.
Theorem 3.3.2 Assume that u is a nonnegative supersolution of (3.2.4) in B4R,
1 < q < n/(n− 1) and s > p+B4R − p−B4R . Then there exists a q0 > 0 so that(
−
∫
B2R
uq0 dx
)1/q0
≤ C
(
ess inf
BR
u(x) + R
)
.
The constant C depends on n, p, q, and the Lq
′s(B4R)-norm of u.
Similar argumentation as in [36] also gives the supremum-estimate
for p(·)-subsolutions. The following result (which holds even for the case
p− = 1) was obtained in [35].
Theorem 3.3.3 Let p be bounded and log-Ho¨lder continuous with 1 ≤ p < ∞.
Let BR be a ball with B4R ⊂ Ω and let u be a subsolution of (3.2.4). Assume
s > p+B4B − p−B4B . Then
ess sup
BR
|u| ≤ C
((
−
∫
B2R
|u|t dx
)1/t
+ |BR|1/n
)
for every t > 0, where C depends only on n, p+,Clog, t and the Lns(B4R)-norm
of u.
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The weak Harnack estimates above lead to the following Harnack’s
inequality.
Theorem 3.3.4 Let BR be a ball with B4R ⊂ Ω and let u be a solution of (3.2.4).
Let 1 < q < n/(n− 1) and s > p+B4R − p−B4R be constants. Then
ess sup
BR
|u| ≤ C
(
ess inf
BR
u+ R
)
,
where C depends on n, p, q, and the Lq
′s(B4R)-norm of u.
Remark 3.3.5 It is known that the constant C in a variable exponent Harnack’s
inequality cannot be independent of u; see Example 3.10 in [36]. It is not known
whether a variable exponent Harnack’s inequality can be proven without the
additional radius term R on the right-hand side. Theorem 13.1.13 in [19] omits
R in a one-dimensional case, but the argumentation cannot be generalized to
higher dimensions.
The approach above can be extended to the case of A-solutions; see
[19], Section 13.4. Paper [II] proves Harnack’s inequality for solutions
whose structural assumptions are essentially more general than those of
A-solutions.
3.4 DEGIORGIMETHODFORVARIABLE EXPONENTQUASIMIN-
IMIZERS
We list here the development of regularity results based on the De Giorgi
method for quasiminimizers of variational integrals with p(·)-growth.
Acerbi and Fusco [2] were apparently the first to use the De Giorgi
method in the variable exponent case. They proved local boundedness
forminimizers of variable exponent functionals, including the p(·)-energy
integral, provided that p took only two values. Harjulehto et al. [37] used
the method to prove Harnack’s inequality for quasiminimizers of the
p(·)-energy integral, adapting the constant exponent approach of DiBe-
nedetto and Trudinger [17] to the variable exponent case.
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The more general case is to consider functionals of the type
F (u,Ω) :=
∫
Ω
f (x,∇u) dx (3.4.1)
with some growth condition for f which extends the condition
f (x,∇u) = |∇u|p(x).
In the general case we define minimizers and super/sub-minimizers as
we did for the p(·)-energy in Definition 3.2.1, but replace F (u,Ω) with
(3.4.1).
In thismore general case, several authors have studied the local Ho¨lder
continuity of the minimizers. Acerbi and Mingione [3] considered the
minimizers of a functional with the growth condition
|z|p(x) ≤ f (x, z) ≤ L(1+ |z|p(x))
and proved C0,α-continuity for any 0 < α < 1.
Fan and Zhao [24] proved local boundedness and Ho¨lder continuity
for local minimizers using the De Giorgi method, supposing the growth
condition
|z|m(x) − b(|u|r(x) + 1) ≤ f (x, u, z) ≤ a|z|m(x) + b(|u|r(x) + 1),
where a and b are positive constants.
Fan and Zhao continued their research in [25], showing Ho¨lder conti-
nuity for quasiminimizers with the growth condition
a0|z|m(x) − b|u|r(x) − g(x) ≤ f (x, u, z) ≤ a|z|m(x) + b|u|r(x) + g(x).
Here a, a0 and b are nonnegative constants and g is a nonnegative inte-
grable function.
Chiado` Piat and Coscia [14] proved Ho¨lder continuity for quasimini-
mizers supposing the growth condition
c1(|z|a(x) − |u|r(x) − 1) ≤ f (x, u, z) ≤ c2(|z|a(x) + |u|r(x) + 1).
Observe that none of these papers considered weak Harnack esti-
mates comparable to those of DiBenedetto and Trudinger [17]. Paper [III]
proves the local boundedness of minimizers under more general struc-
ture assumptions than those mentioned above.
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3.5 STRONGMINIMUM PRINCIPLE
In potential theory, superharmonic functions are often defined through
a comparison with harmonic functions. For the constant exponent p-
Laplace equation such a definitionwas first given byGranlund et. al. [31].
We extend here the definition to the case of the p(·)-Laplace equation.
Definition 3.5.1 We say that a function u : Ω→ (−∞,∞] is p(·)-superhar-
monic in Ω if
1. u is lower semicontinuous,
2. u is finite a.e. in Ω, and
3. the comparison principle holds: Let U  Ω be an open set. If h is a p(·)-
solution in U and continuous in U, and if u ≥ h on ∂U, then u ≥ h in
U.
In the constant exponent case, condition (ii) is replaced by the require-
ment that u ≡ ∞ in each component of Ω.
In this dissertation, p(·)-superharmonic functions are related to pa-
pers [IV] and [I]. In the latter paper, which considers the strongminimum
principle, the weak Harnack infimum-estimate plays a central role.
To see this, let us first consider the constant exponent p > 1. Assume
that u is a non-negative p-superharmonic in a connected open set Ω ⊂
Rn. The strong minimum principle states that either u > 0 in Ω or u ≡ 0
in Ω. To conclude this, recall that u satisfies the following weak Harnack
inequality (see Theorem 3.59 [39]): For any 0 < s < n(p− 1)/(n− p), we
have (
−
∫
BR
us dµ
)1/s
≤ C inf
BR
u (3.5.2)
whenever 4BR ⊂ Ω. Here C depends only on n, p, and s.
Now, let U = { x ∈ Ω : u(x) = 0 }. Assume on the contrary that
U = ∅ and Ω \U = ∅. Then (3.5.2) implies that U is open. Since Ω \U
is open by the lower semicontinuity of u, we conclude that Ω is a union
of two non-empty open sets. This contradicts our assumption.
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This easy reasoning fails, however, in the variable exponent case be-
cause of the additional term R on the right-hand-side of the weak Har-
nack estimate. In fact, the strong minimum principle seems to be a hard
problem in the variable exponent case.
In [27], Fan, Zhao and Zhang proved the following strong minimum
principle.
Theorem 3.5.3 Let p ∈ C1(Ω), and let u be a weak supersolution of the p(x)-
Laplace equation, u ≥ 0 a.e. in Ω and not identically zero in Ω. Then for any
nonempty compact set K ⊂ Ω there exists a positive constant c such that u ≥ c
a.e. in K.
Paper [I] improves this result in an essential way.
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4.1 PAPER [I]: THE STRONG MINIMUM PRINCIPLE FOR QUA-
SISUPERMINIMIZERS OF NON-STANDARD GROWTH
The main result of [I] states that the quasisuperminimizers of the p(·)-
Dirichlet energy integral ∫
Ω
|∇u|p(x) dx
satisfy the strong minimum principle; see Theorem 4.1.14.
4.1.1 Regularity of quasisuperminimizers for log-Ho¨lder continuous
exponents
We first recall some auxiliary results for quasisuperminimizers. We as-
sume throughout this summary that p is log-Ho¨lder continuous, p− > 1,
and Ω ⊂ Rn is a bounded open set.
Definition 4.1.1 Let K ≥ 1. A function u ∈W1,p(·)loc (Ω) is a K-quasiminimizer
in Ω, if ∫
{v =0}
|∇u|p(x) dx ≤ K
∫
{v =0}
|∇(u+ v)|p(x) dx
for all functions v ∈ W1,p(·)(Ω) with a compact support in Ω. If the inequality
holds for all non-negative (respectively, non-positive) v, then u is called a K-
quasisuperminimizer (respectively, K-quasisubminimizer) in Ω.
We list the auxiliary results necessary for the proof of the main theo-
rem.
Lemma 4.1.2 If u is a K-quasisuperminimizer inΩ and α ∈ R, thenmin(α, u)
is a K-quasisuperminimizer in Ω.
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We work in a cube Q := Q2R  Ω. We assume that R ≤ 12 , 1 < q <
n
n−1 , and choose Q to be so small that∫
Q
|u|p(x) dx ≤ 1 and
∫
Q
|∇u|p(x) dx ≤ 1. (4.1.3)
Under these assumptions, we write
ε = 1− qp−/(p−)∗ and δ = p−/p+ + ε− 1. (4.1.4)
Note that p+ and p− may be viewed as p+Q and p
−
Q since we are only
concerned with Q.
We recall from [37] the following weak Harnack estimate, their The-
orem 4.13. Note that only the quasisubminimizing property is needed
here.
Theorem 4.1.5 Let u be a quasisubminimizer inΩ and let s > p+− p−. Then
for every l ∈ (0, qp−) and ρ < R,
ess sup
Qρ
u ≤ k0 + C
(
1
(R− ρ)n
∫
QR
(u− k0)l+ dx
)δ/((ε−δ)qp−+lδ)
.
The constant C depends on l, n, p(·), q, K and the Lq′s(Q)-norm of u.
Theorem 4.1.5 leads to the following homogenized weak Harnack in-
equality; see [37, Theorem 5.7].
Theorem 4.1.6 Let u be a nonnegative quasisuperminimizer in Ω. Then there
exists an exponent h > 0 and a constant C, both depending on n, p(·), q, K, and
the Lq
′s(Q)-norm of u, such that(
−
∫
Q(x0,R)
uh dx
)1/h
≤ C( ess inf
Q(x0,R/2)
u+ R)
for every cube Q(x0,R) for which Q(x0, 10R) ⊂ Ω, R ≤ 12 and (4.1.3) holds.
The following auxiliary result is proved in essentially the same way
as in the constant exponent case.
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Lemma 4.1.7 Let u be a quasisuperminimizer in Ω. Then
u∗(x) := lim
r→0
ess inf
B(x,r)
u
defines a lower semicontinuous representative of u. Moreover, if u is essentially
locally upper bounded, then u∗ has Lebesgue points everywhere in Ω.
4.1.2 Regularity of quasisuperminimizers
This section includes a new version of the weak Harnack estimate with
more precise control of the error term based on the modulus of continuity
of the exponent p. If p is log-Ho¨lder continuous, then we again obtain the
previous results of [37].
We assume throughout this section that p is log-Ho¨lder continuous
with p− > 1 and, in addition, satisfies
|p(x)− p(y)| ≤ ω(|x− y|) (4.1.8)
for all x, y ∈ Ω. Here ω : [0,∞) → [0,∞) is a modulus of continuity, i.e. a
continuous increasing function with ω(0) = 0.
We start by homogenizing the inequality of Theorem 4.1.5 for a gen-
eral modulus of continuity; compared to the results in [37], the additional
error term R is replaced by e−1/ω(R).
Lemma 4.1.9 Let p be log-Ho¨lder continuous with a modulus of continuity ω
and let u be a K-quasisubminimizer in Ω. Then for every s > p+ − p− and for
every l ∈ (0, qp−) and ρ < R, we have
ess sup
Qρ
u ≤ k0 + e−1/ω(R) +
(
C
(R− ρ)n
∫
QR
(u− k0)l+ dx
)1/l
.
The constant C depends on l, n, p(·), q, K and the Lq′s(Q)-norm of u.
Next we prove the weak Harnack inequality for non-negative qua-
sisuperminimizers. We proceed as in DiBenedetto–Trudinger [17]; see
[37] for the variable exponent modification.
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In what follows, we denote
D(k, x0, r) := D(k, r) := {x ∈ Q(x0, r) : u(x) < k}.
The proof of the next lemma is similar to that of [37, Lemma 5.1].
Lemma 4.1.10 Let p be log-Ho¨lder continuous with a modulus of continuity
ω and let u be a nonnegative quasisuperminimizer in Ω. Then there exists a
constant γ0 ∈ (0, 1), depending on n, p(·), q, K, and the Lq′s(Q)-norm of u,
such that if
|D(θ,R)| ≤ γ0|QR|
for some θ > 0, then
ess inf
QR/2
u+ e−1/ω(R) ≥ θ
2
.
Next we generalize [37, Lemma 5.2].
Lemma 4.1.11 Let p be log-Ho¨lder continuous with a modulus of continuity ω
and let u be a nonnegative quasisuperminimizer inΩ. Then for every γ ∈ (0, 1)
there exists a constant µ > 0, depending on γ, n, p(·), q, K, and the Lq′s(Q)-
norm of u, such that if
|D(θ,R)| ≤ γ|QR|
for some θ > 0, then
ess inf
QR/2
u+ e−1/ω(R) ≥ µθ.
The following theorem then follows from Lemma 4.1.11.
Theorem 4.1.12 Let p be log-Ho¨lder continuous with a modulus of continuity
ω and let u be a nonnegative quasisuperminimizer in Ω. Then there exists an
exponent h > 0 and a constant C, both depending on n, p(·), q, K, and the
Lq
′s(Q)-norm of u, such that(
−
∫
Q(x0,R)
uh dx
)1/h
≤ C
(
ess inf
Q(x0,R/2)
u+ e−1/ω(R)
)
for every cube Q(x0,R) for which Q(x0, 10R) ⊂ Ω, R ≤ 12 and (4.1.3) holds.
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4.1.3 Strong minimum principle
The weak Harnack estimate of Theorem 4.1.12 yields the strong mini-
mum principle under the assumption that p has a modulus of continuity
Φ satisfying the Dini-type condition∫ 1
0
Φ−1(t)
t2
dt = ∞. (4.1.13)
This condition holds e.g. if
Φ(t) = |t| log (e+ 1|t|).
Clearly the assumption is stronger than log-Ho¨lder continuity, but weaker
than Lipschitz continuity.
Recall that u∗ stands for the lower semicontinuous representative of
the quasisuperminimizer u, see Lemma 4.1.7. We call an open, connected
set a domain.
Theorem 4.1.14 (Strong minimum principle) Let Ω ⊂ Rn be a bounded
domain and let p : Ω→ [1,∞) have a modulus of continuity satisfying (4.1.13)
and 1 < p− ≤ p+ < ∞. Let u be a non-negative quasisuperminimizer in Ω.
Then either u∗ > 0 in Ω or u∗ ≡ 0 in Ω.
Note that quasiminimizers are continuous; see [25]. Using the previ-
ous theorem for u− inf u and sup u− uwe obtain the following corollary.
Corollary 4.1.15 (Strong maximum principle) Under the assumptions of The-
orem 4.1.14 a bounded quasiminimizer in a domainΩ cannot attain its infimum
or its supremum inside Ω.
Remark 4.1.16 The claim of Theorem 4.1.14 was proved in [27] under the as-
sumption that p ∈ C1(Ω). There do exist functions with our continuity modu-
lus which are nowhere differentiable; an example is the Tagaki function, cf. [42,
Theorem 4]. Hence our assumption is substantially weaker than the assumption
used in [27].
In addition, the result applies to quasisuperminimizers, not only to the su-
perminimizers of the previous papers.
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4.2 PAPER [II]: HARNACK’S INEQUALITY FOR GENERAL SOLU-
TIONSWITH NONSTANDARD GROWTH
The main result of [II] states that the non-negative solutions of
−divA(x, u,∇u) = B(x, u,∇u) (4.2.1)
satisfy Harnack’s inequality
ess sup
B(x,R)
u ≤ C(ess inf
B(x,R)
u+ R) (4.2.2)
under natural structural conditions with respect to a variable growth ex-
ponent p(x); see Theorem 4.2.11 below.
4.2.1 Caccioppoli inequality
We assume throughout this summary that p is log-Ho¨lder continuous,
p− > 1, and Ω ⊂ Rn is a bounded open set. The continuity assumption
is not necessary to prove the Caccioppoli inequality, but we need it to
complete the Moser iteration.
LetA : R×R×Rn → Rn and B : R×R×Rn → R be Caratheodory
functions. Thismeans that the functions x → A(x, u, ξ) and x → B(x, u, ξ)
aremeasurable for all (u, ξ) ∈ R×Rn, and the functions (u, ξ)→ A(x, u, ξ)
and (u, ξ) → B(x, u, ξ) are continuous for almost all x ∈ Ω. We assume
that there are positive constants ai, bi, ci for i = 1, 2 so that
|A(x, u, ξ)| ≤ a1|ξ|p(x)−1 + a2,
|B(x, u, ξ)| ≤ b1|ξ|p(x)−1 + b2, (4.2.3)
A(x, u, ξ) · ξ ≥ c1|ξ|p(x) − c2,
and call a Sobolev function u ∈W1,p(·)loc (Ω) a solution of
−divA(x, u,∇u) = B(x, u,∇u) (4.2.4)
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in Ω if ∫
Ω
A(x, u,∇u) · ∇ϕ dx =
∫
Ω
B(x, u,∇u)ϕ dx
for all test functions ϕ ∈ W1,p(·)(Ω) with a compact support in Ω. Simi-
larly, we call u ∈W1,p(·)loc (Ω) a supersolution of (4.2.4) in Ω if∫
Ω
A(x, u,∇u) · ∇ϕ dx ≥
∫
Ω
B(x, u,∇u)ϕ dx (4.2.5)
for all non-negative ϕ ∈ W1,p(·)(Ω) with a compact support in Ω, and a
subsolution of (4.2.4) in Ω if the reverse inequality for (4.2.5) applies.
The following Caccioppoli estimate is the key result of [II]; it corre-
sponds to Lemma 3.2 of [36] but works for more general supersolutions.
Lemma 4.2.6 Let u > 0 be a supersolution of (4.2.4) in Ω, γ0 < 0, and
let η be a compactly supported Lipschitz-function η in Ω with the properties
0 ≤ η ≤ M and η ≤ M|∇η| for some constant M ≥ 1. Then for every γ < γ0
and measurable E ⊂ Ω, we have∫
E
|∇u|p−E ηp+spt ηuγ−1 dx ≤ C
∫
Ω
ηp
+
spt ηuγ−1 + |u|γ+p(x)−1|∇η|p(x) dx.
Here C depends on γ0, p, M, and all six structure constants in (4.2.3).
4.2.2 Weak Harnack inequalities
Let 0 < R ≤ 1 be so small that B4R = B(x0, 4R) is contained in Ω. For
brevity, we write
Φ( f , q, Br) =
(
−
∫
Br
f q dx
)1/q
for a positive function f , an exponent q ∈ R, and an open ball Br =
B(x0, r).
Lemma 4.2.6 implies the following two lemmas. The novelty here lies
in the choice of the test function.
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Lemma 4.2.7 Let u be a non-negative supersolution of (4.2.4) in B4R, and let
R ≤ ρ < r ≤ 3R, s > p+B4R − p−B4R . Then
Φ(u+ R, qβ, Br)
≤ C1/|β|(1+ |β|)p+B4R/|β|
(
r
r− ρ
)p+B4R/|β|
Φ
(
u+ R,
βn
n− 1, Bρ
)
holds for every β < 0, 1 < q < n/(n − 1). Here C depends on n, p, the
Lq
′s(B4R)-norm of u, and all six structure constants of (4.2.3).
Lemma 4.2.8 Let u be a non-negative supersolution of (4.2.4) in B4R and s >
p+B4R − p−B4R . Then there exist constants q0 > 0 and C depending on n, p and
the Ls(B4R)-norm of u such that
Φ(u+ R, q0, B3R) ≤ CΦ(u+ R,−q0, B3R).
The proof of the weak Harnack inequality follows from lemmas 4.2.7
and 4.2.8 as in [36].
Theorem 4.2.9 Let u be a non-negative supersolution of (4.2.4) in B4R, 1 <
q < n/(n− 1), and s > p+B4R − p−B4R . Then(
−
∫
B2R
uq0 dx
)1/q0
≤ C
(
ess inf
x∈BR
u(x) + R
)
,
where C depends on n, p, q and the Lq
′s(B4R)-norm of u, and all six structure
constants of (4.2.3).
For the Harnack supremum estimate we adapt Theorem 1.2 of [35].
Lemma 4.2.10 Let u be a non-negative subsolution of (4.2.4) in B4R and s >
p+B4R − p−B4R . Then
ess sup
x∈BR
u(x) ≤ C
(
−
∫
B2R
ut dx
)1/t
+ R
for every t > 0, where C depends on n, p, b1, b2, t, and the Lns(B4R)-norm of u.
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The combination of Theorem 4.2.9 and Lemma 4.2.10 yields the fol-
lowing.
Theorem 4.2.11 (Harnack’s inequality) Let u be a non-negative solution of
(4.2.4) in Ω, and let B4R ⊂ Ω, 1 < q < n/(n− 1), and s > p+B4R − p−B4R with
0 < R ≤ 1. Then
ess sup
x∈BR
u(x) ≤ C
(
ess inf
x∈BR
u(x) + R
)
,
where C depends on n, p, q and the Lns(B4R)-norm of u, and all six structure
constants of (4.2.3).
Remark 4.2.12 (a) In [46], the author considers the boundary continuity of
solutions under the structure conditions
|A(x, u, ξ)| ≤ a1|ξ|p(x)−1 + a2|u|p(x)−1 + a3,
|B(x, u, ξ)| ≤ b1|ξ|p(x)−1 + b2|u|p(x)−1 + b3,
A(x, u, ξ) · ξ ≥ c1|ξ|p(x) − c2|u|p(x) − c3,
where ai, bi, ci for i = 1, 2, 3 are positive constants and p is logarithmically
Ho¨lder continuous. These structure conditions are included in the more gen-
eral approach of [24] and hence by [24], Theorem 4.1, the solutions are locally
bounded whenever p is log-Ho¨lder continuous. Consequently our structure con-
ditions (4.2.3) are fulfilled in any open set Ω′  Ω for the solutions of [46]
with constants a2, b2 and c2 depending on ‖u‖L∞(Ω′). Hence the claim of The-
orem 4.2.11 holds in Ω′ for solutions of [46] with a constant C depending on
‖u‖L∞(Ω′) instead of the Lq′s(B4R)-norm of u.
(b) Our result is optimal in the sense that even all known proofs for Har-
nack’s inequality of the p(·)-Laplace equation end up with the additional term
R in (4.2.2); see e.g. [36], [37] and Chapter 13 of [19]. Note also that the addi-
tional R-term appears for the non-homogenous equations even in the case of the
constant exponent p; see [54] and [30], Chapter 7.5. Hence our argument even
has some interest for the constant exponent case.
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4.3 PAPER [III]: LOCAL BOUNDEDNESS OF GENERALMINIMIZ-
ERS WITH NONSTANDARD GROWTH
The main result of [III] states the local boundedness of the local minimiz-
ers of ∫
Ω
f (x, u,∇u) dx,
where f is subject to the general structural conditions
|z|p(x) − b(x)|y|r(x) − g(x) ≤ f (x, y, z) ≤ µ|z|p(x) + b(x)|y|r(x) + g(x).
4.3.1 Caccioppoli inequality
Let Ω be an open, bounded subset of Rn with n ≥ 2, and let p : Ω →
(1,∞) be a continuous variable exponent. Let t be a constant exponent
with t > np−Ω
. Let f : Ω × R × Rn → R be a Caratheodory function
restricted by
|z|p(x) − b|y|p(x) − g(x) ≤ f (x, y, z) ≤ µ|z|p(x) + b|y|p(x) + g(x), (4.3.1)
where µ ≥ 1 is a constant and b, g are non-negative functions in Lt(Ω).
We call a function u ∈W1,p(x)loc (Ω) a local minimizer in Ω if∫
Ω
f (x, u,∇u) dx ≤
∫
Ω
f (x, u+ ϕ,∇(u+ ϕ)) dx
for all ϕ ∈W1,p(x)(Ω) with supp ϕ  Ω.
The proof of the following Caccioppoli inequality follows the lines of
Giusti [30]. To deal with technical complications caused by the variable
exponent, we use some ideas from the proof of Theorem 3.1 of [24].
Lemma 4.3.2 Let p be a continuous variable exponent, and let u be a local
minimizer in Ω. Then for each x0 ∈ Ω there exists R0 > 0 such that for all
0 < ρ < R ≤ R0 and for all k ≥ 0 we have∫
Bρ
|∇(u− k)+|p(x) dx
≤ C
(∫
BR
(
u− k
R− ρ
)p(x)
dx+ (1+ kp
+
BR )|A(k,R)|1−1/t
)
.
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Here C depends only on p+, ‖b‖t, and ‖g‖t.
Remark 4.3.3 We obtain a similar Caccioppoli inequality if we consider the
more general structure condition
|z|p(x) − b|y|r(x) − g(x) ≤ f (x, y, z) ≤ µ|z|r(x) + b|y|p(x) + g(x),
where p, µ and g are as above, but r is a continuous variable exponent in Ω
such that p(x) ≤ r(x) < p∗(x) for all x ∈ Ω and b ∈ Lσ(x)(Ω), where σ is a
continuous variable exponent in Ω such that σ(x) > p(x)
∗
p(x)∗−r(x) .
4.3.2 Local boundedness
As the main result of [III], we prove that our minimizers are locally boun-
ded if p is logarithmically Ho¨lder continuous. This also holds for mini-
mizers considered in Remark 4.3.3, because the proof of Theorem 4.3.4
only requires the Caccioppoli inequality of Lemma 4.3.2. In the proof, we
exploit certain ideas from the proof of Lemma 4.3 in [37].
Theorem 4.3.4 Let p be a logarithmically Ho¨lder continuous exponent, and let
u be a local minimizer in Ω and y ∈ Ω. Then there is 0 < R0 ≤ 1 such that for
every σ ∈ (0, 1) and every 0 < R ≤ R0 we have
sup
BσR
u± ≤ C
(1− σ)1/R1/
(∫
BR
(u±)qp
−
BR dx
)1/qp−BR
+ 1.
Here C = C(p+BR , p
−
BR , q, n, ‖u‖L1(BR),Clog) and q satisfies 1 < q < n/(n− 1).
In particular, u is locally bounded in Ω.
Remark 4.3.5 (a) Note that the ‖u‖L1(BR)-dependence of the constant C can be
replaced by ‖u‖Ls(BR)-dependence for any s > q′(p+ − p−).
(b) Paper [III] seems to be the first to study the most general structure condi-
tions (4.3.1)with non-constant b and g. Our argumentation is also of interest in
the case that b and g are constant. Firstly, concerning the Caccioppoli inequal-
ity, the main difference compared to Theorem 3.1 of [24] is that we use a different
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version of Sobolev’s embedding theorem. Consequently, our claim holds for all
k ≥ 0, not for all k ≥ k0 with some unknown k0. Secondly, the proof of local
boundedness differs from [24] in the sense that we cannot (because of the more
general Caccioppoli estimate) rely on Lemma 2.4 of [29].
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4.4 PAPER [IV]: THE FUNDAMENTALCONVERGENCETHEOREM
FOR p(x)-SUPERHARMONIC FUNCTIONS
The main result of [IV] is the fundamental convergence theorem for the
supersolutions of the p(·)-Laplace equation, Theorem 4.4.5. We apply
it to prove the Kellogg property and results in boundary regularity and
removability.
4.4.1 The fundamental convergence theorem
To prove the fundamental convergence theorem, we modify the argu-
mentation in [10]. The first lemma is based on Mazur’s lemma.
Lemma 4.4.1 Let (ui) be such a sequence of p(·)-quasicontinuous functions in
W1,p(·)loc (Ω) that (ui) is bounded in W
1,p(·)(D) for any open set D  Ω. If
u := limi→∞ ui p(·)-q.e. in Ω, then u is p(·)-quasicontinuous.
The next auxiliary result is based on Lemma 4.4.1 and a Caccioppoli
estimate for p(·)-supersolutions.
Theorem 4.4.2 Let (ui) be a sequence of p(·)-quasicontinuous p(·)-supersolu-
tions inΩ such that ui → u p(·)-q.e. inΩ. If there is a function f ∈ W1,p(·)loc (Ω)
such that |ui| ≤ f a.e. in Ω for all i = 1, 2, . . . , then u ∈ W1,p(·)loc (Ω) and u is
p(·)-quasicontinuous.
Using [40] together with known connections between p(·)-supersolu-
tions and p(·)-superharmonic functions we obtain the following result.
Theorem 4.4.3 Let (ui) be a decreasing sequence of p(·)-quasicontinuous p(·)-
supersolutions in Ω, and assume there is f ∈ W1,p(·)loc (Ω) so that ui ≥ f a.e. in
Ω for all i = 1, 2, . . . . Let u := limi→∞ ui. Then
(i) u is a p(·)-quasicontinuous p(·)-supersolution in Ω;
(ii) u∗ is p(·)-superharmonic in Ω;
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(iii) u = u∗ p(·)-q.e. in Ω.
To prove the fundamental convergence theorem we formulate Theo-
rem 4.4.3 as follows.
Theorem 4.4.4 Let (ui) be a decreasing sequence of p(·)-superharmonic func-
tions in Ω such that v := limi→∞ ui ≥ f for some f ∈ W1,p(·)loc (Ω). Then v∗ is
p(·)-superharmonic in Ω and v = v∗ p(·)-q.e. in Ω.
Once we have established Theorem 4.4.4, the proof of the fundamen-
tal convergence theorem follows exactly as in [10, Theorem 8.3].
Theorem 4.4.5 (The fundamental convergence theorem) Let F be a non-
empty family of p(·)-superharmonic functions in Ω. Assume that there is a
function f ∈ W1,p(·)loc (Ω) such that u ≥ f a.e. for all u ∈ F . Let w := infF .
Then the following are true:
(a) w˜ is p(·)-superharmonic;
(b) w˜ = w∗ in Ω;
(c) w˜ = w p(·)-q.e. in Ω.
4.4.2 The Kellogg property
Our proof of the Kellogg property follows the lines of [39, Chapter 8] with
two exceptions: we already possess the fundamental convergence theo-
rem, and we cannot multiply p(·)-solutions with constants. The latter
fact effects the formulation of Lemma 4.4.7.
Let Ψ : Ω→ [−∞,∞]. We write
ΦΨ = {u | u is p(·)-superharmonic in Ω and u ≥ Ψ in Ω}
and RΨ = infΦΨ. We call RΨ the re´duite and its lim inf-regularization R˜Ψ
the balayage of Ψ. For any E ⊂ Ω, we write R˜ΨE for R˜ΨχE .
The next lemma follows immediately from the fundamental conver-
gence theorem.
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Lemma 4.4.6 Let K be a compact subset of Ω, and λ a positive constant. Then
R˜λK = λ p(·)-quasieverywhere in K.
We call a boundary point x0 ∈ ∂Ω regular, if for every function f ∈
W1,p(·)(Ω)∩C(Ω) the continuous p(·)-solution uwith u− f ∈W1,p(·)0 (Ω)
satisfies
lim
x→x0
u(x) = f (x0).
Here the existence of u was proved in [32, Theorem 5.3].
Lemma 4.4.7 Let x0 be a boundary point of an open, bounded set Ω. If
R˜λB\Ω(2B)(x0) = λ
for all balls B with rational centers and radii containing x0 and positive rational
numbers λ, then the point x0 is regular.
The Kellogg property thus follows from combining Lemma 4.4.7 with
Lemma 4.4.6.
Theorem 4.4.8 (the Kellogg property) The set of irregular boundary points
of an open, bounded set Ω is of p(·)-capacity zero.
4.4.3 Boundary regularity of balayage
In this section, we prove that the balayage of a continuous function at-
tains the right boundary values at regular boundary points.
As the supersolutions of the p(·)-Laplace equation cannot be multi-
plied by positive constants, the existing approaches to the boundary reg-
ularity of balayage (see [11, 39]) have thus far not been extended to the
variable exponent setting. Both [39] and [11] use advanced tools of po-
tential theory such as Perron solutions and barriers; such tools have not
been extended to the setting of this paper.
We start by proving that solutions to the obstacle problem have limits
at the regular boundary points. Since we lack the barrier characterization
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of boundary regularity (see [39, Theorem 9.17]), in the proof we use the
Wiener criterion as established in [9] to conclude that if x0 ∈ ∂Ω is regular
relative toΩ, andU ⊂ Ω is open with x0 ∈ ∂U, then x0 is regular relative
to U.
Theorem 4.4.9 Let ϕ ∈ C1(Ω) and let u be a solution to the obstacle problem
in Kϕ,ϕ. If x0 ∈ ∂Ω is a regular boundary point, then
lim
x→x0
u(x) = ϕ(x0).
To relate solutions to obstacle problems and balayage, we need the
following comparison result.
Lemma 4.4.10 Let u and −v be bounded p(·)-superharmonic functions in Ω
such that
lim sup
x→x0
v(x) ≤ lim inf
x→x0
u(x)
for p(·)-quasievery x0 ∈ ∂Ω. If either u ∈ W1,p(·)(Ω) or v ∈ W1,p(·)(Ω), then
v ≤ u in Ω.
Using Lemma 4.4.10, we show that for smooth functions, solving the
obstacle problem gives the same result as taking the balayage.
Theorem 4.4.11 Let ϕ ∈ C1(Ω) and let u be the solution to the obstacle prob-
lem in Kϕ,ϕ. Then
u = R˜ϕ(Ω).
The fact that the balayage of a continuous function attains the right
boundary values now follows from Theorem 4.4.11 using an approxima-
tion argument. The following result corresponds to [39, Theorem 9.26].
Corollary 4.4.12 Let ϕ : Ω → R be continuous and let x0 ∈ ∂Ω be a regular
boundary point. Then
lim
x→x0
R˜ϕ(x) = ϕ(x0).
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Remark 4.4.13 Let ϕ : Ω → R be continuous and let u = R˜ϕ be its bal-
ayage in Ω. Then u is continuous in Ω and u is a p(·)-solution in an open set
{ x ∈ Ω : u(x) > ϕ(x) }. This can be seen by approximating ϕ uniformly
with functions ψj ∈ C∞(Rn) in Ω and using Theorem 4.4.11 together with the
fact that the required properties hold for the solutions of the obstacle problem in
Kψj,ψj .
4.4.4 Removability theorem for Ho¨lder continuous p(·)-solutions
In this final section, we generalize a constant exponent removability theo-
rem of Kilpela¨inen and Zhong [41]. Balayage is a key tool in this theorem.
In removability theorems, one is given a solution u inΩ \ E, and some
additional assumptions on the exceptional set E ⊂ Ω and the solution u.
The conclusion is then that the solution can be extended to the whole
domain Ω.
In [41], the solution is assumed to be Ho¨lder continuous with an ex-
ponent α, and the exceptional set E is assumed to be of zero s-Hausdorff
measure with s = n − p + α(p − 1). In the variable exponent case the
analogous assumption on the removable set E needs to be given in terms
of the s(·)-Hausdorff measure Hs(·) defined in [33]. We assume that s(·)
is a log-Ho¨lder continuous and positive function, and first define
Hs(·)δ (E) = inf∑
j
r
s(xj)
j , (4.4.14)
where the infimum is taken over countable coverings of E by balls B(xj, rj)
such that rj ≤ δ. Then the actual s(·)-Hausdorff measure is given by
Hs(·)(E) = lim
δ→0
Hs(·)δ (E).
The following lemma provides the key estimate. Its proof modifies
the argumentation in [41].
Lemma 4.4.15 Let K ⊂ Ω be compact and let ψ be continuous in Ω such that
|ψ(x)− ψ(y)| ≤ M|x− y|α
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for all x ∈ K and y ∈ Ω with 0 < M < ∞ and 0 < α < 1. Set u = R˜ψ(Ω)
and
µ = −div(|∇u|p(x)−2∇u).
Then
µ(B(x, r)) ≤ Crn−p(x)+α(p(x)−1)
for all x ∈ K and r < r0 = min(1, 164 dist(K, ∂Ω)). Here C depends on n, p,
M, and α.
The removability theorem follows from Lemma 4.4.15 in the same
way as in [41]. Here we need the boundary regularity of the balayage
obtained in Corollary 4.4.12. We also need Remark 4.4.13 for the proof.
Theorem 4.4.16 Let E ⊂ Ω be closed and let u be continuous in Ω, p(·)-
solution in Ω \ E, and assume that
|u(x0)− u(y)| ≤ M|x0 − y|α
for all y ∈ Ω and x0 ∈ E for some 0 < α < 1. If
Hs(·)(E) = 0,
where
s(x) = α(p(x)− 1) + n− p(x),
then u is a p(·)-solution in Ω.
Note the result is sharp in the constant exponent case, see [41, Theo-
rem 1.14].
34 Dissertations in Forestry and Natural Sciences No 107
Bibliography
[1] R. Aboulaich, D. Meskine, A. Souissi, New diffusion models in image
processing, Comput. Math. Appl., 56(4):874–882, 2008.
[2] E. Acerbi, N. Fusco, A transmission problem in the calculus of variations,
Calc. Var., 2:1–16, 1994.
[3] E. Acerbi, G. Mingione, Regularity results for a class of functionals with
non-standard growth, Arch. Ration.Mech. Anal., 156(2):121–140, 2001.
[4] E. Acerbi, G. Mingione, Regularity results for stationary electro-
rheological fluids, Arch. Ration. Mech. Anal., 164(3):213–259, 2002.
[5] E. Acerbi, G. Mingione, Gradient estimates for the p(x)-Laplacean sys-
tem, J. Reine Angew. Math., 584:117–148, 2005.
[6] E. Acerbi, G. Mingione, G. Seregin, Regularity results for parabolic sys-
tems related to a class of non-Newtonian fluids, Ann. Inst. H. Poincare´
Anal. Non Line´aire, 21(1):25–60, 2004.
[7] Y. A. Alkhutov, The Harnack inequality and the Ho¨lder property of solu-
tions of nonlinear elliptic equations with a nonstandard growth condition,
Differ. Uravn., 33(12):1651–1660, 1997 (in Russian; translation in Dif-
fer. Equ., 33(12):1653–1663, 1997).
[8] Y. A. Alkhutov, On the Ho¨lder continuity of p(x)-harmonic functions,
Mat. Sb. 196(2):3-28, 2005 (in Russian); translation in Sb. Math.,
196(1–2):147–171, 2005.
[9] Y. A. Alkhutov and O. V. Krasheninnikova, Continuity at boundary
points of solutions of quasilinear elliptic equations with a nonstandard
growth condition, Izv. Ross. Akad. Nauk Ser. Mat., 68(6):3–60, 2004.
Dissertations in Forestry and Natural Sciences No 107 35
Olli Toivanen: Minimizers and superminimizers
of variational integrals with non-standard growth
[10] A. Bjo¨rn, J. Bjo¨rn, and M. Parviainen, Lebesgue points and the fun-
damental convergence theorem for superharmonic functions, Rev. Mat.
Iberoam., 26(1):147–174, 2010.
[11] A. Bjo¨rn, J. Bjo¨rn, T. Ma¨ka¨la¨inen, and M. Parviainen, Nonlinear bal-
ayage on metric spaces, Nonlinear Anal., 71(5-6):2153–2171, 2009.
[12] E. Bollt, R. Chartrand, S. Esedog¯lu, P. Schultz, K. Vixie, Graduated
adaptive image denoising: Local compromise between total variation and
isotropic diffusion, Adv. Comput. Math., 31(1–3):61–85, 2009.
[13] Y. Chen, S. Levine, M. Rao, Variable Exponent, Linear Growth Func-
tionals in Image Restoration, SIAM J. Appl. Math., 66:1383–1406, 2006.
[14] V. Chiado` Piat, A. Coscia, Ho¨lder continuity of minimizers of function-
als with variable growth exponent, Manuscripta Math., 93(3):283–299,
1997.
[15] A. Coscia, G. Mingione, Ho¨lder continuity of the gradient of p(x)-
harmonic mappings, C. R. Acad. Sci. Paris, 328:363–368, 1999.
[16] E. De Giorgi, Sulla differenziabilita` e l’analiticita` delle estremali degli in-
tegrali multipli regolari, Mem. Accad. Sci. Torino Cl. Sci. Fis. Mat. Nat.,
3:25–43, 1957.
[17] E. DiBenedetto and N. S. Trudinger,Harnack inequalities for quasimin-
ima of variational integrals, Ann. Inst. H. Poincare´ Anal. Non Line´aire,
1:295–308, 1984.
[18] L. Diening, Maximal function on generalized Lebesgue spaces Lp(·),
Math. Inequal. Appl., 7(2):245–253, 2004.
[19] L. Diening, P. Harjulehto, P. Ha¨sto¨, and M. Ru˚zˇicˇka, Lebesgue and
Sobolev Spaces with Variable Exponents, Lecture Notes in Mathematics
(2017), Springer Verlag, Heidelberg, Germany, 2011.
36 Dissertations in Forestry and Natural Sciences No 107
Bibliography
[20] L. Diening, P. Ha¨sto¨ and A. Nekvinda,Open problems in variable expo-
nent Lebesgue and Sobolev spaces, FSDONA 2004 Proceedings (Drabek
and Rakosnik (eds.); Milovy, Czech Republic, 2004) 38–58.
[21] M. Eleuteri, Ho¨lder continuity results for a class of functionals with non
standard growth, Boll. Unione Mat. Ital., (8) 7 (1):129–157, 2004.
[22] X.-L. Fan, Global C1,α regularity for variable exponent elliptic equations
in divergence form, J. Differential Equations, 235(2):397–417, 2007.
[23] X.-L. Fan, Q.-H. Zhang, Existence of solutions for p(x)-Laplacian
Dirichlet problem, Nonlinear Anal., 52:1843-1852, 2003.
[24] X. Fan and D. Zhao, A class of De Giorgi type and Ho¨lder continuity,
Nonlinear Anal., 36(3):295–318, 1999.
[25] X.-L. Fan and D. Zhao, The quasi-minimizer of integral functionals with
m(x) growth conditions, Nonlinear Anal., 39:807–816, 2001.
[26] X. Fan and D. Zhao, On the spaces Lp(x)(Ω) and Wm,p(x)(Ω), J. Math.
Anal. Appl., 263:424–446, 2001.
[27] X.-L. Fan, Y. Z. Zhao, and Q.-H. Zhang, A strong maximum princi-
ple for p(x)-Laplace equations, Chinese J. Contemp. Math., 24:277–282,
2003.
[28] X.-L. Fan, D. Zhao, and Q. Zhang, Eigenvalues of p(x)-Laplacian
Dirichlet problem, J. Math. Anal. Appl. 302:306–317, 2005.
[29] N. Fusco, C. Sbordone, Some remarks on the regularity of minima of
anisotropic integrals, Comm. Partial Differential Equations, 18:153–
167, 1993.
[30] E. Giusti,Direct Methods in the Calculus of Variations, World Scientific,
Singapore, 2003.
[31] S. Granlund, P. Lindqvist and O. Martio, Conformally invariant varia-
tional integrals, Trans. Amer. Math. Soc., 277:43–73, 1983.
Dissertations in Forestry and Natural Sciences No 107 37
Olli Toivanen: Minimizers and superminimizers
of variational integrals with non-standard growth
[32] P. Harjulehto, P. Ha¨sto¨, M. Koskenoja, and S. Varonen, The Dirichlet
energy integral and variable exponent Sobolev spaces with zero boundary
values, Potential Anal., 25(3):205–222, 2006.
[33] P. Harjulehto, P. Ha¨sto¨, and V. Latvala, Sobolev embeddings in metric
measure spaces with variable dimension, Math. Z., 254(3):591–609, 2006.
[34] P. Harjulehto, P. Ha¨sto¨, V. Latvala,Minimizers of the variable exponent,
non-uniformly convex Dirichlet energy, J. Math. Pures Appl., 89(2):174–
197, 2008.
[35] P. Harjulehto, P. Ha¨sto¨ and V. Latvala, Boundedness of solutions of the
non-uniformly convex, non-standard growth Laplacian, Complex Var. El-
liptic Equ., 56(7–9):643-657, 2011.
[36] P. Harjulehto, J. Kinnunen and T. Lukkari, Unbounded supersolutions
of nonlinear equations with nonstandard growth, Bound. Value Probl.,
2007, Article ID 48348, 20 pages, doi:10.1155/2007/48348.
[37] P. Harjulehto, T. Kuusi, T. Lukkari, N. Marola and M. Parviainen,
Harnack’s inequality for quasiminimizers with non-standard growth con-
ditions, J. Math. Anal. Appl., 344(1):504–520, 2008.
[38] P. Ha¨sto¨, On the variable exponent Dirichlet energy integral, Comm.
Pure Appl. Anal., 5(3):413–420, 2006.
[39] J. Heinonen, T. Kilpela¨inen, and O. Martio, Nonlinear potential theory
of degenerate elliptic equations, Dover Publications Inc., Mineola, NY,
2006 (Unabridged republication of the 1993 original).
[40] T. Kilpela¨inen, A remark on the uniqueness of quasicontinuous functions,
Ann. Acad. Sci. Fenn. Math., 23(1):261–262, 1998.
[41] T. Kilpela¨inen and X. Zhong, Removable sets for continuous solutions of
quasilinear elliptic equations, Proc. Amer. Math. Soc., 130(6):1681–1688
(electronic), 2002.
38 Dissertations in Forestry and Natural Sciences No 107
Bibliography
[42] N. Koˆno, On generalized Takagi functions, Acta Math. Hungar., 49(3–
4):315–324, 1987.
[43] O. Kova´cˇik and J. Ra´kosnı´k, On spaces Lp(x) and W1,p(x), Czechoslo-
vak Math. J., 41(116):592–618, 1991.
[44] O. A. Ladyzenskaya, N. N. Uralt’zeva, Linear and Quasilinear Elliptic
Equations, Academic Press, New York, 1968.
[45] P. Lindqvist, Notes on the p-Laplace equation, Publications of Univer-
sity of Jyva¨skyla¨ Department of Mathematics and Statistics 102, Uni-
versity of Jyva¨skyla¨, Jyva¨skyla¨, 2006.
[46] T. Lukkari, Boundary continuity of solutions to elliptic equations with
nonstandard growth, Manuscripta Math., 132(3–4):463-482, 2010.
[47] J. Moser, A new proof of De Giorgi’s theorem concerning the regular-
ity problem for elliptic differential equations, Comm. Pure Appl. Math.,
13:457–468, 1960.
[48] J. Moser, On Harnack’s theorem for elliptic differential equations, Comm.
Pure Appl. Math., 14:577–591, 1961.
[49] W. Orlicz, U¨ber konjugierte Exponentenfolgen, Studia Math., 3:200-211,
1931.
[50] K. R. Rajagopal, M. Ru˚zˇicˇka, On the modeling of electrorheological ma-
terials, Mech. Research Comm., 23:401–407, 1996.
[51] Riesz, F., Untersuchungen u¨ber Systeme integrierbarer Funktionen,
Mathematische Annalen, 69(4):449-497, 1910.
[52] M. Ru˚zˇicˇka, Electrorheological fluids: modeling and mathematical theory,
Lecture Notes in Mathematics (1748), Springer-Verlag, Berlin, 2000.
[53] S. Samko, Denseness of C∞0 (R
n) in the generalized Sobolev spaces
WM,P(X)(Rn). In Direct and inverse problems of mathematical
physics (Newark, DE, 1997), volume 5 of Int. Soc. Anal. Appl. Com-
put., pages 333–342. Kluwer Acad. Publ., Dordrecht, 2000.
Dissertations in Forestry and Natural Sciences No 107 39
Olli Toivanen: Minimizers and superminimizers
of variational integrals with non-standard growth
[54] J. Serrin, Local behavior of solutions of quasi-linear equations, Acta
Math., 111:247–302, 1964.
[55] I. I. Sharapudinov, On the topology of the space Lp(t)([0; 1]), Math.
Notes, 26(3–4):796-806, 1979.
[56] N. Trudinger, On Harnack type inequalities and their application to
quasilinear elliptic equations, Comm. Pure Appl. Math., 20(4):721–747,
1967.
[57] V. V. Zhikov, On Lavrentiev’s phenomenon, Russian J. Math. Phys.,
3(2):249–269, 1995.
[58] V. V. Zhikov, On some variational problems, Russian J. Math. Phys.,
5(1):105–116, 1997.
[59] V. V. Zhikov, S. M. Kozlov, O. Oleinik, Homogenization of differential
operators and integral functionals, Springer Verlag, Berlin, Heidelberg,
1994.
40 Dissertations in Forestry and Natural Sciences No 107
Publications of the University of Eastern Finland
Dissertations in Forestry and Natural Sciences No 107
Publications of the University of Eastern Finland
Dissertations in Forestry and Natural Sciences
isbn: 978-952-61-1141-4 (printed)
issnl: 1798-5668
issn: 1798-5668
isbn: 978-952-61-1142-1 (pdf)
issnl: 1798-5668
issn: 1798-5676
Olli Toivanen
Minimizers and 
superminimizers of 
variational integrals with 
non-standard growth
This thesis presents improvements 
in the regularity methods of the vari-
able exponent p-Laplace equation and 
its generalizations, and applications 
in the related non-linear potential 
theory. The main results are based on 
modifications of the De Giorgi method 
and the Moser iteration method. This 
survey part outlines the background 
of the problems investigated and con-
tains a summary of the papers.
Olli Toivanen
Minimizers and 
superminimizers of 
variational integrals with 
non-standard growth
