We investigate the enumeration of top-k answers for conjunctive queries against relational databases according to a given ranking function. The task is to design data structures and algorithms that allow for efficient enumeration after a preprocessing phase. Our main contribution is a novel priority queue based algorithm with near-optimal delay and non-trivial space guarantees that are output sensitive and depend on structure of the query. In particular, we exploit certain desirable properties of ranking functions that frequently occur in practice and degree information in the database instance, allowing for efficient enumeration. We introduce the notion of decomposable and compatible ranking functions in conjunction with query decomposition, a property that allows for partial aggregation of tuple scores in order to efficiently enumerate the ranked output. We complement the algorithmic results with lower bounds justifying why certain assumptions about properties of ranking functions are necessary and discuss popular conjectures providing evidence for optimality of enumeration delay guarantees. Our results extend and improve upon a long line of work that has studied ranked enumeration from both theoretical and practical perspective.
INTRODUCTION
For many data processing applications, enumerating query results according to an order given by a ranking function is a fundamental task. For example, [7, 33] consider a setting where users want to extract the top patterns from an edge-weighted graph, where the rank of each pattern is the sum of the weights of the edges in the pattern. Ranked enumeration also occurs in SQL queries with an ORDER BY clause [18, 27] . In the above scenarios, the user often wants to see the first k results in the query as quickly as possible, but the value of k may not be predetermined. Hence, it is critical to construct algorithms that can output the first tuple of the result as fast as possible, and then output the next tuple in the order with a very small delay. In this paper, we study the algorithmic problem of enumerating the results of a conjunctive query (CQ, for short) Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. The simplest way to enumerate the output is to materialize the join result (denoted as OUT) and sort the tuples based on the score of each tuple. Although the approach is conceptually simple, this requires that |OUT| tuples are materialized; moreover, the time from when the user submits the query to when she receives the first output tuples is alsoÕ(|OUT|) 1 in the worst case. Further, the space and delay guarantees do not depend on the number of tuples that the user wants to actually see. More sophisticated approaches to this problem have constructed optimizers that exploit properties such as monotonicity of the ranking function, allowing for join evaluation on a subset of the input relations (see [17] and references within). However, all of the known techniques suffer from large worst-case space requirement, no dependence on k and provide no formal guarantees on the delay during enumeration. Fagin et al [12] initiated a long line of study related to aggregation over sorted lists. However, [12] and subsequent works also suffer from the above mentioned limitations as we do not have the materialized output Q(D) that can be used as sorted lists.
In this paper, we construct enumeration algorithms that remedy some of these issues. Our algorithms are divided into two phases: the preprocessing phase, where the system constructs a data structure that can be used later and the enumeration phase, when the results are generated. All of our algorithms aim to minimize the time of the preprocessing phase, and guarantee a logarithmic delaỹ O(1) during enumeration. Although we cannot hope that we can perform efficient ranked enumeration for an arbitrary ranking function, we show that for most ranking functions of practical interest (such as lexicographic ordering, sum of weights of input tuples, product, max etc.) it is possible to apply our techniques. Next, we give an example of a query and ranking function. Example 1. Consider a weighted graph G, where an edge (a, b) with weight w is represented by the relation R(a, b, w). Suppose that the user is interested in finding the (directed) paths of length 3 in the graph with the lowest score, where the score is a (weighted) sum of the weights of the edges. The user query in this case can be specified as:
Q(x, y, z, u, w 1 , w 2 , w 3 , ) = R(x, y, w 1 ), R(y, z, w 2 ), R(z, u, w 3 )
where the ranking of the output tuples is specified for example by the score 5w 1 + 2w 2 + 4w 3 . If the graph has N edges, the naive algorithm that computes and ranks all tuples needs O(N 2 ) preprocessing time in the worst case. In this paper, we can show that we can design an algorithm with O(N ) preprocessing time, such that the delay during enumeration is onlyÕ (1) . This algorithm can output the first k tuples by materializing O(N + k) data -even if the output is much larger. Further, even when k = O(N 2 ), the space requirement of the algorithm is at most O(N 3/2 ).
The problem of enumerating ranked CQ results has been studied both theoretically [8, 19] and practically [7, 33] . Theoretically, [19] establishes tractability of enumerating answers in sorted order with polynomial delay (under combined complexity), albeit with suboptimal space and delay factors for two classes of ranking functions. More recently, [33] presented a novel anytime algorithm for enumerating tree patterns with worst case delay and space guarantees for some simple ranking functions. In particular, their algorithm uses O(|OUT|) space in the worst case, provides a worst case delay guarantee of O(|D|) (where D is the database instance), and works only for acyclic queries on graphs. As we will see later, both these guarantees are sub-optimal and can be improved. Ranked enumeration has also been studied for the more restricted class of lexicographic orderings. In a key result [2] , the authors showed that the class of free-connex acyclic queries can be enumerated in constant delay after only linear time preprocessing. Here the lexicographic order is chosen by the algorithm and not the user. Our results imply that for full acyclic queries it is possible to achieve O(log |D|) delay enumeration for any lexicographic ordering, after only linear time preprocessing, but at the cost of extra space during the enumeration phase.
Our Contribution. In this work, we show how to obtain logarithmic delay guarantees with small preprocessing time for ranking results of full (without projections) conjunctive queries. We achieve this by taking into account both the structure of the query, as well as the properties of the ranking function. We summarize our technical contributions below:
(1) Our main contribution (Theorem 2) consists of a novel algorithm that combines the use of priority queues and hash maps in conjunction with query decomposition techniques. The preprocessing phase sets up priority queues that maintain partial tuples at each node of the decomposition. During the enumeration phase, the algorithm materializes the output of the subquery formed by subtree rooted at each node of the decomposition on-the-fly, in sorted order according to the ranking function. In order to define the rank of the partial tuples, we require that the ranking function can be "decomposed" with respect to the particular decomposition at hand. Theorem 2 then shows that with O(|D| fhw ) preprocessing time, where fhw is the fractional hypertree width of the decomposition, we can enumerate with delayÕ(1). We then discuss how to apply our main result to commonly used classes of ranking functions. (2) Theorem 2 uses more space than is required during runtime -in the worst case, it will use O(|OUT|) space. Our next result, Theorem 3 incorporates to the algorithm from Theorem 2 degree information of input tuples to reduce the space consumption during enumeration. Remarkably, for certain queries, this allowsÕ(1) delay enumeration after linear time preprocessing and sublinear space requirement |OUT| 1−ϵ , ϵ > 0 even when for worst-case output |OUT| = |D| ρ * . Here ρ * is the AGM bound exponent [1] . (3) Finally, we show lower bounds (conditional and unconditional) for our algorithmic results. In particular, we show that subject to a popular algorithmic conjecture, the logarithmic factor in delay obtained by our algorithms cannot be removed. Perhaps surprisingly, we show that for coordinatemonotone functions, there are queries where the optimal strategy is to spend almost |OUT| amount in the preprocessing phase, and queries where linear preprocessing is sufficient forÕ(1) delay guarantee. This provides justification for introducing more restrictive assumption on the structure of ranking functions to find fragments that admit small preprocessing time (ideally linear in the size of database).
Organization. We present our framework in Section 2, along with the preliminaries and basic notation. Section 3 shows the first main result (Theorem 2) which is subsequently used as a building block in Section 4 for second main result (Theorem 3). Lower bounds are presented in Section 5 followed by related work in Section 6. Lastly, we conclude with a list of open problems in Section 7.
PROBLEM SETTING
In this section we present the basic notions and terminology, and then discuss in detail our framework.
Conjunctive Queries
In this paper we will focus on the class of conjunctive queries (CQs), which are expressed as
Here, the symbols y, x 1 , . . . , x n are vectors that contain variables or constants, the atom Q(y) is the head of the query, and the atoms
The variables in the head are a subset of the variables that appear in the body. An CQ is full if every variable in the body appears also in the head, and it is boolean if the head contains no variables, i.e. it is of the form Q(). We will typically use the symbols x, y, z, . . . to denote variables, and a, b, c, . . . to denote constants. We use Q(D) to denote the result of the query Q over input database D.
A valuation θ over a set V of variables is a total function that maps each variable x ∈ V to a value θ (x) ∈ dom, where dom is a domain of constants. We will often use dom(x) to denote the constants that the valuations over variable x can take. It is implicitly understood that a valuation is the identity function on constants. If U ⊆ V , then θ [U ] denotes the restriction of of θ to U . Natural Joins. If a CQ is full, has no constants and no repeated variables in the same atom, then we say it is a natural join query. For instance, the 3-path query Q(x, y, z, w) = R(x, y), S(y, z),T (z, w) is a natural join query. A natural join can be represented equivalently as a hypergraph H Q = (V Q , E Q ), where V Q is the set of variables, and for each hyperedge F ∈ E Q there exists a relation R F with variables F . We will write the join as F ∈E Q R F . We denote the size of relation R F by |R F |. Join Size Bounds. Let H = (V, E) be a hypergraph, and S ⊆ V. A weight assignment u = (u F ) F ∈E is called a fractional edge cover of S if (i) for every F ∈ E, u F ≥ 0 and (ii) for every x ∈ S, F :x ∈F u F ≥ 1. The fractional edge cover number of S, denoted by ρ * H (S) is the minimum of F ∈E u F over all fractional edge covers of S. We write
In a celebrated result, Atserias, Grohe and Marx [1] proved that for every fractional edge cover u of V, the size of a natural join is bounded using the following inequality, known as the AGM inequality:
The above bound is constructive [23, 24] : there exist worst-case algorithms that compute the join F ∈ E R F in time O( F ∈E |R F | u F ) for every fractional edge cover u of V.
Tree Decompositions. Let H = (V, E) be a hypergraph of a natural join query Q. A tree decomposition of H is a tuple (T, (B t ) t ∈V (T) ) where T is a tree, and every B t is a subset of V, called the bag of t, such that (1) each edge in E is contained in some bag; and (2) for each variable x ∈ V, the set of nodes {t | x ∈ B t } is connected in T.
Given a rooted tree decomposition, we use p(t) to denote the (unique) parent of node t ∈ V (T). Then, we define key(t) = B t ∩ B p(t ) to be the common variables that occur in the bag B t and its parent, and value(t) = B t \ key(t) the remaining variables of the bag. We also use B ≺ t to denote the union of all bags in the the subtree rooted at t (including B t ).
The fractional hypertree width of a tree decomposition is defined as max t ∈V (T) ρ * (B t ), where ρ * (B t ) is the minimum fractional edge cover of the vertices in B t . The fractional hypertree width of a query Q, denoted fhw(Q), is the minimum fractional hypertree width among all tree decompositions of its hypergraph. We say that a query is acyclic if fhw(Q) = 1.
Computational Model. To measure the running time of our algorithms, we will use the uniform-cost RAM model [16] , where data values as well as pointers to databases are of constant size. Throughout the paper, all complexity results are with respect to data complexity (unless explicitly mentioned), where the query is assumed fixed. We use the notationÕ to hide a polylogarithmic factor log k |D| for some constant k, where D is the input database.
Ranking Functions
Consider a full natural join query Q and a database D. Our goal is to enumerate all the tuples of Q(D) according to an order that is specified by a ranking function. In a practical setting, this ordering could be specified, for instance, in the ORDER BY clause of a SQL query. For Example 1, the SQL query would be
WHERE R 1 .y = R 2 .x AND R 2 .y = R 3 .x ORDER BY 5*R 1 .w 1 + 2*R 2 .w 2 + 4*R 3 .w 3 ASC Formally, we assume that there exists a total order ⪰ of the valuations θ over the variables V Q of the query Q. The total order is induced by a ranking function rank that maps each valuation θ to a number rank(θ ) ∈ R. In particular, for θ 1 , θ 2 , we have θ 1 ⪰ θ 2 if and only if rank(θ 1 ) ≥ rank(θ 2 ). We present below two concrete examples of ranking functions.
Example 2. For every constant c ∈ dom, we associate a weight w(c) ∈ R. Then, for each valuation θ , we can define
This ranking function sums the weights of each value in the tuple.
Example 3. For every input tuple t ∈ R F , we associate a weight w F (t) ∈ R. Then, for each valuation θ , we can define
where x F is the set of variables in F . In this case, the ranking function sums the weights of each contributing input tuple to the output tuple t (we can extend the ranking function to all valuations by associating a weight of 0 to tuples that are not contained in a relation).
Decomposable Rankings. As we will discuss later, not all ranking functions are amenable to efficient evaluation. Intuitively, an arbitrary ranking function will require that we need to look across all tuples to even find the smallest or largest element. We next present several restrictions on ranking functions, which are satisfied by ranking functions seen in practical settings.
Definition 1 (Decomposable Ranking). Let rank be a ranking function over a set of variables V. Let S ⊆ V. We say that rank is S-decomposable if there exists a valuation φ ⋆ over V \ S, such that for every valuation φ over V \ S, and any two valuations θ 1 , θ 2 over S we have:
We say that a ranking function is totally decomposable if it is S-decomposable for every subset S ⊆ V, and that it is coordinate decomposable if it is S-decomposable for any singleton set S ⊆ V. We point out to the reader that totally decomposable functions are equivalent to monotonic orders as defined in [19] .
Example 4. The ranking function rank(θ ) = x ∈V w(θ (x)) from Example 2 is totally decomposable, and hence also coordinate decomposable. Indeed, pick any set S ⊆ V and let φ ⋆ be any valuation over
. Then, for any valuation φ over V \ S we have:
Definition 2. Let rank be a ranking function over a set of variables V, and S,T ⊆ V such that S ∩ T = ∅. We say that rank is T -decomposable conditioned on S if for every valuation θ over S, the function rank
It is easy to check that if a function is (S ∪ T )-decomposable, then it is also T -decomposable conditioned on S.
Definition 3 (Compatible Ranking). Let T be a rooted tree decomposition of H . We say that a ranking function is compatible with T if for every node t it is (B ≺ t \key(t))-decomposable conditioned on key(t).
Example 5. Consider the join query Q(x, y, z) = R(x, y), S(y, z), and the ranking function from Example 3, rank(θ ) = w R (θ (x), θ (y)) + w S (θ (y), θ (z)). This function is not {z}-decomposable, but it is {z}-decomposable conditioned on {y}.
Consider a decomposition of the hypergraph of Q that has two nodes: the root node r with B r = {x, y}, and its child t with B t = {y, z}. Since B ≺ t = {y, z} and key(t) = {y}, the condition of compatibility holds for node t. Similarly, for the root node B ≺ t = {x, y, z} and key(t) = {}, hence the condition is trivially true as well. Thus, the ranking function is compatible with the decomposition.
Problem Parameters
Given a full natural join query Q and a database D, we want to enumerate the tuples of Q(D) according to the order that is specified by rank. We will study this problem in the enumeration framework similar to that of [30] , where an algorithm can be decomposed into two phases:
• a preprocessing phase that is performed in time T p and computes a data structure of size S p , • an enumeration phase that outputs Q(D) with no repetitions. The enumeration phase has full access to any data structures constructed in the preprocessing phase and can also use additional space of size S e . The delay δ is defined as the maximum time to output any two consecutive tuples (and also the time to output the first tuple, and the time to notify that the enumeration has completed). It is straightforward to perform ranked enumeration for any ranking function by computing the whole output Q(D), then storing the tuples in an ordered list, and finally enumerating by scanning the ordered list with constant delay. This simple strategy implies the following result. Proposition 1. Let Q be a full natural join query with hypergraph H = (V, E). Let T be a tree decomposition with fractional hypertreewidth fhw, and rank be a ranking function. Then, for any input database D, we can pre-process D in time and space,
such that for any k, we can enumerate the top-k results of Q(D) with
The drawback of Proposition 1 is that the user may have to wait in the worst caseÕ(|Q(D)|) time to even obtain the first tuple in the output. Moreover, even when we are interested in a few tuples, the whole output result will have to be materialized. Hence, our goal is to design algorithms that minimize the preprocessing time and space, while guaranteeing a small delay δ . Interestingly, as we will see in Section 5, the above result is essentially the best we can do if the ranking function is completely arbitrary; thus, we need to consider reasonable restrictions of rank.
To see what it is possible to achieve in this framework, it will be useful to keep in mind what we can do in the case where there is no ordering of the output.
Theorem 1.
[26] Let Q be a full natural join query with hypergraph H = (V, E). Let T be a tree decomposition with fractional hypertreewidth fhw. Then, for any input database D, we can pre-process D in time and space,
such that we can enumerate the results of Q(D) with
For acyclic queries, fhw = 1, and hence the preprocessing phase takes only linear time and space in the size of the input.
MAIN RESULT
In this section, we present our first main result.
Theorem 2 (Main Theorem). Let Q be a full natural join query with hypergraph H = (V, E). Let T be a fixed tree decomposition with fractional hypertree-width fhw, and rank be a ranking function that is compatible with T. Then, for any input database D, we can pre-process D in time and space,
such that for any k, we can enumerate the top-k tuples of Q(D) with
In the above theorem the preprocessing step is independent of the value of k: we perform exactly the same preprocessing if the user only wants to obtain the smallest tuple, or all tuples in the result. However, if the user decides to stop the enumeration after having obtained the first k results, the space used during enumeration will be bound by O(k). We should also note that, although Theorem 2 works when given a ranking function, all of our algorithms work in the case where the ordering of the tuples/valuations is expressed through a comparable function that, given two valuations, returns which one is the largest one.
It is instructive to compare Theorem 2 with Theorem 1, where no ranking is used when enumerating the results. There are two major differences. First, the delay δ has an additional logarithmic factor. As we will discuss later in Section 5, this logarithmic factor is a result of doing ranked enumeration, and it is most likely unavoidable. The second difference is that the space S e used during enumeration blows up from constant O(1) to O(|Q(D)|) in the worst case (when all results are enumerated). In Section 4, we will discuss techniques that can reduce the space S e for certain queries.
In the remaining of this section, we will first present a few applications of Theorem 2. Then, in Section 3 we will discuss the proof of the main theorem in detail, by presenting and analyzing our algorithmic construction.
Applications
In this section, we show how to apply Theorem 2 to obtain algorithms for different types of ranking functions. Vertex-Based Ranking. A vertex-based ranking function over V is of the form:
where f x maps values from dom to some set U ⊆ R, and ⟨U , ⊕⟩ forms a commutative monoid. Recall that this means that ⊕ is a binary operator that is commutative, associative, and has an identity element in U . Moreover, we say that the function is monotone if
and ⟨U , max⟩, where U is bounded.
Lemma 1. Let rank be a monotone vertex-based ranking function over V. Then, rank is totally decomposable, and hence compatible with any tree decomposition of a hypergraph with vertices V.
Tuple-Based Ranking. Given a query hypergraph H , a tuplebased ranking function assigns for every valuation θ over the variables x F of relation R F a weight w F (θ ) ∈ U ⊆ R. Then, it takes the following form:
where ⟨U , ⊕⟩ forms a commutative monoid. In other words, a tuplebased ranking function assigns a weight to each input tuple, and then combines the weights through the binary operator ⊕.
Lemma 2. Let rank be a monotone tuple-based ranking function over V. Then, rank is compatible with any tree decomposition of a hypergraph with vertices V.
Since both monotone tuple-based and vertex-based ranking functions are compatible with any tree decomposition we choose, the following result is immediate.
Proposition 2. Let Q be a full natural join query with optimal fractional hypertree-width fhw. Let rank be a ranking function that can be either (i) monotone vertex-based, (ii) monotone tuple-based. Then, for any input D, we can pre-process D in time and space,
For instance, if the query is acyclic, hence fhw = 1, the above theorem gives an algorithm with linear preprocessing time O(|D|) andÕ(1) delay. Lexicographic Ranking. A typical ordering of the output valuations is according to a lexicographic order. In this case, each dom(x) is equipped with a total order. If V = {x 1 , . . . , x k }, a lexicographic order ⟨x i 1 , . . . , x i k ⟩ means that two valuations θ 1 , θ 2 are first ranked on x i 1 , and if they have the same rank on x i 2 , and so on. This ordering can be naturally encoded by first taking a function f x : dom(x) → R that captures the total order, and then defining rank(θ ) = x w x f x (θ (x)), where w x are appropriately chosen constants. It is easy to see that this ranking function is actually a monotone vertex-based ranking, and hence Theorem 2 applies here as well. Interestingly, if the lexicographic order "agrees" with the rooted tree decomposition (in the sense that whenever x i is before x j in the lexicographic order, x j can never be in a bag higher than the bag where x i is), then it possible to get an even better result than Theorem 2, by achieving constant delay O(1), and constant space S e . Bounded Ranking. A ranking function is c-bounded if there exists a subset S ⊆ V of size |S | = c, such that the value of rank depends only on the variables from S. A c-bounded ranking is related to c-determined ranking functions [19] : c-determined implies c-bounded, but not vice versa. For c-bounded ranking functions, we can show the following result: Proposition 3. Let Q be a full natural join query with optimal fractional hypertree-width fhw. If rank is a c-bounded ranking function, then for any input D, we can pre-process D in time and space,
Proof. Let T by the optimal decomposition of Q with fractional hypertree-width fhw. We create a new decomposition T ′ by simply adding the variables S that determine the ranking functions in all the bags of T. By doing this, the width of the decomposition will grow by at most an additive factor of c. To complete the proof, we need to show that rank is compatible with the new decomposition.
Indeed, for any node in T ′ (with the exception of the root node) we have that S ⊆ key(t). Hence, if we fix a valuation over key(t), the ranking function will output exactly the same score, independent of what values the other variables take. □
Proof of Main Theorem
At a high level, each node t in the decomposition will materialize in an incremental fashion all valuations over B ≺ t that satisfy the query that corresponds to the subtree rooted at t. We do not store explicitly each valuation v over B ≺ t at every node t, but instead we use a simple recursive structure C(v) that we call a cell. If t is a leaf, then C(v) = ⟨v, [], ⊥⟩, where ⊥ is used to denote a null pointer. Otherwise, suppose that t has k children t 1 , . . . , t n . Then,
]) stored at node t i , and q is a pointer to a cell stored at node t (intuitively representing the "next" valuation in the order). It is easy to see that, given a cell C(v), one can reconstruct v in constant time (dependent only on the query).
Additionally, each node t maintains one hash map Q t , which maps each valuation u over key(B t ) to a priority queue Q t [u] . The elements of Q t are cells C(v), where v is a valuation over B ≺
The priority queues will be the data structure that performs the comparison and ordering between different tuples. We will use an implementation of a priority queue (e.g., a Fibonacci heap [9] ) with the following properties: (i) we can insert an element in constant time O(1), (ii) we can obtain the min element (top) in time O(1), and (iii) we can delete the min element (pop) in time O(log n).
Notice that it is not straightforward to rank the cells according to the valuations, since the ranking function is defined over all variables V. However, here we can use the fact that the ranking function is compatible with the decomposition at hand. Indeed, given a fixed valuation u over key(B t ), we will order the valuations v over B ≺ B t that agree with u according to the score: rank(w ⋆ t,u • v) where w ⋆ t,u is a valuation over V \ B ≺ t chosen according to the definition of decomposability. The key intuition is that the compatibility of the ranking function with the decomposition implies that the ordering of the tuples in the priority queue Q t [u] will not change if we replace w ⋆ t,u with any other valuation. We next discuss in detail the preprocessing and enumeration phase of the algorithm.
Preprocessing. The preprocessing phase is presented in Algorithm 1.
Algorithm 1: Preprocessing Phase
materialize the bag B t 3 perform full reducer pass on materialized bags in T
The algorithm consists of two steps. The first step works exactly as the preprocessing phase in the case where there is no ranking function: each bag B t is computed and materialized, and then we apply a full reducer pass to remove all tuples from the materialized bags that will not join in the final result.
The second step initializes the hash map with the priority queues for every bag in the tree. We traverse the decomposition in a bottom up fashion (post-order traversal), and do the following. For a leaf node t, notice that the algorithm does not enter the loop in line 10, so each valuation v over B t is added to the corresponding queue as the triple ⟨v, [], ⊥⟩. If non-leaf node t, we take each valuation v over B t and form a valuation (in the form of a cell) over B ≺ t by using the valuations with the largest rank from its children (we do this by accessing the top of the corresponding queues in line 11). The cell is then added to the corresponding priority queue of the bag. Observe that the root node r has only one priority queue, since key(r ) = {}.
Example 6. As a running example for this section, we consider the following natural join query
where the ranking function is the sum of the weights of each input tuple. Consider the following instance D and decomposition T for our running example.
id Figure 1a shows the state of priority queues after the pre-processing step. For convenience, v in each cell ⟨v, [p 1 , . . . , p k ], next⟩ is shown using the primary key of the tuple and pointers p i and next are shown using colored dots representing the memory location it points to. The cell in a memory location is followed by the partial aggregated score of tuple formed by creating the tuple from the pointers in the cell recursively. For instance, the score of the tuple formed by joining figure) . Each cell in every priority queue points to the top element of the priority queue of child nodes that are joinable. Note that since both tuples in R 1 join with the sole tuple from R 2 , they point to the same cell.
The next lemma analyzes the runtime of the preprocessing phase, as well as the space of the data structure at the end of preprocessing.
Lemma 3. The runtime of Algorithm 1 is O(|D| fhw ). Moreover, at the end of the algorithm, the resulting data structure has size O(|D| fhw ).
Enumeration. We next describe how enumeration is performed. Algorithm 2 gives the algorithm in detail.
The key idea of the algorithm is that, whenever we want to output a new tuple, we can simply obtain it from the top of the priority queue in the root node (node r is the root node of the tree decomposition). Once we do that, we need to update the priority queue by popping the top, and inserting if necessary new valuations in the priority queue. This will be recursively propagated in the tree until it reaches the leaf nodes.
Example 7. Figure 1b shows the state of the data structure after one iteration in enum(). The first answer returned to the user is the topmost tuple from Q B 
(b) Priority queue state after one iteration of loop in procedure enum(). Figure 1 : Pre-processing and enumeration phase for Example 1. Each memory location is shown with a different color. Pointers in cells are denoted using which means that the it points to a memory location with the corresponding color (shown using pointed arrows). Root bag priority queue cells are not color coded as nobody points to them. Figure 2 shows the eventual sequence of pointers at node B 2 which is the ranked materialized output of subtree rooted at B 2 .
We next analyze the behavior of the algorithm in terms of delay, space and correctness.
Lemma 4. Algorithm 2 enumerates Q(D) with delay δ = O(log |D|).
Proof. In order to show the delay guarantee, it suffices to prove that procedure topdown takes O(log |D|) time when called from the root node, since getting the top element from the priority queue at the root node takes only O(1) time.
Indeed, topdown traverses the tree decomposition recursively. The key observation is that it visits each node in T exactly once. For each node, if next is not ⊥, the processing takes time O(1). If next = ⊥, it will perform one pop -with cost O(log |D|) -and a number of inserts equal to the number of children. Thus, in either case the total time per node is O(log |D|). Summing up over all nodes in the tree, the total time until the next element is output will be O(log |D|) · |V (T)| = O(log |D|). □
We next bound the space S e needed by the algorithm during the enumeration phase.
Lemma 5. After Algorithm 2 has enumerated k tuples, the additional space used by the algorithm is S e = O(min{k, |Q(D)|}).
Proof. The space requirement of the algorithm during enumeration comes from the size of the priority queues at every bag in the decomposition. Since we have performed a full reducer pass over all bags during the preprocessing phase, and each bag t stores in its priority queues all valuations over B ≺ t , it is straightforward to see that the sum of the sizes of the priorities queues in each bag is bounded by |Q(D)|. 2 To obtain the bound of O(k), we observe that for each tuple that we output, the topdown procedure adds at every node in the decomposition a constant number of new tuples in one of the priority queues in this node (equal to the number of children). Hence, at most O(1) amount of data will be added in the data structure between two consecutive tuples are output. Thus, if we enumerate k tuples from Q(D), the increase in space will be k · O(1) = O(k). □ Finally, we show that the algorithm correctly enumerates all tuples in Q(D) in increasing order according to the ranking function. 
REDUCING MATERIALIZATION SPACE
A direct application of Theorem 2 can lead to cases where, if enumeration is carried to the end, almost all the tuples in the output are materialized. In this section, we show how to incorporate instance specific properties to reduce this space requirement.
Before we state the main result, we introduce some notation. For a node t of a tree decomposition, we denote by OUT(B t ) the materialized output of its bag, and by OUT(B ≺ t ) the output of the subtree rooted at t. For a valuation θ , we use R ⋉ θ to denote the restriction of the set R on valuations that agree with θ . Theorem 3. Let Q be a natural join query with hypergraph H = (V, E). Let T be a fixed tree decomposition with fractional hypertreewidth fhw, such that the root node r has two children b, c. Then, for any input database D and ranking function compatible with T, we can preprocess D in time and space,
such that for any k, we can enumerate the top-k results of Q(D) with, delay δ =Õ(1)
Before we show how to prove the theorem, we demonstrate how to apply Theorem 3 to different cases. 
Then, Theorem 3 gives space S e = O(N + min{k, N · |OUT|}). In the worst-case |OUT| = N 2 and S e = O(N 3/2 ), while Theorem 2 requires Ω(N 2 ) space.
Generalizing the 3-path example to t-path queries (each of fixed size N ), we can achieve linear time preprocessing withÕ(1) delay using space S e = O(N + min{k, N (ρ * +1)/2 }).
If for a specific tree decomposition T the root has more than two children, we can still apply the theorem by modifying the decomposition as follows: we partition the children into two subsets S b , S c , and create two new nodes b, c. The bag of node b contains all the variables from S b that occur in the root, and similarly for c. Node b is connected to all nodes in S b , as well as the root node (similarly for c). Note that this transformation does not change the fractional hypertree width of the decomposition.
Example 9. Consider the cartesian product query Q(x, y, z, w) = R(x), S(y), T (z), U (w). Let the decomposition for Q have {x } at the root and {y}, {z}, {w } as its children. We create two nodes b, c, with empty bags, where b is connected to {y}, {z}, {x }, and c to {w }, {x }. One can see that the resulting space guarantee during enumeration becomes S e = O(N 2 ), where N is the size of each relation.
The above idea can be generalized as follows.
Proposition 4. Consider a cartesian product query Q(x 1 , . . . , x t ) = R 1 (x 1 ), . . . , R t (x t ). For any totally decomposable ranking function, we can enumerate the top-k tuples after linear time preprocessing withÕ(1) delay using space
In the case where the root node of the decomposition has only one child (say t), we can again transform it accordingly. Indeed, we can create a new decomposition T ′ (with the same width) where B r ∩ B t is the new root, B r is the left child and B t is the right child. By doing this transformation, Theorem 3 implies that the space guarantee reduces from |OUT| to |OUT(B ≺ t )|, which can be much smaller.
Example 10. Consider the 2-path query Q(x, y, z) = R(x, y), S(y, z). For any totally decomposable ranking function, we can enumerate the top-k tuples after linear time preprocessing withÕ(1) delay using only O(N ) space in the worst case.
It is an interesting question to find the best instance-specific decomposition according to the data, query structure and ranking function; we leave this as a problem for future research.
Modified algorithm
Before we describe the main algorithm, we present some intuition. Figure 4 shows the conceptual difference between Theorem 2 and the modified algorithm. For a fixed root valuation, algorithm from previous section would generate next candidates by incrementally enumerating the cartesian product. This is inefficient as it inevitably takes |OUT b | · |OUT c | space in the worst-case. The proposed change in this section enumerates the next candidates by keeping |OUT b | pointers to OUT c which is enough to get space savings. We now describe the modifications. To simplify the description, we assume that for each θ ∈ OUT(B r ), [p 1 , . . . p i ] are pointers to cells of children nodes of b and c. Additionally, it also includes a pointer next that will only point to an object of type modified cell. We will modify our algorithm in the following way: 
, ⊥⟩ into root priority queue.
We will discuss in a bit how to find θ c (j +1).
In other words, in the worst-case, for each valuation θ ∈ OUT(B r ) there will be at most
The first observation is that we can use procedure topdown from Theorem 2 to enumerate OUT(B ≺ b ) and OUT(B ≺ c ) for a given key valuation in ranked order. This is possible because any compatible ranking function over the decomposition T is also compatible for any subtree of the decomposition. Thus, we can use topdown from algorithm 2 to find θ b (i + 1) and θ c (j + 1).
Example 11. Figure 3a shows an example instance to illustrate the idea. Green bordered cells are instances of modified cells S(v), i.e the cells that store valuations over subtree B b or B c . After the preprocessing stage, cell with s 1 points to b(s 1 , 1) (modified cell t 1 ) shown in blue arrow. b(s 1 , 1) in turn points to c(s 1 , 1) (modified cell u 1 ). The first answer is formed by s 1 → t 1 → u 1 . The next smallest valuation after u 1 is u 2 . We update u 1 .next = u 2 and insert s 1 → t 1 → u 2 (shown by dashed brown arrow from t 1 to u 2 ). Additionally, we insert s 1 → t 2 → u 1 (dashed magenta and orange arrow) into Q r . t 1 , t 2 and u 1 , u 2 are constructed using topdown procedure from algorithm 2.
Let us now analyze the space requirement of this algorithm,
However, we could have also chosen to have pointers from Figure 3b . In this case, the space requirement would be,
Our second key observation is that we can use the power of two choices. In particular, for each root valuation t, we can choose which side we keep pointers from based on the smaller of
c , t). This will lead to the following space bound, 
LOWER BOUNDS
In this section, we provide evidence for the (near) optimality of some of our results.
The Choice of Ranking Function
We first consider the impact of the ranking function on the performance of ranked enumeration. We start with the following simple observation that deals with the case where rank has no structure, and can be accessed only through a blackbox that, given a tuple/valuation, returns its score: we call this a blackbox ranking function. Note that all of our algorithms work under the blackbox assumption.
Proposition 5. Let Q be a natural join query, and rank a blackbox ranking function. Then, any enumeration algorithm on a database D needs Ω(|Q(D)|) calls to rank-and worst case Ω(|D| ρ * ) calls -in order to output the smallest tuple.
Indeed, if the algorithm does not examine the rank of an output tuple, then we can always assign a value to the ranking function such that the tuple is the smallest one. Hence, in the case where there is no restriction on the ranking function, the simple result in Proposition 1 that materializes and sorts the output is essentially optimal. Thus, it is necessary to exploit properties of the ranking function in order to construct better algorithms. Unfortunately, even for natural restrictions of ranking functions it is not possible to do much better than the |D| ρ * bound for certain queries. Such a natural restriction is that of a coordinate monotone function. Definition 4. Let rank be a ranking function over a set of variables V. We say that rank is coordinate monotone if for every x ∈ V there exists a total order on dom(x) such that for every two valuations θ 1 , θ 2 where θ 1 (x) ≥ θ 2 (x) for every x, we have rank(θ 1 ) ≥ rank(θ 2 ).
In other words, θ 1 dominates θ 2 . All coordinate decomposable functions are coordinate monotone but not vice-versa.
Example 12. Consider the query
where dom = {0, 1}, and define the ranking function to be rank(
this corresponds to taking the inner product of the input tuples if viewed as binary vectors. This ranking function is coordinate monotone (the total order is 1 > 0), but it is not coordinate decomposable.
For coordinate monotone functions, we can show the following lower bound result:
Lemma 7. Consider the query y 1 ), S 1 (y 1 , z) , . . . ,
and let rank be a blackbox coordinate monotone ranking function. Then, there exists an instance of size N such that the time required to find the smallest tuple is Ω(N ℓ ).
Proof. We construct an instance D of size N , as shown in Figure 5 for ℓ = 2. Variable z takes exactly one value (c in the figure) and has a weight of 0. Each tuple in relation R i (x i , y i ) joins with exactly one tuple from S i (y i , z). The invariant for weight assignment is that w 1 + w 2 = n + 1 where w 1 is the weight assigned to valuation of x i and w 2 is the weight of valuation y i .
Let t 1 ∈ Q(D) have the following weight vector according to weights of vertices
But this contradicts our assumption that t 1 t 2 as no two tuples have the same weight vector. Therefore, no two weight vector corresponding to output tuples dominate each other and rank can assign an arbitrary score to tuples without violating coordinate monotonicity. Thus, any algorithm that does not examine all N ℓ output tuples can miss the smallest tuple t, since we can always assign in the blackbox model the smallest value to rank(t). □ Lemma 7 shows that for coordinate monotone functions, there exist queries where obtaining constant (or almost constant) delay guarantee requires the algorithm to spend significant time during the preprocessing step. For the lower bound instance, ρ * = ℓ + 1. Thus, the preprocessing step must spend time T P = O(N ρ * −1 ), effectively materializing the join output 3 . Given this result, the next immediate question is to see if we can extend the lower bound to other CQs. To this end, we show in the example below that for coordinate monotone functions, there also exist queries where linear time preprocessing is sufficient forÕ(1) delay enumeration.
Example 13. Consider the cartesian product query Q(x 1 , x 2 , . . . , x ℓ ) = R 1 (x 1 ), . . . , R ℓ (x ℓ ). We will construct a rooted tree decomposition such that any coordinate monotone function rank is compatible with it. Let the root node r have B r = {x 1 } and ℓ − 1 children t 1 , . . . , t ℓ−1 where child B t i = {x i }. For each t i , key(t i ) = {} and B ≺ t i = {x i }. The key observation is that coordinate monotonicity implies that rank is {x i }-decomposable. Similarly, for the root node B ≺ r = {x 1 , x 2 , . . . , x ℓ } and key(r ) = {}, hence B ≺ r \ key(r )-decomposability is trivially true.
Then, Theorem 2 implies that for any coordinate monotone ranking function, we can enumerate the ranked result of Q withÕ(1) delay after linear time preprocessing.
The above result shows that enumeration for coordinate monotone functions is dependent on query structure and whether there exists a compatible decomposition for rank. 
Beyond Logarithmic Delay
Next, we examine whether the logarithmic factor that we obtain in the delay of Theorem 2 can be removed for ranked enumeration. In other words, is it possible to achieve constant delay enumeration while keeping the preprocessing time small, even for simple ranking functions? To reason about this, we need to describe the X + Y sorting problem. Given two lists of n numbers, X = ⟨x 1 , x 2 , . . . , x n ⟩ and Y = ⟨y 1 , y 2 , . . . , y n ⟩, we want to enumerate all n 2 pairs (x i , y j ) in ascending order of their sum x i +y j . This classic problem has a trivial O(n 2 log n) algorithm that materializes all n 2 pairs and sorts them.
However, it remains an open problem whether the pairs can be enumerated faster in the RAM model. Fredman [13] showed that O(n 2 ) comparisons suffice in the nonuniform linear decision tree model, but it remains open whether this can be converted into an O(n 2 )-time algorithm in the real RAM model. Steiger and Streinu [32] gave a simple algorithm that takes O(n 2 log n) time while using only O(n 2 ) comparisons. Conjecture 1. The X + Y sorting problem does not admit an O(n 2 ) time algorithm.
In our setting, X + Y sorting can expressed as enumerating the output of the cartesian product Q(x, y) = R(x), S(y), where relations R and S correspond to the sets X and Y respectively. The ranking function is rank(x, y) = x + y. Conjecture 1 implies that it is not possible to achieve constant delay for the cartesian product query and the sum ranking function; otherwise, a full enumeration would produce a sorted order in time O(n 2 ).
RELATED WORK
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[22] extended the problem setting to the case where we want to enumerate top-k answers for join of t-path query. The first proposed algorithm J * uses an iterative deepening mechanism that pushes the most promising candidates into a priority queue. Unfortunately, even though the algorithm is instance optimal with respect to number of sorted access over each list, the delay guarantee is Ω(|OUT|) with space requirement S = Ω(|OUT|). A second proposed algorithm J * P A allows random access over each sorted list. J * P A uses a dynamic threshold to decide when to use random access over other lists to find joining tuples versus sorted access but does not improve formal guarantees. Query enumeration. The notion of constant delay query enumeration was introduced by Bagan, Durand and Grandjean in [2] . In this setting, preprocessing time is supposed to be much smaller than the time needed to evaluate the query (usually, linear in the size of the database), and the delay between two output tuples may depend on the query, but not on the database. This notion captures the intrinsic hardness of query structure. For an introduction to this topic and an overview of the state-of-the-art we refer the reader to the survey [29, 31] . Most of the results in existing works focus only on lexicographic enumeration of query results where the ordering of variables cannot be arbitrarily chosen. Transferring the static setting enumeration results to under updates has also been a subject of recent interest [5, 6] . Factorized databases. Following the landmark result of [26] which introduced the notion of using the logical structure of the query for efficient join evaluation, a long line of research has benefited from its application to learning problems and broader classes of queries [3, 4, 10, 25] . The core idea of factorized databases is to convert an arbitrary query into an acyclic query by finding a query increasingly complex ranking functions some lexicographic orders
Figure 6: Algorithmic performance on various classes of ranking functions on acyclic CQs. decomposition of small width. This width parameter controls the space and pre-processing time required in order to build indexes allowing for constant delay enumeration. We directly build on top of factorized representations and integrate ranking functions in the framework to enable enumeration beyond lexicographic orders.
CONCLUSION
In this paper, we study the problem of CQ result enumeration in ranked order. We combine the notion of query decompositions with certain desirable properties of ranking functions to enable (almost) constant delay enumeration with a small preprocessing time. Our techniques use on-the-fly materialization and instancespecific properties to achieve non-trivial guarantees. We view this as a fundamental building block to answer several more interesting questions of both theoretical and practical relevance.
The most natural open problem is to prove space lower bounds to see if our algorithms are optimal at least for certain classes of CQs. An intriguing question is to explore the full continuum of time-space tradeoffs. For instance, for some compatible ranking function with the 4-path query and T P = O(N ), we can achieve the following at two extremes of the tradeoff,
The precise characterization and its generalization to arbitrary CQs between these two points is unknown. Extension of our techniques to a broader class of queries (such as CQs with projections) is also an interesting problem. There also remain several open question regarding the properties of ranking functions. Figure 6 shows some key results for different choices of ranking functions.
It would be interesting to find fine-grained classes of ranking functions which are more expressive than coordinate decomposable, but less expressive than coordinate monotone. For instance, the ranking function f (x, y) = |x − y| is not coordinate decomposable, but it is piecewise coordinate monotone on either side of the global minimum critical point for each x valuation. Lastly, it remains on our research agenda to test the proposed ideas in a practical setting to see if the theoretical gains translate into practice.
A PROOFS A.1 Proofs for Section 3.1
Proof of Lemma 1. Pick any set S ⊆ V and let θ ⋆ be the valuation over V \ S such that for every x, f x (θ ⋆ (x)) = e, where e is the identity element of the monoid. Suppose that rank(θ ⋆ • θ 1 ) ≥ rank(θ ⋆ • θ 2 ) for valuations θ 1 , θ 2 over S. This implies that
Then, for any valuation θ over V \ S we have:
The inequality holds because of the monotonicity of the binary operator. □ Proof of Lemma 2. Pick some node t in the decomposition, and fix a valuation θ 0 over key(t). Let E ⊆ E be the hyperedges that correspond to bags in the subtree rooted at t, andĒ the remaining hyperedges. Let θ ⋆ be the valuation over V \ B ≺ t such that for every F ∈Ē we have
where e is the identity element. Notice that the latter is well-defined, since the hyperedges inĒ can not contain any variables in B ≺ t \ key(t).
Then, for any valuation θ over V \ B ≺ t we have:
The inequality holds because of the monotonicity of the binary operator. □ Proof of Lemma 3. It is known that the materialization of each bag can be done in time O(|D| fhw ), and the full reducer pass is linear in the size of the bags. For the second step of the preprocessing algorithm, observe that for each valuation in a bag, the algorithm performs only a constant number of operations (the number of children in the tree plus one), where each operation takes a constant time (since insert and top can be done in O(1) time for the priority queue). Hence, the second step needs O(|D| fhw ) time as well.
Regarding the space requirements, it is easy to see that the data structure uses only constant space for every valuation in each bag, hence the space is bounded by O(|D| fhw ). □
A.2 Proofs for Section 3.2
Proof of Lemma 6. We will prove our claim by induction on post-order traversal of the decomposition. We will show that the priority queue for each node s gives the output in correct order which in turn populates OUT(B ≺ s ) correctly. Here, OUT(B ≺ s ) is the ranked materialized output of subtree rooted at B s .
Base Case. Correctness for ranked output of OUT(B s ) for leaf node s is trivial as the leaf node tuples are popped from priority queues in order. Let ϕ ⋆ be the valuation over V \ B s according to definition of decomposability. We insert each valuation θ over node s with score rank(ϕ ⋆ • θ ). Since rank is compatible with the decomposition, it follows that if rank(ϕ ⋆ strictly smaller score than any tuple in L or θ but has not been enumerated yet. In other words, rank(ϕ • θ ′ ) < rank(ϕ • θ ) for any valuation ϕ over V \ B ≺ s . Clearly, since θ ′ has smaller rank than θ but has not been enumerated, it follows that θ ′ has not been inserted into the priority queue. We will show that such a scenario will violate compatibility of ranking function. Recall that θ 1 is said to dominate θ 2 whenever θ 1 (x) ⪰ θ 2 (x) for every variable x ∈ S implies rank(θ 1 ) ≥ rank(θ 2 ). There are three possible scenarios regarding the tuples θ and θ ′ :
(1) θ dominates θ ′ over each variable in S i = B ≺ s i \ key(B s i ), i ∈ [m]. Note that this scenario would mean that θ ′ was generated before θ given our candidate generation logic line 10-9, violating our assumption that θ ′ has not been generated yet. Each inequality is a successive application of (B ≺ s i \ key(s i ))-decomposability since φ i ⪰ θ i by domination assumption of θ ′ over θ .
(3) θ ′ and θ are incomparable. It is easy to see that all candidates in L dominate θ but are incomparable to each other. Also, the only way to generate new candidate tuples is line 10-13. Thus, if θ ′ is not in the priority queue, there are two possibilities.
Either there is some tuple θ ′′ in the priority queue that is dominated by θ ′ and thus, rank(θ ′′ ) ≤ rank(θ ′ ). θ ′′ will eventually generate θ ′ via a chain of tuples that successively dominate each other. As θ was popped before θ ′′ , it follows that rank(θ ) ≤ rank(θ ′′ ) ≤ rank(θ ′ ). The second possibility is that there is no such θ ′′ , which will mean that θ and θ ′ are generated in the same for loop line 10. But this would again mean that θ ′ is in the priority queue. Both these cases violate our assumption that rank(θ ′ ) < rank(θ ). Therefore, it cannot be the case that rank(ϕ • θ ′ ) < rank(ϕ • θ ) which proves the ordering correctness for node s. Since the output OUT(B ≺ s ) is populated using this ordering form priority queue, it is also materialized (chaining of cells at line 15) in ranked order. Inductive Case. Consider some node s in post-order traversal with children s 1 , . . . s m . By induction hypothesis, the ordering of OUT(B s i ) and correctness of Q s i is guaranteed. Applying the same argument as in the base case, it is straightforward to show the correctness for bag s. This completes the proof.
It is easy to see that the algorithm indeed enumerates all tuples in Q(D) since the full reducer pass removes all dangling tuples. □
B MODIFIED ALGORITHM
This section details algorithm 3 and algorithm 4 of Theorem 3 for the case when we choose to have pointers from OUT(B ≺ b ) ⋉ θ to OUT(B ≺ c )⋉ for each θ ∈ OUT(B r ). Extension to the case where we choose the min degree is straightforward. 
