An extension of a theorem of de Bruijn and Erdös on combinatorial designs  by Ryser, H.J
JOURNAL OF ALGEBRA l&246-261 (1968) 
An Extension of a Theorem of de Bruijn and Erdijs 
on Combinatorial Designs* 
H. J. RYSER 
California Institute of Technology, Pasadena, California 91109 
1. INTRODUCTION 
The theorem of de Bruijn and Erdosr [2] re f  erred to in the title of this paper 
may be described as follows. Let S = (a, , us ,..., a,} be an m-set (a set of m 
elements) and let S, , S, ,..., S, be n subsets of S. In this configuration let a, 
be contained in exactly ri of the subsets S, , Ss ,..., S, . We call rr , rs ,..., r, 
the replication numbers of the configuration. Suppose now that each SC and S, 
with i # j intersect in exactly one element of S. We exclude at the outset 
certain degenerate configurations and require that both n and the number of 
elements in each S, be greater than one. Under these assumptions it follows 
that the configuration has m 2 n and if equality holds the configuration 
satisfies one of the following two requirements: 
(A) Each of the replication numbers of the configuration equals a 
positive integer k and each Sj is a k-subset of S. 
(B) We have n > 3 and we may label the elements and the subsets so 
that 
S, = (2, 3 ,..., n>, 
S, = (1,2}, S, = (1, 3) ,..., S, = (1, n}. 
This remarkable theorem has various implications and ramifications. The 
inequality m 2 n is similar to Fisher’s inequality that arises in statistics in 
connection with the study of balanced incomplete block designs [I], [4], [12]. 
The theorem is purely combinatorial in character. But it may be applied to 
the geometry of the plane and yields interesting results that are related to the 
theorem of Gallai [5], [9]. The case of equality is especially important. The 
configurations (A) are the finite projective planes and the degenerate plane or 
* This research was supported in part by ONR Contract Number NOOO14-67- 
A-0094-0010. 
1 The names of H. H-i, T. Mot&in, and G. Szekeres are also frequently 
associated with the development of this theorem. 
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triangle. The configurations (B) have a very simple structure. They exist 
for all n > 3 and for each n > 3 they are unique (apart from the labeling 
of the elements and the subsets). We may in fact represent such a configuration 
in the Euclidean plane by n lines and their intersection points as illustrated in 
Fig. 1. 
FIG. 1 
In the de Bruijn-Erdos theorem it is assumed that each Si and Sj with i fj 
intersect in exactly one element of S. In the present paper we let each Si and 
Sj with i # j intersect in exactly h elements of S, where A is a fixed but 
arbitrary positive integer. Our first main conclusion is the following. 
THEOREM 1.1. Let S = (a1 , a, ,..., a,} be an m-set and let S, , S, ,..., S, 
be n subsets of S. In this conJguration we assume that each Si and S, with i # j 
intersect in exactly X elements of S. We also assume that n > 1, X 1 1, and that 
the number of elements in each Si is greater than A. Then the configuration has 
m 2 n and if equality holds the configuration satis$es one of the following two 
requirements : 
(C) Each of the replication numbers of the configuration equals a positive 
integer k and each Si is a k-subset of S. 
(D) The conJiguration has exactly two distinct replication numbers rl and y2 , 
and these numbers atisfy 
r,+y,=n+l. (1-l) 
The configurations (C) are precisely the symmetric block designs (apart 
from possible degeneracies that are entirely matters of definition). These 
configurations are the natural generalization of the finite projective planes and 
they play a fundamental role in modern combinatorics. But we shall not 
develop their structure here [4], [I2]. The configurations (D) we call A-designs 
on n elements. We assert that not all of the subsets S, , S, ,..., S, in a h-design 
on n elements are k-subsets of S. Let us assume the contrary. Then by a well 
known theorem on symmetric block designs we have rl = Y, = 12, whereas 
the replication numbers are distinct [4], [IO], [22]. 
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The de Bruijn-Erdos theorem tabulates all l-designs. But the X-designs 
with X > 1 are of a much more complicated structure. We construct such 
h-designs for infinitely many values of X. But the determination of all /\-designs 
appears to be a difficult problem and many questions remain unanswered. 
Our second main conclusion solves this problem for 2-designs. 
THEOREM 1.2. A 2-design on n elements exists only for n = 7 and in this 
case the unique 2-design is given by 
U,2,4), 
0,4,6 71, (2, 57, c-9 (3,6,1,2), 
(4, 7,2,31, (5, 1, 3,4), l&2,4,51. 
We may represent the above 2-design in the Euclidean plane by seven 
circles and their seven intersection points. Figure 2 consists of four small 
A 2 4 7 
i 1 6 
FIG. 2 
equilateral triangles that together form one large equilateral triangle. We draw 
three circles with centers at 1,2,4, respectively, each of which passes through 
four points of our diagram. Then we circumscribe four circles about the four 
small equilateral triangles. A theorem of plane geometry asserts that three of 
these circles intersect in a common point 7 (see [3]). The resulting remarkable 
circle configuration is displayed in Fig. 3. 
The general problem of “drawing” symmetric block designs with X = 2 
in Euclidean and projective 2-space will be discussed in a forthcoming paper 
by F. Bohnenblust. 
We conclude our introduction with a few historical remarks on the previous 
literature. Apparently the inequality m >= n of Theorem 1.1 was first noted 
by Majindar (= Majumdar) [S]. His proof of this inequality is based on 
Bose’s proof of Fisher’s inequality [I], [4], [22], and we repeat the argument 
in the first paragraph immediately following the statement of Theorem 2.1. 
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A slightly modified treatment of this topic was also given by Isbell [6]. The 
case of equality is considerably more difficult, and here Majindar [7] intro- 
duced a bordering device of the type described subsequently in the proof of 
Theorem 2.1. But he did not use the bordering device for the study of the 
replication numbers or X-designs as such. Instead, he generalized a theorem 
FIG. 3 
of Ryser [4], [ZZ], [22] on matrices with integral elements and imposed 
hypotheses that yielded symmetric block designs. Also, we remark that the 
2-design displayed in Theorem 1.2 was first exhibited by de Witte [13]. 
2. THE INCIDENCE MATRIX A 
Let S = {a, , us ,..., a,} be an m-set and let S, , S, ,..., S, be n subsets of S. 
We set aij = 1 if ai is in Sj and we set uij = 0 if a, is not in Si . The resulting 
(0, I)-matrix 
A = [Uij] (2.1) 
of size m by n is the incidence matrix of the configuration. It is clear that A 
characterizes the configuration. Throughout the discussion we let AT denote 
the transpose of the matrix A. 
The following theorem on (0, 1)-matrices is entirely equivalent to 
Theorem 1.1. But our proof of this theorem uses matrix theory rather exten- 
sively, and we do not have available a purely set-theoretic argument for 
Theorem 1.1. 
THEOREM 2.1. Let A be a (0, I)-matrix of size m by n. We assume that 
ATA has Fzj in the (j, j) position on the main diagonal and X in all other positions. 
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Wealsoassumethatn>l,h~l,andkj>/\. ThenAhasm~nandif 
equality holds A satisfies one of the following two requirements: 
(E) Each row sum and each column sum of A equals a positive integer k. 
(F) The matrix A has exactly two distinct row sums r1 and r2 , and these 
numbers satisfy 
r1 + r2 = n + 1. (2.2) 
Proof. We begin with an evaluation of det(ATA). We take column 1 of 
ATA and subtract it from each of the remaining n - I columns. Then we add 
to row 1 of the transformed matrix row imultiplied by a factor (k, - X)(k, - A) 
for each i = 2, . . . . n. Thus we see that 
det(ATA)= [k,+h(K,--A)(&+...+&)] (k,-A)...(k,--AX) 
(2.3) 
[ ( 
1 
= 1+x kl--h +*.*+ 1E A)] (4 - 4 ... (kn - A). 
It follows at once from (2.3) that det(ATA) # 0. We may now prove the 
inequality m 2 n. Suppose that m < n. Then we border A by rows of O’s 
and obtain a square matrix A,, of order n that satisfies 
ATA = A,,TA,. (2.4) 
But det(AoTA,) = 0 because A,, is square and contains at least one row of 0’s. 
Thus we contradict the nonsingularity of ATA. 
We henceforth deal exclusively with the case m = n. In order to obtain 
further information on AAT we border A by a row and a column in the 
following manner: 
H= (2.5) 
In (2.5) the quantities x, ,..., x, are selected as the solution of the system of 
equations 
al91 + *a- + anjx, = h (j = l,..., n). (2.6) 
This system has a unique solution because det(A) # 0. Thus x1 ,..., x, are 
well-defined rational numbers that are not all equal to zero. We now let 
u = -A + x12 + -a* + xn2 (2.7) 
COMBINATORIAL DESIGNS 251 
and observe that H satisfies the matrix equation 
HTH = diag[u, k, - h ,..., K, - A]. cw 
Let ri denote the sum of row i of A. We next take the inner product of 
columnj of A with each of the other columns of A and then add all of these 
inner products. This sum may be evaluated in two ways and we thereby 
obtain the equations 
a& - 1) + .** + a&, - 1) = h(n - 1) (j = l,..., n). (2.9) 
But the system (2.9) is the same as the system (2.6) apart from a constant 
factor. Hence since the solution of (2.6) is unique it follows that 
and 
ri = (n - 1)Xi + 1. 
Note that adding Eq. (2.6) gives 
r,x, + *** + Y,X* = An 
and adding Eq. (2.9) gives 
T&1 - 1) + *.. + m(m - 1) 
We now prove by a calculation that 
u # 0. 
By (2.10), (2.1 l), and (2.12) we have 
c rixi = (n - 1) c x; + c (yi - 1)/b - 1) 
= (n - 1) 1 xi2 + C(ki - l)/(n - 1) 
= = Xn(n 
(2.10) 
(2.11) 
(2.12) 
- 1). (2.13) 
=. 
Suppose that u = 0. Then (2.15) asserts that 
C kj = hn + n - h < hn + n. 
But by assumption kj 2 h + 1 and hence 
C ki 2 hn + n. 
This is a contradiction and hence u f 0. 
(2.14) 
(2.15) 
An. 
(2.16) 
(2.17) 
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We return to the matrix H and normalize its columns. Thus we let 
D = diag[l/&, l/z/rz, - A,..., l/w] (2.18) 
and define 
K=HD. (2.19) 
Then by (2.8) it follows that 
K=K = I, (2.20) 
where I is the identity matrix of order n + 1. Hence we have 
KK= = I. (2.21) 
We now know that row 1 of K has inner product 1 with itself, and we may 
write 
x 1 1 
--=l+h k,--X +.**+p. 
u ( k, - X i (2.22) 
Another row of K likewise has inner product 1 with itself, and we may write 
But since A is a (0, I)-matrix we may rewrite (2.23) in the form 
(2.23) 
Also, row 1 of K has inner product 0 with any other row of K, and we may 
write 
Xi kaTA i . ..+ai.= __. 
1 k, - h u 
But the left sides of (2.24) and (2.25) are the same and this gives us our basic 
relationship 
xi2 - xi - II = 0. (2.26) 
By (2.10) we may rewrite (2.26) in the form 
Y.2 - (n + 1) Yi + n - u(n - 1)s = 0. z (2.27) 
Notice that the quantity u in (2.27) is determined by (2.22) and depends only 
on X and k, ,..., kn . 
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Suppose now that all of the row sums of A are equal. Then by (2.10) 
we have x1 = *a* = x, # 0, and since column 1 of H has inner product 0 
with all of the remaining columns of H it follows that 
k, = . . . = k, = rl z . . . z y, = k. (2.28) 
In the alternative case, Eq. (2.27) tells us that the row sums of A take on 
exactly two distinct values rr and r2 , and these numbers satisfy 
Y1 + r2 = n + 1. (2.29) 
This proves Theorem 2.1 and also Theorem 1.1. 
3. PROPERTIES OF /\-DESIGNS 
The results in Section 2 allow us to write down various necessary conditions 
for the existence of a h-design on n elements. Thus by Theorem 2.1 we know 
that a A-design has exactly two distinct replication numbers Y, and r2 , and 
these numbers satisfy 
t-1 + T2 = n + 1. 
Without loss of generality we let 
n+l r,>-, 2 
Then Eq. (2.27) implies 
Hence by (2.22) and (3.3) we have 
Y <n+l 2 2 
n+l 72 = - 
2 
and, in particular, 
(3.1) 
(3.2) 
(“-2) 
2 
l/p-&. 
(3.3) 
(3.4) 
(3.5) 
Throughout this section let A denote the (0, 1)-matrix of order n that is the 
incidence matrix of a h-design on n elements. We always normalize A by row 
permutations so that each of the first e, rows has row sum rr and each of the 
last es rows has row sum rg , where 
e, + e2 = 71. (3-e) 
481/10/2-g 
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We write 
A= fl, 
[ I 2 (3.7) 
where A, is of size e, by n and A, is of size e2 by n. Let k; denote the sum 
of columnj of A, and let kf denote the sum of column j of A, . Then it follows 
that 
k; + kj* = kj . (3-g) 
In the above notation (2.9) and (2.13) become 
and 
k;(r, - 1) + kj*(r, - 1) = A(n - 1) (3.9) 
e,r,(r, - 1) + e,r,(r, - 1) = An(n - l), (3.10) 
respectively. We may use (3.2) on (3.9) and (3.10) in order to obtain upper 
estimates for kj and e, , respectively. Thus we have 
0 5 k; < 2X (3.11) 
and 
0 < e, < 4h. (3.12) 
We are interested in all integral solutions ki and kj* of (3.9) with kj in the 
interval (3.11) because these numbers determine the various possibilities for 
the column sums kj of A. One such integral solution is 
k; = k: = X. (3.13) 
But we know that a h-design requires at least one additional integral solution. 
It is sometimes convenient to rewrite (3.9) in the equivalent form 
kj* = h - p(k; - X), (3.14) 
where 
r 
,=S>l. 
We now return to l-designs. By (3.2) a l-design cannot have e, 2 2 and 
hence we have e, = 1. We let k; = 0 and kk = 1. Then by (3.13) we have 
k,* = 1. Let each of the firstf, columns of A, have column sum k; = 0 and 
let each of the last fi columns of A, have column sum ki = 1, where 
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fr + fi = n. Then since we have a l-design it follows without difficulty 
that fi = 1 and our incidence matrix A of order n > 3 may be written in the 
form 
0 1 ... 1 
- I: I 1 I i , (3.16) 
where I is the identity matrix of order n - 1. Thus we obtain the configu- 
rations (B) of the de Bruijn-Erdiis theorem. The replication numbers of a 
l-design are rr = n - 1 and r2 = 2. Thus in a l-design equality holds 
throughout (3.5). Conversely, we assert that a h-design with replication 
numbers rl = n - 1 and r2 = 2 is a l-design. This is the case because by (3.15) 
we have p = n - 2 and for this value of p it follows easily from (3.14) that the 
only possibility for h is h = 1. 
We consider a symmetric block design with parameters 
v=n=4A-1, k = 2X, h 2 2. (3.17) 
We recall that such a design may always be constructed from a Hadamard 
matrix of order 4X. Many infinite families of Hadamard matrices have been 
constructed and it is conjectured that Hadamard matrices exist for all orders 
congruent to 0 modulo 4 (see [JJ, [12]). Let C denote the incidence matrix 
of the design with parameters (3.17). We normalize the first column of C so 
that there are O’s in the 2h - 1 initial positions and l’s in the 2.A terminal 
positions. The matrix C satisfies the familiar equations 
CC= = C=C = AI + h J, (3.18) 
where I is the identity matrix of order n and J is the matrix of l’s of order n. 
We now replace the first column of C by the complementary (0, 1)-vector 
and call the resulting matrix A. Let E,, denote the (0, I)-matrix of order n 
with 1 in the (1, 1) position and O’s elsewhere. Then the very special structure 
of C implies 
A=A = PC - E,, . (3.19) 
Thus A is the normalized incidence matrix of a h-design with replication 
numbers 
Y, = 2A + 1, r2 = 2x - 1 (3.20) 
and with 
e, =2h-1, e2 = 2h. (3.21) 
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Moreover, the column sums of A take on exactly two distinct values and in the 
same notation used for l-designs we write 
fi = 1, f,=n-I (3.22) 
and 
k; = 2h - 1, kf = 0, k; = /\, k,* = ;\. (3.23) 
We call this newly constructed h-design an H-design. 
We prove that a h-design with replication numbers rl = 2h + 1 and 
r2 = 2h - 1 is an H-design. We have h 2 2 and by (3.15) we have 
p = h/(h - 1). It then follows from (3.14) that h - 1 divides ki - h. We may 
tabulate the various possibilities for ki and kj*. The results are as follows: 
The special values kj = 0, kj* = 6 occur only for n = 7 and h = 2. We may 
rewrite (3.10) in the form 
2h(2h + 1) e, + 2(h - 1)(2X - 1) es = 2A(4h -- 1)(2h - I), (3.25) 
whence it follows that 2h - 1 divides e, . Thus the only possibilities for 
e, , es are e, = 2h - 1, ea = 2h and e, = 4h - 2, es = 1. We must select at 
least two distinct pairs ki , k? from (3.24) so that we cannot have e, = 4h - 2, 
es = 1. Thus we have e, = 2h - 1, es = 2h and this excludes k; = 0, 
k: = 6. Let the normalized incidence matrix A of the h-design contain a 
column of type kj = 1, k: = 2X. We have es = 2h and A must have all of its 
remaining columns of type k; = A, k; = A. But then A is not the incidence 
matrix of a X-design. Thus let the normalized incidence matrix A of the 
h-design contain a column of type k; = 2A - 1, kf = 0. Then A must have 
all of its remaining columns of type k; = A, k: = h and A is the incidence 
matrix of an H-design. 
The “smallest” H-design is the 2-design of Theorem 1.2. Its incidence 
matrix is displayed below in the “circulant” form of Theorem 1.2 and in the 
normalized form of our construction: 
-1 1 1 1 0 1 
1011101 
0001110 
1100111 
I 
0010011 
0101001 
-0 1 1 0 1 0 0 
1001111 
1111100 
1110011 i 1 0101010 0100101 0011001 0010110 (3.26) 
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In a l-design each kj satisfies the inequality 
kj 2 U, (3.27) 
whereas in an H-design k, satisfies the inequality 
k, < 2X. (3.28) 
Suppose that we have a h-design of the latter variety with some k, < 2h. 
Then it follows from (3.14) and (3.15) that k; - A > 0. Hence by (3.14) 
we have 
(3.29) 
and by (3.14) and (3.29) each kj satisfies 
kj 2 X2 + h. (3.30) 
It now follows readily from (3.30) and the definition of a h-design that for 
jixed h there are at most a$nite number of X-designs with some k, < 2A. 
W. G. Bridges has recently obtained additional X-designs as follows. Let A 
be the incidence matrix of a symmetric block design with parameters v, k, X’ 
not of the form v  = 4h - 1, k = 2X - 1, A’ = h - 1. Let A be normalized 
so that the l’s in column 1 of A occur initially. We replace the terminal O’s 
in column 1 of A by l’s and we also complement the first k rows of A. The 
resulting matrix A’ is the incidence matrix of a X-design with h = k - h’. 
These designs contain the H-designs as a special case. The interesting problem 
of the determination of all A-designs is unsolved. 
4. THE STRUCTURE OF ~-DESIGNS 
We now state and prove the matrix theory version of Theorem 1.2. 
THEOREM 4.1. Let A be the incidence matrix of a 2-design on n elements. 
Then, apart from row and column permutations, 
(4.1) 
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Proof. The assumption h = 2 and (3.11) imply that the only possibilities 
for kj are 0, 1,2, 3. By (3.8) and (3.14) the corresponding values for kf and kj 
are 
Let us assume t 
‘k; 0 1 2 3 
k; 2P + 2 p+2 2 . (4.2) 
4 2P + 2 p+3 4 
0 I 
3 
hat A contains a column with k; = 3. Then er 2 3 and 
we may write A in the form 
where the first three rows of A have identical row sums. If  A contains a 
second column with ki = 3 then er 2 4 and A’ contains a column with 
exactly one 1. But then we contradict h = 2 except for the (0, I)-matrix of 
order 4 with exactly three l’s in each row and column. Hence we have only 
one column with kj = 3. Then by (4.2) each column sum of A’ is 2. I f  the 
order of A is greater than 7 we contradict X = 2. On the other hand the order 
of A cannot be less than 7. Thus A is of order 7 and we obtain the matrix (4.1). 
Henceforth the only possibilities for k; are 0, 1,2. We assert that we cannot 
have e, 2 4. In this case, (3.2) implies that rows 1 and 2 as well as rows 3 
and 4 of A have inner products at least 2. But then the first four rows of A 
contain columns of the form 
(4.4) 
and (4.4) is in conflict with A = 2. 
We now let e, = 3. Then (3.2) implies that the first three rows of A contain 
columns of the form 
[ 
001111 
110011. 
I 
(4.5) 
111100 
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If A contains an additional column of the form kj = 2, we contradict A = 2. 
But A must contain a column of the form Ki = 1 or k; = 0. The choice 
ki = 1 is in conflict with h = 2 and ki = 0 yields the symmetric design with 
parameters z, = n = 7, K = 4, h = 2. 
We next let e, = 2. Let A contain fi columns with K; = 2, fi columns 
with k; = 1, and f3 columns with k; = 0. Then (3.2) implies that fi 2 2. 
The matrix A may contain at most one column with A; = 0 and hence 
we have f3 = 0, 1. Thus fi 2 2 and furthermore, fi is even. Since f2 is positive 
it follows from (4.2) that p is an integer. Now if fi 2 10 then we contradict 
h = 2. Thus fi = 2,4,6,8. Suppose that we have fi 2 4 and fi = 6,8. 
Then X = 2 implies that A contains a (0, 1)-matrix of size 8 by 3 with exactly 
four l’s in each column and such that the inner product of each pair of 
distinct columns is no more than 1. It follows readily that such matrices do not 
exist. Hence if fi 2 4 then we must have fi = 2, 4. But, if fl 2 4 and 
fi = 2,4, then we contradict f3 = 0, 1. Thus we must have fi = 2, 3. The 
following table displays the various remaining possibilities for fi , fi , f3 : 
fl] 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 
f2 1 2 2 4 4 6 6 8 8 2 2 4 4 6 6 8 8 
/ f3 ~ 0101010101010101 . 
j 6 7 8 91011 8 9101112 
(4.6) 
n 
In each case the number of columns is insufficient for a square matrix or else 
we contradict the fact that p is a positive integer greater than 1. 
We now let e, = 1. We then have ki = 0, 1 and columns of both types 
must occur in A. By (3.9) and (4.2) we have at once that 
np + 1 
r1=-, 
P+l 
rppSn. 
ffl 
(4.7) 
Then, if we substitute these numbers in (3.10) and set e, = 1, ea = 12 - 1, 
we obtain 
(P + l)(p + 2) = * - 1. (4.8) 
This in turn allows us to write (4.7) in the more convenient form 
r,=n-2-p, r2 =p+3. (4.9) 
We next normalize the matrix A by row and column permutations 
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and write 
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1 l...l o..*o 
4 ES (4.10) 
F2 F3 
In (4.10) the columns of A are permuted so that the n - 2 - p l’s in row 1 
of A occur initially. We then permute the rows of A so that Es is of size 
2p + 2 by r2 - 1 and column 1 of E3 is a column of 1’s. This is possible 
because of (4.2). Column 1 of F3 is then a column of 0’s. We note that we are 
not in the case rr = n- 1, r2 = 2 so that E3 and F3 contain at least two columns. 
Moreover, we have X = 2 and hence the sum of each column of Es except 
column 1 is 2. It follows from (4.2) that the sum of each column of F3 except 
column 1 is 2p. 
Let cr be the maximal row sum of the matrix 
E 4. (4.11) 
We permute the rows and the columns of A so that El is of size 2p + 2 by (T 
and row 1 of El is a row of 1’s. It follows that row 1 of Ez is a row of 0’s. The 
values of rl and r2 are such that neither El nor E2 is vacuous. The sum of each 
column of El and Ez is 2 and we permute the rows of A so that E, is the 
initial row of l’s followed by an identity matrix of order u followed by rows 
of 0’s. The sum of each column ofF, and Fz is p and we permute the rows of A 
so that the initial rows of Fl are the a-fold direct sum of the column vector 
of p 1’s. The terminal rows of Fl are rows of 0’s. 
By (4.8) and (4.9) the average value of the row sums of the matrix (4.11) is 
2y, Yl cr=-~-~p++, 
2P + 2 P+l 
whence 
pa + 2p f 3 = 71. (4.13) 
But by the definition of a we have 
0 5 0, (4.14) 
and by the normalized structure of the first u columns of A we have 
pu + 2p + 3 5 71. (4.15) 
Hence it follows that equality holds throughout (4.14) and (4.15). This means 
that the matrix Fl does not contain terminal rows of 0’s. Moreover, each row 
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sum of the matrix (4.11) equals 
a=p+l, (4.16) 
and each row sum of the matrix Es equals 
Y2 - u = 2. (4.17) 
Thus we may permute the columns of A so that column 1 of Es remains 
fixed but column 2 of E, has a 1 in the initial position. We now take the inner 
product of column 2 ofF, with each of the columns of Fl . The structure of A 
is such that the sum of column 2 of F3 is 0 = p + 1 or (T - 1 = p. The 
precise value depends upon the location of the second 1 in column 2 of E3 . 
But we know that the sum of column 2 of F3 is 2p. Hence we obtain the 
contradiction p = 1 or p = 0. This completes the proof of Theorem 4.1. 
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