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Introduction
Peer-to-peer (P2P) networking is undoubtedly one of the most touted topics in the Internet. The popularity achieved by applications like Napster and Gnutella provides testimony to the potentials of P2P application. Currently, P2P applications are mainly used for music file sharing. However, Gnutella's uses and potential could go beyond file sharing, for example knowledge reuse management [4] . Gnutella has the potential and the capability to completely revolutionize the current way we interact with the Internet contents and applications.
Gnutella-based P2P systems possess three distinct features: decentralization, anonymity, and autonomy. The decentralization implies a networking architecture without a centralized server control. The absence of the central control overcomes a single or multiple points of failure of P2P program. The decentralization also induces the dynamic re-configurability characteristic of network, in which an "arbitrary" network is always formed and the network keeps changing all the time. This characteristic is due to the preferences of participating P2P programs that can select preferable peers for network connection and refuse connection requests from un-trusted peers. This introduces the property of autonomy that applies peer's preference in network forming and searching. The property of anonymity is an important property to use P2P applications; no one knows the identity of a P2P user in sharing, searching and downloading files.
Directions for improvement of searching in the Gnutella network would be to enhance the query flooding mechanism and to employ the proxy cache mechanisms used on the Web [5] . In the latest Gnutella specification version 1.1 [12] , we identify several potential improvements on the Gnutella protocol.
Gnutella Protocol
The Gnutella protocol [1] is an open, decentralized group membership and search protocol, mainly used for file sharing. The term Gnutella also designates the virtual network of Internet accessible hosts running Gnutellaspeaking applications and a number of smaller, and often private, disconnected networks.
Gnutella nodes, called servents by developers, perform tasks normally associated with both servers and clients. They provide client-side interfaces through which users can issue queries and view search results, accept queries from other servents, check for matches against their local data set, and respond with corresponding results. These nodes are also responsible for managing the background traffic that spreads the information used to maintain network integrity.
In order to join the system a new node/servent initially connects to one of several known host catchers that contain a list of Gnutella hosts (e.g. public.bearshare.net). Once attaching to the network (e.g., having one or more open connections with nodes already in the network), nodes exchange messages and interact with each other. Messages can be broadcasted (i.e., sent to all nodes with which the sender has open TCP connections) or simply back-propagated (i.e., sent on a specific connection on the reverse of the path taken by an initial, broadcasted, message). Several features of the protocol facilitate this broadcast/back-propagation mechanism. First, each message has a randomly generated identifier. Second, each node keeps a short memory of the recently routed messages, used to prevent re-broadcasting and to implement back-propagation.
Third, messages are flagged with time-to-live (TTL) and "hops passed" fields.
To become a member of the network, a servent has to open one or many connections with nodes that are already in the network. In the dynamic environment where Gnutella operates, nodes often join and leave and network connections are unreliable. To cope with this environment, after joining the network, a node periodically checks its neighbors to discover other participating nodes. Using this information, a disconnected node can always reconnect to the network. Nodes decide where to connect in the network based only on local information; thus, the entire network forms a dynamic, self-organizing network of independent entities. This virtual, application-level network has Gnutella servents at its nodes and open TCP connections as its links.
The Gnutella protocol defines five different types of packets, namely QUERY, HIT, PING, PONG, and PUSH. 1. QUERY -requests for sharable files matching the given criteria. 2. HIT-responds to a query by returning a list of sharable files matching the given criteria and the IP addresses of their providers. There may be multiple responders to a query due to the nature of distributed network. 3. PING -requests the transitive closure of connected nodes to identify themselves. 4. PONG -responds by a node upon receiving a PING, the responding node provides its IP address and the number of sharable files it contains. 5. PUSH -requests a file provider to contact the requester. This provides a simple mechanism to attempt to get through the firewalls. To search for files in the Gnutella network, the Gnutella servent sends a QUERY packet that contains the query string. The neighboring nodes will receive this QUERY packet and they will take the query string as search criteria to check their sharable local files that match the criteria. If the P2P servent finds relevant files in its local resource, it will generate one or more HIT packets containing information about the relevant sharable files. In the current Gnutella protocol, the servents only check the filenames of the sharable files. Figure 1 illustrates the query-response operation. Assume Servent A requests for files with the keyword "mp3". The query string containing the keyword will be sent to all of its neighbors, say one of them is Servent B. On receiving the request from Servent A, Servent B will automatically forward the query string to its neighbors too if the time-to-live (TTL) counter is still non-zero after the decrement by one. The request initiated by Servent A is recorded to avoid any duplicate requests from the same Servent because it is possible that the same QUERY string will return to Servent B for files matching "MP3". After passing back anything that might be of interest to Servent A, Servent B passes the request on to its peer, Servent C, and Servent B keeps a record that Servent A has made the request. If Servent C has files matching the request, it passes the information to Servent B. Servent B checks its records of request to see which request the HIT matches. If the returning information matches with the QUERY from Servent A, Servent B passes the information to Servent A. 
Servent

Existing Search problems and solutions
In the Gnutella network, a node will forward all incoming "Ping" and "Query" to all of its directly connected nodes, except the one that delivered the incoming "Ping" and "Query". Also the node will decrement a descriptor header's TTL field, and increment its Hops field, before it forwards the descriptor to any directly connected nodes. If, after decrementing the header's TTL field, the TTL field is found to be zero, the descriptor is not forwarded along any connection. This searching mechanism limits the "radius" traveled by the messages by TTL. For file that is widely available in the network, a small TTL is sufficient. For file that is rare in the Gnutella network, it is hard to find the desired files without distributing the queries widely. Such a searching mechanism limits the scalability of the Gnutella network. As a result, there will be no "Query Hit" response, even the requested file is present in the network. Increasing the value of TTL in the "Query" message can be one of the methods to increase the horizon that can be reached by the message; however, this approach will increase the amount of network traffics in an exponential order. For example, a node is connecting to 4 nodes, and each of these nodes is connecting to another 4 nodes, so for TTL=2, the initial node is able to reach 4+4*4 = 20 nodes. If the TTL is increased to 3, the initial node will be able to reach 4+4*4*4 = 68 nodes.
Several solutions to this problem were proposed by different researchers [7, 8] . Those solutions are based on a highly structured network design in which the network can provide exact location of a specific file. However, in the Gnutella network, the nodes turnover rate is very high, it is estimated that half of the nodes participating in the network will be replaced by new nodes within one hour [11] . Therefore it is difficult to maintain the highly structured routing.
Proposed Search Mechanisms
In this paper, N-Phase Search and Passive Search mechanisms are proposed to minimize the drawbacks of Gnutella Protocol.
N-phase Search
We propose an N-phase Search to expand the radius of the "Query". It will be rather useful when the first query cannot provide a successful search results. Normally the default value of TTL in the message is set to "7". It means that the message would be sent to those nodes that are 7 links away from the "initial" node. Nodes that beyond 7 links would be unlikely to be reached, so is it possible that a query message may not be able to reach a node that actually contains the desired file. Figure 2 illustrates the concept of TTL and some related terms. In order to simplify the illustration, we use an example in which TTL value is 4 and the number of nodes connecting to each node is 2.
In the N-phase Searching, the information of the outermost hosts would be cached in the Gnutella client application. The outermost hosts are identified by the smallest number of TTL in the incoming "Pong" messages. After the first "Query" message which results in no Query Hit, the application will initiate the N-phase Search by sending the "Query" message directly to the outermost host. In this sense, the radius reached by the node can be enlarged and the chance for getting a "Query Hit" can be increased. 
Passive Search
Another method to increase the efficiency and the chance for a "Query Hit" is to check and cache the incoming "Query Hit" message. This feature involves collecting the forwarding "Query Hit" messages originated by other nodes. In Gnutella protocol, a node will forward the incoming "Query Hit" message if it realizes that it is not originated by itself. By checking the incoming "Query Hit" message originated by other nodes, it can increase the probability to identify the desired file in a shorter time. Also, caching the "Query Hit" messages can provide a faster response to other node if the same query is made. It is similar to the function of web proxy sever that caches the previous accessed web pages and accelerates later repeated accesses. For example, a "Query Hit" message contains the information of the Gnutella node E (referring to Figure 2 ), which is cached by node A. If node B initiates a query with the same criteria of the cached "Query Hit" in node A, node A can respond to node B directly by forwarding the cached "Query Hit".
There are some other approaches proposed by previous researchers [3] . Both of them focus on dealing with the dynamic nature of the Gnutella network by a distributed file-indexing scheme. On the other hand, our approaches can shorten the time for returning a "Query Hit" messages and reducing the network traffic.
Experiments
N-phase Search
In order to evaluate the effectiveness of the proposed searching mechanism, experiments were conducted to compare the effectiveness of traditional search and Nphase Search.
A Gnutella P2P servent was developed based on the Java API of JTella [6] . Each experiment was conducted by connecting the servent to the network for 5 minutes to get an approximately equal number of hosts for both Host Catcher list (which cached the information of pervious connected nodes) and Outermost Hosts list. This allowed equal chance of connection for both traditional and NLevel hosts during the experiment. After the servent had established stable connection to the network, search sessions for a query term were initiated. We measured the total number of "Query Hit" messages received in a 10-minute period, in which both the traditional and the Nphase Search were used. "mp3" was used as the search criterion in this experiment because it is a popular query term in P2P network and a large number of "Query Hit" messages are guaranteed. The searching effectiveness was reflected by the average number of "Query Hit" messages received in a 10-minute period and the average number of distinct hosts from which "Query Hit" messages returned. 1  25  210  239  2  23  197  195  3  34  131  204  4  21  150  224  5  22  181  231  6  30  165  220  7  21  139  249  8  28  114  268  9  23  186  303  10  25  163  326   11  25  218  222  12  23  181  247  13  27  19  166  14  26  194  257  15  18  163  262  16  15  146  167  17  16  219  236  18  13  156  216  19  14  142 We completed 20 sets of traditional and N-phase file searching. For each sample set, the search session lasted for 10 minutes. The content of "Query Hit" messages and the total number of "Query Hit" messages were recorded. Then the number of distinct hosts from which the "Query Hit" messages returned was measured by extracting the location information, IP address, from the "Query Hit" messages.
The average number of "Query Hit" messages received for traditional search was 2669.3 while the average number of "Query Hit" messages for N-phase Search was 4148.3. The average number of distinct hosts covered for traditional search was 165.05, while that for N-phase Search was 233.1. The average number of "Query Hit" messages received in a 10-minute period by using N-phase Search increased by 55.41%, while the host coverage increased by 41.23%. The results are presented in Table 1a and Table 1b . For reference, the number of outmost hosts involved in N-phase Search was also shown in the tables.
Passive search
In order to evaluate the effectiveness of the passive searching mechanism, we conducted another set of experiments with the procedures similar to the previous ones. The searching effectiveness was reflected by the total time used to return 1000 "Query Hit" messages with a certain searching criterion using both the traditional search and the Passive search representatively. The average time to get 1000 "Query Hit" messages for traditional search was 46.00 seconds while that for Passive Search was 38.95 seconds. The average time saved in getting 1000 "Query Hit" messages by using Passive Search was 15.33%. The results are shown in Table 2 . 
Future Development
This section discusses further improvements on Gnutella protocol.
MP3 Mata-data Search Mechanism
Searching for MP3 is the most popular query in P2P network. The current query matching mechanism in the Gnutella network is based on the search keywords input by the users and the file names of the files shared by the nodes. If the filename of a file matches the search keyword, the application will forward a "Query Hit" message to announce the availability of the file.
Metadata are data about other data and objects. Metadata are used to describe digitized and non-digitized resources located in a distributed system in a networked environment [9, 10] . In a MP3 file, metadata are saved in ID3v1 or ID3v2 format [2] . The metadata is a fix-sized 128-byte tag that would reside at the end of the MP3 file. It includes fields of title, artist, album, year, genre and comment. Since the metadata record the specificity of the song, these fields could be treated as valuable criteria for searching. Performing MP3 metadata searching can increase the accuracy of finding a particular song.
For the "Query" matching mechanism of the Gnutella protocol, since the matching is only based on the filename, it is possible that files actually contain the same data but with different files names. For example, a user can save or rename any file according to the user's own convention and preference. The use of MP3 metadata search can improve this scenario, because modifying the metadata may not be as easy as modifying the filename of a MP3 file. Moreover, the accuracy of results can also be increased by providing more criteria for searching. Some users would like to search MP3 songs of a particular album, or songs of a particular artist. They cannot get relevant results if they apply the traditional search mechanism because there are so many songs that are alike in the Gnutella network. However, as most of the MP3 songs record common fields like artist, album, year, genre, etc, they can again be treated as a valuable source for searching. Searching by more than one criterion in metadata can therefore increase the accuracy of the results.
We have prototyped the metadata search with XML messages. Search criteria are formatted in XML documents and forwarded to other nodes in the network. These XML feature can be further modified to include more enhanced messages, for example, some application monitoring instructions or network management commands. This will be the one of the future directions of this research project.
Partial Downloading Mechanism
Slow file download speed and disconnection of the node in the middle of the download process is always a concern in the Gnutella network. Like normal HTTP download, the Gnutella node will resume the previous incomplete downloads by sending the "resuming message". However, this resuming is only possible when the "disconnected" node connects to network again. In order to speed up the download speed and minimize the chance for incomplete download, we propose a partial downloading mechanism that allows the peer to download a single file from different hosts simultaneously by segmenting the file into different parts. The node will download file parts from different hosts and combine the parts into a single file when all the partial downloads are completed. Therefore, even one of the uploading nodes disconnects or the transmission rate of one of the uploading node is very slow, the downloading node can also download from other hosts simultaneously.
To evaluate this feature, we compared the effectiveness of normal downloading and partial downloading process. The file downloading effectiveness depends on the bandwidth for file transfer. The effectiveness can be justified by measuring the total time used to download one file with the same name and size, using normal and partial downloading at the same time. We provide three uploading hosts, which stored the desired file. We control the upload hosts by randomly disconnecting the uploading hosts from the network. Moreover, the uploading speed of the uploading hosts is limited to 6000 bytes per second. The difference between average time to get one file (the size of the file used in the simulation is 4M, which is similar to the size of a MP3 file) downloaded between normal download and partial download is 800 seconds. In most of the simulation samples, the time to download by partial downloading is still at least one third shorter than by non-partial downloading.
Conclusions
Several drawbacks of Gnutella protocol have been identified. We proposed mechanisms to enhance the search feature of Gnutella protocol. The proposed mechanisms include N-phase and Passive search mechanisms. These mechanisms were derived from the current Gnutella protocol and therefore they can adapt to existing Gnutella protocol without causing problems. We conducted experiments to evaluate the performance of the proposed mechanisms, compared with the traditional search mechanism. The experimental results show that while using N-phase Search, the number of query hits received increases by 55.41% and the host coverage increases by 41.23%, and while using Passive Search, the average time saved in getting 1000 query hits is 15.33%.
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