We address the combined problem of allocating a scarce resource among several locations, and planning deliveries using a fleet of vehicles. Demands are random, and holding and shortage costs must be considered in the decision along with transportation costs. We show how to extend some of the available methods for the deterministic vehicle routing problem to this case. Computational results using one such adaptation show that the algorithm is fast enough for practical work, and that substantial cost savings can be achieved with this approach.
portation planning is easily recognized from the above examples and has recently been discussed by Herron [1979] . To our knowledge, ours is the first attempt to integrate the allocation and routing problems in a single model. More recently, Assad et al. [1982] reported on a simulation study for a deterministic inventory/routing system. In a broader context, our model may be viewed as a contribution to recent efforts to integrate related areas of physical distribution management, which until now have only been treated separately. Such efforts include Laporte and Norbert [1981] and Federgruen and Lageweg [1980] in the context of network design; cf. also Schrage [1981] .
Random demands have been treated in the VRP literature, but in a manner quite different from ours. In Golden and Stewart [1978] and Golden and Yee [1979] a primary error occurs when any one vehicle is unable to satisfy the demands of the customers on its route. These authors suggest procedures to search for minimal-cost routes, subject to some upper limit on the probability of a primary error, cf. also Stewart and Golden [1982] . Tillman [1969] treats a simplified version of our problem, where in effect demands are realized before deliveries are made, using a very different computational approach. Cook and Russell [1978] have undertaken simulation studies of VRPs with random delivery sizes.
The scenario treated here is perhaps the simplest possible one which accounts for uncertain demands and control over delivery sizes. Having shown that inventory and routing models are not entirely incompatible, we have reason to hope that further research will lead to systematic treatments of more fully dynamic scenarios. For example, the demand at a location may be revealed when a vehicle reaches it. Alternatively, starting inventories may be random at the beginning of the planning period, and actual inventory at each location may be discovered only when a vehicle visits it. In these scenarios, costs may be reduced by a dynamic determination of the allocations, or even the sequence in which locations are visited. In the terminology of stochastic programming, our model can serve as a "here-and-now" approximation to many such systems.
To summarize the remainder of the paper, in Section 1 we state the problem, introduce notation, and discuss the separation property. Section 2 discusses an inventory allocation problem (IA) which must be solved repeatedly during the algorithm. In Section 3 the interchange heuristics are discussed, and in Section 4 we present the generalized Benders' decomposition approach. Section 5 presents numerical results. An Appendix explores some continuity properties of the model.
STATEMENT OF THE PROBLEM AND NOTATION
Much of our notation follows that of Fisher and Jaikumar [1978] . 
Variables
We define a dummy route k = 0 consisting of those locations to which nothing is to be shipped (bo = 0). It is straightforward to verify that the qi(.) are strictly convex and C1. With this notation, the problem can be stated as follows: k =1, ***, K
X(jj)eSxS Xijk < ISI-1,
2:c ISI < n -1; k= 1,* ,K iejk 0 or 1, i= 0, *., n; i=O ... **, nI kO, ...,K.
Constraint (2) (which is nonlinear) ensures that the load assigned to each vehicle is within its capacity, and constraint (3) guarantees that the total amount shipped is available at the depot. The remaining constraints appear in the deterministic VRP. Constraints (4) and (5) ensure that every delivery point is assigned to a single route (possibly the dummy route 0). Constraints (6)-(9) define a traveling salesman problem (TSP) over the customers assigned to vehicle k.
Observe, (1)-(9) do not include storage capacity limits at the customer locations. The (slight) modifications required to handle this case are described briefly at the end of Section 2.
Unlike the deterministic VRP, our problem is feasible for any vector y satisfying (4) and (5). In this sense, the model has a less intricate combinatorial structure than the VRP, resulting in some simplification of our algorithms, which partly compensates for the added complexities introduced. The ability to adapt delivery sizes and to eliminate a few "inconvenient" locations (or locations with relatively large inventories) enables substantial cost savings, as exhibited in Section 5. Also (in contrast to the deterministic model and to most mixed integer programs), the minimal cost of (P) is continuous in all cost and capacity parameters. (See the Appendix for a proof of this statement. If the Fj are continuous in one or more parameters, e.g. normals, Weibulls or gammas, then this continuity result extends to these parameters as well.) The continuity property is important in planning studies where some of the data may be uncertain. It excludes the possibility that a small change in the data may induce a sudden change in the optimal cost, cf. also the continuity analysis on p. 834 in Geoffrion and Graves [1974] as well as Williams [1973] . (In the deterministic VRP, a slight increase in the delivery size of a customer may require reassignment of several customers or even an additional truck.)
Observe that with y fixed, the problem decomposes into simpler subproblems, namely, an inventory allocation problem (discussed in the next section) and K TSPs, one for each vehicle. This fundamental separation property is the basis of the computational approach of Section 3.
Our algorithm for (1)-(9) requires an initial set of routes (i.e., feasible Suppose now that there are limits on storage capacity at the customer locations. These can be expressed as constraints wi c ui for i = 1, n, appended to (1)-(9). The separation property mentioned in Section 1 still holds, so (IA) now includes the same constraints. The methods of Federgruen and Zipkin can easily be extended to this case. Moreover, a lower estimate AIA can be calculated as above, with li' redefined to ensure feasibility; that is, i~j' is defined as above, except Cvi' = ui if qi' (ui) P j + Pkb, i E J1, or if q'(ui) < j + Vk/ for i E J2.
MODIFIED INTERCHANGE HEURISTICS
A number of the successful approaches to the deterministic TSP and VRP can be described as interchange heuristics. Each such method starts with a given tour (or set of routes) and improves it by a sequence of small changes. Many potential changes are evaluated before any one is implemented. This general description covers the "r-opt" methods of Croes We remark that 2-opt indeed changes at most two subsets at a time, so when (IA) must be resolved, special techniques can be applied; cf. the Appendix in Federgruen and Zipkin. These techniques can be used also in the method of Lin and Kernhigan.
Section 5 reports our experience with a hybrid heuristic including 3-opt with the modifications above.
The VRP is sometimes complicated by restrictions on feasible routes involving, for example, the duration of routes and/or the timing of deliveries (cf., e.g., Fisher and Jaikumar [1978] ). Given an interchange heuristic that distinguishes feasible routes in a deterministic VRP with such restrictions, clearly, the revised method of evaluating routes described above can be used. 
AN EXACT ALGORITHM USING GENERALIZED BENDERS' DECOMPOSITION
This section shows how to modify a very different approach to the VRP. The result is an algorithm that solves (1)-(9) exactly, and that provides a lower bound on the true optimal cost in each iteration. Our purpose here is to demonstrate the flexibility of computational techniques permitted by the separation property.
The method of Fisher and Jaikumar [1978] for deterministic VRPs relies on the fact that a TSP can be viewed as a linear program, whose feasible set is defined implicitly as the convex hull of all feasible solutions to the TSP (the so-called traveling salesman polytope). From this standpoint, the VRP is a mixed-integer linear program, where the integer variables are the Yik, since with y fixed the VRP reduces to K TSPs. The VRP may thus be solved exactly with Benders' decomposition procedure, cf. Benders [1962] .
Benders' decomposition requires dual solutions for the linear subproblem(s) in order to generate cuts. Cutting-plane algorithms for the TSP have enjoyed a resurgence recently (e.g., Grotschel [1980] , Miliotis [1976 Miliotis [ , 1978 , Padberg and Hong [1980] ), and produce a dual solution as a byproduct. We remark that the method of Fisher and Jaikumar [1978] does not require that cutting planes be used to solve each TSP, only that the (relatively few) binding cutting planes be generated and priced once the solution is found.
If y is fixed in problems (1)- (9), we obtain the same K TSPs plus the inventory allocation problem. The latter is a nonlinear program, so Benders' decomposition cannot be used. Generalized Benders' decomposition (Geoffrion [1972] ), however, can be adapted nicely to the current problem.
This method can be summarized as follows: A master problem in the y variables, equivalent to the original, is derived by projection and dualization. A sequence of relaxed master problems is solved. Each such problem yields a tentative solution y, which defines the subproblems. The subproblems are solved or determined to be infeasible. Dual solutions or extreme rays then define one or more constraints ("cuts") of the master problem. These cuts are appended to the previous relaxed master problem, and the process continues.
The success of generalized Benders' decomposition for a particular problem depends on the resolution of several issues. The subproblems must be relatively easy to solve; algorithms for them must produce optimal multipliers (or extreme rays, where appropriate); and they must not have duality gaps (if the master problem is to be equivalent to the original version of the problem). The TSPs regarded as linear programs satisfy these conditions. For the allocation problem, the methods developed in Federgruen and Zipkin solve it easily and yield optimal multipliers; as a convex program, it has no duality gap. Also, what Geoffrion calls "Property P" must hold: The constraints of the master problem are expressed in terms of optimization problems, and these must be "easy" to evaluate. We demonstrate below that this criterion is well-satisfied.
Our discussion assumes all subproblems and the relaxed master problems are solved exactly, and that nonbinding constraints are never dropped. The effects of relaxing these assumptions here are the same as in the general case, cf. Geoffrion.
A lower bound on the true optimal cost is produced in each iteration of generalized Benders' decomposition (cf. Geoffrion). In one iteration, therefore, the suboptimality of any starting solution (e.g., one computed by a heuristic) could be checked. The relaxed master problem is thus min Z, subject to cuts of the form (19), as well as constraints (4) and (5). In general, since Y is finite, only a finite number of subproblems can be generated, and the algorithm converges to the true optimum in a finite number of iterations. Using the lower bounds, we can terminate the procedure prior to optimality when any given error tolerance is achieved.
COMPUTATIONAL RESULTS
In this section we report our computational experience with a modified interchange heuristic (Section 3), using problems adapted from the literature. We discuss both computation times and cost comparisons between our problems and deterministic versions of them. The improvement part of the procedure iteratively constructs a set of routes that cannot be improved by serving more or fewer locations or by a 3-opt switch involving at most two routes. (A 3-opt interchange could involve three routes; such switches were ignored.) Potentially beneficial switches are identified by evaluation of the MIA function; for these the exact cost change is computed to check whether an improvement is truly achieved. (The optimal solution of (IA) is recovered using the methods in Federgruen and Zipkin.) Whenever the assignment of one or more locations is changed, we recover a 3-opt solution of all (at most two) routes involved.
The improvement routine has two phases. In Phase I, we consider switches only between pairs of routes that are adjacent in the initial solution. Phase II considers all pairs of routes.
The Problem Set A 50-location and a 75-location problem introduced by Christofides and Eilon were used as the basis for our computational experiments. (These correspond to problems 8 and 9 in Chapter 9 of Eilon et al. [1971] .) The vehicle capacities in these problems are 160 and 140, respectively. The supply in the depot was fixed at 160 and 1000 units, respectively. All Fi(.) for i = 1, *--, n were taken to be normal with coefficients of variation equal to one. We generated starting inventories fi for i = 1, * * *, N from a uniform distribution between 0 and 15; and used identical penalty and holding cost rates in all locations. To construct a set of demand distributions corresponding roughly to the deterministic problems, we proceeded as follows. The costs h' and h-were temporarily fixed at 0.5 and 5. Mean demands (and hence standard deviations) were chosen to equate the "ideal" delivery size w1* for i = 1, * , n with the fixed delivery sizes used in Christofides and Eilon. Next, fixing the demand parameters, we varied h' and h-. We also varied the number of vehicles K. Table I summarizes the results of 18 runs on an IBM 4341. In reporting computational times, we distinguish between the times spent in inventory allocation subroutines ("alloc"), and subroutines administering potential switches ("switch"); a third category ("other") includes all remaining procedures (such as the sweep-procedure resulting in an initial solution). (Since the clock routine often consumed more than 50% of the total time, we ran all problems twice, once with and once without the clock routine. Half of the time consumed by the clock routine is attributed to "alloc" and half to "switch," since the number of clock routine calls are almost identical in both sets of subroutines.) Very roughly speaking, we can interpret the "switch" plus "other" time as the time a deterministic VRP heuristic would require, and the "alloc" time as the additional computation required to handle stochastic demands.
Computational Results
The following observations can be made. The two-phase variant is far more time consuming than the Phase I version. Improvements in the second phase are rare, and in any case of limited size. Our discussion below thus reflects the Phase I results only.
Computational times vary between 3-7 and 7-16 CPU seconds for the two problem sizes. The time spent for allocation is certainly a substantial fraction of the total, but in every case the total time is well within the same order of magnitude as the "switch" plus "other" time. Thus, while the combined routing/allocation problem requires more effort than the VRP (as one would expect), the overall computational demands of the combined approach are reasonable for many applications.
As expected, when h' and h-increase, a different set of routes is chosen, usually with larger routing costs, however, enabling a less than proportional increase in inventory carrying and/or shortage costs. To enable a meaningful comparison between the combined inventory allocation/routing problem and the VRP, we reran the 50-and 75-location problem with depot supplies of 800 and 1500 units, respectively. (These suffice to cover all the fixed deliveries in the corresponding VRPs.) Thus, the known VRP solutions reported in Table 9 .2 of Eilon et al. are feasible solutions in the combined model as well. Table II exhibits to what extent these solutions can be improved by using the combined approach. The results show that substantial savings (6-7%) can be achieved in operating costs while reducing the number of required trucks 
