In this paper we compare four notions of fair simulation: direct 6], delay 8], game 12], and exists 11]. Our comparison refers to three main aspects: The time complexity of constructing the fair simulation, the ability to use it for minimization, and the relationship between the fair simulations and universal branching-time logics.
Introduction
Temporal logic model checking is a method for verifying nite-state systems with respect to propositional temporal logic speci cations. The method is fully automatic and quite e cient in time, but is limited by its high space requirements. Many approaches for overcoming the state explosion problem of model checking have been suggested, including abstraction, partial order reduction, modular methods, and symmetry 4]. These approaches are often based on the idea that the model of the veri ed system can be replaced by a more abstract model, smaller in size. The abstract and concrete models are su ciently similar so that properties that are veri ed on the abstract model can be considered true for the concrete one. This idea is often formalized by relating models with the simulation preorder 17] , in which the greater, more abstract model has \more behaviors," and the veri ed properties are written in a universal branching time logic such a s A CTL or ACTL 11] .
It often happens that during the construction of a reduced abstract model some unrealistic in nite behaviors are added. A c o m m o n w ay t o avoid these behaviors is to add fairness constraints to distinguish between wanted (fair) and unwanted (unfair) behaviors and to exclude unfair behaviors from consideration.
The simulation preorder does not distinguish between fair and unfair behaviors. It is therefore desirable to nd an alternative de nition that relates only fair behaviors of the two m o d e l s . This task, however, is not uniquely de ned. Indeed, several distinct notions of fair simulation have been suggested in the literature 6, 8 , 12, 11] .
Researchers have addressed the question of which notion of fair simulation is preferable. In 12] , some of these notions are compared with respect to the complexity o f c hecking for fair simulation. In 8], a di erent set of notions is compared with respect to two criteria: The complexity of constructing the preorder, and the ability to minimize a fair model by constructing a quotient model that is language equivalent to the original one.
In this paper we m a k e a broader comparison of four notions of fair simulation: direct 6], delay 8], game 12], and exists 11]. We refer to several criteria that emphasize the advantages of each of the notions. The results of the comparison are summarized in a table in Figure 1 .
We developed two practical applications that are based on the comparison. The rst is an e cient approximated minimization algorithm for the delay, game and exists simulations. For these preorders, a unique equivalent smallest model does not exist. Therefore, an approximation is appropriate.
In addition, we suggest a new implementation for the assume-guarantee 10, 13, 18, 19 ] modular framework presented in 11] . The new implementation, based on the game simulation rather than the exists simulation, signi cantly improves the complexity of the framework.
Our comparison refers to three main aspects of fair simulation. The rst is the time complexity of constructing the preorder. There, we mainly summarize results of other works (see Figure 1) . We see that constructing the direct, delay, and game simulations is polynomial in the number of states n and the number of transitions m 8] . In contrast, constructing the exists simulation is PSPACE-complete 15] , which is a great disadvantage.
The second aspect that we consider is the ability to use the preorder for minimization. We s a y that two models are equivalent with respect to a preorder if each is smaller by the preorder than the other. The goal of minimization is to nd the smallest in size model that is equivalent with respect to the preorder to the original one 1 .
In 3] it has been shown that for every model with no fairness constraints there exists a unique smallest in size model which i s s i m ulation equivalent t o it. The minimization algorithm that constructs this smallest in size model 3] identi es and eliminates two t ypes of redundancies in the given model. One is the existence of equivalent states. This redundancy is eliminated by constructing a quotient model. The other is the existence of a successor of a state whose behavior is contained in the behavior of another successor of the same state. Such a state is called a little brother. This redundancy is eliminated by disconnecting little brothers.
We t h us examine, for each of the fair simulation preorders, the following three questions. Given a model M: Our examination (see Figure 1 ) leads to a new minimization algorithm that uses the direct and delay s i m ulations as approximations for the game 1 Note that this is a stronger criterion than the one used in 8], where only language equivalence is required. and exists simulations. The new algorithm obtains a better reduction than the algorithm suggested in 8] .
The third aspect that we i n vestigate is the relationship between the simulation preorders and universal branching-time logics. A basic requirement of using a preorder in veri cation is that it preserves the speci cation logic, i.e., if M 1 M 2 then, for every formula in the logic, M 2 j= implies M 1 j= . Indeed, all four notions of fair simulation satisfy this requirement.
A stronger requirement is that the preorder have a logical characterization by some logic. This means that M 1 M 2 if and only if for every formula in the logic, M 2 j= implies M 1 j= .
Logical characterization is useful in determining if model M 2 can be used as an abstraction for model M 1 , when the logic L should be preserved. If the preorder is logically characterized by L then checking M 1 M 2 is a necessary and su cient condition and will never give a false negative result.
Another important relationship between a logic and a preorder is the existence of a maximal model T for a formula with respect to the preorder.
The maximal model T for a formula is such that for every model M 0 , M 0 T if and only if M 0 j= . Maximal models are used as tableaux in the framework described in 11] f o r t h e assume-guarantee p aradigm. The assume-guarantee is an inductive modular veri cation paradigm in which the environment of the veri ed part can be represented by a formula. The result method is a proof schema which is based on the modular structure of the system.
In 11], a semi-automatic framework for the assume-guarantee paradigm is presented. The framework uses the exists preorder and is de ned with respect to the logic ACTL. It uses a tableau to represent a n A CTL formula. This tableau is the maximal model for the formula with respect to the exists preorder.
In this work we show that there is also a maximal model for ACTL formulas with respect to the game simulation. In addition, we show that other conditions required for a sound implementation of the assume-guarantee paradigm hold for the game simulation. Once the game simulation replaces the exists simulation, the complexity of the implementation is dramatically reduced.
The results of our comparison are presented in the table in Figure 1 . The proofs of the claims for which no citation is given appear in the next sections. The rest of the paper is organized as follows: In Section 2 we Figure 1 : The properties of the di erent notions of fair simulation de ne the simulation preorder and the di erent notions of fair simulation. Section 3 investigates simulation minimization. For each of the fair simulations we c heck whether there exists a unique minimal structure, and whether constructing a quotient structure or disconnecting little brothers results in an equivalent structure. We then present a new minimization algorithm for the game and exists simulations. Section 4 investigates the relationships between fair simulation and logic. Each notion is checked for logical characterization and for the existence of a maximal structure. In Section 5 we prove that the game simulation can replace the exists simulation in the implementation of the assume-guarantee paradigm. Finally, in Section 6 we discuss some conclusions.
Preliminaries
Let AP be a set of atomic propositions. We model systems by a fair Kripke structure M over AP, M = ( S R S 0 L F ), where S is a nite set of states, S 0 S is a set of initial states, and R S S is the transition relation, which m ust be total. inf( ) = f s j s = i for in nitely many i g: We s a y that a trace is fair according to the fair set F i inf( ) \ F 6 = .
In this work we refer to two b r a n c hing-time logics, ACTL and ACTL 11]. First, we de ne CTL formulas in negation normal form, namely, negation is applied only to atomic propositions. CTL contains trace formulas and state formulas and is de ned inductively:
Let p be an atomic proposition, then p and :p are both state formulas and trace formulas.
Let ' and be trace formulas, then { ('^ ) and ('^ ) are trace formulas. { X ', ( 3 Simulation minimization
For structures with trivial fairness constraints (F = S), two forms of redundancy are considered 3]. These redundancies are handled in 3], by rst constructing a quotient structure that results in a structure without equivalent states and then disconnecting little brothers to eliminate the other redundancy. F or structures with trivial fairness constraints, eliminating these redundancies results in a unique, smallest in size structure that is simulation equivalent to the original structure 3].
The following lemma is a direct consequence of the result in 3] if we refer to states in F as having additional labeling.
Lemma 3.1 For every structure, there exists a unique, smallest in size structure that is direct simulation equivalent to it.
The proof of Lemma 3.1 and the construction of the smallest structure can be obtained as in 3]. Unfortunately, performing the same operations for the other notions of fair simulations might result in an inequivalent structure. In this section we i n vestigate minimization with respect to each notion of fair simulation. We start by c hecking whether the quotient structure is equivalent to the original one. Next we c heck whether it is safe to disconnect little brothers. We then determine whether there exists a unique smallest in size equivalent structure. Finally, w e use the results of this section to suggest a new and better minimizing algorithm. In this section we use language equivalence and language containment.The de nitions are given below.
De nition 3.2
The language of s 1 is contained in the language of s 2 (s 1 s 2 ) i f f o r every fair trace 1 from s 1 there is a fair trace 2 from s 2 Clearly, all notions of fair simulation imply language containment.
Quotient structure
The quotient structure is the result of unifying all equivalent states into equivalence classes. Recall that states s 1 and s 2 are equivalent i f s 1 s 2 and s 2 s 1 . The equivalence classes are the states of the quotient structure.
There is a transition from one equivalence class to another i there exists a transition from a state in the former to a state in the latter. An equivalence class is initial if it contains an initial state and is fair if it contains a fair state. For the delay s i m ulation, we present the following lemma.
Lemma 3.3 Let M Q be the quotient structure of a structure M. Then
The proof of Lemma 3.3 appears in Appendix A and is similar to the proof in 9].
In 8] it is shown that the quotient structure with respect to game simulation is not equivalent to the original one. We s h o w that for every preorder | that lies between game simulation and language containment, the quotient structure with respect to this preorder might not be equivalent to the original structure.
Lemma 3.4 Let | be a n y p r eorder such that for every M 1 , M 2 ,
Then there exists a structure M whose quotient structure w i t h r espect to | is not equivalent to M with respect to | .
Proof Consider the structure M 1 in Figure 2 . States s 0 and s 2 are equivalent with respect to game simulation. This can be seen by considering a strategy that instructs the protagonist to move to the same state the adversary moves to. This strategy proves both directions of the game equivalence. Since M 1 g M 2 ) M 1 | M 2 , s 0 and s 2 are also equivalent with respect to | .
However, the quotient structure that is the result of unifying states s 0 and s 2 is not equivalent t o M 1 with respect to | . Since M 1 | M 2 ) M 1 M 2 , it is su cient t o p r o ve that the quotient structure is not language equivalent t o M 1 : the language of M 1 contains all words in which b o t h a and b occur in nitely often, but the language of the quotient structure contains the word a ! .
Furthermore, there is no other de nition of a quotient structure of M 1 that is language equivalent t o M 1 . Such a quotient structure contains two states, one in which a is true and another in which b is true and at least one of the states is fair. Assume that the state where a is true is fair. We distinguish between two cases: If there exists a transition from this state to itself, then the language of the quotient structure includes a word where b occurs only nitely many times, a contradiction. Otherwise, the word (aab) ! is not in the language of the quotient structure, a contradiction. Assuming that the state where b is true is fair, will lead to a contradiction in a similar way. 2 Corollary 3.5 For exists/game simulation, the quotient structure i s n o t necessarily equivalent to the original structure. Corollary 3.7 The structure t h a t r esults when little brothers are disconnected w i t h r espect to delay/game/exists simulation might not be e quivalent to the original structure with respect to delay/game/exists simulation. 3.3 Unique smallest in size structure Lemma 3.8 Let be a p r eorder such that
Then there exists a structure M that has no unique smallest in size structure with respect to .
Proof Consider the structures in Figure 3 . Corollary 3.9 There is no unique smallest in size structure w i t h r espect to delay/game/exists simulation.
An interesting observation is that the minimization operations are not independent 5 14]. For example, in structure M in Figure 2, 3.4 An approximate minimization algorithm for delay/game/exists simulation In 3] , two e cient procedures for minimizing with respect to ordinary simulation are presented. In the previous sections we h a ve shown that these procedures cannot be used for delay/game/exists simulation. Furthermore, we h a ve shown that there is no equivalent unique smallest in size structure with respect to these simulations. As a result, we suggest an algorithm that performs some minimization but does not necessarily construct a minimal structure. Our algorithm uses the direct/delay simulations as an approximation of the game/exists simulation. The algorithm is presented in Figure 4 .
The 
Relating the simulation notions to logics
In this section we i n vestigate the relationship between the di erent notions of fair simulation and the logics ACTL and ACTL . First we c heck for each notion whether it has a logical characterization. Next we c heck whether there exists a maximal structure for ACTL with respect to each notion. In the proof we refer to one structure instead of two. This can be done when we refer to M 00 which is the union of M and M 0 where, S 00 = S S 0 , (assume S \ S 0 = ), R 00 = R R 0 , and F 00 = F F 0 . h a ving deduced Corollary 4. We h a ve s h o wn that ACTL characterizes the exists simulation but not the game/delay/direct simulation. Furthermore, ACTL does not characterize any of these notions. The question arises whether the direct/delay/game simulation can be characterized by a n y other logic. 12] shows that the game simulation can be characterized by the Universal Alternating Free -Calculus (8AFMC) logic when interpreted over fair structures. We s h o w that no reasonable logic that describes the fair branching behavior of a structure can characterize the direct/delay s i m ulation. Consider structures M 1 and M 2 in Figure 5 . M 1 and M 2 cannot be distinguished by a temporal logic formula. This is because they have computation trees, with exactly the same fair traces. However, M 1 6 de M 2 and therefore, M 1 6 di M 2 . T o see that M 1 6 de M 2 note that if the adversary chooses the path 123 1 the protagonist must choose the path 1 0 2 0 3 01 . H o wever 2 is a fair state while 2 0 and 3 0 are not. Thus neither simulation can be characterized by a n y such logic. 
Logical characterization

Maximal structure
Next we c heck for the existence of a maximal structure for a formula with respect to a preorder.
De nition 4.9 A structure M is maximal for formula with respect to preorder if for every structure M, M j= , M M .
In 11] a construction of a maximal structure for ACTL formulas with respect to the exists simulation is presented. The maximal structure is used as a tableau for the formula. In this section we c heck whether the direct/delay/game simulations have a maximal structure. We p r o ve that the maximal structure constructed in 11] is maximal with respect to the game simulation as well. On the other hand, we s h o w that the formula A a U b]
has no maximal structure with respect to the direct and delay s i m ulations. This formula is contained in both ACTL and ACTL .
A maximal structure for ACTL with respect to game simulation
We prove that for every ACTL formula, the tableau of the formu l a a s d e n e d in 11] is the maximal structure for the formula with respect to the game simulation. First, we describe the construction of the tableau as shown in 11]. In 11], a di erent t ype of fairness constraint, the generalized B uchi acceptance condition, is used. A generalized B uchi acceptance condition is a s e t F = ff 1 f 2 : : : f n g of subsets of S. A trace is fair according to F i for every 1 i n, inf( )\f i 6 = . Since the game simulation is not limited to a certain type of fairness constraint, we d o n o t h a ve t o c hange anything in its de nition.
For the remainder of this section, x an ACTL formula . Let AP be the set of atomic propositions in . The tableau associated with is a The set of tableau states is S T = P(el( )) 6 . The labeling function is L T (s t ) = s t \ AP . In order to specify the set S 0T of initial states and the transition relation R T , w e need an additional function sat that associates with each sub-formula of a set of states in S T . I n tuitively, sat( ) w i l l be the set of states that satisfy .
1. sat( ) = fs j 2 sg where 2 el( ). 2. sat(: ) = fs j 6 2 sg where is an atomic proposition. Recall that only atomic propositions can be negated in ACTL.
3. sat( _ ') = sat( ) sat('). 4 . sat( ^') = sat( ) \ sat(').
sat(A U']) = (sat(') (sat( )\sat(AX(A U'])))) sat(AX Fa l s e ). 6. sat(A R']) = (sat(')\(sat( ) sat(AX(A R'])))) sat(AX Fa l s e ).
The set of initial states of the tableau is S 0T = sat( 
4.4 The tableau is the maximal structure for game simulation
In this section we p r o ve that for every Kripke structure M, M j= i M g T . Most lemmas were proved in 11] for the exists simulation. We give proofs only for the lemmas that are di erent due to the change of the simulation preorder. Lemma 4.10 11] For all subformulas of , i f t 2 sat( ), t h e n t j= .
The main result of Lemma 4.10 is that the tableau for satis es . This is because any initial state of T is in sat( ), and therefore every initial state of T satis es . Consequently, since ACTL is preserved by the g preorder, for every Kripke structure M, i f M g T , then M j= . Our next step is to prove that M j= implies M g T . W e s h o w that if M j= then the protagonist has a winning strategy function in a game over M T . W e de ne the strategy function as follows: (s 0 ?) = f j 2 el( ) s 0 j= g and (s 0 t ) = f j 2 el( ) s 0 j= g. T h us, whenever the adversary moves to a state s 0 , the protagonist moves to t 0 = (s 0 t ), such t h a t b o t h s 0 t 0 satisfy exactly the same set of elementary formulas of . The following lemma extends this result for all subformulas of . sat( n ). Now b y the de nition of , the formulas of the form AX in t must be exactly AX 1 , AX 2 , . . . , AX n . T h e n b y the de nition of R T , w e see that (t t 0 ) 2 R T . 
We p r o ve t h a t i f is a fair run, then ( ) is also
A maximal structure for direct/delay simulation
We n o w s h o w that it is impossible to construct a maximal structure for the formula = A a U b] with respect to the direct/delay s i m ulations. Thus, any logic that contains this formula or an equivalent formula, in particular ACTL and ACTL , d o e s n o t h a ve a maximal structure with respect to these simulations. More speci cally, w e s h o w that there is no nite structure T such that T j= and T is greater by the direct/delay s i m ulation than any structure that satis es . Since the direct simulation implies the delay simulation, it is su cient t o p r o ve this result for the delay s i m ulation. In Lemma 4.14 For every n > 0 and every structure M 0 , i f M n de M 0 and M 0 j= A a U b], t h e n jM 0 j n. Proof Let n 2 IN be a natural number and M 0 be a structure such that M 0 j= A a U b] a n d M n de M 0 . In a game over M n M 0 the protagonist has a winning strategy and thus it wins in every game no matter how the adversary plays. Consider the following strategy of the adversary. It starts from the initial state. As long as the protagonist moves to a fair state the adversary moves to the next fair state (until it reaches the last one). If the protagonist moves to a state that is not fair, then the adversary moves to the successor which is not fair in M n and stays there until the protagonist moves to a fair state in M 0 . W e distinguish between two cases:
1. The su x of the game is an in nite sequence of unfair states in both structures. In this case the adversary is the last player who was in a fair state. Thus it wins the game. This means that M 0 is not greater than M n by the delay s i m ulation, a contradiction. 2. Otherwise, the adversary moves through n fair states in M n that are labeled a to the state labeled b. Since the adversary moves to a fair state only when the protagonist is in a fair state, the protagonist has been in n fair states that are labeled a. S i n c e M 0 j= A a U b], these states must be di erent (otherwise there would be an in nite fair trace which is labeled a). Thus the size of M 0 is at least n. 2
We p r o ved that there is no maximal structure for A a U b] with respect to the direct/delay simulations.
A new implementation for the assume-guarantee framework
This section shows that the game simulation can replace the exists simulation in the implementation of the assume-guarantee paradigm 10, 13, 18, 19], as suggested in 11].
In the assume-guarantee paradigm, properties of di erent parts of the systems are veri ed separately. The environment of the veri ed part is represented by a f o r m ula that describes its properties. The formula either has been veri ed or is given by the user. The method proves assertions of the form M , meaning that if the environment satis es then the composition of M with the environment satis es . The method enables the creation of a proof schema which is based on the structure of the system. 11] suggests a framework that uses the assume-guarantee paradigm for semi-automatic veri cation. It presents a general method that uses models as assumptions the models are either generated from a formula as a tableau or are abstract models given by the user. The proof of M is done automatically by verifying that the composition of the tableau for with M satis es . The method requires a preorder , a composition operator jj, and a speci cation language L which satisfy the following properties: 4. Let be a formula in L and T be a tableau for . Then T is the maximal structure with respect to the preorder .
5. For every structure M, M MkM.
An implementation for this framework was present e d i n 1 1 ]. The implementation uses the ACTL logic as the speci cation language, the exists simulation preorder, and a composition operator which satisfy the properties above. In this section we suggest a new implementation which is similar to that of 11], except that the game simulation is used as the preorder. We s h o w that the game simulation can replace the exists simulation. As we h a ve stated, the game simulation preserves the ACTL logic, and thus property one is satis ed. In Section 4 we proved that the game simulation satis es property four. Thus, it is left to show that the game simulation preorder and the composition operator as de ned in 11] satisfy properties two, three and ve. Again we use generalized B uchi constraints. In order to prove these properties we need to de ne the composition operator k. Whenever the adversary moves on a fair trace in M 1 kM 3 , the traces projected on M 1 and M 3 are both fair. The protagonist moves on the same trace on M 3 . T h us this trace is fair. Let 1 be the trace on M 1 along which the adversary moves. Since 1 is fair and is a strategy, the trace ( 1 ) along which the protagonist moves on M 2 is fair as well. Clearly is a winning strategy. 2
We p r o ved that the game simulation preorder and the composition operator satisfy the properties required in 11]. Therefore, game simulation can replace the exists simulation in the assume-guarantee framework presented in 11].
Complexity
Verifying a formula of the form M' is PSPACE-complete in the size of 16]. However, the real bottleneck of this framework is checking for fair simulation between models, which for the exists simulation is PSPACE complete in the size of the models. (Typically, models are much larger than formulas). Thus, replacing the exists simulation with the game simulation reduces this complexity to polynomial and eliminates the bottleneck of the framework. However, the algorithm for game simulation presented in 8] refers to Kripke structures with regular B uchi constraints, and the implementation presented in 11] refers to Kripke structures with generalized B uchi constraints. In order to apply the algorithm suggested in 8] within the assume-guarantee framework, we need a translation between these types of fairness constraints.
5] de nes a transformation of a B uchi automaton with generalized fairness constraints into a B uchi automaton with regular fairness constraints. Here we show that applying this transformation to a Kripke structure with generalized B uchi constraints results in a Kripke structure with regular B uchi constraints that is game simulation equivalent to the original one. The translation a ects the size of the structure and thus the complexity o f the construction of the preorder. The sizes of S and R are multiplied by jF j, where jF j is the number of sets in F. T h us the complexity of constructing the preorder is jF j j Rj (jSj j Fj) 3 = jRj j Sj 3 j Fj 4 . Note that in the tableau for a formula, jF j is bounded by the size of the formula and the size of the tableau is exponential in the size of the formula thus, the transformation of the tableau to regular fairness constraints result in a strucuture that is logarithmic bigger than the original one.
De nition 5. Assume to the contrary that there is an index i 2 f 1 2 : : : n g which d o e s not satisfy (*). Let j be the minimal index which does not satisfy (*) and let k be the index before j (k = ( ( j ; 2)mod n) + 1). Then there exists a su x of ( ) in which all the states are of the form (s k). This implies that there exists a su x of without states in f k . T h us, is not fair, a contradiction. Let j be the minimal index that satis es (**). Then there exists a su x of in which all the states are of the form (s j). This implies that this su x does not contain any states in f(s n)js 2 f n g. T h us is not fair, a contradiction. 2 
Conclusion
This work shows that there is no notion of fair simulation which has all the desired advantages. However, it is clear that their relationship with the logics gives the exists and game simulations several advantages over the delay and direct simulations. On the other hand, the delay and direct simulations are better for minimization. Since this research is motivated by usefulness to model checking, relationships with a logic are important. Thus, it is advantageous to refer to the delay and direct simulations as approximations of the game/exists simulations. These approximations enable some minimization with respect to the exists and game simulations. Out of the four notions, we consider the game simulation to be the best. This is due to its complexity and its applicability in modular veri cation.
A A quotient structure for the delay s i m ulation
In this section we p r o ve Lemma 3.3. For every structure M, l e t M Q be its quotient structure with respect to the delay s i m ulation. Then M and M Q are equivalent with respect to the delay simulation. 
