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A B S T R A C T
The stress relaxation behaviour of a single crystal nickel-base superalloy has been quantiﬁed using time-of-
ﬂight neutron diffraction analysis for a range of temperatures relevant to casting. A new iterative analysis
methodology is described to isolate the lattice strain behaviour of the c matrix and c′ precipitate phases
from data obtained suﬃciently rapidly to help elucidate the microscopic effect of macroscopic stress relax-
ation. The independent response of c and c′ is revealed, showing the temperature sensitivity of lattice strain
relaxation. The c/c′ response is discussed in the context of thermo-mechanical conditions that may affect
the propensity for recrystallisation.
© 2017 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
Nickel-base superalloys are typically chosen for turbine blade
applications due their excellent high temperature mechanical and
environmental properties. To confer suitable creep performance, the
material is cast into a single crystal via directional solidiﬁcation,
involving a controlled mould withdrawal from the furnace. Dur-
ing this process, macroscopic residual stresses are produced in the
component due to localised plastic ﬂow induced from the different
thermal expansions of the metal and the ceramic mould during cool-
ing. These are suﬃcient for the metal to experience visco-plasticity
through creep and stress relaxation, affecting the resultant disloca-
tion density. This has implications to recrystallisation during sub-
sequent processing heat treatments. Such artifacts are unacceptable
during turbine blade manufacture. It is therefore critical to quantify
macromechanical and micromechanical strains, in addition to their
sensitivity to processing conditions.
An attractive method for quantifying micromechanical strains in
nickel-base superalloys is diffraction via the evaluation of lattice
strains. In particular, techniques that offer high angular resolution to
separate the disordered A1 c matrix and ordered L12 structured c′
precipitates are desirable. Experiments are often complicated by the
desire to obtain information at service or processing relevant stresses
and/or temperatures. Laboratory X-ray sources can be equippedwith
in-situ testing capability, though their low ﬂux and energy typically
prohibits the measurement of the inherently weak c′ superlattice
reﬂections. Experiments are instead commonly performed at either
synchrotron or neutron sources. To date, experimenters have inves-
tigated dynamic behaviour such as tensile [1,2], creep [3–5], process-
ing heat treatments & phase transformations [6–9] and stress relax-
ation [10,11]. In this study, an analysis methodology is developed
that enables quantiﬁcation of c and c′ lattice strains to investigate
the stress relaxation behaviour in-situ during time-of-ﬂight neutron
diffraction measurements of a single crystal nickel-base superalloy.
With a necessarily rapid data acquisition time to describe such phe-
nomena, the new method enables analysis of diffraction data with a
low signal to noise ratio that would be impossible using existing data
ﬁtting strategies.
As-cast cylindrical single crystal specimens of CMSX-4 nickel-
base superalloy (Ni–5.6Al–9.0Co–6.5Cr–0.6Mo–3.0Re–6.5Ta–6.0W–
0.1Hf, wt.%) were studied. Each specimen had a 5.85 mm diameter
and 29 mm gauge length. They were processed and machined using
conditions described in [11,12].
Time-of-ﬂight diffraction experiments were performed on the
ENGIN-X neutron diffractometer [13], ISIS, UK. The experimental
setup adopted during the acquisition of neutron diffraction data is
shown in Fig. 1. The neutron signal was obtained from a probed vol-
umemeasuring 8×4×4 mm3, controlled by the incident beam cross
section and the collimator size. Samples were heated in an opti-
cal furnace at 10 ◦C min−1 to 800 ◦C then at 5 ◦C min−1 to the test
temperatures 900 ◦C, 940 ◦C, 980 ◦C and 1000 ◦C measured with a
K-type thermocouple, followed by a 20 min hold period before
http://dx.doi.org/10.1016/j.scriptamat.2017.01.002
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Fig. 1. Schematic illustration of the experimental setup on the ENGIN-X instrument
at ISIS, Didcot, UK.
loading. Using a tensile rig on the beam line, four specimens were
loaded at a strain rate of 3.3× 10−5 s−1 to different initial stress lev-
els (600 MPa, 480 MPa, 400 MPa and 380 MPa). Stresses were held at
thesemagnitudes under load control for 9 min. Thereafter, relaxation
was conducted under displacement control for 9 min. The load, hold
and relaxation cycle was repeated for 6–7 cycles, with each cycle
increasing the macroscopic stress by 10 MPa.
The measurement of c and c′ lattice parameters has been
achieved by adopting a new data ﬁtting strategy, developed from a
previous methodology used for the analysis of X-ray diffraction data
from polycrystalline nickel-base superalloys [9]. This method is tai-
lored for time-of-ﬂight neutron diffraction data from single crystal
superalloys, incorporating the characteristic line proﬁle asymme-
try arising from the thermalisation process of neutrons, producing
a time distribution of the neutron pulse [14]. The line proﬁle shape
used is a convolution product of a Voigt function and a trailing
exponential function, where the former is deﬁned as
V(x) = G(x) ⊗ L(x) (1)
where V(x) is the Voigt function, G(x) is the Gaussian function, L(x)
is the Lorentzian function. The independent variable is x = d − dc
where d is d-spacing converted from time-of-ﬂight and dc is the
d-spacing coordinate of the peak centre of mass. The full ﬁtting
function, Vexp(x), is given by
Vexp(x) = V(x) ⊗ exp(−gx)H(x) (2)
where g is a constant and H(x) is the Heaviside step function.
The line proﬁle asymmetry from the ENGIN-X instrument was deter-
mined by performing single peak ﬁtting (using Vexp function) of a
CeO2 standard on all reﬂections in the d-spacing range 1.19 Å < d <
2.88 Å.
To correctly ﬁt the superalloy diffraction patterns, the parameters
contributing to the intensity of individual reﬂections are considered.
Following [15], the integrated intensity, I of a polychromatic incident
neutron beam for a single Laue spot is
I ∝ I0(k0)k
4
0|Fkhl|2
2sin2h0
Dv
v2a
(3)
where I0(k0) is the intensity-wavelength (k0) distribution, Fhkl is
the structure factor for reﬂection hkl, Dv is the diffracted volume,
va is the unit cell volume and h0 is the Bragg angle. For the funda-
mental {200} reﬂections (example (200) reﬂection shown in Fig. 2b),
the measured intensity is the superposition of intensity from the
c (Ic200) and c
′
(
Ic
′
200
)
phases. As the c/c′ lattice misﬁt for CMSX-4 is
Fig. 2. Example diffraction reﬂections collected at 20 ◦C with no stress applied for (a)
the superlattice (100) (b), fundamental (200), (c) superlattice (300), (d) predictions of
c & c′ volume fractions and calculated {200} c & c′ structure factors, (e) ﬁtted (200)c ′
Lorentzian breadth (bL) and Gaussian breadth (bG), (f) ﬁtted distribution of Sw2 errors
for all patterns obtained from a sample, and (g) the effect of a on Sw2.
small, (typically −5×10−3 to 1×10−3 [16,17]) Eq. (3) can be used to
express the ratio of intensity between the two reﬂections:
Ic200
Ic
′
200
=
|Fc200|2
|Fc′200|2
Dvc
Dvc′
(4)
All absent terms from Eq. (3) are eliminated, being equivalent for
c and c′ (including unit cell volumes where vca ≈ vc
′
a ). Whilst the
above intensity expression has been simpliﬁed; neglecting absorp-
tion, extinction and thermal vibration effects is valid as their con-
tributions are approximately cancelled in Eq. (3). For the (200)c
reﬂection, the structure factor (simpliﬁed from general expressions,
described elsewhere [9]) is
Fc200 = 4
∑
cZbZ (5)
where cZ is the composition and bZ is the bound coherent scat-
tering length for each element, Z, with terms for the latter tabulated
in [18]. For the ordered L12 structured c′ with a Ni3Al stoichiometry,
the (200) fundamental reﬂection structure factor is
Fc
′
200 = 3
∑
A
cZAbZ +
∑
B
cZBbZ (6)
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where an element Z may be present on a ‘Ni’ site, A or ‘Al’ site,
B. Their respective site occupancies are cZA and cZB . CMSX-4 pos-
sesses a strong elemental partitioning to a single c′ site, except Cr
which has a composition dependent site preference [19]. The present
study assumes Ni and Co occupy site A, whilst all remaining elements
including Cr are occupant on the B site. Following a prediction of
equilibrium temperature dependent phase compositions using the
thermodynamic calculation tool, JMatPro [20], c compositions were
used in Eq. (5) and c′ compositions were used to evaluate c′ site
occupancies, and the terms cZA and cZB in Eq. (6). The c
′ composition
is not predicted nor measured experimentally [21] to change dra-
matically as a function of temperature, hence, Cr is not expected to
switch site preference. Phase equilibria calculations provide c & c′
volume fractions, shown in Fig. 2 (d). These values along with cal-
culated structure factor values (shown in Fig. 2 (d)) were used to
evaluate the c/c′ intensity ratio in Eq. (4).
All analysis and ﬁtting functions were written in Matlab using the
following methodology:
1. Determine the instrumental contribution to line proﬁle asym-
metry, with a parameter denoted g, from ﬁtted CeO2 reﬂec-
tions. Obtain an empirical function of asymmetry by ﬁtting
a polynomial to g values as a function of d-spacing. Values
of g are calculated from this polynomial for all subsequent
reﬂection ﬁtting.
2. Fit the normalised {100}c′ and {300}c′ superlattice reﬂections
independently using Eq. (2).
3. Infer the position of {200}c′ from the superlattice reﬂection
positions, described previously [22], here given as dc
′
200 =
1
2
(
1
2d
c′
100 +
3
2d
c′
300
)
.
4. Obtain the {200}c′ line proﬁle shape by interpolating the Gaus-
sian and Lorentzian widths, bL & bG respectively, from the
{100} and {300} superlattice reﬂections with respect to d-
spacing. This width is equivalent to bL,G200 =
a
4
(
3bL,G300 + b
L,G
100
)
.
The constant, a, is reﬁned later, ﬁxed now at 1.
5. Introduce a scale factor, A, for the {200}c′ peak to give I
c′
200 =
AVexp. From an arbitrary guess of A, the c intensity from the
total intensity of the fundamental reﬂection, I200, is calculated
using Ic200 = I200 −AVexp. Adopting an iterative scheme such as
the bisection method, the magnitude of A was varied until the
Ic200/I
c′
200 ratio in Eq. (4) is satisﬁed.
6. The intensity, Ic200, is normalised and ﬁtted with the Vexp
function. The position of dc200 is obtained.
7. Repeat steps 2–6 for all diffraction spectra, recording bL and
bG. Fit these parameters with respect to pattern number as
shown in Fig. 2 (e). Repeat the ﬁtting of all spectra using ﬁtted
bL & bG values.
8. The peak width scaling parameter a is now reﬁned. The ﬁtting
error of the {200}c,c′ fundamental reﬂections are calculated for
all patterns in a test using the w2 Pearson’s cumulative test
statistic. A histogram of these errors summed Sw2 was ﬁtted
with a normal distribution, as shown in Fig. 2 (f). Repeat steps
2–7, using differenta values (0.6 to 1.6 used here). The selected
value of a has the narrowest Sw2 distribution close to zero. The
variation of Sw2 with a is shown in Fig. 2 (g).
Example raw data at room temperature with no stress applied is
shown in Fig. 2 with ﬁtted (100) and (300) superlattice reﬂections
in (a) and (c), respectively. A ﬁtted fundamental (200) reﬂection is
shown in (b), with the separated c and c′ intensity contributions.
The inﬂuence of introducing ﬁtting constraints on ac , ac′ and Sw2
error (from the ﬁtted I200 peak) is shown in Fig. 3. Method A is
the benchmark ﬁtting procedure; adopting a V(x) line proﬁle shape
and ﬁxing dc
′
200 from the ﬁtted superlattice reﬂection position. Here,
the parameters dc200, the overall intensities and widths of each peak
Fig. 3. Variation of ac′ , ac and I200 ﬁtting error (Sw2) by increasing the number of
ﬁtting constraints (between models A to F) for data obtained at 20 ◦C with no stress
applied.
and background are free variables, similar to the method described
in [16]. Method B uses a Vexp(x) line proﬁle shape, Method C adds
the Ic200/I
c′
200 ratio constraint (described in step 5 above), Method D
adds a constraint to g for all reﬂections (step 1), Method E uses ﬁt-
ted values of bG & bL (step 7), and Method F includes the reﬁned
parameter a (step 8). Values of Sw2 from I200 indicate the success
of the ﬁtted reﬂection; each constraint added between Methods A
to F improves the ﬁt. Lattice parameters ac and ac′ are affected by
the ﬁtting constraints; converging to correct values as Sw2 becomes
small. Adopting Method F does not invalidate Method A, however,
such procedures are only suitable for data with suﬃciently high sig-
nal to noise ratio. For rapid data acquisition, as considered here, a
more robust analysis routine, i.e. Method F, must be adopted.
The material response to the stress relaxation experiment for the
range of tested temperatures as a function of time is shown in Fig. 4.
Maps of measured intensity are shown in the ﬁrst column (a) for the
d-spacing range close to the {200} reﬂections in the [100] and [010]
directions. No data was collected in the [010] direction at 940 ◦C.
Thermal expansion during heating provides the increased d-spacing
during the ﬁrst ∼100 min. Superimposed plots of macroscopic stress
are also shown. Qualitatively, the red-yellow regions of high inten-
sity correspond to the positions of the c and c′ {200} fundamental
reﬂections. The serration periodicity observed in this data follows the
macroscopic loading-relaxation pattern.
The ﬁtting procedure described earlier was used to calculate the
c and c′ lattice parameters, as shown in column 2 (b). Lattice strains
were next calculated, column 3 (c), where 4c,c
′
200 ([100] direction) was
obtained from
4
c,c′
200 =
dc,c
′
200 − dc,c
′
200 (s = 0)
dc,c
′
200 (s = 0)
(7)
where dc,c
′
200 (s = 0) is the reference d-spacing prior to the ﬁrst
load cycle at the test temperature, and dc,c
′
200 is the measured d-
spacing during the stress relaxation test at the same temperature.
For 4c,c
′
020 , Eq. (7) values of d
c,c′
200 & d
c,c′
200 (s = 0) are replaced with d
c,c′
020
& dc,c
′
020 (s = 0). The lattice strain responses are annotated in Fig. 4
(d) to identify features in the c/c′ relaxation behaviour. These are
herewith used for discussion.
During the stress relaxation cycles in the [100] tensile direction
at 900 ◦C, ac′ and ac are quite similar compared to 1000 ◦C where
ac′ remains greater than ac whilst at 900 ◦C ac′ and ac are quite
similar. This corroborates with experimental evidence [23] that dis-
location ﬂow in c is preferred at 1000 ◦C. As the lattice misﬁts prior
to loading does not vary for the tested temperatures, a smaller dif-
ference between 4c
′
(200) and 4
c
(200) is observed at 1000
◦C compared
to 900 ◦C. Following a load hold, the 4c
′
(200) decay rate is higher than
4
c
(200), becoming more obvious for cycles 6–7. For all temperatures,
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Fig. 4. Temperature and time dependent stress relaxation diffraction analysis results in the [100] and [010] directions. (a) Measured intensities of the {200}c/c′ reﬂection are
shown as colour maps. (b) Fitted c & c′ lattice parameters, (c) calculated c & c′ {200} reﬂection lattice strains as a function of time are shown and, (d) annotated results.
the difference between 4c
′
(200) and 4
c
(200) reduces after each successive
cycle.
In the transverse [010] direction, for all temperatures, 4c(020) and
4
c′
(020) exhibit compressive lattice strains when the tensile load is
applied. When the macroscopic stress is relaxed, 4c
′
(020) increases
whilst 4c(020) decreases, hence their strain difference between them
reduces. At 900 ◦C the lattice strain is always higher in c than c′ by
∼3×10−3 during the hold period and∼1.6×10−3 after the relaxation
period. The difference between 4c(020) and 4
c′
(020) reduces signiﬁcantly
with increasing temperature. By the ﬁnal stress relaxation cycle at
1000 ◦C, their magnitudes are approximately equal.
Considering recrystallisation, the temperature dependent relative
strengths of c and c′ must play a role. At 1000 ◦C, c′ is consid-
ered undeformable [23], giving a high dislocation density in the c
channels, and thus a high driving force for recrystallisation. How-
ever, during relaxation at 1000 ◦C in this study, 4c
′
(200) changes are
signiﬁcant and does not support the observation that c′ is unde-
formable. The magnitude of lattice strain change during relaxation
at 1000 ◦C for c and c′ is greater than at a lower temperatures; this
is signiﬁcant considering the applied macroscopic stress was lower.
The drops in the tensile direction lattice strains, for example, pro-
vides evidence that more stored elastic strain energy is released
at increased temperatures. How the relaxation of c′ is coupled to
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the deformation of c, however, remains unclear. It is likely that
the precipitates themselves are subjected to dislocation cutting [12]
and/or experience elastic relaxation due to the plastic deformation
of the surrounding c. This temperature dependent phase selectivity
for deformation is likely to determine the propensity for recrys-
tallisation and the future selection of turbine blade solidiﬁcation
processes.
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