The paper investigates the e ects of introducing symmetries into feedforward neural networks in what are termed Symmetry Networks. This technique allows more e cient training for problems in which we require the output of a network to be invariant under a set of transformations of the input. The particular problem of graph recognition is considered. In this case the network is designed to deliver the same output for isomorphic graphs. This leads to the question of which inputs can be distinguished by such architectures. A theorem characterising when two inputs can be distinguished by a Symmetry Network is given. As a consequence a particular network design is shown to be able to distinguish non-isomorphic graphs if and only if the graph reconstruction conjecture holds.
Introduction
In their book on perceptrons Minsky and Papert 10] prove a number of theorems about the limited computational power of various classes of perceptrons. One of their key tools is the so-called Group Invariance Theorem. This theorem shows that for a group whose action on the set of (input) predicates is closed, the output of the perceptron will be invariant under the action of the group if and only if the weights can be chosen to be preserved by the group. The`only if' result is used by Minsky and Papert in their proofs that certain functions cannot be computed, since it simpli es the weight assignments that need to be considered. However, from a practical point of view the`if' result could be viewed as suggesting a method of simplifying training in the case where the target function is known to be invariant under the action of a particular group. In this case we can restrict the weights to guarantee invariance. It is this aspect of the group invariance theorem which is generalised to multi-layer perceptrons in this paper. The idea of introducing weight equivalences or symmetries to multi-layer perceptrons is not new. Ad-hoc attempts to introduce invariance have not proved very successful, see for example 11, 3] . An example of a more structured and very successful approach is that of Time Delay Neural Networks or TDNNs 5] . In these networks a layer of neurons is constrained to be connected via a translated set of connections (with the same set of adaptable strengths). This can be viewed as introducing translation invariance into initial layers of a network. A similar technique has been used by Le Cun 6] with great success in recognising handwritten digit strings 8]. More explicit introduction of automorphisms has been reported by Simard et al. 16 ] in a technique termed Tangent Prop again with considerable success, though the introduction here is via adaptions to the learning rather than to the network itself. Our approach aims to simplify the training task as much as is possible by making the symmetries explicit in the network structure a priori. As an example of the application of these ideas we consider networks designed to recognise isomorphism classes of graphs. This introduces the question of which inputs can be distinguished by a particular network architecture. This problem is studied both for particular networks and a general theorem about discriminability of Symmetry Networks is given. The theorem characterises the discriminability in terms of the symmetries of an associated`dismembered' network. This gives a direct general tool for assessing the power of a Symmetry Network, and thus suggesting how to choose an appropriate network in a particular application. As an example we construct a particular network which can distinguish all pairs of nonisomorphic graphs if and only if the graph reconstruction conjecture holds. This is a conjecture which has held the attention of graph theorists for a number of years (see for example 2, 4] ). It states that with the exception of two vertex graphs, we can identify the isomorphism class of a graph from its vertex deleted subgraphs.
Notation and De nitions
We begin with de nitions relating to feedforward Neural Networks but will assume familiarity with the basic conecpts, see for example 9] . For simplicity we will restrict the activation function to be the same function for all nodes of the network and we denote the function by f. So we have f : R ! I; which is traditionally a monotonic function where R denotes the set of real numbers and I an interval on the real line. This interval is usually taken as 0; 1] or ?1; 1].
If we wish to limit consideration to networks with boolean values then we may take f to be a threshold function and the \interval" I to be the set f0; 1g. A network N is speci ed by a set N of nodes some of which are distinguished as outputs and a set I of input nodes. The connectivity is given by a set E of directed connections between the nodes together with connections to all computational nodes from an additional`threshold' input which always has activation 1 (see below).
With network N we associate a weight function on the set of connections, w : E ! R: We say that the network N is in state w.
For notational convenience choose a numbering for all nodes and refer to each node by its number. For a connection (i; j) 2 E we denote w(i; j) by w ji . Note that the weight inherits its direction from the underlying connection.
For the purposes of this paper we will assume throughout that if node i is connected to node j then j > i. Such a numbering can always be found provided the network is cycle free. This is the feedforward condition on the connectivity. For a feedforward network it makes sense to introduce the level of a node. This is de ned as the number of connections in the longest (directed) path from an input node. Input nodes are at level 0 while nodes connected only to input nodes are at level 1, etc. Let`i denote the level of node i. The feedforward condition on the numbering will be satis ed by requiring j >`i ) j > i; since if node i is connected to node j then certainly`j >`i.
The input of a network is speci ed by a function i from the set of non threshold input nodes to I. Each node j also has an activation value o j . For the threshold node this is 1, for other input nodes it is the value of i at j, while for computational nodes it is the weighted sum of its inputs passed through the activation function. For a computational node the weighted sum of its inputs is also termed the net input of the node. The output of the whole network is the vector of activation values on the output nodes. We denote this vector function of the weights and inputs by F N (w; i).
A permutation of a set X is a bijection of X onto itself. A permutation of X xes x 2 X if (x) = x. The permutation stabilises a set Y X if (Y ) = Y , that is elements of Y are mapped to elements of Y . A permutation group of a set X is a set such that 2 determines a permutation of X, and is closed under composition and inverses of mappings. We also say that the group acts on the set X. The group is faithful if no two elements determine the same permutation of X. For a set X we denote by (X) the group of all permutations of X. The orbits of a set X under the action of a permutation group are the minimal subsets of X that are stabilised by all elements of . Note that the orbits partition X. The orbit containing a point x 2 X is given by f (x)j 2 g:
The group is transitive on a set X if X is the single orbit. An automorphism or symmetry of a network N is a permutation of the set of nodes of N which xes output and threshold nodes, stabilises the input nodes and whose action on the pairs of nodes stabilises connections.
We say that an automorphism of a network N preserves the weight assignment w if w ji = w ( j)( i) for all connections (i; j) 2 E. A graph is a set of vertices together with a subset of the unordered pairs of vertices called the set of edges. We restrict graphs to have no loops, that is the edges must In their book on perceptrons Minsky and Papert 10] prove a number of theorems about the limited computational power of various classes of perceptrons. One of their key tools is the so-called Group Invariance Theorem. Stated in our terminology, this theorem shows that for a group whose action on the set of (input) predicates is closed, the output of the perceptron will be invariant under the action of the group if and only if the weights can be chosen to be preserved by the group. It is the`if' part of the group invariance theorem which is generalised to multi-layer perceptrons in the following theorem. Our approach aims to simplify the training task as much as is possible by making the symmetries explicit in the network structure a priori. A network N is invariant under an automorphism if F N (w; i) = F N (w; i ); for all inputs i. Hence Theorem 3.1 states that a network in state w is invariant under automorphisms preserving w. The theorem suggests a practical way of simplifying the task of training networks required to be invariant under certain automorphisms. The network is constructed so that the group of automorphisms is extended from the input layer to act as a group of automorphisms of the whole network. The weight assignments are restricted to those allowable under the automorphisms. In this way the network output will at all times be invariant under the automorphisms. Hence to train such a network we need train it with each input in only one`position'. To do this learning algorithms must be adapted in order to ensure that weight assignments are at all times allowable. As an example the network (N ; f g) of Figure 1 is a Symmetry Network whose output is invariant under interchanging the components of the input vector. The xor function is invariant under this automorphism and so we could train this network to compute the xor function with ve parameters and three examples, instead of the more normal nine parameters and four examples. If we view the network as a function whose input-output performance depends on parameters, the standard algorithms can be readily adapted to update the parameters of a Symmetry Network. In this case the parameters are the values of weights for each weight class.
For example, this can be done for the generalised delta rule 13] and the linear programming algorithm 15]. However, in the experiments reported below, it was found that the generalised delta rule exhibited inconsistent and unpredictable behaviour and we relied almost entirely on the linear programming algorithm. The linear programming algorithm is also a gradient descent approach, but the direction of descent is chosen so that none of the individual errors for the di erent inputs increases. This eliminates the problem commonly experienced with back-propagation where one error increases to 1 while the others decrease. The algorithm must therefore be run in batch mode and each iteration involves solving a linear programme to obtain the direction of descent. Though each iteration is signi cantly more expensive than for back-propagation, experience has shown that in many cases overall performance is superior both in reliability and speed.
Example 3.1 A Graph Recognition Symmetry Network of order n is a Symmetry Network (N ; S n ) with inputs indexed by unordered pairs of distinct graph vertices, where S n = (f1; : : :; ng) is the set of all permutations of the n vertices of the graph.
Since the action of the symmetric group corresponds to renumbering the vertices of the graph, the output of the network will be invariant under such renumberings, or in other words will be the same for isomorphic graphs.
In the next section we describe experiments performed with one such network. The advantage obtained in this case is that only one graph in each isomorphism class needs to be presented during training. This considerably reduces the size of the training sample in the example given and guarantees correct output for all graphs isomorphic to a graph in the training sample. In later sections we will develop tools to investigate how such networks might be used to test for graph isomorphism.
Experiment
Our experiment was inspired by work reported by Dodd 3] . He succeeded in training a multi-layer perceptron to recognise three isomorphism classes of graphs on ve vertices. The network contained two hidden layers of 11 and 7 nodes. Each of the three graphs considered had ve edges and one automorphism of order 2. This meant that there were 60 distinct labellings of each graph. Hence the network was trained with 180 inputs each with 3 outputs, the one corresponding to the isomorphism class of the input graph being set to one. We took a network as close as possible in layout to Dodd's. The input layer in Dodd's network consisted of 25 nodes one for each pair of vertices. Both pairs corresponding to an edge of the graph were set to 1 if the edge was present and 0 otherwise. In our network this was simpli ed to just 10 input nodes, one for each of the possible edges (that is unordered pairs of vertices). The hidden layers matched Dodd's layout more closely. This was achieved by making the nodes of the rst hidden layer correspond to triples of vertices (there are 10 of these) and the second hidden layer corresponds to 4-tuples (there are ve of these). All possible connections consistent with the feedforward condition and non-interconnection within layer (including the output layer) were included.
It should be noted that if this network were generalised to n vertex graphs it would contain exponentially many nodes. We consider a network with similar layout but leaving out many of the connections later in this paper (see Example 7.1).
The action of the group S 5 on the pairs (edge inputs), triples ( rst layer), 4-tuples (second layer) and xing the three output nodes dictated which connection weights should be constrained to be equal. For example between the input and triples there were three connection types, one corresponding to a pair being contained in a triple, one to a pair being disjoint from a triple and one to their having a one vertex intersection. In all there were 293 connections but only 21 di erent types. The training set was composed of one example of each of the 34 isomorphism classes of graphs on ve vertices. The desired outputs were all zero except for one output 1 for each of the three graphs used by Dodd. The corresponding training set, were the symmetries not incorporated, would be all 2 10 = 1024 labelled graphs on ve vertices. Hence by incorporating the symmetries we have reduced the training constraints from 3 1024 = 3072 to just 3 34 = 102, while the number of degrees of freedom has been reduced from 293 to 21. The training was successfully completed with just 350 iterations of the linear programming algorithm. This compares very favourably with the 40000 generalised delta rule iterations reported by Dodd 3] . The resulting network satis ed 3072 constraints with just 293 weights. Theory indicates that in training networks as many weights as constraints may be required 15], so it is clear that the network has encoded the problem in an e cient way. For information on further experiments with Symmetry Networks the reader is referred to 14].
Conclusions for Graph Isomorphism
Most computational problems that have been studied have either been classi ed as NP-complete or a polynomial time algorithm has been found for them. Note that NP-complete problems are the hardest modulo polynomial time reductions among those whose solutions can be checked in polynomial time. It is widely conjectured that such problems cannot be solved in polynomial time and certainly no polynomial algorithms are known for such problems. Graph Isomorphism is the problem of determining whether two graphs are isomorphic, in the sense that they are the same up to a relabelling of their vertices. This problem is unusual as it has not been shown to be NP-complete nor has a polynomial algorithm been found for it. A major inroad was made by Luks 7] who showed using group algorithms that the problem can be solved in polynomial time for bounded valency graphs. Stated more precisely he showed that given any number k, a polynomial time isomorphism algorithm existed for graphs whose vertices had valency at most k. For k = 3 this technique has been re ned to give an algorithm which is also e cient in practice. Graph Recognition Symmetry Networks suggest a number of methods of tackling the graph isomorphism problem. Perhaps the most naive approach would involve building a network to recognise one of the graphs in such a way that it would give a di erent output for all non-isomorphic graphs. This network could then be observed when the two graphs are input. The graphs are isomorphic if and only if the outputs are identical. The problem with the approach is nding a design strategy calculable in polynomial time from the structure of the graph. This seems a daunting task and we would conjecture that in general an exponential number of nodes will be required. Indeed in Section 7 we will describe a network which can be made to distinguish any given pair of graphs and nd we need exponentially many nodes even though we do not require that other graphs give outputs di erent from those of the two graphs. There is, however, a more realistic prospect of a probabilistic algorithm for testing graph isomorphism. A probabilistic algorithm is a polynomial algorithm for a decision problem which is run with reference to a randomly generated number. If the algorithm returns`no', this is the correct classi cation of the input. If the correct classi cation is`no', there is, however, a certain probability that the algorithm returns 'yes', while if the correct classi cation is`yes' the algorithm will always returǹ yes'. By running the algorithm repeatedly with independently generated random numbers, we can ensure that the probability of our incorrectly classifying`yes' as a result of repeated misclassi cations is made arbitrarily small. Primality testing is an example of a problem for which there exist probabilistic algorithms 12] but no known polynomial deterministic algorithm. The conjectured probabilistic algorithm for graph isomorphism would involve the random generation of Graph Recognition Symmetry Networks which would be used to test the two input graphs. If the two graphs gave di erent outputs we can say with certainty that they are not isomorphic. If on the other hand they deliver the same result the probability of the graphs being not isomorphic should be reduced by a constant factor. Probabilistic algorithms should be distinguished from algorithms with polynomial expected complexity. Expected complexity results rely on specifying a probability distribution on the set of inputs and average the complexity over this distribution. They are therefore unable to give useful bounds for the time taken for a particular input. In the case of graph isomorphism Babai, Erd os and Selkow 1] show that for almost all graphs there is a linear time isomorphism test. It is the`almost all' which indicates a probabilistic estimate under the uniform distribution. The proposed probabilistic algorithm for graph isomorphism would rely on generating random networks which distinguish the two graphs with positive probability. We therefore turn our attention to considering which graphs a given network architecture can distinguish. This question will motivate the development in the following sections, though our main result (Theorem 6.2) will characterise which inputs can be distinguished for all Symmetry Networks subject to reasonable restrictions on the activation function. is how to determine which other pairs of inputs are equivalent and so cannot be distinguished by a particular network. In the case where the network (N ; S n ) takes inputs which are n vertex graphs, we will de ne an equivalence relation on the set G n of such graphs by:
We will now give some examples of Symmetry Networks and discuss their discriminatory power. Our rst example is due to an anonymous reviewer and demonstrates that perfect discriminability is always attainable if we introduce a hidden neuron for each element of the group of symmetries.
Example 6.1 Consider an n input line network with a group ? permuting the input lines. We will construct a Symmetry Network (N ; ?) with perfect discriminability.
The input layer is given as n input nodes, while the hidden layer has j?j nodes where is the weight on all connections except the threshold connection to the output node which has weight , and E is the set of edges of the input graph. Example 6.3 The Graph Recognition Symmetry Network of order n illustrated in Figure 3 has a hidden layer of nodes indexed by the vertices f1; : : : ; ng of the graph with S n acting on the hidden layer in the natural way. The connections between input nodes indexed by an unordered pair and hidden nodes indexed by a member of the pair have weight 1 , while for hidden nodes indexed by a vertex not in the pair the weight is 1 . The output node has one weight class to input nodes with weight 2 and one weight class to hidden nodes with weight 2 . The threshold connections are 1 for the hidden nodes and 2 for the output node. In Figure 3 , the weights are only marked for connections from the input node (1; 2), the hidden node 1 and the threshold node in order to avoid cluttering the diagram.
The graphs which can be distinguished by this network are slightly harder to characterise. We will need the following de nitions. The degree sequence of a graph G is the sequence of degrees ( (If the activation function is a threshold function then we may arrange the weights so that for a hidden node to be switched on at least d of its inputs must be active).
Hence since the e ects of vertices with degrees greater than d are the same for both graphs (d is the largest number with the property), we may arrange for the network to give di erent outputs for the two graphs, a contradiction. We conclude that for all d, the two graphs have the same number of vertices with degree greater than or equal to d. This implies the two graphs have the same degree sequence.
(() If G 1 and G 2 have the same degree sequence the activations of hidden nodes corresponding to vertices of the same degree are the same. Hence the nal node of the network has net input equal to 2 times the sum of these hidden node activations plus 2 times the number of edges in the graph. But graphs with the same degree sequence have the same number of edges and so the output of whole network is the same for both graphs.
(ii) To show this is not the case consider a weight class preserving automorphism of the network mapping i G 1 to i G 2 . With an abuse of notation we label the nodes of the hidden layer by the vertices of G 1 (see Figure 3) . Likewise the input layer is labelled by unordered pairs of G 1 's vertices. The labelling is given by the input i G is an edge of G 2 under the labelling given by i G 2 , thus making an isomorphism from G 1 to G 2 . Since not all graphs with the same degree sequence are isomorphic, not all output invariance is a result of weight class preserving automorphisms of the network.
Theorem 6.1 is disappointing in that it shows the automorphisms of a Symmetry Network do not in themselves characterise the equivalence classes of inputs to that network. In order to capture the discriminating power in a network structure it is necessary to transform the original Symmetry Network into a tree-like network.
Intuitively we can think of cutting apart any connections which leave a node by duplicating the node once for each of the connections. The weight classes are inherited from the original network in the obvious way. We will show that for appropriate choice of activation functions this transformed network captures precisely the discriminating power of the original Symmetry Network.
We introduce for a network N with a single output node , its dismembered network N 0 . Apart from a threshold node, the nodes of N 0 will correspond to paths up through the network N not including the threshold node and ending at the single output node:
(i 1 ; i 2 ; : : : ; i`= ) where (i j ; i j+1 ) 2 E for j = 1; : : :;`? 1. The input nodes of N 0 will be those paths which start at an input node of N, while the output node will be the simple path ( ) consisting of the output node of N. The edges of N 0 are rstly one edge connecting the threshold node to each non-input node. The other edges connect each path to that obtained by deleting its rst node. The weight class of this edge is that corresponding to the edge in N which connected the rst two nodes of the longer path. Note that for Example 6.2 the dismemberment of the network is just the network itself, while in Example 6.3 the dismemberment contains the same number of hidden nodes, but n + 1 times as many input nodes. One copy of the inputs is connected directly to the ouput node and the other n copies are connected each to one of the hidden nodes. The next proposition shows that when we present a dismembered input to a dismembered network, the activations correspond to those of the original network. Before we make use of the idea of a dismembered network, we need to consider restrictions on the activation functions. To this end we introduce the following de nitions.
A function f di erentiates polynomials if for any polynomials q i (x), i = 1; : : :; n, Proof : We will prove the stronger result that for any polynomials q i (x) and rational functions p i (x), i = 1; : : :; n, if
with the di erences q i (x) ? q j (x) not constant for i 6 = j, then p i (x) 0, for all i. That is that the functions f(q i (x)), i = 1; : : : ; n, are independent over rational functions. If n = 1 we must clearly have p 1 (x) 0, so there is nothing to prove.
Assume the result holds for smaller integers than n, and that all the p i (x) 6 0.
Dividing through by p 1 (x)f(q 1 (x)), gives the equation Let S(q(x)) denote the sum of the non constant coe cients in the polynomial q(x). Order the polynomials q i (x) according to S(q i (x)) and let I be the set of i such that q i (x) is minimal with respect to this ordering. Note that S(p(x)+q(x)) = S(p(x))+ S(q(x)) and that S(p(x)) 6 = S(q(x)) ) p(x) 6 q(x). For i 2 I the polynomial ? P j6 =i q j (x) are minimal among the polynomials appearing in the exponents of is p i and so p i = 0 a contradiction.
We are now in a position to present our main result characterising discriminability in Symmetry Networks. Its surprising conclusion is that the discriminability of a network with well-behaved real valued activation functions can be completely described by a combinatorial property of the network structure, namely is dismemberment. In other words it provides a nite characterisation of a network, which could be used in practice to determine whether it was adequate to a certain discriminatory task. We will show later that the result also provides a theoretical tool for the analysis of discriminatory power. Clearly if for some pair of nodes i, i 0 in the same orbit n 1 ij = n 2 i 0 j for all j, then no choice of the w j can make the two sums distinct. The requirement of property (i) is that if this is not the case then the two sums should be made distinct. To this end we de ne for each j in turn, the following two numbers: K j = min i;i 0 fjn 1 ij ? n 2 i 0 j j n 1 ij 6 = n 2 i 0 j g K j = max i;i 0 fjn 1 ij ? n 2 i 0 j j n 1 ij 6 = n 2 i 0 j g so that = (0). We will choose weights of the formŵ j = w j + x j for some value of x, su ciently small to leave (ŵ 1 ; : : :;ŵ L ) in the neighbourhood of (w 1 ; : : :; w L ) where inequalities (2) hold for all i; i 0 2 J k;` J k 0 ;`. Hence any such choice of weights would satisfy property (i). Assuming that (x) 6 0 on this neighbourhood and since f is analytic, (x) is an analytic function of x and so has only a nite set of zeros P k;k 0 ;`i n the (closed) neighbourhood. If on the other hand (x) 0 then, since f di erentiates positive polynomials (and n k ij > 0), we conclude that there is a bijection from J k 0 ;`t o J k;`s uch that n 1 (i)j = n 2 ij for all weight classes W j and all i 2 J k 0 ;`i mplying that no choice of weights w j would make non zero. In this case the two inputs are both composed of the same set of values { the correspondence being given by :
Since for each pair J k;`; J k 0 ;`f or which (x) 6 0, there are only nitely many choices of x which must be disallowed (the zeros P k;k 0 ;`) , and there are only nitely many such pairs of sets in O, we may choose a value of x in the given interval which forces all sums distinct unless they are composed of the same set of values. This is precisely the requirement of condition (ii).
It is natural to ask how di cult it might be to nd a weight assignment for which the outputs are di erent in the case where i 1 6 = N i 2 . The following proposition shows that in this case the weight vectors which fail to give an inequality occupy no volume in weight space. Hence a random weight assignment will deliver the required inequality with overwhelming probability. This function is zero for points in a neighbourhood of t = 0 but is non zero at t = 1. But g(t) is an analytic function on a closed interval which is not everywhere zero.
Hence it can have only nitely many zeros, a contradiction. 
Application
In this section we consider an application of the results of the previous section to the design of networks for discriminating non-isomorphic graphs. We rst introduce a particular network. We will then show that the constructed network will distinguish non-isomorphic graphs if and only if the graph reconstruction conjecture holds.
Example 7.1 Consider the Graph Recognition Symmetry Network N n with nodes indexed by all the subsets of U n = f1; : : : ; ng with two or more elements, together with one threshold node. The inputs I are the two element sets and the threshold node, while the output is the set U n itself. Two nodes (subsets) u and v are connected with an edge in the network if u v and v has one more element than u. The weight class depends only on the number of elements in u. There are also edges from the threshold node to all computational nodes. The symmetric group S n acts in the natural way on the subsets of U n .
This network has exponentially many nodes since there is a node for each nonempty non-singleton subset of f1; : : : ; ng together with a threshold node, that is a total of 2 n ? n nodes. It should be noted however that there are only 2(n ? 2) parameters, two for each non-input layer. We will show that provided the graph reconstruction conjecture holds, then this network can distinguish non-isomorphic graphs. This result though a pleasing characterisation of the discriminability of the network, does not bring us any closer to a probabilistic polynomial algorithm for graph isomorphism (see Section 5) in view of its exponential size. Before stating the proposition we give the de nition of the graph reconstruction conjecture. For a graph G 2 G n we term the collection of vertex deleted subgraphs G i = G n i of G, i = 1; : : : ; n, the deck of G, where G n i is the graph obtained from G by deleting vertex i and any edges containing i. Clearly the two graphs on two vertices both have the same deck. The graph reconstruction conjecture states that these two graphs are the only non-isomorphic graphs with the same deck. The conjecture has remained unsolved for a number of years though there is circumstantial evidence to suggest that it is valid 2, 4]. Note that the subnetworks form a partition of the non-output nodes of N 0 , and because of the connectivity of N n , the element i does not occur in any of the sets of the node paths of N 0i except in the set at the end of each path. The automorphism acts as a permutation among these subnetworks. Let 2 S n such that (N 0j ) = N 0 (j) . Let N i , i = 1; : : :; n, be the network obtained from N n by deleting all nodes which contain the vertex i. Hence each N i is a copy of N n?1 . Clearly the dismemberment of N i is the network N 0i . Let G 1 n i be the vertex i deleted subgraph of G 1 . This graph induces an input to N i whose dismemberment is the same as the dismemberment of the input i G 1 restricted to the network N 0i . Consider two inputs to the network N 0 (i) . The rst is i 0 (G 1 ni) , while the second is i 0 G 2 n (i) . By acting on U n the automorphism acts as an automorphism of N 0 which takes N 0i to N 0 (i) . Hence the map ?1 is an automorphism of N 0 , which maps N 0 (i) to itself and maps the rst input given above to the second. We conclude that (G 1 n i) = N (i) G 2 n (i): But by the minimality of the network N n we can conclude that (G 1 n i) = G 2 n (i); and therefore G 1 n i = G 2 n (i):
This tells us that the vertex deleted subgraphs are pairwise isomorphic, while the graphs themselves are not, thus contradicting the graph reconstruction conjecture.
()) Suppose we have a pair of graphs G 6 = H, which contradict the graph reconstruction conjecture. Let G i be the vertex deleted subgraph G n i. Similarly H i , and assume without loss of generality that G i = H i . Consider the network N n , and the networks N i and N 0i as above. Since H i = N i G i , there exists an automorphism i 2 Aut(N 0i ) with i i H i = i G i . Since the networks N 0i partition N 0 , we can combine the i to form an automorphism of N 0 with i H = i G . Hence we have H = Nn G and so N n cannot distinguish all non-isomorphic graphs in G n .
Conclusions
We have described a general method of introducing symmetries into feedforward networks in such a way that the output is guaranteed to be invariant under corresponding transformations of the input. This has been shown to greatly reduce the complexity of the training of such networks and so may result in a widening of the scope of applicability of feedforward Neural Networks. We have considered applying the techniques to the problem of graph recognition. This has led to the investigation of which inputs a given Symmetry Network can distinguish. We have been able to charaterise precisely when a network can distinguish two inputs provided reasonable restrictions are placed on the activation functions. This result has allowed us to say something about minimal networks for distinguishing pairs of inputs as well as to show that a particular network can distinguish non-isomorphic graphs if and only if the graph reconstruction conjecture holds.
There are many questions which remain unresolved. Perhaps the most immediate is which activation functions di erentiate polynomials and whether our conjecture that the sigmoid function satis es this condition is true. From the point of view of the graph isomorphism problem we might ask which networks can distinguish nonisomorphic graphs. Will such networks always require exponentially many nodes? While from the point of view of our original aim of nding a probabilitistic algorithm for graph isomorphism, the question we must ask is whether we can design polynomially sized networks which with non-zero probability distinguish any given pair of graphs. More generally we might ask whether there are any inequalities which hold between the size of the automorphism group of a Symmetry Network and the size of the network required to distinguish all equivalence classes of inputs.
