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SUMMARY
Resource allocation and subset selection are two relevant classes of problems in the core
of combinatorial optimization. Over the past decade, there has been an increased interest
in these areas due to their significant impact in real-world applications. Online advertising,
sharing-economy systems, and kidney exchange are a few examples of the applicability of
resource allocation models. On the other hand, data summarization, influence modeling in
social networks, and sensor location have extensively motivated the study of subset selec-
tion. In this thesis, we propose new approaches to two classical problems of these areas:
the online bipartite matching problem and the constrained submodular function maximiza-
tion problem. Our main objectives are: (1) to develop new models and algorithms that
provide theoretical guarantees on their solutions, and (2) to present computational studies
that empirically support our theoretical results.
In the first chapter of this thesis, we present the theoretical background that is needed
to understand our results in both problems. We describe the notion of approximation al-
gorithms, competitive analysis and regret analysis. Later we motivate the online bipartite
matching and introduce the model considered in this thesis. Finally, we motivate the con-
strained submodular maximization problem, we present some of the previous approaches
in the related literature and their corresponding guarantees.
In the second chapter of this thesis, we present a novel polyhedral approach to the
online variant of the classical bipartite matching problem. We consider the i.i.d. model
defined as follows: one side of the bipartition is fixed and known in advance, while nodes
from the other side appear one at a time as i.i.d. realizations of a uniform distribution, and
must immediately be matched or discarded. We consider various static relaxations of the
polyhedral set of achievable probabilities, introduce valid inequalities, and discuss when
they are facet-defining. We also show how several of these relaxations correspond to rank-
ing policies and their time-dependent generalizations. We finally provide a computational
xii
study of these relaxations and policies to determine their empirical performance.
In the third chapter of this thesis, we focus on dynamic polyhedral relaxations of the
i.i.d. online bipartite matching problem. We show how they theoretically dominate the
static relaxations from the previous part, and perform a polyhedral study to theoretically
examine the strength of the new relaxations. We also discuss how to derive heuristic poli-
cies from the dual prices of the relaxations, in a similar fashion to dynamic resource prices
used in network revenue management. We demonstrate the empirical quality of these new
relaxations and policies via computational experiments.
In the fourth chapter of this thesis, we consider the robust submodular maximization
problem with structured combinatorial constraints. Our approach is applicable to con-
straints defined by single or multiple matroids, knapsack as well as distributionally robust
criteria. We consider both the offline setting where the data defining the problem is known
in advance as well as the online setting where the input data is revealed over time. For the
offline setting, we give a nearly optimal bi-criteria approximation algorithm that relies on
new extensions of the classical greedy algorithm. Later, we provide an efficient version of
this algorithm that theoretically performs less function calls than the previous one, at cost
of adding a few more elements to the final solution. We also assess the performance of our
offline algorithms in three real-world applications. Finally, in a similar manner than the
offline setting, for the online variant of the problem we present an algorithm that returns a
bi-criteria solution with sub-linear regret.
In the last chapter of this thesis, we explore the concept of sharpness in submodular
function maximization. Empirical studies have shown that the performance of the greedy
algorithm is substantially better in practice, even though its 1− 1/e worst-case guarantee.
This raises a natural question of explaining this improved performance of the greedy algo-
rithm. Our goal is to define sharpness for submodular functions as a candidate explanation
for this phenomenon. The sharpness criterion is inspired by the concept of strong convexity
in convex optimization and its objective is to measure the behavior of the objective function
xiii
around the set of optimal solutions. We show that the greedy algorithm provably performs
better as the sharpness of the submodular function increases. This improvement ties closely
to the faster convergence of the first order methods for strongly convex functions. Lastly,




Combinatorial optimization has seen significant progress over the past decades in the design
of new models and heuristics. The development of new technologies, the endless number
of necessities of the industry, and the progressive changes in societal thinking are some of
the numerous reasons why the interest in this area of optimization has rapidly increased
in the last years. To exemplify, factors such as the frenetic growth of social networks, the
birth of sharing-economy systems, and the necessity of designing a fair school admission
system, have driven and pushed the research community to develop alternative, efficient
and viable solutions to the aforementioned challenges.
Many of these motivations fit in two of the most prominent classes of problems in
combinatorial optimization: resource allocation and subset selection. Broadly speaking,
a resource allocation problem corresponds to the class of models in which a decision-
maker has a set of items, and the objective is to optimally assign (under certain criterion)
each of those objects in a specific location. Classic combinatorial problems in this class
are job scheduling, facility location and bipartite matching. Particularly, the last one of
these examples has a variety of applications in kidney exchange [95], house allocation [1],
combinatorial auctions [34], ride-sharing [93], school choice [43] and online advertising
[81].
On the other hand, subset selection problems correspond to a different class of models
in which a decision-maker faces a universe of elements, and the objective is to optimally
select (under certain criterion) a subset of them. Moreover, these subsets may face com-
binatorial constraints such as cardinality or partition. This area of research is constantly
growing given its significant number of applications in sensor location [71], nonparametric
learning [68], computer vision [66], influence modeling in social networks [64], exemplar-
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based clustering [48], migration [47], etc.
Both classes of problems previously mentioned can be modeled in two different man-
ners: offline and online. A model is said to be offline if the decision-maker has access to
all data beforehand. In other words, an offline algorithm receives as an input the objective
function and the corresponding constraints of the optimization problem. Even though this
type of models is attractive at first, in several real-world applications the information is
revealed dynamically over time. On the one hand, revealing the data in an online manner
makes the model closer to reality, on the other hand, the problem becomes theoretically
more challenging.
Most of the relevant offline problems are computationally hard, namely there is no
efficient algorithm that guarantees an optimal output solution. Given this, there is no hope
for the online version of the same problem. Even if the offline problem is computationally
easy, its online variant may be intractable. An example of this is the bipartite matching
and the online bipartite matching problem. Therefore, it is imperative for the research
community to develop offline and online algorithms that are efficient and provide good
guarantees (see Section 1.1 for basic definitions of some performance guarantees). As
we will see in this thesis, we need to design non-trivial techniques from continuous and
discrete Optimization in order to attack both classes of problems.
The first part of this thesis, Chapters 2 and 3, is focused on the online variant of the
classical resource allocation problem called bipartite matching problem. The second part
of this thesis, Chapters 4 and 5, concentrates in one of the most used subset selection
models, the constrained submodular function maximization problem.
In the remainder of this chapter we present basic definitions related to approximation
algorithms, competitive analysis, and regret analysis in Section 1.1. In Section 1.2 we
introduce the online bipartite matching problem, we detail the model considered in this
thesis and we finally gave an overview of our contributions on this problem. Finally, in
Section 1.3 we introduce the constrained submodular function maximization problem, we
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detail the problem formulation and give a brief literature review on previous approaches,
and we finish with an overview of our contributions on this problem.
1.1 Preliminary Definitions
In this section we will provide some basic definitions for the problems considered in this
thesis.
1.1.1 Approximation Algorithms
Most of the interesting problems in discrete optimization that actually have a real-world
application are known to be NP-hard. This means that there is no efficient procedure that
finds an optimal solution, unless P = NP . Usually, efficiency is measured in terms of the
running time, and an algorithm is said to be efficient if it has a running time that is bounded
by a polynomial in the input size.
Given the hardness constraint above, one approach for this kind of optimization prob-
lems is to design algorithms that: (1) run in polynomial-time and (2) output a solution that
is good enough in terms of its objective value when is compared to the true optimum. In
other words, procedures that give us a guarantee on the quality of the output solution for
any instance of the problem that is being considered. For this, it is commonly assumed
[112] that the optimization problem, either maximization or minimization, is feasible and
has an objective function that maps every feasible solution to a non-negative value. There-
fore, we say an algorithm outputs a solution that is good enough in terms of its function
value with respect to the optimal objective value. These algorithms are called approxima-
tion algorithms. Throughout this thesis, particularly in Chapters 4 and 5, we will follow
the definition of approximation algorithm given in [112].
Definition 1 (λ-approximation algorithm, [112]). A λ-approximation algorithm for an op-
timization problem is a polynomial-time algorithm that for all instances of the problem
produces a solution whose value is within a factor of λ of the value of an optimal solution.
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The parameter λ is sometimes called performance guarantee, approximation factor or
simply approximation ratio. For maximization problems the convention is λ < 1 and for
minimization problems is λ > 1. For instance, when we say that the greedy algorithm
achieves a 1 − 1/e approximation factor for a maximization problem, it means that the
value of the output solution of the greedy algorithm is at least a 1 − 1/e fraction of the
optimal value.
There are many standard algorithms and common techniques being used in the literature
to obtain approximation guarantees such as greedy algorithms, local search, LP rounding,
randomized rounding, the primal-dual method, etc. For a detailed explanation of each these
methods and its application to classical problems in combinatorial optimization, we refer
the interested reader to [112] and the references therein.
1.1.2 Online Algorithms: Competitive Analysis
As we mentioned before, for offline optimization problems it is assumed that all the in-
formation is given to the decision-maker in advance. In reality this may not be the case,
since data could arrive dynamically over time. Therefore, the decision-maker has to make
a new decision every time a piece of information is revealed. A classic example of this
is the ski rental problem: Hugo decided to go skiing for the first time. For this he has to
decide if he should buy the complete equipment for $200 or rent it for $40 each time he
goes skiing. The decision in this problem is whether he should by a whole new equipment
or simply rent it. Clearly, his decision is going to depend on the total number of times he
goes skiing in the future, which is unknown. Observe that if he goes at most 4 times in
his life, then it is better to rent, but if he knows that he will go for sure at least 6 times or
more, then it is better to buy now. Since future is unknown, which online algorithm should
he use to decide every time he goes skiing? The only input for this procedure in stage t is
that this is the t-th time he goes skiing, and that he has been renting so far (whenever he
decides to buy, no future decisions have to be made). As in Section 1.1.1 the main goal in
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this area of research is to design online algorithms that run in polynomial-time and output
a final solution that is good enough. Competitive analysis (originally presented in [99]) is
a method to quantify the quality of the solution given by the online algorithm. Other ex-
amples of online problems in the competitive analysis community are the paging problem,
the secretary problem, online bipartite matching, online routing, k-server problem, online
load balancing, etc. (see [4]).
In the following, we consider the framework given in [4]. Formally, several online
problem can be defined as follows: An online algorithm A is presented with a request se-
quence σ = σ(1), σ(2), . . . , σ(T ), where T is the last stage (known or unknown, depending
on the model). In the ski rental problem, requests correspond to go skiing. The requests
σ(t), with t ∈ {1, . . . , T} must be served in the order of occurrence. When serving request
σ(t), algorithmA does not know any request σ(t′) with t′ > t. Serving requests incurs cost
(utility) and the goal is to minimize (maximize) the total cost (utility) obtained on the entire
request sequence. There are many models for the arrival of requests such as adversarial,
random, known i.i.d. For the purpose of this section let us consider the adversarial model:
an adversary (or nature) chooses the worst-case instance of requests. The online algorithm
A will be compared to an optimal offline algorithm which knows the entire sequence of
requests in advance and give an optimal solution. On a given sequence σ, we denote by
A(σ) and OPT(σ), the cost (utility) obtained by the online algorithm and the offline opti-
mal algorithm, respectively. We are ready to define the performance guarantee of an online
algorithm A.
Definition 2 (λ-competitive, [99, 4]). Given a minimization problem, an online determin-
istic algorithm A is λ-competitive if A(σ) ≤ λ ·OPT(σ) +O(1) for all request sequences
σ
For a maximization problem the inequality is reversed, or equivalently, λ is the mini-
mum over all requests σ. In other words, an online algorithm is λ-competitive if it achieves
an objective value at least λ times the best possible value achieved by an offline algorithm
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with all information in advance, in every instance of the problem. The parameter λ is often
called competitive ratio, or sometimes with an abuse of notation just approximation guar-
antee. For instance, when we say that the greedy algorithm achieves 1/2 competitive ratio
for the adversarial model of the online bipartite matching, it means that on every instance
of this problem the greedy algorithm ensures a 1/2 fraction of the optimal value by the
offline optimal algorithm.
The definition of competitive ratio may vary depending on the problem, on the arrival
model, or if the online algorithm is randomized [9] or deterministic. For instance, for the
online bipartite matching problem studied in Chapters 2 and 3, we consider the competitive
ratio as the minimum ratio, over all realizations, between the algorithm’s expected value
(if randomized) and the expected value of the offline optimum, where this last expectation
is taken over the distribution on the arriving requests [81]. For other online problems and
different definitions of competitive ratio we refer the interested reader to [4, 9].
1.1.3 Online Learning: Regret Analysis
A different variant of online problems is the one studied by the online learning community.
In this case the decision-maker and adversary change the order in which they play. Specif-
ically, during T steps we have the following game: in each stage t the online-player makes
a decision, and then the adversary chooses a loss function (possible different than the one
in previous epochs). The decision-maker suffers a loss but receives a feedback from the ad-
versary. These losses were unknown for the decision maker beforehand. There are different
models depending on the decision space, the class of loss functions, the type of adversary
and the form of feedback (for more details see e.g. [51]). To exemplify this class of online
problems let us consider the online shortest path problem: in this case the decision maker
is given a network, an origin and a destination. On each day the decision maker chooses a
path from the origin to the destination. After this, an adversary (or nature) chooses the time
on each edge of the network. The player suffers a loss which corresponds to her travel time,
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but at the same time she has access to the travel time of all arcs in the network in that stage,
namely she receives a feedback after making her decision. Her objective is to minimize the
total travel time during T days. The question in this case is how to design an online algo-
rithm that incorporates the feedback and it minimizes the total travel time. The challenge
in this problem is that the decision maker does not have access to the adversarial choices.
For instance, the decision maker could choose a route that unexpectedly had an accident,
which translates in a higher loss. As in the previous Section 1.1.2 the main goal in this area
is to provide online algorithms that run in polynomial-time and guarantee a sequence of
decisions that are good enough. Other examples of online problems in the regret analysis
community are: prediction from experts, online spam filtering, portfolio selection, matrix
completion and recommendation systems, online regression, online ranking, etc. For more
details see e.g. [51, 98, 24].
For simplicity, we consider the convex framework given in [51]. Formally, there is a
convex1 decision set K ⊆ Rn and the losses are assumed to be convex2 functions over
K. Several online learning problems can be stated as follows: at iteration t the online
player chooses xt ∈ K. After the player has committed to this choice, a convex cost
function ft ∈ F : K → R is revealed. Here F is the bounded family of cost functions
available to the adversary. The cost incurred by the online player is ft(xt). This game
is repeated for a total of T epochs. This model considers full information feedback since
the loss function is revealed completely to the online player after she makes a decision.
Partial information models have also been considered, which are most commonly called
bandit models. Using the previous example, the player’s partial feedback corresponds to
the total travel time of her decision in the specific stage, not the travel time of each arc
in the network. Formally, she does not have access to the function ft, she only observes
the quantity ft(xt). As one may expect, these models are far more technically challenging
1A setK is convex if for any pair of points x, y ∈ K and any scalar ρ ∈ [0, 1], we have ρx+(1−ρ)y ∈ K.
2A function f : K → R is said to be convex if for any pair of points x, y ∈ K and any scalar ρ ∈ [0, 1],
we have f(ρx+ (1− ρ)y) ≤ ρf(x) + (1− ρ)f(y).
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than assuming full information feedback. For more details on bandit models we refer the
interested reader to [51, 98, 18].
How do we measure the performance of online algorithm in this context? As explained
in [51], the suitable metric is the regret: the difference between the total cost that the
decision-maker has incurred and the total cost of the best fixed decision in hindsight. For-
mally, the regret is defined as follows
Definition 3 (Regret, see e.g. [51]). Let A be an algorithm for the online learning prob-
lem which maps a certain game history to decisions in K, namely A gives a sequence










In this context, we look for online algorithms that provide an upper bound on the
worst-case regret, namely the upper bound does not depend on the sequence of functions
{f1, . . . , fT} ⊆ F . The previous definition can be appropriately adapted for a maximiza-
tion problem. The objective is to design an online algorithm with sublinear regret in T ,
namely Regret(T ) = o(T ). Having sublinear regret translates in an algorithm that on
average performs as well as the best fixed strategy in hindsight. We also look for online
algorithms that run in polynomial-time in the dimension ofK, T , and the parameters which
describe the loss functions andK. For other models and a detailed description of the online
algorithms which are commonly used in this context, along with their regret guarantees, we
refer the interested reader to [51, 98, 18].
We will use Definition 3 as a base to define the performance guarantee of our online
model in Chapter 4, specifically in Section 4.1.1.
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1.2 Online Bipartite Matching
The first part of this thesis, Chapter 2 and Chapter 3, is concerned in one of the most well-
known online models used in resource allocation: the online bipartite matching problem.
Many important emerging applications in e-commerce, and in the internet more generally,
can be modeled as online two-sided markets, with buyers and sellers dynamically appearing
and conducting transactions. When a platform or other entity controls one side of this
market (usually the supply) and can choose what product to offer to dynamically appearing
buyers, the system in question can be modeled as one of the most classic online resource
allocation problems called online bipartite matching (OBM) problem. As more services
move to online platforms in the coming years, the ubiquity and importance of OBM models
will only increase.
An important application of OBM and its generalizations is in the rapidly growing sec-
tor of digital advertisement; in their US Ad Spending Estimates and Forecast for 2017,
eMarketer reports that digital ad spending reached $83 billion last year, an almost 16%
year-over-year increase. Within digital marketing, search engine advertisement yields one
application of OBM and similar models [81, 82]: Users input search terms, and the engine
displays ad links in addition to the actual search results. The engine chooses the ad(s) to
display (i.e. matches an ad to a user) based on the search term, user information, and adver-
tisers’ preferences and budget, with one typical objective being to maximize the expected
revenue collected from advertisers. Similarly, OBM models can be applied to website ban-
ner and pop-up ads; here, each time a user loads a website, the site manager can choose
ad(s) to display based on the user’s information and browsing history as well as the adver-
tisers’ budget and target market.
OBM also finds applications in ride-hailing [93], another rapidly growing sector – one
study by Goldman Sachs in 2017 projected that global revenues in the industry could reach
$285 billion by 20303. Within these systems, when a user requests a ride, the ride-hailing
3C. Huston. “Ride-hailing industry expected to grow eightfold to $285 billion by 2030.” MarketWatch,
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platform must match them to an available driver, with the overall goal of maximizing some
measure of customer satisfaction or utility (for example, by minimizing users’ average
waiting time before a pickup).
As in classical deterministic bipartite matching, OBM involves matching nodes on op-
posite sides of a bipartite graph, with the objective of maximizing the cardinality of the
matching or a more general weight function. In online versions of the problem, nodes on
one or both sides of the bipartition may appear and/or disappear dynamically, matches are
often irrevocable, and decisions must usually be made with only partial information about
the underlying graph. In the version of OBM we study in this thesis, one side of the bipar-
tition is fixed and known, representing the goods or resources the platform can offer; the
nodes from the other side, representing customers, arrive sequentially, one at a time. Upon
each arrival, the platform must immediately and irrevocably match the arriving node to a
remaining compatible node from the other side or discard it. Given this model, most of the
literature has focused in obtaining policies with provable guarantees in terms of competi-
tive ratio (see Section 1.1.2 for a detailed definition). In simple words, the general goal is
to design policies that achieve an objective value at least as good as a fraction of the offline
optimum. In the following we provide a brief description of the different arrival models in
OBM and the most relevant results in the literature.
The Adversarial Model. The OBM model was introduced by Karp, Vazirani and Vazi-
rani [61], who studied the adversarial version in which there is an adversary (or nature)
who chooses the sequence of arriving nodes and the decision maker does not have any in-
formation in advance about them. In this case, the adversary’s objective is to maximize
the difference between the cardinality of the decision maker’s matching and the offline
optimum. In other words, we may think in an adversary who wants our algorithm to per-
form as bad as possible, so he creates the worst possible instance: graph and input order.
Karp, Vazirani and Vazirani [61] show that no deterministic algorithm can achieved a com-
published May 27, 2017.
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petitive ratio better than a 1/2. Then, they propose a randomized ranking algorithm that
chooses a random permutation of the resource nodes and matches the highest-ranked avail-
able and compatible node according to the permutation yields an optimal competitive ratio
of 1− 1/e; see e.g. [13] for a simplified and corrected proof. Much subsequent work in the
area has focused on less conservative or restrictive frameworks than the adversarial one,
where the decision maker may have some advance information about the arriving nodes,
such as an underlying distribution. Some examples are the random model and the i.i.d.
model.
The Random Model. In this model, the adversary is only allowed to choose the graph
but not the arrival order. The sequence of arriving nodes is assumed to be random, i.e.,
a permutation of the set of impressions is chosen uniformly at random before the process
starts. Goel and Mehta [44] show that a simple greedy algorithm, which matches an arriving
vertex to any available neighbor, achieves a competitive ratio of 1 − 1/e. They show that
this algorithm is a particular case of the ranking algorithm previously mentioned. Later,
[59, 79] prove that under this model the ranking algorithm achieves a factor strictly better
than 1 − 1/e. In [59] the authors obtain a factor of 0.653 by solving a family of strongly
factor revealing LP, while in [79] the authors obtain a competitive ratio of 0.696 by refining
the original proof of the ranking algorithm.
The I.I.D. Model. The i.i.d. version of OBM (sometimes also called the known i.i.d.
model) is in some sense the least conservative OBM variant, compared to the most conser-
vative adversarial version. In this case, arriving nodes are i.i.d. draws from an underlying
uniform distribution over possible node “types”, representing customer classes that may or
may not be compatible with different resources or goods. For example, in search engine
advertisement, advertisers indicate which search terms they wish their ads displayed with,
and the search engine can only match ads with terms in these classes. The i.i.d. assump-
tion implies this model is applicable in situations where the platform can forecast customer
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behavior, e.g. based on past arrival data, and where this behavior is relatively stable over
time. The model may not be as applicable in data-poor situations where the platform cannot
confidently forecast customer behavior; the literature includes more conservative models
for such cases [81], culminating with the adversarial model studied in [61]. Conversely, if
customer behavior can be forecast but is not necessarily stable over time, the assumption
of identical distributions may be problematic. While we are not aware of OBM models for
this case, the revenue management literature includes many works in this vein, particularly
in network revenue management, e.g. [104].
Perhaps because of its applicability in search engine advertisement, the algorithms com-
munity has extensively studied i.i.d. OBM for the past decade, starting with [39]. Feldman
et al. [39] propose two different heuristics: first, a heuristic called one suggested matching,
which follows the edges from a specific matching computed via a max-flow relaxation.
This procedure achieves a 1 − 1/e competitive ratio, equal to the best-possible factor in
the adversarial case. The second heuristic called two suggested matchings uses two differ-







≈ 0.67, improving the previous
ratio. Later, in [6] the ratio is improved to 0.699 by using a modified version of the two sug-
gested matchings algorithm. An adaptive version of the two suggested matchings heuristic
is proposed in [80] which gives a competitive ratio of 0.702. In the same work, the authors
prove that no online algorithm can achieve a factor better than 0.823, being the best upper
bound known up to date. Haeupler et al. [49] propose a heuristic that uses a third pseudo-
mathching, improving the lower bound to 0.703 when the expected number of arrivals for
each node is assumed to be integral. With the same integrality assumption, the ratio is im-
proved to 0.705 in [17], and later Jaillet and Lu [57] present a randomized algorithm that
achieves a competitive ratio of 1 − 2
e2
≈ 0.726; to our knowledge, the current best factor.
Also, Jaillet and Lu [57] prove that without the integrality assumption their algorithm gives
a factor of 0.706.
Other models, variants and extensions have appeared in the literature; we refer the
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interested reader to [81] for a detailed survey on this problem.
1.2.1 Model Description
In this thesis, we study the i.i.d. variant of the online bipartite matching (OBM) between
two node sets, N and V , with edge set E ⊆ N × V . This process occurs dynamically
in the following way. The right-hand set V , with |V | = m, is known and given ahead of
time. The left-hand set N with |N | = n represents node types that may appear, but we
do not know which ones will appear and how often. We only know that T elements in
total will appear sequentially, each one drawn independently from the (stationary) uniform
distribution over N . In other words, at each stage a new node arrives with probability 1/n
of belonging to any of the types in N . A left-hand node’s type indicates which elements
of V it is connected to, and a new node of the same type is treated as a separate copy.
Without loss of generality, we assume a uniform distribution over type of nodes in N . If
the original distribution has different rational probabilities, then we can duplicate nodes to
analyze the problem with a uniform distribution. Several past works on this OBM model
(e.g. [39]) require T = n so that the expected number of appearances of any left-hand
type is one, but for the model we do not need this assumption. Each time a left-hand
node appears, it must be immediately (and irrevocably) matched to an available compatible
node in V or discarded. The objective is to maximize the expected number of matches.
Following convention from previous literature and the motivating application of search
engine advertisement, we sometimes call i ∈ N an impression, and each j ∈ V an ad. In
Chapter 2 we focus on maximizing the expected cardinality of the matching, even though
our results still hold for the general model with weights on edges. In Chapter 3 we consider
the dynamic weighted model in which each edge has a reward wtij . The objective in this
case is maximizing the expected total weight of the matching. As we will see, this provides
us a more flexible framework, since we do not have to deal with the structure of the graph.
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1.2.2 Overview of Our Contributions
The first part of this thesis, Chapters 2 and 3, focuses on providing a novel polyhedral
approach to the well-known online bipartite matching problem (OBM). Specifically,
1. In Chapter 2, we focus on a static polyhedral approach. Most of the previous heuris-
tic policies and their worst-case guarantees [39, 6, 80, 57] rely on simple linear pro-
gramming (LP) relaxations, often with a network flow structure. However, there is
comparably far less work focusing directly on the derivation of strong relaxations for
i.i.d. OBM. These relaxations provide dual upper bounds useful for benchmarking
any new heuristic policies and often can be employed in policy design as well.
Our main contribution in this chapter is to derive static relaxations from the poly-
hedral representation of the problem, in which the decision variables are not time-
indexed. To our knowledge, this is the first polyhedral study in the context of OBM.
In concrete, we obtain several valid inequalities for the polyhedron of achievable
probabilities and we study their facial dimension. By constructing relaxations, we
can obtain upper bounds for the true optimal value of the problem. On the other
hand, we devise several policies via dual multipliers of the aforementioned inequal-
ities. By designing new policies, we can obtain lower bounds for the optimal value.
We show that some of these policies correspond to ranking policies that achieve a
1 − 1/e competitive ratio. Finally, we present an extensive computational study in
which we use the previous upper and lower bounds to obtain an empirical gap where
we know the true optimum lies.
2. In Chapter 3, we focus on dynamic relaxations of the problem. While the notion of
dynamic relaxations appears to be new in the OBM context, there is a stream of re-
lated literature in network revenue management, beginning with [2], who introduced
dynamic bid relaxations and their corresponding policies. In this literature, the goal
is often to show that a particular relaxation can be computed efficiently, e.g. [73,
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106, 110], as a naive formulation involves a separation problem solved via an integer
program. These dynamic relaxations have also been extended to customer choice
models, e.g. [110, 114].
Our main contribution in this chapter is to derive dynamic relaxations from the poly-
hedral representation of the process. In this case the decision variables take into
account the dynamic nature of the process since they are time-indexed. As it is done
in Chapter 2, we obtain several valid inequalities for the polyhedron of achievable
probabilities and we study their facial dimension. More importantly, we show that
the new family of time-indexed inequalities theoretically imply the best performing
upper bound obtained with static relaxations. This gives us a guarantee that the dy-
namic relaxations theoretically provide upper bounds at least as good as the static
relaxations previously studied. We empirically show via several computational ex-
periments that this improvement is significant, which translates in a tighter empirical
gap where the optimal value lies. We also devise a new dynamic policy that resem-
bles the dynamic bid policies from network revenue management [2].
1.3 Constrained Submodular Function Maximization
The second part of this thesis, Chapter 4 and Chapter 5, is focused on one of the most classic
optimization problems related to subset selection: the constrained submodular function
maximization problem.
Constrained submodular function maximization has seen significant progress in recent
years in the design and analysis of new algorithms with guarantees [23, 36, 19, 102], as well
as numerous applications - especially in constrained subset selection problems and more
broadly machine learning. Common examples of these applications are influence modeling
in social networks [64], sensor placement [71], document summarization [76], or in gen-
eral constrained feature selection [69, 32, 70, 72, 92]. A typical example is the problem of
picking a subset of candidate sensor locations for spatial monitoring of certain phenomena
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such as temperature, ph values, humidity, etc. (see [71]). Here the goal is typically to
find sensor locations that achieve the most coverage or give the most information about
the observed phenomena. Submodularity naturally captures the decreasing marginal gain
in the coverage, or the information acquired about relevant phenomena by using more sen-
sors, [32]. In the following section, we will provide the necessary background and related
literature about monotone submodular function maximization.
1.3.1 Background and Related Literature
Consider a ground set of n elements V = {1, . . . , n} and a non-negative set function
f : 2V → R+. We denote the marginal value for any subset A ⊆ V and e ∈ V by
fA(e) := f(A + e) − f(A), where A + e := A ∪ {e}. A set function f is submodular
if and only if it satisfies the diminishing returns property. Namely, for any e ∈ V and
A ⊆ B ⊆ V \{e}, fA(e) ≥ fB(e). We say that f is monotone if for any A ⊆ B ⊆ V ,
we have f(A) ≤ f(B). To ease the notation, we will write the value of singletons as
f(e) := f({e}). For simplicity, it is generally assumed that f is normalized, i.e., f(∅) = 0.
Otherwise, we could define f̃(S) := f(S)−f(∅), and properties such as monotonicity and
submodularity are preserved.
Cardinality Constraints
The most common constraint used in submodular optimization is the cardinality constraint.
In this setting, we are given a non-negative integer K, and the goal is to optimally select a
subset S that contains at most K elements of V . Formally, given a non-negative monotone
submodular function f , the optimization problem we are interested is the following
max{f(S) : |S| ≤ K}. (1.1)
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We assume the value oracle model, in which the decision-maker has access to the function
f via a black box, i.e., for each query S ⊆ V the black box returns the value f(S). Problem
(1.1) is known to be NP-hard, namely it cannot be solved exactly in polynomial time.
Moreover, it is also hard in the value oracle model, namely in the worst case one requires
an exponential number of queries to obtain an optimal solution. Therefore, one natural
approach is to design approximation algorithms that make a polynomial number of queries
to the oracle and at the same time provide provable guarantees for its output solution,
as defined in Section 1.1.1. The classical work of Nemhauser, Fisher and Wolsey [87]
study the standard greedy algorithm, which constructs a set by adding in each iteration the
element with the best marginal while maintaining feasibility. For completeness, we outline
this procedure in Algorithm 1.
Algorithm 1 Standard Greedy for Cardinality, [87]
Input: ground set V = {1, . . . , n}, monotone submodular function f : 2V → R+, and
K ∈ Z+.
Output: feasible set S with |S| ≤ K.
1: Initialize S = 0.
2: while |S| < K do
3: S ← S + argmaxe∈V \S fS(e)
Nemauser, Fisher and Wolsey [87] show that this algorithm achieves a 1 − 1/e ap-
proximation factor in the worst-case and it requires O(n · K) number of queries. More
importantly, this ratio is the best possible, namely one requires an exponential number of
evaluations in order to improve beyond 1 − 1/e [86]. Even when the decision-maker has
explicit access to the objective function, this factor is still the best possible, unless P = NP
[38].
In real-world applications the standard greedy algorithm presented in [87] is computa-
tionally expensive for large data-setst, since requires O(n ·K) function calls. Since then,
there has been significant progress on reducing the number of evaluations. The method
called lazy evaluations for the standard greedy algorithm is presented in [83]. Even though,
it is not possible to provide guarantees on the number of function calls when using this
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method, empirically this tool considerably speeds up the vanilla version of the greedy algo-








number of function calls, where δ > 0 is the threshold parameter. As we
can see the number of queries does not longer depend on the budget K. For completeness,
we outline the threshold greedy algorithm in Algorithm 2.
Algorithm 2 Threshold-Greedy for Cardinality, [5]
Input: ground set V = {1, . . . , n}, monotone submodular function f : 2V → R+, K ∈
Z+, and δ > 0.
Output: feasible set S with |S| ≤ K.
1: S ← ∅
2: d← maxe∈V f(e)
3: for (ω = d;ω ≥ δ
n
d;ω ← (1− δ)w) do
4: for e ∈ V do
5: if |S + e| ≤ K and gS(e) ≥ ω then
6: S ← S + e
In simple words, Algorithm 2 allows to add more than one element in a single iter-
ation, as long as its marginal value is above a certain threshold determined by δ > 0.
Badanidiyuru and Vondrak [5] proved that this algorithm achieves a (1 − 1/e − δ)-factor
approximation for Problem (1.1). Later, Mirzasoleiman et al. [84] introduced the stochas-
tic greedy algorithm. Roughly speaking, this procedure samples a smaller ground set Ṽ in
each iteration and chooses the element with the best marginal value among the elements
in Ṽ . This algorithm performs O(n · log 1
ε̃
) function evaluations, where ε̃ is the parame-
ter to control the number of samples. For completeness, we outline the stochastic greedy
algorithm in Algorithm 3.
Algorithm 3 Stochastich Greedy for Cardinality, [84]
Input: ground set V = {1, . . . , n}, monotone submodular function f : 2V → R+, K ∈
Z+ and ε̃ > 0.
Output: feasible set S with |S| ≤ K.
1: Initialize S = 0.
2: while |S| < K do




random elements from V \S.
4: S ← S + argmaxe∈Ṽ fS(e)
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Mirzasoleiman et al. [84] proved that Algorithm 3 achieves in expectation a (1− 1/e−
ε̃)-factor approximation for Problem (1.1). For other efficient algorithms see e.g., [75, 20].
Matroid Constraints
A natural generalization of the cardinality constraint is the class of matroid constraints. For
a family of subsets I ⊆ 2V ,M = (V, I) is a matroid if: (1) for all A ⊂ B ⊆ V , if B ∈ I
then A ∈ I; and (2) for all A,B ∈ I with |A| < |B|, there is an element e ∈ B \ A
such that A + e ∈ I. Sets in such a family I are called independent sets, or to avoid any
confusion we simply call them feasible sets. Maximal independent sets are called basis. A
single cardinality constraint corresponds to the uniform matroid, I = {S ⊆ V : |S| ≤ K}.
Other important matroids are the partition matroid, gammoids and graphical matroids.
Given a non-negative monotone submodular function f and matroidM = (V, I), the
generalization of problem (1.1) to a single matroid constraint can be stated as follows
max{f(S) : S ∈ I}. (1.2)
In this case, besides assuming the value oracle for the objective function f , we also as-
sume the existence of a membership oracle for I. Since Problem (1.2) is a generalization
of Problem (1.1), then (1.2) is also NP-hard to solve. As before, the objective is to de-
sign approximation algorithms that require a polynomial number of queries to the value
and membership oracle. More importantly, we look for algorithms that provide probable
guarantees of its output solution. The follow-up work of Fisher, Nemhauser and Wolsey
[42] show that the standard greedy algorithm achieves 1/2 approximation factor for Prob-
lem (1.2). For completeness, we outline the greedy algorithm for matroid constraints in
Algorithm 4.
Later, the 1/2 approximation factor was notably improved by Vondrák [108] using a
continuous generalization of the greedy algorithm to obtain the best possible 1− 1/e. Be-
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Algorithm 4 Standard Greedy for Matroid, [87]
Input: ground set V = {1, . . . , n}, monotone submodular function f : 2V → R+, and
matroidM = (V, I).
Output: feasible set S with |S| ≤ r.
1: Initialize S = 0.
2: while V 6= ∅ do
3: e∗ ← argmaxe∈V fS(e)
4: if S + e∗ ∈ I then
5: S ← S + e∗
6: V ← V − e∗
fore stating the continuous greedy algorithm, we need some preliminary definitions. We
denote the indicator vector of a set S ⊆ V by 1S ∈ {0, 1}V , where 1S(e) = 1 if e ∈ S
and zero otherwise; the matroid polytope by P(M) = conv{1S | S ∈ I} and for any
τ > 0 let τ · P(M) = conv{τ · 1S | S ∈ I} be the τ -scaling of the matroid polytope. For
any non-negative set function f : 2V → R+, its multilinear extension F : [0, 1]V → R+
is defined for any y ∈ [0, 1]V as the expected value of f(Sy), where Sy is the random set
generated by drawing independently each element e ∈ V with probability ye. Formally,










Observe, this is in fact an extension of f , since for any subset S ⊆ V , we have f(S) =
F (1S). For any x, y ∈ [0, 1]V , we will denote x ∨ y the vector whose components are
[x ∨ y]e = max{xe, ye}.
Fact 1. [23] Let f be a monotone submodular function and F its multilinear extension:
1. By monotonicity of f , we have ∂F
∂ye
≥ 0 for any e ∈ V . This implies that for any
x ≤ y coordinate-wise, F (x) ≤ F (y). On the other hand, by submodularity of f , F




2. Throughout this thesis we will denote by ∇eF (y) := ∂F (y)∂ye , and
∆eF (y) := ES∼y[fS(e)]. (1.4)
20
It is easy to see that ∆eF (y) = (1 − ye)∇eF (y). Moreover, for any x, y ∈ [0, 1]V it
is easy to prove that
F (x ∨ y) ≤ F (x) + ∆F (x) · y ≤ F (x) +∇F (x) · y. (1.5)
For more details on the properties of F see e.g., [23]. We are ready to outline the con-
tinuous greedy algorithm introduced by Vondrák [108] (for other versions of the algorithm
we refer to [23, 41]). Broadly speaking, this algorithm starts with the empty solution, and
in every step finds a feasible direction according to the weights given by the gradient of the
multilinear extension. Then, it uses this feasible direction to obtain the next point. At the
end, it finds a fractional feasible point in P (I) which can be rounded via pipage rounding
[3] to obtain a feasible set. For completeness, we outline this procedure in Algorithm 5.
Algorithm 5 Continuous Greedy [108, 23]
Input: multilinear extension F : [0, 1]V → R+, matroid polytope P(I).
Output: feasible set S ∈ I.
1: Initialize x0 = 0.
2: for t ∈ [0, 1] do




5: Pipage rounding on x1 to obtain S.
For other results in constrained submodular maximization with non-monotone objec-
tives or different combinatorial constraints see e.g., [102, 74, 41, 22, 21, 36, 20]).
1.3.2 Overview of Our Contributions
The second part of this thesis, Chapters 4 and 5, focuses on providing new models and
insights in submodular optimization. Specifically,
1. In Chapter 4, we focus on the robust version of Problem (1.2), in which we no longer
consider a single monotone submodular function, but a collection of k > 1 different
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monotone submodular functions. The objective in this case is to obtain a single fea-
sible set that maximizes the minimum of the k objective functions. It is not difficult
to construct an example to show that the minimum of k submodular functions is no
longer submodular, see e.g. [71]. Moreover, this problem is known to be NP-hard to
approximate within any polynomial factor [71]. Therefore, one natural approach is
to design bi-criteria algorithms that output a solution which may not be feasible but
whose objective value is guaranteed to be nearly optimal. For the cardinality case,
this was already studied in [71].
Our main contribution in Chapter 4 is to expand the previous literature by study-
ing the offline and online variants of the robust submodular maximization problem
under different classes of combinatorial constraints such as matroids, knapsack con-
straint and multiple matroids. For both models, we provide bi-criteria algorithms
with provable guarantees. One of the main benefits of our bi-criteria approach is
that the decision-maker can determine the tradeoff between the size of the solution
versus the quality of the solution in terms of objective value. For the offline ver-
sion of the problem, we give a nearly optimal approximation algorithm that uses an
extended version of the standard greedy algorithm. This procedure outputs a small
family of feasible solutions whose union achieves a nearly optimal objective value.
The size of this family will depend logarithmically on k and the parameter that con-
trols the quality of the solution. We also study efficient bi-criteria algorithms: for this
we introduce an extended version of the threshold greedy algorithm adapted to ma-
troid constraints along with other implementation improvements. We show via three
computational experiments in real-world data-sets that we drastically improve the
performance of the bi-criteria algorithms by introducing the aforementioned tools.
For the online model, we provide an online bi-criteria algorithm that outputs in each
stage a small family of feasible sets whose union will contribute to obtain a sub-linear
regret. Again, the size of the family is controlled by the quality of the solution that
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the decision-maker wants to achieve. Our online algorithm is built on the discretized
version of the continuous greedy algorithm.
2. In Chapter 5, we focus on the concept of sharpness in submodular optimization. Even
though, the worst-case guarantee for the standard greedy algorithm 1 is 1 − 1/e,
empirical studies have shown that this algorithm performs considerable better in
practice. Previous literature has tried to explain this behavior via the concepts of
curvature [30] and submodular stability [25]. The former measures how far the sub-
modular function is from being linear. The latter defines instances in which a unique
optimal solution remains unique under multiplicative perturbations. We show that
both concepts are somehow unsatisfactory since there are real instances in which the
standard greedy algorithm still finds an optimal solution, but the curvature analysis
or stability analysis does not provide a fair explanation to this. Our main goal in
Chapter 5 is to provide a candidate explanation based on the concept of sharpness
that we borrow from continuous optimization. Broadly speaking, sharpness charac-
terizes the behavior of the objective function around the set of optimal solutions. A
natural example of this in continuous optimization is the class of strongly convex
functions, in which the sharpness property provides faster convergence rates. In our
case, submodular sharpness translates in an optimal solution that stands out over the
rest of feasible solution.
Our main contribution in Chapter 5 is to introduce the concept of submodular sharp-
ness; to our knowledge, the first attempt in submodular optimization. We show that
classical algorithms such as the standard greedy and the continuous greedy provide
better approximation factors as the sharpness of the submodular objective increases.
We emphasize that these algorithms automatically adapt to the sharpness of the func-
tion, without requiring any extra parameter as part of the input. We also provide
theoretical guarantees for two generalizations of the sharpness criterion: dynamic
sharpness and approximate sharpness. Finally, we show in an exhaustive computa-
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tional study with real-world data that the sharpness criterion stands as a better candi-




STATIC RELAXATIONS FOR ONLINE BIPARTITE MATCHING
2.1 Introduction
The model presented in Section 1.2.1 has applications in a variety of resource allocation
and revenue management areas, particularly in online search advertisement, where right-
hand nodes represent ads and left-hand nodes are search terms that the search engine wants
to show compatible ads to. This line of research starts with the classical work of Karp,
Vazirani, and Vazirani [61] which showed that for a maximum cardinality objective, a
randomized ranking policy achieves the best possible competitive ratio 1− 1/e, assuming
an adversary chooses which left-hand nodes appear.
The adversarial model of node arrival is relatively pessimistic, and more recent research
has focused on models where arrivals are at least partly governed by a distribution. In the
simplest case, each arriving node is an i.i.d. sample from a known distribution. Work on
this model and its variants began with Feldman et al. [39], and several improvements
in terms of competitive analysis have been achieved since then, see e.g. [6, 80]. The best
currently known analysis is by Jaillet and Lu [57], which uses a simple max-flow relaxation
to generate a randomized adaptive algorithm. For more details on the guarantees of each
of these works, we refer to Section 1.2. While these works sometimes employ simple
relaxations to design policies, to our knowledge no researchers have specifically looked at
the generation of good upper bounds for the problem. Our objective in this chapter is to
provide upper and lower bounds for the optimal solution via a polyhedral approach.
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2.1.1 Main Contributions
In this chapter we present a novel polyhedral approach to the i.i.d. variant of the online
bipartite matching problem. Specifically, our main contributions are
1. First, to study the set of matching probabilities achievable by some feasible policy,
which is implicitly encoded as the projection of a doubly exponential polyhedron,
and to derive relaxations by identifying various classes of valid inequalities. More
importantly, each of these relaxations provide an upper bound for the true optimal
solution. This focus on the achievable region is used in applied probability, for ex-
ample to study models in queueing and multi-armed bandits (e.g. [11, 29]), but to our
knowledge it has not been applied to online matching.
2. Second, to show that optimal dual solutions of our relaxations imply specific policies,
including simple ranking or time-dependent ranking policies in certain cases. This
connection is established by enforcing intuitive value function approximations on the
linear programming formulation of the problem’s dynamic program. Moreover, each
of these policies will provide a lower bound for the true optimal solution.
3. Finally, by constructing upper bounds from relaxations and lower bounds from poli-
cies, we provide an empirical gap in which we know the true optimum lies. For this,
we present an extensive computational study to show the strength of our bounds in
several classes of graphs including sparse, dense and regular instances.
In the remainder of this chapter, Section 2.2 presents our polyhedral approach to the
problem. Section 2.3 discusses our proposed inequalities. Section 2.4 then shows how the
relaxations imply policies, and Section 2.5 summarizes the results of our computational
study. Section 2.6 then concludes and outlines future research avenues.
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2.2 A Novel Polyhedral Approach
In this section, we will provide a short description of how the model presented in Section
1.2.1 can be approached in a polyhedral manner. For simplicity, our objective is to maxi-
mize the expected cardinality of the matching, even though our results hold in the general
weighted case. For any impression i ∈ N , let Γ(i) ⊆ V denote i’s neighbors, and define
Γ(j) for ad j ∈ V analogously; also, let η be the random variable with uniform distribution
over N . We can now give a dynamic programming (DP) formulation for this OBM model.
Let v∗t (i, S) denote the optimal expected value given that i ∈ N appears when the set of
ads S ⊆ V is available and t − 1 draws from N still remain. Then, for all t = 1, . . . , T ,
i ∈ N and S ⊆ V ,
v∗t (i, S) = max

maxj∈S∩Γ(i){1 + Eη[v∗t−1(η, S\j)]}
Eη[v∗t−1(η, S)],
(2.1)
where v∗0(·, ·) is identically zero, and the model’s optimal expected value is given by
Eη[v∗T (η, V )]. The first term in this recursion corresponds to matching i with one of its
remaining neighbors j ∈ S∩Γ(i); the second corresponds to discarding i. As with any DP,
the optimal value function v∗ induces an optimal policy: At any state (t, i, S), we choose
an action that attains the maximum in (2.1). It is easy to see that an optimal policy always
matches an impression whenever possible, so that the discarding action is only taken when
no compatible ad remains.




Eη[vT (η, V )] (2.2a)
s.t. vt(i, S ∪ j)− Eη[vt−1(η, S)] ≥ 1, t ∈ [T ], i ∈ N, j ∈ Γ(i), S ⊆ V \j (2.2b)
vt(i, S)− Eη[vt−1(η, S)] ≥ 0, t ∈ [T ], i ∈ N, S ⊆ V (2.2c)
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v ≥ 0. (2.2d)
The value function v∗ defined in (2.1) is optimal for (2.2). Moreover, this LP is a strong
dual for OBM, in the sense that any feasible v has an objective greater than or equal to
Eη[v∗T (η, V )].
The dual of (2.2) is a primal formulation; any feasible solution encodes a feasible policy


















































i ≤ 0, i ∈ N, S ( V, (2.3d)
x, y ≥ 0. (2.3e)
Here, xt,Si,j , the variable corresponding to dual constraint (2.2b), represents the proba-
bility that the policy chooses to match impression i to ad j in state (t, i, S ∪ j), and yt,Si ,
which corresponds to (2.2c), similarly represents a discarding action. As with its dual, the
LP (2.3) has exponentially many variables and constraints, and is therefore difficult to work
with directly. However, we can equivalently consider optimizing over the matching prob-
abilities achieved by a feasible policy; this corresponds to optimizing over a projection of















where zij is the probability that impression i is ever matched to ad j. Any such z is a
vector of matching probabilities that is achievable by at least one feasible policy. Let
Qs denote this projected polyhedron in the space of z variables. Note that Qs is full-
dimensional in R|E|. We refer to this polytope as static, since its variables zij describe an
overall probability of the entire process and do not depend on each stage t. In Chapter 3,
we will study dynamic relaxations.
2.3 Projected Static Relaxations
The polyhedron Qs captures the matching probabilities achievable by any feasible policy
and optimizing over it would yield the expected value of an optimal policy. Although this
optimization is computationally intractable, optimizing over any relaxation of Qs yields a
valid dual upper bound. In this section, we study various relaxations by presenting several
classes of inequalities that are valid forQs. We begin by presenting the simplest relaxation.
Recall that each ad j can be matched at most once, so this constrains all probabilities
involving j to not exceed one in total. Similarly, each impression type i appears in each
epoch with probability 1/n, and there are T stages, so the expected number of matches for











, i ∈ N (2.5b)
∑
i∈Γ(j)
zij ≤ 1, j ∈ V (2.5c)
z ≥ 0. (2.5d)
In particular, when T = n, (2.5) gives the deterministic bipartite matching formulation
over (N ∪ V,E), and more generally it encodes a simple max-flow model; see e.g. [39].
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We can use similar probabilistic ideas to strengthen the relaxation. An impression i ∈
N will not appear at all with probability (1− 1/n)T , and thus
zij ≤ 1− (1− 1/n)T , i ∈ N, j ∈ Γ(i) (2.6)
is valid for Qs; see e.g. [49]. Though these inequalities were already known, the following
result is new to our knowledge.
Proposition 1. Constraints (2.6) are facet-defining for the polyhedron of achievable prob-
abilities Qs.
Proof. Let α := 1− (1− 1/n)T denote the inequality’s right-hand side, and define also the
numbers β := 1− (1− 1/n)T − T
n
(1− 1/n)T−1, γ := 1
n
(1− 1/n)T−1. Here α represents
the probability that i ∈ N appears at least once, β corresponds to the probability that i ∈ N
appears at least twice, while γ is the probability that i ∈ N does not appear during the first
T − 1 epochs times the probability it appears in the last epoch. We denote the canonical
vector by eij ∈ R|E|, i.e. a vector with a one in the coordinate (i, j) and zero elsewhere. We
can construct the following |E| affinely independent points corresponding to policies that
satisfy (2.6) with equality:
• The policy that simply matches (i, j) when possible and ignores other edges corre-
sponds to αeij .
• For any edge (i′, j′) that does not share an endpoint with (i, j), the policy that
matches either edge when possible corresponds to α(eij + ei′j′).
• For any j′ ∈ Γ(i)\j, the policy that matches (i, j) the first time i appears and then
matches (i, j′) the second time corresponds to αeij + βeij′ .
• For any i′ ∈ Γ(j)\i, the policy that matches (i, j) when possible but in the last epoch
matches (i′, j) if i′ appears and i hasn’t appeared corresponds to αeij + γei′j .
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We can generalize the previous concept to any set of impressions incident to an ad
j ∈ V . Let I ⊆ Γ(j); no nodes from this set will appear at all with probability (1−|I|/n)T ,
and hence the set of right-star inequalities
∑
i∈I
zij ≤ 1− (1− |I|/n)T , j ∈ V, I ⊆ Γ(j) (2.7)
is valid. Moreover, their separation can be achieved in polynomial time by sorting the zij in
non-increasing order of i, and testing each successive sum against the corresponding right-
hand side. Inequality (2.7) also shows that (2.5c) can never be tight for a feasible policy
unless |Γ(j)| = n; in this case (2.5c) coincides with (2.7) for I = Γ(j) = N , and we get
the following result.
Proposition 2. If j ∈ V and Γ(j) = N , constraint (2.5c) is facet-defining for the polyhe-
dron of achievable probabilities Qs.
Proof. Let j ∈ V be any ad. We can construct the following |E| affinely independent
points corresponding to policies that satisfy (2.5c) with equality:
• For any i ∈ Γ(j), α is the probability that this impression appears at least once.
Take the policy that matches (i, j) whenever possible (with probability α), and if i
never appears matches the impression k ∈ Γ(j) \ i that appears in the last draw, with
probability 1
n−1(1 − α) respectively for each k 6= i. Therefore, we have n points of
the form αeij + 1n−1(1− α)
∑
k∈Γ(j)\i ekj for each edge (i, j).
• The remaining policies are constructed similarly to the proof of Proposition 1.
Let us denote ε = 1
n−1(1− α). So, we have a block matrix of size |E| × |E|, in which the
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first n× n block corresponds to the first group of policies, and has the following form
C =

α ε ε · · · ε
ε α ε · · · ε
... . . .
...
ε ε ε · · · α

.
Let us compute the determinant of C. Add rows 2 through n to row 1 to get
det(C) = det

1 1 1 · · · 1
ε α ε · · · ε
... . . .
...
ε ε ε · · · α

.
Multiply the first row by −ε and add it to every other row. Then,
det(C) = det

1 1 1 · · · 1
0 α− ε 0 · · · 0
... . . .
...
0 0 0 · · · α− ε

= (α− ε)n−1,
which is greater than zero for all T > 0. Therefore, this block matrix is invertible, which
implies the points corresponding to the first group of policies are affinely independent. The
remaining points are also affinely independent, as they are the same as in the previous
proof.
In general, inequalities of the form (2.7) are not facet-defining, except for those cases
presented in Proposition 1 and 2.
Proposition 3. If I 6= N , the face ofQs induced by constraint (2.7) has dimension |E|−|I|.
Proof. Let j ∈ V and I ⊆ Γ(j) with I 6= N . Using the same notation as in previous
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propositions, construct the following points that satisfy (2.7) with equality:
• The policy that matches the first i ∈ I that appears to j produces the point 1|I|(1 −
(1− |I|/n)T )∑i∈I eij .
• For any other edge we can construct points as we did in Proposition 1.
This gives us |E|−|I|+1 affinely independent points. Furthermore, the only way to achieve
the probability 1 − (1 − |I|/n)T from the edges between I and j is to follow the outlined
policy: The first time any node from I appears, it must be matched to j. Conditioning on
an arrival from I , any of its members are equally likely to appear; so any point on this face
must have zij = 1|I|(1 − (1 − |I|/n)T ) for every i ∈ I . This implies we cannot produce
more affinely independent points.
Let us examine the analogous situation on the other side. For an impression i ∈ N ,
consider a set J ⊆ Γ(i) of adjacent ads. Since i may appear more than once, the previous
argument does not apply. However, we can still upper bound the corresponding probabili-
ties by considering the expected number of matches we can hope to make with i in J . As
before, i will never appear with probability (1 − 1/n)T . Similarly, i will appear exactly
once (and can thus only be matched once) with probability T
n
(1− 1/n)T−1. This continues
until we consider the event that i appears |J | or more times, because we cannot match i
more than these many times in J . Let B(T, 1/n) denote a binomial random variable with




zij ≤ E [min {|J |, B(T, 1/n)}] , i ∈ N, J ⊆ Γ(i) (2.8)
are valid. In addition, the same greedy algorithm used for (2.7) applies to separate them,
this time sorting in non-decreasing order of j.
Theorem 1. Constraints (2.8) are facet-defining for Qs when |J | < T .
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Proof. Consider i ∈ N and J = {j1, . . . , jr} ⊆ Γ(i), where r := |J | < T . Denote by αk


















So, it is clear that




Therefore, we can consider the following |E| affinely independent points:
• Take the |J | policies that match just node i, each time it appears, with nodes j ∈ J
following each of the permutations given by the ordering; that is, the first permutation
is (j1, . . . , jr), the second is (j2, . . . , jr, j1), and so forth until the r-th permutation,
(jr, j1, . . . , jr−1). So, point
∑r
k=1 αkeijk corresponds to the first policy, αreij1 +∑r−1
k=1 αkeijk+1 to the second, and so on. Thus, we need to prove that the matrix
C =

α1 αr αr−1 . . . α2






αr αr−1 αr−2 . . . α1

is invertible, where α1 > α2 > . . . > αr. This type of matrix is called a circulant,
and non-singularity follows from Proposition 24 in [67].
• For all j′ ∈ Γ(i)\J , we simply match (i, j′) after matching all nodes in J ; this
corresponds for instance to
∑r
k=1 αkeijk + αr+1eij′ . Note that |J | < T , so αr+1 > 0.
• The points for the remaining edges follow an analogous construction to Proposition
1.
When |J | ≥ T , we have E [min {|J |, B(T, 1/n)}] = T/n, and therefore (2.8) for
34
J ( Γ(i) is dominated by (2.5b). We can, however, use a similar proof to determine when
this inequality is also facet-defining.
Corollary 1. Constraints (2.8) for J = Γ(i) are facet-defining for Qs regardless of T , and
thus (2.5b) is facet-defining when |Γ(i)| ≥ T .
The proof for this corollary does not need an affinely independent point for (i, j) with
j 6∈ J (since J = Γ(i)), and hence does not require |J | < T .
Finally, consider two sets I ⊆ N and J ⊆ V . In the best case, they induce a complete
bipartite subgraph, and we can proceed as before. No edges within the two sets will be
matched at all with probability (1− |I|/n)T , exactly one will be matched with probability
|I|
n
(1− |I|/n)T−1, and so forth. Generalizing, let B(T, |I|/n) denote a binomial random
variable with T trials and probability |I|/n of success. Then
∑
(i,j)∈E∩(I×J)
zij ≤ E [min {|J |, B(T, |I|/n)}] , I ⊆ N, J ⊆ V, (2.9)
are valid. This general set of inequalities contains both (2.7) and (2.8) as special cases,
by respectively taking J = {j} and I = {i}. Moreover, for any fixed I or J they can be
separated using the same greedy algorithm, now applied to sums of the z variables; more
generally, they can be separated with an integer program that maximizes the left-hand side
for every fixed value of |I| and |J |. These inequalities are not necessarily facet-defining,
except for the cases we have already pointed out.
All the inequalities described so far have 0-1 coefficients; a natural question is whether
all ofQs’s facets can be written with 0-1 coefficients. However, this is not true even for very
small instances. We have constructed Qs using PORTA for an instance with T = 3, N =
{1, 2, 3}, V = {a, b} and E = {1a, 1b, 2b}. Not counting the non-negativity constraints,
Qs has 13 facets, but only the four identified in (2.8) have 0-1 coefficients.
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2.4 Policies Derived from Bounds
In this section, we will study how policies can be constructed from the previous relaxations
via dual multipliers. For some of those policies, we will provide their competitive ratio,
i.e., the worst-case guarantee when it is compared to the optimal policy.
Any value function approximation v implies a policy by substituting it into (2.1): At
any encountered state (t, i, S), choose an ad that maximizes the right-hand side,
argmax
j∈S∩Γ(i)
{1 + Eη[vt−1(η, S \ η)]} = argmax
j∈S∩Γ(i)
Eη[vt−1(η, S \ η)],
or discard the impression if S ∩ Γ(i) = ∅; recall that an optimal policy only discards an
impression if no match is possible. We next focus on policies based on the relaxations
in the previous section, by generating approximations of the true value function that are
feasible in the dynamic programming LP (2.2) but efficient to compute. We also show that
several of these approximations lead to ranking policies (cf. [61]) and their generalizations.
A ranking policy is specified by an ordering or permutation of V : Assuming we label ads
in the permutation’s order as V = {1, . . . ,m}, at any decision epoch (t, i, S) we match the
appearing impression i to min{j : j ∈ S ∩ Γ(i)}, the lowest-indexed compatible ad that is
available. Such policies are appealing from a practical perspective, as they are completely
specified by a permutation and can be implemented efficiently.
Our first two policies are ranking policies, and it then follows from [44] that their com-
petitive ratio is 1− 1/e when m = n = T . As we explained in Section 1.2, the competitive
ratio of a policy is the infimum, over all instances, of the policy’s expected value divided
by the expected value of the offline optimum, i.e. the maximum matching on the realized
graph. The offline optimum provides an upper bound on the optimal policy’s expected
value, so a competitive ratio guarantee for a policy also guarantees the same multiplicative
performance with respect to the optimal policy.
To begin, suppose we approximate the value at any state by considering the impression
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that has just appeared and the remaining available ads. Specifically, suppose qi ≥ 0 rep-
resents the value of having i ∈ N appear and be available to match. Similarly, let rj ≥ 0
be the value we assign to each available ad j ∈ V . This leads to an approximation of the
expected value of state (t, i, S) as




In the approximation, i has just appeared, and thus the state has value qi. In addition, there
are t − 1 more draws remaining, so we will get the expected value of qη that many more
times. Finally, each j ∈ S still available to match contributes its value rj .
Proposition 4. Suppose we restrict the feasible region ofD by forcing solutions to have the
form (2.10), where the decision variables are now qi, i ∈ N and rj , j ∈ V . The resulting











rj : qi + rj ≥ 1, (i, j) ∈ E
}
, (D1)
the dual of (2.5).
Proof. To prove the proposition, we must establish two facts. First, the objective function
(2.2a) of D reduces to (D1)’s objective under restriction (2.10); and second, the feasible
region of D collapses to the feasible region of (D1) under restriction (2.10).
First, for the objective function (2.2a) we have
Eη
[














For the feasible region, we take each constraint class from D separately. For any t ∈ [T ],
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i ∈ N , j ∈ Γ(i), and S ⊆ V \j in the matching constraint (2.2b), we get
qi + (t− 1)Eη[qη] +
∑
`∈S







= qi + rj ≥ 1.
Similarly, the discarding constraint (2.2c) has










= qi ≥ 0.
We also require rj ≥ 0, since the value function must be non-negative. Altogether, this
yields D1, the dual of (2.5).
Let (q(2.10), r(2.10)) be an optimal extreme point solution of (D1). This feasible region is
the convex hull of node covers of (N × V,E); thus (q(2.10), r(2.10)) is the incidence vector
of a cover, and when T = n it is a minimum cardinality cover. Suppose we are at state
(t, i, S) and employ the value function approximation (2.10) given by this solution in the















where the equivalence follows simply by removing terms that do not depend on j. This
corresponds to a cover ranking policy: Given an optimal node cover, we match an arriving
impression if possible to a non-cover ad, and only match it to an ad in the cover when
no remaining non-cover ad is compatible. Note that any ranking that orders ads so that
non-cover ads appear before ads in the cover induces a cover ranking policy.
Corollary 2. If m = n = T , a cover ranking policy has a competitive ratio of 1− 1/e.
Proof. This follows from [44], who show that any ranking algorithm (which they term
“greedy”) has this competitive ratio.
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This first approximation (2.10) does not capture the interaction between impressions
and ads. Suppose we add a value pij ≥ 0 to a state whenever i ∈ N appears and j ∈ S is
one of the remaining ads. The new value function approximation is












Since i ∈ N is the current impression, the approximation includes a value pij for all re-
maining ads j. This value will be zero if (i, j) 6∈ E, but we include it to simplify the
expressions. Furthermore, each other impression k ∈ N \ i will appear at least once in the
remaining epochs with probability 1 − (1 − 1/n)t−1, so we include these values as well,
discounted by that probability; we only count these values once, because an ad can only be
matched once.
Proposition 5. Suppose we restrict the feasible region ofD by forcing solutions to have the
form (2.11), where the decision variables are now qi, i ∈ N , rj , j ∈ V and pij , (i, j) ∈ E.


















s.t. qi + rj + pij ≥ 1, (i, j) ∈ E, (D2)
q, r, p ≥ 0,
the dual of the LP obtained by adding constraints (2.6) to (2.5).
Proof. The proof follows in a similar fashion to the proof of Proposition 4. First, we have
the following expectation
Eη
pηj + (1− (1− 1/n)t−1) ∑
k∈N\η
pkj




which immediately shows that for t = T the term










































































with equality holding when t = 1 and S = ∅. It follows that the restriction of the feasible
region of (2.2) with this approximation yields the model (D2), the dual of (2.5) with the
additional constraints (2.6).
Let (q(2.11), r(2.11), p(2.11)) be an extreme point optimal solution for (D2), and suppose we
use the approximation given by this optimal solution in (2.1); we call this a probability
bound policy. At state (t, i, S) with S ∩ Γ(i) 6= ∅, after removing terms that do not depend


























Though it is not immediately clear, this policy is also a ranking policy.
Theorem 2. The probability bound policy is a ranking policy. Therefore, whenm = n = T
it has a competitive ratio of 1− 1/e.
Proof. Let (q(2.11), r(2.11), p(2.11)) be an extreme point optimal solution for (D2); then it is
binary because (D2) is the dual of a network flow. Moreover, by optimality it follows that














because otherwise we can set r(2.11)j = 1 and p
(2.11)
ij = 0 for all i ∈ N and obtain a new
solution with a better objective.
Define a ranking of ads that orders them in non-decreasing order of




We claim the probability bound policy chooses nodes to match based on this ranking. To
see this, observe that because the solution is binary, εj(T −1) can take at most n+2 values:
It can be zero or one, or (1 − (1 − 1/n)T−1)∑k p(2.11)kj , where ∑k p(2.11)kj ∈ {0, . . . , n}.
The proof then follows by noting that the ordering of the εj(t) values is the same for all
t = 2, . . . , T − 1.
Note that a probability bound policy does not necessarily perform strictly better than a
cover ranking policy. For instance, consider m = n = T and the graph is an even cycle.
In this case, it is easy to see that p(2.11)ij = 0 for all edges (i, j), and thus the two solutions
coincide.
We next generalize this approach to include all right-star inequalities.
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Theorem 3. Consider the value function approximation




















where q ∈ RN+ , r ∈ RV+, and pIj ∈ R+ for j ∈ V and I ⊆ Γ(j). Restricting the feasible














(1− (1− |I|/n)T )pIj




pIj ≥ 1, (i, j) ∈ E, (D3)
q, r, p ≥ 0,
the dual of the LP obtained by adding constraints (2.7) to (2.5).
Proof. The proof follows the same structure as the proofs of Propositions 4 and 5. First,
















which immediately shows that for t = T the term













(1− (1− |I|/n)T )pIj,























































with equality holding when t = 1 and S = ∅. It follows that the restriction of the feasible
region of (2.2) with this approximation yields the model (D3), the dual of (2.5) with the
additional constraints (2.7).
Let (q(2.12), r(2.12), p(2.12)) be optimal for (D3). At state (t, i, S) with S ∩ Γ(i) 6= ∅, using




















The proof of Theorem 2 does not apply here, because the coefficients multiplying the pIj
values may decay at different rates with respect to t, depending on the cardinality of |I|.
Nevertheless, the policy is a time-dependent ranking policy: At any epoch t, the policy’s
ranking is given by a linear combination of the r(2.12)j and p
(2.12)
Ij values; the influence of the
p values in the ranking is highest in the first epoch, and decays until vanishing in the last
one. As with a (static) ranking policy, we can pre-compute the T rankings and implement
the policy efficiently.
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We can state a similar correspondence between constraints (2.8) and a value function
approximation.
Theorem 4. Consider the value function approximation













pkJE[min{|J ∩ S|, B(t− 1, 1/n)}], (2.13)
where q ∈ RN+ , r ∈ RV+, piJ ∈ R+ for i ∈ N and J ⊆ Γ(i). Restricting the feasible region














piJE[min{|J |, B(T, 1/n)}]




piJ ≥ 1, (i, j) ∈ E, (D4)
q, r, p ≥ 0,
the dual of the LP obtained by adding constraints (2.8) to (2.5).

















piJE[min{|J ∩ S|, B(t, 1/n)}],
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which immediately shows that for t = T the term













piJE[min{|J |, B(T, 1/n)}]
is the objective (2.2a) by taking t = T and S = V . Furthermore, for any t ∈ [T ], i ∈ N ,
j ∈ Γ(i), and S ⊆ V \j, we have
vt(i, S ∪ j) = . . .+
∑
J⊆Γ(i)






pkJE[min{|J ∩ (S ∪ j)|, B(t− 1, 1/n)}].
First, notice that if J 3 j then |J ∩ (S ∪ j)| = 1 + |J ∩ S|, otherwise if J 63 j then
|J ∩ (S ∪ j)| = |J ∩ S|, so
∑
J⊆Γ(i)










piJE[min{|J ∩ S|, B(t− 1, 1/n) + 1}].



















pkJE[min{|J ∩ S|, B(t− 1, 1/n)}].
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Hence, for vt(i, S ∪ j) we obtain























pkJE[min{|J ∩ S|, B(t− 1, 1/n)}], (D)
and from previous observations we know





























pkJE[min{|J ∩ S|, B(t− 1, 1/n)}]. (D′)







In other words we have
∑
J⊆Γ(i)


















with equality holding when t = 1 and S = ∅. So, it follows that





Therefore, the restriction of the feasible region of (2.2) with this approximation yields (D4),
the dual of (2.5) with the additional constraints (2.8).
This approximation generalizes the intuition behind approximation (2.11) to subsets of
ads. Suppose we model the value piJ of impression i interacting with a set of compatible
ads J ⊆ Γ(i). When i appears in epoch t, we expect no more than E[min{|J ∩ S|, B(t −
1, 1/n) + 1}] matches between i and J from that point forward: The number of matches
cannot exceed the number of remaining ads in the set, |J ∩S|, but it also cannot exceed the
number of times we expect i to appear, the current appearance plus B(t− 1, 1/n) more. A
similar argument applies to any impression that did not appear in this epoch.
This value function approximation (2.13) seems not to define a dynamic ranking policy;
let (q(2.13), r(2.13), p(2.13)) be optimal for (D4). At state (t, i, S) with S ∩Γ(i) 6= ∅, employing
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p(2.13)iJ E[min{|J ∩ (S \ j)|, B(t− 1, 1/n)}]
}
.
Because the coefficients multiplying the p variables depend explicitly on the set S of re-
maining ads, it is impossible to compute these expressions a priori to obtain a ranking. We
have nevertheless also implemented this policy in our computational experiments, outlined
in Section 2.5.
Finally, we can combine and generalize our previous approximations to derive a corre-
spondence to (2.9).
Theorem 5. Consider the value function approximation

















pIJE[min{|J ∩ S|, B(t− 1, |I|/n)}],
where q ∈ RN+ , r ∈ RV+, pIJ ∈ R+ for I ⊆ N and J ⊆ V . Restricting the feasible region














pIJE[min{|J |, B(T, |I|/n)}]







piJ ≥ 1, (i, j) ∈ E, (D5)
q, r, p ≥ 0,
the dual of (2.5) with the additional constraints (2.9).
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The proof of Theorem 5 is analogous to Theorem 4, but also uses parts of the proof of
Theorem 3. Finally, this approximation defines a policy similar to the one given by (2.13).
2.5 Computational Study
In this section we outline the experiments we conducted to test the proposed bounds and
policies. All of the test instances we constructed have T = n = m, and consist of the
following:
1. A cycle of size 20 (n = 10).
2. A cycle of size 200 (n = 100).
3. 20 small instances with n = 10, each one randomly generated by having a possible
edge in N × V be present independently with a probability of 10%.
4. 20 large dense instances with n = 100, each one randomly generated by having a
possible edge in N × V be present independently with a probability of 10%.
5. 20 large sparse instances with n = 100, each one randomly generated by having a
possible edge in N × V be present independently with probability of 2.5%.
We use “small” instances with n = 10 because the exact DP recursion (2.1) is still compu-
tationally tractable, yet it becomes intractable for even slightly bigger instances. Further-
more, the dimension of the polyhedron Q grows as O(n2), and all of our inequality classes
are separable in polynomial time, except for (2.9). We can solve the LP’s for “large” in-
stances with n = 100 in a few seconds, but as n grows the dimension of the problem itself
becomes the bottleneck. For example, for our large dense instances, the expected number
of variables is 1, 000; a similarly constructed instance with n = 500 would already have
25, 000 variables in expectation.
We tested various bounds on the instances by solving the initial relaxation (2.5) and
then adding the inequalities we introduced in Section 2.3. For the policies, we simulated
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20,000 realizations of the small instances and 200 realizations of the large instances, and
we report the sample average of each policy. To benchmark our results, for the small
instances we computed the optimal expected value given by the DP (2.1), and for the larger
instances we calculated the sample mean of the maximum expected off-line matching, by
computing the maximum cardinality matching of each simulated realization; this yields an
upper bound on any policy as it affords the decision maker early access to information. As
policy comparisons, we implemented two heuristics: The single-matching policy computes
a maximum cardinality matching in (N×V,E), and matches only these edges, ignoring all
others; this heuristic has an approximation ratio of 1− (1− 1/n)T (approximately 1− 1/e
when T = n) [39]. The two-matching policy is a heuristic modification of the algorithm
from [39] that uses a maximum cardinality 2-matching in (N × V,E).
Table 2.1 summarizes the results. For each instance class, in each row we present the
geometric mean of each bound or policy’s ratio to the best available benchmark (the DP
value for small instances and the expected maximum matching for large ones). We also
report the sample standard deviation of the ratios in parenthesis.
Table 2.1: Summary of experiment results for static relaxations and their corresponding
policy.
Bound/Policy 20-Cycle 200-Cycle Small Large Dense Large Sparse
(2.5) 1.2681 1.2659 1.3151 (0.081) 1.0018 (0.0011) 1.2167 (0.010)
(2.5) + (2.6) 1.2681 1.2659 1.0886 (0.042) 1.0018 (0.0011) 1.1227 (0.011)
(2.5) + (2.7) 1.1319 1.0980 1.0536 (0.038) 1.0006 (0.0006) 1.0794 (0.009)
(2.5) + (2.8) 1.1606 1.1370 1.0570 (0.031) 1.0013 (0.0009) 1.0961 (0.011)
(2.5) + (2.7) + (2.8) 1.1319 1.0980 1.0536 (0.038) 1.0004 (0.0005) 1.0717 (0.009)
(2.5) + (2.9) 1.1319 1.0980 1.0288 (0.023) - -
Exp. Matching 1.0514 1 1.0030 (0.005) 1 1
(2.1) 1 - 1 - -
Matching 0.8259 0.8025 0.8566 (0.053) 0.6351 (0.0007) 0.7768 (0.028)
2-Matching 0.9859 0.9496 0.9616 (0.037) 0.7500 (0.0023) 0.8793 (0.030)
(2.10) 0.9861 0.9474 0.9883 (0.020) 0.9232 (0.0048) 0.9306 (0.008)
(2.11) 0.9861 0.9474 0.9963 (0.005) 0.9232 (0.0048) 0.9358 (0.008)
(2.12) 0.9861 0.9474 0.9974 (0.005) 0.9471 (0.0091) 0.9560 (0.006)
(2.13) 0.9980 0.9539 0.9732 (0.032) 0.9409 (0.0036) 0.8635 (0.070)
With respect to the bounds, the right-star inequalities (2.7) improve the basic bound
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(2.5) more than the left-star ones (2.8), even though the latter are facet-defining. For small
instances, the complete subgraph inequalities (2.9) can further cut the gap to under 3%;
however, we weren’t able to compute this bound in a reasonable time for larger instances
because of the significant additional computational burden. For the dense large instances,
our bounds are all quite close to the expected maximum matching benchmark, which is
unsurprising since in most realizations of these instances there is a perfect or near-perfect
matching.
In terms of policies, the best performer overall is the time-dependent ranking policy
corresponding to the right-star inequalities and approximation (2.12). However, the non-
ranking policy corresponding to the left-star inequalities and approximation (2.13) does
perform better on the two cycle instances. In contrast, the single-matching heuristic policy
does not perform well, and even the 2-matching heuristic’s performance significantly wors-
ens for the large instances; this may indicate the benefit of having more than two choices
per impression in larger graphs.
The next set of experiments generalizes the previous cycle instances to k-regular graphs
constructed in the following way: We labeled impressions and ads from 0 to n − 1, and
for each i ∈ {0, . . . n − 1} we set Γ(i) = {i, i + 1, . . . , i + k − 1} (mod n). We present
the results in Table 2.2 for bipartite graphs with n = m = 100 and k = 3, 4, 5, 6. We
compare bounds and policies with respect to the sample mean of the maximum expected
off-line matching. As with the previous large instances, we again did not compute the exact
optimal solution or the last bound corresponding to (2.5) + (2.9).
In terms of bounds, we again observe that inequality (2.7) improves the basic bound
(2.5) more than the other classes of inequalities, including (2.8). Nonetheless, as k in-
creases, both bounds (right-star and left-star) are much tighter. Also, we observe that (2.6)
does not improve the bound from (2.5). This is expected; when n = T , in (D2) we will
have p(2.11)ij = 0 for all edges incident to nodes of degree 2 or greater (all nodes in these
instances), since their objective coefficient satisfies 1− (1− 1/n)n ≥ 1− 1/e.
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Table 2.2: Ratios for k-regular bipartite graphs.
Bound/Policy 3-regular 4-regular 5-regular 6-regular
(2.5) 1.1687 1.1202 1.0951 1.0696
(2.5) + (2.6) 1.1687 1.1202 1.0951 1.0696
(2.5) + (2.7) 1.1131 1.1013 1.0886 1.0674
(2.5) + (2.8) 1.1424 1.1157 1.0944 1.0695
(2.5) + (2.7) + (2.8) 1.1131 1.1013 1.0886 1.0674
Exp. Matching 1 1 1 1
Matching 0.7409 0.7102 0.6943 0.6781
2-Matching 0.8630 0.8343 0.8129 0.8030
(2.10) 0.9347 0.9303 0.9295 0.9254
(2.11) 0.9347 0.9303 0.9295 0.9254
(2.12) 0.9347 0.9303 0.9295 0.9254
(2.13) 0.9429 0.9396 0.9426 0.9454
Regarding the policies, (2.10), (2.11) and (2.12) perform exactly in the same way. This
is unsurprising, because the graphs’ symmetry means none of the policies can differentiate
among the ads. On the other hand, the left-star policy (2.13) does better than the rest of the
policies, as we observed also in the cycle instances. Once again, the single-matching and
2-matching policies perform much worse than the ranking policies.
2.6 Concluding Remarks
In this chapter, we have studied static relaxations for the i.i.d. online bipartite matching
problem, by deriving several classes of valid inequalities for the polyhedron of attainable
probabilities. We have also determined which of these inequalities are facet-defining, and
used them to design heuristic policies, many of which turn out to be of ranking type.
Our results motivate a variety of questions for future work. In particular, we mention
at the end of Section 2.3 that, even in very small instances, all facets not included in our
study exhibit a more complicated structure. For example, they cannot be written as 0-
1 inequalities. More polyhedral results are still needed, and they may require the study
of sub-structures in the underlying graph or may need to include the timing of policies’
choices; our preliminary results in this vein reveal quite complex inequalities. Another
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research direction is to study other type of relaxations, as we will see in Chapter 3, we can
construct dynamic relaxations in which the decision variables depend on the current stage.
A more general question is to apply methods like the ones in this chapter to other
online matching and resource allocation problems. One prominent example is the AdWords
problem [44, 82], but there are several other models in advertising and revenue management
that may benefit from such an approach.
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CHAPTER 3
DYNAMIC RELAXATIONS FOR ONLINE BIPARTITE MATCHING
3.1 Introduction
In Chapter 2 we considered static relaxations which use as their primary variables the prob-
ability that an arriving customer node of some type is ever matched to a fixed resource node.
Though this reduces the number of variables to consider, it also means the corresponding
relaxations are coarser and looser, as they cannot easily capture the model’s dynamics. Fur-
thermore, with few exceptions, the policies derived from such relaxations are also mostly
static in nature; that is, though a decision may depend on the arriving node type and the
remaining available resource nodes, it usually does not depend on the decision epoch itself
and how close or far it might be from the end of the horizon.
3.1.1 Main Contributions
In this chapter, we present a dynamic polyhedral approach to the i.i.d. variant of the online
bipartite matching problem. Specifically, our main contributions are:
1. To explicitly account for the problem’s sequential nature and consider dynamic relax-
ations. Specifically, these relaxations use as decision variables the probability that a
particular match occurs in a particular stage. Using these time-indexed probabilities
affords several modeling advantages, such as allowing us to include edge weights that
vary by time and thus simplify the analysis by capturing all compatibility information
in the objective.
2. The primary appeal of dynamic relaxations is the possibility of providing tighter
dual bounds for the model. As one of our main results, we establish that our sim-
plest dynamic relaxation is provably at least as tight as the right-star relaxation (2.7);
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furthermore, the latter relaxation includes exponentially many inequalities and relies
on a separation algorithm, whereas our new relaxation has polynomially many vari-
ables and constraints. To further understand our new relaxation, we also perform
a polyhedral study, demonstrating that all of its inequalities are facet-defining for
the underlying polytope of achievable probabilities. We then extend this polyhedral
study and introduce more complex inequalities, all facet-defining as well. Our em-
pirical study verifies the strength of the new relaxation; it improves the previous best
gaps by 4% to 5% in absolute terms on average.
3. To show how our new relaxation can be leveraged to construct a dynamic heuristic
policy. Although this kind of policy is new in OBM to our knowledge, our policy
can be viewed as the OBM analogue to dynamic bid price policies, introduced in [2]
for network revenue management. To design the policy, we establish a connection
between our relaxation and a value function approximation of the model’s dynamic
programming (DP) formulation. Our empirical results also verify the new policy’s
quality in comparison to the best empirically performing policy (2.12) in the previous
chapter.
In the remainder of the chapter, Section 3.2 presents our dynamic polyhedral approach.
Section 3.3 introduces our relaxations and gives our theoretical results, while Section 3.4
outlines our computational study. Section 3.5 concludes and discusses possible future
work.
3.2 A Dynamic Polyhedral Approach
In this section, we will show how to adapt the polyhedral approach in Section 2.2 when we
consider dynamic weights on each edge of the graph. By considering time-indexed weights
wtij , we generalize much of the existing literature and can avoid dealing with specific graph
structure. In particular, we may assume that the process occurs in a complete bipartite
55
graph, i.e. every node type in N is connected or compatible with every node in V ; non-
existent edges simply get weight zero.
Moreover, we can assume m = n = T without loss of generality. Indeed, if m < T
we add dummy nodes to V and assign zero weight to all corresponding edges. Similarly,
if m > T we increase the number of stages and give zero weight to all edges in the new
stages. If n > m = T , we again add dummy nodes and stages. Finally, if n < m = T we
make κ copies of every node type in N (and the corresponding edges) for the smallest κ
with κn ≥ m, then proceed as before. To ease notation, in the remainder of the chapter we
write n for m and T , but we use the indices i for impressions, j for ads, and t for stages.
We also use the shorthand [n] := {1, . . . , n} and we count stages down from n, meaning
stage t occurs when t decision epochs (including the current one) remain in the process
Similarly than (2.1) in Section 2.2, we can give a DP formulation for this OBM model.
Denote by η the uniform random variable over N . Let v∗t (i, S) denote the optimal expected
value given that i ∈ N appears in stage t when the set of ads S ⊆ V is available. Then, for
all t = 1, . . . , n, i ∈ N and S ⊆ V ,
v∗t (i, S) = max

maxj∈S{wtij + Eη[v∗t−1(η, S\j)]}
Eη[v∗t−1(η, S)],
(3.1)
where v∗0(·, ·) is identically zero, and the optimal expected value of the model is given




n(i, V ). Observe that we are considering dynamic weights
wtij , therefore we do not need to deal with the structure of the graph, meaning the set of
neighbors of i. The first term in this recursion corresponds to matching i with one of the
remaining ads j ∈ S; the second corresponds to discarding i. As with any DP, the optimal
value function v∗ induces an optimal policy: At any state (t, i, S), we choose an action that
attains the maximum in (3.1).
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As we did in (2.2), we can capture the recursion (3.1) with the linear program
min
v≥0
Eη[vn(η, V )] (3.2a)
s.t. vt(i, S ∪ j)− Eη[vt−1(η, S)] ≥ wtij, t ∈ [n], i ∈ N, j ∈ V, S ⊆ V \j (3.2b)
vt(i, S)− Eη[vt−1(η, S)] ≥ 0, t ∈ [n], i ∈ N, S ⊆ V. (3.2c)
The value function v∗ defined in (3.1) is optimal for (3.2). Moreover, this LP is a strong
dual for OBM; any feasible v has an objective greater than or equal to Eη[v∗n(η, V )]. The
dual of (3.2) is a primal formulation where any feasible solution encodes a feasible policy

























































yt+1,Vk ≤ 0, i ∈ N, t ∈ [n− 1]. (3.3d)
We denote by 1A the indicator function for a condition A, which takes value one if con-
dition A is satisfied, zero otherwise. Decision variable xt,Si,j represents the probability that
the policy chooses to match impression i to ad j in state (t, i, S ∪ j), and yt,Si similarly
represents a discarding action.
As with its dual, (3.3) has exponentially many variables and constraints, and is therefore
difficult to analyze directly. However, we can equivalently consider the probability that a
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feasible policy makes a particular match between i and j in stage t without tracking the
other remaining ads S ⊆ V \ j; this corresponds to optimizing over a projection of the
















where ztij is the probability that impression i is matched to ad j in stage t. Any such
z is a vector of matching probabilities that is achievable by at least one feasible policy.
Let Qd denote this projected polyhedron in the space of ztij variables, and note that Qd
is full-dimensional in Rn3 . Optimizing over Qd is as difficult as solving the original DP
formulation (3.1), but optimizing over any relaxation of Qd yields a valid upper bound; this
is our main goal in this chapter. We refer to this polytope as dynamic, since its variables ztij
change according to each stage t. Observe that Qs defined in Section 2.2 is a projection of
polyhedron Qd.
3.3 Projected Dynamic Relaxations
In this section, we introduce various classes of valid inequalities for Qd and study their
facial dimension. These inequalities always include variables corresponding to complete







We begin by presenting a simple inequality class to motivate our approach. For an im-
pression i ∈ N , the probability of matching i in each stage t ∈ [n] is at most 1/n; this
corresponds to
Zti,V ≤ 1/n, i ∈ N, t ∈ [n]. (3.4)
Note that by summing these constraints over all t for a fixed i, we obtain (2.5b).
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Proposition 6. Constraints (3.4) are facet-defining for the polyhedron of achievable prob-
abilities Qd.
Proof. Fix i ∈ N and t ∈ [n]. We use eτk,j ∈ Rn
3 to denote the canonical vector, i.e., a
vector with a one in the coordinate (k, j, τ) and zero elsewhere, indicating that we match
impression k with ad j in stage τ . We construct the following n3 affinely independent
points corresponding to policies that satisfy (3.4) with equality:
• Policy for (i, j, t) with j ∈ V : If i appears in stage t, which happens with probability
1/n, we match it with j. This corresponds to the point 1
n
eti,j .
• Policy for (k, j, τ) with j ∈ V , τ 6= t, and k ∈ N : If k appears in stage τ (with
probability 1/n), we match it to j. Then, if i appears in stage t with probability 1/n,






• Policy for (k, j, t) with j ∈ V , and k 6= i: If k appears in stage t (with probability
1/n), we match it to j. On the other hand, if i appears in stage t with probability 1/n,






These points are linearly independent, which implies they are affinely independent.
We now introduce our general inequality family. Fix a set of ads J ⊆ V and a family
of impression sets It ⊆ N , t ∈ [n]. For any vector α ∈ Rn+, we have a valid inequality for





It,J ≤ R(α, (It), J), (3.5)
where R(α, (It), J) defines the maximum of the left-hand side over Qd. As one example,
inequalities (3.4) are a special case of (3.5) where J = V , It = {i}, αt = 1, and Iτ = ∅,
ατ = 0 for τ 6= t.
Proposition 7. For α ∈ Rn+, set family It ⊆ N , t ∈ [n], and J ⊆ V , constraints (3.5) are
valid for the polyhedron of achievable probabilities Qd, and R(α, (It), J) can be computed
in polynomial time via a DP.
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Proof. Define variables pt ∈ {0, 1} to indicate whether a node from It appears in stage
t or not, and denote by d ∈ {0, . . . , |J |} the number of remaining nodes from J . Given
this, we can state a DP recursion using the value function R(t, d, pt), the expected value in
stage t when d nodes from J are available and pt has occurred. For example, if only one
stage remains, d nodes from J are available, and no element of I1 appears, R(1, d, 0) = 0
since we cannot match any node in I1. Conversely, R(1, d, 1) = α1 min{1, d}, since we
can match a node and obtain value α1 as long as at least one element of J remains.
In general, if d nodes are available in stage t and no node from It appears (pt = 0), then
the expected value R(t, d, 0) can be computed recursively by conditioning on terms from
stage t− 1:
R(t, d, 0) =
n− |It|
n
R(t− 1, d, 0) + |It|
n
R(t− 1, d, 1).
On the other hand, to compute R(t, d, 1) we choose the maximum between discarding or
matching, with value
R(t, d, 1) = max{R(t− 1, d, 0), αt +R(t− 1, d− 1, 0)}
Finally, the value of the right-hand side is
R(α, (It), J) =
n− |In|
n
R(n, |J |, 0) + |In|
n
R(n, |J |, 1).
The number of states is n × |J | × 2 = O(n2) and the number of operations to calculate a
state’s value is constant, so the entire recursion takes O(n2) time.
In the remainder of this section, we study particular cases of inequalities (3.5). We
construct them intuitively using probabilistic arguments, but their right-hand sides can also
be calculated directly using the DP from Proposition 7.
As a first example, let i ∈ N , j ∈ V and t ∈ [n− 1]. Matching i to j in stage t implies
the intersection of two independent events. First, j is not matched in any previous stage
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[t+ 1, n], and second, i appears in stage t. In terms of probability this means
P(match i with j in t) ≤ 1
n
(1− P(match j in [t+ 1, n])),
which is equivalent to
P(match j in stages [t+ 1, n]) + nP(match i with j in t) ≤ 1.





i,j ≤ 1 ∀ i ∈ N, j ∈ V, t ∈ [n]. (3.6)
Inequality family (3.6) corresponds to a particular case of (3.5), with |J | = 1, Iτ = N for
τ ∈ [t+ 1, n], |It| = 1, Iτ = ∅ for τ ≤ t− 1, ατ = 1 for τ ∈ [t+ 1, n], αt = n, and ατ = 0
for τ ≤ t− 1. Furthermore, for a fixed j ∈ V and t = 1, by summing the inequalities over
all i ∈ N we obtain (2.5c).
Proposition 8. Constraints (3.6) are facet-defining for the polyhedron of achievable prob-
abilities Qd when t ≤ n− 1.
Proof. Fix i ∈ N, j ∈ V, t ∈ [n− 1]. We construct the following n3 affinely independent
points corresponding to policies that satisfy (3.6) with equality:
1. Policy for (i, j, t): if i appears in stage t, then match it to j with probability 1/n.
This corresponds to the point 1
n
eti,j.
2. Policy for (k, j, τ) with any k ∈ N , and any τ ∈ [t + 1, n]: If k appears in stage
τ , match it to j with probability 1/n, but if k does not appear and i appears in
















eti,j. As we chose any k and any τ , we have n(n− t) points.
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So far, we only have n(n−t)+1 points. For the remaining points, we can use modifications
of policy 1 above.
• Policy for (k, j, τ) with any k ∈ N and τ ≤ t − 1: If i appears in stage t with
probability 1/n, then match it with j; if i does not appear (with probability 1 −










eτk,j . As we chose any k, and any τ ≤ t − 1, we
have n(t− 1) points.
• Policy for (k, `, τ) with any k ∈ V , ` ∈ V such that ` 6= j, and τ ∈ [n]: if i appears
in stage t with probability 1/n, then match it with j; if k appears in stage τ (with





eτk,`. In total, this
yields n(n− 1)n points.
• Policy for (k, j, t) with k ∈ V such that k 6= i: if i appears in stage t with probability
1/n, then match it with j; if k appears in stage t (with probability 1/n), then match





etk,j . In this family, we have n− 1 points.





where A1 is upper triangular and A3 is a diagonal matrix. A1 is formed by the first
n(n − t) + 1 points from policy 1 and the policies of item 2, while A2 and A3 are given
by the remaining points. All diagonal entries of A1 and A3 are positive, implying that
A has positive determinant. This shows that the points previously described are linearly
independent, completing the proof.
We next compare the inequalities we have introduced so far to the known results for
the lower-dimensional polyhedronQs of achievable probabilities that are not time-indexed,
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which we detailed in Section 2.3. Note thatQs is a projection ofQd obtained by aggregating




ij . We already indicated how inequality families
(2.5b) and (2.5c) are respectively implied by (3.4) and (3.6). We next discuss the right-star
inequalities (2.7).
Theorem 6. Inequalities (3.6) imply the right-star inequalities (2.7).
Proof. Fix j ∈ V and I ⊆ N . First, for t = n (3.6) is simply nznij ≤ 1 (it is also a




ij ≤ |I|. For t ≤ n− 1, if



























zti,j ≤ |I|, ∀ t ∈ [n− 1].






, and add all of them







































This result shows that inequalities (3.4) and (3.6) yield an upper bound that theoretically
dominates the bound given by LP (2.5) with additional inequalities (2.7), the best empirical
bound previously known for OBM, see Section 2.5. In terms of dimension, the LP given by
(3.4) and (3.6) with non-negativity constraints has O(n3) inequalities in Rn3 , while (2.5)
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with (2.7) has exponentially many inequalities in Rn2 .
3.3.1 Policy Design












ij : (3.4), (3.6)
}
, (3.7)
is guaranteed to provide a bound at least as good as the state of the art. We can also devise
a policy from the LP (3.7), in a similar fashion to dynamic bid policies from network rev-
enue management [2]. Denote by λti ≥ 0 and µtij ≥ 0 the dual multipliers corresponding
to constraints (3.4) and (3.6) respectively. Along the lines of Section 2.4 and other approx-
imate DP approaches [2], we construct an approximation of the true value function (3.1):
Interpret each λti as the value of having an impression of type i appear in period t, and
similarly interpret each µtij as the value of having impression i appear in period t when ad
j is available to match. For state (t, i, S) this yields the value function approximation













By imposing the constraints from (3.2) on this approximation of the value function, we
obtain the dual of (3.7):
min
v≥0










s.t. vt(i, S ∪ j)− Eη[vt−1(η, S)] ≥ wtij,




vt(i, S)− Eη[vt−1(η, S)] ≥ 0,
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Intuitively, this policy evaluates the net benefit of a potential match of impression i to ad j in
period t as the match’s weight minus the value we give up by losing ad j in the subsequent
remaining periods. The policy chooses the match with the largest such benefit (if positive),
and otherwise discards the impression.
3.3.2 Further Polyhedral Study
Inequalities (3.6) correspond to a particular case of (3.5), when the fixed set of ads J has
one element. We can apply a similar idea to a subset of any size; take the next simplest
case of (3.5), a set of size two, say J = {j1, j2}. Consider also two impressions i1, i2 ∈ N ,
where we may have i1 = i2. In terms of probability, the event of matching i2 with j1 or j2
in stage t implies i2 must appear in stage t with probability 1/n and either of two events
happens: First, neither j1 nor j2 are matched in stages [t+2, n], and then i1 appears in stage
t+ 1 with probability 1/n (and can be matched to one of the ads or not); and second, j1 or
j2 (but not both) are matched in stages [t+ 2, n], and i1 is not matched to j1 nor j2 in stage
t + 1 (this includes the case of another impression being matched to one of them). Since
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matching j1 or j2 in t are mutually exclusive events, we have the inequality






(1− P(match j1 or j2 in [t+ 2, n])) + (1− P(match i1 with j1 or j2 in t+ 1))
]
.






+ n2Ztit,J ≤ 1 + n
∀ it, it+1 ∈ N, J ⊆ V, |J | = 2, t ∈ [n− 2].
(3.10)
This probabilistic argument can be generalized for any set J ⊆ V with |J | = h ∈ [n − 1]
and any t ≤ n − h. Let (i1, . . . , ih) be a sequence of nodes in N allowing repeats; the
general constraint corresponds to














(1− P(match i2 to some j ∈ J in t+ h− 2))
+ · · ·+ (1− P(match ih−1 to some j ∈ J in t+ 1))
]
.










∀ J ⊆ V, |J | = h ∈ [n− 1], t ∈ [n− h], it, . . . , it+h−1 ∈ N.
(3.11)
Theorem 7. Constraints (3.11) are facet-defining for Qd.
The proof of this theorem can be found in the Appendix A.
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So far we have only considered either Iτ = N or |Iτ | = 1 within inequalities (3.5). We
next propose a generalization for other sets I . Consider the case J = {j}, and any subset
I ⊆ N ; suppose we naively apply the same argument behind inequality (3.6). Matching
an element of I with j in stage t implies the intersection of two independent events: First,
j is not matched in stages [t + 1, n], and second, some element in I appears in stage t. In
probabilistic terms,
P(match any element in I with j in t) ≤ |I|
n
(1− P(match j in [t+ 1, n])),







However, this inequality is made redundant by (3.6), because we can sum over i ∈ I for
the same fixed t to get it.
Consider instead J = {j1, j2}, any I1 ⊆ N with |I1| ≥ 2, and another impression
i2 ∈ N ; we apply the same argument used for (3.10), but substituting I1 for the single
impression i1. Matching i2 with j1 or j2 in stage t implies i2 appears in stage t with
probability 1/n, and either of two previous events happens: First, neither j1 nor j2 are
matched in stages [t+2, n], and then any element in I1 appears in stage t+1 with probability
|I1|/n (and is matched to one of the ads or not); and second, one of j1 or j2 is matched in
stages [t + 2, n], and no element from I1 is matched to j1 nor j2 in t + 1 (this includes the
case of another impression being matched to one of them). Since matching j1 or j2 in t are
mutually exclusive, we have





(1− P(match j1 or j2 in [t+ 2, n]))











+ n2Zti2,J ≤ |I1|+ n. (3.12)
As with inequalities (3.6), if we attempt to naively extend this argument by considering
a larger set I2 instead of the single impression i2, we simply get redundant inequalities.
However, we can generalize (3.12) using the same argument for (3.11): For any I ⊆ N













∀ J ⊆ V, |J | = h ∈ [n− 1], I ⊆ N, |I| = r ∈ [n− 1], t ∈ [n− h], it, . . . , it+h−2 ∈ N.
(3.13)
Theorem 8. Constraints (3.13) are facet-defining for Qd.
For a proof of this theorem, see the Appendix A.
In inequalities (3.13), we do not consider I = N . Suppose we apply the same argument









































This idea also generates valid inequalities for Qd, but we can generalize it even more. Thus
far, we consider an arbitrary subset I in stage t + h − 1, but in this last inequality the














∀ t ∈ [n− h], J ⊆ V, l ∈ [n− 1], I ⊆ N, r ∈ [n− 1], it, . . . , it+h−2 ∈ N.
In this last inequality we only consider r ∈ [n − 1], but as before, we can actually again

























This is also a valid inequality for Qd, and we can continue doing this process as many as







+ n2Ztit,J ≤ r(h− 1) + n,






which is clearly implied by summing over j ∈ J in (3.6).
Denote by q ∈ [0, h−2] the number of times we apply this procedure. We now state the
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most general family of valid inequalities we have obtained as a specific subclass of (3.5).
We subdivide this class using a 4-tuple (h, r, t, q), which respectively identifies the size of
J , the size of I , the stage, and the number of times we apply the previous procedure. So,
for any J ⊆ V with |J | = h ∈ [2, n−1], any I ⊆ N with |I| = r ∈ [n−1], any t ∈ [n−h],














We have already proved that the inequalities given by (h, r, t, 0) are facet-defining; here we
give the general result.
Theorem 9. Inequalities (3.14) identified by (h, r, t, q) are facet-defining for Qd when h ∈
[2, n− 1], r ∈ [n− 1], t ∈ [n− h] and q ∈ [0, h− 2].
Finally, we show the following complexity result for this general family of facet-defining
inequalities.
Proposition 9. It is NP-hard to separate inequalities (3.13), and thus also (3.14).
Proof. Fix h = r and t. Suppose we have a solution z that is zero (or constant) in all
values except for stage t+ h− 1. In this case, the separation problem for this h, r and t is
equivalent to
max{Zt+h−1I,J : I ⊆ N, J ⊆ V, |I| = |J | = h = r}.
This is a weighted version of the maximum balanced biclique problem, which is NP-hard
[33]. For h 6= r, the problem can be transformed to make the two cardinalities equal.
3.4 Computational Study
Our main experimental goal is testing the effectiveness of our new dynamic relaxations
and comparing the new bounds given by these relaxations to several benchmarks. As a sec-
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ondary goal, we also study the heuristic policy (3.9) implied by our relaxation and compare
it with the best empirically performing policy from Section 2.5.
The best empirical bound previously known for OBM is the LP (2.5) with additional
inequalities (2.7), see experimental results in Section 2.5. Our results in the previous sec-
tion establish that (3.7) is guaranteed to be no worse. So we compare these two bounds to
determine how much of an improvement the latter LP (3.7) offers over the former. In ad-
dition, we would like to examine if some of the other inequalities we introduce can further
improve the bound. However, testing these additional inequality classes involves compu-
tational challenges. In particular, the LP’s dimension grows as n3, implying a relatively
large number of variables even for moderately sized instances. This practically limits both
the number of inequalities we consider, and the actual number we can dynamically add to
the LP. To this end, we test adding inequalities (3.10) to (3.7); these inequalities are still
polynomially many, Θ(n5), and relatively efficient to separate over. We also considered
including the special case of inequalities (3.11) with h = n− 1 and t = 1, as they are also
simple to separate over despite numbering Θ(nn). However, our preliminary experiments
revealed numerical difficulties with these inequalities; the smallest non-zero coefficient is
1, while the largest is nn−1, and although these numbers (and all of the coefficients and
right-hand sides of our inequalities) require O(n log n) space in binary representation and
are thus of polynomial size, in practical terms these differences in scale make it difficult
to even determine whether a particular inequality is violated, and thus to separate over the
entire family. We therefore did not include these inequalities in our experiments.
As for lower bounds given by heuristic policies, we introduced a time-dependent rank-
ing policy derived from (2.5) with additional inequalities (2.7) in Section 2.4, and results
in Section 2.5 establish it as the best performing policy among several from the literature.
We use it as a benchmark to test policy (3.9).
Finally, we include as additional benchmarks the optimal value given by the DP recur-
sion (3.1) (for small instances where it can be computed), as well as the max-weight ex-
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pected off-line matching, the expected value of the matching we would choose if we could
observe the entire sequence of realized impressions before making a decision. This latter
benchmark is also an upper bound on the optimal value, as it relaxes non-anticipativity.
All of the instances we tested have n = m = T , with binary edge weights constant
over time, wtij = wij ∈ {0, 1}. In other words, all the instances are max-cardinality OBM
problems with static edges; the static weights are required because the benchmarks we use
to compare against do not accommodate weights that vary over time. We generate instances
with the following rubrics:
1. 20 small instances with n = 10, each one randomly generated by having a possible
edge in N × V be present independently with a probability of 25%, so the expected
average degree is 2.5.
2. 20 large, dense instances with n = 100, each one randomly generated by having a
possible edge in N × V be present independently with a probability of 10%, so the
expected average degree is 10.
3. 20 large, sparse instances with n = 100, each one randomly generated by having a
possible edge in N × V be present independently with probability of 2.5%, so the
expected average degree is 2.5.
4. A set of large, k-regular graphs with n = 100 and k ∈ {3, 4, 5, 6}, constructed in the
following way: Indexing both impressions and ads from 0 to n−1, each impression i
is adjacent to ads {i, i+ 1, . . . , i+ k− 1} mod k. The motivation for this last set of
experiments is that the relaxations and policies may behave differently on instances
with a high degree of symmetry, as opposed to randomly generated instances.
For any experiment requiring simulation, including computing the expected value of the
heuristic policies and the max-weight off-line matching, we used 20, 000 simulations and
report the sample mean and sample standard deviation.
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For small instances, all the bound experiments took a few seconds on average. For
the larger instances, we solved the benchmark LP’s following the approach in Chapter 2.
For the new bounds, we formulated (3.7) but eliminated all variables corresponding to
missing edges; this results in models with an average of 25,000, 100,000 and 10, 000 × k
variables for sparse, dense and regular instances respectively. The solution times for these
LP’s were roughly one hour for dense instances, and under a minute for sparse instances,
with regular instances varying as k grows. After solving this LP, we switched to constraint
generation for inequalities (3.10); however, after preliminary experiments we did this only
for small and large sparse instances, because of protracted solve times with minimal bound
improvement in the other cases.
Table 3.1 summarizes the experiment results for all instances except regular ones, which
are detailed individually below. For each instance class, in each row we present the geo-
metric mean of each bound or policy’s ratio to a fixed benchmark – the DP value for small
instances and the max-weight expected off-line matching for large ones. We also report the
sample standard deviation of these ratios in parenthesis.
Table 3.1: Summary of experiment results for dynamic relaxations and their corresponding
policy.
Bound/Policy Small Large Dense Large Sparse
(2.5) + (2.7) 1.0845 (0.0263) 1.0004 (0.0004) 1.0813 (0.0085)
(3.7) 1.0407 (0.0099) 0.9739 (0.0011) 1.0283 (0.0050)
(3.7) + (3.10) 1.0381 (0.0091) - 1.0278 (0.0050)
Off-Line Exp. Matching 1.0253 (0.0134) 1 1
(3.1) 1 - -
Policy (3.9) 0.9974 (0.0017) 0.9561 (0.0025) 0.9627 (0.0066)
Policy (2.12) 0.9901 (0.0080) 0.9539 (0.0025) 0.9529 (0.0073)
We know from our results in the previous section that the bound given by (3.7) is guar-
anteed to outperform the bound given by (2.5) with (2.7). However, our results show that
the improvement is significant, with the new bound cutting the gap by about 4% on average
for small instances and approximately 3% to 5% for large ones. Furthermore, the improve-
73
ment is consistent across all the tested instances; in particular, the two bounds never match.
The results for large, dense instances are particularly noteworthy; the new bound from
(3.7) also beats the max-weight expected off-line matching, not only on average but in ev-
ery instance. Our intuition for this result is the following. In dense instances, there is likely
a perfect or near-perfect matching in every realization, and thus the off-line matching will
be very close to n in expectation. Of course, even in a dense instance it may be that no
online policy can guarantee a perfect or near-perfect matching, and explicitly accounting
for temporal aspects of the problem, particularly as inequalities (3.6) do, captures this phe-
nomenon and tightens the bound, unlike the off-line matching or the more static approach
of the benchmark LP.
Interestingly, our results also reveal that the bound from (3.7) is not improved much
with the addition of inequalities (3.10), especially considering the significant additional
computing time. In light of these results, we also performed experiments to test the bound
given by (3.4) and (3.10) only (without inequalities (3.6)). However, the resulting bounds
were much looser, confirming that inequalities (3.6) are crucial to providing a tight bound.
In terms of policies, our new heuristic (3.9) is consistently better than the time-dependent
ranking policy, the best performing policy studied in Section 2.5. This improvement oc-
curs in almost every tested instance, though the magnitude of the improvement varies. The
new policy is near-optimal for small instances, and cuts the gap for large instances, by
about 0.7% to 1% on average in absolute terms. This improvement in policy quality mir-
rors results in other areas, such as revenue management, where heuristic policies derived
from dynamic relaxations also outperform policies stemming from “static” LP’s; see e.g.
[2, 114].
The results for regular graphs are in Table 3.2, shown here in absolute terms since we are
not averaging multiple experiments. We observe similar improvements in terms of upper
bounds, where our new bound significantly cuts the gap, by around 7%. On the other hand,
we observe no improvement on the policy side. Intuitively, this last result is unsurprising,
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since both heuristic policies depend on dual multipliers of LP’s that are symmetric for
regular instances, in the sense that they both have dual optimal solutions in which every
value at some stage is equal. Both policies are thus choosing a match uniformly at random.
Table 3.2: Experiment results for regular graphs.
Instance (2.5) + (2.7) (3.7) Exp. Matching (3.9) Policy (2.12)
3-regular 95.2447 87.9224 85.5680 79.8960 79.8960
4-regular 98.3130 90.9901 89.2247 82.8647 82.8647
5-regular 99.4079 92.8303 91.5918 85.1153 85.1153
6-regular 99.7945 94.0548 93.2837 86.9821 86.9821
3.5 Concluding Remarks
This chapter proposes dynamic relaxations for the i.i.d. OBM problem and studies them
from a polyhedral point of view. While several past results have used different LP relax-
ations, ours is the first to explicitly consider the time dimension. Among various benefits
of the approach, this allows for the model to accommodate time-varying edge weights, and
also allows us to elide the instance’s structure in the analysis, by capturing all of this in-
formation in the problem’s objective. Our study centers on the polyhedron of time-indexed
achievable probabilities Qd, and includes a large class of facet-defining inequalities for this
polytope based on choosing complete bipartite subgraphs. Furthermore, our experiments
confirm that the time-indexed approach offers significant benefits; the bound given by the
simplest members of our proposed inequality family already significantly outperforms the
best empirical bounds given by static LP’s, and a heuristic policy derived from this new
bound also significantly outperforms the best policy based on a static relaxation.
Our results motivate a variety of questions for future work. For example, we would like
to understand the structure of valid inequalities that are not based on complete bipartite
subgraphs, to potentially further improve the dual bound. Using Fourier-Motzkin elimina-
tion and the software PORTA, we have derived the full description of Qd for small cases,
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such as n = m = T = 3. We observed many different inequalities, including some that
are somewhat similar to our general family (3.5), so there may be a more general class to
propose that still lends itself to analysis similar to ours.
Much of the literature on OBM studies the worst-case performance of heuristic policies
based on relaxations. Although that was not our goal in this chapter, the positive empirical
results we observed when implementing our new heuristic policy suggest a similar analysis
for that policy, especially since it appears to differ in structural terms from many OBM
heuristics. More generally, an interesting question is whether a polyhedral analysis similar




NEW ADVANCES IN ROBUST SUBMODULAR MAXIMIZATION
4.1 Introduction
Optimizing a single submodular function offers an attractive model for several scenarios
such as sensor location. However, there are a few key shortcomings which motivated robust
submodular optimization (see [71]) in the cardinality case, so as to optimize against several
functions simultaneously:
1. The sensors are typically used to measure various parameters at the same time. Ob-
servations for these parameters need to be modeled via different submodular func-
tions.
2. Many of the phenomena being observed are non-stationary and highly variable in
certain locations. To obtain a good solution, a common approach is to use different
submodular functions to model different spatial regions.
3. The submodular functions are typically defined using data obtained from observa-
tions, and imprecise information can lead to unstable optimization problems. Thus,
there is a desire to compute solutions that are robust to perturbations of the submod-
ular functions.
Our main contribution in this chapter is the development of new algorithms with prov-
able guarantees for robust submodular optimization under a large class of combinatorial
constraints. These include partition constraints, where local cardinality constraints are
placed on disjoint parts of the ground set. More generally, we consider matroid and knap-
sack constraints. We provide bi-criteria approximations that trade-off the approximation
factor with the “size” of the solution, measured by the number ` of feasible sets {Si}i∈[`]
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whose union constitutes the final solution S. While this might be nonintuitive at first, it
turns out that the union of feasible sets corresponds to an appropriate relaxation of the
single cardinality constraint. Some special cases of interest are:
1. Partition constraints. Given a partition of the candidate sensor locations, the feasible
sets correspond to subsets that satisfy a cardinality constraint on each part of the
partition. The union of feasible sets here corresponds to relaxing the cardinality
constraints separately for each part. This results in a stronger guarantee than relaxing
the constraint globally as would be the case in the single cardinality constraint case.
2. Gammoid. Given a directed graph and a subset of nodes T , the feasible sets corre-
spond to subsets S that can reach T via disjoint paths in the graph. Gammoids appear
in flow based models, for example in reliable routing. The union of feasible sets now
corresponds to sets S that can reach T via paths such that each vertex appears in few
paths.
We consider both offline and online versions of the problem, where the data is either
known a-priori or is revealed over time, respectively. We give a simple and efficient greedy-
like algorithm for the offline version of the problem. The analysis relies on new insights
on the performance of the classical greedy algorithm for submodular maximization, when
extended to produce a solution comprising of a union of multiple feasible sets. For the
online case, we introduce new technical ingredients that might be broadly applicable in
online robust optimization. Our work significantly expands on previous works on robust
submodular optimization that focused on a single cardinality constraint [71].
4.1.1 Problem Formulation
In this chapter, we study offline and online variations of robust submodular maximization
under structured combinatorial constraints. While our results hold for more general con-
straints, we focus our attention first on matroid constraints that generalize the partition as
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well as the gammoid structural constraints mentioned above. We discuss extensions to
other class of constraints in Section 4.4.
Recall the definitions of monotone submodular functions and matroids given in Section
1.3. We consider the robust variation of submodular optimization. That is, for a matroid
M = (V, I), and a given collection of k monotone submodular functions fi : 2V → R+
for i ∈ [k], our goal is to select a set S that maximizes mini∈[k] fi(S). We define a (1− ε)-
approximately optimal solution S as
min
i∈[k]





We also consider the online variation of the above optimization problem in presence of
an adversary. In this setting, we are given a fixed matroidM = (V, I). At each time step
t ∈ [T ], we choose a set St. An adversary then selects a collection of k monotone submod-
ular functions {f ti }i∈[k] : 2V → [0, 1]. We receive a reward of mini∈[k] E[f ti (St)], where the
expectation is taken over any randomness in choosing St. We can then use the knowledge
of the adversary’s actions, i.e., oracle access to {f ti }i∈[k], in our future decisions. We con-
sider non-adaptive adversaries whose choices {f ti }i∈[k] are independent of Sτ for τ < t. In
other words, an adversarial sequence of functions {f 1i }i∈[k], . . . , {fTi }i∈[k] is chosen upfront
without being revealed to the optimization algorithm. Our goal is to design an algorithm
that maximizes the total payoff
∑
t∈[T ] mini∈[k] E[f ti (St)]. Thus, we would like to obtain a
cumulative reward that competes with that of the fixed set S ∈ I we should have played had
we known all the functions f ti in advance, i.e., compete with maxS∈I
∑
t∈[T ] mini∈[k] f
t
i (S).
As in the offline optimization problem, we also consider competing with (1 − ε) fraction
of the above benchmark. In this case, Regret1−ε(T ) denotes how far we are from this goal.
That is,


















We desire algorithms whose (1−ε)-regret is sublinear in T . That is, we get arbitrarily close
to a (1− ε) fraction of the benchmark as T →∞.
The offline (Equation 4.1) or online (Equation 4.2) variations of robust monotone sub-
modular functions, are known to be NP-hard to approximate to any polynomial factor when
the algorithm’s choices are restricted to the family of independent sets I [71]. Therefore,
to obtain any reasonable approximation guarantee we need to relax the algorithm’s con-
straint set. Such an approximation approach is called a bi-criteria approximation scheme
in which the algorithm outputs a set with a nearly optimal objective value, while ensuring
that the set used is the union of only a few independent sets in I. More formally, to get
a (1 − ε)-approximate solutions, we may use a set S where S = S1 ∪ · · · ∪ S` such that
S1, . . . , S` ∈ I and ` is a function of 1ε and other parameters. This “solution” may ini-
tially seem counterintuitive for general matroids, however for many cases of interest, this
is just a generalization of what is done when relaxing a single cardinality constraint. To
exemplify this, consider partition constraints: here we are given a partition {P1, . . . , Pq}
of the ground set and the goal is to pick a subset that includes at most bj elements from
part Pj for each j. Then, the union of ` feasible sets have at most ` · bj elements in each
part. Since the output set S is possibly infeasible, we define the violation ratio ν as the
minimum number of feasible sets whose union is S. In our example, this is equivalent to
ν = maxj∈[q]d|S ∩ Pj|/bje.
4.1.2 Main Contributions
We present (nearly tight) bi-criteria approximation algorithms for the offline and online
variations of robust monotone submodular optimization under matroid constraints. Through-
out the paper, we assume that the matroid is accessible via an independence oracle and the
submodular functions are accessible via a value oracle. Moreover, we use loga to de-
note logarithm with base a (when the subscript is not explicit we assume is base 2, i.e,
log := log2) and ln to denote the natural logarithm.
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Consider a polynomial time (1− β)-approximation algorithm A for maximizing a sin-
gle non-negative monotone submodular function over a matroid constraint. A common
example for A is the standard greedy algorithm with β = 1/2. We denote by time(A) the
running time ofA. Therefore, for the offline setting of the problem we obtain the following
general result:
Theorem 10. For the offline robust submodular optimization problem (4.1), for any 0 <

























where SALG = S1 ∪ · · · ∪ S` with ` = O(log1/β kε ), and S1, . . . , S` ∈ I.
The algorithm that achieves this result is an extended version of the algorithm A. It
reuses A in an iterative scheme, so that it generates a small family of independent sets
whose union achieves the (1− ε)-guarantee. The argument is reminiscent of a well-known
fact for submodular function maximization under cardinality constraints: letting the stan-
dard greedy run longer results in better approximations at the expense of violating the
cardinality constraint. Our extended algorithm version of A works in a similar spirit, how-
ever it iteratively produces independent sets in the matroid. In particular when we consider
the standard greedy algorithm as A, we get the following corollary:
Corollary 3. For the offline robust submodular optimization problem (4.1), for any 0 <


























where SALG = S1 ∪ · · · ∪ S` with ` = O(log2 kε ), and S1, . . . , S` ∈ I.
We present the main results and the corresponding proofs in Section 4.2. It is well-
known that due to the number of function calls the standard greedy algorithm is computa-
tionally inefficient when the ground set is large. In order to reduce the number of queries
of our bi-criteria algorithm, we propose an extended version of the threshold greedy algo-
rithm [5] in Section 4.2.1. Moreover, to support our theoretical guarantees we provide an
exhaustive computational study in Section 4.2.2. We observe that the main computational
bottleneck in the bi-criteria algorithm is to certify near-optimality of the obtained solution.
To solve this, we present significant implementation improvements such as lazy evaluations
and an early stopping criterion, which empirically show how the computational cost can be
drastically improved.
Additionally, for the offline problem we propose a second, randomized algorithm re-
lying on continuous extensions of submodular functions that achieves tight bounds in line
with the hardness result in [71] (see Section 4.2.3). This algorithm will form the basis of
the online algorithm that we present later in Section 4.3. Finally, one might hope that sim-
ilar results for the offline model can be obtained even when functions are non-monotone
(but still submodular). As we show in Section 4.4.1 this is not possible.
A natural question is whether our algorithm can be carried over into the online setting,
where functions are revealed over time. For the online setting, we present the first results
for robust submodular optimization.
Theorem 11. For the online robust submodular optimization problem, for any 0 < ε < 1,


































, and St1, . . . , S
t
` ∈ I.
We remark that the guarantee of Theorem 11 holds with respect to the minimum of
E[f ti (St)], as opposed to the guarantee of Theorem 10 that directly bounds the minimum of














The main challenge in the online algorithm is to deal with non-convexity and non-
smoothness due to submodularity exacerbated by the robustness criteria. Our approach to






fined for a collection of smooth functions {gi}i∈[k] and a suitable parameter α > 0. While
the choice of the specific soft-min function is seemingly arbitrary, one feature is crucial for
us: its gradient is a convex combination of the gradients of the gi’s. Using this observation,
we use parallel instances of the Follow-the-Perturbed-Leader (FPL) algorithm, presented
by Kalai and Vempala [58], one for each discretization step in the continuous greedy al-
gorithm. We believe that the algorithm might be of independent interest to perform online
learning over a minimum of many functions, a common feature in robust optimization. The
main result and a summary of its proof appears in Section 4.3.
Our main results naturally extend to other types of combinatorial constraints, such as
knapsack constraints or multiple matroids. We describe these extensions in Section 4.4.
4.1.3 Related Work
Robust submodular maximization generalizes submodular function maximization under a
matroid constraint for which a (1 − 1
e
)-approximation is known [23] and is optimal. The
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problem has been studied for constant k by [26] who give a (1 − 1
e
− ε)-approximation






. Closely related to our problem is the submodular
cover problem where we are given a submodular function f , a target b ∈ R+, and the
goal is to find a set S of minimum cardinality such that f(S) ≥ b. A simple reduction
shows that robust submodular maximization under a cardinality constraint reduces to the
submodular cover problem [71]. Wolsey [113] showed that the greedy algorithm gives
an O(ln n
ε
)-approximation, where the output set S satisfies f(S) ≥ (1 − ε)b. Krause
et al. [71] use this approximation to build a bi-criteria algorithm which achieves tight
bounds. However, this approach falls short of achieving a tight bi-criteria approximation
when the problem is defined over a matroid. Powers et al. [91] considers the same robust
problem with matroid constraints. However, they take a different approach by presenting
a bi-criteria algorithm that outputs a feasible set that is good only for a fraction of the
k monotone submodular functions. A deletion-robust submodular optimization model is
presented in [71], which is later studied in [89, 14, 63]. Influence maximization [64] in a
network has been a successful application of submodular maximization and recently, He
and Kempe [52] and Chen et al. [28] study the robust influence maximization problem.
Robust optimization for non-convex objectives (including submodular functions) has been
also considered in [27], however with weaker guarantees than ours due to the extended
generality. Specifically, their algorithm outputs r log k
ε2 OPT
feasible sets whose union achieves
a factor of (1 − 1/e − ε). Finally, Wilder [111] studies a similar problem in which the set
of feasible solutions is the set of all distributions over independent sets of a matroid. In
particular, for our setting Wilder [111] gives an algorithm that outputs O( log k
ε3
) feasible sets
whose union obtains (1 − 1/e)2 fraction of the optimal solution. Our results are stronger
than the ones obtained in [27] and [111], since we provide the same guarantees using the
union of fewer feasible sets. Other variants of the robust submodular maximization problem
are studied in [85, 100].
In this chapter, we also study efficient algorithms for the offline version of the robust
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submodular maximization problem. In real-world applications the standard greedy algo-
rithm presented in [87] is inefficient, since requires nr function calls, where r is the rank of
the matroid. This could be computationally expensive for large data-sets. After that, there
has been significant progress on reducing the number of evaluations, see e.g. [83, 5, 84]
for the vanilla version of submodular maximization (see Section 1.3 for more details).
There has been some prior work on online submodular function maximization that we
briefly review here. Streeter and Golovin [101] study the budgeted maximum submodular
coverage problem and consider several feedback cases (denote B a integral bound for the




BT lnn) is achieved,
but the algorithm uses B experts which may be very large. In a follow-up work, Golovin
et al. [46] study the online submodular maximization problem under partition constraints,
and then they generalize it to general matroid constraints. For the latter one, the authors
present an online version of the continuous greedy algorithm, which relies on the Follow-





T ). Similar to this approach, our bi-criteria online algorithm will also use the
Follow-the-Perturbed-Leader algorithm as a subroutine.
4.2 The Offline Robust Submodular Maximization Problem
In this section, we consider offline robust optimization (Equation 4.1) under matroid con-
straints. We present a procedure that achieves a (nearly) tight bi-criteria approximation for
the problem of interest and prove Theorem 10. We study efficient algorithms for the prob-
lem and provide an extensive computational study. We finally present a continuous offline
algorithm that achieves the same (up to a constant) bi-criteria guarantees.
4.2.1 Offline Bi-criteria Algorithm and Analysis
Consider a single non-negative monotone submodular function g : 2V → R+, a matroid
M = (V, I), and a polynomial time (1 − β)-approximation algorithm A for the vanilla
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submodular maximization problem under a single matroid constraint (1.2). Without loss
of generality assume that g(∅) = 0. Formally, algorithm A receives as input a monotone
submodular function and a matroid, and outputs a feasible set SA ∈ I such that
g(SA) ≥ (1− β) ·max
S∈I
g(S)
If g(∅) 6= 0, then we define a new function g′ : 2V → R+ as g′(S) := g(S)− g(∅), which
remains being monotone and submodular. However, the approximation guarantee carries
over an extra term, specifically we have
g(SA)− g(∅) ≥ (1− β) ·max
S∈I
{g(S)− g(∅)}.
We define an extended version of A that runs iteratively ` ≥ 1 times the algorithm A, see
Algorithm 6.
Algorithm 6 Extended Algorithm A
Require: ` ≥ 1, monotone submodular function g : 2V → R+, MatroidM = (V, I).
Ensure: sets S1, . . . , S` ∈ I.
1: for τ = 1, . . . , ` do
2: Define g̃(S) = g(∪τ−1j=1Sj ∪ S).
3: Sτ ← A(g̃,M)
Observe that function g̃ defined in Algorithm 6 remains being monotone and submod-
ular. We recover algorithm A when we consider ` = 1 in Algorithm 6. We are ready to
prove the following guarantee for Algorithm 6.
Theorem 12. For any ` ≥ 1 and monotone submodular function g : 2V → R+ with












Proof. From the first iteration of Algorithm 6 and using the guarantees of A we conclude
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that g(S1) − g(∅) ≥ (1− β) · maxS∈I {g(S)− g(∅)}. We use the above statement to
prove our theorem by induction. For τ = 1, the claim follows directly. Consider any
` ≥ 2. Observe that the algorithm in iteration τ = `, is exactly the greedy algorithm run on
submodular function g̃ : 2V → R+ where g̃(S) := g(S
⋃∪`−1τ=1Sτ ). This procedure returns





























≥ (1− β) ·max
S∈I











We now apply Theorem 12 for the robust submodular problem, in which we are given
monotone submodular functions fi : 2V → R+ for i ∈ [k]. First, given parameter ε > 0, we
obtain an estimate γ on the value of the optimal solution OPT := maxS∈I mini∈[k] fi(S)







OPT ≤ γ ≤ OPT . As in







Observe that maxS∈I g(S) = γ whenever γ ≤ OPT. Moreover, note that g is also a
monotone submodular function.
Proof of Theorem 10. Consider the family of monotone submodular functions {fi}i∈[k] and
define g as in equation (4.3) using parameter γ with relative error of 1 − ε
2
. If we run
Algorithm 6 on g with ` ≥ dlog1/β 2kε e, we get a set SALG = S1 ∪ · · · ∪ S`, where Sj ∈ I
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γ, for all i ∈ [k]. Assume by contradiction





γ. Since, we know that































(1− ε) OPT, for all i ∈ [k] as claimed.
To prove Corollary 3 we simply consider the standard greedy algorithm presented in
[42] as algorithmA, which gives 1/2-approximation (in this case β = 1/2). For complete-
ness, we formalize the extended version of the standard greedy algorithm in Algorithm
7.
Algorithm 7 Extended Greedy Algorithm for Submodular Optimization
Require: ` ≥ 1, monotone submodular function f : 2V → R+, MatroidM = (V, I).
Ensure: sets S1, . . . , S` ∈ I.
1: for τ = 1, . . . , ` do
2: Sτ ← ∅





5: Update Sτ ← Sτ + e∗.
Running time analysis of Algorithm 6. In this section, we study the running time of
the bi-criteria algorithm we just presented. To show that a set of polynomial size of values
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for γ exists such that one of them satisfies (1 − ε/2) OPT ≤ γ ≤ OPT, we simply try
γ = nfi(e)(1 − ε/2)j for all i ∈ [k], e ∈ V , and j = 0, . . . , dln1−ε/2(1/n)e. Note that
there exists an index i∗ ∈ [k] and a set S∗ ∈ I such that OPT = fi∗(S∗). Now let e∗ =





∗) ≤ fi∗(S∗). So, we can conclude that 1 ≥ OPT /nfi∗(e∗) ≥ 1/n, which implies
that j = dln1−ε/2(OPT /nfi∗(e∗))e is in the correct interval, obtaining
(1− ε/2) OPT ≤ nfi∗(e∗)(1− ε/2)j ≤ OPT .
We remark that the dependency of the running time on ε can be made logarithmic by
running a binary search on j as opposed to trying all j = 0, . . . , dln1−ε/2(1/n)e. This
would take at most nk
ε
· log n iterations. We could also say that doing a binary search to get
a value up to a relative error of 1 − ε/2 of OPT would take log1+ε OPT. So, we consider
the minimum of those two quantities min{nk
ε
· log n, log1+ε OPT}. Given that Algorithm
6 runs in ` · time(A) where ` = O(log k
ε
) is the number of rounds, we conclude that the




· log n, log1+ε OPT}) time. In
particular, ifA is the standard greedy algorithm, then we know that time(A) = nr where r





· log n, log1+ε OPT}) time.
From the previous running time analysis, we observe that the extended version of the
greedy algorithm performs n · r · ` function calls, which can be inefficient when n is suf-
ficiently large. Therefore, we are interested in studying efficient bi-criteria algorithms for
problem (4.1). In Section 4.2.2, we support our theoretical results with a computational
study in several real-world applications.
As we mentioned in Section 4.1.3, there has been some progress on reducing the num-
ber of function calls of the standard greedy algorithm, see e.g. [83, 5, 84]. In the remainder
of this section we study the threshold greedy algorithm introduced in [5]. We formalize its
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extended version in Algorithm 8. The original version of Badanidiyuru and Vondrak [5]
corresponds to considering ` = 1.
Algorithm 8 Extended Threshold-Greedy
Input: ` ≥ 1, ground set V with n := |V |, monotone submodular function g : 2V → R+,
matroidM = (V, I) and δ > 0.
Output: feasible sets S1, . . . , S` ∈ I.
1: for τ = 1, . . . , ` do
2: Sτ ← ∅
3: d← maxe∈V g(∪τ−1j=1Sj + e)
4: for (ω = d;ω ≥ δ
n
d;ω ← (1− δ)ω) do
5: for e ∈ V \Sτ do
6: if Sτ + e ∈ I and g∪τj=1Sj(e) ≥ ω then
7: Sτ ← Sτ + e
For the problem of maximizing a single submodular function subject to a single cardi-
nality constraint, Badanidiyuru and Vondrak [5] prove that the threshold greedy algorithm
achieves a (1−1/e−δ)-approximation factor, where δ is the parameter used for decreasing







function calls, a considerable de-
crease compared to the time complexity of the standard greedy algorithm. Along the same
lines of the proof in [5], we can prove the following proposition for matroid constraints.











Proof. Denote by r the rank of matroidM. Let S∗ = {e∗1, . . . , e∗r} and S = {e1, . . . , er}
be the optimal set and the set obtained with the algorithm, respectively. W.l.o.g, we can
assume that S∗ and SG are both basis inM, so there exists a bijection φ such that φ(ei) = e∗i
for all i ∈ [r]. Denote by Si−1 = {e1, . . . , ei−1} the set of elements after iteration i − 1.
Observe that if ei is the next element chosen by the algorithm and the current threshold
value is w, then we get the inequalities
gSi−1(x) =
 ≥ w if x = ei≤ w/(1− δ) if x ∈ V s.t. Si−1 + x ∈ I
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This imples that gSi−1(ei) ≥ (1− δ)fSi−1(x) for all x ∈ V \Si−1 such that Si−1 + x ∈ I. In
particular for x = e∗i we have then
(1− δ)gSi−1(e∗i ) ≤ g(Si)− g(Si−1).












Using the previous two inequalities we get
(1− δ)[g(S∗)− g(S)] ≤
K∑
i=1
g(Si)− g(Si−1) = g(S).













for problem (1.2). Therefore, by using Theorem 12 we can obtain the following corollary.
Corollary 5. For problem (4.1), there is a polynomial time algorithm that returns a set
SALG, such that for given 0 < ε, δ < 1, for all j ∈ [k] it holds
fj(S





where SALG = S1 ∪ · · · ∪ S` with ` = dlog 2kε / log(2− δ)e, and S1, . . . , S` are feasible.
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4.2.2 Computational Study for the Offline Problem
Our objective in this section is to empirically demonstrate the improvements of our effi-
cient bi-criteria algorithm that uses the extended threshold greedy when is compared to the
extended standard greedy. We consider other implementation improvements such as lazy
evaluations and an early stopping rule that considerable speed up the original bi-criteria
algorithm.
First, let us recall how the bi-criteria algorithm works in general terms. In an outer loop
we obtain an estimate γ on the value of the optimal solution OPT := maxS∈I mini∈[k] fi(S)
via a binary search. Next, for each guess γ we define a new submodular set function
as gγ(S) := 1
k
∑
i∈[k] min{fi(S), γ}. Finally, we run either Algorithm 7 or Algorithm 8 to
obtain a candidate solution. Depending on this result, we update the binary search on γ, and
we iterate. We stop the binary search whenever we get a relative error of 1− ε/2, namely,
(1 − ε/2) OPT ≤ γ ≤ OPT. By considering Algorithm 8 we can get (nearly) optimal
objective value using less function evaluations than Algorithm 7 at cost of producing a
slightly bigger family of feasible sets.
Unfortunately, the main bottleneck of the bi-criteria algorithm remains obtaining a cer-
tificate of (near)-optimality or equivalently, a good upper bound on the optimum. We ob-
tain that the optimum value is at most γ whenever running an extended approximation
algorithm on function gγ fails to return a solution of desired objective. Due to the desired
accuracy in binary search and the number of steps in the extended algorithm, obtaining
good upper bounds on the optimum is computationally prohibitive. We resolve this issue
by implementing an early stopping rule in the bi-criteria algorithm. When running an ex-
tended approximation algorithm on function gγ (as explained above) we use the stronger
guarantee given in Proposition 12. When γ is much larger than OPT and we fail to re-
alize the guarantee in Proposition 12: if in iteration τ ∈ [`] we obtain a set Sτ such that
g(∪τt=1St) < (1−βτ ) ·γ, then we stop and update the upper bound on the optimum to be γ.
This allows us to stop the iteration much earlier since in many real instances τ is typically
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much smaller than ` when γ is large. Note that β = 1/2 for Algorithm 7 and β = 1/(2−δ)
for Algorithm 8. This leads to a drastic improvement in the number of function calls as
well as CPU time. Indeed, without this improvement, Algorithm 7 even with lazy evalua-
tions has a poor performance with a CPU time of more than 4 hours in small instances of
n = 5, 000 elements as compared to few minutes after addition of this rule.
In this section, we assess the performance of these implementation improvements in
three applications, showing empirically that the tested algorithms using these small changes
significantly outperform Algorithm 7 without improvements. Also, we present a simple
heuristic adapted from the stochastic greedy algorithm introduced in [84] (see more details
in Appendix B.2).
Lazy evaluations All algorithms and baselines are implemented with lazy evaluations
[83]. This means, we keep a list of an upper bound ρ(e) on the marginal gain for each
element (initially∞) in decreasing order, and at each iteration, it evaluates the element at
the top of the list e′. If the marginal gain of this element satisfies gS(e′) ≥ ρ(e) for all
e 6= e′, then submodularity ensures gS(e′) ≥ gS(e). In this way, greedy does not have to
evaluate all marginal values to select the best element.
Bounds initialization. To compute the initial LB and UB for the binary search, we run
the lazy greedy [83] for each function in a small sub-collection {fi}i∈[k′], where k′  k,
leading to k′ solutions A1, . . . , Ak′ with guarantees fi(Ai) ≥ (1/2) ·maxS∈I fi(S). There-
fore, we set UB = 2 ·mini∈[k′] fi(Ai) and LB = maxj∈[k′] mini∈[k] fi(Aj). This two values
correspond to upper and lower bounds for the true optimum OPT.
To facilitate the interpretation of our theoretical results, we will consider partition con-
straints in all experiments: the ground set V is partitioned in q sets {P1, . . . , Pq} and the
family of feasible sets is I = {S : |S∩Pj| ≤ b, ∀j ∈ [q]}, same budget b for each part. We
test four methods: (prevE-G) the extended greedy 7 with no improvements, and the rest
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with improvements, (E-G) the extended greedy 7, (E-ThG) the extended threshold greedy
8, and (E-StochG) a heuristic we called extended stochastic greedy. The last procedure
is an extended version of the stochastic greedy [84], and adapted to partition constraints
(see Appendix B.2). Finally, we consider ` = dlog 2k
ε
e for E-G and E-StochG, and
` = dlog 2k
ε
/ log(2 − δ)e for E-ThG. See Appendix B.3 for the final pseudo-code of the
main algorithm.
After running the four algorithms, we save the solution SALG with the largest violation
ratio ν, and denote by τmax := dνe. Observe that SALG = S1 ∪ . . . ∪ Sτmax where Sτ ∈ I
for all τ ∈ [τmax]. We consider two additional baseline algorithms (without binary search):
Random Selection (RS) which outputs a set S̃ = S̃1 ∪ . . . ∪ S̃τmax such that for each τ ∈
[τmax]: S̃τ is feasible, constructed by selecting elements uniformly at random, and |S̃τ ∩
Pj| = |Sτ ∩ Pj| for each part j ∈ [q]. Secondly, (G-Avg) we run τmax times the lazy
greedy algorithm on the average function 1
k
∑
i∈[k] fi and considering constraints Iτ =
{S : |S ∩ Pj| ≤ |Sτ ∩ Pj|, ∀j ∈ [q]} for each iteration τ ∈ [τmax].
In all experiments we consider the following parameters: approximation 1− ε = 0.99,
threshold δ = 0.1, and sampling in E-StochG with ε′ = 0.1. The composition of each
part Pj is always uniformly at random from V .
Non-parametric Learning. We follow the setup in [84]. Let XV be a set of random
variables corresponding to bio-medical measurements, indexed by a ground set of patients
V . We assume XV to be a Gaussian Process (GP), i.e., for every subset S ⊆ V , XS is dis-
tributed according to a multivariate normal distribution N (µS,ΣS,S), where µS = (µe)e∈S
and ΣS,S = [Ke,e′ ]e,e′∈S are the prior mean vector and prior covariance matrix, respectively.
The covariance matrix is given in terms of a positive definite kernel K, e.g., a common
choice in practice is the squared exponential kernel Ke,e′ = exp(−‖xe − xe′‖22/h). Most
efficient approaches for making predictions in GPs rely on choosing a small subset of data
points. For instance, in the Informative Vector Machine (IVM) the goal is to obtain a sub-
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set A such that maximizes the information gain, f(A) = 1
2
log det(I +σ−2 ΣA,A), which
is known to be monotone and submodular [68]. In our experiment, we use the Parkinson
Telemonitoring dataset [107] consisting of n = 5, 875 patients with early-stage Parkinson’s
disease and the corresponding bio-medical voice measurements with 22 attributes (dimen-
sion of the observations). We normalize the vectors to zero mean and unit norm. With these
measurements we computed the covariance matrix Σ considering the squared exponential
kernel with parameter h = 0.75. For our robust criteria, we consider k = 20 perturbed
versions of the information gain defined with σ2 = 1, i.e., problem (4.1) corresponds to
maxA∈I mini∈[20] f(A) +
∑
e∈A∩Λi ηe, where f(A) =
1
2
log det(I + ΣAA), Λi is a random
set of size 1,000 with different composition for each i ∈ [20], and η ∼ [0, 1]V is a uniform
error vector.
We made 20 random runs considering q = 3 parts and budget b = 5. We report the
results in Figures 4.1 - 4.4. In the performance profiles (p denotes the fraction of instances
and θ the threshold of performance) Figures 4.1 and 4.2, we observe that any of the three
algorithms clearly outperform prevE-G, either in terms of running time or function calls.
For example, in Figure 4.1 we note that all the algorithms with improvements outperform
at least 10 times the running time of (prevE-G). With this, we show empirically that
our implementation improvements help in the performance of the algorithm. We also note
that E-StochG is likely to have the best performance. Box-plots for the function calls in
Figure 4.4 confirm this fact, since E-StochG has the lowest median. In this figure, we do
not present the results of prevE-G because of the difference in magnitude on the number
of function calls. Finally, in Figure 4.3 we present the objective values obtained in a single
run, and we observe that the stopping rule is useful since the three tested algorithms find a
good solution earlier (using fewer elements) outperforming prevE-G and the benchmarks,
and at much less cost as we mentioned before.
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Figure 4.1: Non-parametric learning: performance profiles for running time (logarithmic
scale in the x-axis)























Figure 4.2: Non-parametric learning: performance profiles for function calls.



















Figure 4.3: Non-parametric learning: objective value versus the violation ratio in a single


















Figure 4.4: Non-parametric learning: box-plot for the function calls.
Exemplar-based Clustering. We follow the setup in [84]. Solving the k-medoid prob-
lem is a common way to select a subset of exemplars that represent a large dataset V
[62]. This is done by minimizing the sum of pairwise dissimilarities between elements in
A ⊆ V and V . Formally, define L(A) = 1
V
∑
e∈V minv∈A d(e, v), where d : V × V → R+
is a distance function that represents the dissimilarity between a pair of elements. By
introducing an appropriate auxiliary element e0, it is possible to define a new objective
f(A) := L({e0})− L(A + e0) that is monotone and submodular [48], thus maximizing f
is equivalent to minimizing L. In our experiment, we use the VOC2012 dataset [37]. The
ground set V corresponds to images, and we want to select a subset of the images that best
represents the dataset. Each image has several (possible repeated) associated categories
such as person, plane, etc. There are around 20 categories in total. Therefore, images are
represented by feature vectors obtained by counting the number of elements that belong to
each category, for example, if an image has 2 people and one plane, then its feature vector
is (2, 1, 0, . . . , 0) (where zeros correspond to other elements). We choose the Euclidean
distance d(e, e′) = ‖xe − xe′‖2 where xe, xe′ are the feature vectors for images e, e′. We
normalize the feature vectors to mean zero and unit norm, and we choose e0 as the origin.
For our robust criteria, we consider k = 20 perturbations of the function f defined above,
i.e., problem (4.1) corresponds to maxA∈I mini∈[20] f(A) +
∑
e∈A∩Λi ηe, where Λi is a ran-
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dom set of fixed size with different composition for each i ∈ [20], and finally, η ∼ [0, 1]V
is a uniform error vector.
We consider two experiments: (small) with n = 3, 000 images, 20 random instances
considering q = 6 and b = 70, |Λi| = 500 and (large) with n = 17, 125 images, 20
random instances q ∈ {10, . . . , 29} parts and budget b = 5, |Λi| = 3, 000 (we do not
implement prevE-G because of the exorbitant running time). We report the results of the
experiments in Figures 4.5 - 4.8. For small, Figures 4.5 and 4.6 confirm our theoretical
results: E-ThG is the most likely to use less function calls (Figure 4.6) and running time
(Figure 4.5) when the rank is relatively high (in this case q · b = 420) which contrasts with
the performance of E-G that depends on the rank (Figure 4.6 reflects this). For large, we
can see in Figures 4.7 and 4.8 that the results are similar, either in terms of running time or
function evaluations, so when we face large ground sets, we could choose any algorithm,
but we would still prefer E-ThG since it has no dependency on the rank.






















Figure 4.5: Clustering: (small) performance profiles for the running time.
Sensor Placement For this problem we follow the setup in [71]. Here, we are given a
set of sensors V with fixed locations in a specific region. Each sensor s measures certain
phenomena such as temperature, humidity and light, which define a random vector Xs.
We assume that the set of random variables XV is distributed according to a multivariate
normal distribution, which corresponds to a Gaussian Process (GP). The predictive vari-
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Figure 4.8: Clustering: (Large) box-plots for the function calls.
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ance of sensor s after obtaining observations from a subset of sensors A ⊆ V is given by
σ2s|A = σ
2
s − ΣsAΣ−1AAΣAs, where ΣAA is the covariance matrix of the measurements at the
chosen locations A, ΣsA is the row-vector in Σ with row s and columns A, and σ2s is the
a priori variance of sensor s. Traditionally, the goal is to find a subset A of sensors that
minimizes the predictive variance. However, let us assume that the a priori variance σ2s is
constant for all locations s and define the variance reduction fs(A) := ΣsAΣ−1AAΣAs. Das
and Kempe [32] show that fs is monotone and submodular for certain distributions. There-
fore, minimizing σ2s|A is equivalent to maximizing fs when σ
2
s is assumed to be constant.
We use the Intel Research Berkeley dataset of n = 44 sensors, which contains measure-
ments of temperature (T), humidity (L), and light (L). We consider data of three consecu-
tive days, and we construct the corresponding covariance matrices ΣT , ΣH , and ΣL. For
our robust criteria, we consider perturbed versions of the average variance reduction for
each observation k = 3, i.e., problem (4.1) corresponds to maxA∈I mink∈{T,H,L}{fk(A) +∑









−1ΣkAs, Λk is random set of size 15,
different in composition for each k, and η ∼ [0, 1]V is an error vector.
We made 30 random runs considering the number of parts q = 3 and budget b = 1. We
report the results of the instances in Figures 4.9 - 4.13. We observe that the three tested
algorithms clearly outperform prevE-G, either in running time (see box-plot in Figure
4.10 and performance profile in Figure 4.12) and in the number of function evaluations (see
box-plot in Figure 4.9 and performance profile in Figure 4.13). When we only compared
the three tested algorithm, the performance is very similar (see Figures 4.9 and 4.10), but
E-StochG is the most likely to use less number of function calls, see Figure 4.13. In
terms of running time E-G and E-Stoch are the most likely to solve the problem faster,
see Figure 4.12. Finally, in Figure 4.11 we observe that the early stopping rule help to find
a good candidate solution earlier by using less elements and at much less computational
cost.
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Figure 4.9: Sensor Placement: Box-plots for the function calls.














Figure 4.10: Sensor Placement: Box-plots for the running time.






















Figure 4.11: Sensor Placement: objective value versus the violation ratio in a single run of
each method.
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Figure 4.12: Sensor Placement: Performance profiles for the running time.























Figure 4.13: Sensor Placement: Performance profiles for the function calls.
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4.2.3 Continuous Offline Bi-criteria Algorithm
In this section, we present a continuous algorithm that achieves a tight bi-criteria approxi-
mation for the robust submodular optimization problem (4.1) and prove Theorem 13. This
algorithm outputs a random set SALG which is the union of O(ln k
ε
) independent sets and
such that with constant probability has value close to the true optimum. The number of in-
dependent sets required for obtaining this result is smaller up to a constant than the number
of sets obtained by the extended greedy, more importantly, the guarantees of this continuous
algorithm match the hardness result in [71].
Theorem 13. Let (V, I) be a matroid and let fi : 2V → R+ be a monotone submodular
function for i ∈ [k]. Then, there is a randomized polynomial time algorithm that with
constant probability returns a set SALG, such that for all i ∈ [k], for a given 0 < ε < 1,
fi(S





and SALG = S1 ∪ · · · ∪ S` for ` = O(ln kε ), and S1, . . . , S` ∈ I.
Our overall approach is to first find a fractional solution with a desirable approximation
guarantee and then round it to an integral solution. We use a relaxation of a matroid to its
convex hull to accommodate the search for a fractional solution.
For this algorithm, we need an estimate γ of the value of the optimal solution which
we denote by OPT. We prove the following lemma which solves an approximate decision
version of our optimization problem. The proof of Theorem 13 follows from the lemma
and a search over an approximate value for OPT.
Lemma 1. There is a randomized polynomial time algorithm that given γ ≤ OPT and
0 < ε < 1 returns with constant probability a set SALG such that for all i ∈ [k],
fi(S




j∈[`] Sj with ` = O(ln
k
ε
) and Sj ∈ I for each j ∈ [`].
First, we finish the proof of Theorem 13 assuming Lemma 1.
Proof of Theorem 13. We apply the algorithm from Lemma 1 with approximation loss ε/2
and with different values of γ, some of which may be larger than OPT, but at least one of
them is guaranteed to satisfy (1 − ε/2) OPT ≤ γ ≤ OPT. At the end we return the set
SALG from our runs with the highest value of mini∈[k] fi(SALG).
Before describing the set of candidate values of γ that we try, note that if the algorithm




ALG) ≥ (1− ε/2) · γ ≥ (1− ε) OPT,
and since we return the set with the highest mini∈[k] fi(SALG), the algorithm’s output will
have the desired approximation guarantee.
It remains to show that a set of polynomial size of values for γ exists such that one of
them satisfies (1−ε/2) OPT ≤ γ ≤ OPT. To this end we simply try γ = nfi(e)(1−ε/2)j
for all i ∈ [k], e ∈ V , and j = 0, . . . , dln1−ε/2(1/n)e. Note that there exists an index i∗ ∈
[k] and a set S∗ ∈ I such that OPT = fi∗(S∗). Now let e∗ = argmaxe∈S∗ fi∗(e). Because
of submodularity and monotonicity we have 1|S∗|fi∗(S
∗) ≤ fi∗(e∗) ≤ fi∗(S∗). So, we can
conclude that 1 ≥ OPT /nfi∗(e∗) ≥ 1/n, which implies that j = dln1−ε/2(OPT /nfi∗(e∗))e
is in the correct interval, obtaining
(1− ε/2) OPT ≤ nfi∗(e∗)(1− ε/2)j ≤ OPT .
This finishes the proof.
We remark that the dependency of the running time on ε can be made logarithmic by
running a binary search on j as opposed to trying all j = 0, . . . , dln1−ε/2(1/n)e. We just
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need to run the algorithm from Lemma 1 for each γ polynomially many times to make the
failure probability exponentially small whenever γ ≤ OPT.
The rest of this section is devoted to prove Lemma 1. To achieve a strong concentration
bound when rounding the fractional solution, we truncate fi to min{γ, fi}. Hereafter,
we use fγi to refer to min{γ, fi}. Note that submodularity and monotonicity is preserved
under this truncation. Also, we denote by F γi the corresponding multilinear extension of
fγi . Recall the definition of the multilinear extension of a set function given in Section 1.3.
We describe the continuous process counterpart of the algorithm in this section. The
discretization details follow using standard methods [108].
Continuous Greedy. We start a continuous gradient step process where xτ represents the
point at time τ we are at. We start at x0 = 0 and take continuous gradient steps in direction
dxτ
dτ
= vall(x), such that vall(x) satisfies the following conditions:
(a) vall(x) · ∇F γi (x) ≥ γ − F γi (x) for all i ∈ [k],
(b) vall(x) ∈ P(M), and
(c) vall(x) + x ∈ [0, 1]V .
First, we show that such vall always exists. Take x∗ to be the indicator vector corre-
sponding to the optimal solution. For any x, v∗ = (x∗ − x) ∨ 0 is a positive direction
satisfying inequality (1.5), and for all i ∈ [k]:
v∗ · ∇F γi (x) ≥ F γi (x+ v∗)− F γi (x) = γ − F γi (x), (4.4)
where the last equality holds since F γi (x) ≤ γ for all x. It is easy to check that v∗ satisfies
the rest of the constraints (a)-(c), implying that there exists a feasible solution to the above
system of linear inequalities. Therefore, we can solve a linear program defined by these
inequalities to obtain a solution vall(x).
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The above continuous process goes on until time ` = O(ln k
ε
). We intentionally set
` > 1 to obtain a (fractional) solution with a higher budget, which is useful for achieving a
bi-criteria approximation. Next, we show the following claim.
Claim 1. For any τ ≥ 0, xτ ∈ τ · P(M) ∩ [0, 1]V and for all i ∈ [k],
F γi (xτ ) ≥ (1− e−τ )γ.







τ · vall(xτs) ds.
So, xτ is a convex combination of vectors in τ · P(M). Moreover, (vall(x))j = 0 when
xj = 1, thus xτ ∈ [0, 1]V proving the first part of the claim.
For the second part, observe that for all i ∈ [k] we have





· ∇F γi (xτ ) = vall(xτ ) · ∇F γi (xτ ) ≥ γ − F γi (xτ ).
Moreover, F γi (0) = 0. Now we solve the above differential equation to obtain
F γi (xτ ) ≥ (1− e−τ ) · γ
for each i ∈ [k] as claimed.










· γ for all i ∈ [k] and
a desired constant c < 1. We next show how to obtain an integral solution.
Rounding. The next lemma summarizes our rounding. We first show that the fractional
solution at time ` is contained in the matroid polytope of the `-fold union of matroidM.
We then do randomized swap rounding, introduced in [26], in this matroid polytope. The
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truncation of the submodular functions, as well as properties of randomized swap rounding,
play a crucial role in the proof.




e be an integer and x` be the output of the continuous greedy






· γ for each i ∈ [k] and some constant
c < 1. Then, there exists a polynomial time randomized algorithm that outputs a set S such
that with probability Ω(1), for each i ∈ [k] we have
fi(S) ≥ (1− ε) · γ.
Moreover, S is a union of at most ` independent sets inM.
Proof. LetM` =
∨
`M be the `-fold union of matroidM, i.e., S is an independent set
inM` if and only if S is a union of ` independent sets ofM. We denote by I` the set of
independent sets ofM`. The rank function ofM` is given by rM`(S) = minA⊆S |S \A|+
` · rM(A) (see [97]). We first show that x = x` is in the convex hull of independent sets
of matroid M`, i.e., P(M`). This polytope is given by P(M`) = {z ∈ RV+ : z(S) ≤
rM`(S), ∀ S ⊆ V }, where z(S) =
∑
e∈S ze. We now prove that x ∈ P(M`). For any
S ⊆ V and A ⊆ S, we have x(S) = ∑e∈S\A xe + x(A) ≤ |S \ A| + ` · rM(A), where
the last inequality is due to the fact that xe ≤ 1 for all e, and x(A) ≤ ` · rM(A) because
x ∈ ` · P(M) by Claim 1. Therefore, x ∈ P(M`).
Next, we apply a randomized swap rounding (see [26]) in matroid M` to obtain the
solution. A feature of the randomized swap rounding is that it is oblivious to the specific
function fi used, and it is only a randomized function of the matroid space and the fractional
solution.
Theorem 14 (Theorem II.1, [26]). Let f be a monotone submodular function and F be its
multilinear extension. Let x ∈ P(M′) be a point in the polytope of matroidM′ and S ′ a
random independent set obtained from it by randomized swap rounding. Then, E[f(S ′)] ≥
F (x).
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Applying Theorem 14 to fractional solution x` and matroidM`, we obtain a random
set S ∈ I` such that







for all i ∈ [k].
Due to the initial truncation, we have that fγi (S) ≤ γ with probability one. Thus, using
Markov’s inequality for each i ∈ [k], we obtain that with probability at least 1 − c
k
, we
have fγi (S) ≥ (1 − ε)γ. Therefore, taking a union bound over k functions, we obtain
fγi (S) ≥ (1 − ε)γ for all i ∈ [k] with probability at least 1 − c, and since fi(S) ≥ fγi (S)
we get an integral solution S with max-min value at least (1− ε)γ as claimed.
4.3 The Online Robust Submodular Maximization Problem
In this section, we consider the online robust optimization problem (Equation 4.2) under
matroid constraints. We introduce an online bi-criteria algorithm that achieves a sublinear




In Section 4.2.3 we provided a continuous randomized algorithm for the offline prob-
lem. Broadly speaking, at every step, this algorithm finds a feasible direction that improves
all k functions and moves in that direction. We use an LP to find this direction similar to
the approach in [108] for the case of k = 1. However, for the online robust optimization
problem, we immediately face with two challenges. First, it is not clear how to find a fea-
sible direction vall (as was found via an LP for the offline problem) that is good for all k
submodular functions. To resolve this issue, we use a soft-min function that converts robust
optimization over k functions into optimizing of a single function. Secondly, robust opti-
mization leads to non-convex and non-smooth optimization combined with online arrival
of such submodular functions. To deal with this, we use the Follow-the-Perturbed-Leader
(FPL) online algorithm introduced by Kalai and Vempala [58]. To start, let us first present
108
definitions and known results that play a key role in this online optimization problem.
4.3.1 Preliminaries for the Online Bi-criteria Algorithm
Multilinear Extension
In Section 1.3 we already defined the multilinear extension of a set function, and its corre-
sponding properties when the set function is monotone and submodular. For the remainder
of this chapter, recall the definition of ∆F (y) for a given multilinear extension F : for all
e ∈ V let
∆eF (y) := ES∼y[f(S + e)− f(S)] = (1− ye)∇eF (y).
Multilinear extension plays a crucial role in designing approximation algorithms for
various constrained submodular optimization problems. Notably, Vondrak [108] introduced
the discretized continuous greedy algorithm that achieves a 1 − 1/e approximate solution
for maximizing a single submodular function under matroid constraints (see [41] for the
variant of the continuous greedy that we use). At a high level, this algorithm discretizes
interval [0, 1] into points {0, δ, 2δ, . . . , 1}. Starting at x0 = 0, for each τ ∈ {δ, 2δ, . . . , 1}
the algorithm uses an LP to compute the direction yτ = argmaxy∈P(M) ∆F (xτ−δ) ·y. Then
the algorithm takes a step in the direction of yτ by setting xτ,e ← xτ−δ,e+δ ·yτ,e · [1−xτ−δ,e]
for all e ∈ V . Finally, it outputs a set S by rounding the fractional solution x1. We will use
this discretized version of the continuous greedy to construct our online algorithm in the
following section.
The Soft-min Function
Consider a set of k twice differentiable, real-valued functions g1, . . . , gk. Let gmin be the
minimum among these functions, i.e., for each point x in the domain, define gmin(x) :=
mini∈[k] gi(x). This function can be approximated by using the so-called soft-min function
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H defined as






where α > 0 is a fixed parameter. We now present some of the key properties of this
function in the following lemma.
Lemma 3. For any set of k twice differentiable, real-valued functions g1, . . . , gk, the soft-











where pi(x) := e−αgi(x)/
∑
j∈[k] e


















+ α∇e1H(x) · ∇e2H(x)
Moreover, if for all i ∈ [k] we have
∣∣∣ ∂gi∂xe1 ∣∣∣ ≤ L1, and ∣∣∣ ∂2gi∂xe1∂xe2 ∣∣∣ ≤ L2, then∣∣∣ ∂2H∂xe1∂xe2 ∣∣∣ ≤ 2αL21 + L2.














So, for α > 0 sufficiently large
∑
i∈[k] pi(x)gi(x) is a good approximation of H(x).
Proof. We will just prove properties 1 and 4, since the rest is a straightforward calculation.
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1. First, for all i ∈ [k] we have e−αgi(x) ≤ e−αgmin(x). Thus,














On the other hand,
∑
i∈[k] e
−αgi(x) ≥ e−αgmin(x). Hence,







4. Let us consider sets A1 = {i ∈ [k] : gi(x) ≤ gmin(x) + (n + lnT )/α} and A2 =
{i ∈ [k] : gi(x) > gmin(x)+(n+lnT )/α}. Our intuitive argument is the following:
when α is sufficiently large, those pi(x)’s with i ∈ A2 are exponentially small, and
pi(x)’s with i ∈ A1 go to a uniform distribution over elements in A1. First, observe















































Finally, the other inequality is clear since
∑
i∈[k] pi(x)gi(x) ≥ gmin(x) ≥ H(x).
Finally, we state a lemma which is used to prove Theorem 11. This lemma can be
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proven via a simple Taylor approximation, but we defer the details to the Appendix B.
Lemma 4. Fix a parameter δ > 0. Consider T collections of k twice-differentiable
functions, namely {g1i }i∈[k], . . . , {gTi }i∈[k]. Assume 0 ≤ gti(x) ≤ 1 for any x in the do-
main, for all t ∈ [T ] and i ∈ [k]. Define the corresponding sequence of soft-min func-
tions H1, . . . , HT , with a common parameter α > 0. Then, any two sequences of points











∇eH t(xt)(x̃te − xte)−O(Tn2δ2α).
Follow-the-Perturbed-Leader algorithm
In this section, we briefly recall the well-known Follow-the-Perturbed-Leader (FPL) algo-
rithm introduced in [58] and used in many online optimization problems (see e.g., [94]).
The classical online learning framework is as follows (see Section 1.1.3): Consider a dy-
namic process over T time steps. In each stage t ∈ [T ], a decision-maker has to choose
a point dt ∈ D from a fixed (possibly infinite) set of actions D ⊆ Rn, then an adversary
chooses a vector st from a set S . Finally, the player observes vector st and receives re-
ward st · dt, and the process continues. The goal of the player is to maximize the total
reward
∑
t∈[T ] st · dt, and we compare her performance with respect to the best single ac-
tion picked in hindsight, i.e., maxd∈D
∑T
t=1 st ·d. This performance with respect to the best
single action in hindsight is called (expected) regret, formally:









Kalai and Vempala [58] showed that even if one has only access to a linear programming
oracle for D, i.e., we can efficiently solve maxd∈D s · d for any s ∈ S, then the FPL




In order to state the main result in [58], we need the following. We assume that the
decision set D has diameter at most D, i.e., for all d, d′ ∈ D, ‖d − d′‖1 ≤ D. Further, for
all d ∈ D and s ∈ S we assume that the absolute reward is bounded by L, i.e., |d · s| ≤ L
and that the `1-norm of the reward vectors is bounded by R, i.e., for all s ∈ S, ‖s‖1 ≤ R.
Theorem 15 ([58]). Let s1, . . . , sT ∈ S be a sequence of rewards. Running the FPL
algorithm 9 with parameter η ≤ 1 ensures regret
Regret(T ) ≤ ηLRT + D
η
.
Moreover, if we choose η =
√





Algorithm 9 Follow-the-Perturbed-Leader (FPL), [58]
Require: Parameter η > 0
Ensure: Sequence of decisions d1, . . . , dT
1: Sample q ∼ [0, 1/η]n.
2: for t = 1 to T do
3: Play dt = argmaxd∈D
(∑t−1
j=1 sj + q
)>
d.
4.3.2 Online Bi-criteria Algorithm and Analysis
For any collection of monotone submodular functions {f ti }i∈[k] played by the adversary,
we define the soft-min function with respect to the corresponding multilinear extensions
{F ti }i∈[k] as








where α > 0 is a suitable parameter. Recall we assume functions f ti taking values in [0, 1],
then their multilinear extensions F ti also take values in [0, 1]. The following properties of







≤ H t(y) ≤ min
i∈[k]







where pti(y) ∝ e−αF
t
i (y) for all i ∈ [k].
Note that as α increases, the soft-min function H t becomes a better approximation of
mini∈[k]{F ti }i∈[k], however, its smoothness degrades (see Property (4.7) in Section 4.3.1).
On the other hand, the second property shows that the gradient of the soft-min function is a
convex combination of the gradients of the multilinear extensions, which allows us to opti-







(1 − ye)∇eH t(y). At each stage t ∈ [T ], we use the information from the gradients pre-
viously observed, in particular, {∆H1, · · · ,∆H t−1} to decide the set St. To deal with
adversarial input functions, we use the FPL algorithm [58] presented in the previous sec-
tion and Theorem 15.
Our online algorithm works as follows: first, given 0 < ε < 1 we denote ` := dln 1
ε
e.
We consider the following discretization indexed by τ ∈ {0, δ, 2δ, . . . , `} and construct
fractional solutions xtτ for each iteration t and discretization index τ . At each iteration t,
ideally we would like to construct {xtτ}`τ=0 by running the continuous greedy algorithm
using the soft-min function H t and then play St using these fractional solutions. But in the
online model, function H t is revealed only after playing set St. To remedy this, we aim
to construct xtτ using FPL algorithm based on gradients {∇Hj}t−1j=1 obtained from previous
iterations. Thus we have multiple FPL instances, one for each discretization parameter,
being run by the algorithm. Finally, at the end of iteration t, we have a fractional vector xt`
which belongs to ` ·P(M)∩ [0, 1]V and therefore can be written, fractionally, as a union of
` independent sets using the matroid union theorem [97]. We round the fractional solution
xt` using the randomized swap rounding proposed in [26] for matroidM` to obtain the set
St to be played at time t. Specifically, Theorem 14 gives the necessary property of the
randomized swap rounding that we use. Below in Algorithm 10, we formalize the details
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of our online procedure (observe that `/δ ∈ Z+).
Algorithm 10 OnlineSoftMin Algorithm
Require: learning parameter η > 0, ε > 0, α = n2T 2, discretization δ = n−6T−3, and
` = dln 1
ε
e.
Ensure: sequence of sets S1, . . . , ST .
1: Sample q ∼ [0, 1/η]V
2: for t = 1 to T do
3: yt0 = 0










6: Update For each e ∈ V ,
xtτ,e = x
t
τ−δ,e + δ[1− xtτ−δ,e] · ytτ,e.
7: Play St ← SwapRounding (xt`). Receive and observe new collection {f ti }i∈[k].
Observation 1. In order to get sub-linear regret for the FPL algorithm 9, Kalai and Vem-
pala [58] assume a couple of conditions on the problem that we outlined in Section 4.3.1.
Similarly, for our online model we need to consider the following for any t ∈ [T ]:
1. bounded diameter of P(M), i.e., for all y, y′ ∈ P(M), ‖y − y′‖1 ≤ D;
2. for all x, y ∈ P(M), we require |y ·∆H t(x)| ≤ L;
3. for all y ∈ P(M), we require ‖∆H t(y)‖1 ≤ R,
Now, we give a complete proof of Theorem 11 for any given learning parameter η > 0,
but the final result follows with η =
√
D/LRT and assuming L ≤ n, R ≤ n andD ≤ √n,
which gives a O(n5/4) dependency on the dimension in the regret.
Proof. Consider the sequence of multilinear extensions {F 1i }i∈[k], . . . , {F Ti }i∈[k] derived
from the monotone submodular functions f ti obtained during the dynamic process. Since
f ti ’s have value in [0, 1], we have 0 ≤ F ti (y) ≤ 1 for any y ∈ [0, 1]V and i ∈ [k]. Consider
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the corresponding soft-min functions H t for collection {F ti }i∈[k] with α = n2T 2 for all
t ∈ [T ]. Denote ` = dln 1
ε
e and fix τ ∈ {δ, 2δ, . . . , `} with δ = n−6T−3. According to the




H t(xtτ )−H t(xtτ−δ) ≥
∑
t∈[T ]
∇H t(xtτ−δ) · [xtτ − xtτ−δ]−O(Tn3δ2α).
Then, since the update is xtτ,e = x
t
τ−δ,e + δ[1− xtτ−δ,e] · ytτ,e, we get
∑
t∈[T ]









∆H t(xtτ−δ) · ytτ −O(Tn3δ2α). (4.9)
Observe that an FPL algorithm is implemented for each τ , so we can state a regret










∆H t(xtτ−δ) · z
−Rη,
where Rη = ηLRT + Dη is the regret guarantee for a given η > 0. By taking expectation












∆H t(xtτ−δ) · y
− δRη
−O(Tn3δ2α)















where x∗ is the true optimum for maxx∈P(M)
∑
t∈[T ] mini∈[k] F
t
i (x). Observe that (4.10)
follows from monotonicity and submodularity of each f ti , specifically we know that

































H t(xtτ )−H t(xtτ−δ)
















Given the choice of α and δ, the last two terms in the right-hand side of inequality (4.11)




















































T and n sufficiently large) we can bound it by O(Rη ln 1ε ). Since α is sufficiently large, we




















Since we are doing randomized swap rounding on each xt`, Theorem 14 shows that there is
a random set St that is independent inM` (i.e., St is the union of at most ` independent
























Observation 2. Theorem 11 could be easily extended to an adaptive adversary by sampling
in each stage t ∈ [T ] a different perturbation qt ∼ [0, 1/η]V in Algorithm 9 as shown in
[58].
4.4 Extensions and Other Results
In this section, we provide a hardness result for the offline problem (4.1) when the mono-
tonicity of the functions is not assumed and provable guarantees for several different classes
of constraints.
4.4.1 Necessity of Monotonicity
In light of the approximation algorithms for non-monotone submodular function maximiza-
tion under matroid constraints (see, for example, [74]), one might hope that an analogous
bi-criteria approximation algorithm could exist for robust non-monotone submodular func-
tion maximization. However, we show that even without any matroid constraints, getting
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any approximation in the non-monotone case is NP-hard.
Lemma 5. Unless P = NP , no polynomial time algorithm can output a set S̃ ⊆ V given
general submodular functions f1, . . . , fk such that mini∈[k] fi(S̃) is within a positive factor
of maxS⊆V mini∈[k] fi(S).
Proof. We use a reduction from SAT. Suppose that we have a SAT instance with variables
x1, . . . , xn. Consider V = {1, . . . , n}. For every clause in the SAT instance we introduce






f(S) := |S ∩ A|+ |B \ S|.
It is easy to see that f is linear and nonnegative. If we let S be the set of true variables
in a truth assignment, then it is easy to see that f(S) > 0 if and only if the corresponding
clause is satisfied. Consequently, finding a set S such that all functions f corresponding
to different clauses are positive is as hard as finding a satisfying assignment for the SAT
instance.
4.4.2 Knapsack Constraints
Consider a knapsack constraint K = {S ⊆ [n] : ∑e∈S ce ≤ 1}, where ce > 0 for all






Corollary 6. For Problem (4.12), there is a polynomial time algorithm that returns a set
SALG, such that for all i ∈ [k], for a given 0 < ε < 1,
fi(S







e∈SALG ce ≤ ` for ` = O(ln kε ). Moreover, SALG can be covered by at most ` sets in
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K.
Instead of using the standard greedy for every τ = {1, . . . , `}, we design an extended
version of the “bang-per-buck” greedy algorithm. We formalize this procedure in Algo-
rithm 11 below. Even though the standard “bang-per-buck” greedy algorithm does not pro-
vide any approximation factor, if we relax the knapsack constraint to be
∑
e∈S ce ≤ 2, then
the algorithm gives a 1 − 1/e factor. There are other approaches to avoid this relaxation,
see e.g. [102].
Algorithm 11 Extended “Bang-per-Buck” Algorithm for Knapsack Constraints
Require: ` ≥ 1, monotone submodular function g : 2V → R+, knapsack constraint K.
Ensure: sets S1, . . . , S` ∈ K.
1: for τ = 1, . . . , ` do
2: Sτ ← ∅









e∈Sτ ce + ce∗ ≤ 2 then
6: Sτ ← Sτ + e∗.
7: V ← V − e∗
8: Restart ground set V .
Given a monotone submodular function g : 2V → R+, Algorithm 11 produces a set





·maxS∈K g(S). Therefore, Corollary
6 can be easily proved by defining g in the same way as in Theorem 10, and running
Algorithm 11 on g with ` = O(ln k
ε
).
4.4.3 Multiple Matroid Constraints










Corollary 7. For Problem (4.13), there is a polynomial time algorithm that returns a set
SALG, such that for all i ∈ [k], for a given 0 < ε < 1,
fi(S











) independent sets in I.
The standard greedy algorithm gives a 1/(1+r) approximation for problem (4.13) when



















4.4.4 Distributionally Robust over Polyhedral Sets
Let Q ⊆ ∆(k) be a polyhedral set, where ∆(k) is the probability simplex on k elements.
For q ∈ Q, denote fq := q1f1 + · · ·+ qkfk, which is also monotone and submodular. Given






Denote by Vert(Q) the set of extreme points of Q, which is finite since Q is polyhedral.
Then, problem (4.14) is equivalent to maxS∈I minq∈Vert(Q) fq(S). Then, we can easily de-
rive Corollary 8 below by applying Theorem 10 in the equivalent problem. Note that when
Q is the simplex we get the original Theorem 10.
Corollary 8. For Problem (4.14), there is a polynomial time algorithm that returns a set
SALG, such that for all i ∈ [k], for a given 0 < ε < 1,
fi(S






with SALG = S1 ∪ · · · ∪ S` for ` = O(log |Vert(Q)|ε ) and S1, . . . , S` ∈ I.
4.5 Concluding Remarks
In this chapter, we studied the problem of robust submodular maximization with structured
combinatorial constraints. In the robust variant of submodular optimization, rather than
optimizing a single submodular function, one has to simultaneously optimize (the minimum
of) k sub-modular functions. We studied the online and offline variants of this problem
and provided bi-criteria algorithms that work in presence of commonly used combinatorial
constraints set, such as single or multiple matroids and knapsack.
Our results include nearly tight bi-criteria approximation algorithms. In the offline case,
we presented an algorithm that obtains a (1−ε) fraction of the solution value of the optimal
independent set using a solution that is the union of O(log(k/ε)) independent sets. In the
online case, in expectation our algorithm obtains a (1 − ε) fraction of the solution value
of the optimal independent set in hindsight using solutions that are unions of O(ln(1/ε))
independent sets. A benefit of such bi-criteria characterization of the guarantees of our
algorithms is that a user can determine the tradeoff between the quality of the solution and
the size of the solution for a given applications — based on the importance of the quality
of the solution and the scarcity of resources in any given application.
We also presented efficient bi-criteria algorithms for the offline version of the problem.
For this, we used an extended version of the threshold greedy algorithm which requires
less functional calls at cost of a small error in the approximation guarantee. In the bi-
criteria procedure this translates in a slightly larger output solution. We also showed that by
using several implementation improvements, such as lazy evaluations and an early stopping
criterion, we can drastically reduce the computational cost of our algorithms. We support
our theoretical results with three applications in non-parametric learning, image clustering,
and sensor location. Even though our efficient algorithms perform well in instances of
20, 000 elements, we still have a gap to close in terms of efficiency with larger data-sets.
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CHAPTER 5
THE SHARPNESS CRITERIA IN SUBMODULAR MAXIMIZATION
5.1 Introduction
During the past decades, the interest in constrained submodular maximization has increased
significantly, especially due to its numerous applications in real-world problems. To illus-
trate the submodular property, consider a simple example of selecting the most informative
subset of patients in a group of people with certain illness. Submodularity measures the de-
creasing marginal gain on the information captured from medical tests when selecting more
patients [68]. In this chapter, we study the problem of maximizing a monotone submodular
function subject to a single cardinality constraint. It is well-known that 1− 1/e is the best
possible approximation guarantee [86] for this problem. However, empirical observations
have shown that standard algorithms such as the greedy algorithm performs considerably
better in practice. The worst-case instances presented in [86] are rare, while real-world
data instead provides considerably much tractable objective functions. We focus on giving
a candidate explanation to those instances in which the optimal solution clearly stands out
over the rest of feasible solutions. For this, we consider the concept of sharpness initially
presented in continuous optimization [78] and we adapt it to the submodular case. Roughly
speaking, this property measures the behavior of the objective function around the set of
optimal solutions. Sharpness in continuous optimization translates in faster convergence
rates. Equivalently, we will show that in submodular maximization the greedy algorithm
performs better as the sharpness of the objective function increases.
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5.1.1 Problem Formulation
Consider a ground set of elements V = {1, . . . , n}, a non-negative monotone submodu-
lar function f : 2V → R+, and a budget K ∈ Z+. We are interested in the following
submodular maximization problem
max{f(S) : |S| ≤ K}. (5.1)
Our objective is to show that the Greedy Algorithm 1 achieves better approximation guar-
antees when the sharpness of the function f increases. We will see that this algorithm
automatically adapts to the sharpness of the function without requiring any extra input.
Given parameters c ≥ 1 and θ ∈ [0, 1], we define submodular sharpness as follows
Definition 4 (Submodular Sharpness). A non-negative monotone submodular function f :
2V → R+ is said to be (c, θ)-sharp, if there exists an optimal solution S∗ for Problem (5.1)









Example (linear functions). To clarify the concept of sharpness let us consider a simple
example with a linear objective; even though it is well-known that in this case the greedy al-
gorithm outputs an optimal solution. Due to submodularity, the left-hand side in Definition
4 is a monotone decreasing function on S, so we only need to check those subsets of size ex-
actly K. Consider non-negative weights we for each element e ∈ V and f(S) =
∑
e∈S we.
Let us show that f is at least ( 1
Kf(e∗)
, 1)-sharp where f(e∗) = mine∈S∗ f(e). By scaling
arguments, w.l.o.g. we can assume that f(S∗) = 1 and f(e) > 0 for all e ∈ S∗. Let us
















Observe that since f(S∗) = 1, then either: (1) we = 1/K for all e ∈ S∗ or (2) there
exists an element e∗ ∈ S∗ such that we∗ < 1/K. In the first case, the inequality is trivially
satisfied with c = 1 and θ = 1. In the second case, c = 1 and θ = 1 does not work
anymore. Let us fix θ = 1 and assume we∗ = mine∈S∗ we, so we need c ≥ 1/Kf(e∗) > 1. Now,
let us make the same analysis for a pair of elements: consider any e1, e2 ∈ S∗ and any
e′1, e
′
2 /∈ S∗. Then, by considering S = S∗ − {e1, e2}+ {e′1, e′2} in Definition 4, we obtain
min
e1,e2∈S∗





Now, let us replace c = 1/K
we∗
and θ = 1 obtained in the singleton analysis. We get
min
e1,e2∈S∗
{we1 + we2} ≥ 2we∗ ,
which is true given the definition of e∗. This procedure can be done for any subset of S∗,
showing the desired result. However, this only shows that the linear function is at least
( 1
Kf(e∗)
, 1)-sharp, which are not necessarily the tightest parameters for the corresponding
function.
Observe that any monotone submodular function is (c, θ)-sharp for some set of param-
eters c and θ. In particular we have the following results
Lemma 6. Consider a monotone submodular function f . Then:
1. f is (c, θ)-sharp for parameters c and θ such that (1/c)1/θ → 0.
2. If f is (c, θ)-sharp, then is also (c′, θ′)-sharp for c′ ≥ c or θ′ ≤ θ.
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Therefore, Definition 4 is simply
∑
e∈S∗\S fS(e) ≥ 0, which f satisfies since from
monotonicity we have fS(e) ≥ 0.






for c ≥ 1 and θ ∈ [0, 1]. Observe that L is increasing in
θ and decreasing in c. Therefore, L(c, θ) ≥ L(c′, θ′) for c′ ≥ c and θ′ ≤ θ.
Throughout this chapter, when we say a function is (c, θ)-sharp, we refer to the tightest
set of parameters c and θ, which actually provides the best approximation factor for the
given function. Observe that our definition only needs the existence of an optimal solution
satisfying the inequality, which is weaker than requiring the inequality for all optimal so-
lutions. Finally, Definition 4 is merely descriptive since parameters c and θ are intrinsic to
the function itself and cannot not be explicitly obtained when n is large. Even though, we
will show that the standard greedy algorithm still adapts without requiring the sharpness
parameters as part of the input.
Definition 4 can be considered as a static notion of sharpness, since parameters c and θ
do not change with respect to S. We generalize this definition by considering the notion of
dynamic sharpness, in which the parameters c and θ depend on the size of the feasible sets,
i.e., c|S| ≥ 1 and θ|S| ∈ [0, 1]. Formally, we define dynamic sharpness as follows
Definition 5 (Dynamic Submodular Sharpness). A non-negative monotone submodular
function f : 2V → R+ is said to be dynamic (c, θ)-sharp, where c ∈ [1,∞)K and
θ ∈ [0, 1]K , if there exists an optimal solution S∗ for Problem (5.1) such that for any










To the best of our knowledge, this is the first study to define sharpness in submodular op-
timization. More importantly, we show that the classical greedy algorithm achieves better
provable guarantees as the sharpness of the objective function increases. Even more, this
algorithm automatically adapts to the sharpness of the objective function without requir-
ing the sharpness parameters as part of the input. Specifically, we obtain the following
result for the problem of maximizing a monotone submodular function subject to a single
cardinality constraint.
Theorem 16. Consider a non-negative monotone submodular function f : 2V → R+ which












Observe that the greedy algorithm recovers an optimal solution when c = 1 and θ = 1.
Corollary 9. Every non-negative monotone submodular function satisfies Definition 4 when
c→ 1 and θ → 0. In this case, we recover the standard approximation factor 1− 1/e.
For the notion of dynamic sharpness we consider a set of parameters that has only one
switching moment t0 ∈ {0, . . . , K − 1}. For this case, we obtain the following result
Theorem 17. Consider a non-negative monotone submodular function f : 2V → R+ that
is dynamic (c, θ)-sharp with dynamic parameters c|S| ≥ 1 and θ|S| ∈ [0, 1] such that:
c|S| :=
c0 if |S| < t0c1 if |S| ≥ t0 , θ|S| :=
θ0 if |S| < t0θ1 if |S| ≥ t0 ,
where t0 ∈ {0, . . . , K−1} is the moment when the function f changes its sharpness. Then,
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Observe that we recover Theorem 16 when t0 = 0. This result can be easily generalized to
several switching moments.
In Section 5.2.2, we define approximate sharpness as a generalization of Definition 4
in which the marginal values are slightly perturbed. Moreover, we show that the standard
greedy algorithm achieves provable guarantees under this alternative condition.
Finally, in Section 5.3 we provide an exhaustive computational study in real-world ap-
plications such as non-parametric learning, clustering and sensor placement. In this section,
our objective is to contrast our results with the existing literature, such as the concepts of
curvature [30] and stability [25] (for a detailed definition we refer to Section 5.1.3). With
these experiments, we show that the curvature and stability analysis are in some cases
not satisfactory enough to explain the performance of the greedy algorithm, whereas the
sharpness criterion stands as a better candidate. For example, consider the facility-location
function f(S) =
∑
i∈V maxj∈S wij with wij ≥ 0, which is monotone and submodular. We
will see that the curvature analysis does not improve beyond 1 − 1/e and the instance is
non-stable. In this case, the sharpness criterion gives a better approximation guarantees.
5.1.3 Related Work
It is well known that even for Problem (5.1), one requires an exponential number of evalu-
ations in order to improve beyond 1−1/e [86]. Even when the decision-maker has explicit
access to the objective function, this factor is the best possible, unless P = NP [38].
Curvature. In order to get better approximation ratios the research has focused on sub-
classes of submodular functions. Conforti and Cornuéjols [30] introduced the concept of
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curvature which measures how far the function is from being linear. Formally, a monotone
submodular function f : 2V → R+ has total curvature γ ∈ [0, 1] if





where V ∗ = {e ∈ V : f(e) > 0}. First note that this property implies that for any
S ⊆ V and e /∈ S, fS(e) ≥ (1 − γ)f(e). Thus, a submodular function with a small
γ ensures that marginal values do not decrease significantly. Recall that any submodular
function satisfies fS(e) ≤ f(e). Moreover, when γ = 0 marginals are constant so the
function is linear, and when γ → 1 then f is an arbitrary monotone submodular function.
When a submodular function has total curvature γ ∈ [0, 1], Conforti and Cornuéjols [30]
showed that the greedy algorithm guarantees an approximation factor of (1 − e−γ)/γ for
a single cardinality constraint and 1/(1 + γ) for a single matroid constraint. Observe that
results given in [87, 42] are recovered when γ → 1. Later, Vondrák [109] proved that
the continuous greedy algorithm achieves (1− e−γ)/γ for any matroid. In the same work,
the author defines the concept of curvature with respect to a set as follows: given a fixed
set S ⊆ V , a submodular function f : 2V → R+ has curvature γS with respect to S, if
γS ∈ [0, 1] is the smallest value such that for any T ⊆ V
f(S ∪ T )− f(S) +
∑
e∈S∩T
fS∪T−e(e) ≥ (1− γS)f(T ). (5.3)
Note that this notion is weaker than the total curvature defined in [30], since a function
with total curvature γ has curvature γS = γ with respect to any set S ⊆ V . The author
finally shows that when a monotone submodular function has curvature γ with respect to
the optimal solution then (1 − e−γ)/γ is the best possible for a single matroid constraint.
This sequence of results finishes with the work of Sviridenko et al. [103]. The authors
provide a modified continuous greedy algorithm to obtain approximate solutions for the
problem of maximizing the sum of a monotone submodular function and a linear function.
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This algorithm consists of two steps: guessing the value of the linear function in the op-
timal solution and then run the continuous greedy algorithm in a smaller feasible region
determined by this guess. Sviridenko et al. [103] show that for a monotone submodular
function with total curvature γ ∈ [0, 1], this algorithm achieves an approximation factor of
1 − γ/e for a single matroid. Moreover, in the same work they show that this result is the
best possible under the definition given in [30]. One drawback of the modified continuous
greedy is the guessing step since it may affect the running time, but recently Feldman [40]
presented a guess-free algorithm which ensures the same guarantee. The notion of curva-
ture has been also used when minimizing submodular functions [56], and the equivalent
notion of steepness in supermodular function minimization [55], we refer the interested
reader to the literature therein for more details.
Stability. Close to our setting is the concept of stability widely studied in discrete op-
timization. Broadly speaking, there are instances in which the unique optimal solution
still remains unique even if the objective function is slightly perturbed. For instance, the
concept of clusterability has been widely studied in order to show the existence of easy
instances in clustering [7, 31]; we refer the interested reader to the survey [10] for more
details. Stability has been also studied in other contexts such as influence maximization
[53], Nash equilibria [8], and Max-Cut [12]. Building on the work of Bilu and Linial [12],
Chatziafratis et al. [25] study the concept of stability under multiplicative perturbations in
submodular maximization. Formally, given a non-negative monotone submodular function
f , f̃ is a γ-perturbation if: (1) f̃ is non-negative monotone submodular, (2) f ≤ f̃ ≤ γ · f ,
and (3) for any S ⊆ V and e ∈ V \S, 0 ≤ f̃S(e) − fS(e) ≤ (γ − 1) · f(e). Now, assume
we have an instance of Problem (1.2) with a unique optimal solution, then this instance is
said to be γ-stable if for any γ-perturbation of the objective function, the original optimal
solution remains being unique. For matroid constraints, Chatziafratis et al. [25] show that
the greedy algorithm recovers the unique optimal solution for 2-stable instances. However,
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it is not hard to show that 2-stability for Problem (1.2) is a strong assumption, since 2-stable
instances can be easily solved by maximizing the sum of singleton values over the set of
basis of the matroid.
Sharpness in continuous optimization. The concept of sharpness has been mainly stud-
ied in continuous optimization. It is also known as Hölderian error bound on the distance
to the set of optimal solutions [54, 78, 90, 77, 15]. Broadly speaking, this property charac-
terizes the behavior of a function around the set of optimal solutions. Formally, if X∗ ⊆ X
is the set of optimal solutions in a universe of feasible points X and d(·, X∗) : X → R+ is
some distance function, then a function f is said to be (c, θ)-sharp if for any x ∈ X
d(x,X∗) ≤ c(f ∗ − f(x))θ, (5.4)
where f ∗ is the optimal objective value of a maximization problem. Sharpness has been
widely used to study convergence rates in convex and non-convex optimization, see e.g.
[88, 60, 16, 96, 65]. For a detailed review on the sharpness condition in continuous opti-
mization, we refer the interested reader to [96].
5.2 Submodular Sharpness: Cardinality Constraints
In this section, we focus on the analysis of the standard greedy algorithm for problem (1.1)
when the objective function is (c, θ)-sharp. We emphasize that the greedy algorithm does
not require access to the sharpness parameters in order to obtain the desired guarantees.
We are ready to prove Theorem 16. Recall that given parameters c ≥ 1 and θ ∈ [0, 1], a
function is (c, θ)-sharp if there exists an optimal set S∗ such that for any set S with at most








Proof of Theorem 16. Let us denote by Si the set we obtained in the i-th iteration of Algo-
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rithm 1. Note that Sg := SK . By using the properties of the function f , we can obtain the






































· [f(S∗)− f(Si−1)]1−θ. (monotonicity)
Therefore, we need to solve the following recurrence
ai ≥ ai−1 +
aθ
kc
· [a− ai−1]1−θ (5.6)
where ai = f(Si), a0 = 0 and a = f(S∗). Define h(x) = x + a
θ
kc
· [a − x]1−θ, where
x ∈ [0, a]. Observe that h′(x) = 1 − aθ(1−θ)
kc
· [a − x]−θ. Therefore, h is increasing inside
the interval I :=
{






)1/θ)}. Let us define

































⇔ (Kc− iθ) ≥ 1− θ
The expression Kc − iθ is decreasing on i. Hence, we just need the inequality for i = k,
namely K(c− θ) ≥ 1− θ, which is true since c ≥ 1 and k ≥ 1.
Our goal is to prove that ai ≥ bi, so by induction let us assume that ai−1 ≥ bi−1 is true.
By using monotonicity of h on the interval I , we get h(ai−1) ≥ h(bi−1). Also, observe that
recurrence (5.6) is equivalent to write ai ≥ h(ai−1) which implies that ai ≥ h(bi−1). To
finish the proof we will show that h(bi−1) ≥ bi.








Note that g′(x) = − 1
Kc
· g(x)1−θ and g′′(x) = 1−θ
(Kc)2
· g(x)1−2θ. Observe that g is convex, so
for any x1, x2 ∈ [0, K] we have g(x2) ≥ g(x1) + g′(x1) · (x2 − x1). By considering x2 = i
and x1 = i− 1, we obtain
g(i)− g(i− 1)− g′(i− 1) ≥ 0 (5.7)
On the other hand,






















































which is exactly the left-hand side of (5.7), proving h(bi−1)− bi ≥ 0.
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Finally,










proving the desired guarantee.





θ is at least
as good as 1− 1/e in the worst case.
Proof of Corollary 9. We already proved in Lemma 6 that any monotone submodular func-
tion is (c, θ)-sharp when (1/c)1/θ → 0, in particular when θ → 0 and c → 1. On the
















θ → 1−e−1/c. Finally,





θ → 1− 1/e
when θ → 0 and c→ 1.
5.2.1 Dynamic Sharpness
This section is devoted to prove Theorem 17, when one single switching moment is con-
sidered. We stress that the greedy algorithm automatically adapts to the dynamic sharpness
of the function without requiring parameters c0, θ0, c1, θ1, and t0 as part of the input.
Proof of Theorem 17. Observe that in the i-th iteration of the greedy algorithm |Si| = i, so
the change of the sharpness parameters will occur for St0 . The proof is similar to Theorem
16, but the recursion needs to be splitted in moment t0. Let us recall the recursion in the
proof of Theorem 16. We have
ai ≥ ai−1 +
aθ
Kci−1
· [a− ai−1]1−θi−1 ,
where ai = f(Si), a0 = 0, and a = f(S∗). The only difference is that now c and θ are
parameters that may vary in each step of the greedy algorithm, that is why we write ci−1
and θi−1. We assume there exists a single switching moment t0 ∈ {0, . . . , K − 1}. First,
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observe that for any step i ∈ {0, . . . , t0 − 1} of the greedy algorithm we have ci = c0 and
θi = θ0. This implies that for any step i ∈ {1, . . . , t0} we have our first recurrence
ai ≥ ai−1 +
aθ0
Kc0
· [a− ai−1]1−θ0 (5.8)













It remains to analyze the rest of the recurrence for steps i ∈ {t0 + 1, . . . , K}. During these
steps we have ci = c1 and θi = θ1. Therefore, we have the following recurrence for steps
i ∈ {t0 + 1, . . . , K}
ai ≥ ai−1 +
aθ1
Kc1
· [a− ai−1]1−θ1 (5.9)















 · a. (5.10)
For simplicity assume that a = 1. Similarly to the proof of Theorem 16, we define
h(x) = x + 1
Kc1
[1 − x]1−θ1 for x ∈ [0, 1], which is increasing in the interval I :={
































− θ1(i− t0) ≥ 1− θ1 (5.11)
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The left-hand side of inequality (5.11) is decreasing in i so it is sufficient to show it for










+ θ1t0 ≥ 1− θ1,
which is clearly satisfied for sufficiently large K.
















Note that g′(x) = − 1
Kc1
·g(x)1−θ1 and g′′(x) = 1−θ1
(Kc1)2
·g(x)1−2θ1 . Observe that g is convex,
so for any x1, x2 ∈ [t0 + 1, K] we have g(x2) ≥ g(x1) + g′(x1) · (x2− x1). By considering
x2 = i and x1 = i− 1, we obtain
g(i)− g(i− 1)− g′(i− 1) ≥ 0 (5.12)
Inequality (5.12) is exactly h(bi−1) − bi ≥ 0. To finish the proof, we will use induction.






























θ0 . Now by induction let us assume that ai−1 ≥ bi−1 is true, then ai ≥ h(ai−1) ≥
h(bi−1) ≥ bi. The first inequality is the definition of the recursion, the second inequality is
due to the monotonicity of h in the interval I , and finally, the last inequality was proven in




For some functions the sharpness parameters are close to the extreme case of an arbitrary
monotone submodular function, i.e., c ≈ 1 and θ ≈ 0. However, from computational
results we observe that the greedy algorithm still performs considerably well. This mo-
tivates us to define another generalization of sharpness in which the marginal values are





. For a set func-
tion f : 2V → R+ we denote the δ-marginal value for any subset A ⊆ V and e ∈ V by






θ ∈ [0, 1], and c ≥ 1, we define approximate submodular sharpness as follows,
Definition 6 (Approximate Submodular Sharpness). A non-negative monotone submodular
function f : 2V → R+ is said to be approximate (δ, c, θ)-sharp, if there exists an optimal










We get the following result for approximate sharp objective functions
Theorem 18. Consider a non-negative monotone submodular function f : 2V → R+
that is approximate (δ, c, θ)-sharp. Then, for Problem (5.1) the greedy algorithm returns a
feasible set Sg such that
f(Sg) ≥ 1
1− δ + δKc
[








Observe that for δ = 0, we recover Theorem 16. In the following proof we will observe
that the greedy algorithm automatically adapts to parameters δ, θ, and c, and they will not
be required to be part of the input.
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Proof of Theorem 18. Similarly to the proof of Theorem 16, let us denote by Si the set
we obtained in the i-th iteration of the greedy algorithm. By using the properties of the
function f , we obtain the following sequence of inequalities
f(Si)− (1− δ)f(Si−1) =
∑



































· [f(S∗)− (1− δ)f(Si−1)]1−θ. (monotonicity)
Therefore, we need to solve the following recurrence
ai ≥ (1− δ)ai−1 +
aθ
Kc
· [a− (1− δ)ai−1]1−θ (5.14)
where ai = f(Si), a0 = 0 and a = f(S∗). We will show that the solution of this recurrence
ai satisfies for all i ∈ {1, . . . , K}
ai ≥
a
1− δ + δKc ·
[










which finishes the proof of Theorem 18 since f(Sg) = aK .
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Let us prove (5.15). Define h(x) = (1− δ)x+ aθ
Kc
· [a− (1− δ)x]1−θ, where x ∈ [0, a].
Observe that h′(x) = (1 − δ) − aθ(1−θ)(1−δ)
Kc
· [a − (1 − δ)x]−θ. Therefore, h is increasing
inside the interval I :=
{







)1/θ)}. Let us define
bi :=
a
1− δ + δKc ·
[










First, let us check that bi ∈ I for all i ∈ {1, . . . , K}. Namely, for any i we need to show
that
a
1− δ + δKc ·
[


















Since 1− δ ≤ 1− δ + δKc, then it is sufficient to prove that













⇔ (1− δ)(Kc− iθ) ≥ 1− θ
The expression Kc − iθ is decreasing on i. Hence, we just need the inequality for i = K,
namely (1− δ)K(c− θ) ≥ 1− θ, which is true since c ≥ 1, K ≥ 1 and δ ≤ 1− 1
K
.
Our goal is to prove that ai ≥ bi, so by induction let us assume that ai−1 ≥ bi−1 is true.
By using monotonicity of h on the interval I , we get h(ai−1) ≥ h(bi−1). Also, observe that
recurrence (5.14) is equivalent to write ai ≥ h(ai−1) which implies that ai ≥ h(bi−1). To
finish the proof we will show that h(bi−1) ≥ bi.
Assume for simplicity that a = 1. For x ∈ [1, K], define







Note that g′(x) = −1−δ
Kc
· g(x)1−θ and g′′(x) = (1−δ)(1−θ)
(Kc)2
· g(x)1−2θ. Observe that g is
convex, so for any x1, x2 ∈ [0, K] we have g(x2) ≥ g(x1) + g′(x1) · (x2 − x1). By
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considering x2 = i and x1 = i− 1, we obtain
g(i)− g(i− 1)− g′(i− 1) ≥ 0 (5.16)
On the other hand, h(bi−1)− bi is equivalent to




1− δ + δKc(1− g(i− 1))
]1−θ
− 1 + g(i)
which is the same as
g(i)− g(i− 1)− δ + δg(i− 1) + (1− δ + δKc)
θ
kc
[δKc+ (1− δ)g(i− 1)]1−θ . (5.17)
By Hölder’s inequality we know that
(1− δ + δKc)θ [δKc+ (1− δ)g(i− 1)]1−θ ≥ δKc+ (1− δ)g(i− 1)1−θ.
Then, by using this bound we get
(5.17) ≥ g(i)− g(i− 1)− δ + δg(i− 1) + 1
Kc
[
δKc+ (1− δ)g(i− 1)1−θ
]
= g(i)− g(i− 1)− g′(i− 1) + δg(i− 1)
≥ 0,
where we used the definition of g′ and inequality (5.16). This proves that h(bi−1)− bi ≥ 0,
concluding the proof of the recurrence.
5.3 Computational Study
In this section, we provide an exhaustive computational study of the sharpness criteria
in four real-world applications: movie recommendation, non-parametric learning, sensor
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location, and exemplar-based clustering. First, to exemplify how sharpness looks, we con-
sider a concave over a linear function [l(S)]α and we empirically show how the sharpness
varies with respect to different values of α. At the same time, we will observe that the
approximation guarantees increase as α increases. In the following experiments, we aim
to explicitly obtain the sharpness parameters of the objective function for different small
ground sets. With these results, we will empirically show how the approximation factors
vary with respect to the cardinality budget K. We contrast these results with the approxi-
mation ratios guaranteed by the curvature analysis [30], and we will observe that in some
cases the sharpness criterion provides better results. We will also study objective functions
that are not stable [25], for which we also numerically study their sharpness. Finally, we
will analyze the concept of dynamic sharpness, in which we empirically obtain both set
of sharpness parameters when a single switching moment is considered. We will observe
that the approximation factors are considerable improved, when they are compared to not
having a switching moment.
Consider a non-negative integer K, a non-negative monotone submodular function f ,
and an optimal solution S∗ for Problem (5.1). Due to monotonicity of f we can assume

















Let us recall the sharpness criteria: f is (c, θ)-sharp if there exists an optimal solution S∗
for Problem (5.1) such that for any subset S ⊆ V with |S| ≤ K satisfies
AgMarg(S, S∗) ≥ LowEnvc,θ(S, S∗). (Sharpness criteria)
Observe the following important facts for this section:
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1. We always have LowEnvc,θ(S, S∗) ≤ 1, since c ≥ 1 and θ ∈ [0, 1]. Moreover,
LowEnvc,θ(S, S∗) is decreasing in c, increasing in θ, and decreasing in |S∗ ∩ S|.
2. The (Sharpness criteria) is trivially satisfied for the empty set, since LowEnvc,θ(S, S∗) ≤
1 and AgMarg(∅, S∗) ≥ 1, where the latter is due to subadditivity: ∑e∈S∗ f∅(e) ≥
f(S∗).
3. In Inequality (5.5) of the proof of Theorem 16, we divide by |S∗\Si−1| which is valid
for iterations i ∈ {1, . . . , K}. Specifically, in iteration i = K, we will divide by
|S∗\SK−1| which later will be replaced by the sharpness criteria. Note that |SK−1| =
K − 1, which implies that it is sufficient enough to have a sharpness criteria for
subsets |S| ≤ K−1. In the original Definition 4, we use |S| ≤ K just for the sake of
the exposition and to be consistent with the cardinality constraint of Problem (5.1).
Numerically, we only need subsets of size at most K − 1.
4. For any subset S, the expression (5.19) only depends on the quantity |S∗ ∩ S|, and
not on the objective f . Therefore, the expression (5.19) has the same set of values
among sets of the same size. Specifically, for any subset S with size exactly j we








K − j + 1
K · c ·
]1/θ





5. Since f is submodular, then for any S1 ⊆ S2 we have AgMarg(S1, S∗) ≥ AgMarg(S2, S∗).
Therefore, numerically we need to check the sharpness criteria only for sets of size
exactly K − 1.
6. When we consider a single switching moment t0 ∈ {1, . . . , K−1} (recall that t0 = 0
means there is no switch in parameters) we have two set of parameters (c0, θ0) and
(c1, θ1). Numerically, we will apply the same logic as 5.: for (c0, θ0) we will check
only subsets of size exactly t0 − 1 and for (c1, θ1) we check subsets of size exactly
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K − 1. This will significantly reduce the computational time when checking the
sharpness criteria.




)1/θ is increasing in θ and decreasing in c, so
numerically we look for the largest θ and the smallest c.
Binary search for sharpness criteria. To find parameters (c, θ) we follow a simple bi-
nary search. For c we sequentially iterate over possible values in a fixed range [1, cmax] (we
consider granularity 0.01 and cmax = 3). Given c = 1, we do a binary search on [0, 1]:
if we find a subset that does not satisfy the (Sharpness criteria), then we update the lowest
value that θ can take (expression (5.19) is increasing on θ). If we find a good pair (c, θ)
that satisfies the (Sharpness criteria), then we update the highest value that θ can take. For
that good pair of parameters we record the approximation ratio and θ. For the next c′ ≥ c in
the grid we do not need to start the binary search again in the whole interval of [0, 1]. Since
the next c′ is higher than the previous one, then the approximation factor can only decrease
on c′, so the only option to get a better factor is to increase θ. Therefore, for c′ we do the
binary search on [θ, 1] where θ is part of the last good pair of parameters in the previous
iteration. When a switching moment t0 is considered, then we divide this procedure in two
parts: one for subsets of size exactly t0 − 1 and one for subsets of size exactly K − 1. We
stop the loop on c if the approximation factor has not been improved after some amount of
iterations.
Finally, in all the experiments we normalize the objective function so f(S) ∈ [0, 1].
5.3.1 Movie Recommendation
For this application we consider the MovieLens data-set [50] which consists of 7,000 users
and 13,977 movies. Each user had to rank at least one movie with an integer value in
{0, . . . , 5}where 0 denotes that the movies was not ranked by that user. Therefore, we have
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a matrix [rij] of rankings for each user i and each movie j. The objective in this application
is to select the K highest ranked movies among the users. To make the computations less
costly in terms of time, we use only m = 1000 users. In the same spirit, we will choose a
small number n from the 13,977 movies.







where α ∈ (0, 1], with a ground set of n = 20 random movies and K = 10. This function
is non-negative, monotone, and submodular since g(y) = yα is concave and increasing
for α ∈ (0, 1]. In Figures 5.1-5.3, our goal is to empirically show how the sharpness of
function varies with different values of α. For this, we plot AgMarg(S, S∗) (in red) for all
S ⊆ V with |S| ≤ K − 1 and the possible different levels of LowEnvc,θ(S, S∗) (in green).
We consider α = 0.1 in Figure 5.1, α = 0.5 in Figure 5.2 and α = 0.9 in Figure 5.3.







AgMarg(S,S∗) (red) and LowEnv(S,S∗) (green)
Figure 5.1: How sharpness looks: α = 0.1, c = 1.01 and θ = 0.0157.
The results are the following: for α = 0.1 we obtained c = 1.01 and θ = 0.0157 which
gives an approximation factor of 0.6321; for α = 0.5 we obtained c = 1.21 and θ = 0.6394
which gives an approximation factor of 0.6958; for α = 0.9 we obtained c = 1.06 and
θ = 0.8605 which gives an approximation factor of 0.8564. We observe in Figure 5.1,
that when α is small , then the values in red concentrates all together and drop very fast
as the size of S increases 0.6321. This forces the levels of LowEnvc,θ(S, S∗) to decrease
faster, resulting in a worse approximation guarantee. On the other hand, when we consider
144
a larger α as in Figure 5.3, values in red tend to be flat in certain values and well spread. In
this case, it is easier to spread the levels of LowEnvc,θ(S, S∗), which translates in a much
better approximation guarantee 0.8564.











AgMarg(S,S∗) (red) and LowEnv(S,S∗) (green)
Figure 5.2: How sharpness looks: α = 0.5, c = 1.21 and θ = 0.6394.







AgMarg(S,S∗) (red) and LowEnv(S,S∗) (green)
Figure 5.3: How sharpness looks: α = 0.9, c = 1.06 and θ = 0.8605.
In the following experiment let us fix α = 0.5. We performed six random instances
with n = 2K and different budgets K ∈ {5, . . . , 10}. Namely, out of the 13,977 movies
we select uniformly at random n movies to form the ground set. We present our results in
Figures 5.4, 5.5 and 5.6.
In Figure 5.4 we plot the variation of the approximation ratios guaranteed by the curva-
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Figure 5.4: Movie Recommendation α = 0.5: for different instances of size n = 2K,
we plot the empirical ratio of the greedy algorithm and the approximation factors obtained
from the curvature and sharpness analysis.
















Approx. Factor Comparison, n = 2K




Figure 5.5: Movie Recommendation α = 0.5: for different instances of size n = 2K, we
plot the approximation factors obtained from the curvature analysis, the sharpness analysis
with no switching point and the sharpness analysis with one single switching point.
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Figure 5.6: Movie Recommendation α = 0.5: for different instances of size n = 2K, we
plot the approximation factors obtained from the dynamic sharpness analysis with respect
to the different candidates of switching point t0.
ture analysis (blue, 1−e
−γ
γ
), the standard greedy analysis (1 − 1/e), the sharpness criterion
(in red) with respect to the budget size K, and the empirical ratio obtained by the greedy
algorithm (in orange). We observe that in this case the greedy algorithm always finds an
optimal solution, which is expected given the objective function. We also note that the cur-
vature analysis provides better results in general compared to the sharpness criterion. This
might be due to the fact that the function is well curved, which translates in a better guar-
antee. At the same time the values of the function are well distributed (not sharp) which
means worse guarantees. In Figure 5.5 we also plot (in magenta) the guarantee when we
allow one switching moment in the sharpness parameters. For this we consider switching
moments t0 = {1, . . . , K − 1} and we plot for each K the best guarantee obtained among
all options of t0. To ease the comparison, we removed the ratios obtained by the greedy
algorithm (orange in Figure 5.4). By considering a single switching moment we improve
considerably the approximation guarantee, and in some cases we obtain better results than
the curvature analysis (see K = 8). Finally, in Figure 5.6 we plot the variation of the ap-
proximation guarantees with respect to t0 and we do this for every instance of size n = 2K.
We observe that the best switching moment is generally around t0 = K/2.
In the next experiment, we consider the function f(S) = 1
m
∑
i∈[m] maxj∈S rij . This
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function is known to be non-negative, monotone, and submodular. Most of the time this
function is not 2-stable (in the sense given in Section 5.1.3) since it may have multiple
optimal solutions. We performed six random instances with n = 2K and different budgets
K ∈ {5, . . . , 10}. Namely, out of the 13,977 movies we select uniformly at random n
movies to form the ground set. We present our results in Figures 5.7, 5.8 and 5.9.























Figure 5.7: Movie Recommendation - Facility Location: for different instances of size
n = 2K, we plot the empirical ratio of the greedy algorithm and the approximation factors
obtained from the curvature and sharpness analysis.


















Approx. Factor Comparison, n = 2K




Figure 5.8: Movie Recommendation - Facility Location: for different instances of size n =
2K, we plot the approximation factors obtained from the curvature analysis, the sharpness
analysis with no switching point and the sharpness analysis with one single switching point.
In Figure 5.7 we plot the variation of the approximation ratios guaranteed by the curva-
ture analysis (blue, 1−e
−γ
γ
), the standard greedy analysis (1 − 1/e), the sharpness criterion
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Figure 5.9: Movie Recommendation - Facility Location: for different instances of size
n = 2K, we plot the approximation factors obtained from the dynamic sharpness analysis
with respect to the different candidates of switching point t0.
(in red) with respect to the budget sizeK, and the empirical ratio obtained by the greedy al-
gorithm (in orange). We observe that in this case the greedy algorithm still finds an optimal
solution. We observe that in some cases the sharpness analysis provides better guarantees
than the curvature analysis. In general, this objective tends to be flat which for the curva-
ture analysis translates in worse guarantees. When a single switching moment is considered
(see Figure 5.8) we obtain significantly better results, beating the curvature’s guarantee in
almost every instance. Finally, in Figure 5.9 we observe that the best switching moment is
generally around t0 = 2.
5.3.2 Nonparametric learning
For this application we follow the setup in [84]. Let XV be a set of random variables
corresponding to bio-medical measurements, indexed by a ground set of patients V . We
assume XV to be a Gaussian Process (GP), i.e., for every subset S ⊆ V , XS is distributed
according to a multivariate normal distribution N (µS,ΣS,S), where µS = (µe)e∈S and
ΣS,S = [Ke,e′ ]e,e′∈S are the prior mean vector and prior covariance matrix, respectively.
The covariance matrix is given in terms of a positive definite kernel K, e.g., a common
choice in practice is the squared exponential kernel Ke,e′ = exp(−‖xe − xe′‖22/h). Most
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efficient approaches for making predictions in GPs rely on choosing a small subset of data
points. For instance, in the Informative Vector Machine (IVM) the goal is to obtain a subset
A such that maximizes the information gain, f(A) = 1
2
log det(I +σ−2 ΣA,A) which was
shown to be monotone and submodular in [68]. In our experiment, we use the Parkin-
son Telemonitoring dataset [107] consisting of a total of 5, 875 patients with early-stage
Parkinson’s disease and the corresponding bio-medical voice measurements with 22 at-
tributes (dimension of the observations). We normalize the vectors to zero mean and unit
norm. With these measurements we computed the covariance matrix Σ considering the
squared exponential kernel with parameter h = 0.75. For the objective function we con-
sider σ = 1. As we mentioned before, the objective in this application is to select the k
most informative patients.
We performed six random instances with n = 2K and different budgetsK ∈ {5, . . . , 10}.
Namely, out of 5, 875 patients we randomly select n of them to construct our ground set.
We present our results in Figures 5.10, 5.11 and 5.12.























Figure 5.10: Non-parametric Learning: for different instances of size n = 2K, we plot the
empirical ratio of the greedy algorithm and the approximation factors obtained from the
curvature and sharpness analysis.
In Figure 5.10 we observe that the greedy algorithm still finds a nearly optimal solution.
We also note that in most of the instances the curvature analysis provides better guarantees
than the sharpness criterion. When a single switching moment is considered (see Figure
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Approx. Factor Comparison, n = 2K




Figure 5.11: Non-parametric Learning: for different instances of size n = 2K, we plot the
approximation factors obtained from the curvature analysis, the sharpness analysis with no
switching point and the sharpness analysis with one single switching point.





























Figure 5.12: Non-parametric Learning: for different instances of size n = 2K, we plot the
approximation factors obtained from the dynamic sharpness analysis with respect to the
different candidates of switching point t0.
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5.11) we obtain significantly better results, beating the curvature’s guarantee in almost ev-
ery instance. Finally, in Figure 5.12 we observe that the best switching moment is generally
around t0 = 3.
5.3.3 Sensor location
For this problem we follow the setup in [71]. Here, we are given a set of sensors V with
fixed locations in a specific region. Each sensor s measures certain phenomena such as
temperature, humidity and light, which define a random vector Xs. We assume that the
set of random variables XV is distributed according to a multivariate normal distribution,
which corresponds to a Gaussian Process (GP). The predictive variance of sensor s after ob-
taining observations from a subset of sensors A ⊆ V is given by σ2s|A = σ2s −ΣsAΣ−1AAΣAs,
where ΣAA is the covariance matrix of the measurements at the chosen locations A, ΣsA is
the row-vector in Σ with row s and columns A, and σ2s is the a priori variance of sensor s.
Traditionally, the goal is to find a subset A that minimizes the predictive variance. How-
ever, let us assume that the a priori variance σ2s is constant for all locations s and define the
variance reduction fs(A) := ΣsAΣ−1AAΣAs. [32] show that fs is monotone and submodular
for certain distributions. Therefore, minimizing σ2s|A is equivalent to maximizing fs when
σ2s is assumed to be constant.
We use the Intel Research Berkeley dataset of n = 44 sensors, which contains measure-
ments of temperature (T), humidity (L), and light (L). We consider data of three consecutive
days, and we construct the corresponding the covariance matrix ΣT for the temperature
measurements. We performed six random instances with n = 2K and different budgets
K ∈ {5, . . . , 10}. Namely, out of 44 sensors we randomly select n of them to construct our
ground set. We present our results in Figures 5.13, 5.14 and 5.15.
In Figure 5.13 we observe that the greedy algorithm still finds a nearly optimal solution.
We also note that in every instance the curvature analysis provides better guarantees than
the sharpness criterion (see 5.14), which does not improve beyond 1− 1/e. When a single
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Figure 5.13: Sensor Location: for different instances of size n = 2K, we plot the empirical
ratio of the greedy algorithm and the approximation factors obtained from the curvature
and sharpness analysis.


















Approx. Factor Comparison, n = 2K




Figure 5.14: Sensor Location: for different instances of size n = 2K, we plot the ap-
proximation factors obtained from the curvature analysis, the sharpness analysis with no
switching point and the sharpness analysis with one single switching point.
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Figure 5.15: Sensor Location: for different instances of size n = 2K, we plot the approx-
imation factors obtained from the dynamic sharpness analysis with respect to the different
candidates of switching point t0.
switching moment is considered (see Figure 5.14) we obtain significantly better results,
beating the curvature’s guarantee in some cases. Finally, in Figure 5.15 we observe that the
best switching moment is generally around t0 = 1 or t0 = 2.
5.3.4 Exemplar-based clustering
We follow the setup in [84]. Solving the k-medoid problem is a common way to select
a subset of exemplars that represent a large dataset V [62]. This is done by minimizing




e∈V minv∈A d(e, v), where d : V × V → R+ is a distance function that
represents the dissimilarity between a pair of elements. By introducing an appropriate
auxiliary element e0, it is possible to define a new objective f(A) := L({e0})−L(A+ e0)
that is monotone and submodular [48], thus maximizing f is equivalent to minimizing L. In
our experiment, we use the VOC2012 dataset [37] which contains around 10,000 images.
The ground set V corresponds to images, and we want to select a subset of the images
that best represents the dataset. Each image has several (possible repeated) associated
categories such as person, plane, etc. There are around 20 categories in total. Therefore,
images are represented by feature vectors obtained by counting the number of elements
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that belong to each category, for example, if an image has 2 people and one plane, then its
feature vector is (2, 1, 0, . . . , 0) (where zeros correspond to other elements). We choose the
Euclidean distance d(e, e′) = ‖xe − xe′‖ where xe, xe′ are the feature vectors for images
e, e′. We normalize the feature vectors to mean zero and unit norm, and we choose e0 as
the origin.
We performed six random instances with n = 2K and different budgetsK ∈ {5, . . . , 10}.
Namely, out of 3, 000 images we randomly select n of them to construct our ground set.
We present our results in Figures 5.16, 5.17 and 5.18.























Figure 5.16: Image Clustering: for different instances of size n = 2K, we plot the empiri-
cal ratio of the greedy algorithm and the approximation factors obtained from the curvature
and sharpness analysis.
In Figure 5.16 we observe that the greedy algorithm still finds an optimal solution. We
also note that in some instances the sharpness criterion provides better guarantees than the
curvature analysis. When a single switching moment is considered (see Figure 5.17) we
obtain slightly better results. Finally, in Figure 5.18 we observe that there is no common
best switching point.
5.4 Concluding Remarks
In this chapter, we introduced the concept of submodular sharpness as a novel candidate
to explain the performance of the standard greedy algorithm. To our knowledge, this is
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Approx. Factor Comparison, n = 2K




Figure 5.17: Image Clustering: for different instances of size n = 2K, we plot the ap-
proximation factors obtained from the curvature analysis, the sharpness analysis with no
switching point and the sharpness analysis with one single switching point.






























Figure 5.18: Image Clustering: for different instances of size n = 2K, we plot the approx-
imation factors obtained from the dynamic sharpness analysis with respect to the different
candidates of switching point t0.
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the first time that the sharpness criterion is used in the context of submodular optimization.
In simple words, this property characterizes the behavior of a submodular function around
an optimal solution. We show that when a monotone submodular function is sharper, then
better approximation factors are guaranteed. In fact, for a (c, θ)-sharp function, the stan-
dard greedy algorithm achieves a 1 − (1 − θ/c)1/θ ratio for the problem of maximizing a
non-negative monotone submodular function subject to a single cardinality constraint. We
propose two alternative generalizations: dynamic sharpness and approximate sharpness.
For both criteria we show that the greedy algorithm provides provable guarantees. We
stress that the standard greedy algorithm is adaptive to the sharpness of the objective and it
does not need the sharpness parameters as part of the input. In other words, the algorithm
does not need to have access to those parameters in order to provide provable guarantees.
An open question that remains to be answered in this chapter is whether or not the approx-
imation factor 1− (1− θ/c)1/θ is tight when the best set of parameters (c, θ) is considered.
Finally, we empirically contrast our approach with the curvature analysis and stability cri-
terion. We demonstrate via four computational studies that the sharpness criterion provides





EXTRA MATERIAL FOR CHAPTER 3
A.1 Remaining Proofs
Proof of Theorem 7. The case h = 1 is already covered by the proof of Proposition 8.
Consider the case h = n − 1 and t = 1; the other cases follow a similar construction of
linearly independent points. Let J = {0, . . . , n−2}, and assume without loss of generality








We know that z ∈ [0, 1]n3 , but for the description of the points (and the proof) we will
just consider the coordinates involved in the inequality, i.e., z ∈ [0, 1]p, where p := (2n −
1)(n − 1). For the rest of the points, the construction is similar to the one in the proof of
Proposition 8. Recall that eτk,j denotes the canonical vector in [0, 1]
p, i.e. a vector with a 1
in coordinate (k, j, τ) and zero elsewhere, indicating a match of impression k with ad j in
stage τ . Consider the elements of J as an (n− 1)-tuple, i.e., (0, . . . , n− 2). For j ∈ J , we
define
j + (0, . . . , n− 2) := (j, . . . , j + n− 2) mod (n− 1).
Any addition or substraction with j ∈ J is modulo (n− 1) for the remainder of the proof.
We denote the circulation of J as the following set of (n− 1)-tuples:
circ(J) := {j + (0, . . . , n− 2)}j∈J
= {(0, . . . , n− 2), (1, . . . , n− 2, 0), . . . , (n− 2, 0, . . . , n− 3)}.
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Note that circ(J) can be viewed as a matrix. Each element of circ(J) corresponds to a
sequence of ads in the process from stage n to stage 1. Since we have n stages and any
of those sequences has size n − 1, then clearly there is no matching in some stage or an
element repeats. We now describe the family of linearly independent points.
I. Fix k ∈ N and j ∈ J . In stage n, if node k appears, then match it to node j, with
probability 1/n. For the remaining stages match according to (j, j + 1, . . . , j + n−
2) ∈ circ(J). In terms of probability, if i appears in stage n− 1, then it is matched to

















By a simple calculation, it is easy to see that each of these points achieves the right-
hand side of (A.1). Since we chose an arbitrary k ∈ N and j ∈ J , we have n(n− 1)
points in this family.
II. Fix j ∈ J . In this family we repeat j in stages n− 1 and n− 2. If i appears in stage
n− 1, match it to node j with probability 1/n. If i appears in stage n− 2 and it did
not appear in n− 1, match it to j with probability (1− 1/n) · 1/n. For the remaining
stages match according to (j+n−2, j, j+ 1, . . . , j+n−3) ∈ circ(J); in particular,
in stage n match any k ∈ N that appears with node j + n− 2, in stage n− 3 match





















By a simple calculation, we get the right-hand side of (A.1). Since we chose an
arbitrary j ∈ J , we have n− 1 points in this family.
III. Fix j ∈ J ; in this family we have two different options in stage n − 3. If i appears
in stage n− 1, match it to j with probability 1/n. If i appears in stage n− 2, match
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it to j + 1, also with probability 1/n. If i appears in stage n − 3, match it to j + 1
with probability (1 − 1/n) · 1/n, or if j + 1 was matched in stage n − 2, then to
node j with probability (1− 1/n) · 1/n2. For the remaining stages match according
to (j + n − 2, j, j + 1, . . . , j + n − 3); in stage n match any k ∈ N that appears to































By a simple calculation, we get the right-hand side of (A.1). Since we chose an
arbitrary j ∈ J , we have n− 1 points in this family.
IV. Fix j ∈ J and stage s ∈ [n − 4]; the previous family can be generalized for stage s,
but increasing the number of options, i.e., in stage s we have n− s− 1 options from
the previous stages. If i appears in stage n−1, match it to j with probability 1/n, if i
appears in stage n−2, match it to j+1 with probability 1/n, and continue in this way
until stage s+ 1, where if i appears, match it to node j + n− s− 2 with probability
1/n. If i appears in stage s, we consider ads (j+n− s−2, . . . , j+ 1, j) in this order
of priority, so that i is matched to j + n − s − 2 with probability (1 − 1/n) · 1/n;
each subsequent ad’s probability of being matched to i decreases exponentially until
j, which has probability (1 − 1/n) · 1/nn−s−1. For the remaining stages (including
stage n) match according to (j+n− 2, j, j+ 1, . . . , j+n− 3); in stage n match any
k ∈ N that appears with j + n − 2, in s − 1 match i to j + n − s − 1 if it appears,



















































Finally, since we chose an arbitrary j ∈ J and s ∈ [n − 4], we have (n − 1)(n − 4)
points in this family.
V. Fix j ∈ J . For this family we do not match in stage n, and in the remaining stages
we match according to (j, j+ 1, . . . , j+n− 2) ∈ circ(J). If i appears in stage n− 1
match it to j with probability 1/n, if i appears in stage n− 2, match it to j + 1, and






By a simple calculation, we get the right-hand side of (A.1). Finally, since we chose
an arbitrary j ∈ J , then we have n− 1 points in this family.
With these families, we have p points in total. Denote by (k, j, τ) the index of a vector
z ∈ [0, 1]p, which indicates that k ∈ N is matched to j ∈ J in stage τ . In any of these
points consider the following order of components (starting from the first one): (1, 0, n),
(1, 1, n), . . ., (1, n−2, n), . . ., (n, 0, n), . . ., (n, n−2, n), (i, 0, n−1), . . ., (i, n−2, n−1),
. . ., (i, 0, 1), . . ., (i, n− 2, 1).
The rest of the proof consists of showing that these families define a set of linearly
independent points, and we prove this using Gaussian elimination. Arrange these points as
column vectors in a matrix A,





where B1 is a n(n − 1) × n(n − 1) diagonal matrix with entries 1/n. These columns can





Consider how the columns from families II, III, and IV look like after this elimination













































































































































































































































SinceB1 is a diagonal matrix, for the rest of the proof we focus on the matrixC, formed
by points in families IIa, IIIa, IVa and V. Next, we apply Gaussian elimination on C.
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Observe that for any s ∈ [n − 4] and g ∈ J , we can multiply row (i, g, s + 1) by
−1/n and we get the entry in row (i, g, s).





















































As before, we can multiply row (i, g, n−1) by−1/n to get the entry in row (i, g, n−
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2).
Now, we can organize the points in C as
C = [V, IIb, IIIb, IVdn−4, . . . , IV
d
s, . . . , IV
d
1],
where IVds corresponds to the block of points (g ∈ J) with s ∈ [n− 4]. C has the form
C =

Cn−1 Dn−2 0 0 0 . . . 0 0
Cn−2 − 1nDn−2 Dn−3 0 0 . . . 0 0
Cn−3 0 − 1nDn−3 Dn−4 0 . . . 0 0
... . . .
...
C2 0 0 0 0 . . . − 1nD2 D1
C1 0 0 0 0 . . . 0 − 1nD1

,
where every Ci and Di are circulant matrices [67] of size (n − 1) × (n − 1). Since the
determinant is invariant under elementary row and column operations, we can perform
Gaussian elimination (of rows) from bottom to top, and we get
C̄ =

C̄n−1 0 0 0 0 . . . 0 0
C̄n−2 − 1nDn−2 0 0 0 . . . 0 0
C̄n−3 0 − 1nDn−3 0 0 . . . 0 0
... . . .
...
C̄2 0 0 0 0 . . . − 1nD2 0




C̄n−1 = Cn−1 + n(Cn−2 − · · ·n(C2 + nC1) · · · )
= circ(1/n, 1, n, n2, . . . , nn−3),
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For C̄n−1, the last entry, nn−3, is greater than the sum of the remaining entries. The same
applies for Ds, with entry 1/n. Due to Proposition 18 in [67] all these matrices are nonsin-
gular, so C̄ is nonsingular, and therefore C is nonsingular. This implies that A is nonsin-
gular, showing that these points are linearly independent, and proceeding in the same way
as we did in the proof of Proposition 8 for the remaining components, we can show (A.1)
is facet-defining.
Proof of Theorem 8. The proof is similar to Theorem 7. Again, assume h = n − 1 and
t = 1; the remaining cases follow a similar construction of linearly independent points.
Without loss of generality we can assume that iτ = i for all τ ∈ [n − 2]. So, we have an










We construct the following linearly independent points.
I. Fix k ∈ N and j ∈ J . In stage n, if node k appears, match it to node j, with
probability 1/n. For the remaining stages match according to (j, j + 1, . . . , j + n−
2) ∈ circ(J). In terms of probability, if any k′ ∈ I appears in stage n − 1, then it
is matched to j with probability (1− 1/n) · 1/n, so the probability of matching j in



















By a simple calculation, it is easy to see that each of these points achieves the right-
hand side of (A.20). Since we chose any arbitrary k ∈ N and j ∈ J , we have n(n−1)
points in this family.
II. Fix j ∈ J and k ∈ I . In this family we repeat the same ad to match in stages n − 1
and n− 2. If k appears in stage n− 1, match it to j with probability 1/n. Then, if i
appears in stage n − 2 and k did not appear in n − 1, match it to j with probability
(1 − 1/n) · 1/n. For the remaining stages match according to (j + n − 2, j, j +
1, . . . , j+n−3) ∈ circ(J); in stage n match any k′ ∈ N that appears with j+n−2,





















By a simple calculation, we get the right-hand side of (A.1). Finally, since we chose
an arbitrary j ∈ J and k′ ∈ I , we have r(n− 1) points in this family.
V. Fix j ∈ J . In this family we do not match in stage n, and in the remaining stages we
match according to a vector in circ(J). If any k ∈ I appears in stage n− 1, match it
to j with probability 1/n, if i appears in stage n − 2, match it to node j + 1, and so











By a simple calculation, we get the right-hand side of (A.1). Since we chose an
arbitrary j ∈ J , we have n− 1 points in this family.
Families III, and IV remain the same as in the proof of Theorem 7, so in total we have
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(n − 1)(r + 2n − 2) points. The rest of the proof follows the same argument as Theorem
7.
Proof of Theorem 9. The proof follows the same argument as the previous two theorems,
the only difference being that the collection of points given by policies corresponding to I is
bigger; however, they still form a diagonal block, so we can apply the same procedure.
A.2 Detailed Experiment Results
Table A.1: Experiment results for small instances.
Instance (2.5) + (2.7) (3.7) (3.7) + (3.10) Exp. Matching (3.1) (3.9) (2.12)
S1 8.9613 8.7261 8.7170 8.5818 8.3976 8.3562 8.3452
S2 8.0125 7.7354 7.7147 7.4635 7.4055 7.4095 7.3980
S3 7.0252 6.8849 6.8795 6.8109 6.7241 6.7239 6.6546
S4 8.4799 8.1415 8.1282 8.1360 7.8468 7.8142 7.7895
S5 7.9805 7.4972 7.4654 7.3191 7.0849 7.0590 6.8223
S6 9.2650 8.5601 8.5289 8.4907 8.1364 8.1057 8.0802
S7 7.1327 6.9320 6.9155 6.7885 6.6895 6.6699 6.6709
S8 8.2993 7.8525 7.8181 7.6588 7.4762 7.4631 7.4203
S9 7.0193 6.6523 6.6320 6.4263 6.3451 6.3364 6.2574
S10 7.1206 6.9756 6.9700 6.9593 6.8103 6.7790 6.7588
S11 8.9684 8.5841 8.5519 8.3237 8.1223 8.0996 7.9973
S12 6.7110 6.4682 6.4537 6.3265 6.2555 6.2542 6.2542
S13 7.8013 7.5626 7.5543 7.7048 7.3845 7.3547 7.3122
S14 8.0801 7.7047 7.6880 7.5756 7.4003 7.3787 7.2813
S15 8.2220 8.0324 7.9922 7.9251 7.7369 7.7026 7.7021
S16 9.3714 8.8684 8.8560 8.9708 8.4948 8.4672 8.4034
S17 6.9684 6.8016 6.7739 6.6437 6.5785 6.5717 6.4977
S18 9.3936 8.8414 8.8248 8.8218 8.4484 8.4247 8.3458
S19 7.0304 6.7305 6.7138 6.5861 6.4776 6.4778 6.4772
S20 8.7322 8.4326 8.4139 8.2763 8.0769 8.0485 7.9651
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Table A.2: Experiment results for large, dense instances.
Instance (2.5) + (2.7) (3.7) Exp. Matching (3.9) (2.12)
LD1 99.8550 97.0381 99.8153 94.8957 94.8471
LD2 99.8035 97.1728 99.7964 95.5454 95.0983
LD3 99.9368 97.2471 99.8325 95.4772 95.1928
LD4 99.9083 97.3543 99.8998 95.7123 95.4918
LD5 99.9135 97.1967 99.9033 95.5889 95.3354
LD6 99.9533 97.3301 99.8303 95.5145 95.2998
LD7 99.9528 97.3809 99.9314 95.7929 95.3830
LD8 99.9100 97.3675 99.9006 95.7148 95.3640
LD9 99.7849 97.1600 99.7414 95.2710 95.0698
LD10 99.8933 97.2112 99.8805 95.6271 95.2136
LD11 99.9175 97.3080 99.8908 95.6526 95.1530
LD12 99.8668 97.3086 99.8597 95.5097 95.5914
LD13 99.7805 97.1135 99.6728 94.9733 94.6578
LD14 99.8641 97.3257 99.7695 95.3197 95.4821
LD15 99.9079 97.1715 99.8723 95.2706 95.2057
LD16 99.7806 96.8779 99.7579 94.8829 94.6222
LD17 99.7620 97.2239 99.7554 95.5676 95.4672
LD18 99.9504 97.3627 99.8417 95.7888 95.5311
LD19 99.9603 97.4715 99.9530 95.8706 95.7686
LD20 99.9392 97.1932 99.9263 95.2861 95.1938
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Table A.3: Experiment results for large, sparse instances.
Instance (2.5) + (2.7) (3.7) (3.7) + (3.10) Exp. Matching (3.9) (2.12)
LS1 79.1015 74.7635 74.7260 72.3904 69.7186 69.0988
LS2 79.0703 75.3885 75.3555 73.3026 70.8925 70.2621
LS3 78.0157 74.3402 74.3051 72.0072 69.6943 69.1178
LS4 78.6983 74.6555 74.6181 72.3612 69.7633 69.1302
LS5 81.8877 76.7406 76.7085 74.9893 71.6122 70.7586
LS6 81.4750 77.6830 77.6517 75.5756 72.8110 72.3019
LS7 84.0754 79.2133 79.1825 77.4263 73.6374 72.3566
LS8 71.9270 69.5745 69.5391 67.6728 65.7709 65.4557
LS9 77.0648 73.8295 73.7947 71.4234 69.3153 68.5672
LS10 82.5481 77.2318 77.2028 75.3500 72.2398 71.4496
LS11 73.6532 70.8502 70.8139 68.2690 66.2972 64.9590
LS12 81.1134 77.2298 77.1911 74.8116 71.9705 71.3263
LS13 75.2453 72.2625 72.2297 70.0278 67.6604 66.7906
LS14 80.7172 75.8009 75.7654 74.1015 70.7923 70.3709
LS15 74.7313 72.2967 72.2627 69.7801 68.0195 67.1434
LS16 75.9530 72.2955 72.2691 70.2883 67.5794 66.6571
LS17 78.9469 74.2399 74.2093 72.6022 69.4289 68.6303
LS18 79.2340 74.8535 74.8261 73.3324 70.1805 69.6408
LS19 78.6156 75.6028 75.5745 73.7973 71.2080 70.6332
LS20 82.8804 78.4299 78.3911 76.6972 73.1519 72.9224
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APPENDIX B
EXTRA MATERIAL FOR CHAPTER 4
B.1 Remaining Proofs
Proof of Lemma 4. For every t ∈ [T ] define a matroidMt = (V ×{t}, I×{t}) = (Vt, It).
Given this, the union matroid is given by a ground set V [T ] =
⋃T
t=1 Vt, and independent set
family I [T ] = {S ⊆ V 1:T : S ∩ Vt ∈ It}. Define H(X) :=
∑
t∈[T ] H
t(xt) for any matrix
X ∈ P(M)T , where xt denotes the t-th column of X . Clearly, ∇(e,t)H(X) = ∇eH t(xt).
Moreover, the Hessian corresponds to
∇2(e1,t),(e2,s)H(X) =
 0 if t 6= s∇2e1,e2Ht(xt) if t = s
Consider any X, Y ∈ P(M)T with |yte − xte| ≤ δ. Therefore, a Taylor’s expansion of H
gives
H(Y ) = H(X) +∇H(X) · (Y −X) + 1
2
(Y −X)>∇2H(ξ) · (Y −X)














Finally, by using property 3 in Lemma 3 and by bounding the Hessian (and ussing the fact






∇eH t(xt)(yte − xte)−O(Tn2δ2α),
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∇eH t(xt)(yte − xte)−O(Tn2δ2α).
B.2 Extended Stochastic Greedy for Partition Matroid
Consider a partition {P1, . . . , Pq} on ground set V with nj := |Pj| for all j ∈ [q] and a
family of feasible sets I = {S ⊆ V : |S ∩ Pj| ≤ kj ∀j ∈ [q]} which for a matroid
M = (V, I). We can construct a heuristic based on the stochastic greedy algorithm [84]





elements from each part Rj ∼ Pj , where nj := |Pj|. And then, it obtains
the element with the largest marginal value among elements in ∪j∈[q]Rj .
Even though, we are not able to state any provable guarantee, we use Algorithm 12 as
inner loop for solving the robust problem (4.1) with ` = dlog 2k
ε
e.
Algorithm 12 Extended Stochastic-Greedy for Partition Matroid
Input: ` ≥ 1, monotone submodular function g : 2V → R+, partition matroid M =
(V, I), ε′ > 0.
Output: sets S1, . . . , S` ∈ I.
1: for τ = 1, . . . , ` do
2: Sτ ← ∅
3: while Sτ is not basis inM do









6: Sτ ← Sτ + e∗.
B.3 Pseudo-Code for the Offline Bi-criteria Algorithm
In this section, we present the pseudo-code of the main algorithm that we use for the exper-
iments in Section 4.2.2. Algorithm 13 works as follows: in an outer loop we obtain an esti-
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mate γ on the value of the optimal solution OPT via a binary search. For each guess γ we
define a set function gγ(S) := 1
k
∑
i∈[k] min{fi(S), γ}. Then, we run an extended algorithm
A (either the standard greedy, threshold greedy, or the adapted version of the stochastic
greedy) on gγ . If at some point the solution S satisfies mini∈[k] fi(S) ≥ (1−ε/2)γ, we stop
and update the lower LB = mini∈[k] fi(S), since we find a good candidate. Otherwise, we
continue. After finishing round τ , we check if we realize the guarantee gγ(∪τj=1Sj) ≥ ατ ·γ.
If not, then we stop and update the upper bound UB = γ, otherwise we continue. Finally,
we stop the binary search whenever LB and UB are sufficiently close. We consider fac-
tor guarantees (line 17 in Algorithm 13) ατ = 1 − 1/2τ for E-G and or E-StochG, and
ατ = 1− 1/(2− δ)τ for E-ThG.
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Algorithm 13 Pseudo-code to get bi-criteria solutions
Input: ε > 0, monotone submodular functions {fi}i∈[k], partition matroid P1, . . . , Pq, and
subroutine A.
Output: sets S1, . . . , S` ∈ I.




3: γ = (UB + LB)/2
4: for τ = 1, . . . , ` do
5: Sτ = ∅.
6: Compute marginals ρ(e) = gγ(S + e)− gγ(S) for all e ∈ V .
7: if maxe ρ(e) ≤ 0 then
8: if mini fi(∪τj=1Sj) ≥ (1− ε)γ then
9: Update LB = mini fi(∪τj=1Sj)
10: else
11: Update UB = γ
12: Break
13: else
14: Obtain Sτ ← A(gγ,∪τ−1j=1Sj)
15:
16: if gγ(∪τj=1Sj) < ατ · γ then
17: Update UB = γ.
18: Break
19: else
20: if mini fi(∪τj=1Sj) ≥ (1− ε)γ then
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monotone submodular function subject to a matroid constraint”. In: SIAM Journal
on Computing 40.6 (2011), pp. 1740–1766.
179
[24] Nicolo Cesa-Bianchi and Gabor Lugosi. Prediction, Learning, and Games. Cam-
bridge University Press, 2006.
[25] Vaggos Chatziafratis, Tim Roughgarden, and Jan Vondrák. “Stability and Recovery
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