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We consider the global well-posedness for the Cauchy problem
of the mass-critical nonlinear Schrödinger equations in the peri-
odic case. We show that it is globally well-posed in Hs(T) for any
s > 2/5. This improves the related work of Bourgain (2004) [2].
The key point is that we combine I-method with the resonant
decomposition, which is developed in Colliander et al. (2008) [9],
Li et al. (2011) [15], Miao et al. (2010) [16]. Another new ingredi-
ent here is that we obtain a bilinear Strichartz estimates in the pe-
riodic case which improves slightly the result given in De Silva
et al. (2007) [11].
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the Cauchy problem for the periodic nonlinear Schrödinger equation:
{
i∂tu + ∂2x u − |u|4u = 0, u : T × [0, T ] → C,
u(x,0) = φ(x) ∈ Hs(T), (1.1)
where T = R/Z is the torus. The equation is mass-critical since the scaling
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leaves both the equation and the mass
∫
T
|u(x, t)|2 dx invariant.
The Cauchy problem (1.1) has been studied by several authors. It is known that (1.1) is local well-
posedness in Hs(T) for all s > 0, see Bourgain [1]. An immediate conclusion from [1] is the global









|u|6 dx = E(φ).
In [2], Bourgain combined the “norm form reduction” method with “I-method” to obtain the
global well-posedness in Hs(T) for s > 12 , moreover, by a reﬁned trilinear Strichartz inequality, the
author further extended the index to s > s∗ for some s∗ < 12 . Based on the symplectic transforma-
tions, the “norm form reduction” method is to remove the strongly non-resonant part of Hamiltonian
and thus reduce the nonlinearity to its “essential” part (in certain sense). The I-method, developed
by Colliander, Keel, Staﬃlani, Takaoka and Tao (see [6,7] for examples), is based on the correction
analysis of certain modiﬁed Hamiltonians and iteration. For the real line case, please refer to [3–5,7,
9,10,12,14,15,17,18], etc.
In this paper, the main result is
Theorem 1.1. The Cauchy problem (1.1) is globally well-posed in Hs(T) for s > 25 .
The main idea is combing I-method with the resonant decomposition. Since the resonant interac-
tions appears in the second correction term and the resonant set is large in this situation, it is hard
to add the “correction term” to the modiﬁed energy E(Iu) in a naive way (see [6,7] for examples). It
is unlike the 1D cubic Schrödinger equation and the KdV equation cases. In these two cases the equa-
tions are completely integrable and the resonant sets are quite small and manageable. To overcome
the resonant interactions, we make use of the resonant decomposition developed in [9,15,16]. More
precisely, we will split the multiplier M6 in the derivation of the ﬁrst modiﬁed energy as
M6 := M6 + M˜6,
where M6 contains some well-behaving term, and M˜6 contains the rest term and meanwhile it is
“non-resonant”. Therefore, on one hand we expect to give a better decay from the corresponding
term on M6. On the other hand, since M˜6 is “non-resonant”, we treat it by introducing a “correction-
term” to the ﬁrst generation modiﬁed energy and can also obtain a better decay from it. This method
is analogous to the “norm form reduction” in [2] and the resonant decomposition in [9].
In addition, we shall use a slightly reﬁnement of the bilinear Strichartz estimate obtained in [11].
Let us have a look at the real line case:∥∥∥∥ ∫
ξ=ξ1+ξ2
eixξ1−itξ21 eixξ2−itξ22 |ξ1 − ξ2| 12 φ̂1(ξ1)φ̂2(ξ2)dξ1
∥∥∥∥
L2xt
 ‖φ1‖L2‖φ2‖L2 . (1.2)
(See [15] for example.) This bilinear Strichartz estimate presents a very useful smoothing effect in
some special cases, especially when φ1 and φ2 have different frequent support. In this paper, we give
a bilinear Strichartz estimates in the periodic case (see Proposition 2.1), which is corresponding to
(1.2) in the periodic case and is an improvement version in [11].
The paper is organized as follows. In Section 2, we introduce some notations and state some pre-
liminary estimates that will be used throughout this paper, especially, we prove the bilinear Strichartz
estimates in this section. In Section 3, we prove a variant local well-posedness theory, review the
I-method and obtain an upper bound on the increment of the modiﬁed energy. In Section 4, we give
the proof of Theorem 1.1.
Y. Li et al. / J. Differential Equations 250 (2011) 2715–2736 27172. Notations and preliminary estimates
We use A  B or B  A to denote the statement that A  C B for some large constant C which
may vary from line to line, and may depend on the data and the index s. When it is necessary,
we will write the constants by C1,C2, . . . to see the dependency relationship. We use A ∼ B to
mean A  B  A. We use A  B to denote the statement A  C−1B . Moreover, a = O (b) means
|a| |b|; a = o(b) means |a|  |b|. The notation a+ denotes a +  for any small  , and a− for a −  .
〈·〉 = (1 + | · |2)1/2, Dαx = (−∂2x )α/2 and Jαx = (1 − ∂2x )α/2. We use ‖ f ‖Lpx Lqt to denote the mixed norm
(
∫ ‖ f (x, ·)‖pLq dx) 1p . Moreover, we denote Fx to be the Fourier transform corresponding to the vari-
able x.
Now we introduce some other notations and deﬁnitions. We deﬁne (dk)λ to be the normalized
counting measure on Tλ = R/λZ such that∫











e−2π ixk f (x)dx,
and thus the Fourier inversion formula
f (x) =
∫
e2π ixk fˆ (k) (dk)λ.
The usual properties of the Fourier transform hold





fˆ (x)gˆ(x) (dk)λ (Parseval identity); (2.4)
f̂ g(k) = fˆ ∗λ gˆ(k) =
∫
fˆ (k − k1)gˆ(k1) (dk)λ (Convolution property). (2.5)
We deﬁne the Sobolev space Hs([0, λ]) with the norm:
‖ f ‖Hs([0,λ]) =
∥∥〈k〉s fˆ (k)∥∥L2((dk)λ).
For s,b ∈ R, we deﬁne the Bourgain space for the λ-periodic Schrödinger equation to be the closure
of the Schwartz class under the norm
‖u‖X±s,b ≡
( ∫ ∫
〈k〉2s〈τ ± k2〉2b∣∣uˆ(k, τ )∣∣2 (dk)λ dτ)1/2. (2.6)
In particular, we write Xs,b ≡ X+s,b . For an interval Ω , we deﬁne XΩs,b to be the restriction of Xs,b on
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‖u‖XΩs,b = inf
{‖U‖Xs,b : U |t∈Ω = u|t∈Ω}. (2.7)
When Ω = [−δ, δ], we write XΩs,b as Xδs,b .
Let s < 1 and N  1 be ﬁxed, we deﬁne the Fourier multiplier operator IN,s by
Î N,su(k) =mN,s(k)uˆ(k), (2.8)




N1−s|k|s−1, |k| > 2N. (2.9)
Sometimes we denote IN,s and mN,s as I and m respectively for short if there is no confusion.
It is obvious that the operator IN,s maps Hs(T) into H1(T) for any s < 1. More precisely, there
exists some positive constant C such that
C−1‖u‖Hs  ‖IN,su‖H1  CN1−s‖u‖Hs . (2.10)
Now we state some well-known Strichartz estimates. By the Strichartz estimate in [1] and rescal-
ing, we have (see [11] for example for the proofs)
‖u‖L4xt ([0,λ]×R)  ‖u‖X±0, 38 +
, (2.11)
and




Moreover, Sobolev’s embedding inequality implies that
‖u‖L∞x L∞t ([0,λ]×R)  ‖u‖X±1
2 +, 12 +
. (2.13)
Interpolating (2.12) and (2.13), we have




where θ(q) = 12 − 3q and 6 q∞.
Now we give some bilinear estimates. We write Sλ(t) to be the solution map of the linear
Schrödinger equation
i∂tu + ∂xxu = 0, x ∈ [0, λ], t ∈ R,
that is,
Ŝλ(t)φ(k) = e−i(2πk)2t φˆ(k).
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Deﬁne the Fourier integral operators I−N ( f , g) by
̂I−N ( f , g)(k) =
∫
k=k1+k2
χ{|k1−k2|N} fˆ (k1)gˆ(k2) (dk1)λ, (2.15)
then we have




1, N  1,
( 1N + 1λ )
1
2 , N > 1.
(2.17)
Proof. It is a slight modiﬁcation of the proof in [11] (see also [7]), we present it brieﬂy here. It follows
easily by Hölder and (2.11) when N  1. So we only consider it when N  1. Then, by Plancherel’s






































 C(N, λ)2. (2.18)






























2720 Y. Li et al. / J. Differential Equations 250 (2011) 2715–2736where we set a = 2τ − k2 above and thus one has |a| N2 by (2.20). For any x1, x2 ∈ A, by (2.21) we
have
|x1 − x2| = |√a+ ε1 − √a + ε2 | = |ε1 − ε2|√








Then by (2.18) and (2.19), we have the claim. 
Remark 2.1. Note that (2.16) becomes exactly (1.2) when λ → ∞ (at least when N  1).
As a corollary, we have another bilinear Strichartz estimate. Let the integral operators I+N ( f , g)
denote
̂I+N ( f , g)(k) =
∫
k=k1+k2
χ{|k1+k2|N} fˆ (k1)gˆ(−k2) (dk1)λ, (2.22)
then we have
Corollary 2.1. Let I+N be deﬁned as (2.22), then for any φ1, φ2 ∈ L2([0, λ]),∥∥I+N (η(t)Sλ(t)φ1, η(t)Sλ(t)φ2)∥∥L2xt  C(N, λ)‖φ1‖L2‖φ2‖L2 , (2.23)
where C(N, λ) is the same as (2.17).














 C(N, λ)2. (2.24)











Z: k2 = k − k1, |k| N, k1 = τ + k






Then the claim follows by combining the above and (2.24). 
Proposition 2.2. Let u, v be the λ-periodic functions of x, and suppt u(t, x), suppt v(t, x) ⊂ [−λ,λ], then for
the operators I±N deﬁned in (2.15), (2.22), we have∥∥I±N (u, v)∥∥L2xt  C(N, λ)‖u‖X±0, 12 +‖v‖X±0, 12 + . (2.25)
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3.1. Rescaling
Our aim of this paper is to construct the 1-periodic solution of (1.1) on arbitrary time interval
[0, T ]. Write
uλ(x, t) = λ− 12 u
(
x/λ, t/λ2
); φλ(x) = λ− 12 φ(x/λ),
then uλ satisﬁes {
i∂tuλ + ∂2x uλ − |uλ|4uλ = 0, uλ : [0, λ] × [0, T ] → C,
uλ(x,0) = φλ(x).
(3.26)
Moreover, the solution u of (1.1) exists on [0, T ] if and only if uλ exists on [0, λ2T ]. By (2.10) and
m(k) 1, we get that
‖Iφλ‖L2x  ‖φλ‖L2x = ‖φ‖L2x ; ‖∂x Iφλ‖L2  N1−s/λs · ‖φ‖Hs .
Hence, if we choose
λ ∼ N 1−ss , (3.27)
then we have
‖Iφλ‖H1  1. (3.28)
From now on, we consider uλ instead of u, and our task is to construct the λ-periodic solution
of (3.26) on [0, λ2T ]. For simplicity, we drop the subscript λ until the last section.
3.2. A variant local well-posedness
In this subsection, we will give a variant local well-posedness result as follows. We do not try to
obtain the sharp result here (one may also refer to [11]). Recall that we write uλ as u, and φλ as φ
for simplicity.





Proof. First for any s ∈ R,− 12 < b′  b  0, we have (see [13] for example)∥∥η(t/δ) f ∥∥Xs,b′  δb−b′∥∥η(t/δ) f ∥∥Xs,b ,










. (3.30)2 8 xt







∥∥ J sxu∥∥L4xt ‖u‖4L8xt  λ0+‖u‖5Xs, 12 + . (3.31)
This completes the proof of the lemma. 
By the standard iteration argument and Lemma 12.1 in [8], we have the following local result.
Proposition 3.1. Let s > 18 , then the Cauchy problem (3.26) is locally well-posed for the initial data φ satisfying
Iφ ∈ H1(T). Moreover, the solution exists on the interval [0, δ] with the lifetime
δ ∼ λ−‖IN,su0‖−μH1 (3.32)
for any small  > 0 and some μ > 0. Further, the solution satisﬁes the estimate
‖Iu‖Xδ
1, 12 +
 ‖Iφ‖H1 . (3.33)
3.3. Modiﬁed energies and the I-method
From now on, let u be the solution of (3.26). For an even integer n and an n-multiplier
Mn(k1, . . . ,kn) deﬁned on the hyperplane
Γn =
{
(k1, . . . ,kn): k1 + · · · + kn = 0
}
, (3.34)
we deﬁne the quantity
Λn(Mn; f1, . . . , fn) ≡
∫
Γn
Mn(k1, . . . ,kn)
n∏
j=1
Fx f j(k j, t) (dk1)λ · · · (dkn−1)λ,















(−1) jk2j ; X j(Mn) = Mn(k1, . . . ,k j−1,k j + · · · + k j+4,k j+5, . . . ,kn+4).




) := E(Iu) = 1
2
∥∥∂x Iu(t)∥∥2L2 + 16∥∥Iu(t)∥∥6L6
= Λ2(σ2) + Λ6(σ6), (3.36)
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σ2 := −1
2
m(k1)k1m(k2)k2; σ6 := 1
6
m(k1) · · ·m(k6).






)= Λ6(M6) + Λ10(M10), (3.37)
where




(−1)( j+1)m2(k j)k2j + σ6α6 := M16 + M26;
M10(k1, . . . ,k10) := i
6∑
j=1
(−1) j X j(σ6).
We adopt the notation that ∣∣k∗1∣∣ ∣∣k∗2∣∣ · · · ∣∣k∗6∣∣ · · · ∣∣k∗10∣∣.
It is obvious that M6,M10 = 0 if |k∗1|  N . Thus we may assume∣∣k∗1∣∣∼ ∣∣k∗2∣∣ N.
Moreover, for M6, by the symmetry, we may restrict further
|k1| |k3| |k5|, |k2| |k4| |k6|, and |k1| |k2|.
Hence under these assumptions, we have k∗1 = k1, k∗2 = k2 or k3. Now denote
Υ = {(k1, . . . ,k6) ∈ Γ6: ∣∣k∗1∣∣∼ ∣∣k∗2∣∣ N};
Ω1 =
{












(k1, . . . ,k6) ∈ Υ : |k1| ∼ |k6|, |k6|  |k3|, and
either |k1| = |k2| + o
(|k1|) or k2 · k4 > 0, k2 · k6 > 0};
Ω5 =
{
(k1, . . . ,k6) ∈ Υ : |k1| ∼ |k2| N 







)= Λ6(M6) + Λ6(M˜6) + Λ10(M10),
where





Ω j, and χ is the characterization function of the set.
Note that Ω is the non-resonant region, while Υ6/Ω is the resonant region.
















(−1) j(X4j (σ6) + X4j (σ˜6)).
Remark 3.1. As shown in [15], we describe the resonant decomposition again. A nature choice of the
second modiﬁed energy is E2I (u(t)) = Λ6(σˇ6) + E1I (u(t)) with σˇ6 = −M6/α6, but unfortunately, σˇ6 is
singular and hard to handle. The strategy used here is to split the M6 into two part: M6 and M˜6.
To see clearly the properties of two parts, we only consider the situation of |k∗2|  N  |k∗3|. On
one hand, we see that M6  |k∗3||k∗4| (see Lemma 3.4(ii) below; compared to M6, we may only get:
|M6| |k∗1||k∗3|), which is a relatively low frequency term. On the other hand, we have |M˜6|  |α6|,
which is referred to be non-resonant. Therefore, by deﬁning E2I (u(t)) as (3.39), we may treat M6 rea-
sonably with remaining M6 and deducing M˜6 to a part of M10, which is a higher order cancellation.
Lemma 3.2. |M˜6| |α6|, i.e. |σ˜6| 1.
Proof. It is much similar to Lemma 3.1 in [15]. Since |M62/α6| = |σ6| 1, it suﬃces to show that∣∣χΩ j M16∣∣ |α6|, for j = 1, . . . ,5, (3.41)
that is, for (k1, . . . ,k6) ∈ Ω ,∣∣m2(k1)k21 −m2(k2)k22 + · · · +m2(k5)k25 −m2(k6)k26∣∣ ∣∣k21 − k22 + · · · + k25 − k26∣∣.
First, we have ∣∣M16∣∣ k21. (3.42)
In Ω1, |k1|  |k2|, so we have
|α6| ∼ |k1|2. (3.43)
Then (3.41) for j = 1 follows from (3.42).
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k∗1 · k∗2 < 0, k∗2 · k∗3 > 0, (3.44)
which implies that
∣∣k∗1∣∣= ∣∣k∗2∣∣+ ∣∣k∗3∣∣+ o(∣∣k∗3∣∣). (3.45)
If k∗2 = k2, k∗3 = k3, then by (3.44) and (3.45),




= 2k2 · k3 + 2k23 + o
(
k23
)∼ k2 · k3. (3.46)
For M˜16, we ﬁrst claim that, for any k,k
′ ∈ R, |k| |k′|,
∣∣m2(k)k2 −m(k′)k′2∣∣m2(k)(k2 − k′2). (3.47)
Indeed, if |k|  |k′|, then it follows by triangle’s inequality. While if |k| ∼ |k′|, it follows from the mean
value theorem. By (3.47) and similar estimate as in (3.46), we have
∣∣χΩ2\Ω1M16∣∣ ∣∣m2(k1)k21 −m2(k2)k22∣∣+ |k3|2 + · · · + |k6|2

∣∣k21 − k22∣∣+ |k3|2 ∼ k2 · k3. (3.48)
Then (3.41) in this case follows by combining (3.46) with (3.48).
If k∗2 = k2, k∗3 = k4, then by (3.45), we have
k21 − k22 − k24 =
(
k2 + k4 + o(k4)




k21 − k22 − k24
)+ o(|k4|2)∼ k2 · k4.
Similar to (3.48), we have |χΩ2\Ω1M16| ∼ k2 · k4 in this case. So we have the desired result in (3.41) in
this situation.




k21 + k23 − k22
)+ o(|k2|2) k21 + o(|k2|2)∼ k21.
Then the desired result in (3.41) in this case follows from (3.42). To sum up, we obtain (3.41) for
j = 2.




k21 − k22 + k23 + k25
)+ o(|k1|2) (k23 + k25)∼ |k1|2.
Then (3.41) for j = 3 follows from (3.42) again.
2726 Y. Li et al. / J. Differential Equations 250 (2011) 2715–2736In Ω4\Ω1, we have {k∗1,k∗2,k∗3,k∗4} = {k1,k2,k4,k6} and |k1| ∼ |k2| ∼ |k4| ∼ |k6|. By the deﬁnition,
we split this domain into the following two cases:
|k1| = |k2| + o
(|k1|); k2 · k4 > 0, k2 · k6 > 0.




)− ∣∣k21 − k22∣∣− ∣∣k23 + k25∣∣= (k24 + k26)+ o(|k1|2)∼ |k1|2. (3.49)
If k2 · k4 > 0, k2 · k6 > 0, then we have |k1| = |k2| + |k4| + |k6| + o(|k6|), which implies that
k21 − k22 − k24 − k26 =
(
k2 + k4 + k6 + o(k4)
)2 − k22 − k24 − k26





k21 − k22 − k24 − k26
)+ o(|k1|2)∼ |k1|2. (3.50)
Then (3.41) for j = 4 follows from (3.42), (3.49) and (3.50).
In Ω5, we have
|α6| ∼
∣∣k21 − k22∣∣.
By (3.47), we obtain
∣∣χΩ5M16∣∣ ∣∣m2(k1)k21 −m2(k2)k22∣∣+ ∣∣k23 − k24 + k25 − k26∣∣

∣∣k21 − k22∣∣+ ∣∣k23 − k24 + k25 − k26∣∣∼ ∣∣k21 − k22∣∣.
So we have (3.41) for j = 5. This completes the proof of the lemma. 
Now we give the comparison between E1I (u(t)) and E
2
I (u(t)).
Lemma 3.3. For any s > 13 , we have ∣∣Λ6(σ˜6)(t)∣∣ N0− ∥∥Iu(t)∥∥6H1x .
Proof. By Lemma 3.1, it suﬃces to show
∫
Γ6
Fx f1(k1, t)Fx f2(−k2, t) · · ·Fx f6(−k6, t)
〈k1〉m(k1) · · · 〈k6〉m(k6)  N
0− ‖ f1‖L2x · · · ‖ f6‖L2x . (3.51)
Without loss of generality, we may assume that {k1,k2} = {k∗1,k∗2}. Note that |k∗1| ∼ |k∗2| N and
〈k〉m(k) = 〈k〉, for |k| N; 〈k〉m(k) ∼ N1−s|k|s, for |k| N,
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N0−
∥∥ f1(t)∥∥L2x∥∥ f2(t)∥∥L2x∥∥ J− 12−x f3(t)∥∥L∞x · · ·∥∥ J− 12−x f6(t)∥∥L∞x .
Hence we have the result by Sobolev’s inequality. 
3.4. An upper bound on the increment of E2I (u(t))
To bound the increment of E2I (u(t)) is the key ingredient in the lower regularity theory. By (3.40),
it suﬃces to obtain the related 6-linear and 10-linear estimates.
First, we establish the following pointwise estimates on the multiplier M6.
Lemma 3.4. The multiplier M6 is deﬁned in (3.38), then, we have
(i) |M6|m(k∗1)m(k∗3)|k∗1||k∗3|.
(ii) If |k∗1| ∼ |k∗2| N  |k∗3|, then |M6| |k∗3||k∗4|.
(iii) If |k1 + k2| |k5 + k6|, then |M6|m(k1)|k1| ·max{|k5|, |k6|}.
(iv) If |k1 + k2|  |k5 + k6|, then |M6|m(k1)|k1||k1 + k2|.
Proof. Since M6 = 0 when |k1|, . . . , |k6|  N , we may assume that (k1, . . . ,k6) ∈ Υ . Thus we have
M6 = (χΓ6 − χΩ)M16.
For (i), if |k∗1| ∼ |k∗3|, since m(k)|k| is increasing in k, and thus we have
m(k j)|k j |m(k1)|k1|, for j = 1, . . . ,6, (3.52)
which implies that








Now we consider the case: |k∗1|  |k∗3|. Since |k1| ∼ |k2| in Γ6\Ω1, we have {k∗1,k∗2} = {k1,k2}. There-
fore, by (3.47) and (3.52), we obtain
|M6|
∣∣m2(k1)k21 −m2(k2)k22∣∣+m2(k∗3)∣∣k∗3∣∣2









For (ii), under the assumption of (ii), it holds that {k∗1,k∗2} = {k1,k2}. Then for (k1, . . . ,k6) ∈ Γ6\Ω5,
by (3.47) we have
|M6|
∣∣m2(k1)k21 −m2(k2)k22∣∣+ ∣∣k23 − k24 + k25 − k26∣∣

∣∣k21 − k22∣∣+ ∣∣k23 − k24 + k25 − k26∣∣

∣∣k23 − k24 + k25 − k26∣∣ ∣∣k∗3∣∣2.
Hence we get (ii) by the fact that |k∗3| ∼ |k∗4| in Γ6\Ω2.
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|M6|
∣∣m2(k1)k21 −m2(k2)k22∣∣+ ∣∣m2(k3)k23 −m2(k4)k24∣∣+ ∣∣m2(k5)k25 −m2(k6)k26∣∣




For (iv), note that |k1 + k2| ∼ |k3 + k4|  |k5 + k6|, thus by the similar estimate as in (3.53), we
have
|M6|m2(k1)|k1||k1 + k2| +m(k1)|k1||k3 + k4| +m(k1)|k1||k5 + k6|
∼m(k1)|k1||k1 + k2|.
This completes the proof of the lemma. 
Next, we aim to give the 6-linear and 10-linear estimates. Before doing this, we adopt a notation.






Then the constant C(N, λ) deﬁned in (2.17) satisﬁes
C(N, λ) = N−α(s), when N  1.





∣∣∣∣∣ N−2−2α(s)+λ0+ ‖Iu‖6Xδ1, 12 + . (3.55)
Proof. Since M6 = 0 for |k1|, . . . , |k6|  N , we may assume that |k∗1| ∼ |k∗2|  N . To extend the inte-
gration domain from [0, δ] to R, we may need to borrow |k∗1|0− from the multiplier (see [6] for the
argument), but this will not be mentioned since it will only be recorded by N0+ at the end. Therefore,
by Plancherel’s identity and the fact ˆ¯f (k, τ ) = ¯ˆf (−k,−τ ), we only need to show
∫
Γ 26
M6(k1, . . . ,k6) f̂1(k1, τ1) · · · f̂6(k6, τ6)
〈k1〉m(k1)〈k6〉m(k6)









where the set Γ 26 = {(k, τ ): k = (k1, . . . ,k6), τ = (τ1, . . . , τ6), k1 + · · · + k6 = 0, τ1 + · · · + τ6 = 0}.
Without loss of generality, we may assume that f̂ j , j = 1, . . . ,6, are real positive functions. Now we
divide Γ 26 into four regions:
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{
(k, τ ) ∈ (Γ6\Ω) × Γ6:
∣∣k∗2∣∣ N  ∣∣k∗3∣∣};
A2 =
{
(k, τ ) ∈ (Γ6\Ω) × Γ6:
∣∣k∗3∣∣ N  ∣∣k∗4∣∣};
A3 =
{
(k, τ ) ∈ (Γ6\Ω) × Γ6:
∣∣k∗4∣∣ N  ∣∣k∗5∣∣};
A4 =
{
(k, τ ) ∈ (Γ6\Ω) × Γ6:
∣∣k∗5∣∣ N}.
It suﬃces to show that for j = 1, . . . ,4,
∫
A j
M6(k1, . . . ,k6) f̂1(k1, τ1) · · · f̂6(k6, τ6)
〈k1〉m(k1)〈k6〉m(k6)  RHS of (3.56). (3.57)
Step 1: estimate in A1. By Lemma 3.4(2), we have |M6| |k∗3||k∗4|, which implies that
LHS of (3.57) N2s−2
∫
A1









f̂ ∗1 f̂ ∗3 · f̂ ∗2 f̂ ∗4 · J−1x f̂ ∗5 · J−1x f̂ ∗6 , (3.58)
where f ∗j is one that f̂
∗
j = f̂ ∗j (k∗j , τ ∗j ). Note that |k∗1 ± k∗3| ∼ |k∗1|  N and |k∗2 ± k∗4| ∼ |k∗2|  N in A1,
and by the deﬁnitions (2.15) and (2.22), Plancherel’s identity, Hölder’s inequality, (2.13) and (2.25), we
have




f ∗1 , f ∗3
) · I±N ( f ∗2 , f ∗4 ) · J−1x f ∗5 · J−1x f ∗6 dxdt
 N−2
∥∥I±N ( f ∗1 , f ∗3 )∥∥L2xt∥∥I±N ( f ∗2 , f ∗4 )∥∥L2xt∥∥ J−1x f ∗5 ∥∥L∞xt ∥∥ J−1x f ∗6 ∥∥L∞xt








 RHS of (3.56).
This implies (3.57) for j = 1.
Step 2: estimate in A2. It vanishes since A2 = ∅.
Step 3: estimate in A3. Note that in this case, we have
LHS of (3.57) N4s−4
∫
A3
|M6(k1, . . . ,k6)| f̂1(k1, τ1) · · · f̂6(k6, τ6)
|k∗1|s|k∗2|s|k∗3|s|k∗4|s〈k∗5〉〈k∗6〉
. (3.59)
We further split A3 into two regions and denote
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{




(k, τ ) ∈ A3:
∣∣k∗1∣∣∼ ∣∣k∗3∣∣}.
Case 1: estimate in A31. By Lemma 3.4(i), we have |M6|m(ξ∗1 )m(ξ∗3 )|k∗1||k∗3|, and note that∣∣k∗1 ± k∗3∣∣∼ ∣∣k∗1∣∣ N, ∣∣k∗2 ± k∗4∣∣∼ ∣∣k∗2∣∣ N in A31.
Similar to the estimate in A1, we have
LHS of (3.57) N2s−2
∫
A31






f ∗1 , f ∗3
) · I±N ( f ∗2 , f ∗4 ) · J−1x f ∗5 · J−1x f ∗6
 N−2
∥∥I±N ( f ∗1 , f ∗3 )∥∥L2xt∥∥I±N ( f ∗2 , f ∗4 )∥∥L2xt∥∥ J−1x f ∗5 ∥∥L∞xt ∥∥ J−1x f ∗6 ∥∥L∞xt
 RHS of (3.56).
Case 2: estimate in A32. Note that |k∗3| ∼ |k∗4| in Γ6\Ω2, we have∣∣k∗1∣∣∼ ∣∣k∗2∣∣∼ ∣∣k∗3∣∣∼ ∣∣k∗4∣∣ in A32.
Now we further split A32 into three regions,
A321 =
{
































(k, τ ) ∈ A321: k1 > 0, k2 < 0, k3 > 0, k4 < 0
}
.
Estimate in A3211. By Lemma 3.4(i), we have |M6|m(k∗1)m(k∗3)|k∗1||k∗3|, which implies that
LHS of (3.57) N2s−2
∫
A3211









f̂1 f̂3 · f̂2 f̂4 · ̂J−1x f5 · ̂J−1x f6. (3.60)
3211
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|k1 − k3| = |k1| + |k3| N, |k2 − k4| = |k2| + |k4| N in A3211,
then by (2.13) and (2.25), we have,
RHS of (3.60) N−2
∫
I−N ( f1, f3) · I−N ( f2, f4) · J−1x f5 · J−1x f6 dxdt
 N−2
∥∥I−N ( f1, f3)∥∥L2xt∥∥I−N ( f2, f4)∥∥L2xt∥∥ J−1x f5∥∥L∞xt ∥∥ J−1x f6∥∥L∞xt
 RHS of (3.56).
Estimate in A3212. It is the same as the estimate in A3211.
Estimate in A3213. Note that
|k1 + k4| ∼ |k2 + k3| = |k2| + |k3| N in A3213.
Therefore, similar to A3211, we have
LHS of (3.57) N−2
∥∥I+N ( f1, f4)∥∥L2xt∥∥I+N ( f2, f3)∥∥L2xt∥∥ J−1x f5∥∥L∞xt ∥∥ J−1x f6∥∥L∞xt
 RHS of (3.56).
Estimate in A3214. We divide it into two parts once again and write
A3214a =
{




(k, τ ) ∈ A3214: |k1 + k2|  |k5 + k6|
}
.





Therefore, by (3.59), (2.12) and (2.25), we have
LHS of (3.57) N3s−3
∫
A3214a





|k2|−3s+ · f̂1 f̂ ∗5 · ̂J0−x f2 · ̂J0−x f3 · ̂J0−x f4 · ̂J−1x f ∗6
 N−3+
∥∥I±N ( f1, f ∗5 )∥∥L2xt∥∥ J0−x f2∥∥L6xt · · ·∥∥ J0−x f4∥∥L6xt∥∥ J−1x f ∗6 ∥∥L∞xt








 RHS of (3.56),
where at the last step we use the fact that
C(N, λ)N−3+ = N−α(s)−3+  N−2α(s)−2+.
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|M6|m(k1)|k1||k1 + k2|.
We set |k2| ∼ N2, |k1 + k2| ∼ N12 by dyadic decomposition, thus
|k2| ∼ |k3| ∼ |k4| ∼ N2, |k1 + k2| ∼ |k3 + k4| ∼ N12.
Then by (2.12), (2.25) and (3.59), we have
LHS of (3.57) N3s−3
∫
A3214b





f̂1 f̂2 · f̂3 f̂4 · J−1x f̂5 · J−1x f̂6
 N3s−3N12N−3s2
∫
I+N12( f1, f2) · I+N12( f3, f4) J−1x f5 · J−1x f6 dxdt
 N−3s−3N12N−3s2












If N12  λ, then C(N12, λ) = λ− 12  N−α(s) and thus
N−3s−3N12N−3s2 C
2(N12, λ)λ










0+ = N−3s−3N−3s2 λ0+
 N−3λ0+  N−2−2α(s)λ0+
since α(s) 12 . Therefore, we obtain the desirable result in (3.57) in A3214b by (3.61). Thus we have
ﬁnished the proof in A321.
Case 2(b): estimate in A322. It vanishes since A322 = ∅.
Case 2(c): estimate in A323. In this case, |k1| ∼ |k2| ∼ |k4| ∼ |k6|. Moreover, by Lemma 3.4(i), we have
|M6|m2(k1)|k1|2, which implies that
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∫
A323









f̂1 f̂6 · f̂2 f̂4 · ̂J−1x f3 · ̂J−1x f5. (3.62)
In Γ6\Ω4, we have |k1| − |k2| ∼ |k1| and the variables k2,k4,k6 are not of the same signs. Without
loss of generality, we may assume k2 · k4 < 0. Then ﬁrst, we have
| f1 + f6| | f1| − | f6| | f1| − | f2| ∼ |k1| N. (3.63)
Second, we have
| f2 − f4| = | f2| + | f4| N. (3.64)
Then by (3.63), (3.64) with (2.15) and (2.22), and by (2.12) and (2.25), we have
RHS of (3.62) N−2
∫
I+N ( f1, f6) · I−N ( f2, f4) · J−1x f3 · J−1x f5
 N−2
∥∥I+N ( f1, f6)∥∥L2xt∥∥I−N ( f2, f4)∥∥L2xt∥∥ J−1x f3∥∥L∞xt ∥∥ J−1x f5∥∥L∞xt
 RHS of (3.56).
This yields (3.57) for j = 3.
Step 4: estimate in A4. By Lemma 3.4(i), we have
LHS of (3.57) N3s−3
∫
A4
f̂1(k1, τ1) · · · f̂6(k6, τ6)
|k∗2|s|k∗4|s|k∗5|sm(k∗6)〈k∗6〉
 N−3+
∥∥ J0−x f ∗1 ∥∥L6xt · · ·∥∥ J0−x f ∗6 ∥∥L6xt
 RHS of (3.56).
This completes the proof of the proposition. 





∣∣∣∣∣ N−2−2α(s)+λ0+ ‖Iu‖10Xδ1, 12 + . (3.65)
Proof. Since M10 = 0 for |k1|, . . . , |k10|  N , we may assume that |k∗1| ∼ |k∗2| N . Similar to (3.56), it
suﬃces to show that
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Γ 210
M10(k1, . . . ,k10) f̂1(k1, τ1) · · · f̂10(k10, τ10)
m(k1)〈k1〉 · · ·m(k10)〈k10〉









where Γ 210 = {(k1, . . . ,k10, τ1, . . . , τ10): k1+· · ·+k10 = 0, τ1+· · ·+τ10 = 0}. Moreover, by Lemma 3.2,
we have |M10| 1, then (3.66) is reduced to show∫
Γ 210
f̂1(k1, τ1) · · · f̂10(k10, τ10)
〈k1〉m(k1) · · · 〈k10〉m(k10)  RHS of (3.66). (3.67)
For simplicity, we may assume that |k1| · · · |k10|. By symmetry, we divide Γ 210 into two regions:
B1 =
{




(k1, . . . ,k10, τ1, . . . , τ10) ∈ Γ 210: |k3| N
}
.




f̂1(k1, τ1) · · · f̂10(k10, τ10)




|k1|−2s f̂1 f̂3 · f̂2 f̂4 · ̂J−1x f5 · · · ̂J−1x f10
 N−2
∥∥I−N ( f1, f3)∥∥L2xt∥∥I−N ( f2, f4)∥∥L2xt∥∥ J−1x f5∥∥L∞xt · · ·∥∥ J−1x f10∥∥L∞xt
 RHS of (3.66).
Estimate in B2 . Now the worst case is |k j |  N for any j = 1 . . .10. We only consider this case and




f̂1(k1, τ1) · · · f̂10(k10, τ10)
|k1|s · · · |k10|s
 N−8+
∥∥ J0−x f1∥∥L6xt · · ·∥∥ J0−x f6∥∥L6xt∥∥ J− 12−x f7∥∥L∞xt · · ·∥∥ J− 12−x f10∥∥L∞xt
 RHS of (3.66),
where we have used (2.12) and (2.13) in the last step. This completes the proof of the proposition. 
4. Proof of Theorem 1.1
By Proposition 3.1 and (3.28), the solution of (3.26) exists with the lifetime
δ ∼ λ0−,














By Lemma 3.2, Proposition 3.2, Proposition 3.3 and (4.68), and a bootstrap argument by choosing N





 2E1I (φλ) + 2C1N0−‖Iφλ‖6H1 + 2C3N−2−2α(s)+.
Assume that 2E1I (φλ)  C0, then for any t ∈ [0, δ], E1I (uλ(t))  2C0 by choosing N large enough. Re-





 2E1I (u0,λ) + 2C1N0−‖Iφλ‖6H1 + 2C3MN−2−2α(s)+.
Therefore, E1I (uλ(t))  2C0 provided M  N2+2α(s)− , which implies that the solution uλ exists on
[0,Mδ] ∼ [0,N2+2α(s)−δ]. Hence, u exists on [0, λ2T ] with the relation
N2+2α(s)−  λ2T ∼ N 2(1−s)s T ,
since δ ∼ λ0− is absorbed into N0− . Thus T = N0+ as long as
2+ 2α(s) > 1− s
s





; 3 > 1− s
s
.
That is s > 25 . Therefore, we obtain the global well-posedness in H
s(R) for s > 25 by choosing suﬃcient
large N . This completes the proof of Theorem 1.1.
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