Introduction
Non-traditional space mission attributes, in contrast to traditional attributes such as cost and mass, add a fresh impetus to the advance of space systems, in particular to systems of small satellites. As alternative space architectures, fractionated spacecraft hold an immense potential to meet non-traditional requirements. Being physically separated, yet functionally linked via wireless networks, the fractionated spacecraft architecture enhances space assets' flexibility, robustness and responsiveness [1] , [2] . However, multiple modules that constitute fractionated spacecraft fly in an open and dynamic environment, where internal or external changes cannot be characterized accurately beforehand such as possible network disconnects and new emerging tasks, for example to react to a debris-like threat. Furthermore, modules need to balance propellant consumption, establish wireless network connections and avoid collision. To tackle these autonomy and constraint satisfaction problems, autonomous cluster flight is preferred to assign each module certain intelligence to handle the essential complexity and uncertainty.
When modules in fractionated space systems are assigned more intelligence, the operator intervention from ground station could only focus on non-routine or anomalous activities, and the cost of operating multiple modules after launch is reduced [3] . Moreover, the responsiveness of the whole system is enhanced to cope with the occurrence of unanticipated events. Furthermore, when modules could cooperate with each other, not only forming the desired virtual spacecraft but also performing special operations related to fractionated spacecraft would be optimized by taking into account collision avoidance, balance of propellant consumption, maintenance of wireless link and time constraints. Apart from that, scalability is guaranteed if autonomous cluster flight exists in the fractionated spacecraft system.
For autonomous cluster flight, planning and task allocation are important as they bridge the gap between the top-level layer (interpreting inputs from the environment) and the bottom-level layer (local controllers) of the distributed space system. Take the reconfiguration of the cluster as an example. There are primarily three aspects of the cluster reconfiguration [4] . The first one is the generation of the set of new clusters that satisfy the objectives of the input from the environment, such as mission objectives from the ground station or a debris-like threat sensed by the system itself. The second one is the assignment of the allowable position in the generated clusters to the individual module in the fractionated spacecraft. The third one is the reconfiguration trajectory to move a module from its current cluster to the assigned location. The first one and the third one belong to the planning problem that interacts with the environment, while the second one is the output of the task allocator that generates references for the local controller of each module. Note that aforementioned three aspects are always fuel-optimized or time-optimized. For example, fuel-optimized reconfiguration is preferable to the up-grade or de-grade of the fractionated system by adding or removing modules from the system, whilst to evade a debris-like threat requires time-optimized reconfiguration.
Generally speaking, planning and task allocation of the autonomous cluster flight can be implemented in a centralized, distributed or mixed way. For the centralized implementation [5] , [6] , although the global optimization can be obtained, the assumptions that all the information of modules and the environment can be transmitted to a single point for processing and keeps unchanged during processing are unrealistic, the computation is exponential in complexity, and thus the scalability of the system is rather poor. Another weakness of the centralized approach is that it may suffer catastrophe from the single point failure of the leader. The distributed approach [7] addresses the problems that arise with the centralized approach. For the distributed implementation, little computation is required since plans and decisions are made locally on the module's own; little communication is required since communication is only within neighbors; and response to unknown or changing environment is improved since the environment is sensed and responded locally. Moreover, robustness and scalability of the system are guaranteed. However, the distributed approach may suffer from problems of local optimization, conflicts and asynchronization of information and decisions between modules. Lying between centralized and distributed implementation is the mixed approach, which distributes a portion of the computation load among the modules and incorporates all the results onboard one module to achieve global objectives [8] , [9] . Compared with the centralized approach, the mixed one requires less computation and communication. However, the communication topology is strictly restricted, the computation load is not even, and the scalability still remains poor. This paper presents an asynchronous distributed algorithm that is able to implement planning and task allocation concurrently for the autonomous cluster flight of fractionated spacecraft. The core algorithm consists of iterations between two parts. One is the construction of the list of tasks to be allocated and the assignment, i.e. planning and task allocation, onboard each module. The other is the consensus process among different constructions of modules by exchanging local information between neighbors, where deconfliction rules are tailored for asynchronous situations. Thus each module in the fractionated system maintains a task vector, which specifies its understanding of current planning and task allocation, namely which module does what. However, due to incomplete information of the system the task vector may differ from and/or be in conflict with each other. Therefore, each module needs to communicate with its neighbors to achieve agreement regarding to the task vector by removing conflicts. This deconfliction process is completed by the consensus algorithm. For this asynchronous distributed algorithm, compared with its synchronous counterpart, local convergence is defined to describe how it converges to the solution. This paper is organized as follows. Following this introduction, the problem of planning and task allocation is formulated in a generalized way in Section 2. One case is presented as an example of the generalized formulation in Section 3. In Section 4 the distributed asynchronous algorithm is presented. Simulation results are included in Section 5 to illustrate the performance of the developed algorithm. Finally, conclusion is drawn in Section 6.
Problem Formulation
In this section the problem of planning and task allocation for autonomous cluster flight of fractionated spacecraft is formulated in a generalized way. The characteristics of cluster flight, i.e., the distance-bounded relative motion, is firstly described to lay the foundation of the problem formulation.
Cluster Flight
As the foundation of fractionated spacecraft operating properly in space, cluster flight ensures not only the establishment of the virtual spacecraft to guarantee each module to provide services for all modules in the cluster, but also unique operations that are different from those performed by monolithic spacecraft. Take two scenarios for example, 1) the defensive cluster scatters and re-gather maneuvers to rapidly evade debris-like threats, and 2) cluster upgrade and reconfiguration to accommodate a new module or remove a nonfunctioning module. It should be pointed out that the cluster flight is distinguishable from spacecraft formation flying due to the fact that there is no requirement for precise station-keeping. The requirements on the cluster flight are at least fourfold. First, the wireless network shall be maintained in the cluster. Second, collision avoidance or safe operational distances between any two modules in the cluster shall be considered. Third, the cluster shall be scalable and allow to add and remove modules. Fourth, the maintenance of the cluster shall be passive to avoid continuous consumption of onboard propellant even in the presence of perturbations. In fact, the relative motion of a module in a cluster with respect to the reference orbit can be modelled as the distance-bounded relative motion [10] .
Consider a set of modules flying in a cluster of fractionated spacecraft with dynamics described as ( )
where is a state vector of module with six elements such as relative positions and velocities in a given reference frame, is the vector of disturbances such as 2 perturbation and the atmospheric drag, is the vector of control inputs on the module . The solutions of Eq. (1) that meet the distance-bounded requirements mentioned previously are denoted as
where is the parameter vector that describes the relative orbit in the cluster. Define the cluster set as the set whose elements are
Note that the cardinality of the cluster set doesn't imply the number of the relative orbits in the cluster, since some of the relative orbits may host more than one module. Let be the number of relative orbits in the cluster and 1 ≤ ≤ . The number of allowable positions in the th relative orbit, 1 ≤ ≤ , is denoted as , where
. Furthermore, the allowable positions in the th relative orbit are referenced as , = 1, … , . Therefore, the cluster set can be defined based on the allowable positions as follows.
Equation (4) can be interpreted as that the cluster of fractionated spacecraft with modules is composed by (1 ≤ ≤ ) relative orbits, the th of which accommodates modules and ∑ =
=1
. It should be pointed out that no matter the fractionated spacecraft consists of heterogeneous or homogeneous modules, the locations of modules are interchangeable among all the allowable positions over all the relative orbits in the cluster as long as the distance-bounded requirements are satisfied.
Those allowable positions in the relative orbits are commonly expressed by means of the parameter vector . Suppose that there are independent elements of , and for one relative orbit only out of the independent elements are different. Furthermore, for the same design methodology of the cluster, the parameter space of the vector is the same, and only the parameter values are different for different relative orbits. For example, a four-element parameter vector is used to define the periodic relative orbit derived from the well-know CW equations, and only the parameter of phase angle is used to describe allowable positions [8] in the in-plane motion of one relative orbit. Based on the parameter vector the cluster set can be defined as follows. 
where the parameter vectors for the allowable positions in the th relative orbit are grouped into one bracket and denoted as , the former − elements of remains the same while the latter elements are different for the allowable positions in the th relative orbit, denotes the th element of the parameter vector for the th allowable position. As discussed before,
(1 ≤ ≤ ) defines the same th parameter with different values for the relative orbits in the same cluster. Note that in Eq. (5) denotes the parameter vector for the th relative orbit rather than the th module as shown in Eq. (2).
Planning and Task Allocation of Autonomous Cluster Flight
There are several aspects related to the autonomous cluster flight, such as establishment, maintenance and reconfiguration of the cluster. In this paper we are only concerned with the reconfiguration problem. In this subsection the reconfiguration problem of cluster flight is formulated from both fuel-optimized and time-optimized perspectives, which are related to aforementioned two scenarios: reconfiguration to add or remove modules from the original cluster and evade a debris-like threat rapidly. As mentioned before, the reconfiguration process is closely related to planning and task allocation of the cluster flight. Planning includes not only the high-level generation of new clusters that meet mission objectives, but also the design of low-level maneuver trajectories to move modules from the original cluster to the new one. On the other hand, task allocation addresses the assignment of allowable positions in the new cluster to different modules.
Consider modules performing operations in a cluster 0 . Due to the change of mission objectives, ′ (1 ≤ ′ ≤ ) modules are required to reconfigure to a new cluster. Suppose that there are clusters { 1 , … , } that satisfy new objectives, and for each candidate cluster the assignment of allowable positions to ′ modules is denoted by the assignment vector
, where takes the integer value from 1 to ′ , and ≠ , for ≠ , or is set to 0 if no module is assigned to the th position, is the number of allowable positions in cluster . Specifically, the element of the assignment vector means that the module is assigned to the allowable position in the cluster. Define the cost function of moving the module (1 ≤ ≤ ′ ) from its current position to the th(1 ≤ ≤ ) position in the cluster
It is obvious that the cost function of each module in the reconfiguration process depends on the target cluster and its assigned position in the target cluster. Since in the cluster there are allowable positions, all of which are interchangeable, there are ′ = !/( − ′ )! choices of the assignment vector. On the other hand, there are choices of the target cluster. Therefore, the problem of planning and task allocation is × !/( − ′ )!. However, is usually set to ′ . When is fixed, the reconfiguration problem reduces to the low-level planning and task allocation.
For the fuel-optimized planning and task allocation, the cost function is defined as the total delta-v required for the maneuver of the module moving from its current position to the th position in the cluster . Then the fuel-optimized planning and task allocation problem can be formulated as finding the target cluster and its related assignment vector to minimize the total fuel consumed by all the modules as shown in Eq. (7).
For the time-optimized planning and task allocation, the cost function is defined as the total amount of time it takes for the module to move from its current position to the th position in the cluster . Then the time-optimized planning and task allocation problem can be formulated as finding the target cluster and its related assignment vector to minimize the total amount of time it takes for all the modules as shown in Eq. (8) .
Other cost functions can be defined to drive the design of the target cluster and its related assignment vector, such as the time-weighted cost function and the fuelbalance cost function [11] .
An Example for the Generalized Formulation
In this section an example for the generalized formulation of the planning and task allocation problem is presented. First of all, the distance-bounded relative motion is established based on the CW equations to define the cluster flight. Then the planning and task allocation of four modules are formulated.
Use the well-known CW equations to represent the dynamics in Eq. (1), where disturbances and control inputs are not taken into account. 
The analytical solution to the CW equations is shown as the following. 
where 0 , , , 0 , and are the constants of integration, is the angular velocity of the reference orbit, 0 and 0 are the relative position and velocity in the radial and along-track direction with respect to the reference orbit, respectively. Equation (10) corresponds to Eq. (2), and the parameter vector can be defined as
, where is defined as the drift rate along the y direction, i.e., = −1.5
. Note that former four elements of remain the same for one relative orbit in the cluster, while the latter two elements define different allowable positions in the relative orbit.
The expression of ( ) contains a secular term that could make two modules drift apart from each other. If the drift rate is set to zero, then the relative motion is closed, which is conventionally named as formation flying. However, if constraints are imposed on the drift rate in such a way that after certain period the relative distance still meets the requirement, then the relative motion is not closed but distance-bounded. For example, suppose the relative distance is required to be less than 50km after 50 days; another way to achieve this in addition to formation flying is to constrain the drift rate, which in this case should be less than 0.003858 m/s. The distance-bounded relative motion is shown in Fig.1 and Fig.2 . (12) Suppose that the cluster is required to reconfigure to a new cluster, which can be chosen from the set { 1 , 2 , 3 }. Each cluster set has only one relative orbit with four allowable positions. Different cluster sets have different drift rates. 1 , 2 , 3 are then defined as follows. 
Based on above assumptions, there are 24 possible assignment vectors, i.e. 24 choices of , for each cluster candidate. On the other hand, there are 3 choices of the target cluster, i.e. 3 choices of . Therefore, the fuel-optimized and timeoptimized reconfigurations can be formulated by substituting both and into Eq. (7) as well as Eq. (8) . To complete the story, one simple mixed approach to the above reconfiguration problem could be that the low-level planning and task allocation algorithm finds the optimized assignment vector and its related cost for each cluster candidate, and then the high-level planning algorithm compares the optimized costs of those three cluster candidates and chooses the cluster that has the assignment vector with the lowest cost. In next section the distributed approach is presented.
Distributed Asynchronous Planning and Task Allocation Algorithm
In this section the core algorithm developed for the asynchronous planning and task allocation of autonomous cluster flight is presented. At the beginning related work is reviewed, which is followed by the description of the algorithm. The two phases of the algorithm, namely the auction part and the consensus part, are presented, respectively. In the end, the so-called local convergence is defined to describe how the algorithm converges to the solution.
Related Work
The problem of planning and task allocation has received a lot of interest from the academic world, where the research could be applied to mobile robots, aerial vehicles or space systems. In this subsection the review is summarized from two perspectives. One is from the standpoint of constraint satisfaction problem; the other is more focused on the application in the domain of distributed space systems (DSS).
Constraint Satisfaction Problem
Planning and task allocation of cluster flight can be classified into the category of distributed constraint satisfaction problem (DCSP). A constraint satisfaction problem (CSP) is defined by a set of variables, the domain for each variable, and constraints imposed on the variables. The role of CSP algorithms is to assign values to each variable of the set in such a way that is consistent with all the constraints, or to determine that no such assignment exists. In a distributed CSP (DCSP) each variable is owned by an individual, which in spite of no global view of the system would communicate with its neighbors that share a constraint to decide the value of its own variable.
Up till now a variety of algorithms has been proposed to approach DCSP. However, they can be divided into two fields. One is domain-pruning algorithms, such as filtering algorithms [12] and hyper-resolution based consistency algorithms [13] ; the other is heuristic search algorithms, such as asynchronous backtracking algorithm (ABT), asynchronous weak-commitment search algorithm and distributed breakout algorithm [14] . One step further over DCSP is the distributed constraint optimization problem (DCOP), which focuses not only on finding a solution to DCSP but also on optimizing a global objective function. Ways to solve DCOP include traditional approaches such as distributed dynamic programming [15] , and algorithms that were developed recently, such as Adopt [16] , and optAPO [17] . Here Adopt and optAPO are particularly reviewed. Adopt is based on backtracking method, where the original algorithm is improved remarkably by setting upper and lower bounds on the cost for all the constraints. optAPO is based on hill-climbing method, where a good-list is maintained and updated to ensure the complete solution to DCOP. In general, the performance of Adopt is better when agent to agent communications are fast and the performance of optAPO is better when communications are slow in comparison with the agent's processing speed.
Planning and Task Allocation of DSS
In the literature planning and task allocation of distributed space systems are mainly researched on in the context of the reconfiguration of formation flying, where the objective of the design is either fuel-optimized or time-optimized. Apart from objectives related to fuel or time, collision avoidance and thruster impingement can be taken into account as well [18] . Previously in Section 1, some of the related work has been reviewed based on the architecture of the approach, i.e., centralized, distributed or mixed. In this section we are more focused on the specific algorithms that have been proposed. Generally, linear programming (LP) technologies [9] [11] and their extensions [18] have been adapted to tackle the problem of formation flying reconfiguration. The LP approaches are efficient and the computational cost is low. However, the LP approach is iterative and the implementation is centralized. More often, the auction-based algorithm [5] , [19] is applied to solve the reconfiguration problem. However, the implementation therein is centralized. In addition to that, the auction-based algorithm may not yield the global optimal solution. As an attempt to cope with the problems raised by LP and auction-based approaches, the dynamicprogramming algorithm is proposed [7] , which is sequential and distributed. However, the optimization algorithm in [7] is hybrid with a genetic search algorithm to deal with the high-level planning, which introduces a large amount of computational load.
In addition to aforementioned LP-based algorithms and the bidding mechanism, it is worth to mentioning the attempts to address the reconfiguration problem analytically [20] , [21] , [22] . The optimal reconfiguration algorithm proposed in [22] is based on relative eccentricity and inclination vectors, which are very straightforward to the design of fuel-optimal reconfiguration. Basically, the analytical approach can be applied to cases of fixed or free end conditions. Overall, the analytical approach is not computationally intensive, and can provide deep insights of the reconfiguration problem. However, extensions of analytical approaches to include eccentricity and perturbations are very challenging, and thus their applications are strongly restricted.
Distributed Asynchronous Planning and Task Allocation Algorithm
In this subsection the core algorithm is presented to address the planning and task allocation problem of the autonomous cluster flight of fractionated spacecraft. The input of the algorithm is the set of all cluster candidates that meet mission objectives, where all the allowable positions are specified by means of the parameter vector. The output of the algorithm is the target cluster and its related assignment vector. The cost induced by the maneuver is calculated onboard each module. The algorithm consists of iterations between two parts. One is the auction algorithm, where the module bids for the allowable positions in the cluster; the other is the consensus algorithm that is used to converge the assignment vector. By iterating between the two parts, the algorithm can exploit the efficiency and robustness of the auction algorithm as well as the distributed convergence properties of the consensus algorithm. In this subsection the auction process is presented first, followed by the consensus process.
Auction Process
The first phase of the algorithm is the auction process, where each module bids asynchronously on an allowable position in the cluster candidate with the rest modules. Assume the set of the cluster candidates is { 1 , … , }. First of all, in order to store the target cluster each module creates a cluster vector , the elements of which are either 0 or 1, and ∑ =1 = 1. If cluster turns out to be the target cluster, then = 1 ; otherwise, = 0 . Let { 1 , … , } be the set of allowable positions derived from { 1 , … , }, by taking into account of the amount of relative orbits in each cluster candidate and all the allowable positions in each relative orbit. Note that is the vector of allowable positions in cluster , and there are elements. In other words there are allowable positions in cluster . Let be the cost of moving the module from its current position to the th (1 ≤ ≤ ) position in the cluster (1 ≤ ≤ ), and − be the bid that module places on the th position of cluster . Two vectors of length that each module stores and updates for each cluster candidate during the decision-making process are defined. The first vector is , which is module 's assignment vector for cluster , where = 1 if module is assigned to the allowable th position in cluster , and 0 otherwise. The second vector is the bid list , where is the as up-to-date as possible update of the highest bid for each allowable position in the cluster . These two vectors are initialized as zero vectors. Using the bid list, module can make the decision whether to choose the th allowable position in the cluster based on the following rule.
Algorithm 1 shows the procedure of module 's auction process at iteration . Note that each iteration consists of two processes. It should be mentioned that the iteration is performed asynchronously, and each module's number of iterations can be different; therefore, the iteration period of each module can be different. Moreover, the procedure shown in algorithm 1 is only for one cluster, and the procedures for the rest of the cluster candidates are performed by each module concurrently, which results in 2 vectors stored and updated onboard each module. 
Consensus Process
The second part of the algorithm is the consensus process, which makes use of a consensus strategy to converge the bid list. While converging the bid list, the assignment vector of each module for one cluster candidate is being finalized. When the iteration stops, the optimized assignment of allowable positions for all candidate clusters, as well as the total cost, can be generated. Based on the total cost of each candidate cluster, the target cluster and the cluster vector are determined.
In the consensus process for each cluster candidate module receives the bid lists from its neighbors. It is assumed that the bid lists generated for all the candidate clusters are received concurrently. Let ( ) be the undirected (the link between neighbors is bidirectional) communication topology at time with the adjacency matrix G( ) , which is defined in such a way that G ( ) = 1 if there is a communication link between module and at time , and 0 otherwise [24] . According to the definition G( ) is symmetric. The procedure of the consensus process is shown in Algorithm 2. Note that module is also its own neighbor. It is assumed in algorithm 2 that the time instant corresponds to the iteration . Lines 6,7,8 in the algorithm 2 means that module loses its assignment if it's outbid by other modules, which ensures the convergence of the whole iteration even when the algorithm is run asynchronously onboard each module. 
Simulation
In this section simulation results are presented, which demonstrate the performance of the asynchronous algorithm not only when fractionated spacecraft operate under nominal conditions, but also when it experiences network disconnects or new tasks. Those simulations are performed on the testbed developed in the Chair of Space Systems Engineering for verification and validation of algorithms and demonstration of distributed space systems. This testbed is designed based on the smartphone technology and the agent development platform-JADE (Java Agent DEvelopment framework). For fractionated spacecraft, each module is modeled as an agent that has an orbit propagation behavior, a relative motion behavior, a two-impulse transfer behavior, a planning and task allocation behavior and also a deconfliction behavior. Those behaviors together with the communication capability guaranteed by JADE enable the modules to perform the autonomous cluster flight. It is noted that the communication mechanism supported by JADE is asynchronous, which is in line with the objectives of our design. In this section the architecture of the simulation system is introduced at first, then the simulation results are presented.
Architecture of the Simulation System
The architecture of the simulation system is shown in Fig.3 . The simulation platform could be software-based with only Android smartphone emulators simulating module agents, or hardware-in-the-loop with Android smartphones simulating module agents in the fractionated spacecraft. As shown in Fig.3 , there is a PC that hosts the main container, which at the same time holds three agents, i.e. the ground station (GS) agent performing functionalities of a ground station, the AMS agent providing management services of the multi-agent system and the DF agent providing the yellow page service. In the figure there are three module agents in the fractionated system. Each module agent is hosted by a peripheral container. Two peripheral containers reside on Android smartphones, while the third one on a emulator of the Android smartphone. All three module agents are connected via Wi-Fi network, and it is the same case for the connection between ground station and the fractionated spacecraft. For more details of main container, peripheral container, AMS, and DF, please refer to [23] . In a sentence those are the basic elements of the domainindependent infrastructure for developing agent-based applications. 
Simulation
A simple reconfiguration case with fuel-optimized objective is simulated to show the performance of the algorithm. The initial configuration is shown in Fig.4 and the expected configuration is an "A-Train" cluster in the along-track direction. In the "ATrain" cluster module 2 is 10kms behind module 3 that is also 10kms behind module 1. The transfer time is set to 0.745h. The orbital elements of the reference satellite are chosen as {6677993 , 30°, 40°, 0,60°, 30°}, where each element represents the semimajor axis, the inclination, the right ascension of the ascending node, the eccentricity, the argument of perigee and the true anomaly, respectively. The allowable positions of the new cluster is generated by discretizing every 1Km along the Y-axis. The propellant cost is calculated based on the theory of two-impulse maneuver. The reconfiguration is shown in Fig.5 . In the simulation where some communication links are broken down by setting the elements of G( ) to zero, the solution of the reconfiguration problem remains the same. 
Conclusions
This paper addressed the need and approaches of autonomous cluster flight for fractionated spacecraft, especially in the context of planning and task allocation. The planning and task allocation problem of autonomous cluster flight is formulated by taking advantage of a generalized methodology, which is applicable to the linear programming and its extensions, dynamic programming, and auction-based algorithms with the fuel-optimized or time-optimized objective. The planning and task allocation algorithm proposed in this paper is distributed, asynchronous and the computational load is very low. To demonstrate the performance of the algorithm in various scenarios of cluster flight, a hardware-in-the-loop platform is developed, which is based on the multi-agent technology. Therefore, fruitful research findings in the field of multi-agent system, such as multi-agent optimization, can be tested and incorporated in the platform when applying them to the autonomous cluster flight of fractionated spacecraft. The methodology presented in this paper to perform a distributed asynchronous planning and task allocation as well as the demonstrated verification of this novel approach aims for a major step forward in demonstrating the potential of fractionated spacecraft.
