In this abstract we propose a new method to solve the twoway wave equation which we call the "Explicit Marching" (EM) algorithm. By introducing a square-root operator, the two-way wave equation can be formulated as a first-order PDE in time which is similar to the one-way wave equation. To solve the new wave equation, we use a stable explicit extrapolation method in the time direction and handle the lateral velocity variations in both the space and wavenumber domains. Unlike the conventional explicit finite-difference schemes, this new method does not suffer from numerical stability or numerical dispersion problems. Therefore, it can be used to design a cost-effective and high quality reverse-time migration.
Introduction
Reverse-time migration based on directly solving the twoway wave equation (Whitmore, 1983; Baysal et al., 1983) provides a natural way to deal with large lateral velocity variation and imposes no dip limitations on the images. Recently it has attracted considerable attention and is considered to be a method of choice for imaging complex subsurface structures.
Reverse-time migration has historically been more expensive than one-way wave equation migration (Claerbout, 1971) because of large memory requirements and a larger number of computations. In the literature, reverse-time migration is implemented by solving the twoway wave equation with different finite-difference schemes, mainly divided into two categories: implicit finite-difference method and explicit finite-difference method. A conventional implicit finite-difference scheme requires solving a matrix having a size equal to the product of the dimensions which greatly increases the memory usage and computational cost. Therefore, explicit finitedifference schemes are almost exclusively used in 2D and 3D reverse-time migrations. Although explicit finitedifference schemes are easy to solve, theoretical analysis shows that they are only conditionally stable which imposes a limit on the marching time step size. On the other hand, both finite-difference methods suffer from numerical dispersion problems. To overcome these problems, either high-order schemes are used or grid size and time step size are reduced. In either case there is an increase in the computational cost.
In this abstract, we propose a new way of solving the twoway wave equation, which we call "Explicit Marching" (EM) method. It differs from conventional finite-difference methods in that it does not suffer from stability and numerical dispersion problems. The new method is based on reformulating the two-way wave equation by introducing a complex (analytic) pressure wavefield. The solution of the new equation can be symbolically expressed and then computed by a stable explicit extrapolator derived from an optimized separable approximation (OSA) . Numerical examples show that EM based reverse-time migration has the capability to image steeply dipping reflectors and complex structures.
Theory
To perform a prestack reverse time migration (RTM), we first temporally extrapolate the forward wavefield by solving the two-way wave equation in time and store this four-dimensional wavefield. Then we propagate the recorded seismic data backwards in time and generate the backward wavefield. During this process, we apply a proper imaging condition to the two wavefields to produce the image. The most expensive part of RTM is solving the two-way wave equation for both the forward and the backward wavefields:
where p is the pressure wavefield, v is velocity and 
is the 3-D Laplacian operator. Let us define a complex pressure wavefield, P , as ) ;
where q is the Hilbert transform of the real pressure wavefield p , i.e. in the frequency domain ).
It can be shown that in the sense of high frequency asymptotics, P satisfies the following first-order partial differential equation in the time direction
is a pseudo-differential operator in the space domain, defined by , v (5) or defined by its symbol
Also, we can verify that equation (4) is equivalent to the two-wave wave equation (1).
Recall the one-way wave equation (Claerbout, 1971; Gazdag, 1978) ,
Notice the similarity between the one-way wave equation, (7), and the two-way wave equation (4). The difference is that for the one-way wave equation the evolution direction is depth z , while for the two-way wave equation it is time t . This tells us that many algorithms developed for the oneway wave equation migrations in the past 30 years can be applied to reverse time migration. On the other hand, equation (4) is easier to solve than equation (7), because the symbol for the one-way wave equation is singular near 2 2 2 2 y x k k v (where the propagation wave becomes evanescent) while the operator in (4) has no singularity and hence is better behaved. This fact allows a computational convenience when solving equation (7) numerically. Gazdag (1981) proposed a wave equation which is identical to equation (4) .
But because he used the real pressure wavefield in (10), the propagation angle is limited to 90º, just as with the conventional one-way wave equation (7).
Numerical implementation
If the velocity is a constant, the solution of equations (4) and (7) can be easily expressed as: (14) By the similarity between the two solutions, any method for computing the one-way wave operator z i e , such as PSPI (Gazdag and Sguazze, 1984) , NSPS (Margrave and Ferguson, 1999), explicit extrapolation (Hale, 1991a and 1991b) , stable x-k (Zhang, et al., 2003) , etc, can be applied mutatis mutandis to solve the two-way wave equation (13).
Here, we introduce a method based on an Optimized Separable Approximation (OSA). Given the time step t , the velocity and the wavenumber variation ranges, 
For details, we refer to Song (2001) and Liu and Chen (2004) . Liu and Chen (2006) applied this method to solve one-way wave equation. Our experience is that due to the singularity in the one-way wave operator, (9), global convergence of OSA is slow. However, because the twoway wave operator (6) is well behaved, OSA exponentially converges to it, as proved by Song (2001) . This seems an ideal way to provide a fast solver for the wave equations.
After we obtain the OSA in (14), the wave propagation (11) can be performed by EM in both space and wavenumber domains ).
Numerical examples
In the first example, we use EM methods to migrate a 3D impulse response in a medium with velocity 40 . In EM reverse-time migration, the marching time step t can be arbitrarily chosen. Since the maximum frequency in the input data is hz 25 , we set ms t 20
to avoid sampling aliasing. We note that for second-order and fourth-order explicit finitedifference schemes, the stability condition require time steps smaller than ms 27 . 3 and ms 65 . 5 (Zhang, et al. 2007 ), respectively. With this parameter setup, the OSA uses only six terms to converge to the two-way operator with a maximum error of 4 10 2 . 1 , see figure 1. Figure 2 shows the migrated impulse response at the central inline. It is clear that the image has all the possible dips even beyond 90º, which means that EM gives a complete solution to the two-way wave equation, though its formulation looks similar to the time domain one-way wave equation proposed by Gazdag (1981) . Figure 3 shows a migrated depth slice. It is perfectly circular and has no obvious numerical dispersion.
In the second example, `we apply EM reverse-time migration to the 2004 BP 2D data set (Billette and Brandsberg-Dahl, 2005) . This is a high quality dataset generated by finite-difference modeling with shot spacing of 50m, receiver spacing of 12.5m and 15000m maximum offset. For such a data set, the EM method handles complex velocity fairly well and gives good delineation of the salt boundaries (Figure 4 ) especially the steeply dipping salt flanks and the overturned salt edges, which require high angle propagation or turning waves to image clearly.
Conclusion
Reverse-time prestack depth migration is a powerful tool to image complex structures, but it is still a computationally intensive procedure. The Explicit Marching method we proposed provides a new way of solving two-way wave equations. It allows a large extrapolation time step and does not suffer from numerical stability and dispersion problems as the conventional explicit finite-difference algorithms do. Therefore, it can be used to design cost-effective and highquality modeling and imaging software. 
