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1. Przedmowa
Próby zast¦powania sygnaªu analogowego sygnaªem cyfrowym s¡ podejmo-
wane od wielu lat. Zalety sygnaªu cyfrowego s¡ niezaprzeczalne, to powoduje,
»e w ostatnich latach wprost lawinowo ro±nie liczba urz¡dze« przetwarzaj¡cych
sygnaª w sposób cyfrowy. Obecnie jest to ju» konstatacja trywialna. Sygnaªem
mo»e by¢ ci¡g próbek wyodr¦bnionych z sygnaªu ci¡gªego lub inny dyskretny
zbiór danych  na przykªad komputerowy obraz w formacie bitmapy. Nale»y
jednak sobie u±wiadomi¢, »e dane cyfrowe s¡ ±ci±le powi¡zane z sygnaªami ana-
logowymi, które przecie» powszechnie wyst¦puj¡ w przyrodzie. Dane cyfrowe
s¡ przewa»nie odpowiednio pobieranymi w procesie próbkowania chwilowymi
warto±ciami sygnaªu analogowego. Dane tego typu mo»na zapisywa¢ w po-
staci wektorów, gdzie wspóªrz¦dna wektora stanowi pojedyncz¡ warto±¢ próbki.
Dziedzin¡ i zbiorem warto±ci ka»dego sygnaªu cyfrowego s¡ warto±ci dyskretne,
a te mo»na modelowa¢ w przestrzeniach wektorowych. Metody korzystaj¡ce
z poj¦¢ przestrzeni wektorowej, podobnie jak metody przestrzeni funkcyjnych,
umo»liwiaj¡ reprezentacj¦ danych za pomoc¡ kombinacji liniowej wektorów ba-
zowych. Dobór odpowiedniego zbioru wektorów bazowych (bazy) mo»e by¢
dokonywany ró»nie. Taki sposób opisu sygnaªu pierwotnego oznacza zawsze
jego reprezentacj¦ za pomoc¡ sko«czonego zbioru wspóªczynników odpowiada-
j¡cej mu kombinacji liniowej wektorów bazy. Wspóªczynniki te nazwane s¡
równie» wspóªczynnikami widmowymi wzgl¦dem rozpatrywanych funkcji bazo-
wych. Ich uporz¡dkowany zbiór jednoznacznie reprezentuje sygnaª pierwotny.
Analiza tych wspóªczynników  ich warto±ci i miejsca wyst¡pienia  pozwala
na odkrywanie cech sygnaªu, co mo»e by¢ utrudnione lub niemo»liwe w bez-
po±redniej obserwacji danych pierwotnych. Wymienione zagadnienia s¡ mi¦dzy
innymi tematem niniejszej monografii. Chocia» teoria i praktyka przetwarza-
nia analogowego i cyfrowego wzajemnie si¦ przenikaj¡, o czym b¦dzie mowa
w dalszej cz¦±ci pracy, to przedstawione zagadnienia dotycz¡ cyfrowej analizy
danych, z uwzgl¦dnieniem praktycznej wiedzy wynikaj¡cej z informacji o roz-
kªadzie wspóªczynników widmowych.
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Niniejsza ksi¡»ka jest adresowana do tych Czytelników, którzy zaintere-
sowani s¡ metodami analizy sygnaªów cyfrowych. Pierwsza cz¦±¢ monografii
ma charakter teoretyczny, omówiono w niej wybrane sposoby transformacji sy-
gnaªów dyskretnych w ró»nych bazach, w których funkcjami bazowymi mog¡
by¢ zarówno funkcje trygonometryczne, jak równie» funkcje odcinkowo-staªe
o odpowiednich wªasno±ciach. Rozwa»ania teoretyczne znajduj¡ wiele prak-
tycznych zastosowa«. Firmy produkuj¡ce zintegrowane systemy obliczeniowe
zainteresowane s¡ przy±pieszaniem pracy komputerów. Nowe rekonfigurowalne
architektury sprz¦towe oparte na ukªadach FPGA (ang. Field Programmable
Gate Arrays) pozwalaj¡ na wr¦cz skokowe przyspieszenie oblicze«, gdy» wiele
opisanych w tej ksi¡»ce algorytmów mo»na realizowa¢ sprz¦towo. Omówione
techniki obserwacji sygnaªów znajduj¡ zastosowanie w analizie d¹wi¦ku, syste-
mach wizyjnych, przetwarzaniu obrazów, filtracji cyfrowej i wielu innych.
Rozwa»ania teoretyczne obja±niane s¡ za pomoc¡ przykªadów rachunko-
wych i kompletnych programów komputerowych, realizuj¡cych wybrane algo-
rytmy. Wywody teoretyczne pozwalaj¡ bardziej dociekliwemu Czytelnikowi na
±ledzenie przeksztaªce« matematycznych, które w efekcie ko«cowym umo»li-
wiaj¡ konstrukcj¦ odpowiednich algorytmów i ich zapis w j¦zyku programowa-
nia.
Dla realizacji programów komputerowych wykorzystano znane ±rodowisko
programistyczne Matlab, przeznaczone do zapisu algorytmów, wizualizacji, ana-
lizy danych oraz oblicze« numerycznych. W rozwi¡zaniach programowych za-
stosowano ±rodowisko Matlab ver. 7.0, ale programy mog¡ by¢ równie» urucha-
miane w najnowszych wersjach programu Matlab. Mo»na równie» korzysta¢
z odpowiedników Matlaba, udost¦pnianych na licencji FLOSS (ang. Free Open
Source Software), takich jak Octave czy Scilab.
Od Czytelnika wymaga si¦ jedynie podstawowych umiej¦tno±ci programo-
wania, gdy» Matlab dostarcza wiele gotowych funkcji i procedur wywoªywanych
pojedynczym poleceniem. Czytelnikom nieznaj¡cym programu Matlab mo»na
poleci¢ wiele prac opisuj¡cych wyczerpuj¡co to ±rodowisko programistyczne od
strony formalnej i praktycznej [10,22,27,39].
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W drugiej cz¦±ci monografii pokazano, w jaki sposób wiedz¦ teoretyczn¡ za-
stosowa¢ do rozwi¡zywania niektórych zada« in»ynierskich. Tym zagadnieniom
po±wi¦cony zostaª rozdziaª ostatni, w którym pokazano zastosowania transfor-
macji jedno- i dwuwymiarowych w wydobywaniu kierunkowych szczegóªów ob-
razu rzeczywistego. W tym samym rozdziale przedstawiono równie» sposoby
analizy binarnych funkcji boolowskich metodami widmowymi oraz sposoby roz-
szerzania tego typu funkcji do form peªnych.
Cz¦±¢ prezentowanych tutaj materiaªów byªa wykorzystywana w trakcie
prowadzonych przeze mnie wykªadów dla studentów studiów informatycznych
w Instytucie Informatyki, na Wydziale Informatyki i Nauki o Materiaªach Uni-
wersytetu l¡skiego. Zatem ksi¡»ka ta mo»e sªu»y¢ tak»e jako podr¦cznik.
Uwa»ny Czytelnik dostrze»e, »e prezentowana w niniejszej monografii te-
matyka zostaªa omówiona w sposób szczegóªowy, a uj¦cie poszczególnych partii
materiaªu nie wymaga studiowania literatury dodatkowej. Autor ma nadziej¦,
»e zdoªaª zrealizowa¢ przyj¦te zaªo»enie, by ka»dy z rozdziaªów stanowiª za-
mkni¦t¡ caªo±¢, któr¡ mo»na studiowa¢ niezale»nie. Przyj¦cie takiej formuªy
pozwoli Czytelnikowi skupi¢ si¦ na poznawaniu opisywanych w kolejnych roz-
dziaªach zagadnie«, bez konieczno±ci poszukiwania literatury uzupeªniaj¡cej.
Niezb¦dne pozycje literaturowe s¡ oczywi±cie w odpowiednich miejscach przy-
woªywane, pozwalaj¡c dociekliwemu odbiorcy na lektur¦ dodatkowych prac.
Zaª¡czona na ko«cu ksi¡»ki bibliografia ma zarówno wskaza¢ prace, na podsta-
wie których dokonywano wywodów teoretycznych, jak i skªoni¢ Czytelnika do
dalszej lektury.
W tym miejscu chc¦ podzi¦kowa¢ dr. hab. Michaªowi Baczy«skiemu z In-
stytutu Matematyki Uniwersytetu l¡skiego w Katowicach za dyskusje dotycz¡ce
ró»nych zagadnie« opisywanych w tej ksi¡»ce.
Niniejsza praca przybraªa ostateczny ksztaªt dzi¦ki szczegóªowym uwagom
Recenzenta prof. dr. hab. in». Michaªa Wo¹niaka z Politechniki Wrocªawskiej,
za które jestem Mu niezmiernie wdzi¦czny.
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Ksi¡»k¦ pragn¦ zadedykowa¢ onie Teresie oraz moim Córkom Monice,
Ewie i Marcie. To One wspieraªy mnie w pracy nad niniejsz¡ monografi¡. Je-
stem Im za to niezmiernie wdzi¦czny i wiem, »e nie oddadz¡ tego »adne sªowa.
Tu» przed uko«czeniem pracy nad ksi¡»k¡ Monika urodziªa synka Adasia. Po
raz pierwszy zostaªem dziadkiem. To sprawiªo, »e postanowiªem szybko, z oczy-
wistych wzgl¦dów, uko«czy¢ monografi¦. Tak wi¦c równie» Ada± przyczyniª si¦
do jej wydania.
2. Algebra liniowa. Poj¦cia podstawowe
Zaprezentowane w niniejszym rozdziale poj¦cia nie opisuj¡ w caªo±ci za-
gadnie« algebry liniowej i zostaªy przedstawione wybiórczo, w mo»liwie prosty,
zwarty sposób. Pozwalaj¡ jednak Czytelnikowi ze zrozumieniem studiowa¢ ma-
teriaªy zawarte w kolejnych rozdziaªach ksi¡»ki. Przytoczone w tym rozdziale
informacje podane s¡ bez dowodów, gdy» te mo»na znale¹¢ w bogatej lite-
raturze przedmiotu. Osoby zainteresowane dokªadnym poznaniem wszystkich
dziaªów algebry liniowej powinny zapozna¢ si¦ ze ¹ródªowymi pracami po±wi¦-
conymi tym zagadnieniom [16,21]. Prawdziwo±¢ przedstawionych w niniejszym
rozdziale zale»no±ci mo»na sprawdzi¢ samodzielnie, wykorzystuj¡c do tego celu
odpowiednie funkcje zawarte w takich dedykowanych programach matematycz-
nych, jak: Mathematica, Matlab czy Maple. Programy tego typu s¡ nieustannie
rozwijane i dost¦pne w wersjach peªnych (profesjonalnych) b¡d¹ ”okrojonych”
 studenckich, w których ogranicza si¦ np. ich funkcjonalno±¢ lub wielko±¢
danych, na których mo»na przeprowadza¢ obliczenia.
2.1. Macierze
Ukªad liczb m× n, gdzie m,n ∈N
a11 a12 · · · a1j · · · a1n
a21 a22 · · · a2j · · · a2n
...
...
. . .
...
. . .
...
ai1 ai2 · · · aij · · · ain
...
...
. . .
...
. . .
...
am1 am2 · · · amj · · · amn

= A, (2.1)
rozmieszczonych w m wierszach i n kolumnach nazywamy macierz¡. Macierz
mo»e by¢ traktowana równie» jako tablica. Element macierzy A stoj¡cy w i-
tym wierszu oraz w j-tej kolumnie oznaczany jest symbolem aij . Macierz A
mo»na tak»e przedstawia¢ w innym zapisie, w postaci [aij ]m×n lub [aij ], gdy
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znany jest wymiar analizowanej macierzy. Macierz jest wi¦c funkcj¡ okre±lon¡
w zbiorze par liczb {i, j}, gdzie i = 1, ...,m, j = 1, ..., n, która parze {i, j}
przyporz¡dkowuje element aij.
2.1.1. Dziaªania ma macierzach
Dodawanie macierzy
Niech A = [aij ]m×n oraz niech B = [bij ]m×n. Warunkiem koniecznym
i dostatecznym dodawania (odejmowania) macierzy jest zgodno±¢ ich wymia-
rów. Sum¡ (ró»nic¡) dwóch macierzy A i B jest macierz C = [cij ]m×n, której
elementy okre±lone s¡ wzorem:
cij = aij ± bij , (2.2)
dla i = 1, ...,m oraz j = 1, ..., n. Wtedy C=A±B .
Mno»enie macierzy przez liczb¦
Niech A = [aij ]m×n oraz λ jest dowoln¡ liczb¡, wtedy:
λA = Aλ = [λaij ]. (2.3)
Iloczyn macierzy
Niech A = [aij ]m×n oraz B = [bij ]n×q. Iloczynem dwóch macierzy A oraz
B nazywamy macierz C = [cij ]m×q, której elementy wyznaczane s¡ wedªug
zale»no±ci:
cij =
∑n
k=1
aikbkj = ai1b1j + ai2b2j + ...+ ainbnj , (2.4)
dla i = 1, ...,m oraz j = 1, ..., q.
Iloczyn macierzy C = AB mo»na obliczy¢ tylko wtedy, gdy liczba kolumn
macierzy A jest równa liczbie wierszy macierzy B. Mno»enie macierzy, poza
przypadkami szczególnymi, nie jest przemienne, co oznacza, »e AB 6= BA.
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Definicja 2.1. Dana jest macierz A o wymiarach m × n z elementami aij
oraz macierz B o wymiarach r × s z elementami bij. Iloczynem Kroneckera
macierzy A oraz B jest macierz D o wymiarach mr× ns zbudowana w sposób
nast¦puj¡cy :
D = A⊗B =

a11B a12B ... a1nB
a21B a22B ... a2nB
... ... ... ...
am1B am2B ... amnB
 , (2.5)
gdzie symbol ⊗ oznacza mno»enie macierzy (tzw. kronekerowskie) wedªug reguªy
(2.5).
2.1.2. Rodzaje macierzy
1. Macierz A = [aij ]m×n, w której wszystkie elemeny s¡ równe 0, nazywamy
macierz¡ zerow¡. Inaczej mówi¡c, je±li A = [aij ] jest macierz¡ zerow¡,
to wszystkie elementy aij = 0, dla i = 1, ...,m, j = 1, ..., n. Tak¡ macierz
oznacza si¦ cz¦sto symbolem 0m×n. Nale»y równie» zauwa»y¢, »e z równania
AB = 0 nie wynika, »e A = 0 lub B = 0, gdy» istniej¡ niezerowe macierze
A (A 6= 0) lub B (B 6= 0), których iloczyn jest macierz¡ zerow¡ [36].
2. Macierz kwadratowa A jest macierz¡ o wymiarze n × n. Liczb¦ wier-
szy (kolumn) takiej macierzy nazywamy stopniem macierzy. Te elementy
aij macierzy A, które posiadaj¡ oba wska¹niki równe, tworz¡ w macierzy
kwadratowej przek¡tn¡ gªówn¡.
3. Macierz A = [aij ]n×n jest macierz¡ osobliw¡, gdy:
det(A) = 0, (2.6)
w przeciwnym przypadku, gdy det(A) 6= 0, macierz A jest nieosobliwa.
4. Macierz A = [aij ]n×n, w której wszystkie elementy niezerowe znajduj¡ si¦
na gªównej przek¡tnej, nazywa si¦ macierz¡ diagonaln¡.
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Dla macierzy diagonalnych speªnione s¡ nast¦puj¡ce warunki:
aij =
{
di dla i = j
0 dla i 6= j . (2.7)
Macierz diagonalna oznaczana jest równie» symbolem diag(d1, d2, ..., dn),
gdzie di = aii s¡ elementami gªównej przek¡tnej macierzy. Je±li di = 1, ma-
cierz A nazywa si¦ macierz¡ jednostkow¡. Macierz jednostkow¡ stop-
nia n zwykle oznacza si¦ symbolem In. Je±li di = λi, diagonalna ma-
cierz A nazywa si¦ macierz¡ skalarn¡. Je±li A jest macierz¡ skalarn¡, to
diag(λ1, λ2, ..., λn) = λIn. Zauwa»my równie», »e λInA = λA. Szczegól-
nym przypadkiem macierzy skalarnej jest macierz jednostkowa. Macierze
jednostkowe i skalarne s¡ przemienne z dowoln¡ macierz¡ tego samego stop-
nia, co oznacza, »e AIn = InA.
5. Dla macierzy A = [aij ]m×n macierz¡ transponowan¡ jest macierz B =
[bij ]m×n, której elementy okre±lone s¡ wzorem:
bij = aji, (2.8)
dla i = 1, ...,m oraz j = 1, ..., n. Macierz transponowan¡ do macierzy A
oznacza si¦ symbolem AT .
6. Je»eli AT = A, to macierz A nazywa si¦ macierz¡ symetryczn¡. Je±li
AT = −A, to macierz A nazywa si¦ macierz¡ antysymetryczn¡ albo
sko±nosymetryczn¡.
7. Niech A = [aij ]n×n. Macierz A jest macierz¡ odwracaln¡, je±li istnieje
taka macierz B = [bij ]n×n, »e zachodzi:
A ·B = B ·A = In. (2.9)
Wyznacznik macierzy odwracalnej jest ró»ny od zera: det(A) 6= 0.
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8. Macierz¡ odwrotn¡ do macierzy A = [aij ]n×n jest macierz kwadratowa
oznaczana symbolem A−1, która speªnia warunek:
A ·A−1 = A−1 ·A = In, (2.10)
A−1In = A−1. (2.11)
Je»eli macierzA posiada macierz odwrotn¡, toA jest macierz¡ odwracaln¡.
9. NiechA = [aij ]n×n. MacierzA jestmacierz¡ ortogonaln¡, je±li speªniony
jest warunek:
A−1 = AT . (2.12)
Z warunków (2.10) oraz (2.12) wynika, »e dla macierzy ortogonalnych speª-
nione jest tak»e równanie:
A ·AT = In. (2.13)
Dla macierzy ortogonalnej det(A) = 1. Je±li macierz jest macierz¡ or-
togonaln¡, to wektory wierszowe tej macierzy tworz¡ baz¦ ortonormaln¡
przestrzeni En. Baz¦ ortonormaln¡ przestrzeni En tworz¡ równie» wektory
kolumnowe macierzy A.
10. Niech K b¦dzie ciaªem zawartym w ciele liczb zespolonych Z. Je±li dana
jest liczba x = a+bi, to przez x oznacza si¦ liczb¦ sprz¦»on¡ a−bi. Macie-
rz¡ sprz¦»on¡ trywialnie z macierz¡ A = [aij ]m×n nazywamy macierz
oznaczan¡ symbolem A, której ka»dy element jest liczb¡ sprz¦»on¡ do od-
powiadaj¡cego mu elementu macierzy A:
aij 7→ aij . (2.14)
Je±li wi¦c A =
[
3 1 + i
2i 20− 4i
]
, to macierz¡ trywialnie z ni¡ sprz¦»on¡ jest
macierz A =
[
3 1− i
−2i 20 + 4i
]
.
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11. Macierz¡ sprz¦»on¡ hermitowsko z macierz¡ A nazywamy macierz
oznaczan¡ symbolem A∗, dla której speªniona jest zale»no±¢:
A∗ = AT . (2.15)
12. Macierz hermitowska A jest macierz¡, dla której zachodzi:
A = A∗. (2.16)
Inaczej mówi¡c, macierz hermitowska jest tak¡ macierz¡, która jest równa
transpozycji swojej macierzy sprz¦»onej.
Je±li wi¦c A =
[
2 1 + i
1− i −2
]
, to A =
[
2 1− i
1 + i −2
]
oraz A∗ = AT =
[
2 1 + i
1− i −2
]
= A.
13. Macierz¡ unitarn¡ A = [aij ]n×n nazywamy macierz kwadratow¡ speªnia-
j¡c¡ wªasno±¢:
A∗ ·A = In, (2.17)
co oznacza, »e macierz unitarna A posiada macierz odwrotn¡ A∗, czyli
A∗ = A−1. Tak wi¦c macierz unitarna posiada macierz odwrotn¡ b¦d¡c¡
hermitowskim sprz¦»eniem jej samej.
2.2. Przestrze« liniowa
Przestrze« liniowa nazywana jest równie» przestrzeni¡ wektorow¡ i jest jed-
nym z elementów algebry liniowej oraz analizy funkcjonalnej. Przestrzenie tego
typu znajduj¡ zastosowanie w bardzo wielu dziedzinach wspóªczesnych bada«
naukowych. Naturalnymi przykªadami przestrzeni liniowych s¡ dwu- i trójwy-
miarowe przestrzenie euklidesowe. Przestrze« liniowa jest struktur¡ algebra-
iczn¡, skªadaj¡c¡ si¦ ze zbioru wektorów V , ciaªa liczbowego K oraz dziaªa«
dodawania i mno»enia wektorów.
18
Definicja 2.2. Przestrzeni¡ liniow¡ nad ciaªem K nazywamy niepusty zbiór V
z dwoma dziaªaniami dwuargumentowymi :
 dodawaniem wektorów: a+ b, dla dowolnych a, b ∈ V ,
 mno»eniem wektora przez skalar: αa, gdzie α ∈ K oraz a ∈ V .
Dla wymienionych dziaªa« speªnione by¢ musz¡ poni»sze aksjomaty :
1. Wyst¦puje przemienno±¢ dodawania: a+ b = b+ a.
2. Zapewniona jest ª¡czno±¢ dodawania: (a+ b) + c = a+ (b+ c).
3. Istnieje element neutralny o przestrzeni V taki, »e: a+ o = a.
4. Istnieje element przeciwny do danego elementu:
dla ka»dego wektora a ∈ V istnieje wektor −a ∈ V taki, »e a+ (−a) = o.
5. α(βa) = (αβ)a.
6. (α+ β)a = αa+ βa oraz α(a+ b) = αa+ αb.
Przykªad 2.1. Niech n ∈ N oraz niech Rn b¦dzie zbiorem wektorów o n
wspóªrz¦dnych takich, »e: Rn = {a = [a1, a2, ..., an] : ai ∈ R dla 1 ≤ i ≤ n},
∀a,b∈Rn [a1, a2, ..., an] + [b1, b2, ..., bn] = [a1 + b1, a2 + b2, ..., an + bn],
∀a∈Rn ∀α∈R αa = [αa1, αa2, ..., αan]. Tak zdefiniowany zbiór Rn jest wtedy
przestrzeni¡ liniow¡ nad ciaªem R.
Definicja 2.3. Niech V b¦dzie przestrzeni¡ liniow¡ nad R. Iloczynem ska-
larnym w przestrzeni V nazywamy funkcj¦, która ka»dej parze wektorów tej
przestrzeni przypisuje liczb¦ rzeczywist¡ 〈a, b〉. Funkcja ta speªnia nast¦puj¡ce
warunki :
1. 〈a,b〉 = 〈b,a〉.
2. 〈a+ b, c〉= 〈a, c〉+ 〈b, c〉 dla dowolnych a, b, c ∈ V .
3. 〈αa, b〉 = α 〈a, b〉 dla dowolnych a, b ∈ V oraz dla ka»dego α ∈ R.
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4. 〈a,a〉 ≥ 0 dla ka»dego a ∈ V .
5. 〈a,a〉 = 0 wtedy i tylko wtedy, gdy a = o.
Niech a = [a1, a2, ..., an] oraz b = [b1, b2, ..., bn], gdzie n ∈ N i a, b ∈ V .
Wtedy iloczyn skalarny w przestrzeni V wyznaczany jest wedªug nast¦puj¡cej
formuªy:
〈a, b〉 = a1b1 + a2b2 + ...+ anbn =
n∑
i=1
aibi.
Przestrze« liniowa z wprowadzonym do niej iloczynem skalarnym nazywana
jest tak»e przestrzeni¡ unitarn¡, w której mo»liwe jest definiowanie takich poj¦¢,
jak k¡t, dªugo±¢ wektora (czyli norma elementu przestrzeni) lub ortogonalno±ci
elementów. Przestrzenie unitarne, zupeªne ze wzgl¦du na metryk¦ generowan¡
przez norm¦ (zale»n¡ od iloczynu skalarnego), s¡ przestrzeniami metrycznymi
i nazywane s¡ tak»e przestrzeniami Hilberta.
Definicja 2.4. Niech V b¦dzie przestrzeni¡ liniow¡ nad ciaªem K. Wektory
v1,v2, ...,vn tej przestrzeni, gdzie n ∈ N , s¡ liniowo niezale»ne wtedy i tylko
wtedy, gdy z warunku α1v1 +α2v2 + ...+αnvn = o dla dowolnych wspóªczynni-
ków α1, α2, ..., αn ∈ K wynika, »e jedynymi takimi wspóªczynnikami s¡ skalary
o warto±ciach α1 = α2 = ... = αn = 0.
Definicja 2.5. Niech V b¦dzie przestrzeni¡ liniow¡ nad ciaªem K. Wektory
v1,v2, ...,vn tej przestrzeni, gdzie n ∈ N , s¡ liniowo zale»ne wtedy i tylko
wtedy, gdy
∨
αi 6=0 (czyli nie wszystkie wspóªczynniki równocze±nie s¡ zerami),
dla których speªniona jest równo±¢ α1v1 + α2v2 + ...+ αnvn = o. Oznacza to,
»e wektor vi mo»e by¢ wpisany w liniowy zwi¡zek z innym.
Definicja 2.6. Ukªad v1,v2, ...,vn liniowo niezale»nych wektorów przestrzeni
nazywa si¦ ukªadem maksymalnym tej przestrzeni, je»eli w wyniku doª¡czenia
do tego ukªadu dowolnego wektora vn+1 otrzymamy ukªad wektorów liniowo za-
le»nych.
Na podstawie wymienionych powy»ej definicji mo»na przedstawi¢ wa»ne
wªa±ciwo±ci wektorów liniowo zale»nych i liniowo niezale»nych.
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Niech V b¦dzie przestrzeni¡ liniow¡ nad ciaªemK oraz niech a,v1,v2, ...,vn
b¦d¡ wektorami tej przestrzeni. NiechW b¦dzie podprzestrzeni¡ liniow¡ prze-
strzeni V , zbudowan¡ nad tym samym ciaªem K, wówczas [16,31]:
 wektor a jest liniowo niezale»ny wtedy i tylko wtedy, gdy a 6= o,
 wektory o,v1,v2, ...,vn s¡ liniowo zale»ne,
 je»eli wektory v1,v2, ...,vn s¡ liniowo zale»ne, to wektory a,v1,v2, ...,vn s¡
równie» liniowo zale»ne,
 je»eli wektory v1,v2, ...,vn ∈W s¡ liniowo zale»ne (niezale»ne) w przestrzeni
V , to s¡ równie» zale»ne (niezale»ne) w przestrzeni W .
Definicja 2.7. Niech V b¦dzie przestrzeni¡ liniow¡ nad ciaªem K. Niech
v1,v2, ...,vn ∈ V oraz α1, α2, ..., αn ∈ K, wtedy wektor b = α1v1 + α2v2 +
...+ αnvn nazywa si¦ kombinacj¡ liniow¡ wektorów.
Warunkiem wystaczaj¡cym na to, aby wektory v1,v2, ...,vn ∈ V , dla n ≥ 2,
byªy liniowo zale»ne jest warunek, aby co najmniej jeden z nich byª kombinacj¡
liniow¡ pozostaªych. Gdy takiej kombinacji liniowej nie mo»na znale¹¢, wek-
tory s¡ niezale»ne. Opisywany warunek mo»na równie» odnie±¢ do przestrzeni
niesko«czenie wymiarowych. Niesko«czony zbiór wektorów przestrzeni liniowej
V ∞ jest liniowo niezale»ny, je»eli ka»dy jego sko«czony podzbiór wektorów jest
liniowo niezale»ny. Gdy tak nie jest, zbiór takich wektorów jest liniowo zale»ny.
2.2.1. Przestrze« euklidesowa
Definicja 2.8. Przestrze« liniowa, w której zostaª wprowadzony iloczyn ska-
larny, nazywana jest przestrzeni¡ euklidesow¡ E.
Przykªad 2.2. Przywoªuj¡c definicje podane w poprzednim paragrafie, mo»na
ªatwo wykaza¢ zale»no±¢ lub niezale»no±¢ ró»nych wektorów :
1.W przestrzeni euklidesowej Rn wektory e1 = [1, 0, ..., 0], e2 = [0, 1, ..., 0], ...,
en = [0, 0, ..., 1] s¡ liniowo niezale»ne. Dodatkowo wektory te stanowi¡ ukªad
maksymalny tej przestrzeni.
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Poniewa» wektory ei s¡ liniowo niezale»ne, to mo»na powiedzie¢, »e prze-
strze« Rn jest przestrzeni¡ generowan¡ przez te wektory. Oznacza to, »e
przestrze« Rnjest przestrzeni¡ euklidesow¡ En.
2.W przestrzeni euklidesowej R3 nad ciaªem R wektory a = [2, 1, 0], b = [1, 2, 1]
oraz c = [1,−1,−1] s¡ liniowo zale»ne, poniewa» warunek α1a+α2b+α3c =
o = [0, 0, 0] mo»e by¢ speªniony dla warto±ci skalarów α1 = −1, α2 = α3 = 1,
αi ∈ R.
3.W przestrzeni euklidesowej R3 nad ciaªem R wektory a = [0, 1, 0] oraz b =
[1, 0, 1] s¡ wektorami liniowo niezale»nymi, poniewa» warunek α1a+α2b = o
mo»e by¢ speªniony jedynie dla skalarów o warto±ciach α1 = α2 = 0, αi ∈ R.
Definicja 2.9. Niech a b¦dzie dowolnym wektorem przestrzeni euklidesowej E.
Norm¡ wektora zadan¡ przez iloczyn skalarny nazywamy liczb¦:
‖a‖ =
√
〈a,a〉. (2.18)
Norma wektora nazywana jest tak»e dªugo±ci¡ wektora.
Iloczyn skalarny w przestrzeni E wyznacza wi¦c norm¦ euklidesow¡ zadan¡
wzorem (2.18). Wektor a przestrzeni euklidesowej E jest unormowany wtedy,
gdy ‖a‖ = 1. Dowolny wektor a ∈ E mo»na normowa¢. Operacja normowania
generuje nowy, unormowany wektor b =
a
‖a‖ przestrzeni, który jest wspóªli-
niowy z wektorem a.
Definicja 2.10. Dwa wektory a i b przestrzeni euklidesowej E s¡ ortogo-
nalne, je»eli ich iloczyn skalarny wynosi zero, to znaczy jest speªniona równo±¢:
〈a, b〉 = 0.
Dwa wektory ortonormalne s¡ unormowanymi wektorami ortogonalnymi.
Wektor zerowy o jest ortogonalny do ka»dego wektora. Ortogonalno±¢ wek-
torów mo»na równie» sprawdzi¢ inaczej. Dwa wektory a i b przestrzeni eu-
klidesowej s¡ ortogonalne wtedy i tylko wtedy, gdy speªniony jest warunek:
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‖a‖2 + ‖b‖2 = ‖a+ b‖2. Dla przestrzeni E2 ortogonalno±¢ wektorów ozna-
cza, »e s¡ one prostopadªe. Poj¦cie ortogonalno±ci wektorów mo»na równie»
odnie±¢ do przestrzeni En, dla dowolnego n. Wa»n¡ wªasno±ci¡ normy (2.18)
w przestrzeniach rzeczywistych jest reguªa równolegªoboku:
2 · ‖a‖2 + 2 · ‖b‖2 = ‖a+ b‖2 + ‖a− b‖2 . (2.19)
Oznacza to, »e iloczyn skalarny mo»na równie» wyznaczy¢ z formuªy:
〈a, b〉 = 12(‖a+ b‖2 − ‖a‖2 − ‖b‖2). (2.20)
Zbiór wektorów przestrzeni euklidesowej E nazywamy ukªadem ortogonal-
nym wtedy i tylko wtedy, gdy dowolna para wektorów z tego zbioru jest ortogo-
nalna. Zbiór wektorów przestrzeni E jest ukªadem ortonormalnym, gdy skªada
si¦ z unormowanych wektorów parami ortogonalnych.
Oznacza to, »e dla ka»dej pary wektorów vi,vj ∈ E mamy:
〈vi,vj〉 =
{
C dla i = j
0 dla i 6= j . (2.21)
Gdy C = 1, wektory vi,vj s¡ unormowane. Gdy C 6= 1, wymienione
wektory nie s¡ unormowane.
2.2.2. Ortogonalizacja GramaSchmidta
Dowolny zbiór liniowo niezale»nych wektorów, czyli baz¦ {v1,v2, ...,vn}
przestrzeni euklidesowej, mo»na przeksztaªci¢ w zbiór wektorów ortogonalnych,
czyli baz¦ ortogonaln¡ {w1,w2, ...,wn} tej samej przestrzeni, ortogonalizuj¡c
j¡ w procesie GramaSchmidta [31]. W takim przypadku wektory bazy orto-
gonalnej s¡ sukcesywnie budowane na podstawie formuªy:
w1 = v1
w2 = v2 − 〈v2,w1〉‖w1‖2
w1
w3 = v3 −
[〈v3,w1〉
‖w1‖2
w1 +
〈v3,w2〉
‖w2‖2
w2
]
.
(2.22)
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Z opisu (2.22) wynika, »e podan¡ procedur¦ ortogonalizacji wektorów mo»na
zapisa¢ w sposób rekurencyjny:
wn = vn −
[〈vn,w1〉
‖w1‖2
◦w1 + 〈vn,w2〉‖w2‖2
◦w2 + ...+ 〈vn,wn−1〉‖wn−1‖2
◦wn−1
]
.
(2.23)
Aby zbudowa¢ w ten sposób zbiór ortonormalny, ka»dy wektor nale»y dodat-
kowo podzieli¢ przez jego norm¦, co ju» omówiono wcze±niej.
Przykªad 2.3. Dane s¡ dwa wektory v1 = [1, 0,−2], v2 = [5, 1, 4]. Nale»y zor-
togonalizowa¢ te wektory. Stosuj¡c bezpo±rednio formuª¦ (2.22), otrzymujemy :
w1 = v1 = [1, 0,−2],
w2 = v2 − 〈v2,w1〉‖w1‖2
w1 = [5, 1, 4]− [5, 1, 4] ◦ [1, 0,−2]
5
◦ [1, 0,−2] = [285 , 1, 145 ].
Wektory v1 oraz v2 rzeczywi±cie nie byªy ortogonalne, bo ich iloczyn skalarny
〈v1,v2〉 6= 0. Po ortogonalizacji wektory w1 i w2 s¡ ju» ortogonalne:
〈w1,w2〉 = [1, 0,−2] ◦ [285 , 1, 145 ] = 0.
2.2.3. Metryka przestrzeni
Metryka przestrzeni jest funkcj¡ podaj¡c¡ sposób obliczania odlegªo±ci po-
mi¦dzy dwoma punktami nale»¡cymi do danej przestrzeni. Metryka opisuje
wi¦c geometryczne wªa±ciwo±ci zbioru. Sformuªowanie ogólnych warunków, ja-
kie powinna speªnia¢ ta odlegªo±¢, prowadzi do poj¦cia przestrzeni metrycznej.
Definicja 2.11. Zbiór X nazywamy przestrzeni¡ metryczn¡, je±li ka»dej parze
elementów a, b, c ∈X przyporz¡dkowana jest nieujemna liczba d w taki sposób,
»e speªnione s¡ nast¦puj¡ce aksjomaty metryki :
1. d(a, b) = 0⇔ a = b.
2. d(a, b) = d(b,a).
3. d(a, b) + d(b, c) ≥ d(a, c).
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Funkcj¦ d nazywamy metryk¡, a warto±¢ funkcji d(a, b) dla ustalonej pary
elementów (a, b) nazywamy odlegªo±ci¡ pomi¦dzy punktami a i b, przy czym
”odlegªo±¢” jest w pewnym uproszczeniu synonimem poj¦cia ”niepodobie«stwo”.
Zgodnie z aksjomatem nr 1 podanym w Definicji 2.11, je±li wektory s¡ iden-
tyczne, to ich niepodobie«stwo wynosi zero. W zbiorze X metryk¦ mo»na defi-
niowa¢ w ró»ny sposób. Metryki s¡ odpowiednio zdefiniowanymi odlegªo±ciami
pomi¦dzy wektorami. Je±li funkcja, wedªug której wyznacza si¦ odlegªo±¢ po-
mi¦dzy wektorami, nie speªnia warunku 3 Definicji 2.11, to funkcja d nazywana
jest miar¡, np. odlegªo±¢ euklidesowa jest metryk¡, ale kwadrat odlegªo±ci eu-
klidesowej nie jest metryk¡ tylko miar¡, gdy» nie speªnia wszystkich podanych
powy»ej aksjomatów metryki. Poni»ej przedstawiono kilka najbardziej popu-
larnych miar i metryk.
Niech a = [a1, a2, ..., an] oraz b = [b1, b2, ..., bn], gdzie n ∈ N i a, b ∈ Rn,
wtedy:
 metryka euklidesowa: dE(a, b) =
√∑n
i=1(ai − bi)2,
 metryka Manhattan (taksówkowa): dM (a, b) =
∑n
i=1 |ai − bi|,
 metryka Czebyszewa: dC(a, b) = max{|ai − bi|, i = 1, ..., n},
 metryka Minkowskiego: dK(a, b) =
(∑n
i=1 |ai − bi|k
) 1
k
,
 dla k = 1 jest równowa»na metryce dM ,
 dla k = 2 jest równowa»na metryce dE ,
 dla k →∞ jest równowa»na niewa»onej metryce dC ,
 metryka Dice'a: dD(a, b) =
2
∑n
i=1 aibi∑n
i=1 a
2
i +
∑n
i=1 b
2
i
,
 metryka Jaccarda: dJ(a, b) =
∑n
i=1 aibi∑n
i=1 a
2
i +
∑n
i=1 b
2
i −
∑n
i=1 aibi
,
 miara kosinusowa: dcos(a, b) =
a · b
||a|| · ||b|| =
∑n
i=1 aibi√∑n
i=1 a
2
i ·
√∑n
i=1 b
2
i
,
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która wyra»a kosinus k¡ta mi¦dzy znormalizowanymi wektorami. Miar¦ ko-
sinusow¡ mo»na przeksztaªci¢ do metryki:
dcos(a, b) = 1− a · b||a|| · ||b|| ,
dla której speªnione s¡ teraz wszystkie podane aksjomaty z Definicji 2.11,
 miara Tanimoto: dT (a, b) =
aT · b
||a||2 + ||b||2 − aT · b .
Podane powy»ej wspóªczynniki sªu»¡ do wyznaczania odlegªo±ci w prze-
strzeniach metrycznych. W niektórych dziedzinach, takich jak przetwarzanie
obrazów lub klasyfikacja i rozpoznawanie wzorców, wymienione miary odle-
gªo±ci nazywane s¡ tak»e wspóªczynnikami podobie«stwa obiektów. Parame-
try (cechy) obiektów reprezentowane s¡ wtedy przez poszczególne wspóªrz¦dne
wektorów a oraz b opisuj¡cych te obiekty.
2.2.4. Baza i wymiar przestrzeni liniowej
Definicja 2.12. Ukªad wektorów v1,v2, ...,vn nazywamy baz¡ sko«czon¡ prze-
strzeni liniowej V , je±li :
 vi ∈ V dla i = 1, 2, ..., n,
 wektory v1,v2, ...,vn s¡ liniowo niezale»ne.
Aby ukªad wektorów tworzyª baz¦, musi speªnia¢ dwa warunki: ka»dy punkt
przestrzeni daje si¦ przedstawi¢ jako kombinacja wektorów z tego ukªadu oraz
mo»na tego dokona¢ tylko w jeden sposób (tzn. wektory ukªadu musz¡ by¢
liniowo niezale»ne). Oznacza to, »e dowolny zbiór n liniowo niezale»nych wek-
torów przestrzeni n wymiarowej tworzy baz¦ tej przestrzeni. Mówimy wtedy, »e
wektory v1,v2, ...,vn rozpinaj¡ przestrze« V . Przestrze« skªadaj¡ca si¦ tylko
z wektora zerowego o = [0, ..., 0] nie ma bazy, gdy» nie zawiera ukªadu wektorów
liniowo niezale»nych.
Je»eli przestrze« liniowa V ma baz¦ sko«czon¡, to liczba n wektorów bazy
nazywa si¦ jej wymiarem. Wymiar przestrzeni jest oznaczany jako dimV = n.
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Mo»na równie» wykaza¢, »e dowolny zbiór wektorów liniowo niezale»nych
w przestrzeni liniowej mo»na uzupeªni¢ do bazy tej przestrzeni, oraz »e ka»de
dwie bazy przestrzeni V skªadaj¡ si¦ zawsze z tej samej liczby wektorów [21,
31]. W zale»no±ci od ukªadu wektorów przestrzeni mamy do czynienia z baz¡
ortogonaln¡ lub ortonormaln¡ tej przestrzeni.
Przykªad 2.4. Wektory a = [1, 3,−2], b = [5, 1, 4] oraz c = [−1, 1, 1] two-
rz¡ baz¦ ortogonaln¡ liniowej przestrzeni euklidesowej E3. Jak wiadomo, baz¦
przestrzeni tworz¡ tylko wektory liniowo niezale»ne. Dla wykazania liniowej
niezale»no±ci wektorów a, b oraz c wystarczy stwierdzi¢, »e równanie:
α1a+ α2b+ α3c = o
posiada jedynie rozwi¡zanie dla α1 = α2 = α3 = 0. Mo»na to sprawdzi¢,
rozwi¡zuj¡c ukªad równa«:
α11 + α25− α31 = 0,
α13 + α21 + α31 = 0,
−α12 + α24 + α31 = 0.
Powy»szy ukªad równa« mo»na przedstawi¢ w postaci macierzy:
B =
 1 5 −13 1 1
−2 4 1
 .
Poniewa» wyznacznik det(B) 6= 0, zatem ukªad równa« jest jednorodnym ukªa-
dem Cramera z jedynym rozwi¡zaniem α1 = α2 = α3 = 0. Wektory bazy a,
b oraz c s¡ parami ortogonalne, gdy» np. iloczyn skalarny wektorów 〈a, c〉 =
1 · (−1) + 3 · 1− 2 · 1 = 0.
Podobne zwi¡zki zachodz¡ dla iloczynów skalarnych wektorów 〈a, b〉 = 〈b, c〉 =
0. Wektory nie s¡ unormowane, gdy» ||a|| = √14, ||b|| = √42 oraz ||c|| = √3.
Przykªad 2.5. Wektory a = [−12 ,
√
3
2 , 0], b = [
√
3
2 ,
1
2 , 0] oraz c = [0, 0, 1] tworz¡
baz¦ ortonormaln¡ liniowej przestrzeni euklidesowej E3.
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Liniow¡ niezale»no±¢ wektorów a, b, c mo»na sprawdzi¢ identycznie jak w przy-
kªadzie poprzednim. Rozwi¡zanie wskazuje, »e wektory a, b oraz c s¡ liniowo
niezale»ne. Iloczyny skalarne 〈a, b〉 = 〈a, c〉 = 〈b, c〉 = 0, tak wi¦c odpowied-
nie wektory s¡ parami ortogonalne. Wektory s¡ te» unormowane, poniewa»
‖a‖ = ‖b‖ = ‖c‖ = 1.
Spostrze»enie 2.1. Ortogonalno±¢ wektorów implikuje ich liniow¡ niezale»-
no±¢. Niech V jest przestrzeni¡ liniow¡. Wektory v1,v2, ...,vn ∈ V , z których
ka»dy ma n elementów, tworz¡ baz¦ tej przestrzeni wtedy i tylko wtedy, gdy
det

v1
v2
...
vn

n×n
6= 0. (2.24)
Wektory bazowe przestrzeni mo»na wi¦c zapisywa¢ tak»e w postaci macie-
rzy.
Niech A = [aij ]n×n, gdzie n ∈ N . Wówczas unormowane wektory wier-
szowe a1,a2, ...,an ∈ En macierzy A:
a1 = [a11, a12, ..., a1n], (2.25)
a2 = [a21, a22, ..., a2n],
...
an = [an1, an2, ..., ann],
tworz¡ baz¦ ortonormaln¡ przestrzeni liniowej En wtedy i tylko wtedy, gdy
macierz A jest macierz¡ nieosobliw¡, A−1 = A, a iloczyn macierzy AAT =
In, det(A) = 1. Baz¦ En tworz¡ równie» wektory kolumnowe macierzy A.
Mo»na ªatwo wykaza¢, »e macierzAmusi rzeczywi±cie posiada¢ takie wªasno±ci.
Wiersze macierzy A z zaªo»enia musz¡ by¢ parami ortogonalne. Dotyczy to
równie» kolumn tej macierzy. Z twierdzenia Cauchy'ego o wyznaczniku iloczynu
macierzy [36] wynika, »e det(AAT ) = det(A) · det(AT ).
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Z wªasno±ci wyznaczników wynika, »e det(A) = det(AT ), zatem det(AAT ) =
det(A) · det(A) = [det(A)]2. Poniewa» macierz A jest ortogonalna, zatem
[det(A)]2 = det(A) = 1. Macierz A jest wi¦c macierz¡ nieosobliw¡. Iloczyn
macierzy AAT = In jest macierz¡ diagonaln¡ (jednostkow¡). Macierz jed-
nostkowa jest oczywi±cie nieosobliwa, gdy» det(In) = 1. Je±li wiersze macierzy
A nie s¡ unormowane, to macierz A tworzy baz¦ ortogonaln¡ przestrzeni En.
Mamy wtedy AAT = λIn.
Przykªad 2.6. Dana jest macierz A[aij ]:
A =

1
2
1
2
1
2
1
2
1
2 −12 12 −12
1
2
1
2 −12 −12
1
2 −12 −12 12
 = 12

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 . (2.26)
Łatwo równie» zauwa»y¢, »e A−1 = AT , A = AT oraz AAT = I4. Macierz
A jest wi¦c symetryczna. Ka»da para wektorów wierszowych (kolumnowych)
macierzy A jest ortogonalna, gdy» wybieraj¡c w sposób dowolny dwa wektory
wierszowe (kolumnowe) macierzy A, na przykªad wektory a2 = [12 ,−12 , 12 ,−12 ]
oraz a4 = [12 ,−12 ,−12 , 12 ], ich iloczyn skalarny wynosi 〈a2,a4〉 = 12 · 12 + (−12) ·
(−12) + 12 · (−12) + (−12) · 12 = 0.
W identyczny sposób mo»na post¡pi¢ dla ka»dej pary wektorów wierszowych
(kolumnowych), otrzymuj¡c identyczne wyniki:
〈ai,aj〉 = 0 dla i, j = 1, ..., 4 oraz i 6= j,
〈ai,ai〉 = ||ai|| = 1 dla i = 1, ..., 4.
Zbiór wektorów wierszowych (kolumnowych) macierzy A jest wi¦c zbiorem wek-
torów ortogonalnych i unormowanych. Wektory a1,a2,a3,a4 s¡ równie» li-
niowo niezale»ne, gdy» rozwi¡zanie równania:
α1a1 + α2a2 + α3a3 + α4a4 = o,
które rozwin¡¢ mo»na do ukªadu równa«:
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α1
1
2 + α2
1
2 + α3
1
2 + α4
1
2 = 0,
α1
1
2 − α2 12 + α3 12 − α4 12 = 0,
α1
1
2 + α2
1
2 − α3 12 − α4 12 = 0,
α1
1
2 − α2 12 − α3 12 + α4 12 = 0,
jest mo»liwe tylko dla wspóªczynników o warto±ciach α1 = α2 = α3 = 0.
Oznacza to, »e wszystkie wektory wierszowe (kolumnowe) macierzy A tworz¡
baz¦ ortonormaln¡ liniowej przestrzeni euklidesowej E4.
Gdyby oznaczy¢ przez B macierz znajduj¡c¡ si¦ po prawej stronie równania
(2.26), w której wyst¦puj¡ tylko warto±ci ±1, to zbiór wektorów wierszowych
tej macierzy jest tak»e zbiorem wektorów ortogonalnych, gdy» 〈bi, bj〉 = 0
dla i, j = 1, ..., 4 oraz i 6= j, ale 〈bi, bi〉 = 4 oraz ||bi|| = 2, dla i = 1, ..., 4.
Wtedy det(B) = 16, B = BT , B−1 = 14B
T , a iloczyn macierzy BBT = 14In.
Z punktu widzenia wymaga« dotycz¡cych ortogonalno±ci macierzy macierz B
nie jest ortogonalna, gdy» nie zachodz¡ dla niej zwi¡zki B−1 = BT oraz
det(B) = 1. Wektory bi s¡ wektorami nieunormowanymi, ale wszystkie maj¡ t¦
sam¡ dªugo±¢ (ró»n¡ od 1). Wektory macierzy B rozpinaj¡ liniow¡ przestrze«
euklidesow¡ E4.
3. Preliminaria
Opisywane w tym rozdziale zagadnienia s¡ znane i zostaªy omówione w lite-
raturze, nie wnosz¡ wi¦c nowych tre±ci. Przyj¦cie takiej formuªy ich prezentacji
pozwala Czytelnikowi skupi¢ si¦ na analizie opisywanych w kolejnych rozdzia-
ªach zagadnie«, bez konieczno±ci poszukiwania i studiowania literatury dodat-
kowej. Niezb¦dne pozycje literaturowe s¡ oczywi±cie w odpowiednich miejscach
przywoªywane, pozwalaj¡c w razie potrzeby na lektur¦ dodatkowych prac.
3.1. Arytmetyka modularna. Kongruencje
Arytmetyka modularna, nazywana tak»e arytmetyk¡ reszt, jest podobna do
zwykªej arytmetyki na liczbach caªkowitych z t¡ ró»nic¡, »e obliczenia prowa-
dzone s¡ modulo n (mod n).
Definicja 3.1. Niech n b¦dzie liczb¡ naturaln¡ (n ∈ N) oraz niech a oraz b
b¦d¡ liczbami caªkowitymi (a, b, k ∈ Z). Mówimy, »e a przystaje do b modulo n,
je»eli ró»nica a − b jest podzielna przez n, co symbolizuje zapis a ≡ b (mod n)
lub a ≡n b:
a ≡ b (mod n)⇔
∨
k∈Z
a− b = k · n. (3.1)
Liczb¦ n nazywamy moduªem kongruencji.
Zgodnie z Definicj¡ (3.1), kongruencja to sposób zapisu informuj¡cego, »e
dwie liczby caªkowite a oraz b daj¡ t¦ sam¡ reszt¦ przy dzieleniu ka»dej z nich
przez pewn¡ liczb¦ naturaln¡ n. Inaczej: liczby a i b przystaj¡ modulo n (s¡
kongruentne), je±li ich ró»nica a− b dzieli si¦ bez reszty przez n.
Notacja a ≡ b (mod n) oznacza, »e dla pewnej liczby k ∈ Z zachodzi
zwi¡zek a = b + k · n. Zapis a (mod n) odnosi si¦ do operacji tzw. redukcji
modularnej, która oznacza, »e reszta z dzielenia a/n speªnia warunek a/n < n.
Formalny opis arytmetyki modularnej przedstawi¢ mo»na za pomoc¡ teorii
grup. Grup¦ (A,⊕n) tworzy zbiór A wraz ze definiowan¡ w A operacj¡ ⊕n
posiadaj¡c¡ nast¦puj¡ce wªasno±ci:
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 Dla a, b ∈ A element a⊕n b ∈ A.
 Istnieje element e ∈ A zwany elementem neutralnym taki, »e
e⊕n a = a⊕n e = a dla dowolnego a ∈ A.
 Dla a, b, c ∈ A zachodzi (a⊕n b)⊕n c = a⊕n (b⊕n c).
 Dla elementu a ∈ A istnieje dokªadnie jeden element odwrotny b ∈ A taki,
»e a ⊕nb = b⊕n a = e.
Zgodnie z powy»szym, mo»na wprowadzi¢ w zbiorze A = {0, 1, ..., n − 1}
arytmetyk¦ modulo n, definiuj¡c dziaªania:
 dodawania:
a+ b =
{
a+ b, dla a+ b < n
a+ b− n, dla a+ b ≥ n , (3.2)
 odejmowania:
a− b =
{
a− b, dla a− b ≥ 0
a− b+ n, dla a− b < 0 , (3.3)
 wyznaczenia liczby przeciwnej do liczby a:
c =
{
−a+ n, dla a > 0
0, dla a = 0
, (3.4)
 wyznaczenia liczby odwrotnej do liczby a (mod n). Jest to taka liczba x, »e:
ax ≡ 1 (mod n). (3.5)
Liczb¦ x zapisuje si¦ cz¦sto w postaci:
x = [a−1]n. (3.6)
32
Program 3.1. Liczb¦ odwrotn¡ modulo n do liczby a mo»na wyznaczy¢ za
pomoc¡ programu Matlab.
% Obliczanie odwrotnosci a modulo n
a=13; % Liczba a
n=8; % Liczba modulo
p0=0; p1=1; % Zmienne pomocnicze
a0=a; n0=n; % Zmienne pomocnicze
q=floor(n0/a0); % Zwraca najwieksza liczbe calkowita,
% mniejsza lub rowna n0/a0
r=mod(n0,a0); % Reszta z dzielenia n0/a0
while (r>0) % Glowna petla programu. Warunek zakonczenia
t=p0-q*p1;
if (t>=0)
t=mod(t,n);
else
t=n-(mod(-t,n));
end
p0=p1; p1=t;
n0=a0; a0=r;
q=floor(n0/a0);
r=mod(n0,a0);
end
p1 % Wyznaczona liczba
3.2. Zwykªy i rozszerzony algorytm Euklidesa
Za pomoc¡ zwykªego algorytmu Euklidesa wyznacza si¦ najwi¦kszy wspólny
dzielnik (NWD) dwóch liczb naturalnych a oraz b. Jest to powszechnie znany
algorytm, implementowany w ró»nych j¦zykach programowania. Jego opis jest
wi¦c zb¦dny. Algorytm Euklidesa jest implementowany w wielu pakietach ma-
tematycznych.
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Znalezienie najwi¦kszego wspólnego dzielnika (NWD) liczb a oraz b umo»-
liwia na przykªad polecenie Matlaba gcd(a, b), a polecenie mod(a, b) wyznacza
reszt¦ z dzielenia a/b.
W rozszerzonym algorytmie Euklidesa, oprócz znajdowania NWD(a, b),
a, b > 0, wyznaczane s¡ równie» takie liczby caªkowite s, t, »e [8, 29]:
NWD(a, b) = a · s+ b · t. (3.7)
Istnienie takich liczb udowadnia lemat E. Bezout, który rozstrzyga, »e to»-
samo±¢ (3.7) jest zawsze prawdziwa. W praktycznej realizacji algorytmu Eukli-
desa wykorzystuje si¦ spostrze»enie, »e dla a > b i a, b ∈N zachodzi zwi¡zek:
NWD(a, b) = NWD((a mod b), b), (3.8)
gdzie a mod b oznacza reszt¦ z dzielenia a/b.
Program 3.2. Iteracyjna realizacja rozszerzonego algorytmu Euklidesa, gdzie
wykorzystuje si¦ zale»no±¢ (3.8). Dla danych wej±ciowych (liczby A,B) algo-
rytm wyznacza liczby s, t, zgodnie z formuª¡ (3.7).
a=A; b=B; % A i B dane wejsciowe
s=1; t=0; r=0; u=1; % Zmienne pomocnicze
while a<0 | a~=round(a) % Kontrola poprawnosci liczby a
a=input('podaj wartosc a:');
end;
while b<0 | b~=round(b) % Kontrola poprawnosci liczby b
b=input('podaj wartosc b:');
end;
while (b~=0) % Glowna petla programu
c=mod(a,b); % Reszta z dzielenia a/b
d=floor(a/b); % Czesc calkowita z dzielenia a/b
a=b; % Zapamietanie biezacej wartosci b
b=c; % Zapamietanie biezacej wartosci c
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n_r=s-d*r;
n_u=t-d*u;
s=r;
t=u;;
r=n_r;
u=n_u;
end
s
t
Algorytm Euklidesa mo»na zrealizowa¢ w dwóch technikach programowania 
w wersji iteracyjnej lub rekurencyjnej.
3.3. Chi«skie twierdzenie o resztach
Chi«skie twierdzenie o resztach (ang. Chinese remainder theorem  CRT)
mówi, »e okre±lony ukªad kongruencji speªnia dokªadnie jedna liczba.
Twierdzenie to jest cz¦sto wykorzystywane w algorytmach kryptograficz-
nych, gdy» pozwala na wykonywanie operacji matematycznych na du»ych licz-
bach.
Twierdzenie 3.1. (chi«skie twierdzenie o resztach). Niech M = Πki=1mi jest
iloczynem liczb wzgl¦dnie pierwszych, m1, ...,mk ∈ N r {0}, co oznacza, »e
NWD(mi,mj) = 1, dla i 6= j.
Niech a1, ..., ak ∈N b¦d¡ dowolnymi liczbami. Wtedy ukªad równa« diofantycz-
nych jest ukªadem kongruencji :
c ≡ ai (mod mi), i = 1, ..., k, (3.9)
i ma dokªadnie jedno rozwi¡zanie c takie, »e:
c =
k∑
i=1
M
mi
· si · ai, (mod M), (3.10)
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gdzie liczba si jest rozwi¡zaniem kongruencji typu Mmi · c ≡ 1 (mod mi), dla
i = 1, ..., k.
Przykªad 3.1. Korzystaj¡c z chi«skiego twierdzenia o resztach, nale»y wyzna-
czy¢ dodatnie rozwi¡zanie ukªadu kongruencji:
c ≡ 4 (mod 3)
c ≡ 7 (mod 10)
c ≡ 6 (mod 7)
.
Poniewa» NWD(3, 10) = NWD(3, 7) = NWD(10, 7) = 1, zatem liczby 3, 10
oraz 7 s¡ wzgl¦dnie pierwsze. Ukªad kongruencji ma wi¦c rozwi¡zanie. Otrzy-
mujemy M = 3 · 10 · 7 = 210 oraz:
M
m1
=
210
3
= 70,
M
m2
=
210
10
= 21,
M
m3
=
210
7
= 30.
Z podstaw arytmetyki modularnej wiadomo, »e zachodzi zwi¡zek: NWD(a, b) =
a · s + b · t, gdzie s i t s¡ pewnymi liczbami caªkowitymi. Je±li znane s¡ liczby
a oraz b, tutaj znane s¡ pary liczb: (70, 3) (21, 10) oraz (30, 7), to zestawy liczb
s i t mo»na wyznaczy¢ za pomoc¡ rozszerzonego algorytmu Euklidesa, który byª
ju» opisany wcze±niej :
70 · c ≡ 1 (mod 3) : NWD(70, 3) = 1 = 70 · 1 + 3 · (−23)→ s1 = 1,
21 · c ≡ 1 (mod 10) : NWD(21, 10) = 1 = 21 · 1 + 10 · (−2)→ s2 = 1,
30 · c ≡ 1 (mod 7) : NWD(30, 7) = 1 = 30 · (−3) + 7 · (13) → s3 = −3.
Wtedy, na podstawie chi«skiego twierdzenia o resztach, otrzymujemy :
c = 70 · 1 · 4 + 21 · 1 · 7 + 30 · (−3) · 6 = −113 (mod 210)
lub w innym zapisie: −113 ≡210 97, bo −113 (mod 210) = 97.
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Rozwi¡zaniem zbioru kongruencji jest wi¦c liczba c = 97.
W Matlabie mo»na ªatwo sprawdzi¢, »e warunki zadanego ukªadu kongruencji s¡
speªnione, gdy» : mod(97, 3) = mod(4, 3) = 1,mod(97, 10) = mod(7, 10) = 7
oraz mod(97, 7) = mod(6, 7) = 6.
3.4. Notacja O
Wiele wspóªczesnych naukowych i technologicznych zagadnie« jest tak skom-
plikowanych, »e wymagaj¡ stosowania komputerów. Jednocze±nie zmierza si¦
do tego, aby komputery dziaªaªy szybko, czyli by szybko±¢ oblicze« byªa du»a.
Aby zwi¦kszy¢ szybko±¢ dziaªania procesorów, niezb¦dne jest udoskonalanie
technologii projektowania i wytwarzania ukªadów mikroelektronicznych o du-
»ym stopniu scalenia. Produkowane obecnie ukªady o ultrawysokim stopniu
scalenia (ang. Ultra Large Scale of Integration) s¡ tak wydajne, »e szeroko±¢
±cie»ek ª¡cz¡cych wewn¦trzne elementy ukªadu jest bliska wymiarom atomo-
wym, co mo»e stanowi¢ barier¦ dalszego post¦pu technologicznego. Pewnym
ograniczeniom podlegaj¡ równie» próby podnoszenia cz¦stotliwo±ci taktowania
ukªadów, gdy» pojawiaj¡ si¦ wtedy kªopotliwe do wyeliminowania opó¹nienia
czasowe zakªócaj¡ce wspóªprac¦ elementów wewn¦trznych. Innym rodzajem
eksperymentów zmierzaj¡cych do zwi¦kszenia szybko±ci dziaªania ukªadów s¡
próby ró»nicowania napi¦¢ zasilaj¡cych ukªad. Wyrafinowana technologia nie
zwalnia jednak od poszukiwa« takich rozwi¡za« programowych, które z zastoso-
waniem danego sprz¦tu b¦d¡ wykonywane najszybciej. Badaniem algorytmów
zajmuje si¦ algorytmika.
Niektóre algorytmy s¡ szybsze od innych. Wszystkie jednak wymagaj¡ wi¦-
cej czasu, by operowa¢ na wi¦kszej liczbie danych wej±ciowych. Je±li liczba
danych wej±ciowych nie b¦dzie du»a, to prawdopodobnie nie zauwa»y si¦ ró»-
nicy w czasie dziaªania ró»nych algorytmów na danej maszynie, ale dla zadania
operuj¡cego na du»ej liczbie danych wybór wªa±ciwego algorytmu ma znaczenie
kluczowe  mo»e prowadzi¢ do istotnego skrócenia czasu oblicze«. Sposobem
oceny algorytmu mo»e by¢ szacowanie jego zªo»ono±ci czasowej. Zªo»ono±¢ cza-
sowa jest elementem zªo»ono±ci obliczeniowej, w przypadku której badany jest
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czas wykonania lub zapotrzebowanie algorytmu na pami¦¢ operacyjn¡. Miar¡
zªo»ono±ci czasowej jest liczba podstawowych (dominuj¡cych) operacji niezb¦d-
nych do zrealizowania algorytmu. Pomiar rzeczywistego czasu byªby myl¡cy,
ze wzgl¦du na siln¡ zale»no±¢ realizacji algorytmu od u»ytego kompilatora oraz
sprz¦tu komputerowego, którym dysponujemy. Znaj¡c czas wykonania elemen-
tarnej operacji na danym komputerze, zªo»ono±¢ czasow¡ mo»na okre±la¢ rów-
nie» w jednostkach czasu, czego jednak si¦ nie praktykuje.
Projektuj¡c algorytm, chcemy, »eby jego zªo»ono±¢ obliczeniowa byªa jak
najmniejsza, czyli aby program liczyª si¦ jak najkrócej i wykorzystywaª jak naj-
mniej zasobów pami¦ci operacyjnej. D¡»ymy wi¦c do minimalizowania kosztów
algorytmu. Nie zawsze takie rozumowanie jest jednak uprawnione  cz¦sto lepiej
jest dobra¢ prostszy algorytm ni» poszukiwa¢ algorytmu szybkiego, lecz bar-
dziej zªo»onego, a tym samym trudniejszego do zapisania w wybranym j¦zyku
programowania, co mo»e by¢ przyczyn¡ powstawania trudnych do znalezienia
i eliminacji bª¦dów wykonania.
Definicja 3.2. Niech t i g b¦d¡ ci¡gami liczb rzeczywistych. Zapisujemy, »e:
t(n) = O(g(n)) (3.11)
wtedy, gdy istniej¡ staªe c, n0 ∈ R+ takie, »e:∧
n>n0
t(n) ≤ c · g(n), (3.12)
gdzie n jest rozmiarem danych wej±ciowych.
Mówimy wtedy, »e funkcja t jest co najwy»ej rz¦du g.
Równo±¢ t(n) = O(g(n)) nale»y interpretowa¢ w ten sposób, »e funkcja
t(n) nale»y do zbioru wszystkich funkcji, które speªniaj¡ t¦ równo±¢. Defi-
nicja 3.2 wskazuje, »e dla du»ych n warto±ci t nie s¡ wi¦ksze ni» warto±ci g
pomno»one przez pewn¡ staª¡, czyli funkcja t(n) jest dla wszystkich n wi¦k-
szych od n0 ograniczona przez funkcj¦ g(n) pomno»on¡ przez pewn¡ staª¡ c.
Ten sposób szacowania zªo»ono±ci powoduje eliminowanie skªadników wolniej
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rosn¡cych oraz zaniedbywanie staªych, przez które mno»one s¡ funkcje. Nie
zawsze jest to korzystne. Zaªó»my, »e mamy dwa algorytmy, które rozwi¡zuj¡
to samo zadanie.
Niech pierwszy algorytm ma zªo»ono±¢ O(1012n), a drugi O(n2). Liczba
operacji elementarnych, szacowanych notacj¡ O, w algorytme drugim wydaje
si¦ wi¦ksza ni» w algorytmie pierwszym. Tak jest rzeczywi±cie dopiero dla
odpowienio du»ych n: n > 1012.
Mo»e si¦ jednak zdarzy¢, »e algorytm wykonuje ró»n¡ liczb¦ iteracji w zale»-
no±ci od konkretnego zestawu danych wej±ciowych. Wtedy mo»emy bada¢ czas
jego wykonania w najgorszym przypadku, czyli gdy przetwarzamy najgorszy
z mo»liwych zestawów danych. Mówimy wtedy o zªo»ono±ci pesymistycznej.
Spo±ród wielu ró»nych zªo»ono±ci czasowych algorytmów najbardziej po»¡-
dane s¡ te, których zªo»ono±¢ jest rz¦du O(1), O(n) lub O(n log2 n), a wi¦c
o zªo»ono±ci staªej, liniowej lub liniowo-logarytmicznej. Najwolniej wykony-
wanymi algorytmami s¡ algorytmy o zªo»ono±ci wielomianowej O(nx), gdzie x
jest dodatni¡ staª¡ caªkowit¡, i algorytmy o zªo»ono±ci wykªadniczej O(xn) dla
x > 2. Prezentowane w kolejnych rozdziaªach ksi¡»ki algorytmy charakteryzo-
wane s¡ mi¦dzy innymi za pomoc¡ notacji O.

4. Dyskretne reprezentacje
deterministycznych sygnaªów ci¡gªych
W ±wiecie rzeczywistym mierzone sygnaªy maj¡ charakter ci¡gªy  s¡ to
wi¦c sygnaªy analogowe. W opisie sygnaªów analogowych wykorzystuje si¦
przestrzenie funkcyjne. Reprezentacja sygnaªów analogowych w kategoriach
przestrzeni funkcyjnych jest dobrze ugruntowana teoretycznie, pozwalaj¡c na
rozwi¡zywanie praktycznych zagadnie« teorii sygnaªów. Pod wieloma wzgl¦-
dami przestrzenie funkcyjne s¡ podobne do przestrzeni wektorowych, co po-
zwala przenie±¢ obliczenia do tych przestrzeni. Podstawowe poj¦cia przestrzeni
funkcyjnej maj¡ jednak ograniczenia, których nie ma w przypadku przestrzeni
wektorowych. Podstaw¡ rozpatrywanych w tym rozdziale przestrzeni funk-
cyjnych jest zaªo»enie, »e funkcje musz¡ by¢ caªkowalne z kwadratem. Waru-
nek ten wynika z faktu, »e podobnie jak w przestrzeniach wektorowych, tak»e
w przestrzeniach funkcyjnych obowi¡zuje poj¦cie iloczynu skalarnego i normy.
Definicja 4.1. Iloczynem skalarnym rzeczywistych, ci¡gªych funkcji f(x) i g(x)
zmiennej rzeczywistej, okre±lonych na przedziale I, nazywamy caªk¦:
〈f(x), g(x)〉 =
∫
I
f(x) · g(x)dx. (4.1)
Suma iloczynów wspóªrz¦dnych wektorów (Definicja 2.3) zostaªa wi¦c zast¡-
piona caªk¡ iloczynu funkcji.
Definicja 4.2. Norm¡ funkcji f(x), okre±lonej na przedziale I, nazywamy
liczb¦:
‖f(x)‖ =
√
〈f(x), f(x)〉 =
√√√√∫
I
f2(x)dx. (4.2)
Aby mo»na byªo wyznaczy¢ norm¦ funkcji, musi istnie¢ caªka z jej kwadratu,
co wynika bezpo±rednio ze wzoru (4.2). Je»eli nie jest to doprecyzowane, to
najcz¦±ciej ma si¦ na uwadze funkcje caªkowalne w sensie Lebesgue'a. Trzeba
pami¦ta¢, »e nie ka»da funkcja speªnia ten wa»ny postulat.
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Przykªad 4.1. Mo»na policzy¢ caªk¦
1∫
0
1√
x
dx = 2
√
x|10 = 2, co wynika z faktu,
»e
∫
xadx =
1
a+ 1
xa+1 + C, a 6= −1.
Natomiast dla funkcji
(
1√
x
)2
jej caªka
1∫
0
(
1√
x
)2
dx =
1∫
0
1
x
dx = +∞, gdy»
caªka
1∫
0
1
x
dx = lim
ε→0+
1∫
ε
1
x
dx = lim
ε→0+
(ln 1− ln ε) = lim
ε→0+
(− ln ε) = +∞.
Definicja 4.3. Funkcje f(x) oraz g(x) s¡ ortogonalne na przedziele I, je±li :
〈f(x), g(x)〉 =
∫
I
f(x) · g(x)dx = 0. (4.3)
Przykªad 4.2. Funkcjami ortogonalnymi w przedziale [−pi, pi] s¡ funkcje sin(nx)
oraz cos(mx) dla n,m ∈ C i n 6= m. Funkcje te s¡ caªkowalne z kwadratem:
‖sin(nx)‖ =
√√√√√ pi∫
−pi
sin2(nx)dx =
√
pi,
‖cos(mx)‖ =
√√√√√ pi∫
−pi
cos2(mx)dx =
√
pi.
Z trygonometrii wiadomo, »e:
sin(α) + sin(β) = 2 sin 12(α+ β) cos
1
2(α− β).
Niech 12(α + β) = nx i
1
2(α − β) = mx. Jest to ukªad równa«, w którym
poszukiwanymi warto±ciami s¡ α oraz β. Rozwi¡zuj¡c ten ukªad, otrzymujemy
α = (n+m)x i β = (n−m)x, st¡d :
sin(n+m)x+ sin(n−m)x = 2 sin(nx) · cos(mx),
1
2 sin(n+m)x+ sin(n−m)x = sin(nx) · cos(mx).
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Ostatecznie ortogonalno±¢ funkcji sin(nx) oraz cos(mx) wynika z faktu, »e:
〈sin(nx), cos(mx)〉 =
pi∫
−pi
sin(nx) cos(mx)dx =
=
1
2
pi∫
−pi
(sin(n+m)x+ sin(n−m)x)dx =
= −1
2
cos(n+m)x
n+m
− 1
2
cos(n−m)x
n−m |
pi
−pi = 0.
Przykªad 4.3. Ukªadem ortogonalnym w przedziale [0, pi] jest równie» ukªad
funkcji sin(x), sin(2x),..., sin(nx), dla n ∈N . Wystarczy zauwa»y¢, »e:
‖sin(nx)‖ =
√√√√√ pi∫
0
sin2(nx)dx =
√
pi
2
.
Wiadomo, »e sin(α) sin(β) = 12cos(α− β)− 12cos(α+ β). Podstawiaj¡c α = nx
oraz β = mx, otrzymujemy :
sin(nx) sin(mx)〉 =
pi
1
2
∫
0
(cos(n−m)x− cos(n+m)x)dx =
=
1
2
(
sin(n−m)x
n−m −
sin(n+m)x
n+m
)
|pi0 = 0.
Na podstawie przeprowadzonych analiz mo»na wykaza¢, »e ukªadem or-
togonalnym w przedziale [−pi, pi] jest ukªad nast¦puj¡cych funkcji trygonome-
trycznych: 1, cosx, sinx, cos 2x, sin 2x, ..., cosnx, sinnx. Ukªadami ortogonal-
nymi s¡ równie» ukªady wielomianów Legendre'a, Czybyszewa, ukªad funkcji
Haara, Rademachera i inne [14, 34, 40]. Znanych jest bardzo wiele ukªadów
funkcji ortogonalnych, które maj¡ du»e znaczenie w teorii sygnaªów [3, 28, 40]
 nie o tym jednak traktuje ta monografia.
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Przedmiotem zainteresowania wi¦kszo±ci aplikacji in»ynierskich s¡ nie tylko
rzeczywiste sygnaªy ci¡gªe (lub sygnaªy ci¡gªe modelowane ró»nymi funkcjami),
ale równie» sygnaªy dyskretyzowane w czasie, czyli ci¡gi liczb o sko«czonej dªu-
go±ci. Tym sposobem funkcja zmiennej ci¡gªej jest reprezentowana odpowied-
nim ci¡giem liczb. Ci¡g ten stanowi reprezentacj¦ dyskretn¡ funkcji ci¡gªej.
Mo»e by¢ równie» ci¡giem liczb okre±lonych w jaki± inny sposób. Na przykªad
ci¡giem takim mo»e by¢ ci¡g liczb caªkowitych lub rzeczywistych, bez koniecz-
no±ci wi¡zania tego ci¡gu z jakimkolwiek sygnaªem ci¡gªym. Nale»y równie»
pami¦ta¢, »e danemu ci¡gowi próbek mo»e odpowiada¢ niesko«czenie wiele sy-
gnaªów ci¡gªych.
Zaªó»my, »e mierzona jest pewna wielko±¢ fizyczna w czasie, ze staªym od-
st¦pem czasu równym 2−m. Oznacza to, »e w jednostce czasu dokonujemy
2m pomiarów. Zmierzone warto±ci tworz¡ ci¡g (...x0, x1, ..., x2m−1...). Mo»na
zaªo»y¢, »e ci¡g ten jest z obu stron niesko«czony, przyjmuj¡c, »e przed i po
zako«czeniu pomiarów zmierzone warto±ci byªy stale równe 0. Tak rozpatry-
wany ci¡g stanowi reprezentacj¦ dyskretn¡ rozpatrywanej wielko±ci fizycznej,
gdy» zawiera sko«czon¡ liczb¦ elementów ró»nych od zera. Zakªadamy przy
tym, »e sygnaª nie zmienia warto±ci pomi¦dzy pomiarami. Oznacza to, »e
funkcja jest staªa w przedziaªach [n2−m, (n+ 1)2−m], n = 0, 1, ..., 2m−1. Prze-
strzenie sygnaªów mog¡ by¢ wi¦c traktowane jako N = 2m wymiarowe prze-
strzenie wektorowe, w których uporz¡dkowane kolejno w czasie próbki sygnaªu
ci¡gªego s¡ reprezentowane przez kolejne wspóªrz¦dne wektora, oznaczone jako
[x(0), x(1), ...] = [x0, x1, ...].
Konsekwencj¡ dyskretyzacji w pewnym przedziale I sygnaªu ci¡gªego x(t)
jest zast¡pienie czasu jego indeksem oraz caªki sum¡:
x(t)→ xt, t = 0, ..., N − 1, (4.4)∫
I
x(t)dt→
N−1∑
t=0
xt. (4.5)
W ten sposób rozwa»ania o funkcjach ci¡gªych mog¡ by¢ rozszerzone na
przestrzenie sygnaªów dyskretnych, czyli przestrzenie wektorowe.
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Na rys. 1 przedstawiono wykres prostej funkcji y = sin(2pit), a na kolejnych
wykresach jej dyskretn¡ reprezentacj¦. Oznaczono tak»e miejsca pobierania
próbek tego sygnaªu oraz warto±ci poszczególnych próbek  dziewi¡ta próbka
ma np. warto±¢ sin(2pi ∗ 0.4) = 0.5878. Sygnaª byª próbkowany z okresem T =
0.05. Poszczególne wykresy sprz¡dzone zostaªy za pomoc¡ programu Matlab.
Program 4.1. Wykres funkcji trygonometrycznej y = sin(2pit) oraz jej kolejne
reprezentacje.
T=1; N=100; dt=T/N;
t=0:dt:(N)*dt; y = sin(2*pi*t);
subplot(311); plot(t,y); grid;
xlabel('czas t'); axis([0 1 -1.2 1.2]);
ylabel('sin(2\pit)');
t1=0:5*dt:(N)*dt; y = sin(2*pi*t1);
subplot(312); plot(t1,y,'-ro','LineWidth',1,...
'MarkerEdgeColor','r',...
'MarkerFaceColor','w',...
'MarkerSize',5); grid
text(0.41,sin(0.8*pi),'\leftarrow 9 probka',...
'HorizontalAlignment','left');
xlabel('czas t'); axis([0 1 -1.2 1.2]);
subplot(313);
t1=0:5*dt:(N)*dt;
h = stem(t1,sin(2*pi*t1),'fill','--');
set(get(h,'BaseLine'),'LineStyle',':')
set(h,'MarkerFaceColor','black');grid
text(0.41,sin(0.8*pi),'\leftarrow 0.5878',...
'HorizontalAlignment','left');
xlabel('czas t'); axis([0 1 -1.2 1.2]);
Cz¦sto zamiast korzysta¢ z bezpo±redniej reprezentacji funkcyjnej korzysta
si¦ z pewnej reprezentacji sygnaªu.
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Rys. 1. Wykres funkcji (a): miejsca pobierania próbek (b) oraz warto±ci próbek w poszcze-
gólnych miejscach (c)
W ten sposób otrzymujemy dyskretne warto±ci analogowego sygnaªu pier-
wotnego (ci¡gªego). Warto±ci dyskretne mo»na zapisa¢ w postaci wektora.
Rozmiar takiego wektora jest równy liczbie pobranych próbek. Próbkowanie
jest wi¦c procesem pobierania w ustalonych odst¦pach czasu T próbek sygnaªu.
Parametr T jest okresem próbkowania, a parametr 1/T cz¦stotliwo±ci¡ prób-
kowania. Otrzymujemy w ten sposób sygnaª spróbkowany f∗(n) sygnaªu ci¡-
gªego f(t) taki, »e f∗(n) = f(nT ). Oznacza to, »e sygnaª f∗(n) jest ci¡giem
liczb b¦d¡cych warto±ciami funkcji f(t) w punktach t = nT . Jak wida¢, dys-
kretyzacja sygnaªu ci¡gªego wi¡»e si¦ z utrat¡ cz¦±ci informacji o tym sygnale.
Mo»liwo±¢ najdokªadniejszego odtworzenia sygnaªu ci¡gªego na podstawie jego
dyskretnej reprezentacji zapewnia fundamentalne twierdzenie o próbkowaniu
 twierdzenie KotielnikowaShannona [40]. Zgodnie z nim, je±li sygnaª ci¡-
gªy nie posiada skªadowych widma o cz¦stotliwo±ci równej lub wi¦kszej ni» f ,
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to mo»e zosta¢ odtworzony z ci¡gu próbek tworz¡cych sygnaª dyskretny, je-
±li próbki te zostaªy pobrane w odst¦pach czasowych nie wi¦kszych ni» 1/2f ,
co oznacza, »e cz¦stotliwo±¢ fg próbkowania sygnaªu ci¡gªego powinna wyno-
si¢ co najmniej fg ≥ 2f . Wszystkie harmoniczne o cz¦stotliwo±ciach prze-
kraczaj¡cych warto±¢ fg/2 musz¡ by¢ z sygnaªu odfiltrowane filtrem dolno-
przepustowym. Postulaty tego twierdzenia znane s¡ równie» jako twierdzenie
WhittakeraNyquista i stanowi¡ wa»ny element teorii cyfrowego przetwarzania
sygnaªów. Oba twierdzenia s¡ podobne. Twierdzenie KotielnikowaShannona
rozstrzyga, kiedy z danego sygnaªu dyskretnego mo»na odtworzy¢ sygnaª ci¡gªy.
Twierdzenie WhittakeraNyquista mówi o tym, jaka powinna by¢ cz¦stotliwo±¢
próbkowania, gdy znamy najwy»sz¡ skªadow¡ wyst¦puj¡c¡ w sygnale pierwot-
nym. Twierdzenie KotielnikowaShannona jest twierdzeniem bardzo mocnym.
Pozwala odtworzy¢ warto±ci funkcji pasmowo ograniczonej w nieprzeliczalnie
wielu punktach na podstawie znajomo±ci warto±ci jej dyskretnych punktów.
Zasady próbkowania sygnaªu ci¡gªego s¡ podstaw¡ dziaªania ka»dego wspóªcze-
snego urz¡dzenia cyfrowego. Je±li funkcja (sygnaª pierwotny) s zawiera tylko
cz¦stotliwo±ci mniejsze od fg, a próbki warto±ci funkcji s s¡ pobierane w chwi-
lach oddalonych o 1/2fg, to funkcja s mo»e by¢ okre±lona w dowolnej chwili za
pomoc¡ nast¦puj¡cego wzoru interpolacyjnego:
s(t) =
+∞∑
n=−∞
s
(
n
2fg
)
sin(pi(2fgt− n)
pi(2fgt− n) . (4.6)
Wzór (4.6) mo»na przeksztaªci¢ do postaci równowa»nej. Wprowadzaj¡c
oznaczenie ∆t = 1/2fg, otrzymujemy formuª¦:
s(t) =
+∞∑
n=−∞
s (n∆t)
sin(pi(t− n∆t)/∆t)
pi(t− n∆t)/∆t , (4.7)
za pomoc¡ której mo»na aproksymowa¢ funkcj¦ s(t).
Zagadnienia odtwarzania sygnaªu oraz zjawiska powstaj¡ce przy podprób-
kowaniu lub nadpróbkowaniu nie s¡ jednak przedmiotem naszego zainteresowa-
nia.
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Dokªadn¡ analiz¦ zjawisk wyst¦puj¡cych podczas próbkowania sygnaªu ana-
logowego znale¹¢ mo»na mi¦dzy innymi w pracach [34,40].
Funkcje dyskretne mog¡ mie¢ ró»ne reprezentacje w przestrzeniach funkcyj-
nych. Aby warto±ci funkcji dyskretnych byªy jednoznacznie odwzorowywane,
ich reprezentacje w przestrzeni funkcyjnej musz¡ by¢ odpowiednio interpolo-
wane. Je»eli przebieg funkcji yi = f(xi) znany jest tylko dla okre±lonej liczby
argumentów xi, i = 1, ..., n, to zadanie interpolacji sprowadza si¦ do znalezienia
funkcji interpoluj¡cej F takiej, »e yi = F (xi). Punkty x1,..., xn nazywane s¡
w¦zªami interpolacji. S¡ to wi¦c dane dyskretne. Dla realizacji tego zadania sto-
sowane s¡ ró»ne techniki numeryczne, na przykªad wielomiany, interpolacja ka-
waªkami liniowa, kawaªkami sze±cienna lub funkcje odcinkowo-staªe [4,9,14,34].
W ogólno±ci przez funkcj¦ sklejan¡ rozumie si¦ ka»d¡ funkcj¦ przedziaªami wie-
lomianow¡. Zadanie interpolacyjne polega zatem na znalezieniu w ustalonej
klasie funkcji interpoluj¡cej. Przebieg wykresu interpolacyjnego mo»na przed-
stawi¢ w sposób graficzny. Pewna funkcja dyskretna y = f(x) zostaªa zaprezen-
towana na rys. 2a. Na rys. 2b pokazano jedn¡ z mo»liwych interpretracji funk-
cji f(x) w przestrzeni funkcyjnej. Jest to interpolacja za pomoc¡ wielomianu
y = −13x3 + x2 + 13x. Oczywi±cie mo»na zaproponowa
c tak»e inne interpolacje
 na przykªad interpolacj¦ za pomoc¡ wielomianu trygonometrycznego, gdzie
zastosowanie znajduje szereg Fouriera. Uzyskany wielomian trygonometryczny
jest zespolony, mimo »e interpolowana funkcja mo»e by¢ rzeczywista. B¦dzie
o tym mowa w dalszej cz¦±ci tej ksi¡»ki.
Zakªadaj¡c, »e sygnaª nie zmienia si¦ mi¦dzy pomiarami, funkcja mo»e zo-
sta¢ przedªu»ona (uzupeªniona) do funkcji odcinkowo-staªej (rys. 2c). Ozna-
cza to, »e przedªu»ona funkcja Γ(x) jest staªa w ka»dym z podprzedziaªów
[n, (n+ 1)), n = 0, 1, .... Jest to wi¦c inna reprezentacja tej samej funkcji f(x).
Funkcja Γ(x) jest okre±lona dla wszystkich x i jest ci¡gªa wsz¦dzie, poza warto-
±ciami caªkowitymi x. W punktach 0, 1, 2, ... funkcja jest ci¡gªa z prawej strony
i nieci¡gªa z lewej.
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Rys. 2. Funkcja dyskretna (a) i jej odpowiednik w postaci funkcji interpoluj¡cej (b) oraz
odcinkowo-staªej (c). Kóªko oznacza izolowany punkt nienale»¡cy do krzywej, kropka
 punkt nale»¡cy do krzywej

5.Wybrane dyskretne transformacje i transformaty
Jednym z wa»nych powodów transformowania posiadanych danych z jednej
postaci w drug¡ jest obserwacja, »e pewne zale»no±ci mi¦dzy danymi s¡ lepiej
widoczne po ich transformacji ni» podczas ich obserwacji w postaci oryginal-
nej (pierwotnej). Takie transformacje nazywane s¡ równie» przeksztaªceniami.
Poniewa» przeksztaªcenia s¡ szczególnym przypadkiem odwzorowa«, mo»emy
równie» mówi¢ o odwzorowaniach. Wa»n¡ grup¦ przeksztaªce« stanowi¡ prze-
ksztaªcenia liniowe. Przeksztaªcenie lub odwzorowanie liniowe jest jednym z ak-
sjomatów algebry liniowej. Jest to odwzorowanie homomorficzne, zachowuj¡ce
struktur¦ przestrzeni, a wi¦c dziaªania dodawania wektorów i mno»enia przez
skalar.
Szczególnym przypadkiem przeksztaªce« liniowych s¡ przeksztaªcenia orto-
gonalne  reprezentowane przez odpowiednie macierze ortogonalne. Charakte-
rystyczn¡ wªasno±ci¡ macierzy ortogonalnej jest to, »e jej odwrotno±¢ jest tym
samym, co jej transpozycja, o czym byªa ju» mowa w rozdziale 1. Wªasno±¢ ta
jest niezwykle u»yteczna. W dwóch wymiarach ªatwo jest obliczy¢ odwrotno±¢
macierzy, ale ze wzrostem liczby wymiarów takie obliczenia staj¡ si¦ bardzo
uci¡»liwe i kosztowne obliczeniowo. Transpozycja jest operacj¡ bardzo prost¡.
Z tego wzgl¦du obecno±¢ macierzy ortogonalnej stanowi udogodnienie oblicze-
niowe.
Przeksztaªcenie liniowe mo»e by¢ okre±lone przez dziaªanie na dowolnej ba-
zie, nie ma wi¦c znaczenia, jaka baza zostanie zastosowana. Zasad¦ t¦ mo»na
oczywi±cie rozszerzy¢ na dowoln¡ liczb¦ wymiarów przestrzeni  dowolna baza
przestrzeni n wymiarowej zawiera zawsze n niezale»nych wektorów. Nale»y
zwróci¢ uwag¦, »e jedne bazy mog¡ by¢ bardzo wygodne w obliczeniach i da-
wa¢ wyobra»enie, jak przebiega samo przeksztaªcenie. Inne bazy prowadz¡ na-
tomiast do skomplikowanych oblicze«, a otrzymywane wyniki s¡ trudne i maªo
intuicyjne w interpretacji. Przeksztaªcenia liniowe badamy za pomoc¡ ich ma-
cierzy w pewnych bazach, dlatego chcemy tak dobiera¢ bazy, aby macierze te
miaªy mo»liwie prost¡ budow¦.
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Jak wiadomo, ka»de odwzorowanie mo»e by¢ okre±lone przez podanie for-
muªy, jak wektory bazy oddziaªuj¡ na dane pierwotne.
Tak wi¦c mo»na interpretowa¢ transformacj¦ jako sposób dekompozycji ze-
branych próbek danych na sum¦ wektorów bazowych.
Znanych jest du»o systemów tworz¡cych zbiory funkcji bazowych. Funkcje
te maj¡ wiele ciekawych wªasno±ci. Wszystkie znane funkcje bazowe speªniaj¡
postulaty sformuªowane po raz pierwszy przez Josepha Fouriera (17681830),
francuskiego matematyka, którego uwa»a si¦ za prekursora wspóªczesnej analizy
harmonicznej. Powszechne stosowanie funkcji harmonicznych jako funkcji ba-
zowych wi¡»e si¦ przede wszystkim ze znanym faktem, »e sygnaªy harmoniczne
s¡ jedynymi sygnaªami, które po przej±ciu przez ukªad liniowy nie zmieniaj¡
swojego ksztaªtu  nadal s¡ funkcjami harmonicznymi. Zmianom mog¡ podle-
ga¢ jedynie faza i amplituda funkcji harmonicznych [9, 40].
W wielu obszarach praktycznych zastosowa« wªasno±¢ ta mo»e by¢ igno-
rowana, gdy» w praktyce in»ynierskiej istotne s¡ cz¦sto inne wªasno±ci funkcji
bazowych uzasadniaj¡ce zast¡pienie funkcji harmonicznych innymi, bardziej
u»ytecznymi z punktu widzenia zastosowa«, funkcjami bazowymi. B¦dzie o tym
mowa w kolejnych rozdziaªach.
5.1. Transformata (widmo)
W niniejszym rozdziale zaprezentowano modele teoretyczne u»ytecznych
znanych i mniej znanych transformacji. Na kanwie wywodów teoretycznych
przedstawiono algorytmy, które umo»liwiaj¡ realizacj¦ transformacji dla ró»-
nych danych wej±ciowych. Pozwala to na gª¦bsze poznanie mechanizmów ukry-
tych w niuansach teorii. Oprócz algorytmów zapisanych w j¦zyku Matlab,
pokazano tak»e liczne przykªady rachunkowe.
Terminologicznie przyj¦to odró»nia¢ transformacj¦  operacj¦ wykonywan¡
na danych pierwotnych  od transformaty  wyniku tej operacji. Transformata
nazywana jest widmem sygnaªu pierwotnego. W rozdziale tym interesowa¢
nas b¦d¡ wyª¡cznie dyskretne reprezentacje sygnaªów, a wi¦c ci¡gi liczb (albo
wektory)  te jak wiadomo s¡ elementami przestrzeni wektorowej.
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Niech En jest n wymiarow¡ przestrzeni¡ wektorow¡ rozpi¦t¡ na wektorach
ortonormalnej bazy {v1,v2, ...,vn}. Ka»dy wektor (np. wektor b) nale»¡cy do
tej przestrzeni mo»na przedstawi¢ w sposób jednoznaczny za pomoc¡ liniowej
kombinacji wektorów bazy:
b =
n∑
i=1
αivi, (5.1)
gdzie b = [b1, b2, ..., bn].
Wspóªczynniki αi wyznacza si¦ w ten sposób, »e tworzone s¡ iloczyny ska-
larne obu stron równania (5.1) z wektorami bazowymi vj , j = 1, 2, ..., n:
〈b,vj〉 =
〈
n∑
i=1
αivi,vj
〉
. (5.2)
Z wªasno±ci iloczynu skalarnego wynika, »e 〈αd, e〉 = α 〈d, e〉 dla dowolnych
d, e ∈ V oraz dla ka»dego α ∈ R, a wi¦c:
〈b,vj〉 =
n∑
i=1
αi 〈vi,vj〉 . (5.3)
W ten sposób mo»na zbudowa¢ ukªad n równa« liniowych z n niewiadomymi
αi. Ukªad tych równa« mo»na zapisa¢ w zwartej formie macierzowej:
V ·α = c, (5.4)
gdzie:
V =

〈v1,v1〉 · · · 〈v1,vn〉
...
. . .
...
〈vn,v1〉 · · · 〈vn,vn〉
 , α =

α1
...
αn
 , c =

〈b,v1〉
...
〈b,vn〉
 . (5.5)
Warto±ci wspóªczynników mo»na obliczy¢ ze wzoru:
α = V −1 · c. (5.6)
53
Baza przestrzeni En jest ortonormalna, dlatego wektory vi s¡ unormowane,
a to z kolei oznacza, »e wyst¦puj¡ce we wzorze (5.5) iloczyny skalarne przyjmuj¡
tylko dwie warto±ci: 〈vi,vi〉 = 1 i 〈vi,vj〉 = 0. Macierz V jest wi¦c macierz¡
jednostkow¡. Zatem macierz odwrotna do niej jest tak»e macierz¡ jednostkow¡.
Równanie (5.6) mo»na wi¦c zapisa¢ inaczej:
α =

1 · · · 0
...
. . .
...
0 · · · 1
 · c. (5.7)
Oznacza to, »e wspóªczynniki αi wyznaczy¢ mo»na bezpo±rednio z iloczynu
skalarnego wektora b oraz odpowiedniego wektora bazowego vi:
αi = 〈b,vi〉 dla i = 1, 2, ..., N . (5.8)
Wspóªczynniki αi s¡ wspóªrz¦dnymi wektora b w ukªadzie wspóªrz¦dnych
wyznaczonym przez wektory bazy {v1,v2, ...,vn} przestrzeni En.
Je±li liniow¡ euklidesow¡ przestrze« wektorow¡ En z baz¡ ortonormaln¡
{v1,v2, ...,vn} zast¡pi¢ liniow¡ przestrzeni¡ euklidesow¡ E′n z odpowiednio
dobran¡ baz¡ ortogonaln¡ {u1,u2, ...,un}, to dowolny wektor tej przestrzeni
mo»na przedstawi¢ w postaci kombinacji liniowej wektorów ui, i = 1, 2, ..., n:
b =
n∑
i=1
α′iui. (5.9)
Tworz¡c iloczyny skalarne, dla obydwu stron równania (5.9) otrzymujemy:
〈b,uj〉 =
n∑
i=1
α
′
i 〈ui,uj〉 . (5.10)
Post¦puj¡c podobnie jak poprzednio, mo»na zbudowa¢ macierz V . Sposób
budowania takiej macierzy dla ró»nych przypadków zostaª szczegóªowo przed-
stawiony w tym rozdziale.
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Poniewa» baza jest ortogonalna, macierz V jest macierz¡ diagonaln¡ typu:
V =

λ · · · 0
...
. . .
...
0 · · · λ
 oraz V −1 =

1
λ · · · 0
...
. . .
...
0 · · · 1λ
 , (5.11)
gdzie λ = ‖ui‖2. Warto±ci wspóªczynników mo»na wi¦c obliczy¢ z wzoru:
α′ = V −1 · c = 1
λ
· c, gdzie c =

〈b,u1〉
...
〈b,un〉
 . (5.12)
Poszczególne wspóªczynniki α′i mo»na wyznaczy¢ z równania:
α′i =
1
λ
· 〈b,ui〉 , dla i = 1, 2, ..., n. (5.13)
Wektory bazy {u1,u2, ...,un} s¡ ortogonalne, ale mog¡ mie¢, inaczej ni»
powy»ej, ró»ne normy (s¡ ró»nej dªugo±ci), wtedy λi = ‖ui‖2 . W takim przy-
padku wzór (5.13) podlega prostej modyfikacji:
α′i =
1
λi
· 〈b,ui〉 , dla i = 1, 2, ..., n. (5.14)
Przykªad 5.1. Niech E4 jest ortonormaln¡ euklidesow¡ przestrzeni¡ wekto-
row¡ rozpi¦t¡ na wektorach bazy {v1,v2,v3,v4}:
v1 = [
1
2 ,
1
2 ,
1
2 ,
1
2 ], v2 = [
1
2 ,−12 , 12 ,−12 ], v3 = [12 , 12 ,−12 ,−12 ], v4 = [12 ,−12 ,−12 , 12 ].
Nale»y znale¹¢ reprezentacj¦ wektora b = [1, 2, 3, 4] w przestrzeni E4.
Ukªadaj¡c wierszami wektory bazowe, otrzymamy macierz :
A =

v1
v2
v3
v4
 =

1
2
1
2
1
2
1
2
1
2 −12 12 −12
1
2
1
2 −12 −12
1
2 −12 −12 12
 oraz A−1 = A.
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Macierz A jest macierz¡ ortogonaln¡ i symetryczn¡, gdy» A−1 = AT oraz
AT = A, det(A) = 1. Wektory bazowe vi s¡ unormowane, gdy» ‖vi‖ = 1, tak
wi¦c λi = 1 dla i = 1, 2, ..., 4. Zgodnie z (5.1) oraz (5.8), warto±ci wspóªczyn-
ników αi, które s¡ wspóªrz¦dnymi wektora b w ukªadzie wspóªrz¦dnych wyzna-
czonym przez baz¦ {v1,v2,v3,v4}, s¡ nast¦puj¡ce:
〈b,v1〉
〈b,v2〉
〈b,v3〉
〈b,v4〉
 = b ·A =
[
1 2 3 4
]
·

1
2
1
2
1
2
1
2
1
2 −12 12 −12
1
2
1
2 −12 −12
1
2 −12 −12 12
 =
=
[
5 −1 −2 0
]
.
Wektor b mo»na jednoznacznie przedstawi¢ w postaci kombinacji liniowej wek-
torów bazy {v1,v2,v3,v4} w sposób nast¦puj¡cy :
b = [1, 2, 3, 4] = 5 · v1 − 1 · v2 − 2 · v3 + 0 · v4 =
= 5 · [12 , 12 , 12 , 12 ]− 1 · [12 ,−12 , 12 ,−12 ]− 2 · [12 , 12 ,−12 ,−12 ].
Je±li baza {u1,u2, ...,un} przestrzeni E4jest ortogonalna, a wektory maj¡ po-
sta¢ u1 = [1, 1, 1, 1], u2 = [1,−1, 1,−1], u3 = [1, 1,−1,−1], u4 = [1,−1,−1, 1],
z norm¡ ‖ui‖ = 2, dla i = 1, 2, ..., n, to macierz B zbudowana z tych wektorów
ma posta¢:
B =

u1
u2
u3
v4
 =

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 ,
B−1 =
1
4
·B =

1
4
1
4
1
4
1
4
1
4 −14 14 −14
1
4
1
4 −14 −14
1
4 −14 −14 14
 ,
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B−1 6= BT oraz BT = B i det(B) = 16. Wówczas na podstawie (5.13):
1
λ
·

〈b,u1〉
〈b,u2〉
〈b,u3〉
〈b,u4〉
 = 1λ · b ·B =14 ·
[
1 2 3 4
]
·

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 =
=
[
10
4 −24 −1 0
]
.
Wektor b mo»na wi¦c jednoznacznie przedstawi¢ w postaci kombinacji liniowej
wektorów bazy ortogonalnej {u1,u2,u3,u4}w sposób nast¦puj¡cy :
b = [1, 2, 3, 4] = 104 · u1 − 24 · u2 − 1 · u3 + 0 · u4 =
= 104 · [1, 1, 1, 1]− 24 · [1,−1, 1,−1]− 1 · [1, 1,−1,−1].
Przykªad 5.2. Niech przestrze« E3 jest przestrzeni¡ wektorow¡ rozpi¦t¡ na
wektorach bazy {w1,w2,w3}.
Niech w1 = [1, 2, 3], w2 = [127 ,
3
7 ,−67 ], w3 = [12 ,−1, 12 ]. Baza jest baz¡ ortogo-
naln¡. Nale»y znale¹¢ reprezentacj¦ wektora b = [2,−2, 3] w postaci kombinacji
liniowej wektorów bazy. Post¦puj¡c podobnie jak w poprzednim przykªadzie,
otrzymujemy :
A =
 w1w2
w3
 =
 1 2 3127 37 −67
1
2 −1 12
 .
Wyznaczamy tak»e: λ1 = ‖w1‖2 = 14, λ2 = ||w2||2 = 277 , λ3 = ‖w3‖2 =
3
2 , co oznacza, »e wektory maj¡ ró»ne dªugo±ci. Zgodnie ze wzorem (5.14),
otrzymujemy :
α′1 =
1
λ1
· 〈b,w1〉 = 114 · ([2,−2, 3] ◦ [1, 2, 3]) = 12 ,
α′2 =
1
λ2
· 〈b,w2〉 = 727 ·
(
[2,−2, 3] ◦ [127 , 37 ,−67 ]
)
= 0,
α′3 =
1
λ3
· 〈b,w3〉 = 23 ·
(
[2,−2, 3] ◦ [12 ,−1, 12 ]
)
= 3.
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Jak wida¢, wyznaczenie wspóªczynników α′i nie wymaga bezpo±redniego
odwracania macierzy A, chocia» formalnie ta operacja jest ukryta we wzorach
(5.2). Wykonuj¡c jawnie t¦ operacj¦, otrzymujemy identyczne warto±ci wspóª-
czynników widmowych:
b ·A−1 =
[
2 −2 3
]
·

1
14
4
9
1
3
1
7
1
9 −23
3
14 −29 13
 = [ 12 0 3 ] . (5.15)
Wektor b mo»na zatem jednoznacznie rozwin¡¢ wzgl¦dem wektorów bazo-
wych {w1,w2,w3} w sposób nast¦puj¡cy:
b = [2,−2, 3] = 12 ·w1 + 0 ·w2 + 3 ·w3 = 12 · [1, 2, 3] + 3 · [12 ,−1, 12 ].
Klasyczne, znane z podstaw algebry liniowej, sposoby odwracania macierzy
s¡ z reguªy uci¡»liwe i kosztowne obliczeniowo [16, 31]. Odpowiednio dobrane
bazy pozwalaj¡ jednak na znaczne uproszczenie oblicze«, co ilustruj¡ przyto-
czone wcze±niej dwa przykªady. Wyznaczane wspóªczynniki αi (α′i) nazywane
s¡ wspóªczynnikami widmowymi, a ich zbiór {αi}ni=0 lub {α
′
i}ni=0  widmem.
Cz¦sto mówi si¦ o wspóªczynnikach Fouriera w konkretnej bazie, np. w bazie
Walsha, Hartleya, Haara itp. Przedstawione powy»ej rozwa»ania mo»na rów-
nie» odnie±¢ do funkcji ci¡gªych, w szczególno±ci do funkcji o wyj¡tkowo skom-
plikowanym zapisie. Upraszczamy ten zapis funkcj¡ interpoluj¡c¡, która jest
sko«czonym szeregiem Fouriera w wybranej bazie. Interpolacja wielomianami
trygonometrycznymi wyst¦puje cz¦sto w przypadku funkcji znanych z danych
pomiarowych, co mo»na uto»samia¢ z pobraniem próbek warto±ci pewnego sy-
gnaªu analogowego. Wyznaczenie wspóªczynników poszukiwanego wielomianu
trygonometrycznego stopnia N wymaga wtedy oblicze« N2 warto±ci funkcji
trygonometrycznych. Niektóre warto±ci pokrywaj¡ si¦ po zastosowaniu to»sa-
mo±ci trygonometrycznych, co w 1965 r. zauwa»yli J. Cooley i J.W. Tukey [12],
obni»aj¡c znacz¡co zªo»ono±¢ obliczeniow¡ wyznaczania wspóªczynników po-
szukiwanego wielomianu. Poniewa» szereg jest sko«czony, ma sko«czon¡ liczb¦
wyrazów, interpolacja nie odtwarza dokªadnie przebiegu pierwotnego.
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Z oczywistych wzgl¦dów poszukuje si¦ najlepszej interpolacji, co jest rów-
noznaczne z poszukiwaniem baz, dla których bª¦dy interpolacji s¡ najmniejsze.
Same transformacje mog¡ by¢ zarówno jedno-, jak i wielowymiarowe. B¦dzie
o tym mowa w kolejnych rozdziaªach ksi¡»ki.
5.2. Dyskretna transformacja Fouriera
W dziedzinie przetwarzania sygnaªów transformacja Fouriera jest bez naj-
mniejszej w¡tpliwo±ci narz¦dziem fundamentalnym, znanym i stosowanym od
dawna w ró»nych dziedzinach nauki i techniki. Transformata Fouriera jest wa»-
nym narz¦dziem analizy harmonicznej oraz przetwarzania sygnaªów. Mo»e by¢
stosowana zarówno dla sygnaªów ci¡gªych, jak i dyskretnych lub cyfrowych.
W swoich zaªo»eniach transfomacja Fouriera zwi¡zana jest ±ci±le z poj¦ciem
cz¦stotliwo±ci i znajduje zastosowanie w dziedzinach, w których analiza cz¦-
stotliwo±ciowa ma du»e znaczenie dla obserwatora-badacza, np.: w akustyce,
wibroakustyce, kompresji sygnaªów, analizie sygnaªów harmonicznych, projek-
towaniu filtrów przeciwzakªóceniowych itp. Cz¦sto jednak informacje na temat
cz¦stotliwo±ci s¡ maªo u»yteczne, a interpretacja wyników niepotrzebnie skom-
plikowana. Mo»na wtedy stosowa¢ inne transformacje. Wiele przeksztaªce«
wzoruje si¦ jednak na idei transformacji Fouriera.
Wykonywanie oblicze« za pomoc¡ komputera wymaga, aby pierwotny sy-
gnaª analogowy posiadaª reprezentacj¦ cyfrow¡. Odbywa si¦ to w przetworniku
analogowo-cyfrowym (A/C), który zast¦puje zmieniaj¡cy si¦ pªynnie sygnaª
analogowy, z ustalonym poziomem dokªadno±ci, sygnaªem zmieniaj¡cym si¦
skokowo. W ten sposób uzyskujemy uproszczony sygnaª analogowy  sygnaª
cyfrowy. Sygnaª cyfrowy mo»na zapisa¢ w postaci zero-jedynkowej lub dziesi¦t-
nej. Rejestrujemy wi¦c N elementowy ci¡g liczb wymiernych, które odpowia-
daj¡ wybranym punktom sygnaªu analogowego, co ilustruje rys. 1.
Transformacja b¦dzie miaªa równie» sens, gdy obliczenia przeprowadzone
b¦d¡ dla dowolnego, uporz¡dkowanego ci¡gu liczb. Z takimi przykªadami b¦-
dziemy jeszcze mieli do czynienia.
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5.2.1. Jednowymiarowa transformacja Fouriera
Definicja 5.1. Jednowymiarow¡ dyskretn¡ transformacj¡ Fouriera (ang. Di-
screte Fourier Transform  DFT ) sygnaªu x(n), okre±lonego w chwilach n =
0, 1, ..., N − 1, nazywamy ci¡g zespolonych wspóªczynników rozwini¦cia sygnaªu
x(n) [34]:
s(k) = α
N−1∑
n=0
x(n)e−j2pi
n
N
k, k = 0, 1, ..., N − 1, (5.16)
gdzie e−j
2pi
N jest gªównym pierwiastkiem N -tego stopnia z j.
Wynikiem transformacji (5.16) jest transformata (widmo) s(k).
Definicja 5.2. Jednowymiarow¡ dyskretn¡ odwrotn¡ transformacj¡ Fouriera
(ang. Inverse Discrete Fourier Transform  IDFT ) jest odwzorowanie, które
na podstawie widma sygnaªu s(k), k = 0, ..., N − 1, odtwarza próbki sygnaªu
pierwotnego x(n), n = 0, ..., N − 1:
x(n) = β
N−1∑
k=0
s(k)ej2pi
n
N
k, n = 0, 1, ..., N − 1. (5.17)
Funkcje e−j2pi
n
N
k s¡ funkcjami okresowymi o okresie N :
e−j
2pi
N
(k+N)n = e−j
2pi
N
kn + e−j2pin = e−j
2pi
N
kn. (5.18)
Wynika st¡d, »e widma sygnaªów dyskretnych s¡ okresowe. Okresowo±¢
widma jest cech¡ sygnaªów dyskretnych. Dyskretn¡ transformacj¦ Fouriera
mo»emy traktowa¢ jako unitarne przeksztaªcenie wektora próbek w wektor
skªadowych fourierowskich. DFT mo»na zatem traktowa¢ jako przedstawienie
wektora próbek danych w bazie funkcji trygonometrycznych. W tym celu wy-
starczy skorzysta¢ z to»samo±ci Eulera, która wi¡»e funkcje trygonometryczne
sin(x) oraz cos(x) z zespolon¡ funkcj¡ wykªadnicz¡, wyst¦puj¡c¡ we wzorach
definicyjnych prostej i odwrotnej transformacji Fouriera. Te wa»ne zale»no±ci
b¦d¡ szczegóªowo omówione.
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Poniewa» cos(−x) = cos(x) oraz sin(−x) = − sin(x), zatem:
ejx = cos(x) + j sin(x),
e−jx = ej(−x) = cos(−x) + j sin(−x) = cos(x)− j sin(x). (5.19)
Wzór (5.16) wskazuje, »e baz¦ transfomacji Fouriera stanowi¡ funkcje try-
gonometryczne. Jest to baza ortogonalna. Transformacje (5.16) oraz (5.17)
b¦d¡ wzajemnie odwrotne, je±li iloczyn wspóªczynników α i β speªni zale»no±¢:
α · β = 1
N
. (5.20)
Ze wzgl¦dów praktycznych najcz¦±ciej stosowane s¡ nast¦puj¡ce pary wspóª-
czynników (α, β) : ( 1N , 1), (1,
1
N ), (
1√
N
, 1√
N
). Wybór pary ( 1√
N
, 1√
N
) sprawia, »e
transformacja Fouriera staje si¦ transformacj¡ unitarn¡. Ma to jednak znacze-
nie wyª¡cznie teoretyczne.
Transformacja Fouriera produkuje transformat¦, której wspóªczynniki s¡
w ogólno±ci liczbami zespolonymi. Z tego powodu cz¦±¢ rzeczywista i urojona
transformaty s¡ z sob¡ powi¡zane. Mo»na wi¦c okre±li¢ dodatkowe widma 
widmo amplitudowe i fazowe. Widmo amplitudowe (wykres moduªu) pozwala
okre±li¢, jakie s¡ amplitudy skªadowych widma sygnaªu o ró»nych cz¦stotli-
wo±ciach. Widmo fazowe (wykres argumentu) pokazuje, jakie s¡ fazy tych
skªadowych.
Definicja 5.3. Widmo amplitudowe sygnaªu x(n) jest ci¡giem liczb rzeczywi-
stych b¦d¡cych moduªami wspóªczynników s(k) rozwini¦cia sygnaªu x(n), n =
0, ..., N − 1 :
|s(k)| =
√
Re[s(k)]2 + Im[s(k)]2, k = 0, ..., N − 1, (5.21)
gdzie:
Re[s(k)] oraz Im[s(k)] oznaczaj¡ odpowiednio cz¦±¢ rzeczywist¡ i urojon¡ liczby
s(k).
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Definicja 5.4. Widmo fazowe sygnaªu x(n) jest ci¡giem rzeczywistym wspóª-
czynników faz θ = arctan
(
Im(s(k))
Re(s(k))
)
. Jest to wi¦c ci¡g moduªów wspóªczynników
s(k). Aby unikn¡¢ przypadków dzielenia przez zero, stosuje si¦ nast¦puj¡cy za-
bieg.
Niech x = Re[s(k)] oraz y = Im[s(k)], wtedy :
θk =

arctan
( y
x
)
x > 0
pi + arctan
( y
x
)
y ≥ 0, x < 0
−pi + arctan ( yx) y < 0, x < 0
pi/2 y > 0, x = 0
−pi/2 y < 0, x = 0
, k = 0, ..., N − 1. (5.22)
Wzór (5.22) informuje, »e argument θ liczby zespolonej jest tzw. argumen-
tem gªównym tej liczby. Warto±¢ argumentu gªównego mie±ci si¦ w przedziale
−pi < θ ≤ pi.
W Matlabie zale»no±¢ (5.22) realizuje polecenie atan2(y,x) lub angle(x+
jy). Cz¦sto stosuje si¦ dodatkow¡ procedur¦, polegaj¡c¡ na takim doborze
k¡tów θ, aby ich warto±ci zmieniaªy si¦ monotonicznie. W Matlabie realizuje t¦
zasad¦ polecenie unwrap(p), gdzie p jest ci¡giem warto±ci k¡tów (w radianach),
które nale»y odpowiednio dobra¢ przez dodanie do wybranych z nich warto±ci
±2pi. Zawsze speªnione jest równanie:
s(k) = |s(k)|ejθk , k = 0, ..., N − 1. (5.23)
Przykªad 5.3. Znajdowanie wspóªczynników widmowych dyskretnej transfor-
macji Fouriera wektora x = [1, 2,−2, 0]. Wspóªrz¦dne tego wektora mog¡ by¢
oczywi±cie uto»samiane z próbkami x(0) = 1, x(1) = 2, x(2) = −2, x(3) = 0
pewnego rzeczywistego, zarejestrowanego sygnaªu analogowego. Przyj¦to, »e
α = 1. Na podstawie (5.16) mo»na obliczy¢ poszczególne wspóªczynniki wid-
mowe:
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s(0) =
3∑
n=0
x(n)e0 = x(0) + x(1) + x(2) + x(3) = 1 + 2− 2 + 0 = 1,
s(1) =
3∑
n=0
x(n)e−j2pin/4 = 1e0 + 2e−jpi/2 − 2e−jpi + 0e−j6pi/4 = 3− 2j,
s(2) =
3∑
n=0
x(n)e−jpin = 1e0 + 2e−jpi − 2e−j2pi + 0e−j3pi = −3,
s(3) =
3∑
n=0
x(n)e−j6pin/4 = 1e0 + 2e−j3pi/2 − 2e−j3pi + 0e−j9pi/4 = 3 + 2j.
Ci¡g wspóªczynników widma amplitudowego okre±lony jest nast¦puj¡cymi war-
to±ciami: |s(0)| = 1, |s(1)| = √32 + (−2)2 = √13, |s(2)| = 3, |s(3)| = √13.
Wspóªczynniki faz okre±lone s¡ nast¦puj¡cym ci¡giem monotonicznych zmian
warto±ci : θ0 = 0, θ1 = −0.5880, θ2 = −pi, θ3 = −5.6952.
Wykonuj¡c podobne rachunki, mo»na na podstawie widma odtworzy¢ ele-
menty wektora x. Mamy wtedy do czynienia z transformacj¡ odwrotn¡ (IDFT).
Wykorzystuje si¦ do tego celu zale»no±¢ (5.17). Dla α = 1 nale»y przyj¡¢ β = 1N .
Mo»na zauwa»y¢, »e przeksztaªcenie (5.16) mo»na zapisa¢ w równowa»nej, ma-
cierzowej postaci:
s = α · x ·W a, (5.24)
gdzie W a = [wm,k]N×N = [e−j
2pi
N
mk].
Przeksztaªcenie (5.17) b¦dzie miaªo posta¢ macierzow¡:
x = β · s ·W b, (5.25)
gdzie W b = [wn,k]N×N = [ej
2pi
N
nk].
Zamiast wzorów (5.24) i (5.25) mo»na prowadza¢ obliczenia inaczej, co wy-
nika z wªasno±ci macierzy W a i W b, gdy» odpowiadaj¡ce sobie elementy tych
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macierzy s¡ sprz¦»one: W = W a = W b oraz W
−1 = W , wtedy:
s = α · x ·W (5.26)
oraz
x = β · s ·W , (5.27)
gdzie s,x ∈ CN . Macierz W ∈ CN×N mo»e by¢ dowoln¡ macierz¡ typu W a
lub W b, a W jest macierz¡ sprz¦»on¡ z macierz¡ W oraz W = W
T .
Macierz sprz¦»on¡ otrzymamy, odwracaj¡c na przeciwne znaki wszystkich
urojonych elementów macierzy W  zasada wzajemnej odwrotno±ci zwi¡zków
(5.26) i (5.27) jest tak»e automatycznie zachowana. Uwzgl¦dniaj¡c wªasno±ci
wymienionych macierzy, zapis pary transformat mo»na przedstawi¢ w postaci:
s = x ·W , (5.28)
x = s ·W−1. (5.29)
Operacja odwracania macierzy jest kosztowna obliczeniowo i w realizacjach
praktycznych, szczególnie w przypadku du»ych rozmiarów macierzy W , nie
jest stosowana. Z przedstawionych rozwa»a« wynika, »e metoda bezpo±rednia,
zgodnie ze wzorem (5.24), wymaga mno»enia macierzyW o rozmiarach N ×N
przez N wymiarowy wektor x (naprawd¦ przez wektor transponowany xT ).
Realizacja tego zadania wymaga N2 zespolonych mno»e« oraz N · (N − 1)
zespolonych dodawa«. DFT jest wi¦c, z dokªadno±ci¡ do czynnika norma-
lizuj¡cego, unitarnym przeksztaªceniem wektora próbek na wektor widma 
skªadowych fourierowskich. Poniewa» mamy do czynienia z procesem dyskret-
nym, wspóªrz¦dne wektora x mo»na uto»samia¢ z warto±ciami pewnej funkcji
f(t), okre±lonej w punktach przedziaªu [0, N − 1]. Realizacja wyra»onej macie-
rzowo transformacji (5.24) ma wi¦c zªo»ono±¢ O(N2). Ze wzgl¦du na wymagany
czas oblicze« w aplikacjach czasu rzeczywistego wykonanie takiego zadania jest
utrudnione, a dla du»ych N niemo»liwe.
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Przykªad 5.4. Wyznaczanie wspóªczynników widmowych Fouriera wektora da-
nych dyskretnych x = [1, 2,−2, 0]. Przyjmuj¡c α = 1, β = 1/4, otrzymujemy :
s =α · x ·W =
[
1 2 −2 0
]
·

1 1 1 1
1 −j −1 j
1 −1 1 −1
1 j −1 −j
 =
=
[
1 3− 2j −3 3 + 2j
]
.
Odwracanie macierzy W mo»na sprowadzi¢ do wyznaczenia macierzy sprz¦»o-
nej W :
W =

1 1 1 1
1 j −1 −j
1 −1 1 −1
1 −j −1 j
 .
Znaj¡c widmo sygnaªu dyskretnego, mo»na ªatwo odtworzy¢ oryginalne warto±ci
próbek sygnaªu:
x =β · s ·W = 1
4
·
[
1 3− 2j −3 3 + 2j
]
·

1 1 1 1
1 j −1 −j
1 −1 1 −1
1 −j −1 j
 =
=
[
1 2 −2 0
]
.
Opisane powy»ej metody wyznaczania prostej i odwrotnej dyskretnej trans-
formacji Fouriera zaprogramowane s¡, w postaci odpowienich funkcji lub pro-
cedur, w wielu pakietach matematycznych, np. Maple lub Matlab. Obliczenia
te zaprogramowa¢ mo»na w ró»ny sposób, uzyskuj¡c te same wyniki. Je±li to
konieczne, to nale»y zwróci¢ uwag¦ na precyzj¦ i czas wykonania oblicze«, które
mog¡ by¢ ró»ne dla ró»nych sposobów programowania zagadnienia.
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Ró»nice precyzji oblicze« mo»na zaobserwowa¢, posªuguj¡c si¦ na przykªad
oprogramowaniem Matlab.
Program 5.1. Program, za pomoc¡ którego mo»na w Matlabie wyznaczy¢ trzema
sposobami jednowymiarowe widmo Fouriera wektora x.
x = 1:16; % Liczba probek sygnalu(wektor danych)
N = length(x); % Liczba elementow wektora wejsciowego
a = fft(x); % 1 SPOSOB. Za pomoca funkcji Matlaba fft()
b = x*dftmtx(N); % 2 SPOSOB. Za pomoca funkcji Matlaba dftmtx()
p = norm(a-b) % Roznica dlugosci wektorow wsp. widmowych
a4 = vpa(a(4)) % Wartosc czwartego wsp. widmowego
b4 = vpa(b(4)) % wyznaczanego z zadana precyzja
widmo_amp =abs(a) % Widmo amplitudowe
% Widmo fazowe uporzadkowane monotonicznie
widmo_faz =unwrap(angle(a))
% 3 SPOSOB. Z formuly definicyjnej transformacji Fouriera
s=zeros(1,N);
for k=0:N-1
for n=0:N-1
s(k+1)=s(k+1)+x(n+1)*(exp(-j*2*pi*n*k/N)));
end
end
c4 = vpa(s(4)) % (vpa: Matlab variable-precision arithmetic)
Po wykonaniu powy»szego programu mo»na odczyta¢ warto±¢ p i ustali¢,
»e p 6= 0, co oznacza, »e w zale»no±ci od przyj¦tej metody wyznaczania widma
oraz zaªo»onej dokªadno±ci oblicze« warto±ci poszczególnych wspóªczynników
widmowych mog¡ si¦ ró»ni¢. Ró»nice wyników, cho¢ maªo znacz¡ce, wynikaj¡
ze sposobów przeprowadzania wewn¦trznych oblicze« w Matlabie. Na przy-
kªad warto±ci czwartego wspóªczynnika widmowego wyznaczonego w poprzed-
nim przykªadzie ró»nymi sposobami s¡ nast¦puj¡ce:
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a(4) = −8.0000000000000000000 + 11.972846101323911583j,
b(4) = −8.0000000000000000000 + 11.972846101323913359j,
c(4) = −8.0000000000000621725 + 11.972846101323973755j.
(5.30)
W wi¦kszo±ci zastosowa« aplikacyjnych nieistotne ró»nice wyników mog¡ by¢
ignorowane. Wi¦ksze znaczenie ma np. zªo»ono±¢ czasowa i obliczeniowa algo-
rytmu, gdzie dla dªugich ci¡gów danych wej±ciowych s¡ to parametry krytyczne.
Program 5.2. Stosuj¡c oznaczenia zmiennych jak w przykªadzie poprzednim,
mo»na odtworzy¢ pierwotne warto±ci próbek, czyli wyznaczy¢ warto±ci elemen-
tów wektora x.
y3 = ifft(a); % Za pomoc predefiniowanej
% funkcji ifft()
y4 = b*conj(dftmtx(N))/N; % To samo, ale za pomoca funkcji
% dftmtx()
x=zeros(1,N); % Rezerwacja miejsca na wynik
for k=0:N-1
for n=0:N-1 % Odtworzenie danych
x(n+1)=x(n+1)+s(k+1)*(exp(j*2*pi*n*k/N)));
end
end
5.2.2. Szybka dyskretna transformacja Fouriera
Po speªnieniu pewnych warunków dyskretn¡ transformat¦ Fouriera (DFT)
mo»na wyznaczy¢ za pomoc¡ algorytmu CooleyaTukeya, którego zªo»ono±¢
obliczeniowa (liczona jako liczba dominuj¡cych operacji) jest mniejsza w porów-
naniu z metod¡ bezpo±redni¡, w której stosujemy mno»enie macierzowe (5.28).
Idea tego algorytmu polega na odpowiedniej organizacji oblicze«. Zamiast kla-
sycznej N punktowej transformacji DFT wyznaczane s¡ dwie N/2 punktowe
transformacje, a wyniki s¡ nast¦pnie ª¡czone. Daje to w efekcie czasow¡ zªo»o-
no±¢ obliczeniow¡ O(2 · (N2 )2) = O(N
2
2 ).
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W szacowaniu zªo»ono±ci nie bierze si¦ pod uwag¦ czasu potrzebnego na
ª¡czenie widm, gdy» czas wykonania operacji ª¡czenia jest bardzo krótki. Po-
dej±cie takie jest bardzo opªacalne. Algorytm tego typu oznaczany jest anglo-
j¦zycznym akronimem FFT (ang. Fast Fourier Transform). Jego wersja od-
wrotna, na podstawie której odtwarzamy oryginalne warto±ci wektora próbek,
nosi nazw¦ IFFT (ang. Inverse Fast Fourier Transform). Prosta oraz odwrotna
szybka transformacja Fouriera s¡ obecnie standardowymi, predefiniowanymi bi-
bliotecznymi funkcjami wi¦kszo±ci pakietów matematycznych i elementem bi-
bliotek wielu j¦zyków programowania ogólnego przeznaczenia.
Klasyfikacja algorytmów FFT prowadzi do ich podziaªów na ró»ne typy.
Najwa»niejszym kryterium klasyfikacji jest dªugo±¢ wej±ciowego wektora da-
nych N . Wyró»nia si¦ algorytmy CooleyaTukeya i tzw. algorytmy Prime Fac-
tor. Do pierwszej grupy zaliczane s¡ algorytmy, w których rozmiar N wektora
danych jest caªkowit¡ pot¦g¡ liczby 2. W drugiej grupie znajduj¡ si¦ algorytmy,
w których wymieniony warunek na dªugo±¢ wektora danych nie jest speªniony
 mo»na wtedy dªugo±¢ wektora danych przedstawi¢ jako iloczyn liczb pierw-
szych.
Klasyfikacj¦ mo»na równie» przeprowadzi¢ ze wzgl¦du na podstaw¦ podziaªu
(ang. radix ). Otrzymuje si¦ wtedy algorytmy typu radixk, k = 2, 4, 8, itd.
Algorytmy mo»na równie» klasyfikowa¢ ze wzgl¦du na dziedzin¦ podziaªu. Wy-
ró»nia si¦ algorytmy z podziaªem w czasie DIT (ang. Decimation In Time)
oraz z podziaªem w cz¦stotliwo±ci DIF (ang. Decimation In Frequency). Naj-
popularniejsz¡ wersj¡ algorytmu CooleyaTukeya jest algorytm Radix-2 DIT.
Zaprogramowanie algorytmu w wersji szybkiej wymaga, aby liczba próbek sy-
gnaªu pierwotnego byªa pot¦g¡ liczby 2 [11,40]. Cooley i Tukey zauwa»yli, »e je-
±li odpowiednio przestawi¢ kolejno±¢ próbek wektora wej±ciowego, to zªo»ono±¢
obliczeniow¡ dyskretnej transformacji Fouriera mo»na zredukowa¢ z O(N2) do
O(N log2N). Liczba iteracji w tym algorytmie wynosi log2N , a w ka»dej ite-
racji wykonuje si¦ N/2 log2N zespolonych mno»e« oraz N log2N dodawa«.
Aby lepiej zauwa»y¢ te zwi¡zki, równanie transformacji Fouriera (5.16) nale»y
zapisa¢ w postaci:
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s(k) =
N−1∑
n=0
x(n)e−j
2pi
N
kn =
N−1∑
n=0
x(n)wknN , k = 0, 1, ..., N − 1, wN = e−j
2pi
N .
(5.31)
Wielko±¢ pomocnicza wN = e−j
2pi
N jest równa pierwiastkowi N -tego stopnia
z jedno±ci. Wielko±¢ w jest liczb¡ zespolon¡ o jednostkowym module i argu-
mencie wyra»onym ilorazem 2pi/N . Wielko±¢ ta odgrywa w teorii sygnaªów
dyskretnych wa»n¡ rol¦, gdy» pozwala zespolone sygnaªy harmoniczne e−j2pi
n
N
k
wyst¦puj¡ce we wzorze (5.31) zapisywa¢ w formie skróconej:
e−j2pi
n
N
k = (e−j
2pi
N )kn = wknN . (5.32)
Funkcje wykªadnicze wknN = e
−j 2pi
N
kn = cos(2piN kn) − j sin(2piN kn) s¡ wi¦c
wektorami jednostkowymi w pªaszczy¹nie zespolonej z kosinusoidaln¡ cz¦±ci¡
rzeczywist¡ i sinusoidaln¡ cz¦±ci¡ urojon¡. Indeks N wektora w jest zwi¡zany
z liczb¡ elementów wektora, a wykªadnik okre±la poªo»enie wektora w pªasz-
czy¹nie zespolonej. S¡ to funkcje N okresowe:
w
(k+N)n
N = w
kn
N w
Nn
N = w
kn
N e
−j2pin = wknN , (5.33)
gdy» e−j2pin = cos(2pin)− j sin(2pin) = 1 dla ka»dego n = 0,±1,±2, ....
Funkcje wykªadnicze wknN s¡ parami ortogonalne, poniewa»:
N−1∑
n=0
wknN w
−ln
N =
{
N dla (k − l) = 0
0 w przeciwnym przypadku
. (5.34)
Dla parzystego N próbki sygnaªu mo»na tak porz¡dkowa¢, aby podzieli¢ je na
parzyste i nieparzyste:
s(k) =
N/2−1∑
n=0
x(2n)w
k(2n)
N +
N/2−1∑
n=0
x(2n+ 1)w
k(2n+1)
N , k = 0, 1, ..., N − 1.
(5.35)
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Funkcje wknN s¡ symetryczne i maj¡ nast¦puj¡ce wªasno±ci:
wknN = w
(k+N)n
N = w
k(n+N)
N ,
w2knN = e
−j 2pi
N
·2kn = e−j
2pi
N/2
·kn
= wknN/2,
w
N/2
N = −1, wNN = 1,
w
(k+N/2)
N = −wkN ,
w
(k+N)
N = w
k
N .
(5.36)
Na podstawie (5.33) mamy:
w
k(2n+1)
N = w
2kn
N w
k
N = w
kn
N w
k
N . (5.37)
Wzór (5.31) mo»na wi¦c zapisa¢ ponownie w nast¦puj¡cej formie:
s(k) =
N/2−1∑
n=0
x(2n)wknN/2 + w
k
N ·
N/2−1∑
n=0
x(2n+ 1)wknN/2, k = 0, 1, ..., N − 1.
(5.38)
W dwóch sumach wyst¦puj¡cych we wzorze (5.38) mo»na rozpozna¢ N/2
punktowe równania dyskretnej transformacji Fouriera dla parzystych i niepa-
rzystych próbek sygnaªu wej±ciowego x. Daje to w efekcie peªn¡, N punktow¡
transformacj¦.
Uwzgl¦dniaj¡c w dalszych rozwa»aniach zale»no±ci (5.32)(5.38), elementy
wknN macierzy WN mo»na inaczej uporz¡dkowa¢, formuj¡c tym samym now¡
macierz W%N skªadaj¡c¡ si¦ z kolejno uªo»onych najpierw parzystych, a potem
nieparzystych kolumn macierzy WN . Nowy porz¡dek pozwoli w efekcie na
szybsze wykonywanie oblicze« widma i uªatwi organizacj¦ oblicze« numerycz-
nych zarówno w wersji programowej, jak i sprz¦towej. Takie rozwi¡zania s¡
dzisiaj powszechnie znane.
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WN =

w0·0N w
0·1
N w
0·2
N · · · w0·(N−2)N w0·(N−1)N
w1·0N w
1·1
N w
1·2
N · · · w1·(N−2)N w1·(N−1)N
w2·0N w
2·1
N w
2·2
N · · · w2·(N−2)N w2·(N−1)N
... · · · ...
w
(N−1)·0
N w
(N−1)·1
N w
(N−1)·2
N · · · w(N−1)·(N−2)N w(N−1)·(N−1)N

,
(5.39)
W%N =

w0·0N w
0·2
N · · · w0·(N−2)N w0·1N · · · w0·(N−1)N
w1·0N w
1·2
N · · · w1·(N−2)N w1·1N · · · w1·(N−1)N
w2·0N w
2·2
N · · · w2·(N−2)N w2·1N · · · w2·(N−1)N
... · · · ...
w
(N−1)·0
N w
(N−1)·2
N · · · w(N−1)·(N−2)N w(N−1)·1N · · · w(N−1)·(N−1)N

.
(5.40)
Kwadratowa macierz (5.40) ma tak¡ budow¦, »e mo»na j¡ równie» przedstawi¢
w postaci macierzy blokowej skªadaj¡cej si¦ z podmacierzy o dwa razy mniej-
szych rozmiarach:
W%N =
[
V N/2 GN/2
V N/2 −GN/2
]
. (5.41)
Warto±ci elementów macierzy GN/2 mo»na jednak wyznaczy¢ bezpo±rednio
z elementów macierzy V N/2 na podstawie formuªy:
[okn]N
2
×N
2
= e−j
2pi
N
·k[vkn]N
2
×N
2
, k, n = 0, ...,
N
2
− 1, (5.42)
gdzie k, n s¡ odpowiednimi numerami wierszy i kolumn macierzy V N/2 i GN/2.
Tak wi¦c:
W%N =
[
V N/2 +ON/2V N/2
V N/2 −ON/2V N/2
]
, (5.43)
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gdzie:
ON/2 =

e−j
2pi
N
·0 0 · · · 0
0 e−j
2pi
N
·1 · · · 0
· · · · · · · · · · · ·
0 0 · · · e−j 2piN ·(N2 −1)

N
2
×N
2
. (5.44)
Do budowy macierzyW%N wystarczy wi¦c tylko znajomo±¢ macierzy V N/2.
Łatwo zauwa»y¢, »e macierze V formuj¡ pierwszy skªadnik sumy we wzorze
(5.38), a macierze G  skªadnik drugi.
Proces dekompozycji (faktoryzacji) macierzy W%N mo»na kontynuowa¢ dla
macierzy W%N/2,W
%
N/4, ....
W celu faktoryzacji ka»dej nowej dwa razy mniejszej macierzy nale»y po-
nownie j¡ uporz¡dkowa¢ (najpierw parzyste, a potem nieparzyste kolumny).
Proces podziaªu macierzy W%N zostaje zako«czony dla W
%
2 :
W%4 =
[
V 2 G2
V 2 −G2
]
=
[
V 2 +O2V 2
V 2 −O2V 2
]
, (5.45)
gdzie:
V 2 =
[
1 1
1 −1
]
, G2 =
[
1 1
−j j
]
O2 =
[
e−j
2pi
4
·0 0
0 e−j
2pi
4
·1
]
=
[
1 0
0 −j
] , (5.46)
W%2 =
[
V 1 G1
V 1 −G1
]
=
[
V 1 +O1V 1
V 2 −O1V 1
]
, (5.47)
gdzie:
V 1 = [1] , G2 = [1]
O1 =
[
e−j
2pi
2
·0
]
= 1
. (5.48)
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Proces dekompozycji mo»na tak»e odwróci¢ − z macierzy elementarnejW%2
mo»na ponownie zbudowa¢ macierz oryginaln¡ W%N . Przedstawiony powy»ej
proces przeksztaªcania macierzy W%N wraz ze zmian¡ uporz¡dkowania próbek
danych stanowi fundament szybkiej transformacji Fouriera. Zaprezentowan¡
ide¦ dekompozycji macierzy W%N mo»na wykorzysta¢ do budowy algorytmu
szybkiej transformacji Fouriera  FFT. Dzi¦ki temu algorytmowi pojawiªy si¦
mo»liwo±ci praktycznego przetwarzania sygnaªów cyfrowych, a tak»e stosowania
szybkich dyskretnych transformat kosinusowych, sinusowych i wielu innych.
Przykªad 5.5. Metod¡ szybkiej transformacji Fouriera wyznaczy¢ widmo wek-
tora próbek x = [x0, x1, x3, x4, x5, x6, x7]. Na podstawie (5.24) otrzymujemy
rozwi¡zanie klasyczne:
s = W 8· x =

1 1 1 1 1 1 1 1
1 1−j√
2
−j −1−j√
2
−1 −1+j√
2
j 1+j√
2
1 −j −1 j 1 −j −1 j
1 −1−j√
2
j 1−j√
2
−1 1+j√
2
−j −1+j√
2
1 −1 1 −1 1 −1 1 −1
1 −1+j√
2
−j 1+j√
2
−1 1−j√
2
j −1−j√
2
1 j −1 −j 1 j −1 −j
1 1+j√
2
j −1+j√
2
−1 −1−j√
2
−j 1−j√
2

·

x0
x1
x2
x3
x4
x5
x6
x7

.
Permutuj¡c kolumny macierzy W 8 oraz elementy wektora danych, otrzymu-
jemy :
s = W%8 · x% =

1 1 1 1 1 1 1 1
1 −j −1 j 1−j√
2
−1−j√
2
−1+j√
2
1+j√
2
1 −1 1 −1 −j j −j j
1 j −1 −j −1−j√
2
1−j√
2
1+j√
2
−1+j√
2
1 1 1 1 −1 −1 −1 −1
1 −j −1 j −1+j√
2
1+j√
2
1−j√
2
−1−j√
2
1 −1 1 −1 j −j j −j
1 j −1 −j 1+j√
2
−1+j√
2
−1−j√
2
1−j√
2

·

x0
x2
x4
x6
x1
x3
x5
x7

.
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Macierz W%8 mo»na podda¢ faktoryzacji :
s = W%8 · x% =

V 4 +O4V 4
V 4 −O4V 4

·

x0
x2
x4
x6
x1
x3
x5
x7

,
V 4 =

1 1 1 1
1 −j −1 j
1 −1 1 −1
1 j −1 −j
 , O4 = diag(e−j 2pi8 ·0, e−j 2pi8 ·1, e−j 2pi8 ·2, e−j 2pi8 ·3).
Powy»sz¡ formuª¦ wyznaczania widma mo»na przedstawi¢ inaczej  w sposób
równowa»ny. Polega on na odpowiednim podziale elementów wej±ciowego wek-
tora danych x:
s =

V 4 ·

x0
x2
x4
x6
 +O4V 4 ·

x1
x3
x5
x7

V 4 ·

x0
x2
x4
x6
 −O4V 4 ·

x1
x3
x5
x7


,
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gdzie:
V 4 ·

x0
x2
x4
x6
 =

V 2 +O2V 2
V 2 −O2V 2
 ·

x0
x2
x4
x6
 =

V 2 ·
[
x0
x4
]
+O2V 2 ·
[
x2
x6
]
V 2 ·
[
x0
x4
]
−O2V 2 ·
[
x2
x6
]
 .
W omawianym przykªadzie komplet wspóªczynników widmowych mo»na wi¦c wy-
znaczy¢ nast¦puj¡co:
s =


V 2 ·
[
x0
x4
]
+O2V 2 ·
[
x2
x6
]
V 2 ·
[
x0
x4
]
−O2V 2 ·
[
x2
x6
]
 +O4 ·

V 2 ·
[
x1
x5
]
+O2V 2 ·
[
x3
x7
]
V 2 ·
[
x1
x5
]
−O2V 2 ·
[
x3
x7
]


V 2 ·
[
x0
x4
]
+O2V 2 ·
[
x2
x6
]
V 2 ·
[
x0
x4
]
−O2V 2 ·
[
x2
x6
]
 −O4 ·

V 2 ·
[
x1
x5
]
+O2V 2 ·
[
x3
x7
]
V 2 ·
[
x1
x5
]
−O2V 2 ·
[
x3
x7
]


.
Dwuwymiarowe wektory wyznacza si¦ tylko jednokrotnie, co znacznie skraca
czas wyznaczania widma s. Porównuj¡c elementy wektora próbek x w równa-
niu (5.5) z elementami dwuwymiarowych wektorów w równaniu (5.5), mo»na
zauwa»y¢, »e elementy wektora x poddane zostaªy permutacji:
x = [x0, x1, x2, x3, x4, x5, x6, x7]
T → xr = [x0, x4, x2, x6, x1, x5, x3, x7]T .
Je±li ka»demu wyra»onemu dziesi¦tnie numerowi indeksu i elementu xi ∈ x
oraz xi ∈ xr przypisa¢ jego binarny odpowiednik, to oka»e si¦, »e elementy wek-
tora x zostaªy uporz¡dkowane w odwrotnej kolejno±ci bitowej (ang. bit reversal
order) indeksów, tworz¡c wektor xr.
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Z równania (5.5) wynika, »e wszystkie obliczenia dla dowolnej warto±ci N
mo»na sprowadzi¢ do operacji mno»enia dwuwymiarowych wektorów przez ma-
cierz V 2 lub macierz O2V 2. Poniewa» wyznaczanie macierzy odbywa si¦ jed-
norazowo, proces oblicze« jest szybszy. Przedstawione w tym rozdziale wywody
oraz detale Przykªadu 5.5 pozwalaj¡ na zaprezentowanie uniwersalnego sche-
matu oblicze« Radix-2 szybkiej transformacji Fouriera dla dowolnych N = 2p,
gdzie p jest liczb¡ naturaln¡.
Organizacja prostej, szybkiej transformacji Fouriera przedstawiona zostaªa
w postaci schematu motylkowego na rys. 3. W celach pogl¡dowych pokazano
równie» wyniki oblicze« uzyskiwane w kolejnych krokach iteracji. W tego typu
algorytmie dane mog¡ by¢ nadpisywane, gdy» informacje wej±ciowe ka»dej ope-
racji motylkowej wykorzystywane s¡ tylko raz. Je±li dane na wej±ciu pojedyn-
czego motylka oznaczymy przez a oraz b, to pojedyncza operacja motylkowa
mo»e by¢ opisana nast¦puj¡cym pseudokodem:
zm← b · wkN
a← a+ zm
b← a− zm
.
Schemat motylkowy zaprezentowany na rys. 3 wskazuje, »e w ka»dej opera-
cji motylkowej wykonywane s¡ dwa dodawania oraz jedno mno»enie. Oznacza
to, »e wyznaczenie kompletu wspóªczynników widmowych wymaga wykona-
nia N log2N zespolonych dodawa«/odejmowa« oraz N/2 log2N zespolonych
mno»e«, co w notacji O daje zªo»ono±¢ rz¦du O(N log2N).
Nale»y pami¦ta¢ o du»ych korzy±ciach, jakie przyniosªy rozwi¡zania pro-
ponowane przez CooleyaTukeya. Do lat 60. ubiegªego wieku obliczenie dys-
kretnej transformaty Fouriera, nawet dla niewielkich N , byªo uci¡»liwe, a dla
du»ych N wr¦cz niemo»liwe. Algorytm CooleyaTukeya jest najbardziej roz-
powszechnionym algorytmem szybkiej transformacji Fouriera, stosowanym do
dzisiaj w licznych odmianach. Jako ciekawostk¦ mo»na wskaza¢, »e ju» w roku
1805 zadanie to rozwi¡zaª Gauss, ale jego praca, napisana po ªacinie, nie byªa
powszechnie znana.
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Transformacja odwrotna  IFFT (ang. Inverse Fast Fourier Transform),
czyli odtworzenie wektora danych na podstawie widma, przebiega podobnie.
Transformacje (5.16) oraz (5.17) ró»ni¡ si¦ tylko znakiem wykªadnika funkcji
wykªadniczej. Schemat motylkowy z rys. 3 mo»na wi¦c ªatwo adaptowa¢ do
oblicze« transformacji odwrotnej  wystarczy zamiast mno»ników wknN stosowa¢
mno»niki w−knN . Organizacja schematu motylkowego transformacji odwrotnej
nie wymaga wi¦c »adnych zmian. Poni»ej przedstawiono program realizuj¡cy
FFT lub IFFT (zgodny ze schematem prezentowanym na rys. 3).
Program 5.3. Program prostej i odwrotnej szybkiej, jednowymiarowej transfor-
macji Fouriera. Wersja szybka wymaga jednak, aby liczba elementów N wektora
danych byªa pot¦g¡ dwójki oraz N ≥ 2.
% Szybka transformacja Fouriera. Wersja wg schematu motylkowego
rodzaj=1 % 1 lub 2: transformacja
% prosta lub odwrotna
A=[1 2 3 j]; % Wektor polegajacy transformacji
Fast_F(A,1) % Funkcja Fast_F
% CIALO FUNKCJI - dla obliczenia widma Fouriera
function X=Fast_F(dane,rodzaj)
N=pow2(floor(log2(length(dane)))); % Liczba N musi byc potega 2!!
[f,e]=log2(length(dane));
I=dec2bin(0:pow2(0.5,e)-1); % Binarna numeracja elementow
% wektora
R=dane(bin2dec(I(:,e-1:-1:1))+1); % Odwrocenie kolejnosci bitow
dane=R; % Nowy porzadek
X=dane(1:N); % Wektor danych
p1=2; p2=N/2; p3=1; % w nowym porzadku
for zm1=1:log2(N)
d1=1;
if (rodzaj==1) % Rodzaj transformacji
W=exp(-j*2*pi/2^zm1);
else
78
W=exp(j*2*pi/2^zm1);
end
for zm2=1:p2
for zm3=1:p3
i=zm3+d1-1; v=i+p3;
A=X(i); B=X(v)*W^(zm3-1);
X(i)=A+B; % Elementarne operacje motylkowe
X(v)=A-B; % Elementarne operacje motylkowe
end
d1=d1+p1;
end
p1=p1*2; p2=p2/2; p3=p3*2;;
end
dane=X;
if(rodzaj==2)
dane=(1/N)*X % Transformacja odwrotna
end
Nale»y równie» podkre±li¢, »e techniki oblicze« widma wpªywaj¡ nie tylko
na dokªadno±¢, ale tak»e na czas oblicze«. W ±rodowisku Matlab wywoªanie
funkcji fft(x) zapewnia wykonanie oblicze« w tzw. wersji szybkiej, gdzie liczba
elementarnych operacji mno»enia i dodawania jest najmniejsza, a x jest wekto-
rem danych, dla których wyznaczamy transformat¦. Jest wiele, maj¡cych kon-
kretne zastosowania, algorytmów wyznaczania widma Fouriera. Ich budowa
zale»y od rozwi¡zywanego problemu oraz od charakterystycznych wªasno±ci
sprz¦tu, na którym te algorytmy s¡ implementowane. Dost¦pne s¡ równie»
specjalizowane ukªady scalone autonomicznie, realizuj¡ce szybk¡ transformacj¦
Fouriera. Zagadnienia te zostaªy przejrzy±cie, z dbaªo±ci¡ o detale, omówione
w pracach [11, 17, 40]. Jednowymiarow¡ transformat¦ Fouriera mo»na rozsze-
rzy¢ na transformaty wielowymiarowe. W wielu zastosowaniach praktycznych
(np. w przetwarzaniu obrazów) mamy do czynienia z transformacjami dwuwy-
miarowymi.
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Czasem trzeba przeprowadzi¢ transformacj¦ dla ci¡gów o dowolnej liczbie
elementów, których liczba niekoniecznie jest pot¦g¡ liczby 2. Obliczenia mo»na
wtedy wykona¢ na podstawie wzorów definicyjnych (5.16) oraz (5.17).
Program 5.4. Program prostej oraz odwrotnej jednowymiarowej transformacji
Fouriera dla dowolnej dªugo±ci ci¡gu danych.
A=[1 2 3 4 j]; % Wektor danych o dowolnej dlugosci
N=length(A); % Wyznaczenie dlugosci wektora A
rodzaj=1; % 1 lub 2: transformacja prosta
% lub odwrotna
F=zeros(N); % Deklaracja macierzy Fouriera
for k=1:N
for w=1:N
if(rodzaj==1) % Fourierowska macierz transformacji
F(w,k)=exp(-j*2*pi*(w-1)*(k-1)/N);
else
F(w,k)=exp(j*2*pi*(w-1)*(k-1)/N);
end
end
end
if(rodzaj==1)
widmo=A*F % Transformata wektora A
else
widmo=1/N*A*F
end
Obliczenia przeprowadzone wedªug zasad podanych w Przykªadzie 5.4 b¦d¡
zgodne z wynikami uzyskanymi za pomoc¡ wywoªania bibliotecznej funkcji Ma-
tlaba fft() lub ifft().
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5.2.3. Dwuwymiarowa transformacja Fouriera
Definicja 5.5. Dwuwymiarow¡ dyskretn¡ transformacj¡ Fouriera (ang. 2D Di-
screte Fourier Transform  2D-DFT ) ci¡gu danych x(m,n), m = 0, 1, ...,M−1,
n = 0, 1, ..., N − 1 nazywamy ci¡g zespolony wspóªczynników rozwini¦cia:
s(k, l) = α
M−1∑
m=0
N−1∑
n=0
x(m,n) · e−j2pi(mM k+ nN l),
k = 0, 1, ...,M − 1, l = 0, 1, ..., N − 1.
(5.49)
Wedªug podobnych zasad mo»na wyznaczy¢ odwrotn¡ dwuwymiarow¡ trans-
fomacj¦ Fouriera.
Definicja 5.6. Dwuwymiarow¡ odwrotn¡ transformacj¡ Fouriera (ang. 2D
Inverse Discrete Fourier Transform  2D-IDFT ) jest odwzorowanie, które na
podstawie widma s(k, l), k, 0, ...,M − 1, l = 0, 1, ..., N − 1 odtwarza sygnaª
pierwotny x(m,n):
x(m,n) = β
M−1∑
k=0
N−1∑
l=0
s(k, l) · ej2pi(mM k+ nN l),
m = 0, 1, ...,M − 1, n = 0, 1, ..., N − 1.
(5.50)
Elementy s(k, l) tworz¡ macierz o wymiarachM×N , której kolumny s¡ jed-
nowymiarowymi dyskretnymi transformatami Fouriera. Operacje (5.49) oraz
(5.50) s¡ wzajemnie odwrotne, je±li respektowany b¦dzie warunek:
α · β = 1
M ·N . (5.51)
Wyst¦puj¡cy w przeksztaªceniu (5.49) czynnik wykªadniczy mo»na zapisa¢
w nast¦puj¡cej postaci:
e−j2pi(
m
M
k+ n
N
l) = e−j2pi
m
M
k · e−j2pi nN l. (5.52)
Podobny zwi¡zek mo»na wskaza¢ dla przeksztaªcenia (5.50). Przywoªuj¡c oma-
wian¡ wcze±niej jednowymiarow¡ transformacj¦ Fouriera, mo»na zauwa»y¢, »e
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fourierowsk¡ transformat¦ dwuwymiarow¡ mo»na przedstawi¢ jako zªo»enie dwóch
transformat jednowymiarowych:
s(k, l) = α
N−1∑
n=0
[
M−1∑
m=0
x(m,n) · e−j2pi mM k
]
e−j2pi
n
N
l, (5.53)
x(m,n) = β
N−1∑
l=0
[
M−1∑
k=0
s(k, l) · ej2pi mM k
]
ej2pi
n
N
l. (5.54)
Dwuwymiarow¡ fourierowsk¡ dyskretn¡ prost¡ i odwrotn¡ transformacj¦
mo»na opisa¢ macierzowo w sposób nast¦puj¡cy:
S = α ·W a ·X ·W b, (5.55)
X = β ·W a · S ·W b, (5.56)
gdzie S,X ∈ CM×N , W a = [wm,k]M×M = e−j 2piMmk,
W b = [wn,l]N×N = e−j
2pi
N
nl, aW a oraz W b s¡ odpowiednimi macierzami
sprz¦»onymi z W a i W b.
Je±li dane mo»na opisa¢ macierz¡ kwadratow¡W = [wm,k]N×N = e−j
2pi
N
mk,
to:
S = α ·W ·X ·W , (5.57)
X = β ·W · S ·W . (5.58)
Transformacje Fouriera, a w szczególno±ci jej jedno- i dwuwymiarowe od-
miany, s¡ jednymi z najlepiej rozpoznanych i opisanych metod przetwarzania
sygnaªów  st¡d bardzo wiele metod obliczania jej wspóªczynników widmowych.
Wynika to z ró»nych funkcjonalno±ci j¦zyków programowania i mo»liwo±ci ofero-
wanych przez ró»ne dedykowane pakiety matematyczne. Poni»ej przedstawiono
program w j¦zyku Matlab do wyznaczania transformaty dwuwymiarowego sy-
gnaªu, reprezentowanego macierz¡ M o rozmiarach M × N . W programie
zaprezentowano ró»ne sposoby wyznaczania prostej oraz odwrotnej transfor-
maty, pokazuj¡c wybrane sposoby programowania tego zagadnienia.
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Program 5.5. Prosta i odwrotna dwuwymiarowa transformacja Fouriera. Roz-
wi¡zanie programowe dla macierzy danych M ×N .
A=round(2*rand(5,4)); % A jest macierza o wymiarach M X N
[M,N]=size(A); % Wymiary M oraz N macierzy A
widmo_1=fft(fft(A.').') % Widmo ze zlozenia dwoch 1D fft()
oryginal_1=ifft(ifft(widmo_1.').')
widmo_2=dftmtx(M)*A*dftmtx(N) % Funkcja dftmtx() z biblioteki
oryginal_2=1/(M*N)*conj(dftmtx(M))*widmo_2*conj(dftmtx(N))
widmo_3=fft2(A) % Funkja fft2() z biblioteki
oryginal_3=ifft2(widmo_3) % Odtworzenie sygnalu pierwotnego
F1=zeros(M);;
% Wyznaczane transformaty z wzorow definicyjnych
for k=1:M
for w=1:M
F1(w,k)=exp(-j*2*pi*(w-1)*(k-1)/M);
end
end
F2=zeros(N);
for k=1:N
for w=1:N
F2(w,k)=exp(-j*2*pi*(w-1)*(k-1)/N);
end
end
widmo_4=F1*A*F2 % Widmo sygnalu dwuwymiarowego
% Odtworzenie sygnalu pierwotnego
oryginal_4=1/(M*N)*((F1').')*widmo_4*((F2').')
Transformacj¦ dwuwymiarow¡ mo»na równie» zrealizowa¢ jako zªo»enie dwóch
jednowymiarowych transformacji Fouriera. Transformacja jednowymiarowa zo-
staªa omówiona wcze±niej w postaci odpowiedniego programu komputerowego.
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Program 5.6. Realizacja dwuwymiarowej transformacji Fouriera jako zªo»enie
transformacji jednowymiarowych.
% Szybka dwuwymiarowa transformacja Fouriera
rodzaj=1 % 1 lub 2: prosta lub odwrotna
A=[1 2 3 j; 2 3 7*j 4]; % Macierz (lub wektor) danych
Fast2_F(A,1) % Funkcja Fast2_F
% CIALO FUNKCJI - dla obliczenia widma Fouriera
function X=Fast2_F(dane,rodzaj)
[M N]=size(dane);
M=pow2(floor(log2(M))); % Liczba M musi byc potega 2!!
N=pow2(floor(log2(N))); % Liczba N musi byc potega 2!!
X=zeros(M,N);
if (rodzaj==1)
for k=1:M
X(k,:)=Fast_F(dane(k,:),1); % Funkcja z Programu 5.3
end % Transformacja wierszami
if (M~=1)
for k=1:N
X(:,k)=Fast_F(X(:,k),1); % Transformacja kolumnami
end
end
else
for k=1:M
X(k,:)=Fast_F(dane(k,:),2); % Funkcja z Programu 5.3
end % Transformacja odwr. (wierszami)
if (M~=1)
for k=1:N
X(:,k)=Fast_F(X(:,k),2); % Transformacja kolumnami
end
end
end
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Przy±pieszanie oblicze« jest mo»liwe w przypadku stosowania transformacji
szybkich, gdzie »¡da si¦, aby speªniony byª warunek N = 2p, a p jest liczb¡
naturaln¡. W praktyce takie zaªo»enia s¡ cz¦sto akceptowane. W przetwa-
rzaniu obrazów jeste±my na przykªad cz¦sto zainteresowani ocen¡ cech obrazu,
gdzie podstaw¡ oceny jest interpretacja widma obrazu. W ±rodowisku Matlab
dwuwymiarow¡ transformacj¦ Fouriera zrealizowa¢ mo»na za pomoc¡ wbudo-
wanej funkcji fft2(X), gdzie X jest macierz¡, dla której wyznacza si¦ macierz
transformaty Y . Transformacj¦ odwrotn¡ mo»na wykona¢ za pomoc¡ funkcji
ifft2(Y ).
Zªo»ono±¢ dwuwymiarowej transformacji Fouriera mo»na zredukowa¢ w sto-
sunku do klasycznego rachunku macierzowego, gdzie zªo»ono±¢ obliczeniowa
wynosi O(N4). Poniewa» transformacja Fouriera jest separowalna i mo»na wy-
konywa¢ j¡ oddzielnie dla wierszy i kolumn macierzy wej±ciowej, jej zªo»ono±¢
redukuje si¦ do O(2N2 logN).
5.3. Dyskretna transformacja kosinusowa
Transformacja kosinusowa jest dobrze udokumentowan¡ metod¡ transfor-
macji danych, a jej popularno±¢ wynika przede wszystkim z zastosowa« w strat-
nej kompresji obrazów. Dla okre±lenia transformacji stosowany jest cz¦sto an-
gloj¦zyczny akronim DCT (ang. Discrete Cosine Transform).
DCT to liniowa odwracalna funkcja f : RN → RN przeksztaªcaj¡ca ci¡g
liczb x(0), x(1), ..., x(N−1) w inny ci¡g liczb s(0), s(1), ..., s(N−1). Dyskretna
transformata kosinusowa wykorzystuje rozwini¦cie sygnaªu w bazie ortogonal-
nych wielomianów Czebyszewa [28]:{
1√
N
,
√
2
N
cos
pik(2n+ 1)
2N
}
, k, n = 1, 2, ..., N − 1, (5.59)
a macierz dyskretnego przeksztaªcenia kosinusowego zbudowana jest ze zdy-
skretyzowanych wielomianów Czebyszewa. DCT wyst¦puje w wielu wariantach
opisywanych w literaturze jako: DCT-I, DCT-II, DCT-III, DCT-IV [37,40].
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5.3.1. Jednowymiarowa transformacja kosinusowa
Definicja 5.7. Jednowymiarow¡ dyskretn¡ transformacj¡ kosinusow¡ (ang.
Discrete Cosine Transform) rzeczywistych warto±ci sygnaªu x(n), okre±lonych
dla n = 0, 1, ..., N−1, nazywamy ci¡g rzeczywistych wspóªczynników rozwini¦cia
sygnaªu x(n):
s(k) = c(k) ·
N−1∑
n=0
x(n) cos
(
pik(2n+ 1)
2N
)
, k = 0, 1, ..., N − 1, (5.60)
gdzie: c(0) =
√
1/N , c(k) =
√
2/N dla k > 0.
Definicja 5.8. Jednowymiarow¡ dyskretn¡ odwrotn¡ transformacj¡ kosinusow¡
(ang. Inverse Discrete Cosine Transform) jest odwzorowanie, które na podsta-
wie widma sygnaªu s(k), k = 0, ..., N − 1, odtwarza próbki sygnaªu pierwotnego
x(n), n = 0, ..., N − 1:
x(n) =
√
1
N
s(0) +
√
2
N
·
N−1∑
k=1
s(k) cos
(
pik(2n+ 1)
2N
)
, n = 0, 1, ..., N − 1.
(5.61)
Z definicji transformacji kosinusowej wynika, »e j¡dro transformacji jest
takie samo, jak j¡dro transformacji odwrotnej, co uªatwia organizacj¦ oblicze«
numerycznych. Macierz j¡drowa transformacji (5.60) ma posta¢:
W c = [wk,n]N×N = c(k) cos
(
pik(2n+ 1)
2N
)
, (5.62)
gdzie:
c(k) =
{ √
1/N dla k = 0√
2/N dla k > 0
. (5.63)
WMatlabie macierz j¡drow¡W c otrzymujemy po wydaniu polecenia dctmtx(N).
Transformacja kosinusowa jest transformacj¡ liniow¡.
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Tym samym mo»na j¡ zapisa¢ w formie macierzowej:
s = x ·W c. (5.64)
Z ortogonalno±ci macierzy W c wynika, »e:
W−1c = W
T
c , (5.65)
co uªatwia przeprowadzenie przeksztaªcenia odwrotnego, gdy» macierz odwrotna
jest tutaj równa macierzy transponowanej, t¦ za± mo»na uzyska¢ w prosty spo-
sób:
x = s ·W−1c = s ·W Tc . (5.66)
Podane wy»ej zale»no±ci mo»na wykaza¢ w sposób analityczny. Elementy
dowolnego wiersza macierzy W c mo»na zapisa¢ nast¦puj¡co:
[wk,] = c(k)
[
cos
(
kpi
2N
)
, cos
(
3kpi
2N
)
, ..., cos
(
(2N − 1)kpi
2N
)]
, (5.67)
gdzie:
c(k) =
{ √
1/N dla k = 0√
2/N dla k 6= 0 . (5.68)
Funkcje w nawiasie kwadratowym s¡ kosinusoidami o cz¦stotliwo±ciach k/2N .
Warto±ci tych funkcji tworz¡ pewien wektor vk zawieraj¡cy N wspóªrz¦dnych.
Pomijaj¡c wspóªczynnik c(k), mo»na wykaza¢, »e pomi¦dzy dwoma dowolnymi
wektorami vl, vk, l, k = 0, 1, ..., N − 1 zachodzi zwi¡zek:
〈vl, vl〉 =
{
0 dla k 6= l
A dla k = l
, (5.69)
gdzie A jest pewn¡ ustalon¡ warto±ci¡.
Formuªa (5.69) jest warunkiem ortogonalno±ci wektorów. Rozwijaj¡c ilo-
czyn skalarny (5.69) wektorów vl oraz vk do peªnej formy, otrzymujemy:
〈vl, vk〉 =
N−1∑
n=0
cos
(
(2n+ 1)kpi
2N
)
· cos
(
(2n+ 1)lpi
2N
)
. (5.70)
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Odpowiednie zwi¡zki ªatwiej zauwa»y¢, je±li wzór (5.70) zapisa¢ inaczej,
korzystaj¡c z to»samo±ci trygonometrycznej rozstrzygaj¡cej, »e 2cosα cosβ =
cos(α+ β) + cos(α− β). Wtedy:
〈vl, vk〉 = 1
2
N−1∑
n=0
cos
(
(2n+ 1)(k + l)pi
2N
)
+
1
2
N−1∑
n=0
cos
(
(2n+ 1)(k − l)pi
2N
)
.
(5.71)
Mo»na równie» zauwa»y¢, »e [37]:
N−1∑
n=0
cos
(
(2n+ 1)api
2N
)
=

N dla a = 0
−N dla a = 2N .
0 dla pozostaªych przypadków
(5.72)
Analizuj¡c ª¡cznie formuªy (5.71) i (5.72), mo»na zaobserwowa¢, »e pomi¦-
dzy wektorami vl, vk zachodz¡ nast¦puj¡ce zale»no±ci:
1. je±li k 6= l, to 〈vl, vk〉= 0,
2. je±li k = l i k = 0, to 〈vl, vk〉 = N ,
3. je±li k = l i k 6= 0, to 〈vl, vk〉 = N/2,
co potwierdza, »e wektory vl oraz vk s¡ ortogonalne dla l, k = 0, 1, ..., N − 1.
Wykazano zatem, »e macierz W c jest ortogonalna.
Rysunek 4 przedstawia pierwszych osiem funkcji bazowych stosowanych
w transformacji kosinusowej z zaznaczonymi punktami warto±ci dyskretnych.
Warto±ci elementów macierzy W c mo»na odnale¹¢ na wykresach funkcji ba-
zowych. Mo»na tak»e zauwa»y¢, »e wraz ze wzrostem n wzrasta cz¦stotliwo±¢
przebiegu kolejnych funkcji.
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Dla N = 8 macierz j¡drowa transformacji kosinusowej W c ma posta¢:
W c =

0.3536 0.3536 0.3536 0.3536 0.3536 0.3536 0.3536 0.3536
0.4904 0.4157 0.2778 0.0975 −0.0975 −0.2778 −0.4157 −0.4904
0.4619 0.1913 −0.1913 −0.4619 −0.4619 −0.1913 0.1913 0.4619
0.4157 −0.0975 −0.4904 −0.2778 0.2778 0.4904 0.0975 −0.4157
0.3536 −0.35356 −0.3536 0.3536 0.3536 −0.3536 −0.3536 0.3536
0.2778 −0.4904 0.0975 0.4157 −0.4157 −0.0975 0.4904 −0.2778
0.1913 −0.4619 0.4619 −0.1913 −0.1913 0.4619 −0.4619 0.1913
0.0975 −0.2778 0.4157 −0.4904 0.4904 −0.4157 0.2778 −0.0975

.
(5.73)
Wiersze macierzy W c tworz¡ ortonormaln¡ baz¦ przestrzeni R8.
Elementy ka»dego wiersza k macierzy W c mog¡ by¢ uto»samiane z próbkami
pobranymi w odst¦pach czasu t = 0, 1, ..., N − 1 z ci¡gªego sygnaªu kosinuso-
idalnie zmiennego o przebiegu c(k) · cos
(
pik(2t+1)
2N
)
.
Przykªad 5.6.Wyznaczy¢ wspóªczynniki transformaty kosinusowej wektora da-
nych wej±ciowych x = [1, 2, 3, 4]. Na podstawie widma odtworzy¢ dane pier-
wotne. Otrzymujemy :
s =x ·W c =
[
1 2 3 4
]
·

0.5000 0.5000 0.5000 0.5000
0.6533 0.2706 −0.2706 −0.6533
0.5000 −0.5000 −0.5000 0.5000
0.2706 −0.6533 0.6533 −0.2706
 =
=
[
4.3890 −3.0719 1.0719 −0.3890
]
.
Na podstawie widma mo»na odtworzy¢ sygnaª pierwotny :
x = s ·W Tc =
[
4.3890 −3.0719 1.0719 −0.3890
]
·
·

0.5000 0.6533 0.5000 0.2706
0.5000 0.2706 −0.5000 −0.6533
0.5000 −0.2706 −0.5000 0.6533
0.5000 −0.6533 0.5000 −0.2706
 =
[
1 2 3 4
]
.
Prost¡ i odwrotn¡ jednowymiarow¡ transformacj¦ kosinusow¡ mo»na wykona¢,
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korzystaj¡c w tym celu z wymienionej ju» funkcji Matlaba dctmtx(N), któr¡
znajduje si¦ w bibliotece Image Processing Toolobox. Funkcja dctmtx(N)
generuje opisywan¡ wcze±niej macierz j¡drow¡ W c. Zamiast oblicze«, jak
w powy»szym przykªadzie, piszemy prosty program, uzyskuj¡c te same war-
to±ci wspóªczynników widmowych. Identyczne rezultaty oblicze« otrzymamy,
stosuj¡c funkcj¦ dct(x), gdzie x jest wektorem danych pierwotnych.
Program 5.7. Prosta i odwrotna transformacja kosinusowa w Matlabie. Ponie-
wa» mno»enie macierzy jest nieprzemienne, widmo mo»na wyznaczy¢ na wiele
sposobów.
X=[1 2 3 4]; % Wektor danych o dowolnej dlugosci
N=length(X); % Wyznaczenie dlugosci wektora danych
W=dctmtx(N); % Macierz jadrowa NxN
S0=X*W % Prosta DCT (widmo)
X0=S0*W' % Odwrotna DCT (odtworzenie probek sygnalu)
% Inne wersje obliczen
S1=W*X'
X1=W'*S1
S2=dct(X) % DCT z funkcji Matlaba dct()
X2=idct(S2) % Odwrotna DCT z funkcji Matlaba idct()
W praktyce odtworzone warto±ci mog¡ nieznacznie ró»ni¢ si¦ od oryginal-
nych warto±ci próbek, ze wzgl¦du na sko«czon¡ prezycj¦ oblicze« komputera
oraz oprogramowania, za pomoc¡ którego przeprowadza si¦ rachunki.
Wykonywanie oblicze« w przedstawiony powy»ej sposób nie jest zbyt cz¦sto
praktykowane ze wzgl¦du na niekorzystn¡ zªo»ono±¢ obliczeniow¡, która po-
dobnie jak dla klasycznej transformacji FFT wynosi O(N2). Ze wzgl¦du na
podobie«stwo transformacji DCT do transformacji FFT proces oblicze« mo»na
zorganizowa¢ tak, aby uzyska¢ szybk¡ transformacj¦ kosinusow¡ o mniejszej
zªo»ono±ci obliczeniowej.
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Rys. 4. Wykres pierwszych N = 8 funkcji bazowych transformacji kosinusowej y =
c(n) cos(pin(2t+1)
2N
) wraz z punktami reprezentacji dyskretnej
5.3.2. Jednowymiarowa szybka transformacja kosinusowa
Algorytmy szybkich transformacji kosinusowych s¡ stosowane mi¦dzy in-
nymi w kompresji obrazów ruchomych (MPEG), obrazów nieruchomych (JPEG)
i w kompresji d¹wi¦ku. Algorytmy te mog¡ mie¢ posta¢ zarówno rozwi¡za«
sprz¦towych, jak i programowych. Standardow¡ prost¡ i odwrotn¡ transforma-
cj¦ kosinusow¡ zdefiniowano za pomoc¡ wzorów (5.60) oraz (5.61). Macierzow¡
wersj¦ wyznaczania wspóªczynników widmowych, któr¡ opisuje wzór (5.64), ce-
chuje zªo»ono±¢ O(N2). Zªo»ono±¢ t¦ mo»na jednak zredukowa¢. Zadanie to
mo»e by¢ bowiem zrealizowane w czasie O(N log2N), co w efekcie prowadzi do
wersji szybkiej algorytmu DCT. Do oblicze« DCT mo»na zastosowa¢ opisywany
ju» algorytm FFT. Je±li dysponujemy programow¡ wersj¡ algorytmu FFT, to jej
modyfikacja na potrzeby DCT mo»e by¢ bardziej opªacalna ni» projektowanie
niezale»nych algorytmów o teoretycznie mniejszej zªo»ono±ci [11,34].
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Równanie prostej transformacji kosinusowej (5.60) mo»na zapisa¢ inaczej,
grupuj¡c oddzielnie parzyste i nieparzyste próbki sygnaªu wej±ciowego x(n)
[28,40]. Warunkiem nowego zapisu jest równoczesna zmiana sposobu numeracji
próbek sygnaªu wej±ciowego:
s(k) = c(k) ·
·
N2 −1∑
n=0
x(2n) cos
(
pik(4n+ 1)
2N
)
+
N
2
−1∑
n=0
x(2n+ 1) cos
(
pik(4n+ 3)
2N
) .
(5.74)
Oryginalne próbki x(n) maj¡ kolejne numery n = 0, 1, ..., N/2−1, a ich nowa
numeracja odbywa si¦ wedªug zasady y(n) = x(2n) i y(N −n− 1) = x(2n+ 1),
wzór (5.74), po poª¡czeniu obu sum, przyjmuje posta¢:
s(k) = c(k)
N−1∑
n=0
y(n) cos
(
pik(4n+ 1)
2N
)
. (5.75)
Wiadomo, »e dyskretn¡, prost¡ transformacj¦ Fouriera opisuje zale»no±¢:
s(k) =
N−1∑
n=0
y(n) · e−j2pi nN k =
N−1∑
n=0
y(n)
[
cos
(
2pink
N
)
− j sin
(
2pink
N
)]
. (5.76)
Je±li obie strony równania (5.76) pomno»y¢ przez:
e−jpik/2N = cos
(
pik
2N
)
− j sin
(
pik
2N
)
, (5.77)
co jest operacj¡ dozwolon¡, to równanie (5.76) przyjmie posta¢:
s(k) · e−jpik/2N =
N−1∑
n=0
y(n) · e−jpik/2N
[
cos
(
2pink
N
)
− j sin
(
2pink
N
)]
. (5.78)
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Pozostawiaj¡c tylko rzeczywist¡ cz¦±¢ równania (5.78), otrzymujemy:
Re
[
s(k) · e−jpik/2N
]
=
=
N−1∑
n=0
y(n) ·
[
cos
(
2pink
N
)
· cos
(
pik
2N
)
− sin
(
2pink
N
)
· sin
(
pik
2N
)]
.
(5.79)
Po uwzgl¦dnieniu zale»no±ci trygonometrycznej rozstrzygaj¡cej o sumie k¡-
tów kosinusa cos(α+ β) = cosα cosβ − sinα sinβ, ostateczna forma równania
(5.79) ma posta¢:
Re
[
s(k) · e−jpik/2N
]
=
N−1∑
n=0
y(n) cos
(
pik(4n+ 1)
2N
)
. (5.80)
Porównuj¡c DCT w postaci równania (5.75) z równaniem (5.80), b¦d¡cym
rzeczywist¡ cz¦±ci¡ FFT, mo»emy zapisa¢, »e:
s(k) = Re
[
N−1∑
n=0
c(k) · y(n) · e−jpik/2N
]
. (5.81)
Wzór (5.81) jest wi¦c N punktow¡, dyskretn¡ transformacj¡ Fouriera prze-
prowadzon¡ na ci¡gu danych y(n), utworzonym z przenumerowanych odpo-
wiednio oryginalnych próbek x(n). Dyskretn¡ transformacj¦ Fouriera mo»na
zaprogramowa¢ w wersji FFT, o czym byªa ju» mowa.
Oczywist¡ technik¡ znalezienia formuªy szybkiej, odwrotnej transformacji
kosinusowej IDCT jest wykonanie operacji odwrotnych do podanych powy»ej.
Otrzymujemy wtedy:
x∗(n) = Re
[
N−1∑
n=0
[
c(k) · y(n) · e−jpik/2N
]
· ej2pink/N
]
. (5.82)
Aby uzyska¢ oryginalny ci¡g danych x(n) w nale»ytym porz¡dku, elementy
wynikowego ci¡gu x∗(n) nale»y przestawi¢ wedªug reguªy: x(2n) = x∗(n) ,
x(2n + 1) = x∗(N − n − 1), dla n = 0, ..., N/2 − 1, uzyskuj¡c w ten sposób
pierwotny porz¡dek próbek x(n).
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W ±rodowisku Matlab szybk¡, prost¡ i odwrotn¡ jednowymiarow¡ transfor-
macj¦ kosinusow¡ mo»na wi¦c zaprogramowa¢ na podstawie wzorów wyprowa-
dzonych w tym podrozdziale.
Program 5.8. Szybka, prosta i odwrotna jednowymiarowa transformacja kosi-
nusowa z wykorzystaniem FFT.
% Prosta, szybka transformacja kosinusowa
X=[1 2 3 4 5 6 7 8]; % Wektor danych wejsciowych X
N=length(X); % Liczba elementow wektora danych
Y=zeros(1,N);
for n=0:(N/2)-1
Y(n+1)=X(2*n+1); % Dane wejsciowe w nowym porzadku,
Y(N-n)=X(2*n+2); % dane te formuja nowy wektor Y
end
F=fft(Y); % FFT wektora Y
S=zeros(1,N);
for n=0:N-1
if (n==0)
wsp=sqrt(1/N); else wsp=sqrt(2/N); end
q=-j*n*pi/(2*N);
% Widmo DCT
S(n+1)=real(wsp*exp(q)*F(n+1));
end
5.3.3. Dwuwymiarowa transformacja kosinusowa
Przeksztaªcenie wielowymiarowe DCT jest separowalne, co oznacza, »e od-
powiednie transformaty mo»na wyznacza¢ przez sekwencyjne wykonywanie prze-
ksztaªce« jednowymiarowych w ka»dym wymiarze. Dwuwymiarow¡ transfor-
macj¦ kosinusow¡ mo»na przeprowadzi¢ podobnie jak w przypadku dwuwymia-
rowej transformacji Fouriera  jako zªo»enie dwóch kosinusowych transformacji
jednowymiarowych.
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Definicja 5.9. Dwuwymiarow¡ dyskretn¡ transformacj¡ kosinusow¡ (ang. 2D
Discrete Cosine Transform  2D-DCT ) ci¡gu x(m,n), m = 0, 1, ...,M − 1,
n = 0, 1, ..., N − 1 nazywamy ci¡g wspóªczynników rozwini¦cia:
s(l, k) = c(l) · c(k) ·
M−1∑
m=0
N−1∑
n=0
x(m,n) · cos
(
pil(2m+ 1)
2M
)
· cos
(
pik(2n+ 1)
2N
)
,
(5.83)
l = 0, 1, ...,M − 1, k = 0, 1, ..., N − 1.
Definicja 5.10. Dwuwymiarow¡ odwrotn¡ transformacj¡ kosinusow¡ (ang. 2D
Inverse Discrete Cosine Transform  2D-IDCT ) jest odwzorowanie, które na
podstawie widma sygnaªu s(l, k), l = 0, ...,M − 1, k = 0, 1, ..., N − 1 odtwarza
sygnaª pierwotny x(m,n):
x(m,n) =
M−1∑
l=0
N−1∑
k=0
c(l) · c(k) · s(l, k) · cos
(
pil(2m+ 1)
2M
)
· cos
(
pik(2n+ 1)
2N
)
,
(5.84)
m = 0, 1, ...,M − 1, n = 0, 1, ..., N − 1.
W obydwu powy»szych definicjach zachodz¡ zwi¡zki:
c(l) =
{
1/
√
M , l = 0√
2/M , l 6= 0
(5.85)
c(k) =
{
1/
√
N , k = 0√
2/N , k 6= 0 .
Z biblioteki Image Processing Matlaba mo»na wybra¢ funkcj¦ dct2(Q),
gdzie Q jest macierz¡ danych o wymiarach M ×N . Funkcja zwraca macierz
wspóªczynników S = [slk]M×N .
Transformacja odwrotna mo»e by¢ wykonana z wykorzystaniem wbudowa-
nej funkcji idct2(S). Dla przypadku dwuwymiarowego dyskretn¡ prost¡ i od-
wrotn¡ transformacj¦ kosinusow¡ mo»na opisa¢ macierzowo nast¦puj¡co:
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S = W a ·X ·W Tb , (5.86)
X = W Ta · S ·W b, (5.87)
gdzie: S,X ∈ RM×N ,W a = [wk,n]M×M = c(k) cos
(
pik(2n+1)
2M
)
, c(0) =
√
1/M ,
c(k) =
√
2/M dla k > 0 oraz W b = [wk,n]N×N = c(k) cos
(
pik(2n+1)
2N
)
oraz
c(0) =
√
1/N , c(k) =
√
2/N dla k > 0.
Je±li M = N , wtedy obliczenia upraszczaj¡ si¦, gdy» W a = W b.
Program 5.9. Prosta i odwrotna dwuwymiarowa transformacja kosinusowa.
Rozwi¡zanie programowe dla danych dwuwymiarowych M ×N .
A=round(2*rand(5,4)); % A jest macierza o wymiarach M X N
[M,N]=size(A); % Wymiary M oraz N macierzy A
widmo_1=dct2(A) % Widmo 2D z funkcji Matlaba dct2()
oryginal_1=idct2(widmo_1) % Odtworzenie sygnalu pierwotnego 2D
widmo_2=dctmtx(M)*A*(dctmtx(N))' % Widmo 2D z funkcji dctmtx()
oryginal_2=dctmtx(M)'*widmo_2*dctmtx(N) % Odtworzenie sygnalu 2D
5.4. Dyskretna transformacja sinusowa
Dla okre±lenia tej transformacji stosowany jest akronim DST (ang. Di-
screte Sine Transform). DST jest liniow¡, odwracaln¡ funkcj¡ f : RN → RN ,
która przeksztaªca ci¡g dowolnych liczb x(0), x(1), ..., x(N−1) w inny ci¡g liczb
s(0), s(1), ..., s(N − 1).
5.4.1. Jednowymiarowa transformacja sinusowa
Definicja 5.11. Jednowymiarow¡ dyskretn¡ transformacj¡ sinusow¡ (ang. Di-
screte Sine Transform  DST) rzeczywistych warto±ci x(n), n = 0, 1, ..., N − 1,
nazywamy ci¡g rzeczywistych wspóªczynników rozwini¦cia sygnaªu x(n):
s(k) = c(k)
N−1∑
n=0
x(n) sin
(
pi(2n+ 1)(k + 1)
2N
)
, k = 0, 1, ..., N − 1, (5.88)
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gdzie:
c(k) =
{ √
1/N dla k = N − 1√
2/N dla k 6= N − 1 . (5.89)
Definicja 5.12. Jednowymiarow¡ dyskretn¡ odwrotn¡ transformacj¡ sinusow¡
(ang. Inverse Discrete Sine Transform  IDST ) jest odwzorowanie, które na
podstawie widma sygnaªu s(k), k = 0, 1, ..., N − 1, odtwarza warto±ci próbek
x(n), n = 0, 1, ..., N − 1:
x(n) = c(k)
N−1∑
k=0
s(k) sin
(
pi(2n+ 1)(k + 1)
2N
)
, n = 0, 1, ..., N − 1, (5.90)
gdzie:
c(k) =
{ √
1/N dla k = N − 1√
2/N dla k 6= N − 1 . (5.91)
Z definicji transformacji sinusowych wynika, »e j¡dro transformacji jest takie
samo, jak j¡dro transformacji odwrotnej, co jest udogodnieniem uªatwiaj¡cym
organizacj¦ oblicze«. Macierz j¡drowa transformacji (5.88) ma posta¢:
W s = [wk,n]N×N = c(k) sin
(
pi(2n+ 1)(k + 1)
2N
)
, (5.92)
gdzie wspóªczynnik c(k) ma znaczenie jak poprzednio.
Poniewa» transformacja jest liniowa, mo»na j¡ zapisa¢ macierzowo:
s = x ·W s. (5.93)
Z ortogonalno±ci macierzy W s wynika, »e:
W−1s = W
T
s , (5.94)
co uªatwia przeprowadzenie przeksztaªcenia odwrotnego, gdy» macierz odwrotna
jest tutaj równa macierzy transponowanej:
x = s ·W−1s = s ·W Ts . (5.95)
Podane powy»ej zale»no±ci mo»na wykaza¢ w sposób analityczny, podobnie
jak zrobiono to w przypadku transformacji kosinusowej.
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Elementy dowolnego wiersza macierzyW s mo»na zapisa¢ nast¦puj¡co [37]:
[wk,] = c(k)
[
sin
(
(k + 1)pi
2N
)
, sin
(
3(k + 1)pi
2N
)
, ..., sin
(
(2N − 1)(k + 1)pi
2N
)]
.
Poszczególne funkcje w nawiasach kwadratowych s¡ sinusoidami o cz¦sto-
tliwo±ciach (k + 1)/(2N). Dla danego k warto±ci tych funkcji tworz¡ pewien
wektor vk, zawieraj¡cy N wspóªrz¦dnych.
Wyka»emy, »e dla dowolnych dwóch wektorów vl,vk, l, k = 0, 1, ..., N − 1
zachodzi:
〈vl, vk〉 =
{
0 dla k 6= l
A dla k = l
, (5.96)
gdzie A jest pewn¡ ustalon¡ warto±ci¡. Formuªa (5.96) jest warunkiem ortogo-
nalno±ci wektorów. Rozwijaj¡c iloczyn skalarny (5.96) wektorów vl oraz vk do
peªnej formy, otrzymujemy:
〈vl, vk〉 =
N−1∑
n=0
sin
(
(2n+ 1)(l + 1)pi
2N
)
· sin
(
(2n+ 1)(k + 1)pi
2N
)
. (5.97)
Odpowiednie zwi¡zki ªatwiej b¦dzie zauwa»y¢, je±li wzór (5.97) zostanie
zapisany inaczej, z wykorzystaniem to»samo±ci trygonometrycznej rozstrzyga-
j¡cej, »e 2 sinα sinβ = cos(α− β)− cos(α+ β). Wtedy [37]:
〈vl, vk〉 = 1
2
N−1∑
n=0
cos
(
(2n+ 1)(l − k)pi
2N
)
− 1
2
N−1∑
n=0
cos
(
(2n+ 1)(l + k + 2)pi
2N
)
.
(5.98)
Przywoªuj¡c ponownie formuª¦ (5.72) oraz analizuj¡c formuª¦ (5.98), wnio-
skujemy, »e:
1. je±li k 6= l, to 〈vl, vk〉 = 0,
2. je±li k = l i k = N − 1, to 〈vl, vk〉 = N ,
3. je±li k = l i k 6= N − 1, to 〈vl, vk〉 = N/2,
co potwierdza, »e wektory vl oraz vk s¡ ortogonalne dla l, k = 0, 1, ..., N − 1.
Wykazano wi¦c, »e macierz W s jest ortogonalna.
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Rysunek 5 przedstawia pierwszych osiem funkcji bazowych transformacji si-
nusowej, wraz z zaznaczonymi punktami warto±ci dyskretnych. Dyskretne war-
to±ci ka»dego wiersza macierzyW s s¡ reprezentowane wska¹nikiem n = 0, ..., 7.
Warto±ci elementów macierzy W s mo»na skorelowa¢ z danymi na wykresach
funkcji bazowych. Czytelnik mo»e ªatwo odnale¹¢ odpowiednie elementy ma-
cierzy i skonfrontowa¢ je z danym miejscem na wykresie.
Mo»na równie» zauwa»y¢, »e wraz ze wzrostem n wzrasta cz¦stotliwo±¢ prze-
biegu kolejnych funkcji.
Dla N = 8 macierz j¡drowa transformacji sinusiowej W s ma posta¢:
W s =

0.0975 0.2778 0.4157 0.4904 0.4904 0.4157 0.2778 0.0975
0.1913 0.4619 0.4619 0.1913 −0.1913 −0.4619 −0.4619 −0.1913
0.2778 0.4904 0.0975 −0.4157 −0.4157 0.0975 0.4904 0.2778
0.3536 0.3536 −0.3536 −0.3536 0.3536 0.3536 −0.3536 −0.3536
0.4157 0.0975 −0.4904 0.2778 0.2778 −0.4904 0.0975 0.4157
0.4619 −0.1913 −0.1913 0.4619 −0.4619 0.1913 0.1913 −0.4619
0.4904 −0.4157 0.2778 −0.0975 −0.0975 0.2778 −0.4157 0.4904
0.3536 −0.3536 0.3536 −0.3536 0.3536 −0.3536 0.3536 −0.3536

(5.99)
Przykªad 5.7.Wyznaczy¢ wspóªczynniki widmowe transformaty sinusowej wek-
tora x = [1, 2, 3, 4]. Potem, na podstawie widma, odtworzy¢ dane pierwotne.
s = x ·Ws =
[
1 2 3 4
]
·

0.2706 0.6533 0.6533 0.2706
0.5000 0.5000 −0.5000 −0.5000
0.6533 −0.2706 −0.2706 0.6533
0.5000 −0.5000 0.5000 −0.5000
 =
=
[
4.6194 −2.0000 1.9134 −1.0000
]
.
Na podstawie warto±ci wspóªczynników widmowych mo»na odtworzy¢ dyskretne
warto±ci sygnaªu pierwotnego:
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x = s · (W s)−1 = s ·W Ts =
[
4.6194 −2.0000 1.9134 −1.0000
]
·
·

0.2706 0.5000 0.6533 0.5000
0.6533 0.5000 −0.2706 −0.5000
0.6533 −0.5000 −0.2706 0.5000
0.2706 −0.5000 0.6533 −0.5000
 =
[
1 2 3 4
]
.
Rys. 5. Wykres pierwszych N = 8 funkcji bazowych transformacji sinusowej y =
c(k) sin(pi(2n+1)(k+1))
2N
) wraz z punktami reprezentacji dyskretnej
Nale»y mie¢ na uwadze fakt, »e obliczenia DST w Matlabie prowadzone s¡
na podstawie innych definicji. Transformacja sinusowa wykonywana jest przez
wywoªanie funkcji dst(x), gdzie x jest wektorem danych pierwotnych:
s(k) =
N∑
n=1
x(n) sin
(
pikn
N + 1
)
, k = 1, ..., N , (5.100)
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a sygnaª pierwotny odtwarzany jest na podstawie zale»no±ci:
x(k) =
2
N + 1
N∑
n=1
s(n) sin
(
pikn
N + 1
)
, k = 1, ...N . (5.101)
Zale»no±¢ (5.101) realizowana jest przez wywoªanie funkcji Matlaba idst(s),
gdzie s jest wektorem wspóªczynników DST. Ze wzgl¦du na inny sposób obli-
cze« wyniki powy»szego przykªadu b¦d¡ si¦ ró»ni¢ od wyników z Matlaba.
Program 5.10. Prosta i odwrotna transformacja sinusowa w Matlabie.
X=[1 2 3 4]; % Wektor danych o dowolnej dlugosci
N=length(X); % Wyznaczenie dlugosci wektora danych
MS=zeros(N,N);
for n=0:N-1
for k=0:N-1
if (k==N-1);
wsp=sqrt(1/N);
else
wsp=sqrt(2/N);
end
% Macierz jadrowa N X N
MS(k+1,n+1)=wsp*sin(pi*(2*n+1)*(k+1)/(2*N));
end
end
S=X*MS; % Widmo transformacji sinusowej
XS=S*MS'; % Odwrotna DST (odtworzenie probek sygnalu)
% Inna wersja obliczen - zgodna z Matlabem
S1=dst(X); % DST z funkcji Matlaba dst()
X1=idst(S1); % Odwrotna DST z funkcji Matlaba idst()
Podobnie jak w przypadku transformacji kosinusowej, wyst¦puje wiele od-
mian transformacji sinusowej [37]. Inne definicje transformacji sinusowej wpro-
wadzaj¡ pewne udogodnienia obliczeniowe, co mo»e przyspieszy¢ rachunki za-
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równo dla prostej, jak i odwrotnej transfomacji. Je±li prost¡ transformacj¦
sinusow¡ zdefiniowa¢ nast¦puj¡co:
s(k) =
√
2
N + 1
N−1∑
n=0
x(n) sin
(
pi(n+ 1)(k + 1)
N + 1
)
, k = 0, 1, ..., N − 1, (5.102)
a transformacj¦ odwrotn¡ zapisa¢ w postaci:
x(n) =
√
2
N + 1
N−1∑
k=0
s(k) sin
(
pi(n+ 1)(k + 1)
N + 1
)
, n = 0, 1, ..., N − 1, (5.103)
to j¡drowa macierz ma budow¦: W s = [wk,n]N×N =
√
2
N+1 sin
(
pi(n+1)(k+1)
N+1
)
,
co w ±wietle prowadzonych ju» poprzednio wywodów nie jest zaskoczeniem.
Nowa definicja transformacji sinusowej zapewnia jednak, »e:
W−1s = W
T
s = W s , (5.104)
a wi¦c macierzowa wersja odwrotnej transformacji sinusowej nie wymaga ope-
racji transponowania, a tym bardziej odwracania macierzy W s, co sprawia, »e
mo»na ujednolici¢, a tym samym upro±ci¢ algorytmy wyznaczania widma oraz
odtwarzania dyskretnych punktów sygnaªu pierwotnego.
5.4.2. Jednowymiarowa szybka transformacja sinusowa
Macierzowa wersja wyznaczania wspóªczynników widmowych opisana wzo-
rem (5.90) ma zªo»ono±¢ obliczeniow¡ O(N2), co byªo dyskutowane w rozdzia-
ªach opisuj¡cych dyskretn¡ transformacj¦ kosinusow¡ i transformacj¦ Fouriera.
Liczb¦ niezb¦dnych operacji mo»na jednak zredukowa¢ i uzyska¢ mniejsz¡ zªo-
»ono±¢ O(N log2N), co prowadzi do wersji szybkiej algorytmu DST.
W poprzednim rozdziale pokazano, jak za pomoc¡ FFT mo»na zrealizowa¢
szybk¡ DCT. Wyznaczenie wspóªczynników widmowych sprowadzaªo si¦ w ta-
kim przypadku do odpowiedniego uporz¡dkowania danych wej±ciowych przed
i po operacji FFT. W transformacji kosinusowej baz¡ przeksztaªcenia s¡ funk-
cje kosinus, a w transformacji sinusowej odpowiednio dobrane funkcje sinus.
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Pomi¦dzy tymi funkcjami zachodzi oczywisty zwi¡zek cos(α) = sin(pi2 ± α),
co oznacza, »e szybk¡ transformacj¦ sinusow¡ mo»na wyprowadzi¢ z szybkiej
transformacji kosinusowej, gdzie wykorzystuje si¦, jak pokazano w rozdziale
poprzednim, algorytm FFT. Innymi sªowy, mo»na wykaza¢, »e z transformacji
(5.60) mo»na wyprowadzi¢ transformacj¦ (5.88).
Przypominaj¡c znan¡ ju» z poprzednich rozwa»a« jednowymiarow¡ trans-
formacj¦ kosinusow¡ (5.60):
s(k) = c(k) ·
N−1∑
n=0
x(n) cos
(
pik(2n+ 1)
2N
)
, k = 0, 1, ..., N − 1, (5.105)
zmie«my numeracj¦ indeksu k na N − 1− k. Dane b¦d¡ wi¦c uporz¡dkowane
w odwrotnej kolejno±ci:
s(N − 1− k) = c(N − 1− k) ·
N−1∑
n=0
x(n) cos
(
pi(N − 1− k)(2n+ 1)
2N
)
. (5.106)
Wykonuj¡c mno»enie i grupowanie zmiennych, funkcj¦ kosinus we wzorze
(5.106) mo»na zapisa¢ inaczej:
cos
(
pi(N − 1− k)(2n+ 1)
2N
)
=
= cos
(−pi(2n+ 1)(k + 1) + piN(2n+ 1)
2N
)
= cos
(
pi
2
+ npi − (2n+ 1)(k + 1)pi
2N
)
.
(5.107)
Poniewa» cos(α) = sin(pi2 − α), wzór (5.107) mo»na zapisa¢ w postaci to»-
samo±ci:
cos
(
pi
2
+ npi − (2n+ 1)(k + 1)pi
2N
)
= sin
(
(2n+ 1)(k + 1)pi
2N
− npi
)
. (5.108)
Przywoªuj¡c z kolei wzór trygonometryczny na ró»nic¦ k¡tów funkcji sinus
sin(α − β) = sinα cosβ − cosα sinβ oraz wiedz¡c, »e cos(npi) = (−1)n, otrzy-
mujemy now¡ posta¢ wzoru (5.108):
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sin
(
(2n+ 1)(k + 1)pi
2N
− npi
)
= (−1)n sin
(
(2n+ 1)(k + 1)pi
2N
− npi
)
.
(5.109)
Ostatecznie, po zmianie zasad indeksowania wska¹nika k, jednowymiarowa
transformacja kosinusowa (5.105) mo»e by¢ zapisana w postaci równowa»nej:
s(N − 1−k) = c(N − 1−k) ·
N−1∑
n=0
x(n)(−1)n sin
(
pi(2n+ 1)(k + 1)
2N
)
, (5.110)
co oznacza, »e porz¡dkuj¡c dane wej±ciowe i wykonuj¡c na tych danych DCT,
w efekcie otrzymujemy DST.
Pozwala to zaprojektowa¢ szybki algorytm transformacji sinusowej, którego
zªo»ono±¢ wynosi O(N log2N).
Program 5.11. Szybka, prosta i odwrotna jednowymiarowa transformacja si-
nusowa, gdzie w rachunkach wykorzystywana jest DCT oraz FFT.
% Prosta, szybka transformacja sinusowa
X=[1 2 3 4 5 6 7 8]; % Wektor danych wejsciowych X
N=length(X); % Liczba elementow wektora danych
Y=zeros(1,N);
for n=0:N-1
Y(n+1)=(-1)^n*X(n+1); % Nowy porzadek danych
end
X=Y;
for n=0:N/2-1 % DCT z wykorzystaniem FFT
Y(n+1)=X(2*n+1); Y(N-n)=X(2*n+2);
end
A=zeros(1,N); S=zeros(1,N);
F=fft(Y);
for n=0:N-1
if (n==0) wsp=sqrt(1/N); else wsp=sqrt(2/N); end
q=-j*n*pi/(2*N); A(n+1)=real(wsp*exp(q)*F(n+1));
end
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for n=0:N-1
S(n+1)=A(N-n); % Ostateczne uporzadkowanie widma
end
% Odwrotna, szybka transformacja sinusowa
S=[1 2 3 4 5 6 7 8]; % Wektor danych wejsciowych (widmo)
N=length(S); % Liczba elementow wektora danych
A1=zeros(1,N); A=zeros(1,N);
for n=0:N-1
A(n+1)=S(N-n); % Nowy porzadek danych
end
for n=0:N-1 % iDCT z wykorzystaniem iFFT
if (n==0)
wsp=sqrt(1/N);
else
wsp=sqrt(2/N);
end
q=j*n*pi/(2*N);
A1(n+1)=wsp*exp(q)*A(n+1);
end
F=real(ifft(A1));
for n=0:N/2-1
A1(2*n+1)=F(n+1);
A1(2*n+2)=F(N-n);
end
% Ostateczne uporzadkowanie danych
for n=0:N-1
X(n+1)=(-1)^n*A1(n+1);
end
X=N*X; % Widmo iDST
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5.4.3. Dwuwymiarowa transformacja sinusowa
Przeksztaªcenie wielowymiarowe DST jest separowalne, co oznacza, »e od-
powiednie transformaty mo»na wyznacza¢ przez sekwencyjne wykonywanie prze-
ksztaªce« jednowymiarowych w ka»dym wymiarze. Dwuwymiarow¡ transfor-
macj¦ sinusow¡ mo»na wykona¢ w postaci zªo»enia dwóch sinusowych transfor-
macji jednowymiarowych.
Definicja 5.13. Dwuwymiarow¡ dyskretn¡ transformacj¡ sinusow¡ (ang. 2D
Discrete Sine Transform  2D-DST ) ci¡gu danych x(m,n), m = 0, 1, ...,M−1,
n = 0, 1, ..., N − 1 nazywamy ci¡g wspóªczynników rozwini¦cia:
s(l, k) = c(l) · c(k) ·
M−1∑
m=0
N−1∑
n=0
x(m,n)·
· sin
(
pi(2m+ 1)(k + 1)
2M
)
· sin
(
pi(2n+ 1)(l + 1))
2N
)
,
l = 0, 1, ...,M − 1, k = 0, 1, ..., N − 1.
(5.111)
Definicja 5.14. Dwuwymiarow¡ odwrotn¡ transformacj¡ sinusow¡ (ang. 2D
Inverse Discrete Sine Transform  2D-IDST ) jest odwzorowanie, które na pod-
stawie widma sygnaªu s(l, k), l = 0, ...,M − 1, k = 0, 1, ..., N − 1 odtwarza
sygnaª pierwotny x(m,n):
x(m,n) =
M−1∑
l=0
N−1∑
k=0
c(l) · c(k) · s(l, k)·
· sin
(
pi(2m+ 1)(l + 1)
2M
)
· sin
(
pi(2n+ 1)(k + 1)
2N
)
,
m = 0, 1, ...,M − 1, n = 0, 1, ..., N − 1.
(5.112)
Dla przypadku dwuwymiarowego dyskretn¡ prost¡ i odwrotn¡ transforma-
cj¦ sinusow¡ mo»na przedstawi¢ w zapisie macierzowym:
S = Wa ·X ·W Tb , (5.113)
X = W Ta · S ·W b, (5.114)
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gdzie: S,X ∈ RM×N , Wa = [wk,n]M×M = c(k) sin
(
pi(2n+ 1)(k + 1)
2M
)
,
Wb = [wk,n]N×N = c(l) sin
(
pi(2n+ 1)(k + 1)
2N
)
, oraz:
c(k) =
√
1/N dla k = N − 1√
2/N dla k 6= N − 1 , c(l) =
{ √
1/M dla l = M − 1√
2/M dla l 6= M − 1 .
(5.115)
Je±li M = N , obliczenia si¦ upraszczaj¡, gdy» W a = W b.
5.5. Funkcje i transformacja Hartleya
Dyskretn¡ transformacj¦ Hartleya wprowadziª Bracewell w 1983 r. [11].
Dyskretna transformacja Hartleya, podobnie jak transformacja Fouriera, jest,
jak si¦ przekonamy, transformacj¡ liniow¡ RN → RN , zatem mo»e by¢ równie»
opisywana macierzowo. Transformacj¦ Hartleya cechuje wiele podobie«stw do
transformacji Fouriera, a jej wyró»nikiem s¡ dziaªania na liczbach rzeczywi-
stych. Zalet¡ tej transformacji jest zdolno±¢ przeksztaªcania funkcji o warto-
±ciach rzeczywistych w funkcje o warto±ciach rzeczywistych, a wi¦c inaczej ni»
w przypadku transformacji Fouriera, gdzie mamy zawsze RN → CN . Pomi¦-
dzy transformacj¡ Hartleya i transformacj¡ Fouriera zachodz¡ zwi¡zki, które
zostan¡ zaprezentowane wraz z odpowiednimi przykªadami w Matlabie. Funk-
cje Hartleya oznaczane jako Hart(x, t) opisane s¡ dwoma wska¹nikami. Wska¹-
nik x okre±la numer (rz¡d) funkcji, a wska¹nik t sªu»y do wyznaczania bie»¡cej
warto±ci funkcji w przedziale okre±lono±ci. Uwzgl¦dniaj¡c zale»no±ci trygono-
metryczne, mo»na zapisa¢:
Hart(x, t) = cos
(
2pi
T
xt
)
+ sin
(
2pi
T
xt
)
=
=
√
2 sin
(
2pi
T
xt+ pi/4
)
=
√
2 cos
(
2pi
T
xt− pi/4
)
,
(5.116)
gdzie x = 0,±1,±2, ...,.
Funkcje Hartleya s¡ ortogonalne, ale mo»na je normowa¢.
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Ortonormalny zbiór {hx(t)} takich funkcji, okre±lony na przedziale t =
[t0, to + T ], gdzie T jest okresem funkcji, jest zdefiniowany nast¦puj¡co :
{hx(t)} = 1√
N
(
cos
(
2pi
T
xt
)
+ sin
(
2pi
T
xt
))
, (5.117)
wówczas:
〈hn(t), hm(t)〉 =
{
1 n = m
0 n 6= m . (5.118)
Rysunek 6 przedstawia pierwszych osiem ci¡gªych funkcji Hartleya z zazna-
czonymi punktami warto±ci, których znajomo±¢ jest niezb¦dna w operacjach
dyskretnych. Mo»na zauwa»y¢, »e wraz ze wzrostem n wzrasta cz¦stotliwo±¢
przebiegu kolejnych funkcji Hartleya.
Rys. 6. Wykres pierwszych N = 8 funkcji Hartleya y = cos(n 2pi
N
t) + sin(n 2pi
N
t) wraz z punk-
tami reprezentacji dyskretnej
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5.5.1. Dyskretna jednowymiarowa transformacja Hartleya
Definicja 5.15. Jednowymiarow¡ dyskretn¡ transformacj¡ Hartleya (ang. Di-
screte Hartley Transform  DHT ) sygnaªu x(n), okre±lonego w chwilach n =
0, 1, ..., N − 1, nazywamy ci¡g rzeczywistych wspóªczynników s(k) ∈ RN rozwi-
ni¦cia sygnaªu x(n) ∈ RN :
s(k) = α
N−1∑
n=0
x(n)
(
cos
(
2pi
N
kn
)
+ sin
(
2pi
N
kn
))
, k = 0, 1, ..., N − 1.
(5.119)
Definicja 5.16. Jednowymiarow¡ odwrotn¡, dyskretn¡ transformacj¦ Hartleya
(ang. Inverse Discrete Hartley Transform  IDHT ) jest odwzorowanie, które na
podstawie próbek s(k) ∈ RN , k = 0, ..., N − 1 widma sygnaªu odtwarza próbki
sygnaªu pierwotnego x(n) ∈ RN , n = 0, ..., N − 1:
x(n) = β
N−1∑
k=0
s(k)
(
cos
(
2pi
N
kn
)
+ sin
(
2pi
N
kn
))
, n = 0, 1, ..., N − 1.
(5.120)
Dla zwi¦kszenia przejrzysto±ci formuª suma funkcji trygonometrycznych
przedstawionych w powy»szych definicjach mo»e by¢ zapisywana w formie skró-
conej:
cas(
2pi
N
kn) = cos
(
2pi
N
kn
)
+ sin
(
2pi
N
kn
)
. (5.121)
Z definicji transformacji Hartleya wynika, »e j¡dro transformacji jest takie
samo, jak j¡dro transformacji odwrotnej, co jest zalet¡ uªatwiaj¡c¡ organiza-
cj¦ oblicze«. Podobie«stwa transformacji Hartleya do transformacji Fouriera
mo»na zobaczy¢, gdy prost¡ transfomacj¦ Fouriera zapiszemy w postaci:
sf (k) = α
N−1∑
n=0
x(n)
(
cos
(
2pi
N
kn
)
− j sin
(
2pi
N
kn
))
, k = 0, 1, ..., N − 1.
(5.122)
Podobie«stwa wzorów (5.119) oraz (5.122) s¡ oczywiste, z dokªadno±ci¡
do jednostki urojonej j. W dyskretnej transformacji Fouriera sekwencj¦ liczb
rzeczywistych rejestrowanych w dziedzinie czasu przeksztaªca si¦ na sekwencj¦
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liczb zespolonych w dziedzinie cz¦stotliwo±ci. Poªowa tak uzyskanych liczb jest
jednak nadmiarowa, czyli informacja w widmie si¦ powtarza.
Niech wspóªczynniki widmowe Hartleya maj¡ oznaczenie sh(k), a wspóª-
czynniki widmowe Fouriera sf (k), k = 0, ..., N − 1. Wtedy prawdziwe s¡ na-
st¦puj¡ce zwi¡zki:
Re[sf (k)] = Re[sf (−k)], (5.123)
Im[sf (k)] = Im[−sf (−k)].
Transformacja Hartleya usuwa nadmiarowo±¢ transformaty Fouriera, gdy»:
sh(k) = Re[sf (k)]− Im[sf (k)]. (5.124)
Z przytoczonych zale»no±ci wynika, »e z transformaty Hartleya mo»na ustali¢
odpowiednie wspóªczynniki widmowe Fouriera.
NiechN wspóªczynników Hartleya jest uporz¡dkowanych w spos 
ob nast¦pu-
j¡cy: sh(0), sh(1), ..., sh(N − 1), sh(0). Jak wida¢, do ci¡gu N wspóªczynników
na pozycji N zostaªa dopisana warto±¢ duplikatu wspóªczynnika sh(0). Dla
takiego porz¡dku danych zachodz¡ nast¦puj¡ce zwi¡zki pomi¦dzy wspóªczyn-
nikami widmowymi Hartleya i Fouriera:
Re[sf (k)] = +
1
2
[sh(N − k) + sh(k)], k = 0, ..., N − 1, (5.125)
Im[sf (k)] = −1
2
[sh(N − k)− sh(k)], k = 0, ..., N − 1, (5.126)
czyli:
Re[sf (k)] =
N−1∑
n=0
cos
(
2pi
N
kn
)
, (5.127)
Im[sf (k)] =
N−1∑
n=0
− sin
(
2pi
N
kn
)
. (5.128)
co oznacza, »e cz¦±ci parzysta i nieparzysta (ze znakiem ujemnym) widma Har-
tleya s¡ identyczne jak cz¦±¢ parzysta i nieparzysta widma Fouriera. W tym
sensie, je±li dane pierwotne przyjmuj¡ warto±ci rzeczywiste, s¡ to transformacje
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równowa»ne, gdy» znaj¡c wspóªczynniki widmowe jednej transformaty, mo»na
wyznaczy¢ wspóªczynniki drugiej i vice versa. Mo»na zauwa»y¢, »e przeksztaª-
cenie (5.119) mo»na zapisa¢ w równowa»nej postaci macierzowej:
s = α · x ·W h, (5.129)
gdzie: Wh= [wk,n]N×N =
[
cos
(
2pink
N
)
+ sin
(
2pink
N
)]
jest macierz¡ j¡drow¡
(j¡drem) przeksztaªcenia (5.129).
Dla N = 8 ortogonalna macierz j¡drowa Hartleya W h ma posta¢:
W h =

1 1 1 1 1 1 1 1
1
√
2 1 0 −1 −√2 −1 0
1 1 −1 −1 1 1 −1 −1
1 0 −1 √2 −1 0 1 −√2
1 −1 1 −1 1 −1 1 −1
1 −√2 1 0 −1 √2 −1 0
1 −1 −1 1 1 −1 −1 1
1 0 −1 −√2 −1 0 1 √2

(5.130)
Mo»na zauwa»y¢, »e elementy macierzy (5.130) odpowiadaj¡ wybranym
warto±ciom odpowiednich funkcji Hartleya na rys. 6. Na rysunku warto±ci te
oznaczono punktami. Numeruj¡c wiersze macierzy (5.130) identycznie jak nu-
mery funkcji na rys. 6, otrzymujemy dyskretn¡ reprezentacj¦ poszczególnych
funkcji Hartleya. W wersji macierzowej przeksztaªcenie (5.120) ma posta¢:
x = β · s ·W h, (5.131)
a wi¦c jest takie samo, jak (5.129) z dokªadno±ci¡ do czynnika β. Przewa»nie
przyjmuje si¦ α = 1 oraz β = 1/N .
Przykªad 5.8. Wyznaczy¢ wspóªczynniki widmowe Hartleya wektora danych
x = [1, 2, 3, 4]. Przyjmujemy α = 1, β = 1/4. Dodatkowo sprawdzi¢ zwi¡zki
widma Hartleya z widmem Fouriera.
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Otrzymujemy :
sh = α · x ·W h =
[
1 2 3 4
]
·

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 =
=
[
10 −4 −2 0
]
.
Widmo Fouriera sygnaªu wej±ciowego x jest nast¦puj¡ce:
sf =
[
10 −2 + 2j −2 −2− 2j
]
.
Wykorzystuj¡c zale»no±ci (5.123) oraz (5.124), mo»na natychmiast sprawdzi¢
wzajemne powi¡zania widm Hartleya i Fouriera.
Przykªad 5.9. Odtworzy¢ dyskretny sygnaª pierwotny x na podstawie wyli-
czonych w poprzednim przykªadzie wspóªczynników widmowych Hartleya s =
[10,−4,−2, 0]. Przyjmuj¡c, podobnie jak w poprzednim przykªadzie, zaªo»enie,
»e β = 1/4, uzyskujemy :
x = β · s ·W h = 1
4
·
[
10 −4 −2 0
]
·

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 =
=
[
1 2 3 4
]
.
Program 5.12. Program, za pomoc¡ którego na podstawie wzorów definicyjnych
mo»na wyznaczy¢ dyskretne, jednowymiarowe widmo Hartleya wektora x oraz
z widma s odtworzy¢ warto±ci danych wej±ciowych.
% Prosta transformacja Hartleya %
x=[1,2,3,4]; % Dane o wartosciach rzeczywistych
N=length(x); % Dlugosc wektora danych
sH=zeros(1,N); % Rezerwacja miejsca na wynik
H=zeros(N,N); % Przygotowanie macierzy Hartleya
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% Macierz Hartleya H
% Wspolczynniki widmowe Hartleya sH
for k=0:N-1
for n=0:N-1
H(n+1,k+1)=cos(2*pi*n*k/N) + sin(2*pi*n*k/N);
sH(k+1)=sH(k+1)+x(n+1)*H(n+1,k+1);
end
end
sH % Widmo z definicji
x*H % To samo widmo w zapisie macierzowym
% Odwrotna transformacja Hartleya %
s=[1,2,3,4]; % Wektor danych wejsciowych (widmo)
N=length(s); % Dlugosc wektora danych
x=zeros(1,N); % Rezerwacja miejsca na wynik
for n=0:N-1
for k=0:N-1
x(n+1)=x(n+1)+s(k+1)*(cos(2*pi*n*k/N)+sin(2*pi*n*k/N));
end
end
1/N*x % Odtworzenie sygnalu z definicji
1/N*s*H % To samo w rachunku macierzowym
5.5.2. Dyskretna szybka transformacja Hartleya
Jak ju» dowiedziono w niniejszym rozdziale, transformacja Hartleya wyka-
zuje podobie«stwa do klasycznej transformacji Fouriera. Z tych powodów zªo»o-
no±¢ czasowa algorytmów realizuj¡cych te transformacje jest równie» podobna.
W rozdziaªe 5.2 po±wi¦conym transformacji Fouriera opisano zªo»ono±¢ tego
algorytmu. Podobne rozwa»ania mo»na przeprowadzi¢ dla wyznaczenia zªo»o-
no±ci czasowej algorytmu transformacji Hartleya. Identycznie jak w przypadku
transformacji Fouriera, metoda bezpo±rednia wymaga mno»enia macierzy W h
o rozmiarach N ×N przez N wymiarowy wektor x.
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Realizacja zadania wymaga wi¦c N2 zespolonych mno»e« oraz N · (N − 1)
zespolonych dodawa«. Ten sposób realizacji zadania jest wi¦c bardzo kosz-
towny, szczególnie dla du»ych N . Ze wzgl¦du na opisywane zwi¡zki pomi¦dzy
obydwiema transformatami do wyznaczenia transformaty Hartleya mo»na bez-
po±rednio zastosowa¢ algorytm szybkiej transformacji Fouriera (FFT), który
w postaci funkcji bibliotecznej jest implementowany w wielu pakietach mate-
matycznych, w tym w Matlabie. Algorytm szybkiej transformacji Hartleya
z u»yciem FFT wykorzystuje zasad¦ podziaªu ci¡gu N danych wej±ciowych na
dwa niezale»ne podci¡gi N/2 próbek wyst¦puj¡cych na parzystych i nieparzy-
stych pozycjach ci¡gu wej±ciowego. Warunek ten oznacza, »e liczba elementów
wej±ciowego ci¡gu danych musi by¢ pot¦g¡ liczby 2. Zªo»ono±¢ obliczeniowa wy-
niesie wtedy, podobnie jak dla omawianego ju» algorytmu FFT, O(N log2N).
Program 5.13. Wyznaczenie widma Hartleya na podstawie znanego wcze±niej
widma Fouriera i vice versa  na podstawie widma Hartleya mo»na ustali¢ od-
powiadaj¡ce mu widmo Fouriera i odtworzy¢ sygnaª pierwotny.
% Widmo Harleya z wyznaczonego wczesniej widma Fouriera
x=[1,2,3,4]; % Wejsciowy wektor danych
sF=fft(x); % Widmo Fouriera
sH=real(sF)-imag(sF); % Widmo Hartleya
% Widmo Fouriera z wyznaczonego wczesniej widma Hartleya i
N=length(sF); % Dlugosc sekwencji danych (widmo Hartleya)
sp=zeros(1,N); % Miejsce na parzysta czesc widma Hartleya
sn=zeros(1,N); % Miejsce na nieparzysta czesc widma Hartleya
for n=0:N-1
for k=0:N-1
sp(n+1)=sp(n+1)+x(k+1)*cos(2*pi*n*k/N);
sn(n+1)=sn(n+1)+x(k+1)*sin(2*pi*n*k/N);
end
end
F=sp-j*sn % Widmo Fouriera jako zlozenie widm Hartleya
x0=ifft(F) % Odtworzenie sygnalu pierwotnego
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5.5.3. Dyskretna dwuwymiarowa transformacja Hartleya
Definicja 5.17. Dwuwymiarow¡ dyskretn¡ transformacj¡ Hartleya (ang. 2D
Discrete Hartley Transform  2D-DHT ) danych x(m,n), m = 0, 1, ...,M − 1,
n = 0, 1, ..., N − 1 nazywamy ci¡g rzeczywistych wspóªczynników rozwini¦cia:
s(l, k) = α
M−1∑
m=0
N−1∑
n=0
x(m,n) · cas
(
2piil
M
+
2pink
N
)
, (5.132)
gdzie l = 0, 1, ...,M − 1, k = 0, 1, ..., N − 1.
Definicja 5.18. Dwuwymiarow¡ odwrotn¡ transformacj¡ Hartleya (ang. 2D
Inverse Discrete Hartley Transform  2D-IDHT ) jest odwzorowanie, które na
podstawie widma sygnaªu s(l, k), l = 0, ...,M − 1, k = 0, 1, ..., N − 1 odtwarza
sygnaª pierwotny w punktach x(m,n):
x(m,n) = β
M−1∑
l=0
N−1∑
k=0
s(l, k) · cas
(
2piil
M
+
2pink
N
)
, (5.133)
gdzie cas(θ) = cos(θ) + sin(θ), m = 0, 1, ...,M − 1 i n = 0, 1, ..., N − 1.
Dla przypadku dwuwymiarowego dyskretn¡ prost¡ i odwrotn¡ transforma-
cj¦ Hartleya mo»na przedstawi¢ w zapisie macierzowym:
S = α ·W a ·X ·W b, (5.134)
X = β ·W a · S ·W b, (5.135)
gdzie: S,X ∈ RM×N , W a = [wn,k]N×N =
[
cos
(
2pink
N
)
+ sin
(
2pink
N
)]
,
W b = [wn,k]M×M =
[
cos
(
2pink
M
)
+ sin
(
2pink
M
)]
.
Wzory (5.132) oraz (5.133) b¦d¡ wzajemnie odwrotne, je±li respektowany b¦dzie
warunek:
α · β = 1
N ·M . (5.136)
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5.6. Transformacja GoodaThomasa
Je±li liczba N nie jest pot¦g¡ liczby 2, to nie mo»na stosowa¢ explicite opi-
sanych wcze±niej metod wyznaczania widma, co wynika z budowy schematu
motylkowego. Liczb¦ N mo»na jednak zapisa¢ inaczej, dzi¦ki czemu, po mody-
fikacjach, nadal mo»na wykorzystywa¢ opisywane wcze±niej transformacje.
Realizacj¦ tego zadania umo»liwiaj¡ dwie grupy algorytmów  algorytm
CooleyaTukeya, dla N = N1 ·N2, gdzie N1 oraz N2 s¡ liczbami naturalnymi,
lub algorytm GoodaThomasa, w którym liczba N mo»e by¢ przedstawiona
jako iloczyn liczb wzgl¦dnie pierwszych  ich jedynym wspólnym dzielnikiem
jest liczba 1 [8, 40]. Pierwszy z algorytmów opisany zostaª przyst¦pnie mi¦dzy
innymi w ksi¡»ce [40]. Drugi algorytm zostanie szczegóªowo omówiony poni»ej.
Idea algorytmu GoodaThomasa opiera si¦ na spostrze»eniu, »e liczb¦ natu-
raln¡ N mo»na przedstawi¢ jako iloczyn liczb pierwszych  N = r1r2...rp, co
oznacza, »e zamiast pojedynczej klasycznej DFT, której zªo»ono±¢ nie jest ko-
rzystna i wynosi O(N2), mo»na zastosowa¢ p mniejszych transformat DFT.
Nakªad oblicze« mo»na wtedy zmniejszy¢ do poziomu O(N(r1 + ...+ rp)).
Wymogiem algorytmu GoodaThomasa jest znalezienie wªa±ciwego upo-
rz¡dkowania danych wej±ciowych i wyj±ciowych oraz zbudowanie odpowied-
niego diagramu przepªywu, na podstawie którego mo»na wyznaczy¢ transfor-
mat¦.
Niech próbki analizowanego sygnaªu wej±ciowego s¡ oznaczone nast¦puj¡co:
x(n), n = 0, ..., N−1. Próbki umieszczane s¡ w tablicy A(n1, n2), gdzie indeksy
n1 oraz n2 przyjmuj¡ warto±ci w zakresie n1 = 0, ..., N1−1 oraz n2 = 0, ..., N2−
1, a relacje mi¦dzy indeksami tablicy A oraz bie»¡cym numerem n próbki x(n)
s¡ ustalane jako rozwi¡zanie kongruencji:
n1 ≡ n (mod N1) n1 = 0, 1, ..., N1 − 1
n2 ≡ n (mod N2) n2 = 0, 1, ..., N2 − 1
. (5.137)
Wiersze i kolumny tablicy A b¦d¡ potem wykorzystywane w diagramie prze-
pªywu dla ustalonego N .
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Dla takich zaªo»e« liczb¦ n wylicza si¦ z równa«:
n = n2 · t ·N2 + n1 · s ·N1 (mod N)
N1 · s+N2 · t = 1
. (5.138)
Liczby s oraz t wyznacza si¦ z opisywanego ju» wcze±niej rozszerzonego
algorytmu Euklidesa (Program 3.2).
W praktyce, zamiast rozwi¡zywania ukªadu kongruencji (5.137), wykorzy-
stuje si¦ prostsz¡, ekwiwalentn¡ formuª¦ przeliczeniow¡, co wynika z rozwa»a«
przeprowadzonych w rozdziale 3:
n = n1N2 + n2N1 (mod N).
Tablica A wypeªniana jest elementami ci¡gu x nast¦puj¡co: A(n1, n2) =
x(n). Widmo tworzy ci¡g warto±ci s(k), k = 0, ..., N − 1. Porz¡dek wspóªczyn-
ników widmowych wyznaczany jest z formuªy:
k = k1 · [N−12 ]N1 ·N1 + k2 · [N−11 ]N2 ·N2 (mod N), (5.139)
gdzie zapis [N−12 ]N1 oznacza liczb¦ odwrotn¡ do N2 modulo N1. Podobne
znaczenie ma zapis [N−11 ]N2 . Liczby odwrotne modulo n wyznaczy¢ mo»na za
pomoc¡ programu (Program 3.1).
Dla przyj¦tych zaªo»e« tablica B wypeªniana jest elementami ci¡gu s na-
st¦puj¡co: B(k1, k2) = s(k1 · [N−12 ]N1 + k2 · [N−11 ]N2) (mod N). Po ustaleniu
porz¡dku danych wej±ciowych i wyj±ciowych transformacja GoodaThomasa
opisana jest zale»no±ci¡:
B(k1, k2) =
N1−1∑
n1=0
[
N2−1∑
n2=0
A(n1, n2)W
n2k2
N2
]
Wn1k1N1 , (5.140)
gdzie WnikiNi = e
−j2pi ni
Ni
ki , i = 1, 2.
Transformacja odwrotna przeprowadzana jest wedªug formuªy:
A(n1, n2) =
N1−1∑
n1=0
[
N2−1∑
n2=0
B(k1, k2)W
−n2k2
N2
]
W−n1k1N1 , (5.141)
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gdzie porz¡dek elementów ci¡gu wej±ciowego (teraz widma) jest ustalany iden-
tycznie jak w transformacji prostej.
Sposób transformowania danych w transformacji GoodaThomasa przed-
stawia diagram przepªywowy zaprezentowany na rys. 7 dla przypadku, gdy
liczba próbek sygnaªu wej±ciowego wynosi N = 15 oraz N1 = 3, N2 = 5.
Ten sam diagram wykorzystuje si¦ w transformacji prostej, jak i odwrotnej,
co uªatwia organizacj¦ oblicze«. W rozdziale o jednowymiarowej transforma-
cji Fouriera  DFT wykazano, »e nieoptymalizowana realizacja tego zadania
wymaga wykonania N2 zespolonych mno»e« oraz N ·(N−1) zespolonych doda-
wa«. W przypadku algorytmu GoodaThomasa stosowane s¡ jednowymiarowe
DFT mniejszych rozmiarów, co pozwala na redukcj¦ zªo»ono±ci czasowej algo-
rytmu. W omawianym przypadku (rys. 7) pokazano 3 DFT 5-punktowe oraz
5 DFT 3-punktowych, co oznacza, »e nale»y przeprowadzi¢ 3 · 52 + 5 · 32 = 120
zespolonych mno»e« oraz 3 · 2 + 5 · 4 = 26 zespolonych dodawa«. Razem nale»y
wykona¢ 146 operacji arytmetycznych zamiast 152 + 15 · 14 = 435 operacji, jak
ma to miejsce w klasycznej transformacji DFT.
Dla dowolnego N = N1 · N2, NWD(N1, N2) = 1 transformacja Gooda
Thomasa wymaga N1 · N22 + N2 · N21 zespolonych mno»e« oraz N1(N1 − 1) +
N2(N2 − 1) dodawa«, co pozwala rozwi¡za¢ zadanie efektywniej. Rzeczywisty
koszt oblicze« jest nieznacznie wi¦kszy, gdy» w oszacowaniach nie uwzgl¦dniono
nakªadów zwi¡zanych z porz¡dkowaniem próbek sygnaªu wej±ciowego oraz po-
rz¡dkowaniem widma.
Przykªad 5.10. Niech liczba zebranych próbek sygnaªu wynosi N = 15. Liczb¦
t¦ mo»na zapisa¢ w postaci iloczynu N = N1 ·N2.
Niech N1 = 3, N2 = 5. S¡ to liczby pierwsze. Niech x(n) = n.
Na podstawie (5.137) oraz (5.138) mo»na wskaza¢ próbk¦ x(n), która staje si¦
elementem tablicy A(n1, n2). W omawianym przykªadzie elementy tablicy A
wypeªniane s¡ wedªug nast¦puj¡cej reguªy :
A(n1, n2) = n = 5n1 + 3n2 (mod 15), n1 = 0, ..., 2, n2 = 0, ..., 4.
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Rys. 7. Schemat przepªywowy transformacji GoodaThomasa 15-elementowego wektora da-
nych dla N = 15, N1 = 3, N2 = 5
Je±li dane wej±ciowe tworz¡ ci¡g x(n), dla n = 0, ..., N − 1, to tablica A wypeª-
niona zostanie warto±ciami próbek w sposób nast¦puj¡cy :
x(0) x(3) x(6) x(9) x(12)
x(5) x(8) x(11) x(14) x(2)
x(10) x(13) x(1) x(4) x(7)
Niech dane wyj±ciowe tworz¡ ci¡g s(k), dla k = 0, ..., N−1, i s¡ przechowywane
w tablicy B. Na podstawie (5.139) otrzymujemy zale»no±¢ ustalaj¡c¡ porz¡dek
zapisywania elementów ci¡gu s(k) w tablicy :
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B(k1, k2) = k = 10k1 + 6k2 (mod 15), k1 = 0, ...2, k2 = 0, ..., 3,
co oznacza, »e dane b¦d¡ umieszczone w tablicy B w nast¦puj¡cej kolejno±ci :
k(0) k(6) k(12) k(3) k(9)
k(10) k(1) k(7) k(13) k(4)
k(5) k(11) k(2) k(8) k(14)
.
Poni»ej przedstawiono program realizuj¡cy transformacj¦ GoodaThomasa.
Program 5.14. Prosta transformacja GoodaThomasa dla przypadku, gdy ci¡g
danych wej±ciowych skªada si¦ z 15 elementów. Liczb¦ N = 15 nale»y zapisa¢
w formie N = N1 ·N2. Przyj¦to arbitralnie warto±ci N1 = 3, N2 = 5, tak samo
jak w przykªadzie (5.10). Uwzgl¦dniaj¡c poª¡czenia diagramu przepªywowego na
rys. 7, otrzymujemy szybk¡ wersj¦ algorytmu.
X=[0 1 2 3 4 5 6 7 8 9 10 11 12 13 14]; % Wektor danych
% Parametry dekompozycji danych wejsciowych
N1=3; N2=5; N=N1*N2;
A=zeros(N1,N2); % Przygotowanie tablicy A
% Wypelnienie tablicy A elementami wektora danych
for n1=0:N2-1
for n2=0:N2-1
n=mod(n1*N2+n2*N1,N); A(n1+1,n2+1)=X(n+1);
end
end
F=zeros(N2);
% Fourierowska macierz transformacji N2xN2
for k=1:N2
for w=1:N2
F(w,k)=exp(-j*2*pi*(w-1)*(k-1)/N2);
end
end
C=zeros(N1,N2);
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% N2-punktowe DFT. Liczba DFT wynosi N1
for i=1:N1
C(i,:)=A(i,:)*F;
end
F=zeros(N1);
% Fourierowska macierz transformacji N1xN1
for k=1:N1
for w=1:N1
F(w,k)=exp(-j*2*pi*(w-1)*(k-1)/N1);
end
end
Q=zeros(N1,N2);
% N1-punktowe DFT. Liczba DFT wynosi N2
for i=1:N2
Q(:,i)=C(:,i).'*F
B=zeros(1,N); % Przygotowanie tablicy B
% Uporzadkowanie wspolczynnikow widmowych
% w porzadku leksykograficznym
for k1=0:N1-1
for k2=0:N2-1
k=mod(k1*10+k2*6,N);
B(k+1)=Q(k1+1,k2+1);
end
end
end
Program mo»e by¢ stosowany prawie bez zmian dla przeprowadzenia trans-
formacji odwrotnej. Jedyn¡ zmian¡ jest wtedy zamiana znaku − na + w funkcji
wykªadniczej i uwzgl¦dnienie czynników 1/N2 oraz 1/N1 w N2 i N1 punktowych
transformacjach DFT, które staj¡ si¦ transformacjami odwrotnymi (IDFT). Na-
le»y równie» przypomnie¢, »e algorytm GoodaThomasa mo»na programowa¢
na wiele ró»nych, równowa»nych sposobów, uzyskuj¡c t¦ sam¡ zªo»ono±¢.
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5.7. Funkcje i transformacja VilenkinaChrestensona
Funkcje VilenkinaChrestensona stosowane s¡ w analizie p-warto±ciowych
funkcji, w szczególno±ci funkcji boolowskich. Z kolei transformacja Vilenkina
Chrestensona ma wiele zalet dyskretnej transformaty Fouriera i znajduje zasto-
sowanie w rozwi¡zywaniu problemów kodowania informacji [15, 33]. Niektóre
przeksztaªcone formy tych funkcji tworz¡ inne funkcje bazowe, o czym b¦dzie
mowa w niniejszym rozdziale.
5.7.1. Funkcje VilenkinaChrestensona
Definicja 5.19. Funkcje VilenkinaChrestensona ch(p)(0, x), ch(p)(1, x), ....,
ch(p)(pm − 1, x) tworzone s¡ w sposób nast¦puj¡cy :
ch(p)(w, x) = exp
(
2pi
p
j
m−1∑
s=0
wsxs
)
, (5.142)
gdzie: x,w ∈ {0, 1, ..., pm − 1}, p ≥ 2 . Liczby m, p ∈N+ oraz :
w =
∑m−1
s=0 wsp
s, x =
∑m−1
s=0 xsp
s,
ws,xs ∈ {0, 1, ..., p− 1}.
Funkcje podane w Definicji 5.19 tworz¡ zbiór ortogonalnych funkcji bazo-
wych, s¡ wi¦c parami ortogonalne:
< vc(p)(w, x), vc(p)(t, x) >=
∑pm−1
x=0 vc
(p)(w, x) · vc(p)(t, x) =
{
pm dla w = t
0 dla w 6= t ⇔
||vc(p)(w, x)||2 = pm, x ∈ {0, 1, ..., pm − 1}.
(5.143)
Z zale»no±ci (5.143) wynika, »e funkcje Chrestensona nie s¡ unormowane.
Wygenerowane wedªug Definicji 5.19 warto±ci funkcji mo»na zapisa¢ w po-
staci macierzy Cpm o wymiarach pm × pm. Wiersze tej macierzy uto»sami¢
mo»na z odpowiedni¡ dyskretn¡ funkcj¡ VilenkinaChrestensona. Budowa ma-
cierzy C3, dla parametrów p = 3, m = 1, oraz macierzy C9, dla parametrów
p = 3, m = 2, zostaªy przedstawione poni»ej:
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C3 =
1 1 11 a1 a2
1 a2 a1
 , C9 =

1 1 1 1 1 1 1 1 1
1 a1 a2 1 a1 a2 1 a1 a2
1 a2 a1 1 a2 a1 1 a2 a1
1 1 1 a1 a1 a1 a2 a2 a2
1 a1 a2 a1 a2 1 a2 1 a1
1 a2 a1 a1 1 a2 a2 a1 1
1 1 1 a2 a2 a2 a1 a1 a1
1 a1 a2 a2 1 a1 a1 a2 1
1 a2 a1 a2 a1 1 a1 1 a2

,
(5.144)
gdzie: a = e
2pi
3
j = a1, a2 = e
4pi
3
j .
Macierze VilenkinaChrestensona Cpm mo»na równie» konstruowa¢ w spo-
sób rekurencyjny. Niech macierz P p ma nast¦puj¡c¡ budow¦:
P p =

a0 a0 a0 · · · a0
a0 a1 a1·2 · · · a(p−1)·1
a0 a2 a2·2 · · · a(p−1)·2
...
...
...
. . .
...
a0 a(p−1) a(p−1)·2 · · · a(p−1)·(p−1)

, (5.145)
gdzie a = e
2pi
p
j , a p ≥ 2.
W zale»no±ci od p elementy macierzy P p przyjmuj¡ warto±ci z zakresu:
aq = e
2qpi
p
j , dla q = 0, 1, ..., p− 1. Na przykªad dla p = 4 otrzymujemy: a0 = 1,
a1 = e
2pi
4
j = j, a2 = e
4pi
4
j = −1 = j2, a3 = e 6pi4 j = −j = j3.
Uwzgl¦dniaj¡c powy»sze wywody, macierz VilenkinaChrestensona Cpm
budowana jest w nast¦puj¡cy sposób:
Cpm =
m⊗
i=1
P p = P p ⊗ ...⊗ P p︸ ︷︷ ︸
m−krotnie
. (5.146)
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Przykªad 5.11. Zbudowa¢ macierz Cpm w sposób rekurencyjny, na podstawie
wzorów (5.145) oraz (5.146), dla p = 3 oraz m = 2. Dla zadanych parametrów
mo»na utworzy¢ macierz P 3:
P 3 =
1 1 11 a1 a2
1 a2 a4
 =
1 1 11 a1 a2
1 a2 a1
 ,
gdy» a4 =
(
e
2pi
3
j
)4
=
(
e
2pi
3
j
)
= a1. Ze wzoru (5.146) otrzymujemy macierz,
której wiersze s¡ dyskretnymi funkcjami VilenkinaChrestensona:
C9 = P 3 ⊗ P 3 =
 P 3 P 3 P 3P 3 a1 · P 3 a2 · P 3
P 3 a
2 · P 3 a1 · P 3
 .
Mo»na zauwa»y¢, »e macierz blokowa C9 jest tylko inaczej zapisan¡ macierz¡
(5.144).
Funkcje VilenkinaChrestensona maj¡ równie» reprezentacj¦ graficzn¡ (rys.
8) [15]. Jest to reprezentacja umowna, pokazuj¡ca charakter zmian przebiegu
tych funkcji. Dla p = 3 oraz m = 2 przedziaª okre±lono±ci zostaª podzielony na
dziewi¦¢ jednakowych podprzedziaªów. Omawiane funkcje maj¡ przebieg funk-
cji odcinkowo-staªych w ka»dym z wydzielonych podprzedziaªów
[
n
pm ,
n+1
pm
)
, dla
n = 0, 1, ..., pm − 1. Macierz funkcji VilenkinaChrestensona mo»na wygene-
rowa¢ za pomoc¡ programu zapisanego w skªadni Matlaba, wykorzystuj¡c dla
zrealizowania tego celu podstawow¡ Definicj¦ 5.19 tych funkcji. Macierz tak¡
mo»na nast¦pnie skonfrontowa¢ z odpowiednimi wykresami funkcji.
Program 5.15. Program w j¦zyku Matlab pozwalaj¡cy na utworzenie macierzy
Cpm o rozmiarach pm × pm.
p=3; % Liczba okreslajaca rozmiary macierzy C_{p^{m}}
m=2; % Liczba okreslajaca rozmiary macierzy C_{p^{m}}
ex=((2*pi)/p)*i; % Zmienna pomocnicza
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% Zostanie zbudowana macierz VH o rozmiarach p^{m} x p^{m}
VH = zeros(p^m,p^m);
for w=0:(p^m)-1
for z=0:(p^m)-1
c=0; % Zmienna pomocnicza
% Zamiana liczby w na znaki Ws w syst. o podst. p
Ws=dec2base(w,p,m);
% Zamiana liczby z na znaki Zs w syst. o podst. p
Zs=dec2base(z,p,m);
% m - liczba pozycji w reprezentacji o podst. p
for s=1:m
aa=str2num(Ws(s)); % Przeksztalcenie znaku
% Ws(s) w liczbe
bb=str2num(Zs(s)); % Przeksztalcenie znaku
% Zs(s) w liczbe
cc=aa*bb; % Mnozenie liczb na pozycjach
% znakow Ws oraz Zs
c=c+cc; % Przyrostowe sumowanie liczb
end
VH(w+1,z+1)=exp(ex*c); % Element macierzy
end % Vilenkina-Chrestensona
end
VH % Kompletna macierz VH
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Rys. 8. Umowna reprezentacja graficzna funkcji VilenkinaChrestensona dla p = 3 oraz
m = 2. UWAGA! O± rz¦dnych nie jest skalowana
Definicja 5.20. Jednowymiarow¡ transformacj¡ VilenkinaChrestensona sy-
gnaªu x(n) okre±lonego dla n = 0, 1, ..., pm−1, nazywamy odwzorowanie, w wy-
niku którego otrzymujemy nast¦puj¡c¡ transformat¦:
s(k) = α
pm−1∑
n=0
x(n) · vc(p)(n, k), k = 0, 1, ..., pm − 1, (5.147)
gdzie: vc(p)(n, k) jest n-t¡ funkcj¡ reprezentowan¡ przez k-ty wektor wierszowy
macierzy Cpm .
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Definicja 5.21. Jednowymiarow¡, odwrotn¡ dyskretn¡ transformacj¡ Vilenkina
Chrestensona jest odwzorowanie, które na podstawie widma sygnaªu s(k), k =
0, ..., pm − 1 odtwarza próbki sygnaªu pierwotnego x(n):
x(n) = β
pm−1∑
k=0
s(k) · vc(p)∗(n, k), n = 0, 1, ..., pm − 1, (5.148)
gdzie:
funkcja vc(p)∗(n, k) jest sprz¦»ona do funkcji VilenkinaChrestensona vc(p)(n, k).
Dla macierzy Cpm zachodzi wi¦c nast¦puj¡cy zwi¡zek:
(Cpm)
−1 =
1
pm
(Cpm)
∗. (5.149)
Uwzgl¦dniaj¡c znan¡ ju» wªasno±¢ (5.149), jednowymiarow¡ transformacj¦
VilenkinaChrestensona przedstawi¢ mo»na w zapisie macierzowym:
s = α · x ·Cpm , (5.150)
x = s · (Cpm)−1 = β · s · (Cpm)∗. (5.151)
Transformacje (5.150) oraz (5.151) b¦d¡ wzajemnie odwrotne, je±li speª-
niony b¦dzie warunek:
α · β = 1
pm
. (5.152)
Przykªad 5.12. Wyznaczy¢ wspóªczynniki widmowe transformacji Vilenkina
Chrestensona wektora x = [0, 1, 2], korzystaj¡c z wzoru (5.150). Zgodnie z prze-
prowadzonymi ju» wywodami, mamy: p = 3 oraz m = 1. Przyjmuj¡c α = 1,
β = 1/3, otrzymujemy :
s = α · x ·C3 =
[
0 1 2
]
·
 1 1 11 a1 a2
1 a2 a1
 =
=
[
3 (a1 + 2a2) (a2 + 2a1)
]
=
[
3 (−1.5− 0.866j) (−1.5 + 0.866j)
]
,
gdzie a = e
2pi
3
j.
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Odwracanie macierzy C3 mo»na sprowadzi¢ do wyznaczenia macierzy sprz¦»o-
nej (Cpm)∗:
(Cpm)
∗ =
 1 1 11 a1 a2
1 a2 a1
 .
Znaj¡c widmo, mo»na odtworzy¢ oryginalne warto±ci próbek :
x = β · s ·W ∗ = 1
3
·
[
3 (−1.5− 0.866j) (−1.5 + 0.866j)
]
·
·
 1 1 11 a1 a2
1 a2 a1
 = [ 0 1 2 ] .
5.7.2. Dyskretna szybka transformacja VilenkinaChrestensona
Obliczenie widma Vilenkina-Chrestensona metod¡ bezpo±redni¡ jest nie-
efektywne, chyba »e liczba próbek sygnaªu speªnia warunek N = log2 q
m, czyli
jest pot¦g¡ liczby 2. W takim przypadku mo»na zastosowa¢ opisywany ju» al-
gorytm szybkiej transformacji Fouriera. Je±li liczba N nie jest pot¦g¡ liczby
2, to nale»y zastosowa¢ tzw. szybki algorytm CooleyaTukeya, dla N = L ·M ,
gdzie M oraz L s¡ liczbami naturalnymi. Innym rozwi¡zaniem jest zastoso-
wanie algorytmu GoodaThomasa, w którym N mo»e by¢ przedstawione jako
iloczyn liczb wzgl¦dnie pierwszych  ich jedynym wspólnym podzielnikiem jest
1. Konsekwencj¡ innej reprezentacji liczby N jest równie» inne uporz¡dkowanie
danych wej±ciowych, dla których nale»y wyznaczy¢ transformat¦.
Szybk¡ transformacj¦ VilenkinaChrestensona mo»na zrealizowa¢ progra-
mowo, wykorzystuj¡c na przykªad do tego celu zmodyfikowany Program 5.14,
realizuj¡cy szybk¡ transformacj¦ GoodaThomasa oraz Program 5.15. W takim
przypadku dodatkowymi parametrami nowego programu b¦d¡ liczby p oraz m,
a zamiast macierzy fourierowskiej wykorzystana b¦dzie macierz uzyskiwana za
pomoc¡ programu (Program 5.15).
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Funkcje VilenkinaChrestensona mog¡ równie» przybiera¢ o wiele prost-
sz¡ form¦, w której nie wyst¦puj¡ warto±ci urojone. Analizuj¡c wzór (5.142),
mo»na zauwa»y¢, »e dla p = 2 warto±¢ epijq = ±1 dla dowolnej warto±ci q.
Dla tych zaªo»e« funkcje VilenkinaChrestensona przeksztaªcaj¡ si¦ do funkcji
Walsha. Otrzymane w ten sposób funkcje Walsha s¡ uporz¡dkowane wedªug
tzw. porz¡dku Hadamarda, co obja±nione zostanie dokªadniej w nast¦pnym
podrozdziale.
5.8. Funkcje i transformacje Walsha
Stosowanie funkcji zespolonych w transformacji Fouriera lub transformacji
VilenkinaChrestensona powoduje, »e równie» transformata zawiera elementy
zespolone, co cz¦sto niepotrzebnie komplikuje obliczenia. W praktyce bardzo
cz¦sto mamy do czynienia z sygnaªami, które przyjmuj¡ wyª¡cznie warto±ci
rzeczywiste lub nawet naturalne, np. w komputerowych obrazach bitmapowych
czy funkcjach boolowskich, tak wi¦c istnieje oczywista potrzeba posªugiwania
si¦ transformacjami, gdzie bazami s¡ funkcje innego typu. W przypadku takich
transformacji funkcjami bazowymi mog¡ by¢ funkcje Walsha lub Haara.
Funkcje Walsha s¡ bipolarnymi falami prostok¡tnymi. S¡ to funkcje bi-
narne, odcinkami staªe, przyjmuj¡ce tylko jedn¡ z dwóch warto±ci: −1 lub +1.
Funkcje te maj¡ rozbudowany, maªo czytelny opis definicyjny, ale wyj¡tkowo
prost¡ reprezentacj¦ graficzn¡, a w konsekwencji tak»e prost¡ interpretacj¦.
Funkcje te s¡ ch¦tnie wykorzystywane z uwagi na fakt, »e maj¡ reprezenta-
cj¦ zarówno w przestrzeniach funkcyjnych, jak i przestrzeniach wektorowych.
Opis tych funkcji w przestrzeni funkcyjnej L2[0, 1) podaª w 1923 r. J.L. Walsh.
Baz¡ do ich utworzenia byªy znane wcze±niej funkcje Rademachera [4,17]. W tej
przestrzeni funkcje Walsha tworz¡ zupeªny zbiór funkcji ortonormalnych i wy-
kazuj¡ wiele analogii z funkcjami trygonometrycznymi sin i cos. W literaturze
mo»na znale¹¢ wiele, cz¦sto równowa»nych, sposobów generowania tych funk-
cji [11, 13, 17, 28, 34, 40]. Funkcje Walsha oznaczane jako Wal(x, t) opisane s¡
dwoma wska¹nikami. Wska¹nik x okre±la numer (rz¡d) funkcji, a wska¹nik t 
bie»¡c¡ warto±¢ funkcji w przedziale okre±lono±ci.
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Przedziaªy okre±lono±ci funkcji Walsha mog¡ dotyczy¢ dowolnego, równego
okresowi, przedziaªu. Spotyka si¦ opisy definiuj¡ce funkcje Walsha w przedziale
−12 ≤ t < 12 [14] lub w przedziale 0 ≤ t < 1 [17]. Poza zdefiniowanym przedzia-
ªem okre±lono±ci, warto±¢ ka»dej funkcji Walsha wynosi 0. Wyznaczanie kolej-
nych funkcji Walsha przebiega iteracyjnie. Oryginalny opis tych funkcji opiera
si¦ na harmonicznych funkcjach prostok¡tnych. Wydaje si¦ skomplikowany,
dlatego nie jest stosowany w operacjach dyskretnych  zostanie tutaj jednak
przytoczony, gdy» jest niezb¦dny w rozwa»aniach dotycz¡cych przestrzeni funk-
cyjnych. Zawiªy opis funkcji Walsha mo»na zast¡pi¢ równowa»nym, prostszym
zapisem.
Definicja 5.22. Niech w przestrzeni L2[0, 1) istnieje podprzestrze« funkcyjna
V taka, »e dimV = N . W podprzestrzeni V jest zdefiniowana funkcja Walsha
Wal(0, t) taka, »e:
Wal(0, t) =
{
+1 dla 0 ≤ t < 1
0 dla t < 0 i t ≥ 1 , (5.153)
któr¡ mo»na przedªu»a¢ okresowo z okresem 1 na caª¡ o± liczbow¡ t.
Funkcje Walsha wy»szych rz¦dów mo»na wyznaczy¢ iteracyjnie na podstawie
bazowej funkcji (5.153) w sposób nast¦puj¡cy :
Wal(2j + p, t) = Wal(j, 2t) + (−1)j+pWal(j, 2t− 1), (5.154)
gdzie: p = 0, 1, j = 0, 1, ..., N/2− 1, max(2j + p) = N − 1 oraz zakªada si¦, »e
N jest pot¦g¡ dwójki.
Wykres pierwszych o±miu funkcji Walsha wyznaczonych wedªug formuªy
(5.154) zostaª przedstawiony na rys. 9, gdzie przedziaª okre±lono±ci [0, 1) zo-
staª podzielony dodatkowo na osiem jednakowych podprzedziaªów
[
n
N ,
n+1
N
)
dla
N = 8, n = 1, ..., 7. Przebieg tych funkcji jest zgodny z definicj¡ podan¡ przez
J.L. Walsha. Funkcje Walsha posiadaj¡ sko«czon¡ liczb¦ punktów nieci¡gªo±ci
wewn¡trz wybranego przedziaªu okre±lono±ci. Warto±ci funkcji w punktach nie-
ci¡gªo±ci wewn¡trz tego przedziaªu mog¡ by¢ dowolne. W szczególno±ci mog¡
to by¢ warto±ci równe 12 [34] lub te» warto±ci równe ±redniej arytmetycznej
granicy lewo- i prawostronnej w tych punktach [17].
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Rys. 9. Wykres pierwszych o±miu (N = 8) funkcji Walsha okre±lonych na przedziale [0, 1)
Mo»na ªatwo zauwa»y¢, »e funkcje Walsha s¡ w caªym przebiegu funkcjami
odcinkowo-staªymi i przyjmuj¡ staª¡ warto±¢ +1 lub −1 w ka»dym z podprze-
dziaªów
[
n
N ,
n+1
N
)
, gdzie n = 0, 1, ..., N − 1. Zaprezentowane na rys. 9 funkcje
s¡ uporz¡dkowane w tzw. porz¡dku Walsha, co oznacza, »e kolejne numery
funkcji s¡ kojarzone z liczb¡ przej±¢ przez zero (liczb¡ przeci¦¢ osi czasu) ka»-
dej z nich. Spotyka si¦ równie» inne uporz¡dkowania tych funkcji. Mog¡ one
wyst¦powa¢ na przykªad w porz¡dku Kaczmarza (Paleya), Rademachera lub
Hadamarda [9, 28].
Ka»de z wymienionych uporz¡dkowa« jest równoprawne i zawsze zawiera
zbiór tych samych funkcji Walsha. Sposób porz¡dkowania funkcji Walsha, cho-
cia» da si¦ wyrazi¢ formuªami matematycznymi, nie ma wi¦kszego znaczenia
i stosuje si¦ opisy funkcji, które s¡ ªatwe w implementacjach programowych.
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Funkcje Walsha charakteryzuje ciekawa wªasno±¢  s¡ multiplikatywne i syme-
tryczne, co oznacza, »e iloczyn dowolnych funkcji Walsha jest tak»e funkcj¡
Walsha:
Wal(a,m) ·Wal(b,m) = Wal(a⊕ b,m), (5.155)
Wal(a,m) ·Wal(a, n) = Wal(a,m⊕ n), (5.156)
gdzie ⊕ jest sum¡ modulo 2 wyra»onych binarnie numerów funkcji, co oznacza,
»e mno»enie dwóch funkcji Walsha polega na arytmetycznym sumowaniu bez
przeniesienia zapisanych binarnie numerów tych funkcji. Na przykªadWal(3, t)·
Wal(5, t) = Wal(011⊗ 101, t) = Wal(110, t) = Wal(6, t).
Funkcje Walsha s¡ parami ortogonalne:
〈Wal(i, t),Wal(j, t)〉 =
1∫
0
Wal(i, t)·Wal(j, t)dt =
{
1 dla i = j
0 dla i 6= j (5.157)
oraz unormowane:
‖Wal(i, t)‖ =
 1∫
0
Wal2(i, t)dt
1/2 = 1. (5.158)
Przykªad 5.13. Obserwuj¡c przebieg funkcji Walsha pokazanych na rys. 9, wy-
znaczy¢ norm¦ oraz iloczyn skalarny dowolnych dwóch funkcji Walsha:
〈Wal(2, t),Wal(2, t)〉 =
1/4∫
0
(+1) · (+1)dt+
3/4∫
1/4
(−1) · (−1)dt+
+
1∫
3/4
(+1) · (+1)dt = 14 + 24 + 14 = 1,
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〈Wal(1, t),Wal(2, t)〉 =
1/4∫
0
(+1) · (+1)dt+
2/4∫
1/4
(+1) · (−1)dt+
3/4∫
2/4
(−1) · (−1)dt+
+
1∫
3/4
(−1) · (+1)dt = 14 − 14 + 14 − 14 = 0,
oraz
‖Wal(2, t)‖ = [〈Wal(2, t),Wal(2, t)〉]1/2 = 1.
Zaprezentowane na rys. 9 przebiegi funkcji mo»na generowa¢ za pomoc¡ pro-
gramu komputerowego. Poni»ej przedstawiono przykªad programu napisanego
w j¦zyku Matlab, który posªu»yª do wygenerowania przebiegów takich funkcji.
Zainteresowany Czytelnik mo»e ten program wykorzystywa¢ w samodzielnych
eksperymentach.
Program 5.16. Program w j¦zyku Matlab, za pomoc¡ którego mo»na, zgodnie
z Definicj¡ 5.22, obrazowa¢ przebieg funkcji w porz¡dku Walsha. Przebieg tych
funkcji b¦dzie zgodny z wynikami przedstawionymi na rys. 9.
N=8; % Wybor liczby funkcji. Wymiar przestrzeni
N=pow2(floor(log2(N))); % Liczba N musi byc potega 2!!
for i=0:N-1 % Wykreslanie funkcji bazowych
subplot(N,1,i+1);
Walsh_graph(i);
end
%% CIALO FUNKCJI %%
function Walsh_graph(N) % Synteza funkcji Walsha
for i = 1:1500
x(i) = ((i./1000.0)-0.25);
y(i) = Wal(N, x(i));
end
k = plot(x,y);
set(k,'LineWidth',2.5);
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xlim([-0 1.]);
ylim([-1.5 1.5]);
grid on
end
function W=Wal(N,t)
if(N==0)
if(t<0)
W=0; return;
elseif (t>=1)
W=0; return;
else
W=1; return;
end
else
if (mod(N, 2.0)~=0)
p=1;
else
p=0;
end
j = fix(N./2.0);
W=(Wal(j,2*t)+(-1).^(j+p)*Wal(j,2*t-1));
return;
end
end
5.8.1. Dyskretne funkcje Walsha
Dyskretne funkcje Walsha, w odró»nieniu od funkcji ci¡gªych, oznaczane
b¦d¡ maª¡ liter¡ wal(x, t). Dyskretne funkcje Walsha otrzymujemy w rezulta-
cie dyskretyzacji ci¡gªych funkcji Walsha, zawieraj¡cych sko«czon¡ liczb¦ punk-
tów nieci¡gªo±ci w przedziale [0, 1). Dyskretyzacja przeprowadzana jest w ten
sposób, »e caªy przedziaª okre±lono±ci ka»dej funkcji Walsha dzielony jest na
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N elementarnych podprzedziaªów i w ±rodku ka»dego podprzedziaªu
[
n
N ,
n+1
N
)
,
n = 0, ..., N − 1, N = 2m pobierana jest warto±¢ wybranej próbki funkcji
Walsha. Zbiór utworzonych w ten sposób dyskretnych punktów wygodnie jest
przedstawi¢ w postaci macierzy. Okazuje si¦, »e mo»e to by¢ tzw. macierz
Hadamarda. Poszczególne wiersze macierzy maj¡ tzw. porz¡dek Hadamarda.
Ka»dy wiersz macierzy Hadamarda mo»na traktowa¢ jako N elementowy wek-
tor  dyskretn¡ funkcj¦ Walsha. Wektory te tworz¡ baz¦ przestrzeni liniowej.
Definicja 5.23. Macierz¡ Hadamarda stopnia 2m, m = 0, 1, ... nazywamy kwa-
dratow¡ macierz Hm o rozmiarach 2m × 2m o elementach równych ±1, speª-
niaj¡c¡ warunek :
Hm ·HTm = mIm , (5.159)
gdzie Im jest macierz¡ jednostkow¡ o wymiarze 2m × 2m.
Macierze Hadamarda stopnia 2m mog¡ by¢ generowane jako wynik kronekerow-
skiego iloczynu macierzy stopnia 2m−1. Macierze Hadamarda mog¡ wi¦c by¢
budowane w sposób rekurencyjny:
Hm =
m⊗
i=1
H1 = H1 ⊗ Hm−1 = H1 ⊗ ...⊗H1︸ ︷︷ ︸
m−krotnie
, (5.160)
gdzie H0 = [1], H1 =
[
1 1
1 −1
]
s¡ elementarnymi macierzami Hadamarda.
Wzór (5.160) mo»na równie» zapisa¢ inaczej:
Hm =
[
Hm−1 Hm−1
Hm−1 −Hm−1
]
, (5.161)
gdzie Hm jest macierz¡ kwadratow¡ o rozmiarze 2m × 2m.
Okazuje si¦, »e ka»dy wiersz lub kolumn¦ macierzy Hadamarda mo»na
traktowa¢ jak wektor uto»samiany z odpowiedni¡ dyskretn¡ funkcj¡ Walsha
wal(w, t), w, t = 0, ..., 2m − 1.
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Na przykªad macierzH3 mo»na rekurencyjnie wyznaczy¢ ze wzoru (5.161):
H3 = H1 ⊗H1 ⊗H1 =

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

. (5.162)
Mo»na zauwa»y¢, »e macierz Hadamarda zawiera 2m(2m − 1)/2 elementów
o warto±ci −1 oraz 2m(2m + 1)/2 elementów o warto±ciach +1, a w dowolnych
dwóch s¡siaduj¡cych ze sob¡ wierszach (kolumnach) macierzy Hm poªowa od-
powiadaj¡cych sobie elementów ma taki sam znak, a poªowa za± przeciwny.
Elementy hkj macierzy Hm mo»na wyznaczy¢ tak»e z zale»no±ci [28]:
hkj = (−1)
m−1⊕
b=0
kbjb
, (5.163)
gdzie kb, jb = 0, 1, ..., 2m − 1 s¡ binarnymi reprezentacjami liczb naturalnych k
oraz j, wskazuj¡cymi bie»¡cy wiersz i kolumn¦ macierzy Hm.
Dyskretne funkcje Walsha opisane macierz¡Hm s¡ parami ortogonalne oraz
nieunormowane:
< wal(i, t), wal(j, t) > =
2m−1∑
t=0
wal(i, t) · wal(j, t) =
{
2m dla i = j
0 dla i 6= j
(5.164)
oraz
‖wal(i, t)‖ =
√
2m. (5.165)
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Wiersze macierzy Hm mog¡ by¢ unormowane do jedno±ci:
H˜m =
1√
N
[
Hm−1 Hm−1
Hm−1 −Hm−1
]
. (5.166)
Operacja normowania jest obliczeniowo kosztowna i ze wzgl¦dów praktycz-
nych cz¦sto nie jest wykonywana.
Z wªasno±ci macierzy Hadamarda wynika ponadto, »e zachodz¡ dla niej proste
zale»no±ci:
Hm = H
T
m, oraz H
−1
m =
1
2m
Hm. (5.167)
W programie Matlab macierz Hadamarda o rozmiarach N ×N , gdzie N = 2m,
mo»na wygenerowa¢ poleceniem hadamard(N). Macierz Hadamarda mo»na
równie» utworzy¢ w programie Matlab, korzystaj¡c ze wzoru (5.163).
Program 5.17. Program w j¦zyku Matlab pozwalaj¡cy na tworzenie macierzy
HadamardaH o wymiarach N×N . Macierz budowana jest na podstawie wzoru
definicyjnego (5.163).
N=4; % Rozmiary macierzy Hadamarda
N=pow2(floor(log2(N))); % Liczba N musi byc potega 2!!
H=zeros(N,N);
b=0;
for k=1:N
for j=1:N
w=bitand(k-1,j-1); % Iloczyn logiczny dwoch
% binarnych wartosci
f=dec2bin(w); % Zamiana liczby w na wartosc binarna
b=sum(f); % Suma bitow o wartosci 1 binarnego
% wektora f
H(k,j)=(-1)^b; % Wyznaczenie wartosci elementu
% macierzy H
end
end
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Wykorzystuj¡c mo»liwo±ci j¦zyka Matlab, macierz Hadamarda mo»na rów-
nie» budowa¢, korzystaj¡c z polecenia kron(A,B) realizuj¡cego kronekerow-
skie mno»enie macierzy A oraz B.
Je±li elementarn¡ macierz¡ Hadamarda jest macierz A =
[
1 1
1 −1
]
, to
kolejne, wi¦ksze macierze otrzyma¢ mo»na nast¦puj¡co:
B = kron(A,A), C = kron(B,A), D = kron(C,A) itd., co mo»na wykony-
wa¢ rekurencyjne a» do osi¡gni¦cia »¡danej wielko±ci macierzy.
5.8.2. Dyskretna jednowymiarowa
transformacja WalshaHadamarda
Zbiór funkcji Walsha mo»e by¢ porz¡dkowany na wiele sposobów. W po-
przednim rozdziale opisano tzw. porz¡dek Walsha, gdzie kolejne numery funkcji
odpowiadaj¡ wzrastaj¡cej liczbie jej przej±¢ przez zero. Dla takiego porz¡dku
mo»na zbudowa¢ transformacj¦ dla dowolnego N ∈ N . Jednym z innych po-
rz¡dków stosowanych w zadaniach dyskretnych jest uporz¡dkowanie Walsha
Hadamarda wynikaj¡ce z budowy macierzy (5.161).
Poniewa» macierz Hadamarda Hm jest macierz¡ kwadratow¡ o rozmiarach
2m × 2m, dyskretna transformacja WalshaHadamarda wymaga, aby liczba
elementów sygnaªu dyskretnego byªa wielokrotno±ci¡ liczby 2.
Definicja 5.24. Jednowymiarow¡ dyskretn¡ transformacj¡ WalshaHadamarda
(ang. Discrete Walsh-Hadamard Transform  DWT ) sygnaªu x(n) okre±lonego
w chwilach n = 0, 1, ..., N − 1, N = 2m nazywamy odwzorowanie, w wyniku
którego otrzymujemy nast¦puj¡c¡ transformat¦:
s(k) = α
N−1∑
n=0
x(n) · wal(n, k), k = 0, 1, ..., N − 1, (5.168)
gdzie wal(n, k) jest n-t¡ dyskretn¡ funkcj¡ Walsha reprezentowan¡ przez k-ty
wektor kolumnowy macierzy Hadamarda Hm.
W podobny sposób mo»na zdefiniowa¢ proces odwrotny.
138
Definicja 5.25. Jednowymiarow¡ dyskretn¡ odwrotn¡ transformacj¡ Walsha
Hadamarda (ang. Inverse Discrete WalshHadamard Transform  IDWHT )
jest odwzorowanie, które na podstawie próbek s(k), k = 0, ..., N − 1 widma
sygnaªu odtwarza próbki sygnaªu pierwotnego x(n):
x(n) = β
N−1∑
k=0
s(k) · wal(n, k), n = 0, 1, ..., N − 1, (5.169)
gdzie wal(n, k) jest n-t¡ dyskretn¡ funkcj¡ Walsha, reprezentowan¡ przez n-ty
wiersz macierzy Hadamarda Hm  jest to n-ta kolumna macierzy HTm.
Uwzgl¦dniaj¡c, »e dla macierzy Hadamarda speªnione s¡ wªasno±ci (5.167),
zapis macierzowy jednowymiarowych transformacji Walsha mo»na przedstawi¢
w sposób nast¦puj¡cy:
s = α · x ·Hm, (5.170)
x = β · s ·HTm = β · s ·Hm. (5.171)
Transformacje (5.170) oraz (5.171) b¦d¡ wzajemnie odwrotne, je±li speªniony
b¦dzie warunek:
α · β = 1
N
. (5.172)
Przykªad 5.14. Prosta oraz odwrotna transformacja WalshaHadamarda wek-
tora danych x = [1, 2,−2, 0]. N = 4, m = log2N = 2. Przyjmuj¡c α = 1,
β = 14 , otrzymujemy :
s = x ·H2 =
[
1 2 −2 0
]
·

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 =
[
1 −3 5 1
]
,
x =
1
4
· s ·H2 = 1
4
·
[
1 −3 5 1
]
·

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 =
=
[
1 2 −2 0
]
.
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Programy prostej oraz odwrotnej transformacji WalshaHadamarda mog¡
by¢ realizowane bezpo±rednio na podstawie zale»no±ci (5.170) oraz (5.171). Jest
to jednak rozwi¡zanie trywialne, bez znaczenia praktycznego, gdy» jego zªo»o-
no±¢ obliczeniowa wynosi O(N2). Transformat¦ Walsha mo»na jednak zrealizo-
wa¢ analogicznie do znanej szybkiej transformacji FFT [40]. Na rys. 3 przed-
stawiono iteracyjny graf przepªywowy prostej, szybkiej transformacji Walsha
Hadamarda. Za pomoc¡ tego grafu mo»na wyznaczy¢ wspóªczynniki widmowe
w porz¡dku WalshaHadamarda.
5.8.3. Dyskretna szybka transformacja WalshaHadamarda
Wªa±ciwo±ci funkcji Walsha, a zwªaszcza ich binarny charakter uªatwiaj¡
implementacj¦ tej transformacji za pomoc¡ komputera. W praktyce oblicze-
nia oparte s¡ na algorytmie szybkiej transformacji Walsha, wykorzystuj¡cym
jedynie operacje sumowania i odejmowania. Szybka transformacja Walsha wy-
konuje si¦ w czasie O(N log2N), podobnie jak w FFT. Zªo»ono±¢ pami¦ciowa
tej transformacji Walsha jest równa liczbie potrzebnych do zapami¦tania ele-
mentów wektora wej±ciowego, wynosi wi¦c O(N). Z wªasno±ci macierzy Hada-
marda wynikaj¡ omówione ju» zale»no±ci: Hm = HTm oraz H
−1
m =
1
2mHm,
co oznacza, »e w prostych i odwrotnych przeksztaªceniach mo»na stosowa¢ te
same macierze przeksztaªce«, co znacznie upraszcza proces oblicze«. Organi-
zacja szybkiej transformacji Walsha zaprezentowana zostaªa na rys. 10 w po-
staci grafu przepªywowego. Dla celów pogl¡dowych na rysunku przedstawiono
etapy oblicze« widma Walsha dla przykªadowego wektora wej±ciowego x =
[1, 2, 3, 4, 5, 6, 7, 8]. Elementy grafu przepªywowego maj¡ motylkow¡, regularn¡
budow¦, znan¡ z szybkiej transformacji Fouriera FFT [28, 40]. W przeciwie«-
stwie do operacji zespolonych wymaganych w transformacji FFT, wyst¦puj¡
tutaj tylko elementarne, proste w zaprogramowaniu operacje dodawania i odej-
mowania. Czytaj¡c schemat zamieszczony na rys. 10 odwrotnie, tzn. od strony
prawej do lewej, otrzymujemy, z dokªadno±ci¡ do czynnika normuj¡cego, przepis
na odwrotn¡, szybk¡ transformacj¦ Walsha. Prosta i odwrotna transformacja
WalshaHadamarda mog¡ by¢ wi¦c opisane tym samym algorytmem.
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Schemat przepªywowy odwrotnej transformacji zostaª natomiast przedsta-
wiony na rys. 11. Poniewa» macierze Hadamarda Hm s¡ symetryczne, a ich
odwrotno±¢ jest t¡ sam¡ macierz¡ z dokªadno±ci¡ do czynnika normuj¡cego 12m ,
to procedura wyznaczania transformacji odwrotnej mo»e przebiega¢ wedªug ta-
kiego samego schematu jak transformacja prosta.
Poni»sze schematy maj¡ struktur¦ z wyra¹nie zaznaczonymi operacjami mo-
tylkowymi. Zamiast schematu pokazanego na rys. 11, mo»na zastosowa¢ po-
nownie schemat z rys. 10, uwzgl¦dniaj¡c tym razem w ko«cowych obliczeniach
staª¡ normuj¡c¡. W algorytmach tego typu, zarówno w prostej, jak i odwrot-
nej transformacji, w ka»dej iteracji wykonywanych jest N operacji dodawania
i odejmowania. Liczba iteracji wynosim = log2N , co zaznaczono na rysunkach.
W iteracjach wyst¦puje wyra¹ny podziaª grupowy, co mo»na zaobserwowa¢ na
rys. 10. W ka»dej iteracji liczb¦ tych grup wyznaczy¢ mo»na z zale»no±ci
r = 2#i−1, gdzie #i jest numerem bie»¡cej iteracji. Zªo»ono±¢ obliczeniowa
takich algorytmów wynosi O(N log2N) i jest taka sama jak w algorytmie FFT.
Obliczane w bie»¡cej iteracji warto±ci mog¡ by¢ nadpisywane w pami¦ci kom-
putera przez warto±ci wyznaczone w poprzednim kroku, tak wi¦c algorytm nie
wymaga rezerwacji dodatkowej pami¦ci na »adne elementy tymczasowe.
Podobne grafy przepªywowe mo»na budowa¢ dla innych porz¡dków bazo-
wych funkcji Walsha, rozpinaj¡cych N wymiarow¡ przestrze« liniow¡ [9, 40].
Ze wzgl¦du na wªa±ciwo±ci macierzy Hadamarda, dla których speªnionione jest
równanie H−1m =
1
2mHm, schematy grafowe dla prostej i odwrotnej transfor-
macji Walsha mo»na organizowa¢ w identyczny sposób, co pokazano za pomoc¡
schematów przepªywowych.
Ka»dy z omówionych wy»ej schematów mo»e by¢ równoprawnie zastoso-
wany, a ich programowanie jest bardzo podobne. Poni»ej przedstawiono pro-
gram w postaci procedury j¦zyka Matlab (zgodny ze schematem prezentowa-
nym na rys. 3). Ten sam schemat grafowy posªu»yª do wyznaczenia prostej
lub odwrotnej transformacji Walsha. Znane s¡ tak»e inne algorytmy szybkich
transformat Walsha, pozwalaj¡ce uzyskiwa¢ wspóªczynniki w innym porz¡dku,
oczywi±cie zawsze o tych samych warto±ciach.
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Inne rozwi¡zania wymagaj¡ jednak dodatkowych zabiegów zwi¡zanych z od-
wracaniem bitów, co nie jest wygodne. Podobnie jak dla transformacji FFT,
schematami motylkowymi mo»na si¦ posiªkowa¢ w programowaniu szybkich
prostych i odwrotnych transformat z funkcjami Walsha. Ze wzgª¦du na bi-
narny charakter funkcji Washa oraz specyficzn¡ budow¦ macierzy Hadamarda
programowanie transformacji jest proste. Prostot¦ rozwi¡zania ilustruje poni»-
szy przykªad programu w j¦zyku Matlab.
Rys. 10. Schemat algorytmu szybkiej transformacji WalshaHadamarda dla N = 8 wraz
z przykªadem oblicze« w poszczególnych krokach
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Program 5.18. Program do wyznaczania prostej i odwrotnej szybkiej, jedno-
wymiarowej transformacji WalshaHadamarda. Wersja szybka wymaga jednak,
aby liczba N elementów ci¡gu byªa pot¦g¡ dwójki, N ≥ 2.
% Szybka transformacja Walsha-Hadamarda (wg schematu motylkowego)
rodzaj = 1; % 1 lub 2: transformacja
% prosta lub odwrotna
A=[1 2 3 4]; % Dane wejsciowe
FWHT(A,1) % Wlasna funkcja FWHT z parametrami
%% CIALO FUNKCJI %%
function X=FWHT(dane,rodzaj)
% Zabezpieczenie programowe.Liczba N musi byc potega 2!!
N=pow2(floor(log2(length(dane))));
X = dane(1:N); % wektor danych
p1=2; p2=N/2; p3=1; % Zmienne pomocnicze
for zm1=1:log2(N) % Petla iteracji
d1=1;
for zm2 = 1:p2
for zm3 = 1:p3
i = zm3+d1-1; j=i+p3;
A= X(i); B = X(j);
X(i) = A + B; % Elementarne operacje motylkowe
X(j) = A - B; % Elementarne operacje motylkowe
end
d1=d1+p1;
end
p1 = p1*2; p2 = p2/2; p3 = p3*2;
end
if (rodzaj==2) % Rodzaj transformacji
x=1/N*x;
end
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Rys. 11. Schemat algorytmu szybkiej, odwrotnej transformacji WalshaHadamarda
dla N = 8 wraz z przykªadem oblicze« w poszczególnych krokach
5.8.4. Dyskretna dwuwymiarowa transformacja Walsha
Podobnie jak dla transformacji jednowymiarowych, mo»na przedstawi¢ za-
sady konstrukcji dwuwymiarowej transformacji Walsha. Prostym przykªadem
sygnaªu dwuwymiarowego mo»e by¢ na przykªad obraz w formacie bitmapy.
Definicja 5.26. Dwuwymiarow¡ dyskretn¡ transformacj¡ Walsha (ang. 2D
Discrete Walsh Transform  2D-DWT ) dla ci¡gu danych wej±ciowych x(m,n),
m = 0, 1, ...,M − 1, n = 0, 1, ..., N − 1 nazywamy dwuwymiarowy ci¡g wspóª-
czynników rozwini¦cia:
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s(k, l) = α
M−1∑
m=0
N−1∑
n=0
x(m,n) · wal(m, k) · wal(n, l)
k = 0, 1, ...,M − 1, l = 0, 1, ..., N − 1.
(5.173)
Podobnie opisa¢ mo»na odwrotn¡, dwuwymiarow¡ transformacj¦ Walsha.
Definicja 5.27. Dwuwymiarow¡ odwrotn¡ transformacj¡ Walsha (ang. 2D
Inverse Discrete Walsh Transform  2D-IDWT ) jest odwzorowanie, które na
podstawie widma sygnaªu s(k, l), k = 0, ...,M − 1, l = 0, 1, ..., N − 1 odtwarza
sygnaª pierwotny x(m,n):
x(m,n) = β
M−1∑
k=0
N−1∑
l=0
s(k, l) · wal(m, k) · wal(n, l),
m = 0, 1, ...,M − 1, n = 0, 1, ..., N − 1.
(5.174)
Operacje (5.173) oraz (5.174) s¡ wzajemnie odwrotne, je±li wspóªczynniki
skalowania zwi¡zane b¦d¡ zale»no±ci¡:
α · β = 1
M ·N . (5.175)
Mo»na wtedy stosowa¢ algorytmy tzw. oblicze« szybkich. Dwuwymiarowa
transformacja Walsha realizowana jest przewa»nie dla warunkuM = N . Dla ta-
kiego ograniczenia otrzymujemy w zapisie macierzowym dwuwymiarow¡ trans-
formacj¦ WalshaHadamarda:
S = α ·Hm ·X ·Hm, (5.176)
X = β ·Hm · S ·Hm, (5.177)
gdzie Hm, m = log2N jest odpowiedni¡ macierz¡ Hadamarda o rozmiarze
2m × 2m.
Wyznaczenie warto±ci wspóªczynników widmowych reprezentowanych przez
elementy macierzy S zrealizowa¢ mo»na bezpo±rednio na podstawie wzorów
(5.176), (5.177) lub za pomoc¡ omówionych ju» wcze±niej w tym rozdziale szyb-
kich jednowymiarowych transformacji WalshaHadamarda.
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Program 5.19. Prosta i odwrotna dwuwymiarowa transformacja Walsha
Hadamarda. Rozwi¡zania programowe.
A=round(2*rand(4,4)); % A jest macierza o wymiarach M X M
[M,N]=size(A);
% Zabezpieczenie programowe.Liczba M musi byc potega 2!!
% Zabezpieczenie programowe.Liczba N musi byc potega 2!!
M=pow2(floor(log2(M)));
N=pow2(floor(log2(N)));
% Wyznaczenie widma za pomoca zlozenia dwoch
% szybkich transformacji Walsha-Hadamarda 1D
widmo_1=FWHT(FWHT(A.',1).',1);
% Odtworzenie sygnalu pierwotnego
oryginal_1=FWHT(FWHT(widmo_1.',2).',2);
% Wykonanie zadania za pomoca funkcji bibliotecznej
% Odtworzenie sygnalu pierwotnego
widmo_2=hadamard(M)*A*(hadamard(N);
oryginal_2=1/(M*N)*hadamard(M)*widmo_2*hadamard(N);
Dwuwymiarow¡ transformacj¦ WalshaHadamarda mo»na równie» zorgani-
zowa¢ wedªug zasad zaprezentowanych w Programie 5.3. W tym celu wyst¦-
puj¡c¡ tam funkcj¦ Fast_F() nale»y zast¡pi¢ funkcj¡ FWHT() (z Programu
5.18), nie zmieniaj¡c parametrów, z którymi funkcje s¡ wywoªywane.
Oprócz klasycznie definiowanych funkcji Walsha, które jak pokazano s¡
funkcjami odcinkowo-staªymi, stosowane s¡ równie» funkcje, które uzyskuje si¦
przez caªkowanie funkcji Walsha. Otrzymujemy wtedy zbiór funkcji odcinkowo-
liniowych [7, 9]. Funkcje odcinkowo-liniowe, nazywane tak»e funkcjami WPL
(ang. Walsh Picewise Linear), s¡ bardzo przydatne w zagadnieniach aproksy-
macji sygnaªów oraz w kompresji obrazów. Funkcje WPL charakteryzuj¡ si¦
mniejszym bª¦dem aproksymacji sygnaªu w porównaniu z klasycznymi funk-
cjami Walsha. Za pomoc¡ funkcji WPL mo»na równie» z dobrym skutkiem
kompresowa¢ obrazy [9], gdzie klasyczne funkcje Walsha zawodz¡.
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Dla funkcji WPL istniej¡ proste i odwrotne jedno- oraz dwuwymiarowe
transformacje, których algorytmy wraz z odpowiednim programem w Matlabie
s¡ opisane w pracy [9]. Z tych powodów nie s¡ tutaj przytaczane. Zaintereso-
wany teori¡ Czytelnik znajdzie szczegóªowy opis tych zagadnie« w cytowanej
powy»ej pracy.
5.8.5. Binarne funkcje Walsha
Dyskretne funkcje Walsha maj¡ równie» inn¡ reprezentacj¦ ni» omawiana
poprzednio. Zamiast elementów {+1,−1} mog¡ by¢ one opisywane za pomoc¡
elementów {0, 1}, zgodnie z odwzorowaniem {+1,−1} → {0, 1}. Tym samym
zamiast klasycznej macierzy Hadamarda Hm otrzymujemy macierz binarn¡
Hbm: Hm
binaryzacja→ Hbm. Na przykªad dla m = 2 otrzymujemy:
H2 =

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 binaryzacja−→ Hb2 =

0 0 0 0
0 1 0 1
0 0 1 1
0 1 1 0
 . (5.178)
Podobnie jak macierz Hm, macierz Hbm jest macierz¡ symetryczn¡. Ponie-
wa» wyznacznik binarnej macierzy Walsha det(Hbm) = 0, macierz tego typu nie
jest macierz¡ odwracaln¡. Wiersze lub kolumny binarnej macierzy Hbm mo»na
uto»samia¢ z wektorem prawdy m-argumentowej w peªni okre±lonej funkcji bo-
olowskiej. S¡ to tzw. liniowe funkcje boolowskie. Ka»da macierz typu Hbm
zawiera zawsze 2m wektorów prawdy opisuj¡cych boolowskie funkcje liniowe.
Binarne funkcje Washa oznaczane b¦d¡ walb(j, x). Mo»na zauwa»y¢, »e do-
woln¡ funkcj¦ Walsha walb(j, x) mo»na przedstawi¢ jako sum¦ modulo 2 innych
binarnych funkcji Walsha:
walb(j, x) =
m−1⊕
k=0
bkwal
b(2k, x), (5.179)
gdzie bk jest bie»¡c¡ warto±ci¡ pozycji binarnego rozwini¦cia liczby j, a m jest
liczb¡ pozycji tego rozwini¦cia.
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Przykªad 5.15. Dla liczby j = 23 i jej binarnej reprezentacji (23)10 = (10111)2,
otrzymujemy :
walb(23, x) =
4⊕
k=0
bkwal(2
k, x) =
= walb(1, x)⊕ walb(2, x)⊕ walb(4, x)⊕ walb(16, x).
(5.180)
Dla dyskretnych funkcji Walsha z elementami 0,1 zachodzi równie» zale»no±¢:
walb(i, x)⊕ walb(j, x) = walb(i⊕ j, x), (5.181)
gdzie symbol ⊕ jest sum¡ modulo 2 wyra»onych binarnie numerów funkcji.
Tak wi¦c wzory (5.155) i (5.181) s¡ równowa»ne w takim sensie, »e mno»e-
nie funkcji Walsha z elementami +1 oraz −1 jest równowa»ne ich sumowaniu
modulo 2 przy elementach 0 i 1. Mo»na równie» zaobserwowa¢, »e zapis (5.179)
jest tylko jednym ze sposobów tworzenia funkcji Walsha, gdy» na podstawie
(5.181) istnieje du»a swoboda w doborze funkcji skªadowych tworz¡cych wy-
padkow¡ funkcj¦ Walsha:
walb(23, x) = walb(6, x)⊕ walb(17, x), (5.182)
ale równie»:
walb(23, x) = walb(3, x)⊕ walb(20, x) = walb(24, x)⊕ walb(15, x). (5.183)
Ka»da binarna funkcja Walsha walb(j, x) ma swój odpowiednik wal(j, x),
co wydaje si¦ oczywiste w ±wietle przytoczonych wywodów. W tym celu na-
le»y dokona¢ prostego przekodowania wszystkich warto±ci binarnych funkcji
walb(j, x), zgodnie z formuª¡: {0, 1} → {1,−1}.
5.9. Funkcje i transformacje Haara
System ortogonalnych funkcji Haara zostaª przedstawiony przez A. Haara
w 1910 r. i dotyczyª funkcji definiowanych w przedziale [0, 1). Funkcje Haara
s¡ cz¦sto opisywane w bardzo ró»ny sposób. Oto jedna z definicji:
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Definicja 5.28. Ortogonormalny zbiór funkcji Haara Har(m,n, t) jest zbudo-
wany nast¦puj¡co [28]:
Har(0, 0, t) = 1, t ∈ [0, 1), (5.184)
Har(r,m, t) =

2r/2
m− 1
2r
≤ t < m−
1
2
2r
−2r/2 m−
1
2
2r
≤ t < m
2r
0 dla pozostaªych t ∈ [0, 1)
, (5.185)
gdzie: 0 ≤ r < log2N oraz 1 ≤ m ≤ 2r.
Wykres pierwszych o±miu funkcji Haara zaprezentowano na rys. 12.
W praktyce sposób konstrukcji funkcji Haara oparty jest na sukcesywnym po-
dziale przedziaªów okre±lono±ci funkcji, w których funkcja ma zwarty no±nik.
Definicja 5.29. No±nikiem funkcji ci¡gªej f : Rm → R nazywamy zbiór takich
x ∈ Rm, dla których f(x) 6= 0. No±nik funkcji oznaczany jest symbolem supp
f , zatem:
supp f = {x ∈ Rm : f(x) 6= 0}. (5.186)
Zgodnie z Definicj¡ 5.29, no±nik funkcji zawiera te przedziaªy, w których
funkcje elementarne s¡ niezerowe. Je»eli te przedziaªy s¡ równie» domkni¦te,
to no±nik jest no±nikiem zwartym. Oznacza to, »e czas trwania funkcji f jest
sko«czony.
Przedziaª [0, 1), na którym okre±lona jest funkcja Har(0, 0, t), dzielony jest
na dwa podprzedziaªy, z których konstruowana jest funkcja Har(0, 1, t). Na-
st¦pnie ka»dy z dwóch podprzedziaªów jest traktowany oddzielnie i dzielony na
kolejne dwa podprzedziaªy, w których konstruowane s¡ nast¦pne funkcje Haara.
Procedura podziaªu jest kontynuowana do momentu otrzymania wszystkich 2m
funkcji Haara. Ortonormalno±¢ tych funcji mo»na wykaza¢ podobnie jak dla
funkcji Walsha. Funkcje Haara Har(r,m, t) mo»na tak»e opisywa¢ za pomoc¡
jednego parametru. Zamiast dotychczasowych dwóch parametrów r oraz m
mo»na zastosowa¢ jeden parametr i = 2r +m− 1.
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W takim przypadku reguª¦ wi¡»¡c¡ oba zapisy funkcji Haara przedstawi¢
mo»na nast¦puj¡co: Har(r,m, t) = Har(i, t). (5.187)
Oba zapisy s¡ równowa»ne i dotycz¡ tych samych funkcji Haara. Korzysta-
j¡c z jednoparametrowego opisu funkcji Haara, mo»na je konstruowa¢, stosuj¡c
operacje przesuwania i zmiany skali argumentu funkcji podstawowej Har(1, t):
Har(r,m, t) =
√
2rHar(1, 2rt−m− 1), (5.188)
gdzie t ∈ [0, 1).
Rys. 12. Wykres pierwszych o±miu (N = 8) funkcji Haara okre±lonych na przedziale [0, 1).
UWAGA! O± rz¦dnych nie jest skalowana
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5.9.1. Dyskretne funkcje Haara
Dyskretne funkcje Haara otrzymujemy w rezultacie dyskretyzacji ci¡gªych
funkcji Haara, zawieraj¡cych sko«czon¡ liczb¦ punktów nieci¡gªo±ci w prze-
dziale [0, 1). Dyskretyzacja przeprowadzana jest w ten sposób, »e caªy przedziaª
okre±lono±ci ka»dej funkcji Haara dzielony jest na N elementarnych podprze-
dziaªów i w ±rodku ka»dego podprzedziaªu
[
n
N ,
n+1
N
)
, n = 0, ..., N − 1, N = 2m
pobierana jest warto±¢ funkcji Haara.
Zbiór utworzonych w ten sposób dyskretnych punktów mo»na przedstawi¢
w postaci macierzy. W literaturze przywoªywany jest cz¦sto przykªad macierzy
8×8 [9,28], gdzie mo»na zauwa»y¢ przedziaªowe podobie«stwa do funkcji Haara
z rys. 12.
Hr3 =

1 1 1 1 1 1 1 1
1 1 1 1 −1 −1 −1 −1√
2
√
2 −√2 −√2 0 0 0 0
0 0 0 0
√
2
√
2 −√2 −√2
2 −2 0 0 0 0 0 0
0 0 2 −2 0 0 0 0
0 0 0 0 2 −2 0 0
0 0 0 0 0 0 2 −2

. (5.189)
Ka»dy wiersz macierzy Hrm mo»e by¢ uto»samiany z dyskretn¡ funkcj¡
Haara. Tym samym funkcje te mo»na równie» rozpatrywa¢ jako wektory wier-
szowe o N wspóªrz¦dnych. Stosuj¡c oznaczenia jak we wzorach (5.185) oraz
(5.189), dyskretne funkcje Haara mo»na wyznacza¢ rekurencyjnie z blokowo
zdefiniowanej macierzy Hrm:
Hrm =

Hrm−1 ⊗
[
+1 +1
]
2(m−1)/2I2m−1 ⊗
[
+1 −1
]
 , Hr0 = [1], m = 1, 2, ... (5.190)
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gdzie:
Hrm  macierz 2
m × 2m,
Im  macierz jednostkowa 2
m × 2m,
⊗  iloczyn Kroneckera.
Wiersze macierzy Hrm, m = 1, 2, ... log2(N) s¡ parami ortogonalne i ka»dy
z nich mo»na unormowa¢ do jedno±ci:
H˜rm =
1√
N
Hrm. (5.191)
Hrm 6= (Hrm)T oraz (Hrm)−1 = 1
N
(Hrm)
T . (5.192)
Dyskretne funkcje Haara opisane macierz¡ Hrm s¡ ortogonalne i nieunor-
mowane, co mo»na wykaza¢ analogicznie jak w przypadku funkcji Walsha. Ma-
cierze Hrm wi¦kszych rozmiarów mo»na wygenerowa¢ programowo.
Program 5.20. Funkcja w programie Matlab do generowania macierzy Haara
Hrm o rozmiarach 2m × 2m.
Function [Hr]=Haar_M(N); % Liczba N musi byc potega liczby 2
% Zabezpieczenie programowe. Liczba N musi byc potega 2!!
N=pow2(floor(log2(N))); Hr=[1];
p=ceil(log2(N)); % Wyznaczenie liczby iteracji
for m=1:p % Macierz Hr o wymiarach N x N
A=kron(Hr,[1 1]); % Pierwszy wiersz macierzy blokowej Hr
B = kron(2^((m-1)/2)*eye(2^(m-1)),[1 -1]);
Hr = [A;B]; % Kompletna macierz Haara
end
Z zale»no±ci (5.192) wynika, »e macierz odwrotnej transformacji Haara ró»ni
si¦ od macierzy transformacji prostej  macierz Hrm nie jest bowiem macierz¡
symetryczn¡. Z tego powodu algorytmy prostej i odwrotnej transformacji Ha-
ara ró»ni¡ si¦ od siebie. Stanowi to niedogodno±¢, szczególnie przy zapisywaniu
tych algorytmów w j¦zykach programowania. Utrudnienia tego typu nie wy-
st¦puj¡ w algorytmach prostej i odwrotnej transformacji Walsha, gdzie mo»na
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wykorzystywa¢ ten sam schemat oblicze« zarówno dla prostej, jak i odwrotnej
transformacji. Niedogodno±ci te powoduj¡, »e spotka¢ mo»na wiele przykªadów
algorytmów realizuj¡cych transformacje szybkie wedªug ró»nych zaªo»e«.
5.9.2. Dyskretna jednowymiarowa transformacja Haara
Macierz HaaraHrm nie jest macierz¡ symetryczn¡, tak jak to miaªo miejsce
np. w przypadku macierzy Walsha, dlatego sposób przeprowadzania transfor-
macji ma wpªyw na uzyskiwane wyniki oblicze«.
Definicja 5.30. Jednowymiarow¡ dyskretn¡ transformacj¡ Haara (ang. Di-
screte Haar Transform  DHT ) sygnaªu x(n) okre±lonego w chwilach n =
0, 1, ..., N−1, N = 2m nazywamy odwzorowanie, w wyniku którego otrzymujemy
nast¦puj¡c¡ transformat¦:
s(k) = α
N−1∑
k=0
haar(n, k) · x(n), k = 0, 1, ..., N − 1, (5.193)
gdzie haar(n, k) jest n-t¡ dyskretn¡ funkcj¡ Haara zapisan¡ w n-tym wierszu
macierzy Hrm.
Definicja 5.31. Jednowymiarowa dyskretna odwrotna transformacja Haara (ang.
Inverse Discrete Haar Transform  IDHT ) jest odwzorowaniem, które na pod-
stawie widma sygnaªu s(k), k = 0, ..., N − 1 odtwarza sygnaª pierwotny x(n),
n = 0, ..., N − 1:
x(n) = β
N−1∑
n=0
haar(n, k) · s(k), n = 0, 1, ..., N − 1, (5.194)
gdzie haar(n, k) jest n-t¡ dyskretn¡ funkcj¡ Haara zapisan¡ w n-tym wierszu
macierzy HrTm.
Porównuj¡c definicje jednowymiarowych transformacji Walsha i Haara, mo-
»na zauwa»y¢, »e te ostatnie zostaªy przedstawione nieco inaczej. Dla trans-
formacji Walsha dokonywano mno»enia wektora danych przez funkcje bazowe.
Teraz post¡piono odwrotnie  mno»y si¦ funkcje bazowe przez wektor danych.
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Jest to zabieg celowy, chocia» forma zapisu wymaga, aby zasady definiowania
transformacji byªy jednakowe. Odst¦pstwo to spowodowane jest wyª¡cznie ce-
lem dydaktycznym  nie ma to znaczenia praktycznego  ka»da z definicji jest
poprawna.
Transformacje (5.193) oraz (5.194) przedstawi¢ mo»na w postaci macierzowej:
s = α ·Hrm · x. (5.195)
Zgodnie z zale»no±ciami (5.192), mo»na zapisa¢:
x = β · (Hrm)T · s. (5.196)
Wyznaczy¢ prost¡, a nast¦pnie odwrotn¡ transformacj¦ Haara wektora da-
nych x = [1, 2,−2, 0]T , korzystaj¡c w tym celu ze wzorów (5.195) oraz (5.196).
N = 4, m = log2N = 2. Przyjmuj¡c α = 1 oraz β = 14 , otrzymujemy:
s = Hr2 =

1 1 1 1
1 1 −1 −1√
2 −√2 0 0
0 0
√
2 −√2
 ·

1
2
−2
0
 =

1
5
−√2
−2√2
 , (5.197)
x =
1
4
· (Hr2)T · s = 1
4
·

1 1
√
2 0
1 1 −√2 0
1 −1 0 √2
1 −1 0 −√2
 ·

1
5
−√2
−2√2
 =

1
2
−2
0
 .
(5.198)
5.9.3. Dyskretne szybkie transformacje Haara
Algorytm szybkiej transformacji Haara korzysta z mo»liwo±ci zast¡pienia
klasycznego mno»enia macierzy metod¡, w której wszystkie operacje arytme-
tyczne zredukowane zostaj¡ do sumowania i dodawania. Idea transformacji
szybkich mo»e by¢ implementowana na wiele sposobów. Tutaj zostan¡ przed-
stawione dwa najcz¦±ciej spotykane rozwi¡zania.
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Pierwszy z algorytmów prostej (Program 5.19) oraz odwrotnej (Program
5.20) transformacji Haara zostaª opracowany przez Andrewsa [9,28]. Drugi ma
budow¦ podobn¡ do algorytmu szybkiej transformacji Fouriera. Jest to algo-
rytm wzorowany na metodzie CooleyaTukeya dla algorytmu FFT [11,28]. Oba
wymienione typy algorytmów daj¡ oczywi±cie te same wyniki. Przedstawiona
tutaj wersja algorytmu Andrewsa wymaga wykonania 2(N − 1) operacji doda-
wania i odejmowania oraz N −1 operacji mno»enia, co mo»na ªatwo sprawdzi¢,
posªuguj¡c si¦ rys. 13.
Oznacza to, »e zªo»ono±¢ tego algorytmu jest liniowa i wynosi tylko O(N), co
jest wynikiem lepszym ni» w algorytmach typu FFT o zªo»ono±ci O(N log2N).
Mo»na równie» sprawdzi¢, »e w algorytmie prostej i odwrotnej transformacji
Haara sumaryczna liczba niezb¦dnych do wykonania operacji dodawania, odej-
mowania oraz mno»enia jest taka sama i wynosi 2(N − 1).
Schematy Andrewsa prostej i odwrotnej transformacji Haara s¡ wi¦c ró»ne,
co utrudnia programow¡ implementacj¦ tych algorytmów. Przedstawione nie-
dogodno±ci skªoniªy do poszukiwa« rozwi¡za«, w których mo»na stosowa¢ sche-
maty motylkowe  znane z algorytmu FFT lub szybkiej transformacji Walsha.
Algorytmy oparte na schematach motylkowych zachowuj¡ t¦ sam¡ zasad¦ ob-
licze« dla prostej i odwrotnej transformacji, co jest du»ym udogodnieniem.
Zasad¦ dziaªania wymienionych algorytmów mo»na pokaza¢ na przykªadach
odpowiednich schematów przepªywowych.
Poni»ej przedstawiono szczegóªowo zarówno graficzny opis odpowiednich
algorytmów, jak i ich implementacje programowe w j¦zyku Matlab. W celach
pogl¡dowych na wszystkich rysunkach zamieszczono równie» cz¡stkowe wyniki
oblicze« uzyskiwane w kolejnych krokach iteracji. Obliczenia widma Haara do-
tycz¡ arbitralnie wybranego o±mioelementowego, wej±ciowego wektora danych.
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Rys. 13. Schemat algorytmu szybkiej transformacji Haara (wersja Andrewsa) dla N = 8
wraz z przykªadem oblicze« w poszczególnych krokach
Program 5.21. Program szybkiej transformacji Haara zbudowany na podstawie
grafu przepªywowego z rys. 13.
A=[1 2 3 4]; % Przykladowe dane wejsciowe
Haar_A(A); % Wywolanie funkcji Haar_A(wersja Andrewsa)
%% CIALO FUNKCJI %%
function X=Haar_A(dane)
N=pow2(floor(log2(length(dane)))); % Liczba N musi byc potega 2!!
X=dane(1:N); % wektor danych
m=N; % Zmienna pomocnicza
while(1<m) % Petla iteracji
m=floor(m/2);
w(1:m)=X(1:2:2*m-1)+X(2:2:2*m);
w(m+1:m+m)=X(1:2:2*m-1)-X(2:2:2*m);
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X(1:2*m)=w(1:2*m);
end
for i2=1:log2(N)-1
p=2^i2;
A=X(p+1:2^(i2+1));
c=length(A);
P=(2^(i2/2)); W=A*P;
for i3=1:c
X(p+i3)=W(i3);
end
end
Program 5.22. Program szybkiej, odwrotnej transformacji Haara zbudowany
na podstawie grafu przepªywowego z rys. 14.
A=[1 2 3 4]; % Przykladowe dane wejsciowe (widmo)
IHaar_A(A); % Wywolanie funkcji IHaar_A (wersja Andrewsa)
%% CIALO FUNKCJI %%
function x=IHaar_A(dane)
N=pow2(floor(log2(length(dane)))); % Liczba N musi byc potega 2!!
X=dane(1:N); % Probki wektora danych
m=1; % Zmienna pomocnicza
for i=1:log2(N) % Petla iteracji
w(1:2:2*m-1)=X(1:m)+X(1+m:2*m);
w(2:2:2*m)=X(1:m)-X(1+m:2*m);
X(1:2*m)=w(1:2*m);
if i<log2(N)
s=2^(i/2);
X(2*m+1:2*m+2^i)=s*X(2*m+1:2*m+2^i);
end
m=m*2;
end
X=X/N;
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Jak pokazano, transformacje Haara mo»na realizowa¢ na podstawie sche-
matu motylkowego, co pozwala ujednolici¢ obliczenia. Podobnie jak w klasycz-
nej transformacji FFT, zachodzi jednak konieczno±¢ przemieszczania próbek
na inne pozycje. Nale»y zauwa»y¢, »e w transformacji Walsha wykorzystuj¡-
cej schemat motylkowy odwracanie bitów nie byªo potrzebne, co jest bardzo
du»ym udogodnieniem upraszczaj¡cym programowanie algorytmów. Jest to
kolejny przykªad celowo±ci poszukiwa« prostych metod transformacji danych.
Schematy motylkowe algorytmów prostej i odwrotnej szybkiej transformacji
Haara przedstawiono na rys. 15 i rys. 16. Dla tych schematów zaprezentowano
tak»e odpowiednie programy komputerowe.
Rys. 14. Schemat algorytmu szybkiej, odwrotnej transformacji Haara (wersja Andrewsa) dla
N = 8 wraz z przykªadem oblicze« w poszczególnych krokach
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Program 5.23. Program szybkiej, jednowymiarowej transformacji Haara zre-
alizowny na podstawie schematu motylkowego przedstawionego na rys. 15.
% Szybka transformacja Haara
% Wersja programowana wg schematu motylkowego
A=[1 2 3 4]; % Przykladowe dane wejsciowe
Haar_F(A) % Wywolanie wlasnej funkcji Haar_F
%% CIALO FUNKCJI %%
% Wywolanie funkcji Haar_F (wersja motylkowa)
function X=Haar_F(dane)
N=pow2(floor(log2(length(dane)))); % Liczba N musi byc potega 2!!
% Binarna numeracja elementow wektora wejsciowego
I=dec2bin(0:pow2(0.5,e)-1);
% Odwrocenie kolejnosci bitow. Nowy porzadek danych
R=dane(bin2dec(I(:,e-1:-1:1))+1);
dane=R; .
X=dane(1:N); % Uporzadkowane probki wektora danych
k1=N;
k2=N/2;
for ip=1:log2(N)
for i1=1:k2;
i=i1;
j=i+k2;
temp1=X(i);
temp2=X(j);
X(i)=temp1+temp2; % Elementarne operacje motylkowe
X(j)=temp1-temp2; % Elementarne operacje motylkowe
end
k1=k1/2;
k2 = k2/2;
end
for i2=1:log2(N-1);
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p=2^i2;
A=X(p+1:2^(i2+1));
c=length(A);
[f,e]=log2(length(A));
I=dec2bin(0:pow2(0.5,e)-1);
R=A(bin2dec(I(:,e-1:-1:1))+1);
P=(2^(i2/2));
W=R*P;
for i3=1:c
X(p+i3)=W(i3);
end
end
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Podobny schemat motylkowy (rys. 16) mo»na zastosowa¢ w algorytmie szyb-
kiej, odwrotnej transformacji Haara.
Program 5.24. Program jednowymiarowej, szybkiej, odwrotnej transformacji
Haara zbudowany na podstawie motylkowego grafu przepªywowego z rys. 16.
% Szybka, odwrotna transformacja Haara
% Wersja programowana wg schematu motylkowego
A=[1 2 3 4]; % Przykladowe dane wejsciowe
IHaar_F(A) % Wywolanie wlasnej funkcji IHaar_F
%% CIALO FUNKCJI %%
% Wywolanie funkcji IHaar_F (wersja motylkowa)
function X=IHaar_F(dane)
N=pow2(floor(log2(length(dane)))); % Liczba N musi byc potega 2!!
k1=1;
for ip=1:log2(N)
for i1=1:k1;
i=i1;
j=i+k1;
temp1=X(i);
temp2=X(j);
X(i)=temp1+temp2; % Elementarne operacje motylkowe
X(j)=temp1-temp2; % Elementarne operacje motylkowe
end
if ip < log2(N)
p=2^ip;
A=X(j+1:2*j);
c=length(A);
[f,e]=log2(length(A));
% Binarna numeracja elementow wektora wejsciowego
I=dec2bin(0:pow2(0.5,e)-1);
% Odwrocenie kolejnosci bitow. Nowy porzadek danych
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R=A(bin2dec(I(:,e-1:-1:1))+1);
P=(2^(ip/2));
W=R*P;
for i2=1:c
X(p+i2)=W(i2);
end
k1=k1*2;
end
end
c=length(X);
[f,e]=log2(length(X));
I=dec2bin(0:pow2(0.5,e)-1);
R=X(bin2dec(I(:,e-1:-1:1))+1); X=X/N;
Mo»na zauwa»y¢, »e ze wzgl¦du na wªasno±ci funkcji Haara schematy przepªy-
wowe prostej i odwrotnej transformacji Haara s¡ odmienne.
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5.9.4. Dyskretna dwuwymiarowa transformacja Haara
Dwuwymiarow¡ prost¡ i odwrotn¡ transformacj¦ Haara mo»na zdefiniowa¢
nast¦puj¡co:
Definicja 5.32. Dwuwymiarow¡ dyskretn¡ transformacj¡ Haara (ang 2D. Di-
screte Haar Transform  2D-DHT ) ci¡gu x(m,n),m = 0, 1, ...,M − 1, n =
0, 1, ..., N − 1 nazywamy odwzorowanie, w wyniku którego otrzymujemy nast¦-
puj¡c¡ transformat¦:
s(k, l) = α
M−1∑
m=0
N−1∑
n=0
haar(m, k) · haar(n, l) · x(m,n),
k,= 0, 1, ...,M − 1, l = 0, 1, ..., N − 1.
(5.199)
Definicja 5.33. Dwuwymiarow¡ odwrotn¡ transformacj¡ Haara (ang. 2D In-
verse Discrete Haar Transform  2D-IDHT ) jest odwzorowanie, które na pod-
stawie widma sygnaªu s(k, l), k, 0, ...,M − 1, l = 0, 1, ..., N − 1 odtwarza sygnaª
pierwotny x(m,n):
x(m,n) = β
M−1∑
k=0
N−1∑
l=0
haar(m, k) · haar(n, l) · s(k, l),
m = 0, 1, ...,M − 1, n = 0, 1, ..., N − 1.
(5.200)
Ze wzgl¦dów praktycznych mo»na wtedy stosowa¢ algorytmy tzw. oblicze«
szybkich  dwuwymiarowa transformacja Haara realizowana jest przewa»nie dla
warunku M = N . Dla takiego ograniczenia otrzymujemy w zapisie macierzo-
wym prost¡ i odwrotn¡ dwuwymiarow¡ transformacj¦ Haara:
S = α ·Hrm ·X ·HrTm, (5.201)
X = β ·HrTm · S ·Hrm, (5.202)
gdzie powi¡zanie mi¦dzy wspóªczynnikami skalowania musi by¢ nast¦puj¡ce:
α · β = 1
M ·N . (5.203)
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Program dwuwymiarowej transformacji Haara mo»na zorganizowa¢ na po-
dobnych zasadach jak zrobiono to w przypadku opisywanych ju» wcze±niej
transformacji Fouriera i Walsha.
Program 5.25. Prosta i odwrotna dwuwymiarowa transformacja Haara. W pro-
gramie wykorzystano wªasn¡ funkcj¦ biblioteczn¡ Haar_M(), stosowan¡ ju»
poprzednio w Programie (5.20).
A=round(2*rand(4,4)); % A jest macierza o wymiarach M X M
[M,N]=size(A); % Wyznaczenie rozmiarow
% M oraz N macierzy A
M=pow2(floor(log2(M))); % Liczba M musi byc potega 2
N=pow2(floor(log2(N))); % Liczba N musi byc potega 2
% Wykonanie zadania za pomoca funkcji bibliotecznej
widmo_1=Haar_M(M)*A*Haar_M(N)';
% Odtworzenie sygnalu pierwotnego
oryginal_2=1/(M*N)*Haar_M(M)'*widmo_1*Haar_M(N);
6.Wybrane zastosowania
dyskretnego przetwarzania danych
Z przeksztaªcenia sygnaªu pierwotnego otrzymujemy jego now¡ reprezenta-
cj¦  transformat¦ sygnaªu. Podstawowym celem przeksztaªcenia jest podkre-
±lenie istotnych cech charakterystycznych sygnaªu pierwotnego. Szybki rozwój
algorytmów cyfrowego przetwarzania sygnaªów powoduje, »e techniki transfor-
macji s¡ wykorzystywane prawie we wszystkich dziedzinach techniki. Wydaje
si¦, »e w ostatnich latach najwi¦cej metod cyfrowego przetwarzania danych
znalazªo zastosowanie w informatyce, medycynie, biologii i fizyce, gdzie byªy
wykorzystywane do usuwania zakªóce« i znieksztaªce« na obrazach medycz-
nych lub biologicznych, a tak»e do wydobywania i obrazowania elementów lub
parametrów obrazu, które b¦d¡ najbardziej przydatne z punktu widzenia le-
karza diagnosty lub naukowca badacza. Transformacje sygnaªów dyskretnych
znajduj¡ równie» zastosowanie w elektronice  dla optymalizacji i diagnostyki
ukªadów cyfrowych [24,40]. Obserwacja danych w transformowanych przestrze-
niach umo»liwia na przykªad wykrycie periodyczno±ci w obrazie albo zwi¡zków
wyst¦puj¡cych w funkcjach boolowskich, uªatwiaj¡c dekompozycj¦ funkcji lub
ich opis strukturalny w postaci Binarnych Diagramów Decyzyjnych [18,19,24].
Dysponuj¡c odpowiednimi danymi, mo»emy poddawa¢ je ró»nym transfor-
macjom, które omawiane byªy w poprzednich rozdziaªach. Dla ró»nych danych
preferowane s¡ ró»ne transformacje, a wi¦c ich znajomo±¢ wydaje si¦ wa»na. Za
pomoc¡ odpowiednich operacji na obrazie cyfrowym mo»na tªumi¢, wzmacnia¢
lub filtrowa¢ elementy obrazu, analizowa¢ wybrane skªadowe, odszumia¢ lub
pozbywa¢ si¦ atefaktów [35, 40]. Mo»na równie» odkrywa¢ specyficzny rozkªad
danych, co pozwala je klasyfikowa¢, lub nawet wykrywa¢ zawarte w tych danych
bª¦dy [24]. Transformacje sygnaªów poprzedzone s¡ cz¦sto skomplikowan¡ pro-
cedur¡ doprowadzaj¡c¡ dane do postaci cyfrowej. Sygnaª analogowy, na przy-
kªad w postaci nat¦»enia ±wiatªa, temperatury lub ci±nienia akustycznego, jest
przetwarzany za pomoc¡ odpowiedniego przetwornika analogowo-cyfrowego.
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Zadaniem przetwornika jest zamiana sygnaªu analogowego (ci¡gªego) na
posta¢ cyfrow¡. Proces ten polega na zast¡pieniu pªynnie zmieniaj¡cych si¦
warto±ci warto±ciami zmieniaj¡cymi si¦ skokowo w odpowiedniej skali odwzo-
rowania.
Przykªadem zastosowania przetwarzania analogowo-cyfrowego jest skaner,
w którym analogowy obraz przeksztaªcany jest do postaci bitmapy, co oznacza,
»e powierzchnia obrazu zostaje podzielona na odpowiedni¡ liczb¦ pikseli. Ta-
kie przetworniki wykorzystywane s¡ równie» w kamerach cyfrowych, tomografii
komputerowej, obrazowaniu za pomoc¡ rezonansu magnetycznego, elektrokar-
diografii, ultrasonografii, okulistyce, mikroskopii elektronowej i wielu innych.
Nie jest to jednak przedmiotem naszych rozwa»a«.
Niektóre metody odkrywania specyficznych zwi¡zków wyst¦puj¡cych w da-
nych dyskretnych b¦d¡ przedstawione poni»ej. Nale»y jednak zwróci¢ uwag¦
Czytelnika na fakt, »e odkrywanie takich zwi¡zków lub cech oraz ich klasyfi-
kacja s¡ zagadnieniami szeroko opisywanymi w literaturze, zarówno z pozycji
teorii, jak i algorytmów. Szeroki wachlarz tych metod pozwala, przynajmniej
intuicyjnie, na zrozumienie mechanizmów analizy sygnaªów. Mechnizmy takie
w warstwie teoretycznej i algorytmicznej (kompletne programy w Matlabie)
byªy ju» prezentowane w niniejszej ksi¡»ce. Aplikacje praktyczne s¡ jedynie
konsekwencj¡ rozwi¡za« wypracowanych przez matematyków, automatyków,
elektroników czy informatyków razem z ekspertami z danej dziedziny. W tym
rozdziale przedstawione zostaªy autorskie rozwi¡zania powi¡zane z dyskretnym
przetwarzaniem danych. Stanowi¡ one encyklopedyczne i porz¡dkuj¡ce stresz-
czenie zagadnie« teoretycznych opisywanych ju» w rozdziaªach poprzednich.
6.1. Transformacje w zastosowaniach przetwarzania obrazów 2D
Podobnie jak w przypadku sygnaªów jednowymiarowych, sygnaªy wielowy-
miarowe mog¡ wyst¦powa¢ w postaci ci¡gªej lub dyskretnej. Analizuj¡c opi-
sywane ju» dwuwymiarowe transformacje Fouriera w bazach sinusów (DST),
kosinusów (DCT), Walsha i Haara, mo»na sprawdzi¢, jak ksztaªtuj¡ si¦ widma
sygnaªu dwuwymiarowego w tych bazach.
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Obraz wy±wietlany na monitorze komputera mo»e by¢ traktowany jako
funkcja dwóch zmiennych  dyskretnych wspóªrz¦dnych obrazu. Obserwacja
widma sygnaªu dwuwymiarowego mo»e by¢ kryterium oceny danej transforma-
cji, np. w algorytmach kompresji obrazu. Zagadnienia te nale»¡ ju» do kanonów
przetwarzania obrazów i s¡ obszernie omawiane w wielu pracach [11,35,37,40].
Nie ma wi¦c potrzeby, aby powtarza¢ te wywody. Niektóre zagadnienia cyfro-
wego przetwarzania obrazów mo»na jednak przedstawi¢ inaczej, uwzgl¦dniaj¡c
przytoczone w poprzednich rozdziaªach wywody teoretyczne. Pozwala to na
gª¦bsze zrozumienie procesów zachodz¡cych w dyskretnych przeksztaªceniach
2D i jest warunkiem powodzenia wªasnych eksperymentów.
Ogólna posta¢ dwuwymiarowej transformacji FourieraM×N wymiarowego
obrazu O w ró»nych bazach ma posta¢:
S = α · Ja ·O · JTb . (6.1)
Transformacja odwrotna ma posta¢:
O = β · JTa · S · J b, (6.2)
gdzie J jest macierz¡ j¡drow¡ odpowiedniego przeksztaªcenia, S jest macierz¡
wspóªczynników widmowych, α · β = 1/(M ·N).
Porównanie widm mo»na przeprowadzi¢ na podstawie u»ytego wielokrotnie
obrazu wzorcowego, który najlepiej uwidoczni ró»nice poszczególnych transfor-
mat i pozwoli oceni¢ przydatno±¢ poszczególnych widm w przetwarzaniu obra-
zów. Substytutem takiego obrazu mo»e by¢ macierz kwadratowa O o rozmia-
rach N ×N , N = 2n, wypeªniona nast¦puj¡co:
O =

N 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 (6.3)
Niech obrazO jest macierz¡ kwadratow¡ o rozmiarze 8×8, wtedy J = Ja = J b.
Niech α = 1 i β = 1/N2.
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Omawiane ju» macierze j¡drowe wybranych transformacji dla N = 8 przed-
stawiaj¡ si¦ nast¦puj¡co.
Macierz transformacji DST:
J = [jk,n]8×8 = sin
(
pikn
N+1
)
=
=

0.3420 0.6428 0.8660 0.9848 0.9848 0.8660 0.6428 0.3420
0.6428 0.9848 0.8660 0.3420 −0.3420 −0.8660 −0.9848 −0.6428
0.8660 0.8660 0.0000 −0.8660 −0.8660 0.0000 0.8660 0.8660
0.9848 0.3420 −0.8660 −0.6428 0.6428 0.8660 −0.3420 −0.9848
0.9848 −0.3420 −0.8660 0.6428 0.6428 −0.8660 −0.3420 0.9848
0.8660 −0.8660 0.0000 0.8660 −0.8660 0.0000 0.8660 −0.8660
0.6428 −0.9848 0.8660 −0.3420 −0.3420 0.8660 −0.9848 0.6428
0.3420 −0.6428 0.8660 −0.9848 0.9848 −0.8660 0.6428 −0.3420

.
Pozostaªe macierze j¡drowe budowane s¡ podobnie.
Macierz transformacji DCT:
J = [jk,n]8×8 = c(k) cos
(
pik(2n+ 1)
2N
)
=
=

0.3536 0.3536 0.3536 0.3536 0.3536 0.3536 0.3536 0.3536
0.4904 0.4157 0.2778 0.0975 −0.0975 −0.2778 −0.4157 −0.4904
0.4619 0.1913 −0.1913 −0.4619 −0.4619 −0.1913 0.1913 0.4619
0.4157 −0.0975 −0.4904 −0.2778 0.2778 0.4904 0.0975 −0.4157
0.3536 −0.3536 −0.3536 0.3536 0.3536 −0.3536 −0.3536 0.3536
0.2778 −0.4904 0.0975 0.4157 −0.4157 −0.0975 0.4904 −0.2778
0.1913 −0.4619 0.4619 −0.1913 −0.1913 0.4619 −0.4619 0.1913
0.0975 −0.2778 0.4157 −0.4904 0.4904 −0.4157 0.2778 −0.0975

.
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Macierz transformacji Hartleya:
J =

1 1 1 1 1 1 1 1
1
√
2 1 0 −1 −√2 −1 0
1 1 −1 −1 1 1 −1 −1
1 0 −1 √2 −1 0 1 −√2
1 −1 1 −1 1 −1 1 −1
1 −√2 1 0 −1 √2 −1 0
1 −1 −1 1 1 −1 −1 1
1 0 −1 −√2 −1 0 1 √2

. (6.4)
Macierz transformacji Haara:
J =

1 1 1 1 1 1 1 1
1 1 1 1 −1 −1 −1 −1√
2
√
2 −√2 −√2 0 0 0 0
0 0 0 0
√
2
√
2 −√2 −√2
2 −2 0 0 0 0 0 0
0 0 2 −2 0 0 0 0
0 0 0 0 2 −2 0 0
0 0 0 0 0 0 2 −2

. (6.5)
Macierz transformacji Walsha:
J =

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

. (6.6)
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Widmo obrazu O dla ró»nych macierzy j¡drowych J mo»na przedstawi¢
w postaci wykresów macierzy. WMatlabie sªu»y do tego celu funkcja mesh(S),
gdzie S jest odpowiedni¡ macierz¡ wspóªczynników widmowych. Wykresy nie-
których widm obrazu O przedstawione zostaªy na rys. 17 i rys. 18. Na wy-
kresach mo»na zaobserwowa¢ charakterystyczne rozkªady wspóªczynników wid-
mowych. Wyja±nia to, dlaczego zastosowanie ró»nych transformat silnie zale»y
od charakteru rozkªadu wspóªczynników w poszczególnych partiach macierzy
widma. Transformacje DCT oraz DST doskonale nadaj¡ si¦ do kompresji obra-
zów, jak bowiem ªatwo zauwa»y¢, wspóªczynniki widmowe charakterystycznie
(nierównomiernie) si¦ rozkªadaj¡ [28, 37]. Maj¡ wyra¹nie zaznaczone obszary,
gdzie wyst¦puj¡ du»e warto±ci wspóªczynników widmowych, oraz obszary war-
to±ci silnie malej¡cych. Wspóªczynniki o maªych warto±ciach nie dostarczaj¡
istotnych informacji o obrazie, mo»na je zatem pomija¢, przypisuj¡c im np.
warto±¢ zero.
Rys. 17. Widmo DST oraz DCT obrazu O
Takiego zjawiska nie obserwuje si¦ w przypadku widma Walsha i Hartleya,
dlatego te» te transformacje nie znalazªy zastosowania w kompresji obrazów.
Charakter transformacji Haara jest inny i mo»na j¡ stosowa¢ w dedykowanej
kompresji, gdzie mo»na wpªywa¢ na zmiany obrazu w okre±lonych kierunkach
 oddziaªywa¢ na pionowe, poziome lub uko±ne elementy obrazu.
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Rys. 18. Widmo Hartleya oraz Haara obrazu O. Widmo Walsha dla tego przypadku jest
takie samo, jak widmo Hartleya
Zarówno dwuwymiarowy obraz-sygnaª O, jak i jego widmo S mog¡ by¢
macierzami o rozmiarachM×N . Macierz J mo»na zapisa¢ osobno  wierszami
i kolumnami. Otrzymamy wtedy macierze wierszowe i kolumnowe Ja oraz J b.
Macierz Ja ma wymiar M ×M , a macierz J b  wymiar N ×N . Transformata
(6.1) obrazu O jest liniow¡ kombinacj¡ dwuwymiarowych funkcji bazowych:
S =
[
j0, ..., jM−1
]
·

o(0, 0) · · · o(0, N − 1)
...
. . .
...
o(M − 1, 0) · · · o(M − 1, N − 1)
 ·

jT0
...
jTN−1

(6.7)
=
M−1∑
m=0
N−1∑
n=0
o[m,n] · jmjTn ,
gdzie jm i jn reprezentuj¡ odpowiedniom-t¡ oraz n-t¡ jednowymiarow¡ funkcj¦
bazow¡ odpowiedniej macierzy j¡drowej Ja i J b. Je±li przyj¡¢, »e M = N = 8
i zaniedba¢ warto±ci funkcji bazowych, to zasad¦ mno»enia wektorów jmj
T
n
we wzorze (6.7) przedstawi¢ mo»na graficznie. Na potrzeby demonstracji jako
funkcje bazowe zastosowano funkcje Haara haar().
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Mog¡ to by¢ jednak dowolne funkcje bazowe. Dla obrazu O o rozmiarach
8 × 8 mo»na zbudowa¢ 64 grupy iloczynów odpowiednich funkcji bazowych,
konstruowanych wedªug schematu przedstawionego na rys. 19. Ka»da z grup
jest kombinacj¡ liniow¡ odpowiednich funkcji bazowych.
?
?
?
?
?
?
??
??
?
??????????
???
???
???
?
Rys. 19. Graficzna interpretacja iloczynu wektorów bazowych w dwuwymiarowej transfor-
macji Haara
Obrazy iloczynów funkcji bazowych, a w konsekwencji obrazy ró»nych trans-
formacji, mo»na przedstawi¢, korzystuj¡c z prostego programu. W zale»no±ci
od zastosowanych funkcji bazowych ich iloczyny maj¡ ró»ne postaci, a ka»d¡
grup¦ iloczynów przedstawi¢ mo»na graficznie.
Program 6.1. Program graficznej reprezentacji iloczynów funkcji bazowych
transformacji dwuwymiarowych. Poni»ej przedstawiono program operuj¡cy na
funkcjach WalshaHadamarda. W przypadku innych funkcji bazowych nale»y
w programie poda¢ odpowiedni¡ definicj¦ funkcji, np. macierze DST, DCT
itp.
N=8; % Wymiar macierzy jadrowej
S=hadamard(N); % Beda budowane wykresy funkcji Walsha-Hadamarda
s=1; % Ustawienie wartosci poczatkowej licznika
W=zeros(N,N); % Macierz przechowujaca grupe iloczynow
for w=1:N % funkcji bazowych
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for k=1:N
for c=1:N
W(c,:)=S(w,c)*S(k,:);
subplot(N,N,s); % Miejsce obrazu na panelu
imshow(-1*W,[]); % Obraz iloczynu funkcji bazowych
end
s=s+1; % Inkrementacja licznika petli
end
end
Rys. 20. Iloczyny funkcji bazowych dwuwymiarowej transformacji sinusowej (DST)
W podobny sposób post¡pi¢ mo»na w przypadku innych transformacji, dla
których znane s¡ ich macierze j¡drowe. Dla transformacji dwuwymiarowych
otrzymamy wtedy ró»ne obrazy iloczynów funkcji bazowych w poszczególnych
grupach. Ilustruj¡ to kolejne rysunki przedstawione poni»ej. Rysunki, przenie-
sione z Matlaba, s¡ efektem dziaªania Programu 6.1, gdzie wymianie podlegaj¡
wyª¡cznie definicje macierzy j¡drowych.
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Rys. 21. Iloczyny funkcji bazowych dwuwymiarowej transformacji kosinusowej (DCT)
Rys. 22. Iloczyny funkcji bazowych dwuwymiarowej transformacji Hartleya
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Rys. 23. Iloczyny funkcji bazowych dwuwymiarowej transformacji Haara
Rys. 24. Iloczyny funkcji bazowych dwuwymiarowej transformacji WalshaHadamarda
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Analiza iloczynów funkcji bazowych Haara (rys. 23) wskazuje na specyficzne
uporz¡dkowanie tych funkcji, z wyra¹nym podziaªem utworzonych w wyniku
tych mno»e« obszarów, w których wyró»ni¢ mo»na poziome, pionowe i diago-
nalne fragmenty. Takie wªa±ciwo±ci rozkªadu funkcji bazowych w przestrzeni
dwuwymiarowej trudno zaobserwowa¢ w innych transformacjach. Pokazane
obszary s¡ ukrytym, trudnym do zaobserwowania elementem procesu przetwa-
rzania danych. Znaj¡c te obszary, mo»na wpªywa¢ na przebieg procesu prze-
twarzania i wykorzysta¢ do dedykowanego redukowania danych z rzeczywistego
obrazu cyfrowego. Przebieg procesu przetwarzania obrazu pierwotnego b¦dzie
ksztaªtowany za pomoc¡ masek Haara, które w praktyce powoduj¡ wyzerowanie
wybranych fragmentów widma analizowanego obrazu. Na podstawie tak spre-
parowanego widma b¦dzie odtwarzany obraz pierwotny. B¦dzie to oczywi±cie
obraz znieksztaªcony, a charakter tego znieksztaªcenia zale»y od wybranej ma-
ski Haara. Oddziaªywanie masek Haara na rzeczywiste obrazy przedstawione
zostaªo poni»ej.
W demonstrowanych przykªadach wczytywane obrazy bitmapowe maj¡ roz-
miar 256×256 i s¡ zapisywane w 8-bitowej gª¦bi kolorów. Przygotowano 4 ma-
ski: M1, M2, M3 oraz M4, które w operacji bezkontekstowej s¡ nakªadane na
widmo oryginalnego obrazu. Maski modyfikuj¡ widmo i powoduj¡ wyzero-
wanie 25% wspóªczynników widmowych, które ulokowane s¡ zawsze w jednej
z czterech podmacierzy N/2 × N/2 macierzy N × N obrazu widma. Grupy
zerowych pozycji oraz grupy wspóªczynników widmowych o relatywnie maªej
warto±ci mo»na wtedy efektywnie kodowa¢. Miejsca wyst¦powania obszarów
wyzerowanych (elementy o warto±ci równej 0) b¦d¡ zobrazowane na rysunkach.
Na potrzeby wizualizacji danych obraz oraz jego widmo Haara s¡ najpierw od-
powiednio normalizowane. Macierz, w której przechowywane jest widmo, jest
w odpowiednich cz¦±ciach zerowana, a nast¦pnie na podstawie tak spreparo-
wanego widma obraz jest odtwarzany. Wyniki tych operacji mo»na przedstawi¢
graficznie  w postaci obrazów. Poniewa» oryginalne widmo obrazu byªo zmie-
niane za pomoc¡ masek M, odtworzony obraz b¦dzie zdeformowany. Poziom
tej deformacji mo»na jednak programowa¢ za pomoc¡ masek.
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Odpowiednio przygotowany program w Matlabie pozwala na wykonywa-
nie opisanych operacji w sposób automatyczny. Wykorzystuj¡c wspóªczynnik
PSNR (ang. Peak Signal-to-Noise Ratio), mo»na oceni¢ poziom podobie«stwa
obrazu pierwotnego (ob) do obrazu odtworzonego (ob∗) [30]. Nale»y wzi¡¢ pod
uwag¦, »e wspóªczynnik PSNR przyjmuje warto±ci w skali logarytmicznej 
im mniejsza jest jego warto±¢, tym mniejsze podobie«stwo mi¦dzy porównywa-
nymi obrazami. Dla obrazów o rozmiarze 256× 256 zapisanych w skali szaro±ci
wspóªczynnik PSNR wyznaczy¢ mo»na z uproszczonej zale»no±ci:
PSNR = 20 log10
255∑255
m=0
∑255
n=0 [ob(m,n)− ob∗(m,n)]2
, (6.8)
gdzie m,n s¡ pikselowymi wspóªrz¦dnymi analizowanego obrazu bitmapowego.
Program 6.2. Interpretacja widma Haara i znajdowanie ró»nic mi¦dzy obra-
zem oryginalnym a odtworzonym po zastosowaniu ró»nych masek Haara. Pro-
gram nie zawiera zabezpiecze« dotycz¡cych prawidªowego rozmiaru obrazu wej-
±ciowego. Obraz wej±ciowy powinien by¢ zawsze zapisany w formacie 256 ×
256× 8.
% Wybor obrazu z dysku komputera
[FiN, PNa]=uigetfile('*.BMP', 'Wskaz plik BMP');
% Zaladowanie obrazu PNa w formacie BMP
Ob=imread([PNa, FiN]);
% Normalizacja obrazu umieszczonego w macierzy Ob
Ob=double(Ob)/255;
% Obraz bitmapowy znormalizowany
Ob=imadjust(Ob,stretchlim(Ob), [0 1]);
Hr=[1];
N=256;
p=ceil(log2(N)); % Wyznaczenie liczby iteracji
for m=1:p % Tworzenie macierzy jadrowej Haara
A=kron(Hr,[1 1]); % Pierwszy wiersz macierzy blokowej Hr
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B = kron(2^((m-1)/2)*eye(2^(m-1)),[1 -1]);
Hr = [A;B]; % Kompletna macierz Haara
end
g=Hr*Ob*Hr'; % Widmo Haara obrazu oryginalnego Ob
m=max(max(g)); % Najwieksza wartosc wsp. widmowego
c=real(1.0/(log(1+m)));
ng=real(c*log(1+g)); % Widmo znormalizowane
M=ones(256,256); M(1:128,1:128)=0; M1=M; % Maska M1
M=ones(256,256); M(1:128,128:256)=0; M2=M; % Maska M2
M=ones(256,256); M(128:256,1:128)=0; M3=M; % Maska M3
M=ones(256,256); M(128:256,128:256)=0; M4=M; % Maska M4
maska=M2; % Wybor maski. Tutaj wybrano maske M2
g2=ng.*maska; % Widmo znormalizowane po nalozeniu maski M2
g=g.*maska; % Widmo oryginalne po nalozeniu maski M2
G2=(1/256^2)*Hr'*g*Hr; % Odtworzenie obrazu ze
% zmodyfikowanego widma g
figure(1)
imshow([Ob, g2]); % Wyswietlenie obrazu oryginalnego oraz
figure(2) % znormalizowanego widma po nalozeniu maski
imshow([G2, abs(Ob-G2)]); % Wyswietlenie obrazu odtworzonego
% na podstawie widma oraz roznicy obrazow
title('Roznica obrazow');
diff=(Ob*256-G2.*256).^2;
s=sum(sum(diff));
MSE=s/(256^2); % Blad sredniokwadratowy MSE roznicy obrazow
psnr=10*log(255.0/sqrt(MSE)); % Wspolczynnik sygnal-szum
Seria obrazów (samolot.bmp) odtworzonych z odpowiednio przygotowa-
nego (wyzerowanego w odpowiednich miejscach) widma zostaªa przedstawiona
poni»ej. Na rysunkach zaznaczono równie» podobie«stwa obrazów  oryginal-
nego i odtworzonego  wyra»one decybelow¡ skal¡ wspóªczynnika PSNR.
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Rys. 25. Obraz oryginalny (u góry po lewej) oraz kolejno: jego widmo Haara z miejscem,
gdzie dokonano wyzerowania wspóªczynników mask¡ M2, obraz odtworzony i ele-
menty utracone w wyniku zerowania widma. PSNR=58 dB
Rys. 26. Obraz oryginalny (u góry po lewej) oraz kolejno: jego widmo Haara z miejscem,
gdzie dokonano wyzerowania wspóªczynników mask¡ M3, obraz odtworzony i ele-
menty utracone w wyniku zerowania widma. PSNR=57 dB
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Nale»y zwróci¢ uwag¦, »e nie powinno si¦ zerowa¢ wspóªczynników widmo-
wych w dowolnym miejscu i nale»y przestrzega¢ zasad, które wynikaj¡ z ob-
serwacji rys. 23. Najwi¦ksza energia widma skupiona jest w pierwszej ¢wiartce
macierzy widma. Zastosowanie maski M1 caªkowicie deformuje obraz odtwa-
rzany. Ten przypadek pokazano na rys. 27.
Rys. 27. Obraz oryginalny (u góry po lewej) oraz kolejno: jego widmo Haara z miejscem,
gdzie dokonano wyzerowania wspóªczynników mask¡ M1, obraz odtworzony i ele-
menty utracone w wyniku zerowania widma. PSNR=0 dB
6.2. Transformacja z falk¡ Haara
W latach 80. ubiegªego wieku zauwa»ono, »e zbiór funkcji Haara mo»na
konstruowa¢ na bazie jednej funkcji ”matki” przez odpowiednie jej przesuni¦cia
i skalowanie. Niech ψ : R→ R oraz:
ψ(t) =

+1 dla t ∈ [0, 12)
−1 dla t ∈ [12 , 1)
0 dla innych t
. (6.9)
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Niech:
ψji (t) =
√
2jψ(2jt− i), i = 0, 1, ..., 2j − 1, j = 0, 1, ..., log2N − 1. (6.10)
Staªa
√
2j sprawia, »e iloczyn skalarny < ψji , ψ
j
i > = 1, ψ
j
i ∈ L2(R).
Niech N = 8, a funkcjami ψ b¦d¡ funkcje Haara.
Otrzymujemy wtedy: ψ00(t) = haar(1, t), ψ
1
0(t) = haar(2, t), ψ
1
1(t) = haar(3, t),
ψ20(t) = haar(4, t), ψ
2
1(t) = haar(5, t), ψ
2
2(t) = haar(6, t), ψ
2
3(t) = haar(7, t).
Jest to wi¦c system funkcji, które szczegóªowo omawiane byªy ju» w poprzed-
nich rozdziaªach. Dla dowolnego N ka»da funkcja ψji (t) powstaje z odpowied-
niej funkcji Haara ψji (t) = haar(2
j + i, t). System funkcji ψji (t) jest syste-
mem funkcji ortogonalnych. System ten rozpina przestrze« wektorow¡ W j =
span{ψji }i=0,...,2j−1. Zbiór liniowo niezale»nych funkcji {ψji (t)}i=0,1,...,2j−1 roz-
pinaj¡cychW j nazywamy falkami. Dyskretna transformata falkowa opisywana
jest jako rzutowanie elementów przestrzeni sygnaªu na jej baz¦. System takich
funkcji jest podstaw¡ analizy wielorozdzielczej [5], [38].
Niech φ : R → R. Dla omawianych funkcji Haara funkcj¡ skaluj¡c¡ jest
funkcja:
φ(t) =
{
1 dla t ∈ [0, 1)
0 dla t /∈ [0, 1) , (6.11)
na podstawie której mo»na utworzy¢ rodzin¦ funkcji:
φji (t) =
√
2jφ(2jt− i), i = 0, 1, ..., 2j − 1, j = 0, 1, ..., log2N − 1. (6.12)
Podobnie jak poprzednio, staªa normalizuj¡ca
√
2j sprawia, »e < φji , φ
j
i >
= 1, φji ∈ L2(R). Indeks j funkcji φji nazywany jest wspóªczynnikiem dylatacji,
a indeks i  wspóªczynnikiem translacji. Zbiór funkcji φji rozpina przestrze«
wektorow¡ V j = span{φji}i=0,...,2j−1. Funkcje φji przestrzeni V j s¡ wi¦c funk-
cjami skaluj¡cymi. Dla dowolnego j ortogonalnym dopeªnieniem przestrzeni V j
w przestrzeni V j−1 jest przestrze« funkcji ψji . Oznaczaj¡c t¦ przestrze« jako
W j , otrzymujemy:
V j = V j−1 ⊕W j−1, (6.13)
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co oznacza, »e przestrze« wektorowaW j mo»e by¢ traktowana jako ortogonalne
dopeªnienie przestrzeni V j w przestrzeni V j+1.
Innymi sªowy, przestrze« W j jest przestrzeni¡ wszystkich funkcji w V j+1,
które s¡ ortogonalne do wszystkich funkcji w V j . Z tego powodu funkcje ba-
zowe ψji ∈ W j razem z funkcjami bazowymi φji ∈ V j formuj¡ baz¦ w V j+1
i ka»da funkcja bazowa ψji jest ortogonalna do ka»dej funkcji φ
j
i . Oznaczmy
klasyczn¡ macierz Haara (5.190) jako H(n).
Dla tej macierzy, mo»na wyznaczy¢ jej macierze dekompozycji, zgodnie z zasa-
dami wielorozdzielczej syntezy Mallata [20]:
Krok 1
Poniewa» V n = V n−1 ⊕Wn−1, macierz M1 ma form¦:
M1 = [φ
n−1
j=0,...,2n−1−1 ⊂ V n−1, ψn−1j=0,...,2n−1−1 ⊂Wn−1]
T
. (6.14)
Krok 2
Poniewa» V n−1 = V n−2 ⊕Wn−2 ⊕Wn−1, macierz M2 ma nast¦puj¡c¡ kon-
strukcj¦:
M2 = [φ
n−2
j=0,...,2n−2−1 ⊂ V n−2, ψn−2j=0,...,2n−2−1 ⊂Wn−2, ψn−1j=0...,2n−1−1 ⊂Wn−1]
T
.
(6.15)
Krok n
Po n-tym kroku oblicze« mamy: V 1 = V 0 ⊕W 0 ⊕W 1 ⊕W 2 ⊕ ... ⊕Wn−1.
Macierz Mn jest zbudowana nast¦puj¡co:
Mn = [φ
0
0 ⊂ V 0, ψ00 ⊂W 0, ψ1j=0,1 ⊂W 1, ψ2j=0,...,3 ⊂W 2, ..., ψn−1j=0,...,2n−1−1 ⊂Wn−1]
T
(6.16)
Powy»sze wywody maj¡ zastosowania praktyczne  z ich pomoc¡ mo»na
ustala¢ poziom stratnej kompresji obrazu, a tym samym jego jako±¢, co zobra-
zowa¢ mo»na odpowiednimi przykªadami.
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Przykªad 6.1. Niech n = 3, wtedy: V 3 = V 2 ⊕W 2 oraz :
M1 = [φ
2
0, φ
2
1, φ
2
2, φ
2
3, ψ
2
0, ψ
2
1, ψ
2
2, ψ
2
3]
T
=

2 2 0 0 0 0 0 0
0 0 2 2 0 0 0 0
0 0 0 0 2 2 0 0
0 0 0 0 0 0 2 2
2 −2 0 0 0 0 0 0
0 0 2 −2 0 0 0 0
0 0 0 0 2 −2 0 0
0 0 0 0 0 0 2 −2

.
V 2 = V 1 ⊕W 1 ⊕W 2, zatem:
M2 = [φ
1
0, φ
1
1, ψ
1
0, ψ
1
1, ψ
2
j=0...,3 ⊂W 2]T =
=

√
2
√
2
√
2
√
2 0 0 0 0
0 0 0 0
√
2
√
2
√
2
√
2√
2
√
2 −√2 −√2 0 0 0 0
0 0 0 0
√
2
√
2 −√2 −√2
2 −2 0 0 0 0 0 0
0 0 2 −2 0 0 0 0
0 0 0 0 2 −2 0 0
0 0 0 0 0 0 2 −2

.
V 1 = V 0 ⊕W 0 ⊕W 1 ⊕W 2, a wi¦c:
M3 = [φ
0
0, ψ
0
0, ψ
1
j=0,1 ⊂W 1, ψ2j=0,...3 ⊂W 2]T =
=

1 1 1 1 1 1 1 1
1 1 1 1 −1 −1 −1 −1√
2
√
2 −√2 −√2 0 0 0 0
0 0 0 0
√
2
√
2 −√2 −√2
2 −2 0 0 0 0 0 0
0 0 2 −2 0 0 0 0
0 0 0 0 2 −2 0 0
0 0 0 0 0 0 2 −2

.
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Ostatni poziom dekompozycji oznacza, »eM3 = H(3). Je±li ka»d¡ ortogo-
naln¡ macierz M i i = 1, 2, 3 pomno»y¢ przez czynnik skaluj¡cy 1/
√
2, to obli-
czenia prowadz¡ do wyniku zgodnego z klasycznym algorytmem dekompozycji
Mallata [25]. Stosuj¡c identyczne reguªy oznacze« jak na rys. 19, poszczególne
poziomy dekompozycji, dlaN = 8, mo»na przedstawi¢ graficznie. S¡ to ekstrak-
tory cech przywoªywanego ju» w poprzednim rozdziale obrazu O dla ró»nych
poziomów dekompozycji. Opisana zasada wielopoziomowego dekomponowania
Rys. 28. Ekstraktory Haara: pierwszy, drugi oraz trzeci poziom dekompozycji
macierzy Haara mo»e by¢ przedstawiona w tej samej przestrzeni w inny sposób.
Bazuj¡c na wªa±ciwo±ciach funkcji Haara i wiedz¡c, »eW j = span{ϕji}i=0,...,2j−1
oraz V j = span{φji}i=0,...,2j−1, mo»na te funkcje opisa¢ jako liniow¡ kombinacj¦
funkcji z przestrzeni W oraz V . W przypadku falki Haara mamy:
φ(t) = h(0)
√
2φ(2t) + h(1)
√
2φ(2t− 1), (6.17)
ψ(t) = g(0)
√
2φ(2t) + g(1)
√
2φ(2t− 1), (6.18)
gdzie: {h(0), h(1)} i {g(0), g(1)} s¡ dolno- i górnoprzepustowym filtrem.
W naszym przypadku wspóªczynniki h(k) i g(k), k = 0, 1 s¡ okre±lone
nast¦puj¡co [5]:
h(0) =
1√
2
, h(1) =
1√
2
, g(0) =
1√
2
, g(1) = − 1√
2
. (6.19)
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Podobnie jak poprzednio, oznaczmy liter¡ O macierz obrazu oraz zdefi-
niujmy nast¦puj¡ce operatory:
A(i) =
1√
2
O(2i) +
1√
2
O(2i+ 1), (6.20)
D(i) =
1√
2
O(2i)− 1√
2
O(2i+ 1), (6.21)
gdzie:
O(i)  wektor N elementowy, zawieraj¡cy wiersz lub kolumn¦ macierzy O
(obrazu), gdzie i ∈ {0, 1, ..., N2 − 1},
A(i)  wektor N/2 elementowy, zawieraj¡cy wspóªczynniki aproksymacji,
D(i)  wektor N/2 elementowy zawieraj¡cy wspóªczynniki detali.
Na pierwszym poziomie dekompozycji obrazuO jego widmo przechowywane
b¦dzie w macierzy S1. Ten poziom osi¡gany jest dzi¦ki zastosowaniu operato-
rów (6.20) i (6.21) najpierw do wszystkich kolumn, a potem do wszystkich wier-
szy macierzy. Podobna analiza mo»e by¢ przeprowadzona dla drugiego poziomu
dekompozycji obrazu. Widmo drugiego poziomu dekompozycji przechowywane
b¦dzie w macierzy S2. Operacje dekompozycji s¡ wtedy ograniczone do lewej,
górnej podmacierzy o rozmiarach N2 × N2 macierzy S1. Dla k-tego poziomu
dekompozycji widmo przechowywane jest w macierzy Sk, a operacje dekompo-
zycji przeprowadzane s¡ w lewej, górnej podmacierzy o rozmiarach N
2k−1 × N2k−1
macierzy Sk−1, gdzie k ∈ {1, ..., log2N}.
Mo»na zauwa»y¢, »e u»ycie operatorów (6.20) i (6.21) dla obrazu O daje
taki sam wynik, jak wykonanie operacji macierzowej S1 = 18M1 ·O ·MT1 , gdzie
macierzM1 jest macierz¡ z przykªadu (6.1). Macierz S1 mo»e by¢ traktowana
jako ekstraktor cech obrazu O na pierwszym poziomie dekompozycji falkowej,
podobnie jak dekompozycja za pomoc¡ funkcji Haara. Drugi i kolejne poziomy
dekompozycji falkowej s¡ ju» jednak inne, gdy» tylko cz¦±¢ macierzy jest trans-
formowana. Tak wi¦c ekstraktory falkowe cech obrazu s¡ inne ni» ekstraktory
Haara. Trójpoziomowa dekompozycja falkowa dla obrazów o rozmiarachN×N ,
N = 8 zostaªa przedstawiona na rys. 29 [25].
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Rys. 29. Ekstraktory falkowe: pierwszy, drugi oraz trzeci poziom dekompozycji
Rozwa»ania dotycz¡ce klasycznych funkcji Haara s¡ równie» wa»ne dla falek
Haara, z wyj¡tkiem rozkªadu elementów ekstraktorów. Omawiane ju» filtry
h(k), k = 0, 1 mog¡ by¢ opisane iloczynami skalarnymi:
h(k) =< φ(t),
√
2φ(2t− k) >, (6.22)
g(k) =< ψ(t),
√
2φ(2t− k) > . (6.23)
Prezentowane powy»ej sposoby dekompozycji maj¡ liczne zastosowania prak-
tyczne [5, 30, 37]. Pomi¦dzy wielopoziomow¡ dekompozycj¡ macierzy Haara
a falkami Haara zachodz¡ zale»no±ci, które mo»na przedstawi¢ graficznie. Dla
dowolnego obrazuO jego widmo Haara i widmo falkowe s¡ proporcjonalne w ob-
szarach zaznaczonych biaªymi kwadratami. Rysunek 30 prezentuje obraz ory-
ginalny (po lewej) oraz obraz widma Haara z naªo»onymi obszarami, wewn¡trz
których wyst¦puj¡ warto±ci proporcjonalne do warto±ci widma falkowego. Je±li
na danym poziomie dekompozycji macierz wspóªczynników widmowych ma wy-
miar 2n× 2n, n = 0, 1, ..., log2N − 1, to liczba wspóªczynników w zaznaczonych
na rys. 30 obszarach wynosi
∑n−1
i=0 2
i · 2i.
Oznacza to, »e ok. 1/3 wspóªczynników widmowych w macierzy Haara jest
proporcjonalna do wspóªczynników macierzy falkowej, gdy» [25]:
n−1∑
i=0
2i · 2i
2n · 2n ≈
1
3
. (6.24)
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Rys. 30. Podobie«stwa widma Haara i widma falkowego (biaªe obszary)
6.3. Widmowa analiza binarnych funkcji boolowskich
Znajomo±¢ widma funkcji boolowskiej i rozkªad tego widma pozwalaj¡ na
rozpoznawanie pewnych klas takich funkcji. Ma to na przykªad du»e znaczenie
dla boolowskich funkcji liniowych lub tzw. funkcji gi¦tych (ang. bent func-
tions). W algorytmach kryptograficznych »¡damy bowiem, aby stosowane tam
funkcje boolowskie byªy nieliniowe ze wzgl¦du na mo»liwo±ci przeªamania szy-
fru. Jednak»e stosowanie funkcji liniowych w rozwi¡zaniach sprz¦towych jest ze
wszech miar po»¡dane, ze wzgl¦du na korzystn¡ zªo»ono±¢ realizacyjn¡ ukªadu
 wykorzystuje si¦ wtedy mniejsz¡ liczb¦ funktorów logicznych realizuj¡cych
zadan¡ funkcj¦ [1], [18], [33]. Znajomo±¢ typu funkcji ma wi¦c du»e znaczenie
praktyczne. Du»e funkcje boolowskie o bardzo du»ej liczbie argumentów (np.
kilkaset) mo»na podda¢ dekompozycji szeregowej lub równolegªej, co sprawia,
»e poszczególne wyra»enia boolowskie s¡ mniej skomplikowane, ale ci¡gle nie-
odpowiednie (ze wzgl¦du na wielko±¢) w klasycznych procedurach wyznacza-
nia widma. Stosuj¡c odpowiednio interpretowan¡ transformat¦ Walsha, mo»na
temu zaradzi¢.
Dyskretn¡ transformacj¦ Walsha mo»na stosowa¢ w sposób klasyczny, tak
jak pokazano w rozdziale 5.8, lub w sposób szczególny  je±li mamy do czynienia
z funkcjami boolowskimi.
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Binarna, m argumentowa funkcja boolowska f , opisana wektorem prawdy
yf , mo»e by¢ traktowana jako specyficzna funkcja skalarna, je±li jest zdefinio-
wana jako jednowyj±ciowa:
f : {0, 1}m → {0, 1}1 (6.25)
lub jako funkcja wektorowa, je±li funkcja f jest wielowyj±ciowa:
f : {0, 1}m → {0, 1}k, gdzie k jest liczb¡ wyj±¢. (6.26)
W ostatnim przypadku funkcj¦ mo»na tak»e traktowa¢ jako skalarn¡, je±li jej
warto±ci przedstawione b¦d¡ w postaci zagregowanej, tzn. zamiast opisu bi-
narnego poszczególnych wyj±¢ y0, y1, ..., yk−1 funkcji zastosowa¢ opis w postaci
równowa»nika dziesi¦tnego:
y =
k−1∑
i=0
yi2
i, yi ∈ {0, 1}, (6.27)
x =
m−1∑
i=0
xi2
i, xi ∈ {0, 1}, (6.28)
gdzie y jest zagregowan¡ warto±ci¡ zmiennych wyj±ciowych, a x  zagregowan¡
warto±ci¡ binarnych zmiennych wej±ciowych x0, x1, ..., xm−1 funkcji f :
x ∈X = {0, 1, ..., 2m − 1} , y ∈ Y = {0, 1, ..., 2k − 1}, (6.29)∧
x∈X
f : x 7→ y = f(x) ∈ Y . (6.30)
Ma to znaczenie praktyczne, gdy» posta¢ zagregowana (której trywialnym
przypadkiem jest boolowska funkcja z jednym wyj±ciem) pozwala na jednolit¡
interpretacj¦ zarówno jedno-, jak i wielowyj±ciowych funkcji. Takie post¦po-
wanie daje mo»liwo±¢ ujednolicenia oblicze« widma Walsha. Widmo dowolnej
funkcji dyskretnej f wyznaczy¢ mo»na bezpo±rednio z definicji, gdzie macie-
rz¡ j¡drow¡ przeksztaªcenia jest macierz Hadamarda Hm. W literaturze spo-
tka¢ mo»na dwa sposoby wyznaczania widma Walsha funkcji boolowskiej [33].
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W jednym przypadku warto±ci m argumentowej funkcji f , reprezentowanej
warto±ciami wektora prawdy yf = [y0, y1, ..., y2m−1], pozostaj¡ niezmienione.
Otrzymujemy wtedy wektor wspóªczynników widmowych oznaczany symbolem
rf = [r0, r1, ..., r2m−1].
Drugi sposób polega na zakodowaniu elementów yi wektora prawdy funkcji f
wedªug formuªy yi ← 1−2yi, czyli {0, 1} → {1,−1}. Otrzymujemy wtedy wek-
tor wspóªczynników widmowych oznaczany symbolem sf = [s0, s1, ..., s2m−1].
Mi¦dzy obydwoma typami widma zachodzi prosta wzajemnie jednoznaczna za-
le»no±¢: s0 = 2m − 2r0, si 6=0 = −2ri, i = 1, ..., 2m − 1.
Widmo Walsha typu r boolowskiej funkcji wielowyj±ciowej mo»na wyzna-
czy¢ na dwa sposoby, w zale»no±ci od tego, czy funkcj¦ traktujemy jako wekto-
row¡, czy skalarn¡. Je±li funkcja ma reprezentacj¦ wektorow¡, to wyznaczenie
widma dokonuje si¦ dla ka»dego wyj±cia oddzielnie, a uzyskane wyniki s¡ odpo-
wiednio sumowane. W formie zagregowanej (funkcj¦ traktujemy jako skalarn¡)
widmo wyznaczy¢ mo»na identycznie jak w przypadku funkcji jednowyj±ciowej.
Obie metody wyznaczania widma prowadz¡ do identycznych wyników. Omó-
wion¡ zasad¦ mo»na zaprezentowa¢ za pomoc¡ prostego przykªadu. Wyniki
oblicze« zebrano w tablicy 1.
Kolumny (16) tablicy 1 stanow¡ opis (tabel¦ prawdy) pewnej funkcji bo-
olowskiej f : {0, 1}3 → {0, 1}2. Kolumna (7) zawiera warto±ci zagregowanego
stanu wyj±¢. Kolumny (8) oraz (9) przedstawiaj¡ warto±ci wspóªczynników
widmowych, wyznaczone oddzielnie dla ka»dego z wyj±¢ funkcji f1 oraz f0.
Kolumna (10) zawiera warto±ci widma obliczone na podstawie zagregowanego
stanu wyst¦puj¡cego w kolumnie (7). W kolumnie (11) pokazano inny sposób
wyznaczania widma na podstawie znajomo±ci widma obliczanego oddzielnie
dla ka»dego z wyj±¢ funkcji (z kolumn 8 i 9). Wyniki w kolumnie (11) s¡ iden-
tyczne jak te podane w kolumnie (10). Wspóªczynniki widmowe w kolumnie
(10) mo»na wyznaczy¢ dwojako: jednorazowo na podstawie warto±ci zagrego-
wanych lub oddzielnie dla ka»dego wyj±cia funkcji f , z ko«cowym sumowaniem
poszczególnych warto±ci wspóªczynników widmowych.
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Wspóªczynniki widmowe funkcji boolowskiej mog¡ by¢ wyznaczane inaczej.
Je±li elementy macierzy Hm oraz elementy wektora yf przyjmuj¡ warto±ci
z tego samego zbioru danych, np. ze zbioru 1,−1 lub 0, 1, to widmo mo»na
wyznaczy¢ nast¦puj¡co. Traktuj¡c wiersze (kolumny) macierzy Hm jako 2m
wymiarowe wektory hi = [hi0, hi1, ..., hi2m−1], hij , yi ∈ {0, 1} lub yi ∈ {1,−1},
i = 0, 1, ...2m − 1, widmo mo»na obliczy¢ jako ró»nic¦ (i) zgodnych (+) oraz
niezgodnych (−) warto±ci wyst¦puj¡cych na odpowiadaj¡cych sobie pozycjach
wektorów hi oraz yf :
i = K+i (hi,yf )−K−i (hi,yf ), (6.31)
gdzie:
K+i (hi,yf ) = #{i : hij = yi, j = 0, 1, ..., 2m − 1}  liczba takich samych
(zgodnych) warto±ci wyst¦puj¡cych na tych samych pozycjach wektorów hi
oraz yf .
K−i (hi,yf ) = #{i : hij 6= yi, j = 0, 1, ..., 2m − 1}  liczba niezgodnych warto±ci
wyst¦puj¡cych na tych samych pozycjach wektorów hi oraz yf .
Niech macierz WalshaHadamarda z elementami {0, 1} ma oznaczenieH01,
a z elementami {1,−1}  oznaczenie H11 [23]. Niech wektor prawdy pewnej
funkcji boolowskiej ma posta¢ y01 = [0, 1, 1, 0]
T .
Ten sam wektor w wersji zakodowanej ma posta¢ y11 = [1,−1,−1, 1]T .
Stosuj¡c reguª¦ (6.31), otrzymujemy:
H01  y01 =

0 0 0 0
0 1 0 1
0 0 1 1
0 1 1 0
 

0
1
1
0
 =

2+ − 2− = 0
2+ − 2− = 0
2+ − 2− = 0
4+ − 0− = 4
 , (6.32)
H11  y11 =

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 

1
−1
−1
1
 =

2+ − 2− = 0
2+ − 2− = 0
2+ − 2− = 0
4+ − 0− = 4
 . (6.33)
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Mo»na zauwa»y¢, »e otrzymane w ten sposób wspóªczynniki widmowe funkcji
boolowskiej tworz¡ widmo WalshaHadamarda typu r.
Widmo Walsha wybranych funkcji boolowskich ma specyficzne cechy dia-
gnostyczne, co pozwala na wykrywanie nadmiarowo±ci funkcji boolowskich lub
odkrywanie charakteru funkcji, np. czy funkcja jest liniowa, afiniczna gi¦ta,
wi¦kszo±ciowa lub mniejszo±ciowa. Wymienione cechy trudno odnale¹¢, anali-
zuj¡c bezpo±rednio wektor prawdy szczególnie wtedy, gdy funkcja boolowska
jest funkcj¡ o du»ej liczbie zmiennych wej±ciowych.
Lemat 6.1. Niech wektor yf = [y0, y1, ..., y2m−1], yi ∈ {0, 1} b¦dzie wektorem
prawdy funkcji boolowskiej f . Niech widmo Walsha tej funkcji tworzy wektor
rf = [r0, r1, ..., r2m−1]. Niech funkcja boolowska p opisana jest wektorem prawdy
yp = [yf ,yf ], wtedy jej widmo Walsha ma posta¢:
rp = yp ·Hm = [2rf , 0]. (6.34)
Dowód:
Funkcja f ma widmo:
rf = yf ·Hm. (6.35)
Funkcja p ma wi¦c nast¦puj¡ce widmo:
yp ·Hm+1 = [yf ,yf ] ·
[
Hm Hm
Hm −Hm
]
=
=
[
yf ·Hm + yf ·Hm yf ·Hm − yf ·Hm
]
= [2rf ,0].
(6.36)
Lemat 6.1 jest równie» sªuszny dla widma Walsha typu s. Lemat 6.1 roz-
strzyga, jak wyznacza¢ widmo Walsha nawet bardzo du»ych funkcji boolow-
skich, których wektor prawdy mo»na przedstawi¢ w postaci:
yp = [yf yf ...yf ]︸ ︷︷ ︸
2m−krotnie
. (6.37)
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Oznacza to, »e je»eli znane jest widmo rf podstawowej funkcji f , to wi¦ksza
funkcja boolowska typu (6.37) ma widmo:
rp = [2
m · rf ,0] . (6.38)
Definicja 6.1. Funkcj¦ boolowsk¡ yk = fk(x), x = [x0, x1, ..., xm−1] nazywamy
liniow¡, je»eli mo»na j¡ przedstawi¢ w postaci wielomianu pierwszego stopnia:
fk(x0, x1, ..., xm−1) = a0x0⊕ a1x1⊕ a2x1⊕ ...⊕ am−1xm−1⊕ c, ai, c ∈ {0, 1},
(6.39)
gdzie k = 2m · c+∑m−1i=0 ai2i.
Dla c = 1 funkcja fk nazywana jest cz¦sto funkcj¡ afiniczn¡.
Mo»na utworzy¢ k = 2m+1 funkcji fk, co jest spostrze»eniem trywialnym.
Z wªasno±ci dyskretnych funkcji Walsha wynika ponadto, »e wektor prawdy
dowolnej funkcji fk wyznaczy¢ mo»na wprost z funkcji Walsha o numerze k:
yk =
1
2
(1− wal(k, t)), dla c = 0,
yk =
1
2
(1 + wal(k, t)), dla c = 1,
(6.40)
gdzie t = 0, 1, ..., 2m − 1.
Twierdzenie 6.1. Ka»da liniowa funkcja boolowska fk(x), x = [x0, ..., xm−1],
której wektor prawdy kodowany jest wedªug formuªy {0, 1} → {1,−1}, ma
widmo WalshaHadamarda o nast¦puj¡cym rozkªadzie wspóªczynników widmo-
wych:
si =
{
2m · (−1)c dla i = (k − c)/2
0 w przeciwnym przypadku
, (6.41)
gdzie c oraz k maj¡ znaczenie jak w Definicji 6.1 oraz i = 0, 1, ..., 2m − 1.
Twierdzenie to mo»na równie» wyrazi¢ inaczej.
Twierdzenie 6.2. Ka»da liniowa funkcja boolowska fk(x), x = [x0, ..., xm−1],
której wektor prawdy nie jest kodowany, czyli {0, 1} → {0, 1}, ma widmo Walsha
Hadamarda o nast¦puj¡cym rozkªadzie wspóªczynników widmowych:
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ri =

2m−1 dla i = 0
2m−1 · (−1)1−c dla i = (k − c)/2
0 w przeciwnym przypadku
, (6.42)
gdzie c oraz k maj¡ znaczenie jak w Definicji 6.1.
Przykªad 6.2. Niech wektor prawdy arbitralnie wybranej funkcji boolowskiej
f6(x0, x1, x2) = x1x2 + x1x2 = x1 ⊕ x2 ma posta¢ y6 = [0, 1, 1, 0, 0, 1, 1, 0].
Mamy m = 3 argumentow¡ funkcj¦, a dla k = 6 równanie k = 2m ·c+∑m−1i=0 ai2i
jest prawdziwe tylko dla c = 0. Widma Walsha funkcji f6 s¡ wi¦c nast¦puj¡ce:
s6 = [s0, s1, ..., s7] = [0, 0, 0, 8, 0, 0, 0, 0], (6.43)
r6 = [r0, r1, ..., r7] = [4, 0, 0,−4, 0, 0, 0, 0]. (6.44)
Zgodnie z Twierdzeniem 6.1 lub Twierdzeniem 6.2, funkcja f6 jest funkcj¡ li-
niow¡.
Twierdzenie 6.3. Ka»da funkcja boolowska f(x), x = [x0, x1, ..., xm−1], której
wektor prawdy kodowany jest wedªug reguªy {0, 1,−} → {1,−1, 0} i posiadaj¡ca
jeden punkt nieokre±lono±ci (”−”), mo»e by¢ rozszerzona do funkcji liniowej
wtedy i tylko wtedy, gdy jej widmo WalshaHadamarda ma nast¦puj¡cy rozkªad :
si =

(−1)1−c dla i = 0
(−1)c × (2m − 1) dla i = (k − c)/2
±1 w przeciwnym przypadku
, (6.45)
gdzie c oraz k maj¡ znaczenie jak w Definicji 6.1 oraz i = 0, 1, ..., 2m − 1.
Je±li na podstawie Twierdzenia 6.3 funkcja f mo»e by¢ rozszerzona do funk-
cji liniowej, to punkt, w którym jest ona nieokre±lona, powinien zosta¢ zast¡-
piony warto±ci¡ 0, dla c = 1, lub warto±ci¡ 1, dla c = 0.
Przykªad 6.3. Sprawdzi¢, czy funkcje boolowskie f oraz g, reprezentowane
wektorami prawdy yf = [0, 1, 1, 0,−, 1, 1, 0] oraz gf = [1, 1, 1, 0, 1, 1, 0,−], mog¡
by¢ rozszerzone do funkcji liniowej.
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Po zakodowaniu opisanych funkcji ich wektory prawdy maj¡ nast¦puj¡c¡ po-
sta¢ ycodf = [1,−1,−1, 1, 0,−1,−1, 1] oraz gcodf = [−1,−1,−1, 1,−1,−1, 1, 0].
Wspóªczynniki widmowe WalshaHadamarda zakodowanych funkcji f i g tworz¡
wektory : sf = [−1,−1,−1, 7, 1, 1, 1, 1] oraz sg = [−3,−1,−5, 1,−1,−3, 1, 3].
Zgodnie z Twierdzeniem 6.3, mo»na przyj¡¢, »e wspóªczynniki widmowe po-
winny przyjmowa¢ jedn¡ z nast¦puj¡cych warto±ci: s0 ± 1, si = ±7. Pozostaªe
wspóªczynniki powinny przyjmowa¢ warto±ci ±1. Wynika z tego, »e funkcja f
mo»e, a funkcja g nie mo»e by¢ rozszerzona do funkcji liniowej.
Propozycja 6.1. Niech Tf = {x ∈ {0, 1}m : f(x) = 1} oraz Ff = {x ∈
{0, 1}m : f(x) = 0}. Niech f b¦dzie cz¦±ciowo okre±lona, czyli niezdefiniowana
w d punktach. Funkcja boolowska f reprezentowana wektorem prawdy yf =
[y0, y1, ..., y2m−1 ], yi ∈ {+1,−1, 0} mo»e by¢ rozszerzona do funkcji liniowej :
1. Je±li s0 = +d → {−} ∈ Tf , co oznacza, »e punkty nieokre±lone powinny
zosta¢ zat¡pione warto±ciami 1.
2. Je±li s0 = −d → {−} ∈ Ff , co oznacza, »e punkty nieokre±lone powinny
zosta¢ zast¡pione warto±ciami 0.
3. Je±li s0 6= d → {−} ∈ Tf ∪ Ff , to dla pewnego i, si = ±(2m − d) =
(−1)c · (2m − d).
Twierdzenie 6.4. Ka»da m argumentowa boolowska funkcja gi¦ta ma nast¦-
puj¡cy rozkªad wspóªczynników widmowych:
si = ±2m/2, i = 0, 1, ..., 2m − 1. (6.46)
Łatwo zauwa»y¢, ¹e funkcje gi¦te mo»na konstruowa¢ tylko dla parzystych
m. Znaj¡c m argumentow¡ funkcj¦ gi¦t¡, mo»na znale¹¢ funkcj¦ boolowsk¡ dla
m+2 argumentów jako zªo»enie dwóch mniejszych boolowskich funkcji gi¦tych.
Propozycja 6.2. Niech zbiór Bm−2 (dla parzystego m) b¦dzie zbiorem funkcji
gi¦tych f : {0, 1}m−2 → {0, 1}. Niech fa, fb ∈ Bm−2, wtedy funkcja fc:
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fc(x0, x1, ..., xm−1) =

fa(x0, x1, ..., xm−3), xm−2 = 0, xm−1 = 0
fa(x0, x1, ..., xm−3), xm−2 = 0, xm−1 = 1
fb(x0, x1, ..., xm−3), xm−2 = 1, xm−1 = 0
fb(x0, x1, ..., xm−3)⊕ 1, xm−2 = 1, xm−1 = 1
(6.47)
jest funkcj¡ gi¦t¡.
Przykªad 6.4. Niech wektory ya = [0, 1, 1, 1] oraz yb = [0, 1, 0, 0] s¡ wek-
torami prawdy funkcji boolowskich fa i fb. Zgodnie z Propozycj¡ 6.2, mo»na
skonstruowa¢ wektor prawdy yc = [0, 0, 0, 1, 1, 1, 1, 0, 1, 1, 0, 1, 1, 1, 0, 1] funkcji
fc. Widmo WalshaHadamarda funkcji fc jest nast¦puj¡ce:
sc = [−4, 4,−4,−4, 4, 4, 4,−4, 4,−4, 4, 4, 4, 4, 4,−4].
Z Twierdzenia 6.4 wynika, »e funkcja fc jest funkcj¡ gi¦t¡.
Przedstawiony sposób wyznaczania widma funkcji boolowskiej jest nieprak-
tyczny. Dla du»ych funkcji boolowskich nawet szybka transformata Walsha
jest nieprzydatna ze wzgl¦du na zªo»ono±¢ problemu. Dla takich funkcji nale»y
znale¹¢ inn¡ ich reprezentacj¦, umo»liwiaj¡c¡ przeprowadzenie oblicze«.
Z elementów wektora prawdy mo»na utworzy¢ dwa nast¦puj¡ce podzbiory:
ON = {x ∈ {0, 1}m : f(x) = 1},
DC = {x ∈ {0, 1}m : f(x) =""}. (6.48)
gdzie znak ”−” to oznaczenie warto±ci nieistotnej (jeszcze nieokre±lonej). Po-
zostaªe elementy wektora prawdy przyjmuj¡ warto±ci 0.
Elementy te tworz¡ zbiór OFF = {x ∈ {0, 1}m : f(x) = 0}. Zbiór ten nie
b¦dzie wykorzystywany, gdy» pozostaªe dwa jednoznacznie definiuj¡ funkcj¦ f .
Elementy podzbiorów ON oraz DC mo»na ª¡czy¢ w tzw. kostki (ang. cubes).
Kostki s¡ rozª¡czne, czyli si¦ nie przecinaj¡ (ang. disjoint), je±li nie maj¡
»adnego wspólnego mintermu [18, 19, 29]. Odpowiednie kostki b¦d¡ oznaczane
identycznie jak zbiory (6.48). Elementy wektora prawdy funkcji boolowskiej f
pozostaj¡ w pierwotnej postaci, czyli nie s¡ kodowane.
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Niech k jest liczb¡ rozª¡cznych kostek ON . Niech w jest liczb¡ rozª¡cz-
nych kostek DC. Niech p jest liczb¡ elementów ”−” w danej kostce. Liczba
argumentów funkcji f b¦dzie oznaczana liter¡ m. Numer kostki, dla której wy-
znaczane jest widmo Walsha, oznaczane b¦dzie wska¹nikiem j. Wspóªczynniki
widmowe sf = [s0, s1, ..., s2m−1] funkcji f wyznacza si¦ oddzielnie dla kostek
ON oraz DC.
sON0j = 2
m − 2 · 2p, (6.49)
sDC0j = 2
m−1 − 2p. (6.50)
Nast¦pnie porz¡dkujemy sukcesywnie zmienne wej±ciowe funkcji f(x1, x2, ..., xm)
w porz¡dku leksykograficznym i dla ka»dej zmiennej w kostce j podstawiamy
odpowiedni¡ warto±¢ zmiennej w tej kostce. Je±li warto±¢ odpowiedniej zmien-
nej jest nieokre±lona, wtedy warto±¢ wszystkich wspóªczynników widmowych,
gdzie wyst¦puje taka zmienna, wynosi 0. Widmowe wspóªczynniki cz¡stkowe
wylicza si¦ wedªug nast¦puj¡cego schematu:
sON1j =
(−1)1+x1 · (2 · 2p) dla x1 6= "−"0 w przeciwnym przypadku (6.51)
sDC1j =
(−1)1+x1 · 2p dla x1 6= "−"0 w przeciwnym przypadku (6.52)
sON2j =
(−1)1+x2 · (2 · 2p) dla x2 6= "−"0 w przeciwnym przypadku (6.53)
sDC2j =
(−1)1+x2 · 2p dla x2 6= "−"0 w przeciwnym przypadku (6.54)
sON12j =
(−1)(1+x1+x2) · (2 · 2p) je±li x1 6= "−" ∧ x2 6= "−"0 w przeciwnym przypadku (6.55)
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sDC12j =
(−1)(1+x1+x2) · 2p je±li x1 6= "−" ∧ x2 6= "−"0 w przeciwnym przypadku (6.56)
...
sON123...nj =
(−1)1+
∑n
m=1 xm · (2 · 2p) dla x1, x2, ..., xn 6= "−"
0 w przeciwnym przypadku
(6.57)
sDC123...nj =
(−1)1+
∑n
m=1 xm · 2p dla x1, x2, ..., xn 6= "−"
0 w przeciwnym przypadku
(6.58)
Poszczególne elementy widma Walsha s = [s0, s1, ..., s2m−1] wyznacza si¦
na podstawie nast¦puj¡cych formuª:
zerowy wspóªczynnik:
s0 =
w+k∑
j=1
s0j
− (k − 1)× 2m − w × 2m−1, (6.59)
a pozostaªe wspóªczynniki:
si =
w+k∑
j=1
sij
 . (6.60)
Opisane powy»ej zasady mo»na przedstawi¢ w postaci programu komputero-
wego.
Przykªad 6.5. Nale»y wyznaczy¢ wspóªczynniki widmowe Walsha funkcji bo-
olowskiej f opisanej wektorem prawdy yf = [0, 1,−, 1, 1,−, 1,−]. Koduj¡c ele-
menty wektora yf zgodnie ze schematem {0, 1,−} → {1,−1, 0}, mo»na wy-
znaczy¢ widmo Walsha klasycznie, wykorzystuj¡c do tego celu macierz j¡drow¡
Hadamarda H3. Mo»na jednak zastosowa¢ zbiór reguª (6.49)(6.60), których
efekty dziaªania zaprezentowano w tablicy 2. Zamiast wektora prawdy w obli-
czeniach zastosowano kostki rozª¡czne ON oraz DC.
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Tablica 2. Widmo Walsha funkcji boolowskiej reprezentowanej przez rozª¡czne kostki
x1 x2 x3 Typ kostki s0j s1j s2j s12j s3j s13j s23j s123j Numer kostki
0 − 1 ON 4 −4 0 0 4 4 0 0 j = 1
1 − 0 ON 4 4 0 0 −4 4 0 0 j = 2
0 1 0 DC 3 −1 1 1 −1 −1 1 1 ...
1 − 1 DC 2 2 0 0 2 −2 0 0 j = w + k
s −3 1 1 1 1 5 1 1
Podany w tablicy 2 schemat oblicze« wspóªczynników widmowych sprawia,
»e ich wyznaczenie jest mniej czasochªonne, szczególnie dla du»ych funkcji bo-
olowskich, gdzie bezpo±rednie zastosowanie macierzy Hadamarda, ze wzgl¦du
na jej du»e rozmiary, nie jest mo»liwe.
Wspóªczynniki widmowe w tablicy 2 s¡ uporz¡dkowane w tzw. porz¡dku
Paleya, ró»nym od porz¡dku WalshaHadamarda.
Porz¡dek widma mo»na jednak zmienia¢ przez stosowanie macierzy permu-
tuj¡cych [24]. Dla du»ych funkcji boolowskich (kilkadziesi¡t zmiennych wej±cio-
wych) kostki rozª¡czne generuje si¦ wyª¡cznie maszynowo, za pomoc¡ specja-
lizowanych programów, np. ESPRESSO [18, 19]. Taka reprezentacja, zapisana
dodatkowo w specjalnym formacie, sprawia, »e opis funkcji staje si¦ zwarty.
Program 6.3. Program w Matlabie, za pomoc¡ którego mo»na obliczy¢ kom-
plet wspóªczynników widmowych funkcji boolowskiej reprezentowanej rozª¡cz-
nym zbiorem kostek ON i DC. Program jest szczególnie przydatny dla du»ych
funkcji boolowskich, gdzie wykorzystanie macierzy Hadamarda ze wzgl¦du na ich
du»y rozmiar nie jest mo»liwe. Prezentowane rozwi¡zanie zostaªo zaimplemen-
towane w postaci funkcji Matlaba.
function f=GetCoeff(x) % Definicja funkcji
if exist(x,'file')==0
disp('Podaj prawidlowy plik z danymi');
return
end
id=fopen(x); % Funkcja otwierajaca plik z opisem funkcji
[pathstr,name,ext]=fileparts(x);
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fidd=fopen('temp.pla','w'); e
while ~feof(fid);
tline=fgets(fid);
if strcmpi(tline(1), '.')
else
fwrite(fidd,tline);
end
end
fclose all;
delete(x);
if ismac
movefile('temp.pla',strcat(pathstr,'/',name,ext));
else
movefile('temp.pla',strcat(pathstr,'\',name,ext));
end
function g=encode(char) % Kodowanie {0,1,-} -> {1,-1,0}
if char=='0'
g=1;
elseif char=='1'
g=-1;
elseif char=='-'
g=0;
end
end
fileid=fopen(x); %Otwarcie pliku z opisem funkcji
d=textscan(fileid, '%s %s');
fclose(fileid); % Zamkniecie pliku
m=length(d{1}{1});
ss=length(d{2}{1});
fileid=fopen(x);
dd=textscan(fileid, strcat('%s ', repmat('%c',1,ss)));
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fclose(fileid);
r=0;
h=0;
for i=1:length(d{1})
h=numel(find(ismember(dd{1}{i},'-')));
if h == 1
r=r+1;
end
end
war = 2.^ m - r;
aff=0;
for q=2:ss+1
k=numel(find(ismember(dd{q},'1'))); % Liczba kostek ON
w=numel(find(ismember(dd{q},'~'))); % Liczba kostek DC
temp_matrix=zeros(w+k+1,(2^m));
for j=1:w+k
p=sum(d{1}{j}=='-');
for i=1:2^m
if i == 1
if strcmpi(dd{q}(j), '1')
temp_matrix(j,1)=2^m - 2*(2^p);
elseif strcmpi(dd{q}(j),'~')
temp_matrix(j,1)=2^(m-1) - 2^p;
end
else
if strcmpi(dd{q}(j),'1')
seq=0;
for x=1:m
if and(strcmpi(d{1}{j}(x),'-'),
(bitand((i-1),2^(x-1))>0))
temp_matrix(j,i)=0;
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break
end
if bitand((i-1), 2^(x-1))>0
seq=seq + xor(1,d{1}{j}(x));
seq=seq + d{1}{j}(x);
end
temp_matrix(j,i)=((-1)^(1+seq))*(2*2^p);
end
elseif strcmpi(dd{q}(j),'~')
seq=0;
for x=1:m
if and(strcmpi(d{1}{j}(x),'-'),
(bitand((i-1), 2^(x-1))>0))
temp_matrix(j,i)=0;
break
end
if bitand((i-1),2^(x-1))>0
seq=seq+d{1}{j}(x);
end
temp_matrix(j,i)=(-1)^(1+seq)*(2^p);
end
end
end
end
end
for j=1:(2^m)
if j==1
temp_matrix(w+k+1,j)=
sum(temp_matrix(1:w+k,j))-(k-1)*(2^m)-(w*(2^(m-1)));
else
temp_matrix(w+k+1,j)=sum(temp_matrix(1:w+k,j));
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end
end
temp_matrix(w+k+1,1:2^m);
vec=ismember(temp_matrix(w+k+1,1:2^m),[war,-war]);
if numel(find(ismember( vec, 1)))>0
aff=aff+1;
end
spec='';
for i=1:(2^m)
str=sprintf('[%d]',temp_matrix(w+k+1,i));
spec=strcat(spec, str);
end
disp('spectrum:');
disp(spec);
end
end
Powy»szy program pozwala na wyznaczenie widma funkcji boolowskiej,
która opisana jest za pomoc¡ rozª¡cznych kostek ON oraz DC. Znajomo±¢
widma pozwala z kolei na klasyfikacj¦ funkcji, np.: liniowe, afiniczne lub gi¦te,
oraz rozstrzyga, w przypadku funkcji sªabo okre±lonej, czy mo»na tak uzupeªni¢
stany nieokre±lone, aby rozszerzy¢ funkcj¦ do postacji liniowej.
6.4. Porz¡dkowanie Binarnego Diagramu Decyzyjnego
Binarne Diagramy Decyzyjne (ang. Binary Decision Diagrams)  BDD s¡
jedn¡ z wa»nych form reprezentacji wyra»e« boolowskich w pami¦ci kompu-
tera i efektem redukcji drzew decyzyjnych funkcji [6], [33]. Stosuje si¦ je jako
narz¦dzie syntezy logicznej. Binarny Diagram Decyzyjny jest w zasadzie struk-
tur¡ danych reprezentuj¡c¡ funkcj¦ dyskretn¡. W przypadku maªych funkcji
mo»na go przedstawia¢ równie» graficznie. Reprezentacja funkcji boolowskiej
w postaci BDD pozwala na efektywne wykonywanie dziaªa« na wyra»eniach
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boolowskich i doczekaªa si¦ licznych implementacji algorytmicznych, których
szczegóªowe opisy mo»na znale¹¢ w pracach [2, 33]. Dodatkowym atutem re-
prezentacji w postaci BDD jest mo»liwo±¢ zapisywania za ich pomoc¡ nie tylko
funkcji binarnych, ale tak»e funkcji wielowarto±ciowych i wielowyj±ciowych.
Istnieje wiele postaci diagramów decyzyjnych, w zale»no±ci od sposobu de-
komponowania podstawowej funkcji f . W niniejszej ksi¡»ce przedstawione zo-
stan¡ podstawowe formuªy dekompozycji, ale, co nale»y podkre±li¢, jej celem
nie jest analiza wªa±ciwo±ci BDD. Celem wywodu jest pokazanie, jak konstru-
owa¢ optymalnie uporz¡dkowany BDD, korzystaj¡c z wªasno±ci widma Wal-
sha. Wypadkowy rozmiar BDD uzale»niony jest od uporz¡dkowania wyst¦-
puj¡cych w nim zmiennych funkcji boolowskiej i zale»y od wªa±ciwo±ci funk-
cji (np. funkcje symetryczne, nie w peªni okre±lone, wielopoziomowe funkcje
AND/OR/EXOR itp.). Znalezienie optymalnego uporz¡dkowania zmiennych
jest problemem NP-trudnym, gdy» zªo»ono±¢ czasowa poszukiwania optymal-
nego BDD wynosiªaby O(n!2n), co ju» dla niewielkich n jest liczb¡ bardzo du»¡.
Definicja 6.2. Binarny diagram decyzyjny reprezentuj¡cy funkcj¦ boolowsk¡ f
jest acyklicznym grafem G = (V,E), ze zbiorem w¦zªów V oraz zbiorem kra-
w¦dzi E. Graf skªada si¦ z terminalnych w¦zªów o warto±ciach 0 i 1 oraz ety-
kietowanych w¦zªów nieterminalnych. Funkcja f tworzy diagram na podstawie
wybranych reguª dekompozycji funkcji f .
Twierdzenie 6.5. Ka»d¡ funkcj¦ boolowsk¡ f(x0, ..., xn−1) mo»na zdekompo-
nowa¢, stosuj¡c rekurencyjnie jeden z nast¦puj¡cych schematów:
pD : f(x0, ..., xn−1) = f0 ⊕ x0f2
nD : f(x0, ..., xn−1) = x0f2 ⊕ f1
S : f(x0, ..., xn−1) = x0f0 ⊕ x0f1
, (6.61)
gdzie: f0 = f(0, x1, ..., xn−1), f1 = f(1, x1, ..., xn−1), f2 = f0 ⊕ f1.
Podane w Twierdzeniu 6.5 schematy nazywane s¡ dekompozycj¡ Positive
Davio (pD), Negative Davio (nD) oraz dekompozycj¡ Shannona (S). Za opty-
malny uznajemy taki BDD, który ma najmniejsz¡ liczb¡ w¦zªów.
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Przykªad 6.6. Dana jest funkcja boolowska f(x0, x1, x2) = x0x1+x2. Binarne
drzewo Shanonna funkcji f prezentuje rys. 31a.
Pozostaªe diagramy na rysunku przedstawiaj¡ ró»ne typy BDD funkcji f dla
ró»nych porz¡dków zmiennych wej±ciowych. BDD z najmniejsz¡ liczb¡ w¦zªów
uzyskano dla porz¡dku zmiennych (x2, x0, x1) lub (x2, x1, x0), co prezentuj¡ dia-
gramy na rys. 31c oraz 31d.
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Rys. 31. Binarne drzewo decyzyjne (a) BDD dla ró»nych uporz¡dkowa« zmiennych (bd)
Dla du»ych funkcji boolowskich znalezienie minimalnego BDD nie jest pro-
ste. W celu rozwi¡zania zadania stosowane s¡ heurystyki, za pomoc¡ któ-
rych wskaza¢ mo»na przynajmniej suboptymalne struktury Diagramów Decy-
zyjnych.
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Jedn¡ z metod znajdowania suboptymalnych BDD funkcji boolowskiej jest
analiza widma Walsha uzyskanego za pomoc¡ rozª¡cznych kostek, o których
byªa ju» mowa w poprzednim podrozdziale.
Mo»na zauwa»y¢, »e funkcj¦ boolowsk¡ f mo»na opisa¢ wspóªczynnikami:
f(x1, ..., xn) =
1
2n+1
[
2n − s0 −
2n−1∑
a=1
sa(−1)x
a1
1 ⊕xa22 ⊕...⊕xann
]
, (6.62)
gdzie: a1, a2, ..., an ∈ {0, 1} s¡ bitami binarnej reprezentacji liczby a oraz
xai=0 = 0 i xai=1 = 1.
Analizuj¡c wzór (6.62), mo»na spostrzec, »e wspóªczynnikom widmowym
s1, ..., s2n−1 przypisano jawn¡ korelacj¦ ze zmiennymi wej±ciowymi funkcji bo-
olowskiej f :
s1 ↔ x1, s12 ↔ x1 ⊕ x2, s123 ↔ x1 ⊕ x2 ⊕ x3, ..., s12...n ↔ x1 ⊕ x2 ⊕ ...⊕ xn.
(6.63)
Ten sposób zapisu oznacza, »e mo»na grupowa¢ wspóªczynniki widmowe.
Wspóªczynniki oznaczone jedn¡ cyfr¡ s¡ wspóªczynnikami pierwszego rz¦du,
oznaczone dwoma cyframi to wspóªczynniki drugiego rz¦du itd. Okazuje si¦, »e
znajomo±¢ wspóªczynników pierwszego rz¦du mo»e by¢ miar¡ uporz¡dkowania
Binarnego Diagramu Decyzyjnego [26]. Poniewa» struktura Diagramów De-
cyzyjnych jest przewa»nie formowana dla du»ych funkcji boolowskich, poni»ej
przedstawiono algorytm generowania wspóªczynników widmowych pierwszego
rz¦du, gdzie rozpatrywany jest opis funkcji za pomoc¡ rozª¡cznych kostek ON
oraz DC. Realizacja takiego zadania wymaga wcze±niejszego przygotowania
pliku tekstowego, który zawiera¢ b¦dzie opis funkcji boolowskiej. Pliki tego
typu maj¡ zwyczajowo rozszerzenie pla lub txt, ale z praktycznego punktu wi-
dzenia jest to bez znaczenia. Zawarto±¢ pliku, jako dane wej±ciowe, jest nast¦p-
nie analizowana w przebiegu algorytmu. Plik opisuj¡cy przykªadow¡ funkcj¦
boolowsk¡ za pomoc¡ rozª¡cznych kostek mo»e wygl¡da¢ nast¦puj¡co:
0 0 1 ON
− − 0 ON
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Jest to ta sama funkcja f , któr¡ przywoªano w przykªadzie 6.6. Jest to funk-
cja w peªni okre±lona, zatem wystarczy poda¢ informacj¦, dla jakich warto±ci
zmiennych wej±ciowych funkcja przyjmuje warto±¢ 1. Dla pozostaªych kombi-
nacji funkcja przyjmuje warto±¢ 0. Poni»ej przedstawiono program generowania
wspóªczynników pierwszego rz¦du na podstawie pliku wsadowego zawieraj¡cego
opis funkcji w postaci rozª¡cznych kostek.
Program 6.4. Funkcja w Matlabie, za pomoc¡ której mo»na wyznaczy¢ wspóª-
czynniki widmowe Walsha pierwszego rz¦du, na podstawie opisu funkcji w po-
staci rozª¡cznych kostek ON i DC.
function f=Getcoeff(x) % Definicja funkcji
if exist(x,file')==0 % Sprawdzenie poprawnosci pliku wsadowego
disp('podaj prawidlowy plik z danymi');
return
end
fileid = fopen(x); % Otwarcie pliku z opisem funkcji
d = textscan(fileid, '%s %s');
fclose(fileid); % Zamkniecie pliku.
size_of_cube = length(d{1}{1}); % Liczba elementow kostki
number_of_cubes = length(d{1}); % Liczba rozlacznych kostek
for i=1:size_of_cube
s(i)=0;
end
for j=1:number_of_cubes % Liczba elementow w kostce typu DC
p=0;
for i=1:size_of_cube
if strcmp(d{1}{j}(i),'-')
p=p+1;
end
end
for i=1:size_of_cube % Wyznaczenie wsp. widmowych I rzedu
if strcmpi(d{2}{j},'ON')
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v=power(2,(p+1));
if d{1}{j}(i)=='0'
s(i)=s(i)-v;
end
if d{1}{j}(i)=='1'
s(i)=s(i)+v;
end
end
if strcmpi(d{2}{j},'DC')
v=2^(p);
if d{1}{j}(i)=='0'
s(i)=s(i)-v;;
end
if d{1}{j}(i)=='1'
s(i)=s(i)+v;
end
end
end
end f=fliplr(s);
Wspóªczynniki widmowe pierwszego rz¦du mo»na porz¡dkowa¢ wedªug re-
guª zaprezentowanych w tablicy 3.
Tablica 3. Sposoby porz¡dkowania widma Walsha pierwszego rz¦du
Opis porz¡dku Symbol Przykªad
Narastaj¡co > s1 > ... > sn−1 > sn
Malej¡co < s1 < ... < sn−1 < sn
Narastaj¡co bezwzgl¦dnie |>| s1 |>| ... |>| sn−1 |>| sn
Malej¡co bezwzgl¦dnie |<| s1 |<| ... |<| sn−1 |<| sn
Porz¡dek zmiennych BDD ustala si¦ na podstawie warto±ci wspóªczynni-
ków widmowych. Im wi¦ksza jego warto±¢, tym odpowiadaj¡ca mu zmienna
wej±ciowa jest wa»niejsza i od niej rozpoczyna si¦ budow¦ diagramu. Je±li war-
to±ci wspóªczynników s¡ równe, wybór zmiennej inicjuj¡cej jest arbitralny.
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W praktyce nale»y rozwa»y¢ nast¦puj¡ce metody porz¡dkowania BDD:
 metoda 1: min{>,<, |>| , |<|},
 metoda 2: min{>,<},
 metoda 3: min{| > |, |<|},
 metoda 4: random{>,<, |>| , |<|},
gdzie min oznacza minimaln¡ liczb¦ w¦zªów BDD uzyskan¡ w zbiorze ró»-
nych porz¡dków zmiennych wej±ciowych, a random jest wyborem losowym.
Na potrzeby eksperymentów wygenerowano losowo 300 funkcji boolowskich dla
n = 10, 11, ..., 20 zmiennych wej±ciowych, które poddano przeksztaªceniom do
postaci BDD. Liczb¦ zmiennych funkcji boolowskiej ograniczono ze wzgl¦du
na mo»liwo±ci pakietu CUDD, który sªu»y do generowania suboptymalnych
BDD [26,32].
Wyra»ony w procentach zysk czasowy porz¡dkowania BDD oraz procentowa
redukcja liczby w¦zªów BDD w stosunku do wyników uzyskiwanych w pakie-
cie CUDD zostaªy przedstawione na rys. 32. Poniewa» w praktyce wyst¦puj¡
funkcje boolowskie o wi¦kszej liczbie zmiennych wej±ciowych, zbadano równie»
takie przypadki, co obrazuje tablica 4. Zastosowano nast¦puj¡ce oznaczenia:
#i  liczba wej±¢ ukªadu, #o  liczba wyj±¢ ukªadu. Pozostaªe kolumny zawie-
raj¡ informacje na temat czasów porz¡dkowania BDD oraz liczby utworzonych
ró»nymi metodami w¦zªów suboptymalnych BDD.
Ostatnia kolumna tablicy zawiera informacj¦ na temat najlepszego (z mini-
maln¡ liczb¡ w¦zªów) BDD otrzymanego metod¡ widmow¡ wraz z sumarycz-
nym czasem poszukiwa« ró»nych wersji BDD. Analiza wyników wskazuje, »e
metoda widmowa pozwala na tworzenie bardziej oszcz¦dnych struktur BDD
w stosunku do struktur uzyskiwanych za pomoc¡ pakietu CUDD.
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Rys. 32. Wyra»ony w procentach czas wyznaczania struktury BDD (a) oraz procentowa
mniejsza liczba w¦zªów BDD dla ró»nych sposobów porz¡dkowania zmiennych wej-
±ciowych w stosunku do wyników pakietu CUDD (b)
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7. Zako«czenie
W ksi¡»ce omówione zostaªy zagadnienia zwi¡zane z przetwarzaniem sygna-
ªów cyfrowych, a niezb¦dne wywody matematyczne obja±nione zostaªy licznymi
przykªadami numerycznymi i programami w j¦zyku Matlab.
Otaczaj¡c¡ nas rzeczywisto±¢ próbuje si¦ opisywa¢ za pomoc¡ ró»nych mo-
deli matematycznych, które w mo»liwie najprostszy sposób powinny t¦ rzeczy-
wisto±¢ przybli»a¢. Posªugiwanie si¦ modelami matematycznymi ma wiele zalet,
gdy» w zale»no±ci od potrzeb te same zjawiska fizyczne mo»na opisywa¢ ró»nymi
modelami. Modele matematyczne pozwalaj¡ z kolei na zrozumienie zjawisk wy-
st¦puj¡cych w przyrodzie, gdzie mamy do czynienia ze zjawiskami o charakterze
ci¡gªym. Sygnaª cyfrowy jest tylko przybli»eniem sygnaªu analogowego. Ten
substytut, chocia» niedoskonaªy, pozwala na wystarczaj¡co precyzyjn¡ budow¦
algorytmów przetwarzania sygnaªów, które usuwaj¡ znieksztaªcenia, zakªócenia
i niedokªadno±ci sygnaªu rejestrowanego przez urz¡dzenia rejestruj¡ce.
Istnieje wiele metod wydobywania informacji z przetwarzanego sygnaªu.
Bez w¡tpienia nale»¡ do nich metody transformowania sygnaªu oryginalnego,
przeksztaªconego do postaci cyfrowej, do ró»nych przestrzeni. Otrzymane w ten
sposób widmo sygnaªu, reprezentuj¡ce rozkªad energii w dziedzinie czasowo-
cz¦stotliwo±ciowej, nie zawsze ukazuje obserwatorowi wystarczaj¡co przejrzy-
±cie cechy sygnaªu i wymaga niekiedy trudnej interpretacji zjawisk wyst¦puj¡-
cych w sygnale. Tym samym cz¦±¢, niekiedy wa»nych z poznawczego punktu
widzenia, cech sygnaªu zostaje utracona. Ł¡cz¡c algorytmy przetwarzania sy-
gnaªów cyfrowych z metodami przetwarzania obrazów, uzyskujemy mo»liwo±¢
odkrywania cech, które s¡ w obrazie ukryte. Cechy te mo»emy wtedy ªatwiej
analizowa¢, a nawet obrazowa¢ graficznie. Wymienione zagadnienia zostaªy
w niniejszej monografii opisane i wyja±nione za pomoc¡ wielu kompletnych
przykªadów numerycznych.
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Piotr Porwik
Selected Methods of Digital Signal Processing
with Programs in Matlab
S u m m a r y
The aim of the present monograph is to discuss the theory of digital signal processing and
examples of algorithms describing both the theory and practical implementations. The proposed
algorithms were implemented in a form of programs written in the Matlab language. The book
consists of two parts. Part One presents the theory of spectral analysis of signals used herein, which
is next illustrated by examples of spectral analysis and spectral synthesis algorithms. Part Two of the
monograph is devoted to the presentation of algorithms utilized in the process of implementing the
discussed theory. First, theoretical bases for processing discrete signals are outlined. Then, the readers
are provided with definitions and the mathematical derivations which facilitate the understanding of
all the functional algorithms described in the monograph. Part Two contains an overview of various
implementations of the previously discussed theory in the areas of image processing and spectral
analysis of Boolean functions, by proving the respective theorems. The theorems should facilitate the
formulation of corresponding algorithms for image and Boolean functions analysis.
Ausgewählte Methoden der digitalen Signalverarbeitung
mit Programmen in Matlab
Z u s a m m e n f a s s u n g
Ziel der hier vorliegenden Monographie ist die Erörterung der Theorie der digitalen Signalverar-
beitung sowie der Beispielalgorithmen die sowohl die Theorie als auch die praktische Durchführung
beschreiben. Die vorgeschlagenen Algorithmen wurden implementiert in Form von Programmen, die
in der Programmiersprache Matlab erstellt wurden. Das Buch setzt sich aus zwei Teilen zusammen.
Der erste Teil stellt die Theorie der Spektralanalyse der verwendeten Signale vor, welche wiederum
durch Beispiele von Spektralanalysen und spektralen Synthesealgorithmen veranschaulicht werden.
Im zweiten Teil der Monographie werden die Algorithmen präsentiert, die im Implementierungspro-
zess der zuvor erörterten Theorie verwendet wurden. Zuerst werden die theoretischen Grundlagen für
die Verarbeitung diskreter Signale beschrieben. Dann werden den Lesern Definitionen und mathe-
matische Ableitungen bereitgestellt, die das Verständnis für die in dieser Monographie beschriebenen
Algorithmen erleichtern. Der zweite Teil enthält einen Überblick über verschiedenen Implementie-
rungen der zuvor diskutierten Theorie auf dem Gebiet der Bildverarbeitung und Spektralanalyse von
Booleschen Funktionen, wobei die entsprechenden Theoreme nachgewiesen werden. Die Theoreme
sollten die Formulierung von entsprechenden Algorithmen zur Bild- und Booleschen Funktionsanalyse
erleichtern.
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