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1. Introduction
In [23,24] D. Holm, M. Staley studied a one-dimensional version of an active ﬂuid transport that is described by the
following nonlinear equation
mt + umx + buxm = 0, (1.1)
with m = u − uxx , u(x, t) representing the ﬂuid velocity, while the constant b is a balance or bifurcation parameter for
nonlinear solution behavior. In [19] it is shown that Eq. (1.1) is integrable in the sense of an inﬁnite-dimensional Hamiltonian
system [30] only for b = 2 and b = 3.
If b = 2, Eq. (1.1) becomes the Camassa–Holm (CH) equation
ut − uxxt + 3uux = 2uxuxx + uuxxx. (1.2)
The Cauchy problem for the CH equation in both periodic and nonperiodic case is studied extensively. It has been shown
that the Camassa–Holm equation is locally well-posed in Hr , r > 32 with solutions depending continuously on initial data
[7,11,14,28,31]. The Camassa–Holm equation has global solutions and also solutions which blow-up in ﬁnite time (see
[7–12,14,32,35]). The global weak conservative solutions are constructed in [4,5].
If b = 3, Eq. (1.1) becomes the Degasperis–Procesi (DP) equation
ut − uxxt + 4uux = 3uxuxx + uuxxx. (1.3)
The Cauchy problem for the DP equation in both periodic and nonperiodic case is studied in [20,29,33,34]. For Eqs. (1.2)
and (1.3) the blow-up occurs as wave breaking, that is, the solution remains bounded but its slope becomes inﬁnite in ﬁnite
time. Both CH and DP equations are models of wave propagation on the surface of water [6,17,25].
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our notion of well-posedness, requiring that the mapping data-solution is uniformly continuous. The ill-posedness of some
classical nonlinear dispersive equations (for instance Korteweg–de Vries equation, modiﬁed Korteweg–de Vries equation,
cubic Schrodinger equation, and Bemjamin–Ono equation) in both periodic and nonperiodic cases are studied in [1–3]. The
approach in these papers is based on the existence and good properties of the travelling wave solutions associated to the
equations. In particular, a good behavior of its Fourier transforms is required. In [22] shows that for s 2 the solution map
u0 → u for the CH equation is not uniformly continuous from any bounded set in Hs(S) into C([0, T ], Hs(S)). A key step in
the proof of that result is a construction of a sequence of smooth travelling waves.
Recently Gui, Liu, and Tian [21] considered Eq. (1.1) on the real line. They proved that the equation is locally well-posed
in the Sobolev space Hs(R) for s > 32 . Moreover, they give the precise blow-up scenario of strong solution of the equation
with certain initial data.
The Cauchy problem for Eq. (1.1) in the periodic case has not yet been considered. Therefore, the aim of this paper is to
consider the problem of the global existence of solution of this equation and get the blow-up criteria in the periodic case.
We also consider the problem of the uniformly continuity of the solution map of DP equation.
The paper is organized as it follows. In Section 2 we prove local well-posedness of the initial value problem associated to
Eq. (1.1). In Section 3 we present the two blow-up results for the solution. In Section 4 we prove that Eq. (1.1) has solutions
which exist globally in time, provided that initial data satisfy certain sign condition. In the last section we construct a family
of smooth travelling waves solution for DP equation and prove the non-uniform continuity for the equation.
Notation. We denote by ‖ · ‖Hs the norm in the Sobolev space Hs(S). L(Y , X) denotes the space of all bounded linear
operators from Y to X (L(X) if X = Y ) and [A, B] = AB − B A denotes the commutator of linear operators A and B .
2. Local well-posedness
In this section we consider the local well-posedness for Eq. (1.1). We use the Kato’s theory for abstract quasilinear
evolution equations [26] in order to establish local well-posedness.
Consider the abstract quasi-linear evolution equation
dv
dt
+ A(v)v = f (v). (2.1)
Let X and Y be Hilbert spaces such that Y is continuously and densely embedded in X and let Q : Y → X be topological
isomorphism. Assume that:
(1) A(y) ∈ L(Y , X) for y ∈ X , with∥∥(A(y) − A(z))w∥∥X μ1‖y − z‖X‖w‖Y ,
and A(y) ∈ G(x,1, β) (i.e. A(y) is quasi-m-accretive), uniformly on bounded sets in Y .
(2) Q A(y)Q −1 = A(y) + B(y), where B(y) ∈ L(X) is bounded, uniformly on bounded sets in Y . Moreover,∥∥(B(y) − B(z))w∥∥X μ2‖y − z‖Y ‖w‖X , y, z ∈ Y , w ∈ X .
(3) f : Y → Y and extends also to a map from X into X . f is bounded on bounded sets in Y , and∥∥ f (y) − f (z)∥∥Y μ3‖y − z‖Y , y, z ∈ Y ,∥∥ f (y) − f (z)∥∥X μ3‖y − z‖X , y, z ∈ X .
Theorem 2.1 (Kato). Assume that (1), (2), and (3) hold. Given v0 ∈ Y , there is a maximal T > 0 depending only on ‖u0‖Y and a unique
solution v to Eq. (2.1) such that
v = v(·, v0) ∈ C
([0, T ); Y )∩ C1([0, T ); X).
Moreover, the map v0 → v(·, v0) is continuous from Y to C([0, T ); Y ) ∩ C1([0, T ); X).
Note that if G(x) = cosh(x−[x]− 12 )
2 sinh( 12 )
, then (1 − ∂2x )−1 f = g  f for all f ∈ L2(S) and G m = u. Using this identity, we can
rewrite Eq. (1.1) in the form
ut + uux + ∂xG 
(
b
2
u2 + 3− b
2
u2x
)
= 0, (2.2)
or equivalently
ut + uux + ∂x
(
1− ∂2x
)−1(b
2
u2 + 3− b
2
u2x
)
= 0. (2.3)
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u = u(·,u0) ∈ C
([0, T ); Hs(S))∩ C1([0, T ); Hs−1(S)).
The solution depends continuously on the initial data.
Proof. For u ∈ Hs(S), s > 32 deﬁne A(u) = u∂x, f (u) = −∂xG  ( b2u2 + 3−b2 u2x), Y = Hs(S), X = Hs−1(S), Q = (1 − ∂2x )
1
2 .
Obviously Q is an isomorphism of Hs(S) to Hs−1(S). With the above notations Eq. (2.2) can be written in the form
du
dt
+ A(u)u = f (u).
Analogously to Lemmas 2.4–2.6 in [21] we have that A(u) is quasi-m-accretive uniformly on bounded sets in Hs−1(S),
A(u) ∈ L(Hs(S), Hs−1(S)) and∥∥(A(y) − A(z))w∥∥Hs−1(S) μ1‖y − z‖Hs−1(S)‖w‖Hs(S), y, z,w ∈ Hs(S).
For B(u) = [Q ,u∂x]Q −1, we have B(u) ∈ L(Hs−1(S) and∥∥(B(y) − B(z))w∥∥Hs−1(S) μ2‖y − z‖Hs(S)‖w‖Hs−1(S), y, z ∈ Hs(S), w ∈ Hs−1(S).
Finally, f is bounded on bounded sets in Hs(S), and satisﬁes∥∥ f (y) − f (z)∥∥Hs(S) μ3‖y − z‖Hs(S), y, z ∈ Hs(S),∥∥ f (y) − f (z)∥∥Hs−1(S) μ3‖y − z‖Hs−1(S), y, z ∈ Hs(S).
Applying Kato’s theory for abstract quasilinear evolution equation of hyperbolic type [26], we obtain the local well-
posedness for Eq. (2.2). 
3. Blow-up
In this section, we prove that there are smooth initial data for which the corresponding solution of Eq. (2.2) does not
exist globally in time.
Theorem 3.1. Let b  1 and u0 ∈ Hs(S), s > 32 . Then blow-up of the solution u = u(·,u0) in ﬁnite time T < +∞ occurs if and only if
lim
t↑T
{
inf
x∈Sux(x, t)
}
= −∞.
Theorem 3.1 is analogous to some results in [7,13] (see also Theorem 3.1 in [21]), therefore we omit the proof.
Theorem 3.2. Let 1 < b  3. Assume that u0 ∈ Hs(S), s > 3 is odd and u′0(0) < 0. Then the corresponding solution to Eq. (2.2)
blows-up in ﬁnite time.
Proof. Let T be the maximal time of existence of the solution. Note that (1.1) is invariant under symmetry (u, x) → (−u,−x),
so that if u0 is odd, then u(x, t) is odd and
u(0, t) = uxx(0, t) = 0 (3.1)
for any t ∈ [0, T ).
Differentiating (2.2) with respect to x we have
uxt = −u2x − uuxx − ∂2x G 
(
b
2
u2 + 3− b
2
u2x
)
= b
2
u2 − b − 1
2
u2x − uuxx − G 
(
b
2
u2 + 3− b
2
u2x
)
(3.2)
since ∂2x G  f = G  f − f .
Set h(t) = ux(0, t) for t ∈ [0, T ). We get
dh(t)
dt
= −b − 1
2
h2(t) −
1∫
0
G(0− x)
(
b
2
u2(x, t) + 3− b
2
u2x(x, t)
)
dx.
Note that G  ( b2u
2 + 3−b2 u2x) 0, so
dh(t) −b − 1h2(t).
dt 2
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h(t) 1
b−1
2 t + 1h(0)
which tends to −∞, as t goes to − 2
(b−1)h(0) . This completes the proof of the theorem. 
4. Global existence
In this section, we show that there exists global solution of Eq. (2.2). Note that for b 
= 0 the equation has the invariants
E(u) =
∫
S
m(x, t)dx,
F (u) =
∫
S
m
1
b (x, t)dx. (4.1)
Theorem 4.1. Let b  1. If u0 ∈ Hs(S), s  3 is such that m0 = u0 − u0xx does not change sign, then the corresponding solution of
Eq. (2.2) is deﬁned globally in time.
Proof. Analogous to the approach in [7] for Camassa–Holm equation, consider the differential equation{
qt = u(q, t), t ∈ [0, T ),
q(x,0) = x, x ∈R, (4.2)
where u(x, t) is solution of (2.2). From u(x, t) ∈ C1([0, T ); Hs−1(S)) we see that the function u(x, t) and ux(x, t) are bounded,
Lipschitz in the space variable x and of class C1 in time. From well-known results in the theory of ordinary differential
equations, we see that there exists unique solution q(x, t) of (4.2). Differentiating (4.2) with respect to x, we have{
qtx = ux
(
q(x, t), t
)
qx(x, t),
qx(x,0) = 1.
(4.3)
The solution of (4.3) is given by
qx(x, t) = exp
( t∫
0
ux
(
q(x, z), z
)
dz
)
.
We have(
m
(
q(x, t), t
)
qbx(x, t)
)
x = (mt +mxqx)qbx(x, t) + bmqb−1x qxt = qbx(mt +mxu + buxm) = 0.
So, it follows that
m
(
q(x, t), t
)
qbx(x, t) =m0(x), (x, t) ∈R× [0, T ).
Therefore, if m0(x) does not change sign, then m(x, t) also does not change sign for every t ∈ [0, t) (note that for b = 2 the
above identity has a geometric derivation as conservation of momentum [15,16,27], but for b 
= 2 no such interpretation is
available). Given t ∈ [0, T ), since ux(x, t) is continuous on S, there exists a point x0(t) ∈ (0,1) such that ux(x0(t), t) = 0.
We consider ﬁrst the case when m0(x) 0. For any x ∈ [x0(t), x0(t) + 1], using (4.1) we have
−ux(x, t) +
x∫
x0(t)
u(z, t)dz =
x∫
x0(t)
[
u(z, t) − uxx(z, t)
]
dz =
x∫
x0(t)
m(z, x)dz
x0(t)+1∫
x0(t)
m(z, t)dz =
1∫
0
m0(x)dx.
Note that u = G m and m 0 on [0, T ) so that we have u  0 on [0, t). Therefore
ux(x, t)−
1∫
0
m0(x)dx.
In view of Theorem 3.1, we obtain that T = ∞.
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−ux(x, t) +
x∫
x0(t)
u(z, t)dz =
x∫
x0(t)
m(z, t)dz 0
and
ux(x, t)
1∫
0
u0(x)dx.
Using Theorem 3.1, we obtain T = ∞. This completes the proof of the theorem. 
5. Ill-posedness for the DP
In this section we establish a result concerning non-uniform well-posedness for the periodic Cauchy problem for the
Degasperis–Procesi equation (DP)
ut − uxxt + 4uux = 3uxuxx + uuxxx, u(0) = u0, t  0, x ∈ S. (5.1)
As it is mentioned above this equation appears in the family (1.1) for b = 3 and it is formally integrable in the sense that
it admits a Lax pair, which should lead to integrability if an inverse spectral theory is developed, as it was done for b = 2
in Constantin and McKean [18]. Here we follow closely Himonas and Misiolek [22] where such kind a result is originally
proven for the Camassa–Holm equation (b = 2).
Recall that we say that a Cauchy problem is uniformly well-posed in Hs(S) if there exist T > 0 and a unique solution u
in C([0, T ],Hs(S)) such that the map u0 → u is uniformly continuous from any bounded set of Hs(S) into C([0, T ],Hs(S)).
Theorem 5.1. For any s 2, the solution map u0 → u for the Degasperis–Procesi equation (5.1) is not uniformly continuous from any
bounded set in Hs(S) into C([0, T ],Hs(S)). More precisely, for each s  2 there exist constants c1,2 > 0 and two sequences of smooth
solutions un, vn of Eq. (5.1) such that for any t ∈ [0,1]
sup
n
∥∥un(t)∥∥Hs + supn
∥∥vn(t)∥∥Hs  c1,
lim
n→∞
∥∥un(0) − vn(0)∥∥Hs = 0,
lim inf
n
∥∥un(t) − vn(t)∥∥Hs  c2 sin
(
t
2
)
. (5.2)
As in [22] ﬁrst we construct a family of high-frequency smooth travelling wave solutions of (5.1).
Note that if u(x, t) is a classical solution of (5.1), then the function
uc(x, t) = cu(x, ct) (5.3)
is a solution also for arbitrary constant c.
Let us consider the travelling wave solutions of the DP u(x, t) = f (x − t), so the function f must satisfy the ordinary
differential equation
− f ′ + f ′′′ + 4 f f ′ − 3 f ′ f ′′ − f f ′′′ = 0. (5.4)
Integrating once we get (1− f ) f ′′ − f ′2 + 2 f 2 − f = d1. Next we put
y = 1− f (5.5)
and integrate once again to obtain
y2 y′2 = y4 − 2y3 − dy2 + e. (5.6)
Let m and M are the minimum and the maximum of the function f , correspondingly i.e. m  f  M . We assume that
0 m < M < 1 or for suﬃciently small ε, δ > 0 we let
M = 1− δ, m = 1− δ − ε. (5.7)
It follows from (5.5) that
m1 := δ  y  δ + ε := M1. (5.8)
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Expressing d, e through M1 and m1 we ﬁnd
d = (M1 +m1)(M
2
1 +m21) − 2(M21 +m21 +m1M1)
M1 +m1 , e = M
2
1m
2
1
M1 +m1 − 2
M1 +m1 . (5.9)
Then (5.6) becomes
y′2 = (M1 − y)(y −m1)(−y
2 + py + q)
y2
:= V (y), (5.10)
where p = 2 − M1 − m1, q = M1m1 2−M1−m1M1+m1 . It can be seen that (5.10) admits a nonconstant solution with period 2l for
certain l > 0, which satisﬁes the following initial value problem (see also Fig. 1)
y′′ = y − 1− e
y3
, y(0) = δ, y′(0) = 0. (5.11)
The above discussion can be summarized as follows:
Proposition 5.1. For any ε, δ < 1/6, there exists a positive number l = l(ε, δ) and even 2l periodic smooth function y = y(ξ) which
solves (5.11) and (5.10). The function y = y(ξ) satisﬁes
m1 := δ  y  δ + ε := M1
and u(x, t) = f (x− t), where f (ξ) = 1− y(ξ) is a travelling wave solution of the DP equation.
Next we estimate the period 2l in terms of ε, δ.
Proposition 5.2. The period 2l of the function y depends continuously on parameters ε, δ and satisﬁes
π
4
√
ε + δ  l√2π√ε + δ. (5.12)
Proof. The half period can be expressed as
l =
M1∫
m1
dy√
V (y)
=
M1∫
m1
ydy√
(M1 − y)(y −m1)k(y)
, (5.13)
where k(y) = −y2 + py + q. It is clear that kmin = k(m1) and kmax = k(M1). Then
l 1√
k(m1)
M1∫
m1
ydy√
(M1 − y)(y −m1) =
1√
k(m1)
π
2
(M1 +m1), (5.14)
l 1√
k(M1)
M1∫
ydy√
(M1 − y)(y −m1) =
1√
k(M1)
π
2
(M1 +m1). (5.15)m1
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l 1√
k(M1)
π
2
(M1 +m1) 1√
M1
π
4
(M1 +m1) π
4
√
M1 = π
4
√
ε + δ.
Estimating k(m1) we have k(m1) 2m1(2− M1 −m1). Choose M1 and m1 or equivalently δ + ε, δ in such a way to achieve
k(m1) 2m1(2− M1 −m1) M1/2. (5.16)
Then with the help of (5.14) it follows
l
√
2√
M1
π
2
(M1 +m1)
√
2π
√
M1 =
√
2π
√
ε + δ. 
We write l  √ε + δ for the sake of (5.12). Since l(ε, δ) is continuous for n suﬃciently large, we can ﬁnd ε and δ = ε2/s ,
s 2 such that
l = π
n
(
T = 2l = 2π
n
)
(5.17)
and
n  1√
ε + δ . (5.18)
Hence, we have constructed high–frequency solution y = yn(ξ) with the period T = 2π/n.
Next we need some estimates in order to obtain upper bounds for these solutions. We start with L∞ estimates of the
derivatives.
Proposition 5.3. Suppose δ  ε. Then for any k = 2,3, . . . , there exists a constant ck > 0 such that∣∣y(k)∣∣ ck
(
√
δ)k−2
. (5.19)
For k = 1 we have
|y′| 2√2 ε√
δ
.
Proof. With the help of (5.10), the ﬁrst derivative is estimated as follows
|y′| =
√
M1 − y√y −m1
√
k(y)
y
 (M1 −m1)
√
kmax
m1
 2(M1 −m1)
√
M1
m1
 2ε
√
2δ
δ
= 2√2 ε√
δ
.
For k = 2 using (5.11) we have
|y′| 1+ |y| + |e||y|3  1+ ε + δ +
|e|
δ3
= 1+ ε + δ + δ
2(δ + ε)2(2− 2δ − ε)
δ3(2δ + ε)  7.
Next, we proceed by induction and assume that (5.19) is true for all positive integers up to k + 2. To estimate (k + 3)-order
derivative we have from (5.11)
y3 y′′ = y4 − y3 − e. (5.20)
Differentiate both sides of (5.20) and divide by y2 to obtain
yy′′′ = −3y′ y′′ + 4yy′ − 3y′. (5.21)
Taking k derivatives and using Leibniz rule we have
k∑
j=0
(
k
j
)
y(k− j) y( j+3) = −3
k∑
j=0
(
k
j
)
y(k+1− j)y( j+2) + 4
k∑
j=0
(
k
j
)
y(k− j) y( j+1) − 3y(k+1).
Now, y(k+3) can be expressed as follows
y(k+3) = 1
y
{
−
k−1∑(k
j
)
y(k− j) y( j+3) − 3
k∑(k
j
)
y(k+1− j)y( j+2) + 4
k∑(k
j
)
y(k− j) y( j+1) − 3y(k+1)
}
.j=0 j=0 j=0
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∣∣y(k+3)∣∣ 1
δ
k−1∑
j=0
(
k
j
)
ck− j
(
√
δ)k− j−2
c j+3
(
√
δ) j+3−2
+ 3
δ
k∑
j=0
(
k
j
)
ck+1− j
(
√
δ)k+1− j−2
c j+2
(
√
δ) j+2−2
+ 4
δ
k∑
j=0
(
k
j
)
ck− j
(
√
δ)k− j−2
c j+1
(
√
δ) j+1−2
+ 3
δ
ck+1
(
√
δ)k+1−2

c′k+3
δ
[
k−1∑
j=0
(
k
j
)
1
(
√
δ)k−1
+
k∑
j=0
(
k
j
)
1
(
√
δ)k−3
+
k∑
j=0
(
k
j
)
1
(
√
δ)k−1
+ 1
(
√
δ)k−1
]
 ck+3
(
√
δ)(k+3)−2
,
which completes the proof. 
Further, we proceed with L2 estimates.
Proposition 5.4. For any k = 2,3, . . . , there exists a constant ck > 0 such that∥∥y(k)∥∥2L2(−l,l)  ck
(
√
δ)k−1
‖y′‖2L2(−l,l). (5.22)
For k = 1 we have
l∫
−l
(y′)2 dξ 
√
2π
2
ε2√
δ
.
Proof. For the ﬁrst derivative we get
l∫
−l
(y′)2 dξ = 2
l∫
0
(y′)2 dξ = 2
δ+ε∫
δ
√
δ + ε − y√y − δ√−y2 + py + q
y
dy
 2
δ
√
kmax
δ+ε∫
δ
√
δ + ε − y√y − δ dy  2√4M1
δ
ε2π
8

√
2π
2
ε2√
δ
.
For the second derivative using symmetry, periodicity and integrating by parts, we have
l∫
0
(y′′)2 dξ = −
l∫
0
y′′′ y′ dξ = −
δ+ε∫
δ
y′′′ dy = −
δ+ε∫
δ
(
1+ 3e
y4
)
y′ dy

(
3| e|
| y|4 − 1
) δ+ε∫
δ
y′ dy 
(
3(δ + ε)2(2− 2δ − ε)
δ2(2δ + ε) − 1
)
‖y′‖2L2(0,l) 
12
δ
‖y′‖2L2(0,l).
Proceeding by induction and using the expression for y(k+3) in Proposition 5.3, we obtain
∥∥y(k+3)∥∥L2(−l,l)  1δ
k−1∑
j=0
(
k
j
)∥∥y(k− j) y( j+3)∥∥L2(−l,l) + 3δ
k∑
j=0
(
k
j
)∥∥y(k+1− j)y( j+2)∥∥L2(−l,l)
+ 4
δ
k∑
j=0
(
k
j
)∥∥y(k− j) y( j+1)∥∥L2(−l,l) + 3δ
∥∥y(k+1)∥∥L2(−l,l)
 1
δ
k−1∑
j=0
(
k
j
)∥∥y(k− j)∥∥L∞∥∥y( j+3)∥∥L2(−l,l) + 3δ
k∑
j=0
(
k
j
)∥∥y(k+1− j)∥∥L∞∥∥y( j+2)∥∥L2(−l,l)
+ 4
δ
k∑(k
j
)∥∥y(k− j)∥∥L∞∥∥y( j+1)∥∥L2(−l,l) + 3δ
∥∥y(k+1)∥∥L2(−l,l).j=0
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∥∥y(k+3)∥∥L2(−l,l)  1δ
k−1∑
j=0
(
k
j
)
ck− j
(
√
δ)k− j−2
c j+3
(
√
δ) j+2
‖y′‖L2(−l,l) +
3
δ
k∑
j=0
(
k
j
)
ck+1− j
(
√
δ)k− j−1
c j+2
(
√
δ) j+1
‖y′‖L2(−l,l)
+ 4
δ
k∑
j=0
(
k
j
)
ck− j
(
√
δ)k− j−2
c j+1
(
√
δ) j
‖y′‖L2(−l,l) +
3
δ
ck+1
(
√
δ)k
 ck+3
(
√
δ)(k+3)−1
‖y′‖L2(−l,l),
which ﬁnishes the proof. 
So far we have obtained practically the same necessary estimates as in [22] and can proceed with the proof exactly in
their way. We only give the key steps for the reader’s convenience.
Recall the Sobolev norm
‖ f ‖2Hs =
∑
z∈Z
(
1+ z2)s∣∣ fˆ (z)∣∣2, (5.23)
where fˆ (z) is the Fourier transform of f .
Proposition 5.5. (See [22, Proposition 3.3].) Let y = yn be the 2π/n periodic smooth solution constructed in Proposition 5.1 for any
s 2, there is a positive constant cs such that
‖y‖2Hs(−π,π) 
(
1
δs−1
‖y′‖2L2(−π,π) + (δ + ε)2
)
.
Next, the following two sequences of travelling wave solutions are deﬁned
un(x, t) = fn(x− t), vn(x, t) = cn fn(x− cnt) (5.24)
and take
cn = 1+ 1
n
.
The boundedness and the limit at the time t = 0 are almost straightforward. Estimating vn , taking into account Proposi-
tions 5.4, 5.5 it is obtained
∥∥vn(t)∥∥Hs(−π,π)  π2 + cs ε2δs , (5.25)
where s 2. Note that it is already chosen δs = ε2. Hence, the both sequences of smooth solutions are bounded. Further,∥∥vn(0) − un(0)∥∥2Hs(S) = ‖cn fn − fn‖2Hs(S) = (cn − 1)2‖ fn‖2Hs(S) ∼= 1n2 → 0. (5.26)
Finally, the behaviour at time t > 0 can be established as follows. The norm ‖vn(t) − un(t)‖2Hs(S) can be estimated as
follows
∥∥vn(t) − un(t)∥∥2Hs(S)  2π
(
1+ n2)s∣∣∣∣(e−it − 1)+ 1n e−it
∣∣∣∣
2
|Bn|2, (5.27)
where
Bn =
π/n∫
0
sin(nξ)y′(ξ)dξ.
Then, in the same line as Lemma 4.1 in [22] the integral for Bn can be estimated
Bn  c0ε.
Returning to (5.27) one gets
∥∥vn(t) − un(t)∥∥2Hs(S)  n2sε2
∣∣∣∣(e−it − 1)+ 1ne−it
∣∣∣∣
2
.
Thus, the desired estimate is obtained as in [22] using (5.18) and δs = ε2.
56 O. Christov, S. Hakkaev / J. Math. Anal. Appl. 360 (2009) 47–56Remark. A natural question is what happens with arbitrary b in the family (1.1). Similar transformations as in the beginning
of this section lead to the curve for b 
= 1
yb−1 y′2 = yb+1 − 2yb + dy−1 − 2e (5.28)
with arbitrary constants d, e (when b equals 1 a logarithm appears). We still have a periodic solution but the estimates of
the period are rather involved. So, we only claim that the result of this section may be valid at least for b ∈ (1,3].
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