Abstract-In this study, we proved that several promising classes of codes based on finite geometries cannot be classified as quasi-cyclic (QC) codes but should be included in broader generalized quasi-cyclic (GQC) codes. Further, we proposed an algorithm (transpose algorithm) for the computation of the Gröbner bases from the parity check matrices of GQC codes. Because of the GQC structure of such codes, they can be encoded systematically using Gröbner bases and their encoder can be implemented using simple feedback-shift registers. In order to demonstrate the efficiency of our encoder, we proved that the number of circuit elements in the encoder architecture is proportional to the code length for finite geometry (FG) LDPC codes. For codes constructed using points and lines of finite geometries, the hardware complexity of the serial-in serial-out encoder architecture of the codes is linear order O(n). To encode a binary codeword of length n, less than 2n adder and 3n memory elements are required.
I. INTRODUCTION
Low-density parity-check (LDPC) codes were first discovered by Gallager [3] in 1962 and were rediscovered and generalized by MacKay [10] in 1999. The methods for constructing LDPC codes can be classified as random and algebraic construction methods. The performance of irregular LDPC codes with code lengths longer than 10 7 bits constructed by random construction methods [10] has been observed to be close to the Shannon limit. However, the encoding of these LDPC codes is quite complex because the code structure is not cyclic or quasi-cyclic.
For several classes of QC LDPC codes, Li et al. [11] proposed efficient methods for determining a generator matrix in a block circulant form from a given block circulant parity check matrix. For GQC codes, Heegard et al. [4] showed that systematic encoding was equivalent to the division algorithm of Gröbner bases, which generalize the generator polynomials in cyclic codes. On the basis of the results reported by Heegard et al., Chen et al. [2] constructed a serial-in serial-out encoder architecture. Thus, the encoding problem for GQC codes was changed to that of the computation of Gröbner bases. For the computation of Gröbner bases for encoding GQC codes, Little [8] provided an algorithm for Hermitian codes, and Lally et al. [6] provided an algorithm for QC codes. However, there exists no algorithm that can be used for all GQC codes.
Our objective is to develop algorithms for the computation of the Gröbner bases for all GQC codes. The special case for which our formula is applicable was identified by Lally et al. [6] for QC codes. In order to apply this formula to the case of GQC codes, we developed a formula with a completely different proof from that of the formula developed by Lally et al.. Our proposed algorithm is based on a novel formula that produces Gröbner basis from that of dual codes. Then, we proved that several promising classes of codes based on finite geometries [13] are GQC codes. Another example of GQC codes is the class of algebraic geometry codes with automorphism groups [4] , including Hermitian codes [8] . It should be noted that GQC codes include two remarkable classes of Hermitian codes and finite geometry (FG) codes besides QC codes. Thus, GQC codes form the vastest algebraic class of linear codes with compact encoder architecture. Therefore, we can choose more appropriate and high-performance codes from among GQC codes than from among QC codes. Further, for codes constructed using points and lines of finite geometries, the hardware complexity of the serial-in serial-out encoder architecture of the codes is linear order O(n). To encode a binary codeword of length n, less than 2n adder and 3n memory elements are required. This paper is organized as follows. Section 2 provides the definition of GQC codes and the Gröbner basis techniques. Section 3 presents the GQC LDPC codes based on finite geometries. Section 4 presents the transpose algorithm for the computation of the Gröbner bases of all GQC codes. In section 5, we prove the linearity of the circuit scale of the encoder architecture for FG-LDPC codes. Finally, this paper is concluded in section 6.
II. PRELIMINARIES
This section provides a brief review of GQC codes; further details can be found in [12] , [14] . In addition, we review the Gröbner bases of modules over polynomial rings; the complete theory of Gröbner basis is referred to [1] . S = {1, 2, · · · , n}. Then, supposing there is a decomposition of S into m disjoint orbits as follows:
where O i ∩ O j = ∅ for all 1 ≤ i = j ≤ m and accordingly, any codeword c ∈ C is split into m shortened codewords:
where c i is a shortened codeword obtained by removing components outside O i . Consider simultaneous local cyclic shifts σ of each c i satisfying
Definition 1: If m < n and σ(c) ∈ C for all c ∈ C, then we call a pair of C and σ a generalized quasi-cyclic code (GQC code).
2 Note that, we deals with all GQC codes; Siap et al. [12] mainly focused on one-generator GQC codes. If l 1 = l 2 = · · · = l m , C is a QC code. Moreover, if m = 1, the code is cyclic. In order to increase the randomness of the codes, the combination of various circulant matrices to generate new GQC codes should be possible [14] .
B. Gröbner basis of GQC codes
Let C be a GQC code with a permutation σ. Under the action of σ , we can decompose c ∈ C into m shortened codewords as described in (2) . Pick c i and label it as c i = (c i,j ) where By the properties of the POT ordering, the Gröbner basis G of module C will have the following form 
, where n 0 := q m − 1 and 0 represents the origin of the geometry. For 0 ≤ µ < m, the µ-flat F in EG(m, q) consists of q µ points of the form 
Note that for
are also linearly independent even if l 0 = −∞. Hence, they span another µ-flat, denoted by α i F. For i = 1, αF is referred to as the right cyclic shift of F. Moreover, it is clear that
An m-dimensional projective geometry P G(m, q) also consists of points and flats. Let F q m+1 be the finite field over F q and α be a primitive element of F q m+1 . Let
Then, β is a primitive element of F q . The nonzero elements in F q m+1 can be expressed as powers of α and used to represent the points in P G(m, q). Note that a projective geometry does not have an origin. Two elements α i and α j represent the same point if and only if α i = ηα j for some nonzero element
Then, a µ-flat F consists of the points in the form
where η t ∈ F q and not simultaneously zero. The total number of µ-flats is N P G (m, µ, q), where
As in the case of EG(m, q), it can be easily shown that
Therefore, all the µ-flats in F G(m, q) can be partitioned into the following f disjoint cyclic classes:
where δ i is the cycle span of F i , and F i is an arbitrary µ-flat in the i-th cyclic class and used as a representative of the class.
be the number of µ 1 -flats and µ 2 -flats in F G(m, q), respectively. Suppose all the µ 2 -flats and µ 1 -flats can be partitioned into f and l disjoint cyclic classes, denoted by (
). An n-tuple over the finite field F 2 whose n components correspond to the n µ 1 The construction of a matrix H whose row vectors are all the incidence vectors of µ 2 -flats over µ 1 -flats in F G(m, q) (refer to Appendix A in [13] ) is discussed below. By constructing all the matrices H ij for each pair of (F i ) and (L j ) with 1 ≤ i ≤ f and 1 ≤ j ≤ l, H can be expresses as follows:
This implies that the incidence vector of αF i is a right cyclic shift of the incidence vector of
Let C Hi be the code generated by the null space of H i . It follows from the structure of H i that C Hi is a GQC code. Hence, C H generated by the null space of H is a GQC code. If µ 1 = 0, C H reduces to a cyclic code. Another special case is that all µ 1 -flats are primitive; for example, µ 1 = 1, m is even, and C H is constructed on the base of P G(m, q) [13] . Then C H reduces to a QC code. It is clear that the null space of H T also generates a GQC code. 2
IV. PROPOSED ALGORITHM
Assume that H is the rPOT Gröbner basis of an m-orbit GQC code C ⊥ . Since H is a basis of C ⊥ , there exists an m × m polynomial matrix A = (a ij ) satisfying
It can be seen that A = (a ij ) is a lower triangular matrix similar to (h ij ), i.e., a ij = 0 if i < j. If C ⊥ (or C) is a QC code, then A(h ij ) = (h ij )A according to [6] . However, this commutativity does not hold in general. We can calculate a ij recursively as follows:
It should be noted that if H is the reduced rPOT Gröbner basis, then A = (a ij ) has the following property: deg a ij < deg a ii for all i > j. This can be proved by induction on j. The first step deg a i,i−1 < deg a ii follows from a i,i−1 h i−1,i−1 + a ii h i,i−1 = 0 from the last condition in (9) . Suppose the induction hypothesis deg a iδ < deg a ii for j + 1 ≤ δ < i. From (9), we obtain
which proves the above mentioned statement. Hereafter, we assume that H is the reduced rPOT Gröbner basis. The transpose polynomial matrix of A can be expressed as 
where a ij is calculated in The scalar product of h i and b j is defined as
where
then, the degree of (11) is less than or equal to β ij . The latter half of the following theorem provides the objective formula for calculating the POT Gröbner basis. Theorem 1: Polynomial vectors (10) satisfy
Moreover,
determines a POT Gröbner basis of the GQC code C (usually not reduced).
Proof:
The proof has been omitted due to space limit. 2 From Theorem 1, we obtain the algorithm for computing the Gröbner basis G of the m-orbit GQC code C from the parity-check matrix as follows.
Transpose algorithm : Input: Parity-check matrix H of a GQC code C. Output: POT Gröbner basis G of C.
Step 1. Compute the reduced rPOT Gröbner basis H from the matrix H by using Buchberger's algorithm.
Step 2. Calculate A = (a ij ) by using (9).
Step 3. Obtain G = {g 1 , · · · , g m }, where
Example 1: We demonstrate the transpose algorithm. Let C 3 be a binary GQC code with l 1 = 6, l 2 = 6, and l 3 = 4 as follows: 
We calculate the reduced rPOT Gröbner basis
There exists a polynomial matrix A = (a ij ) satisfying A[h i ] = 0. From (9), A can be calculated inductively: 
According to Theorem 1, the POT Gröbner basis of the GQC code C 3 can be computed from g ij := t deg a ii a ji mod t l i − 1 . After reduction, we obtain the reduced POT Gröbner basis
V. EFFECTIVE ENCODER IMPLEMENTATION

A. Serial-in serial-out architecture
In the previous sections, we have proposed the algorithm for the calculation of the Gröbner basis G that generates a κ-orbit GQC code C (m is replaced by κ for latter use). Chen et al. [2] have developed a serial-in serial-out hardware architecture to encode the information symbols systematically with the POT Gröbner basis, as an application of the results obtained by Heegard et al. [4] . The architecture generalizes the classical encoder of cyclic codes and involves the division circuits by g ii (t) and multiplication circuits with g ij (t) (i < j).
We describe the method for the estimation of hardware complexity from equations (17) and (18) in [2] . The total numbers of finite-field adder elements A κ and memory elements (shift registers) D κ are given by
We can conclude that the hardware complexity for GQC codes is nearly proportional to the code length since the number of orbits κ is small compared to n.
B. Hardware complexity of FG-LDPC codes
To demonstrate the efficiency of our encoder, we investigated the FG-LDPC codes constructed using points and lines of finite geometries. Further, we investigated the Euclidean geometry EG(m, q) and projective geometry P G(m, q) for all m ≥ 2. There is no origin in projective geometry. Hence, the n points in P G(m, q) can be divided into one cyclic classes of size l 1 = n. If m is even, the incidence vector of each line in P G(m, q) can be partitioned into K 2 := (q m − 1)/(q 2 − 1) cyclic classes of the same size l 1 = l 2 = · · · = l K2 = n (QC codes) [13] . For an odd m ≥ 3, the incidence vector of each line in P G(m, q) can be partitioned into one cyclic class of size l 1 = n/(q + 1) and
be a J × n parity-check matrix constructed using n points and J lines in P G(m, q). A GQC code, denoted by C 
Note that when m is even, the codes are QC PG-LDPC codes and A κ is strictly bounded by n for both type-I and type-II PG-LDPC codes. From equation (14), (15), (16), and (17), we conclude that the hardware complexity of FG-LDPC codes constructed using points and lines is O(n). 2 VI. CONCLUSION In this study, we proved that LDPC codes based on finite geometries (EG and PG) are GQC codes. Further, we presented the transpose algorithm for the computation of Gröbner bases for constructing an efficient systematic encoder. We also demonstrated that the hardware complexity of the serial-inserial-out systematic encoder is the linear order of code-length for FG-LDPC codes. We believe that many new optimum codes can be constructed by manipulating the GQC structure of FG-LDPC codes and that our bindings on systematic encoding might be a key step toward the practical implementation of such codes.
