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Approximations Fnf and HJ to a function f are defined, respectively, as the
partial sums of order n of its expansions in Fourier series and Chebyshev series 
of the second kind, and they are compared, respectively, with the best rigono- 
metric and best algebraic polynomial approximations fE and fB of degree n in 
&JO, 2n] and L,[-1, 11. It is shown that he L, norm off - FJdiffers from that 
off - FE by at most a factor fthe order of log n, and that, similarly, the L1 norm 
off - HJdiffers from that off- fB by at most a factor fthe order of log 12. 
These results arediscussed in the context ofnear-best approximations and minimal 
projections n L,spaces. Also, it is shown that, iffhas a certain type of lacunary 
series xpansion, then FJand Hnf are identical to FE and f B, respectively. 
1. NEAR-BEST APPROXIMATIONS AND MINIMAL PROJECTIONS 
Suppose thatfis an element of a normed linear function space X, and that 
f * is an element of a subspace Y. Then a practical measure of goodness of 
the approximationf * tof can be defined interms of a concept of “near-best” 
(see Mason [l]). Specifically, f* issaid to be “near-best wi hin a relative 
distance p”if 
llf-f* II < (1 + PI llf-f” /I3 (1) 
where fB is any best approximation n Y to f. 
One particularly important type of approximation s formed by a projection 
P of X into asubspace Y. (A projection s a bounded linear map of X into Y, 
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such that Py = y for yin Y). By a standard inequality (Cheney and Price [2]), 
llf - Pfli < II - P II .Wf, 0, (2) 
where Zis the identity map; thus 
llf- Pfll G II z -PII * I-f” II (3) 
for any best approximationfB. But 
and therefore 
lb--pII < 1 +llpll, (4) 
llf- Pfll G (1 + II P//I * lf-f” Il. (5) 
Thus (5) provides a realization of(l), and any projection P has the property 
that Pf is a near-best approximation to f within a relative distance II P 11. 
The infimum of the measure IIP Ij taken over all projections P is termed the 
“relative projection constant,” and any projection for which the infimum is 
attained is called a “minimal projection” [2].
An alternative measure, namely 11 Z- P Ii, is suggested by (3), and any 
projection for which jl Z- P 11 attains its infimum is called a “cominimal 
projection” [2].
Two important choices of{X, Y} are {,!,,[a, b], ZZm} (approximation by 
algebraic polynqmials of degree n to L, functions i  the L, norm, 1< p < co) 
and {&JO, 2~1, ZZn} (approximation by trigonometric polynomials of degree 
n to 2n-periodic L, functions i  the L, norm, 1<p < co). For both of 
these choices of {X, Y}, the best approximationfB in Y to anyfin Xexists and 
is unique for each p, 1 < p < co (see [3]). The best approximation is not 
generally known explicitly, except when p = 2, but the minimal and 
cominimal projections are known for all p in the case of trigonometric 
approximation. Indeed the Fourier p ojection F, , amely the partial sumof 
order n of the Fourier series off, is minimal nd cominimal in every&JO, 27r] 
(Golomb [4, p. 2541). Inthe particular caseof the space c,,, of continuous 
periodic functions, F,, isthe unique minimal projection (Cheney, etal. [5]), 
and (see [2]) the relative projection constant is 
II F,, l/m = A, = & 1”” )Sin$n;f’)t 1 dt.
0 2 
The quantity X, ,the n-th Lebesgue constant, hasthe asymptotic behaviour 
(see [2] or [4]): 
A, = 4 log n+ O(1). (7) 
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The Chebyshev polynomials T,(x) and U,(x) of degree n of the first and 
second kinds are defined by: 
T,(x) = cos n0, uvsx> =
sin@ + l)O 
sin0 ’ 
where x = cos 6, and the systems {Tk} and U,} are orthogonal with respect 
to the weight functions (1 - x2)-1/z and(1 - x2)1/z, respectively, on [ - 1, 11. 
Partial sums of orthogonal expansions areprojections; n particular, denoting 
by G,f and H,f, respectively, the partial sums of order IZ of the xpansions 
off in {Trc) and {U,}, we have that G, and H, are projections. From (6), 
Golomb [4] immediately deduces that, in{C[-1, 11, n,}, 
II Gn llm = h, . (9) 
This follows byidentifying f(O)in &,, with f(x) in C[-1, l] under the 
transformation x = cos 8. In this case G, is not a minimal projection, 
although t e relative projection c stant isknown to lie in the interval 
(A, - 1)/2 < x < A, (see [2]). 
In terms of our terminology of “near-best” approximations, (9) e tablishes 
that Fnp is near-best wi hin a relative distance A, in {c,, a-}, and (9) 
establishes that G,f is near-best within a relative distance A, in {C[- 1, I], L7,}. 
The latter result isalso proved by a different approach byPowell [6], using 
properties of orthogonal po ynomials. If we denote by Pnwf the partial sum 
of order it of the xpansion off in polynomials { &} orthonormal with respect 
to a (nonnegative) weight w on [a, b], then (see, .g., [6]) 
llf- Pnwfl!m < (1 + 4 . II-f” I’, (10) 
where 
(11) 
For the particular choice {T,}, heshows that 
u - A,. n (12) 
In Section 2 of the present paper we give results on near-best L, approx- 
imations by Fourier series and Chebyshev series ofthe second kind, which 
are analogous to the above results on near-best L, approximation by Fourier 
series and Chebyshev series of the first kind. First, we show that 
II Fn Ill G 4, , (13) 
and, hence, I;;, is near-best wi hin a relative distance A, in {&[O, 277-1, fin). 
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Next, by making asuitable transformation, we areable to deduce imme- 
diately from (13) that 
II Hrz Ill < Ll 3 (14) 
and, hence, that H, is near-best wi hin a relative distance hnfl in 
{&[-I, 11, n,}. We also give an alternative proof of the latter result, 
following theorthogonal po ynomial approach ofPowell [6]. Specifically, 
we establish that 
where 
and, in the case of {U,<}, we show that 
and 
7, G L (17) 
7 - hz+, + O(l). n (18) 
We remark that we have not obtained equality n any of the relations (13) 
(14), or (17). Moreover, we have not yet been able to give an explacit 
characterization of he relative projection constant either in{&[O, 2~],17,} 
or in {L,[-1, ],17,}. 
2. NEAR-BEST L, APPROXIMATIONS 
In this ection we retain all the notation fSection 1;in particular, F, , 
P,“, and H, denote projections f rmed by partial sums of Fourier series, 
orthogonal polynomial series, andChebyshev series ofthe second kind, 
respectively. 
THEOREM 2.1. 11 F, II1 < A,. 
Proof. For any f in &[O, 27~1, Dirichlet’s formula holds (compare 
17, p. 1201): 
(19) 
where 
D,(t) = 
sin(n + $)t 
sin it o-4 
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From (19) 
Reversing the order of integrations n (21) (by Fubini’s theorem), using the 
periodicity off, and recalling thedefinition (6)of A, , we obtain 
ll(~nfP>lll G hz * llf(m > 
and the required result follows. 
From 2.1 and (5) we deduce: 
(22) 
Q.E.D. 
COROLLARY 2.2. ll.f- F’Jll, < (1 + An) . Ilf-f” 111. 
COROLLARY 2.3. // H, (jl < A,,, .
Proof of 2.3. For any f in &[-I, I], definejO E~,[O, 2771 by 
f”(e) = sin 0 *f(cos 0). 
From the definition (8)of {U,] it follows that 
Fn+,fO = (fW”. 
Since fO is odd and periodic, 
(23) 
(24) 
= 2 
J 
1 / f(x)1 sin e de = 2 j’ -l I f(x>l dx
= 2 llflll * 
Similarly, from (24), 
(25) 
II Fn+,fO 111 = 2 II Hnfll~ . (26) 
Hence the required result follows by substituting (25) and (26) into (22). 
Q.E.D. 
From 2.3 and (5) we deduce: 
COROLLARY 2.4. Ilf- HJIII < (1 + &+I) */if-f” 1’1 . 
188 FREILICH AND MASON 
Corollary 2.4 may alternatively be obtained from first principles by 
Powell’s approach [6] as follows: 
THEOREM 2.5. Ilf- Pnwfjll < (1 + T,) 3llf-f” ljl. 
Proof. Set E= f - Pnwf and &’ = f - f”. Then (compare [6]) 
(27) 
k=O 
Taking moduli, applying standard inequalities, and integrating, 
Reversing the order of integrations (by Fubini’s theorem) and applying 
HGlder’sinequality, we ob ain (27). 
LEMMA 2.6. For the orthonormal system 
{+k) = [J+ (ihl, 
7, G A?%+1 and T, = A,,, + O(1). 
Proof. In this case, w(x) = d/(1 - x2). Setting x = cos f3 and y 
in (16), 
2 n n+1 
7 n=ot$!!&, o s Ix 
sin kt’ sin k$ de, 
k=O 
1 57 n+l 
= mfx- s lx 7-r 0 
cos k(0 - +) - c 
k=O 
TZ+’ cos k(8 + #) ( d8, 
k=O 
-:“; [I D,t,(e - $11 + I &t,@’ + $)I1 de> 
cos l) 
(29) 
(30) 
where Dn+l is defined by(20). The integral in (30) is independent of #, 
and hence, setting zj = 0, 
7, G L1* (31) 
Also, setting Z,!I = ~12 in the integrand i  (29), 
sin kB sin $ de. (32) 
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By summing the series in (32) and applying analysis milar to that on p. 213 
of [7], itis straightforward to showthat 
7, 3 $ log; (n + 1). 
The required results follow from (7), (31), and (33). Q.E.D. 
Clearly, Corollary 2.4is an immediate consequence of 2.5 and 2.6. 
3. BEST APPROXIMATIONS AND LACUNARY SERIES 
A basic property of the Chebyshev polynomials (see [l]) is that 21-“T,(~) 
and 2-“U,(x) are the best manic polynomial approximations of degree n 
to the zero function in L,[- 1, I] and L,[- 1, 11, respectively. It immediately 
follows that, iffis apolynomial of degree iz+ 1, then the partial sums of 
order n of its {Tk} and {U,} expansions are, respectively, its best L, and L, 
polynomial approximations of degree n. Similar, butmore general results 
hold for various functions f having lacunary series expansions (i.e., xpan- 
sions inwhich “almost all” coefficients are zero). For example, if bis any odd 
integer greater than one and a is any real number of absolute value less than 
one, then the function 
f= i$ aiT& (34) 
is in C[-1, I] and has the property (p. 132 of [7]) that, for every n, the 
partial sumof order IZ of its {Tk} expansion is precisely its best L, polynomial 
approximation of degree n.The function 
f = f ai cos b%’ 
i=O 
(35) 
is related under the transformation x = cos 19 to the function f of (34) by 
the identity 
j(B) = f(cos e) = f(x). 
Hence ll.f@llm = Ilf(411m andII(F,~)(~)/l, = li(G,f)(x)~L , and we deduce 
that p has the property that he partial sum of order II of its Fourier series is 
precisely its best L, even-trigonometric approximation of degree n.
It is interesting thatj, asdefined in (35) is in fact the Weierstrass function 
([7, p.1281) which, for / ab 1 > 1, is nowhere differentiable. However, for 
j ub I < 1, (35) may be differentiated term byterm to yield a uniformly 
convergent xpansion. 
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We now prove some analogous results inthe L, norm for lacunary series 
and Chebyshev series ofthe second kind. 
Consider a real function f having an expansion 
(36) 
in which each ci is nonzero and {ki} is a sequence ofintegers satisfying 
k, = 0, k, > 0, 
(ki,, + 1) = r&h + 1) (i 2 11, 
(37) 
where each ri is an integer g eater than one. For every nwe denote the best 
L, polynomial approximation of degree n to f by fnB. Now, using the 
definition of UI, and the transformation x = cos 8, we obtain from (37) that 
&q+,(x) = 
sin(ki+l + l)O 
sin 0
= sin(ki + l)O . sin ri(ki + l)O 
sin 19 sin(ki + l)O ’ 
Thus 
where 
(38) 
Ri(X) =
sin ri(ki + 1)O 
sin(ki + I)8 
for x = cos e. 
Clearly Riis a polynomial inx of degree (ri - l)(k, + 1). Also 
sin ri* 
Ri(x) = ~ 
sin 4 ’ 
where # = (ki + 1)13, 
and hence 
! &WI < ri for all x in [----I, 11. (39) 
If, for any given m, we define 
M=k,+l-l, (40) 
then it is clear from (36) that HNfis identical to H.&for every N such that 
km =S N < kn+l . (41) 
Now, if f is continuous, a sufficient condition for HMf to be the best L, 
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approximation fMB is that f- HMf should have precisely A4 + 1 changes 
of sign occurring at the A4 + 1 zeros of U,,, (see [l] or [3]). Thus, if we can 
show that 
(i) f is continuous, and 
(ii) for each m, 
f - HMf = UA4+1(x) * @w&4 (42) 
where di, does not change sign on [-1, 11, then it will follow that HMf is 
identical withfMB. It will then further follow that, for every N satisfying (41), 
HNf is identically fNB, and hence that Hnf is identically fnB for all n. In the 
following theorem and corollary we give restrictions on {ci} and {ri} which 
are sufficient to sure the two required properties. 
THEOREM 3.1. If {ci} is bounded and if, for every m, 
(43) 
then the series (36) is uniformly convergent, f is in C[-1, 11, and Hnf is 
identically fnB for every n. 
ProoJ Since 1 Uk, 1is bounded by ki + 1, the xpansion (36) is majorized 
by 
I co I + I cl I . (k, + 1) + f’ I ci I . Pi + 1) 
i=2 
= I co I +I ~1 I . (k, + 1) + so&, + 11, by (37) and (43). 
Thus (36) is uniformly convergent a d, hence, f is in C[-1, 11. Now, from 
(3% 
f - HJ = f c&,(x) = UM+I(X) * @&), 
i=m+l 
where 
BY (3% 
I @WA I < I Gn+1 I + I &la I
and, hence, @ is in C[- 1, 11. By (43), ‘ib, does not change sign in [-1, 11. 
640/4/z-6 
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COROLLARY 3.2. If has the expansion 
f- f ai~,i~,(x), 
i=O 
where bis any integer g eater than one and a is any real number such that 
0 < / abl < 4 (45) 
then the series (44) is uniformly convergent, f isin C[-1, 11, and H,f is 
identically fnB for every n. 
Proof. In this case, 
Hence 
ci = ai and ri = b. (46) 
= f j a Ii &-m-l = 1 ab 1 m+l 
i=m+Z l--lab1 *Ia’ ’ 
< I a lm+l = I cm+, I, by (45). 
Since ] aI < 1, s, is convergent a dthe result follows immediately from 3.1. 
Q.E.D. 
The function 
f”(0) = 2 Ci Sin(ki + l)O 
i=O 
is related to fof (36) by 
f”(e) = sin 8.f(cos 0). 
Hence, as in the proof of 2.3 above, 
llf” IL= 2 Ilf Ill and II Fn+,f" 111 = 2 II Hafill 3 
and we deduce that, when {ci} satisfies th  hypotheses of Theorem 3.1, the 
partial sum Fn f O of the Fourier series off” is precisely the best L, odd- 
trigonometric approximation of rder n to fO. 
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