An accumulation of seismic moment data gathered over the previous decade justifies a new attempt at a comprehensive statistical analysis of these data: herein, more rigourous statistical techniques are introduced, their properties investigated, and these methods are employed for analysis of large modern data sets. Several theoretical distributions of earthquake size (seismic moment-frequency relations) are described and compared. We discuss the requirements for such distributions and introduce an upper bound or a 'corner moment' for a distribution to have a finite energy or moment flux. We derive expressions for probability density functions and statistical moments of the distributions. We also describe parameter evaluation, in particular how to estimate the seismic moment distribution for the largest earthquakes. Simulating earthquake size distributions allows for a more rigourous evaluation of distribution parameters and points to the limitations of the classical statistical analysis of earthquake data. Simulations suggest that several earthquakes approaching or exceeding the corner magnitude (m c ) limit need to be registered to evaluate m c with reasonable accuracy. Using the Harvard catalogue data, we compare moment distribution parameters for various temporal spans of the catalogue, for different tectonic provinces and depth ranges, and for earthquakes with various focal mechanisms. The statistical analysis suggests that the exponent b is universal (b=0.60-0.65) for all moderate earthquakes. The corner moment (M c ) value, determined by the maximum-likelihood method, both in subduction zones and globally, is about 10 21 N m, corresponding to the corner moment magnitude m c #8.0. For midoceanic earthquakes, m c is apparently smaller for spreading ridges, it is about 5.8, and for strike-slip earthquakes on transform faults it decreases from 7.2 to 6.5 as the relative slip velocity of faults increases. We investigate the seismic moment errors, both random and systematic, and their dependence on earthquake size. The relative errors seem to decrease for larger events. The influence of moment uncertainties on the parameter estimates is studied. Whereas the b values do not appear to be significantly influenced by the errors, for the corner moment large errors can lead to substantially biased estimates. We compare the Harvard catalogue results with the earthquake data from instrumental catalogues in the first three-quarters of the 20th century. Several very large earthquakes (mi9) occurred around the middle of the century. Their magnitude values cannot be fitted by a modified Gutenberg-Richter law with m c =8.0-8.5. Among other factors, this discrepancy can be explained by either substantially higher errors in the earlier magnitude values, or by m c being higher for some subduction zones. It is unlikely that data available presently or soon will be sufficient to determine the corner magnitude of 9 and above, with reasonable precision, using purely statistical methods.
earthquake catalogues of seismic moment solutions are greatly expanded; thus we can significantly amplify our study of the earthquake size distribution. The seismic moment distribution has recently been the subject of investigation by many researchers (Utsu 1999; Godano & Pingue 2000; Main 2000; Leonard et al. 2001) . These studies confirm the universality of the scaling parameter (b) for the moment-frequency relation.
One major reason to study the seismic moment distribution is to compare it with estimates of tectonic deformation and to draw appropriate conclusions. The development of space geodesy and quantitative plate tectonics has provided new data for such a comparison. Kagan (1997 Kagan ( , 1999 inferred the parameter values of the earthquake size distribution from this relation and suggested that the maximum earthquake size also has a universal distribution within the continents and their boundaries.
The size distribution for small and moderate earthquakes is known: their sizes follow the Gutenberg-Richter (G-R) relation. A similar conclusion is valid for moderate and large earthquakes distributed over large seismogenic regions (Utsu 1999 ). However, the major part of tectonic strain is released by the largest earthquakes, the distribution parameters for which are still little known.
We use the notation M for the scalar seismic moment and m for the moment magnitude:
where lg=log 10 and M is measured in newton metre (N m). The magnitude calculated using eq. (1) is used here only for the purposes of illustration; all pertinent computations are carried out with the moment M-values. This paper describes theoretical statistical distributions of scalar seismic moment and applies these distributions in order to estimate distribution parameters from earthquake data. In a companion paper (Kagan 2002) we discuss the seismic moment conservation principle and draw conclusions by comparing the tectonic moment rate and seismicity parameters.
In Section 2 we summarize expressions for the theoretical statistical distributions that are either most often used in practical work, or are important as distributions best fitting the available data. We also discuss the general requirements for such distributions (Section 2.2.1). In Sections 3 and 4 statistical techniques for parameter evaluation are considered. Since the standard statistical methods are not effective in the estimation of the upper bound for seismic moment, we employ a simulation (Section 4) to infer estimates properties. The statistical techniques described in the previous sections are applied in Section 5 to the analysis of seismic data, primarily the Harvard centroid moment tensor (CMT) catalogue (Dziewonski et al. 2001) . We investigate the behaviour of distribution parameters by comparing different tectonic regions, time spans and earthquake focal mechanisms. We also analyse errors in earthquake size determination and the influence of these errors on the parameter estimates. Finally, in Section 5 we discuss possible reasons for the discrepancy between the Harvard data and earlier instrumental catalogues. In a short Discussion section we present arguments for the universal nature of the proposed moment-frequency relation and offer possible explanations for many results, based on magnitude distribution analysis, which seem to contradict this conclusion.
T H E O R E T I C A L D I S T R I B U T I O N S

Gutenberg-Richter relation
The earthquake size distribution is usually described using the G-R (Gutenberg & Richter 1941 , 1944 magnitude-frequency relation
where N(m) is the number of earthquakes with magnitude im, and a and the b are parameters: a characterizes the seismic activity or earthquake productivity of a region and b parameter describes the relation between small and large earthquake numbers, b#1. Expression (2) has been proposed in the above functional form by Vilfredo Pareto (1897, p. 305, his eq. 1) for the financial income distribution. Given the limited sensitivity of seismographic networks, small earthquakes are not completely sampled in earthquake catalogues. This makes it necessary to introduce a catalogue completeness threshold (observational cut-off) m t and truncate the distribution from the left:
where a t is the logarithm of the number of earthquakes with mim t . If the catalogue completeness threshold is constant in time, we can separately analyse two distributions: a temporal sequence of earthquake numbers and earthquake size. The temporal distribution of event numbers is usually assumed to follow the Poisson law (Molchan & Podgaetskaya 1973; Kijko & Graham 1998) or the negative binomial law . In this work we study the earthquake size distribution.
The original G-R distribution (3) can be transformed into the Pareto distribution for scalar seismic moment M
where b is the index parameter of the distribution, b = 2 3 b (see eq. 1). Clark et al. (1999) and Ogata & Katsura (1993) suggest using a formula that incorporates non-observation of small faults or earthquakes into the size distribution. This solution is problematic. Although catalogue compilers try to ensure completeness above the threshold, the selection of smaller (below the threshold) earthquakes undergoes many unreported significant changes and variations. Thus, a distribution of these smaller earthquakes may not have statistical stability, and, therefore, standard statistical methods may result in doubtful interpretations. In particular, such estimates, if carelessly used, may distort the conclusions (estimates or inferences) concerning not only the incomplete part but the distribution as a whole.
Seismic moment upper bound
Simple considerations of the finiteness of the seismic moment flux or of the deformational energy, available for an earthquake generation (Wyss 1973; Knopoff & Kagan 1977; Sornette & Sornette 1999) , require that the Pareto relation (4) be modified at the large size end of the moment scale. The distribution density tail must have a decay stronger than M x1xb with b>1.
This problem is generally solved by introducing into the distribution an additional parameter called the maximum or corner moment (M x or M c ). Anderson & Luco (1983) propose truncation from above at m x of either the cumulative distribution, or its density (the first derivative), or the second derivative of the distribution. Since the first two of the above laws are still widely used in earthquake hazard studies, we briefly consider their properties as applied to the seismic moment distribution. For convenience we refer to these relations as the characteristic and the truncated Pareto distributions.
The distributions considered later in this section have one point in common, they incorporate a parameter that in some way accommodates a change from a power law to a more rapid decay in the tail. Although, as the references above (see also Utsu 1999) show, there are many ways in which this can be accomplished, we discuss below four distributions: two of them are selected since they are used extensively in seismic hazard studies, and the remaining two since, as we show in Section 5, they provide the best fit to available empirical data. For convenience, the most relevant properties of the selected alternatives are listed in the rest of the section.
Requirements for seismic moment distribution
Several requirements can be formulated for the statistical distribution of the seismic moment.
(A) The distribution should have an extended scale-invariant part, describing small and moderate earthquakes. Many attempts to find a breakdown of the scaling relation for moderate, small and microearthquakes have not yielded reliable results (see discussion on the potential b-value change in the last paragraph of section 5.2.2). The scale invariance extends to acoustic emission events (see Lei et al. 2000 and references therein), i.e. to scale length of the order of millimetres. Molecular dynamics simulations (Omeltchenko et al. 1997 ) and laboratory experiments (Fineberg & Marder 1999) suggest that the fracture selfsimilarity extends to the molecular scale, i.e. to a scale length of the order of 10 x6 mm. Although we cannot yet estimate the seismic moment for small earthquakes, acoustic emission events and dynamics simulations, nor compare their powerlaw exponent directly with large earthquake results, still the scale invariance of these processes suggests that the power-law behaviour may be universal.
(B) The distribution should have a small number of free parameters: if we assume (see the previous item) that below the upper bound earthquakes follow a power-law distribution with a universal exponent b, available data on the seismic moment distribution do not seem to require and do not support more than two degrees of freedom (Utsu 1999, his Table 2 ).
(C) A sharp cut-off at the large-event distribution tail is not warranted, since it contradicts the known behaviour of dissipative physical dynamic systems that require a smooth transition. Moreover, as any physical quantity, the seismic moment is determined with an error. Hence, its distribution cannot have a sharp upper truncation limit. To avoid the above criticism, we may replace the abrupt truncation by a soft Gaussian-like roll-off, but difficulties still persist. Such a taper either introduces an additional degree of freedom in the distribution description, or, if the width of the roll-off filter is assumed on a priori grounds, such an assumption cannot usually be rigorously justified.
Below we consider four theoretical distributions used to describe seismic moment-frequency relation:
(a) the characteristic distribution; (b) the truncated Pareto or G-R distribution; (c) the tapered G-R (Pareto) distribution (TGR) and (d) the gamma distribution.
These distributions have a scale-invariant, power-law part for small and moderate earthquakes, whereas the right-hand tail of the distributions is controlled by an M x or M c value. We use M xc , M xp , M cm , M cg , for the upper bound seismic moment of each distribution in points (a)-(d), respectively. In the last two cases the limit at the tail of the distribution is not a 'hard' cut-off as in items (a) and (b), but a 'soft' taper, so it would be more appropriate to refer to M cm and M cg as a 'corner' moment.
In his review, Utsu (1999) considers many theoretical magnitude-frequency relations proposed by various researchers. Most of these equations can be easily transformed into distributions of seismic moment or energy; however, many relations would violate the conditions (A)-(C), outlined above. Utsu (1999, p. 518 ) calls two of our distributions (b) and (d), 'truncated Gutenberg-Richter' and 'generalized Saito' equations [his cases (b) and (g)].
Here C(a, x) is the incomplete gamma function (Abramowitz & Stegun 1972, p. 260) :
where C(a) is the gamma function, and
Gamma distribution
Previously, we used the gamma distribution (with a negative index parameter, b, and truncated from below) to describe the earthquake size distribution (Kagan 1991 (Kagan , 1993 (Kagan , 1999 . In this distribution, the exponential taper is applied to the probability density, not to the cumulative function. The gamma distribution has the PDF
where C is a normalizing coefficient and M cg is a corner moment parameter.
or, using eq. (15)
For M cg &M t the coefficient C#1. For the next-order approximation, we may keep only the first term in the square brackets.
The gamma function C(2xb) changes slowly in the range of b-values encountered in moment-frequency relations: for values of b equal to 2/3 or to 1/2, the gamma function is C(2x2/3)= 0.893 or C(2x1/2)=0.886. The complementary function is
and the kth-order statistical moment about the origin is
We display all four theoretical curves and the G-R law in Figs 1(a) and (b), where they are used to approximate the empirical seismic moment-frequency relation (survivor function) for the Harvard catalogue.
E S T I M A T I O N O F S E I S M I C M O M E N T D I S T R I B U T I O N P A R A M E T E R S
We apply the maximum-likelihood method to estimate the parameters M x , M c and b from catalogue data. Since in many cases only one parameter needs to be evaluated and this problem is usually easier, we review this case first.
One-parameter estimation
Estimation of the b
For the unrestricted G-R relation (4) the log-likelihood function (l 0 ) for n observations of the seismic moment is
By equating its derivative to zero (hl 0 /hb=0) and solving the resulting equation, we obtain the maximum-likelihood estimate (MLE) of b (cf. Deemer & Votaw 1955; Aki 1965) :
Seismic moment distribution: I 523 with a standard error
For further discussion on the MLE and other estimates of the Pareto distribution index see Clark et al. (1999) . For distributions incorporating the maximum or corner moment, we can estimate b by truncating the distribution at M u (well above the assumed or known M x or M c values) and using the MLE solution of Deemer & Votaw (1955) to obtain the b-value. Page (1968) proposed a similar solution for magnitude data. The MLE equation for b ,
can be solved by iteration. The standard error of estimate (24) is
where
We truncate in some of our b estimation procedures instead of applying a two-parameter approximation, in order for estimates to be independent of the assumptions about the moment upper bound. These results can be used as a test of the evaluation techniques. Empirical results (Section 5) show that the loss of estimate accuracy owing to the truncation is minor.
Estimation of the maximum or corner moment
As we argue (Kagan 1997 (Kagan , 1999 , the moment-frequency distribution is universal: the b-value is the same for all earthquakes. If this is the case, for b=constant, a simpler estimate of the corner moment can be derived.
For the truncated Pareto distribution the log-likelihood is
The function l reaches the maximum at the value of M xp =M n , where M n is the maximum observed earthquake moment in a sample of n earthquakes (Pisarenko 1991; Kijko & Graham 1998) . The MLE of M xp is biased. Pisarenko (1991) and Kijko & Graham (1998) propose to correct for the bias by using the estimatẽ
We define the reciprocal of the corner moment as
For the gamma distribution (case M cg &M t ) 
and the variance of g can be found as a reciprocal of the second derivative of the log-likelihood: We also show the approximation of the empirical distribution (thick solid line) by five theoretical curves: the characteristic distribution (the complementary cumulative function truncated at the maximum moment), dotted line; the truncated Pareto distribution (the probability density function truncated at the maximum moment), dash-dotted line; the tapered G-R law (the exponential taper is applied to the complementary cumulative function), solid line; the gamma distribution (the exponential taper is applied to the probability density), dashed line; the original G-R law (without the upper bound), dotted line.
For the TGR distribution the MLE of g m is the solution of the following non-linear equation:
the root of the equation can be found by iteration. The standard deviation is
Approximate standard errors for the corner moment can be calculated, using eqs (1), (30) and (32), as
and for magnitude
These linearized equations perform reasonably well for large catalogues, whereas for smaller data sets, the standard errors, which are based on asymptotic formulae, fail to provide a good description of the variation of the estimate. Kagan & Schoenberg (2001) propose an estimate of the corner moment for the TGR law based on statistical moments of the size distribution.
where M = 1 n g M i , is the average seismic moment. The simplicity and closed analytic form of the equation for M cm make calculating the estimate especially easy, since the problem of poor convergence for eq. (31), discussed in Sections 4.2.1 and 4.2.2, is avoided. Kagan & Schoenberg (2001) study properties of this estimate and compare it with other estimates of the upper bound of the TGR distribution. They also propose a formula for the bias correction in eq. (35).
The average (mean) likelihood estimate (ALE) (Jenkins & Watts 1968, eq. 4.4.15) of g is defined as
where L(g) is the likelihood function. Kagan & Schoenberg (2001) discuss properties of this estimate. The uncertainty estimates (s) obtained in this section and below are based on an asymptotic theory of statistical inference generally valid when the number of random variables is greater than 30-50 (Jenkins & Watts 1968) . Although the number of earthquakes involved in the b determination regularly exceeds 30, so that standard errors give an appropriate measure of uncertainty, the situation differs in determining the corner moment. Only for a few of the largest earthquakes in a catalogue is the pure G-R relation (4) usually inadequate; thus, only these events influence the evaluation of M c . Hence, the asymptotic formulae obtained above and hereafter only approximately measure the corner moment estimate uncertainty. We discuss this problem further below [see, in particular, the paragraphs around eq. (47)].
Two-parameter estimation
The logarithm of the likelihood function for the TGR distribution eqs (11) and (12) is
In Appendix A we obtain appropriate expressions for determining MLEs for b and M cm as well as their errors. The logarithm of the likelihood function for the gamma distribution eqs (16) and (17) is
From this expression (see also eq. 6 in Kagan 1991) an advantage of the TGR relationship over the gamma distribution is clear. For the gamma distribution the normalizing coefficient involves the incomplete gamma function, which complicates the formula and its computation.
In Figs 2(a) and (b), we display the maps of the log-likelihood function for two parameters of the gamma and of the TGR distribution. In both plots, the 95 per cent confidence contours are approximately ellipsoidal, and the axes of the ellipses are only slightly inclined, suggesting that the correlation between the parameter estimates (Jenkins & Watts 1968, Ch. 4.3.4) is small. The correlation between the b and m c estimates for the gamma distribution appears to be stronger than that for the TGR relation. Isolines for higher confidence levels extend towards large moment values; in similar maps for smaller earthquake catalogues, even the 95 per cent isoline reaches Mp?. This asymmetry of the likelihood function in the moment scale signifies that standard errors eqs (32)-(34) only measure the uncertainty approximately. In general, upper and lower limits need to be evaluated. In the next section we discuss several other indicators of the m c uncertainty.
When these plots are compared with similar maps obtained for a smaller magnitude threshold (m t =5.6, see Fig. 2 in , the comparison demonstrates that with a lower m t value we can better estimate b. However, to ensure the completeness of the catalogue in the case of m t =5.6, its time span is smaller. As a result, the estimate of the corner magnitude shows better accuracy in the present plots. 
Simulation technique
Three of the four distributions described in Section 2 could be easily simulated; for the gamma distribution only the simulation process involves solving a transcendental equation with an incomplete gamma function, which may present a problem for certain applications. For the characteristic distribution, synthetic values of the seismic moment are obtained as
where R is a random variable uniformly distributed in the interval (0, 1]. For the truncated Pareto distribution
And, finally, for the tapered G-R relation we follow the suggestion by Vere-Jones et al. (2001) . We generate two random variables
and
and then obtain the simulated seismic moment as Fig. 3 shows the seismic moment distributions for three catalogues simulated according to eqs (39), (40) and (43), as well as their theoretical distributions. For display purposes the curves for the truncated Pareto and the tapered G-R distribution are multiplied by 0.1 and 0.01, respectively. Even for catalogues of 1000 events these curves demonstrate that random fluctuations are significant at the distribution tail, and synthetic distributions behave similarly to observed curves (Figs 1a and b).
Simulation results for TGR distribution
For the TGR distribution Kagan & Schoenberg (2001) describe the results of simulating earthquake catalogues and evaluating the corner moment. In this paper, we expand their results for . Earthquake cumulative number versus log seismic moment for three simulated earthquake catalogues. The simulated moment (M) follows the characteristic, truncated Pareto and tapered G-R distributions. The curves (solid lines) show the numbers of events with moment greater than or equal to M. Each catalogue has 1000 events. For better visibility, curves for the truncated Pareto and the tapered G-R distribution are multiplied by 0.1 and 0.01, respectively. We also show the approximation of curves by three theoretical curves (dashed lines). In addition to the relations listed above, the unrestricted G-R law, eq. (4), is shown by a dotted line. the one-parameter estimation by evaluating the standard deviation, using eq. (34), by estimating the reciprocal of the corner moment, and the probability of rejecting the G-R relation (4) for a catalogue. We also apply two-parameter evaluation formulae to synthetic catalogues and derive the properties of these estimates. Finally, in the next section, we apply these statistical methods to model empirical earthquake distributions.
To simplify the expressions, in this section we use a reduced seismic moment
where M t is the observational moment threshold, i.e. setting, in effect, M t =1. For the corner moment of the TGR we use three expressions:
Following eq. (44), the reduced moment magnitude can be expressed as s c =m c xm t .
One-parameter results
In Table 1 we simulate from 10 4 to 10 6 catalogues, using the TGR distribution with the reduced corner moment S c =1000. The number of events in a synthetic catalogue and the corner moment value are selected to reproduce properties of earthquakes in the Harvard catalogue (see Section 5). To solve eqs (24) and (31) we use the drtmi subroutine of the IMSL (fortran) package. For very small catalogues, with the number of events below 50, the iteration solution for s c eq. (31) does not always converge.
We obtain MLEs of relevant parameters and estimate their uncertainties first by calculating the standard errors of MLEs (s ŝ ) and then by computing the standard error ŝ as in eqs (32)-(34). The aim is to compare actual simulation scatter with theoretical estimates (for example, s ŝ versus ŝ s ).
We obtained the estimates of all the parameters, i.e. b and the upper bound parameters in eq. (45). The individual MLEs of S c , g and s c are related by eq. (45)-the maximum of the loglikelihood function does not depend on the argument of the function. However, the average estimate values and average standard errors for these variables, displayed in Tables 1 and 3 are different: we sum up the values in a linear, reciprocal or logarithmic space, respectively.
As with the estimates of the upper bound for the truncated G-R law (see eq. 27), the MLE of the corner magnitude is biased (see Kagan & Schoenberg 2001) . This bias increases as the catalogue size diminishes (the true s c -value in Table 1 is 2.0). The estimates of the standard deviation (ŝ s ) are close to s c variations; for large catalogues the difference is imperceptible: ŝ s /s ŝ =0.97 for n=5000, whereas for n=50 the ratio ŝ s /s ŝ =0.89. Hence eq. (34) can be used to evaluate estimation errors for large data sets.
Other estimates of the upper bound (Ŝ c and ĝ) do not behave as well as the MLE for the corner magnitude, ŝ c . Although the corner moment estimate is not substantially biased and both of its standard error estimates are similar: ŝ S /s Ŝ =0.98 for n=5000, for n=50 the ratio ŝ S /s Ŝ =1.15, its coefficient of variation is large. It increases from ŝ S /Ŝ =0.19 for n=5000 to ŝ S /Ŝ =1.55 for n=50. Kagan & Schoenberg (2001) show that a distribution of the corner magnitude MLE can be well approximated by a Gaussian law. This means that the MLE of the corner moment should follow a log-normal distribution. Godano & Pingue (2000) also found that empirical estimates of the maximum moment are distributed according to the lognormal law. The log-normal distribution has a heavy tail; thus, some of the estimates are very large, increasing the standard deviation of the MLE distribution significantly.
The estimates of the corner moment reciprocal (g) exhibit a relatively large bias (Table 1) : for n=50 the multiplicative bias reaches 0.15. Estimates of the standard error eq. (32) underestimate the uncertainty too; ŝ g /s ĝ =0.45 for n=50.
The probability values in the last column of Table 1 show the ratio of catalogue numbers for which the pure G-R relation (the null hypothesis) could be rejected at the 95 per cent confidence level in favour of the TGR distribution. The test involves calculating the difference between the log-likelihood functions (eqs 21 and 37) for these two distributions. Since the pure G-R relation is a special case of the TGR law (with gp0), twice the difference of two log-likelihood maxima, 2(lxl 0 ), should be distributed asymptotically as a x 2 (1) variable (the chi-squared distribution with one degree of freedom). Therefore, n, the number of events, ŝ c ts s , simulated average reduced corner magnitude and its standard deviation, using eq. (31); ŝ s , average standard deviation, using eq. (34); bts b , b-value and its confidence limits, using eq. (24), b is measured between s=0 and s u =1.5; ĝts g , reciprocal of the reduced corner moment and its standard deviation; 'G-R Prob', the probability of the pure G-R law to be rejected at the 95 per cent confidence level.
corresponds to 95 per cent confidence limit (Abramowitz & Stegun 1972) . For small catalogues (n=50) the probability in the table is close to 5 per cent. The 95 per cent confidence limit signifies that 5 per cent of the data sets, even those satisfying the G-R relation, would have been rejected by the test owing to random fluctuations. Thus, such small catalogues yield almost no useful statistical information on whether the upper bound of the earthquake size is finite. For a catalogue with n>750 events, the probability of rejection (the correct answer) is high; almost all catalogues would be recognized as having a finite value of the corner moment. Simulations also show that in 95 per cent of all catalogues with about 667 events the null hypothesis would be rejected; for n=340, it would be rejected by the test for 50 per cent of catalogues.
Further analysis indicates that in terms of hypothesis testing, the number of events exceeding s c is important. Those catalogues having a different total number of events, but on average the same number of large events (n c ), behave similarly in the test. To calculate n c we use eq. (11):
where n is the number of earthquakes in a catalogue. For the examples above, the n c -values are 2.46 and 1.26, respectively (see also the last column in Table 3 ). For the truncated G-R law eq. (8), Pisarenko (1991) suggests that a catalogue must contain at least two to three earthquakes just below the upper bound (within about 0.3 magnitude units), to obtain a reasonably good statistical estimate of the bound. Another estimate of the probability of the G-R model rejection could be obtained by analysing the ĝ estimate and its standard error (column 6 in Table 1 ). If ĝp0, this signifies that the data can be approximated by a G-R relation. The distribution of ĝ log-likelihood function is approximately quadratic (Kagan & Schoenberg 2001, their Fig. 3 ). Thus, if the coefficient of variation for ĝ
is close to 0.5, the zero value of g is within the 97.5 per cent confidence interval (the one-sided limit is applied in this case). From the table, ŝ g /g<0.5 only for the catalogues with n>750. Therefore, based on this test, the G-R hypothesis would be rejected for these data sets in almost all (more than 97.5 per cent) cases. When we use the one-parameter method to evaluate the corner moment, the b-value is assumed to be known. To evaluate the influence of b variation on the MLE and the moment-based estimate (35) of s c , we performed additional simulations. The results are summarized in Table 2 . In these simulations we created synthetic catalogues using varying b-values, but in determining the corner magnitude, b=2/3 is assumed. The table shows that about 6 per cent variation of b causes the moment-based estimate for s c to change by about 0.03-0.06, MLE of s c by 0.04-0.07. If we use b=2/3 in simulations, but assume varying b in the inversion procedure, the changes in s c estimates are about the same as those shown in Table 2 .
As the next section testifies, the range of the corner magnitude variation in nature greatly exceeds that of b. Since the bias in b causes approximately the same error in m c in absolute terms, this error can be neglected in most circumstances. Table 3 displays the results of the catalogue simulations and parameter evaluation, using the maximum-likelihood estimators, described in the Appendix. In principle, the two-parameter inversion is more advanced than the one-parameter case, since it evaluates both parameters in eq. (11) simultaneously as well as the correlation between the estimates (Jenkins & Watts 1968, Ch. 4.3.4) . However, the inversion is more unstable than in the one-parameter case: for n<100 and S c =1000 some iterations fail to converge. A similar effect is seen for n=1000 and S c >1000 ffiffiffiffiffi 10 p
Two-parameter estimation results
. No such lack of convergence is observed in the one-parameter case; only for nj25 are some MLE estimates for b eq. (24) not soluble. Moreover, for S c we have a oneparameter estimate eq. (35), which has certain computational advantages compared with the MLE.
Comparing Tables 1 and 3 shows that the solutions are close: estimates for the corner magnitude have a slightly smaller standard deviation in the one-parameter case. As Tables 1 and  3 show, for n c smaller than 1.0, the corner magnitude estimates are significantly biased: for n c =0.2 the estimate is lower by about 0.3 magnitude units compared with the s c real value. The b-estimates and their standard errors, which are determined using eqs (22) and (23) are slightly inferior to the twoparameter case because the large events have been removed (truncated) in the former case. There is good agreement between the estimates of the standard errors for the corner magnitude and b (columns 4 and 5), and the calculations based on inverting the second derivative matrix (eqs A16-A18, see columns 6 and 7).
As one may expect, the MLEs of the two parameters are positively correlated, and increasing the slope in the scaleinvariant part of the distribution (see Figs 1a and b) is compensated by an increase in the corner magnitude estimate. The value of the correlation coefficient (r) for S c =1000 is small, of the order of 0.25. The likelihood map (Fig. 2b) confirms this observation. However, if the reduced corner moment in the simulations is small (see the second part of Table 3), the correlation coefficient increases. If the scale-invariant part of the moment-frequency relation is not extensive, the distribution can be approximated by both the power-law and exponential functions in eq. (11). Therefore, we see a significant correlation between the two parameter estimates.
Similar to the one-parameter case, other estimates of the distribution upper bound (S c and g) do not show as good a behaviour as does the corner magnitude, s c . The corner moment estimate and its uncertainties only differ slightly from those of the previous subsection, the standard deviations, of course, being larger for the two-parameter case. The behaviour of the g estimate is almost identical to that of the one-parameter case.
We also obtained the estimates of the probability of the G-R model rejection for a two-parameter case (cf. Table 1, last two columns). These estimates are also similar to those discussed in the previous subsection.
Simulated and real earthquake catalogues
Two considerations are important when applying simulation results to estimate the corner moment for real earthquakes:
(a) simulations are based on the statistical independence of each event-in real earthquake catalogues there is a clear dependence such as in aftershock sequences and generally in short-and long-term clustering (Kagan & Jackson 1991) -the influence of such clustering is difficult to evaluate; (b) the simulation conclusions are fully valid only if earthquakes follow the TGR law. Even when some earthquake sets obey the law, in our catalogues we may have a mix of populations with dissimilar parameter values. Such a distribution composition would follow a different law from the original populations (Vere-Jones et al. 2001) . Therefore, the estimates of s m and similar measures of the corner moment determination uncertainty, quoted above, should be considered only as lower bounds. The real errors should be higher.
E M P I R I C A L D I S T R I B U T I O N S
Fit of theoretical distributions to global seismicity
Figs 1(a) and (b) display how the theoretical curves fit an empirical distribution of shallow earthquake scalar moments in the Harvard catalogue (Dziewonski et al. 2001) . The TGR distribution provides a better visual fit to data, although if we examine the visual depiction more closely, a good approximation by the TGR model appears in both plots to be limited to a region around 10 20 -10 21 N m. The gamma model appears to fit the extreme tail more closely. Section 5.4.2 discusses this problem again.
We determined the slope and corner moment for the tapered G-R relation, using the maximum-likelihood method (Section 3). The slope of the linear part of the curve corresponds to the b-value 0.675t0.014, the corner moment 1.43r10 21 N m (magnitude m cm =8.10t0.13). Using the maximum-likelihood method (Section 3) to determine b and m cg for the gamma distribution, the respective parameter values are b=0.660t0.016 and M cg =3.71r10
21 N m (m cg =8.38t0.19). The value of the log-likelihood maximum is slightly higher for the TGR distribution compared with the gamma law, indicating that the former distribution provides a slightly better fit to the data, but not by a statistically significant margin. For the global distribution maps displayed in Figs 2(a) and (b), the log-likelihood difference is 0.89.
The corner magnitude values indicate that the rupture length for the largest earthquakes is of the order of a few hundred (500-700) km. For shallow earthquakes the spatial scale invariance breaks down for hypocentral distances of 2000-3000 km (Kagan & Knopoff 1980) ; this distance corresponds to the average size of major continents or to the total thickness of the mantle. Does this mean that continent formation is caused by full mantle convection, whereas the stress that causes earthquakes accumulates only in the upper mantle?
The difference of log-likelihood functions (lxl 0 , see 46) is around 8.0 for the gamma and TGR distributions. This difference value means that the probability of obtaining such an empirical distribution is extremely low if earthquakes follow the pure G-R law: less than 0.000 06 (Abramowitz & Stegun 1972) . As the previous section testifies, a reliable evaluation of the corner moment requires that a catalogue include a few earthquakes close in magnitude to the corner magnitude. This requirement means that for available earthquake catalogues, the upper moment bound can be estimated effectively only for global seismicity or for large subsets of the catalogue. For smaller data sets the only useful information we can obtain is the lower limit for the corner magnitude/moment. However, such a limit usually lacks a practical or theoretical value.
The erroneous threshold (M t ) value selection influences our estimate of b, since missing earthquakes would bias the betaestimate to lower values. The estimates of M c are determined almost exclusively by the largest events in a catalogue; hence they are largely immune to mistakes in M t selection. However, as Table 3 shows, if the M c /M t ratio is not large, the estimates n, the number of events; S c , the input corner moment used in simulations; š c ts s , simulated average reduced corner magnitude and its standard deviation; bí ts b , the same as for b-value; ŝ s , ŝ b , and r are the average values of a correlation matrix components (see the Appendix); n c the number of events larger than s c , eq. (47).
of both parameters b and M c are strongly correlated. Thus, we can evaluate the corner moment only by assuming that the b-value is universal and known. All theoretical laws approximate well the power-law part of the empirical distribution, but at the tail of the distribution, the tapered G-R law yields a visually better fit. This conclusion is confirmed by the results of the maximum-likelihood determination of the distribution parameters: the parameter estimates of the tapered G-R law have smaller standard errors and a smaller correlation than those for the gamma distribution. Inspecting the plot also suggests that the distributions with a hard cut-off, i.e. (a) and (b) cases in Section 2.2.1 fit less well.
As discussed above, the TGR distribution has several advantages even compared with the gamma law: it is simpler computationally, it is easier to simulate, its parameter estimates are less correlated and it yields a better fit to empirical distributions. Thus, in the rest of this work, we will use this distribution mostly. 1977-1999, 1982-1999 and 1987-1999 , with threshold magnitudes of 5.8, 5.6 and 5.4, respectively.
Universality of moment-frequency distributions
Moment-frequency relation and earthquake depth
The b-estimates are similar for catalogue subsets. The b parameter, which assumes that earthquakes follow the pure G-R law eq. (22), shows an increase with increasing threshold level: when M t is close to M c , the relative scarcity of large earthquakes has a greater influence on the determination of b (see Figs 1a and b) . (Kagan 1991 (Kagan , 1999 ; these generally smaller earthquakes increase the b-value (Frohlich & Davis 1993) . There is no significant difference between the estimates of b and bí , with the former having a slightly larger standard error. The b uncertainty increase is caused by the removal of the largest earthquakes from a sample in this case (see the discussion above eq. 24).
All estimates of the corner moment (magnitude) have a similar behaviour. The estimates for the gamma distribution are larger than those for the TGR approximation by about 0.3 magnitude units, whereas distinct TGR estimates for the same data set do not differ by more than a few hundredths of magnitude units. This similarity in TGR estimates testifies to the robustness of the evaluation procedures. Moreover, in this table as well as in Tables 6 and 7 below, there is no consistent pattern of change in the m c -values when a different threshold m t is used: the corner magnitude estimates are the same within a few hundredths of units. This demonstrates the general validity of modelling the earthquake size distribution by the TGR law.
The corner magnitude uncertainty estimates are based on an approximation eq. (34) valid for relatively small errors only. We also calculated g and s g which in general better represent the errors. As we discussed in the previous section, the coefficient of variation u eq. (48) constrained from above. This effect can be anticipated from our simulation results: according to eq. (47) the n c -value for deep events is of the order of 0.2-0.5, i.e. the pure G-R model cannot be rejected for these data. The correlation coefficient r between bí and m cm is small for all estimates; a slightly larger value for intermediate events is caused by the lack of large events in the present catalogue (see subsection 4.2.2).
Focal mechanisms and the moment-frequency relation
As in Table 4 , the b-values in Table 5 are determined for three subcatalogues (1977-1999, 1982-1999 and 1987-1999) . Following Kagan (1997) , the data set is subdivided into five categories-subduction, collision, intracontinental, mid-ocean and others. This subdivision assigns all earthquakes in a particular Flinn-Engdahl seismic region (Young et al. 1996) to one of the categories.
We also categorize the catalogue according to the prevalent earthquake focal mechanism-thrust, strike-slip and normal. For example, an earthquake is considered to have a normal focal mechanism if its most-compressive principal axis of the moment tensor (P-axis) is more vertical than either principal axis B or T (Frohlich 1992 (Frohlich , 2001 ). Similarly, we define earthquakes with the thrust and strike-slip mechanism when the T-axis or B-axis is more vertical than others, respectively.
It is obvious from a comparison of the earthquake numbers that different tectonic regimes are characterized by varying ratios of focal mechanisms (Frohlich 2001) . Whereas in subduction regions earthquakes are prevalently of the thrust type, the plurality of collision zone earthquakes are strike-slip, and intracontinental events most often have the normal focal mechanism. The mid-ocean earthquakes have a strong predominance of strike-slip-type events (see below).
First, we consider the b-values in subduction zones. Frohlich & Davis (1993, their (Kagan 1997 (Kagan , 1999 . Subduction earthquakes display the behaviour suggested by Frohlich & Davis (1993) ,
at least for m t =5.4 or 5.6. For these observational thresholds b has the better accuracy. However, after calculating the z-ratio (Kagan 1997, eq. 5)
the differences are not statistically significant. There is no statistically significant difference among all other entries, except for strike-slip and normal earthquakes in mid-ocean zones, and the difference in the b-values between these data sets increases with a decrease of the threshold. This increase is caused by decreasing b for strike-slip events, showing that this population does not follow a power law. Hence it n, the number of shallow (depth limit 0-70 km, mim t ) events; b is measured eq. (24), between m t and m u =7.8
Seismic moment distribution: I 531 probably includes a mix of different subpopulations. The normal and strike-slip earthquakes in mid-ocean zones clearly belong to dissimilar populations and therefore cannot be combined. The b-values for normal mid-ocean earthquakes exceed 1.0; this value would imply that the expression for the average moment (or moment flux) would diverge for Mp0 (Knopoff & Kagan 1977 ). This divergence in its turn signifies that most tectonic deformation is released by the smallest earthquakes, and necessitates an introduction of a 'minimum moment' (see subsection 2.2). This would also imply that mid-ocean normal earthquakes have a physical mechanism, different from all other earthquakes. Thus, in the absence of strong confirming evidence, bi1.0 in this data set and generally should be considered skeptically, as being due to some as yet unknown systematic effects.
After using the global b-values in Table 5 , the difference between focal mechanisms eq. (49) becomes statistically significant. This obviously results from mixing mid-ocean and other earthquakes in one set. This conclusion again highlights the necessity of using a uniform earthquake distribution in a statistical analysis.
In Table 6 we display the results for earthquakes with different focal mechanisms in subduction zones: it is only for these zones that the number of events is sufficient to accurately infer the value of the corner moment (see Section 4.2). The table entries confirm the results of Table 5 : the average b-value 0.63 is consistent with all focal mechanisms. The behaviour of various estimates of the corner magnitude is also similar to that in Table 4 : the correlation, r, between the b-and m c -estimates is low.
The values of the variation coefficient (see eq. 48) for strike-slip and normal earthquakes approach or exceed 0.5, indicating that m c p? cannot be ruled out for these events by available data. For strike-slip and normal earthquakes the catalogue size is relatively small, and n c eq. (47) is of the order 0.5-1.4. As Table 3 shows, the m cm estimates need to be increased by 0.05-0.15 to correct for bias. Taking this into account, comparing the magnitude entries indicates that the corner magnitude value is similar for all focal mechanisms and thresholds. At least no consistent pattern of m c difference is observable from these displays. The similarity of the parameters of the moment-frequency relation (m c -and b-values) for events with disparate focal mechanisms in subduction zones suggests that factors that control the earthquake size distribution are largely invariant with respect to mode of earthquake rupture. This confirms the idea of the universality of the earthquake size distribution.
In approximating the earthquake size distribution, we did not try to model a possible change of the b-value (a break in the scaling relation) owing to the finite thickness of seismogenic layers Triep & Sykes 1997) . This break is expected to occur between the magnitudes 6.0-7.5 depending on the crust thickness and the mode of earthquake rupture. In our parameter evaluations, such a break should manifest itself by a consistent increase of the b-values when the threshold magnitude increases, and by the dependence of the parameter values on the focal mechanism of an earthquake. No such pattern is obvious in Tables 4-6. This confirms the results of Kagan (1994) , Sornette et al. (1996) , Main (2000) and Leonard et al. (2001) : there is no observable scaling break in the momentfrequency relation in mid-size magnitude ranges. The exponential taper at the corner magnitude explains the properties of the relation.
Mid-ocean earthquakes
As we see from Table 5 , mid-ocean earthquakes cannot be analysed statistically as a uniform population: the behaviour of earthquakes with a normal focal mechanism that generally n, the number of shallow (depth limit 0-70 km, mim t ) events; bí , m cm and their standard errors are calculated according to formulae in the Appendix; r is calculated according to eq. (A22); m cg and its standard deviation are measured according to eqs (29) and (30), b is taken from eq. (22); m cm and its standard deviation are measured according to eqs (31) and (32), b is taken from eq. (24); m cm is defined by eq. (35), b=2/3 is assumed; u is the coefficient of variation eq. (48).
occur at spreading ridges differs from strike-slip events in ocean transform faults. Our analysis, reported elsewhere (Bird et al. 2000 (Bird et al. , 2001 , suggests that further subdivision of the mid-ocean earthquake catalogues is necessary to obtain homogeneous samples. Most probably, the reason for such an inhomogeneity is the rapid change of the seismogenic lithosphere thickness. Bird et al. (2000 Bird et al. ( , 2001 subdivided the mid-ocean earthquakes available from the Harvard catalogue according to their focal mechanism and velocity of either ridge spreading (for normal events) or the deformation velocity of transform faults. One of the drawbacks of this analysis is the retrospective character of the earthquake assignment (Kagan 1997 (Kagan , 1999 . For example, Flinn-Engdahl zones and their boundaries had been proposed before the Harvard data were collected, whereas in the study by Bird et al. (2000 Bird et al. ( , 2001 ) earthquake data potentially can be used in delineating zone boundaries. However, in the absence of other detailed tectonic classifications of mid-ocean earthquakes, we use this regionalization of earthquakes to study their corner moment. We subdivide two groups of earthquakes (strike-slip and normal) into three approximately equal subpopulations according to the deformation velocity of their causal tectonic features. Table 7 . Owing to a relatively small number of events in each subset, the parameter determination accuracy is low, so our conclusions are tentative. Moreover, in contrast to earthquakes in continental and continent boundary areas, the mid-ocean events have low m c -values. Hence the seismic moment range is restricted. Consequently, as in the simulated catalogues in the second half of Table 3 , the MLEs of b and of the corner moment are strongly correlated: instead of the r-values of the order of 0.1-0.3 (Tables 4 and 6 ), the correlation coefficient is of the order 0.4-0.6 for transform earthquakes and 0.7-0.9 for normal events. Hence, the parameter estimates listed in Table 7 may have even less accuracy than their individual standard errors indicate.
The b-values for strike-slip earthquakes decrease (but to a lesser degree than in Table 5 ), as the threshold limit (m t ) decreases. This implies that even after a subdivision of the earthquake set according to fault velocity, earthquake sizes do not exactly follow a scale-invariant pattern. This suggests that we are still analysing a heterogeneous sample. A consistent decrease of the corner magnitude with an increase of the fault deformation velocity confirms this conjecture.
The b-values for strike-slip earthquakes are consistent with the value b=0.63, obtained for subduction zones (Table 6 ). Large b errors are a consequence of the correlation between b and m c estimates and the small number of events in the catalogues. The b-values for earthquakes in the spreading ridges have very large uncertainties, possibly for the same reason as mentioned above. However, they do not contradict the universal b-value. Although values for both the coefficient of variation u eq. (48) and n c eq. (47) suggest that the corner moment should be determined with a low uncertainty, the m c -values for these earthquakes do not provide any consistent picture (cf. Bird et al. 2000 Bird et al. , 2001 . Owing to the limited moment range for these events, the actual accuracy of m c determination is too low.
These results confirm the conclusion reached by Bird et al. (2000 Bird et al. ( , 2001 , that the distributions of oceanic events have b-values similar to subduction and continental earthquakes, and the apparent increase of b-values with the increase of m t is probably caused by a mix of dissimilar earthquake populations.
Influence of seismic moment inversion errors on the estimate of parameters
In this section, we discuss random and systematic errors in determining the seismic moment and their influence on evaluating the moment-frequency law parameters. Molchan & Podgaetskaya (1973, p. 47) , Tinti & Mulargia (1985 , p. 1690 , Pisarenko et al. (1996, eq. 32 ) discuss how magnitude errors affect the determination of earthquake productivity a t in eq. (3). For practical purposes, they point out that the estimate of b (or b) is not influenced by the errors. However, Rhoades (1996) and Rhoades & Dowrick (2000) indicated that, if magnitude errors vary with magnitude, the b estimate may be biased. Simulations by Tinti & Mulargia (1985) and by Rhoades & Dowrick (2000) suggest that the estimate of the corner magnitude would also be increased (biased) by random errors.
Errors in earthquake size determination
We use three methods to evaluate random and systematic errors in seismic moment determination:
(a) we study inversion errors reported in the Harvard catalogue; (c) we compare the MT solutions in two cataloguesHarvard and USGS (Sipkin et al. 2000 , and references therein).
A relative error, e, i.e. the ratio of the error tensor norm to the moment tensor norm, is (corrected eq. 3 in Kagan 2000)
where E ij and M ij are error and moment tensor components, respectively. The distribution of e is shown in Fig. 5 ; since the influence of the threshold value is insignificant for the relative error determination, we use m t =5.4 in this plot. The coefficient of correlation between e and the magnitude is x0.67, indicating that relative errors decrease with increasing m. We calculate two regression lines approximating the dependence of the errors on the magnitude-linear and quadratic curves are shown in the plot. Residual regression errors are close for both cases: s=0.222 and s=0.215, respectively. From the diagram (Fig. 5 ) it is clear that errors for earthquakes with m>6.5 deviate n, the number of shallow (depth limit 0-70 km, mim t ) events; bí , m cm and their standard errors are calculated according to the formulae in the Appendix; r is calculated according to eq. (A22); m cm is defined using eq. (35), b=2/3 is assumed; u is the coefficient of variation eq. (48); n c is the number of events with mim c eq. (47). Transform strike-slip earthquakes are earthquakes with strike-slip focal mechanism occurring at transform mid-ocean faults; velocity of these faults is shown in the first column. Spreading normal earthquakes, similarly, are earthquakes with normal focal mechanism occurring in spreading ridges.
significantly from a linear trend. However, since the number of large events is small, the linear and quadratic cases differ relatively little in residuals. Table 8 displays the parameter values for the quadratic fit in the earthquake sets of three depth ranges:
where m * =mx6. The a-parameters values in Table 8 suggest that the distribution of relative errors is similar in all depth ranges, the only difference being the height, a 0 , of the approximating curve in the log-log plot (see Fig. 5 ). We also analyse the Huang et al. (1997) catalogue of deep earthquakes. Again parameter values for this catalogue display a similar pattern, only the value of a 0 is different from that of the Harvard list.
Thus, the e-values for earthquakes in the magnitude range 5.5-6.5, can be represented as
with A 0 =0.07 for shallow events and A 0 =0.05 for intermediate and deep shocks in the Harvard catalogue. In our preliminary study we can assume for m>6.5 events a constant relative error e=0.04 for shallow and e=0.03 for deeper earthquakes. The relative error, e, apparently is only part of the total seismic moment error, possibly 1/3 to 1/2 of the total (Kagan 2000) . The CLVD (C) index can be used as another measure of the magnitude uncertainty. The index can be determined for any MT solution. As Kagan (2000) argued, the real value of C should be close to zero for almost all earthquakes. In earthquake catalogues the C-value is regularly of the order of t0.1-0.5 (theoretically the CLVD index may vary from x1 to +1). The empirical C-distribution is usually symmetric around zero, so its mean is close to zero. However, the value of the standard variation (s C ) for the CLVD index could indicate total moment errors.
The relation between the magnitude error (s m ) and s C is not one-to-one; it varies slightly for different focal mechanisms (see Table 1 in Kagan 2000) . For an approximate estimate of the ratio s M /M we use the simulation results shown in the above table. They suggest that s M /M#s C /2.5. Then (cf. eq. 34)
Fig . 6 shows an example of how the standard variation for the CLVD index (C) depends on the magnitude, and presents a linear regression curve approximating this dependence. To obtain this plot we calculated the CLVD index for the earthquakes binned into 0.1 magnitude intervals and then determined s C for those bins with the number of events equal to or larger than 5. As the number of earthquakes decreases with increasing magnitude, the variation of s C estimates increases, as is obvious from the plot. We obtained similar plots for several subdivisions of the Harvard catalogue (such as in Table 8 ) and all show almost the same pattern. The correlation coefficient between s C and m in all diagrams varies from x0.5 to x0.74 (it is x0.74 in Fig. 6 ), and the values of the regression parameters are also close. As a final method to determine possible moment/magnitude errors, we compare the data for identical earthquakes listed in the two catalogues (Harvard/USGS). The difference in the seismic moment or magnitude values provides some insight into uncertainties in earthquake size determination. One should expect that random errors and, to some degree, systematic errors would be unlike in catalogues that use different methods of seismogram interpretation. Fig. 7 displays one example of such a comparison. We binned the difference of D lg M=lg M 1 xlg M 2 for paired earthquakes in two catalogues, Harvard and USGS. Here M 1 is the scalar seismic moment in the Harvard catalogue and M 2 is the same for the USGS catalogue. If a bin contained 10 or more events, we determined the average difference nD lg Mm and its standard deviation s D . In the diagram, we subtract and add s D to nD lg Mm to obtain the limits of the difference variability.
We obtained analogous plots for several subdivisions of the catalogues in time and depth limits. All the diagrams display a similar pattern.
(a) For most of the magnitude range (5.4jmj7), the average difference is small (close to zero).
(b) The mean difference for large earthquakes (m>7) is usually positive, i.e. the Harvard magnitude value is higher than that of the USGS by 0.05-0.2. Sipkin (1994) In Table 9 , we list the average differences of D lg M and standard deviations for paired earthquakes in two catalogues, Harvard and USGS. The value of s D is similar to that obtained by Helffrich (1997) Rhoades (1996) and Rhoades & Dowrick (2000) argue that magnitude errors increase as the magnitude itself increases. As we see in the discussion above, evidence for MT solutions suggests the opposite: relative errors are strongly dependent on earthquake size and decrease with increasing magnitude. One would expect such a dependence, since large earthquakes are registered by many stations, and the signal-to-noise ratio is higher. Hence, the relative error for the seismic moment should be smaller.
We performed similar computations for the seismic moment and the local magnitude (M L ) data in Uhrhammer et al. (1996) . Both data sets show a decrease of relative errors with magnitude. A comparison of the magnitudes in disparate catalogues (Harte & Vere-Jones 1999; Peresan et al. 2000) shows no significant increase of the magnitude difference variation with magnitude either.
The b error correction
Rhoades & Dowrick (2000, eq. 10) suggest the following magnitude correction for the magnitude estimates perturbed by random errors:
where m corr is the corrected magnitude, m meas is the measured magnitude and s m is the standard magnitude error. To apply this formula for b or b correction, we estimate s m at two magnitude values (5.5 and 6.5) and use eq. (55) to compute d c m=m corr xm meas . Performing such calculations for the relative error e, eq. (53), we obtain the correction for b of shallow earthquakes 0.0012, i.e. b is decreased by about 0.18 per cent. A similar calculation using the C dependence on the magnitude (Fig. 6 ) yields a decrease of b by about 0.08 per cent. These estimates imply that unless the dependence of total magnitude errors on the magnitude is much stronger than that suggested by the evidence collected in the previous subsection, the b-bias is small and can be ignored.
The corner magnitude error correction
Since the authors cited above use the magnitude in their analysis of error correction, we convert the distribution formulae to magnitude. We use a reduced moment variable eq. (44) m=log(S), 0jm<? and obtain for the complementary and Figure 7 . Difference in log ratio for two catalogues of moment tensor solutions for shallow earthquakes m t =5.6 in the 1982/1/1-1999/12/31 Harvard and USGS catalogues. The central solid curve shows average difference in the log ratio of scalar seismic moments, two dashed curves add and subtract the standard error of the difference. n, the number of mim t events; D lg M average difference in log moments for two catalogues; s D the standard deviation of the above difference.
probability density functions
To apply expression (55) for the corner magnitude correction, we evaluate the apparent b-value at the log corner moment, m=log S c =x log g
and for the logarithmic derivative of
where W g is W(m=xlog g), and the same for w g . To make the calculations of the corner magnitude correction, we employ eq. (55) replacing b by 1+b. Such an estimate is approximate, since the logarithmic derivative of W is not constant near m c ; but simulations show that the correction term eq. (55), modified as described above, is accurate to within about 10 per cent. We calculate the value of d c , assuming (see above) the relative error at the corner magnitude is 0.03. Using eqs (54), (55) and (60), we see that the average correction for the m c -value is x0.003, i.e. it can be neglected. If we presume that the difference between the Harvard and the USGS moment estimates reflects total errors in both catalogues, and the errors are equal, then s m =0.15/(1.5 ffiffi ffi 2 p )#0.07, and the mean magnitude bias is x0.014.
The values quoted above are averages. Since the catalogues we work with contain very few earthquakes exceeding m c , the magnitude errors of these individual events would play a major role in evaluating the corner moment. Thus, the m c estimate would be largely controlled by the moment values of these events. For such catalogues the above-mentioned bias values are to be interpreted as related to the averages one would obtain if many such catalogues were processed.
Seismic moment distribution for pre-1977 data
Catalogues and results
Here we analyse the earthquake size distribution inferred for the pre-digital seismological data, i.e. 1900-1976 instrumental earthquake catalogues. The quality of the data is significantly lower than the modern data analysed above, and the quality deteriorates for older data sets. As a result, the data may lack the statistical stability necessary for any meaningful statistical analysis. Kanamori (1977) performed seismic moment calculations for earthquakes occurring before 1977. Using his data for 42 earthquakes mi8.0 in 1921-1976, we obtain the following estimates of the TGR distribution parameters: bí =0.7, m cm =9.6 (in this subsection we use the same notation as in Table 4 ). The 95 per cent lower limit for the corner magnitude is at about 9.1 and the upper limit is ?.
We obtain similar results for the catalogue of : for the period 1905-1976 the number of earthquakes with mi8.0 is 56, and the MLEs are bí =0.9, m cm =9.7, the 95 per cent lower limit for m cm is at 9.0. If the gamma distribution is used to fit both data sets, m cg =10.0 for both catalogues. However, the lower 95 per cent limit is approximately the same as for the TGR distribution (Kagan 1994) . For both of these catalogues (Kanamori 1977; ) the null hypothesis (the G-R relation) cannot be rejected.
We analyse the Centennial (1900-1999) catalogue by Engdahl & Villaseñ or (2001) . The catalogue is complete to magnitude 6.5 (M s /m B or their equivalent) during the period 1900-1963 and 5.5 (M s /m B or their equivalent) during the 1964-1999 period. Almost all earthquakes have been relocated using an algorithm by Engdahl et al. (1998) . Up to eight different magnitudes for each earthquake are listed in the catalogue.
We use the maximum of the available magnitudes as a substitute for the moment magnitude and construct a momentfrequency histogram. There are 1623 shallow earthquakes in the catalogue with mi7.0; of these 30 events have mi8.5. The 95 per cent confidence area in the likelihood map for shallow seismicity is not well-constrained and extends to infinity. MLEs for parameters are b =0.76t0.02 (m u =8.5) and m cm =9.30t0.27, with a minimum of the 95 per cent confidence area at m cm =8.9.
Results of the seismicity analysis for the pre-1977 data imply that the b-values are consistent with the results of the modern catalogue analysis. Minor differences may be explained by the inferior quality of early 20th century data. However, the values of the corner magnitude inferred from the Harvard data for shallow seismicity seem to be inconsistent with the estimates obtained in this section as well as with the magnitudes of a few earthquakes in the mid-20th century. Pérez & Scholz (1997) find that at least four earthquakes in the 20th century exceeded the moment magnitude 9.0. The 95 per cent upper limit for m cm in the Harvard data is 8.4 (Fig. 2b) . Even if we accept this value, according to eq. (11), the probability of an earthquake mi8.84 is 100 times below the level that a pure G-R law would yield. This would mean, in its turn, that after extrapolating the Harvard results (Figs 1a and b) by taking b=2/3 and the number of earthquakes mi5.8 to be 3765 in 23 years, the probability of an mi8.84 earthquake in 100 years according to the TGR distribution, is about 0.15. The centennial probability decreases to less than 0.0037 for a mi9.0 event. However, if we approximate the momentfrequency relation by the gamma distribution, the upper 95 per cent limit is 8.84 (Fig. 2a) . Then, the probability of an mi9 earthquake in 100 years is about 0.36 (see Fig. 1b ).
Discrepancy between modern and old data analysis
Why do analysis results of the modern and the old 1900-1976 data disagree? Let us consider first the influence of magnitude/moment errors on the moment-frequency distribution. As expression (55) demonstrates, a bias in the corner magnitude estimate increases quadratically with a magnitude error; if we, for example, assume s m =0.5, the correction term would be about x0.7, i.e. enough to explain different m cm -values for pre-digital and post-digital seismological data. Thus, the discrepancy may be within normal statistical variability, i.e. 95 per cent confidence limits for both data sets really intersect.
Moreover, individual earthquake magnitude values in the early part of the 20th century are subject to significant variations depending on the evaluation method used as well as other factors. For example, the seismic moment values of often differ by a factor from 2-10 in various publications cited by them. Similarly, in the catalogue of Engdahl & Villaseñ or (2001) , many magnitude values vary, even if the same magnitude scale is used, by 0.2-0.5 units and more.
There are relatively few large earthquakes in the modern data set. In the Harvard catalogue we find only 12 shallow events with mi8.0 and none with mi8.4. As indicated earlier (end of Section 3.1.2), statistical conclusions, based on the asymptotic theory may not be valid: possibly if two or three earthquakes with m>8.5 were to occur in the next few years, the M c estimate would increase drastically. Two large deep earthquakes in 1994 strongly modified the M c estimate for deep seismicity (Figs 2a and b in Kagan 1999) .
The right-hand tail of the earthquake size distribution may be heavier than exponential as in the TGR. As we show above, the gamma distribution yields a significantly higher probability of occurrence for a magnitude 9 event. A power law with a stretched exponential tail (cf. eq. 11)
where c is a stretching exponent (cj1.0), can be used to fit data. Stauffer & Aharony (1994, their eq. 42) propose the following relation for the number n s of percolation clusters of size s:
where d is the dimensionality of space. Taking d=3, we obtain, using the example at the end of Section 5.4.1, the probability 0.19 per century for a mi9 earthquake. This probability value is easier to accept as the explanation for the discrepancy. As another model for the moment-frequency relation, we can use two power laws (Sornette et al. 1996) . This and eq. (61) would yield a more gradual decline of the earthquake probability at very large moment values. However, as mentioned earlier [item (B) in Section 2.2.1], in general, these distributions require three adjustable parameters, and the data presently available do not seem to support more than two degrees of freedom (Utsu 1999) .
Another possibility is to use physical or statistical insight in selection of the proper distribution form for the seismic moment. Kagan (1991) , Sornette & Sornette (1999) , Main et al. (2000) , Vere-Jones et al. (2001) discuss various implications for the choice of distribution (see also Section 2.2.1). However, presently these considerations offer little help in the selection of the right-hand tail of the distribution: our main line of evidence is still empirical.
The corner moment may vary in continental areas, but these changes, on the one hand, are too small to be noticeable with the present data, and, on the other hand, are sufficient to explain a few very large m>9.0 events. If, for instance, we assume that m cm =9.0, calculation (47) shows that n c would be less than 0.9 for the 1977-1999 Harvard data. This means that even for a global data set, the G-R hypothesis could not be rejected (see Section 4.2.1). Therefore, any attempt to determine the corner magnitude for finer subdivisions of the catalogue would be inconclusive in this case.
Still another explanation for the discrepancy is global seismicity fluctuations-the last 25 years have been unusually quiet with a low release of seismic energy. And lastly, the combination of the above factors may explain the discrepancy.
The best way to resolve this problem with available data, is to systematically process pre-digital seismograms of large shallow earthquakes as Huang et al. (1997) and Chen et al. (2001) did, i.e. using the Harvard technique. Therefore, a catalogue of these events complete to a reasonably low threshold, can be compiled. Contrary to the results for great individual earthquakes, which are obtained using various assumptions and techniques, such a catalogue would provide an appropriate set to test whether the Harvard data are sufficient to evaluate the upper bound for the seismic moment.
D I S C U S S I O N
The results of statistical analysis of earthquake catalogues present, in our opinion, convincing evidence that the standard G-R relation needs to be re-evaluated as a tool for the description of the earthquake size distribution. Physical and geometrical considerations-conservation energy and finiteness of seismogenic regions-require that an upper seismic moment/magnitude bound be introduced into the distribution. Empirical evidence reported above, supports this modification of the G-R law.
Introduction of the distribution upper bound parameter makes it necessary to re-interpret the moment-frequency or magnitude-frequency relations. From the statistical analysis presented above, it is clear that in almost all cases the earthquake size distribution can adequately be fitted by a theoretical relation having a universal value of b. Available data for earthquakes occurring in plate boundaries and continental interiors do not show significant variation of the corner moment. However, mid-ocean earthquakes have a significantly smaller value of the upper moment bound than events in continents and their boundaries. If the variable corner moment is introduced in the distribution, mid-ocean events appear to have the same value of b as the rest of the global set of earthquakes.
How can we explain many reports of large-b and b-value fluctuations? First, before any conclusion concerning b or b variation can be proposed, the systematic and random errors in the determination of these parameters should be thoroughly and systematically investigated. As Kagan (2000) indicated, even for seismic moment determination, systematic errors appear to dominate the total error balance. For magnitude data, the errors of both kinds should be higher. For example, the b-value for the body wave magnitude, m b , is usually higher by a factor of 1.5-2.0 than the b-value for the surface wave magnitude, M S (Section 4.4 in Kagan 1999) . This fact should serve as a strong indicator of significant systematic effects. Thus, any apparent variation of the b-value needs to be carefully examined, the influence of systematic bias should especially be investigated. Standard statistical tests are appropriate only if errors are random and independent; in the case of strong systematic effects in the data, the test results are pointless.
Secondly, if the possibility of the upper bound variations is accepted, one should very carefully inspect an earthquake catalogue for data uniformity. As we explained above, a mix of earthquake populations with varying corner moment/magnitude may have an appearance of a more-or-less linear G-R relation with a substantially higher b-slope.
In some cases, simple physical considerations are sufficient to expect that the corner moment would be significantly different from the rest of the tectonic earthquakes. For example, in volcanic regions the rock volume, subjected to high stress, is limited, hence the maximum earthquake cannot be very large. Since the geometry of the volcanic volume is usually complex, it is difficult to select a uniform set of earthquakes for statistical analysis. Similarly, close to the boundaries of the seismogenic zone, such as a free surface, the proportion of large earthquakes should be smaller than in the interior of the layer (see Section 1 in Kagan 1999) . Therefore, if the earthquake size distribution is approximated by a pure G-R law, the result should increase the estimated b parameter.
C O N C L U S I O N S
The following conclusions can be drawn from our work.
(1) We discuss various theoretical distributions that can be used to approximate the seismic moment data.
(2) Various statistical procedures for an estimation of parameters are considered; using the simulation we estimate the accuracy of the procedures.
An analysis of the Harvard catalogue data undertaken in this paper suggests the following conclusions.
(1) The b-value for moderate earthquakes has a universal value of about 0.63.
(2) Since b<1.0, an earthquake size distribution must have an upper bound at a high seismic moment or magnitude value. Hence, the distribution has a heavy (even super-heavy) 'body' and a 'light' tail. An appropriate functional form for the upper bound is an exponentially tapered (not truncated) GutenbergRichter relation.
(3) The corner magnitude m c for earthquakes in all continental regions and their boundaries is similar and falls in the range 8.0-8.5. The earthquake size distribution is influenced by the geometry of seismogenic zones-the corner moment for mid-oceanic ridge earthquakes appears to 1-3 units of magnitude smaller (m c =5.8-7.3) than that for plate boundary regions and continental areas.
(4) We propose a new paradigm for the earthquake size distribution: most reported variations of the b-value (in the magnitude-frequency relation) are artefacts arising from magnitude deficiencies and defects of analysis. Some apparent changes in the b-value (e.g. in volcanic areas, for very shallow earthquakes, etc.) may be genuine effects caused by the mixing of earthquake populations with different m c .
For eq. (A3)
where to simplify equations, we replaced š c by s c . Standard errors of the estimate are
where D is the determinant of the second derivatives matrix
and the coefficient of correlation between two MLEs is
For eqs (A1) and (A3) the standard errors are calculated similarly to eqs (A19)-(A22).
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