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Abstract
In this paper, we introduce the topological persistence diagram as a statistic for Cosmic
Microwave Background (CMB) temperature anisotropy maps. A central concept in
‘Topological Data Analysis’ (TDA), the idea of persistence is to represent a data set
by a family of topological spaces. One then examines how long topological features
‘persist’ as the family of spaces is traversed. We compute persistence diagrams for
simulated CMB temperature anisotropy maps featuring various levels of primordial
non-Gaussianity of local type. Postponing the analysis of observational effects, we show
that persistence diagrams are more sensitive to local non-Gaussianity than previous
topological statistics including the genus and Betti number curves, and can constrain
∆f locNL = 35.8 at the 68% confidence level on the simulation set, compared to ∆f
loc
NL =
60.6 for the Betti number curves. Given the resolution of our simulations, we expect
applying persistence diagrams to observational data will give constraints competitive
with those of the Minkowski Functionals. This is the first in a series of papers where
we plan to apply TDA to different shapes of non-Gaussianity in the CMB and Large
Scale Structure.
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1 Introduction
By postulating a period of accelerated expansion in the early universe, inflation famously
solves the flatness, homogeneity, and monopole problems of big bang cosmology [1–4]. But
what establishes its role in modern precision cosmology is its prediction of an almost scale-
invariant primordial density perturbation spectrum [5–11]. These perturbations are not
perfectly Gaussian, but the deviation from Gaussianity is typically small for single field
slow-roll inflation [12]. Nonetheless, it was shown that a broader class of inflationary mod-
els, even within the single field context, can produce significant levels of non-Gaussianity with
distinctive ‘shapes’ (functional dependences on momenta) [13]. By now, many inflationary
mechanisms generating a wide variety of non-Gaussian shapes are known (see [14,15] for re-
views). Since non-Gaussianity contains a functional worth of information, it can discriminate
sharply between models. Thus experimental constraints on primordial non-Gaussianity can
narrow down the robust swath of models possibily describing the inflation of our universe.
With advances in experimental cosmology, we now have access to the statistics of the
primordial density perturbations via Cosmic Microwave Background (CMB) measurements.
The perturbations imprint themselves onto the CMB in the form of temperature and polar-
ization anistropies. Thus we may reconstruct features of the primordial density perturba-
tions by studying the statistics of the CMB. Measuring primordial non-Gaussianity in the
CMB has proven to be difficult, however, with the non-Gaussian component of CMB data
dominated by observational effects [16]. Moreover, while a perfectly Gaussian probability
distribution function can be described by just its average and standard deviation, there are
infinitely many ways for a random variable to deviate from Gaussianity. In other words, there
is no single signature of primordial non-Gaussianity for which we may simply test. We must
instead look for non-Gaussianity ‘from all sides’, employing complementary approaches.
This complementarity of statistical measures currently features two prongs. In harmonic
space approaches, one studies the shapes of three-point and higher-order correlation functions
in momentum space, fitting against templates for different known models [17, 18]. The
other approach involves studying the geometric and topological features of excursion sets of
temperature and polarization anisotropies of the CMB. One class of geometric observables is
the Minkowski Functionals (MFs) [19–22]. Work has been done to give analytic expressions
for the MFs of weakly non-Gaussian fields [23]. One of the MFs, known as the genus [24], is
topological in nature. Up to a numerical factor, it is the Euler characteristic, which can be
calculated as the alternating sum of Betti numbers. Thus in [25] it was proposed to use the
Betti number curves themselves rather than the genus curve for CMB studies. The authors
explicitly demonstrated using CMB simulations that the Betti number curves contain more
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information about non-Gaussianity than the genus curve.
In this paper, we propose a strengthening of the topological approach using techniques
from ‘Topological Data Analysis’ (TDA) [26–28]. Specifically, we invoke persistent homology
to further strengthen the statistical power of the Betti number curves. Given a data set, the
idea of persistent homology is to consider a family of topological spaces, called a filtration.
Each topological space in the filtration represents the data set. In each of these spaces one
may compute the homology group, which, roughly speaking, counts n-dimensional ‘holes’
in the space. However, the homology of one particular representation in the filtration does
not give us very much information about the data set, as it depends on the specific way
we choose to represent the data. The power of persistence is that one tracks the lifetime
of individual homological features as one moves through the filtration of topological spaces.
Thus persistence accesses a layer of information that is invisible to the Betti number curves,
which merely count the total number of distinct homological features at a given step in
the filtration. In the language of persistent homology, we track the ‘births’ and ‘deaths’ of
these topological features. The scatter plot of births and deaths for a filtration is called a
persistence diagram. While one may calculate the Betti number curves from a persistence
diagram, the reverse is not true. Thus peristence diagrams contain strictly more information
than the Betti number curves. We therefore expect the addition of persistence to sharpen
our topological studies of the CMB.
In this paper, we review the concept of persistent homology and describe its application to
CMB temperature anisotropy data. We compute the persistence diagrams of sublevel filtra-
tions from a publicly available set of simulations [29] describing primordial non-Gaussianity
of local type [30]. We then explicitly demonstrate using a likelihood function analysis that
persistence diagrams contain more information about local primordial non-Gaussianity than
the Betti number curves. Specifically, we are able to constrain ∆fNL = 35.8 at 68% confi-
dence on our simulation set, almost a factor of two better than the Betti number curves. In
other words, persistence provides a promising strengthening of topological techniques in the
search for non-Gaussianity.
The present work is the first in a series of papers in which we apply TDA to cosmological
datasets. As such, we consider the simplest setup in order to illustrate our approach and
to compare with other methods used in existing literature. As a proof of concept, we use
simulations for only local-type primordial non-Gaussianity (which are readily available) and
defer observational effects for future work. Natural next steps are to apply our method to
study other shapes (especially those hard to detect via fitting templates of the bispectrum),
to include polarization degrees of freedom, and to use actual experimental data. We also
plan to apply persistent homology to large-scale structure data. Here the topology is richer
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(and the dimension of the space higher), with interlocking filaments, walls, and voids making
up what is called the ‘cosmic web’ [31]. Our findings for these extensions of the present work
will be reported elsewhere.
This paper is organized as follows. In Section 2 we give a quick introduction to persistent
homology and persistence diagrams. In Section 3 we review local non-Gaussianity and the
simulations we use. In Section 4 we describe our numerical pipeline and detail our results.
We end this paper with conclusions and outlook in Section 5.
2 Persistent homology
In this section we describe persistent homology and how it can be applied to CMB tem-
perature anisotropy data. First we briefly review how homology formalizes the notion of
‘counting holes’ in a topological space in the context of simplicial homology. We then de-
scribe how the extra ingredient of persistence allows one to study the topology of discrete
data sets in a suitably stable way. Persistence diagrams arise as a natural way to represent
the outcome of persistent homology calculations. It is these persistence diagrams we will use
as statistics for our data. We then outline how persistent homology can be used to study
the CMB and constrain cosmological parameters.
2.1 Simplicial homology
Homology is a standard technique for identifying a topological space (see e.g. [27]). Roughly
speaking, this is done by counting ‘holes’ of various dimension in the space. In practice
this amounts to identifying special ‘loops’ in the space. Specifically, one looks for ‘loops’
that may not be continuously shrunk to a point (these are the loops wrapping holes) – each
‘independent’ one of these contributes to the homology of the space. Here we will formalize
these notions in the context of simplicial homology. As continuous spaces are often unwieldy
for calculations, one often resorts to discrete representations. Moreover, for the purpose
of data analysis, discrete representations are natural. We will represent our data using
simplicial complexes and perform our topological calculations in the context of simplicial
homology.
Simplicial complexes are made up of simplices. Low-dimensional simplices include
• vertices, or 0-simplices;
• edges, or 1-simplices;
• triangles, or 2-simplices;
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Figure 1: On the left is a simplicial complex. It is closed under taking intersections and
faces of simplices. On the right, the intersection of the two large triangles is not a simplex
and the one of the small triangle’s edges is not present, so the collection is not a simplicial
complex.
• tetrahedra, or 3-simplices,
and so on. Often we will work in arbitrary dimension, where we will refer to k-simplices.
Each k-simplex contains lower-dimensional simplices on its boundary. For example, a triangle
contains three edges and three vertices. We call these lower-dimensional simplices faces of
the higher-dimension simplex.1 A simplicial complex S is a set of simplices that is closed
under intersection of simplices and closed under taking faces of simplices. In other words,
σ, τ ∈ S =⇒ σ ∩ τ ∈ S, (2.1)
τ ⊆ σ, σ ∈ S =⇒ τ ∈ S (2.2)
Examples of simplicial complexes and collections of simplices that are not simplicial com-
plexes are shown in Figure 1. Given a simplicial complex S, we define k-chains as collections
of k-simplices in S. Each of these may be formally represented as a sum∑
i
aiσi, ai ∈ Z2 (2.3)
where i runs over the set of k-simplices in S and we use Z2-valued coefficients.2 Under
element-wise addition, the k-chains form a group, which we denote as Ck.
The group of k-chains has two important subgroups. To define these, we must first define
the boundary map. The boundary map takes a k-chain to a (k − 1)-chain in the following
1A simplex also has itself as a face. We say σ is a proper face of τ if σ 6= τ .
2One may more generally use a field other than Z2. Here we stick with Z2, which is generally the most
practical computational choice.
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way. Write a k-simplex in terms of its vertex set σ = [v0, v1, . . . , vk]. Then the boundary of
σ is
∂kσ =
k∑
j=0
[v0, . . . , vˆj, . . . , vk] (2.4)
where the hatted vertex is omitted. The boundary operator is then defined on k-chains by
linear extension. The boundary map ∂k is a homomorphism from Ck to Ck−1.
A k-cycle is a k-chain with empty boundary, ∂kσ = 0. By the linearity of ∂k, the k-cycles
form a group, denoted Zk. Put succinctly, Zk = ker ∂k. Analogously we have the group of k-
boundaries, denoted Bk, defined as the image of the (k+1)-th boundary map, Bk = im ∂k+1.
In other words, for each k-boundary σ there exists a (k + 1)-chain τ such that ∂k+1τ = σ.
It turns out that Bp ⊆ Zp. This result is called the Fundamental Lemma of Homology.
In words, it is the statement that the boundary of a boundary is empty. In other words,
every k-boundary is also a k-cycle. However, the reverse is not true. In fact, cycles that are
not boundaries wrap ‘holes’ in our complex. Thus we define the k-th homology group as
the the k-cycle group modulo the k-boundary group, Hk = Zk/Bk. The k-th Betti number
is this group’s rank, βk = rank Hk. One can view the elements of Hk as k-cycles under
the equivalence relation σ ∼ τ if σ = τ + b for some k-boundary b. In this way we can
regard homology as counting ‘independent’ features. Intuitively, β0 counts the connected
components of a simplicial complex, while βk for k > 0 counts (k + 1)-dimensional holes.
Data sets often display some topological structure. We would like to characterize the
topology of a data set using homology. Doing so robustly, as explained in the next section,
requires a new ingredient, persistence.
2.2 Persistent homology
Consider some point cloud D ⊂ R2, like the one depicted in Figure 2. We might choose
to study the point cloud via topological means. To do so, we can form a simplicial com-
plex corresponding to the point cloud and compute its homology. However, this procedure
is far from unique, as there is significant ambiguity in how a point cloud ‘corresponds’ to
a simplicial complex. For example, it is natural to represent each point via a vertex, but
we must start making more difficult choices when it comes to connecting the vertices with
edges. These choices can result in different topological invariants for simplicial complexes
representing the same data set, an undesirable outcome. This procedure is also not neces-
sarily stable against perturbations of the data set. We would like our computation to avoid
representational ambiguities and be stable against perturbations to the data.
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Figure 2: Points randomly sampled from an annulus. The data set has a clear topological
character, with β0 = 1 and β1 = 1. Persistent homology can formally describe the data’s
topology by using a sequence of simplicial complexes.
A procedure that achieves these goals is topological persistence. The idea of topological
persistence is to consider a nested sequence of topological spaces
M0 ⊆M1 ⊆ · · · ⊆Mn (2.5)
and track topological features calculated via their homology groups
Hk(M0)→ Hk(M1)→ · · · → Hk(Mn) (2.6)
The sequence of topological spaces is called a filtration. As we move through the filtra-
tion, different topological features appear (e.g. connected components are added to the
space, 1-cycles form), while other features disappear (e.g. 1-cycles are ‘filled in’ and are no
longer nontrivial in the homology). We refer to these instances as births and deaths, respec-
tively. When two topological features merge (e.g. two formerly disconnected components are
joined), we adopt the elder rule: the feature that was born earlier remains while the younger
feature dies. Tracking the births and deaths of topological features allows us to resolve the
strong features of a perhaps noisy topological space. As this calculation involves tracking
how long homological features persist, it is referred to as persistent homology3. This pro-
cedure partially resolves the problem of representational ambiguity by considering a family
of topological spaces instead of a single representation. Persistent homology (represented
via persistence diagrams, see Section 2.3, and with a suitable metric) has also been proven
stable against perturbations to the data set [33].
Moving through the filtration often corresponds to scanning over lengths. In this sense
persistence homology is a multi-scale approach, capable of identifying structures of various
3One may also consider persistent cohomology, or other generalizations to the sequence in (2.6) like zigzag
persistence [32].
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scales. While the annular character of Fig. 2 is clear, there may be other topological
structures living at smaller scales. These smaller-scale structures often contain important
information about the data set.
In this paper we focus on the sublevel filtration. Consider a smooth d-manifold M and
a smooth function f : M → R defined on the manifold. The sublevel set corresponding to
filtration parameter ν is
f−1(−∞, ν] = {x ∈M | f(x) ≤ ν} (2.7)
These are sometimes referred to as excursion sets, although we shall use the term ‘sublevel’ to
distinguish the direction in which they are bounded. (One can analogously define superlevel
sets.) Since f−1(−∞, ν1] ⊆ f−1(−∞, ν2] whenever ν1 ≤ ν2, the sequence of sublevel sets for
a function f on M defines a filtration. The sublevel filtration for a function defined on an
interval of R is shown in Figure 3. In this paper, our manifold M ⊂ R2 is a rectangular patch
Figure 3: Illustration of the sublevel filtration for a 1-dimensional function. The homology
of the sublevel sets changes at the function’s critical points. When our filtration parameter
(represented by a horizontal line) is in the blue region, the sublevel set has one connected
component, β0 = 1. In this region, we ‘know’ about the lowest minimum. In the yellow
region, the sublevel set has two connected components, β0 = 2. When we reach the green
region, the two minima merge, and we have once again have one connected component,
β0 = 1.
of a 2-sphere and f is the temperature anisotropy of the CMB at that point on the sky. We
work in rectangular patches rather than on the entire 2-sphere since CMB data is generally
incomplete, for example in the galactic plane. An example of the sublevel filtration for such
a data set is shown in Figure 4.
2.3 Persistence diagrams
Persistent homology has a convenient representation in the form of persistence diagrams
(PDs). PDs are scatter plots giving the birth and death parameters of homologically distinct
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Figure 4: The sublevel filtration for a 50× 50 pixel grid. On the left is a pixelized function,
with redder pixels corresponding to larger function values. The next three panels depict the
sublevel filtration for this function, with the sublevel set in black and the threshold increasing
from left to right. Early in the filtration, there are many distinct connected components
(contributing to β0) and not very many loops (β1). As the threshold is increased, formerly
distinct sections are connected to each other, and more loops form. For large threshold
values, there is only one connected component. There are many loops, which are filled in as
the threshold approaches the function’s maximum value on the grid.
k-cycles. For our sublevel filtration, there will be two PDs, one for 0-dimensional features
(connected components) and one for 1-dimensional features (loops).
For two-manifolds, there are three Minkowski Functionals (MFs) naturally defined in
terms of the sublevel parameter ν. The first is the fraction of area of the base manifold M in-
cluded in the sublevel set f−1(−∞, ν]. The second is the total length of the boundaries of the
sublevel set. The third, to which PDs directly relate, is called the genus. It is, up to numeri-
cal factors, the Euler characteristic χ(ν) of the sublevel set. The Euler characteristic is given
by the alternating sum of Betti numbers at the same threshold, χ(ν) =
∑
k≥0(−1)kβk(ν).
The Euler characteristic of sublevel sets of a random Gaussian field is in fact known ana-
lytically [34], and thus lends itself well to testing non-Gaussianity in the CMB. However, the
transformation from {β0(ν), β1(ν)} to χ(ν) is not invertible, and thus destroys information.
Using this fact, [25] proposed strengthening the genus curve statistic by instead using the
Betti number curves4 themselves. One drawback is that one must then rely on simulations,
since even for random Gaussian fields, analytic results are not known for the Betti num-
ber curves. However, [25] was able to demonstrate explicitly that the Betti number curves
contain more information about non-Gaussianity than the genus curve for several models.
In this paper, we propose strengthening the Betti number curves as statistics for non-
Gaussianity by using information encoded in PDs from the sublevel filtration. It is simple
4For finite grids with finite pixel size, these ‘curves’ are in fact piecewise constant.
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Figure 5: The two PDs both give rise to the Betti number curve below. In other words, the
Betti number curve can’t tell the difference when νDeath is switched for two cycles, while the
PDs are sensitive to this change.
to calculate the Betti number curves using PD data:
βk(ν) =
∑
b≤ν<d
Ok(b, d) (2.8)
Here Ok(b, d) represents the number of points in the k-th PD with birth parameter b and
death parameter d. We are simply counting distinct cycles that have been ‘born’ and are
not yet ‘dead’ at ν. In other words, the Betti number curves are non-invertible linear
combinations of PD data. Thus our intuition tells us that the PDs contain strictly more
information than the Betti number curves. Specifically, the information in a persistence
diagram concerns the tracking of individual cycles. An example of two distinct PDs giving
rise to the same Betti number curve is shown in Figure 5. In this paper we quantify how
much more information about non-Gaussianity is encoded in the PDs for a specific set of
CMB simulations.
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3 Local non-Gaussianity
Local primordial non-Gaussianity [30] takes the ansatz
Φ(~x) = ΦG(~x) + fNL
(
ΦG(~x)2 − 〈ΦG(~x)2〉) (3.1)
for the primordial gravitational potential Φ. Here ΦG is a random Gaussian field and fNL
quantifies deviation from Gaussianity. From the primordial gravitational potential, one
calculates the CMB temperature anisotropy spherical harmonic expansion ∆T
T
=
∑
`m a`mY`m
via
a`m = 4pi(−i)`
∫
d3k
(2pi)3
Φ(~k)∆`(k)Y
∗
`m(kˆ) (3.2)
where ∆`(k) is the transfer function for temperature in momentum space.
3.1 Simulations
We use the publicly available simulations of local non-Gaussianity provided by Elsner and
Wandelt [29]. Following the method of [35], the simulations generate purely Gaussian grav-
itational potentials. The spherical harmonic coefficients are then calculated by combining
the ansatz (3.1) with (3.2).
The resolution of the simulations is determined by `max = 1024, corresponding to HEALPIX
[36] variable Nside = 512. (This is rather low-resolution compared to Nside = 2048 for
Planck 2015 data [16].) We include a Gaussian smoothing of θs = 90
′, corresponding to
full width half maximum FWHM=
√
8 ln 2θs = 211.934
′. The simulations use cosmolog-
ical parameters from WMAP5+BAO+SN data5: ΩΛ = 0.721, Ωch
2 = 0.1143, Ωbh
2 =
0.02256, ∆2R(0.002 Mpc
−1) = 2.457 · 10−9, h = 0.701, ns = 0.96, and τ = 0.084.
The simulations provide 1000 sets of Gaussian spherical harmonic coefficients aL`m and
corresponding non-Gaussian aNL`m . One can tune the amount of non-Gaussianity in a par-
ticular map by using a`m = a
L
`m + fNLa
NL
`m . In this paper, we consider simulations with
fNL = 0, 10, 25, 50, and 100.
4 Persistence of CMB temperature anisotropy maps
In this section we describe how persistent homology may be applied to the simulations de-
scribed in Section 3.1. We outline our numerical pipeline for generating and analyzing sec-
5Available at http://lambda.gsfc.nasa.gov/product/map/dr3/parameters.cfm
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tions of CMB temperature anisotropy maps. We then provide numerical results demonstrat-
ing that PDs include significantly more information about local primordial non-Gaussianity
than the Betti number curves. Using a likelihood function analysis, we show that PDs can
constrain ∆f locNL = 35.8 at 68% confidence on the simulation set.
4.1 Persistence and local non-Gaussianity
For each map, we consider rectangular regions (corresponding to four fundamental pixels in
the HEALPIX scheme) centered around the north pole and the south pole. For real CMB
data, it makes sense to consider these regions instead of the entire sphere due to the galactic
plane. Thus global properties of the sphere should not be taken into account. For each fNL
value, we have 2000 grids, each having dimensions 1024× 1024 in pixel space.
We use the R package TDA [37] to perform the sublevel filtration and persistent homology
analysis of each grid6. For each grid, we have two PDs, corresponding to 0-dimensional
homology and 1-dimensional homology. Histograms corresponding to the PDs are shown in
Figures 6 and 7 for fNL = 0, 100. For aesthetic reasons, we plot the persistence, defined as
νdeath − νbirth, on the vertical axis instead of the death parameter. For the 0-dimensional
histograms, there is always at least one connected component. In a true PD, we would
represent this feature as a point with infinite persistence. Instead, we artificially assign this
point a finite persistence equal to the temperature range of the grid under consideration,
p = Tmax− Tmin. These points give rise to the upper shape in the 0-dimensional histograms.
We also show the differences between histograms with fNL = 50, 0 and fNL = 100, 0 in
Figures 8 and 9 . It is worth convincing oneself that local non-Gaussianity affects PDs in
a systematic way, i.e. that these diagrams display some pattern rather than just random
noise. Since we are in the regime of weak non-Gaussianity, we can assume that turning on
fNL does not create or destroy critical points, so the total number of homological features is
approximately unchanged. Instead, we should look for how features move in the PDs as fNL
is increased. In these histograms, blue bins lose features and red bins gain features as fNL
is increased. We see that the effect of local non-Gaussianity on the 0-dimensional histogram
is to move features down and to the left, with earlier births and shorter persistences. For
the 1-dimensional histogram we see the features move to shorter persistences, with less of
an effect on birth times.
We also calculate the Betti number curves and the effect of local non-Gaussianity on
them, shown in Figure 10. We observe the same pattern for βi(fNL = 100) − βi(fNL = 0)
6The persistent homology calculation in the package is performed using the Persistent Homology Algo-
rithm Toolkit (PHAT) [38].
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found in [25].
Figure 6: Persistence diagrams for 0-dimensional features, binned as 2-dimensional his-
tograms. We artifically assign a finite persistence p = Tmax − Tmin to the earliest-born
component on the grid, resulting in two distinct shapes. The effect of fNL = 100 is to give
0-cycles earlier births and shorter persistences.
Figure 7: Persistence diagrams for 1-dimensional features. The effect of fNL is to give
1-cycles shorter persistences.
4.2 Statistical content of persistence diagrams
The likelihood function P (d|p) is a standard tool in cosmological data analysis, used to
determine best-fit parameter values and errors. Here P gives the probability that a set of
12
Figure 8: Histograms showing the movement of 0-cycles under the influence of local non-
Gaussianity, PD0(fNL = 50)− PD0(fNL = 0) (left) and PD0(fNL = 100)− PD0(fNL = 0)
(right). When fNL is raised, cycles leave the blue bins and enter the red bins. On the whole,
we see that 0-cycles tend to move to earlier births and shorter persistences. We also observe
a fairly large blue region at short persistence and small negative birth parameter.
Figure 9: Histograms showing the movement of 1-cycles under the influence of local non-
Gaussianity, PD1(fNL = 50)− PD1(fNL = 0) (left) and PD1(fNL = 100)− PD1(fNL = 0)
(right). When fNL is raised, cycles leave the blue bins and enter the red bins. Generally,
cycles move to shorter persistences.
parameters p would give rise to a data vector d. Via Bayes’ theorem, one has
P (p|d) = P (d|p)P (p)
P (d)
(4.1)
The denominator is a simple normalization factor, and thus does not affect the location of
the likelihood function’s peak or its width. Assuming a uniform prior P (p), one then has
13
Figure 10: Betti number curves for our simulations. On top, β0 (blue) and β1 (or-
ange) as functions of temperature. Here we normalize by βmax since β0 is artifi-
cially larger due to the boundary of the rectangular patch. Below we have ∆βi =
(βi(fNL = 100)− βi(fNL = 0)) /Nsim. The difference plots have the same characteristic
shapes observed in [25].
that P (p|d) ∝ P (d|p). (This is a useful proportionality, since the goal of data analysis is
to constrain p by measuring d.) We may get some sense for the information content of our
PDs by assuming a Gaussian likelihood function
P (d|fNL) = 1
2pi
√
detC
exp
(
−1
2
(d− µ)C−1(d− µ)
)
(4.2)
where d is our data vector, µ = µ(fNL) is the model data vector at a given fNL, and
C is the covariance matrix. This is a good approximation when the fluctuations of each
component of the data vector are small compared to their ensemble average. To stay in this
regime, we must throw out some of our bins. This corresponds to ignoring sufficiently rare
events. For Betti number curves, the data vector’s entries are the curve’s values sampled at
certain temperatures, while for the PDs the data vector’s entries are the number of points
in particular bins of the corresponding 2-dimensional histogram. The sharper the likelihood
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Figure 11: Gaussian fits of the likelihood functions for PD0 (left) and PD1 (right), giving
σ = 39.1, 37.4, respectively.
function is peaked at its maximum, the more sensitive it is to the cosmological parameters
under consideration. This intuition is formalized in the Fisher matrix determination of
error [39]. Along these lines, we suppose our data comes from a theory with fNL = 0, using
the average data vector over 800 simulations. We then evaluate the likelihood function for
each statistic using fNL = 0, 10, 50 for µ(fNL), also averaging over 800 simulations. Here
we calculate the covariance matrix C using 2000 fNL = 0 simulations. (We also include
a correction factor related to sample size for the inverse covariance estimator [40].) To a
good approximation, the likelihood function is Gaussian in fNL. We thus fit the resulting
likelihood function with a Gaussian to determine our 68% confidence constraint. The results
are shown in Table 1. We find that combining PD0 and PD1 gives a ∆fNL = 35.8 constraint
at 68% confidence on the simulation set, which seems reasonable compared to a detailed
forecasting (albeit for higher-resolution maps) for the MFs like [41]. We observe that the
PDs give constraints almost twice as strong as the Betti number curves, which are in turn [25]
stronger than the genus.
Statistic ∆fNL
β0 67.4
β1 66.1
β0 + β1 60.6
PD0 39.1
PD1 37.4
PD0 + PD1 35.8
Table 1: Relative information content of persistence diagrams.
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5 Conclusions and Outlook
In this paper, we have introduced the persistence diagram (PD) as a useful statistical observ-
able for CMB temperature anisotropy data. We propose that, in addition to constraining
other cosmological parameters, PDs may be useful in the search for non-Gaussianity. We
have computed the PDs for a set of simulated CMB temperature maps with local non-
Gaussianity, using the sublevel filtration. We found that the information contained in the
PDs could discriminate between different levels of local non-Gaussianity more sensitively
than the Betti number curves. This is a sensible result, as the Betti number curves can
be derived from the PDs, but not vice versa. In particular, we expect PDs to be able to
constrain local non-Gaussianity to ∆fNL = 35.8 at 68% confidence.
Our computation being a proof of concept, we have ignored several effects. We did not
take into account observational effects like sky cuts, instrument noise, or beam width. We
chose a smoothing angle of θs = 90
′, and did not study the effects of varying this. We also
focused on the temperature anisotropy, while in principle there is more information contained
in the topology of CMB polarization [42, 43]. We also only considered non-Gaussianity of
local type, and did not simultaneously vary other cosmological parameters. It would be
particularly interesting to see how PDs compare with the bispectrum for shapes of non-
Gaussianity that are particularly difficult to constrain using templates, like the oscillatory
shapes arising from axion monodromy [44]. As the present work aims to provide a proof of
concept, we defer these interesting issues to our future work.
Our results indicate that persistent homology could also be useful in other situations
where topological observables have been used. In particular peak counts (Betti numbers
curves in disguise) have been proposed to derive constraints on cosmological parameters
using CMB lensing data [45]. The methods presented in this paper could also be useful in
studying the topology of large scale structure. In this case, persistent homology has been
proposed to identify various structures in the cosmic web [31,46,47]. It would be interesting
to compare a method using persistent homology to a topologically-flavored algorithm like
ZOBOV [48] for the purposes of void identification. It is interesting to note that similar
clustering and void features also arise in the distribution of string vacua [49–52]. However,
when the dimension of the moduli space (the data space in this case) is huge, we can no longer
visualize the distribution of vacua. Nonetheless, we can compute the persistent homology
of point clouds generated by string vacua and thus diagnose the shape of this data. (Some
preliminary work along these lines can be found in [53].) We plan to report our findings in
this interesting direction in a forthcoming work [54].
It is worth noting the relation of this paper to [55], which aims to put TDA on a sta-
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tistically sound footing. Their method circumvents the need for simulations by using just
one PD, then generating statistically similar PDs. They then perform a toy example with
Planck CMB data, treating the north and south caps separately. The north and south caps
give different results in their framework, leading them to claim that their data should not be
regarded as arising from the same stochastic process. This paper has instead treated PDs
as statistics in themselves, and demonstrated how topological methods are strengthened in
this approach.
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