Imagine you read in a book about English grammar the following statement:
ied with rigorously controlled experimental methods of observation and data gathering. An essential tool of the modern experimental method is Statistics, especially inferential statistics, which is a carefully conceived mathematically-based conceptual apparatus for the systematic and rigorous analysis of the numerical data researchers get from their measurements. 1 The main goal of this chapter is thus to characterize some key concepts in statistical reasoning in the context of empirical cognitive linguistics, and to analyze how inferential statistics fits as a tool for knowledge gathering in cognitive linguistics. The text is not meant to be a comprehensive introduction to statistics proper, for which the reader may consult any college textbook available, such as Witte & Witte 2007; Hinkle, Wiersma, & Jurs 2003; Heiman 2003 , but is instead intended to introduce the topic in a way that is meaningful for cognitive linguists.
. What counts as "empirical" in cognitive linguistics?
One important difference between linguistics and psychology has to do with the question of what counts as empirical evidence for falsifying or supporting a given theoretical claim. What is a well-defined valid piece of information that can be safely incorporated into the body of knowledge in the field? What counts as an acceptable method for obtaining such a piece of information? When can that piece of evidence serve as a robust counterargument for an existing argument? These are questions for which linguistics and psychology traditionally have had different answers. For example, if some theory in linguistics states that the plural marker in language X is provided by a marker x, then if through your detailed observations of the language you find a counterexample where the plural marker is not x but y (i.e., well-accepted linguistic expressions that do not fit the proposed pattern) you can, with that very piece of information, falsify the proposed theoretical statement. In such a case you would be making a contribution to the theory after which the body of knowledge would be modified to become something like the regular plural marker in language X is provided by a marker x, but there are some irregular cases such as y.
The same would happen if some linguistic theory describes some grammatical pattern to be generated by a rule A, but then you observe that if you apply such a rule to some sentences you actually generate ungrammatical ones (which linguists usually write down prefacing it with an asterisk). Again, by showing these ungrammatical sentences you would be providing linguistic evidence against a proposed theoretical statement. You would be falsifying that part of the theory and you would be de facto engaging in a logical counterargumentation, which ultimately would lead to the development of a richer and more robust body of knowledge in that field.
. The history of Statistics as a field, however, reveals that its development not always came straightforwardly from advances in mathematics (see Stigler (1986) for details).
The situation in psychology is quite different. Because the subject matter of psychology is not defined at the level of the abstract structure of a language as linguistics does, but defined at the level of peoples' behavior (often used to infer people's cognitive mechanisms), performance or production, the elements that will allow you to falsify or support a theoretical statement will be composed of empirical data observed at the level of peoples' behavior or performance. For instance in order to falsify or support a theoretical statement such as English speaking children have difficulties learning irregular forms of the plural you would have to generate a series of studies that would provide empirical data (i.e., via observation of real children), supporting or challenging the original statement. Moreover, you would have to make several methodological decisions about how to test the statement, as well as how exactly to carry out your experiments. For example, because you will not be able to test the entire population of all English speaking children in the world (much less those not yet born!), you will have to choose an appropriate sample of people who would represent the entire population of English speaking children (i.e., you would be working only with a subset from that population). And you will have to operationalize terms such as "difficulties" and "learning" so it is unequivocally clear how you are going to measure them in the context of your experiment. And because it is highly unlikely that all individuals in your sample are going to behave in exactly the same manner, you will need to decide how to deal with that variability, and how to characterize in some general but precise sense what is going to be considered a "representative" behavior for your sample (i.e., how to establish a proper measure of central tendency), how to describe the degree of similarity of children's behavior, how to objectively estimate the error involved in any measurement and sampling procedure, and so on. Within the realm of the experimental method all these decisions and procedures are done with systematic and rigorous rules and techniques provided by statistical tools.
The moral here is that linguistics and psychology, for historical and methodological reasons, have developed different ways to deal with the question of how you gain knowledge and build theories, how you falsify (or support) hypotheses, how you decide what counts as evidence, and so on. Where the relatively new field of cognitive linguistics is concerned, which gathers linguists and cognitive psychologists (usually trained within the framework of the experimental method), it is very important to:
(a) keep in mind the nature and the implications of these methodological differences, and (b) understand the complementarity of the two methods of knowledge-gathering as practiced in linguistics and experimental psychology.
Cognitive linguistics, emerging out of linguistics proper, and initially in reaction to mainstream Chomskian-oriented approaches, has made important contributions to the study of human language and its cognitive underpinnings. This new field, however, relying mainly on linguistic methods of evidence gathering has made claims not only about languages, but also about the psychological reality of peoples' cognition. For example, an important subfield of cognitive linguistics, conceptual metaphor theory, has, for the last twenty-five years or so, described and analyzed in detail thousands of metaphorical expres-sions such as the teacher was quite cold with us today and send her my warm helloes (Lakoff & Johnson 1980; Lakoff 1993) . The inferential structure of these collections of linguistic expressions has been modeled by theoretical constructs called conceptual metaphors, which map the elements of a source domain (corresponding in the above examples to the thermic bodily experience of Warmth) into a more abstract one in the target domain (in this case, Affection). The inferential structure of the metaphorical expressions mentioned above (and many more) is thus modeled by a single conceptual metaphor: Affection Is Warmth.
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But beyond the linguistic description, classification, and analysis of linguistic expressions using methods in linguistics proper, conceptual metaphor theory has made important claims about human cognition, abstraction, and mental phenomena. For instance, it has claimed that conceptual metaphors are ordinary inference-preserving cognitive mechanisms. These claims, however, are no longer at the level of linguistic data or the structure of languages, but at the level of individuals' cognition, behavior, and performance. Because of this, many psychologists believe that giving a list of (linguistic) metaphorical expressions as examples does not provide evidence (in cognitive and psychological terms) that people actually think metaphorically. In other words, what may count as linguistic evidence of metaphoricity in a collection of sentences for linguists may not count as evidence for psychologists that metaphor is an actual cognitive mechanism in peoples' minds. It is at this point where some psychologists react and question the lack of empirical "evidence" to support the psychological reality of conceptual metaphor (Murphy 1997; Gibbs 1996 ; and see Gibbs in this volume). Moreover, how do we know that some of the metaphors we observe in linguistic expressions are not mere "dead metaphors," expressions that were metaphorical in the past but which have become "lexicalized" in current language such that they no longer have any metaphorical meaning for today's users? How do we know that these metaphors are indeed the actual result of real-time cognitive activity? And how can we find the answers to such questions? These are reasonable and genuine questions, which from the point of view of experimental psychology, need to be addressed empirically.
Cognitive linguistics, which is part of cognitive science -the multidisciplinary scientific study of the mind -is located at the crossroads of linguistics and cognitive psychology and as such, has inherited a bit of both traditions. It is therefore crucial for this field that the search for evidence and knowledge be done in a complementary and fruitful way.
We are now in a position to turn to more technical concepts.
. Descriptive vs. inferential statistics
Statistics has two main areas: Descriptive and inferential. Descriptive statistics, which historically came first, deals with organizing and summarizing information about a collection of actual empirical observations. This is usually done via the use of tables and graphs (like . In conceptual metaphor theory usually the name of the mapping has the form X Is Y, where X is the name of the target domain and Y the name of the source domain.
the ones you see in the business or weather report pages of your newspaper), and averages (such as the usual Grade Point Average, or GPA, you had in school). These tools serve to describe actual observed data, which often can be quite large (e.g., every single grade you got in every single class you took in school), in a simple and summarized form (See Gonzalez-Marquez, Becker & Cutting this volume, for further details.) Inferential statistics, on the other hand, was developed during the 20th century with the goal of providing tools for generalizing conclusions beyond actual observations. The idea is to draw inferences about an entire population from the observed sample. These are the tools that allow you to make conclusions, about, say "English speaking children learning irregular plurals," based on only a few observations of actual children (i.e., the fixed number of individuals constituting your sample, which is necessarily more limited than the entire population of English speaking children around the world). As we will see, making these kinds of generalizations -from a small sample to a huge general populationimplies risks, errors, and making decisions about chance events. The goal of inferential statistics then is not to provide absolute certainty, but to provide robust tools to evaluate the likelihood (or unlikelihood) of the generalizations you would like to make. Later we will see how this is this achieved.
. Variables and experiments
Statistical analyses have been conceived to be performed on collections of numerical data, where numbers are supposed to represent, in some meaningful way, the properties or attributes under investigation. Needless to say, if your observations are based only on verbal notes, sketches, interviews, and so on, you will not be able to perform statistical analyses directly on such raw material. In order to use statistics you will have to transform your raw data, via a meaningful procedure, into numbers. Sometimes, of course, that is not possible, or it is too pushy to do so, or it just does not make any sense to do it! In those cases, statistical analyses may simply not be the appropriate tools for your analyses (and you should be aware of that). However, when the properties or attributes under investigation (e.g., "degree of difficulty of a task," "College GPA average," or "the time it takes to answer a question") can take on different values for different observations, they are technically called variables.
Variables are extremely important in the context of experimental design, because they are at the core of the process of investigating cause-effect relationships. As it is well-known, one of the main goals of scientific research is to describe, to explain, and to predict phenomena (i.e., effects) in terms of their causes. The main way this is usually done is by carefully designing experiments where the investigator studies some specific variables, called independent variables, in order to determine their effect on the so-called dependent variables. The dependent variables are the ones that are measured by the investigator, which are expected to be affected by the independent variables. Independent variables are sometimes manipulated variables (when the experimenter directly manipulates the levels of the variable to be studied, like deciding the dose of a particular drug she will be giving to her participants) and sometimes they are classifying variables (when the experimenter cat-egorizes the individuals according to some relevant criterion, for example, sex or medical condition).
Variables are also important in the context of correlational studies. In this case the investigators' goal is not to systematically manipulate an independent variable in order to observe its effect on a dependent variable (thus establishing a cause-effect relation) but rather to examine two or more variables in order to study the strength of their relationship. Correlational studies provide useful tools for investigating patterns and degrees of relationships among many variables, but they do not say much about causation. Rather, they say what is related with what, and to what degree the relationship is strong (or weak). When the relationship between two variables is strong it is possible to make predictions of values in one variable in terms of the other with an appropriate level of accuracy. A correlational study can determine, for example, that in general height and weight are two variables that are correlated: Very short people tend to weigh less than very tall people, and vice versa. The relation, of course, is not perfect. There are people who are short but with strong muscles and thick bones, and are therefore heavy, and also tall thin people who are light. But overall, if you observe hundreds or thousands of people, you will conclude that height and weight are quite related. There are specific statistical tools than can be used to establish precisely (in numerical terms) the strength and degree of relationship between variables. What is important to keep in mind is that the fact of establishing a strong relationship between two variables does not mean that we can directly make assertions about which one causes which one. We may establish that height and weight are very much related, but not because of this can we say, for instance, that "variations in height cause variations in weight" or that "variations in weight cause variations in height." We can say that height and weight are related (or very related, or even very strongly related) but we can not affirm which causes the other. Correlational studies are useful, however, to identify in a study with many variables with unknown behavior, which variables relate with which ones. Once the related variables are identified, the investigator may proceed to further study if a cause-effect relationship is suspected. But, in order to answer to that question, she will need to work within the framework of the experimental approach. For the rest of the chapter we will focus on the experimental dimension of empirical studies.
In order to better understand the concept of experimental design, consider a researcher who suspects that a drug G affects peoples' performance in remembering twosyllable nonsensical words. This suspicion, which usually is theory-driven and is technically called a research hypothesis, states that variations in the performance (dependent variable) are expected to be produced, or explained by variations in the dosage of drug G (independent variable). In this example the dependent variable could be defined operationally as "number of words correctly remembered from a list shown 15 minutes prior to the evaluation." In order to investigate her hypothesis empirically, our researcher will design an experiment, which should allow her to evaluate whether or not different doses of drug G produce changes in the performance of remembering those words. Then, she will collect a sample of people (hopefully selected randomly), and divide it into, say, four categories A, B, C, D. She will give to participants in each of the 4 groups, a specific dose of the drug: for instance, 10mg to those in group B, 40mg to those in group C, 100mg to those in group D, and 0mg to those in group A (the four dosage groups are technically called the levels of the independent variable, and they are usually determined by relevant information about the domain of investigation found in the literature). Then, through a carefully and systematically controlled procedure, she will show them a long list of two-syllable nonsensical words, and 15 minutes later, she will measure the individuals' performance (number of words remembered correctly) under the different dosage conditions (levels of the independent variable). She will then be ready to evaluate, using the tools of inferential statistics, whether the data support her hypothesis. (In reality, things are, of course, more complicated than this and get technical rather quickly, but for the purpose of this brief chapter we will leave it as it is.)
In this example, Group A plays a very interesting and important role. Why give 0mg to people in that group? Why bother? Why not simply eliminate that group if we are not giving them any drugs at all? Well, here is where we can see one of the main ideas behind an experimental design: experimental control. What the experimenter wants is to systematically study the possible cause-effect relationship between the independent and dependent variables. In our example, she wants to investigate how variations in drug G dosage (independent variable) affect remembering nonsensical words (dependent variable). But she wants to do this by isolating the effect of the independent variable while keeping everything else (or as much as possible) constant, thus neutralizing possible effects from extraneous variables. For instance, it could be the case that simply the testing situation, such as the list of words used for the study, or the environmental conditions in the room used for the testing, or the background noise of the computer's fan, or the psychological effect of knowing that one is under the "effect of a drug," seriously affect peoples' performance in an unexpected way, and this, independently of the actual active chemical ingredient of the drugs. Well, we would only be able to control the potential influence of such extraneous variables if we observe individuals in a group going through the full experimental procedure with one crucial exception: they do not actually get any active chemical ingredient believed to affect performance (i.e., absence of the attribute defined by the independent variable: 0mg of the drug). This means that the individuals in this group, known as the control group, should also get a pill, like everybody else in the study, except that, unbeknownst to them, the pill will not have the known active ingredient.
When studies like the one above are done properly, we refer to them as experiments, that is, controlled situations in which one (or more) independent variables (manipulated or classifying ones) are systematically studied to observe the effects on the dependent variable. The experiments can, of course, get more complicated. Our researcher, for instance, could be interested in studying the effects of more than one independent variable on the dependent variable. Other than the dosage of drug G, she could be interested in investigating also the influence of the time elapsed after showing the list of nonsensical words. This could be done through the manipulation of the variable "time elapsed," by measuring performance not only after 15 minutes of showing the list, but also at, say, 5 minutes, and 30 minutes, which would give a better sense of how time may affect performance. Or perhaps she could be interested in studying the influence of the number of vowels present in the nonsensical words (thus manipulating the number of such vowels), or even in how gender may affect the dependent variable (in this case it would not be a manipulated independent variable, but a classifying one), and so on. The more independent variables you include, the more detailed your analysis of how the dependent variable is affected, but also the more complicated the statistical tools get. So as a good researcher, you want to maximize the outcome of describing, explaining, and making predictions about your dependent variable, and to minimize unnecessary complications by systematically and rigorously studying relevant variables. The choice of what variables, how many of them, and what levels of each of them you need to incorporate in your experiment is often not a simple one. A beautiful experiment usually is one that explains a lot with only a few optimally chosen manipulations, the true mark of an experienced experimenter.
. Measuring and measurement scales
The process of assigning numbers to attributes or characteristics according to a set of rules is called measurement. Measurement thus results in data collected on variables. In the everyday sense of "measuring," you measure, say, the temperature of a room by bringing in a thermometer and then reading the displayed value. But in the context of statistical analysis you are also measuring when, via a set of rules, you assign, say, the number "1" to "girls" and "0" to "boys" with respect to the variable "sex", or "1" to "low performance," "2" to middle performance," and "3" to high performance" with respect to performance in remembering nonsensical words from a list. Depending on the properties of your measuring procedure, different measurements scales are defined. It is very important that we know what measurement scale we are dealing with as they define the kind of statistical analysis we will be allowed to perform on our data. Simpler measurement scales only allow the use of simple statistical techniques, and more sophisticated measurement scales allow for more complex and richer techniques. The following are the four main measurement scales one needs to keep in mind.
. Nominal scale
This is the simplest measurement scale, which classifies observations into mutually exclusive categories. This classification system assigns an integer to categories defined by differences in kind, not differences in degree or amount. For example, we use nominal measurements every time we classify people as either left-or right-handed and by assigning them the number 1 or 2, respectively. Or when we assign a number to individuals depending on their countries of citizenship: 1 for "USA", 2 for "Canada", 3 for "Mexico", and 4 for "other". In these cases, numbers act as mere labels for distinguishing the categories, lacking the most fundamental arithmetic properties such as order (e.g., greater than relationships) and operability (e.g., addition, multiplication, etc.). With nominal measurements, not only it is arbitrary to assign 1 to USA, and 3 to Mexico (it could be the other way around), but also it does not make any sense to say that the "3" of Mexico is greater than the "1" of the USA, or that the "2" of Canada is one unit away from the category USA. Because of the lack of arithmetic properties, the data obtained by nominal measurements are referred to as qualitative data. As we will see later, the statistical analysis of this kind of data requires special tools.
. Ordinal measurement
This measurement scale is like the previous one in the sense that it provides a mutually exclusive classification system. It adds, however, a very important feature: order. Categories in this case, not only are defined by differences in kind, but also by differences in degree (i.e., in terms of greater-than or lesser-than relationships). For example, we use an ordinal measurement when we classify people's socioeconomic status as "low", "middle", or "high", assigning them the numbers 1, 2, and 3, respectively. Unlike in the nominal case, in ordinal measurements it does make sense to say that the value "3" is greater than "1", because the category assigning the value "3" denotes higher socio-economic status than the category assigning the value "1". This measurement scale is widely used in surveys, as well as in psychological and sociological studies, where, for instance, researchers classify people's replies to various questions as follows: 1="strongly disagree"; 2="disagree"; 3="neutral"; 4="agree"; 5="strongly "agree".
Numbers, in ordinal measurements, have the fundamental property of order, and as such they can be conceived as values placed along a dimension holding greater-than relationships. These numbers however, lack arithmetic operability. Because of this reason, the data obtained with ordinal measurements are also called qualitative data. Usually the statistical analyses for analyzing these data require the same tools as those used for nominal measurements.
. Interval measurements
Interval measurements add a very important property to the ones mentioned above. They not only reflect differences in degree (like ordinal scales), but also have the fundamental property of preserving differences at equal intervals. The classic example of interval measurement is temperature as measured in Fahrenheit or Celcius degrees. Again, values can be conceived of as ordered along a one-dimensional line, but now they hold the extra property of preservation of equal intervals between units. Anywhere along the Fahrenheit scale, equal differences in value readings always mean equal increases in the amount of the attribute, which in the case of temperature corresponds to the amount of heat or molecular motion. In these measurements, arithmetic differences between numbers characterize the differences in magnitude of the measured attribute. This property guarantees that the difference in amount of heat between, say, 46
• F and 47
• F, is the same as the one between 87
• F and 88
• F (i.e., 1 • F). Numbers used in this scale then have some operational properties such as addition and subtraction. Because of these arithmetic properties, the data are referred to as quantitative data. One important feature of these measurements is that the value zero (e.g., 0
• F) is chosen arbitrarily: The value "zero" does not mean absence of the attribute being measured. In the case of the Fahrenheit scale, 0
• F does not mean that there is absence of molecular motion, i.e. heat.
. Ratio measurement
This is the most sophisticated measurement scale. It gives the possibility of comparing two observations, not only in terms of their difference as in the interval measurement (i.e., one exceeding the other by a certain amount), but also in terms of ratios (e.g., how many times more is one observation greater than the other). Ratios and times require numbers to be operational under multiplication and division as well, and this is exactly what this measurement scale provides. And in order for the idea of "times" to make any sense at all, the ratio measurement defines a non-arbitrary true zero, which reflects the true absence of the measured attribute. For example, measuring peoples' height or weight makes use of ratio measurements, where, because of a true zero (lack of height or weight, respectively) the measurement reads the total amount of the attribute. In these cases then, it does make sense to say that a father's height is twice that of his daughter's, or that the weight of a 150-pound person is half that of a 300-pound person. In the context of cognitive linguistics, examples of ratio measurements are "reaction time" or "numbers of words remembered correctly," where it is possible to affirm, for instance, that participant No 10 responded three times as fast as participant No 12 did, or that participant No 20 remembered only 25% of the words remembered by participant No 35. These kinds of comparisons provide rich information that can be exploited statistically, but if there is no true-zero scale they cannot be made meaningfully. For instance, in the case of temperature mentioned earlier, it is not appropriate to say that 90
• F is three times as hot as 30
• F. One could say, of course, that the difference between the two is 60
• F, but since the Fahrenheit scale lacks a true zero, no reference to ratios or times should be made. Because of the arithmetic properties of ratio measurements (i.e., order, addition, subtraction, multiplication, division), ratio data are quantitative data allowing for a wide range of statistical tools. As we said earlier, when we are measuring, it is very important to know with what kind of measurement scale we are dealing with, because the type of scale will determine what kind of inferential statistical tests we will be allowed to use. Table 1 summarize the properties discussed above.
. Samples and populations
A population is the collection that includes all members of a certain specified group. For example, all residents of California constitute a population. So do all patients following a specific pharmacological therapy at a given time. As we saw earlier, when researchers in social sciences are carrying out their investigations, they rarely have access to populations. Studying entire populations is often extremely expensive and impractical, and sometimes simply impossible. To make things tractable, researchers work with subsets of these populations: samples. Carrying investigations with a sample can provide, in an efficient way, important information about the population as a whole.
When samples are measured researchers obtain data, which is summarized with numbers that describe some characteristic of the sample called statistics (this notion of "statistics", by the way, should not be confused with the one used in the terms "inferential statistics" or "descriptive statistics"). An example of a statistic is the sample mean, which is a type of average, a measure of central tendency of the sample. Another example is the standard deviation, which is a measure of variability of the sample (see Gonzalez-Marquez, Becker & Cutting this volume, for details on how to calculate these statistics). A statistic is thus a descriptive measure of a sample (e.g., the mean height of a sample of undergraduate students you take from your college). On the other hand, a measure of a characteristic of a population is called a parameter (e.g., the mean height of all undergaduate students in California). To distinguish between descriptive measures of samples and populations, two different kinds of symbols are used: Roman letters are used to denote statistics (sample measures) and Greek letters are used to denote parameters (population measures). For example, the symbol for sample mean isX (called "X bar") and the symbol for the population mean is µ (pronounced "mew"). Statistics, which are numbers based on the only data researchers actually have, are used to make inferences about parameters of the population to which the sample belongs. But because every time a sample is taken from the general population there is a risk of not matching exactly all the features of the population (i.e., the sample is by definition more limited than the real population, and therefore it necessarily provides more limited information), there is always some degree of uncertainty and error involved in the inferences about the population. Luckily, there are many techniques for sampling selection that minimize these potential errors, which, among others, determine the appropriate size of the needed sample, and the way in which participants should be randomly picked.
The point is that we never have absolute certainty about the generalizations we make regarding a whole population based on the observation of a limited sample. Those inferences will involve risks and chance events. We have to ask ourselves questions such as, How likely is it that the sample we are observing actually corresponds to the population that is supposed to characterize? Out of the many possible samples we can take from the population, some samples will look like the real population, others not so much, and others may actually be very different from the population. For example, imagine that we want to investigate what the average height of undergraduate students is in all US college campuses. Since we do not have time or resources to measure every single student in the country, we take a sample of, say, 1000 students. Theoretically, we know that a good sample would be one that appropriately characterizes the "real" population, where the sample's statistics match the population's parameters (e.g., the sample mean corresponds to the population mean µ, and the standard deviation of the sample is equal to the one in the population which is designated by the Greek letter σ). But what are the chances that we get such a sample? How about if due to some unknown circumstances we mostly get extremely tall people in our sample (e.g., if we happen to pick the student-athletes that are members of the basketball team)? Or perhaps, we get lots of very short people? In those unlikely cases our sample's statistics will not match the populations parameters. In the former case, the sample mean would be considerably greater than the population mean, and in the latter it would be considerably smaller than the population mean. Here is where evaluating in a precise way the likelihood of getting such rare samples becomes essential. This idea is at the heart of hypothesis testing.
. Probabilities and the logic of hypothesis testing
In order to understand the logic of hypothesis testing, let us go back to our example involving the researcher who wanted to study the effects of drug G on people's performance in remembering nonsensical words. Her general hypothesis was:
General Hypothesis: Drug G dosages affect people's performance in remembering two-syllable nonsensical words.
Recall that in an experimental design, what the researcher wants is to investigate relevant variables in order to establish cause-effect relationships between independent variables (often by directly manipulating them) and dependent variables. In order to keep the explanation of hypothesis testing simple, let us imagine that the researcher has decided to compare the performance of a group of participants who took drug G with the performance of participants who did not (control group). In this case she will be testing the hypothesis that a specific dosage of drug G (independent variable), say 40 mg, affects the performance in remembering two syllable nonsensical words, measured 15 minutes after they had been shown (dependent variable). Her research hypothesis (which is more specific than the general hypothesis) is then:
Research Hypothesis: A dosage of 40mg of drug G affects (increases or decreases) the performance of people in remembering two-syllable nonsensical words 15 minutes after presentation.
Let us now say that she randomly selects a sample of 20 participants (who will be supposed to characterize the vast population of "people" the hypothesis refers to. Keep in mind that the hypothesis does not say that the drug affects the performance of just these 20 par-ticipants. Rather it says that it affects the performance of people in general). Then she randomly assigns half of the participants to each group: 10 to group A (control group), and 10 to the experimental group (B) who will be given a dose of 40mg. After showing them the list of two syllable nonsensical words in strictly controlled and well specified conditions (e.g., procedure done individually, in a special room in order to avoid distractions, etc.) she measures the number of words remembered by participants in each group and obtains the following results: on average participants in the control group remembered 14.5 words, against an average of only 9 words in the experimental group.
At this point, the crucial question for the researcher is the following:
Can we simply say that the research hypothesis is supoprted? That drug G does appear to affect (decrease, according to the results) people's performance in remembering nonsensical words?
Well, the answer is no. She can certainly say, from the point of view of descriptive statistics, that the mean number of words remembered by participants in the experimental group (9 words) is smaller than the mean of those in the control group (14.5 words). But because her goal is to make inferences about the population of "people" in general based on her limited sample, she has to evaluate the likelihood that the observed difference between the sample means is actually due to her experimental manipulation of drug G and not simply due to chance. She will have to show that her results are a very rare outcome if obtained by chance, and therefore, that they can safely be attributed to the influence of drug G. In inferential statistics, the way of reasoning is roughly the following: Any observed result (like the difference in the average of recalled nonsensical words) is attributed to chance unless you have support to the contrary, that is, that the result is in fact a very rare outcome that should not be attributed to mere chance. Inferential statistics provides many powerful tools for evaluating these chances and determining the probability 3 of the occurrence of results. In our example, what our researcher needs to do is to run a statistical test to determine whether the difference she observed in the averages can be attributed to chance or not.
When running a statistical test, the researcher will have to specify even further her research hypothesis and state it in formal terms (called statistical hypotheses). Because the logic underlying inferential statistics says that observed results are attributed to chance until shown otherwise, the hypothesis is stated statistically in two steps. First, the null hypothesis (H 0 ) is stated, which formally expresses (usually) what the researcher would like to disprove. Then the alternative hypothesis (H 1 ) is stated, which formally expresses . The probability of an event A, which is denoted as P(A), is expressed by a ratio: the number of outcomes divided by the number of possible outcomes. The way in which this ratio is defined, determines that a probability value is always greater or equal to zero (impossibility) and smaller or equal to one (absolute certainty). For instance, the probability that after rolling a die you get the number 2 is 1/6, since "2" is the only outcome, out of a total of six possible outcomes, that satisfies the condition expressed by the event. Similarly, the probability that if you roll the dice twice you obtain an added result of 9 is 4/36, which is equal to 1/9, because there are four outcomes out of thirty-six possible outcomes, that satisfy the condition of adding up to 9. These four outcomes occur when the first die is 3 and the second is 6, when they are 6 and 3, when they are 4 and 5, and 5 and 4, respectively. The alternative hypothesis states that the population mean to which the control group belongs (µ A ) differs from the population mean to which the experimental group receiving the dose of drug G belongs (µ B ). The null hypothesis states the contrary: that H 1 is not true, that is, µ A is not equal to µ B . Again, remember that statistical hypotheses are stated this way because, as we said before, the logic of inferential statistics is to attribute any observed results to chance (H 0 ), until you can show the contrary (H 1 ).
In order to support the contrary possibility one has to show that the result is a very rare outcome if attributed only to chance. Statisticians can calculate exactly how rare is the result of an experiment performed on samples, by computing the probability of its occurrence with the help of theoretical distributions. An important distribution is the socalled normal curve, which is a theoretical curve noted for its symmetrical bell-shaped form, peaking (i.e., having its highest relative frequency) at a point midway along the horizontal axis (see Figure 1) .
The normal curve is a precious tool for modeling the distributions of many phenomena in nature. One such phenomenon, for instance, is the distribution of height in a population. Figure 2 displays the distribution of heights of a randomly selected sample of 500 people. Height is shown as a variable on the horizontal axis, and proportion of occurrence on the vertical axis. Intuitively, we can see that most people's height falls around the value in the middle of the horizontal axis (i.e., at that middle point on x the proportion y is the highest, namely at 68 inches), that fewer people are either very short or very tall (e.g., if you look either to the left or to the right of the middle point, the proportions are smaller), and that even fewer are either extremely short or extremely tall (the proportions towards the extremes get smaller and smaller). If we get bigger and bigger samples, our height data will progressively become more and more accurate in characterizing the distribution of heights in the population, and the resulting graph will get closer and closer to the theoretical normal curve.
The actual normal distribution, which as such is never reached, is a theoretical tool that has many important properties. One such property is that the theoretical middle point corresponds to the population mean, which other than being also the most frequent value, is the one that divides exactly the entire distribution into two halves (the normal curve has, of course, many more important mathematical properties which we cannot analyze here). For convenience, often we need to work with a standardized form of the normal curve, which, for simplicity, has been set with a mean of 0 (µ = 0) and a standard deviation (which indicates the degree of variability of the population, and it is denoted by σ) of 1 (σ = 1). As a consequence, in the standardized form values below the population mean (0) are characterized in terms of negative numbers and those above the mean in terms of positive numbers. Finally, another important property of the normal curve is that it is always the case that 68% of all possible observations lie within 1 standard deviation from the mean, and approximately 95% of them lie within 2 standard deviation units (see Figure 1) .
Keeping our drug G experiment in mind, the move now is to try to determine how rare is the difference of the observed sample means obtained by the researcher (a sample mean of 14.5 words for the control group vs. 9 words for the experimental group). The logic then goes as follows. If drug G really does not produce any effect at all, then whatever difference we may obtain can be attributed to chance. In such a case, we would expect the difference between the number of words remembered by the participants under the innocuous drug G and the number of words remembered by the participants in the control group, to be 0, or close to 0. So, if we think of the distribution we would obtain if we plotted the differences between the sample means (control minus experimental) of all possible pairs of random samples of 10 individuals (which is the size our researcher is working with) then we would obtain a theoretical normal distribution, technically called the sampling distribution of sample means differences. In this distribution, a difference of 0 between the sample means would be considered a very common outcome because it has the highest relative frequency. A positive but small difference between the two sample means would still be considered a relatively common outcome. So it would a small negative difference (where the sample mean of the experimental group is higher than the one of the control group). But a huge positive difference between the two sample means would indicate an extremely rare outcome if it was only attributed to chance (imagine the sample mean of the control group being, say, 100 words, and the sample mean of the group under drug G being only 2 words). If we depicted such difference (the standardize valve of 100 -2 = 98) relative to its sampling distribution of sampling mean differences, the value would be located at the extreme right of the normal distribution whose relative frequency (y value) would be extremely small (i.e., highly unlikely to occur). Because the logic of inferential statistics is to attribute any result to chance until shown otherwise, statisticians have decided that in order to be extremely cautious, they would give the status of "rare outcome" only to those that are really rare, and not just "relatively" rare or "quite" rare outcomes. In numbers that means that they have decided to give the status of "rare outcome" only to those cases that are among the "rarest" 5%. The other 95% of cases are thus simply considered "common outcomes" (sometimes the criterion is even stricter, calling "rare outcome" only the 1% most rare, or even the 0.1% most rare, that is, those outcomes that are so rare that if they are only attributed to chance they would occur in at most 1 in a thousand times).
When brought into the values of the horizontal axis of the normal distribution, the criteria of "rare outcome" (e.g., the extremes 5%, 1%, or 0.1%) determine specific critical values which will help decide whether the result the researcher is interested in evaluating is a rare outcome or not. Based on this important idea of critical values, statistical tests have been conceived to produce specific numbers that reflect -numerically -how rare or common the results are (the underlying sampling distribution not always is the normal distribution. There are many other kinds of distributions, but for the sake of simplicity we will assume, for the moment, that the underlying distribution is normal). These numbers are compared to the critical values in order to decide which of the statistical hypothesis to reject and which one to accept: the null hypothesis H 0 (which says that nothing extraordinary or unusual is happening with respect to some characteristic of the population) or the alternative hypothesis H 1 , identified with the research hypothesis, which indicates that something extremely unlikely is happening that should not be attributed to mere chance. When the underlying sampling distribution is the normal distribution, the extreme 5% (that is, the extreme 2.5% on each side of the curve) is determined by the critical value ±1.96. If the statistical test produces a number that is greater than 1.96 or smaller than -1.96, we are in a position to reject the null hypothesis at a 5% level of significance (the outcome would be considered rare). If the value falls between -1.96 and 1.96 we retain the null hypothesis at 5% level of significance (the outcome would be considered common; see Figure 3 ). In our drug G example, if the value given by the appropriate statistical test (which we will see later) that evaluates the difference between the sample means of the groups (control minus experimental) is more extreme than the critical values (i.e., greater than the positive critical value on the right extreme of the normal curve, or smaller than the negative critical value on the extreme left side of the curve), then we would reject the null hypothesis and accept the alternative hypothesis. In such case we would conclude that the results observed in the experiment cannot be attributed to mere chance, and that they reflect the effect of the experimental manipulation (i.e., the effect of drug G). The particular test we would use in such case, which falls in the category of parametric inferential statistics, is called t-test (for two independent samples 4 ). There are, of course, many different inferential statistical tests that have been conceived for evaluating all sorts of data in different research designs (e.g., studies comparing three or more groups; studies with independent samples and studies with repeated measures; studies with one, two, or more independent variables; studies with one, two or more dependent variables; studies in which certain assumptions, such as the one of the normal distribution, cannot be made; studies whose data is not quantitative but qualitative; and so on).
. Two independent samples refer to cases where observations in one sample are not paired with observations in the other one. A different version of the t-test for matched samples is used when the observations across the two samples are paired. This would occur, for instance, in a study of married couples that has the observation of each husband in one sample matched with the observation of the corresponding wife in the other sample. It would also occur when each pair of observations belong to the same participant measured under different conditions or at different times, for example before and after a particular treatment (this is also known as repeated measures design).
In the remainder of the chapter we will analyze some examples of statistical tests. We will go over the main concepts involved in two parametric tests, namely, the t-test for two independent samples (with a numerical example) and the Analysis of Variance, better known as ANOVA. And we will analyze a non-parametric test, the χ 2 (Chi-Square) test (with a numerical example). Let us now see the details of these statistical tests.
. Parametric vs. non-parametric inferential statistics
The kind of statistical tests researchers are able to use is determined by several factors such as the type of measurement scale used to gather data (nominal, ordinal, interval, and ratio scales), and whether the technique has been conceived to test populations' parameters or not (there are other more technical criteria as well). When tests are about populations' parameters such as population means or population standard deviations, they are called parametric tests. When tests do not evaluate population parameters but focus on other features such as frequencies per categories (i.e., number of cases) they are called nonparametric. Usually statistical tests based on quantitative data are parametric, because, as we said earlier, when the data is obtained with interval and ratio measurement scales numbers have full arithmetic properties, which allow statistics such as sample means to be used for making inferences about the parameters of populations (e.g., population means). In other situations, when statistical tests do not focus on parameters, but in frequencies, we use non-parametric tests.
. t-test, a parametric test
Let us go back to our example of whether drug G affects performance in remembering nonsensical words. The research hypothesis in that experiment is that a dosage of 40mg of drug G affects (increases or decreases) the performance of people in remembering twosyllable nonsensical words 15 minutes after presentation. Stated that way, the hypothesis does not specify in what way drug G "affects" performance, whether it increases or decreases performance. In such case, if the statistical test to be used makes use of the normal distribution (or the t distribution), the test is said to be two-tailed or nondirectional (i.e., the rejection areas are located at both tails of the distribution). But let us imagine that our researcher has more specific knowledge about drug G and that she is in a position to conceive a more specific experimental hypothesis:
Experimental hypothesis: A dosage of 40mg of drug G affects (in fact decreases) the performance of people in remembering two-syllable nonsensical words 15 minutes after presentation.
Then she will require the use of a one-tail or directional test. By making the hypothesis that drug G decreases performance she is saying that she expects the difference between the means (control minus experimental) to be positive, therefore the rejection area is located in just one tail of the distribution (the positive side). The statistical hypotheses can now be specified as follows:
Null hypothesis:
Alternative hypothesis:
The difference of the population means (control minus experimental) is thus expected to be greater than zero (i.e., a dosage of 40mg of drug G decreases the performance of people in remembering two-syllable nonsensical words 15 minutes after presentation).
Let us now analyze the results obtained by our researcher. Here is the data: In order to perform the t-test for two independent samples (which is the test recommended in this case, assuming that the underlying distributions are close enough to the normal distribution) we need to compute the following value:
But what does this formula mean? The value t will ultimately tell us whether the difference observed between the groups is rare or not. The greater the value of t, the more unlikely that the observed difference can be attributed to chance. If we look at the formula (ignoring the denominator s X A -X B for the moment), we can see that the value of t increases when the numerator increases, that is, when the difference between the sample means (X A -X B ) and the populations means (µ A -µ B ) hyp increases. And this difference increases when the difference between the sample means (X A -X B ) is greater than the difference between (µ A -µ B ) hyp . Since the value of (µ A -µ B ) hyp represents the hypothesized difference between population means (taken to be zero), then the crucial element that determines how big the value of t is going to be is the difference between the sample means (X A -X B ). If the sample means X A and X B are similar, then their difference is very small, and t has a value close to zero. Such a small value of t, when compared to the critical values mentioned earlier (which ultimately determine what value of t the observed results are going to be called rare), will indicate that the little difference between the sample means can be attributed to chance, and therefore the null hypothesis H 0 is accepted (and the alternative hypothesis H 1 is rejected). But if X A , the sample mean of the control group A, is much greater than X B , the sample mean of the experimental group B, then that difference will be translated into a larger t value. If the t value is greater than the critical value that determines the limit of the rarest 5% (0.05 level of significance) then we can safely assume with a 95% of certainty that the observed difference between the sample means is a rare outcome if attributed to chance, and therefore we can reject the null hypothesis H 0 and accept the alternative hypothesis H 1 . In order to compute the actual value of t, we need to perform several calculations. Let us go step by step: 1) We know that the number of participants in each group is 10 (n A = 10, and n B = 10), and that 2) the total sum of scores per group is X A = 145 for the control group, and X B = 90 for the experimental group.
For reasons that we will not analyze here, we will also need some other calculations:
3) The sums of the squares of the scores per group: X 2 A = 2143 and X 2 B = 838 (you can compute these numbers, by squaring each score and by adding them for each group). 4) An estimated measure of the variability of the sampling distribution of sample means differences (technically called estimated standard error of s X A -X B , but whose details we will skip here. We will simply retain that, roughly speaking, this value expresses the average amount by which (X A -X B ) will deviate from its expected value by chance). Their computation is given by: 5)
By substituting the numbers from our example into the formulae we obtain: Finally, we can compute our t ratio by substituting our numbers into the formula given above:
And we can compare our t ratio with the critical value that determines what difference between sample means are we going to consider a rare outcome. Critical values are usually found in special tables built after the corresponding distributions that, depending on the size of the samples (which determines what is called the number of degrees of freedom of the distribution) and the targeted level of significance (i.e., whether we want to call a rare outcome only those among the rarest 5%, 1%, or 0.1%), give you the critical value against which we have to compare our value in order to decide whether to reject or accept the null hypothesis H 0 (In this case, our t value is compared not with values from the normal distribution, but from a similar distribution, the t distribution 5 ). In our example, after looking at the tables (with the appropriate of degrees of freedom, 10 -1 = 9 step which we will skip here) we see that the critical values for a one-tailed test and for a group sample size of n = 10, are 1.833 for a 5% level of significance, 2.821 for a 1%, and 4.297 for a 0.1% (notice that the values are increasingly bigger as we are more and more strict in deciding what are we going to call a "rare" event). Since the t ratio based on the drug G data is 6.32, which is greater than 4.297, the most strict critical value (0.1%), we decide to reject the null hypothesis at a .01% level of significance and accept the alternative hypothesis.
We are finally in a position to answer the original question: Does drug G decrease people's performance in remembering two-syllable nonsensical words? The experimental data obtained by our researcher allows us, via the t-test, to support the research hypothesis that said that drug G diminishes people's performance in remembering those words. The purely numerical result of the t-test can now be interpreted by saying that the difference between the number of two-syllable nonsensical words recalled by the participants in the two groups was big enough (control group being greater than the experimental group) that if it were to be attributed to chance it would be an extremely rare event occurring, at most, once every thousand times. Therefore, the fact that the performance of participants in the experimental group (B) who received drug G was lower than the one of participants in the control group (A) can safely be attributed to the performance-decreasing effect of drug G. This result thus provides empirical (experimental) evidence supporting the claim . The sampling distribution of t is almost equal to the standard normal distribution when the samples are higher than 30 observations (being equal to it at the theoretical case when there is an infinite number of observations). The t distribution has slightly inflated tails and its peak point is lower than the standard normal distribution. These features are more apparent when the samples are small. that the decreased performance in the word recall task while taking drug G is very unlikely to be the result of chance.
. Analysis of Variance (ANOVA), a parametric test
In the previous section we saw how the t-test is an effective tool for testing statistical hypotheses that compare the observed means of two samples. But what if our researcher, still interested in investigating her General hypothesis (i.e., drug G dosages affect people's performance in remembering two-syllable nonsensical words), wants to study the effect of the drug in a more subtle way by observing what happens when people are given different dosages of drug G, say, 20mg, 40mg, and 60mg? Her research hypothesis would now be:
Research hypothesis: Dosages of 20mg, 40mg, and 60mg of drug G affect differently the performance of people in remembering two-syllable nonsensical words 15 minutes after presentation.
Our researcher needs to compare the performance of participants from not just two samples, but from several different samples (i.e., corresponding to different dosages of drug G). Assuming that a group A is the control group, and that groups B, C, and D are the groups whose participants receive 20mg, 40mg, and 60mg, respectively, then she needs to test the following statistical hypotheses:
The null hypothesis H 0 states that the mean performances (remembering words) of the populations of people who have taken the specified dosages of drug G are the same. The alternative hypothesis H 1 says the contrary, i.e., that it is not the case that the mean performances are all equal. In order to test these hypotheses our researcher will need a statistical test designed to compare two or more samples. 6 One such test (a widely used one) is the Analysis of Variance, ANOVA. Because in this case there is only one independent variable involved (called factor), namely, the dosage of drug G, the analysis needed is a One-. The reader may be wondering why not use several t-tests to compare two observed means at a time (i.e., µ A vs. µ B ; µ A vs. µ C ; µ A vs. µ D ; µ B vs. µ C ; etc.) rather than using a new test. The reason is that the t-test has been conceived for comparing a single pair of observed means, not for doing multiple comparisons. Each time a statistical test is performed there is the probability of erring in rejecting a true null hypothesis. This is known as Type I error, and the probability associated with denoted by α, which corresponds to the level of significance chosen for rejecting the null hypothesis. The use of multiple t-tests increases exponentially (with the number of comparisons) the probability of Type I error beyond the value specified by the level of significance. Using one test comparing several means at a time (ANOVA) avoids that problem. Moreover, if the null hypothesis is rejected in ANOVA, there are related tests (e.g., Scheffé's test) that evaluate the observed difference between means for any pair of groups without having the cumulative probability of Type I error exceeding the specified level of significance.
way ANOVA (there are also more complex variations of ANOVA for repeated measures designs, for two factors, and so on).
The overall rationale of ANOVA is to consider the total amount of variability as coming from two sources -the variability between groups and the variability within groupsand to determine the relative size of them. The former corresponds to the variability among observations of participants who are in different groups (receiving different dosages of the drug), and the latter corresponds to the variability among the observations of participants who receive the same treatment. If there is any variation in the observations of participants belonging to the same group (i.e., receiving the same dosage of the drug), that variation can only be attributed to the effect of uncontrolled factors (random error). But if there is a difference between group means it can be attributed to the combination of random error (which, being produced by uncontrolled factors, is always present) plus the effect due to differences in the experimental treatment (treatment effect). In other words, the more the variability between groups exceeds the variability within groups, the higher the support for the alternative hypothesis (and the more the null hypothesis becomes suspect). This idea can be expressed arithmetically as a ratio, known as the F ratio:
Variability between groups Variability within groups
This ratio is, in certain respects, similar to the t ratio analyzed in the previous section.
As we saw there, the t ratio -used to test the null hypothesis involving two population means -corresponds to the observed difference between the two sample means divided by the estimated standard error (or pooled variance estimate s 2 p ). The F ratio expresses a similar idea but this time it involves several sample means: the numerator characterizes the observed differences of all sample means (analogous to t's numerator, and measured as variability between groups), and the denominator characterizes the estimated error term (analogous to t's pooled variance estimate, and measured as a variability within groups).
The F ratio can then be used to test the null hypothesis (H 0 : µ A = µ B = µ C = µ D ) that all population means are equal, thus defining the F test 7 :
If the null hypothesis H 0 really is true, it would mean that there is no treatment effect due to the different dosages of drug G. If that is the case, the two estimates of variability (between and within groups) would simply reflect random error. In such case the contribution of the treatment effect (in the numerator) would be close to 0, and therefore the F ratio would be close to 1. But if the null hypothesis H 0 really is false, then there would be a treatment effect due to the different dosages. Although there would still be random error in both, the numerator and denominator of the ratio, this time the treatment effect (which generates variability between groups) would increase the value of the numerator resulting in an increase of the value of F. The larger the differences between observed group means . The F ratio has, like the t ratio, its own family of sampling distributions (defined by the degrees of freedom involved) to test the null hypothesis.
the larger the value of F, and the more likely that the null hypothesis will be rejected. In practice, of course -like in any statistical test -we never know whether the null hypothesis is true or false. So, we need to assume that the null hypothesis is true (which says that any observed differences are attributed to chance) and to examine the F value relative to its hypothesized sampling distribution (specified, like in the case of the t-test, for the corresponding degrees of freedom).
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So, how exactly is the value of the observed F calculated? 9 Mathematically, ANOVA builds on the notion of Sum of Squares (SS), which is the sum of squared deviations of the observations about their mean. 10 In other words, the SS is the technical way of expressing the idea of "positive (squared) amount of variability" which is required for characterizing the meaning of the F ratio. In ANOVA there are various SS terms corresponding to the various types of variability: SS between (for between groups), SS within (for within groups), and SS total for the total of these two. When the SS between and SS within are divided by their corresponding degrees of freedom (the former determined by the number of groups, and the latter by the number of observations minus the number of groups), we obtained a sort of "average" amount of squared variability produced by both, between group differences and within group differences. These "averages" are variance estimates and are technically called Mean Squares (MS): MS between (for between groups), MS within (for within groups). The F ratio described above is precisely the division of these two Mean Squares:
This value of F is then compared to the critical value associated to the hypothesized sampling distribution of F for specific degrees of freedom, which are determined by the number of observations and the number of groups, and for the specified level of significance. If based on her data, our researcher's observed F value is greater than the critical value, then the null hypothesis (that stated that all populations means were equal) is rejected, and she can conclude that different dosages of drug G differentially affect the performance in recalling nonsensical words.
. The hypothesized sampling distribution of F is quite different from the normal distribution analyzed earlier. Unlike the standardized normal distribution and the t distribution, which are symmetrical relative to the axis defined by the mean (0) thus having negative values on one side and positive on the other, the F distribution only has positive values. This is due to the fact that, mathematically, the variabilities between groups and within groups are calculated using sums of squares (i.e., the sum of squared deviations of the observations about their mean), which are always positive. Because of this reason, the F-test is a nondirectional test.
.
The actual calculations for a complete analysis of variance are far too lengthy for the space allotted.
Please see the statistical textbooks referenced here.
. The differences are squared in order to avoid a problem inherited from a simple property of the mean: the sum of all the deviations of the observations about the mean equals zero. Squaring nonzero deviations always produces positive numbers, and therefore it eliminates the problem of having the deviations "canceling" each other out. A sum of squares is thus always greater or equal than zero.
. χ 2 (Chi-Square), a non-parametric test Now let us look at a statistical test that it is often used when the data is qualitative or obtained in categorical form. In order to illustrate this technique let us analyze a research example in the study of conceptual metaphor. Cognitive linguists have analyzed many languages around the world noticing that in all of them, spatial language is recruited to talk about time. As in any conceptual metaphor, the theory says, the inferential structure of target domain concepts (time, in this case) is via a precise mapping drawn from the source domain (uni-dimensional space, in this case). After examining hundreds of English expressions involving time, Lakoff and Johnson (1980) identified two different metaphorical cases, Time Passing Is Motion of an Object (as in the expression Christmas is coming) and Time Passing Is Motion Over a Landscape (e.g., we are approaching the end of the month) (Lakoff 1993) . The former model (the Moving-Time version) has a fixed canonical observer where times are seen as entities moving with respect to the observer (Figure 4 ), while the latter (the Moving-Ego version) sees times as fixed objects where the observer moves with respect to time ( Figure 5 ).
Psychologists have since questioned whether there is any psychological reality in people's minds when they listen to, or utter, such metaphorical expressions (see, for example Murphy 1997) . Is it the case that people actually operate cognitively with these conceptual metaphors? Or could it be the case, as some scholars have argued, that the temporal metaphorical expressions are simply "dead metaphors," that is, expressions that once had spatial content but that now have become separate temporal lexical items, no longer with connections with space? Psychologists have tried to answer some of these questions using priming techniques, a well-known experimental paradigm in which participants are systematically biased via specific stimulation involving the source domain in order to evaluate whether they carry the corresponding inferences into the target domain. If by priming the source domain of the metaphor (spatial) one gets systematic variation in the inferences made in the target domain, then one could conclude that individuals do reason metaphorically, or otherwise they would not be sensitive to the priming. With this paradigm psychologists have gathered experimental evidence that indeed real or represented physical motion scenarios can prime different construals of time (Boroditsky 2000; Gentner, Imai, & Boroditsky 2002) . For example, speakers who have just been moving (e.g. traveling on a plane or a train) or imagining self-motion are primed to give MovingEgo rather than Moving-Time interpretations of metaphorical time phrases in English, such as "the Wednesday meeting was moved forward two days." This phrase can be interpreted according to either of two mappings, Ego-moving or Time-moving; if Time is seen as moving towards Ego, then earlier events are "ahead of " later ones, and the meeting is seen as rescheduled to an earlier time (Monday); while if Ego is moving through space, then farther future events are farther ahead relative to Ego, so moving the meeting ahead is seen as rescheduled to a later time (Friday). With a priming background of self-motion, respondents' interpretation is thus biased towards understanding forward as "to a later time" (i.e., via Moving-Ego metaphor).
But can we really assume that people replying "Monday" rather than "Friday" are making the inferences in terms of a temporal motion "towards Ego"? Perhaps in the case of "Monday" answers, what people are doing is to make inferences in terms of the reference point (RP) in a sequence where the presence of an Ego is completely irrelevant. In such case, we would have a more primitive mapping where in front of the sequence is earlier and behind is later (Figure 6 ), without reference to any Ego (which in the target domain would bring the moment "Now"). This more fundamental metaphor (called Time-RP as opposed to Ego-RP, by Núñez and Sweetser (2006) , would model linguistic expressions such as spring follows winter or National Public Radio's announcement twenty minutes ahead of one o'clock (to refer to 12:40) which recruit dynamic language but where there is no reference to the present "now."
11 Núñez (1999) and Moore (2000) have already provided linguistic and theoretical analysis of such more elementary metaphorical case. But what can be said of the psychological reality of this Time-RP metaphor? What we would need now is not to add more linguistic examples to the list of expressions, but to gather empirical evidence of its psychological reality. So, coming back to the ambiguous expression "the meeting was moved forward," if participants reason in terms of this metaphorical mapping, then "to move forward" would be seen as moving towards earlier moments in the sequence without having to refer to an Ego (i.e., now). This could be stated as a research hypothesis:
Research hypothesis: The proportion of people responding "Monday" to the ambiguous sentence "Wednesday's meeting has been moved forward two days. When is the meeting?" will increase, if they are primed with a visual stimulus showing a simple sequence of cubes going from one side to the other of the computer screen.
In order to test such a hypothesis, in my lab we conducted an experiment in which the main goal was to prime the (spatial) source domain with an Ego-less sequence of cubes moving on the screen from one side to other (see Figure 7) . The idea was to see whether participants would get prompted to give "Monday" replies just by looking to a simple sequence of moving cubes (with no reference whatsoever to an Ego). To avoid the bias that a left-to-right vs. right-to-left presentation would produce, the priming stimulation was done in a counterbalanced way. Participants in the control group observe only a static verb of the cubes.
134 students participated in the study, half of which were in the control group (no priming) and half in the experimental group (with priming). The statistical hypotheses are the following:
Null hypothesis: H 0 : P c = P e Here P c denotes the proportion of people in a non-primed population replying "Monday" rather than "Friday" to the above question (control), and P e denotes the proportion of people answering "Monday" in a population primed with the visual stimulus (experimental). The null hypothesis says that the proportions are the same.
Alternative hypothesis: H 1 : P c = P e As usual, the alternative hypothesis states that the null hypothesis is false, that is, that the proportions of the two populations are different.
The following are the results of the experiment. The So we can now reject, with a .01% level of significance, the null hypothesis H 0 (which says that the proportions of people replying "Monday" rather than "Friday" in both groups are similar), and accept the alternative hypothesis H 1 : The proportions of "Monday" responses are indeed (very) different (being that proportion greater in the experimental group). And the difference is so big that if we were to attribute it to chance, it will occur at most one in a thousand times.
In terms of the research question, the interpretation of this result is that a visual stimulus composed of an Ego-less sequence of cubes, which intervenes at the level of the spatial source domain of the conceptual metaphor, primes people such that answers to the ambiguous temporal question interpreting "forward" to mean "earlier" in time, increase significantly. This result thus provides experimental evidence supporting the psychological reality of the primitive Time-RP metaphor depicted in Figure 6 (for a more complete account with similar experiments see Núñez, Motz, & Teuscher 2006) .
. Epilogue
We have briefly analyzed some statistical tests, two parametric tests (t-test and ANOVA), and one non-parametric (χ 2 , Chi square). In the world of inferential statistics there are many more techniques available to the researcher, including several variations of the techniques we saw. Which test to use will depend on many factors, such as the nature of the research question(s), the kind of measurement scale used for gathering the data (quantitative or qualitative), the number of independent and dependent variables, the degree to which the data satisfy the assumptions that many of the statistical tests require (e.g., certain statistical tests require that the variability of the distributions to be compared is similar, what is known as homoscedasticity), the degree to which the underlying theoretical distributions satisfy the required assumptions (e.g., many techniques require the underlying distribution to be normal), and so on.
It is important to keep in mind that statistical tests are conceptual tools, rigorously and systematically constructed mathematically, but they are conceptual tools nonetheless. As such, they have been conceived for specific purposes and built on the basis of certain assumptions. When the assumptions are not satisfied, or when the research purpose is radically different from the one for which the test has been designed, proceed very carefully. You can always do "number-crunching" and perform all kinds of blind calculations in all sorts of ways. But, to what extend does it make sense to perform those calculations? And to what extend are you "allowed" to do so if your data do not meet the requirements specified by the underlying assumptions? With the number of easy-to-use statistical packages available in the software industry today, it is easy to get excited about performing (sometimes meaningless) calculations, loosing the conceptual big picture. The moral is that we should not get lost in the forest of data, tables and numbers. It is always wise to step back and ask ourselves why it makes sense to pick one test instead of another one. We need to think of the assumptions underlying the various techniques as well as the limitations and advantages they present. When doing empirical research supported by inferential statistics we should always keep the meaningful big picture clearly in our minds.
Finally, and in order to close this chapter, I would like to address the question of who has the last word where scientific questions in empirical cognitive linguistics are concerned: Does the last word belong to linguists, who are doing the linguistics? Or does it belong to psychologists or neuroscientists, who are doing the empirical studies? The way in which I presented the material of this chapter may give the impression (shared by a certain number of experimental psychologists) that cognitive linguistics is basically a theoretical enterprise that, beyond the linguistic realm can, at best, generate interesting hypotheses about cognitive phenomena, but that it is up to experimental psychologists to finally decide, via empirical studies, on the ultimate truth of those statements. Under this perspective, progress in cognitive linguistics is achieved through the production of consecutive steps in (1) theoretical cognitive linguistics, which serves to generate hypotheses, followed by (2) empirical observations in experimental psychology meant to test those hypotheses. Experimental psychology thus has the last word as far as empirical cognitive linguistics is concerned.
The position I want to defend here, however, is quite different from that. For specific questions, such as the "psychological reality" of some particular cognitive linguistic phenomena (e.g., the psychological reality of a given conceptual metaphor), the process may indeed follow those steps. First, cognitive linguists describe and analyze the phenomenon in linguistic terms, and then the psychologists run the experiments to find out whether the phenomenon has some psychological reality. This may be the case of how things work when the subject matter is about "testing psychological reality." Psychological reality is, after all, a psychological phenomenon. But when the question is about the nature of progress in the field of empirical cognitive linguistics, I do not see experimental psychology as having the last word. I see it as playing an intertwined role along with linguistic studies (as well as other close empirical fields such as neuroscience and anthropology). Results in experimental psychology feed back into developments in linguistics, and vice versa, results in linguistic analysis feed back into experimental psychology. Moreover, this latter feed back is not only in terms of "generating" hypotheses for empirical testing, but also in terms of specifying what experimental distinctions to make, what relevant variables to manipulate, or even how to interpret current or past experimental findings (process which is never "theory-free").
We can take the last statistical example (χ 2 , Chi square) involving the spatial metaphors for time to illustrate the previous point. We saw that in such case, first there was the work done by linguists and philosophers identifying, classifying and characterizing hundreds of linguistic metaphorical expressions for time (e.g., Lakoff & Johnson 1980) . Then these linguists modeled the inferential structure via "conceptual metaphors," (i.e., inference-preserving cross-domain mappings) taken to be cognitive mechanisms. This resulted in two theoretical constructs, that is, two main conceptual metaphors for time: Time Passing Is Motion of an Object and Time Passing Is Motion Over a Landscape (Lakoff 1993) . Then came the psychologists who, via priming studies, investigated the psychological reality of these "conceptual metaphors" (Boroditsky 2000; Gentner, Imai, & Boroditsky 2002) . Now, the question is: Is that the last word about the question of spatial construals of time? I do not think so. The taxonomy used by the psychologists (and the linguists before them) considered only two cases, both of which were based on "what moves relative to what." But work done in theoretical cognitive semantics (Núñez 1999) , cross linguistic studies (Moore 2000) , and in gesture-speech investigations (Núñez & Sweetser 2006) argued for the necessity to re-classify spatial metaphors for time, this time not based on "what moves relative to what" but on "what is the reference point" in question, independently of whether there is motion involved. This allowed for a re-interpretation of the empirical results obtained by psychologists, and also for the generation of new hypotheses to be tested empirically, such as the question of the psychological reality of the more elementary Time-RP conceptual metaphor. Progress in empirical cognitive linguistics in this case was not made by (1) posing a theoretical question (in cognitive linguistics) after finding patterns in linguistics analyses, then (2) by answering it through experimental methods in psychology, and then (3) moving to the next question leaving the answer in (2) untouched. Rather, it was done (or better, it is still being done as we read these lines) by going through the first two steps, but then feeding those two steps with new linguisticallydriven distinctions, such as the notion of Reference-Point, which could not have come (in fact it did not come) from empirical results in experimental psychology alone. It was the fact that the notion of reference point (rather than relative motion) was fed into the process of understanding spatial construals of time that generated, both, new theoretical interpretations of existing empirical results, and new hypotheses about human cognition and its psychological reality to be tested empirically.
The process of gathering knowledge in cognitive linguistics is, of course, open for new developments not only in linguistics and psychology, but in neuroscience and other new neighboring fields, as well. It is through the ongoing process of mutual feeding that genuine knowledge gathering is perpetuated.
