This Chapter overviews the emerging research area of DNA nanostructures and biomolecular devices. We discuss work involving the use of synthetic DNA to self-assemble DNA nanostructure devices. Recently, there have been a series of quite astonishing experimental results -which have taken the technology from a state of intriguing possibilities into demonstrated capabilities of quickly increasing scale. We particularly emphasize molecular devices that are programmable and autonomous. By programmable, we mean the tasks executed can be modified
In attempting to understand these modern developments, it is worth recalling that mechanical methods for computation date back to the very onset of computer science, for example to the cog-based mechanical computing machine of Babbage. Lovelace stated in 1843 that Babbage's "Analytical Engine weaves algebraic patterns just as the Jacquard-loom weaves flowers and leaves". In some of the recently demonstrated methods for biomolecular computation described here, computational patterns were essentially woven into molecular fabric (DNA lattices) via carefully controlled and designed self-assembly processes.
In general, nanoscience research is highly interdisciplinary. In particular, DNA self-assembly uses techniques from multiple disciplines such as biochemistry, physics, chemistry, and material science, as well as computer science and mathematics. We will observe that many of these self-assembly processes are computational-based and programmable, and it seems likely that a variety of interdisciplinary techniques will be essential to the further development of this emerging field of biomolecular computation.
The Topics Discussed in this Article
While a high degree of interdisciplinarity makes the topic quite intellectually exciting, it also makes it challenging for a typical reader. For this reason, this article was written with the expectation that the reader has little background knowledge of chemistry or biochemistry. We define a few relevant technical terms in subsection 13.2.1. In subsection 13.2.2 we list some known enzymes used for manipulation of DNA nanostructures. In subsection 13.2.3 we list some reasons why DNA is uniquely suited for assembly of molecular-scale devices.
In many cases, the self-assembly processes are programmable in ways analogous to more conventional computational processes. We will overview theoretical principles and techniques (such as tiling assemblies and molecular transducers) developed for a number of DNA self-assembly processes that have their roots in computer science theory (e.g., abstract tiling models and finite state transducers). Computer-based design and simulation are also essential to the development of many complex DNA self-assembled nanostructures and systems.
Error-correction techniques for correct assembly and repair of DNA selfassemblies are also discussed.
The area of DNA self-assembled nanostructures and robotics is by no means simply a theoretical topic -many dramatic experimental results have already been demonstrated, and a number of these will be discussed. The complexity of these demonstrations has been increasing at an impressive rate (even in comparison to the rate of improvement of silicon-based technologies). This article discusses the accelerating scale of complexity of DNA nanostructures (such as the number of addressable pixels of 2D patterned DNA nanostructures) and provides some predictions for the future. 
Introductory Definitions

A Brief Introduction to DNA
Single stranded DNA (denoted ssDNA) is a linear polymer consisting of a sequence of DNA bases oriented along a backbone with chemical directionality.
By convention, the base sequence is listed starting from the 5-prime end of the polymer and ending at the 3-prime end (these names refer to particular carbon atoms in the deoxyribose sugar units of the sugar-phosphate backbone, the details of which are not critical to the present discussion). The consecutive nucleotide bases (monomer units) of an ssDNA molecule are joined through the backbone via covalent bonds. There are 4 types of DNA bases adenine, thymine, guanine and cytosine typically denoted by the symbols A, T, G, and C, 6 respectively. These bases form the alphabet of DNA; the specific base sequence comprises DNA's information content. The bases are grouped into complementary pairs (G, C) and (A, T).
The most basic DNA operation is hybridization where two ssDNA oriented in opposite directions can bind to form a double stranded DNA helix (dsDNA) by pairing between complementary bases. DNA hybridization occurs in a buffer solution with appropriate temperature, pH, and salinity. A dsDNA helix is illustrated in Figure 13 .1. Since the binding energy of the pair (G, C) is approximately half-again the binding energy of the pair (A, T), the association strength of hybridization depends on the sequence of complementary bases, and can be approximated by known software packages. The melting temperature of a DNA helix is the temperature at which half of all the molecules are fully hybridized as double helix, while the other half are single stranded. The kinetics of the DNA hybridization process is quite well understood; it occurs in a (random) zipper-like manner, similar to a biased one-dimensional random walk.
Whereas ssDNA is a relatively flexible molecule, dsDNA is quite stiff (over lengths of less than 150 or so bases) and has the well-characterized double helix structure. There are about 10.5 bases per full rotation on this helical axis. The exact geometry of the double helix depends slightly on the base sequence in a way readily computed by existing software. A DNA nanostructure is a multimolecular (supramolecular) complex consisting of a number of ssDNA that have partially hybridized, as designed, along their sub-segments.
Manipulation of DNA
In addition to the hybridization reaction, there are a wide variety of known enzymes and other proteins used for manipulation of DNA nanostructures that have predictable effects. (Interestingly, these proteins were discovered in natural bacterial cells and tailored for laboratory use.) These include:
• Restriction enzymes can cut (double-strand break) or nick (singlestrand break) a DNA backbone at specific locations determined by short base sequences.
• Ligase enzymes can heal or repair DNA nicks by forming covalent bonds in the sugar-phosphate backbone.
• Polymerase can extend an ssDNA by covalently coupling further complementary bases as dictated by a template ssDNA, thus forming a longer sequence of dsDNA.
Besides their extensive use in other biotechnology procedures, the above reactions, together with hybridization, are often used to execute and control DNA computations and DNA molecular robotic operations. The restriction enzyme reactions are programmable in the sense that they are site specific, only executed as determined by the appropriate DNA base sequence. The latter two reactions, using ligase and polymerase, require the expenditure of energy via consumption of ATP molecules, and thus can be controlled by ATP concentration.
Why use DNA to Assemble Molecular-Scale Devices?
There are many advantages of DNA as a material for building things at the molecular scale.
(a) From the perspective of design, the advantages are:
• The basic geometric and thermodynamic properties of dsDNA are well understood and can be modeled by available software systems. The structure of a large number of more complex DNA nanostructures can be predicted by a number of prototype software systems from details like the sequence composition, temperature and buffer conditions (which are the key relevant parameters).
• Design of DNA nanostructures can be assisted by software. To design a DNA nanostructure or device, one needs to design a library of ssDNA strands with specific segments that hybridize to (and only to) specific complementary segments on other ssDNA. There are a number of software systems for this combinatorial sequence design task and for design of DNA nanostructures with desired structures.
(b) From the perspective of experiments, the advantages are:
• The chemical synthesis of ssDNA is now routine and inexpensive; a test tube of ssDNA consisting of any specified short sequence of bases (<150) can be obtained from commercial sources for modest cost (about half a US dollar per base at this time); it will contain a very large number (typically at least 10 12 ) identical ssDNA molecules. The synthesized ssDNA can have errors (premature termination of the synthesis is the most frequent error), but can be easily purified by well-known techniques (e.g., electrophoresis as mentioned below).
• The assembly of DNA nanostructures is a very simple experimental process: in many cases, one simply combines the various component ssDNA into a single test tube with an appropriate buffer solution at an initial temperature above the expected melting temperature of the most stable base-pairing structure, and then slowly cools the test tube below the melting temperature.
• 
Adelman's Initial Demonstration of a DNA-based Computation
Adleman's Experiment
The field of DNA computing began in 1994 with a laboratory experiment described in [5 & 6] . The goal of the experiment was to find, within a given directed graph, a Hamiltonian path, which is a path that visits each node exactly once. To solve this problem, a set of ssDNA was designed based on the set of edges of the graph. When combined in a test tube and cooled, they selfassembled into dsDNA. Each of these DNA nanostructures was a linear DNA helix that corresponded to a path in the graph. If the graph had a Hamiltonian path, then one of these DNA nanostructures encoded the Hamiltonian path. By conventional biochemical extraction methods, Adelman was able to isolate only DNA nanostructures encoding Hamiltonian paths, and by determining their sequence, the explicit Hamiltonian path. It should be mentioned that this landmark experiment was designed and experimentally demonstrated by Adleman alone, a computer scientist with limited training in biochemistry.
The Non-Scalability of Adelman's Experiment
While this experiment founded the field of DNA computing, it was not scalable in practice, since the number of different DNA strands needed increased exponentially with the number of nodes of the graph. Although there can be an enormous number of DNA strands in a test tube (10 15 or more, depending on solution concentration), the size of the largest graph that could be solved by his method was limited to at most a few dozen nodes. This is not surprising, since finding the Hamiltonian path is an NP complete problem, whose solution is likely to be intractable using conventional computers. Even though DNA computers operate at the molecular-scale, they are still equivalent to conventional computers (e.g., deterministic Turing machines) in computational power. This experiment taught a healthy lesson to the DNA computing community (which is now well-recognized): to carefully examine scalability issues and to judge any proposed experimental methodology by its scalability.
Autonomous Biomolecular Computation
Shortly following Adleman's experiment, there was a burst of further experiments in DNA computing, many of which were quite ingenious. However, almost none of these DNA computing methods were autonomous, and instead required many tedious laboratory steps to execute. In retrospect, one of the most notable aspects of Adleman's experiment was that the self-assembly phase of the experiment was completely autonomous -it required no exterior mediation (the bulk of the labor was in the non-autonomous molecular sorting steps). The strategy can be termed generate-and-sort, since all possible answers are created and incorrect solutions are subsequently discarded. Maximizing molecular autonomy makes an experimental laboratory demonstration much more feasible as the scale increases. The remaining article mostly discusses autonomous devices for bio-molecular computation based on self-assembly.
Self-Assembled DNA Tiles and Lattices
Computation By Self-Assembly
The most fundamental way computer science ideas have impacted DNA nanostructure design is via the pioneering work by theoretical computer scientists on a formal model of 2D tiling due to Wang (in 1961), which culminated in a proof by Berger in 1966 that universal computation could be done via tiling assemblies.
Winfree [7] was the first to apply the concepts of computational tiling assemblies to DNA molecular constructs. His core idea was to use tiles composed of DNA to perform computations during the process of self-assembly, where only valid solutions to the computation are allowed to assemble. To understand this idea, we will need an overview of DNA nanostructures, as presented in the next subsection 4.2.
DNA Nanostructures
Recall that a DNA nanostructure is a multi-molecular complex consisting of a number of ssDNA that have partially hybridized along their sub-segments. The field of DNA nanostructures was pioneered by Seeman [4] .
Particularly useful types of motifs often found in DNA nanostructures include Stem-Loops and Sticky Ends, as illustrated below. 
DNA Tiles and Lattices
A DNA tile is a DNA nanostructure that has a number of sticky ends on its sides, which are termed pads. A DNA lattice is a DNA nanostructure composed of a group of DNA tiles that are assembled together via hybridization of their pads.
Generally the strands composing the DNA tiles are designed to have a melting The first experimental demonstrations of computation using DNA tile assembly was [9] , which demonstrated 2-layer, linear assemblies of TX tiles that executed a bit-wise cumulative XOR computation. (Given n bits as input, each i th output is the XOR of the first i input bits, which is the computation occurring when one determines the output bits of a full-carry binary adder circuit.) The experiment [9] is described further in Figure 13 .6. output layer would then assemble specifically starting from the bottom left using the inputs from the blue layer. The tiles were designed such that an output reporter strand ran through all the n tiles of the assembly by bridges across the adjoining pads in input, corner, and output tiles. This reporter strand was pasted together from the short ssDNA sequences within the tiles using ligation enzyme mentioned previously. When the solution was warmed, this output strand was isolated and identified. The output data was read by experimentally determining the sequence of cut sites (as described below). In principle, the purified output strands could be used for subsequent computations.
This experiment [9] provided answers to a basic question:
• How can one provide data input to a molecular computation using DNA tiles?
In this experiment the input bits (1's & 0's) were encoded on two different tile types with specific sticky-ends and specific endonuclease cleavage sites (subsequences at which protein enzymes can cut the DNA backbone). The input sequence was defined by specific sticky-ends that assembled a specific input layer (blue layers in Figure 13 .6).
The next question of concern is:
• How can one execute a step of computation using DNA tiles?
To execute steps of computation, the TX tiles were designed to have pads at one end that encoded the cumulative XOR value. Also, since the reporter strand segments ran though each tile, the appropriate input bit was also provided within its structure. These two values implied the opposing pad on the other side of the tile be the XOR of these two bits.
The final question of concern is:
• How can one determine and/or display the output values of a DNA tiling computation?
The output in this case was read by determining which of two possible cut sites (endonuclease cleavage sites) were present at each position in the tile assembly.
This was executed by first isolating the ligated reporter strand, then digesting separate aliquots with each endonuclease separately and the two together, finally these samples were examined by gel electrophoresis and the output values were displayed as banding patterns on the gel. Although they are quite simple computations, the experiments of [9] and [10] did demonstrate pioneering methods for autonomous execution of a sequence of finite-state operations via algorithmic self-assembly, as well as for providing inputs and for outputting the results. Further DNA tile assembly computations [11 & 12] will be presented below in Figure 13 .11.
Autonomous Finite-State Computations via Disassembly of DNA Nanostructures
An alternative method for autonomous execution of a sequence of finite-state transitions was subsequently developed by [13] . Their technique essentially operated in the reverse of the assembly methods described above, and instead was based on disassembly. They began with a linear DNA nanostructure whose sequence encoded the inputs, and then they executed series of steps that digested the DNA nanostructure from one end. On each step, a sticky end at one end of the nanostructure encoded the current state, and the finite transition was determined by hybridization of the current sticky end with a small "rule" 
Applications of Autonomous Finite-State Computations at the
Molecular Scale
Even very simple operations, such as the above Boolean or finite-state transitions, operating at the molecular-scale, could have important potential applications, for example, for drug mediation [13] . The idea is for the DNA nanostructures to take as input a set of RNA sequences, whose level of expression (or lack of expression) within a cell indicates a particular disease state. Then the execution of simple Boolean operations executable by finite-state transitions can determine that a disease exists, and execute a response (e.g., the release of RNA sequences which provide a remediation of the disease by altering the expression of proteins expressed by the cell). While such a scheme was demonstrated by [13] in the test tube, it remains to be demonstrated in the much more challenging environment of a cell. Another class of applications is for control of molecular robotic devices, such as described in Section 13.7. 13.6
Assembling Patterned and Addressable 2D DNA Lattices
One of the most appealing applications of tiling computations is their use to form patterned nanostructures to which other, perhaps functional, materials can be selectively bound.
An addressable 2D DNA lattice is one that has a number of sites with distinct
ssDNA. This provides a superstructure for selectively attaching other molecules at addressable locations. The input layer for the computational assembly described in Figure 13 .6 is an example of an addressable system, since unique ssDNA pads defined the tile locations. Other examples will be presented below.
As discussed below, there are many types of molecules for which we can attach DNA. Known attachment chemistry allows them to be tagged with a given sequence of ssDNA. Each of these DNA-tagged molecules can then be assembled by hybridization of their DNA tags to a complementary sequence of ssDNA located within an addressable 2D DNA lattice. In this way, we can program the assembly of each DNA-tagged molecule onto a particular site of the addressable 2D DNA lattice.
Attaching Materials to DNA
There are many materials that can be made to directly or indirectly bind to specific segments of DNA using a variety of known attachment chemistries.
Materials that can directly bind to specific segments of DNA include other (complementary) DNA, RNA, proteins, peptides, and various other materials.
Materials that can be made to indirectly bind to DNA include a variety of metals (e.g., gold) that bind to sulfur-labeled compounds, carbon nanotubes (via various attachment chemistries), etc. These attachment strategies provide molecularscale "Velcro" for attaching heterogeneous materials to DNA nanostructures. For example, they can potentially be used for attaching molecular electronic devices to 2D or 3D DNA nanostructures. See Figure 13 .8 [14] for an example of conductive wires composed of self-assembled DNA tubes covered with gold or silver. Figure 13 .8a is a SEM image of bare self-assembled DNA nanotube on silicon oxide surface (scale bar equals 500 nm). Figure 13 .8b is a SEM image of gold coated DNA nanotube on silicon oxide surface (scale bar equals 500 nm). Figure   13 .8c is a schematic representation of the measured device (inset of Figure   13 .8d) showing the tempated nanowire and source and drain electrodes fabricated by electron beam lithography. Figure 13 .8d gives the current/voltage curve of a gold nanowire. Smaller, smoother silver nanowires are presented in [14 & 15] .
Methods for Programmable Assembly of Patterned 2D DNA Lattices
The first experimental demonstration of 2D DNA lattices by Winfree and Seeman provided very simple patterning by repeated stripes determined by a stem loop projecting from every DNA tile on an odd column. This limited sort of pattering needed to be extended to large classes of patterns.
In particular, the key capability needed is a programmable method for forming distinct patterns on 2D DNA lattices, without having to completely redesign the lattice to achieve any given pattern. There are at least three methods [16] for assembling patterned 2D DNA lattices that now have been experimentally demonstrated, as described in the next subsections.
Use of Scaffold Strands for Programmable Assembly of Patterned
2D DNA Lattices
The first published use of a scaffold strand -a long ssDNA around which shorter ssDNA assemble to form structures larger than individual tiles is given in [1] .
Scaffold strands were used to demonstrate programmable patterning of 2D DNA lattices in [17] by propagating 1D information from the scaffold into a second dimension to create AFM observable patterns. The scaffold strand weaves though the resulting DNA lattice to form a desired and distinct sequence of 2D barcode patterns (Figure 13 .9). In this demonstration, identical scaffold strands ran through each row of the 2D lattices, using short stem loops extending above the lattice to form pixels. This determined a bar code sequence of stripes over the 2D lattice that was viewed by AFM. In principle, this method may be extended to allow for each row's patterning to be determined by a distinct scaffold strand, defining an arbitrary 2D pixel image. A spectacular experimental demonstration of patterning via scaffold 27 strand is also known as DNA origami [18] . This approach makes use of a long strand of scaffold ssDNA (such as from the sequence of a viral phage) that has only weak secondary structure and no long repeated or complementary subsequences. To this is added a large number of relatively short "staple" ssDNA sequences, with subsequences complementary to certain subsequences of the scaffold ssDNA. These staple sequences are chosen so that they bind to the scaffold ssDNA by hybridization, and induce the scaffold ssDNA to fold together into a DNA nanostructure. A schematic trace of the scaffold strand is shown in Figure 13 .10 (left panel) and an AFM image of the resulting assembled origami is shown in Figure 13 .10 (right panel). This landmark work of Rothemund [18] very substantially increases the scale of 2D patterned assemblies to hundreds of molecular pixels (that is, stem loops viewable via AFM) within square area less than 100 nanometers on a side. In principal this "molecular origami" method with staple strands can be used to form arbitrary complex 2D patterned nanostructures as defined. shown that any computable 2D pattern can be so assembled. [11] and [12] have experimentally demonstrated two distinct and quite interesting 2D computational assemblies, and furthermore provided AFM images of the resulting nanostructures as illustrated in Figure 13 .11. A further approach is to assemble DNA lattices in a hierarchical fashion [19] . date, but has considerable potential particularly in conjunction with the above methods for patterned assembly.
Error correction and Self-repair at the Molecular-Scale
In many of the self-assembled devices described here, there can be significant levels of error. These errors occur both in the synthesis of the component DNA, and in the basic molecular processes that are use to assemble and modify the DNA nanostructures, such as hybridization and the application of enzymes.
There are various purification and optimization procedures developed in biochemistry for minimization of many of these types of errors. However, there remains a need for development of methods for decreasing the errors of assembly and for self-repair of DNA tiling lattices comprised of a large number of 31 tiles. A number of techniques have been proposed for decreasing the errors of a DNA tiling assembly, by providing increased redundancy.
Figure 13.14: Winfree's Error resilient tiles
Winfree [20] developed a "proofreading" method of replaced each tile with a subarray of tiles that provide sufficient redundancy to quadratically reduce errors, but increase the size of the assembly. This scheme is given in Figure 13 .14 (top), with the original tiles in Figure 13 .15(top) and the modified tiles in Figure 13 .14 (bottom).
Reif et al [21] provides a more compact method for decreasing assembly errors. The result is that essentially each tile both executes the original computation required at that location, as well as the computation of a particular neighbor. An illustration of the error propagation process is illustrated in Figure 13 .17. computer science may also be utilized.
Three-Dimensional DNA Lattices
Most of the DNA lattices described in this article have been limited to 2D sheets.
It appears to be much more challenging to assemble 3D DNA lattices of high regularity. There are some important applications if this can be done, as described in Figure 13 .18 and 13.19. DNA lattices, and they do not yet have the degree of regularity (down to 2 or 3 Angstroms) required for the envisioned X-ray crystallography studies. However, given the successes up to now for 2D DNA lattices, this seems eventually achievable.
Autonomous Molecular Transport Devices Self-Assembled from DNA
There are a number of other tasks that can be done at the molecular scale that Then, as illustrated in Figure 13 .21, the walker proceeded to make sequential movement along the road, where at the start of each step, the feet of the walker are hybridized to two consecutive steps of the road. Then a restriction enzyme cuts the DNA helix where the backward foot is attached, exposing a new sticky end forming a new replacement foot that can hybridize to the next step that is free, which can be the step just after the step where the other foot is currently attached. A somewhat complex combinatorial design for the sequences composing the steps and the walker ensures that there is unidirectional motion forward along the road.
Autonomous Molecular Cascade Devices for Molecular Sensing
Another type of task that can be done at the molecular scale that would be considerably aided by this technology is to sense a particular molecule and amplify a response signal to achieve detection with extremely few starting target molecules. There are a number of protocols such as PCR used to detect and amplify a given sequence of DNA, but most of these require a repeated temperature cycling and so are not autonomous. [24] demonstrated an autonomous system using DNA nanostructures that initiated a hybridization cascade reaction in response to detection of a given ssDNA sequence S. It is described in Figure 13 .22.
The experiment made use of multiple copies of two distinct DNA nanostructures T and T' that are initially added to a test tube. When ssDNA sequence S is added to the test tube, S initially has a hybridization reaction with a part of T, thus exposing a second ssDNA S' that had been previously hidden within the nanostructure of T.
Next, S' has a hybridization reaction with a part of T', thus exposing a second copy of S that had been previously hidden within the nanostructure of T'. That other copy of S then repeats the process of other similar (but so far unaltered) copies of T and T', allowing a cascade effect to occur completely autonomously.
Such autonomous molecular cascade devices have applications to a variety of medical applications, where a larger response (e.g., a cascade response) is required in response to one of multiple molecular detection events.
Conclusions
We have overviewed a number of methods for assembling computational patterns within the molecular fabric of DNA lattices. We have surveyed the varied interdisciplinary techniques for carefully designing and controlling these selfassembly processes. Many of these self-assembly processes are computationalbased and programmable and it seems likely that interdisciplinary techniques will be essential to other emerging subfields of nanoscience and biomolecular computation. We have also discussed a number of key challenges still confronting this emerging field on DNA nanostructures, including the need for error-correction and the challenge and applications of constructing threedimensional DNA lattices.
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