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Abstract
A theorem of Moreau (1962) states that given a closed convex cone
C and its (negative) polar cone C◦ in a real Hilbert space H , vectors
y ∈ C and z ∈ C◦ are metric projections of a vector u ∈ H on C and
C◦, respectively, if and only if they satisfy the following conditions: y and
z are orthogonal and u = y + z. We show that these conditions provide
characteristic properties of polar cones C and C◦ in the family of pairs of
convex subsets of H or Rn. A related result on separation of C a face of
C◦ in Rn is proved.
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1 Introduction and Main Results
A well known assertion of linear analysis states that given a closed subspace S
of a real Hilbert space H , every vector u ∈ H is uniquely expressible as the
sum u = y + z, where y and z are, respectively, the orthogonal projections of
u on S and its orthogonal complement S⊥. Moreau [4] obtained the following
far-reaching generalization of this assertion in terms of metric projections on a
closed convex cone C ⊆ H and its polar cone C◦ (see Alber [1] for a further
generalization of Moreau’s theorem to the case of cones in Banach spaces).
Theorem 1.1. (Moreau) Let C ⊆ H be a closed convex cone, and let u ∈ H.
For vectors y ∈ C and z ∈ C◦, the following conditions are equivalent.
(a) y and z are, respectively, the metric projections of u on C and C◦.
(b) y and z are orthogonal and satisfy the equality u = y + z.
One may ask whether Theorem 1.1 can be further generalized by replacing
cones C and C◦ with more general convex sets. Our main results (see Theo-
rems 1.2–1.4 below) show that such an attempt leads to characteristic proper-
ties of convex cones which are polar of each other. In this regard, we provide
a related result on separation of a cone C ⊆ Rn and a face of C◦ in Rn (see
Theorem 3.1).
We recall that a nonempty convex set C ⊆ H is a convex cone if λx ∈ C
whenever λ > 0 and x ∈ C. This definition implies that the origin o of H
belongs to C (indeed, o = 0x ∈ C for any x ∈ C), although a stronger condition
λ > 0 can be beneficial; see, e. g., [3].
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The (negative) polar set of a nonempty set X ⊆ H , denoted X◦, is defined
by
X◦ = {x ∈ H : 〈x, e〉 6 0 ∀ e ∈ X},
where 〈x, e〉 stands for the scalar product of vectors x and e. It is well known
(and easy to prove) that the set X◦ is a closed convex cone for any choice of
X ⊆ H .
In what follows, we will say that convex cones C and D in H are polar of
each other if C = D◦ and D = C◦.
A classical result of linear analysis asserts that given a nonempty closed
convex set E ⊆ H and a vector u ∈ H , the set E contains a unique vector z
which is nearest to u:
‖u− z‖ = inf{‖u− x‖ : x ∈ E}.
This nearest vector z is denoted pE(u) and called the metric projection of u on
E. Furthermore, if u ∈ H \ E, then E lies in the closed halfspace
{x ∈ H : 〈x − pE(u), u− pE(u)〉 6 0}
(see, for instance, Deutsch [2] for various results and references on this topic).
Theorem 1.2. Let E and F be nonempty closed convex sets in a real Hilbert
space H. The following assertions are equivalent.
(a) Every vector u ∈ H is expressible as u = pE(u) + pF(u).
(b) E and F are polar cones of each other.
The remaining theorems are formulated for the case of the n-dimensional
space Rn; it is an open question whether they are extendable to infinite dimen-
sion.
Theorem 1.3. Let E and F be nonempty closed convex sets in Rn. The fol-
lowing assertions are equivalent.
(a) E + F = Rn and the metric projections pE(u) and pF(u) are orthogonal
for every choice of u ∈ Rn.
(b) E and F are polar cones of each other.
Given an ordered pair of convex sets E and F and a vector u ∈ Rn, expres-
sions u = y1 + z1 and u = y2 + z2, where y1, y2 ∈ E and z1, z2 ∈ F , will be
called different if and only if y1 6= y2 (equivalently, z1 6= z2).
Theorem 1.4. Let E and F be nonempty convex sets in Rn. The following
assertions are equivalent.
(a) Every vector u ∈ Rn is uniquely expressible as u = y + z, where y and z
are orthogonal vectors from E and F , respectively.
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(b) E and F are polar cones of each other.
One more result of a similar spirit characterizes complementary planes in Rn.
We recall that a plane L (a flat, or an affine subspace, in other terminology) of
dimension m in Rn, 0 6 m 6 n, is a translate of an m-dimensional subspace
S of Rn: L = c + S for a suitable vector c ∈ Rn. Planes L1 and L2 in R
n are
called complementary if they are translates of complementary subspaces S1 and
S2:
L1 = c1 + S1, L2 = c2 + S2, S1 + S2 = R
n, S1 ∩ S2 = {o}.
Theorem 1.5. Let E and F be nonempty convex sets in Rn. The following
assertions are equivalent.
(a) Every vector u ∈ Rn is uniquely expressible as u = y + z, where y ∈ E
and z ∈ F .
(b) E and F are complementary planes.
The remarks below illustrate Theorems 1.2–1.5.
1. The assumption on closedness of both sets E and F is essential in The-
orems 1.2 and 1.3 since it guarantees the existence of metric projections
pE(u) and pF(u). On the other hand, the open unit ball U = {x ∈ R
n :
‖x‖ < 1} contains no vector nearest to a given vector u ∈ Rn \ U .
2. Assertion (a) in Theorem 1.3 cannot be replaces with the following weaker
version:
(a′) E + F = Rn and for every choice of u ∈ Rn, the metric projections
of u on clE and clF are orthogonal. Indeed, let
E = {(x, y) : x, y > 0} ∪ {o} and F = {(x, y) : x, y < 0} ∪ {o}.
Clearly, both sets E and F are nonclosed convex cones with apex o. These
cones satisfy assertion (a′) but are not polar of each other.
3. The assumption E + F = Rn is essential in assertion (a) of Theorem 1.3.
For instance, let E and F be closed intervals which lie, respectively, in the
coordinate axes of the plane R2. Then pE(u)⊥pF(u) for any vector u ∈ R
2,
while neither E nor F is a convex cone.
4. The assumption on uniqueness of expressions u = y+z is essential in asser-
tion (a) of Theorem 1.4. For instance, let E and F denote, respectively,
the upper and lower closed halfplanes of R2 determined by the x-axis.
Then any vector u ∈ R2 can be written as a sum of orthogonal vectors
y ∈ E and z ∈ F , while E and F are not polar cones of each other.
5. The previous remark shows that uniqueness of representations u = y + z
also is essential in assertion (a) of Theorem 1.5. Similarly, the assumption
on convexity of the sets E and F in this theorem cannot be omitted.
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Indeed, let E be the y-axis of R2 and F ⊆ R2 be the parabola given by
the equation y = x2. Then any vector u ∈ R2 is uniquely expressible as
x = y+ z, where x ∈ E and z ∈ F , while E and F are not complementary
planes of R2.
2 Proof of Theorem 1.2
(a) ⇒ (b). First, we consider the trivial case when at least one of the sets E
and F , say E, equals {o}. Choose any vector u ∈ H . By the assumption,
u = pE(u) + pF(u) = o+ pF(u) = pF(u) ∈ F.
Consequently, F = H = {o}◦ = E◦ and E = {o} = H◦ = F ◦, as desired.
So, we may suppose that both sets E and F are distinct from {o}. Choose
a nonzero vector u ∈ F . Then u = pF(u), which gives pE(u) = u − pF(u) = o.
Hence o is the vector in E nearest to u, and E lies in the closed halfspace
V = {x ∈ H : 〈x, u〉 6 0}. (1)
Thus,
o ∈ E ⊆ {x ∈ H : 〈x, u〉 6 0 ∀u ∈ F} = F ◦.
Similarly, o ∈ F ⊆ E◦.
For the opposite inclusion, F ◦ ⊆ E, choose any vector u ∈ F ◦. Then F
lies in the halfspace (1). Clearly, pV (u) = o. Since o ∈ F ⊆ V , we also have
pF(u) = o. Therefore,
u = pE(u) + pF(u) = pE(u) + o = pE(u) ∈ E.
So, F ◦ ⊆ E. Summing up, E = F ◦, which shows that E is a closed convex
cone. By a similar argument, F is a closed convex cone, with F = E◦.
(b)⇒ (a). This part follows from Theorem 1.1.
3 Some Auxiliary Results
This section describes the notation and auxiliary results on convex sets and
cones in Rn which are necessary for the proofs of Theorems 1.3–1.5. To avoid
confliction of notation, the standard dot product of vectors x, y ∈ Rn will be
denoted by x·y (instead of 〈x, y〉). Vectors x and y are called orthogonal (notation
x⊥y) if x·y = 0. Given distinct vectors x, z ∈ Rn, by [x, z] and (x, z) we will
mean the closed and open (line) segments with end vectors x, z ∈ Rn, defined,
respectively, by
[x, z] = {(1− λ)x + λz : 0 6 λ 6 1}, (x, z) = {(1− λ)x+ λz : 0 < λ < 1}.
The orthogonal complement of a nonempty set X ⊆ Rn is defined by
X⊥ = {x ∈ Rn : x·u = 0 ∀u ∈ X},
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while spanX denotes the (linear) span of X . Obviously, (spanX)⊥ = X⊥. Fur-
thermore, dimX , clX , intX , and bdX , stand, respectively, for the dimension,
closure, interior, and boundary of X . The set
posX = {λ1x1 + · · ·+ λkxk : k > 1, λi > 0, xi ∈ X, 1 6 i 6 k}
is called the positive hull of X . It is well known (see, e. g., [7], page 32) that
posX is the smallest convex cone with apex o which contains X .
If L ⊆ Rn is a plane of positive dimension, then a closed halfplane P of L is
the set of the form P = L∩V , where V is a closed halfspace of Rn satisfying the
condition ∅ 6= L∩V 6= L. If a convex set F ⊆ Rn is not n-dimensional (that is,
if aff F is not Rn), then rbdF and rintF will denote the relative boundary and
relative interior of F .
It is assumed that the reader is familiar with basic concepts and results of
convex analysis. Therefore, various standard results on convex sets are often
given here without specific references (see, e. g., [5] for details). For reader’s
convenience, necessary properties of convex cones are given below as the list of
propositions (P1)–(P8). In these propositions, C denotes a closed convex cone
in Rn.
(P1) The set linC = C ∩ (−C), called the lineality space of C, is the largest
subspace contained in C.
(P2) C ∩ C◦ = {o}, (C◦)◦ = C, spanC = (linC◦)⊥, and spanC◦ = (linC)⊥.
(P3) C is a subspace if and only if any of the following conditions holds: (i)
C = linC, (ii) o ∈ rintC, (iii) linC ∩ rintC 6= ∅, (iv) C◦ is a subspace,
(v) C◦ = C⊥.
(P4) If C is not a subspace, then a vector u ∈ Rn belongs to rintC if and only
if u·v < 0 for every vector v ∈ C◦ \ linC◦.
(P5) If X ⊆ Rn is a nonempty set, then cl (posX) is the smallest closed convex
cone containing X . Furthermore,
X◦ = (posX)◦ = (cl (posX))◦ and cl (posX) = (X◦)◦
(P6) For a nonempty convex set E ⊆ Rn, the following conditions are equiva-
lent: (i) o ∈ rintE, (ii) posE is a subspace, (iii) cl (posE) is a subspace.
(P7) If a hyperplane H ⊆ Rn supports C, then linC ⊆ H .
(P8) (see [6]) If C1 and C2 are closed convex cones in R
n satisfying the condition
C1 ∩ C2 = linC1 ∩ linC2,
then there is an (n− 1)-dimensional subspace S ⊆ Rn separating C1 and
C2 such that
C1 ∩ S = linC1 and C2 ∩ S = linC2.
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The proof of Theorem 1.3 uses the following result of proper interest.
Theorem 3.1. Let C ⊆ Rn be a closed convex cone distinct from a subspace,
B be a convex cone which lies in rbdC, and D be the orthogonal complement
of B in C◦:
D = {x ∈ C◦ : x·u = 0 ∀u ∈ B}.
The following assertions hold.
(a) D is a closed convex cone.
(b) If B ⊆ linC, then D = C◦, and if D 6⊆ linC, then D lies in rbdC◦ but
not in linC◦.
(c) There is an (n− 1)-dimensional subspace S ⊆ Rn containing B and sepa-
rating C and D such that rintC and rintD lie in the opposite open halfs-
paces of Rn determined by S.
Proof. Because C is not a subspace, (P3) shows that C◦ is not a subspace.
(a) D is a closed convex cone as the intersection of C◦ and the subspace B⊥.
(b) If B ⊆ linC, then, by (P2), C◦ ⊆ (linC)⊥ ⊆ B⊥. Therefore,
C◦ ⊆ B⊥ ∩C◦ = D ⊆ C◦,
which gives D = C◦.
Let B 6⊆ linC. Since B is a convex subset of rbdC, there is a hyper-
plane H ⊆ Rn which contains B and supports C such that C 6⊆ H (see, e. g.,
[5], Corollary 6.9). By (P7), H contains linC and whence H is an (n − 1)-
dimensional subspace. Denote by V the closed halfspace of Rn determined by
H and containing C and express it as
V = {x ∈ Rn : x·e 6 0},
where e is a suitable nonzero vector. Choose a vector y ∈ rintB \ linC (clearly,
rintB 6⊆ linC, since otherwise B ⊆ cl (rintB) ⊆ linC, contrary to the assump-
tion B 6⊆ linC). Let u = e+ y. Obviously, pV (u) = y. Therefore, pE(u) = y due
to y ∈ E ⊆ V .
We contend that e ∈ D. Indeed, denote by z the metric projection of u on
C◦. By Theorem 1.1, y⊥z and u = y + z. So, e = u − y = z ∈ C◦. Because
e ∈ H⊥ ⊆ B⊥, we obtain the inclusion e ∈ C◦ ∩B⊥ = D.
If D contained a vector v ∈ rintC◦, then (since C◦ is not a subspace)
we would have v · y < 0 due to (P4), formulated for C◦, and the choice of
y ∈ C \ linC. Hence D ⊆ rbdC◦. Also, D does not lie in linC◦. Indeed,
assuming that D ⊆ linC◦, we obtain that z ∈ linC◦, and (P2) gives
C ⊆ spanC = (linC◦)⊥ ⊆ {z}⊥ = H,
contrary to C 6⊆ H . By (P1), linC◦ is the largest subspace contained in C◦.
Therefore, D is not a subspace (otherwise D ⊆ linC◦).
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(c) If B ⊆ linC, then D = C◦ by assertion (b), and the existence of a
desired subspace S follows from (P8) and the equality C ∩ C◦ = {o}. Suppose
that B 6⊆ linC. In what follows, we use the notation from part (b).
Let L = spanD and M = spanB. Because B and D are orthogonal sets, it
is obvious that their spans are orthogonal subspaces. Furthermore, M ⊆ H due
to B ⊆ H . Denote by C′ the orthogonal projection of C on L. Clearly, C′ is
a convex (not necessarily closed) cone which lies in the closed halfplane L ∩ V
of L. Since C 6⊆ H , the cone C′ is properly supported by the subspace L ∩H ,
whose dimension is dimL− 1, implying, by (P3), that o /∈ rintC′ and C′ is not
a subspace.
Any vector x ∈ C′ is the orthogonal projection of a suitable vector p ∈ C,
which is expressible as p = x+ q, with q ∈ L⊥. Given a vector v ∈ D, one has
x·v = (p− q)·v = p·v + 0 6 0
due to D ⊆ C◦ ∩ L. If D◦
L
denotes the polar cone of D in the space L, then
the above argument shows that C′ lies in D◦
L
. Consequently, clC′ ⊆ D◦
L
, which
gives
{o} ⊆ linD ∩ lin (clC′) ⊆ D ∩ clC′ ⊆ D ∩D◦
L
= {o}.
So,
linD ∩ lin (clC′) = D ∩ clC′ = {o}.
By (P8), formulated for the space L, there is a subspace N of L of dimension
dimL− 1 separating D and clC′ such that
N ∩D = linD and N ∩ clC′ = lin (clC′).
(Possibly, N 6= H ∩ L.) Since neither D nor clC′ is a subspace, one has D 6=
linD and clC′ 6= lin (clC′), as follows from (P3). Consequently, D 6⊆ N and
clC′ 6⊆ N .
Denote by Q and Q′ the closed halfplanes of L which are determined by N
and contain the cones D and clC′, respectively. Let
S = N + L⊥, P = Q + L⊥, P ′ = Q′ + L⊥.
Clearly, S is an (n − 1)-dimensional subspace containing B (due to B ⊆ L⊥),
and P and P ′ are closed halfspaces determined by S and containing D and
clC′ + L⊥, respectively. By the above argument,
C ⊆ C′ + L⊥ ⊆ Q′ + L⊥ = P ′.
Furthermore, neither D nor C lies in S. The latter argument implies the inclu-
sions rintD ⊆ intP and rintC ⊆ intP ′, as desired.
The following example illustrates Theorem 3.1.
Example 3.1. Let C be a planar closed convex cone in R3, given by C =
{(x, y, 0) : x > 3|y|}, and let B = {(y, 3y, 0) : y > 0} be the boundary halfline
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of C. Then C◦ = {(x, y, z) : x 6 −|y|/3} and D = {(−y/3, y, z) : y > 0} is the
vertical closed halfplane bounded by the z-axis.
Clearly, every 2-dimensional subspace through B supports C, but only one
of them, S = {(y, 3y, z) : y ∈ R}, separates C and D. Furthermore, rintC and
rintD lie in the opposite open halfspaces of R3 determined by S. One can easily
see, that S does not separate C and C◦.
4 Proof of Theorem 1.3
Since the implication (b)⇒ (a) immediately follows from Theorem 1.1, it suffices
to show that (a) ⇒ (b). First, we exclude the obvious case when E = {o} or
F = {o}. Indeed, suppose that E = {o}. Then the condition E +F = Rn gives
F = Rn. Consequently, E = F ◦ and F = E◦. The case F = {o} is similar.
So, we may assume that neither E nor F is {o}. Our further argument is
divided into a sequence of lemmas, where the sets E and F are assumed to
satisfy assertion (a) of the theorem.
Lemma 4.1. o ∈ E ∩ F .
Proof. Assume, for instance, that o /∈ E. Let e = pE(o). Then e 6= o and E lies
in the closed halfspace
W = {x ∈ Rn : (x− e)·e > 0}.
Put c = pF(o). By the hypothesis, e⊥c. Hence c belongs to the (n − 1)-
dimensional subspace
S = {x ∈ Rn : x·e = 0}.
Choose a scalar t < 0. Since pW (te) = e, the inclusions e ∈ E ⊆ W give
pE(te) = e. Then pF(te) belongs to S due to the assumption pE(te)⊥ pF(te).
Because o is the orthogonal projection of te on S, the Pythagorean theorem,
used twice, gives
‖te− pF(te)‖
2 = ‖te− o‖2 + ‖o− pF(te)‖
2
> ‖te− o‖2 + ‖o− pF(o)‖
2
= ‖te− pF(o)‖
2 = ‖te− c‖2.
Hence
‖te− pF(te)‖ = ‖te− c‖
by the definition of pF(te). The uniqueness of metric projection of te on F
implies that pF(te) = c. Obviously, te 6= c. Therefore, F lies in the closed
halfspace
V (t) = {x ∈ Rn : (x− c)·(te− c) 6 0}
= {x ∈ Rn : (x− c)·(e− c/t) > 0}
as t < 0. Letting t→ −∞, we conclude that F lies in the closed halfspace
V = {x ∈ Rn : (x− c)·e > 0} = {x ∈ Rn : x·e > 0}.
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Consequently,
E + F ⊆W + V = V,
contrary to the assumption E + F = Rn. Thus o ∈ E ∩ F .
Lemma 4.2. E ⊆ F ◦ and F ⊆ E◦.
Proof. Choose a nonzero vector u ∈ F (we already excluded the case F = {o}).
Since u = pF(u), the orthogonality of pE(u) and pF(u) shows that pE(u) belongs
to the (n− 1)-dimensional subspace
S = {x ∈ Rn : x·u = 0}.
Obviously, o is the orthogonal projection of u on S. So,
‖u− o‖ 6 ‖u− pE(u)‖.
The inclusion o ∈ E (see Lemma 4.1) and the uniqueness of pE(u) imply that
pE(u) = o. Therefore, E lies in the closed halfspace
V = {x ∈ Rn : x·u 6 0}.
Consequently,
E ⊆ {x ∈ Rn : x·u 6 0 ∀u ∈ F} = F ◦.
The proof of the inclusion F ⊆ E◦ is similar.
Lemma 4.3. If o ∈ rintE∪rintF , then E and F are complementary orthogonal
subspaces: E = F⊥ and F = E⊥.
Proof. Let, for instance, o ∈ rintE. By (P6), the cone C = posE is a subspace.
A combination of (P3) and (P5) gives E◦ = C◦ = C⊥, and Lemma 4.2 shows
that F lies in the subspace C⊥.
We assert that E = C. Indeed, assume for a moment that E 6= C. Then
there is a closed halfplane P of C which contains E. Let
P = {x ∈ C : x·e 6 γ},
where e is a suitable nonzero vector in C and γ is a scalar. Then the sum P+C⊥
coincides with the closed halfspace
V = {x ∈ Rn : x·e 6 γ}.
Consequently,
E + F ⊆ P + C⊥ = V,
contrary to the hypothesis E + F = Rn. So, E = C, implying that E is a
subspace.
In a similar way, assuming that F 6= C⊥, we would find a closed halfplane
Q of C⊥ which contains F , resulting in the inclusion
E + F ⊆ C +Q 6= C + C⊥ = Rn.
Hence F should coincide with C⊥, as desired.
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A combination of (P3) and Lemma 4.3 implies the following corollary.
Corollary 4.1. If at least one of the sets E and F is a subspace, then E and
F are complementary orthogonal subspaces.
Lemma 4.4. E 6⊆ rbdF ◦ and F 6⊆ rbdE◦.
Proof. Assume, for contradiction, that E ⊆ rbdF ◦. Then F ◦ is not a subspace
(otherwise rbdF ◦ = ∅), and a combination of (P3) and Corollary 4.1 shows
that none of the sets E,F,E◦, and F ◦ is a subspace.
First, we contend that rintE 6⊆ linF ◦. Indeed, let rintE ⊆ linF ◦. ThenE =
cl (rintE) ⊆ linF ◦. Obviously, both subspaces linF ◦ and spanF = (linF ◦)⊥
are nontrivial. Since F 6= spanF (otherwise F is a subspace), we have
E + F ⊆ linF ◦ + F 6= linF ◦ + spanF = linF ◦ + (linF ◦)⊥ = Rn,
contrary to the assumption E + F = Rn. So, rintE 6⊆ linF ◦.
Choose a nonzero vector y ∈ rintE \ linF ◦ and consider the closed halfline
B = {λy : λ > 0}. Clearly, B ⊆ rbdF ◦ and B 6⊆ linF ◦ due to the choice of y
in rbdF ◦ \ linF ◦.
By Theorem 3.1 (applied to the case C = F ◦), there is an (n − 1)-dimen-
sional subspace S ⊆ Rn which contains B and supports F ◦ such that the relative
interiors of the closed convex cones F ◦ and
D = {x ∈ (F ◦)◦ : x·b = 0 ∀ b ∈ B} = {x ∈ (F ◦)◦ : x·y = 0}
lie in the opposite open halfspaces of Rn determined by S. Since y ∈ rintE and
S supports E, we have E ⊆ S. Express S as
S = {x ∈ Rn : x·e = 0},
where e 6= o is a suitable vector. Without loss of generality, we may assume
that rintF ◦ lies in the open halfspace
W = {x ∈ Rn : x·e > 0}
(otherwise replace e with−e). Clearly,D lies in the closed halfspace V = Rn\W .
If V contained F , then
E + F ⊆ S + V = V 6= Rn,
which is impossible by the assumption E + F = Rn. Hence there is a nonzero
vector v ∈ F ∩W . Clearly, v ·e > 0 due to v ∈ W , and v ·y 6 0 due to the
inclusions v ∈ F and y ∈ E ⊆ F ◦ .
Denote by h the closed halfline {y + te : t > 0}. The hyperplane
H = {x ∈ Rn : (x− v)·v = 0}
meets h at the vector y + t0e, where
t0 =
v ·v − y ·v
e·v
> 0
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(indeed, (y+ t0e− v)·v = 0). Put u = y+ t0e. Since the halfline h is normal to
S, and since y ∈ E ⊆ S, we have pE(u) = y. The orthogonality of u − v and v
and the Pythagorean theorem give
‖u− v‖2 + ‖v‖2 = ‖u‖2,
which results in the inequality ‖u − v‖ < ‖u‖. Since v ∈ F and pF(u) is the
vector in F nearest to u, we have
‖u− pF(u)‖ 6 ‖u− v‖ < ‖u‖. (2)
Next, we are going to prove that ‖u − x‖ > ‖u‖ whenever x ∈ D. Indeed,
let x ∈ D. Then x ∈ V (and y ∈ S = {e}⊥), which gives
(x− y)·(u− y) = t0(x− y)·e = t0 x·e+ 0 6 0.
Hence
‖x− u‖2 = ‖x− y‖2 + ‖y − u‖2 + 2(x− y)·(u− y)
> ‖x− y‖2 + ‖y − u‖2
= ‖x‖2 + ‖y‖2 + ‖y − u‖2 (as x·y = 0)
= ‖x‖2 + ‖u‖2 (as (u− y)·y = 0)
> ‖u‖2.
Combining this argument with (2), we conclude that pF(u) /∈ D. On the
other hand, the vector pF(u) must be orthogonal to y = pE(u) by assumption
(a). Consequently, pF(u) should satisfy the inclusion
pF(u) ∈ F ∩ {y}
⊥ ⊆ (F ◦)◦ ∩ {y}⊥ = D.
The obtained contradiction implies that the inclusion E ⊆ rbdF ◦ does not hold.
Similarly, F 6⊆ rbdE◦.
Lemma 4.5. E and F are polar cones of each other.
Proof. If o ∈ rintE ∪ rintF , then Lemma 4.3 shows that E and F are comple-
mentary orthogonal subspaces, polar cones of each other. So, we may assume
that o /∈ rintE ∪ rintF . By (P6), none of the cones posE and posF is a sub-
space, and a combination (P3) and (P5) shows that none of E◦ and F ◦ is a
subspace.
We will prove the equality E = F ◦ (the case F = E◦ is similar). Assume, for
contradiction, that E 6= F ◦. By Lemmas 4.2 and 4.4, E ⊆ F ◦ and E 6⊆ rbdF ◦.
Therefore, E meets rintF ◦. Let L = spanF ◦. We are going to prove the
following auxiliary assertion:
(c) there is a closed halfplane P of L which contains E such that the boundary
plane of P supports E at a nonzero vector from rintF ◦.
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To prove (c), we consider separately the cases dimE = dimF ◦ and dimE <
dimF ◦.
1. Let dimE = dimF ◦. Then spanE = L and rintE ⊆ rintF ◦ (see [5],
Theorem 2.28). Furthermore, rintF ◦ 6⊆ E, since otherwise F ◦ = cl (rintF ◦) ⊆
E. Choose vectors x ∈ rintF ◦ \E and z ∈ rintE. Then the open segment (x, z)
meets rbdE at a vector y, say (see [5], Theorem 2.55). The inclusions x ∈ rintF ◦
and z ∈ E ⊆ F ◦ imply that y ∈ (x, z) ⊆ rintF ◦. So, y ∈ rbdE ∩ rintF ◦. One
has y 6= o because o /∈ rintF ◦ due to (P3). Choose a closed halfplane P of L
which contains E such that the boundary plane of P supports E at y.
2. Let dimE < dimF ◦. Since both sets E and F ◦ contain o, the subspace
M = spanE is a proper subset of L. By (P2), the subspaces lin (F ◦)◦ and L are
orthogonal complements of each other. Consequently, lin (F ◦)◦+M is a proper
subspace of Rn. Choose an (n − 1)-dimensional subspace H which contains
lin (F ◦)◦ +M and let N = H ∩ L. Then
dimN = dimH + dimL− dim (H + L) = (n− 1) + dimL− n = dimL− 1.
Now, assertion (c) holds for any choice of a nonzero vector y ∈ E ∩ rintF ◦ and
of a closed halfplane P of L determined by N .
We can describe the halfplane P from (c) as
P = {x ∈ L : x·e 6 γ},
where e is a nonzero vector in L and γ = y·e. Obviously, γ > 0 due to o ∈ E ⊆ P
(see Lemma 4.1). Consider the closed halfspace
V = P + L⊥ = {x ∈ Rn : x·e 6 γ}.
Then E ⊆ P ⊆ V and the boundary hyperplane of V supports E at y.
Next, we contend that F does not lie in the closed halfspace
W = {x ∈ Rn : x·e 6 0}.
Indeed, if F ⊆ W , then E + F ⊆ V + W = V , contrary to the assumption
E + F = Rn.
This argument implies that e /∈ F ◦; indeed, otherwise
F ⊆ (F ◦)◦ ⊆ {e}◦ =W.
Consequently, the closed halfline h = {y + te : t > 0} lies in L but not in
F ◦. By a convexity argument, there is a scalar t0 > 0 such that the halfline
h0 = {y + te : t > t0} is disjoint from F
◦.
Since the halfline h is normal to the boundary hyperplane of V and h∩V =
{y}, for every vector u ∈ h0, we have pV (u) = y, and hence pE(u) = y as
y ∈ E ⊆ V . Also, the inclusion E ⊆ F ◦ implies that pE(u) ∈ F
◦.
We contend the existence of a vector u′ ∈ h0 with the property pF(u
′) /∈
lin (F ◦)◦. Indeed, assume for a moment that pF(u) ∈ lin (F
◦)◦ for all u ∈ h0.
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By (P2), the subspaces lin (F ◦)◦ and L are orthogonal. Therefore, u⊥ pF(u)
whenever u ∈ h0. Pythagorean’s theorem gives
‖u− pF(u)‖
2 = ‖u− o‖2 + ‖o− pF(u)‖
2
> ‖u− o‖2.
Because o ∈ F (see Lemma 4.1), the uniqueness of pF(u) gives pF(u) = o.
Consequently, writing u as y + te, t > t0, we see that F lies in every closed
halfspace
W (t) = {x ∈ Rn : x·(y + te) 6 0} = {x ∈ Rn : x·(e+ y/t) 6 0}, t > t0 > 0.
Letting t → ∞, we obtain that F lies in W , which is impossible by the above
argument. Hence, there is a vector u′ ∈ h0 satisfying the condition pF(u
′) ∈
F \ lin (F ◦)◦.
Finally, (P4) implies that the vectors
pE(u
′) = y ∈ rintF ◦ and pF(u
′) ∈ F \ lin (F ◦)◦ ⊆ (F ◦)◦ \ lin (F ◦)◦
cannot be orthogonal, contrary to assertion (a) of Theorem 1.3. The obtained
contradiction shows that E = F ◦.
5 Proof of Theorem 1.4
Since the implication (b)⇒ (a) immediately follows from Theorem 1.1, it suffices
to show that (a)⇒ (b). Clearly, E + F = Rn due to condition (a).
We may exclude the obvious cases when any of E and F is {o} or Rn.
Indeed, suppose that E = {o}. Choose a vector u ∈ Rn. By the assumption, u
is uniquely expressible as u = y + z, where y ∈ E and z ∈ F . Since y = o, we
have u = z ∈ F . So, F = Rn = {o}◦ = E◦, as desired. The case E = Rn is
similar.
We also observe that E ∩ F = {o}. Indeed, by condition (a), we can write
o = y + z for suitable orthogonal vectors y ∈ E and z ∈ F . Then 0 = ‖o‖2 =
‖y‖2 + ‖z‖2, which gives o = y = z ∈ E ∩ F . If there were a nonzero vector
u ∈ E ∩F , then u = u+ o and u = o+ u would be two different representations
of u as a sum of orthogonal vectors from E and F , respectively. So, E∩F = {o}.
We contend that both sets E and F are cones. Indeed, choose any vector
u ∈ E and a scalar λ > 0. If 0 6 λ 6 1, then λu ∈ [o, u] ⊆ E due to the
convexity of E. Let λ > 1. By condition (a), there are orthogonal vectors y ∈ E
and z ∈ F such that λu = y+z. Thus u = λ−1y+λ−1z is the sum of orthogonal
vectors λ−1y and λ−1z. Because 0 < λ−1 < 1, one has λ−1y ∈ [o, y] ⊆ E and
λ−1z ∈ [o, z] ⊆ F due to the convexity of E and F . On the other hand,
u = u+ o is the sum of orthogonal vectors u ∈ E and o ∈ F . The uniqueness of
such expression gives u = λ−1y. Consequently, λu = y ∈ E. Hence E is a cone.
Next, we assert that E◦ ⊆ F and F ◦ ⊆ E. Indeed, choose any nonzero
vector u ∈ E◦ (E◦ 6= {o} because E 6= Rn). By condition (a), u = y+ z, where
y ∈ E and z ∈ F are orthogonal vectors. Then
u·y = (y + z)·y = y ·y + z ·y = ‖y‖2 + 0 > 0,
13
with u·y = 0 if and only if y = o. On the other hand u·y 6 0 due to y ∈ E and
u ∈ E◦. Hence u·y, implying y = o. Thus u = o+ z = z ∈ F . So, E◦ ⊆ F . In a
similar way, F ◦ ⊆ E.
Finally, we contend that F ⊆ E◦ and E ⊆ F ◦. For this, choose any vector
u ∈ F . By Theorem 1.1, u = y + z, where y ∈ E and z ∈ E◦ are orthogonal
vectors. The above proved inclusion E◦ ⊆ F gives z ∈ F . On the other hand
u = o + u is the sum of orthogonal vectors o ∈ E and u ∈ F . Condition (a)
implies that these representation are identical: y = o and u = z ∈ E◦. So,
F ⊆ E◦. Similarly, E ⊆ F ◦.
Summing up, E = F ◦ and F = F ◦, as desired.
6 Proof of Theorem 1.5
(a)⇒ (b). First, we exclude the trivial case when E = {o} or F = {o}. Indeed,
suppose that E = {o}. Choose a vector u ∈ Rn. By the assumption, u is
uniquely expressible as u = y+ z, where y ∈ E and z ∈ F . Since y = o, we have
u = z ∈ F . So, F = Rn, as desired. Since the case E = {o} is similar, we may
assume that neither E nor F is {o}.
By the assumption, the vector o is uniquely expressible as o = c− c, where
c ∈ E and −c ∈ F . Let E0 = E − c and F0 = F + c. Then o ∈ E0 ∩ F0.
We assert that the sets E0 and F0 satisfy condition (a) of the theorem.
Indeed, choose any vector u ∈ Rn. Condition (a) shows that u = y′ + z′ for
suitable vectors y′ ∈ E and z′ ∈ F . Consequently, u = (y′− c) + (z′+ c), where
y′ − c ∈ E0 and z
′ + c ∈ F0. For the uniqueness of such a representation, let
u = y1+ z1 and u = y2+ z2 for suitable vectors y1, y2 ∈ E0 and z1, z2 ∈ F0. Put
y′
i
= yi+c and z
′
i
= zi−c, i = 1, 2. Clearly, y
′
i
∈ c+E0 = E and z
′
i
∈ F0−c = F ,
i = 1, 2. Since u = y′
1
+ z′
1
= y′
2
+ z′
2
, condition (a) gives y′
1
= y′
2
and z′
1
= z′
2
.
Hence
y1 = y
′
1
− c = y′
2
− c = y2, z1 = z
′
1
+ c = z′
2
+ c = z2.
Summing up, E0 and F0 satisfy condition (a) of the theorem. In particular,
E0 + F0 = R
n.
Next, we observe that E0 ∩ F0 = {o}. Indeed, assume for a moment the
existence of a nonzero vector u ∈ E0 ∩ F0. Then u = u + o = o + u are two
distinct expressions of u as sums of vectors from E0 and F0, respectively, in
contradiction with condition (a). Hence E0 ∩ F0 = {o}.
By a slight modification of the argument given in the proof of Theorem 1.4,
one can show that E0 and F0 are both cones. We divide our further argument
into two cases: o ∈ rintE0 ∪ rintF0 and o /∈ rintE0 ∪ rintF0. We are going to
prove that the first case holds while the second one is impossible.
1. Assume first that o ∈ rintE0 ∪ rintF0. We are going to show that
under this assumption, E0 and F0 are complementary subspaces. Indeed, let,
for instance, o ∈ rintE0. Then the cone E0 is a subspace, as follows from (P3).
We further contend that o ∈ rintF0. Indeed, suppose that o /∈ rintF0.
In this case, the equality E0 ∩ F0 = {o} implies that rintE0 ∩ rintF0 = ∅.
Consequently, there is an (n− 1)-dimensional subspace H ⊆ Rn which contains
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the subspace E0 and supports the convex set F0 (see, e. g., [5, Theorem 6.8]).
If V ⊆ Rn is a closed halfspace containing F0 and determined by H , then
E0 + F0 ⊆ H + V = V , contrary to E0 + F0 = R
n. Hence o ∈ rintF0.
As above, the inclusion o ∈ rintF0 shows that the cone F0 is a subspace.
Consequently, E0 and F0 are complementary subspaces due to the properties
E0 + F0 = R
n and E0 ∩ F0 = {o}.
2. Assume, for contradiction, that o /∈ rintE0 ∪ rintF0. Then o ∈ rbdE0 ∩
rbdF0. Since o ∈ −F0 and rint (−F0) = −rintF0, one has o ∈ rbd (−F0).
Under this condition, we contend that E0 ∩ (−F0) = {o}. Indeed, if E0 ∩
(−F0) contained a nonzero vector u, then o = o+ o and o = u+ (−u) would be
distinct representations of o as sums of vectors from E0 and F0, respectively.
Hence E0 ∩ (−F0) = {o}. Consequently, there is an (n − 1)-dimensional
subspace H ⊆ Rn which separates E0 and −F0 (see, e. g., [5, Theorem 6.30]).
If V ⊆ Rn is a closed halfspace determined by H and containing E0, then
−F0 ⊆ −V , implying the inclusion F0 ⊆ V . Therefore, E0 + F0 ⊆ V + V = V ,
contrary to E0 + F0 = R
n.
The obtained contradiction implies that the case o /∈ rintE0 ∪ rintF0 does
not hold. Summing up, the sets E0 and F0 are complementary subspaces.
Therefore, the sets E = c+ E0 and F = F0 − c are complementary planes.
(b) ⇒ (a). Suppose that E and F are complementary planes. Then E =
c1 + S1 and F = c2 + S2, where c1, c2 ∈ R
n and S1 and S2 are complementary
subspaces. Given a vector u ∈ Rn, there exist unique vectors x1 ∈ S1 and
x2 ∈ S2 such that u−c1−c2 = x1+x2. Hence u = y+z, where y = c1+x1 ∈ E
and z = c2 + x2 ∈ F is the unique representation of u.
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