We present here a convergence proof for spectral approximations for hyperbolic systems with initial and boundary conditions. We treat in detail Chebyshev collocation, but the final result is readily applicable to other spectral methods, such as Legendre collocation or tau-methods.
INTRODUCTION

In the paper
[I], we derived stability results for spectral methods applied to inltial-boundary value problems for hyperbolic systems. The paper demonstrates that one can bound certain weighted L 2 spatial norms of the solution in terms of norms of the boundary data (homogenous initial conditions are assumed).
The bounds also contain powers of N, which is the degree of the approximating polynomials.
Here we show that the approximations discussed above actually converge to the exact solution, at least when this solution is smooth. We bound the error in the numerical method by a power of N multiplying a term which depends only on the exact solutlon--more precisely, this is the interpolation error of the initial value and boundary derivatives. For sufficiently differentiable functions, this interpolation error will decay fast enough to drive the full approximation error to zero. We have not attempted to derive the sharpest bound of this type, but merely to show that such a bound exists.
The method of proof here is similar to the one in [1, 2] , where basic results are first deduced for a scalar equation, and then extended to the full system. Accordingly, the paper is divided into two sections, the first dealing with the scalar case and the second with the system. By the means of Gauss-Lobatto quadrature formulas, we first bound the error at outflow for a single scalar equation. Then we use this estimate, together with the basic stability result of [i] , to bound the overall error for a system.
THE SCALAR CASE -CHEBYSHEV COLLOCATION
Given the equation ut =u Ixf< 1,t > 0
we consider the pseudospectral method based on collocating at the extrema of TN+I, where Tm is the Chebyshev polynomial of degree m Tm(X) = cos(m eos-l(x)).
It is shown in [3, 4] that the pseudospectral approximation v = VN(X,t ) satisfies 8v _v 8t -8x + _(t) T_+I(X)
with the projection operator PN defined by PN f is a polynomial of degree < N (1.3)
at x = xj = cos _ , 0 < j < N.
Define now 6N(X,t) as the difference between vN and the projection of u
This function satisfies the equation:
We note at this stage that the polynomial 
An integration by parts on the right-hand side produces:
We again use the Gauss-Lobatto formula and reach
where
In the next section we will need a different version of (1.9), in which -2nt the time integral is weighted by e , n > 0:
This form matches the Laplace-Fourier transforms which are used in the basic stability estimates.
It should be noted that the bound on 6_('l,t) obtained in (1.11) A better estimate can be found for the boundary error u(-l,t)
-v(-l,t) by taking the Laplace transform of (i.I) and (1.2) and analyzing the difference. This approach was used by Dubiner [5] who obtained 1 (u-v)(-1,t)~_.
The same bound holds for PN u -v, since, for smooth 1 functions, PN u approaches u faster than any power of _ . to u(x,t) as N tends to infinity.
CONVERGENCE PROOF FOR SYSTEMS
Consider
We define a pair of projection operators p= (pl, pll) by requiring that for any function F, pl F and pll F be polynomials of degree N at most, satisfying:
(pl F)(xj) = F(xj), j = 1,2,...,N+I (2.7) (pll F)(xj) = F(xj), j = 0,1,...,N.
Note that two distinct sets of nodes are used for collocation -cf. (2.6c).
We can state now the main convergence result:
THEOREM. sI(-1,t) = uI(-1,t) sII(1,t) = ulI(1,t). it is sufficient to evaluate outflow errors for a scalar equation in order to estimate errors at both boundary points for a system.
