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Sommario 
La presente tesi si inserisce nelle attività di ricerca svolte presso il 
Dipartimento di Ingegneria Aerospaziale (DIA) e relative allo sviluppo di 
algoritmi di elaborazione dei dati aria, al fine di ricostruire parametri di volo quali 
gli angoli di incidenza e derapata, la pressione statica ambiente e il numero di 
Mach. 
L’obiettivo del presente lavoro consiste nello sviluppo di un sistema capace di 
fornire gli angoli di incidenza e derapata con un elevato grado di accuratezza, 
senza ricorrere a sistemi di misura particolarmente sofisticati ma facendo uso di 
tecniche di correzione degli errori. 
Il sistema sviluppato ha un’architettura integrata composta di un sistema dati 
aria affiancato da un sistema satellitare GPS e da un sistema inerziale. 
L’integrazione delle diverse sorgenti di misura avviene attraverso un filtro di 
Kalman che processa ricorsivamente dati affetti da errore al fine di correggerli. 
Calcolando gli angoli aerodinamici mediante la sinergia di informazioni 
provenienti da più sistemi si è verificata la possibilità di ottenere delle stime 
accurate anche durante i transitori di manovra. Inoltre, si è cercato di sfruttare le 
potenzialità dell’architettura sviluppata per semplificare il processo di 
calibrazione delle procedura di elaborazione dei dati aria. Quest’ultimo risulta 
essere abbastanza laborioso soprattutto per quella classe di velivoli avente 
inviluppi α e β ampi. In tale direzione sono stati effettuati degli studi in cui il 
sistema dati aria è stato calibrato in un inviluppo ristretto affidando all’architettura 
integrata la correzione degli errori all’esterno di tali domini. 
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Introduzione 
Il presente lavoro si inserisce nelle attività del Dipartimento di Ingegneria 
Aerospaziale (DIA) dell’Università di Pisa, nell’ambito del contratto di ricerca 
denominato “Sviluppo di un sistema di controllo FBW dei comandi primari di 
volo con attuazione idraulica”. Tale progetto prevede lo sviluppo di uno studio 
che contribuisca alla definizione, allo sviluppo ed alla validazione di un sistema di 
controllo dei comandi primari di volo con segnale di trasmissione elettrico ed 
attuazione idraulica. 
Attenzione particolare in tale progetto è volta allo sviluppo di un sistema dati 
aria, elemento fondamentale all’interno di un sistema Flight Control System 
Fly-By-Wire (FCS–FBW), in quanto determina la stima della pressione statica, 
della quota di volo e del numero di Mach. Questi parametri sono importanti 
poiché influenzano i guadagni delle leggi di controllo che regolano il sistema. 
Inoltre, il sistema dati aria fornisce gli angoli aerodinamici di assetto, ovvero 
l’angolo di incidenza α e l’angolo di derapata β. Tali parametri sono importanti 
nell’adempimento di funzioni quali la protezione dell’inviluppo di volo e 
l’ottimizzazione della deflessione delle superfici aerodinamiche secondarie. 
La ricostruzione degli angoli aerodinamici è difficoltosa in alcune condizioni 
di volo (transitori di manovra, fasi di volo ad elevati angoli di incidenza). A tal 
proposito l’obiettivo di questa tesi è di sviluppare un sistema capace di garantire 
un livello di accuratezza elevato ed allo stesso tempo uniforme in tutto 
l’inviluppo. Le prestazioni del sistema devono essere ottenute considerando classi 
di sensori economici e quindi non particolarmente precisi, e ricorrendo a tecniche 
di correzione degli errori. Il sistema sviluppato ha un’architettura integrata 
costituita dal sistema dati aria affiancato da un sistema satellitare e da un sistema 
di navigazione inerziale. 
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L’impiego di strutture integrate è peraltro un argomento molto attuale, poiché 
consente di contenere i costi in modo tale da permettere l’uso di sistemi 
FCS-FBW Full Authority ai velivoli civili di piccole dimensioni. 
Per unire le informazioni provenienti dalle tre fonti di misura aumentandone 
l’accuratezza, si utilizza un filtro di Kalman, un algoritmo di correzione degli 
errori che opera ricorsivamente e richiede pertanto una memoria ridotta per 
l’immagazzinamento di dati. Inoltre, tale algoritmo è adattativo, cioè è in grado di 
valutare la bontà delle misure acquisite ed eventualmente rigettarle. 
Relativamente al sistema dati aria, al momento è in fase di sviluppo la 
“procedura di elaborazione”, costituita da un insieme di algoritmi che consentono 
sia di ricavare i parametri di volo a partire dalle misure di pressione ed angoli 
locali forniti da quattro sonde montate sulla parte prodiera del velivolo, sia di 
gestire le ridondanze del sistema. 
Per quanto riguarda la gestione delle ridondanze, opportuni algoritmi di 
monitoring e voting permettono di individuare le avarie delle sonde, riconfigurare 
il sistema e fornire, quindi, un singolo valore per ogni parametro ricostruito. 
Il sistema sviluppato permette di migliorare il calcolo degli angoli 
aerodinamici in condizioni dinamiche in quanto sfrutta i vantaggi dell’elevata 
frequenza di aggiornamento dei dati disponibile nel sistema di navigazione 
inerziale per incrementare la banda passante. 
Altro obiettivo perseguito è quello di semplificare la fase di calibrazione della 
procedura di elaborazione. Infatti, il processo di calibrazione dei coefficienti 
aerodinamici costituisce un’operazione delicata e complessa soprattutto per quella 
classe di velivoli operanti in un ampio dominio (α,β). A tal proposito la fase di 
taratura degli algoritmi risulterebbe semplificata se relativa ad un inviluppo (α,β) 
ridotto, affidando al filtro di Kalman la correzione degli errori all’esterno di tale 
dominio. 
Concettualmente il filtro stima le componenti della velocità del vento dal 
confronto tra la velocità del velivolo relativa al suolo, fornita dal sistema inerziale, 
e quella relativa all’aria fornita dal sistema dati aria. Il compito del sistema 
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satellitare è invece quello di rendere stabili i parametri ottenuti per integrazione 
delle misure accelerometriche e giroscopiche. 
Valutata la velocità del vento, è possibile calcolare una stima alternativa degli 
angoli aerodinamici sfruttando il sistema inerziale. Questa stima diventa 
particolarmente utile in quelle condizioni in cui il sistema dati aria fornisce misure 
poco accurate quali ad esempio i transitori di manovra. 
I modelli sviluppati e le simulazioni proposte sono state effettuate in ambiente 
Matlab-Simulink®. 
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Capitolo 1 I SISTEMI DI NAVIGAZIONE 
INTEGRATA 
1.1 Introduzione 
L’uso di sistemi integrati è particolarmente importante in quanto, 
confrontando diverse fonti di misura, consente di correggere gli errori di misura e 
di disporre di informazioni aggiuntive. Ad esempio confrontando le velocità 
relative al suolo provenienti da un sistema di navigazione con le velocità relative 
all’aria provenienti dal sistema dati aria, è possibile stimare le componenti del 
vento. 
Inoltre, le strutture integrate possiedono il notevole vantaggio di poter 
impiegare sorgenti di misura meno precise ma più economiche, garantendo 
opportuna accuratezza tramite algoritmi di correzione dell’errore. 
Nel presente capitolo dapprima viene fornita una breve introduzione sui 
sistemi di volo FBW, quindi si passa alla descrizione dei tre sistemi che 
compongono l’architettura integrata soffermandosi in maniera particolare sul 
sistema dati aria poiché l’obiettivo è proprio quello di migliorare tale sistema. 
Riguardo ai sistemi che verranno presentati nei prossimi paragrafi è 
importante sottolineare che il sistema dati aria ed il sistema inerziale forniscono 
informazioni essenziali per la sicurezza alle leggi di controllo, pertanto i relativi 
sensori sono critici e devono essere ridondati. 
Al contrario il sistema GPS non è un sistema fondamentale perché non è 
certificabile, non garantisce l’integrità del segnale, è gestito dai militari USA ed è 
anche difficilmente ridondabile poiché i ricevitori GPS installati a bordo del 
velivolo compiono tutti lo stesso errore; di conseguenza il sistema integrato deve 
Capitolo 1  I sistemi di navigazione integrata 
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essere congegnato in modo che in caso di perdita del GPS le prestazioni del 
sistema dati aria da solo siano ancora accettabili, anche se degradate. 
1.2 I sistemi di volo FBW 
1.2.1 Generalità 
Negli ultimi decenni si è andata diffondendo l’adozione di sistemi automatici 
di controllo di volo con trasmissione elettrica dei segnali, denominati Flight 
Control System (FCS) Fly-By-Wire (FBW) Full-Authority-Full-Time. In un 
sistema FCS-FBW il pilota non ha più il controllo diretto sul velivolo e i suoi 
input sono trasformati in obiettivi, che il computer di bordo cerca di perseguire 
rendendo la manovra ottimale e garantendo la sicurezza in ogni condizione. 
Il sistema di controllo svolge una supervisione sull’attività del pilota, non è 
disinseribile ed è operativo per l’intera missione del pilota. È pertanto richiesta 
un’elevata affidabilità che viene garantita grazie ad un’architettura a molteplice 
ridondanza. 
Nei sistemi di controllo automatico di tipo FBW è indispensabile ricorrere 
alle informazioni provenienti dai sensori, in particolare i sensori dati aria e i 
sensori inerziali di cui è necessario fare un uso attivo e integrato. 
I sensori inerziali consentono di misurare le accelerazioni e la velocità 
angolare in assi corpo e sono fondamentali sia per le leggi di controllo che per la 
navigazione. 
I sensori dati aria permettono di ottenere delle stime della pressione statica 
ambiente (legata alla quota di volo) e della pressione totale, di conseguenza 
permettono il calcolo del numero di Mach, parametro indispensabile per la 
variazione dei guadagni delle leggi di controllo programmate all'interno dei 
computer di bordo. 
Il sistema dati aria deve provvedere anche alla misurazione dell'assetto del 
velivolo rispetto alla direzione del flusso aerodinamico della corrente indisturbata, 
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cioè degli angoli di incidenza e di derapata. Questi angoli sono fondamentali per 
l'implementazione di funzioni quali la protezione dallo stallo e la deflessione 
automatica di superfici di controllo secondarie per l'ottimizzazione 
dell'aerodinamica del velivolo. 
La richiesta di precisioni sempre maggiori, unita alla necessità di ridurre i 
costi, ha portato allo sviluppo di strutture multi-sensore basate su sistemi integrati 
che permettono di stimare le variabili mediante la sinergia di informazioni 
provenienti da più apparati. La diffusione dei sistemi integrati ha quindi 
determinato lo sviluppo di tecniche di correzione dell’errore (tra cui gli algoritmi 
di elaborazione ricorsiva), che consentono di utilizzare sensori meno sofisticati 
ma più economici. 
1.2.2 Struttura 
Un FCS è costituito dall’insieme delle componenti che consentono il volo del 
velivolo, ovvero le componenti elettriche, meccaniche ed idrauliche che generano 
e trasmettono comandi automatici per controllare la risposta alle perturbazioni e la 
traiettoria del velivolo [2]. 
La funzione principale consiste nell’assicurare le opportune caratteristiche di 
stabilità e controllo all’interno dell’inviluppo di volo operativo, per ogni valore 
ammissibile di quota, velocità, fattore di carico e posizione del centro di gravità. 
Nella Figura 1.1 [6] è schematizzata l’architettura di un moderno FCS/FBW; gli 
input del pilota, insieme agli output dei sensori del moto del velivolo, sono 
elaborati dai FCCs (Flight Control Computers), che provvedono ad inviare 
l’opportuno comando agli attuatori delle superfici di controllo. Il pilota può essere 
considerato come l’elemento di chiusura del loop esterno, in un sistema il cui loop 
interno è costituito dal FCS, che a sua volta è composto dai seguenti sottosistemi: 
• gli elementi del cockpit quali la barra di comando, i pedali, i 
dispositivi per la sensibilità artificiale, gli attuatori di trim e i 
pannelli di controllo; 
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• i computer (FCCs) che acquisiscono ed elaborano i parametri 
inviati dai sensori e dagli organi di comando del pilota secondo le 
leggi di controllo realizzate, monitorano il sistema, individuano le 
eventuali avarie transitorie o permanenti, forniscono ai vari 
sottosistemi dati corretti e consolidati ed inviano i necessari segnali 
agli attuatori delle superfici di controllo. I computer costituiscono 
il cuore del FCS ed ognuno di essi è funzionalmente identico, ma 
completamente indipendente dagli altri; 
• i sensori, che consentono l’acquisizione delle informazioni sullo 
stato del velivolo e comprendono: i sensori dati aria, i sensori 
inerziali, i sensori dei comandi del pilota e i sensori dei 
sottosistemi secondari che forniscono eventuali indicazioni 
accessorie sullo stato dell’aereo; 
• gli attuatori, che servono a tradurre i comandi forniti dai computer 
in movimenti delle superfici di controllo e comprendono: il 
sottosistema di attuazione delle superfici di controllo primarie 
ovvero essenziali per garantire la stabilità ed il controllo del 
velivolo e il sottosistema di attuazione delle superfici di controllo 
secondarie, la cui perdita parziale o totale penalizza, ma non 
compromette la realizzazione della missione; 
• i cavi elettrici che consentono la trasmissione dei segnali e dei 
comandi tra i vari componenti. 
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Figura 1.1: FCS/FBW, schema del sistema di controllo 
1.2.3 Funzioni operative del Flight Control System 
Il FCS deve essere capace di svolgere efficacemente sia funzioni addizionali, 
sia quelle principali, comprendenti funzioni manuali (che possono essere svolte 
anche dal pilota), automatiche e di navigazione avionica. 
Le funzioni del controllo manuale del volo comprendono: 
• l’aumento della stabilità e del controllo; 
• la protezione dell’inviluppo; 
• il trimmaggio, che consente in ogni di condizione l’equilibrio senza che il 
pilota debba agire sui comandi; 
• il controllo della configurazione, che ha l’obiettivo di regolare la deflessione 
di superfici primarie, flap di bordo d’attacco e di bordo d’uscita e 
aerofreni. In particolare mentre le altre superfici sono comandate dal 
pilota, i flap di bordo d’attacco sono controllate dal FCS; 
• il controllo della sterzata con il carrello anteriore; 
• il controllo del sistema per assicurare la gestione di segnali ridondanti, 
avarie e vari modi operativi del FCS; 
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Le funzioni per il sistema di controllo automatico comprendono invece: 
• l’autopilota; 
• il direttore di volo, ovvero le indicazioni da mantenere per svolgere un certo 
task di pilotaggio. 
 
D’altra parte le funzioni per il sistema avionico di navigazione comprendono: 
•  il calcolo dei dati per la navigazione aerea; 
•  le funzioni di interfacciamento con gli altri sistemi del velivolo. 
 
Queste funzionalità devono essere pienamente garantite quando il sistema è 
perfettamente operativo, e comunque assicurate secondo limiti prefissati in caso di 
avarie. 
Le funzioni sopra elencate sono realizzate secondo diversi “modi operativi” 
che corrispondono a quattro gradi di funzionalità del FCS: 
• Normal mode corrispondente al FCS pienamente operativo; 
• Alpha-fail mode corrispondente all’avaria del segnale di angolo d’incidenza; 
• Fixed gain mode corrispondente ad un’avaria nelle informazioni delle 
pressioni statiche e totali con conseguente utilizzo di guadagni fissi nelle 
leggi di controllo; 
• Digital Back-up che prevede l’utilizzo di un software di riserva 
completamente indipendente da quello principale; 
1.2.4 Applicazioni e vantaggi 
Il FCS/FBW consente di realizzare contemporaneamente due aspetti di per sé 
in conflitto: la stabilità e un ottimo controllo del velivolo. 
L’applicazione ideale di un FCS/FBW è costituita dagli aerei da 
combattimento di ultima generazione, per i quali le prestazioni richieste portano a 
configurazioni naturalmente instabili che, se non fossero supportate da un sistema 
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di controllo automatico, porterebbero a raddoppiare l’entità di un disturbo in 
tempi molto brevi, tipicamente dell’ordine del decimo di secondo. 
L’impiego di configurazioni instabili significa avere una coda portante che 
consente di ridurre la portanza in ala, permettendo una riduzione delle dimensioni 
dell’ala e al tempo stesso una maggiore efficienza aerodinamica con minor peso o, 
in alternativa, migliori prestazioni (minori distanze di decollo e atterraggio, minori 
raggi di virata e migliore risposta alla raffica). 
Oltre alla gestione ottimale delle superfici primarie di controllo, ai FCC si 
può affidare la cosiddetta funzione di protezione dell’inviluppo (carefree 
manoeuvring); questa consiste nella continua analisi di prossimità ai limiti 
dell’inviluppo di volo e nella modifica automatica del comando del pilota al fine 
di impedire che il velivolo assuma un assetto inaccettabile, si avvicini allo stallo o 
conduca manovre che determinino il superamento dei limiti strutturali. 
Un ulteriore vantaggio si può ottenere affidando ai FCC le funzioni di 
controllo automatico di: 
 
• l’angolo di deflessione dei leading edge e trailing edge flap in manovra, e 
non solo al decollo ed all’atterraggio (in modo da ottenere la minima 
resistenza per ogni valore della portanza e del numero di Mach); 
• l’angolo di freccia alare per aerei a geometria variabile; 
• la direzione della spinta del motore (thrust vectoring) per velivoli dotati di 
ugelli orientabili; 
• l’angolo di deflessione di particolari superfici aerodinamiche localizzate, 
volte ad aumentare le prestazioni (direct force control) [3]; 
 
Inoltre è possibile cercare di attenuare la risposta elastica della struttura ai 
carichi da raffica mediante le superfici di controllo standard dell’aereo (elevatore, 
timone di coda, alettoni), la cui azione viene definita e coordinata dal FCS/FBW 
in risposta a segnali inviati da accelerometri localizzati. La durata a fatica può 
essere addirittura raddoppiata per aerei di notevoli dimensioni [3]. 
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L’applicazione di questa tecnica ad aerei da combattimento di ridotte 
dimensioni sembra improbabile, sia perché per questi sono più importanti le 
sollecitazioni dovute ai carichi di manovra rispetto a quelle dovute ai carichi di 
raffica, sia perché le frequenze dei modi strutturali sono più elevate e quindi 
richiedono superiori capacità di controllo. 
Una tecnica analoga, diretta però alla stabilizzazione dei modi strutturali, è 
volta alla prevenzione attiva del flutter (vibrazioni aeroelastiche autosostenute che 
possono portare ad un cedimento strutturale), il che permette un ulteriore 
rilassamento della rigidezza strutturale e notevoli guadagni in termini di peso del 
velivolo, a parità di margine ammesso sulla velocità di flutter. Anche in questo 
caso però, è improbabile l’applicazione ad aerei da combattimento a causa delle 
elevate frequenze proprie dei modi strutturali e dello scarso spazio (piccoli 
spessori delle superfici portanti) disponibile per l’installazione dei sistemi di 
controllo. 
Infine l’adozione del FCS/FBW consente l’incremento delle proprietà stealth 
di un velivolo (ovvero della capacità di sfuggire all’intercettazione radar). Questo 
grazie alla riduzione dell’estensione delle superfici di controllo tradizionali, che 
notoriamente costituiscono uno dei maggiori componenti radar-riflettenti del 
velivolo, all’adozione di configurazioni più favorevoli ma intrinsecamente meno 
stabili nonché alla razionalizzazione dell’uso delle superfici di controllo e alla 
conseguente riduzione dell’effetto riflettente delle punte. 
1.3 Il sistema dati aria 
1.3.1 Generalità 
Un sistema Dati Aria (Air Data System, ADS) è l’insieme dei dispositivi del 
velivolo dedicati alla stima della pressione statica ambiente Psa, della pressione 
totale Pt, del numero di Mach di volo M∞ e degli angoli di incidenza α e derapata 
β (indicati in Figura 1.2), a partire dalla misurazione di grandezze locali esterne. 
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La rilevazione fisica di tali grandezze è affidata ad apposite sonde di 
pressione ed a trasduttori della direzione locale del flusso aerodinamico, installati 
in opportune posizioni del velivolo. La scelta dei punti di installazione delle sonde 
costituisce un problema piuttosto delicato in quanto il flusso locale rilevato dalle 
sonde dipende fortemente dalla configurazione e dall’assetto del velivolo ed è 
quindi difficile garantire che il sistema dati aria sia operativo per tutti gli assetti 
α-β ammissibili nell’inviluppo di volo. Tale problema è particolarmente sentito 
per un velivolo militare in cui l’inviluppo di volo è molto ampio, quindi bisogna 
considerare la possibilità che una sonda si venga a trovare nella scia di altre parti 
del velivolo. 
 
 
Figura 1.2: Definizione degli angoli di incidenza e derapata 
 
La componentistica attuale non è in grado di garantire i requisiti di 
affidabilità richiesti dalla normativa ed è quindi necessario ricorrere ad un 
opportuno grado di ridondanza dei componenti. 
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Il sistema dati aria è particolarmente importante in quanto provvedendo alla 
misurazione dell'assetto del velivolo rispetto alla direzione del flusso 
aerodinamico della corrente indisturbata, permette l'implementazione di funzioni 
quali la protezione dallo stallo e la deflessione automatica di superfici di controllo 
secondarie per l'ottimizzazione dell'aerodinamica del velivolo. 
La conoscenza del numero di Mach della corrente asintotica è inoltre 
indispensabile per la variazione dei guadagni delle leggi di controllo programmate 
all'interno dei computer di bordo. 
1.3.2 Principi di funzionamento 
La derivazione dei parametri di volo, a partire dalle misurazioni delle sonde, 
viene di solito affidata ad un algoritmo, nel seguito denominato “procedura di 
elaborazione”, implementato nei Flight Control Computer (FCC) dei (FCS) o in 
unità di calcolo dedicate. 
L’uso attivo e integrato che viene fatto dei parametri di volo da parte del FCS 
richiede al sistema dati aria un’architettura a molteplice ridondanza in grado di 
garantire elevati livelli di affidabilità e sicurezza. 
Per la procedura di elaborazione ciò richiede la capacità di individuare 
eventuali avarie del sistema e di fornire grandezze consolidate, nonché la 
definizione di logiche dotate di adeguata robustezza. 
In questo paragrafo e nel successivo, si descrive a grandi linee il principio di 
funzionamento di tale procedura, mettendone in risalto le principali caratteristiche 
e le problematiche utili a comprendere il presente lavoro, mentre si rimanda a [6] 
per un ulteriore approfondimento. 
L’architettura descritta è in grado di sopperire alla presenza di un’avaria 
senza sensibili perdite di prestazioni e di operare in ogni modo in sicurezza 
quando il numero di avarie è maggiore di uno (fail operative – fail safe). 
Il sistema dati aria preso in considerazione è quello di un moderno 
addestratore di volo ed è costituito da quattro sonde installate nella parte prodiera 
della fusoliera (Figura 1.3 (a) tratta da [7]). Esse hanno la capacità di fornire 
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(b) 
(PL i, ML i) 
∆P=Pa i - Pb i 
Pb i 
Pa 
λi
Pslot i 
Pfront i 
(a) 
Probe 1 
Probe 2 
Probe 3 
Probe 4 
misure affidabili in un ampio dominio α – β grazie alla possibilità di autoallinearsi 
alla direzione locale del flusso (Figura 1.3 (b) tratta da [7]). 
 
 
 
 
 
 
 
 
 
 
 
 
Le sonde hanno forma tronco-conica con asse normale alla superficie della 
fusoliera e sono dotate di cinque prese di pressione equispaziate su un angolo di 
180° e poste su un piano parallelo alla superficie della fusoliera. 
Due delle prese vengono utilizzate per orientare la sonda secondo la direzione 
del flusso locale grazie ad un meccanismo che fa ruotare la sonda stessa intorno al 
proprio asse fino ad annullare la differenza di pressione tra le due prese (indicata 
con ∆P in Figura 1.3 (b)). Le altre tre prese vengono utilizzate per effettuare le 
misure di pressione. 
Ogni sonda fornisce in uscita tre dati (Figura 1.3 (b)), ovvero: l'angolo di 
flusso locale λi misurato da un apposito trasduttore di rotazione della sonda, la 
frontal pressure Pfront i, fornita dalla presa (front) allineata con la direzione locale 
del flusso, e la slot pressure Pslot i, ottenuta misurando la media delle pressioni che 
si hanno in corrispondenza delle due prese (slot) posizionate a 90° rispetto alla 
direzione locale del flusso. Il pedice i (i=1,…,4) rappresenta l’indice della sonda. 
In sostanza, gli algoritmi di elaborazione del sistema dati aria devono 
risolvere il problema schematizzato in Figura 1.4, ovvero devono permettere di 
determinare i parametri di volo sulla base della misura dei dodici segnali forniti 
dalle sonde (quattro angoli di flusso locali ed otto misure di pressione locale), 
Figura 1.3 (a): Posizionamento delle sonde sulla fusoliera; (b): schema di funzionamento delle sonde 
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assicurando una corretta gestione della ridondanza dei sensori e opportune 
capacità di identificazione delle avarie e di riconfigurazione del sistema. Inoltre 
devono essere in grado di gestire situazioni in cui una o più sonde non forniscano 
misure affidabili perché vengono a trovarsi nella scia della fusoliera. 
Nello schema in Figura 1.4 è evidenziato come detti algoritmi debbano tenere 
conto anche degli effetti delle manovre e della configurazione del velivolo 
(carrelli estesi/retratti, posizione dei flap, ecc). 
 
 
 
 
 
 
 
 
 
 
 
Le condizioni di flusso nel generico punto di installazione della sonda i-esima 
(rappresentate dalla pressione locale e dal numero di Mach locale, indicati con PL i 
e ML i in Figura 1.3 (b), e dall’angolo di flusso λi) dipendono infatti dalla quota e 
dalla velocità di volo ma anche dalla geometria del velivolo e dalla sua velocità 
angolare Ω. 
Le relazioni esistenti tra i dati misurati dalle sonde e le condizioni di volo 
possono essere schematizzate come segue: 
 
 ( )i iλ =f α,β,M ,Ω,Config∞  (1.1) 
 ( )2fronti sa front i ¥γP =P 1+ M Cp α,β,M ,Ω,Config2 ∞⎡ ⎤⋅ ⋅⎢ ⎥⎣ ⎦  (1.2) 
 ( )2sloti sa slot i ¥γP =P 1+ M Cp α,β,M ,Ω,Config2 ∞⎡ ⎤⋅ ⋅⎢ ⎥⎣ ⎦  (1.3) 
 
Dove i termini Cpfront i e Cpslot i sono i coefficienti di pressione in 
corrispondenza delle prese front e slot della sonda i-esima. 
Pfront i   
Pslot i   
 λi   
 
Procedura di 
elaborazione 
dati aria 
Psa , h 
Pt , M∞ 
α 
β 
informazioni sullo 
stato del sistema 
Ω  (dai sensori inerziali) 
 
Sensori 
dati aria 
Config (configurazione velivolo) 
Figura 1.4: Dati di ingresso e di uscita della procedura di elaborazione dati aria
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Note le funzioni fi, Cpfront i e Cpslot i, il problema d’interesse è quello inverso, 
ovvero ricavare α, β, Psa e Pt per una data configurazione del velivolo e una 
velocità angolare Ω. 
Le incognite da determinare sono dunque quattro ed il modello fornisce tre 
equazioni per ogni sonda, per un totale di dodici equazioni. Per ottenere la 
soluzione del problema è necessario utilizzare almeno quattro delle dodici 
equazioni, ciascuna delle quali può essere riferita in linea di principio ad una 
qualsiasi sonda. Operando in questo modo si possono formare più sottosistemi che 
danno luogo a più soluzioni. 
Teoricamente tali soluzioni sono coincidenti, in pratica ciascuna sarà affetta 
da errori differenti. Le discrepanze possono essere imputabili a problemi legati 
alla accuracy delle sonde o ad approssimazioni introdotte dall’algoritmo di 
elaborazione. 
Inoltre, quando alcune sonde presentano condizioni di avaria, si possono 
verificare soluzioni completamente discordi tra loro. All’algoritmo è richiesto di 
fornire al mondo esterno un unico valore per ogni grandezza elaborata ed i 
requisiti di fail safe impongono che la soluzione fornita sia sottoposta a controlli 
che escludano la possibilità che essa sia condizionata da errori indotti da avarie 
(“soluzione consolidata”). Sulla base di tali considerazioni, nell’algoritmo di 
elaborazione è stata prevista una logica di gestione delle ridondanze che permette 
di ottenere soluzioni consolidate, individuare eventuali avarie nel sistema e 
riconfigurarlo quando queste si manifestano. 
1.3.2.1 Considerazioni sul database aerodinamico 
La determinazione dei coefficienti relativi alla sonda i-esima nelle formule 
(1.1), (1.2) e (1.3) viene effettuata con prove in galleria del vento, realizzate in 
tutto il campo operativo di angolo di incidenza, angolo di derapata e numero di 
Mach e per le diverse configurazioni del velivolo. 
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Tali prove permettono di prevedere l’effetto della deflessione delle superfici 
aerodinamiche, dell’estrazione del carrello o di altri fenomeni di interferenza 
aerodinamica sulla misura delle sonde. 
Tuttavia esistono molti effetti di interferenza che sono troppo difficili da 
riprodurre in galleria ed è dunque impossibile prescindere da una fase di 
calibrazione in volo, peraltro delicata e complessa, da effettuarsi in diversi punti 
dell’inviluppo. 
Inoltre, la realizzazione delle prove in condizioni stazionarie, implica di aver 
trascurato gli effetti di aerodinamica non stazionaria, e questo richiede un’analisi 
successiva sui dati di volo per valutare la presenza ed eventualmente l’entità di tali 
contributi. 
1.3.2.2 Effetto della velocità angolare 
La presenza della velocità angolare ha sostanzialmente due effetti. Il primo, 
come accennato nel paragrafo precedente, riguarda l’introduzione di componenti 
aerodinamiche non stazionarie che devono essere analizzate in un secondo 
momento in quanto difficilmente prevedibili con modelli teorici o simulazioni 
software. 
In particolare l’effetto delle componenti di velocità angolare di beccheggio 
(Q) e di imbardata (R) è la variazione della velocità locale del flusso in maniera 
uniforme per tutte e quattro le sonde, mentre l’effetto della componente di rollio 
(P) è antisimmetrico rispetto al piano di simmetria del velivolo, quindi le sonde 
installate sulla parte sinistra della fusoliera risentono di una velocità indotta 
opposta rispetto alle sonde installate sulla parte destra. 
Per questo motivo il contributo di P va considerato all’inizio dell’analisi 
(poiché cambiano le condizioni reali da quelle di prova in galleria del vento), 
mentre gli effetti di Q ed R possono essere considerati anche a valle della 
procedura. 
La correzione cinematica dovuta a P prevede, quindi, di correggere l’angolo 
di flusso misurato *iλ  mediante la relazione: 
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 ( )* * 2 2i i i i i s i iˆtan( ) C P y z U Qz Ryλ − λ = ⋅ + + −  (1.4) 
 
dove yi e zi rappresentano le componenti lungo gli assi corpo y e z della distanza 
della sonda i-esima dall’asse corpo XB, Ci è un coefficiente correttivo e *iλˆ  
rappresenta il valore corretto dell’angolo di flusso misurato dalla sonda i-esima. 
Un secondo effetto legato alla presenza della velocità angolare, è dato dalla 
differenza tra i valori delle velocità delle sezioni di installazione delle sonde e 
quella baricentrale. Utilizzando il teorema di composizione delle velocità in cui le 
componenti di velocità angolare sono note dai dati inerziali, si possono calcolare 
le componenti di velocità baricentrale e conseguentemente gli angoli α e β riferiti 
al baricentro. 
1.3.3 Algoritmo di elaborazione 
Nel presente paragrafo si forniscono i tratti salienti di tale algoritmo e si 
rimanda a [6] e [7] per un ulteriore approfondimento. 
Il calcolo delle quattro incognite, Psa, Mach, α e β, è compiuto invertendo le 
equazioni (1.1), (1.2) e (1.3). In particolare per il calcolo di Psa e Mach è 
necessario scrivere le equazioni (1.2) e (1.3) per una stessa sonda mentre per 
calcolare gli angoli α e β è necessario scrivere l’equazione (1.1) per due sonde 
differenti. 
Così facendo, si ottengono due sistemi composti di due equazioni in due 
incognite ma strettamente accoppiati. 
Osservando che il numero di Mach (indicato con M∞) ha una dinamica molto 
più lenta rispetto agli angoli aerodinamici, è possibile disaccoppiare i due sistemi, 
come mostrato nello schema di Figura 1.5 tratto da [7]. 
Così si esegue il calcolo di α e β con il Mach calcolato allo step precedente e 
con tali valori si entra nella procedura del calcolo del nuovo Mach e del nuovo 
valore della pressione statica ambiente. Secondo tale logica i segnali provenienti 
dalle sonde vengono suddivisi tra le due procedure di calcolo. La procedura di 
calcolo della pressione ambiente e del numero di Mach processa le misure di 
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pressione statiche e dinamiche, mentre la procedura di calcolo degli angoli α e β 
processa le misure angolari di flusso. 
Relativamente all’algoritmo di calcolo degli angoli α e β, la conoscenza di 
una coppia di funzioni j jf ( , ,M )∞λ = α β , permette di stabilire la coppia (α,β) 
corrispondente. Il problema fondamentale è costituito dall’inversione delle 
funzioni fj. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dal punto di vista pratico le funzioni fj sono note sotto forma di look-up table: 
per i numeri di Mach testati in galleria e ad ogni coppia (α β) è associato un certo 
jλ . 
Considerando i domini in cui le fj sono iniettive, queste possono essere 
invertite, ottenendo dei legami del tipo: 
 
 j kjkg ( , ,M )∞
α⎧ ⎫ = λ λ⎨ ⎬β⎩ ⎭  (1.5) 
 
scomponibile in due look-up table: 
 
Angle of attack and sideslip Monitoring & voting (angles) 
Flight Test Data
&
Wind Tunnel DataFront & Slot Pressure 
Probe 
Local 
Flow 
Angles 
(AoA,AoS)1-3
(AoA,AoS)3-4
(AoA,AoS)2-4
(AoA,AoS)2-3
(AoA,AoS)1-4
(AoA,AoS)1-2
(Psa, M∞)4
(Psa, M∞)3
(Psa, M∞)2
(Psa, M∞)1
AOA
AOS
12
34
23
14
13
24
Monitoring Voting 
AoA 
AoS 
Psa 
3
2
1
Monitoring Voting 
Pstatic 
4 Mach 
M ∞ 
1 2 3 4 (Probe n.) 
one step
delay 
Monitoring & voting 
( )
Static pressure & Mach 
Manouevres 
Correction 
(Q R)
Manouevres 
Correction 
(P)
Figura 1.5: Schema di funzionamento della procedura di elaborazione dei dati aria 
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jk j k
jk j k
g ( , ,M )
g ( , ,M )
∞α
∞β
α = λ λ
β = λ λ  (1.6) 
 
Disponendo di sei possibili coppie si hanno in totale 12 look-up table per ogni 
M∞ (sei per α e sei per β). Ciò significa che in linea di principio, assunto il numero 
di Mach di volo uguale a quello del passo precedente, M∞ , l’algoritmo di 
elaborazione, deve determinare le dodici look-up table relative a M∞ , mediante 
interpolazione tra le look-up table relative al M∞  immediatamente precedente e 
quelle relative al M∞  immediatamente successivo. Nella realtà, allo scopo di 
contenere l’impiego di memoria negli FCC, le look-up table sono 
preventivamente interpolate trasformando le (1.6) in polinomi in λj, λk con 
coefficienti dipendenti dal Mach. L’interpolazione delle look-up table si trasforma 
quindi in un’interpolazione dei coefficienti dei polinomi, effettuata allo scopo di 
determinare i valori dei coefficienti stessi relativi al M∞ . L’algoritmo di 
elaborazione ha dunque il compito di verificare che, per ognuna delle sei coppie di 
sonde, la coppia * *i j( , )λ λ  sia all’interno del dominio invertibile. Ciò permette di 
calcolare i sei valori di α e β. 
Per quanto concerne, invece, il calcolo del numero di Mach e della pressione 
ambiente, questo è compiuto tramite le equazioni (1.2) e (1.3) e si basa sulla 
conoscenza della coppia (α,β) e del Mach del passo precedente. 
Anche in questo caso il problema è costituito dall’inversione dei coefficienti 
aerodinamici, in questo caso Cpfront e Cpslot. Per ogni sonda tali funzioni sono 
disponibili come look-up table in funzione di α, β e M∞; come per il calcolo degli 
aerodinamici, assunto il numero di Mach del passo precedente, l’algoritmo di 
elaborazione dovrebbe valutare otto look-up table, interpolando le look-up table 
relative al numero di Mach precedente e quello successivo. 
La necessità di contenere l’impegno di memoria negli FCC ha condotto ad 
una preventiva interpolazione delle look-up table, trasformando le funzioni  
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Cpfront i e Cpslot i in polinomi in α e β con coefficienti dipendenti dal Mach. 
L’interpolazione delle look-up table si è dunque trasformata in un’interpolazione 
dei coefficienti dei polinomi. 
Grazie alla ridondanza delle sonde è possibile ottenere più stime della stessa 
variabile e questo consente di determinare le avarie del sistema ed eventualmente 
riconfigurarlo. 
Infatti, entrambe le procedure sono dotate di un algoritmo di voting che 
permette di decidere un valore unico per ogni grandezza, ed una procedura di 
monitoring per valutare la bontà di ogni segnale ed eventualmente decidere se 
sono presenti avarie nelle sonde. 
1.3.4 Approssimazione delle funzioni di taratura 
Da quanto fin qui esposto risulta evidente come le funzioni di taratura relative 
ad α, β, Cpfront e Cpslot rappresentino nel loro complesso una mole considerevole di 
dati. 
Il problema della loro memorizzazione nei FCC è dunque rilevante. Esse sono 
infatti costituite da 20 look-up table bidimensionali per ognuno dei numeri di 
Mach considerati e per ognuna delle configurazioni considerate: sei 
( )jk j kg ,αα = λ λ , sei ( )jk j kg ,ββ = λ λ , quattro ( )frontiCp ,αβ  e quattro 
( )slotiCp ,αβ . 
Tali considerazioni hanno suggerito di eliminare le look-up table, 
sostituendole con funzioni approssimanti, determinate con la tecnica dei minimi 
quadrati. 
L’analisi dei dati disponibili ha evidenziato come, nel caso in esame, funzioni 
di tipo polinomiale rappresentino una scelta adeguata e come polinomi di grado 
tre siano generalmente sufficienti a rappresentare la fisica dei fenomeni allo 
studio. Le look-up table sono state quindi sostituite con funzioni del tipo: 
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( ) 2 2 3jk j k 0 1 j 2 k 3 j 4 j k 5 k 6 j
2 2 3
7 j k 8 j k 9 k
g , a a a a a a a ...
a a a
αα = λ λ = + λ + λ + λ + λ λ + λ + λ +
+ λ λ + λ λ + λ (1.7) 
 
 
( ) 2 2 3jk j k 0 1 j 2 k 3 j 4 j k 5 k 6 j
2 2 3
7 j k 8 j k 9 k
g , b b b b b b b ...
b b b
ββ = λ λ = + λ + λ + λ + λ λ + λ + λ +
+ λ λ + λ λ + λ (1.8) 
 
( ) 2 2 3 2 2fronti 0 1 2 3 4 5 6 7 8
3
9
Cp , c c c c c c c c c
c
α β = + α + β + α + αβ+ β + α + α β+ αβ +
+ β   
   (1.9)
 
( ) 2 2 3 2 2sloti 0 1 2 3 4 5 6 7 8
3
9
Cp , d d d d d d d d d
d
α β = + α + β + α + αβ + β + α + α β + αβ +
+ β
   (1.10)
 
In alcuni casi può essere necessario ricorrere a polinomi di grado quattro, 
caratterizzati da 15 coefficienti in luogo di 10, mentre è stato verificato che 
polinomi di grado maggiore non migliorano la precisione di rappresentazione dei 
dati. 
Tale tecnica di approssimazione ha consentito una considerevole 
compressione dei dati aerodinamici in quanto nella forma polinomiale le funzioni 
di taratura possono essere memorizzate mediante 40 coefficienti per ognuno dei 
numeri di Mach considerati e per ognuna delle configurazioni considerate. 
Il dato di confronto è costituito da 20 look-up table, ognuna delle quali deve 
essere caratterizzata da un numero di dati che, con riferimento all’inviluppo di α e 
β tipico di un velivolo di classe considerata, deve essere dell’ordine di 103, per un 
totale di 40·103 dati. 
Per quanto esposto, fin d’ora è evidente come la possibilità di ridurre 
l’inviluppo di calibrazione di (α,β) porti ad un risparmio in termini di tempo, 
risorse e memoria impiegata nei FCC. 
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1.4 Il sistema di navigazione inerziale 
1.4.1 Generalità 
L’obiettivo fondamentale della navigazione, nell’accezione più ampia del 
termine, è la determinazione della posizione del velivolo e il calcolo delle 
manovre da effettuare per far si che la traiettoria coincida, entro un certo margine, 
con quella programmata. 
I sistemi di navigazione possono essere divisi in tre grandi gruppi ([13], [14]), 
il primo dei quali è costituito da quei sistemi che usano misure provenienti da 
riferimenti esterni la cui posizione è nota. Esempi di sistemi che appartengono a 
questo gruppo sono i sistemi a radio navigazione e quelli che fanno uso dei 
segnali trasmessi da satelliti. 
Altra tipologia è costituita da quei sistemi che ricavano la posizione del 
velivolo sulla base dell'acquisizione e del riconoscimento di alcune caratteristiche 
dell'ambiente di volo. Esempi di tale tipologia sono i sistemi “terrain elevation” e 
“gravity variations” che sfruttano rispettivamente l’orografia e la dipendenza 
dell’accelerazione di gravità dalla quota, dalla latitudine e dalla longitudine. 
Ultima tipologia di navigazione è quella denominata “stimata” (Dead 
Reckoning System), in cui la posizione del velivolo viene ottenuta “aggiornando” 
una posizione occupata dallo stesso in precedenza, sulla base della direzione e 
della velocità con cui si muove l'aereo rispetto alla superficie terrestre. La nuova 
posizione è da considerarsi “stimata”, in quanto i valori di velocità e direzione del 
velivolo impiegati per calcolarla sono sempre più o meno approssimati. A tale 
famiglia appartiene la navigazione inerziale che ha nella piattaforma inerziale lo 
strumento principale. 
1.4.2 La navigazione inerziale 
Un sistema di navigazione inerziale è un dispositivo autonomo che, note le 
accelerazioni e la velocità angolare cui è soggetto il velivolo, permette di calcolare 
la traiettoria tramite le leggi di Newton, senza l’ausilio di altre fonti. Tale esigenza 
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nasce soprattutto in ambito militare, dove altri tipi di navigazione possono essere 
volutamente disturbati da azioni ostili. 
Una tappa fondamentale che ha portato alla realizzazione delle prime 
piattaforme è stato l’avvento degli strumenti giroscopici quali la girobussola e 
l’orizzonte artificiale. Già nel 1930 un brevetto tedesco descriveva una 
piattaforma con tre giroscopi, capace di fornire l’orizzonte artificiale ed un 
riferimento direzionale.  
1.4.2.1 Le piattaforme gimballed e strapdown 
Per calcolare la traiettoria del velivolo, la piattaforma inerziale deve rilevare 
le accelerazioni cui esso è sottoposto per effetto delle manovre ed integrarle due 
volte in un sistema di riferimento opportuno. 
La prima operazione è eseguita da dispositivi detti accelerometri, la seconda 
da un calcolatore elettronico; affinché quest’ultima possa essere effettuata 
correttamente, è necessario valutare le accelerazioni nella terna verticale locale. 
 
 
Figura 1.6: Piattaforme strapdown e gimballed 
 
Per determinare le componenti dell’accelerazione in una terna verticale locale 
esistono due metodologie: in un primo caso si montano gli accelerometri su una 
piattaforma che, mediante appositi servomeccanismi, viene mantenuta parallela al 
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terreno in quanto è montata su degli snodi cardanici (piattaforme gimballed, 
Figura 1.6); nel secondo caso gli accelerometri vengono fissati al velivolo nelle 
tre direzioni della terna assi-corpo e le accelerazioni così misurate vengono poi 
trasformate nella terna verticale locale con delle rotazioni opportune dipendenti 
dalle componenti della velocità angolare registrate dai giroscopi. 
Una piattaforma di questo tipo viene definita “analitica” in quanto la 
meccanizzazione viene effettuata solo virtualmente mediante calcoli, oppure 
strapdown (Figura 1.6) in quanto i sensori sono solidali al velivolo. 
1.4.2.2 Gli accelerometri 
L’Equazione fondamentale della navigazione inerziale può essere enunciata 
descrivendo la struttura schematica di un accelerometro. Questo strumento è 
costituito da una massa di prova inanellata su due guide rigide parallele fissate su 
di un supporto rigido ed è soggetta all’ulteriore vincolo di due molle che agiscono 
parallelamente alle guide, pertanto, la forza da esse esercitata non ha componenti 
in direzione ortogonale. 
Misurando lo spostamento della massa tramite una scala graduata (vedi 
Figura 1.7) si può risalire all’accelerazione cui essa è soggetta. 
 
 
Figura 1.7: Schematizzazione di un accelerometro 
 
Proiettando la prima equazione cardinale lungo l’asse delle guide, detto “asse 
sensibile”, si ottiene: 
 
 s skx mg ma 0+ − =  (1.11) 
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dove, detto se il versore dell’asse sensibile, ssa a e= ⋅  e ssg g e= ⋅ . Come si 
vede, l’accelerometro è in grado di misurare la componente dell’accelerazione 
lungo l’asse sensibile a meno della componente della forza di gravità. 
Preso un riferimento inerziale (pedice i), ovvero solidale con le stelle fisse, si 
può scrivere: 
 
 
2
f
i
d Ra g a
dt
⎛ ⎞= = +⎜ ⎟⎝ ⎠  (1.12) 
 
che è l’equazione fondamentale della navigazione inerziale. 
Nel primo membro compare l’accelerazione cui è sottoposta la massa (come 
derivata seconda del vettore di posizione R ), mentre nel secondo membro sono 
esplicitati i contributi dell’accelerazione dovuta rispettivamente alla forza di 
gravità e a tutte le altre forze diverse da essa ( fa ). 
1.4.2.3 Gli indicatori di assetto 
Gli indicatori di assetto, più comunemente noti come giroscopi, permettono di 
seguire nel tempo l’orientamento di una terna, nella fattispecie quella assi corpo 
solidale al velivolo, rispetto a quella verticale locale. In questo modo nelle 
piattaforme Strapdown si risale all’orientamento degli assi accelerometrici, 
informazione fondamentale per calcolare la rotta. 
Storicamente il primo indicatore di assetto è costituito dal giroscopio 
meccanico. Come noto dalla meccanica razionale, esso è caratterizzato da due 
proprietà: la “rigidità” o “inerzia giroscopica” e la “tendenza al parallelismo”. La 
prima, dovuta all’elevata velocità di rotazione della massa, consiste nella 
resistenza alle rotazioni indotte dalle coppie esterne e cresce con la velocità di 
rotazione. La seconda consiste nella reazione ad una generica forza in direzione 
ortogonale alla stessa.; tale fenomeno prende il nome di precessione. 
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Figura 1.8: Schema di un giroscopio meccanico SDF (Single degree of Freedom) 
 
In commercio sono disponibili giroscopi a più gradi di libertà, ovvero in 
grado di precessionare e quindi rilevare le rotazioni attorno a più assi, tuttavia qui 
è sufficiente considerare lo schema classico di un giroscopio ad un grado di libertà 
(Figura 1.8). 
La soluzione costruttiva classica per un giroscopio è costituita da un 
alloggiamento cilindrico, il cui asse è l’asse di uscita (o di precessione), nel quale 
è posto un altro alloggiamento coassiale al primo contenente la massa rotante. 
Nelle piattaforme gimballed è presente sia un pickoff angolare, il dispositivo 
che permette di leggere le rotazioni, sia un servomotore che opera il 
riallineamento della sospensione cardanica che sostiene la massa rotante a causa 
della precessione apparente. Al contrario nelle piattaforme Strapdown il 
servomotore è assente poiché si tiene conto analiticamente della precessione 
apparente. 
Le proprietà fondamentali che garantiscono un buon comportamento degli 
giroscopi sono essenzialmente: 
• la simmetria della massa rotante e dell’alloggiamento in cui essa è 
montata; 
• l’isolamento del rotore da momenti parassiti (dovuti 
essenzialmente all’ambiente esterno) e quindi l’eliminazione di 
precessioni indesiderate. 
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Per garantire tali specifiche, gli accorgimenti progettuali più influenti sono: 
 
• la tecnica usata per produrre lo smorzamento; 
• le sospensioni magnetiche per gli organi rotanti, in modo da 
minimizzare gli attriti; 
• le tolleranze molto strette e la manifattura di qualità; 
• l’abbinamento dei materiali in base ai loro coefficienti di 
dilatazione termica; 
• il controllo della temperatura. 
1.5 Il sistema di navigazione satellitare 
1.5.1 Generalità 
Il sistema GPS (Global Positioning System) noto anche come NAVSTAR 
(Navigation System with Time And Ranging), è un sistema satellitare basato su 
una costellazione di 24 satelliti orbitanti ad una quota di circa 20˙200 Km con un 
periodo orbitale di 12 ore sideree. 
 
Figura 1.9: Costellazione dei satelliti 
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Tale apparato rappresenta un sistema di navigazione globale, continuo e 
tridimensionale, in grado di fornire con estrema precisione le coordinate 
geografiche, la quota e la velocità di qualsiasi mezzo mobile in ogni punto della 
Terra e per l’intero arco delle ventiquattro ore. 
Il programma per la realizzazione del sistema è stato creato dal Dipartimento 
della Difesa degli Stati Uniti nel 1973 per consentire agli elementi delle forze 
armate di determinare la propria posizione in qualsiasi istante e in qualunque parte 
del globo. 
Pur essendo stato concepito per scopi militari, l’utilizzo di tale sistema è stato 
consentito anche ad utenti civili, sebbene con una precisione minore.  
I primi satelliti, di tipo sperimentale, sono stati messi in orbita nel 1978, ma 
solo nel 1993 è stata dichiarata l’operatività parziale del sistema e quindi nel 1995 
l’operatività completa. 
Un anno dopo, nel 1996 è entrato in funzione anche il sistema satellitare della 
Federazione russa, noto come GLONASS (Global Navigation System). Anch’esso 
di origine militare, è in grado di garantire un grado di precisione teoricamente 
superiore a quella del GPS, ma di fatto più scadente a causa della mancata 
sostituzione dei satelliti che giungono a fine vita operativa. Tale struttura 
dovrebbe comunque essere ripristinata completamente entro il 2007 con satelliti di 
nuova generazione. 
Molto più recente (2002-2003) è l’inizio dello sviluppo del programma 
Galileo, il primo sistema satellitare civile, che dovrebbe lanciare in orbita il primo 
satellite nel 2006 ed arrivare ad avere il sistema completamente funzionante nel 
2008. Quest’ultimo progetto viene sviluppato dall’Unione europea e prevede la 
partecipazione di molti Paesi tra cui l’India, la Cina, il Giappone, il Brasile, la 
Corea del Sud, il Canada e Israele. Di seguito si riportano le caratteristiche salienti 
dei sistemi satellitari citati [20]: 
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 Gps Glonass Galileo 
Numero di 
satelliti 
24 attivi, più 8 di 
scorta 
su 6 piani 
24 attivi 
su 3 piani 
27 attivi, più 3 di 
scorta su 3 piani 
(dal 2008) 
Inclinazione 
delle orbite 
rispetto al piano 
equatoriale 
55° 64,8° 56° 
Orbita 20'200 Km 19'000 Km 24'000 Km 
Precisione 18 m 12 m 4 m 
Qualità del 
segnale 
Non sempre 
garantita e forte 
attenuazione del 
segnale 
Sempre garantita e 
senza attenuazione 
del segnale 
Sempre garantita 
Impiego Originariamente 
militare, poi civile 
Originariamente 
militare, poi civile 
Prevalentemente 
civile 
Tabella 1.1: Confronto tra i vari sistemi satellitari 
 
Tradizionalmente il sistema è diviso in tre segmenti denominati: 
1) segmento spaziale, che è formato da una costellazione nominale di 
24 satelliti che trasmettono dei codici di distanza a radiofrequenza 
e dei dati di navigazione; 
2) segmento di controllo, che consiste in una rete di monitoraggio e 
di mezzi di controllo per il mantenimento della costellazione e per 
l’aggiornamento dei messaggi; 
3) segmento dell’utilizzatore, che consiste in una varietà di 
ricevitori, di decodificatori e di elaboratori dei segnali GPS. 
Attualmente il sistema satellitare ha trovato applicazione in tutti i campi della 
navigazione, dal settore marittimo al settore aereo, da quello ferroviario a quello 
automobilistico. 
Nella Figura 1.10 sono schematizzati i tre segmenti che compongono il 
sistema [15]. 
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Figura 1.10: Rappresentazione dei tre segmenti in cui è suddiviso il sistema satellitare 
1.5.2 Principio operativo e caratteristiche 
1.5.2.1 Principio di funzionamento 
Nel descrivere le caratteristiche del sistema satellitare si fa preciso 
riferimento al sistema americano fermo restando che i principi di funzionamento 
sono validi anche per gli altri sistemi. 
Ogni satellite trasmette dei segnali codificati che contengono informazioni 
quali i dati orbitali per il calcolo della posizione del satellite ed un dato di tempo 
per la determinazione degli istanti di partenza dei suddetti segnali. 
Mediante un proprio orologio interno i ricevitori terrestri misurano la 
differenza tra l’istante di ricezione e l’istante di trasmissione del segnale che, 
moltiplicata per la velocità di propagazione delle onde elettromagnetiche, fornisce 
la distanza fra il satellite ed il ricevitore. Tale grandezza è affetta da alcuni errori 
che verranno spiegati nei successivi paragrafi e per questo motivo prende il nome 
di pseudorange. 
Capitolo 1  I sistemi di navigazione integrata 
 32
Il luogo definito da ogni satellite è una sfera con origine nella posizione 
occupata dal satellite nell’istante di invio del segnale e raggio pari allo 
pseudorange. 
Sfruttando il concetto di triangolazione è possibile determinare la posizione 
del ricevitore satellitare come intersezione dei luoghi individuati da ogni satellite. 
Per individuare un punto nello spazio sono dunque necessari tre satelliti. In 
realtà ciò sarebbe vero se fosse possibile equipaggiare i ricevitori con degli 
orologi atomici di precisione equivalenti a quelli installati sui satelliti. Ma ciò non 
è possibile a causa dell’elevato costo che comporterebbe e quindi, data la qualità 
relativamente bassa degli orologi dei ricevitori, è necessario ricorrere ad una 
misura ulteriore per valutare l’errore commesso dall’orologio del ricevitore. 
 
 
Figura 1.11: Luogo geometrico individuato da un satellite (a) e da tre satelliti (b) 
 
L’“agganciamento” di quattro satelliti permette di risolvere un sistema di 
quattro equazioni in quattro incognite: latitudine, longitudine, quota ed errore 
dell’orologio, anche se spesso, dati gli ostacoli ed il continuo sorgere e tramontare 
dei satelliti, occorrono cinque o sei satelliti. 
In realtà, come verrà descritto nei paragrafi seguenti, il luogo d’intersezione 
non è un punto, ma un volume che cresce con l’incertezza sull’errore associato 
alle misure. 
a b 
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Basti pensare che, data l’elevata velocità di propagazione delle onde, un 
errore di misura di 1 µs nella misura degli intervalli di tempo equivale ad un 
errore di 300 m nella misura della distanza. 
1.5.2.2 Satelliti 
Come già anticipato, i satelliti attivi previsti dal sistema sono 24, più quelli di 
riserva pronti per essere spostati in caso di necessità, come ad esempio nel caso in 
cui un satellite principale entri in avaria, oppure per garantire una migliore 
copertura in alcune aree terrestri in particolari occasioni. 
La costellazione di satelliti è disegnata per consentire la presenza di almeno 4 
satelliti sopra l’orizzonte di una qualsiasi località terrestre con un’elevazione 
superiore a 15°. Tale copertura garantisce inoltre una adeguata distribuzione 
spaziale dei satelliti nel caso in cui qualcuno di essi sia momentaneamente fuori 
servizio o sia disattivato. In tal modo è sempre possibile effettuare la navigazione 
tridimensionale e la sincronizzazione degli orologi di bordo con un sufficiente 
grado di precisione. 
 
 
Figura 1.12: Satellite GPS 
 
Il numero dei satelliti visibili è compreso fra sette e nove per circa il 90% del 
tempo e soltanto in rarissimi casi può scendere sotto cinque. 
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I satelliti sono dotati di antenne orientabili per irradiare un cono tangente alla 
Terra con il vertice nel satellite. Ciò consente di ridurre la potenza di trasmissione, 
permettendo agli utilizzatori di ricevere segnali di potenza costante con qualsiasi 
elevazione. 
Inoltre, tutti i satelliti sono soggetti a periodi di inutilizzazione dovuti alla 
manutenzione e alle manovre. Infatti, gli orologi al cesio, oltre ad essere 
continuamente aggiornati dalla stazione di controllo a terra, vengono sottoposti ad 
una particolare manutenzione che dura 18 ore ed è compiuta mediamente due 
volte all’anno. 
1.5.2.3 Sistema di controllo terrestre 
Il sistema di controllo a terra ha la funzione di seguire il moto orbitale dei 
satelliti ed il funzionamento dei loro orologi e quindi di aggiornare continuamente 
i dati conservati nelle memorie di bordo; secondariamente, quando necessario tale 
apparato deve azionare i thruster per modificare la posizione dei satelliti quando 
si allontanano troppo dalla posizione assegnata oppure disattivare i satelliti nel 
caso di malfunzionamento per sostituirli con quelli di riserva.  
Il sistema è composto di una serie di stazioni situate intorno al globo in 
maniera pressoché uniforme; la stazione principale di controllo (Master Station 
Control), che è il centro operativo del sistema, è situata a Colorado Springs negli 
Stati Uniti. Le altre stazioni sono collocate in isole degli Oceani Atlantico e 
Pacifico, come indicato nella figura sottostante [15]. 
 
 
 
 
 
 
 
 Figura 1.13: Sistema di controllo terrestre 
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Tali stazioni svolgono il compito di stazioni monitor per controllare lo stato 
di salute dei satelliti. I dati vengono immagazzinati e su richiesta inviati alla 
stazione principale, che è dotata  di una serie di orologi atomici al cesio e rubidio 
estremamente precisi, e che costituisce dunque un riferimento per l’intero sistema. 
La stazione principale è in grado di calcolare le correzioni da apportare ai dati 
di bordo di ogni satellite e le invia a questi tramite opportune stazioni di sola 
trasmissione (stazioni di aggiornamento), che comunicano su una frequenza di 
servizio. 
1.5.2.4 Ricevitori 
Un ricevitore GPS è composto di un’antenna, il ricevitore vero e proprio, un 
dispositivo per l’immissione e la visualizzazione dei dati e un calcolatore. Le 
operazioni che tale strumento deve compiere sono: 
 
• selezionare quattro satelliti in base ai dati contenuti nell’ 
Almanacco, in modo che questi siano visibili e opportunamente 
distribuiti in azimut per consentire la migliore determinazione della 
posizione; 
• individuare i segnali dei satelliti selezionati decodificandoli; 
• decodificare i dati di navigazione contenuti nel codice D (vedi 
paragrafo seguente) e memorizzarli nella propria memoria; 
• misurare i ritardi nei tempi d’arrivo dei segnali dai satelliti e quindi 
calcolare le relative distanze; 
• calcolare la posizione del ricevitore e l’ora del sistema (GPS time). 
 
Il ricevitore è in grado di generare lo stesso codice trasmesso dal satellite, in 
modo che venga elaborato da un autocorrelatore ad aggancio di fase che confronta 
il segnale proveniente dal satellite con quello generato dal ricevitore; tale 
operazione viene eseguita tramite traslazione indietro nel tempo fino a trovare la 
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perfetta corrispondenza tra i due segnali e quindi il tempo impiegato dal segnale 
per raggiungere il ricevitore (da cui la distanza). 
Come già accennato, in questa procedura vanno considerati gli errori 
commessi dagli orologi dei satelliti e del ricevitore. Alla correzione del primo 
provvede la stazione di controllo a terra, mentre il secondo è una delle incognite 
da determinare, ovvero la causa della necessità del quarto satellite. 
Vi sono sostanzialmente due tipi di ricevitori GPS, a seconda che siano in 
grado di ricevere solo la portante L1 o entrambe. 
Ma a differenziare i vari ricevitori GPS e a stabilirne il costo è soprattutto la 
dinamica con cui questi riescono ad acquisire ed elaborare i dati. 
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Capitolo 2 IL FILTRO DI KALMAN 
2.1 Introduzione 
Il filtro di Kalman è un algoritmo ricorsivo per l’elaborazione dati, basato sul 
metodo dei minimi quadrati e sviluppato dal matematico ungherese Rudolph 
Emily Kalman nel 1960. Esso consente di unire informazioni provenienti da fonti 
di misura differenti, al fine di ottenere un segnale filtrato che costituisce una 
media pesata dei segnali di misura in ingresso, dove le funzioni peso sono 
proporzionali al livello di affidabilità e precisione del singolo segnale. 
In generale gli elementi necessari per l’applicazione di tale filtro sono: 
 
• la conoscenza di un modello matematico del fenomeno fisico in esame; 
• la caratterizzazione degli errori di misura (ad esempio la descrizione 
statistica dei rumori) e l'identificazione dell'incertezze dei modelli 
utilizzati; 
• la stima delle condizioni iniziali delle variabili d'interesse. 
 
Sia il processo di misura di una grandezza fisica reale tramite opportuna 
strumentazione, sia la modellizzazione matematica di un processo fisico, 
introducono fonti d'errore. 
Le componenti deterministiche dell’errore possono essere ridotte 
introducendo delle equazioni che ne esprimano il comportamento e le relative 
correzioni, mentre le componenti random dell’errore vengono ridotte e gestite dal 
filtro. Il filtro può essere visto come un blocco che acquisisce segnali affetti da 
rumore in ingresso per restituire segnali in uscita affetti da un rumore ridotto. 
È necessario però fornire una descrizione statistica delle componenti random. 
Tipicamente le componenti random vengono descritte con il modello del rumore 
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bianco, gaussiano a media nulla, sia perché questo descrive bene il rumore 
presente in molti processi fisici, sia perché costituisce un modello semplice ma 
molto potente. Sotto tale ipotesi è possibile dimostrare che il filtro di Kalman è 
ottimale [21]. 
Tuttavia, nel caso in cui il rumore non sia gaussiano, il filtro di Kalman è 
ancora il migliore nella classe dei filtri lineari, anche se non più ottimale. 
Come già accennato, tale algoritmo è ricorsivo, ovvero non necessita 
dell’immagazzinamento di enormi serie di dati relative alla storia temporale del 
segnale stimato e delle misure acquisite; al contrario, esso memorizza solo 
l’ultimo valore del segnale stimato e questo consente un notevole risparmio in 
termini di memoria e di velocità computazionale, con un notevole vantaggio nelle 
applicazioni in tempo reale. 
L’idea fondamentale alla base del filtro è quella di migliorare le stime fornite 
dal modello matematico con le misure (dette anche “osservazioni”) che vengono 
fornite ad ogni nuova epoca (dove con il termine epoca si indicano gli istanti 
temporali in cui sono disponibili le osservazioni). Come sarà possibile notare 
soprattutto nella formulazione discreta del filtro di Kalman, l’effetto del filtro sul 
vettore di stato è costituito sostanzialmente da due contributi: uno predittivo e uno 
correttivo. Il contributo predittivo è basato sulla stima dell’errore all’epoca 
precedente e sull’osservazione che l’errore evolve con una dinamica analoga a 
quella del processo in esame. 
Il contributo correttivo, invece, si basa sul calcolo dei residui, dove ogni 
residuo è definito come la differenza tra la grandezza fornita dalla generica misura 
e la stessa grandezza stimata dal sistema tramite il modello. A tale scopo non è 
necessario che le grandezze da confrontare siano misurate direttamente (ad 
esempio nel sistema dati aria la velocità è ricavata a partire dalle misure di 
pressione), mentre è indispensabile che le grandezze confrontate siano coerenti. 
Ad esempio, per correggere la velocità ricavata per integrazione dalla 
piattaforma inerziale di un velivolo si possono usare come sorgenti di misura un 
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apparato Doppler radar, un tubo di Pitot, un GPS o le informazioni provenienti dal 
sistema dati aria. 
Il filtro di Kalman prevede due procedure, il filtering e lo smoothing, 
utilizzabili per due differenti tipi di analisi. La procedura di filtering, utilizzata nel 
presente lavoro, è adatta alla trattazione di tutte le applicazioni che richiedono 
analisi on-line, come i problemi di navigazione. Il filtering permette di stabilire il 
valore ottimo dello stato affidandosi solo alle misure precedenti e al massimo a 
quella contemporanea all’epoca in esame. Tale tipo di analisi è peraltro poco 
oneroso, poiché grazie alla ricorsività del filtro richiede solo di immagazzinare le 
informazioni relative all’ultima epoca. 
D’altra parte, poiché lo smoothing è sostanzialmente coincidente con la 
tecnica classica dei minimi quadrati, gestisce contemporaneamente tutte le 
equazioni alle differenze scritte ad ogni epoca per il modello e per le misure. Si 
presta quindi ad applicazioni off-line in cui siano disponibili tutti i dati relativi alle 
epoche d’interesse. 
La fase di smoothing è comunque successiva alla fase di filtering e, come tale, 
necessita del calcolo dei residui di ogni epoca, ma naturalmente consente di 
ottenere stime più accurate, poiché gestisce una quantità di informazioni 
superiore, pur essendo più onerosa data la necessità d’immagazzinamento di un 
enorme quantità di dati. Tale tipo di analisi si presta a risolvere problemi di 
calibrazione. 
Con il passare degli anni, l’impiego del filtro ha trovato sempre maggiore 
diffusione ed oggi costituisce un elemento fondamentale in varie applicazioni, 
come ad esempio la previsione degli indici economici, la gestione delle reti 
telefoniche ed elettriche, la costruzione ed il controllo della grafica real-time e in 
generale delle applicazioni visive per computer, i sistemi di guida e controllo per 
la robotica, i missili, i velivoli spaziali e soprattutto la navigazione in genere. 
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2.2 Richiami sui segnali aleatori 
Per agevolare la comprensione della trattazione matematica sul filtro di 
Kalman, esposta nei successivi paragrafi, si richiamano brevemente alcune 
nozioni sui segnali aleatori ed in particolare sui processi gaussiani bianchi. Una 
variabile aleatoria x del generico processo X è generalmente caratterizzata con le 
seguenti definizioni:  
 
MEDIA 
 ( ) ( ) ( )x xt X E X t x f x, t dx
∞
−∞
⎡ ⎤µ = = = ⋅⎣ ⎦ ∫  (1.13) 
 
VARIANZA 
 ( ) ( )( ) ( ) ( )2 22x x xt E X t X x t f x, t dx∞
−∞
⎡ ⎤ ⎡ ⎤σ = − = −µ ⋅⎣ ⎦⎢ ⎥⎣ ⎦ ∫  (1.14) 
 
FUNZIONE DI CORRELAZIONE 
 ( ) ( ) ( ) ( ) ( ) ( )xy xyR t E X t Y t x t y t f x, y, t dxdy
∞ ∞
−∞ −∞
⎡ ⎤= =⎣ ⎦ ∫ ∫  (1.15) 
FUNZIONE DI AUTO-CORRELAZIONE 
 ( ) ( ) ( ) ( ) ( ) ( )1 2x 1 2 1 2 1 2 x x 1 2 1 2R t , t E X t X t x t x t f x , x dx dx
∞ ∞
−∞ −∞
⎡ ⎤= =⎣ ⎦ ∫ ∫  (1.16) 
 
COVARIANZA 
 
( ) ( )( ) ( )( ) ( ) ( ) ( )xy x y xyCov t E X t X Y t Y x t y t f x, y, t dx dy∞ ∞
−∞ −∞
⎡ ⎤ ⎡ ⎤⎡ ⎤= − − = −µ −µ⎣ ⎦ ⎣ ⎦⎣ ⎦ ∫ ∫
  
   (1.17)
 
dove: 
 ( )txf x ,   Funzione densità di probabilità del processo X  ( )tyxfxy ,,   Funzione densità di probabilità congiunta dei processi X  e Y [ ]...E   Operatore media in senso probabilistico 
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( )
( ) ( ) j txy
t 0
S R t e dt Q
∞
− ω
−∞
µ =
ω = =∫
Si osservi che se i processi X e Y sono a media nulla, la covarianza coincide 
con la funzione di correlazione. 
Se la variabile X non è uno scalare, ma un vettore, tutte le definizioni fin qui 
viste possono essere applicate ad ogni componente del vettore. In particolare la 
funzione di correlazione si trasforma nell'omonima matrice (“matrice di 
correlazione”): 
 
 
[ ] [ ]
[ ] [ ]
1 1 1 n
T
n 1 n n
E X X ... E X X
R E XX ... ... ...
E X X ... E X X
⎡ ⎤⎢ ⎥⎡ ⎤= =⎣ ⎦ ⎢ ⎥⎢ ⎥⎣ ⎦
 (1.18) 
 
in cui gli elementi sulla diagonale sono le funzioni di auto-correlazione applicate 
alle singole componenti del vettore, mentre tutti gli altri elementi della matrice 
sono le funzioni di correlazione tra tutte le possibile combinazioni di coppie di 
componenti del vettore. 
Il rumore bianco è un'astrazione matematica con cui si indica un segnale 
aleatorio a media nulla e densità spettrale costante per tutte le frequenze. Come 
accennato, presenta il vantaggio di essere contemporaneamente semplice e molto 
simile al rumore che tipicamente si incontra nella realtà. 
Dal punto di vista analitico quanto detto si esprime con: 
 
   
 
                                                                                        costante ∀ω     (1.19) 
 
 
dove S(ω) è la trasformata di Fourier della funzione di correlazione. 
2.3 Filtro di Kalman discreto 
La formulazione discreta del filtro di Kalman rappresenta la versione 
originale e si presta ad essere applicata sia nel caso in cui il modello in esame sia 
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effettivamente discreto, ovvero quando tra epoche successive intercorra un 
intervallo di tempo finito, sia quando si campioni un modello continuo. Ad ogni 
modo, indipendentemente da come si pervenga alla forma discreta del processo, 
questo può essere descritto da un set di equazioni composto dell’equazione di 
aggiornamento dello stato e dell’equazione delle misure del tipo: 
 
 
k 1 k k k k k
k k k k
x x w L u
z =H x +v
+ = φ + +
 (1.20) 
 
dove: 
xk: è il vettore di stato (n x 1) del processo all’istante tk ovvero xk = x(tk); 
kφ : è la matrice (n x n) di transizione dello stato che definisce il legame tra xk 
e xk+1 in assenza di funzioni forzanti; 
wk: è il vettore (n x 1), assunto come rumore bianco con matrice di 
correlazione nota; 
Lk:  è la matrice che lega l’ingresso allo stato (n x p); 
uk: è il vettore degli ingressi (p x 1); 
zk:  è il vettore delle misure; 
Hk: è la matrice di connessione (che lega lo stato alle misure); 
vK: è il vettore (m x 1) di errore sulle misure, assunto come rumore bianco con 
matrice di correlazione nota e scorrelata da wk e con componenti scorrelate 
(così come per wk). 
Si assume pertanto che siano valide le ipotesi:  
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kT
k i
kT
k i
T
k i
Q , i k
E w w
0, i k
R , i k
E v v
0, i k
E v w 0 i,k
=⎧⎡ ⎤ = ⎨⎣ ⎦ ≠⎩
=⎧⎡ ⎤ = ⎨⎣ ⎦ ≠⎩
⎡ ⎤ = ∀⎣ ⎦
 (1.21) 
 
Se il processo discreto è stato ottenuto per campionamento da un modello 
continuo della forma 
 
 dx F x G u M u= + +  (1.22) 
 
dove: 
u: è il vettore le cui componenti sono rumore bianco (p x 1); 
ud: è il vettore degli ingressi (q x 1); 
F: è la matrice della dinamica (n x n); 
G: è la matrice (n x p, con p: numero degli ingressi) che regola il legame tra lo 
stato e il vettore degli ingressi di rumore; 
M: è la matrice (n x q) che regola il legame tra il vettore di stato e il vettore 
degli ingressi; 
il valore di x all’istante di tempo tk+1 in funzione dello stato al passo precedente 
può essere ottenuto come: 
 
( ) ( )k 1
k
t
k 1 k 1 k k k 1 k 1 dt
x(t ) (t , t ) x(t ) [ t , G( ) u( ) t , M( ) u ( )]d++ + + += φ + φ τ τ τ + φ τ τ τ τ∫  (1.23) 
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in particolare conoscendo la condizione iniziale x0 si ha al tempo t: 
 
 ( ) ( )t0 d0x(t) (t,0) x [ t , G( ) u( ) t, M( ) u ( )]d= φ + φ τ τ τ + φ τ τ τ τ∫  (1.24) 
 ( ) ( ) ( ) ( )
k 1
k
t
k k k 1 k k k 1
t
t , t w t , G u d
+
+ +φ = φ = φ τ τ τ τ∫  (1.25) 
 
Nel caso in cui la matrice F sia costante, la matrice di transizione assume la 
particolare forma: 
 
   
2
F t
k
(F t)e I (F t) ...
2!
∆ ∆φ = = + ∆ + +  (1.26) 
 
Ad un dato istante tk la stima dello stato del processo prima dell’acquisizione 
della misura relativa all’istante tk, viene definita come stima a priori, in quanto si 
basa su tutte le misure precedenti all’istante tk; tale stima viene indicata in 
letteratura con kxˆ
− , dove il cappuccio indica che si tratta della stima, mentre il “–“ 
ad apice indica che si tratta della stima a priori. A tale stima è sempre associato un 
errore a priori ke
−  e la relativa matrice della covarianza dell’errore kP
− , definiti 
come: 
 ( )
k k k
T T
k k k k k k k
ˆe x x
ˆ ˆP E e e E x x (x x )
− −
− − − − −
= −
⎡ ⎤⎡ ⎤= = − −⎣ ⎦ ⎣ ⎦  
(1.27)
 
Una volta stabilito il valore della stima a priori dello stato, questo viene 
aggiornato tramite la misura disponibile all’istante tk, ottenendo così una nuova 
stima dello stato che viene chiamata stima a posteriori e viene usualmente definita 
con kxˆ . Tale stima è legata a quella a priori dalla relazione: 
 k k k k k kˆ ˆ ˆx x K (z H x )
− −= + −  (1.28) 
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dove Kk rappresenta il guadagno di Kalman ed indica quanto la nuova 
osservazione debba essere pesata in base alla sua affidabilità (ovvero Kk è 
inversamente proporzionale all’entità del rumore presente nelle misure). 
Come per la stima a priori è possibile definire un errore e una matrice di 
covarianza dell’errore a posteriori: 
 
 ( )( )
k k k
TT
k k k k k k k
ˆe x x
ˆ ˆP E e e E x x x x
= −
⎡ ⎤⎡ ⎤= = − −⎣ ⎦ ⎣ ⎦  (1.29) 
 
Sostituendo l’equazione delle misure (seconda equazione delle (1.20)) 
nell’equazione (1.28) ed introducendo tale risultato nella seconda delle (1.29) si 
ottiene il legame tra k k kP ,P e K
− : 
 
 
T T
k k k k k k k k kP (I K H )P (I K H ) K R K
−= − − +  (1.30) 
 
dove Rk è nota dalla prima equazione delle (1.21). 
Le espressioni delle matrici P, a priori o a posteriori, sono molto importanti 
perché forniscono un valore numerico della qualità della stima dello stato stimato. 
Tale relazione può essere derivata al fine di minimizzare gli elementi della 
matrice Pk, ottenendo così l’espressione ottimizzata del guadagno di Kalman: 
 
 
T T 1
k,ottimo k k k k k kK P H (H P H R )
− − −= +  (1.31) 
 
Sostituendo tale valore nella (1.30) si ottiene: 
 
 k k k kP (I K H )P
−= −  (1.32) 
 
Infine per chiudere il ciclo è necessario esprimere kP
−  in funzione delle 
matrici all’istante precedente. Considerando che lo stato all’istante tk+1 può essere 
ottenuto come  
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 k 1 k kˆ ˆx x
−
+ = φ   (1.33)
 
mentre l’espressione della matrice della covarianza dell’errore è ottenuta 
formando prima l’espressione dell’errore a priori: 
 
 k 1 k 1 k 1 k k k k k k k kˆ ˆe x x ( x w ) x e w
− −
+ + += − = φ + −φ = φ +  (1.34) 
 
ma considerando che wk ed ek hanno crosscorrelazione nulla poiché wk è il rumore 
all’istante precedente, si ottiene: 
 
 ( )( )TT Tk 1 k 1 k 1 k k k k k k k k k kP E e e E e w e w P Q− − −+ + + ⎡ ⎤⎡ ⎤= = φ + φ + = φ φ +⎣ ⎦ ⎣ ⎦  (1.35) 
 
 
Alla luce di quanto detto, l'algoritmo ricorsivo del filtro di Kalman può essere 
sintetizzato con il diagramma di flusso di Figura 2.1. 
Figura 2.1 Algoritmo ricorsivo del filtro di Kalman 
 
( ) −−= kkkk PHKIP
( )−− −+= kkkkkk xHzKxx ˆˆˆ
( ) 1−−− += kTkkkTkkk RHPHHPK
aggiornamento con 
la misura zk 
(stima "a posteriori") 
matrice correlazione relativa 
alla stima "a posteriori" 
matrice di Kalman  
k
T
kkkk QPP +=−+ φφ1
kkk xx ˆˆ 1 φ=−+
condizioni 
iniziali 
1+= kk
( )−− 00 ,ˆ Px
 
zk 
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L’inizializzazione della procedura avviene definendo le condizioni iniziali 
0xˆ
− e 0P
− , mentre le altre variabili vengono definite ricorsivamente grazie alla 
continua introduzione nel ciclo di nuove misure. 
Al generico istante tk viene calcolata la matrice di Kalman sulla base della 
predizione effettuata al passo precedente, quindi si valuta la stima a posteriori in 
funzione di quella a priori e della misura zk relativa all'istante tk. Dopo aver 
calcolato la matrice di correlazione relativa alla stima a posteriori è possibile 
effettuare la nuova predizione e ripetere il ciclo iniziando con l'aggiornamento 
della matrice di Kalman. 
A proposito della matrice Hk, questa è in generale funzione dello stato, e 
quindi varia nel tempo, tuttavia in molti casi, e anche in questo lavoro, è costante. 
2.4 Filtro di Kalman continuo 
Come già accennato nel paragrafo precedente, nel caso continuo l’equazione 
per la descrizione del processo assume la forma: 
 
 dx F x G u M u= + +  (1.36) 
 
mentre l’equazione delle misure assume la forma: 
 
 z H x v= +   (1.37)
 
dove: 
 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
T
T
T
E u t u Q t
E v t v R t
E w t v 0
⎡ ⎤τ = δ − τ⎣ ⎦
⎡ ⎤τ = δ − τ⎣ ⎦
⎡ ⎤τ =⎣ ⎦
 (1.38) 
 
e δ rappresenta l’impulso di Dirac. Le matrici Q e R hanno lo stesso ruolo che Qk 
e Rk hanno nel caso discreto ma hanno numericamente dei valori differenti. Per 
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passare dalla formulazione discreta a quella continua è necessario mettere in 
relazione i parametri fondamentali, ovvero Q, R, K e P con i loro corrispettivi 
discreti. Osservando che se l'intervallo discreto t∆  è sufficientemente piccolo è 
valida l'approssimazione Iφ =  (vedi equazione (1.26)) e ricordando la (1.25) e le 
(1.21) si ottiene: 
 
 
( ) ( ) ( ) ( )T T T Tk k k
t t
Q E w w G E u u G d d GQG t
∆ ∆
⎡ ⎤ ⎡ ⎤= = ξ ξ η η ξ η = ∆⎣ ⎦ ⎣ ⎦∫ ∫
 (1.39) 
 
Per quanto riguarda Rk si osservi che: 
 
 ( ) ( ) ( ) ( )k k k
k 1 k 1 k 1
t t t
k k
t t t
1 1 1z z t dt Hx t v t dt Hx v t dt
t t t
− − −
⎡ ⎤= = + ≈ +∫ ∫ ∫⎣ ⎦∆ ∆ ∆  (1.40) 
 
Ponendo ( )dttv
t
v
k
k
t
t
k ∫
−
∆=
1
1 , si ha che: 
 
 
( ) ( )T Tk k k 2
t t
1 RR E v v E v v d d
t t∆ ∆
⎡ ⎤ ⎡ ⎤= = ξ η ξ η =⎣ ⎦ ⎣ ⎦∆ ∆∫ ∫  (1.41) 
 
A questo punto, ricordando l’equazione di proiezione della matrice di 
covarianza dell’errore - Tk+1 k k k kP = P +Qφ φ , si può notare che facendo tendere t∆  a 
0, non ha più senso distinguere tra una matrice a priori e una matrice a posteriori. 
Nell’espressione del guadagno di Kalman (equazione (1.31)), può essere 
sostituita l’espressione ora ricavata per Rk, e considerando che Tk k k
R H P H
t
−>>∆ , 
si ottiene: 
 
 
T 1
kK (P H R ) t
−= ∆  (1.42) 
 
che permette di definire la matrice di guadagno di Kalman nel continuo come il 
coefficiente di t∆ : 
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T 1K PH R −   (1.43)
 
A questo punto dall’equazione di proiezione e di aggiornamento della 
covarianza dell’errore si ha: 
 
 
T T T
k 1 k k k k k k k k k k k k kP P Q P K H P Q
− − −
+ = φ φ + = φ φ −φ φ +  (1.44) 
 
in cui con l’approssimazione k I F tφ = + ∆ , notando che Kk è dell’ordine di t∆  e 
trascurando i termini superiori in t∆ , si ottiene: 
 
 
T
k 1 k k k k k k kP P FP t P F t K H P Q
− − − − −
+ = + ∆ + ∆ − +  (1.45) 
 
ovvero con le espressioni di Qk e Rk (espressioni (1.39) e (1.41) ) l’equazione alle 
differenze finite: 
 
 
T T 1 Tk 1 k
k k k k k
P P FP P F P H R H P G QG
t
− −
− − − − −+ − = + − +∆  (1.46) 
 
Passando quindi al limite per t 0∆ → si ha l’equazione differenziale e la 
relativa condizione al contorno: 
 
 
T T 1 T
0
P F P P F P H R H P G Q G
P(0) P
−= + − +
=

  (1.47) 
   
Tale equazione è nota in letteratura con il nome di equazione di Riccati. 
Infine, considerando la stima a posteriori scritta in funzione di kφ : 
 
 ( )k k 1 k 1 k k k k 1 k 1ˆ ˆ ˆx x K z H x− − − −= φ + − φ  (1.48) 
 
con la consueta approssimazione k I F tφ = + ∆ , con kK K t= ∆  e trascurando al 
solito i termini di ordine superiore a t∆ , si ha: 
 ( )k k 1 k 1 k k k 1ˆ ˆ ˆ ˆx x F x t K t z H x− − −− = ∆ + ∆ −  (1.49) 
 
Capitolo 2 Il filtro di Kalman 
 50
e dividendo per t∆  e passando al limite: 
 
 ( )x F x K z H x= + −  (1.50) 
 
Si noti in particolare come l’equazione differenziale che regola la dinamica 
della matrice P è non lineare, poiché compare il termine T 1P H R H P− . 
Dalle equazioni (1.43) e (1.47) si nota come le espressioni di K e P possono 
essere calcolate off-line1 per essere immagazzinate e utilizzate in un secondo 
momento durante la simulazione, quando siano disponibili le misure. Un tale filtro 
di Kalman viene definito non adattativo, in quanto non è in grado di eseguire 
alcun controllo sulle misure rilevate e pertanto non è in grado di rigettare misure 
errate o affette da un errore eccessivo acquisite in condizioni critiche. 
Al contrario, nel presente lavoro si è scelto di utilizzare un filtro di Kalman 
esteso, ovvero un filtro che tenga conto del valore degli stati nel calcolo della 
matrice del guadagno di Kalman. In particolare si è scelto di controllare i 
coefficienti posti sulla diagonale principale della matrice R per pesare in maniera 
minore o maggiore le misure del sistema dati aria a seconda che i dati forniti siano 
stati ritenuti più o meno affidabili. 
2.5 Filtro di Kalman linearizzato 
Per poter applicare la teoria del filtro di Kalman ad un generico processo è 
necessario che le equazioni che ne descrivono l’evoluzione siano nella forma 
lineare del tipo (1.36). Nel caso in cui il processo esaminato sia non lineare, 
diventa necessario operare un processo di linearizzazione. 
Supponendo di avere un fenomeno regolato dalla generica equazione 
differenziale: 
 ( )x f x, t=   (1.51)
                                                 
1 Questo perché né P né Q sono funzioni delle misure o dello stato. 
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Possiamo ipotizzare che lo stato x  sia dato da  
 
 ( ) ( ) ( )*x t x t x t= + ∆  (1.52) 
 
dove *x  rappresenta la generica condizione d’equilibrio intorno alla quale si 
linearizza la f e x∆  l’incremento rispetto a detta condizione. Si ottiene che la 
(1.51) può essere scritta nella forma: 
 
 ( )* *x x f x x, t+ ∆ = + ∆   (1.53) 
 
Se l’incremento x∆  è sufficientemente piccolo, la f  può essere sviluppata in 
serie di Taylor arrestato al primo ordine: 
 
 ( )
*
* *
x x
fx x f x , t x
x =
∂⎡ ⎤+ ∆ = + ∆⎢ ⎥∂⎣ ⎦   (1.54) 
 
Poiché ( )* *x f x , t= , si ottiene: 
 
 
*x x
fx x
x =
∂⎡ ⎤∆ = ⋅∆⎢ ⎥∂⎣ ⎦  (1.55) 
 
Definendo la matrice jacobiana come: 
 
 
1 1 1
1 2 n
2 2 2
1 2 n
n n n
1 2 n
f f f
x x x
f f f
f x x xF
x
f f f
x x x
∂ ∂ ∂⎡ ⎤⎢ ⎥∂ ∂ ∂⎢ ⎥∂ ∂ ∂⎢ ⎥∂⎡ ⎤ ⎢ ⎥∂ ∂ ∂= =⎢ ⎥ ⎢ ⎥∂⎣ ⎦ ⎢ ⎥⎢ ⎥∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂⎣ ⎦
…
…
# # %
…
 (1.56) 
 
Si ottiene la forma linearizzata della equazione (1.51): 
 
 x F x G u∆ = ∆ +   (1.57)
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alla quale si è aggiunto il termine di disturbo G u. Per analogia, nel caso di un 
legame non lineare tra le misure z e gli stati x del tipo z = h(x,t), applicando il 
processo di linearizzazione si ottiene la forma: 
 
 z H x∆ = ∆   (1.58)
 
dove: 
 
 
1 1 1
1 2 m
2 2 2
1 2 m
n n n
1 2 m
h h h
x x x
h h h
h x x xH
x
h h h
x x x
∂ ∂ ∂⎡ ⎤⎢ ⎥∂ ∂ ∂⎢ ⎥∂ ∂ ∂⎢ ⎥∂⎡ ⎤ ⎢ ⎥∂ ∂ ∂= =⎢ ⎥ ⎢ ⎥∂⎣ ⎦ ⎢ ⎥⎢ ⎥∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂⎣ ⎦
…
…
# # %
…
 (1.59) 
 
Per il prosieguo è interessante osservare che la (1.57) può essere interpretata 
anche come equazione di propagazione degli errori, ovvero se x∆  è il vettore 
degli errori, l’equazione differenziale (1.57) descrive l’evoluzione degli errori nel 
tempo. 
2.6 Tipi di architettura 
Nel presente lavoro sono state analizzate le due configurazioni possibili per 
l’operazione di filtering mediante il filtro di Kalman: la configurazione feed-
forward e la configurazione feed-back. Come si vede nella Figura 2.2, nella 
configurazione feed-forward il confronto con le misure dei sistemi GPS e dati aria 
è fatto a partire dagli stati dell’INS non corretti. I residui così ottenuti 
costituiscono l’input del filtro che elabora le correzioni da applicare agli stati 
dell’INS. 
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Figura 2.2: Architettura feed-forward 
 
Al contrario, nell’architettura feedback il confronto con le sorgenti di misura 
è fatto a partire dagli stati corretti (moltiplicati per la matrice H). 
La configurazione feed-back tramite la retrazione consente di correggere con 
modelli opportuni, sia gli errori nelle fonti di misura, sia direttamente gli errori 
all’interno del sistema INS, come ad esempio gli errori di bias e drift nelle misure 
degli accelerometri e dei giroscopi. Viceversa, nella configurazione feed-forward 
dove la correzione avviene solo a valle (cioè sugli stati dell’INS) non è possibile 
condizionare direttamente tali variabili. 
La correzione delle variabili interne introduce però un certo ritardo nel 
sistema e questo può causare la perdita di alta fedeltà nella risposta nelle manovre 
ad alta dinamica. 
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Figura 2.3: Architettura feed-back 
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Capitolo 3 MODELLO PER LA STIMA 
DEGLI ANGOLI DI INCIDENZA 
E DERAPATA 
3.1 Introduzione 
In questo capitolo si descrive il metodo alternativo sviluppato per una 
ricostruzione più accurata, e soprattutto affidabile in ogni condizione di volo, 
degli angoli aerodinamici. La soluzione proposta per la ricostruzione prevede 
l’impiego di due sistemi di misura oltre al sistema dati aria: il sistema inerziale ed 
il sistema GPS. 
L’INS ha il vantaggio di essere un sistema completamente autonomo, ed è in 
grado di fornire le variabili di interesse (posizioni e velocità) con continuità, 
elevata frequenza e senza interruzioni. Tuttavia, i parametri di navigazione che 
esso fornisce, tendono a derivare ed è quindi necessario correggerli con le misure 
fornite dal GPS che hanno una maggiore accuratezza, sebbene abbiano una 
frequenza di aggiornamento più bassa e la possibilità di subire delle interruzioni. 
Le tre fonti di dati forniscono variabili in sistemi di riferimento differenti, ma 
per il confronto è necessario rendere coerenti tali variabili. 
Per questo motivo nel presente paragrafo si propone un breve richiamo sui 
sistemi di riferimento adottati, sulle tecniche che permettono di cambiare sistema 
di riferimento e sulle equazioni di navigazione. 
Quindi nel § 3.2 vengono presentate le condizioni in cui la ricostruzione degli 
angoli α e β cade in difetto, mentre nel § 3.3 viene presentato il modello 
sviluppato mettendo in luce le schematizzazioni adottate. Infine nel § 3.4 si 
illustrano i risultati ottenuti con il modello proposto. 
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3.1.1 Richiami sui sistemi di riferimento e sulla trasformazione 
di coordinate 
Dei sistemi di riferimento utilizzati in questo lavoro, la terna verticale locale e 
la terna assi corpo sono le terne in cui sono disponibili le misure, mentre la terna 
inerziale e la terra terrestre sono terne ausiliari utilizzate per esplicitare 
l’equazione delle forze nella terna verticale locale. 
 
Terna inerziale: con origine geocentrica, asse X diretto verso la 
costellazione dell’Ariete, asse Z passante per il polo nord geografico e asse Y tale 
da rendere la terna levogira (si trascura ovviamente il moto di rivoluzione della 
Terra attorno al Sole che per tempi sufficientemente brevi può essere ritenuto 
rettilineo ed uniforme). 
 
Terna terrestre: avente origine e asse Z coincidenti col precedente, X 
passante per il meridiano di Greenwich e Y tale da rendere la terna levogira. 
 
Terna verticale locale: con origine nel baricentro del velivolo, Z orientato 
secondo la direzione del vettore gravità locale, X e Y giacenti su un piano 
tangente alla superficie terrestre (o su uno ad esso parallelo se la quota di volo `e 
maggiore di zero) dove X punta verso il polo nord geografico e Y verso est. 
 
Terna assi corpo: solidale al velivolo con origine nel baricentro, X 
coincidente con l’asse longitudinale del velivolo, Z appartenente al piano 
longitudinale e puntato verso il basso (in condizioni di volo orizzontale) e asse Y 
tale da rendere la terna levogira. 
3.1.2 Le equazioni del moto del velivolo 
Per ottenere le equazioni di navigazione, è necessario proiettare l’equazione 
della dinamica di Newton nella terna verticale locale prestando attenzione al fatto 
che tale terna non è inerziale; in particolare si deve tenere conto del fatto che la 
superficie terrestre è sferica e ruota con velocità angolare assunta costante ωe 
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(dove il pedice e sta per terrestre) rispetto ad un riferimento solidale alle stelle che 
può essere considerato fisso. 
Pertanto l’equazione del moto del baricentro può essere scritta come: 
 
 
i m
dV dVA G V
dt dt
+ = = +ω∧  (3.1) 
 
dove a primo membro sono indicate le accelerazioni cui è soggetto il velivolo 
(ovvero l’accelerazione risultante dalle forze esterne): in particolare A  
(esprimibile nelle tre componenti: nord, est e verticale) rappresenta 
l’accelerazione misurata dagli accelerometri, e G  l’accelerazione gravitazionale 
scomponibile in due contributi, uno che esprime la forza di gravità ( g ) diretto 
come la verticale locale ed uno dovuto alla rotazione terrestre: 
 
 
N
E
V
e e
A
A A
A
G g ( R)
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
= + ω ∧ ω ∧
 (3.2) 
 
Il vettore posizione R  rappresenta la distanza tra la terna inerziale avente 
origine nel centro terrestre, assumendo che il moto di rivoluzione terrestre sia 
approssimabile come rettilineo ed uniforme, e la terna verticale locale con origine 
nel baricentro del velivolo: 
 
 
0
R 0
R
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥−⎣ ⎦
 (3.3) 
 
in cui la distanza R è data dalla somma del raggio terrestre e della quota di volo: 
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 eR R h= +  (3.4) 
 
A secondo e terzo membro della (3.1) invece sono presenti rispettivamente le 
derivate della velocità effettuata rispetto ad una terna inerziale (pedice i), e 
rispetto ad una terna verticale locale (pedice m: mobile); ω  (che di seguito è 
indicata con v/ iω ) rappresenta la velocità angolare della terna verticale locale 
(detta anche terna geografica) rispetto ad una terna inerziale, e può essere 
decomposta in due contributi: 
 
 v/i v/e e/iω = ω +ω  (3.5) 
 
con: 
v/eω : velocità angolare della terna verticale locale rispetto alla terna terrestre, 
e/iω : velocità angolare della terna terrestre rispetto ad una terna inerziale. 
 
Tali componenti possono essere espresse in funzione della latitudine λ e della 
longitudine φ come: 
 
 
e
v / e e / i
e
cos cos
0
sin sin
ϕ λ⎡ ⎤ ω λ⎡ ⎤⎢ ⎥ ⎢ ⎥ω = −λ ω =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥−ϕ λ −ω λ⎣ ⎦⎣ ⎦



 (3.6) 
 
dove ωe=7.272·10-5 °/s è la velocità angolare terrestre. 
Utilizzando il teorema di composizione delle velocità, l’equazione (3.1) può 
essere esplicitata in funzione del vettore posizione R  e delle sue derivate come: 
 
 a G R R 2 R ( R)+ = +ω∧ + ω∧ +ω∧ ω∧   (3.7) 
 
Inoltre considerando che per le derivate delle coordinate espresse nella terna 
verticale locale valgono le relazioni: 
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N
E
V
V
R
V
Rcos
h V
λ =
ϕ = ϕ
= −



 (3.8) 
 
Si ottengono le note equazioni di navigazione [26]: 
 
 
E N V
N N e E
E E V
E E e N e V
2 2
N E
V V e E
N D
E N D
V
V V VV A (2 sin tan )V
R R
V V VV A (2 sin tan )V 2 V cos
R R
V VV A g 2 V cos
R
N V V
E V (V sin V cos )
D V
= − ω λ + λ +
= + ω λ + λ + ω λ +
+= + − ω λ −
= − λ
= − λ λ + λ
=






 (3.9) 
3.1.3 Il cambiamento di coordinate 
Le accelerazioni, cui è soggetto il baricentro del velivolo, vengono misurate 
dagli accelerometri di una piattaforma strapdown. 
Come già accennato nel § 1.4.2.1, tali accelerometri sono solidali al velivolo 
e non sono dotati di alcun riallineamento meccanico, quindi forniscono le 
accelerazioni espresse in assi corpo. Per introdurre tali valori nelle equazioni di 
navigazione (3.9), è necessario ruotarle in assi verticali locali. 
Tale operazione può essere effettuata impiegando due metodi: il metodo degli 
angoli di Eulero ed il metodo dei quaternioni. 
3.1.3.1 Modello degli angoli di Eulero 
Gli angoli di Eulero rappresentano tre rotazioni successive al termine delle 
quali la terna assi-corpo si trova allineata con la terna verticale-locale; nell’ordine 
tali rotazioni sono ψ , θ  e φ . La prima si esegue nel piano orizzontale attorno 
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all’asse ZV e l’angolo corrispondente si chiama angolo di prua (ψ ); la seconda 
intorno all’asse trasversale YB (angolo di beccheggio θ ), la terza attorno all’asse 
longitudinale XB (angolo di rollio φ ). Tali rotazioni sono definite dalle seguenti 
tre matrici ortogonali: 
 
 
[ ]
[ ]
[ ]
cos sin 0
sin cos 0
0 0 1
cos 0 sin
0 1 0
sin 0 cos
1 0 0
0 cos sin
0 sin cos
ψ − ψ⎡ ⎤⎢ ⎥Ψ = ψ ψ⎢ ⎥⎢ ⎥⎣ ⎦
θ θ⎡ ⎤⎢ ⎥Θ = ⎢ ⎥⎢ ⎥− θ θ⎣ ⎦
⎡ ⎤⎢ ⎥Φ = φ φ⎢ ⎥⎢ ⎥− φ φ⎣ ⎦
 (3.10) 
 
La matrice vbC  che permette la trasformazione di coordinate dalla terna assi 
corpo a quella verticale locale è data da: 
 
v
b
cos cos sin cos sin sin cos sin sin sin cos cos
C cos sin cos cos sin sin sin sin sin cos sin cos
sin sin cos cos cos
θ ψ θ ψ φ− ψ φ ψ φ+ θ ψ φ⎡ ⎤⎢ ⎥= θ ψ φ ψ + θ ψ φ θ ψ φ− φ ψ⎢ ⎥⎢ ⎥− θ φ θ φ θ⎣ ⎦
  
 (3.11) 
 
Per conoscere tale matrice ad ogni istante è necessario mettere in relazione gli 
angoli di Eulero con le componenti di velocità angolare P,Q ed R misurate dai 
giroscopi: 
 
 [ ] ( )11 vb 0
P 0 0
Q 0 C 0
R 0 0
−−
ψ=
⎡ ⎤φ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎡ ⎤= + Φ θ +⎢ ⎥ ⎣ ⎦⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ψ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦



 (3.12) 
 
da cui si ottiene il seguente sistema di equazioni differenziali non lineare: 
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sin cos0 Pcos cos
0 cos sin Q
1 sin tan cos tan R
φ φ⎡ ⎤⎢ ⎥ψ⎡ ⎤ ⎡ ⎤θ θ⎢ ⎥⎢ ⎥ ⎢ ⎥θ = φ − φ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥φ φ θ φ θ⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦



 (3.13) 
 
L’inconveniente di questo metodo è che quando l’angolo di beccheggio θ  si 
avvicina a 90°, ψ  e φ  vanno all’infinito. Inoltre, sebbene le equazioni da 
risolvere siano solo tre, la presenza massiccia di funzioni trigonometriche rende il 
sistema molto sensibile ad errori di calcolo, ed il calcolo stesso un po’ più lento 
rispetto a quello fatto utilizzando i quaternioni. 
Visti i vantaggi che possiede il metodo dei quaternioni, questo risulta 
certamente più conveniente in un’applicazione reale, tuttavia in questo lavoro si è 
deciso di utilizzare il modello degli angoli di Eulero, poiché permette un impiego 
più semplice ed immediato. 
3.1.3.2 Modello dei quaternioni 
In letteratura si trovano varie interpretazioni matematiche dei quaternioni. La 
più comune e di facile comprensione è quella detta a “quattro parametri”, dei quali 
tre (q1,q2,q3) identificano un vettore unitario (e quindi una retta chiamata 
comunemente “asse istantaneo di rotazione”, vedi Figura 3.1), mentre il quarto 
(q0) rappresenta l’angolo di rotazione vero e proprio del corpo attorno a tale asse 
(Teorema di Eulero): 
 
 0 1 2 3q q i q j q kΩ = + + +  (3.14) 
 
La terna assi corpo, ad esempio, per sovrapporsi alla terna geografica dovrà 
ruotare di un certo angolo attorno a quell’asse di rotazione. 
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Figura 3.1: Rappresentazione grafica dei quaternioni 
 
Per trasformare le componenti di un vettore dalla terna assi corpo alla terna 
verticale locale è necessario moltiplicare il vettore per la matrice: 
 
 
( ) ( )
( ) ( )
( ) ( )
2 2 2 2
0 1 2 3 1 2 0 3 1 3 0 2
v 2 2 2 2
b 2 1 0 3 0 1 2 3 2 3 0 1
2 2 2 2
3 1 0 2 3 2 0 1 0 1 2 3
q q q q 2 q q q q 2 q q q q
C 2 q q q q q q q q 2 q q q q
2 q q q q 2 q q q q q q q q
⎡ ⎤+ − − − +⎢ ⎥= + − + − −⎢ ⎥⎢ ⎥− + − − −⎣ ⎦
 (3.15) 
 
La dinamica che esprime l’aggiornamento del quaternione viene espressa in 
funzione delle componenti della velocità angolare come: 
 
 
0
1
2
3
0 P Q R q
P 0 R Q q
Q R 0 P q
R Q P 0 q
− − −⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥Ω = ⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦

 (3.16) 
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Per inizializzare la procedura è possibile ricavare le condizioni iniziali del 
quaternione a partire dalle condizioni iniziali degli angoli di Eulero tramite le 
relazioni: 
 
 
( )
( )
( )
0 0 0 0 0 0
0
0 0 0 0 0 0
1
0 0 0 0
2
q 0 cos cos cos sin sin sin
2 2 2 2 2 2
q 0 sin cos cos cos sin sin
2 2 2 2 2 2
q 0 cos sin cos sin
2 2 2
φ θ ψ φ θ ψ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞= +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
φ θ ψ φ θ ψ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
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cos sin
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q 0 cos cos sin sin sin cos
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φ θ ψ φ θ ψ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (3.17) 
 
Il modello dei quaternioni è talvolta usato al posto di quello degli angoli di 
Eulero, in quanto, a livello numerico, fornisce una maggiore stabilità algoritmica 
ed una minore propagazione degli errori nell’esecuzione delle integrazioni 
precedenti. 
Spesso è comunque utile controllare l’andamento degli angoli di Eulero che 
possono essere ricavati a partire dai quaternioni tramite le seguenti espressioni 
 
 
( )
( )
( )
0 1 2 3
2 2 2 2
0 1 2 3
0 2 1 3
0 3 1 2
2 2 2 2
0 1 2 3
2 q q q q
arctan
q q q q
arcsin 2 q q q q
2 q q q q
arctan
q q q q
⎧ +φ =⎪ − − +⎪⎪ ⎡ ⎤θ = −⎨ ⎣ ⎦⎪ −⎪ψ =⎪ + − −⎩
 (3.18) 
3.2 Definizione del problema 
In questo paragrafo si vuole fornire una panoramica delle prestazioni del 
software di elaborazione del sistema dati aria in via di sviluppo, soffermandosi in 
particolare sull’algoritmo di elaborazione degli angoli α e β. Tale analisi permette 
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di comprendere i limiti e le possibili correzioni del software in esame 
giustificando pertanto l’esigenza della presente tesi. 
Per mostrare il comportamento della procedura di elaborazione è necessario 
utilizzare anche la “procedura di simulazione”, un algoritmo sviluppato per testare 
la procedura di elaborazione in quanto consente di simulare il funzionamento 
delle sonde. Tale procedura è capace di fornire i segnali angolari e di pressione a 
partire dalla condizione di volo asintotica e dalla configurazione del velivolo. 
Nelle simulazioni effettuate, complessivamente il blocco del sistema dati aria 
può essere visto come un filtro che introduce degli errori negli angoli α e β che 
riceve in ingresso. 
Una prima causa di errore è costituita dal ritardo e dall’attenuazione introdotti 
dai trasduttori del flusso locale, che sono stati schematizzati come sistemi del 
secondo ordine con frequenza ω = 10 rad/s e smorzamento ζ = 0.8. 
Altra fonte di errore è costituita dall’incertezza presente sui coefficienti 
aerodinamici che la procedura di elaborazione impiega. Come descritto già 
precedentemente, tali coefficienti, ricavati in galleria del vento e successivamente 
tarati con i dati provenienti dalle prove di volo, dipendono dalla configurazione 
del velivolo e dalla condizione di volo e sono disponibili sotto forma di look-up 
table. Nella procedura di elaborazione vengono usati dei polinomi interpolanti tali 
look-up table per ridurre l’impiego nei FCC. 
Questa seconda fonte di errore risulta evidente nelle simulazioni statiche. 
3.2.1 Prestazioni in condizioni statiche 
Il dominio di calibrazione dei coefficienti dei polinomi approssimanti i 
coefficienti aerodinamici dipende dal numero di Mach e precisamente: 
 
• per          Mach < 0.4             -5° < α < 25°                          -20°< β <20° 
• per 0.4 < Mach < 0.7    -5° < α < 25°      -10°< β <10° 
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Nei grafici seguenti si riportano le simulazioni statiche2 eseguite facendo 
variare a rampa prima α e poi β, per numero di Mach = 0.3, che rientra nel primo 
range, e numero di Mach = 0.55. che rientra nel secondo; per i vari casi si 
riportano sia il confronto tra il valore reale (in ingresso al sistema dati aria) e 
quello ricostruito, sia l’errore relativo nella ricostruzione. 
Da tali grafici si può notare come nelle condizioni scelte e all’interno degli 
intervalli indicati si ottenga un errore al di sotto del mezzo grado sia in α che in β 
per entrambi i numeri di Mach.. Al di fuori del dominio di calibrazione la 
ricostruzione in α è soddisfacente fino a 35°, mentre la ricostruzione di β tende a 
divergere velocemente al di sopra dei 10° per numero di Mach = 0.55. 
 
 
 
 
 
 
 
 
 
 
 
 
La calibrazione dei polinomi è un’operazione molto onerosa in termini di 
tempo e di risorse e riuscire ad ottenere un sistema che ricostruisca fedelmente gli 
angoli α e β con una calibrazione compiuta in un dominio ristretto, sfruttando la 
tecnica di correzione di seguito proposta, rappresenterebbe un notevole vantaggio 
soprattutto per quei velivoli caratterizzati da domini α-β  ampi. 
                                                 
2 Con il termine statico qui si contrassegnano le prove con variazioni sufficientemente lente in α e 
β  da non introdurre errori legati alla dinamica dei sensori. 
 
Figura 3.2: Simulazione con β = 0° e α variabile a rampa a Mach = 0.3 
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Figura 3.3: Simulazione con α = 0° e β variabile a rampa a Mach = 0.3 
Figura 3.4: Simulazione con β = 0° e α variabile a rampa a Mach = 0.55 
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Figura 3.5: Simulazione con α = 0° e β variabile a rampa a Mach = 0.55 
 
Per indagare questa possibilità con il software sviluppato in questa tesi, si 
ipotizza una calibrazione dell’algoritmo effettuata in un dominio ristretto 
indipendente dal numero di Mach. Precisamente si assume come dominio di 
calibrazione (α,β): 
 
• per ∀  Mach    -10° < α, β < 10°  
 
Al di fuori di tale dominio si assume un errore che cresce linearmente fino a 
1° tra 10° e 20° (quindi 20° vengono misurati come 21°, con un errore del 5 %) 
mentre si assume un errore che aumenta più velocemente per angoli superiori ai 
20° (raggiungendo un errore di circa 12° a 40° con un errore del 30 %). In 
Simulink l’errore viene introdotto negli angoli attraverso un coefficiente 
moltiplicativo definito dalla seguente look-up table:  
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Figura 3.6: Errore introdotto negli angoli α e β ricostruiti dal sistema dati aria per 
simulare una calibrazione effettuata in un dominio (α,β) ristretto 
 
In realtà, a causa dell’accoppiamento tra α e β presente nei coefficienti 
aerodinamici, quando il sistema dati aria viene sollecitato con una certo angolo α, 
viene commesso un errore anche nella ricostruzione dell’angolo β e viceversa. 
In particolare le variazioni dell’angolo β producono errori nella ricostruzione 
di α anche di mezzo grado, mentre in corrispondenza di variazioni di α, gli errori 
prodotti nella ricostruzione di β sono ridotti (dell’ordine del decimo di grado). 
3.2.2 Prestazioni in condizioni dinamiche 
Per analizzare il comportamento dinamico, si è ritenuto utile analizzare varie 
manovre in modo da coinvolgere tutte e tre le componenti della velocità angolare. 
In particolare sono state considerate le risposte alle deflessioni delle tre superfici 
di comando primario: equilibratore, timone di direzione ed alettone. Le prime due 
superfici hanno un effetto diretto rispettivamente sulla dinamica degli angoli α e β 
mentre l’alettone genera variazioni ridotte dell’angolo α e variazioni dell’angolo β 
solo in conseguenza della velocità angolare di rollio. 
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Per la deflessione delle varie superfici di comando sono stati scelti due 
gradini finiti di differente ampiezza, sebbene per l’alettone il gradino sia molto 
stretto tanto da avvicinarsi ad un impulso. 
Le simulazioni proposte sono riferite ad un unico numero di Mach, pari a 0.55 
ed alla quota iniziale di 4۟۟˙000 m. Tale scelta è dettata dal fatto che il numero di 
Mach, a parità di altre condizioni, influenza l’andamento degli angoli α e β a 
livello quantitativo ma non qualitativo. 
Soprattutto le manovre nel piano latero-direzionale non sono molto realistiche 
poiché nella realtà i comandi di timone di direzione e di alettone sono legati per 
evitare gli effetti “collaterali” dell’accoppiamento dei due piani; tuttavia ciò non è 
rilevante, poiché l’obiettivo è solo di determinare delle storie temporali di α e β 
per analizzare come questi vengono ricostruiti dall’ADM. 
Come già accennato, il comportamento della dinamica di rotazione delle 
sonde angolari, può essere schematizzato con un sistema del secondo ordine 
avente pulsazione propria ω = 10 rad/s e smorzamento ζ = 0.8. Tuttavia le sonde 
costituiscono un elemento di costo preponderante del sistema dati aria date le loro 
caratteristiche di precisione e affidabilità; per questa ragione, oltre alla condizione 
reale, si è esaminata anche una condizione in cui le sonde possiedano una banda 
passante dimezzata, (ovvero pulsazione ω = 5 rad/s) e pari smorzamento. 
Prima di analizzare il comportamento dinamico dell’algoritmo di 
elaborazione è necessario descrivere brevemente i modelli utilizzati per le 
simulazioni, ovvero il modello dell’Air Data Module (ADM) e il modello del 
velivolo  Aermacchi MB 339 che permette di sollecitare il modello sviluppato con 
le classiche manovre del velivolo. 
3.2.2.1 Breve descrizione del modello del velivolo Aermacchi 
MB 339 
Il modello Simulink  del velivolo Aermacchi MB-339 è stato sviluppato da 
Lanza-Schettini in [29]. Come si vede dalla Figura 3.7, tale schema è formato da 
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due blocchi: uno simula i comandi del pilota (Block 1 PILOT) e l’altro è 
rappresentativo della dinamica del velivolo (Block 2 AIRCRAFT). 
 
ADS
Aicraft Dynamics Simulation 
GENERAL DIAGRAM
Version 1.0
Block 1
PILOT
Block 3
EQUIPMENT
mach hT
Block 2
AIRCRAFT
Tab
Air brake
Sy mmetric ailerons
Ailerons
Flaps
Rudder
Elev ator
Throttle
 
Figura 3.7: Livello superiore del modello del velivolo Aermacchi MB 339 
 
Nel blocco dei comandi è possibile settare i valori di deflessione delle 
superfici di controllo e il valore della spinta. Il blocco velivolo, invece, è a sua 
volta composto da un blocco per il calcolo delle azioni aerodinamiche generate 
dai comandi e dalle condizioni di volo asintotiche (Block 2.3 AERODYNAMIC 
ACTIONS), un blocco per il calcolo delle forze generate dal carrello (Block 2.4 
LANDING GEAR MODEL), un blocco che schematizza il motore (Block 2.4 
ENGINE & CONSUMPTION MODEL) ed un blocco che simula la dinamica del 
velivolo (Block 2.4 AIRCRAFT DYNAMIC) ed ha per ingresso le uscite dei 
sistemi appena citati. In uscita dal modello completo si ottengono: la velocità di 
volo, il numero di Mach, la quota, le accelerazioni, la velocità angolare, gli angoli 
aerodinamici (ottenuti considerando l’aria calma), i fattori di carico e gli angoli di 
Eulero. 
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Figura 3.8: Blocco del velivolo 
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Tale modello prevede, inoltre, un blocco di controllo per verificare che la 
simulazione non causi un superamento dei limiti sul fattore di carico lungo l’asse 
corpo ZB. 
3.2.2.2 Breve descrizione del blocco dati aria 
Nella Figura 3.9 si riporta il livello superiore dello schema Simulink in cui 
sono presenti la procedura di simulazione, blocco 1. Air Data Simulation e quella 
di elaborazione, 2. Air Data Module. All’interno del blocco Signal Generator è 
possibile stabilire le condizioni di simulazione: la quota di volo, il numero di 
Mach, gli angoli α e β, la velocità angolare e gli angoli di deflessione delle 
superfici di controllo del velivolo. 
Nel blocco simulation input a partire dagli ingressi citati si risale alle 
componenti di velocità lineare ed angolare in assi corpo. 
Il blocco air data simulation, a partire dalle variabili che definiscono la 
condizione di volo e la configurazione del velivolo, permette di simulare i segnali 
delle sonde installate sul velivolo. 
Come si vede in Figura 3.9, è presente anche il blocco failures che permette 
di simulare differenti modalità di errore nei segnali provenienti dalle sonde. 
Il blocco elaborazione uscite è stato qui aggiunto per ricavare dalle variabili 
fornite dall’ADM le componenti di velocità relative all’aria espresse nella terna 
verticale locale. 
Capitolo 3 Modello per la stima degli angoli di incidenza e derapata 
 73
 
Figura 3.9: Livello superiore del modello ADM 
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3.2.2.3 Manovre 
Nelle figure seguenti si riportano le simulazioni con comando a gradino finito 
di 10° e 20° rispettivamente di equilibratore, timone di direzione e alettone. 
Per ogni condizione vengono riportati in ordine: la ricostruzione dell’angolo 
α, il relativo errore, la ricostruzione dell’angolo β, il relativo errore, le componenti 
di velocità angolare e gli angoli di assetto. 
Analizzando i vari esempi di manovra presentati, si nota come il segnale 
fornito dall’ADM sia sempre più scadente all’aumentare della velocità angolare. 
Tale comportamento è dovuto al ritardo e all’attenuazione introdotti dalle sonde 
nella rilevazione della direzione locale del flusso, come già accennato a proposito 
della breve descrizione del modello dell’ADM. Questo è vero sia nella fase 
immediatamente seguente all’applicazione del comando, in cui si ha una forte 
variazione delle grandezze cinematiche (ad esempio dinamica di corto periodo nel 
piano longitudinale e dinamica di dutch-roll e rollio nel piano latero-direzionale), 
sia nella successiva fase di raggiungimento di una nuova condizione di equilibrio 
in cui gli errori possono essere ben superiori agli errori statici. 
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Manovra con δe = -10° a gradino per 3 sec 
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Figura 3.10: Andamento in α e relativo errore per gradino finito in δe = -10° 
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Figura 3.11: Andamento in β e relativo errore per gradino finito in δe = -10° 
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Figura 3.12: Andamento delle componenti della velocità angolare e degli angoli di Eulero per 
gradino finito in δe = -10° 
Manovra con δe = -20° a gradino per 3 sec 
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Figura 3.13: Andamento in α e relativo errore per gradino finito in δe = -20° 
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Figura 3.14: Andamento in β e relativo errore per gradino finito in δe = -20° 
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Figura 3.15: Andamento delle componenti della velocità angolare e degli angoli di Eulero per 
gradino finito in δe = -20° 
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Manovra con δr = 10° a gradino per 3 sec 
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Figura 3.16: Andamento in α e relativo errore per gradino finito in δr = 10° 
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Figura 3.17: Andamento in β e relativo errore per gradino finito in δr = 10° 
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Figura 3.18: Andamento delle componenti della velocità angolare e degli angoli di Eulero per 
gradino finito in δr = 10° 
 
Manovra con δr = 20° a gradino per 3 sec 
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Figura 3.19: Andamento in α e relativo errore per gradino finito in δr = 20° 
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Figura 3.20: Andamento in β e relativo errore per gradino finito in δr = 20° 
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Figura 3.21: Andamento delle componenti della velocità angolare e degli angoli di Eulero per 
gradino finito in δr = 20° 
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Manovra con δa = 10° a gradino per 1 sec 
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Figura 3.22: Andamento in α e relativo errore per gradino finito in δa = 10° 
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Figura 3.23: Andamento in β e relativo errore per gradino finito in δa = 10° 
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Figura 3.24: Andamento delle componenti della velocità angolare e degli angoli di Eulero per 
gradino finito in δa = 10° 
 
Manovra con δa = 20° a gradino per 1 sec 
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Figura 3.25: Andamento in α e relativo errore per gradino finito in δa = 20° 
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Figura 3.26: Andamento in β e relativo errore per gradino finito in δa = 20° 
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Figura 3.27: Andamento delle componenti di velocità angolare e degli angoli di Eulero per 
gradino finito in δa = 20° 
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3.3 Il modello sviluppato 
3.3.1 Descrizione dell’idea 
Nel § 3.2 si è mostrato come il sistema dati aria riduca le prestazioni quando 
il velivolo fuoriesce dall’inviluppo di calibrazione dei coefficienti aerodinamici 
presenti nella procedura di elaborazione o durante i transitori di manovra. A 
proposito delle manovre, si è osservato come la ricostruzione degli angoli α e β sia 
ancora meno accurata se si considera l’impiego di sensori a ridotta banda 
passante. 
L’obiettivo che ci si propone è di determinare una ricostruzione delle 
componenti di velocità del velivolo rispetto all’aria, alternativa a quella del 
sistema dati aria, per determinare una stima più accurata degli angoli 
aerodinamici. 
Poiché i sistemi di navigazione forniscono le componenti delle velocità del 
velivolo rispetto al suolo, il problema è equivalente alla determinazione delle 
componenti di velocità del vento. Infatti, le componenti di velocità del velivolo 
relative all’aria (VW) possono essere espresse come somma3 delle componenti di 
velocità del velivolo (V) e delle componenti di velocità del vento (W), ovvero: 
 
 
N N N
E E E
V V V
VW V W
VW V W
VW V W
= +
= +
= +
  (3.19)
 
Per determinare le velocità relative al suolo è possibile sfruttare le misure 
fornite dal sistema di navigazione inerziale opportunamente corrette dal sistema di 
navigazione satellitare. Come già accennato, infatti, il sistema inerziale possiede il 
grande vantaggio di fornire misure con continuità e ad alta frequenza di 
                                                 
3 In tale contesto le componenti del vento sono considerate positive in direzione sud, ovest e up, 
ovvero in direzione opposta alle componenti di velocità del velivolo. 
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aggiornamento. D’altra parte, però, nelle misure accelerometriche e giroscopiche 
sono presenti fonti di errore che comportano la deriva delle grandezze delle 
grandezze ottenute per integrazione. 
Il sistema GPS, invece, è stabile nel tempo ma la frequenza di aggiornamento 
dei dati forniti è inferiore a quella dell’INS. Ad esempio una frequenza di 
aggiornamento di circa 1 Hz per un GPS economico va confrontata con una tipica 
frequenza di aggiornamento di 80 Hz di un sistema INS o di 50 Hz per il sistema 
dati aria in considerazione. 
Inoltre, il sistema GPS ha l’inconveniente di poter perdere temporaneamente 
il segnale. 
La stima delle componenti del vento è, invece, oggetto del filtro. 
3.3.2 La stima del vento 
Le componenti della velocità del vento sono stimate dal filtro confrontando le 
componenti di velocità rispetto al suolo stimate dal sistema INS (con opportuna 
correzione del filtro), con le componenti di velocità relative all’aria fornite dal 
sistema dati aria. La necessità del filtro è dovuta al fatto che sia le misure fornite 
dal sistema inerziale, comunque corrette tramite il GPS, sia le misure fornite dal 
sistema dati aria, sono affette da errori quali il rumore, bias sulle misure, ecc.. 
Il funzionamento del sistema proposto è basato sull’assunzione che il vento 
vari lentamente nel tempo, quindi è possibile stimare le sue componenti sfruttando 
le informazioni dell’ADM nelle condizioni in cui questo è considerato affidabile e 
congelarle nelle condizioni in cui l’ADM fornisca dati poco accurati. 
In realtà, grazie all’impiego di funzioni peso opportune è possibile stabilire 
un comportamento graduale fino al congelamento delle componenti del vento, di 
modo che le stime delle componenti del vento siano tanto più insensibili alle 
misure del sistema dati aria quanto più questo si allontana dalla condizione di 
funzionamento ottimale. Tale meccanismo verrà spiegato in maniera più 
approfondita nel § 3.3.4 dedicato alla descrizione del filtro di Kalman. 
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Nelle condizioni in cui l’ADM è ritenuto affidabile, la frequenza di 
aggiornamento delle componenti del vento risulta essere quella dell’ADM stesso, 
mentre nelle condizioni di scarsa accuratezza dei dati aria, l’aggiornamento viene 
praticamente interrotto. Tale condizione non rappresenta un problema poiché le 
condizioni di elevata inaffidabilità dei dati aria sono di solito di breve durata 
mentre, come detto, il vento varia lentamente. 
3.3.3 Descrizione del modello 
In Figura 3.28 è possibile notare il livello superiore del modello realizzato. In 
tale figura è possibile notare il modello del velivolo Aermacchi MB 339, che è 
stato descritto precedentemente, il sistema INS, il blocco delle misure, che 
raggruppa i sistemi GPS e ADM, il blocco del filtro di Kalman e altri blocchi 
complementari che permettono di caricare i dati relativi al modello del velivolo, al 
modello ADM, e alla manovra da effettuare e di riorganizzare e visualizzare le 
variabili in esame. 
In primo luogo si procede alla descrizione del sistema INS, che rappresenta il 
cuore del modello, e di seguito si procede alla descrizione dei sistemi GPS e dati 
aria utilizzati per le correzioni e del filtro. 
Nel presente lavoro tutti i sistemi sono considerati continui come se i dati di 
ogni fonte di misura fossero interpolati per ottenere dati con lo stesso 
campionamento; in realtà, un’analisi più dettagliata richiederebbe di considerare 
la frequenza propria di aggiornamento dei dati di ogni fonte e settare il filtro in 
modo da correggere il sistema in maniera discreta. 
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Figura 3.28: Livello superiore del modello  
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In Figura 3.29 è rappresentato il blocco INS, che riceve in ingresso i fattori di 
carico e le componenti della velocità angolare in assi corpo fornite dal modello del 
velivolo Aermacchi MB 339. 
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Figura 3.29: Blocco INS 
 
Nel blocco che sostituisce la piattaforma inerziale (rappresentato in Figura 
3.30), si aggiungono le componenti di rumore sulle misure dei fattori di carico, 
con covarianza pari a 10-5, e sulle misure delle componenti di velocità angolare, 
con covarianza pari a 10-6. 
Prima di continuare nella descrizione del modello è necessario fare una 
precisazione. Nella presente tesi si è scelto di considerare come unica fonte di 
errore sulle misure accelerometriche e giroscopiche, il rumore, schematizzandolo 
con rumore random a distribuzione gaussiana e media nulla. In realtà le misure 
accelerometriche e giroscopiche introducono anche altre fonti di errore come il 
bias o il drift, tuttavia, anche queste possono essere corrette inserendo nel modello 
delle equazioni per la loro previsione e correzione. La correzione delle altre fonti 
di errore da parte di tali equazioni lascia come residuo del rumore gaussiano che si 
somma a quello introdotto direttamente nel sistema. Il compito del filtro di 
Kalman è proprio quello di gestire le componenti di rumore in maniera da ridurle 
e per questo obiettivo, il filtro di Kalman rappresenta il filtro ottimale per la 
gestione di problemi lineari o linearizzati. 
La trattazione completa aumenta il grado del vettore di stato e la complessità 
del sistema, ma non cambia concettualmente il problema e per questo motivo si è 
scelto di adottare un modello semplificato. 
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Figura 3.30: Blocco piattaforma inerziale 
 
Tornando alla descrizione del sistema INS, tramite le seguenti relazioni è 
possibile trasformare i fattori di carico nelle accelerazioni in assi corpo: 
 
 
( )
( )
( )
xb x
yb y
zb z
a n sin g r v q w
a n sin cos g r u p w
a n cos cos g q u p v
= − θ + −
= + ϕ θ − +
= − − ϕ θ + −
 (3.20) 
 
La Figura 3.31 riporta a titolo di esempio il blocco relativo al calcolo 
dell’accelerazione lungo l’asse corpo ZB. 
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Figura 3.31: Calcolo dell’accelerazione azb a partire dal fattore di carico nz 
 
L’uscita del blocco della piattaforma inerziale, che rappresenta il vettore degli 
ingressi del sistema dinamico, è quindi il vettore: 
 
 xb yb zb b b bu a a a P Q R '⎡ ⎤= ⎣ ⎦  (3.21) 
 
Le tre componenti di accelerazione in assi corpo vengono ruotate e riportate 
in assi verticali locali moltiplicandole per la matrice di rotazione definita 
dall’equazione (3.11), mentre tramite l’equazione (3.13) la velocità angolare viene 
trasformata nelle derivate degli angoli di Eulero. 
Per ottenere la matrice G è necessario prima trasformare il vettore degli 
ingressi u nel vettore: 
 
 
*
N E Vu A A A⎡ ⎤= φ θ ψ⎣ ⎦    (3.22) 
 
e quindi moltiplicare tale vettore per la matrice G1 per portare ogni ingresso nella 
riga corrispondente del vettore x : 
 
 1
I 0
0 0
G
0 I
0 0
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
 (3.23) 
 
in cui con I si è indicata la matrice identica 3 x 3. Pertanto la matrice G è definita 
dal prodotto: 
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w
b
PQR
I 0
0 0 C 0
G
0 I 0 C
0 0
⎡ ⎤⎢ ⎥ ⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥ ⎣ ⎦⎢ ⎥⎣ ⎦
i  (3.24) 
 
Il contributo così definito costituisce la forzante del modello in cui 
l’equazione differenziale rappresenta l’equazione di navigazione: 
 
 
x F x G u
y H x
= +
=

 (3.25) 
 
Il vettore di stato x è composto di 12 stati: le tre componenti di velocità 
rispetto al suolo espresse in terna verticale locale (velocità nelle direzioni nord est 
e verticale locale), le tre coordinate geografiche (latitudine, longitudine e quota) i 
tre angoli di Eulero, e le tre componenti del vento sempre espresse in terna 
verticale locale: 
 
 [ ]N E V N E Vx V V V h W W W '= λ ϕ φ θ ψ  (3.26) 
 
La matrice della dinamica F è stata ricavata linearizzando le equazioni di 
navigazione ed è riportata in forma integrale in appendice B. 
Il vettore y contiene le uscite del modello ed è costituito dalle componenti di 
velocità del velivolo, dalle coordinate e dalle componenti di velocità rispetto 
all’aria: 
 
 [ ]N E V N E Vy V V V h VW VW VW '= λ ϕ  (3.27) 
 
La matrice H lega le uscite al vettore di stato, è di ordine 12 x 9 ed è definita 
come: 
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1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
H
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 1
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 (3.28) 
 
Le prime 6 componenti del vettore y vengono confrontate con le uscite fornite 
dal sistema GPS (Figura 3.32) e costituiscono la parte comune a tutti i sistemi 
integrati di navigazione, mentre le ultime tre componenti vengono confrontate con 
le analoghe grandezze fornite dall’ADM (Figura 3.32). 
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Figura 3.32: Blocco delle misure 
 
Il sistema GPS è stato schematizzato utilizzando una serie di blocchi analoga 
a quella del sistema INS, ma inserendo il rumore direttamente nelle componenti di 
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velocità e posizione. Tali componenti di rumore non cambiano il valore medio del 
segnale ed il sistema GPS in tal modo può correggere la deriva dell’INS: 
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Figura 3.33: Blocco GPS 
 
Per le componenti di velocità VN, VE e VV si assume un’incertezza pari a 1 
m/s, mentre per le tre coordinate cartesiane nella terna verticale locale (xN, xE e 
xV) si assume un’incertezza pari a 5 m. Tale incertezza viene poi considerata in 
termini di latitudine e longitudine tramite le seguenti relazioni: 
 
 
N
E
E
E
V
R
V
R
λ =
ϕ =
 (3.29) 
 
Nel corso del presente lavoro si è cercato di sviluppare dei modelli alternativi 
con un numero minore di misure di confronto con il GPS, ovvero le sole velocità 
o la sola posizione ma con risultati piuttosto scadenti. 
A proposito del sistema dati aria adottato, è stata fornita una descrizione in 
occasione delle simulazioni dinamiche riportate nel paragrafo relativo alla 
definizione del problema. 
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L’unica modifica che è stata apportata consiste nell’introduzione delle 
componenti del vento. In particolare nel blocco “signal generator” della procedura 
di simulazione (Figura 3.9), gli angoli α e β forniti dal modello del velivolo 
MB-339 vengono trasformati nelle componenti di velocità relativa all’aria, quindi 
vengono aggiunte le componenti del vento ed infine vengono ritrasformate negli 
angoli α e β grazie alle relazioni dell’equazione (3.30) (Figura 3.34). 
Per come è stato schematizzato, il blocco GPS fornisce le grandezze volute 
direttamente nella terna verticale locale, mentre il sistema dati aria fornisce il 
modulo della velocità, a partire dalle misure di pressione, e gli angoli 
aerodinamici che permettono di risalire alle componenti di velocità espresse in 
assi corpo tramite le relazioni: 
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Figura 3.34: Introduzione delle componenti di raffica nel modello ADM 
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xb
yb
zb
VW Vcos cos
VW Vsin
VW Vsin cos
= α β
= β
= α β
 (3.30) 
 
Le misure fornite vengono quindi moltiplicate per la matrice (3.11) per 
ottenere le grandezze in assi verticali locali. 
 
3.3.4 Il filtro di Kalman 
Il filtro impiegato nel presente lavoro rappresenta un filtro di Kalman 
“esteso” ed “adattativo”. Con il termine esteso si indica che il processo di 
linearizzazione – per il calcolo della matrice F -avviene intorno ad una condizione 
calcolata di volta in volta grazie alle continue correzioni fornite dal filtro. 
Con il termine adattativo, invece, si caratterizza un filtro che è in grado di 
valutare se le informazioni delle misure di cui dispone siano affidabili o meno per 
attribuire loro delle funzioni peso proporzionali al livello di affidabilità. Il metodo 
con cui il filtro è in grado di valutare l’affidabilità delle misure verrà analizzato in 
dettaglio più avanti descrivendo la struttura della matrice delle covarianze delle 
misure. 
Riassumendo, il filtro di Kalman ha due obiettivi. Da una parte correggere le 
velocità e le posizioni stimate dall’INS, sulla base delle differenze tra le velocità 
fornite dall’INS e quelle misurate dal sistema GPS; dall’altra stimare le 
componenti del vento sulla base delle differenze tra le velocità relative all’aria 
stimate dal modello (ovvero dall’INS corretto), e quelle fornite dal sistema dati 
aria. 
In Figura 3.35, si può osservare come il filtro di Kalman non processa le 
variabili globali ma solo gli errori. 
Come già anticipato, l’equazione della dinamica dell’errore è data da : 
 
 F K yε = ε + ∆  (3.31) 
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e l’errore ε è dato dalla differenza tra il vettore di stato x stimato dal filtro e il 
vettore x stimato dal sistema INS (come indicato in Figura 3.28). 
Il primo termine a secondo membro costituisce il contributo predittivo (e 
rappresenta la propagazione dell’errore nel modello con la stessa dinamica del 
sistema, espressa dalla matrice F), mentre il secondo termine rappresenta il 
contributo correttivo dato dal prodotto della matrice del guadagno di Kalman per 
la differenze (residui)tra le uscite stimate dal modello e quelle ottenute dalle 
misure (Figura 3.35). 
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Figura 3.35: Livello superiore del filtro di Kalman 
 
La matrice del guadagno K (calcolata tramite lo schema Simulink in Figura 
3.36), è definita dal legame seguente, ed è di ordine 12 x 9: 
 
 
T 1
T T 1 T
0
K PH R
P FP PF PH R HP GQG
P(0) P
−
−
=
= + − +
=

 (3.32) 
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Figura 3.36: Calcolo della matrice del guadagno di Kalman 
 
Per le definizioni sopra, essendo il vettore di stato x composto di 12 
componenti, segue che la matrice P, matrice delle covarianze degli errori nei 
residui, è di ordine 12 x 12. Tale matrice è stata inizializzata con la matrice: 
 
 0P diag([0 0 0 0 0 0 0 0 0 1 1 1])=  (3.33) 
 
Si fa notare che la scelta della condizione iniziale sulla matrice P influisce 
solo sui primi istanti della simulazione poiché il sistema è stabile e i coefficienti 
della matrice arrivano a convergenza nell’arco dei 10 s. Solo le ultime tre righe 
della matrice P0 devono essere inizializzate ad un valore diverso dal valore nullo, 
poiché le componenti del vento non hanno una dinamica propria (infatti le ultime 
tre righe della matrice F sono identicamente nulle), ma vengono innescate 
esclusivamente dal filtro.  
La matrice Q ha sulla diagonale le covarianze degli errori presenti nel vettore 
degli ingressi e vale: 
 
 
5 5 5 6 6 6Q diag(10 10 10 10 10 10 )− − − − − −=  (3.34) 
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La matrice delle covarianze delle misure R è diagonale ed è stata scelta come: 
 
 N E VVW VW VWR diag(0.5 0.5 0.5 0.5 0.5 0.5 cov cov cov )=  (3.35) 
 
ed è pertanto di ordine 9 x 9. Gli ultimi tre elementi sulla diagonale non sono 
costanti ma sono funzioni degli angoli aerodinamici α e β e delle componenti della 
velocità angolare P, Q ed R, come è possibile notare nella Figura 3.37. 
 
CALCOLO DELLA MATRICE DELLE COVARIANZE DELLE MISURE R
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Figura 3.37: Calcolo della matrice delle covarianze delle misure 
 
In tale figura con Rup si è indicata la sottomatrice della matrice R che 
contiene sulla diagonale le covarianze delle misure GPS. In condizioni ideali di 
funzionamento dell’ADM, ovvero in condizioni stazionarie e con angoli 
aerodinamici all’interno dell’inviluppo di calibrazione, le covarianze relative ai 
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dati aria assumono il valore unitario, mentre tendono a crescere quando i segnali 
dati aria tendono a degradarsi. 
Questo avviene perché la funzione peso relativa ad ogni misura è 
inversamente proporzionale ai coefficienti della matrice R. Infatti nell’equazione 
(3.32) si può notare come la matrice del guadagno K sia proporzionale all’inversa 
della matrice delle covarianze delle misure. 
Nelle condizioni in cui i segnali dati aria sono considerati affidabili le misure 
fornite dal GPS hanno delle covarianze minori poiché sono ritenute comunque più 
affidabili. 
In conseguenza dell’errore simulato nei dati aria all’infuori dell’inviluppo di 
calibrazione, introdotto tramite la look-up table in Figura 3.6, è stato scelto di 
legare le covarianze del dati aria alle variazioni di α e β attraverso la look-up table 
riportata in Figura 3.38. In maniera similare, tale look-up table ha una pendenza 
dolce per angoli compresi tra 10° e 20° ed una pendenza più elevata per angoli 
superiori. 
 
 
Figura 3.38: Andamento delle covarianze dati aria in funzione degli angoli α e β 
 
Nella Figura 3.39, invece, si riporta l’andamento della covarianza in funzione 
della generica componente della velocità angolare. Tali look-up table, una per 
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minimo unitario in corrispondenza del valore nullo della generica componente e 
valore massimo saturato in corrispondenza dei limiti massimo e minimo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Per tali look-up table si è rivelato necessario scegliere una pendenza elevata 
ed un valore di saturazione più elevato rispetto alla dipendenza dagli angoli 
aerodinamici, per consentire una migliore ricostruzione durante i transitori di 
manovra. 
Per la determinazione dei limiti della look-up table sono state condotte delle 
manovre per esplorare i valori massimi delle componenti di velocità angolare. 
In particolare, per determinare i limiti della velocità angolare di beccheggio, 
sono stati forniti in ingresso al sistema dei comandi di equilibratore a gradino tali 
da determinare i limiti sul fattore di carico nz (con nz minimo pari a -4 raggiunto 
con un comando a picchiare δe = 10° e nz massimo pari a 7.33 raggiunto con un 
comando a cabrare δe = -25°). Per le componenti di velocità angolare di rollio e 
Figura 3.39: Andamento delle covarianze dei dati aria in funzione delle componenti della 
velocità angolare 
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imbardata, invece, sono state imposte le massime escursioni delle deflessioni delle 
superfici, pari a 30°. In tal modo sono stati ottenuti, per le componenti di velocità 
angolare, i limiti indicati nella seguente tabella: 
 
componente di velocità angolare Limite massimo (°/s) Limite minimo (°/s)
Rollio, P 180 -180 
Beccheggio, Q 80 -25 
Imbardata, R 65 -65 
Tabella 3.1: Valori limite per le componenti della velocità angolare 
 
I limiti sono stati ottenuti utilizzando una condizione di partenza a Mach = 
0.55 alla quota di 4000 m; in presenza di eventuali superamenti di tali limiti la 
covarianza dei dati aria mantiene il valore costante di saturazione. Del resto la 
forte dipendenza dell’intero sistema dalle misure dati aria si ha per variazioni 
intorno a piccoli valori delle covarianze. 
In realtà, per la velocità angolare di rollio sono stati scelti dei limiti di 
saturazione più stretti rispetto a quelli indicati in tabella, per permettere una 
ricostruzione degli angoli α e β più fedele. 
Grazie al sistema proposto, quando il sistema dati aria è ritenuto affidabile, le 
corrispettive covarianze del sistema dati aria assumono il valore unitario e di 
conseguenza le componenti del vento vengono aggiornate; al contrario quando le 
misure del sistema dati aria non sono ritenute affidabili, le covarianze crescono in 
maniera inversamente proporzionale con l’affidabilità determinando una 
correzione piccola al limite trascurabile quando le covarianze vanno in 
saturazione. Grazie a questo meccanismo le componenti del vento rimangono 
pressoché invariate quando il sistema dati aria fornisce stime poco affidabili. 
A questo punto è opportuno osservare che all’uscita del filtro è stato inserito 
un guadagno sulle correzioni delle componenti del vento. Infatti, i coefficienti 
della matrice P, e di conseguenza quelli della matrice K, tendono a convergere 
molto velocemente divenendo molto piccoli già dopo tempi dell’ordine dei 3 s; 
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quindi, dopo gli istanti iniziali, il sistema tende a diventare troppo lento 
nell’inseguire variazioni delle componenti del vento. 
Tale comportamento è giustificabile con il fatto che nel modello sono stati 
inseriti esclusivamente degli errori gaussiani a media nulla, sebbene con delle 
covarianze settabili. Pertanto, il sistema è in grado di far fronte in maniera 
naturale esclusivamente a variazioni modeste e piuttosto lente delle componenti 
del vento. L’elevata reattività del sistema negli istanti iniziali è una condizione 
eccezionale che lo rende insensibile ad errori presenti sulle condizioni iniziali. 
3.4 Risultati ottenuti 
In questo paragrafo si illustrano i risultati ottenuti con il filtro realizzato. In 
primo luogo vengono riportate le simulazioni in cui viene mostrato come il 
sistema INS tenda a derivare a causa del rumore presente nelle misure 
accelerometriche e giroscopiche, e come il sistema GPS riesca invece a 
correggerlo. Nei paragrafi 3.4.2 e 3.4.3 si mostra come il filtro riesca ad 
intervenire nella ricostruzione degli angoli aerodinamici rispettivamente al di 
fuori dell’inviluppo di calibrazione e durante i transitori di manovra. 
3.4.1 Correzione dell’INS mediante il GPS 
Come già accennato a proposito della descrizione del filtro, in questo lavoro 
sono state trascurate fonti di errore come il bias e il drift sulle misure fornite dagli 
accelerometri e dai giroscopi. Ne consegue che per mostrare gli effetti della 
correzione del GPS sui parametri di navigazione forniti dall’INS - in una 
simulazione che non sia eccessivamente lunga per esigenze legate alle risorse di 
calcolo – è necessario aumentare l’errore presente nelle misure dell’INS. Per 
questo motivo, la covarianza del rumore sui fattori di carico è stata posta pari a 
0.1 (anziché 10-5), mentre la covarianza del rumore sulle misure giroscopiche è 
stata posta pari a 0.01 (anziché 10-6). 
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La simulazione considerata è relativa ad una condizione di partenza di 
Mach = 0.55 e ad una quota pari a 4˙000 metri. In serie vengono impartiti dei 
comandi a doppio gradino finito delle superfici di controllo: 
 
• dopo 50 secondi un comando di equilibratore δe = ± 10°; 
• dopo 120 secondi un comando di alettone δa = ± 10°; 
• dopo 170 secondi un comando di timone di direzione δr = ± 10°; 
 
Nella Figura 3.40 è riportato l’andamento delle tre componenti della velocità 
del velivolo espresse nella terna verticale locale. Nella successiva Figura 3.41 
risulta evidente l’elevato rumore presente nel segnale GPS, che ne causa ampie 
fluttuazioni intorno al valore medio comunque esatto. Il segnale ricavato dall’INS, 
invece, risulta affetto da un rumore ridotto, ma presenta un valore medio 
differente rispetto a quello reale. 
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Figura 3.40: Andamento delle componenti di velocità del velivolo nella terna verticale locale 
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Il segnale filtrato possiede i vantaggi di entrambi, presentando un valore 
medio corretto ed un rumore molto attenuato. Peraltro, si fa notare che 
considerando il rumore effettivo presente nelle misure accelerometriche e 
giroscopiche, sia il segnale dell’INS, sia il segnale del filtro risultano molto 
appiattiti ed è per questo che nelle simulazioni presentate nei paragrafi seguenti, 
relativamente alla ricostruzione degli angoli α e β, non si notano le fluttuazioni. 
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Figura 3.41: Zoom della Figura 3.40 in condizioni stazionarie 
 
Nella Figura 3.42 si riporta uno zoom relativo agli ultimi istanti della 
simulazione, dopo che il velivolo ha effettuato le varie manovre. In tale grafico si 
nota come il segnale proveniente dall’INS sia sempre più lontano dal segnale 
reale, mentre il segnale del filtro tende a coincidere con quello reale. 
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Figura 3.42: Zoom della Figura 3.40 durante i transitori di manovra 
 
L’effetto del filtro risulta ancora più evidente se si analizzano i grafici relativi 
alle posizioni. Nella Figura 3.43 sono riportati gli andamenti della latitudine, della 
longitudine e della quota ed è possibile osservare come il segnale INS tenda a 
discostarsi in maniera importante dal segnale reale in corrispondenza dell’inizio 
della manovra, per divergere sempre più nel tempo. Per la longitudine e per la 
quota tale effetto risulta evidente, mentre per la latitudine l’effetto è coperto dal 
fatto che il velivolo si muove in direzione nord, e di conseguenza i segnali 
risultano schiacciati nella ampia scala verticale. 
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Figura 3.43: Andamento delle coordinate (latitudine, longitudine e quota) durante la 
simulazione 
 
Anche per la Figura 3.43 si riportano due zoom relativi rispettivamente alla 
condizione stazionaria (riportata in Figura 3.44) e alla condizione di manovra 
(riportata in Figura 3.45). Nella Figura 3.44, in cui sono utilizzate scale temporali 
diverse per le tre variabili, si nota un comportamento analogo a quanto già decritto 
per le velocità, ma con un segnale INS che si allontana molto più velocemente 
(questo è naturale, poiché per ricavare la posizione è necessaria una doppia 
integrazione del rumore presente sui fattori di carico). La Figura 3.45 mostra 
risultati analoghi e si nota in particolare come il segnale INS sia sufficientemente 
lontano dai segnali reali da essere fuori scala. 
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Figura 3.44: Zoom della Figura 3.43 in condizioni stazionarie 
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Figura 3.45: Zoom della Figura 3.43 in condizioni dinamiche 
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Dai grafici qui presentati, risulta evidente come dopo un lasso di tempo che 
dipende dall’entità del rumore e dalla precisione richiesta, il segnale INS da solo 
sia inutilizzabile. Del resto anche il sistema GPS presenta gli inconvenienti di 
avere una bassa frequenza di aggiornamento, un elevato rumore sulle misure e la 
possibilità di essere interrotto. Il filtro di Kalman permette, invece, di unire i 
vantaggi di entrambi per ottenere delle componenti di velocità del velivolo 
affidabili, che costituiscono la base necessaria per la determinazione degli angoli 
aerodinamici come verrà mostrato nei successivi paragrafi. 
3.4.2 Correzione dell’ADM nelle condizioni di volo (α,β) al di 
fuori dell’inviluppo di calibrazione 
Nella Figura 3.46 è riportata la simulazione in cui viene mostrato il 
comportamento del filtro in condizioni in cui gli angoli α e β escono 
dall’inviluppo di calibrazione, assunto per entrambi gli angoli pari a [-10°,10°]. La 
simulazione ha inizio da una condizione di volo livellato, ad una quota di 4˙000 
metri e ad un numero di Mach = 0.55. 
Nelle condizioni iniziali, l’aria è calma, mentre dopo 10 secondi viene 
simulata una raffica di 15 m/s a gradino secondo le tre componenti della terna 
verticale locale, come evidenziato nelle Figura 3.47 e Figura 3.48. Il valore di tale 
raffica è forse eccessivo, ma permette di evidenziare la differenza tra gli angoli 
aerodinamici che potrebbe stimare un sistema INS autonomamente ovvero 
utilizzando le velocità relative al suolo, e quelli effettivi. 
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Figura 3.46: Simulazione in cui α e β escono dall’inviluppo di calibrazione, con covarianza 
fissa 
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Figura 3.47: Zoom della Figura 3.46 in cui si evidenzia l’inseguimento di una raffica 
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Figura 3.48: Stima delle componenti della raffica 
 
L’inseguimento della raffica è molto rapido, e questo comportamento dipende 
dal guadagno pari a 100 che è stato inserito all’uscita del filtro di Kalman 
relativamente alle componenti del vento. Nell’ottica dell’impiego del filtro 
sviluppato nel FCS di un velivolo, tale guadagno andrebbe ottimizzato sulla base 
delle prove di volo per soddisfare due esigenze contrastanti. 
Infatti, da un lato tale guadagno deve consentire un rapido inseguimento delle 
componenti del vento, ma dall’altro deve permettere anche una certa insensibilità 
alle possibili fluttuazioni dei segnali forniti dall’ADM. 
Pertanto la scelta di tale guadagno andrebbe compiuta sulla base dell’entità, 
dell’andamento e della frequenza con cui si incontrano le raffiche durante il volo. 
A partire da 100 secondi il velivolo compie una serie di manovre in cui nella 
prima raggiunge un elevato valore dell’angolo α, nella seconda un elevato valore 
dell’angolo β e nella terza elevati valori di entrambi. 
Utilizzando un filtro non adattativo in cui le covarianze del sistema dati aria 
sono mantenute fisse, il filtro considera affidabili i segnali del sistema dati aria in 
ogni condizione e quindi tende ad inseguirli cadendo in errore nel momento in cui 
il velivolo esce dall’inviluppo di calibrazione. 
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Nella Figura 3.49, che costituisce lo zoom della precedente Figura 3.46, si 
nota come il segnale fornito dai dati aria e quello ricostruito dal filtro si 
allontanino sempre più da quello reale al crescere rispettivamente dell’angolo α e 
dell’angolo β. 
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Figura 3.49: Zoom delle escursioni separate in α e β dall’inviluppo di calibrazione 
 
Il segnale basato solo sulle stime del sistema INS non corretto è invece 
traslato verso il basso a causa della mancata stima del vento. 
L’inseguimento di un segnale erroneo è ovviamente connesso con un errore 
nella stima delle componenti della raffica come indicato nella Figura 3.51; in 
particolare l’escursione in α produce un errore nella ricostruzione delle raffiche 
verso nord e verso la verticale locale, mentre l’escursione in β produce un errore 
nella ricostruzione delle raffiche verso est e verso la verticale. 
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Figura 3.50: Zoom dell’escursione contemporanea di α e β 
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Figura 3.51: Stima delle raffiche nel caso di covarianze fisse 
 
Utilizzando, invece, un filtro adattativo dotato di covarianze variabili in 
funzione dei valori assunti dagli angoli α e β il filtro è in grado di “capire” se i 
segnali forniti dal sistema dati aria siano affidabili o meno. 
Come si vede in Figura 3.52 le covarianze del sistema dati aria hanno un 
valore di saturazione pari a 100. Tra 100 e 180 secondi si osserva una fuoriuscita 
dall’inviluppo di calibrazione prima in α e poi in β; in tali circostanze la 
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covarianza cresce ma senza arrivare a saturazione, cosa che accade invece nel 
terzo caso quando α e β escono contemporaneamente dall’inviluppo di 
calibrazione. Come è possibile notare nelle seguenti Figura 3.52 e Figura 3.53, 
nelle quali si è eseguito uno zoom nelle zone di escursione, il segnale stimato dal 
filtro rimane molto vicino a quello reale. 
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Figura 3.52: Simulazione in cui α e β escono dall’inviluppo di calibrazione con covarianze 
variabili 
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Figura 3.53: Zoom delle escursioni separate in α e β dall’inviluppo di calibrazione 
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Figura 3.54: Zoom dell’escursione contemporanea in α e β dall’inviluppo di calibrazione 
 
Tale vantaggio è riscontrabile anche nella stima delle componenti della 
raffica in Figura 3.55, osservando che queste rimangono “congelate” durante 
l’escursione del velivolo dal dominio di calibrazione. 
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Figura 3.55: Stima delle raffiche nel caso di covarianza variabile fino a 100 
 
In realtà anche il valore di saturazione delle covarianze del dati aria può 
essere variato. Ad esempio adottando un valore pari a 1000 il segnale reale viene 
approssimato con un errore minore, ma la precisione raggiunta è probabilmente 
già sufficiente. 
Del resto quanto più si aumenta il valore delle covarianze, tanto più si rende 
insensibile il filtro alle variazioni del sistema dati aria e quindi ad esempio ad 
eventuali variazioni delle raffiche che potrebbero presentarsi durante l’escursione 
dall’inviluppo di calibrazione. 
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Figura 3.56: Andamento delle componenti della velocità angolare 
 
In definitiva le covarianze andrebbero scelte sulla base del massimo errore 
ammesso quando non sono presenti variazioni del vento durante l’escursione dal 
dominio di calibrazione e sulla base della percentuale di errore che si accetta nella 
stima delle variazioni della raffica. 
Quindi anche per l’andamento e per il valore massimo delle covarianze, così 
come per il guadagno descritto prima, si ha la necessità di scegliere il valore 
ottimale sulla base dei dati di volo. 
Infine, nelle Figura 3.56 e Figura 3.57, si riportano gli andamenti delle 
componenti di velocità angolare e degli angoli di Eulero, in particolare nella 
prima si può osservare come le componenti di velocità angolare raggiungano 
valori molto contenuti. Del resto, anche analizzando i segnali provenienti 
dall’ADM si può notare come non siano presente sfasamento rispetto ai segnali 
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reali a riprova del fatto che le manovre sono sufficientemente lente da non mettere 
in gioco la dinamica dell’allineamento delle sonde alla direzione del flusso. 
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Figura 3.57: Andamento degli angoli di Eulero 
3.4.3 Correzione dell’ADM durante i transitori di manovra 
Di seguito si riportano i risultati ottenuti utilizzando il filtro sviluppato per 
correggere il sistema dati aria durante le manovre.  
Le simulazioni proposte sono relative alla deflessioni delle tre superfici 
primarie di comando: equilibratore, timone di direzione e alettone. Nei vari casi si 
sollecita il velivolo utilizzando un comando a doppio gradino di durata variabile 
come rappresentato in Figura 3.58, dove è riportata in particolare la deflessione 
dell’equilibratore che ha la peculiarità di partire da un valore δe0 non nullo per 
garantire l’equilibrio in volo livellato alla quota ed alla velocità richieste. 
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Figura 3.58: Deflessione della superficie di controllo 
 
Le simulazioni proposte sono relative ad una condizione di partenza di volo 
livellato alla quota di 4˙000 metri e ad un numero di Mach = 0.55 in direzione 
nord. 
Il primo tipo di manovra oggetto dell’analisi è costituito dalla risposta alla 
deflessione dell’equilibratore. 
Nella Figura 3.59 vengono riportati gli andamenti degli angoli α e β, dove si 
può notare, come atteso, che l’equilibratore ha sostanzialmente effetto sulla 
dinamica dell’angolo α, mentre le variazioni dell’angolo β sono legate alla 
presenza della raffica e alla successiva diminuzione del modulo della velocità 
causato dalla manovra. 
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Figura 3.59: Andamento degli angoli α e β ricostruiti con covarianze variabili 
 
Dopo 3 secondi viene simulata la presenza di una raffica a gradino con 
componenti pari a 10 m/s verso l’alto e verso ovest. Nelle Figura 3.59 e Figura 
3.60 si può notare come il segnale ricostruito dal filtro riesca ad inseguire 
velocemente la raffica reale. Tale inseguimento, però, avviene anche quando 
l’ADM fornisce un valore inesatto. Nello zoom di Figura 3.60 si può notare come 
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nella condizione iniziale, l’ADM compia un errore di circa mezzo grado in α che 
inevitabilmente viene commesso dal filtro. Quest’ultimo, infatti, non è in grado di 
distinguere tra la raffica e l’errore statico dell’ADM, e quindi si assesta sul 
segnale dati aria. 
Tale errore risulta molto scomodo poiché rimane come residuo per tutta la 
durata della successiva manovra. Infatti, quando ha inizio la manovra, la 
covarianza del dati aria cresce ed in tale condizione le stime delle componenti del 
vento rimangono congelate o comunque variano molto lentamente. 
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Figura 3.60: Zoom in cui si nota l’inseguimento dell’errore statico, dopo un decimo di 
secondo, e della raffica dopo 5 secondi 
 
Tale errore non è risolvibile se non migliorando il grado di accuratezza del 
sistema dati aria. Anche analizzando le componenti della raffica in Figura 3.61 si 
può riscontrare questo comportamento. 
L’errore statico iniziale nella ricostruzione di α causa una stima errata della 
componente di raffica lungo la verticale e tale errore permane fino a quando la 
covarianza del sistema dati aria non si abbassa. L’errore iniziale nella stima della 
raffica verso sud è invece legato al tempo necessario all’ADM per assestarsi sui 
segnali corretti. 
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Figura 3.61: Stima delle componenti della raffica 
 
Nella Figura 3.62 viene mostrato uno zoom in cui si può notare come il 
segnale ricostruito dal filtro sia molto vicino a quello reale. L’errore che viene 
commesso è sostanzialmente legato all’errore statico iniziale. 
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Figura 3.62: Zoom dell’andamento di α 
 
Capitolo 3 Modello per la stima degli angoli di incidenza e derapata 
 123
Come accennato durante la descrizione del filtro implementato, la buona 
ricostruzione è determinata dalla variazione della covarianza dei dati aria in 
presenza delle manovre. 
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Figura 3.63: Andamento delle componenti di velocità angolare e degli angoli di Eulero 
 
L’andamento della covarianza ricalca l’andamento delle componenti di 
velocità angolare, nella fattispecie della velocità angolare di beccheggio Q, come 
mostrato nella Figura 3.63; a tale proposito si fa notare che il valore massimo 
della covarianza non si raggiunge per il massimo valore in modulo delle 
componenti di velocità angolare, poiché differenti sono i limiti positivo e negativo 
che determinano la saturazione della covarianza. 
La Figura 3.64 mostra invece come la scelta di una covarianza fissa sia 
completamente scadente in quanto il filtro tende ad inseguire il segnale dei dati 
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aria, sebbene in tal caso sarebbe possibile scegliere un valore minore della 
covarianza per ridurre la sensibilità all’inseguimento del segnale dell’ADM. 
 
0 5 10 15 20 25
-10
-5
0
5
10
15
α (
°)
INS non corretto
stimato dal filtro
AIR DATA
reale
0 5 10 15 20 25
0
0.5
1
1.5
2
co
va
ria
nz
a 
da
ti 
ar
ia
tempo (s)  
Figura 3.64: Andamento dell’angolo α con covarianza fissa 
 
Analogamente a quanto descritto per la fuoriuscita dall’inviluppo di 
calibrazione, è possibile stabilire delle diverse funzioni di variazione per le 
covarianze, e permettere così una certa sensibilità del sistema alle variazioni del 
vento durante la manovra. In tale ottica sono da intendersi le look-up table in cui 
le covarianze hanno un valore di saturazione più basso (pari a 100, in Figura 
3.65), o un andamento differente (esponenziale, in Figura 3.66). 
Va però osservato che se la presenza a valori al di fuori del dominio di 
calibrazione può avvenire per tempi più lunghi, la durata delle manovre con 
sensibili valori delle componenti della velocità angolare è tipicamente abbastanza 
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ridotta; alla luce di ciò può essere opportuno aumentare la precisione di 
ricostruzione perdendo in sensibilità alle variazioni del vento durante le manovre. 
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Figura 3.65: Ricostruzione dell’angolo α con valore massimo della covarianza pari a 100 
 
Capitolo 3 Modello per la stima degli angoli di incidenza e derapata 
 126
8 9 10 11 12 13 14 15 16 17
-5
0
5
10
α (
°)
INS non corretto
stimato dal filtro
AIR DATA
reale
8 9 10 11 12 13 14 15 16 17
0
200
400
600
800
1000
co
va
ria
nz
e 
da
ti 
ar
ia
tempo (s)  
Figura 3.66: Ricostruzione dell’angolo α con look-up table esponenziale 
 
I vantaggi introdotti dall’impiego del filtro risultano ancora più evidenti se si 
considera l’utilizzo di trasduttori locali del flusso con banda passante ridotta a 5 
rad/s (Figura 3.67), escursioni più elevate dell’equilibratore (in Figura 3.68 con  
δe = -20°) o entrambi (Figura 3.69). 
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Figura 3.67: Zoom dell’andamento di α con sistema a ridotta banda passante 
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Figura 3.68: Andamento dell’angolo α con deflessione dell’equilibratore δe = 20° 
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Figura 3.69: Andamento dell’angolo α con δe = 20° e sonde a banda passante ridotta 
 
Il comportamento del filtro è analogo considerando delle manovre che 
coinvolgano la dinamica nel piano latero-direzionale. Di seguito si analizzano le 
manovre innescate dalla deflessione del timone di direzione. 
In Figura 3.70 è possibile osservare il buon comportamento del segnale 
ricostruito relativamente all’angolo β che parte da una condizione in cui l’errore 
statico è pressoché nullo; al contrario, la ricostruzione dell’angolo α risente 
dell’errore iniziale come già discusso a proposito delle manovre relative 
all’equilibratore. Anche in tale condizione l’aumento dell’errore è dovuto alla 
riduzione della velocità in conseguenza della manovra che rende l’angolo α 
maggiore mantenendosi costante la velocità lungo l’asse corpo ZB. 
A differenza delle manovre considerate precedentemente, in cui il segnale 
dell’INS, che non considera le componenti del vento, era sempre al di sotto degli 
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altri segnali, nella Figura 3.70, relativamente all’angolo β, si nota la 
sovrapposizione e l’incrocio tra i segnali. 
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Figura 3.70: Andamenti degli angoli α e β con δr = 10° 
 
Tale comportamento è dovuto al fatto che in questo caso si hanno forti 
variazioni dell’angolo di rollio φ (come è possibile notare in Figura 3.71) e quindi 
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cambiano sensibilmente le componenti della raffica in assi corpo. Infatti, nella 
Figura 3.72 si notano inversioni di segno della raffica sull’asse YB. 
 
0 5 10 15 20 25
-50
0
50
P
,Q
,R
P
Q
R
0 5 10 15 20 25
-80
-60
-40
-20
0
20
tempo (s)
φ, θ
, ψ
φ
θ
ψ
 
Figura 3.71: Componenti della velocità angolare e angoli di Eulero 
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Figura 3.72: Andamento delle componenti del vento in assi corpo 
 
Anche per tale manovra è possibile apprezzare il vantaggio derivante 
dall’impiego del filtro analizzando manovre più forti (δr = 20°), utilizzando 
sensori più scadenti o entrambe le condizioni. 
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Figura 3.73: Andamenti degli angoli α e β con δr = 20° 
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Figura 3.74: Andamenti degli angoli α e β con δr = 10° e sonde a banda passante ridotta 
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Figura 3.75: Andamento degli angoli α e β con δr = 20° e sonde a banda passante ridotta 
 
L’ultima manovra considerata è relativa ad un comando di alettone con 
doppio gradino della durata di 1 s. 
L’effetto diretto sugli angoli aerodinamici è trascurabile (soprattutto 
sull’angolo α), tuttavia la presenza di una velocità angolare di rollio causa una 
forza aerodinamica sulla coda che causa variazioni sia in α che in β, come 
osservabile nella Figura 3.76. 
In tale figura è possibile notare un effetto similare a quanto descritto 
relativamente alla manovra innescata dal comando di timone di direzione, ovvero 
si ha un’inversione del segno della componente di velocità relativa all’aria lungo 
l’asse ZB, con conseguente oscillazione dell’angolo α rispetto a quello stimato 
tramite la velocità rispetto al suolo dal solo INS. 
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Figura 3.76: Andamento degli angoli α e β in risposta al gradino di alettone δa = 10° 
 
Anche in tale tipo di manovra si può riscontrare un errore residuo 
indesiderato causato dall’errore statico del sistema dati aria. In tal caso, però, 
l’errore influenza anche l’angolo di derapata poiché la manovra determina un 
elevato angolo di rollio (mostrato in Figura 3.77 con comportamento similare al 
caso del comando di timone di direzione) con conseguente cambio delle 
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componenti della raffica in assi corpo e quindi delle variazioni degli angoli 
aerodinamici dovuti al vento. In tale situazione l’errore risulta più evidente poiché 
le escursioni degli angoli sono abbastanza contenute. 
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Figura 3.77: Componenti della velocità angolare ed angoli di Eulero 
 
Anche per tale manovra si mostrano le condizioni in cui l’effetto del filtro 
risulta più evidente, ovvero con comando di maggiore ampiezza (δa = 20° in 
Figura 3.78), impiego di sonde a banda passante ridotta (Figura 3.79) ed entrambe 
le condizioni (Figura 3.80). 
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Figura 3.78: Andamento di α e β con δa = 10° e sensori a ridotta banda passante 
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Figura 3.79: Andamento di α e β con δa = 20° 
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Figura 3.80: Andamento di α e β con δa = 20° e sensori a ridotta banda passante 
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CONCLUSIONI E SVILUPPI FUTURI 
La presente tesi si inserisce nelle attività del Dipartimento di Ingegneria 
Aerospaziale dell’Università di Pisa relative allo sviluppo di un sistema dati aria 
di un moderno addestratore di volo ed ha avuto come primo obiettivo il 
miglioramento della ricostruzione degli angoli aerodinamici α e β durante i 
transitori di manovra. 
Tale obiettivo è stato raggiunto mediante lo sviluppo di un filtro di Kalman 
capace di integrare le informazioni provenienti da tre fonti di misura: un sistema 
inerziale, un sistema satellitare GPS ed il sistema dati aria sviluppato presso il 
DIA. 
Durante le simulazioni relative alle manovre di un velivolo preso come 
riferimento, dovute a deflessioni delle superfici di controllo primario, il filtro 
sviluppato è stato in grado di seguire le rapide variazioni degli angoli α e β, grazie 
all’elevata banda passante caratteristica dell’INS. Questo comportamento è stato 
possibile rendendo le covarianze presenti nel filtro di Kalman funzioni delle 
componenti della velocità angolare. In particolare alle covarianze sono state 
attribuite delle funzioni peso che permettono un compromesso tra l’elevata 
precisione nella ricostruzione in condizione di manovra e la sensibilità a 
variazioni delle componenti del vento. 
È stata, inoltre, analizzata la possibilità di effettuare la calibrazione dei 
coefficienti della procedura di elaborazione del sistema dati aria in un inviluppo 
ristretto. A tale scopo, nella ricostruzione degli angoli α e β effettuata dalla 
procedura di elaborazione è stato introdotto un errore proporzionale allo 
scostamento dalle condizioni ideali di funzionamento ed alle covarianze si è 
attribuita una dipendenza dagli angoli stessi. Nelle simulazioni condotte emerge 
una buona corrispondenza dei segnali ricostruiti con quelli reali. 
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La possibilità di calibrare l’algoritmo dei dati aria in un inviluppo ristretto, 
attraverso l’impiego di una struttura integrata risulta molto utile in quanto 
diminuisce enormemente i tempi di taratura dell’algoritmo stesso ai dati di volo. 
Le simulazioni hanno inoltre dimostrato che il sistema INS non è utilizzabile 
da solo, poiché le misure fornite presentano errori che causano l’instabilità dei 
parametri di navigazione ottenuti per integrazione delle misure stesse. Nel sistema 
sviluppato tale problema è risolto utilizzando un’altra fonte di misura costituita da 
un GPS a basso costo. 
In sostanza, durante le manovre, il filtro proposto permette di affidarsi al 
sistema INS by-passando i dati aria. In conseguenza di tale meccanismo, la 
dinamica delle sonde dati aria diventa ininfluente sulla ricostruzione degli angoli 
α e β e permette quindi di utilizzare trasduttori angolari di flusso a ridotta banda 
passante, a tutto vantaggio dell’economia del sistema. 
Inoltre, tale principio consente di correggere eventuali errori causati dalla non 
stazionarietà del campo aerodinamico indotta dalle manovre. Questa tipologia di 
errore deve ancora essere approfondita analizzando i dati delle prove di volo. 
Per quanto concerne le future applicazioni del filtro sviluppato, un passo 
importante consiste nell’introdurre le ulteriori fonti di errore cui sono soggetti i 
sistemi INS e GPS, verificando il comportamento del sistema integrato. 
Inoltre, è indispensabile considerare le frequenze di campionamento di ogni 
sorgente di dati ed è quindi necessario utilizzare la forma discreta del filtro di 
Kalman, ipotizzando anche possibili perdite temporanee del segnale GPS. 
È possibile migliorare la stima degli angoli di Eulero, introducendo le misure 
rilevate in maniera diretta da dei magnetometri. Queste misure risultano 
particolarmente affidabili in condizioni stazionarie. Pertanto è possibile utilizzare 
delle covarianze variabili, in maniera analoga a quanto proposto per le misure dati 
aria, in modo che il sistema pesi maggiormente le misure dei magnetometri in 
condizioni stazionarie, mentre si affidi agli angoli di assetto ricavati a partire dalle 
misure giroscopiche durante le manovre. Questa soluzione permette di evitare la 
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deriva nel tempo presente negli angoli di Eulero a causa del rumore presente sulle 
componenti della velocità angolare. 
Infine, è possibile aggiungere una stima ulteriore delle componenti del vento 
che permetta di evitare ricostruzioni inesatte degli angoli aerodinamici (problema 
che è stato mostrato accuratamente nel paragrafo 3.4.3), causate dagli errori 
presenti nei dati aria in condizioni stazionarie. Questa possibilità si basa sulla 
stima degli angoli α e β utilizzando un modello delle forze aerodinamiche agenti 
sul velivolo e le misure delle accelerazioni fornite dall’INS. Tale attività è al 
momento in fase di studio al Dipartimento di Ingegneria Aerospaziale 
dell’Università di Pisa. 
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Appendice A INFORMAZIONI 
ULTERIORI SUI SISTEMI 
DI NAVIGAZIONE 
SATELLITARE 
A.1 Caratteristiche del segnale 
Tutti i satelliti trasmettono utilizzando nella banda L due diverse portanti che 
sono entrambe multiple di una frequenza fondamentale f0 = 10,23 MHz, generata 
da una serie di oscillatori montati a bordo. Tali portanti vengono indicate con: 
 
 
1 0
2 0
L 154 f 1575,42 MHz ( 19cm)
L 120 f 1227,460 MHz ( 24 cm)
= × = λ ≅
= × = λ ≅  (A.1) 
 
con λ lunghezza d’onda pari a c/f (c:velocità della luce). La portante L1 trasporta il 
segnale per la localizzazione grossolana, mentre la portante L2 trasporta il segnale 
per la localizzazione di precisione. Le due portanti sono modulate in fase con 
appositi segnali denominati: 
 
• Codice P (Protected o Precision) 
• Codice C/A (Clear Access o Corse Acquisition) 
• Codice D (Navigation Data) 
 
Tali codici sono costituiti da sequenze di bit. In particolare i codici P e C/A 
assumono valori apparentemente casuali, in realtà appartenenti a sequenze ben 
conosciute. Per tale motivo tali codici vengono anche definiti Pseudo Random 
Noise (PNR). 
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La tecnica di modulazione utilizzata è la modulazione in fase, che consiste nel 
cambiare la fase della portante di 180°, quando c’è un cambio di stato logico nel 
bit del codice, come indicato in Figura A.1: 
 
 
Figura A.1: Tecnica di modulazione della portante 
 
Il rilevamento della fase delle portanti consente di ottenere informazioni 
grossolane ovvero indicazioni sulla distanza percorsa dal segnale apprezzando 
correttamente i metri ma non le frazioni, mentre il rilevamento della fase del 
codice consente di stimare le frazioni del metro senza stimare il numero intero di 
metri. 
A.3.1 Codice P 
Tale codice rappresenta una sequenza che si ripete ogni 7 giorni. Ogni 
satellite trasmette la propria (in tutto ne esistono 38 diverse, di cui 5 utilizzate per 
comunicazioni di servizio ed altre inutilizzate). Tale codice modula entrambe le 
portanti ed ha una frequenza di 10,23 Mbps. Ogni settimana tutti i satelliti 
vengono resettati, affinché ritrasmettano la stessa serie dall’inizio. In caso 
contrario evolverebbero in maniera naturale passando alla sequenza successiva. 
Il codice P consente di ottenere la massima precisione. Originariamente 
concepito solo per applicazioni militari, è stato svelato da alcuni ricercatori e 
quindi sostituito da un codice Y criptato, ma formalmente analogo, decodificabile 
solo da apparati militari. 
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A.3.2 Codice C/A 
Tale codice modula esclusivamente la portante L1 ed ha una frequenza di 
1,023 Mbps ed un periodo di ripetizione di 1 msec. Il suo utilizzo è libero è 
consente una precisione nettamente inferiore a quella ottenibile con il codice P. 
A.3.3 Codice D 
Tale codice, trasmesso su entrambe le portanti, contiene il messaggio di 
navigazione che viene trasmesso a 50 Mbps e contiene: 
 
• le effemeridi del satellite, ossia la posizione esatta ad un dato 
istante ed i parametri utili per il calcolo delle sue successive 
posizioni; tali dati vengono trasmessi con continuità e vengono 
aggiornati dal satellite ogni ora; 
• l’istante di trasmissione del messaggio; 
• le correzioni per l’orologio di bordo; 
• le correzioni per i ritardi causati dalla rifrazione ionosferica e 
troposferica; 
• varie informazioni sullo stato dei satelliti; 
• l’almanacco, ossia le effemeridi approssimate di tutti gli altri 
satelliti. 
 
L’intero messaggio è lungo 1500 bit, viene trasmesso in 30 secondi ed è 
strutturato come in tabella: 
 
 
6 sec e 300 bit 
TLM HOW 1° blocco: correzioni orologio 
TLM HOW 2° blocco: effemeridi 
TLM HOW 3° blocco: effemeridi 
TLM HOW 4° blocco: messaggio (25 pagine) 
TLM HOW 5° blocco: almanacco (25 pagine) 
30 sec 
 e 1500 
bit 
Tabella A.1: Struttura del messaggio di navigazione 
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Ogni blocco è trasmesso in 6 secondi ed è preceduto da due dati comuni, 
generati dallo stesso satellite: il TLM (Telemetry Word) e il HOW (HandOver 
Word). 
Il TLM è utilizzato dal sistema di controllo a terra per verificare il corretto 
caricamento dei dati durante le fasi di agganciamento, mentre il HOW è un 
numero progressivo che moltiplicato per sei fornisce il GPS Time o tempo del 
sistema. 
Gli altri dati di ogni blocco sono trasmessi dal satellite ma originati dal 
sistema di controllo a terra. 
Come indicato in tabella, al fine di scegliere i satelliti che permettono di 
ottenere la stima migliore della posizione, l’ultimo blocco contiene l’almanacco, 
ovvero la posizione approssimata di tutti i satelliti, che consente di sapere quali 
sono visibili ed utilizzabili. L’almanacco completo viene trasmesso in 25 pagine 
quindi complessivamente in 12,5 minuti. Tuttavia va acquisito soltanto in fase di 
prima inizializzazione o all’accensione, se effettuata in luogo distante dall’ultimo 
funzionamento. 
A.2 Degradazione della precisione 
Inizialmente erano stati previsti due livelli di utilizzo: 
• Standard Positioning Service (SPS), che utilizza il codice C/A sulla 
portante L1 con un’accuratezza di 100 m nel piano longitudinale; 
• Precise Positioning Service (PPS), che utilizza il codice P su 
entrambe le portanti L1 e L2, con un’accuratezza di 18 m nel piano 
longitudinale. 
Volendo garantire la massima precisione soltanto per gli utilizzatori militari, 
erano stati introdotti dei metodi di degradazione artificiale della posizione 
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controllati dal Centro di Controllo e attivabili senza preavviso su richiesta del 
Dipartimento della Difesa degli USA. 
Tali dispositivi sono noti come: 
Selective Availability (SA) o disponibilità selettiva, che consiste 
nell’introduzione di appositi errori sulle effemeridi dei satelliti da parte 
della stazione di controllo terrestre, rilevabili e prevedibili solo da 
utenti in possesso di specifici utilizzatori; 
Anti-Spoofing (AS) o Anti-Imbroglio che agisce su entrambe le portanti e 
consiste nel sostituire il codice P con un codice criptato Y. Tale sistema 
era stato introdotto con l’obiettivo di evitare interferenze esterne a cui 
si era mostrato sensibile il codice P. 
In realtà la disponibilità selettiva è stata tolta nel 2000 a causa delle notevoli 
pressioni esercitate sul Dipartimento della Difesa per l’elevato numero di 
applicazioni commerciali in cui la navigazione satellitare ha trovato impiego. 
Inoltre, il sempre più largo impiego del GPS differenziale, come sarà spiegato 
successivamente, ha invalidato tali sistemi. 
A.3 Fonti di errore e relative correzioni 
Il sistema GPS è soggetto a differenti tipi di errore che influiscono sulla 
distanza misurata, sebbene la loro ampiezza possa essere ridotta utilizzando alcuni 
accorgimenti. In particolare: 
• errori dipendenti dal ricevitore; 
• errori prodotti dalle riflessioni multiple e dalla propagazione dei 
segnali nella ionosfera e nella troposfera; 
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• errori introdotti dal sistema di controllo terrestre nella 
determinazione delle orbite, nelle correzioni degli orologi e così 
via; 
Nella tabella sottostante si riportano gli errori residui dopo l’applicazione 
delle varie correzioni, alcuni dei quali sono comuni a tutti gli utilizzatori e quindi 
possono essere ulteriormente ridotti con le tecniche differenziali. 
Altri errori (multipath ed errori del ricevitore) sono invece dipendenti dal 
singolo utilizzatore e quindi non possono essere eliminati con le tecniche 
menzionate. 
 
Tipo di errore (m) 
Orologi satellite 3 
Effemeridi 3 
Ritardi ionosferici 9 
Ritardi troposferici 2 
Rumore ricevitore 10 
Multipath 3 
 
Tabella A.2: Errori nel sistema GPS con un livello di confidenza del 67 % 
 
L’errore quadratico medio complessivo diventa di circa 33 m, che nel caso 
dei ricevitori a doppia frequenza si riduce a 6 m. 
All’incertezza sulla posizione associata a tale errore va aggiunto il fattore di 
scala legato alla geometria del sistema, ossia alla distribuzione in azimut ed in 
altezza dei satelliti utilizzati nelle misure, come sarà meglio discusso nel § A.3.8. 
A.3.4 Errori associati ai satelliti 
Come già accennato, vi sono errori legati agli orologi atomici di bordo che 
vengono corretti dalla stazione principale di controllo a terra. Rimane, tuttavia, un 
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errore residuo dell’ordine del nanosecondo che, considerando la velocità di 
propagazione del segnale, è dell’ordine di un metro. 
Inoltre, i parametri orbitali dei satelliti sono noti con qualche metro di 
tolleranza ed anche tale effetto provoca un errore residuo di qualche metro. 
A.3.5 Errori nella propagazione dei segnali nella ionosfera e 
nella troposfera 
A.3.5.1 Troposfera 
La troposfera è il livello più basso dell’atmosfera (indicativamente compreso 
tra 0 e 70 Km di altezza); l’attraversamento di tale strato da parte del segnale 
satellitare provoca un rallentamento proporzionale al contenuto di vapore acqueo; 
per ridurre tale contributo è dunque necessario conoscere le condizioni 
meteorologiche ed utilizzare un modello predittivo basato sul contenuto di vapore. 
Il rallentamento di tale fascia è indipendente dalla frequenza del segnale e 
pertanto l’impiego della doppia portante non risolve il problema. 
A.3.5.2 Ionosfera 
La ionosfera costituisce la zona dell’atmosfera compresa tra 70 e 100 Km di 
altezza ed è composta di particelle ionizzate che hanno la capacità di rallentare le 
onde elettromagnetiche in maniera proporzionale alla frequenza del segnale. 
L’effetto di rallentamento è fortemente variabile da giorno a giorno e 
soprattutto tra giorno e notte. Trascurare questo errore comporterebbe errori 
considerevoli (superiori a 10 m). 
Utilizzando un modello matematico predittivo, si può riuscire a ridurre 
l’errore legato all’attraversamento della ionosfera del 50%. 
Utilizzando invece due portanti a frequenza differente (L1 e L2) è possibile 
misurare lo sfasamento con cui le due onde arrivano al ricevitore ed in base a 
questo risalire alla distanza percorsa dal segnale. Questo è il motivo fondamentale 
per cui vengono adottate due portanti. 
Con i ricevitori a doppia frequenza è pertanto possibile eliminare pressoché 
completamente l’errore residuo dovuto alla ionosfera. 
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A.3.6 Errori prodotti da percorsi multipli 
Gli errori dovuti al multipath derivano principalmente dalla combinazione dei 
segnali diretti con quelli riflessi dalle superfici circostanti, in particolare dalla 
superficie marina. Tali errori sono dipendenti dalla natura e dalla localizzazione 
delle superfici riflettenti ed è possibile ridurli o eliminarli con un’opportuna 
collocazione e progettazione dell’antenna. 
I segnali riflessi dalla superficie marina o terrestre, che spesso effettuano un 
percorso poco più lungo del segnale diretto, possono essere facilmente bloccati 
schermando le antenne dei ricevitori nella parte inferiore. Ciò nonostante la parte 
superiore dell’antenna può essere colpita da segnali riflessi da ostacoli come gli 
edifici. 
In tal caso, però, il segnale riflesso percorre tipicamente una strada 
sensibilmente più lunga del segnale originale, pertanto le tecniche di 
processamento dei segnali riescono a separarli in maniera agevole senza 
aggiungere rumore al segnale originale. 
In Figura A.2 è rappresentato un caso in cu i l ricevitore (R) posto ad una 
quota H può ricevere i raggi riflessi dall’ostacolo e dalla superficie terrestre o 
marina. 
 
 
Figura A.2: Percorsi multipli causati dalla superficie terrestre o da ostacoli fissi 
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A.3.7 Errori del ricevitore 
Ogni ricevitore genera degli errori legati al rumore interno, alla precisione 
con cui lavora il correlatore, ai ritardi prodotti dai vari dispositivi elettronici e al 
software che effettua l’elaborazione dei dati. È pertanto necessario adottare un 
buon ricevitore, a seconda della velocità con cui l’utente si può muovere. 
A.3.8 Errori sulla precisione 
A.3.8.1 Incertezza sul luogo di pozione terrestre 
È importante a questo punto stabilire il legame tra l’errore che si commette 
nel misurare la distanza tra il ricevitore ed i satelliti ed il conseguente errore nella 
stima della posizione. Tale errore dipende sia dal posizionamento di ogni singolo 
satellite rispetto all’orizzonte, sia dalla distribuzione spaziale dei satelliti 
“agganciati”. 
Ad esempio, considerando un solo satellite, la misura della distanza R tra 
satellite e ricevitore definisce una circonferenza sulla superficie terrestre detta 
luogo di posizione (l.d.p.) esatto. Se si indica invece con R’ il raggio 
erroneamente valutato, si commette un errore me R' R= −  e si ottiene un luogo di 
posizione errato come indicato in Figura A.3: 
 
 
Figura A.3: Errore sul luogo di posizione 
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Un eventuale errore nella misura della distanza comporta una variazione del 
raggio S’A di una quantità: 
 
 
R ' RBA
cos h
−=   (A.2)
 
dove h è l’altezza apparente o topocentrica. Pertanto l’errore compiuto cresce con 
l’aumentare dell’altezza apparente (in particolare con la secante dell’altezza). 
A.3.8.2 Incertezza di posizione nello spazio 
Nello spazio, per definire un legame tra l’incertezza associata alle misure di 
pseudorange relative ai satelliti e la conseguente incertezza associata alla 
posizione del ricevitore, si introduce un fattore di riduzione della precisione 
PDOP (Position Dilution Of Precision). Tale fattore viene definito come: 
 
 0DOPσ = ⋅σ   (A.3)
 
Dove σ0 è la deviazione standard delle misure di pseudorange, mentre σ è la 
deviazione standard del posizionamento. In particolare è utile definire un livello di 
precisione nel piano orizzontale HDOP (Horizontal Dilution Of Precision), nel 
piano verticale VDOP (Vertical Dilution Of Precision), o più completo GDOP 
(Geometric Dilution Of Precision), che tenga in conto anche l’errore associato 
agli intervalli temporali impiegati dai segnali per raggiungere il ricevitore. 
Per i tre fattori legati esclusivamente allo spazio (PDOP, HDOP, VDOP) il 
legame è intuitivo, come mostrato in Figura A.4: 
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Figura A.4: Errore di posizione nelle tre dimensioni 
 
Nel caso di distribuzione ottimale dei satelliti, il PDOP può assumere un 
valore molto basso fino al valore minimo teorico di 1,6 nel caso di quattro satelliti 
(situazione corrispondente ad un satellite posto allo zenit rispetto alla posizione 
occupata dal ricevitore e gli altri tre satelliti situati ad un’elevazione poco 
superiore all’orizzonte e disposti con una spaziatura azimutale di 120°), anche se i 
valori compresi tra due e quattro sono considerati normali. 
La situazione opposta si presenta, invece, quando i satelliti occupano una 
porzione del cielo piuttosto piccola ed in tal caso il PDOP può arrivare oltre dieci. 
In ogni caso l’area che rappresenta l’incertezza della posizione decresce con 
l’aumentare del numero dei satelliti ed è tanto maggiore quanto maggiore è il 
livello di confidenza richiesto nella misura. 
Dal 2011 dovrebbe comunque essere disponibile un sistema satellitare di 
nuova generazione, denominato GPS III, in grado di garantire una precisione 
molto più elevata. 
A.4 GPS differenziale 
Per aumentare il grado di precisione del GPS è stato potenziato il sistema 
secondo una tecnica già utilizzata nei precedenti sistemi di navigazione (omega, 
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Loran, etc.). Tale tecnica si basa sull’osservazione che due ricevitori vicini 
commettono lo stesso errore nello stimare la loro posizione. 
Pertanto, la distribuzione sul territorio di postazioni fisse di cui si conoscono 
perfettamente le coordinate, consente di stimare gran parte degli errori sistematici 
compiuti dal sistema e di apportare le dovute correzioni. 
La correzione così calcolata viene trasmessa al ricevitore attraverso i satelliti 
delle telecomunicazioni. Dati l’elevata velocità dei satelliti e gli errori negli 
orologi, è necessario che le correzioni siano calcolate e aggiornate molto 
velocemente. 
Come mostrato in Tabella A.3, vengono completamente annullati gli errori 
dovuti direttamente ai satelliti (come effemeridi e orologi), si riducono 
notevolmente gli errori dovuti alla propagazione troposferica e ionosferica - anche 
se in misura minore all’aumentare della distanza dalla stazione di riferimento -, 
mentre permangono gli errori dovuti al rumore del ricevitore e al multipath. 
 
Tipo di errore GPS modalità 
normale 
GPS modalità differenziale (errori in base 
alla distanza dalla stazione) 
 (m) 0 mg (m) 100 mg (m) 1000 mg (m) 
Orologi satellite 3 0 0 0 
Effemeridi 3 0 ~0 1 
Ritardi 
ionosferici 
9 0 ~2 7 
Ritardi 
troposferici 
2 0 2 2 
Rumore 
ricevitore 
10 1 1 1 
Multipath 3 0 3 3 
Errore σ 
complessivo 
sulla distanza 
33 1 ~3 7 
Errore 2σ sulla 
posizione 
orizzontale 
(HDOP=1,5) 
100 3 10 21 
Tabella A.3: Errori residui nel sistema differenziale 
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Dato il sempre crescente numero di stazioni di riferimento, si è resa 
necessaria l’introduzione di apposite stazioni di controllo che raccolgono dati 
relativi ad una vasta zona circostante e che poi provvedono ad inviarli ai 
ricevitori. La zona coperta da tale zona prende il nome di Wide Area DGPS, nota 
anche come WAAS. 
Un’applicazione in cui il GPS differenziale ha consentito di fare notevoli 
passi avanti è l’atterraggio strumentale. 
Inoltre, grazie all’impiego del GPS differenziale, in applicazioni con un’area 
d’interesse ristretta è possibile ottenere precisioni dell’ordine del cm: tali 
applicazioni prendono il nome di posizionamenti a differenza di fase e trovano 
impiego soprattutto nelle osservazioni legate alla geodesia e nel controllo delle 
macchine, piuttosto che nella navigazione. La precisione di tale sistema è dovuta 
al confronto delle differenze di fase dei codici. 
A.5 Il sistema di riferimento 
La posizione che viene stabilita dal ricevitore GPS può essere espressa in 
differenti sistemi di misura. Il sistema di riferimento classico adottato è 
l’ellissoide WGS-84 (World Geodetic System 1984), di utilizzo internazionale, 
ottenuto ruotando un’ellisse attorno al suo asse minore (asse polare). 
Tale ellissoide differisce in maniera variabile dal contorno terrestre a causa 
del fatto che il Geoide, superficie ideale coincidente con il livello del mare, è 
irregolare e ondulato per effetto delle variazioni locali di densità e di distribuzione 
delle masse all’interno e sulla superficie terrestre. 
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Appendice B ELEMENTI DELLA 
MATRICE DELLA 
DINAMICA F 
Il calcolo dei coefficienti della matrice F prevede la linearizzazione delle 
equazioni di navigazione. Della matrice F, quadrata di ordine 12, si riportano solo 
i coefficienti diversi da zero. 
Indicando con i, jf  l’elemento della riga i – esima e colonna j – esima, si ha: 
 
( )
( )
V E
1,1 1,2 e
N E
1,3 1,4 E e 2
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Appendice C FILE MATLAB® 
% file per caricare le condizioni iniziali 
 
% angoli aerodinamici e componenti di velocità in assi corpo 
alpha_0=alb_0*180/pi;  % [deg] 
beta_0=0;   % [deg] 
Vxb_0=V_0*cos(alb_0);  % [m/s] 
Vyb_0=0;  % [m/s] 
Vzb_0=V_0*sin(alb_0);  % [m/s] 
V_body_0=[Vxb_0 Vyb_0 Vzb_0]'; 
 
% latitudine, longitudine, quota 
lambda_0=lat_0;                          % [rad], latitudine 
fi_0=lon_0;                               % [rad], longitudine 
%% h_0 é già nei dati del file pretest 
 
FI_0=0;                                   % [deg]              
TETA_0=te_0*180/pi;                      % [deg] 
PSI_0=0;                                  % [deg] 
 
% matrice di rotazione: 
body_to_vl=[cos(te_0)*cos(PSI_0)  sin(FI_0)*sin(te_0)*cos(PSI_0)-cos(FI_0)*sin(PSI_0) 
cos(FI_0)*sin(te_0)*cos(PSI_0)+sin(FI_0)*sin(PSI_0); 
cos(te_0)*sin(PSI_0)  sin(FI_0)*sin(te_0)*sin(PSI_0)+cos(FI_0)*cos(PSI_0) 
cos(FI_0)*sin(te_0)*sin(PSI_0)-sin(FI_0)*cos(PSI_0); 
sin(te_0)   sin(FI_0)*cos(te_0) cos(FI_0)*cos(te_0)]; 
 
% componenti di velocità in terna verticale locale 
V_tvl_0=body_to_vl*V_body_0; 
Vn_0=V_tvl_0(1);                         % [m/s] 
Ve_0=V_tvl_0(2);                         % [m/s] 
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Vv_0=V_tvl_0(3);                         % [m/s] 
 
% condizioni iniziali delle componenti del vento in terna verticale locale 
Wn_0=0;                                   % [m/s] 
We_0=0;                                   % [m/s] 
Wv_0=0;                                   % [m/s] 
% equazioni del sistema 
% xdot=Fx+Gu 
% z=Hx+v 
% u,v: errori gaussiani 
% Q: matrice delle covarianze di u 
% R: matrice delle covarianze di v 
 
% varianze degli errori sulle accelerazioni & velocità angolari 
var_ax=1e-5; 
var_ay=1e-5; 
var_az=1e-5; 
var_Pb=1e-6; 
var_Qb=1e-6; 
var_Rb=1e-6; 
 
% varianze sulle misure del GPS 
var_Vn=1; 
var_Ve=1; 
var_Vv=1; 
var_lambda=1e-13; 
var_phi=1e-13; 
var_h=25; 
 
x0=0; 
y0=0; 
z0=h_0; 
 
% componenti del vento da aggiungere nel blocco di simulazione SISTEMA AIR DATA 
u_gust=0;                 % [m/s] 
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v_gust=10;                 % [m/s] 
w_gust=10;                 % [m/s] 
 
% F: matrice della dinamica 
% la matrice F dipende dallo stato per cui viene calcolata direttamente in 
% simulink 
% vettore di stato: [Vn VE Vv lambda fi h FI TETA PSI Wn We Wv]' 
% lambda: latitudine 
% fi:     longitudine 
% FI:     angolo di eulero intorno all'asse x  
 
% Q: matrice delle covarianze degli errori sulle accelerazioni della 
% piattaforma inerziale 
Q=diag([var_ax var_ay var_az var_Pb var_Qb var_Rb]); 
 
% x=[Vn Ve Vv lambda fi h FI TETA PSI Wn We Wv]  
% y=[Vn Ve Vv lambda fi h FI TETA PSI Vn Ve Vv] 
 
% matrice delle uscite, H 
H=[eye(6) zeros(6);eye(3) zeros(3,6) eye(3)]; 
Ht=H'; 
 
%COVARIANZE DELLA MATRICE R CHE ORA VIENE CALCOLATA 
DINAMICAMENTE! 
var_R1=0.5; 
var_R2=0.5; 
var_R3=0.5; 
var_R4=0.5; 
var_R5=0.5; 
var_R6=0.5; 
 
% costanti   
Re=6.378e6;            % raggio terrestre [m] 
Rt=Re;                 % raggio terrestre [m], R=Re é un'approssimazione  
                       % sarebbe R=Re+h 
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omega_s=7.2722E-5;     % velocita angolare terrestre, già in [rad/s] 
g=9.81;                % accelerazione di gravità [m/s^2] 
cov_AD=1;              % covarianza dati aria in condiz affidabili 
 
% Definizione dei limiti sulle velocità angolari per i limiti su Pb Qb e Rb 
% equilibratore non è simmetrico: nz_min = -4, nz_max = 7.33 
% valori ottenuti con de=-25° e de=10° 
Qb_max=80;                                % [deg/s] 
Qb_min=-25;                               % [deg/s] 
 
% alettone 
% valori con da=+-30° 
Pb_max=180;                               % [deg/s] 
Pb_min=-180;                              % [deg/s] 
 
% rudder 
% valori con dr=+-30° 
Rb_max=65;                               % [deg/s] 
Rb_min=-65;                              % [deg/s]  
     
% variabili che devo definire comunque 
E_switch=1; 
E_start2=0; 
E_period2=0; 
E_ampl2=-0; 
A_start2=0; 
A_period2=0; 
A_ampl2=0;    
A_switch=1; 
R_start2=0; 
R_period2=0; 
R_ampl2=0; 
R_switch=1; 
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% variabili per mettere un gradino finito a cabrare seguito da un gradino 
% finito a picchiare 
% comando di equilibratore   
% E_switch=3; 
% E_start=8; 
% E_period=2.5; 
% E_ampl=-10; 
% E_start2=13; 
% E_period2=E_period; 
% E_ampl2=-E_ampl; 
%  
% comando di alettone  
% A_switch=3; 
% A_start=8; 
% A_period=1; 
% A_ampl=20; 
% A_start2=13; 
% A_period2=A_period; 
% A_ampl2=-A_ampl; 
 
% % comando di rudder 
R_switch=3; 
R_start=8; 
R_period=2.5; 
R_ampl=10; 
R_start2=13; 
R_period2=R_period; 
R_ampl2=-R_ampl; 
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