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Abstract
We show that every n n complex nonderogatory matrix is similar to a unique unit
upper Hessenberg Toeplitz matrix. The proof is constructive, and can be adapted to
nonderogatory matrices with entries in any field of characteristic zero or characteristic
greater than n. We also prove that every n n complex matrix with n6 4 is similar to a
Toeplitz matrix. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
The class of Toeplitz matrices is much studied, important within mathe-
matics as well as in a wide range of applications. Such matrices arise, for ex-
ample, in the theory of orthogonal polynomials, trigonometric moments, the
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design of stochastic filters, time series analysis, signal processing, and the
analysis of the stability and convergence of solutions to initial-boundary-value
problems for partial dierential equations [7,12,15,18,19,24].
Both the distribution of eigenvalues and the inverse eigenvalue problem for
Toeplitz matrices have received much attention (see for example,
[1,3,4,6,11,20–23]). The inverse eigenvalue question for real symmetric n n
Toeplitz matrices was posed in 1983 by Delsarte and Genin [6] and resolved by
them for n6 4; the general case was settled only recently by Landau [17].
Landau’s non-constructive proof uses topological degree theory to show that
any list of n real numbers can be realized as the spectrum of an n n real
symmetric Toeplitz matrix.
By asking whether every complex matrix is similar to a Toeplitz one, we
pose the inverse Jordan structure problem for Toeplitz matrices – which
Jordan forms can be realized by some Toeplitz matrix? It is well known that
every diagonalizable matrix is similar to a Toeplitz matrix, indeed to a
circulant matrix. This paper completely settles the question for the nonde-
rogatory case in a constructive fashion. More precisely, given an n n
complex nonderogatory matrix A, we construct the unique upper Hessenberg
Toeplitz matrix with ones on the subdiagonal that is similar to A. What
happens for more general matrices? In what might seem to be a replay of the
history of the inverse eigenvalue problem, we resolve the question when
n6 4, showing that every 4 4 (or smaller) matrix is similar to a Toeplitz
matrix. We also discuss some possible extensions and generalizations of these
results.
2. Notation and background results
Toeplitz matrices are characterized by having constant diagonal entries.
Formally, an n n complex matrix A is Toeplitz if there exist 2nÿ 1 complex
numbers aÿn1; . . . ; a0; . . . ; anÿ1 such that the ijth entry of A is ajÿi for
16 i; j6 n.
The set of all m n complex matrices will be denoted by MmnC, or just
MnC, when m  n. As usual, kA is the spectrum of the matrix A, and we
write A  B to signify that matrices A and B are similar.
The following result is well known [5, pp. 66–73], and provides a context in
which to view the results of this paper. We include a brief proof here for
completeness.
Theorem 1. Every diagonalizable matrix is similar to a Toeplitz matrix.
Proof. It suces to prove the result for diagonal matrices. Let Z be the cyclic
permutation matrix
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Z 
0 1
0 1
. .
. . .
.
0 1
1 0
0BBBB@
1CCCCA:
Then Z is similar to diag1;x;x2; . . . ;xnÿ1 where x is a primitive nth root of
unity. If D  diagd0; d1; . . . ; dnÿ1, then D is similar to a polynomial in Z.
Specifically, let pz be any polynomial such that pxi  di for 06 i6 nÿ 1,
e.g., one can take pz to be the Lagrange interpolating polynomial of degree
nÿ 1. Then D is similar to the Toeplitz (in fact, the circulant) matrix pZ. 
Recall that a matrix A is upper Hessenberg if all its entries below the first
subdiagonal are zero, i.e., aij  0 whenever i > j 1. Extending the standard
convention of referring to triangular matrices with ones on the main diagonal
as unit triangular matrices, we will refer to upper Hessenberg matrices with
ones on the first subdiagonal as unit upper Hessenberg matrices.
A matrix is said to be nonderogatory if all of its eigenspaces are one-di-
mensional. For the convenience of the reader, we briefly review in Proposition
1 some equivalent ways to characterize this class of matrices, beginning with a
well-known result used to demonstrate one of the equivalences.
Lemma 1. Let A 2 MmC, B 2 MnC be such that kA \ kB  ;. Then for
any C 2 MnmC,
A 0
0 B
 
 A 0
C B
 
:
Proof. Using a similarity by a matrix of the form
I 0
X I
 
; the result follows
immediately from basic properties of Sylvester equations [16, pp. 270,279]. 
Proposition 1. Let A 2 MnC. The following statements are equivalent:
(a) The matrix A is nonderogatory.
(b) In the Jordan form of A every eigenvalue of A appears in exactly one
Jordan block.
(c) The minimal and the characteristic polynomials of A coincide.
(d) The set of matrices that commute with A is the same as the set of poly-
nomials in A.
(e) The matrix A is similar to an upper Hessenberg matrix H with hij 6 0 for
i  j 1.
(f) The matrix A is similar to a unit upper Hessenberg matrix.
D.S. Mackey et al. / Linear Algebra and its Applications 297 (1999) 87–105 89
Proof. The equivalence of (a)–(c) follows immediately from the Jordan ca-
nonical form. The equivalence of (d) with (a)–(c) can also be deduced from the
Jordan canonical form, but requires a little more argument. For details see [15,
pp. 135–7] or [16, pp. 271–5]. To see that (b) ) (f) first observe that every
matrix in Jordan form is similar to its transpose, then use Lemma 1 repeatedly
to fill in the missing 1’s on the first subdiagonal. The implication (f) ) (e) is
trivial, so the proof will be complete once we establish that (e) ) (a).
To that end, observe that hij 6 0 for i  j 1 together with hij  0 for
i > j 1 implies that rankH ÿ kI is at least nÿ 1 for any k 2 C. Hence
rankAÿ kIP nÿ 1, and consequently the dimension of the kernel of Aÿ kI
cannot exceed 1. In other words, every eigenspace of A is one-dimensional, so
A is nonderogatory. 
We remark that upper Hessenberg matrices with the property that all entries
on the first subdiagonal are non-zero are sometimes called unreduced Hessen-
berg matrices. The equivalence between nonderogatory matrices and unre-
duced upper Hessenberg matrices is discussed in [10, pp. 367–369].
Since Toeplitz matrices are constant along diagonals, it will be natural and
useful to consider matrices from a diagonal perspective [2], that is, to view them
as sums of their diagonals. Following standard convention, the northwest–
southeast diagonals of a matrix will be numbered ÿnÿ 1; . . . ; 0; . . . ; nÿ 1,
starting from the lower left corner. For each integer i, let Di  MnC denote
the subspace of matrices whose non-zero entries are restricted to the ith di-
agonal:
Di  fA 2 MnC : ars  0 if sÿ r 6 ig: 1
Note that if jij > nÿ 1 then Di consists of just the zero matrix. It is now easy to
see that
A 2 Di and B 2 Dj ) AB 2 Dij: 2
It will also be useful to have a compact notation for the matrix obtained from a
given matrix A 2 MnC by filtering out all entries except those on the ith di-
agonal: Ai 2 Di is defined by
airs 
ars if sÿ r  i;
0 otherwise:

Now observe that any matrix A can be expressed as A Pi Ai, the sum of its
diagonals.
Remark 1. The property displayed in Eq. (2) shows that decomposing MnC
into the direct sum of the subspaces Di makes MnC into a Z-graded algebra.
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3. Existence of the Toeplitz canonical form
We prove our main theorem, that every non-derogatory matrix A is similar
to a Toeplitz matrix, by establishing a stronger result – every non-derogatory
matrix is similar to a unit upper Hessenberg Toeplitz matrix. Given the
uniqueness result of the next section, it is reasonable to refer to this as the
Toeplitz canonical form for a non-derogatory matrix.
The strategy for constructing this canonical form is simple and direct. Begin
with any unit upper Hessenberg matrix H similar to A. Then using similarities
by special unit upper triangular matrices, we can ‘‘fix’’ any selected diagonal of
H, making all the entries along this diagonal the same, while keeping the lower
diagonals unchanged. Working on one diagonal at a time in this manner, from
lower left to upper right, we can eventually transform H into a Toeplitz
matrix.
To carry out this strategy, we need some simple results about inverses of
these special triangular matrices and similarities of upper Hessenberg matrices,
viewed from the diagonal perspective referred to earlier.
Lemma 2. (a) Let P be any unit upper triangular matrix with non-zero entries on
at most two diagonals, i.e., P  I  P k for some k P 1. Then Pÿ1 can have non-
zero entries only on the ith diagonals where i  0; k; 2k; 3k; . . . < n.
(b) Suppose A is upper Hessenberg, and B  Pÿ1AP , where P  I  P k1 is
unit upper triangular with k P 0. Then B is upper Hessenberg, and agrees with A
up through the k ÿ 1th diagonal, i.e., B‘  A‘ for ‘6 k ÿ 1 . The kth diagonal
of B (the first that could differ from A) is given by
Bk  Ak  Aÿ1P k1 ÿ P k1Aÿ1:
Proof. (a) Pÿ1 can be obtained by using the well-known result
I  Nÿ1  I ÿ N  N 2 ÿ     ÿ1nÿ1Nnÿ1;
where N is any nilpotent. Since P kj 2 Dkj, it follows that Pÿ1 can have non-
zero entries only on diagonals with index jk for some j P 0.
(b) Using the result of part (a), we can expand B as
B  Pÿ1AP  I
(
ÿ P k1 
Xnÿ1
m2
 ÿ 1m P k1ÿ m)A I  P k1	
 A AP k1 ÿ P k1Aÿ P k1AP k1

Xnÿ1
m2
ÿ1m P k1ÿ mA I  P k1	:
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Since A is upper Hessenberg, we can write A  Aÿ1  A0      Anÿ1: Re-
call that if X 2 Di and Y 2 Dj, then XY 2 Dij. Thus we see that non-zero
contributions to B‘ for ‘6 k ÿ 1 can come only from A, the first term in this
expansion. Hence B‘  A‘ for ‘6 k ÿ 1:
Observe that the fourth and fifth terms can contribute only to diagonals with
index greater than or equal to 2k  1. Hence the kth diagonal of B is built from
just the first three terms:
Bk  Ak  AP k1ÿ k ÿ P k1Aÿ k
 Ak  Aÿ1P k1 ÿ P k1Aÿ1: 
We are now in a position to prove the main result of this paper.
Theorem 2. Every nonderogatory matrix in MnC is similar to a Toeplitz ma-
trix, in particular to a unit upper Hessenberg Toeplitz matrix.
Proof. Let A 2 MnC be nonderogatory. By Proposition 1, we may assume
without loss of generality that A is in unit upper Hessenberg form.
Now suppose P is a unit upper triangular matrix of the form P  I  P k1,
where 06 k6 nÿ 2 is any fixed integer, and consider the matrix B  Pÿ1AP .
We will show that for any unit upper Hessenberg A, it is always possible to
choose P k1 so that the entries on the kth diagonal of B are all equal. Recall
from Lemma 2(b) that B‘  A‘ for ‘6 k ÿ 1, so the similarity Pÿ1AP does not
disturb any of the previous diagonals of A. Thus by applying this result nÿ 1
times, starting at k  0 and working up to k  nÿ 2 one diagonal at a time, we
can transform any unit upper Hessenberg into a unit upper Hessenberg
Toeplitz matrix.
All that remains is to see how to choose P k1 to achieve this goal. From
Lemma 2(b) we have
Bk  Ak  Aÿ1P k1 ÿ P k1Aÿ1; 3
where Aÿ1 is the fixed nilpotent matrix
Aÿ1  N 
0
1 0
1 . .
.
. .
. . .
.
1 0
0BBBBB@
1CCCCCA: 4
Since P k1 2 Dk1 can be chosen arbitrarily, we view it as an unknown X and
analyze Eq. (3) by studying the Sylvester operator
S : Dk1 ! Dk
X 7!NX ÿ XN :
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Eq. (3) then becomes Bk  Ak SP k1, so characterizing the range of S
will show which kth diagonals Bk can be realized. Closely related questions
have been addressed in [8], and we follow a similar approach here.
Consider the standard inner product defined on MnC by
hA;Bi  traceABH, where BH denotes the conjugate transpose of B. By re-
striction this induces inner products on the subspaces Dk1 and Dk. With respect
to these inner products, there is a well-defined adjoint map S : Dk ! Dk1
such that hSX ; Y i  hX ;SY i for all X 2 Dk1 and Y 2 Dk. It is straight-
forward to check that SY   NHY ÿ YN H  N TY ÿ YN T. Now since
rangeS  kerS?, we may express Dk as the orthogonal direct sum
Dk  kerS  rangeS; 5
and compute rangeS by first finding kerS. But S is just the restriction to Dk
of the map
eS : MnC ! MnC
Y 7!NTY ÿ YN T:
Now the kernel of eS is well known [9,16], and can be found by direct com-
putation, or, since N T is nonderogatory, by invoking Proposition 1(d):
ker eS  fn n upper triangular Toeplitz matricesg:
Thus we have
kerS  Dk \ ker eS  fT 2 Dk : T is Toeplitzg;
and hence
rangeS  kerS?
 fR 2 Dk : the sum of all the entries of R is zerog:
Now we can see how to construct P k1. From Eq. (5) we know that Ak can be
uniquely decomposed as a sum Ak  T  R; where T 2 kerS, and
R 2 rangeS. These components T and R are easily computed. Let a be the
average of the entries on the kth diagonal of Ak. Then T 2 Dk is the Toeplitz
matrix with all a’s on the kth diagonal, and R  Ak ÿ T . Now let P k1 be the
unique matrix in Dk1 such that SP k1  ÿR. Again this is easily computed,
since the matrix equation SX   ÿR reduces to a linear system of (scalar)
equations that can be solved immediately by back-substitution. With this P k1
we have
Bk  Ak SP k1  T
is Toeplitz, and the proof is complete. 
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3.1. Extension to other fields
With some small modifications, the proof given above applies to nonde-
rogatory matrices with entries in almost any field. Specifically, if F is any
field of characteristic zero or characteristic greater than n, then any nonde-
rogatory A 2 MnF  is similar to a unit upper Hessenberg Toeplitz matrix in
MnF .
Let us recall the main steps in the proof and briefly indicate where modifi-
cations are needed to accommodate F. The first step is to find some unit upper
Hessenberg matrix similar to A; this was achieved in Proposition 1 for complex
matrices via the Jordan canonical form. For matrices over an arbitrary field the
Jordan form is unavailable. However, a characterization of nonderogatory
matrices that plays a key role in the development of the rational canonical form
[14, pp. 227–237] provides a suitable replacement: A is nonderogatory if and
only if A has a cyclic vector, equivalently, if and only if A is similar to the
companion matrix of its characteristic polynomial. This companion matrix is
then the desired unit upper Hessenberg matrix, and the proof now proceeds
exactly as before, until we reach the matrix equation Bk  Ak SP k1.
The analysis of this equation can no longer rest on properties of inner products
and adjoint operators, but fortunately a more concrete approach is still fea-
sible. Viewing this matrix equation as a linear system of scalar equations shows
that a Toeplitz diagonal Bk can always be obtained, provided that division by
the numbers 2; 3; . . . ; n is always possible in F. This is where the condition on
the characteristic of F originates, and simple counter examples can be fash-
ioned to show that it cannot be relaxed.
Indeed, for any field F of characteristic p > 0 and any integer n P p, there
exists a nonderogatory matrix in MnF  that is not similar to any unit upper
Hessenberg Toeplitz matrix in MnF . A specific example of such a matrix is
given by the following. Let N be the nilpotent matrix displayed in Eq. (4), and
let Eij denote the matrix with zeroes everywhere except for one in the ijth
position. Also let kp be the largest multiple of p less than or equal to n. Then
B  N  Ekp;n 2 MnF  is nonderogatory since it is the companion matrix of
the polynomial xn ÿ xkpÿ1. But, using Lemma 4 of the next section (which is
valid in an arbitrary field), one can show that no unit upper Hessenberg
Toeplitz matrix in MnF  can have xn ÿ xkpÿ1 as its characteristic polynomial.
Thus B cannot be similar to any unit upper Hessenberg Toeplitz matrix in
MnF .
4. Uniqueness of the Toeplitz canonical form
We first establish a recurrence relation for the characteristic polynomials of
unit upper Hessenberg Toeplitz matrices.
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Lemma 3. Let p0x  1, and pnx  detxI ÿ Tn, where
Tn 
a1 a2 . . . anÿ1 an
1 a1 . .
. . .
.
anÿ1
0 . .
. . .
. . .
. ..
.
..
. . .
. . .
. . .
.
a2
0 . . . 0 1 a1
0BBBBBB@
1CCCCCCA; n  1; 2; . . .
Then
pnx  xpnÿ1x ÿ
Xn
i1
aipnÿix; n  1; 2; . . . 6
Proof. If we expand pnx  detxI ÿ Tn recursively by the first column, then at
the mth stage we encounter the determinant qm;nx given by
qm;nx 
ÿam ÿ am1 ÿ am2 . . . . . . ÿ an
ÿ1 xÿ a1 ÿ a2 . . . . . . ÿ anÿm
0 ÿ 1 xÿ a1 . .
. . .
. ÿ anÿmÿ1
..
. . .
. . .
. . .
. . .
. ..
.
0 . .
. . .
. ÿ 1 xÿ a1 ÿ a2
0 . . . . . . 0 ÿ 1 xÿ a1


:
Expanding qm;nx by the first column gives
qm;nx  ÿampnÿmx  qm1;nx
and iterating this formula yields
qm;nx  ÿ ampnÿmx ÿ am1pnÿmÿ1x  qm2;nx
..
.
 ÿ ampnÿmx ÿ am1pnÿmÿ1x ÿ    ÿ anÿ2p2x  qnÿ1;nx:
Since
qnÿ1;nx  ÿanÿ1 ÿ anÿ1 xÿ a1
   ÿanÿ1xÿ a1 ÿ an  ÿanÿ1p1x ÿ anp0x;
we obtain that
qm;nx  ÿ
Xn
im
aipnÿix:
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In particular,
q2;n  ÿ
Xn
i2
aipnÿix:
Now we expand pnx by its first column. This gives us
pnx  xÿ a1pnÿ1x  q2;nx  xpnÿ1x ÿ
Xn
i1
aipnÿix
and the lemma is proved. 
The recurrence relation given in Eq. (6) enables us to establish several useful
facts about the coecients of the characteristic polynomial pnx in terms of the
entries of Tn. If we write
pnx  xn  cn1xnÿ1  cn2xnÿ2      cn;nÿ1x cn;n 7
then each coecient cni is a priori a polynomial involving all the n complex
variables a1; a2; . . . ; an. We now show that in fact, cni involves just the first i
variables a1; a2; . . . ; ai, and depends linearly on ai.
Lemma 4. If cni are the coefficients of the characteristic polynomial pnx as in
(7), then
cni  ÿna1 if i  1;ÿnÿ i 1ai  dnia1; a2; . . . ; aiÿ1 if 26 i6 n;

8
where dnia1; a2; . . . ; aiÿ1 is a polynomial in a1; a2; . . . ; aiÿ1.
Proof. The proof is by induction on n, the degree of the polynomial pnx.
Base case: When n  1,
p1x  detxI ÿ T1  xÿ a1;
hence c11  ÿa1 and (8) holds. For n  2, we have
p2x  detxI ÿ T2  xÿ a1 ÿ a2ÿ1 xÿ a1
   x2 ÿ 2a1x ÿa2  a21;
which gives c21  ÿ2a1 and c22  ÿa2  a21. With d22a1  a21, we see that (8)
holds for n  2.
Inductive step: Assume cki satisfies (8) for each k6 nÿ 1 and 16 i6 k. We
show that (8) remains valid when k  n as well.
From the recurrence relation for pnx established in Lemma 3 we have
pnx  xpnÿ1x ÿ fa1pnÿ1x  a2pnÿ2x      anÿ1p1x  ang: 9
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Equating the coecients of xnÿ1 on both sides of Eq. (9), and using the notation
of Eq. (7) we get
cn1  cnÿ1;1 ÿ a1
 ÿ nÿ 1a1 ÿ a1 by the induction hypothesis
 ÿ na1
as required. Letting 26 i6 n, we turn our attention to cni, the coecient of xnÿi
in pnx. Which terms on the right-hand side of (9) contribute to xnÿi? Since
pkx is of degree k, such contributions can only come from
xpnÿ1x ÿ fa1pnÿ1x  a2pnÿ2x      aiÿ1pnÿi1x  aipnÿixg:
Equating the coecients of xnÿi on both sides of (9) gives
cni  cnÿ1;i ÿ fa1cnÿ1;iÿ1  a2cnÿ2;iÿ2      aiÿ1cnÿi1;1  aig
 fcnÿ1;i ÿ aig ÿ fa1cnÿ1;iÿ1  a2cnÿ2;iÿ2      aiÿ1cnÿi1;1g
 fXg ÿ fY g:
Applying the inductive hypothesis to
cnÿ1;iÿ1; cnÿ2;iÿ2; . . . ; cnÿi1;1
we conclude that Y is a polynomial in the variables a1; a2; . . . ; aiÿ1. Let us
denote this polynomial by dnia1; a2; . . . ; aiÿ1.
Applying the inductive hypothesis to cnÿ1;i gives
X  cnÿ1;i ÿ ai  ÿ n ÿ 1 ÿ i 1ai ÿ ai  ÿnÿ i 1ai:
Putting these facts together gives
cni  ÿnÿ i 1ai  dnia1; a2; . . . ; aiÿ1; for i  2; . . . ; n;
as desired. 
With Lemma 4 in hand, we are now able to prove uniqueness of the Toeplitz
canonical form.
Theorem 3. Every nonderogatory matrix in MnC is similar to a unique unit
upper Hessenberg Toeplitz matrix.
Proof. In light of Theorem 2 it suces to show that if two unit upper Hes-
senberg Toeplitz matrices are similar, then they are equal. So let
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A 
a1 a2 . . . anÿ1 an
1 a1 . .
. . .
.
anÿ1
0 . .
. . .
. . .
. ..
.
..
. . .
. . .
. . .
.
a2
0 . . . 0 1 a1
0BBBBBB@
1CCCCCCA;
B 
b1 b2 . . . bnÿ1 bn
1 b1 . .
. . .
.
bnÿ1
0 . .
. . .
. . .
. ..
.
..
. . .
. . .
. . .
.
b2
0 . . . 0 1 b1
0BBBBBB@
1CCCCCCA;
and suppose that A  B. Then the characteristic polynomials of A and B must
be the same. Equating their corresponding coecients and using Lemma 4 we
see that
ÿna1  ÿnb1; 10
and for 26 k6 n,
ÿ nÿ k  1ak  dnka1; a2; . . . ; akÿ1
 ÿnÿ k  1bk  dnkb1; b2; . . . ; bkÿ1: 11
It is now easy to see that ak  bk for 16 k6 n by induction on k. Clearly
Eq. (10) implies a1  b1. Using the induction hypothesis, Eq. (11) simplifies to
ÿnÿ k  1ak  ÿnÿ k  1bk. Since k6 n, we have nÿ k  1 6 0, and
hence ak  bk. 
Remark 2. The proofs of Lemmas 3 and 4 are valid for nonderogatory ma-
trices over an arbitrary field F. The proof of Theorem 3 remains valid for any
field up to the very last line: there we need nÿ k  1 to be non-zero for
16 k6 n, or equivalently, the numbers 1; 2; . . . ; n must be non-zero in F. Thus
the need to restrict the characteristic of F to either zero or greater than n is
again made apparent.
Remark 3. The arguments in this section can be modified to give an alternative
proof of the existence of the unit upper Hessenberg Toeplitz canonical form for
nonderogatory matrices.
5. Similarity to Toeplitz: general case
For general matrices, we can answer the question posed in the title only for
small n. We present our results here, showing that all 4 4 (or smaller) com-
plex matrices are similar to Toeplitz matrices.
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Theorem 4. Every A 2 MnC with n6 4 is similar to a Toeplitz matrix.
Proof. We consider the cases n  2; 3; 4 in turn.
n  2: The Jordan form of a 2 2 matrix can be one of the three types:
a 1
0 a
 
;
a 0
0 a
 
; and
a 0
0 b
 
; a 6 b:
Thus A is either diagonalizable or nonderogatory, and the result follows from
Theorems 1 and 2.
n  3: Let A be a 3 3 matrix. When jkAj  3 or jkAj  2, the matrix A
is either diagonalizable or nonderogatory, so the result follows from Theorem 1
or Theorem 2. It only remains to consider the case when jkAj  1. In this case
the Jordan form of A can be written as aI  N , where a 2 C and N is one of the
following three nilpotent matrices:
N1 
0 0 0
0 0 0
0 0 0
0B@
1CA; N2  0 1 00 0 1
0 0 0
0B@
1CA; or N3  0 1 00 0 0
0 0 0
0B@
1CA:
Since N0 and N1 are Toeplitz, we turn our attention to N3. A calculation shows
that
S 
1 0 0
0 0 1
0 1 0
0@ 1A ) SN3Sÿ1  0 0 10 0 0
0 0 0
0@ 1A;
which is clearly a Toeplitz matrix. This completes the proof when n  3.
n  4: Not surprisingly, this is a bit more involved. Once again we distin-
guish several cases, depending on the cardinality of kA, and focus our at-
tention on those similarity classes not covered by either Theorem 1 or 2.
When jkAj  4 the matrix A is diagonalizable (as well as nonderogatory).
If jkAj  3, say kA  fa; b; cg, then there are just two dierent Jordan
forms:
E1 
a
a
b
c
0BB@
1CCA and E2 
a 1
a
b
c
0BB@
1CCA:
So clearly, A is either diagonalizable or nonderogatory.
Consider next the case jkAj  2, say kA  fa; bg. Then A is similar to one
of the following Jordan matrices:
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E3 
a
b
b
b
0BBB@
1CCCA; E5 
a
b 1
b 1
b
0BBB@
1CCCA; E7 
a
b 1
b
b
0BBB@
1CCCA;
E4 
a
a
b
b
0BBB@
1CCCA; E6 
a 1
a
b 1
b
0BBB@
1CCCA; E8 
a 1
a
b
b
0BBB@
1CCCA:
Clearly, E3 and E4 are diagonal matrices, E5 and E6 are nonderogatory, so it
only remains to consider the situations when A  E7 or A  E8. Let
eT7 
4 2i 4 4i 3 6i 1 8i
4 4 2i 4 4i 3 6i
4 4 4 2i 4 4i
0 4 4 4 2i
0BB@
1CCA: 12
We will show that E7 is similar to a Toeplitz matrix obtained by scaling and
shifting eT7. First, a similarity by the invertible matrix
S7 
16 24 8i 24 16i 20 28i
0 ÿ 6 16i 10ÿ 16i 2 i
16 ÿ 8ÿ 8i ÿ 8 ÿ 4ÿ 4i
ÿ16 8 40i 8ÿ 32i 20 4i
0BB@
1CCA
reveals the Jordan structure of eT7:
S7eT7Sÿ17 
16 8i
0 1
0
0
0BB@
1CCA:
Next, a suitable scaling and shift produces a matrix that is clearly similar to E7:
aÿ b
16 8i S7
eT7Sÿ17  bI 
a
b aÿb
168i
b
b
0BBBB@
1CCCCA:
Finally, a diagonal similarity by D  diag1; 16 8i; aÿ b; 1, makes the 2; 3
entry equal to 1. Thus
E7  D aÿ b
16 8i S7
eT7Sÿ17  bIDÿ1  DS7 aÿ b16 8i eT7

 bI

Sÿ17 D
ÿ1;
so that E7 is similar to the Toeplitz matrix T7  aÿ b=16 8ieT7  bI .
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The situation when A  E8 can be handled in an analogous manner. Starting
with the Toeplitz matrix eT8 and the invertible matrix S8 given by
eT8 
10 8 1 ÿ 10
8 10 8 1
4 8 10 8
0 4 8 10
0BBB@
1CCCA; S8 
0 6 12 15
96 96 48 ÿ 48
96 ÿ 424 608 ÿ 348
ÿ96 488 ÿ 736 444
0BBB@
1CCCA;
one can check that
S8eT8Sÿ18 
20 1
20
0
0
0BB@
1CCA:
Hence a suitable scaling and shift of eT8 yields a Toeplitz matrix T8 that is
similar to E8.
We now turn our attention to the final case, jkAj  1. Let kA  fag, so
that A  aI M where M is nilpotent. Clearly, it suces to show that M is
similar to a Toeplitz matrix. By inspection we see there are just five possibilities
for the Jordan form of M:
M1 
0
0
0
0
0BB@
1CCA and M2 
0 1
0 1
0 1
0
0BB@
1CCA
that are already Toeplitz, and
M3 
0 1
0
0
0
0BBB@
1CCCA; M4 
0 1
0
0 1
0
0BBB@
1CCCA; M5 
0 1
0 1
0
0
0BBB@
1CCCA:
Observe that M3 and M4 are both similar to Toeplitz matrices via permutation
similarities:
M3 
0 1
0
0
0
0BB@
1CCA; M4 
0 1
0 1
0
0
0BB@
1CCA:
Finally, a computation shows that if we let
T5 
0 ÿ 2i 2 ÿ 1 2i
4 0 ÿ 2i 2
8 4 0 ÿ 2i
16 8i 8 4 0
0BB@
1CCA
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and
S5 
0 2ÿ 2i ÿ 1 i 0
0 ÿ 4 4i ÿ 4ÿ 4i 6ÿ 2i
64 32ÿ 32i 32 ÿ 16 16i
ÿ64 ÿ 32ÿ 96i ÿ 160 80ÿ 16i
0BB@
1CCA;
then S5T5Sÿ15  M5, and the proof is complete. 
Remark 4. The matrices T5, eT7, and eT8 were constructed by straightforward,
but somewhat lengthy calculations. Starting with a generic 4 4 Toeplitz
matrix T, it is possible in these particular cases to force the desired Jordan form
on T simply by imposing conditions on the rank of T and on the coecients of
the characteristic polynomial of T. These conditions lead to equations con-
straining the entries of T, from which a parametrized family of Toeplitz ma-
trices with the desired Jordan form can be generated. The particular matrices
T5, eT7, and eT8 are just convenient members of these families.
6. Beyond n  4, and other extensions
Theorem 2 asserts that every nonderogatory matrix A is similar to some unit
upper Hessenberg Toeplitz matrix. It is natural to wonder whether this result
might be generalized to some class of ‘‘almost nonderogatory’’ matrices. In
particular, one might consider classes of matrices defined by relaxing either
condition (b) or (c) of Proposition 1. The former leads to the class of matrices
whose eigenvalues have geometric multiplicity no larger than 2; equivalently,
every eigenvalue appears in at most two Jordan blocks. Relaxing condition (c),
on the other hand, gives rise to a slightly dierent class of matrices, those
whose minimal and characteristic polynomials dier in degree by at most one.
One might conjecture that if a matrix A belongs to one of these two classes,
then A would be similar to some Toeplitz matrix with all zero entries below the
second subdiagonal. Unfortunately, the following example shows that Theorem
2 cannot be extended in this way to either of these classes of almost nonde-
rogatory matrices.
Example 1. Recall the nilpotent matrix
M 
0 1
0 1
0
0
0BB@
1CCA
encountered in the previous section. Clearly, its characteristic polynomial is
pk  k4, its minimal polynomial is mk  k3, and its only eigenvalue k  0
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appears in two Jordan blocks. Therefore, M is ‘‘almost nonderogatory’’ in both
senses, and belongs to each of the aforementioned classes.
In Section 5 we displayed a Toeplitz matrix (T5) similar to M. Notice that T5
has non-zero entries on every diagonal except the main diagonal (any Toeplitz
nilpotent must have zeroes on the main diagonal). Now if either of the two
conjectured generalizations of Theorem 2 were true, then M would also be
similar to a Toeplitz matrix of the form
T 
0 b c d
a 0 b c
1 a 0 b
0 1 a 0
0BB@
1CCA:
(Because ‘‘scaling’’ similarities Dÿ1TD with matrices of the form
D  diagr; r2; . . . ; rn preserve Toeplitz structure, we may assume without loss
of generality that the lowest non-zero diagonal of T consists of all ones.) Since
M3  0, we must have T 3  0. A calculation shows that
T 3 
2da ca2  b2 a2d  3bc 2b2a bd  4bca c2 2dba 2dc c2a b3
3ca 2a2b 2b2  2ca2  da 2bc 3b2a a2d bd  4bca c2
4ba c 3a2b 2ca d 2b2  2ca2  da a2d  3bc 2b2a
a3  b 4ba c 3ca 2a2b 2da ca2  b2
0BB@
1CCA:
Successively setting the 4; 1, 3; 1, and 3; 2 entries of T 3 to zero gives us the
conditions b  ÿa3, c  4a4, and d  ÿ5a5. Substituting into the 3; 3 entry of
T 3 we get
0  2b2  2ca2  da  2a6  8a6 ÿ 5a6  5a6:
Thus a  0 and hence, b  c  d  0. So the matrix T must have the form
T 
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
0BB@
1CCA:
But now T 2  0, whereas M2 6 0, so T cannot be similar to M, and the con-
jectures are both seen to be false.
Remark 5. The matrix M illustrates another important point. M is a real
matrix, but it can be shown (as a corollary of the calculation outlined in Re-
mark 3) that M is not similar to any real Toeplitz matrix. This is in contrast to
the situation for real nonderogatory matrices, which are each guaranteed to be
similar to some real Toeplitz matrix (see Section 3.1).
In spite of the failure of both conjectured generalizations of Theorem 2, it
may still be possible to establish some useful Toeplitz structure theory for
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derogatory matrices. It is apparent, though, that Theorems 1 and 2 by them-
selves will not be sucient to handle all large matrices. Already for n  4 we
are forced to deal with several instances when neither theorem applies: the
Toeplitz matrices T5; T7 and T8 to which M5;E7, and E8 are similar were found
only after lengthy, albeit systematic calculations. Further computations in the
same vein show that many 5 5 matrices, including all nilpotent ones, are
similar to Toeplitz matrices. Although we have not found any 5 5 matrix that
fails to be similar to a Toeplitz matrix, neither have we ruled out the possibility
that such a counterexample exists.
Going far beyond n  4, it is interesting to note that Theorem 4 does not
extend to infinite dimensional Hilbert spaces. In this setting it is well known
that the only compact Toeplitz operator is the zero operator [13, p. 137]. But
the set of compact operators is a two-sided ideal in the algebra of bounded
linear operators on a Hilbert space [13, p. 85], so every operator similar to a
compact operator must itself be compact. Consequently, no non-zero compact
operator can be similar to a Toeplitz operator.
7. Conclusion
In this paper we have established a new Toeplitz canonical form for a large
class of matrices – the nonderogatory matrices. Specifically, we have shown
that every complex nonderogatory matrix is similar to a unique unit upper
Hessenberg Toeplitz matrix. This is a first step towards solving the inverse
Jordan structure problem for Toeplitz matrices – which Jordan canonical
forms can be realized by some Toeplitz matrix? Put more simply, is every
matrix similar to a Toeplitz matrix? The answer is yes for all 4 4 and smaller
matrices, but the general question remains open.
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