Abstract-We present a flexible stochastic model for a class of cooperative wireless relay networks, in which the relay processing functionality is not known at the destination. In addressing this problem, we develop efficient algorithms to perform relay identification in a wireless relay network. We first construct a statistical model based on a representation of the system using Gaussian processes (GPs) in a nonstandard manner due to the way we treat the imperfect channel-state information. We then formulate the estimation problem to perform system identification, taking into account complexity and computational efficiency. Next, we develop a set of three algorithms to solve the identification problem, each of decreasing complexity, trading off the estimation bias for computational efficiency. The joint optimization problem is tackled through a Bayesian framework using the iterated conditioning on the modes (ICM) methodology. We develop a lower bound and several suboptimal computationally efficient solutions to the identification problem for comparison. We illustrate the estimation performance of our methodology for a range of widely used relay functionalities. The relative total error attained by our algorithm compared to the lower bound is found to be at worst 9% for low signal-to-noise ratio values under all functions considered. The effect of the relay functional estimation error is also studied through BER simulations and is shown to be less than 2 dB worse than the lower bound.
I. INTRODUCTION TO RELAY SYSTEM IDENTIFICATION

C
OOPERATIVE communications systems have been proposed to exploit the spatial diversity gains inherent in multiuser wireless systems without the need of multiple antennas at each node [1] , [2] . This is achieved by having the users relay each others' messages and, thus, forming multiple transmission paths to the destination. Simply put, such a system broadcasts a signal from a transmitter at the source through a wireless channel. The signal is then received by each relay node, and a relay strategy is applied before the signal is retransmitted to the destination. A number of relay strategies have been studied in the literature [2] , [3] . The relay function can be optimized for different design objectives [4] , [5] . For example, in the estimate-and-forward (EF) scheme, in the case of binary phase-shift keying signaling, the optimal relay function is the hyperbolic tangent [6] . This relay function choice is optimal in this case, because it has been shown to minimize the mean square error at the relay [5] . Other criteria for which the optimal relay function is nonlinear include capacity maximization [6] , minimum error probability at the receiver [7] , [8] , signal-tonoise (SNR) maximization [5] , and rate maximization [9] .
In general, the system identification problem may arise in several ways; see [10] - [12] and the references therein. For example, in an ad hoc or sensor network, it is possible that the destination does not have a priori knowledge of the relay functionality utilized by each of the relays in the system [13] . Alternative scenarios in which this problem may arise include networks that can adapt or cognitively learn suitable relay transmission functionality to optimize quality-of-service constraints such as capacity, throughput, bit error rate, and transmission power [14] . These relay functions can be static in time, or in more advanced relay systems, they may adapt over time, reacting and updating the transformations applied to the received signals before retransmission to account for timevarying channel characteristics.
Therefore, in all these scenarios, for the destination to perform detection of the data symbols, it first needs to perform estimation of the relay functionality. This problem is challenging due to the uncertain functional form of each relays processing on the received signal. To address this problem, we introduce a class of semiparametric modeling procedures based on Gaussian processes (GPs), which are particularly designed to solve the identification problem.
GPs define a family of stochastic processes that allow us to undertake flexible semiparametric modeling of causal relationships without a priori specification of the structure of the causal relationship. That is, we may utilize a GP regression model as a flexible family of regression models in which the relationship between the predictors (independent variables) and the responses (dependent variables) is not specified in advance. Instead, this relationship and the parameters of this semiparametric model are jointly learned from the observed data. This is ideal in the context of system identification, where there is potential for highly nonlinear relay function transformations. In this context, additional complications arise due to uncertain inputs to the relay function from the stochastic channel and 0018-9545/$31.00 © 2012 IEEE thermal noise. In the stochastic model that we develop, we define a distribution over a function space, corresponding to the class of continuous smooth functions f (·) ∈ C, which accounts for the uncertainty in the relay function. As discussed in the tutorials in [15] and [16] , the GP literature has been well established in spatial and temporal modeling since the works in [17] . A few examples that include the successful development of GP models in engineering are multiuser receiver design [18] , [19] , channel equalization and decoding [20] , speech enhancement [21] , source separation [22] , forecasting of nonlinear dynamic systems [23] , system identification of dynamical systems [24] , and nonlinear identification and equalization and the separation of signals [25] .
A. Contributions, Outline, and Notation
The main contributions of this paper are listed as follows.
• We propose a stochastic model for the problem of relay identification based on a flexible semiparametric GP prior on the functional form of the relay processing functionality.
• We develop a formulation of this stochastic model under a sequential Bayesian estimation framework. In doing so, we present the following three estimation scenarios and a comparative lower bound on their performance in order of complexity.
1) The first solution involves the optimal identification of the unknown relay function after integration of the nuisance parameters. We explain how this solution is computationally expensive for online solutions.
2) The second solution involves an efficient although suboptimal algorithm. This solution is based on utilizing knowledge of pilot symbols in each transmission frame, zero forcing (ZF) of the relay noise, and imperfect channel-state information (CSI).
3) The third solution is based on the same assumptions as the second solution, but under perfect CSI. • Finally, we develop an estimation procedure based on maximum a posteriori (MAP) estimation jointly for the unknown relay function and unknown model parameters achieved through an adoption of the iterated conditioning on the modes (ICM) methodology in [26] to the GP stochastic models developed. Outline: This paper is organized as follows. In Section III, we introduce a stochastic system model for the wireless relay system and the associated Bayesian model. In Section IV, we present the optimal identification algorithm. In Section V, we present a low-complexity suboptimal algorithm. Section VI presents the results and analysis, and conclusions are provided in Section VII.
Notation: The following notation is used throughout. Random variables are denoted by uppercase letters, and their realizations are denoted by lowercase letters. In addition, bold letters will be used to denote a vector or matrix quantity, upper subscripts refer to relay node indices, and lower subscripts refer to the element of a vector or matrix.
II. BACKGROUND ON GAUSSIAN PROCESSES
In this section, we present a brief outline on the statistical background for GPs. A realization of a random function from a GP can be simplistically considered the analog of an infinite-dimensional Gaussian random vector, in which each component of the vector corresponds to a point of evaluation of the unknown random function. Therefore, analogous to the multivariate Gaussian random vector, the infinite-dimensional GP prior is sufficiently characterized by a mean function and a covariance function. The covariance function must carefully be specified to ensure that finite realizations of the process appropriately correspond to multivariate Gaussian random vectors.
The main idea behind utilizing a GP is to work with the unknown relay functions without parameterizing this function. Instead, we directly place a GP prior on the space of functions that we wish to consider in the system identification. The probabilistic nature of the GP model allows us to define the space of admissible functions that relate inputs to outputs by simply specifying the mean and covariance functions of the process. For an introduction to GPs, see [15] , [27] , and [28] .
Definition 1 [15] : A GP is a collection of random variables, any finite number of which has a joint Gaussian distribution.
Furthermore, a GP is completely specified by the equivalent of sufficient statistics for a process, in this example, a mean function, denoted m(x; θ) and parameterized by θ, and a covariance function, denoted C(x, x ; Ψ), and parameterized by Ψ [15] .
In the context of system identification, we formulate the problem as a semiparametric regression model. In particular, we encode our a priori belief in the functional form of the relay transform in terms of a prior distribution on a function space through a GP, denoted by the following prior:
Formally, this prior model ensures that, for any finite set of predictor values or inputs to the unknown regression function {r t } t=1:T , the corresponding random vector for the function at these points given by f 1:T = [f (r 1 ), . . . , f(r T )] is distributed according to the following multivariate Gaussian distribution:
. Therefore, we see that the covariance matrix, constructed from the kernel covariance function, measures the similarity between pairs of function values. Therefore, as discussed in [29] , the elegance of a GP framework is that the properties of the unknown function to be estimated are directly expressed in terms of the covariance function rather than implicitly through basis functions such as in a basis expansion model. To summarize this concept, we first consider two scalar inputs, denoted by R i (t) and R j (t), separated by a distance of
Note that because we draw different realizations from the GP for function realizations at these points, f (R i (t)) and f (R j (t)), we will get different fluctuations, depending on the function drawn. The degree to which this fluctuation in the values drawn occurs is directly affected by the choice of the kernel. 
III. SYSTEM MODEL AND RELAY IDENTIFICATION
We introduce the system model and a Bayesian model for inference on the system model parameters, as depicted in Fig. 1 . We will generically denote the frame index for the tth frame using t ∈ {1, . . . , T }. All the channels are stochastically modeled, where we do not know a priori the realized channel coefficient values. Instead, we consider imperfect CSI, in which we assume known statistics of the distribution of the channel coefficients.
A. System Model and Assumptions
We have the following assumptions. 1) Assume a wireless relay network with a single source node, transmitting sequences of K pilot symbols per frame. We will denote this set of pilot symbols for frame t as s = s 1:K . These symbols are transmitted from a source to a single destination through L relay nodes. 2) There are L relays that cannot receive and transmit on the same time slot and on the same frequency band. We thus consider a half-duplex system model in which the data transmission is divided into two steps. In the first step, the source node broadcasts a code word s from the codebook to all the L relay nodes. In the second step, the relay nodes then transmit their signals to the destination node on orthogonal noninterfering channels. We assume that all channels are independent, with a coherence interval larger than the codeword length K. 3) Assume a general model for the CSI in which the estimates that were formed from the unknown realized channel coefficients for each relay link are known at the receiver i.e., imperfect CSI. This involves an assumption with regard to the channel coefficients as follows.
• From the source to the relay, L independent and identically distributed (i.i.d.) channels are parameterized by
, where F (·) is the distribution of the channel coefficients and the estimated channel h (l) .
• From the relay to the destination, L i.i.d. channels are parameterized by
, where F (·) is the distribution of the channel coefficients and the estimated channel g (l) .
4) The received signal at the lth relay is a random vector that is given by
where H (l) is the channel coefficient (scalar random variable) between the transmitter and the lth relay, s is the transmitted codeword, and W (l) is the noise realization (vector random variable) that is associated with the relay. 5) The transformation (relay function) of the received signal R (l) , which is performed by the lth relay, is assumed unknown. The unknown system model at each relay node l will be modeled by a distribution over a function space as specified by a GP prior
Here, f (l) (·) is defined to be the random vector function (relay function). A realization of this random vector function will be denoted by
, which is evaluated for the received signal at the lth relay. The distribution of possible functions to be considered is controlled by the GP mean function μ
. We denote time-series observations of the function evaluation at the lth relay as
6) To ensure a parsimonious and estimable statistical model, particularly when L is large, we assume that all relay functions will have the same class of mean and covariance functions. 7) We consider the following model structure for the relay functionality.
• The choice of mean function considered will be restricted to linear constants and trend models of the form μ
k . This assumption is consistent with the forms of relay function considered in the literature such as amplify and forward (AF) in [30] or EF in [5] .
• The kernel function K (l) of the lth relay can be expressed as the following squared exponential model:
∀i, j ∈ {1, . . . , K}. This widely used kernel produces smooth functions, with the property that the covariance function is stationary and nondegenerate [15] . Using this kernel, the corresponding covariance matrix for the lth relay can be expressed as
• The corresponding mean vector for the lth relay can be expressed as
• Conditional on the mean functions and covariance functions, μ
, we consider realizations of each GP function to be statistically independent. Therefore, we assume the following model structure:
for all X, Y inputs and all relays l, m, where Σ is a diagonal covariance matrix. This gives us spatial independence between the functionality of each relay.
, the received signal at the destination, from the lth relay, is a random vector given by
where the scalar random variable G (l) is the channel coefficient between the lth relay and the receiver,
T is the memoryless relay-processing function (with possibly different functions at each of the relays), and V (l) is the noise realization associated with the receiver.
We define
1:T ), where
9) All received signals are corrupted by zero-mean additive white complex Gaussian noise. At the lth relay, the noise that corresponds to the lth transmitted symbol is denoted by random variable W
In addition, we assume that
We now present the posterior parameters required to be estimated, followed by the prior distributional choices, finishing with the posterior distribution for the directed acyclic graph in Fig. 2 . Given the posterior distribution, we formulate the relay system identification problem in Section IV. The posterior parameters and functions of interest are given by the parameter vector after observing T frames as
The prior choices for the relay functionality for f are given by a GP with hyperpriors for the mean and covariance functions as specified in the following section.
Prior Model Structure:
1) The priors of the hyperparameters associated with the linear mean function are given by
2 ], where θ
2 ∼ N (0, 100) for all l. Note that, here, we assume a vague prior for the gradient of the mean function.
2) The priors of the hyperparameters associated with the kernel function C in (1), which is considered in the construction of the covariance function, is specified by
3) The hierarchical prior for the lth relay function is then given by
Posterior Model Structure: The combination of the likelihood model, priors for model parameters and symbols, and hierarchical priors for the GP prior, when combined under the Bayes theorem, results in a full posterior distribution as
Note that we have included auxiliary parameters w 1:L 1:k to represent the unknown noise realizations at the L relays for each transmitted sequence of symbols. The augmentation of these auxiliary parameters in the posterior specification allows us to obtain closed-form expressions for the likelihood model, in particular a Gaussian form that will be relevant when combined with the GP prior for the relay functionality. Without the introduction of these auxiliary nuisance parameters, we would be unable to derive a closed-form expression for the relay function likelihoods in [31] .
IV. PROBLEM FORMULATION
We can now specify the marginal posterior distributions of particular interest to the identification problem using the Bayesian model presented in (3). We note that, typically, in the standard GP regression framework, the values of the covariate in our model, given by r (l) k (t), are known or observed inputs, one corresponding to each of the observations of the symbols at each of the relays. However, in our model, these are random and unobserved variables due to the additive noise at the relay. In the following section, we specify three different solutions to the estimation problem.
A. Problem Formulation 1
The most general framework is based on the posterior estimation of the GP mean and covariance functions, parameterized by the parameters θ and D. To this end, we define
This solution is optimal from the perspective that it minimizes the variance of the estimator due to the Rao-Blackwellization performed to integrate the nuisance parameters that correspond to the relay noise. This problem has high computational complexity and would typically be solved through a numerical procedure such as the Markov chain Monte Carlo (MCMC). Unfortunately, MCMC solutions would not easily adapt in this scenario to a computationally efficient solution [31] . We focus on an alternative class of solutions with much lower computational complexity, which admit recursive estimation algorithms. Instead of performing numerical integration followed by numerical optimization to perform relay identification, we solve the following problem through an iterative optimization procedure.
B. Problem Formulation 2
Formulating a computationally efficient estimation procedure, we shall make the following assumptions.
Assumption 1: Consider imperfect CSI. We condition inference on a noisy estimate of the sufficient statistics of the channels, given by
We consider a ZF condition for the relay thermal noise given by W (l) = E[W (l) ] = 0. As a result of these assumptions, the received signal at the relay is given by
where ·) ). System Identification Definition 2: Under Assumptions 1 and 2, the resulting identification problem can be stated as
C. Problem Formulation 3
As a quantification of the best case identification accuracy, we present the following lower bound estimation based on the following assumptions.
Assumption 3: Consider perfect CSI, where all the channels, denoted by G (l) and H (l) , are exactly known at the receiver. Through Assumptions 1 and 3, we obtain a lower bound on the accuracy and performance that one can achieve. This is because they result in knowledge of the following form:
This allows us to make the following third system identification definition for the lower bound on performance. System Identification Definition 3: Under Assumptions 2 and 3, the resulting lower bound on the identification problem can be stated as follows:
We note that the estimation problem involves local estimation of the MAP relay function values at each of these predictor locations given by the MAP estimator f (l) (·). We may then utilize the results of this estimation for the prediction of the unknown mean structure of the function f (l) (·), conditional on estimated hyperparameters for the mean and covariance function, at new input values of the received signal r * through the identity
and the associated estimation error variance
V. RELAY IDENTIFICATION THROUGH ITERATED CONDITIONING ON THE MODES
Having formulated the relay identification problem, we now address algorithmic procedures to efficiently solve (4). We begin with an introduction to the ICM methodology and then develop a specific solution for our system model.
A. Background of ICM
ICM was originally developed in [26] and [32] for efficient MAP estimation in very high dimensional Bayesian models such as Markov random fields, which were used in the analysis of images with speckle noise. Since then, ICM procedures have been developed in many other areas of estimation; see examples in [33] and [34] .
As discussed in [35] , ICM is fundamentally a deterministic optimization method that finds the joint posterior modal estimators that correspond to the MAP estimates. We illustrate this simple algorithm on a generic two parameter example developed in [35] before extending the concept to the solution to the relay identification problem. In this example, a generic bivariate posterior distribution p(θ 1 , θ 2 |y 1:T ) is considered, and the aim is to find the MAP estimate that corresponds to the mode, which satisfies
This is equivalent to
assuming that p(θ 1 |y 1:T ) = 0 and p(θ 2 |y 1:T ) = 0. Hence, given the full conditional posterior distributions p(θ 1 |θ 2 , y 1:T ) and p(θ 2 |θ 1 , y 1:T ) and solutions for their modes θ 1 = θ 1 (θ 2 , y 1:T ) and θ 2 = θ 2 (θ 1 , y 1:T ), the algorithm then proceeds by initializing the mode estimates and successively iterating over updates of conditional mode estimates, for example, at iteration j, the update of θ 1 . This is repeated either for a fixed number of iterations or until a convergence criterion is satisfied. When the posterior full conditionals are unimodal, this procedure is guaranteed to converge to the global maximum. In other multimodal settings, the ICM algorithm is guaranteed to converge to a maximum, although it may be a local maximum [26] . Hence, all variants of the ICM estimation procedure have the following characteristic in common: they first involve specification of a multivariate posterior distribution, deconstructed as a set of full conditional posterior distributions. These full conditional posterior distributions are given for the lth relay based on the full posterior in (3) as
Next, given these full conditional posterior distributions and observations for the lth relay, applying the ICM algorithm involves initializing the estimate of the MAP solutions, denoted
, D (0) ). Then, the jth iteration of the ICM algorithm successively updates each estimate of ( f l,(j)
, D (j) ) based on the solutions at iteration (j − 1) and the solutions to the following sequence of MAP estimates for the full conditional posteriors:
,
Repeating this procedure can guarantee convergence to a maximum; see [26] , which noted that ICM can be made equivalent to instantaneous freezing in a stochastic optimization procedure known as simulated annealing [36] . Successively iterating this procedure produces a sequence of MAP estimates that converge to an optimum solution, typically for a small number of iterations J. In addition, the number of ICM iterations J required to obtain the optimal MAP solutions for each set of T frames of K symbols in our problem formulation is designed to be independent of T and K. This is due to the conjugacy that we exploit for the model MAP estimation of the vector component that linearly grows in dimension with KT , corresponding to the vector Vec[f
B. Generic ICM Estimation Through GPs
To develop an ICM algorithm, we need to construct a block Gibbs framework for posterior inference and obtain expressions for the mode of the full conditional posterior distributions. This is equivalent to finding the conditional MAP estimate. We exploit the conjugacy properties of the posterior model in (4).
Theorem 1: The full conditional distributions under Problem 2 are given as follows.
1) The full conditional posterior distribution for the lth relay function in (8a) is given by
where
with
The conditional MAP estimate of the relay function in (9a), denoted by Vec[ f
2) The full conditional in (8b) can be expressed as
The conditional MAP estimate of
, is given in (14) .
3) The full conditional in (8c) can be expressed as
, is given as the numerical solution to
where I[·] is the indicator function, and we have
In addition, is the Kronecker product, and the i, jth
Proof: See Appendix A.
C. Recursive ICM-GP System Identification Algorithm
We develop a version of ICM [37] that exploits different structural properties of the GP model.
We begin with the most computational approach, although it represents the optimal solution, because it utilizes all information obtained to update the estimated function.
Online Estimation 1-Full Information: This approach is optimal because for each relay l, having observed t-frames of K-symbols of observed data Y (l)
This approach utilizes all the observed information in the estimation of the ICM algorithm. However, for J iterations of the ICM algorithm, it will be of complexity O(JK 2 t 2 ) in memory usage and O(JK 3 t 3 ) in computational complexity. This is primarily due to the cost of inverting the Gram matrix in each update stage of the ICM algorithm. However, in this approach, each estimation is performed based on a new frame of length K of observed symbols, and the estimation of the matrix of function values f Online Estimation 2-Frame by Frame: This approach is suboptimal but significantly more computationally efficient. In this proposed approach, for each relay l, having observed the tth frame of K-symbols Y
1:t based on only the current frame of data, i.e.,
Effectively, it is equivalent to partitioning K (l) 1:t as follows:
However, for J iterations of the ICM algorithm at frame t, it will be of complexity O(JK 2 ) in memory usage and O(JK 3 ) in computational complexity. In addition, because the relay functions that are estimated are not time varying, the estimates obtained on previous frames (f (l) 1:t−1 ) and their uncertainty can be combined in several different approaches, for example, through an update according to the following recursions:
Here, the matrix of function estimates, denoted byf
t , corresponds to function values that were obtained for frame t from the ICM estimates f (l) t , quantized to a grid of predictor values R 1 , . . . , R S that partition the convex hull of the relay symbols based on the constellation that is transmitted. These quantized values are then included in an average of the function values for each frame, where the mean function vector at these quantized grid points is denoted by m t , and its uncertainty, measured by a covariance in the estimate at these quantized values, is denoted by Φ t .
Online Estimation 3-Sliding Window: This approach provides a tradeoff in computational complexity and optimality between the proposed estimation approaches 1 and 2. It is suboptimal but significantly more computationally efficient than approach 1, and it recursively uses previous frames as opposed to the blockwise analysis in approach 2.
Under this approach, for each relay l, having observed τ symbols of observed data Y
1:t according to a sliding window based on the past block of S observed symbols. For example, we may consider blocks of length K (i.e., length of the frame) and an update of the function estimates for each newly observed symbols observation. This corresponds to utilizing a Gram matrix for each update, with the structure given by
where we have dropped the frame index on the received signals, which is redundant in this specification. We define the last row and column of the new matrix as the vector
In addition, the modified matrixK under an approach described in [25] . This approach utilizes the Sherman-Morrison-Woodbury matrix inversion lemma [38] under the following two applications.
1) Evaluate the inverse of the downsized matrixK Dropping the relay index l for convenience, the inverse of the downsized matrix is obtained using the previous evaluation of the matrix, decomposed according to
and its inverse is decomposed as
Under these decompositions, the inverse for the downsized matrix is obtained using the following matrix inversion lemma identity [39] :
Having obtained the inverse of the downsized matrix in terms of values known at iteration (τ − 1), the inverse of the upsized matrix again proceeds according to the following decompositions through the application of the matrix inversion lemma. Again, dropping the relay index l for convenience, the inverse of the upsized matrix is obtained using the previous evaluation of the matrix, decomposed according to
τ . Applying the matrix inversion lemma, we can obtain further decomposition according to the previously evaluated downsized matrix inverse as follows:
In addition, because the relay functions that are estimated are not time varying, as detailed in approach 2, the estimates obtained on previous frames (f
1:τ −1 ) and their uncertainty can be combined in several different approaches, for example, through the update mechanism described in (13).
VI. SIMULATION RESULTS
In this section, we present the performance of the proposed algorithms in estimating popular relay functions through Monte Carlo simulations. The simulation settings for all the simulations are detailed as follows.
• The prior distribution for all the channels is Rayleigh fading, and the channels are assumed to be both spatially and temporally independent.
• The channels uncertainty was set to σ
• The SNR is set to 0 dB (low SNR) and 10 dB (high SNR).
• The results are obtained from T = 100 transmitted frames, with K = 200 symbols per frame.
• The constellations used was 16-ary pulse-amplitude modulation (16-PAM).
• The ICM algorithm iterated J = 50 times over the solutions to (9a)-(9c).
• The relay functions tested correspond to absolute value f (x) = |x|, linear (affine transformation) f (x) = ax + b, hyperbolic-tan f (x) = a tanh(wx+φ), and demodulated.
• Simulations were performed for full kernel matrix estimation (approach 1) under both perfect CSI and imperfect CSI, partial kernel matrix estimation (approach 2) with frame-by-frame estimation under both perfect CSI and imperfect CSI, and a sliding window with 50% overlap estimation (approach 3) under both perfect CSI and imperfect CSI.
A. Estimation of Hyperparameters (θ, D)
We analyze the convergence rate in the estimate under approach 1. In that case, the kernel matrix is not truncated in any manner. Therefore, these results have the highest computational complexity, but without any reduction of the kernel matrix; hence, these results were produced from the full set of observed information over time, as diagrammatically presented in Fig. 3(a) . We present in Fig. 4 , results for the estimation of the MAP model hyperparameters (θ 1 , θ 2 , D), jointly estimated with the relay function identification under ICM. We present these estimates versus the ICM iterations j = 1, . . . , 50. The following two important features are evident: 1) the results converge to a set of optimal values, and 2) this case relatively rapidly occurs, with very few iterations of ICM required.
B. Relay Functions Identification Estimate
We present the results for the relay identification problem under different relay functions, i.e., absolute function in Fig. 5 , tangent-hyperbolic (tanh) function in Fig. 6 , demodulated function in Fig. 7 , and linear function in Fig. 8 . In the figures, the red line represents the true relay function, the black line represents the posterior MAP [through (6) ], and the shaded gray area represents the uncertainty in the estimate [through (7)]. The results are presented for both perfect CSI and imperfect CSI. These results are presented each in four subplots, where the first two subplots are obtained from the full information (approach 1), and the last two subplots are for the frame-byframe estimation (approach 2). The results we present are the posterior MAP through the GP estimation in (6) . In addition, in gray, we present the 95% posterior confidence intervals on these MAP estimates through (7) . We compare these estimates to the true relay functional form depicted in red as follows.
• For all the relay functions considered, the estimation under both perfect and imperfect CSI is highly accurate for the full information (approach 1).
• The demodulated relay function that had the linear trend with stairs overlaid was the most difficult to estimate, because it contained a global feature of the linear trend and local fine scale features that correspond to the stairs function. We observed that, in the full-information case, with perfect CSI, the estimation was relatively accurate. However, for the imperfect CSI settings, the estimation of the global feature of the trend was evident, although the resolution of the local features of the stairs was diminished. Therefore, learning such intricate features will require many more frames of estimation. The results presented were for 100 frames. With an increase over time to 500 or more, the estimation will resolve these local features.
• As expected in any regression-based analysis, the functional forms were most difficult to estimate at the extremities of the convex hull of the received PAM constellation points. This can be shown to result in the largest predictive uncertainty in the estimated function, leading in this case to most uncertainty in the estimated relay functional forms. This was observed in all settings and for all functions and is most poignant in the demodulated function example.
• In the frame-by-frame estimation results, we evaluate the function at fixed grid points set by the constellation transmission symbols space. In this case, we observe a smoothing of the estimates, which can help resolve the local resolution compared to the estimation of the relay function at each observed constellation point as undertaken in approach 1. This smoothing approach could also be applied to approach 1. 
C. GP-ICM Estimation Accuracy of the Relay Functions
We present the accuracy of the GP-ICM approach in estimating various relay functions. We report the absolute error of the MAP estimate for the relay functions under approaches 1-3 over 100 frames. These results are summarized in Table I . We observe that, as expected, there is a clear tradeoff between computational efficiency and accuracy in the estimation. Full information (approach 1) is the most accurate. The overlapping sliding window, which in this simulation had a 0% overlap, was the least accurate, although it was the most computationally efficient approach that corresponds to frame-by-frame estima- tion. Next, we examine the effect of the number of frames T on the accuracy of the GP-ICM algorithm under approaches 1 and 2 for perfect/imperfect CSI conditions at SNR = 10 db. In Fig. 9 , we present the absolute error of the MAP estimate of the linear relay function, f (x) = ax + b, as a function of the number of frames utilized, T = {1, 5, 10, 15, 20, 40, 60, 80, 100}. For both approaches 1 and 2, the results show a clear improvement for frames lengths T ∈ {1, 40}. When the number of frames is greater than 40, only a modest improvement is recorded under both perfect and imperfect CSI. For lower SNR values, we observed an improvement for frames lengths T ∈ {1, 60}. Similar results were reported for the other relay functions. 
D. BER Results
We examine the effect of the GP-ICM algorithm on the detection performance by presenting the bit-error-rate (BER) results for the case of linear relay function. The results are depicted in Fig. 10 for both full-information (approach 1) and frame-byframe (approach 2) approaches. For comparison, we also plot the BER for the case of perfect CSI and perfect knowledge of the relay function, which serves as a lower bound on the BER performance. As the figure shows, there is a difference of less than 1 dB between the lower bound and approach 1 under perfect CSI and a difference of less than 3 dB between the lower bound and approach 2 under perfect CSI. In the imperfect CSI case, there is further 2-dB degradation in both cases. These results demonstrate the importance of accurate estimation of the relay function.
VII. CONCLUSION
In this paper, we considered the problem of relay identification in wireless relay systems. We developed a flexible stochastic model for a class of cooperative wireless relay networks, in which the relay processing functionality is not known at the destination. Working under this modeling framework, we developed and demonstrated the performance of our estimation procedure aimed at performing efficient system identification.
In particular, we demonstrated that GP modeling through the ICM approach can resolve the problem of system identification in a computationally efficient algorithm for many different relay functional forms that have desirable characteristics with respect to transmission functionality and quality of service.
APPENDIX A PROOF OF THEOREM 1
The posterior distribution decomposes according to (3), and we can therefore derive the following quantities for a given relay.
1) The full conditional posterior distribution for the lth relay function in (8a) is given by p f 
