Hough-like methods (Implicite Shape Model, Hough forest, 9 ...) have been successfully applied in multiple computer vision fields like 10 object detection, tracking, skeleton extraction or human action detection.
III is l, knowing that a codeword w has been extracted at time t. This probabil- 73 ity is estimated with statistics on the training dataset and is supposed to be 74 independent of t (it just depends on l, ∆ t and w). Then, the weights are given 75 by: 76 θ ISM (w, l, ∆ t ) = P (l, ∆ t |w)
(3)
In practice, the probability P (l, ∆ t |w) is estimated by: 77 P (l, ∆ t |w) ≈ N (l, ∆ t , w) N (w) (4) where N (l, ∆ t , w) is the number of times a label l has been seen with a dis-78 placement ∆ t from a codeword w and N (w) is the number of occurrences of the 79 codeword w. 
The weights λ w give more or less importance to the different codewords w accord-89 ing to their discriminative power. They are learnt simultaneously in a discrim-90 inative way through an optimisation process similar to support vector machine 
where P i (l, ∆ t |w) is an estimation of the probability P (l, ∆ t |w) based only on This method [17] is also based on ISM but introduces a weighting coefficient for 104 each displacement, resulting in:
As in [11, 20] The goal is to define a function θ() such that for all training examples (whose 143 set is denoted T ) and all times t, the predicted label l is the real one l * (known 144 on the training data).
145
Considering the definition of the predicted label l (eq. (2)), our problem 146 formulation is equivalent to :
by dividing θ() by the minimal gap, this is equivalent to
and, using equation 1, θISM (w, l, ∆t) = P (l, ∆t|w)
θDOHT (w, l, ∆t) = λ w,l,∆ t λ w,l,∆ t P (l, ∆t|w) is the probability that the label at time t + ∆t is l knowing that a codeword w has been extracted at time t. Pi (l, ∆t|w) is the same probability estimated using only the training example i. In this paper, we propose to use Hough transform to segment and recognize
