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1 Introduction∗
The panel literature offers the random effects and the fixed effects model
to account for heterogeneity across units. While the random effects estima-
tor is more efficient than the fixed effects estimator, in many non-spatial
empirical applications the random effects model is rejected in favour of the
fixed effects model. Often there are plausible arguments that the explanatory
variables are correlated with unit specific effects. For example, in earnings
equations unobserved ability of individuals may be reflected in both the unit
specific effects and the explanatory variables such as the years of schooling.
The estimation of gravity equations to model bilateral trade flows is another
important example where the assumptions of the random effects model are
often found to be violated.1 It is perfectly sensible that this issue also comes
up in spatial panel models.
This paper contributes to the literature by introducing a spatial gener-
alized methods of moments estimator for panel data models with Cliff and
Ord type spatial autocorrelation and one-way error components. Our work
complements the seminal paper of Kapoor, Kelejian and Prucha (2007) who
provide a spatial generalized least squares (spatial GLS) estimator for the
spatial random effects model. In addition to their work, our model allows for
an endogenous spatial lag of the dependent variable. We discuss the proper
instrumentation of the endogenous spatial lag and suggest an instrumental
variable (IV) procedure for both the spatial within estimator and the spatial
GLS estimator. In order to discriminate between the two spatial panel mod-
els, we also propose a Hausman test that accounts for spatially autocorrelated
disturbances. Specifically, we derive the joint asymptotic distribution of the
spatial GLS and the spatial within estimators, as well as the asymptotic dis-
tribution of the spatial Hausman test for random versus fixed effects. This
test should enable applied researchers to choose between these two models,
when spatial correlation of the endogenous variable and/or the disturbances
is present.
Our paper is not the first that considers spatial within or fixed effects
estimators. Case (1991) seems to be among the first in estimating spatial
random and fixed effects models. Korniotis (2008) introduces a bias-corrected
estimator for a spatial dynamic panel model with fixed effects. Lee and
∗We would like to thank Robert Kunst and Ingmar Prucha for helpful comments and
suggestions.
1See also the papers cited in Baltagi (2008) for more examples.
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Yu (2008) establish the asymptotic properties of quasi-maximum likelihood
estimators for fixed effects spatial autoregressive (SAR) panel data models
with SAR disturbances, where the time periods and/or the number of spatial
units can be finite or large in all combinations except that both are finite
(see also Yu, de Jong and Lee, 2006 and 2007).
In the next section we specify our model and spell out the maintained
assumptions. Section 3 defines the two estimators under consideration and
shows that the random effects and the within estimators are jointly asymp-
totically normally distributed under the random effects assumption. Section
4 introduces the feasible counterparts of the considered estimators based on
an initial instrumental variable estimator. We show that the initial estimator
is consistent and asymptotically normal and derive its asymptotic distribu-
tion. We also demonstrate that true and feasible estimators have the same
asymptotic distribution. Section 5 defines the spatial Hausman test that al-
lows to discriminate between the two spatial panel models. It provides its
asymptotic distribution under the null and also shows that the test statistics
diverges in probability under the alternative hypothesis. In Section 6 we
report the results of Monte Carlo experiments that assess both the size and
the power of the proposed spatial Hausman test in finite samples. Finally,
the last section concludes.
2 The Spatial Panel Model
Consider the following spatial panel model:
yit,N = λ
N∑
j=1
wij,Nyjt,N + xit,Nβ + α+ uit,N . (2.1)
Index i = 1, .., N denotes the cross-sectional dimension of the panel. The
index t = 1, ..., T refers to the time series dimension of the panel and yit,N
is the (scalar) dependent variable.
∑N
j=1wij,Nyjt,N denotes the spatial lag
of the dependent variable with wij,N being observable non-stochastic spatial
weights. xit,N is a 1×K − 1 vector of exogenous variables, β is a K − 1× 1
parameter vector, λ a scalar parameters and α refers to the constant. uit,N
is the overall disturbance term.
We allow for cross-sectional sectional correlation of the disturbances and,
in particular, we assume that the disturbances follow a Cliff and Ord type
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spatial autocorrelation (SAR(1) in terminology of Anselin, 1988) as proposed
by Kapoor, Kelejian and Prucha (2007):
uit,N = ρ
N∑
j=1
mij,Nujt,N + εit,N , (2.2)
where ρ is a scalar parameter and mij,N are observable spatial weights (pos-
sibly the same as the weights wij,N ). The innovations εit,N have the following
one-way error component structure:
εit,N = µi,N + νit,N . (2.3)
νit,N are independent innovations and µi,N are individual effects, which can
be either fixed or random.
We index all variables by the sample size N, since they form triangular
arrays. This is necessary because the model involves inverses of matrices
whose size depends on N , and hence their elements must change with N .
Thus at the minimum yit;N and uit,N are triangular arrays in the present
specification.
We sort the data so that the fast index is i and the slow index is t.
Stacking the model over the N cross-sections for a single period t yields
yt,N = λWNyt,N +Xt,Nβ + αιN + ut,N , (2.4)
ut,N = ρMNut,N + εt,N ,
εt,N = µN + νt,N
where ιN is a (N × 1) vector of ones and
yt,N =
 yt1,N...
ytN,N
 , Xt,N =
 xt1,N...
xtN,N
 , ut,N =
 ut1,N...
utN,N
 (2.5)
εt,N =
 εt1,N...
εtN,N
 , ν t,N =
 νt1,N...
νtN,N
 , µN =
 µ1,N...
µN,N
 ,
WN =
 w11,N · · · w1N,N... . . . ...
wN1,N · · · wNN,N
 , MN =
 m11,N · · · m1N,N... . . . ...
mN1,N · · · mNN,N
 .
3
Stacking over time periods, we write our model compactly as
yN = λWNyN +XNβ + αιNT + uN (2.6)
= ZNδ + uN ,
uN = ρMNuN + εN ,
εN = (ιT ⊗ IN )µN + νN .
where WN = (IT ⊗WN ), MN = (IT ⊗MN ), ZN = (ιNT , WNyN ,XN ), δ =
(α, λ,β′)
′
, ιT is an T × 1 vector of ones, ιTN is a NT × 1 vector of ones and
yN =
 y1,N...
yT,N
 , XN =
 x1,N...
xT,N
 , uN =
 u1,N...
uT,N
 , (2.7)
εN =
 ε1,N...
εT,N
 , νN =
 ν1,N...
νT,N
 .
Throughout we maintain the following basic assumptions, which follow
closely those postulated in Kapoor, Kelejian and Prucha (2007).
Assumption 1
The elements of νN are independently and identically distributed with finite
absolute 4 + δν moments for some δν > 0. Furthermore, E
(
ν2it,N
)
= σ2ν > 0.
Assumption 2
The spatial weights collected in MN and WN are non-stochastic and
(a) mii,N = 0 and wii,N = 0.
(b) The absolute row and column sums of the matricesMN ,WN , (IN − ρMN )−1,
(IN − λWN)−1 are uniformly bounded in absolute value, i.e.
∑N
i=1 |aij,N |
≤ k < ∞, where k does not depend on N (but may depend on para-
meters of the model, i.e. on ρ or λ, respectively) and aij,N denotes
elements of the above matrices.
(c) |ρ| ≤ kρ < 1/λmax (MN ), |λ| ≤ kλ < 1/λmax (WN ), where λmax (.) de-
notes the largest absolute eigenvalue of a matrix.
(d) The matrices (IN − ρMN ) and (IN − λWN) are non-singular.
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Assumption 3
The exogenous variables collected in XN are non-stochastic and vary with
both individuals and time. Their elements are uniformly bounded in absolute
value.
Assumption 1 is a restriction on the higher moments of the disturbances
required for asymptotic results. Assumption 2(a) is a typical normalization
(but is not necessary for our asymptotic results). Assumptions 2(b) and (c)
are satisfied in many empirical applications and hold, for example, if the
spatial weights matrices WN and MN are (maximum)-row normalized and
|λ| ≤ kλ < 1 and |ρ| ≤ kρ < 1, respectively. Observe that Assumption 2(d)
follows from 2(c).2 Assumptions like 2(b) - 2(d) are typically maintained
in spatial models (see Kelejian and Prucha, 1999) and restrict the extent
of spatial dependence among cross-section units. It will be satisfied if the
spatial weighting matrix is sparse so that each unit possess a limited number
of neighbors or if the spatial weights decline sufficiently fast in distance.
3 The Estimation of Spatial Panel models
In their seminal paper Kapoor, Kelejian and Prucha (2007) concentrate on
the random effects model, assuming that the explanatory variables and the
unit specific error terms are independent. Yet, in applied work exactly this
assumption often does not hold and a fixed effects specification is employed
instead. Examples in a non-spatial setting, where the unit specific effects
and the explanatory variables may be correlated include earnings equations.
In this setting the unobserved individual ability of an individual is typically
correlated with the years of schooling, which enters the earnings equation
as explanatory variables (see e.g. Baltagi, 2008, p. 79). Also in models ex-
plaining bilateral trade flows, the random effects model is typically rejected
in favour of the fixed effects model to mention another example (see Egger,
2000). In addition, the considered spatial panel model allows for an endoge-
nous spatial lag. First, we analyze the spatial random effects estimator for
this general spatial panel model.
2This follows from Corrolary 5.6.16 in Horn and Johnsonn (1985) using their Lemma
5.6.10.
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3.1 The Spatial Random Effects Estimator
Under the random effects specification, the unit specific effects µi,N are as-
sumed to be random and the following standard assumption is maintained.
Assumption 4 (RE)
The elements of µN are independently and identically distributed with finite
absolute 4 + δµ moments for some δµ > 0 and E
(
µ2i,N
)
= σ2µ > 0. Fur-
thermore, the elements of µN are independent of the process for νit,N and
E
(
µi,N |XN
)
= 0 for all i and t.
Under Assumptions 1, 2 and 4 (RE), it follows that the disturbances are
generated as
uN = (INT − ρWN )−1 εN . (3.1)
Hence, under the random effects specification, the variance covariance matrix
of the disturbances is given by
Ωu,N = E (uNu
′
N ) (3.2)
= (INT − ρMN )−1
[
σ2µ (ιT ι
′
T ⊗ IN ) + σ2νINT
]
(INT − ρM′N)−1 .
It proves to be useful to use the notation σ21 = Tσ
2
µ + σ
2
ν and define the
following standard within and between transformation matrices Qi,N (i =
0, 1):
Q0,N =
(
IT − 1T JT
)⊗ IN (3.3)
Q1,N =
1
T
JT ⊗ IN ,
where JT is a T × T matrix of unit elements. The matrices Qi,N are the
standard transformation matrices utilized in the error component literature
but adjusted for the different stacking of the data (compare Kapoor, Kelejian
and Prucha, 2007 and Baltagi, 2008). The matrices Qi,N are symmetric and
idempotent and mutually orthogonal. The variance covariance matrix of the
disturbances can then be written as (see Baltagi, 2008, p. 18)
Ωu,N = (INT − ρMN )−1Ωε,N (INT − ρM′N )−1 , (3.4)
where
Ωε,N = E (εNε
′
N ) = σ
2
νQ0,N + σ
2
1Q1,N . (3.5)
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Furthermore, the inverse of Ωu,N can then be expressed as
Ω−1u,N = (INT − ρMN )Ω−1ε,N (INT − ρM′N ) ,
where
Ω−1ε,N = σ
−2
ν Q0,N + σ
−2
1 Q1,N . (3.7)
If the parameter values ρ, σ2ν and σ
2
µ (and, therefore, σ
2
1) are known, the
efficient GLS estimation procedure is to transform the model by the square
root of the inverse of the variance-covariance matrix of the disturbances
σνΩ
−1/2
u,N = σνΩ
−1/2
ε,N (INT − ρMN ) . (3.8)
This is equivalent to first applying the spatial counterpart of the Cochrane-
Orcutt transformation (INT − ρMN ) that eliminates the spatial correlation
from the disturbances and then the familiar panel GLS transformation σνΩ
−1/2
ε,N
that accounts of the variance-covariance structure of the innovations induced
by the random effects. To simplify the exposition, we collect the parameters
of the variance covariance matrix in a vector ϑ = (ρ, σ2ν , σ
2
1) and use the no-
tation Ω
−1/2
u,N (ϑ) to explicitly note the dependence of the GLS transformation
on these parameters. Observe that in a balanced panel the order with which
the transformations are applied is irrelevant (see also Remark A1 in Kapoor,
Kelejian and Prucha, 2007).
Since the spatial lag WNyN is endogenous in the (transformed) model, we
adapt the instrumental variable procedure described in Kelejian and Prucha
(1998).3 Specifically, we first eliminate the spatial correlation eliminated
from the error term using the Cochrane-Orcutt transformation. Then we ap-
ply the instrumental variable procedure for random effects models suggested
by Baltagi and Li (1992), Cornwell, Schmidt and Wyhowsky (1992) and sur-
veyed by Baltagi (2008). These authors show in a non-spatial setting that
the optimal set of instruments for a random effects model with endogenous
variables is comprised of [Q0,NXN ,Q1,NXN , ιNT ]. Observe that
E[yN ] = (INT − λWN)−1 (XNβ + αιNT ) (3.9)
=
[∑
k=0
λkWkN
]
(XNβ + αιNT ) ,
3It is possible to use other sets of instruments, such as those proposed in Lee (2003) or
Kelejian, Prucha and Yuzefovich (2004).
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where W0N = INT . Hence under the present assumptions, the ideal set of
instruments is based on
σνΩ
−1/2
u,N (ϑ) WNE[yN ] = σν
∑
k=0
λkΩ
−1/2
u,N (ϑ) W
k+1
N (XNβ + αιNT ) (3.10)
=
∑
k=0
λk(Q0,N +
σν
σ1
Q1,N)W
k+1
N (XNβ + αιNT )
−ρ
∑
k=0
λk(Q0,N +
σν
σ1
Q1,N )MNW
k+1
N (XNβ + αιNT )
Therefore, the transformed endogenous variable σνΩ
−1/2
u,N (ϑ) WNyN is best
instrumented by
HR,N = [HQ,N ,HP,N ] (3.11)
= [Q0,NG0,N ,Q1,NG1,N ] ,
where G0,N contains a subset of the the linearly independent columns of[
XN , WNXN , W
2
NXN ...,MNXN , MNWNXN , MNW
2
NXN , ...
]
and G1,N contains a subset of the the linearly independent columns of[
G0,N , ιNT , MNιNT , MNWNιNT , MNW
2
NιNT ...
]
.
The columns in G0,N and G1,N must be chosen so that the columns of
HR,N are linearly independent. In the special case where WN = MN the
set of instruments is based on G0,N = [XN , WNXN , W
2
NXN , ...] and G1,N =
[G0,N , ιNT , WNιNT , ...] . If the spatial weighting matrices are row normalized,
the set of instruments in G1,N includes only ιNT besides G0,N , since in this
case MNιNT = WN ιNT = ιNT .
In the following we assume that the NT × p matrix of instruments de-
noted by HR,N is of the form described above. In order to derive asymptotic
properties of the considered estimators, we maintain the following additional
assumption for the matrix of instruments and the explanatory variables of
the model collected in ZN = [ιNT , WNyN ,XN ]:
Assumption 5
Let Z˜N (ϑ) = Ω
−1/2
u,N (ϑ)ZN . The matrix of instruments HR,N has full column
rank and consists of a subset of linearly independent columns of [Q0,NG0,N ,
Q1,NG1,N ]. Furthermore, it satisfies the following conditions:
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(a) MHRHR = limN→∞ (NT )
−1
H′R,NHR,N exists and is finite and non-singular,
(b) MHRZ˜ = p limN→∞ (NT )
−1
H′R,N Z˜N exists and is finite with full column
rank.
The spatial random effects estimator of δ = (α,λ,β′)
′
is then defined as
δ̂GLS,N =
[̂˜
ZN (ϑ)
′
Z˜N (ϑ)
]−1 ̂˜
Z
′
N (ϑ) y˜N (ϑ) , (3.14)
with
̂˜
ZN (ϑ) = PHR,N Z˜N (ϑ), Z˜N (ϑ) = Ω
−1/2
u,N (ϑ)ZN and y˜N (ϑ) = Ω
−1/2
u,N (ϑ)yN .
PHR,N = HR,N
(
H′R,NHR,N
)−1
H′R,N is the projection matrix based on the in-
struments HR,N .
The joint asymptotic distribution of the spatial random effects estimator
and the spatial within estimator under known nuisance parameter vector ϑ
is given in Theorem 1 below. This theorem is based on the random effects
Assumption 4 (RE) and forms the basis of the Hausman test. The asymptotic
properties of this test and its feasible counterparts are given in Theorem 2
in Section 5.
3.2 The Spatial Within Estimator
As an alternative to the random effects assumption above, the spatial within
estimator allows for possible correlation of the unit specific effects and the
explanatory variables. We follow Mundlak (1978) and maintain the following
fixed effects assumption:
Assumption 6 (FE)
The vector individual effects is given by
µN = (INT − ρMN )Q1,NZNpi + ξN ,
where pi 	= 0 and the elements of the random vector ξN satisfy Assumption
4 (RE).
We can redefine the innovations of the model under the fixed effect as-
sumption to be
εN = (ιT ⊗ IN ) ξN + νN , (3.15)
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i.e. replace the individual effects µN with only their independent compo-
nent ξN . Observe that the fixed effects assumption then implies that the
disturbances of the model are given by
uN = (INT − ρMN)−1εN +Q1,NZNpi. (3.16)
Clearly, the explanatory variables are uncorrelated with the individual effects
if and only if pi = 0 and the random effects model defined under (4) (RE)
arises as a special case of (6) (FE). Under Assumption 6 (FE) with pi 	= 0
the spatial GLS estimator is inconsistent. However, one can apply the within
transformation Q0,N to wipe out the individual effects (see e.g. Baltagi,
2008 and Mundlak 1978). Using Q0,N (INT − λMN) = (INT − λMN )Q0,N , one
obtains
Q0,NuN = (ET ⊗ IN) (ρ (IT ⊗MN )uN +Q1,NZNpi+(ιT ⊗ IN )µN + νN ) ,
= ρ (IT ⊗MN) (ET ⊗ IN)uN + (ET ⊗ IN )νN
= ρ (IT ⊗MN)Q0,NuN +Q0,NνN . (3.17)
or
Q0,NuN = (INT − λMN)−1Q0,NνN
where ET =
(
IT − 1T JT
)
. Hence, one can apply the Cochrane-Orcutt type
transformation on the within transformed model to obtain the fixed effects
generalized least squares (FEGLS) estimator.
More importantly, one can base the method of moment estimator of (ρ,
σ2ν) on the initial within transformed residuals of the initial within estimator
as given by Q0,NuN , which are consistently estimated under both the spatial
random effects model and the spatial fixed effects model. Obviously, the
set of instruments denoted by HQ,N now comprises the linear independent
columns of Q0,NG0,N . Since the constant is wiped out in the spatial within
estimator, we define the (K ×K) matrix ZQ,N = Q0,N [WNyN ,XN ] with the
corresponding (K × 1) parameter vector θ = (λ,β′)′.
In order to derive the asymptotic properties of the spatial within esti-
mator, we maintain the following additional assumptions for the matrix of
instruments used in the spatial within model:
Assumption 7
Let ZQ,N = Q0,N [WNyN ,XN ]. The matrix of instruments HQ,N has full
column rank and consists of a subset of linearly independent columns of
Q0,NG0,N . Furthermore, it satisfies the following conditions:
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(a) MHQHQ = limN→∞ (NT )
−1
H′Q,NHQ,N is finite and non-singular with
full column rank.
(b) MHQZ∗ = p limN→∞ (NT )
−1
H′Q,N (INT − ρMN)ZQ,N exists and is finite
with full column rank.
Again, treating ρ as known, we apply the Cochrane-Orcutt type transforma-
tion to the within transformed model yielding:
Q0,N (INT − ρMN )yN = (INT − ρMN )Q0,NyN (3.18)
= (INT − ρMN )Q0,NZQ,N +Q0,NνN
y∗N (ρ) = Z
∗
N (ρ)θ + ν
∗
N ,
where
y∗N (ρ) = (INT − ρMN )Q0,NyN , (3.19)
Z∗N (ρ) = (INT − ρMN )ZQ,N
ν∗N = Q0,NνN .
The spatial within estimator is then obtained by applying IV to the trans-
formed model to obtain
θ̂W,N =
[
Ẑ∗N (ρ)
′
Z∗N (ρ)
]−1
Ẑ∗N (ρ)
′
y∗ (ρ) , (3.20)
with
Ẑ∗N (ρ) = PHQ,NZ
∗
N (ρ) (3.21)
= PHQ,N (INT − ρMN)ZN ,
where PHQ,N = HQ,N
(
H′Q,NHQ,N
)−1
H′Q,N is the projection matrix based on
the instruments HQ,N .
The following theorem establishes our main asymptotic result concern-
ing the common asymptotic distribution of the spatial random effects and
the spatial within estimators under random effects Assumption 4 (RE). The
Hausman test for spatial panels derived below will be based on this re-
sult. Since the random effects estimator includes the constant, we define
δ̂GLS,N =
(
α̂GLS,N , θ̂
′
GLS,N
)′
.
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Theorem 1 Let Assumptions 1-5 and 7 hold. Then
√
NT
(
θ̂GLS,N − θ
θ̂W,N − θ
)
d→ N
(
0,
[
ΣGLS ΣGLS
ΣGLS ΣW
])
,
where ΣW = σ
2
ν
(
M′HQZ∗M
−1
HQHQ
MHQZ∗
)−1
and ΣGLS is the lower-right K×
K block of the matrix σ2ν
(
M′
HRZ˜
M−1HRHRMHRZ˜
)−1
.
Proof: See the Appendix.
4 Feasible Estimation
The spatial GLS and spatial within estimators defined above are based on
the unknown parameters ρ, σ2ν and σ
2
µ which have to be estimated. The
feasible estimation procedure starts by estimating the within transformed
model using the instruments HQ,N = Q0,NG0,N as described above to obtain
initial within IV estimates. This initial estimator is consistent under both
the random effects and the fixed effects specification (see Baltagi, 2008) and
it can be written as
θ̂I,N =
[
Ẑ′Q,NQ0,NZQ,N
]−1
Ẑ′Q,NQ0,NyN , (4.22)
where ẐQ,N = PHQ,NQ0,NZQ,N . The following proposition gives the asymp-
totic distribution of the initial estimator.
Proposition 1 Let the limit MHQZ = p limN→∞ (NT )
−1
H′Q,NZQ,N exist
and be finite with full column rank. Let Assumptions 1-3, 7 and either 4
(RE), or 6 (FE) hold. Then
√
NT
(
θ̂I,N − θ
)
d→ N (0,ΣI) ,
where ΣI = σ
2
ν
(
M′HQZM
−1
HQHQ
MHQZ
)−1
.
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Proof: See the Appendix.
The projected residuals then give consistent initial estimates of Q̂0,NuN
which can be used in the spatial generalized moments (GM) estimator as
suggested by Kapoor, Kelejian and Prucha (2007). These authors use OLS
residuals, which are consistent under the random effects assumption 4 (RE)
but would be biased under the fixed effects assumption 6 (FE). The spa-
tial GM estimator for ρ, σ2ν can then be based on the first three moment
conditions given in Kapoor, Kelejian and Prucha (2007).
Using Qi,NMN = MNQi,N and the notation εN = MNεN , we can formulate
the first three moment conditions in terms of Q0,NuN as
E

1
N (T−1)ε
′
NQ0,NεN
1
N (T−1)ε
′
NQ0,NεN
1
N (T−1)ε
′
NQ0,NεN
 (4.23)
=

1
N (T−1)u
′
NQ0,N (INT − ρM′N) (INT − ρMN )Q0,NuN
1
N (T−1)u
′
NQ0,N (INT − ρM′N ) M′NMN (INT − ρMN)Q0,NuN
1
N(T−1)u
′
NQ0,N (INT − ρM′N ) M′N (INT − ρMN )Q0,NuN

=
 σ2νσ2ν 1N tr(M′NMN )
0

Under the random effects model, Assumption 4 (RE), we add a fourth mo-
ment condition.
E
[
1
N
ε′NQ1,NεN
]
(4.24)
=
[
1
N
u′NQ1,N (INT − ρM′N) (INT − ρMN )Q1,NuN
]
= σ21
With the solution of the first three moment conditions at hand, one can
solve the fourth moment condition to obtain an estimate of σ21. Theorem 1
in Kapoor, Kelejian and Prucha (2007, p. 108 ) shows that the estimators
for ρ, σ2ν and σ
2
1 based on these moment conditions and some additional
assumptions (see their Assumption 5) are consistent as long as the initial
estimator θ̂I,N is consistent. Note, that this is the case for the spatial within
estimator under both the Assumption 4 (RE) and Assumption 6 (FE).
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Proposition 2 demonstrates that the parameters ρ, σ2ν and σ
2
1 are nui-
sance parameters and that the feasible spatial random effects and the feasi-
ble spatial within estimates have the same asymptotic distribution as their
counterparts based on the true values of ρ, σ2ν and σ
2
1.
Proposition 2 Let the feasible estimators θ̂FGLS,N and θ̂FW,N be based on
consistent estimators of ρ, σ2ν , and σ
2
1. Then under Assumptions 1-5 and 7
we have
√
NT
(
θ̂FGLS,N − θ̂GLS,N
)
p.→ 0,
√
NT
(
θ̂FW,N − θ̂W,N
)
p.→ 0.
Proof: See the Appendix.
5 Hausman Specification Test
The spatial within estimator is consistent under both the random effects as-
sumption 4 (RE) and the fixed effects assumption 6 (FE) since it wipes out
the unit specific effects by applying the within transformation. The criti-
cal assumption for the validity of the spatial random effects model is that
E (ui,N |XN) = 0, implying that the spatial random effects model is inconsis-
tent under the fixed effects Assumption 6 (FE). The Hausman test (Hausman,
1978) suggests comparing these two estimators and to test whether the ran-
dom effects assumption maintaining E (ui,N |XN ) = 0 holds true. The spatial
GLS estimator of the random effects model is more efficient than the spatial
within estimator under the random effects assumption 4 (RE). Moreover, un-
der H0 both considered estimators are consistent, while under H1 the spatial
random effects estimator is inconsistent, but the spatial within estimator is
consistent.
The theorem below defines the Hausman test statistic for spatial panels
and provides its asymptotic distribution under the null.
Theorem 2 Under Assumptions 1-5 and 7, we have
(a) √
NT
(
θ̂GLS,N − θ̂W,N
)
d.→ N (0,ΣW −ΣGLS) ,
where ΣW −ΣGLS is positive definite.
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(b)
Σ̂W,N − Σ̂GLS,N p.→ ΣW −ΣGLS
where
Σ̂W,N = σ̂
2
ν,NNT
[
Z′Q,N (INT − ρ̂NM′N )PHQ,N (INT − ρ̂NMN )ZQ,N
]−1
,
and
Σ̂GLS,N = σ̂
2
ν,NNT
[
Z′NΩ
−1/2
u,N
(
ϑ̂N
)
PHR,NΩ
−1/2
u,N
(
ϑ̂N
)
ZN
]−1
,
with ϑ̂N =
(
ρ̂N , σ̂
2
ν,N , σ̂
2
1,N
)′
being some consistent estimator of ϑ.
(c) Let
ĤN = NT
(
θ̂FGLS,N − θ̂FW,N
)′ (
Σ̂W,N − Σ̂GLS,N
)−1 (
θ̂FGLS,N − θ̂FW,N
)
,
and
HN = NT
(
θ̂GLS,N − θ̂W,N
)′
(ΣW −ΣGLS)−1
(
θ̂GLS,N − θ̂W,N
)
.
ĤN − HN p.→ 0, where HN is asymptotically χ2 distributed with K
degrees of freedom.
Proof: See the Appendix.
Given Theorem 2 in Kapoor, Kelejian and Prucha (2007) and the results
in this paper, a feasible estimation and testing procedure can be summa-
rized as follows. First calculate a consistent initial instrumental variables
estimator θ̂I,N which ignores the spatial correlation in the disturbances and
wipes out the individual effects using the within transformation. Second, use
the resulting estimated disturbances in a spatial GM procedure as described
in Kapoor, Kelejian and Prucha (2007) and obtain a (consistent) estimator
ϑ̂N =
(
ρ̂N , σ̂
2
ν,N , σ̂
2
1,N
)′
. Third, transform the model by the spatial Cochrane-
Orcutt transformation and then either the within or the GLS transformation
to obtain the spatial GLS and spatial within estimators θ̂FGLS,N and θ̂FW,N .
Finally, calculate the Hausman test statistics ĤN and use it to make a deci-
sion whether the random or fixed effects specification is more appropriate.
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Under the alternative Assumption 6 (FE) one obtains
δ̂GLS,N =
[̂˜
ZN (ϑ)
′
Z˜N (ϑ)
]−1 ̂˜
Z
′
N (ϑ) y˜N (ϑ)
= δ +
[̂˜
ZN (ϑ)
′
Z˜N (ϑ)
]−1 ̂˜
Z
′
N (ϑ)σνΩ
−1/2
ε,N ·(
Q1,N Z˜N (ϑ)pi + (ιT ⊗ IN )µN + νN
)
while
θ̂W,N =
[
Ẑ∗N (ρ)
′
Z∗N (ρ)
]−1
Ẑ∗N (ρ)
′
y∗ (ρ)
= δ +
[
Ẑ∗N (ρ)
′
Z∗N (ρ)
]−1
Ẑ∗N (ρ)
′
Q0,NνN
remains the same as under H0. The following Proposition shows that the
Hausman test statistic is a consistent statistic, i.e., the power of the test
approaches unity as N →∞ for an arbitrary significance level of the test.
Proposition 3 Let Assumptions 1-3 and 5-7 hold and let γ > 0 be some
positive constant. Then limN→∞ P (HN > γ) = 1.
Proof: See the Appendix
6 Monte Carlo Evidence
The Monte Carlo analysis investigates the small sample properties of the
proposed spatial Hausman test. For this we use a simple spatial panel model
that includes one explanatory variable and a constant:
yit = βxit + α + uit, i = 1, ..., N and t = 1, ..., T. (6.1)
We set β = 0.5 and α = 5. The explanatory variable is generated as xit =
ζ i + zit with ζ i ∼ i.i.d. U [−7.5, 7.5] and zit ∼ i.i.d. U [−7.5, 7.5] with U [a, b]
denoting the uniform distribution on the interval [a, b]. xit is treated as non-
stochastic variable and it is held fixed in repeated samples. The individual-
specific effects are allowed to be correlated with xi, setting µi = µi0 + pixi,
where µi0 is drawn from a normal distribution, i.e. µi0 ∼ i.i.d. N (0, 10φ) and
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pi is a constant parameter. This mimics the fixed effects assumption 2(FE)
with pi 	= 0. At pi = 0 the random effects assumption 4 holds and it forms
the null for the spatial Hausman test. We normalize µi so that its mean is 0
and its variance 10φ, where φ =
σ2µ
σ2µ+σ
2
ε
, 0 < φ < 1, denotes the proportion of
the total variance due to the presence of the individual-specific effects. For
the remainder error we assume εit ∼ i.i.d. N(0, 10(1−φ)). This implies that
total the variance of the disturbances is σ2µ + σ
2
ε = 10.
The row normalized spatial weighting matrix uses a regular lattice with
144 and 324 cells, respectively, containing one observation each. The spatial
weighting scheme is based on a rook design, where every unit is surrounded
by four neighbors. The corresponding spatial weighting matrix is maximum-
row normalized following Kelejian and Prucha (2007). We will use the same
spatial weighting matrix to generate both the endogenous spatial lag and the
spatial lag of the error term.
The spatial parameters λ and ρ vary over the set {−0.8,−0.4, 0, 0.4, 0.8}.
The parameter pi takes its values in {−0.3,−0.2,−0.1, 0, 0.1, 0.2, 0.3}. Based
on the discussion above we use the instrumentsHQ,N = [Q0,NxN ,Q0,NWNxN ,
Q20,N , WNxN ],whileHR,N is composed of [HQ,N ,Q1,NxN ,Q1,NWNxN ,Q1,NW
2
NxN ,
ιNT ,Q1,NWN ιNT ].
In each experiment we calculate the size of the Hausman test, which is
given by the share of rejections at pi = 0. The power of the spatial Hausman
test is given by the share of rejections at pi 	= 0.
===== Tables 1-4 =====
The baseline scenario is reported in Table 1 setting N = 144, T = 5 and
φ = 0.5. The results show that the proposed spatial IVGLS estimators work
well and that the spatial Hausman test exhibits good performance for almost
all considered parameter configurations. In the experiments reported in this
Table, the spatial Hausman test comes close to the nominal size of 0.05 in
most of the cases. Exceptions are only observed for high values of λ, where
the test is slightly oversized. For example, at λ = 0.8 and ρ = 0.8 the size of
the spatial Hausman test is 0.09. At negative values of ρ, this phenomenon
is not observed. The power of the test by and large remains unaffected by
variations of ρ and λ, although it seems somewhat lower at high absolute
values of ρ or high absolute values of λ.
A larger cross-section (N = 324) improves both the size and the power of
the test as expected (see Table 2). The size distortion at high positive values
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of λ is now reduced and the power of the spatial Hausman test is considerably
higher. In Table 3 we extend the time series dimension and set T = 10. The
size distortion at high values of λ becomes smaller as T increases and this
effect seems more pronounced than in an extended cross-section as analyzed
in Table 2. However, the improvement in power is much smaller as compared
to extending the cross-section dimension.
In Table 4 we set N = 144 and φ = 0.8, so that σ2µ = 8 and σ
2
ν is 2.
With a larger weight of the variance of the unit specific effects, we observe a
better performance of the spatial Hausman test in terms of its size. The size
distortion observed in the baseline scenario now vanishes. Also, the power of
the test is significantly higher.
===== Tables 5-7 =====
Tables 5-7 report the root mean square error (RMSE) and the bias of
the estimators of β, λ and ρ for the basic case with N = 144, T = 5 and
θ = 0.5. Following Kapoor, Kelejian and Prucha (2007) we define the bias as
the difference between the respective median of the parameter estimate and
its true counterpart, while RMSE =
√
bias2 +
(
IQ
1.35
)2
. IQ is defined as the
interquantile range, i.e. the difference between the 0.75 and 0.25 quantile
of the simulated parameter distribution. Under a normal distribution the
median and the mean coincide and IQ
1.35
corresponds to the standard deviation
(up to a rounding error).
The simulation exercises reveal a negligible bias for β and a somewhat
higher efficiency of the random effects estimator under H0. The gain in
efficiency is especially large at high positive values of λ and at high absolute
values of ρ. A similar pattern can be found for the RMSE of λ, although the
efficiency loss of the spatial within estimator is much higher as compared to
that for β. Under H1 the random effects estimator is inconsistent leading to
large biases in both β and λ. The bias of the slope parameter β is hardly
affected by different degrees of spatial dependence as represented by the
parameters values of λ. However, the bias is negative at low and negative
values of ρ and turns to the positive if ρ gets high. With respect to the
estimates of λ, we find that the bias is negative if λ or ρ take on negative
values, but that it declines in λ and/or ρ. At λ = 0.8 or ρ = 0.8 the
bias nearly vanishes. The results in Table 7 indicate that the estimates of ρ
remain unaffected by deviations from H0 as expected. These estimates are
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based on the spatial within estimator which is consistent under both H0 and
H1.
We also assess the performance of the spatial Hausman test for non-
normal disturbances.4 In particular, we follow Kelejian and Prucha (1999)
and assume lognormal remainder disturbances assuming εit =
eξit−e0.5√
e2−e1 , where
ξit ∼ i.i.d. N(0, 1). Alternatively, we maintain that the distribution of the
remainder error exhibits fatter tails than the normal and εit ∼ i.i.d t(5). In
both cases the performance of the spatial Hausman test is comparable to
that under normal disturbances. However, under the t(5) error distribution
the power of the test is smaller. Figures 1-3 summarize the Monte Carlo
simulations in terms of normal probability plots pooling all experiments for
the parameters of interest (β, λ and ρ) in one graph. We see considerable
deviations of the simulated values from the normal both in the lower and
upper tail, especially for the estimates of λ and ρ .
To summarize, the small Monte Carlo study shows that the proposed
spatial Hausman test works well even in small panels. In this spatial setting,
the test is able to detect deviations from the assumption that unobserved
unit effects and the explanatory variables are uncorrelated, which is critical
for the validity of spatial random effects models.
7 Conclusions
In this paper we study spatial random effects and spatial fixed effects mod-
els. We note that in many non-spatial applications the critical assumption
maintained under the random effects specification, namely that unit spe-
cific effects and explanatorily variables are uncorrelated, does not hold. This
seems also a possibility in a spatial setting and should be tested, since the
estimates of spatial random effects are inconsistent if this assumption fails
to hold.
Using a spatial Cliff and Ord type model as analyzed in Kapoor, Kelejian
and Prucha (2007) but augmented by an endogenous spatial lag, we intro-
duce (feasible) instrumental variables estimators for both the spatial random
effects model and a spatial fixed effects model. We derive the asymptotic
distributions of these estimators as well as those of their feasible counter-
parts. In addition, we propose a spatial Hausman test to compare these two
4The corresponding tables are available from the authors upon request.
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models, accounting for spatial autocorrelation in the disturbances. A small
Monte Carlo study shows that this test works well even in small panels.
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A Appendix
Proof of Theorem 1:
We denote the (T + 1)N × 1 vector of i.i.d.(0, 1) innovations as ζN =(
µ′N
σµ
,
ν ′N
σν
)′
and we write the stacked estimators as5(
δ̂GLS,N − δ
θ̂W,N − θ
)
= P˜NFNζN , (A.1)
where
P˜N =
(
P˜R,N 0
0 P˜Q,N
)
, FN =
(
FR1,N FR2,N
0 FQ,N
)
with
P˜R,N =
[
Z˜′NHR,N
(
H′R,NHR,N
)−1
H′R,N Z˜N
]−1
· (A.3)
Z˜′NHR,N
(
H′R,NHR,N
)−1
,
P˜Q,N =
[
Z∗′Q,NHQ,N
(
H′Q,NHQ,N
)−1
H′Q,NZ
∗
Q,N
]−1
·
Z∗′Q,NHQ,N
(
H′Q,NHQ,N
)−1
,
and
FR1,N = σµσνH
′
R,NΩ
−1/2
ε,N (ιT ⊗ IN) (A.4)
= σµH
′
R,N
(
σν
σ1
Q1,N +Q0,N
)
(ιT ⊗ IN ) ,
FR2,N = σ
2
νH
′
R,NΩ
−1/2
ε,N
= σνH
′
R,N
(
σν
σ1
Q1,N +Q0,N
)
,
FQ,N = σνH
′
Q,NQ0,N .
By Assumptions (5) and (7) it follows that the sequence of the stochastic
matrices (NT ) P˜R,N and (NT ) P˜Q,N converge in probability, i.e.
(NT ) P˜R,N
p.→
[
M′
HRZ˜
M−1HRHRMHRZ˜
]−1
M′
HRZ˜
M−1HRHR, (A.5)
(NT ) P˜Q,N
p.→
[
M′HQZ∗M
−1
HQHQ
MHQZ∗
]−1
M′HQZ∗M
−1
HQHQ
.
5We have used the properties of the Q0,N and Q1,N transformation matrices (see, e.g.
Baltagi, 2008 and Kapoor, Kelejian and Prucha, 2007, Remark A1). In particular we have
Ω
−1/2
ε,N = σ
−1
ν Q1,N + σ
−1
1
Q0,N .
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Next we apply the central limit theorem for vectors of triangular arrays
given in Theorem A1 in Mutl (2006) to (NT )−
1
2 FNζN . By Assumptions 1
and 4, the vector of random variables ζN satisfies the assumptions of the
central limit theorem. Observe that the matrix FN is non-stochastic and
that Assumptions 2, 3 and 5 imply that the row and column sums of FN are
uniformly bounded in absolute value. Hence, it remains to be demonstrated
that the matrix (NT )
−1
FNF
′
N has eigenvalues uniformly bounded away from
zero.
One can show that6
(FNF
′
N)
(p+2q)×(p+2q)
= σ2ν
(
H′R,NHR,N H
′
R,NHQ,N
H′Q,NHR,N H
′
Q,NHQ,N
)
(A.7)
= σ2ν
(
H′R,N 0
0 H′Q,N
)(
INT INT
INT INT
)(
HR,N 0
0 HQ,N
)
and hence
(NT )−1 λmin (FNF
′
N) ≥ min
[
(NT )−1 λmin
(
H′R,NHR,N
)
, (NT )−1 λmin
(
H′Q,NHQ,N
)]
·λmin
[(
INT INT
INT INT
)]
. (A.8)
Observe that (NT )−1H′R,NHR,N and (NT )
−1
H′Q,NHQ,N and
(
INT INT
INT INT
)
are symmetric. By Assumptions (3.11) and (7) the first two matrices have
full rank p + q and q, respectively. Note that the third matrix has trivially
full rank as well. Hence, (NT )−1 λmin (FNF′N ) is uniformly bounded away
from zero. Therefore, by the central limit theorem it follows that7
NT−1/2FNζN
d.→ N (0, lim
N→∞
1
NT
FNF
′
N). (A.9)
6Recall that the (NT×q) matrix of within transformed instrumentsHQ,N = Q0,NG0,N
has full column rank q and thatQ0,NHQ,N = HQ,N . Furthermore, HR,N = [HP,N ,HQ,N ],
where HP,N = Q1,NG1,N with dimension (NT × p) and full column rank p. Since
Q0,NQ1,N = 0, it follows that
H′R,NQ0,NHQ,N = H
′
R,NHQ,N (A.6)
=
(
G′
1,NQ1,N
G′
0,NQ0,N
)
Q0,NHQ,N =
(
0p×q
H′Q,NHQ,N
)
.
7Note that it can be demonstrated that limN→∞ (NT )
−1
FNF
′
N exists.
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From Assumptions (3.11) and (7) we also have
(NT )
1
2
(
δ̂GLS,N − δ
θ̂W,N − θ
)
d.→ N(0,∆), (A.10)
where ∆ = p limN→∞ (NT ) P˜NFNF′N P˜
′
N . Fairly straightforward calculation
shows that
∆ =
(
∆11 ∆12
∆′12 ∆22
)
(A.11)
with
∆11 = σ
2
ν
(
M′
HRZ˜
M−1HRHRMHRZ˜
)−1
=
(
σ2α,GLS Σα,GLS
Σ′α,GLS ΣGLS
)
(A.12)
∆12 = σ
2
ν
(
M′
HRZ˜
M−1HRHRMHRZ˜
)−1( 01×K
IK
)
((K+1)×K)
=
(
Σα,GLS
ΣGLS
)
∆22 = σ
2
ν
(
M′HQZ∗M
−1
HQHQ
MHQZ∗
)−1
= ΣW .
We have ordered the elements of the vector of parameters δ such that the first
element is the constant so that the asymptotic variance-covariance matrix of
the stacked estimators becomes
∆ =
 σ2α,GLS Σα,GLS Σα,GLSΣ′α,GLS ΣGLS ΣGLS
Σ′α,GLS ΣGLS ΣW
 , (A.13)
and hence
√
NT
 αGLS,N − αθ̂GLS,N − θ
θ̂W,N − θ
 d.→ N
0,
 σ2α,GLS Σα,GLS Σα,GLSΣ′α,GLS ΣGLS ΣGLS
Σ′α,GLS ΣGLS ΣW
 . (A.14)
Proof of Proposition 1:
Inspection of the proof of Theorem 1 above reveals that it remains valid
after replacing θ̂W,N with θ̂I,N and Assumption 6(b) with the one made in the
proposition. It then trivially implies the claim under Assumption 4 (RE). It
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thus remains to be shown that the initial estimator converges in distribution
under the Assumption 6 (FE). Note that we have
θ̂I,N − θ =
[
Z′Q,NHQ,N
(
H′Q,NHQ,N
)−1
H′Q,NZQ,N
]−1
(A.15)
·Z′Q,NHQ,N
(
H′Q,NHQ,N
)−1
H′Q,NQ0,NνN
= P˜Q,NH
′
Q,NQ0,NνN .
Given Assumption 7 and the condition in the proposition, it follows that
(NT ) P˜Q,N
p.→
[
M′HQZM
−1
HQHQ
MHQZ
]−1
M′HQZM
−1
HQHQ
and
(NT )λmin
(
H′Q,NQ0,NQ
′
0,NH
′
Q,N
)
= (NT )λmin
(
HQ,NH
′
Q,N
)
, (A.16)
which is uniformly bounded away from zero. Given Assumption 1, the condi-
tions of Theorem A1 in Mutl (2006) are satisfied and in light of Assumption
7(a), we have the desired result.
Proof of Proposition 2:
The proof follows closely the proof of Theorem 4, part 2 in Kapoor,
Kelejian and Prucha (2007) and Theorem 3 in Mutl (2006). In particular, it
will be sufficient to show that (see e.g. Schmidt, 1976)
∆G1,N = (NT )
−1
[̂˜
ZN
(
ϑ̂
)′
Z˜N
(
ϑ̂
)
− ̂˜ZN (ϑ)′ Z˜N (ϑ)] p→ 0 (A.17)
∆W1,N = (NT )
−1
[
Ẑ∗N (ρ̂)
′
Z∗N (ρ̂)− Ẑ∗N (ρ)′ Z∗N (ρ)
]
p→ 0,
and
∆G2,N = (NT )
−1/2
(̂˜
Z
′
N
(
ϑ̂
)
u˜N
(
ϑ̂
)
− ̂˜Z′N (ϑ) u˜N (ϑ)) p→ 0(A.18)
∆W2,N = (NT )
−1/2
(
Ẑ∗N (ρ̂)
′
u∗ (ρ̂)− Ẑ∗N (ρ)′ u∗ (ρ)
)
p→ 0,
where ϑ̂ and ρ̂ are (any) consistent estimators of ϑ and ρ. Note that̂˜
ZN
(
ϑ̂
)
= PHR,N Z˜N
(
ϑ̂
)
and Ẑ∗N
(
ϑ̂
)
= PHQ,NZ
∗
N
(
ϑ̂
)
, where
Z˜N
(
ϑ̂
)
= PHR,N σ̂ν
̂
Ω
−1/2
ε,N (INT − ρ̂MN)ZN (A.19)
=
(
Q1,N +
σ̂ν
σ̂1
Q0,N
)
(INT − ρ̂MN)ZN ,
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and
Z∗N
(
ϑ̂
)
= Q0,N (INT − ρ̂MN )ZN . (A.20)
Hence
∆G1,N (A.21)
= ρ−ρ̂
NT
Z′NM
′
N
(
Q1,N +
σ̂ν
σ̂1
Q0,N
)
PHR,N
(
Q1,N +
σ̂ν
σ̂1
Q0,N
)
ZN
+ρ−ρ̂
NT
Z′N
(
Q1,N +
σ̂ν
σ̂1
Q0,N
)
PHR,N
(
Q1,N +
σ̂ν
σ̂1
Q0,N
)
MNZN
+ ρ̂
2−ρ2
NT
Z′NM
′
N
(
Q1,N +
σ̂ν
σ̂1
Q0,N
)
PHR,N
(
Q1,N +
σ̂ν
σ̂1
Q0,N
)
MNZN
+
σ̂ν
σ̂1
−σν
σ1
NT
Z′N (INT − ρM′N )Q0,NPHR,NQ1,N (INT − ρMN)ZN
+
σ̂ν
σ̂1
−σν
σ1
NT
Z′N (INT − ρM′N )Q1,NPHR,NQ0,N (INT − ρMN)ZN
+
σ̂2ν
σ̂2
1
−σ
2
ν
σ2
1
NT
Z′N (INT − ρM′N )Q0,NPHR,NQ0,N (INT − ρMN)ZN =
ρ−ρ̂
NT
(
Z′NAG1,NZN +
σ̂ν
σ̂1
Z′NAG2,NZN +
σ̂ν
σ̂1
Z′NAG3,NZN +
σ̂2ν
σ̂21
Z′NAG4,NZN
)
+ρ−ρ̂
NT
(
Z′NA
′
G1,NZN +
σ̂ν
σ̂1
Z′NA
′
G2,NZN +
σ̂ν
σ̂1
Z′NA
′
G3,NZN +
σ̂2ν
σ̂21
Z′NA
′
G4,NZN
)
+ ρ̂
2−ρ2
NT
(
Z′NAG5,NZN +
σ̂ν
σ̂1
Z′NAG6,NZN +
σ̂ν
σ̂1
Z′NAG7,NZN +
σ̂2ν
σ̂21
Z′NAG8,NZN
)
+
σ̂ν
σ̂1
−σν
σ1
NT
(
Z′NAG9,NZN + Z
′
NA
′
G9,NZN
)
+
σ̂2ν
σ̂2
1
−σ
2
ν
σ2
1
NT
Z′NAG10,NZN ,
where
AG1,N = M
′
NQ1,NPHR,NQ1,N , (A.22)
AG2,N = M
′
NQ1,NPHR,NQ0,N ,
AG3,N = M
′
NQ0,NPHR,NQ1,N ,
AG4,N = M
′
NQ0,NPHR,NQ0,N ,
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AG5,N = M
′
NQ1,NPHR,NQ1,NMN ,
AG6,N = M
′
NQ1,NPHR,NQ0,NMN ,
AG7,N = M
′
NQ0,NPHR,NQ1,NMN ,
AG8,N = M
′
NQ0,NPHR,NQ0,NMN ,
AG9,N = (INT − ρM′N)Q0,NPHR,NQ1,N (INT − ρMN ) ,
AG10,N = (INT − ρM′N)Q0,NPHR,NQ0,N (INT − ρMN )
Analogically,
∆W1,N = (ρ− ρ̂) (NT )−1 Z′NM′NPHQ,NZN (A.23)
+(ρ− ρ̂) (NT )−1 Z′NPHQ,NMNZN
+
(
ρ̂2 − ρ2) (NT )−1 Z′NM′NPHQ,NMNZN
= (ρ− ρ̂) (NT )−1 (Z′NAW1,NZN + Z′NA′W1,NZN)+(ρ̂2 − ρ2) (NT )−1 Z′NAW2,NZN ,
where
AW1,N = M
′
NPHQ,N , (A.24)
AW2,N = M
′
NPHQ,NMN .
In light of Assumptions 2, 5 and 7 the row and column sums of the matrices
AGi,N andAWj,N are uniformly bounded in absolute value. By Lemma C3 in
Mutl (2006) we then have that (NT )−1X′NAGi,NXN , (NT )
−1
X′NAWi,NXN ,
(NT )−1 ι′NAGi,NιN and (NT )
−1
ι′NAWi,N ιN have elements uniformly bounded
in absolute value. Furthermore, by Lemma B2 in Mutl (2006), using Assump-
tions 1, 2 and 4, the elements of uN have uniformly bounded 4−th moments.
Therefore, the variance of (NT )−1 u′NAGi,NuN is uniformly bounded in ab-
solute value. Recall that ZN = (WNyN ,XN , ιN), where the solution of the
model yields yN = (INT − λWN )−1 (XNβ + αιNT + uN). We thus have that
the elements of
(NT )−2E (Z′NAGi,NZNZ
′
NAGi,NZN ) ,
and
(NT )−2E (Z′NAWi,NZNZ
′
NAWi,NZN) ,
are uniformly bounded in absolute value. Since ρ̂, σ̂v, and σ̂1 are consistent
estimators, it follows that ∆G1,N
p.→ 0 and ∆W1,N p.→ 0 as N →∞.
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Next we use similar derivations to obtain
∆G2,N = (A.25)
ρ−ρ̂
(NT )1/2
(
Z′NAG1,NuN +
σ̂ν
σ̂1
Z′NAG2,NuN +
σ̂ν
σ̂1
Z′NAG3,NuN +
σ̂2ν
σ̂21
Z′NAG4,NuN
)
+ ρ−ρ̂
(NT )1/2
(
Z′NA
′
G1,NuN +
σ̂ν
σ̂1
Z′NA
′
G2,NuN +
σ̂ν
σ̂1
Z′NA
′
G3,NuN +
σ̂2ν
σ̂21
Z′NA
′
G4,NuN
)
+ ρ̂
2−ρ2
(NT )1/2
(
Z′NAG5,NuN +
σ̂ν
σ̂1
Z′NAG6,NuN +
σ̂ν
σ̂1
Z′NAG7,NuN +
σ̂2ν
σ̂21
Z′NAG8,NuN
)
+
σ̂ν
σ̂1
− σν
σ1
(NT )1/2
(
Z′NAG9,NuN + Z
′
NA
′
G9,NuN
)
+
σ̂2ν
σ̂21
− σ2ν
σ2
1
(NT )1/2
Z′NAG10,NuN ,
and
∆W2,N =
ρ−ρ̂
(NT )1/2
(
Z′NAW1,NuN + Z
′
NA
′
W 1,NuN
)
(A.26)
+
ρ̂2 − ρ2
(NT )1/2
Z′NAW2,NuN ,
whereZN = (WNyN ,XN , ιN ), with yN = (INT − λWN)−1 (XNβ + αιNT + uN).
Observe that since the matrices AGi,N and AWj,N , as well as the vectors XN
and ιNT are non-stochastic. We have that
E
[
(NT )−1/2 β′X′NAGi,NuN
]
= 0, (A.27)
E
[
(NT )−1/2 αι′NTAGi,NuN
]
= 0,
E
[
(NT )−1/2 β′X′N (INT − λW′N )−1 W′NAGi,NuN
]
= 0,
E
[
(NT )−1/2 αι′NT (INT − λW′N )−1 W′NAGi,NuN
]
= 0,
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E
[
(NT )−1/2 β′X′NAWj,NuN
]
= 0,
E
[
(NT )−1/2 αι′NTAWj,NuN
]
= 0,
E
[
(NT )−1/2 β′X′N (INT − λW′N)−1 W′NAWj,NuN
]
= 0,
E
[
(NT )−1/2 αι′NT (INT − λW′N)−1AWj,NW′NuN
]
= 0.
and
E
[
(NT )−1/2 u′N (INT − λW′N )−1 W′NAGi,NuN
]
(A.28)
= σ
2
ν
(NT )1/2
tr
[
(INT − λW′N )−1 W′NAGi,N (INT − λMN )−1Q0,N (INT − λM′N )−1
]
+
σ2
1
(NT )1/2
tr
[
(INT − λW′N )−1 W′NAGi,N (INT − λMN )−1Q1,N (INT − λM′N )−1
]
,
E
[
(NT )−1/2 u′N (INT − λW′N )−1 W′NAWj,NuN
]
(A.29)
= σ
2
ν
(NT )1/2
(NT )−1/2 tr
[
(INT − λW′N )−1 W′NAWj,N (INT − λMN)−1Q0,N (INT − λM′N )−1
]
+
σ2
1
(NT )1/2
(NT )−1/2 tr
[
(INT − λW′N)−1 W′NAWj,N (INT − λMN )−1Q1,N (INT − λM′N)−1
]
,
which by Assumptions 2, 5 and 7 are uniformly bounded in absolute value.
Therefore, the elements ofE
[
(NT )−1/2 Z′NAGj,NuN
]
, andE
[
(NT )−1/2 Z′NAWj,NuN
]
are uniformly bounded in absolute value.
Next consider the corresponding variance covariance matrices:
(NT )−1 β′X′NAGi,NΩu,NA
′
Gi,NXNβ, (A.30)
(NT )−1 α2ι′NTAGi,NΩu,NA
′
Gi,NιNT ,
(NT )−1 β′X′N (INT − λW′N )−1 W′NAGi,NΩu,NA′Gi,NWN (INT − λWN)−1XNβ,
(NT )−1 α2ι′NT (INT − λW′N)−1 W′NAGi,NΩu,NA′Gi,NWN (INT − λWN )−1 ιNT ,
and
(NT )−1 β′X′NAWj,NΩu,NA
′
Wj,NXNβ,
(NT )−1 α2ι′NTAWj,NΩu,NA
′
Wj,NιNT ,
(NT )−1 β′X′N (INT − λW′N )−1 W′NAWj,NΩu,NA′Wj,NWN (INT − λWN)−1XNβ,
(NT )−1 α2ι′NT (INT − λW′N)−1 W′NAWj,NΩu,NA′Wj,NWN (INT − λWN )−1 ιNT .
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Finally, the two remaining scalar variances are given by
(NT )−1E
[
u′N (INT − λW′N)−1 W′NAGi,NWN (INT − λWN)−1 uNu′N
(INT − λW′N)−1 W′NAGi,NWN (INT − λWN)−1 uN
]
= (NT )−1E
(
tr
[
(INT − λM′N)−1 (INT − λW′N)−1 W′NAGi,N
·WN (INT − λWN )−1 (INT − λMN )−1 εNε′N (INT − λM′N )−1 (INT − λW′N )−1 W′N
·AGi,NWN (INT − λWN )−1 (INT − λMN )−1 εNε′N
])
= (NT )−1E (tr [B1,Gi,NεNε
′
NB2,Gi,NεNε
′
N ]) , (A.31)
and
(NT )−1E
[
u′N (INT − λW′N )−1 W′NAWj,NWN (INT − λWN )−1 uNu′N
· (INT − λW′N)−1 W′NAWj,NWN (INT − λWN )−1 uN
]
(A.32)
= (NT )−1E (tr [B1,Wj,NεNε
′
NB2,Wj,NεNε
′
N ]) ,
where theBmatrices are products ofA, WN , W
′
N , (INT − λWN )−1, and (INT − λW′N)−1
matrices and hence by Assumptions 2, 5 and 7 have row and column sums
uniformly bounded in absolute value. Hence the row and column sums of the
variance covariance matrices are uniformly bounded in absolute value and,
therefore, E
[
(NT )−1/2 Z′NAGj,NuN
]
= OP (1), andE
[
(NT )−1/2 Z′NAWj,NuN
]
=
OP (1). Thus ∆G2,N
p.→ 0 and ∆W2,N p.→ 0 as N →∞, since ρ̂, σ̂ν , and σ̂1 are
consistent estimators.
Proof of Theorem 2
Part (a): FromTheorem 1 it follows that
√
NT
(
θ̂GLS,N − θ̂W,N
)
d→ N (0,Ψ),
where
Ψ = (IK ,−IK)
(
ΣGLS ΣGLS
ΣGLS ΣW
)(
IK
−IK
)
= ΣW −ΣGLS . (A.33)
To show that ΣW −ΣGLS is positive definite, recall that
ΣW = σ
2
ν lim
N→∞
[
NT
(
Z∗′NPHQ,NZ
∗
N
)−1]
, (A.34)
ΣGLS = σ
2
ν (0K×1, IK) lim
N→∞
[
NT
(
Z˜′NPHR,N Z˜N
)−1]
· (0K×1, IK)′ .
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Since the instrument sets are given by HQ,N = Q0,NG0,N , and HR,N =
[HQ,N ,HP,N ] one can show that PHR,N = PHP,N +PHQ,N and hence denoting
SR,N = Z˜′NPHR,N Z˜N , we have
SR,N =
[
SR,N,11 SR,N,21
SR,N,12 SR,N,22
]
,
where
SR,N,11 = ι
′
NTA
′
N
(
PHQ,N + φ
2PHP,N
)
AN ιNT (A.36)
SR,N,12 = S
′
R,N,21 = (WNyN ,XN )
′
A′N
(
PHQ,N + φ
2PHP,N
)
ANιNT
SR,N,22 = (WNyN ,XN)
′
A′N
(
PHQ,N + φ
2PHP,N
)
AN (WNyN ,XN ) ,
with AN = INT − ρMN and φ = σνσ1 . We are interested in the lower-right
K × K block of the inverse of SR,N which we denote by S22R,N . Using the
formula for partitioned inverses (see e.g. section 0.7.3 in Horn and Johnson,
1985) yields after some manipulation
S22R,N =
(
SR,N,22 − SR,N,21S−1R,N,11SR,N,12
)−1
(A.37)
=
{
(WNyN ,XN)
′
A′NPHQ,NAN (WNyN ,XN )
+φ2 (WNyN ,XN )
′
A′NPHP,N
[
INT −ANJNTA′N (ι′NTA′NAN ιNT )−1
]
·
PHP,NAN (WNyN ,XN )
}−1
.
Defining SQ,N = Z∗′NPHQ,NZ
∗
N we have
SQ,N = (WNyN ,XN)
′
A′NPHQ,NAN (WNyN ,XN ) ,
so that
ΣW−ΣGLS = σ2ν lim
N→∞
NT
(
S−1Q,N − S22R,N
)
= lim
N→∞
NT
(
C−1N − (CN +DN)−1
)
(A.39)
where
CN = (WNyN ,XN)
′
A′NPHQ,NAN (WNyN ,XN ) (A.40)
DN = φ
2 (WNyN ,XN)
′
A′NPHP,N
[
INT −ANJNTA′N (ι′NTA′NAN ιNT )−1
]
·
PHP,NAN (WNyN ,XN) (A.41)
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Using Greene (2003, p. 822) it follows that
(CN +DN )
−1 = C−1N −C−1N
(
D−1N +C
−1
N
)−1
C−1N (A.42)
and hence
ΣW −ΣGLS = σ2ν lim
N→∞
(
C−1N
(
D−1N +C
−1
N
)−1
C−1N
)
, (A.43)
which is clearly positive definite.
Part (b): This follows directly from Proposition 2.
Part (c): Since ϑ̂ =
(
ρ̂N , σ̂
2
ν,N , σ̂
2
1,N
)′
is a consistent estimator, it follows that
Z′Q,N (INT − ρ̂NM′N)HQ,N −Z′Q,N (INT − ρM′N)HQ,N p.→ 0, (A.44)
Z′NΩ
−1/2
u,N
(
ϑ̂N
)
HR,N − Z′NΩ−1/2u,N (ϑ)HR,N
p.→ 0.
The claim in the Theorem then follows from Assumptions 5 and 7.
Part (d): ĤN −HN p.→ 0 is a direct consequence of (a), (b) and (c). Given
Theorem 1, the (true) Hausman test statistics HN is a asymptotically dis-
tributed as a quadratic form of normally distributed random variables and,
hence, it has an asymptotic χ2 distribution.
Proof of Proposition 3:
We denote by θ̂
0
GLS,N and θ̂
1
GLS,N the algebraic expressions for the GLS
estimators under the null and alternative hypothesis respectively (i.e. when
uN is given by either Assumption 4, or 6). Analogically, we denote the alge-
braic expressions for the Hausman test statistics under the two hypotheses
by H0N and H
1
N . We then have:
H1N = NT
(
θ̂
1
GLS,N − θ̂W,N
)′
(ΣW −ΣGLS)−1
(
θ̂
1
GLS,N − θ̂W,N
)
(A.45)
= H0N +NTc
′
N (ΣW −ΣGLS)−1
[
cN − 2
(
θ̂
0
GLS,N − θ̂W,N
)]
,
where
cN = (0K×1, IK)
[
Z˜′NPHR,N Z˜N
]−1
Z˜′NPHP,N Z˜N (ϑ)pi. (A.46)
Observe that Assumption 6 contains the random effects assumption for the
independent component of the individual effects. Therefore, by Theorem 2,
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we haveH0N
d.→ χ2 (K) and (NT )−1/2
(
θ̂
0
GLS,N − θ̂W,N
)
d.→ N (0,ΣW −ΣGLS).
Thus also p limN→∞
(
θ̂
0
GLS,N − θ̂W,N
)
= 0. Furthermore, since HR,N =
[HQ,N ,HP,N ], it follows from Assumption 5 that probability limit of cN exists
and is finite, say p limN→∞ cN = c. Therefore
H1N = H
0
N +NTc
′
N (ΣW −ΣGLS)−1 cN − 2NTc′N (ΣW −ΣGLS)−1
(
θ̂
0
GLS,N − θ̂W,N
)
= H0N +NTc
′ (ΣW −ΣGLS)−1 c− 2
√
NTc′N (ΣW −ΣGLS)−1
√
NT
(
θ̂
0
GLS,N − θ̂W,N
)
= op
(√
NT
)
+NTc′ (ΣW −ΣGLS)−1 c− 2
√
NT [c′ + op (1)] (ΣW −ΣGLS)−1 op (1)
= op
(√
NT
)
+NTc′ (ΣW −ΣGLS)−1 c+
√
NTop (1) (A.47)
= NTc′ (ΣW −ΣGLS)−1 c+ op
(√
NT
)
.
Therefore, for any γ > 0, we have
lim
N→∞
P
(
H1N > γ
)
= 1.
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Table 1: Size and Power of the Spatial Hausman Test
N=144, T=5, θ=0.5, normal disturbances, 2000 replications
λ       
ρ a -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 0.999 1.000 1.000 1.000 1.000
-0.2 0.976 0.980 0.984 0.984 0.978
-0.1 0.501 0.529 0.532 0.541 0.475
0.0 0.041 0.052 0.057 0.058 0.050
0.1 0.479 0.521 0.518 0.515 0.454
0.2 0.983 0.989 0.988 0.985 0.979
0.3 1.000 1.000 1.000 1.000 1.000
-0.4 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.987 0.993 0.989 0.991 0.990
-0.1 0.540 0.568 0.558 0.563 0.540
0.0 0.041 0.035 0.043 0.048 0.041
0.1 0.505 0.508 0.543 0.534 0.520
0.2 0.992 0.987 0.985 0.996 0.985
0.3 1.000 1.000 1.000 1.000 1.000
0.0 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.988 0.988 0.990 0.995 0.994
-0.1 0.556 0.563 0.578 0.573 0.582
0.0 0.034 0.036 0.040 0.053 0.074
0.1 0.543 0.543 0.536 0.541 0.512
0.2 0.993 0.993 0.993 0.992 0.988
0.3 1.000 1.000 1.000 1.000 1.000
0.4 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.989 0.991 0.998 0.993 0.989
-0.1 0.532 0.550 0.570 0.572 0.581
0.0 0.042 0.041 0.041 0.051 0.079
0.1 0.536 0.564 0.530 0.498 0.530
0.2 0.996 0.990 0.990 0.989 0.988
0.3 1.000 1.000 1.000 1.000 1.000
0.8 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.987 0.986 0.988 0.989 0.985
-0.1 0.493 0.500 0.500 0.523 0.521
0.0 0.056 0.059 0.054 0.058 0.090
0.1 0.540 0.545 0.530 0.513 0.480
0.2 0.992 0.993 0.992 0.984 0.970
0.3 1.000 1.000 1.000 1.000 1.000
Table 2: Size and Power of the Spatial Hausman Test
N=324, T=5, θ=0.5, normal disturbances, 2000 replications
λ       
ρ a -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 1.000 0.999 0.999 1.000 1.000
-0.1 0.872 0.865 0.854 0.851 0.849
0.0 0.048 0.051 0.054 0.047 0.054
0.1 0.845 0.857 0.849 0.856 0.838
0.2 1.000 1.000 1.000 1.000 1.000
0.3 1.000 1.000 1.000 1.000 1.000
-0.4 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 1.000 1.000 1.000 1.000 1.000
-0.1 0.899 0.896 0.896 0.900 0.893
0.0 0.049 0.051 0.042 0.045 0.042
0.1 0.887 0.902 0.879 0.878 0.886
0.2 1.000 1.000 1.000 1.000 1.000
0.3 1.000 1.000 1.000 1.000 1.000
0.0 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 1.000 1.000 1.000 1.000 1.000
-0.1 0.900 0.906 0.905 0.896 0.909
0.0 0.044 0.047 0.047 0.046 0.048
0.1 0.893 0.896 0.898 0.898 0.896
0.2 1.000 1.000 1.000 1.000 1.000
0.3 1.000 1.000 1.000 1.000 1.000
0.4 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 1.000 1.000 1.000 1.000 1.000
-0.1 0.892 0.900 0.888 0.888 0.891
0.0 0.048 0.043 0.047 0.047 0.059
0.1 0.908 0.896 0.899 0.891 0.886
0.2 1.000 1.000 1.000 1.000 1.000
0.3 1.000 1.000 1.000 1.000 1.000
0.8 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 1.000 1.000 1.000 1.000 1.000
-0.1 0.861 0.868 0.859 0.858 0.851
0.0 0.043 0.049 0.049 0.058 0.075
0.1 0.876 0.908 0.891 0.880 0.854
0.2 1.000 1.000 1.000 1.000 1.000
0.3 1.000 1.000 1.000 1.000 1.000
Table 3: Size and Power of the Spatial Hausman Test
N=144, T=10, θ=0.5, normal disturbances, 2000 replications
λ       
ρ a -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.992 0.991 0.993 0.992 0.993
-0.1 0.583 0.564 0.573 0.571 0.529
0.0 0.049 0.038 0.047 0.053 0.038
0.1 0.561 0.566 0.572 0.577 0.535
0.2 0.994 0.994 0.997 0.996 0.993
0.3 1.000 1.000 1.000 1.000 1.000
-0.4 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.997 0.996 0.998 0.997 0.995
-0.1 0.627 0.624 0.617 0.616 0.614
0.0 0.041 0.045 0.047 0.045 0.043
0.1 0.572 0.589 0.619 0.594 0.615
0.2 0.998 0.994 0.998 0.998 0.996
0.3 1.000 1.000 1.000 1.000 1.000
0.0 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.998 0.998 0.998 0.997 0.997
-0.1 0.625 0.637 0.638 0.650 0.640
0.0 0.043 0.045 0.045 0.047 0.051
0.1 0.613 0.618 0.618 0.608 0.609
0.2 0.998 0.994 0.997 0.998 0.996
0.3 1.000 1.000 1.000 1.000 1.000
0.4 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.997 0.999 0.995 0.998 0.997
-0.1 0.623 0.594 0.631 0.628 0.602
0.0 0.056 0.047 0.042 0.041 0.060
0.1 0.601 0.640 0.632 0.607 0.577
0.2 0.998 0.998 0.997 0.996 0.996
0.3 1.000 1.000 1.000 1.000 1.000
0.8 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.993 0.994 0.997 0.993 0.993
-0.1 0.551 0.580 0.572 0.570 0.589
0.0 0.054 0.051 0.048 0.058 0.058
0.1 0.603 0.608 0.614 0.604 0.564
0.2 0.997 0.994 0.996 0.997 0.992
0.3 1.000 1.000 1.000 1.000 1.000
Table 4: Size and Power of the Spatial Hausman Test
N=144, T=5, θ=0.8, normal disturbances, 2000 replications
λ       
ρ a -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.997 0.998 0.998 0.999 0.998
-0.1 0.669 0.680 0.654 0.680 0.634
0.0 0.045 0.052 0.045 0.046 0.047
0.1 0.683 0.677 0.680 0.650 0.618
0.2 0.999 0.999 0.998 0.999 0.996
0.3 1.000 1.000 1.000 1.000 1.000
-0.4 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.999 1.000 0.999 0.999 0.999
-0.1 0.701 0.728 0.716 0.714 0.721
0.0 0.051 0.047 0.052 0.043 0.050
0.1 0.674 0.683 0.693 0.688 0.692
0.2 1.000 0.999 0.999 0.999 1.000
0.3 1.000 1.000 1.000 1.000 1.000
0.0 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 0.999 0.999 0.999 0.999 0.999
-0.1 0.720 0.721 0.717 0.715 0.720
0.0 0.041 0.040 0.043 0.049 0.045
0.1 0.701 0.701 0.727 0.710 0.695
0.2 1.000 0.999 1.000 1.000 0.999
0.3 1.000 1.000 1.000 1.000 1.000
0.4 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 1.000 1.000 0.999 0.999 0.999
-0.1 0.709 0.707 0.688 0.703 0.711
0.0 0.045 0.045 0.048 0.045 0.041
0.1 0.743 0.729 0.711 0.702 0.672
0.2 0.999 1.000 0.998 1.000 0.999
0.3 1.000 1.000 1.000 1.000 1.000
0.8 -0.3 1.000 1.000 1.000 1.000 1.000
-0.2 1.000 0.998 0.998 0.999 0.998
-0.1 0.695 0.673 0.669 0.674 0.674
0.0 0.048 0.052 0.054 0.051 0.052
0.1 0.703 0.716 0.710 0.694 0.632
0.2 0.998 0.999 1.000 0.999 0.998
0.3 1.000 1.000 1.000 1.000 1.000
N=144, T=5, θ=0.5, normal disturbances, 2000 replications
Bias RMSE
λ      λ       
ρ a -0.8 -0.4 0.0 0.4 0.8 -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 0.000 -0.003 0.003 0.005 0.004 0.044 0.048 0.049 0.054 0.052
-0.107 -0.106 -0.104 -0.107 -0.097 0.114 0.115 0.114 0.115 0.105
-0.2 0.000 0.001 0.004 0.004 0.004 0.044 0.045 0.047 0.053 0.050
-0.081 -0.081 -0.080 -0.080 -0.072 0.090 0.092 0.090 0.092 0.082
-0.1 -0.001 0.001 0.002 0.005 0.002 0.043 0.047 0.051 0.054 0.053
-0.046 -0.044 -0.045 -0.042 -0.039 0.059 0.061 0.062 0.060 0.055
0.0 0.001 0.003 0.006 0.004 0.005 0.044 0.046 0.051 0.051 0.055
0.001 0.003 0.004 0.004 0.002 0.038 0.039 0.044 0.042 0.040
0.1 0.001 -0.001 0.006 0.004 0.004 0.045 0.046 0.051 0.053 0.054
0.047 0.047 0.050 0.047 0.038 0.061 0.063 0.067 0.063 0.054
0.2 -0.001 -0.001 0.003 0.006 0.001 0.042 0.046 0.050 0.053 0.053
0.085 0.090 0.091 0.084 0.074 0.093 0.099 0.101 0.094 0.084
0.3 -0.001 0.002 0.004 0.004 0.004 0.044 0.045 0.050 0.052 0.054
0.113 0.123 0.122 0.110 0.097 0.120 0.130 0.130 0.119 0.105
-0.4 -0.3 -0.005 -0.001 0.000 -0.002 0.003 0.044 0.043 0.043 0.047 0.046
-0.123 -0.120 -0.117 -0.117 -0.106 0.130 0.126 0.123 0.125 0.113
-0.2 -0.003 -0.003 -0.001 -0.001 0.002 0.043 0.042 0.045 0.046 0.048
-0.092 -0.090 -0.088 -0.088 -0.078 0.099 0.098 0.097 0.096 0.088
-0.1 -0.003 -0.002 0.000 -0.001 0.002 0.045 0.043 0.043 0.046 0.047
-0.052 -0.049 -0.048 -0.047 -0.041 0.064 0.063 0.061 0.061 0.057
0.0 -0.001 -0.002 -0.002 0.000 -0.001 0.044 0.045 0.045 0.045 0.049
-0.003 -0.001 -0.001 0.002 0.003 0.038 0.038 0.039 0.039 0.039
0.1 0.000 -0.002 -0.002 0.001 0.001 0.042 0.045 0.044 0.046 0.048
0.046 0.046 0.048 0.051 0.048 0.061 0.060 0.062 0.065 0.062
0.2 -0.002 -0.001 0.000 0.000 0.001 0.046 0.043 0.044 0.047 0.048
0.084 0.088 0.088 0.087 0.083 0.093 0.095 0.096 0.097 0.092
0.3 -0.001 -0.001 -0.003 0.000 0.000 0.042 0.043 0.044 0.045 0.047
0.112 0.118 0.118 0.117 0.111 0.118 0.125 0.125 0.123 0.118
0.0 -0.3 0.000 -0.002 -0.003 -0.003 -0.002 0.044 0.043 0.042 0.043 0.045
-0.131 -0.126 -0.122 -0.118 -0.108 0.138 0.132 0.128 0.125 0.115
-0.2 -0.001 -0.003 -0.003 -0.003 0.001 0.046 0.045 0.045 0.043 0.046
-0.098 -0.095 -0.091 -0.089 -0.079 0.107 0.104 0.099 0.097 0.089
-0.1 0.000 -0.002 -0.002 -0.001 -0.002 0.045 0.044 0.044 0.042 0.044
-0.052 -0.051 -0.049 -0.046 -0.041 0.066 0.064 0.062 0.059 0.058
0.0 0.000 -0.001 -0.001 -0.002 -0.002 0.046 0.044 0.043 0.044 0.043
-0.001 0.000 0.000 0.001 0.004 0.042 0.040 0.039 0.037 0.040
0.1 -0.001 -0.003 -0.002 -0.001 -0.001 0.047 0.045 0.043 0.043 0.042
0.047 0.048 0.047 0.049 0.049 0.062 0.062 0.061 0.062 0.062
0.2 0.000 -0.002 -0.003 -0.001 -0.002 0.046 0.044 0.042 0.044 0.043
0.083 0.087 0.088 0.090 0.087 0.093 0.096 0.097 0.098 0.096
0.3 -0.001 -0.002 -0.002 -0.001 -0.003 0.046 0.045 0.045 0.044 0.044
0.111 0.116 0.118 0.117 0.113 0.119 0.123 0.124 0.124 0.119
0.4 -0.3 0.002 0.003 0.001 -0.002 -0.003 0.051 0.048 0.045 0.042 0.041
-0.138 -0.130 -0.121 -0.115 -0.104 0.146 0.138 0.129 0.121 0.111
-0.2 0.001 0.001 -0.001 -0.003 -0.002 0.050 0.046 0.045 0.043 0.042
-0.099 -0.097 -0.093 -0.087 -0.077 0.110 0.107 0.102 0.095 0.085
-0.1 -0.002 0.000 0.000 -0.004 -0.002 0.047 0.046 0.046 0.043 0.043
-0.055 -0.052 -0.049 -0.048 -0.039 0.071 0.066 0.064 0.061 0.054
0.0 -0.001 0.001 -0.001 -0.002 -0.002 0.051 0.047 0.045 0.042 0.043
-0.003 0.000 -0.001 0.001 0.003 0.045 0.043 0.039 0.037 0.038
0.1 0.001 -0.001 -0.001 0.000 -0.002 0.050 0.047 0.045 0.044 0.041
0.047 0.048 0.048 0.050 0.046 0.064 0.062 0.062 0.062 0.058
0.2 0.001 -0.001 0.000 -0.002 -0.002 0.048 0.048 0.045 0.045 0.041
0.082 0.087 0.088 0.087 0.083 0.093 0.097 0.097 0.095 0.091
0.3 0.000 -0.001 0.000 -0.002 -0.003 0.051 0.048 0.046 0.044 0.042
0.107 0.114 0.119 0.116 0.107 0.117 0.123 0.126 0.123 0.114
0.8 -0.3 0.000 0.001 0.002 0.001 0.001 0.048 0.050 0.049 0.045 0.040
-0.142 -0.137 -0.121 -0.110 -0.098 0.150 0.147 0.132 0.119 0.105
-0.2 0.000 0.004 0.004 0.003 0.002 0.053 0.054 0.053 0.049 0.044
-0.102 -0.096 -0.085 -0.078 -0.073 0.113 0.109 0.099 0.090 0.082
-0.1 -0.001 0.002 0.002 0.000 0.000 0.052 0.053 0.051 0.047 0.042
-0.053 -0.049 -0.044 -0.043 -0.040 0.071 0.069 0.064 0.060 0.054
0.0 0.001 0.004 0.006 0.004 0.002 0.053 0.054 0.051 0.047 0.043
0.001 0.006 0.008 0.006 0.003 0.044 0.046 0.044 0.041 0.035
0.1 0.002 0.005 0.006 0.004 0.004 0.052 0.053 0.051 0.048 0.044
0.044 0.052 0.057 0.053 0.043 0.063 0.069 0.071 0.067 0.057
0.2 0.003 0.005 0.006 0.003 0.002 0.054 0.055 0.052 0.048 0.043
0.078 0.090 0.097 0.092 0.076 0.090 0.101 0.106 0.100 0.084
0.3 0.001 0.002 0.003 0.001 0.001 0.052 0.054 0.053 0.050 0.043
0.098 0.112 0.122 0.118 0.100 0.110 0.123 0.131 0.126 0.107
Table 5: Bias and RMSE of β1 of the spatial within estimator (first line) and the spatial random 
effects estimator (second line)
N=144, T=5, θ=0.5, normal disturbances, 2000 replications
Bias RMSE
λ      λ       
ρ a -0.8 -0.4 0.0 0.4 0.8 -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 -0.074 -0.057 -0.050 -0.022 -0.006 0.169 0.230 0.231 0.174 0.095
-0.227 -0.145 -0.031 0.021 0.001 0.293 0.358 0.244 0.108 0.024
-0.2 -0.073 -0.081 -0.059 -0.020 -0.011 0.168 0.241 0.239 0.179 0.101
-0.160 -0.093 -0.019 0.015 0.001 0.256 0.306 0.213 0.102 0.025
-0.1 -0.075 -0.068 -0.058 -0.030 -0.005 0.171 0.240 0.238 0.177 0.099
-0.093 -0.045 -0.013 0.001 0.000 0.202 0.248 0.183 0.094 0.025
0.0 -0.071 -0.070 -0.053 -0.020 -0.005 0.167 0.241 0.230 0.166 0.094
-0.076 -0.055 -0.019 -0.004 0.001 0.161 0.205 0.163 0.092 0.027
0.1 -0.071 -0.076 -0.059 -0.024 -0.010 0.176 0.246 0.234 0.172 0.096
-0.112 -0.103 -0.051 -0.014 0.002 0.168 0.217 0.174 0.096 0.026
0.2 -0.066 -0.071 -0.037 -0.022 -0.002 0.173 0.243 0.230 0.181 0.095
-0.149 -0.157 -0.078 -0.019 0.003 0.182 0.241 0.181 0.090 0.023
0.3 -0.068 -0.081 -0.061 -0.022 -0.010 0.170 0.240 0.235 0.182 0.094
-0.174 -0.185 -0.107 -0.029 0.003 0.195 0.255 0.191 0.096 0.022
-0.4 -0.3 -0.019 -0.028 -0.024 -0.015 -0.007 0.115 0.170 0.180 0.172 0.097
-0.133 -0.110 -0.024 0.014 0.000 0.194 0.264 0.223 0.126 0.029
-0.2 -0.019 -0.030 -0.015 -0.017 -0.002 0.108 0.166 0.192 0.168 0.106
-0.080 -0.071 -0.003 0.013 0.000 0.154 0.227 0.204 0.114 0.030
-0.1 -0.016 -0.031 -0.026 -0.014 -0.008 0.116 0.174 0.194 0.167 0.102
-0.033 -0.032 -0.008 0.007 -0.001 0.125 0.184 0.169 0.104 0.030
0.0 -0.018 -0.020 -0.018 -0.010 0.003 0.115 0.164 0.190 0.163 0.103
-0.025 -0.019 -0.004 -0.001 0.001 0.102 0.147 0.153 0.099 0.032
0.1 -0.015 -0.024 -0.018 -0.015 -0.003 0.112 0.170 0.187 0.164 0.101
-0.042 -0.030 -0.007 0.002 0.005 0.100 0.147 0.137 0.092 0.030
0.2 -0.014 -0.039 -0.025 -0.012 -0.004 0.110 0.174 0.184 0.158 0.100
-0.066 -0.071 -0.017 0.007 0.008 0.106 0.156 0.139 0.093 0.028
0.3 -0.016 -0.022 -0.023 -0.015 -0.007 0.113 0.173 0.190 0.168 0.101
-0.088 -0.081 -0.036 0.003 0.009 0.114 0.152 0.137 0.086 0.027
0.0 -0.3 0.001 0.000 -0.002 -0.007 -0.003 0.098 0.155 0.181 0.160 0.111
-0.110 -0.122 -0.058 -0.008 -0.003 0.151 0.242 0.248 0.154 0.039
-0.2 -0.005 -0.005 -0.007 -0.001 -0.002 0.096 0.154 0.176 0.158 0.108
-0.075 -0.084 -0.047 -0.003 -0.003 0.123 0.201 0.210 0.142 0.041
-0.1 0.002 0.006 0.005 -0.003 0.001 0.091 0.153 0.179 0.157 0.110
-0.024 -0.024 -0.003 -0.002 0.000 0.091 0.155 0.171 0.126 0.039
0.0 0.002 0.002 -0.001 0.004 -0.001 0.097 0.153 0.171 0.154 0.111
-0.008 -0.004 0.006 0.012 0.004 0.083 0.136 0.141 0.112 0.038
0.1 -0.001 -0.004 -0.001 0.004 0.005 0.096 0.154 0.175 0.152 0.110
-0.006 0.010 0.026 0.036 0.008 0.077 0.131 0.143 0.115 0.036
0.2 0.004 0.003 0.003 -0.005 -0.001 0.096 0.152 0.177 0.154 0.105
-0.023 0.000 0.038 0.044 0.017 0.076 0.129 0.141 0.108 0.037
0.3 0.000 0.000 0.004 -0.004 0.007 0.093 0.152 0.172 0.158 0.106
-0.035 -0.010 0.036 0.048 0.024 0.069 0.116 0.137 0.105 0.037
0.4 -0.3 0.006 0.011 0.011 0.025 0.020 0.081 0.144 0.183 0.178 0.130
-0.108 -0.160 -0.120 -0.030 -0.004 0.135 0.233 0.267 0.203 0.057
-0.2 0.000 0.008 0.018 0.026 0.026 0.081 0.148 0.194 0.181 0.133
-0.070 -0.098 -0.076 -0.021 -0.003 0.103 0.178 0.229 0.180 0.056
-0.1 0.000 0.012 0.020 0.027 0.028 0.081 0.151 0.188 0.190 0.127
-0.034 -0.037 -0.026 -0.005 0.002 0.080 0.143 0.176 0.152 0.050
0.0 0.000 0.005 0.019 0.021 0.025 0.082 0.154 0.185 0.188 0.130
-0.006 0.011 0.031 0.037 0.008 0.071 0.129 0.162 0.142 0.050
0.1 0.003 0.009 0.019 0.016 0.019 0.084 0.147 0.187 0.180 0.128
0.004 0.035 0.061 0.066 0.022 0.067 0.128 0.159 0.131 0.052
0.2 -0.001 0.000 0.020 0.022 0.026 0.080 0.151 0.182 0.180 0.126
0.000 0.035 0.085 0.099 0.036 0.061 0.118 0.162 0.149 0.054
0.3 0.000 0.011 0.019 0.020 0.031 0.082 0.147 0.183 0.179 0.129
-0.008 0.035 0.096 0.114 0.046 0.057 0.118 0.164 0.155 0.059
0.8 -0.3 -0.002 0.006 0.027 0.066 0.086 0.075 0.145 0.210 0.242 0.192
-0.110 -0.179 -0.147 -0.021 0.019 0.129 0.237 0.301 0.296 0.107
-0.2 0.004 0.020 0.044 0.082 0.094 0.076 0.153 0.212 0.239 0.187
-0.069 -0.107 -0.075 0.001 0.018 0.098 0.185 0.240 0.244 0.098
-0.1 0.004 0.015 0.036 0.064 0.081 0.079 0.157 0.216 0.242 0.192
-0.032 -0.043 -0.024 0.020 0.017 0.078 0.150 0.210 0.209 0.092
0.0 0.001 0.013 0.037 0.066 0.080 0.073 0.146 0.200 0.238 0.192
-0.002 0.013 0.050 0.079 0.032 0.065 0.131 0.182 0.190 0.082
0.1 0.004 0.013 0.038 0.068 0.084 0.075 0.147 0.209 0.231 0.190
0.009 0.047 0.103 0.135 0.063 0.062 0.131 0.193 0.202 0.092
0.2 0.005 0.019 0.041 0.071 0.083 0.076 0.150 0.211 0.233 0.188
0.011 0.065 0.137 0.184 0.088 0.057 0.133 0.209 0.234 0.105
0.3 0.003 0.013 0.038 0.069 0.084 0.075 0.151 0.206 0.248 0.199
0.008 0.070 0.161 0.215 0.108 0.054 0.132 0.226 0.257 0.120
Table 6: Bias and RMSE of λ of the spatial within estimator (first line) and the spatial random 
effects estimator (second line)
N=144, T=5, θ=0.5, normal disturbances, 2000 replications
Bias RMSE
λ      λ       
ρ a -0.8 -0.4 0.0 0.4 0.8 -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 0.052 0.042 0.040 0.028 0.026 0.198 0.185 0.151 0.103 0.068
-0.2 0.053 0.041 0.040 0.025 0.026 0.201 0.187 0.148 0.098 0.068
-0.1 0.048 0.033 0.046 0.031 0.027 0.204 0.181 0.155 0.103 0.067
0.0 0.046 0.037 0.036 0.024 0.024 0.196 0.183 0.141 0.100 0.064
0.1 0.050 0.043 0.039 0.028 0.024 0.199 0.194 0.148 0.102 0.069
0.2 0.049 0.037 0.032 0.029 0.023 0.202 0.183 0.142 0.106 0.065
0.3 0.047 0.040 0.037 0.029 0.024 0.199 0.198 0.144 0.107 0.066
-0.4 -0.3 -0.017 -0.007 0.010 0.003 0.004 0.171 0.169 0.173 0.167 0.140
-0.2 -0.019 0.003 -0.007 0.002 0.003 0.153 0.164 0.180 0.159 0.149
-0.1 -0.024 -0.003 0.002 0.006 0.007 0.160 0.173 0.169 0.163 0.147
0.0 -0.019 -0.008 -0.006 0.001 -0.003 0.157 0.160 0.175 0.162 0.144
0.1 -0.023 -0.011 -0.002 -0.002 -0.002 0.160 0.167 0.171 0.161 0.139
0.2 -0.020 0.002 -0.001 0.001 0.004 0.156 0.168 0.169 0.153 0.140
0.3 -0.018 -0.013 0.005 0.004 0.005 0.157 0.175 0.171 0.167 0.143
0.0 -0.3 -0.052 -0.038 -0.029 -0.018 -0.008 0.139 0.157 0.191 0.232 0.262
-0.2 -0.054 -0.041 -0.026 -0.024 -0.008 0.142 0.161 0.192 0.232 0.253
-0.1 -0.053 -0.040 -0.034 -0.019 -0.020 0.139 0.159 0.198 0.229 0.254
0.0 -0.046 -0.035 -0.028 -0.029 -0.006 0.138 0.156 0.188 0.223 0.268
0.1 -0.049 -0.034 -0.023 -0.024 -0.020 0.138 0.162 0.192 0.227 0.271
0.2 -0.050 -0.037 -0.027 -0.011 -0.014 0.141 0.158 0.192 0.218 0.249
0.3 -0.046 -0.038 -0.033 -0.016 -0.028 0.135 0.156 0.194 0.226 0.260
0.4 -0.3 -0.030 -0.033 -0.026 -0.019 -0.023 0.097 0.116 0.152 0.208 0.251
-0.2 -0.030 -0.031 -0.021 -0.022 -0.026 0.100 0.112 0.156 0.214 0.272
-0.1 -0.030 -0.031 -0.029 -0.028 -0.028 0.091 0.118 0.152 0.212 0.259
0.0 -0.033 -0.031 -0.033 -0.024 -0.021 0.096 0.114 0.152 0.210 0.271
0.1 -0.033 -0.029 -0.028 -0.017 -0.020 0.097 0.115 0.151 0.209 0.254
0.2 -0.030 -0.031 -0.025 -0.023 -0.018 0.096 0.115 0.149 0.204 0.260
0.3 -0.031 -0.032 -0.028 -0.018 -0.030 0.097 0.118 0.154 0.208 0.269
0.8 -0.3 -0.012 -0.020 -0.029 -0.049 -0.076 0.052 0.071 0.116 0.183 0.232
-0.2 -0.013 -0.023 -0.034 -0.062 -0.088 0.053 0.074 0.113 0.182 0.227
-0.1 -0.013 -0.019 -0.028 -0.045 -0.068 0.053 0.069 0.109 0.175 0.226
0.0 -0.011 -0.019 -0.029 -0.046 -0.074 0.051 0.070 0.113 0.177 0.229
0.1 -0.010 -0.020 -0.027 -0.045 -0.068 0.053 0.072 0.113 0.178 0.223
0.2 -0.012 -0.020 -0.030 -0.051 -0.078 0.052 0.073 0.115 0.172 0.219
0.3 -0.012 -0.021 -0.031 -0.049 -0.076 0.053 0.072 0.120 0.183 0.234
Table 7: Bias and RMSE of ρ 
Table 8: Size and Power of the Spatial Hausman Test
N=144, T=5, θ=0.5, log normal disturbances, 2000 replications
λ       
ρ a -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 0.996 0.994 0.997 0.997 0.995
-0.2 0.959 0.965 0.951 0.965 0.958
-0.1 0.558 0.616 0.590 0.578 0.562
0.0 0.048 0.068 0.060 0.051 0.052
0.1 0.572 0.603 0.605 0.577 0.554
0.2 0.957 0.967 0.965 0.962 0.948
0.3 0.995 0.993 0.993 0.996 0.993
-0.4 -0.3 0.995 0.997 0.997 0.996 0.996
-0.2 0.968 0.960 0.968 0.977 0.967
-0.1 0.622 0.647 0.654 0.649 0.624
0.0 0.036 0.051 0.047 0.052 0.045
0.1 0.587 0.604 0.619 0.614 0.586
0.2 0.963 0.961 0.973 0.965 0.964
0.3 0.994 0.997 0.997 0.997 0.994
0.0 -0.3 0.996 0.998 0.996 0.998 0.995
-0.2 0.967 0.979 0.974 0.966 0.968
-0.1 0.641 0.638 0.670 0.660 0.669
0.0 0.038 0.052 0.059 0.058 0.066
0.1 0.621 0.601 0.631 0.623 0.607
0.2 0.967 0.967 0.964 0.969 0.966
0.3 0.997 0.995 0.996 0.996 0.996
0.4 -0.3 0.995 0.993 0.996 0.996 0.998
-0.2 0.970 0.970 0.960 0.965 0.969
-0.1 0.621 0.652 0.644 0.660 0.640
0.0 0.049 0.055 0.045 0.054 0.063
0.1 0.625 0.646 0.628 0.621 0.593
0.2 0.973 0.975 0.967 0.961 0.969
0.3 0.997 0.995 0.996 0.998 0.993
0.8 -0.3 0.995 0.996 0.998 0.996 0.998
-0.2 0.958 0.957 0.961 0.961 0.957
-0.1 0.576 0.613 0.633 0.627 0.602
0.0 0.046 0.057 0.058 0.064 0.078
0.1 0.636 0.627 0.637 0.584 0.584
0.2 0.970 0.965 0.978 0.963 0.957
0.3 0.998 0.994 0.996 0.996 0.996
Table 9: Bias and RMSE of β1
N=144, T=5, θ=0.5, log normal disturbances, 2000 replications
Bias RMSE
λ      λ       
ρ a -0.8 -0.4 0.0 0.4 0.8 -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 0.000 -0.001 0.001 -0.001 0.001 0.045 0.046 0.046 0.046 0.044
-0.127 -0.124 -0.122 -0.118 -0.105 0.137 0.135 0.131 0.127 0.115
-0.2 0.001 -0.001 -0.001 0.000 0.000 0.045 0.047 0.045 0.046 0.045
-0.096 -0.096 -0.093 -0.089 -0.079 0.107 0.107 0.104 0.100 0.090
-0.1 0.000 0.000 0.000 0.001 0.001 0.045 0.046 0.045 0.046 0.045
-0.054 -0.053 -0.052 -0.049 -0.043 0.068 0.068 0.067 0.064 0.059
0.0 0.000 0.000 0.000 0.000 0.000 0.045 0.047 0.047 0.046 0.045
-0.001 -0.001 0.000 0.000 0.001 0.040 0.041 0.041 0.039 0.037
0.1 -0.001 -0.002 0.000 0.000 0.000 0.046 0.047 0.046 0.045 0.045
0.047 0.049 0.051 0.049 0.045 0.063 0.065 0.066 0.064 0.060
0.2 -0.001 -0.001 0.000 0.000 0.000 0.045 0.046 0.046 0.046 0.045
0.084 0.089 0.090 0.088 0.081 0.096 0.100 0.101 0.099 0.091
0.3 -0.001 0.000 -0.001 0.000 0.000 0.046 0.047 0.046 0.046 0.044
0.109 0.117 0.118 0.114 0.105 0.119 0.126 0.127 0.123 0.114
-0.4 -0.3 0.000 -0.001 0.001 -0.001 0.001 0.045 0.046 0.046 0.046 0.044
-0.127 -0.124 -0.122 -0.118 -0.105 0.137 0.135 0.131 0.127 0.115
-0.2 0.001 -0.001 -0.001 0.000 0.000 0.045 0.047 0.045 0.046 0.045
-0.096 -0.096 -0.093 -0.089 -0.079 0.107 0.107 0.104 0.100 0.090
-0.1 0.000 0.000 0.000 0.001 0.001 0.045 0.046 0.045 0.046 0.045
-0.054 -0.053 -0.052 -0.049 -0.043 0.068 0.068 0.067 0.064 0.059
0.0 0.000 0.000 0.000 0.000 0.000 0.045 0.047 0.047 0.046 0.045
-0.001 -0.001 0.000 0.000 0.001 0.040 0.041 0.041 0.039 0.037
0.1 -0.001 -0.002 0.000 0.000 0.000 0.046 0.047 0.046 0.045 0.045
0.047 0.049 0.051 0.049 0.045 0.063 0.065 0.066 0.064 0.060
0.2 -0.001 -0.001 0.000 0.000 0.000 0.045 0.046 0.046 0.046 0.045
0.084 0.089 0.090 0.088 0.081 0.096 0.100 0.101 0.099 0.091
0.3 -0.001 0.000 -0.001 0.000 0.000 0.046 0.047 0.046 0.046 0.044
0.109 0.117 0.118 0.114 0.105 0.119 0.126 0.127 0.123 0.114
0.0 -0.3 0.000 -0.001 0.001 -0.001 0.001 0.045 0.046 0.046 0.046 0.044
-0.127 -0.124 -0.122 -0.118 -0.105 0.137 0.135 0.131 0.127 0.115
-0.2 0.001 -0.001 -0.001 0.000 0.000 0.045 0.047 0.045 0.046 0.045
-0.096 -0.096 -0.093 -0.089 -0.079 0.107 0.107 0.104 0.100 0.090
-0.1 0.000 0.000 0.000 0.001 0.001 0.045 0.046 0.045 0.046 0.045
-0.054 -0.053 -0.052 -0.049 -0.043 0.068 0.068 0.067 0.064 0.059
0.0 0.000 0.000 0.000 0.000 0.000 0.045 0.047 0.047 0.046 0.045
-0.001 -0.001 0.000 0.000 0.001 0.040 0.041 0.041 0.039 0.037
0.1 -0.001 -0.002 0.000 0.000 0.000 0.046 0.047 0.046 0.045 0.045
0.047 0.049 0.051 0.049 0.045 0.063 0.065 0.066 0.064 0.060
0.2 -0.001 -0.001 0.000 0.000 0.000 0.045 0.046 0.046 0.046 0.045
0.084 0.089 0.090 0.088 0.081 0.096 0.100 0.101 0.099 0.091
0.3 -0.001 0.000 -0.001 0.000 0.000 0.046 0.047 0.046 0.046 0.044
0.109 0.117 0.118 0.114 0.105 0.119 0.126 0.127 0.123 0.114
0.4 -0.3 0.000 -0.001 0.001 -0.001 0.001 0.045 0.046 0.046 0.046 0.044
-0.127 -0.124 -0.122 -0.118 -0.105 0.137 0.135 0.131 0.127 0.115
-0.2 0.001 -0.001 -0.001 0.000 0.000 0.045 0.047 0.045 0.046 0.045
-0.096 -0.096 -0.093 -0.089 -0.079 0.107 0.107 0.104 0.100 0.090
-0.1 0.000 0.000 0.000 0.001 0.001 0.045 0.046 0.045 0.046 0.045
-0.054 -0.053 -0.052 -0.049 -0.043 0.068 0.068 0.067 0.064 0.059
0.0 0.000 0.000 0.000 0.000 0.000 0.045 0.047 0.047 0.046 0.045
-0.001 -0.001 0.000 0.000 0.001 0.040 0.041 0.041 0.039 0.037
0.1 -0.001 -0.002 0.000 0.000 0.000 0.046 0.047 0.046 0.045 0.045
0.047 0.049 0.051 0.049 0.045 0.063 0.065 0.066 0.064 0.060
0.2 -0.001 -0.001 0.000 0.000 0.000 0.045 0.046 0.046 0.046 0.045
0.084 0.089 0.090 0.088 0.081 0.096 0.100 0.101 0.099 0.091
0.3 -0.001 0.000 -0.001 0.000 0.000 0.046 0.047 0.046 0.046 0.044
0.109 0.117 0.118 0.114 0.105 0.119 0.126 0.127 0.123 0.114
0.8 -0.3 0.000 -0.001 0.001 -0.001 0.001 0.045 0.046 0.046 0.046 0.044
-0.127 -0.124 -0.122 -0.118 -0.105 0.137 0.135 0.131 0.127 0.115
-0.2 0.001 -0.001 -0.001 0.000 0.000 0.045 0.047 0.045 0.046 0.045
-0.096 -0.096 -0.093 -0.089 -0.079 0.107 0.107 0.104 0.100 0.090
-0.1 0.000 0.000 0.000 0.001 0.001 0.045 0.046 0.045 0.046 0.045
-0.054 -0.053 -0.052 -0.049 -0.043 0.068 0.068 0.067 0.064 0.059
0.0 0.000 0.000 0.000 0.000 0.000 0.045 0.047 0.047 0.046 0.045
-0.001 -0.001 0.000 0.000 0.001 0.040 0.041 0.041 0.039 0.037
0.1 -0.001 -0.002 0.000 0.000 0.000 0.046 0.047 0.046 0.045 0.045
0.047 0.049 0.051 0.049 0.045 0.063 0.065 0.066 0.064 0.060
0.2 -0.001 -0.001 0.000 0.000 0.000 0.045 0.046 0.046 0.046 0.045
0.084 0.089 0.090 0.088 0.081 0.096 0.100 0.101 0.099 0.091
0.3 -0.001 0.000 -0.001 0.000 0.000 0.046 0.047 0.046 0.046 0.044
0.109 0.117 0.118 0.114 0.105 0.119 0.126 0.127 0.123 0.114
Table 10: Bias and RMSE of λ
N=144, T=5, θ=0.5, log normal disturbances, 2000 replications
Bias RMSE
λ      λ       
ρ a -0.8 -0.4 0.0 0.4 0.8 -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 -0.007 -0.008 0.001 0.002 0.007 0.102 0.165 0.191 0.177 0.118
-0.117 -0.125 -0.054 0.004 0.001 0.166 0.259 0.254 0.165 0.041
-0.2 -0.006 -0.006 -0.003 0.001 0.008 0.100 0.168 0.192 0.175 0.117
-0.079 -0.083 -0.038 0.001 0.001 0.134 0.218 0.221 0.150 0.042
-0.1 -0.007 -0.012 0.000 0.006 0.008 0.099 0.168 0.187 0.177 0.119
-0.037 -0.036 -0.011 0.008 0.001 0.104 0.173 0.179 0.130 0.042
0.0 -0.006 -0.007 -0.002 0.005 0.011 0.100 0.165 0.193 0.178 0.116
-0.011 -0.002 0.016 0.020 0.007 0.089 0.150 0.158 0.120 0.041
0.1 -0.006 -0.006 -0.003 0.003 0.010 0.100 0.166 0.191 0.174 0.118
-0.014 0.002 0.026 0.034 0.014 0.087 0.146 0.158 0.121 0.044
0.2 -0.006 -0.009 -0.007 0.002 0.009 0.099 0.163 0.190 0.182 0.116
-0.027 -0.005 0.030 0.048 0.021 0.093 0.149 0.165 0.130 0.047
0.3 -0.008 -0.004 0.001 0.003 0.009 0.100 0.163 0.190 0.175 0.119
-0.039 -0.011 0.037 0.055 0.026 0.102 0.154 0.168 0.139 0.051
-0.4 -0.3 -0.007 -0.008 0.001 0.002 0.007 0.102 0.165 0.191 0.177 0.118
-0.117 -0.125 -0.054 0.004 0.001 0.166 0.259 0.254 0.165 0.041
-0.2 -0.006 -0.006 -0.003 0.001 0.008 0.100 0.168 0.192 0.175 0.117
-0.079 -0.083 -0.038 0.001 0.001 0.134 0.218 0.221 0.150 0.042
-0.1 -0.007 -0.012 0.000 0.006 0.008 0.099 0.168 0.187 0.177 0.119
-0.037 -0.036 -0.011 0.008 0.001 0.104 0.173 0.179 0.130 0.042
0.0 -0.006 -0.007 -0.002 0.005 0.011 0.100 0.165 0.193 0.178 0.116
-0.011 -0.002 0.016 0.020 0.007 0.089 0.150 0.158 0.120 0.041
0.1 -0.006 -0.006 -0.003 0.003 0.010 0.100 0.166 0.191 0.174 0.118
-0.014 0.002 0.026 0.034 0.014 0.087 0.146 0.158 0.121 0.044
0.2 -0.006 -0.009 -0.007 0.002 0.009 0.099 0.163 0.190 0.182 0.116
-0.027 -0.005 0.030 0.048 0.021 0.093 0.149 0.165 0.130 0.047
0.3 -0.008 -0.004 0.001 0.003 0.009 0.100 0.163 0.190 0.175 0.119
-0.039 -0.011 0.037 0.055 0.026 0.102 0.154 0.168 0.139 0.051
0.0 -0.3 -0.007 -0.008 0.001 0.002 0.007 0.102 0.165 0.191 0.177 0.118
-0.117 -0.125 -0.054 0.004 0.001 0.166 0.259 0.254 0.165 0.041
-0.2 -0.006 -0.006 -0.003 0.001 0.008 0.100 0.168 0.192 0.175 0.117
-0.079 -0.083 -0.038 0.001 0.001 0.134 0.218 0.221 0.150 0.042
-0.1 -0.007 -0.012 0.000 0.006 0.008 0.099 0.168 0.187 0.177 0.119
-0.037 -0.036 -0.011 0.008 0.001 0.104 0.173 0.179 0.130 0.042
0.0 -0.006 -0.007 -0.002 0.005 0.011 0.100 0.165 0.193 0.178 0.116
-0.011 -0.002 0.016 0.020 0.007 0.089 0.150 0.158 0.120 0.041
0.1 -0.006 -0.006 -0.003 0.003 0.010 0.100 0.166 0.191 0.174 0.118
-0.014 0.002 0.026 0.034 0.014 0.087 0.146 0.158 0.121 0.044
0.2 -0.006 -0.009 -0.007 0.002 0.009 0.099 0.163 0.190 0.182 0.116
-0.027 -0.005 0.030 0.048 0.021 0.093 0.149 0.165 0.130 0.047
0.3 -0.008 -0.004 0.001 0.003 0.009 0.100 0.163 0.190 0.175 0.119
-0.039 -0.011 0.037 0.055 0.026 0.102 0.154 0.168 0.139 0.051
0.4 -0.3 -0.007 -0.008 0.001 0.002 0.007 0.102 0.165 0.191 0.177 0.118
-0.117 -0.125 -0.054 0.004 0.001 0.166 0.259 0.254 0.165 0.041
-0.2 -0.006 -0.006 -0.003 0.001 0.008 0.100 0.168 0.192 0.175 0.117
-0.079 -0.083 -0.038 0.001 0.001 0.134 0.218 0.221 0.150 0.042
-0.1 -0.007 -0.012 0.000 0.006 0.008 0.099 0.168 0.187 0.177 0.119
-0.037 -0.036 -0.011 0.008 0.001 0.104 0.173 0.179 0.130 0.042
0.0 -0.006 -0.007 -0.002 0.005 0.011 0.100 0.165 0.193 0.178 0.116
-0.011 -0.002 0.016 0.020 0.007 0.089 0.150 0.158 0.120 0.041
0.1 -0.006 -0.006 -0.003 0.003 0.010 0.100 0.166 0.191 0.174 0.118
-0.014 0.002 0.026 0.034 0.014 0.087 0.146 0.158 0.121 0.044
0.2 -0.006 -0.009 -0.007 0.002 0.009 0.099 0.163 0.190 0.182 0.116
-0.027 -0.005 0.030 0.048 0.021 0.093 0.149 0.165 0.130 0.047
0.3 -0.008 -0.004 0.001 0.003 0.009 0.100 0.163 0.190 0.175 0.119
-0.039 -0.011 0.037 0.055 0.026 0.102 0.154 0.168 0.139 0.051
0.8 -0.3 -0.007 -0.008 0.001 0.002 0.007 0.102 0.165 0.191 0.177 0.118
-0.117 -0.125 -0.054 0.004 0.001 0.166 0.259 0.254 0.165 0.041
-0.2 -0.006 -0.006 -0.003 0.001 0.008 0.100 0.168 0.192 0.175 0.117
-0.079 -0.083 -0.038 0.001 0.001 0.134 0.218 0.221 0.150 0.042
-0.1 -0.007 -0.012 0.000 0.006 0.008 0.099 0.168 0.187 0.177 0.119
-0.037 -0.036 -0.011 0.008 0.001 0.104 0.173 0.179 0.130 0.042
0.0 -0.006 -0.007 -0.002 0.005 0.011 0.100 0.165 0.193 0.178 0.116
-0.011 -0.002 0.016 0.020 0.007 0.089 0.150 0.158 0.120 0.041
0.1 -0.006 -0.006 -0.003 0.003 0.010 0.100 0.166 0.191 0.174 0.118
-0.014 0.002 0.026 0.034 0.014 0.087 0.146 0.158 0.121 0.044
0.2 -0.006 -0.009 -0.007 0.002 0.009 0.099 0.163 0.190 0.182 0.116
-0.027 -0.005 0.030 0.048 0.021 0.093 0.149 0.165 0.130 0.047
0.3 -0.008 -0.004 0.001 0.003 0.009 0.100 0.163 0.190 0.175 0.119
-0.039 -0.011 0.037 0.055 0.026 0.102 0.154 0.168 0.139 0.051
Table 11: Bias and RMSE of ρ
N=144, T=5, θ=0.5, log normal disturbances, 2000 replications
Bias RMSE
λ      λ       
ρ a -0.8 -0.4 0.0 0.4 0.8 -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 -0.061 -0.059 -0.049 -0.026 -0.010 0.784 0.768 0.767 0.763 0.791
-0.2 -0.058 -0.059 -0.044 -0.025 -0.014 0.776 0.761 0.766 0.764 0.786
-0.1 -0.057 -0.056 -0.048 -0.026 -0.011 0.787 0.764 0.773 0.776 0.792
0.0 -0.063 -0.062 -0.045 -0.029 -0.016 0.790 0.762 0.760 0.772 0.794
0.1 -0.059 -0.058 -0.045 -0.032 -0.014 0.777 0.756 0.766 0.783 0.780
0.2 -0.058 -0.057 -0.043 -0.028 -0.018 0.791 0.767 0.770 0.762 0.787
0.3 -0.059 -0.058 -0.051 -0.031 -0.012 0.781 0.775 0.745 0.761 0.781
-0.4 -0.3 -0.061 -0.059 -0.049 -0.026 -0.010 0.784 0.768 0.767 0.763 0.791
-0.2 -0.058 -0.059 -0.044 -0.025 -0.014 0.776 0.761 0.766 0.764 0.786
-0.1 -0.057 -0.056 -0.048 -0.026 -0.011 0.787 0.764 0.773 0.776 0.792
0.0 -0.063 -0.062 -0.045 -0.029 -0.016 0.790 0.762 0.760 0.772 0.794
0.1 -0.059 -0.058 -0.045 -0.032 -0.014 0.777 0.756 0.766 0.783 0.780
0.2 -0.058 -0.057 -0.043 -0.028 -0.018 0.791 0.767 0.770 0.762 0.787
0.3 -0.059 -0.058 -0.051 -0.031 -0.012 0.781 0.775 0.745 0.761 0.781
0.0 -0.3 -0.061 -0.059 -0.049 -0.026 -0.010 0.784 0.768 0.767 0.763 0.791
-0.2 -0.058 -0.059 -0.044 -0.025 -0.014 0.776 0.761 0.766 0.764 0.786
-0.1 -0.057 -0.056 -0.048 -0.026 -0.011 0.787 0.764 0.773 0.776 0.792
0.0 -0.063 -0.062 -0.045 -0.029 -0.016 0.790 0.762 0.760 0.772 0.794
0.1 -0.059 -0.058 -0.045 -0.032 -0.014 0.777 0.756 0.766 0.783 0.780
0.2 -0.058 -0.057 -0.043 -0.028 -0.018 0.791 0.767 0.770 0.762 0.787
0.3 -0.059 -0.058 -0.051 -0.031 -0.012 0.781 0.775 0.745 0.761 0.781
0.4 -0.3 -0.061 -0.059 -0.049 -0.026 -0.010 0.784 0.768 0.767 0.763 0.791
-0.2 -0.058 -0.059 -0.044 -0.025 -0.014 0.776 0.761 0.766 0.764 0.786
-0.1 -0.057 -0.056 -0.048 -0.026 -0.011 0.787 0.764 0.773 0.776 0.792
0.0 -0.063 -0.062 -0.045 -0.029 -0.016 0.790 0.762 0.760 0.772 0.794
0.1 -0.059 -0.058 -0.045 -0.032 -0.014 0.777 0.756 0.766 0.783 0.780
0.2 -0.058 -0.057 -0.043 -0.028 -0.018 0.791 0.767 0.770 0.762 0.787
0.3 -0.059 -0.058 -0.051 -0.031 -0.012 0.781 0.775 0.745 0.761 0.781
0.8 -0.3 -0.061 -0.059 -0.049 -0.026 -0.010 0.784 0.768 0.767 0.763 0.791
-0.2 -0.058 -0.059 -0.044 -0.025 -0.014 0.776 0.761 0.766 0.764 0.786
-0.1 -0.057 -0.056 -0.048 -0.026 -0.011 0.787 0.764 0.773 0.776 0.792
0.0 -0.063 -0.062 -0.045 -0.029 -0.016 0.790 0.762 0.760 0.772 0.794
0.1 -0.059 -0.058 -0.045 -0.032 -0.014 0.777 0.756 0.766 0.783 0.780
0.2 -0.058 -0.057 -0.043 -0.028 -0.018 0.791 0.767 0.770 0.762 0.787
0.3 -0.059 -0.058 -0.051 -0.031 -0.012 0.781 0.775 0.745 0.761 0.781
Table 12: Size and Power of the Spatial Hausman Test
N=144, T=5, θ=0.5, t(5) disturbances, 2000 replications
λ       
ρ a -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 0.994 0.995 0.997 0.996 0.995
-0.2 0.878 0.904 0.890 0.887 0.840
-0.1 0.341 0.354 0.361 0.359 0.296
0.0 0.045 0.052 0.058 0.057 0.035
0.1 0.315 0.340 0.356 0.339 0.269
0.2 0.876 0.898 0.890 0.878 0.841
0.3 0.998 0.994 0.996 0.995 0.996
-0.4 -0.3 0.993 0.999 0.998 0.998 0.998
-0.2 0.908 0.914 0.910 0.910 0.914
-0.1 0.373 0.379 0.382 0.386 0.370
0.0 0.038 0.038 0.043 0.045 0.041
0.1 0.324 0.344 0.363 0.359 0.326
0.2 0.887 0.891 0.902 0.898 0.887
0.3 0.998 0.996 0.998 0.998 0.998
0.0 -0.3 0.998 0.996 0.998 0.998 0.997
-0.2 0.915 0.906 0.919 0.918 0.919
-0.1 0.360 0.362 0.393 0.393 0.393
0.0 0.031 0.047 0.041 0.046 0.055
0.1 0.340 0.343 0.348 0.344 0.359
0.2 0.906 0.906 0.910 0.909 0.908
0.3 0.998 0.999 0.999 0.998 0.999
0.4 -0.3 0.998 0.997 0.996 0.996 0.995
-0.2 0.910 0.913 0.923 0.918 0.908
-0.1 0.361 0.345 0.368 0.384 0.403
0.0 0.041 0.040 0.046 0.051 0.074
0.1 0.350 0.356 0.356 0.335 0.338
0.2 0.918 0.919 0.897 0.891 0.891
0.3 0.998 0.997 0.998 0.998 0.995
0.8 -0.3 0.997 0.997 0.998 0.998 0.997
-0.2 0.891 0.910 0.890 0.899 0.897
-0.1 0.317 0.331 0.345 0.364 0.355
0.0 0.038 0.046 0.060 0.073 0.072
0.1 0.361 0.368 0.366 0.342 0.338
0.2 0.910 0.913 0.908 0.887 0.873
0.3 0.998 0.997 0.998 0.998 0.988
Table 13: Bias and RMSE of β1
N=144, T=5, θ=0.5, t(5) disturbances, 2000 replications
Bias RMSE
λ      λ       
ρ a -0.8 -0.4 0.0 0.4 0.8 -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 0.000 0.000 0.000 0.000 0.001 0.046 0.046 0.046 0.045 0.045
-0.106 -0.104 -0.100 -0.096 -0.086 0.115 0.113 0.109 0.104 0.094
-0.2 0.000 0.000 0.001 0.000 0.001 0.046 0.047 0.046 0.046 0.047
-0.076 -0.075 -0.071 -0.068 -0.061 0.088 0.086 0.083 0.079 0.072
-0.1 0.000 0.000 0.001 0.001 0.000 0.047 0.047 0.046 0.046 0.046
-0.040 -0.039 -0.037 -0.035 -0.030 0.058 0.056 0.055 0.052 0.049
0.0 0.000 0.001 0.001 0.001 0.000 0.046 0.047 0.046 0.046 0.046
-0.001 0.001 0.002 0.002 0.003 0.040 0.041 0.041 0.039 0.038
0.1 0.000 0.000 0.000 0.001 0.000 0.046 0.047 0.047 0.047 0.046
0.035 0.039 0.040 0.039 0.037 0.054 0.057 0.057 0.056 0.053
0.2 -0.001 -0.001 0.001 0.001 0.000 0.047 0.046 0.046 0.046 0.044
0.067 0.072 0.074 0.071 0.065 0.079 0.083 0.084 0.082 0.076
0.3 -0.001 0.001 0.001 0.001 0.000 0.046 0.047 0.046 0.046 0.046
0.091 0.100 0.102 0.099 0.091 0.100 0.109 0.110 0.107 0.099
-0.4 -0.3 0.000 0.000 0.000 0.000 0.001 0.046 0.046 0.046 0.045 0.045
-0.106 -0.104 -0.100 -0.096 -0.086 0.115 0.113 0.109 0.104 0.094
-0.2 0.000 0.000 0.001 0.000 0.001 0.046 0.047 0.046 0.046 0.047
-0.076 -0.075 -0.071 -0.068 -0.061 0.088 0.086 0.083 0.079 0.072
-0.1 0.000 0.000 0.001 0.001 0.000 0.047 0.047 0.046 0.046 0.046
-0.040 -0.039 -0.037 -0.035 -0.030 0.058 0.056 0.055 0.052 0.049
0.0 0.000 0.001 0.001 0.001 0.000 0.046 0.047 0.046 0.046 0.046
-0.001 0.001 0.002 0.002 0.003 0.040 0.041 0.041 0.039 0.038
0.1 0.000 0.000 0.000 0.001 0.000 0.046 0.047 0.047 0.047 0.046
0.035 0.039 0.040 0.039 0.037 0.054 0.057 0.057 0.056 0.053
0.2 -0.001 -0.001 0.001 0.001 0.000 0.047 0.046 0.046 0.046 0.044
0.067 0.072 0.074 0.071 0.065 0.079 0.083 0.084 0.082 0.076
0.3 -0.001 0.001 0.001 0.001 0.000 0.046 0.047 0.046 0.046 0.046
0.091 0.100 0.102 0.099 0.091 0.100 0.109 0.110 0.107 0.099
0.0 -0.3 0.000 0.000 0.000 0.000 0.001 0.046 0.046 0.046 0.045 0.045
-0.106 -0.104 -0.100 -0.096 -0.086 0.115 0.113 0.109 0.104 0.094
-0.2 0.000 0.000 0.001 0.000 0.001 0.046 0.047 0.046 0.046 0.047
-0.076 -0.075 -0.071 -0.068 -0.061 0.088 0.086 0.083 0.079 0.072
-0.1 0.000 0.000 0.001 0.001 0.000 0.047 0.047 0.046 0.046 0.046
-0.040 -0.039 -0.037 -0.035 -0.030 0.058 0.056 0.055 0.052 0.049
0.0 0.000 0.001 0.001 0.001 0.000 0.046 0.047 0.046 0.046 0.046
-0.001 0.001 0.002 0.002 0.003 0.040 0.041 0.041 0.039 0.038
0.1 0.000 0.000 0.000 0.001 0.000 0.046 0.047 0.047 0.047 0.046
0.035 0.039 0.040 0.039 0.037 0.054 0.057 0.057 0.056 0.053
0.2 -0.001 -0.001 0.001 0.001 0.000 0.047 0.046 0.046 0.046 0.044
0.067 0.072 0.074 0.071 0.065 0.079 0.083 0.084 0.082 0.076
0.3 -0.001 0.001 0.001 0.001 0.000 0.046 0.047 0.046 0.046 0.046
0.091 0.100 0.102 0.099 0.091 0.100 0.109 0.110 0.107 0.099
0.4 -0.3 0.000 0.000 0.000 0.000 0.001 0.046 0.046 0.046 0.045 0.045
-0.106 -0.104 -0.100 -0.096 -0.086 0.115 0.113 0.109 0.104 0.094
-0.2 0.000 0.000 0.001 0.000 0.001 0.046 0.047 0.046 0.046 0.047
-0.076 -0.075 -0.071 -0.068 -0.061 0.088 0.086 0.083 0.079 0.072
-0.1 0.000 0.000 0.001 0.001 0.000 0.047 0.047 0.046 0.046 0.046
-0.040 -0.039 -0.037 -0.035 -0.030 0.058 0.056 0.055 0.052 0.049
0.0 0.000 0.001 0.001 0.001 0.000 0.046 0.047 0.046 0.046 0.046
-0.001 0.001 0.002 0.002 0.003 0.040 0.041 0.041 0.039 0.038
0.1 0.000 0.000 0.000 0.001 0.000 0.046 0.047 0.047 0.047 0.046
0.035 0.039 0.040 0.039 0.037 0.054 0.057 0.057 0.056 0.053
0.2 -0.001 -0.001 0.001 0.001 0.000 0.047 0.046 0.046 0.046 0.044
0.067 0.072 0.074 0.071 0.065 0.079 0.083 0.084 0.082 0.076
0.3 -0.001 0.001 0.001 0.001 0.000 0.046 0.047 0.046 0.046 0.046
0.091 0.100 0.102 0.099 0.091 0.100 0.109 0.110 0.107 0.099
0.8 -0.3 0.000 0.000 0.000 0.000 0.001 0.046 0.046 0.046 0.045 0.045
-0.106 -0.104 -0.100 -0.096 -0.086 0.115 0.113 0.109 0.104 0.094
-0.2 0.000 0.000 0.001 0.000 0.001 0.046 0.047 0.046 0.046 0.047
-0.076 -0.075 -0.071 -0.068 -0.061 0.088 0.086 0.083 0.079 0.072
-0.1 0.000 0.000 0.001 0.001 0.000 0.047 0.047 0.046 0.046 0.046
-0.040 -0.039 -0.037 -0.035 -0.030 0.058 0.056 0.055 0.052 0.049
0.0 0.000 0.001 0.001 0.001 0.000 0.046 0.047 0.046 0.046 0.046
-0.001 0.001 0.002 0.002 0.003 0.040 0.041 0.041 0.039 0.038
0.1 0.000 0.000 0.000 0.001 0.000 0.046 0.047 0.047 0.047 0.046
0.035 0.039 0.040 0.039 0.037 0.054 0.057 0.057 0.056 0.053
0.2 -0.001 -0.001 0.001 0.001 0.000 0.047 0.046 0.046 0.046 0.044
0.067 0.072 0.074 0.071 0.065 0.079 0.083 0.084 0.082 0.076
0.3 -0.001 0.001 0.001 0.001 0.000 0.046 0.047 0.046 0.046 0.046
0.091 0.100 0.102 0.099 0.091 0.100 0.109 0.110 0.107 0.099
Table 14: Bias and RMSE of λ
N=144, T=5, θ=0.5, t(5) disturbances, 2000 replications
Bias RMSE
λ      λ       
ρ a -0.8 -0.4 0.0 0.4 0.8 -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 -0.009 -0.012 -0.006 0.006 0.013 0.102 0.166 0.197 0.183 0.120
-0.095 -0.115 -0.056 -0.002 0.001 0.143 0.232 0.238 0.154 0.041
-0.2 -0.011 -0.014 -0.003 0.007 0.013 0.101 0.167 0.191 0.178 0.121
-0.062 -0.071 -0.030 0.001 0.001 0.119 0.191 0.195 0.134 0.042
-0.1 -0.011 -0.013 -0.007 0.002 0.011 0.101 0.166 0.190 0.179 0.122
-0.033 -0.031 -0.011 0.005 0.002 0.099 0.163 0.168 0.123 0.041
0.0 -0.012 -0.009 -0.003 0.008 0.015 0.100 0.168 0.193 0.178 0.118
-0.017 -0.009 0.012 0.018 0.006 0.091 0.147 0.157 0.119 0.041
0.1 -0.013 -0.012 -0.002 0.008 0.011 0.100 0.164 0.196 0.180 0.117
-0.017 -0.002 0.019 0.028 0.011 0.089 0.140 0.155 0.119 0.040
0.2 -0.010 -0.013 -0.005 0.003 0.012 0.100 0.165 0.196 0.183 0.119
-0.023 -0.003 0.028 0.040 0.017 0.090 0.148 0.161 0.127 0.044
0.3 -0.010 -0.012 -0.003 0.007 0.014 0.101 0.167 0.192 0.178 0.121
-0.033 -0.015 0.026 0.049 0.020 0.095 0.149 0.165 0.133 0.047
-0.4 -0.3 -0.009 -0.012 -0.006 0.006 0.013 0.102 0.166 0.197 0.183 0.120
-0.095 -0.115 -0.056 -0.002 0.001 0.143 0.232 0.238 0.154 0.041
-0.2 -0.011 -0.014 -0.003 0.007 0.013 0.101 0.167 0.191 0.178 0.121
-0.062 -0.071 -0.030 0.001 0.001 0.119 0.191 0.195 0.134 0.042
-0.1 -0.011 -0.013 -0.007 0.002 0.011 0.101 0.166 0.190 0.179 0.122
-0.033 -0.031 -0.011 0.005 0.002 0.099 0.163 0.168 0.123 0.041
0.0 -0.012 -0.009 -0.003 0.008 0.015 0.100 0.168 0.193 0.178 0.118
-0.017 -0.009 0.012 0.018 0.006 0.091 0.147 0.157 0.119 0.041
0.1 -0.013 -0.012 -0.002 0.008 0.011 0.100 0.164 0.196 0.180 0.117
-0.017 -0.002 0.019 0.028 0.011 0.089 0.140 0.155 0.119 0.040
0.2 -0.010 -0.013 -0.005 0.003 0.012 0.100 0.165 0.196 0.183 0.119
-0.023 -0.003 0.028 0.040 0.017 0.090 0.148 0.161 0.127 0.044
0.3 -0.010 -0.012 -0.003 0.007 0.014 0.101 0.167 0.192 0.178 0.121
-0.033 -0.015 0.026 0.049 0.020 0.095 0.149 0.165 0.133 0.047
0.0 -0.3 -0.009 -0.012 -0.006 0.006 0.013 0.102 0.166 0.197 0.183 0.120
-0.095 -0.115 -0.056 -0.002 0.001 0.143 0.232 0.238 0.154 0.041
-0.2 -0.011 -0.014 -0.003 0.007 0.013 0.101 0.167 0.191 0.178 0.121
-0.062 -0.071 -0.030 0.001 0.001 0.119 0.191 0.195 0.134 0.042
-0.1 -0.011 -0.013 -0.007 0.002 0.011 0.101 0.166 0.190 0.179 0.122
-0.033 -0.031 -0.011 0.005 0.002 0.099 0.163 0.168 0.123 0.041
0.0 -0.012 -0.009 -0.003 0.008 0.015 0.100 0.168 0.193 0.178 0.118
-0.017 -0.009 0.012 0.018 0.006 0.091 0.147 0.157 0.119 0.041
0.1 -0.013 -0.012 -0.002 0.008 0.011 0.100 0.164 0.196 0.180 0.117
-0.017 -0.002 0.019 0.028 0.011 0.089 0.140 0.155 0.119 0.040
0.2 -0.010 -0.013 -0.005 0.003 0.012 0.100 0.165 0.196 0.183 0.119
-0.023 -0.003 0.028 0.040 0.017 0.090 0.148 0.161 0.127 0.044
0.3 -0.010 -0.012 -0.003 0.007 0.014 0.101 0.167 0.192 0.178 0.121
-0.033 -0.015 0.026 0.049 0.020 0.095 0.149 0.165 0.133 0.047
0.4 -0.3 -0.009 -0.012 -0.006 0.006 0.013 0.102 0.166 0.197 0.183 0.120
-0.095 -0.115 -0.056 -0.002 0.001 0.143 0.232 0.238 0.154 0.041
-0.2 -0.011 -0.014 -0.003 0.007 0.013 0.101 0.167 0.191 0.178 0.121
-0.062 -0.071 -0.030 0.001 0.001 0.119 0.191 0.195 0.134 0.042
-0.1 -0.011 -0.013 -0.007 0.002 0.011 0.101 0.166 0.190 0.179 0.122
-0.033 -0.031 -0.011 0.005 0.002 0.099 0.163 0.168 0.123 0.041
0.0 -0.012 -0.009 -0.003 0.008 0.015 0.100 0.168 0.193 0.178 0.118
-0.017 -0.009 0.012 0.018 0.006 0.091 0.147 0.157 0.119 0.041
0.1 -0.013 -0.012 -0.002 0.008 0.011 0.100 0.164 0.196 0.180 0.117
-0.017 -0.002 0.019 0.028 0.011 0.089 0.140 0.155 0.119 0.040
0.2 -0.010 -0.013 -0.005 0.003 0.012 0.100 0.165 0.196 0.183 0.119
-0.023 -0.003 0.028 0.040 0.017 0.090 0.148 0.161 0.127 0.044
0.3 -0.010 -0.012 -0.003 0.007 0.014 0.101 0.167 0.192 0.178 0.121
-0.033 -0.015 0.026 0.049 0.020 0.095 0.149 0.165 0.133 0.047
0.8 -0.3 -0.009 -0.012 -0.006 0.006 0.013 0.102 0.166 0.197 0.183 0.120
-0.095 -0.115 -0.056 -0.002 0.001 0.143 0.232 0.238 0.154 0.041
-0.2 -0.011 -0.014 -0.003 0.007 0.013 0.101 0.167 0.191 0.178 0.121
-0.062 -0.071 -0.030 0.001 0.001 0.119 0.191 0.195 0.134 0.042
-0.1 -0.011 -0.013 -0.007 0.002 0.011 0.101 0.166 0.190 0.179 0.122
-0.033 -0.031 -0.011 0.005 0.002 0.099 0.163 0.168 0.123 0.041
0.0 -0.012 -0.009 -0.003 0.008 0.015 0.100 0.168 0.193 0.178 0.118
-0.017 -0.009 0.012 0.018 0.006 0.091 0.147 0.157 0.119 0.041
0.1 -0.013 -0.012 -0.002 0.008 0.011 0.100 0.164 0.196 0.180 0.117
-0.017 -0.002 0.019 0.028 0.011 0.089 0.140 0.155 0.119 0.040
0.2 -0.010 -0.013 -0.005 0.003 0.012 0.100 0.165 0.196 0.183 0.119
-0.023 -0.003 0.028 0.040 0.017 0.090 0.148 0.161 0.127 0.044
0.3 -0.010 -0.012 -0.003 0.007 0.014 0.101 0.167 0.192 0.178 0.121
-0.033 -0.015 0.026 0.049 0.020 0.095 0.149 0.165 0.133 0.047
Table 15: Bias and RMSE of ρ
N=144, T=5, θ=0.5, t(5) disturbances, 2000 replications
Bias RMSE
λ      λ       
ρ a -0.8 -0.4 0.0 0.4 0.8 -0.8 -0.4 0.0 0.4 0.8
-0.8 -0.3 -0.010 -0.007 -0.002 -0.001 -0.002 0.660 0.662 0.685 0.698 0.704
-0.2 -0.011 -0.007 -0.003 -0.002 -0.004 0.663 0.662 0.690 0.703 0.714
-0.1 -0.010 -0.006 -0.001 0.000 0.000 0.668 0.660 0.689 0.703 0.712
0.0 -0.009 -0.006 -0.004 -0.004 -0.003 0.663 0.664 0.685 0.704 0.713
0.1 -0.009 -0.007 -0.004 -0.003 -0.002 0.660 0.669 0.681 0.694 0.711
0.2 -0.011 -0.007 -0.003 0.000 0.001 0.672 0.668 0.681 0.698 0.714
0.3 -0.010 -0.007 -0.005 -0.003 -0.002 0.668 0.667 0.680 0.692 0.714
-0.4 -0.3 -0.010 -0.007 -0.002 -0.001 -0.002 0.660 0.662 0.685 0.698 0.704
-0.2 -0.011 -0.007 -0.003 -0.002 -0.004 0.663 0.662 0.690 0.703 0.714
-0.1 -0.010 -0.006 -0.001 0.000 0.000 0.668 0.660 0.689 0.703 0.712
0.0 -0.009 -0.006 -0.004 -0.004 -0.003 0.663 0.664 0.685 0.704 0.713
0.1 -0.009 -0.007 -0.004 -0.003 -0.002 0.660 0.669 0.681 0.694 0.711
0.2 -0.011 -0.007 -0.003 0.000 0.001 0.672 0.668 0.681 0.698 0.714
0.3 -0.010 -0.007 -0.005 -0.003 -0.002 0.668 0.667 0.680 0.692 0.714
0.0 -0.3 -0.010 -0.007 -0.002 -0.001 -0.002 0.660 0.662 0.685 0.698 0.704
-0.2 -0.011 -0.007 -0.003 -0.002 -0.004 0.663 0.662 0.690 0.703 0.714
-0.1 -0.010 -0.006 -0.001 0.000 0.000 0.668 0.660 0.689 0.703 0.712
0.0 -0.009 -0.006 -0.004 -0.004 -0.003 0.663 0.664 0.685 0.704 0.713
0.1 -0.009 -0.007 -0.004 -0.003 -0.002 0.660 0.669 0.681 0.694 0.711
0.2 -0.011 -0.007 -0.003 0.000 0.001 0.672 0.668 0.681 0.698 0.714
0.3 -0.010 -0.007 -0.005 -0.003 -0.002 0.668 0.667 0.680 0.692 0.714
0.4 -0.3 -0.010 -0.007 -0.002 -0.001 -0.002 0.660 0.662 0.685 0.698 0.704
-0.2 -0.011 -0.007 -0.003 -0.002 -0.004 0.663 0.662 0.690 0.703 0.714
-0.1 -0.010 -0.006 -0.001 0.000 0.000 0.668 0.660 0.689 0.703 0.712
0.0 -0.009 -0.006 -0.004 -0.004 -0.003 0.663 0.664 0.685 0.704 0.713
0.1 -0.009 -0.007 -0.004 -0.003 -0.002 0.660 0.669 0.681 0.694 0.711
0.2 -0.011 -0.007 -0.003 0.000 0.001 0.672 0.668 0.681 0.698 0.714
0.3 -0.010 -0.007 -0.005 -0.003 -0.002 0.668 0.667 0.680 0.692 0.714
0.8 -0.3 -0.010 -0.007 -0.002 -0.001 -0.002 0.660 0.662 0.685 0.698 0.704
-0.2 -0.011 -0.007 -0.003 -0.002 -0.004 0.663 0.662 0.690 0.703 0.714
-0.1 -0.010 -0.006 -0.001 0.000 0.000 0.668 0.660 0.689 0.703 0.712
0.0 -0.009 -0.006 -0.004 -0.004 -0.003 0.663 0.664 0.685 0.704 0.713
0.1 -0.009 -0.007 -0.004 -0.003 -0.002 0.660 0.669 0.681 0.694 0.711
0.2 -0.011 -0.007 -0.003 0.000 0.001 0.672 0.668 0.681 0.698 0.714
0.3 -0.010 -0.007 -0.005 -0.003 -0.002 0.668 0.667 0.680 0.692 0.714
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