Fast, sensitive and discriminating detection of hydrogen at room temperature is crucial for storage, transportation, and distribution of hydrogen as an energy source. One dimensional nanowires of SnO 2 are potential candidates for improved H 2 sensor performance. The single directional conducting continuous nanowires can decrease electrical noise, and their large active surface area could improve the response and recovery time of the sensor. In this work we discuss synthesis and characterization of nanowire arrays made using nanosecond ultraviolet wavelength (266 nm) laser interference processing of ultrathin SnO 2 films on SiO 2 substrates. The laser energy was chosen to be above the melting point of the films. The results show that the final nanowire formation is dominated by preferential evaporation as compared to thermocapillary flow. The nanowire height (and hence wire aspect ratio) increased with increasing initial film thickness h 0 and with increasing laser energy density E o . Furthermore, a self-limiting effect was observed where-in the wire formation ceased at a specific final remaining thickness of SnO 2 that was almost independent of h 0 for a given E o . To understand these effects, finite element modeling of the nanoscale laser heating was performed. This showed that the temperature rise under laser heating was a strong nonmonotonic function of film thickness. As a result, the preferential evaporation rate varies as wire formation occurs, eventually leading to a shut-off of evaporation at a characteristic thickness. This results in the stoppage of wire formation. This combination of nanosecond pulsed laser experiments and thermal modeling shows that several unique synthesis approaches can be utilized to control the nanowire characteristics.
Introduction
As the use of hydrogen (H 2 ) gas as an alternative clean energy source is stimulated, accurate and fast detection of the H 2 will become exceedingly important for its safe handling, transportation and operation. Vehicles utilizing domestic fuel cell based cogeneration systems, 1 solid oxide fuel cell (SOFC) technology, 2 and internal combustion engines 3 are already commercialized H 2 powered systems. Due to its very small size, H 2 is very susceptible to leakage. Since H 2 molecules are quite reactive in the vapor phase, typically about 1-3 vol % of H 2 is considered to be explosive, hence, careless treatment can lead to expensive and damaging incidents. Thus, precise control of the gas is essential, especially via detection of leaks. Currently, there are several available techniques for measuring H 2 gas concentration, including conductivity changes in pure continuous or porous SnO 2 films 4-6 and in TiO 2 nanotubes arrays, 7, 8 measurement of surface plasmon resonance utilizing palladium, 9 using the Schottky effect in Pt-Carbide 10 and carbon nanotubes decorated with Pd nanoparticles. However, there are several challenging issues that remain to be solved, such as the requirements of low working temperature (room temperature and below), fast response and recovery time, as well as high sensitivity and selectivity.
SnO 2 thin films have been of interest for several applications such as transistors, electrode materials, and solar cells and are also known for its excellent gas sensitivity.
11 SnO 2 doped with various appropriate elements, such as In 2 O 3 , 12 CuO 13 and Pd, 14 is a promising area of research for improved gas sensor performance. This type of doping generates an excess concentration of lattice oxygen-ion vacancies and decreases the concentration of free electrons to maintain the charge balance. In addition, the size and morphology of SnO 2 grains and nanostructures 15 strongly affects their application and therefore appropriately doped and nanostructured SnO 2 can serve as ultrasensitive gas sensors. 16 In this paper, we explore the synthesis of arrays of one dimensional (1-D) nanowires of SnO 2 , with the eventual goal of fabricating In 2 O 3 -doped SnO 2 , which is a potential candidate for improved H 2 sensors. The doped In 3+ cations are effective in increasing the number of active surface area sites enabling the sensor to detect H 2 at lower operating temperatures.
A primary motivation to explore the synthesis of well-defined nanostructures is the associated increase in surface-to-volume ratio, which is known to translate into increased sensitivity, selectivity, and response speed of the H 2 sensor. 17 Another potential advantage of an array of continuous nanowires is a decrease in the electrical noise, as compared to, for example, a porous type nanostructure. 18 Here we focus on synthesis and characterization of arrays made from thin films of pure SnO 2 on SiO 2 substrates by use of nanosecond pulses of ultraviolet (UV) wavelength (266 nm) laser. Pulsed laser interference irradiation is a well-known means of creating a well-defined and spatially periodic but transient surface temperature profile.
19-21 For appropriate energy densities, the film can be locally evaporated or melted, with the liquid being subject to strong thermocapillary forces under the thermal gradients. As a result, a periodic structuring of the film material can take place. For irradiation with nanosecond pulses, the heating and cooling rates are extremely large [22] [23] [24] and as a result, the morphology changes occurring in the liquid phase can be rapidly quenched, resulting in periodic structures. 25 However, as has been shown recently, nanoscale effects strongly influence the UV laser heating of very thin films, often resulting in unusual and unexpected effects on morphology evolution. 26, 27 Here we have utilized a thermal model based on finite element analysis that accurately accounts for the nanoscale thickness dependent optical and thermal behavior of the film-substrate system in order to predict the thermal behavior of the films. By comparison with experimental observations of melting and array formation, a reliable model for the mechanism of nanowire array formation was established. We also observed experimentally that the final effective thickness of SnO 2 remaining after array formation was nearly constant for various starting film thickness at a given laser energy density. This self-limiting effect was due to the strong thickness-dependent temperature of the film under laser irradiation for any given energy density. As a result, thermal evaporation and thermocapillary flow can both shut down as the film morphology evolves. Other features of the nanowire morphology, including nanowire height and aspect ratio were found to increase with increasing film thickness and laser energy. These results are qualitatively consistent with the thermal model result based on the temperature difference between the regions of interference maxima and minima. The experimental and supporting theoretical modeling results permits selection of the appropriate thin film and laser parameters to achieve desired nanowire morphology characteristics.
Experimental details
Thin films of SnO 2 , with thickness between 5 to 100 nm, were deposited onto 400 nm thick thermally grown SiO 2 on Si wafers and quartz wafers by pulsed laser deposition (PLD). The substrates were ultrasonically rinsed and dried in air prior to use. Deposition was performed under ultrahigh vacuum (UHV) conditions, at a base pressure of 10 À7 Torr, with the substrate at room temperature. SnO 2 slugs (99.9% purity, obtained from CERAC, inc.) were used as PLD targets. Thickness of the asdeposited films was measured by performing atomic force microscopy (AFM) on a step-height region generated by the application and subsequent removal by acetone of a nitrocellulose mask. AFM analysis also yielded a maximum root mean square (RMS) roughness of the as-deposited films of 0.3 nm. Energy dispersive X-ray spectroscopy (EDS) measurements were employed to determine the relative concentration of Sn within the electron interaction zone. The resulting concentrations were then fitted on a power-law curve, so that subsequent measurements of the effective thickness of the laser irradiated films could be determined from the EDS measurements. The optical properties of the as-deposited films were measured by an Ocean Optics HR2000+ spectrometer in order to obtain the accurate complex refractive index values for the deposited films, which are known to differ from bulk values.
28
Laser processing was performed with the 4th harmonic (266 nm wavelength) of an Nd:YAG laser, with a 9 ns pulse width and a repetition rate f ¼ 50 Hz. All the results presented here are based on irradiations done under ambient conditions. First, the melt threshold energy for various SnO 2 film thickness (5 and 42 nm) was obtained by normal incidence single beam irradiation with 3000 pulses at various laser energy densities, E o . The melt threshold was defined as the minimum energy required to show a substantial morphology change to the surface of the film after substantial irradiation times, as has been done in the past. 23 This morphology change was evidenced in a scanning electron microscope (SEM). These measurements enabled a quantitative comparison of the experimentally determined melting energy with the finite element model for laser heating of the films. Based on the melt threshold energies determined by single beam experiments, two-beam laser irradiation was performed for nanowire array synthesis. The laser beam was split into two equal energy beams using a 50-50 beam splitter and were incident on the sample at inclusive angle, q i , of 72 (and 86 ) with a resulting theoretical interference fringe spacing of 224 nm (and 195 nm) respectively. Approximately 3000 pulses were applied in order to produce an array of wire-like features within the irradiated area. The resulting film morphology was characterized by SEM (using either a Hitachi S4300N or a Gemini: LEO 1525), AFM in a Nanonics MultiView 1000, and by EDS measurements in the LEO 1525. The elemental compositions of select samples were also characterized by X-ray photoelectron spectroscopy (XPS) using a Physical Electronics (PHI5400 ESCA) spectrometer with a monochromatic Al K a X-ray source operated at 300W. The crystal structures of as-deposited and select nanowire samples were characterized by X-ray diffractometry (XRD) using a Rigaku D/MAX RAPID II microdiffractometer with a curved imaging plate and a rotating Cr anode operating at 35 kV and 25 mA. An optical prefix consisting of horizontal and vertical mirrors specific to Cr K a radiation was employed in the incident beam to provide a focused X-rays at the sample position. At the end of the incident beam path, a 0.3 mm collimator was used to optimize the resolution and signal to noise ratio of the diffraction patterns. The incident beam path from X-ray generator to the collimator was protected by o-ring sealed tubing that was purged with Helium gas to improve the X-ray flux at the sample position. The samples were mounted on a stainless steel sample holder with the X-ray beam 2 off axis from the plane of the sample. Fig. 1 (a) shows the SEM image of an SnO 2 nanowire array synthesized from SnO 2 films of initial thickness h o ¼ 42 nm and at an energy density of 300 mJ cm À2 with q i ¼ 72 . This and similar SEM micrographs were used to analyze the average spacing L av of the nanowires in the array. Also, EDS measurements performed over large portions of the array, $100mm, were used to estimate the remaining amount (h rem ) of SnO 2 in the array. Fig. 1 (b) shows the AFM image of the same sample for which the SEM image is shown in Fig. 1 (a) . AFM was performed to extract the topographic information of the wires, from which line profiles, such as shown in Fig. 1 (c) , were extracted. From such line profiles, the average nanowire height h nw was measured as the value between the peak to trough of the nanowires averaged over large portions of the array. The surface elemental composition of the SnO 2 before and after laser processing was evaluated using XPS. In Fig. 2 , XPS spectra of Sn 3d 5/2 measured on the as-deposited SnO 2 film of thickness 42 nm and nanowires synthesized at a laser energy density of 300 mJ cm À2 from the 42 nm film are shown. The photoemission intensity peaks occur at 486.46 and 486.57 (eV) respectively, for the two surfaces, and this corresponds well to the Sn 4+ binding energy component of stoichiometric SnO 2 , which is at 486.3 eV.
Results

Experimental results
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The Sn 3d 5/2 peak for SnO is 0.5 eV lower than the SnO 2 peak and we did not observe this peak shift in the nanowires sample. This suggests that upon irradiation of the as-deposited SnO 2 films, the formation of nanowires is not assisted by valence change, and thus the nanowires remained as SnO 2 .
The crystal structure of the samples before and after the irradiation was evaluated by glancing angle XRD. JADE 8.5 from Materials Data Inc., and PDF4+ database from ICSD were used to analyze X-ray diffraction data. . 29 Inset shows SEM image of nanowire region from which XPS was measured.
well defined nanowire structure. In Fig. 5 , the AFM measurements and typical line scans of the wire profile for three different h o values prepared with above energy and interference conditions are shown. The average nanowire height, h nw , was obtained by averaging over 128 consecutive line scans, corresponding to a length of 375 nm, over 7 nanowires. The h rem value was measured using EDS over an area of 100 mm 2 (or approximately 50 wires) at a location corresponding to the AFM measurements. The results of these measurements are shown in Fig. 6 for the various thicknesses. and (c), yield a continuous nanowire structure, but samples produced where evaporation was negligible (h o z h rem ), Fig. 4 (b), show nanoparticles in contact with each other. One important observation on the synthesis of nanowires is its dependence on the number of laser pulses. While the dependence on film thickness (and energy, which is discussed next) was performed at a fixed number of pulses (3000), the actual final state of the wires is typically formed at a much shorter number of pulses. In other words, the wire formation appears to stop very early in the irradiation and further irradiation does not result in any changes to the wire characteristics. Therefore, following 3000 pulses the morphology is in a stable state and does not progress further. This observation points to a self-limiting or self-stopping mechanism, where the wire formation ceases due to intrinsic conditions. Next, we investigated the dependence of nanowire morphology on the laser energy density (between 440 to 700 mJ cm À2 ) for films of a fixed thickness (h o ¼ 42 nm), irradiated using the same interference angle of q i ¼ 86
, and with 3000 laser pulses. In Fig. 7 (a) and (c) SEM images of the nanowires formed from E o values or 440 and 535 mJ cm À2 respectively, are shown. In Fig. 7 (b) and (d), magnified SEM images corresponding to (a) and (c) respectively, are shown. In Fig. 8 the AFM and line profiles corresponding to 440, 535 and 700 mJ cm À2 energy density values are shown. In Fig. 9 (a) and (b) , the h nw and h rem are shown, respectively, as a function of E o . The wire height was found to increase with increasing energy density [ Fig. 9 (a) ]. Higher irradiation energy densities were also found to consistently produce a more porous nanowire structure with clusters of nanoparticles, such as that of Fig. 7 (d) in contrast to the lower energy density case, Fig. 7 (b) . Again, this a useful result as it shows that E o can be used as an experimental control parameter in the synthesis of wires with different morphology. Also, the remaining film thickness was found to decrease with increasing energy density [ Fig. 9 (b) ].
Based on the SEM and AFM results presented above, one can conclude some general aspects about the mechanism of nanowire synthesis. First, evaporation appears to be playing an important role in the synthesis, as is evident from the lower film thickness remaining following the processing [ Fig. 6 (b) and Fig. 9 (b) ]. This observation of large evaporation is also important in the context of the chosen energy densities, which were close to the melt threshold energy of the SnO 2 films. Secondly, the wire height (and aspect ratio) increase with increasing initial film thickness as well as increasing energy density. Finally, the selflimiting effect on wire formation needs to be explained. In this effect, wire formation appears to stop when the remaining film thickness achieves a stable value shown in Fig. 6 (b) and Fig. 9  (b) . In order to understand these aspects, we have resorted to finite element calculations of the nanosecond pulsed laser interference heating of the SnO 2 films to determine the temperature behavior as a function of film thickness and laser energy density.
Thermal model
In order to better understand the mechanism responsible for the formation of nanowires, an optical and thermal model was constructed to determine the temperature evolution of a multilayer system comprised of an SnO 2 thin film on a SiO 2 /Si substrate irradiated by uniform as well as interfering laser beams. The first step in creating this model, shown schematically in Fig. 10 (a However, it was mentioned by the same authors in ref. 31 that the index may vary significantly depending on the method of film deposition. 31 To address this, experimental values of reflectivity, R, and transmissivity, T, for SnO 2 films of various thickness (15, 25 , and 90 nm) prepared on 750 mm quartz substrates was measured. The experimental R and T were compared to theoretical values calculated under the assumption of coherent layers.
32 Using a simple least squares optimization of the data, we determined that the best fit of N ¼ 2.0 À 0.97i yielded a reasonably good agreement between the measured and theoretical values of R and T, as shown in Fig. 10 (b) and (c) respectively. The next step to an accurate model was to find the time and position dependent energy absorption within the multilayer SnO 2 /SiO 2 /Si system when irradiated by pulsed laser in interference. The method outlined by Prentice 32 was modified by including the angle dependent reflectivity at the interfaces.
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Following the same method, and accounting for the two beam interference pattern while applying a position dependent phase change to each beam and adding the normalized resultant electric field, E, the resultant absorption profile for a SnO 2 /400 nm SiO 2 / Si film stack can be determined. 33 The resulting normalized absorption profile is given as a * ¼ a jEðx; zÞj
, where a is the absorption coefficient of the film, |E i | is the modulus of the average incident electric field, and |E(x,z)| is the modulus of the resultant electric field within the film which varies as a function of the lateral dimension, x, due to the interference pattern and the depth, z, due to absorption and reflection effects. The normalized absorption as a function of depth (z) is shown in Fig. 11 (a) , for x position corresponding to the maximum incident intensity due to complete constructive interference. The two-beam interference pattern assuming 36 off normal incidence (72 between the beams) is shown as the normalized surface absorption profile in Fig. 11 (b) , but this characteristic shape may be found for any depth. Assuming a Gaussian pulse shape, the total volumetric rate of energy absorption is given by: where E p is the total energy per pulse per unit area, t p is the pulse width, and the standard deviation of the pulse s ¼ t p 2 ffiffiffiffiffiffiffiffiffiffiffiffi ffi 2lnð2Þ p .
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This model was then applied to a 2-D thermal finite element analysis (COMSOL) including characterization of the melting of the SnO 2 film, as was conducted by Trice et al. to determine the temperature evolution at every point in the film stack. 23 The thermal conductivity of SiO 2 was taken as the non-radiative thermal conductivity since the length scales involved are significantly shorter than wavelengths involved in radiative transport. 34, 35 The temperature dependent heat capacity of SnO 2 was determined from Pankratz 36 and density from Taylor. 37 Due to the lack of data, only the room temperature thermal conductivity of SnO 2 , k ¼ 10 Wm À1 K À1 , was available, so this value was taken as temperature independent. 38 The remaining thermal properties of SiO 2 , and those of Si were taken as the temperature dependent functions given in a material constants handbook. 39 The melting temperature of SnO 2 (1903.2 K) and the enthalpy of fusion (155.3 J g
À1
) were employed to model the phase change by an effective heat capacity technique. 23, 39 A complete list of the optical and thermal properties used for this simulation are given in Table 1 and Table 2 , respectively. Verification of the 2-D thermal model was performed by comparing the experimentally determined melt threshold for single beam irradiation at normal incidence of two samples of known thickness, which yielded 63 and 99 mJ cm À2 for 5 nm and 42 nm films respectively. These values compared favorably with the model, which predicted values of 60 and 91 mJ cm À2 . Applying this model to the experimental conditions outlined previously, the temperature difference between interference maxima and minima of the liquid SnO 2 , DT, determined at the moment the entire film has melted is given in Fig. 12 (a) . The film temperature at the maxima and minima of the interference pattern for the case of average incident energy per pulse of 400 mJ cm
À2
, is shown in Fig. 12 (b) as a function of film thickness. Clearly, the thickness of the SnO 2 film has a profound effect on these temperatures. A non-monotonic variation in the temperature is seen, with a maxima occurring around a film thickness of 25 nm, and dropping sharply for thinner films. This type of temperature variation has been observed previously for ultrathin metal films on optically transparent substrates. 23 The behavior arises from the nanoscale nature of laser-film heating and can be briefly explained here as follows. 26, 27 For the case of SnO 2 , the experimentally estimated skin depth d at 266 nm wavelength is 21.8 nm (as obtained from the experimentally extracted k values). Consequently, for SnO 2 films with thickness comparable to the skin depth, the intensity of light energy absorbed will vary exponentially with thickness as
), where I o is the incident light intensity. Secondly, the effective reflectivity of light from the surface of the SnO 2 film on the SiO 2 substrate is also strongly dependent on SnO 2 film thickness. This can be understood physically by noting that at zero film thickness the reflectivity will be that of the SiO 2 substrate (which is practically zero for UV light) while it will be the value of the bulk SnO 2 (which is [ zero) for a very thick film. From the experimental measurements of reflectivity and estimated N values, a quantitative calculation based on evaluating the Fresnel coefficients for such SnO 2 /SiO 2 bilayer systems yields the general nature of the thickness dependent reflectivity as
, where a r and r 0 are materials- Table 2 Thermal values used in the simulation. L is heat of transformation; r is density; k is thermal conductivity; C is heat capacity; T is temperature, and 3 is phase change tuning parameter 
Extrapolated from: [34] [23] dependent parameters. 33 Third, the effective mass of the material heated M(h o ) is also a strong function of film thickness for the following reason. When the film thickness is less then one thermal conduction depth, any heat generated within the nanoscopic metal film due to optical absorption will diffuse into the underlying SiO 2 substrate. Consequently, the effective mass of material heated will include the thermal mass of the film and an effective thermal mass of the substrate estimated from the length scale of thermal diffusion occurring within the substrate in the nanosecond time scales of the experiment. Therefore, the heated
, where the subscript m and s denote metal and substrate while r and C p are values of density and specific heat, D th S is the substrate thermal diffusivity and s is the ns time scale of laser heating. Consequently, energy balance shows that the temperature rise will be qualitatively given by
As can be noted, in this function, I increases with increasing thickness while (1-R) and 1/M decrease with increasing thickness. As a result, a non-monotonic variation in temperature with film height h o can be expected for any given laser intensity and in fact at a critical film thickness the temperature rise will be a maximum. This behavior, as estimated from a more accurate finite element modeling, is shown in Fig. 12 (b) . A maxima in temperature occurs around a film thickness of 25 nm, while there is a large rate of change in temperature with thickness for films on either side of this maxima.
Discussion and conclusion
The nanowire array may be formed by either liquid movement due to thermocapillary (TC) forces resulting from a temperature induced surface tension gradient, or preferential evaporation of the film between the regions of high intensity (constructive interference) and low intensity. As shown in Fig. 12 (a) , the two beam irradiation causes a temperature disparity between the regions of constructive and destructive interference. Consequently, the surface tension gradient generates marangoni or thermocapillary flow along the plane. An estimate of magnitude of contribution of TC effects on fluid flow may be directly obtained from the characteristic time scale of TC flow s M. As shown in ref. 40 , s M depends on the temperature gradient on the film surface, the film thickness h o , as well as materials parameters, and can be expressed as:
where L laser , h, vg/vT and DT are the laser fringe spacing, dynamic viscosity of the film material, rate of surface tension change with temperature and peak-valley temperature difference, respectively. Due to the unavailability of actual dynamic viscosity and the surface tension data for SnO 2 the material constants of a known ceramic oxide, close to the position of tin oxide in the periodic ). From this, the value of s M was estimated to be around 9 ns, which is comparable to the laser pulse time scale suggesting that it is reasonable to expect some contribution from TC flow under the two beam interference irradiation. However, at this stage, the experimental observations from wire formation cannot clearly differentiate between contributions from TC flow versus evaporation. Moreover, since we have observed substantial evaporation, it is also important to estimate the magnitude of contribution from preferential evaporation on the wire formation.
First, the maximum rate of evaporation at a given temperature can be estimated from the classical relation between pressure and temperature 42 as:
where G e ¼ the mass evaporation rate in g cm À2 s
À1
, M is the molecular weight, and P e is the equilibrium pressure in Torr. Assuming a 9 ns melt time, the theoretical evaporation rate for SnO 2 at its boiling temperature of 2173 K is 0.15 nm pulse
. Assuming a constant evaporation rate, fewer then 1000 pulses would be required to remove 100 nm of film. However, as seen from Fig. 12 Fig. 12 (b) , this occurs at h ¼ 11 nm. From the above discussion, the observation of a final fixed remaining thickness h rem following processing of films of varying initial thickness at a given energy density E o can also be explained qualitatively. The model predicts that for E o ¼ 300 mJ cm À2 and q i ¼ 72 0 , h rem ¼ 13 nm, which is in good agreement with our experimental observation shown in Fig. 6 (b) . Additionally, for the case of q i ¼ 86 and h o ¼ 42 nm, h rem was found to be only weakly dependent on E o (Fig. 9 (b) , open circles), which agrees with the theoretical prediction (solid line), and the true nature of the dependence (predicted to be decreasing h rem with increasing E o ) may be masked by the inherent error in the experiment. From this analysis, one can claim that evaporation sharply drops following thinning of the film beyond the position of the temperature maxima. Interestingly, the temperature gradient also drops sharply in this region, as evident from Fig. 12 (b) . Therefore, we suggest that the self-limiting behavior occurs due to this shuttingoff of evaporation and the parallel reduction in thermal gradients, which reduces TC flow.
The thermal model can also be used to explain the behavior of h nw as a function of h o and E o . In Fig.12 (b) and (c), the temperature difference between the regions of maxima and minima are shown as a function of starting film thickness h o for the 72 and 86 irradiation geometries respectively. As Fig.12 (b) and (c) show, evaporation will occur at the maxima and minima locations, but at different rates because of the different temperatures. For thick films (> 25 nm or so), this evaporation rate increases as the film thins. Now, as the temperature in the maxima continues to rise, the temperature in the minima will also begin to rise as a consequence of thermal diffusion. Consequently, the minimum also enters the evaporation zone and starts thinning. Now, a parallel thinning of the maxima and minima occur, albeit at slight different rates, as given by their respective temperatures. Finally, both locations thin enough such that the evaporation stops. From Fig. 12 (b) or (c), the two regimes can be seen to have slightly different evaporation cutoff thicknesses. If one assumes a constant evaporation rate for the entire film, so that the total evaporation time t evap f h 0 À h eff , and if the local evaporation rate is assumed to be relative to the modeled T À T boil , a relative measure of preferential evaporation may be determined by integrating the relative temperature difference that exists above the melting point and the thickness. This relative evaporation difference G* can be evaluated as:
where
where T * maxima and T * minima are, for a given h, the difference between the peak temperatures of the interference maxima and minima and the boiling point, and where temperatures below the boiling point result in a value of zero. If the previous assumptions are valid, the resulting integrated evaporation, G*, should be proportional to h nw . As shown by the open circles in Fig. 6 (a) , films of larger initial thickness exhibit a much greater h nw , and are in qualitative agreement with the theoretical G*, plotted as the solid line. It should be noted that the scale of G* is arbitrary, but agrees with the experimentally measured data when both y axes intersect the x axis at 0. Similarly, increasing E o should increase G*, since DT increases in concert with E o . This relationship agrees with the experimentally determined data in Fig. 9 (a) . However, due to the angle disparity between the constant energy and thickness experiments, the absolute values of G* could not be compared between the two cases.
From this discussion, the non-monotonic thickness-dependent temperature behavior provides opportunity to synthesize wires under a variety of interesting laser parameters. For instance, by varying the intensity of the individual interfering beams, it is possible to modulate the temperature difference between the maxima and minima. Hence, this can be used to influence h nw as well as the h rem . Another important aspect of the processing of SnO 2 is the relatively small difference between the melting point and boiling point (i.e. 270 K). As a result, wire formation by pure thermocapillary flow requires stringent control on the laser energy as well as in the intensity of each of the interfering beams. These studies could form the basis for further investigations of wire formation in SnO 2 .
Another important issue concerns the difference in the morphology of the nanowires formed from the films with different initial thickness and/or at different laser energies. As seen from Fig. 4 and Fig. 7 , the morphology can consist of a cluster of nanoparticles in contact with each other [ Fig. 4 (a) ], continuous smooth nanowires, [ Fig. 7 (b) ], or a porous nanowire structure [7 (d) ]. We have found that the nanoparticle-like morphology occurs when synthesis is done starting with very thin films, typically near the final remaining thickness h rem. In this situation synthesis is dominated by melting and fluid flow rather then evaporation. We attribute this morphology behavior to the competition between liquid film morphology change due by dewetting competing with morphology from thermocapillary flow. It has been shown earlier for metal films that when the films are extremely thin, the time scale for film dewetting, which scales with thickness as s D f h 5 , can be comparable to the thermocapillary time scale s M . 25 Consequently, the observed morphology was a compromise between the two processes and resulted in nanoparticles arranged in rows. We suggest that a similar reasoning underlies the morphology seen in Fig. 4 (b) , especially for the films with low starting thickness where the synthesis is dominated by melting and fluid flow, as compared to evaporation. On the other hand, the more porous structure seen for the thicker films processed at higher laser energies [ Fig. 7 (d) ] is possibly due to the relatively larger role played by evaporation in this synthesis regime.
In conclusion, we have synthesized parallel nanowire arrays of SnO 2 on SiO 2 substrates by nanosecond pulsed laser irradiation. Such nanowires are potential candidates for improved H 2 sensor performance The array morphology was characterized by SEM and AFM, in conjunction with EDS and XPS measurements to evaluate concentration and stoichiometry. Due to evaporation, the final nanowire array had a lower effective SnO 2 film thickness, whose value was independent of starting film thickness for any given laser energy density, but decreased with increasing energy density. Furthermore, a self-limiting effect was observed wherein the wire formation stopped at this effective remaining film thickness. These behaviors could be explained by nanoscale effects of the laser-film heating that resulted in a highly nonmonotonic film temperature dependence on film thickness. In addition to the nanowire height, the structure of the nanowires was dependant on the amount of evaporation, with large initial thicknesses producing consistent nanowires and small thicknesses, where no evaporation takes place, producing clusters of nanoparticles in contact with each other. These results show that fabrication of large nanowire arrays can be achieved by careful analysis of the thermal behavior in conjunction with experiments.
