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ABSTRACT
This thesis discusses the two dimensional allotrope of carbon known as graphene
in presence of magnetic field, with special focus on edge states. The structure of
graphene is described in detail and from the structure, two models are formed. The
Dirac equation is a good description of graphene for large samples, far away from
edges, where the boundaries can be ignored. However, it causes problems with
most types of edge and hard wall approximation has to be implemented. The Dirac
equation is described in detail and used to obtain an energy spectrum, wavefunction
and density of states for graphene edge in a strong magnetic field. For comparison,
a Bohr-Sommerfield approximation was used to find the dispersion relation and
compare it to the results obtained numerically from the Dirac equation. The second
model, better fitting for nano-scale systems, is the tight binding model. This model
was utilized to find Energy spectrum for graphene flakes in magnetic field, which
resembles Hofstadter’s butterfly spectrum. The spectrum was analyzed and periodic
oscillations of magnetisation dependent on magnetic field (known as the de Haas-
van Alphen effect) were described. The oscillation of magnetisation depends on the
shape of the dot, even though the main properties remain the same: at low magnetic
field, periodic oscillations due to Aharonov-Bohm effect, turning into more chaotic
oscillations depending on the boundary conditions of the given quantum dot.
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INTRODUCTION
In this thesis, we present a comprehensive description of graphene in magnetic field
using two common models, the Dirac equation and tight binding approximation.
Graphene is graphite with surface properties stronger than its bulk properties [1].
That means it is up to ten layers of graphite, distinguished into three types - single
layer graphene, bi-layer graphene, and mutlilayered graphene. The former two are
the more commonly researched. The interest in two dimensional crystals has been
going on for a long time. The first mention of graphene was in 1946 by Wallace [2];
published the next year, the paper discusses the band structure of graphite, using
tight binding model. Even though the term “graphene” was not used yet, the pa-
per worked on the assumption that the out of plane interactions were too small
compared to interactions within the plane, which effectively gives same starting
point, as if only one sheet of graphene was considered. It was the first time, that
a 2x2 matrix Hamiltonian was used for graphene. A large interest in the scientific
community started with the publication of “The Rise of Graphene” [3], which in-
troduced graphene as a two-dimensional allotrope of carbon. It also introduced a
way of obtaining graphene, hence creating a paradox, according to Mermin-Wagner
theorem [4], which effectively states that two-dimensional crystals cannot exist due
to spontaneous symmetry breaking. This was resolved, by the fact that graphene is
not perfectly two-dimensional, rather it ripples.
Graphene has many unique properties, including high electron and hole mobility,
optical absorption, and quantum resistance and capacitance [5]. Thanks to it being
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restricted to two dimensions, graphene is a viable medium to observe unique quan-
tum characteristics, such as Quantum Hall effect [6], and as such has been studied
in the context of Klein Tunneling [7] (i.e. perfect transmission of Dirac fermions
through a potential barrier) and in Quantum Hall effect [8].
At first, we employ the Dirac equation in order to obtain the Hamiltonian for
graphene near the corners of Brillouin zone, also known as Dirac points. At these
points, the energy spectrum is linear, which indicates the charge carriers are mass-
less. We develop the full 4x4 Hmailtonian for graphene and chapter 2 is dedicated
to description of Dirac equation in detail. Using the Dirac equation, we develop
description of graphene in magnetic field. In order to do so, Peierl’s substitution
was used. The same method is then used to find edge states for a hard-wall edge.
Along the edge, we found the dispersion relation from the Dirac equation and
compared it with a semiclassical approach. Both of the approaches have limitations.
Main limitation is that they both omit the zero energy level intrinsically.
Secondly, we use tight binding approximation to find magnetization as a function
of normalized magnetic flux for differently shaped graphene flakes. We adopt the
optimal gauge in order to create the tight binding Hamiltonian and find energy
spectrum, which is then used to explain the oscillation of magnetization, known as
Shubnikov-de Haas oscillations.
In chapter 1, we discuss the ways of obtaining the energy spectrum of graphene
without magnetic field. We derive the 4x4 Hamiltonian for single-layer graphene
and focus on the Dirac equation in the second chapter, where we follow the his-
torical progress of the Klein-Gordon equation. In chapter 3, we present the edge
characteristics for graphene in strong magnetic field using the equations derived
in previous chapters and compare the results with semiclassical approximation. In
the final chapter, we introduce tight binding model in greater detail and use it to
find the energy spectrum similar to Hofstadter’s butterfly for graphene. The same
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spectrum is then used to find the magnetization oscillations.
1. GRAPHENE DESCRIPTION
1.1 Hamiltonian
There are two main ways of obtaining the Hamiltonian for graphene. The first,
widely used, is using the Dirac equation, which works for assuming an infinite sam-
ple. The second one is tight binding approximation, which theoretically works for
any size of sample, however increasing size of sample increases calculation time and
at some point, the calculations become far too lengthy. Therefore the latter method
is used with smaller models, up to several hundred lattice points. In this thesis, we
will spend considerable time looking at the first case in more detail and to a lesser
degree discuss the tight binding approximation as well.
In order to do either, we first need to define the base lattice vectors, and nearest
neighbour vectors of graphene. There are two common orientations, based on the
imagined edge of graphene, when cut vertically, i.e. along the y-axis. They are
called armchair and zigzag orientations. We will introduce them both.
We can define the lattice base vectors together with their reciprocal counterparts
for armchair configuration from the figure 1.1a:
~a1 =
√
3a
2
xˆ+ 3
2
ayˆ
~a2 =
√
3axˆ
⇒
~b1 =
4pi
3a
yˆ
~b2 =
2pi√
3a
xˆ− 2pi
3a
yˆ,
(1.1)
where a is the distance between nearest neighbours.
Next, we need to define the nearest neighbour vectors of site A. On the figure,
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(a) Armchair edge. The nearest neigh-
bour vectors are |d1| = |d2| = |d3| =
a. The base lattice vectors are a1 and
a2. The unit cell encompasses two
atoms, one of each sublattice, same
as in any configuration of graphene.
(b) First Brillouin zone of graphene.
Note that the K points and K ′
points have opposite sign for kx.
Fig. 1.1: Armchair configuration along the right and left hand side edges.
they are denoted d1, d2, and d3.
~d1 =
a
2
xˆ−
√
3a
2
yˆ ~d2 = ayˆ ~d3 = −a
2
xˆ−
√
3a
2
yˆ. (1.2)
Note that ~d1 and ~d3 can be rewritten using the basis vectors and ~d2.
The other (zigzag) configuration is shown in figure 1.2a. The bulk of the material
should have the same behaviour in zigzag orientation, as in the armchair configu-
ration, since far away from the edge, the structure is the same. However, the left
and right edges are clearly different. Note that both types are present in both ori-
entations. We will spend more time on the edges in later chapters. The lattice base
vectors and their reciprocal counterparts for the zigzag configuration are
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(a) Zigzag edge. |d1| = |d2| = |d3| =
a are the nearest neighbour vectors.
The base lattice vectors are a1 and
a2. The unit cell is shown.
(b) First Brillouin zone of graphene.
Note that here, the K points and K ′
points have opposite sign for ky in-
stead of kx like in previous case.
Fig. 1.2: Zigzag configuration along the right and left hand side edges.
~a1 =
√
3ayˆ
~a2 =
3
2
xˆ+
√
3
2
ayˆ
⇒
~b1 = −2pi3a xˆ+ 2pi√3a yˆ
~b2 =
4pi
3a
xˆ.
(1.3)
Normally, carbon atoms have four valence electrons, which means 4 bonds. For
example, in diamond, all of the valence electrons are bound in a covalent bond and
cannot conduct electricity. However, as shown in figures 1.1a and 1.2a, each atom
has only three bonds. The orbitals of three of the four valence electrons hybridize
and one s orbital and two p orbitals become three sp2 orbitals. These orbitals create
the strong covalent σ bonds, and we disregard the electrons bound that way, as they
do not contribute to conduction in any way. The last p orbital stays unchanged,
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sticking out of plane of graphene. This orbital is commonly denoted by pz and
it creates a pi bond above or below the plane of graphene. This bond is weaker,
and the electron can hop between the bonds, similar to benzene ring. Hence only
the electrons contained in pz orbitals contribute to conduction and we will treat
graphene as having only pz orbitals.
Let ψA(~r) = ψ(~r) be pz orbital centered at origin (site A) and ψB(~r) = ψ(~r− ~d3)
be pz orbital centered at position ~d3 (site B).
We assume Bloch wavefunction, so that
Ψk(~r) =
∑
R
ei
~k ~R
[
bAψA(~r − ~R) + bBψB(~r − ~R)
]
, (1.4)
where ~R is the position vector of all the atoms in the sublattice A.
Now let us consider
〈ψA|H|Ψk〉 = 〈ψA|Hat + ∆U |Ψk〉
εk〈ψA|Ψk〉 = E〈ψA|Ψk〉+ 〈ψA|∆U |Ψk〉,
(1.5)
where Hat is the atomic Hamiltonian and ∆U is the interaction potential, and hence
εk is the total energy, and E is only the atomic energy. By combining the equations
(1.4) and (1.5), we get
〈ψA|Ψk〉 =
∑
R
ei
~k ~R
[
bA〈ψA(~r)|ψA(~r − ~R)〉+ bB〈ψA(~r)|ψB(~r − ~R)〉
]
=
∑
R
ei
~k ~R
[
bA
∫
d2rψ∗(~r)ψ(~r − ~R) + bB
∫
d2rψ∗(~r)ψ(~r − ~R + ~d3)
]
.
(1.6)
In order to have an exact energy, one would have to sum over all the atoms in the
lattice. This is generally not practical, as the time needed for calculation of samples
with more than few hundred atoms are too long. The solution is to consider only the
nearest neighbour interaction, since further neighbours do not have as large impact.
This is due to screening, and the fact that Coulomb interaction decrease is inversely
1. Graphene description 13
proportional to distance squared. The contribution from the sublattice A is simply
1, since all nearest neighbours to an atom on A sublattice are from sublattice B.
All the nearest neighbour displacement vectors can be written in terms of ~a1, ~a2,
and any one of the vectors ~d1, ~d2 or ~d3. Including only the nearest neighbour atoms
limits the sum from equation (1.6) to
〈ψA|Ψk〉 = bA + bB
∫
d2rψ∗(~r)ψ(~r − ~d3)
[
1 + ei
~k~a2 + ei
~k(~a2−~a1)
]
= bA + bBα
[
1 + e−i
~k(~a2− ~a12 )
(
ei
~k
~a1
2 + e−i
~k
~a1
2
)]
(1.7)
= bA + bBα
[
1 + 2ei
~k(~a2−~a12 ) cos
(
~k
~a1
2
)]
where α =
∫
d2rψ∗(~r)ψ(~r− ~d3), normalization was used to reduce
∫
d3rψ∗(~r)ψ(~r) =
1, and
∫
d3rψ∗(~r)ψ(~r − ~d1) =
∫
d3rψ∗(~r)ψ(~r − ~d2) =
∫
d3rψ∗(~r)ψ(~r − ~d3) since the
structure is threefold rotationally symmetric.
We can now input the vectors into the equation (1.7) to get
〈ψA|Ψk〉 = bA + bBα
[
1 + 2ei
3
2
kxa cos
√
3kya
2
]
(1.8)
In order to explicitly obtain the second line on equation (1.5), we need to explicitly
express 〈ψA|∆U |Ψk〉 now. Following the same steps, we can get
〈ψA|∆U |Ψk〉 =
∑
R
ei
~k ~R
[
bA
∫
d2rψ∗(~r)∆U(~r)ψ(~r − ~R)
+ bB
∫
d2rψ∗(~r)∆U(~r) ψ(~r − ~R + ~d3)
]
(1.9)
Once again, all the overlap integrals in second term are equal, because ψ(~r) has
rotational symmetry about z-axis, and because ∆U(~r) has threefold rotational sym-
metry about the z-axis. Through definition of two integrals, namely
β = − ∫ d2rψ∗(~r)∆U(~r)ψ(~r)
γ = − ∫ d2rψ∗(~r)∆U(~r)ψ(~r + ~d3)
1. Graphene description 14
the equation (1.9) can be written as
〈ψA|∆U |Ψk〉 = −bAβ − bBγ
[
1 + 2ei
3
2
kxa cos
√
3kya
2
]
(1.10)
For simplicity, we can define a function f(~k), as[
1 + 2ei
3
2
kxa cos
√
3kya
2
]
= f(~k). (1.11)
The original equation (1.5) can now be written as
(εk − E)[bA + bBαf(~k)] + bAβ + bBγf(~k) = 0
or
(εk − E + β)bA + [(εk − E)α + γ]f(~k)bB = 0
(1.12)
Using exactly the same steps for 〈ψB|H|Ψk〉, we get a second, similar equation
(εk − E + β)bB + [(εk − E)α + γ]f ∗(~k)bA = 0, (1.13)
where f ∗(~k) is complex conjugate of f(~k).
We can combine equations (1.12) and (1.13) into a matrix form, to get
M
bA
bB
 = 0, (1.14)
where M is a 2x2 matrix defined as
M =
 εk − E + β [(εk − E)α + γ]f(~k)
[(εk − E)α + γ]f ∗(~k) εk − E + β
 . (1.15)
The equation (1.14) has only non-trivial solutions when detM = 0, which gives
(εk − E + β)2 − [(εk − E)α + γ]2f ∗(~k)f(~k) = 0 (1.16)
This obviously produces quadratic equation for εk. That means we get two values
for εk. We shall call these ε(~k)±, where ε(~k)− is the pi bond and ε(~k)+ is the pi∗
antibond.
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The above quadratic equation is readily solved, but it can be made easier by
consideration of hopping integrals α =
∫
d3rψ∗(~r)ψ(~r − ~d) and
γ =
∫
d3rψ∗(~r)∆U(~r)ψ(~r − ~d). Since ∆U(~r) is large at ~r − ~d (i.e. where the atoms
are located), ψ(~r − ~d)  ∆U(~r)ψ(~r − ~d) so we see that α  γ, and so we can
approximate α = 0 and get
detM = (k − E + β)2 − γ2|f(~k)|2 = 0 i.e.
k± = E − β ± γ|f(~k)|, (1.17)
where |f(~k)| is modulus of the function f(~k) and hence by definition positive. Note
that since γ2|f(~k)|2 > 0, then ε+(~k) ≥ E − β and ε−(~k) ≤ E − β, so that the bands
do not overlap, which traditionally indicates semiconductor.
The function |f(~k)| =
[
1 + 4 cos2
(√
3kya
2
)
+ 4 cos
(√
3kya
2
)
cos
(
3
2
kxa
)]1/2
has a
maximum when kx = ky = 0. This is when the bands are the furthest apart. There
are points, where this function is zero, and at those points, the bands touch, as we
will discuss later.
Let us now remember the primitive vectors of the reciprocal lattice
~b1 = −2pi
3a
xˆ+
2pi√
3a
yˆ ~b2 =
4pi
3a
xˆ. (1.18)
Hence the K-points and K ′-points shown in figure (1.2b) are at
K1 =
4pi
3
√
3a
(0, 1) K ′1 = −
4pi
3
√
3a
(0, 1) (1.19)
K2 =
2pi
3a
(
1,− 1√
3
)
K ′2 =
2pi
3a
(
1,
1√
3
)
(1.20)
K3 =
2pi
3a
(
−1,− 1√
3
)
K ′3 =
2pi
3a
(
−1, 1√
3
)
(1.21)
The dispersion relation at these points is linear to first approximation. To show
this, we can shift the origin to one of those points and Taylor expand the function.
For simplicity, let us consider points K1 and K
′
1. We start by moving the origin to
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the point K1(K
′
1) by shifting the coordinates by
~k → ~k + ~K =
(
kx, ky +
4pi
3
√
3a
)
, (1.22)
and hence the function f(~k) becomes
f(~k) = 1 + 2ei
3
2
kxa cos
(√
3kya
2
+
2pi
3
)
(1.23)
and we can use angle sum trigonometric identity to get
f(~k) = 1 + 2ei
3
2
kxa
(
cos
√
3kya
2
cos
2pi
3
− sin
√
3kya
2
sin
2pi
3
)
= 1 + 2ei
3
2
kxa
(
−1
2
cos
√
3kya
2
−
√
3
2
sin
√
3kya
2
)
= 1− ei 32kxa
(
cos
√
3kya
2
+
√
3 sin
√
3kya
2
)
(1.24)
Let us now do a Taylor expansion around the moved origin. First, let us define all
the needed derivatives:
df(~k)
dkx
= −i3a
2
ei
3
2
kxa
(
cos
√
3kya
2
+
√
3 sin
√
3kya
2
)
df(~k)
dky
= −
√
3a
2
ei
3
2
kxa
(√
3 cos
√
3kya
2
− sin
√
3kya
2
)
d2f(~k)
dk2x
=
9
4
a2ei
3
2
kxa
(
cos
√
3kya
2
+
√
3 sin
√
3kya
2
)
d2f(~k)
k2y
=
3
4
a2ei
3
2
kxa
(
cos
√
3kya
2
+
√
3 sin
√
3kya
2
)
d2f(~k)
dkxdky
= i
3
√
3a2
4
ei
3
2
kxa
(√
3 cos
√
3kya
2
− sin
√
3kya
2
)
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(a) Difference between first order and
second order Taylor expansion
(b) Crossection along kx = 0
Fig. 1.3: (a) The band structure for graphene in a vicinity of Dirac cone. The meshed
surface is made using only first power of the Taylor series, while the full surface
includes the second power too. (b) Cut through the surface plot, along the
ky axis. The purple line is the first approximation and the blue line is the
second approximation. This clearly shows that even to second approximation,
the dispersion relation is still linear close to the K point.
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Using the identities above, we get the following for Taylor expansion in two
variables:
f(kx, ky) ≈ f(0, 0) + kxfkx(0, 0) + kyfky(0, 0)
+
1
2
[
k2xfkxkx(0, 0) + 2kxkyfkxky(0, 0) + k
2
yfkyky(0, 0)
]
f(kx, ky) ≈− i3a
2
kx − 3a
2
ky
+
1
2
[
9a2
4
k2x +
9ia2
2
kxky +
3a2
4
k2y
]
(1.25)
Note that if we had chosen the armchair configuration, our system would be rotated
by 90 degrees, i.e. kx → ky and ky → −kx. Since that yields the more commonly
used form, let us now switch by rotating the system:
f(kx, ky) ≈3a
2
kx − i3a
2
ky +
1
2
[
3a2
4
k2x − i
9a2
2
kxky +
9a2
4
k2y
]
. (1.26)
Now we can write f(~k) and its complex conjugate as
f(~k) =
3a
2
kx − i3a
2
ky +
3a2
8
(
k2x − 6ikxky + 3k2y
)
(1.27)
f ∗(~k) =
3a
2
kx + i
3a
2
ky +
3a2
8
(
k2x + 6ikxky + 3k
2
y
)
(1.28)
The term in brackets is commonly ignored, since the difference it creates is visible
only at large k (in order of 1
a
) as shown in figure (1.3b). For this reason, only the
first term of the Taylor expansion will be used in this thesis as well.
Combining the equation (1.27) with the matrixM, we get the Hamiltonian (note,
that E and β represent only a shift of the spectra and hence were ommited)
H =
 0 γ(−3a2 kx + i3a2 ky)
γ(−3a
2
kx − i3a2 ky) 0
 . (1.29)
However, this is only for the K-points. In order to include K ′-points, we need to
redo the calculations with the coordinates of a K ′-point, which will get us the full
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Hamiltonian as
Hˆ =

0 γ(3a
2
kx − i3a2 ky) 0 0
γ(3a
2
kx + i
3a
2
ky) 0 0 0
0 0 0 −γ(3a
2
kx − i3a2 ky)
0 0 −γ(3a
2
kx + i
3a
2
ky) 0
 .
(1.30)
We can now define Fermi velocity vf =
γ3a
2~ to get more concise Hamiltonian
Hˆ = ~vf

0 kx + iky 0 0
kx − iky 0 0 0
0 0 0 −kx + iky
0 0 −kx − iky 0
 (1.31)
This Hamiltonian creates two sets of two coupled equations, which are also sym-
metrical. Inclusion of magnetic field breaks this symmetry. The symmetry may also
break when mass is included. The opposite sign implies different charge carriers.
The first two lines represent electrons, and the second two lines represent holes. The
above Hamiltonian matrix resembles Dirac equation, so let us have a closer look at
derivation and properties of Dirac equation.
2. DIRAC EQUATION
In this chapter, we will discuss the historic development of Dirac equation and its
properties. We will start from Lorentz transformations, introducing covariance and
contravariance and related notation, continue from relativistic Lorentz transforma-
tion to relativistic quantum mechanics, introducing the basic concepts and transi-
tioning to the Klein-Gordon equation, we will explain the problematic associated
with it, and follow the realizations of Dirac as he formulated his Dirac equations
using gamma matrices. Note that bold face denotes a four-vector of space-time,
while vectors in three dimensional space are denoted by arrow above the letter.
2.1 Lorentz transforms
Lorentz transform is a transformation between two coordinate systems moving with
respect to each other. We can imagine it as one being stationary, and the other one
moving. Let us denote the stationary coordinate system by x, y, z, t and the moving
one by x′, y′, z′, t′. In order for a transformation S to be considered a Lorentz
transform, it has to follow three rules:
1. Transformation should be linear. This is required since we have to be able to
transform back to the original system using an inverse of the transform. A
linear transform the inverse has the same form.
2. Each point in R3 given by x′, y′, z′ in S ′ coordinate system moves with constant
velocity ~v with respect to a point x, y, z in S.
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3. A measurement of speed of light will give c in both systems. This comes from
the special theory of relativity.
For simplicity, let us assume that the coordinate system S ′ moves only in the
x-direction. The first rule then gives
x′ = a1x+ a2t (2.1)
t′ = b1t+ b2x, (2.2)
with the a1, a2, b1, and b2 being some linear coefficients.
Applying the second and third rule and doing some calculations gives the well
known transforms
x′ =
x− vt√
1− v2
c2
t′ =
t− v
c2
x√
1− v2
c2
,
(2.3)
with inverse being obtained by replacing v with −v:
x =
x′ + vt′√
1− v2
c2
t =
t′ + v
c2
x′√
1− v2
c2
2.1.1 Lorentz transformations as orthogonal transformations in four dimensions
Under Lorentz transformations, the expression x21 +x
2
2 +x
2
3−c2t2 is invariant, where
xn is the n
th coordinate and t is time. This can be easily shown by substituting
the transformations (2.3) in. Defining x0 = ict and using covariant notation, this
expression can be also written as a dot product of a four vector:
4∑
µ=1
x2µ = xµx
µ = x′µx
′µ. (2.4)
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Fig. 2.1: Covariant (X1, X2) and contravariant (X
1, X2) coordinates in a non-orthogonal
coordinate system. Note that in an orthogonal coordinate system, these are
identical.
Note that here we use the Einstein summation notation and sum over repeated
indices.
What is commonly called a dot product (product between three dimensional
vectors) should actually be called inner product. The dot product between two
contravariant vectors is defined as
x · y = xµgµνyν , (2.5)
where
gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 (2.6)
is the metric tensor of a flat Minkowski space (space time without gravity). Here,
we use the covariant and contravariant notation of vectors, where a vector with a
superscript is contravariant and a vector with subscript is covariant, as shown in
figure (2.1).
Instead of writing the metric tensor out every time, we can use the covariant
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notation of four-vectors. We can define contravariant four-vector as
xµ = (x0,x1,x2,x3), (2.7)
and covariant version of the same vector as
xµ = (x0,−x1,−x2,−x3). (2.8)
So instead of writing the metric tensor gµν out in full, the equation (2.5) becomes
the equation (2.4) (after substituting xν for yν). Note that with these definitions,
the metric tensor gµν turns a covariant vector into contravariant and vice versa.
Since the length of a four vector is invariant in a Lorentz transformation, the
transformation can be viewed as a rotation in four dimensional space, x′µ = aµνx
ν
with aµνa
µλ = δλν , where aµν is a rotation matrix, and δ
λ
ν is a Kronecker delta in
matrix form.
For the special case of movement in x1-direction, we have
aµν(β) =

α −iαβ 0 0
iαβ α 0 0
0 0 α iαβ
0 0 −iαβ α
 (2.9)
where β = v
c
and α = 1√
1−β2
. This is directly from equation (2.3), however, we have
used the contravariant four-vector notation.
2.2 Relativistic quantum mechanics
An elementary (and historical) approach to relativistic quantum mechanics is to
look for Schro¨dinger equation, which fulfills the Lorentz invariance. The traditional
form of Schro¨dinger equation is
i~
d
dt
|ψs(t)〉 = H(~p, ~q)|ψs(t)〉. (2.10)
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We cannot use the traditional form of the equation (2.10), since it contains time t
and space ~q in an asymmetrical fashion (i.e. time as a classical number and ~q as
hermitian operator). For the equation to be symmetrical, we would need both to
be either an operator or c-number.
The first case would mean that we need the commutator [H, t] = ~
i
in analogy
to [pj, qk] =
~
i
δjk. However, this commutator contradicts the physical requirement
that the spectrum of H has a minimum, or ground state, and hence we choose the
second option, where the operator ~q appears only as a c-number vector ~r, and the
wavefunction is represented by
ψ(x) = ψ(x0,x1,x2,x3) = ψ(ct, ~x) (2.11)
The equation for ψ(x) that would correspond to (2.10) and satisfy the Lorentz
invariance has to contain the relativistic relation between energy and momentum, i.e.
E = c
√
~p 2 + (mc)2 has to be valid. Energy and momentum in quantum mechanics
are replaced by
E → i~ ∂
∂t
~p→ ~
i
~∇~r
(2.12)
This reflects the translational invariance with respect to time and space, hence will
stay valid in relativistic quantum mechanics. In order to bring the relations (2.12)
into a formal covariant form, we write
1
c
E := p0 → i~ ∂∂(ct) = i~ ∂∂x0
−(~p)k := pk → −~i (~∇~r)k = i~ ∂∂xk
(2.13)
We now substitute the equations (2.13) into the relativistic energy-momentum re-
lation:
1
c
E −
√
~p 2 + (mc)2 → i~∂0 −
√
−~2
∑
k
∂2k + (mc)
2 (2.14)
= i~∂0 −
√
−~2∆ + (mc)2 (2.15)
2. Dirac equation 25
This expression has linear time and nonlinear space operator, so yet again it is asym-
metric. We can get rid of this asymmetry by using square of the energy momentum
relation in the form
(mc)2 =
(
1
c
E
)2
− ~p 2 = pµpµ, (2.16)
which can be rewritten as
pµp
µ − (mc)2 → −~2
[
∂µ∂
µ +
(mc
~
)2]
. (2.17)
Here, finally the derivatives with respect to time and space are symmetric, and we
can define a four vector operator  as
 := ∂µ∂µ =
1
c2
∂
∂t2
−∆. (2.18)
So, the relativistic energy-momentum relation is upheld, if the wavefunction ψ(x)
obeys the differential equation(
+
(mc
~
)2)
ψ(x) = 0, (2.19)
which is called Klein-Gordon equation.
2.3 The Klein-Gordon Equation
The equation (2.19) fulfills the laws of special relativity, but contains two problems,
which stop it from being physically meaningful. To explain the first one, let us
suppose a plane wavefunction
ψ(x) = aei(
~k·~r−ωt) (2.20)
= ae−ikµx
µ
, (2.21)
where a is a normalization factor and kµ =
 ωc
−~k
 is the reciprocal space-time.
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When we substitute this wavefunction into the Klein-Gordon equation (2.19),
we get
a
[
−kµkµ +
(mc
~
)2]
= 0. (2.22)
We assume a non-trivial solution to the equation above, so that
kµk
µ =
(mc
~
)2
. (2.23)
We now separate kµk
µ into separate space and time coordinates:
(k0)2 = ~k2 +
(mc
~
)2
(2.24)
k0 = ±
√
~k2 +
(mc
~
)2
. (2.25)
This shows a possibility, which standard quantum mechanics does not consider,
namely possibility of negative energies as realistic. This is actually directly caused
by squaring the energy-momentum relationship in (2.16). Hence we ran into the
first problem of Klein-Gordon equation: how to interpret negative energies.
The second problem arises when interpreting the wavefunction as a probability
amplitude. This is only possible, if there exist probability density ρ(x) and a current
~j(x) that fulfill the continuity equation
∂
∂t
ρ+ ~∇ ·~j = 0, (2.26)
which means that probability is conserved. This continuity equation can be written
in a covariant form by defining
j0(x) := cρ(x) (2.27)
jµ(x) :=
j0(x)
~j(x)
 . (2.28)
The continuity equation (2.26) can be written as
∂
∂xµ
jµ = ∂µj
µ = 0. (2.29)
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In non-relativistic quantum mechanics, we define the probability density and
probability current density as [9, p. 57]
ρNR = ψ
∗ψ
~jNR =
~
2mi
[
←→∇ (ψ∗ψ)], (2.30)
where
←→∇ (AB) = A∇B − B∇A. However the plane wave from equation (2.20)
does not fulfill the continuity equation. The problem lies in the definition of the
probability density ρ. Hence we generalize (2.30) in a four vector notation
jµ =
i~
2m
ψ∗
←→
∂µψ. (2.31)
Now, let us consider the continuity equation using this definition.
∂µj
µ =
i~
2m
∂µ
(
ψ∗
←→
∂µψ
)
=
i~
2m
[(∂µψ
∗)(∂µψ) + ψ∗(∂µ∂µψ)− (∂µ∂µψ∗)ψ − (∂µψ∗)(∂µψ)] (2.32)
=
i~
2m
[ψ∗(ψ)− (ψ∗)ψ]
If the wavefunction ψ fulfills the Klein-Gordon equation the right hand side of the
above equation becomes zero, and the continuity equation holds. However, the
problem comes from the four vector definition of the probability density in (2.31):
ρ =
1
c
j0
=
i~
2mc
ψ∗
←→
∂0ψ (2.33)
=
i~
2mc
[
ψ∗
∂ψ
∂t
− ∂ψ
∗
∂t
ψ
]
Depending on the values of ψ and ∂ψ
∂t
, ρ can be positive or negative. Since there is no
restriction of ψ(~x, t = 0) and ∂
∂t
ψ(~x, t = 0), they can be chosen such that ρ(~x, t = 0)
is negative. Since ρ is interpreted as probability density, that means that the the-
ory allows negative probabilities. The two problems associated with Klein-Gordon
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equation have been solved by Dirac through discovery of the Dirac equation. At
first, Dirac discovered the Dirac Equation, described below, which resulted in pos-
itive probability density, but still allowed for negative energies [10]. The negative
energies were later explained as holes, antiparticles related to negative energy eigen-
states [11]. The Dirac equation later on got a different interpretation, when Pauli
and Weisskopf presented it as a field equation for charged spin-0 particles. In this
case, ρ represents the charge density, and energy is given by 1
2
∫
d3r[|~∇ψ|2 +m2|ψ|2]
instead of k0, and hence is by definition positive [12].
Following are more details of the first two points, the last one is subject of
quantum field theory.
2.4 The Dirac Equation
2.4.1 Introduction to Dirac Equation
Dirac realized that the problem in (2.33) is that one started from non-relativistic
definition of ~jNR in (2.30). So we need a different 1st order differential equation,
which leads to the correct relativistic energy-momentum relation.
This problem cannot be solved for a scalar function ψ, and the crucial point of
Dirac’s idea was to introduce a “vector” quantity
ψ(x) =

ψ1(x)
ψ2(x)
·
·
ψn(x)

, (2.34)
which gives the probability density as
ρ(x) :=
n∑
α=1
ψ∗α(x)ψα(x). (2.35)
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The Klein-Gordon equation is then changed too, to incorporate the vector wave-
function. It becomes ∑
β
[iγµαβ∂µ −mΓαβ]ψβ(x) = 0, (2.36)
for α = 1, 2, . . . , n. Here γµαβ and Γαβ (µ = 0, 1, 2, 3;α, β = 1, 2, . . . , n) are coef-
ficients, which we assume to be complex constants. The equation (2.36) can be
rewritten using matrix notation γµ := γµαβ and Γ := Γαβ as
(iγµ∂µ −mΓ)ψ(x) = 0 (2.37)
In order to find relations for γµ and Γ, Dirac required that each component ψα(x)
of the wavefunction separately fulfills the Klein-Gordon equation:
(+m2)Iψ(x) = 0 (2.38)
We apply the conjugate operator (−iγν∂ν −mΓ) to get
(−iγν∂ν −mΓ)(iγµ∂µ −mΓ)ψ = 0[
γνγµ∂2µν + im(γ
νΓ− Γγν)∂ν +m2Γ2
]
ψ = 0 (2.39)
We can match the powers of m with the equation (2.37) above, and get
γνγµ∂µν = I
γνΓ− Γγν = 0 (2.40)
Γ2 = I
These equations determine five matrices, γ0, γ1, γ2, γ3,Γ uniquely. Together with
γµ, Γ the quantities
γˆµ = SγµS−1
Γˆ = SΓS−1
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also fulfill equations (2.40), where S is an arbitrary non-singular matrix.
Now, let us construct the γ-matrices explicitly. First, from the third equation
in (2.40) follows that Γ is a non-singular matrix (Γ−1 = Γ), and hence multiplying
(2.37) with Γ−1 gives
(iγ˜µ∂µ −mI)ψ(x) = 0, (2.41)
where γ˜µ = γµΓ.
We can choose Γ = I, and thus the second equation of (2.40) is fulfilled. If we
explicitly introduce ~ and c, the Dirac equation then becomes
(i~γµ∂µ −mc)ψ(x) = 0. (2.42)
This equation can be confirmed by dimensional analysis. According to the first equa-
tion of (2.40), the γ-matrices are dimensionless, i~∂µ stands for the four-momentum,
and thus the last term in the equation has to contain the momentum mc.
In order to get anticommutation relation, we note that
γµγν∂2µν =
1
2
(γµγν + γνγµ)∂2µν . (2.43)
This comes from the fact that the operator ∂2µν is symmetric, i.e. ∂
2
µν = ∂
2
νµ. We
now combine the above equation with the d’Alembert operator,  = ∂µ∂µ = gµν∂2µν
to get the anticommutation relation for γ-matrices:
{γµ, γν} := γµγν + γνγµ = 2gµν . (2.44)
This anticommutation relation will be later used to explicitly define the γ-matrices.
They help to explicitly take square root of the d’Alembert operator, and hence solve
the Dirac problem:
√− = iγµ∂µ (2.45)
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We can check this:
(iγµ∂µ)
2 = −γµγν∂2µν
= −1
2
(γµγν + γνγµ)∂2µν
= −gµν∂2µν = −
2.4.2 Properties of the γ-matrices
All physically relevant information about the γ-matrices can be deduced from the
anti-commutation relation (2.44). From this anti-commutation relation, we have
γµγν = −γνγµ for µ 6= ν
(γ0)2 = I for µ = ν = 0 (2.46)
(γk)2 = −I for µ = ν = k, k = 1, 2, 3.
The first equation in (2.46) clearly states that the dimension n of the matrix has to
be larger than 1. If n = 2, then the anti-commutation relation reminds us of Pauli
matrices σk ({σk, σl} = 2δklI) and one can show that γk := iσk fulfills (2.41) for
k = 1, 2, 3. Since every 2x2 matrix can be written as linear combination of σk and
the unit matrix, we start with
γ0 = aI+
∑
l
blσl. (2.47)
Substituting for the pauli matrices and using their anti-commutator relations, we
get
{γ0, γk} = ia{I, σk}+ ibl
∑
l
{σl, σk}
= 2i(aσk + bkI) (2.48)
= 0
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(from anti-commutation relation and the metric tensor) from which follows a =
bl = 0, since σk and I are linearly independent. In this case the second equation of
(2.46) is not fulfilled, so the γ-matrices cannot be two dimensional. Instead of going
through a similar procedure for n = 3, we will show that n has to be even. Let us
define
γ5 = iγ0γ1γ2γ3. (2.49)
γ5 anti-commutes with all other γ-matrices. Proof directly follows from using the
first equation of (2.46) several times):
γ5γ0 = iγ0γ1γ2γ3γ0
= −iγ0γ1γ2γ0γ3
= +iγ0γ1γ0γ2γ3 (2.50)
= −iγ0γ0γ1γ2γ3
= −γ0γ5
It is also obvious from (2.46) that
(γ5)2 = I (2.51)
Using the above equation and the anti-commutation relation, we get
γµ = −γ5γµγ5 (2.52)
and hence
tr(γµ) = −tr(γ5γµγ5)
= −tr(γ5γ5γµ) (2.53)
= −tr(γµ)
which means that the trace can only be zero, and hence that n has to be even.
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Let us now consider n = 4 for the γ-martices. We will show that the standard
representation of γ-matrices fulfills the anti-commutation relation (2.44).
γ0 =
I 0
0 −I
 (2.54)
γk =
 0 σk
−σk 0
 (2.55)
where σk are the usual Pauli matrices. We then have
γkγl = −
σkσl 0
0 σkσl
 . (2.56)
And hence
{γk, γl} = −
2δklI 0
0 2δklI
 = −2δklI, (2.57)
which corresponds to the anti-commutation relation (2.44) for µ = k and ν = l. But
now, γ0 also fullfills the relations
γ0γk =
 0 σk
σk 0
 = −γkγ0 (2.58)
(γ0)2 =
I 0
0 (−I)2
 = I (2.59)
In addition, because of σ†k = σk, we have
(γ0)† = γ0
(γk)† = −γk. (2.60)
γ5 can then be calculated to be
γ5 =
0 I
I 0
 (2.61)
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This representation is only one of many possible. A different set of important γ-
matrices, used in so-called spinor analysis [13] is given by
γ5 =
I 0
0 −I

γ0 =
 0 −I
−I 0

γk =
 0 σk
−σk 0

These two representations are connected by map
S =
1√
2
I I
I −I
 (2.62)
with S2 = I;S† = S = S−1.
Let us now have a look at the physical consequences of Dirac equation: the
four-component vector
ψ(x) =

ψ1(x)
ψ2(x)
ψ3(x)
ψ4(x)
 (2.63)
is called Dirac spinor since it transforms under rotations in the same way as a spin-1
2
spinors.
2.4.3 The Dirac current
Now, we need to show that the current density given by Dirac equation is indeed
the current density derived in (2.35). Hence we have to show that ρ(x) corresponds
to the time-like component of the four vector jµ(x), defined in (2.27). We start from
j0(x) = ρ(x) =
4∑
α=1
ψ∗α(x)ψα(x) = ψ
†(x)ψ(x) (2.64)
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where ψ† = (ψ∗1, ψ
∗
2, ψ
∗
3, ψ
∗
4).
To clearly show that ψ†ψ is a time-like component, we write
j0 = ψ†ψ = ψ†γ0γ0ψ = ψ¯γ0ψ (2.65)
with ψ¯ := ψ†γ0 being the adjoint Dirac spinor. The equation (2.65) can be general-
ized into a four-component quantity jµ := ψ¯γµψ
Let us show now that the above defined current is indeed divergence free. We
start with considering
∂µj
µ = ψ¯γµ(∂µψ) + (∂µψ¯)γ
µψ. (2.66)
We can use the Dirac equation directly for the first term on the right-hand side to
get
iγµ∂µψ = (γ
µeAµ +m)ψ. (2.67)
Here, we have substituted ∂µ → ∂µ − eAµ, where Aµ is the four-vector potential.
For the second term, we start from the adjoint equation
ψ†(γµ†(i
←−
∂ µ − eAµ)−m) = 0 (2.68)
Now multiply the equation above by γ0 (keeping in mind γ¯µ := γ0γµ†γ0) to get
ψ¯(γ¯µ(−i∂µ − eAµ)−m) = 0 (2.69)
Using the properties of the γ-matrices (2.60) and (2.46), gives γ¯µ = γµ and hence
ψ¯(γµ(−i←−∂ µ + eAµ) +m) = 0 (2.70)
i∂µψ¯γ
µ = −ψ¯(γµeAµ +m). (2.71)
With (2.67) and (2.70) follows
i∂µj
µ = ψ¯(γµeAµ +m)ψ − ψ¯(γµeAµ +m)ψ (2.72)
= 0 (2.73)
So that the Dirac spinor can be used via the Dirac current as quantum mechanical
probability amplitude.
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2.4.4 Solutions of the Free Dirac Equation and Interpretation of the Dirac Spinors
Let us have a look at solutions of (iγµ∂µ −m)ψ(x) = 0. For easier representation,
we will be using the Feynman slash notation γµaµ := /a, and with this, the Dirac
equation takes the following form:
(i/∂ −m)ψ(x) = 0. (2.74)
Since the coefficients of the differential equation are constant, we can use
ψ(x) = e−ipµx
µ
u(p) = e−ipxu(p), (2.75)
where u(p) is a spinor that does not depend on xµ. Inserting this wavefunction into
equation (2.74) yields
(/p−m)u(p) = 0, (2.76)
or
4∑
β=1
(γµαβpµ −mδαβ)uβ(p) = 0. (2.77)
This means, we have now a homogeneous system of four equations for the four
components of u. For now, pµ is just four arbitrary parameters. The system of
equations (2.77) has a non-trivial solution if
det(p−m) = 0, (2.78)
which gives a fourth-order equation for p
(p2 −m2)2 = 0, (2.79)
which can be rewritten, using p2 = (p0)2 − ~p 2 as[
(p0 −
√
~p 2 +m2)(p0 +
√
~p 2 +m2)
]2
= 0 (2.80)
If we treat pµ as a four-vector, the above equation is fulfilled for momenta ~p obeying
p0 = ±√~p 2 +m2 as energy eigenvalues.
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For the explicit calculations of spinors, we choose
u =
uL
uS
 , (2.81)
where uL and uS are two-component spinors. If we explicitly insert the γ-matrices,
we get p0 −m 0
0 −p0 −m
−
 0 ~σ · ~p
−~σ · ~p 0
uL
uS
 = 0, (2.82)
which gives a set of two coupled equations
(p0 −m)uL = ~σ · ~puS (2.83)
(p0 +m)uS = ~σ · ~puL. (2.84)
Uncoupling these two equations by expressing uS as
uS =
~σ · ~p
p0 +m
uL, (2.85)
gives
[(p0)2 −m2]uL = (~σ · ~p)2uL = ~p 2uL. (2.86)
This equation has non-trivial solutions if
(p0)2 = ~p 2 +m2. (2.87)
Here uL can be chosen arbitrarily and uS can be calculated using equation (2.85).
However (2.87) allows p0 = +
√
~p 2 +m and p0 = −√~p 2 +m. For different signs,
one obtains different solutions for uS. So for arbitrary momenta ~p, there exist two
solutions of the Dirac equation: one positive and one negative. For each ~p and for
each sign of energy exists a two-dimensional solution space.
3. EDGE STATES
So far, we have discussed graphene, its structure and electronic configuration without
any external field. In this chapter, we will study graphene in strong magnetic field.
We will derive the Landau levels using Dirac equations.
3.1 Graphene in Magnetic Field
3.1.1 Hamiltonian and Energy Levels
Graphene without magnetic field is well understood and the calculations are fairly
simple. With introduction of magnetic field, the momentum changes according to
Peierl’s substitution [14].
The action for a free particle is [15]
S = −mc
∫ b
a
ds, (3.1)
where the integral is taken along the world line of the particle between two points
a and b. For a particle moving in an electromagnetic field, the interaction of the
particle with the field is described by an integral
−q
c
∫ b
a
Aidx
i, (3.2)
where the functions Ai = (φ, ~A) are taken at the points on the world line of the
particle and q denotes charge. ~A are the three spatial components of the four-vector
Ai called vector potential and φ is the time component called scalar potential. With
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this in mind, the action for a particle in an electromagnetic field can be written as
S =
∫ b
a
mcds+
q
c
~A · d~r − eφdt. (3.3)
The integrand (after substituting in d~r/dt = ~v and changing to an integration over
t) is the Lagrangian for a charge in an electromagnetic field:
L = −mc2
√
1− v
2
c2
+
q
c
~A · ~v − eφ. (3.4)
Since the effective momentum is ~p = ∂L
∂~v
, we get the Peierls substitution
~p = m~v
√
1− v
2
c2
+
q
c
~A. (3.5)
The Peierl’s substitution changes the momentum operator by adding the vector
potential, such that ~p → ~p − e
c
~A (since charge of an electron is −e). In case of no
potential, that means the Hamiltonian without magnetic field (1.31) becomes
H = vf

0 pˆx − ipˆy − ec ~A 0 0
pˆx + ipˆy − ec ~A 0 0 0
0 0 0 −(pˆx − ipˆy − ec ~A)
0 0 −(pˆx + ipˆy − ec ~A) 0

(3.6)
where ~A is a vector potential. Since graphene is regarded as two dimensional, only
the perpendicular part of the magnetic field affects the electrons. Hence we can
define magnetic field as ~B = B0zˆ. This means there are many possible vector
potentials to choose from. For simplicity, we can choose one of the following: ~Ax =
B0

0
x
0
 and ~Ay = B0

−y
0
0
. We can also use any combination α ~Ax + β ~Ay, where
α + β = 1. Note that both α and β have the same sign, and changing the sign
changes the direction of magnetic field. While ~Ax and ~Ay give the same energy
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dispersion relation, they give different result for the wavefunction. The first gauge
gives polarisation of the wavefunction, where in the y-direction, the wavefunction is
just a plane wave and some (later discussed) more complicated function of x. The
latter gauge is the opposite - plane wave in x, and another complicated function of y.
This is explained by the later discussed boundary conditions. Each of these gauges
have boundary conditions associated with them, that allow us to make assumptions
about the wavefunction. Another, obvious option of a vector potential is to combine
the two, to obtain ~A = B0
2

−y
x
0
. However, since this one does not provide a simple
solution for either one dimension, the calculations get very complex. Hence only the
two previous gauges were considered.
The aforementioned two different gauges depict different physical settings. For
example, gauge ~Ax does not change the hamiltonian in y direction, so that after
separation of variables, we can use wavefunction, which is a plain wave in the y
direction. This implies that the system is translationally invariant in y direction
and there is a barrier in the x direction. The same applies to the gauge ~Ay as well,
with the difference being that the barrier is now in the y direction.
Let us denote the coordinates for the ~Ax gauge as x and y, and for the gauge ~Ay
as x′ and y′. The coupled equations from Hamiltonian (3.6) (taking into account
only the electron part) are
vf (pˆx − ipˆy + iαx) ΨB = EΨA vf (pˆx′ − ipˆy′ + αy′) ΨB′ = EΨA′
vf (pˆx + ipˆy − iαx) ΨA = EΨB vf (pˆx′ + ipˆy′ + αy′) ΨA′ = EΨB′ , (3.7)
where α = e
c
B0.
We can easily transform between them by rotating the coordinates, i.e. substi-
tuting x = y′ and y = −x′. The wavefunctions change accordingly ΨA = ΨA′ and
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ΨB = −iΨB′ = e−ipi2 ΨB′ , so that there is only a phase shift on the B-sublattice
wavefunction.
First, let us have a look at the gauge ~Ay. Using it with the Hamiltonian, it gives
a pair of coupled equations
vf (pˆx − ipˆy + αy) ΨB = EΨA
vf (pˆx + ipˆy + αy) ΨA = EΨB.
(3.8)
Note that we consider here only half of the complete Hamiltonian. Since the only
difference between the two parts is a sign, they will have the same result for ΨA.
When solved for ΨA, using commutation relations, and separating the variables, so
that ΨA(x, y) = e
ikxxY (y) it gives an equation very similar to one of a quantum
linear oscillator.
Y ′′(y) +
1
~2
[
E2
v2f
+ ~α− (~kx + αy)2
]
Y (y) = 0. (3.9)
The above equation can be changed by certain substitutions (namely ωH = α
vf
pf
,
where pf is the Fermi mometum, and y0 =
~kxvf
ωHpf
) into the equation of quantum
linear oscillator [9]:
Y ′′(y) +
2
~2
[
E2
2v2f
+ ~ωH
pf
2vf
− 1
2
ω2H
p2f
v2f
(y + y0)
2
]
Y (y) = 0. (3.10)
This equation is the same as the equation for the quantum linear oscillator if we
imagine the left part of the square bracket to be all equal to energy En. The entire
bracket then describes a quantum linear oscillator, which has En = (n+
1
2
)~ωH , or
in our case
E2
2v2f
+
~α
2
= (n+
1
2
)~α
E = vf
√
2n~α, (3.11)
where n is a positive integer.
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The second polarization
(
~Ax =
(
0
x
0
))
gives rise to very similar results. There
is a difference in the starting equations, since the gauge changes the momentum in
y-direction, the extra terms in Hamiltonian are imaginary, as shown below
H = vf
 0 pˆx − ipˆy + iαx
pˆx + ipˆy − iαx 0
 . (3.12)
Again, this can be solved for ΨA. In this case, the variables are again assumed to
be separable, so that ΨA = χ(x)e
ikyy. The equation is very similar to the previous
one, with one minor difference.
χ′′(x) +
1
~2
[
E2
v2f
+ ~α− (~ky − αx)2
]
χ(x) = 0. (3.13)
The difference of the plus and minus sign has no effect on energy spectrum, as energy
is gauge invariant. The difference lies in the position of the potential, as discussed
later on.
One can make simple transformation between the two gauges, which will be done
in later stages, once edge states are introduced.
3.1.2 Wavefunction
Now, that we have found energy spectrum, let us consider the wavefunctions. Let
En =
1
v2f
E2 + ~α. Equation (3.10) then becomes
Y ′′(y) +
1
~2
[
En − α2(y + y0)2
]
Y (y) = 0 (3.14)
Let us switch variables now. Use y˜ =
√
α
~
(
y + ~kx
α
)
. The above equation be-
comes
−~2α
~
Y ′′(y˜) + ~αy˜2Y (y˜) = EnY (y˜) (3.15)
~αY ′′(y˜) +
(
En − ~αy˜2
)
Y (y˜) = 0
Y ′′(y˜) +
(
En
~α
− y˜2
)
Y (y˜) = 0 (3.16)
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The solution to above equation is a parabolic cylinder special function. A parabolic
cylinder function Dν(z) is defined as a solution to the Weber differential equation
y′′(z) +
(
ν +
1
2
− z
2
4
)
y(z) = 0 (3.17)
Comparing the two equations, we can see that the solution to the equation (3.16)
is then D∆(
√
2y˜), where ∆ = En~α − 12 = E
2
v2f~α
+ 1
2
.
This gives us one part of the wavefuncion, namely ΨA = D∆(
√
2y˜)eikxx. The full
wavefunction is a spinor, whose second part can be found by substituting ΨA into
the equation (3.8).
Ψy = e
ikxx
 D∆(√2y˜)
vf
E
(
2(~α + αy)D∆(
√
2y˜)−√2~αD∆+1(
√
2y˜)
) . (3.18)
The very same procedure can be used for the second polarisation, starting at
equation (3.13). A similar substitution can be made, like in the previous case. Let
us define x˜ =
√
α
~
(
x− ~ky
α
)
. The wavefunction is then
Ψx = e
ikyy
 D∆(√2x˜)
ivf
E
(
2(~ky − xα)D∆(
√
2x˜) +
√
2~αD∆+1(
√
2x˜)
) (3.19)
Below is normalized wavefunction Ψy.
Fig. 3.1: Normalized wavefunction Ψy for three different energies, with the ground state
being on the left. The full line is ΨA and the dashed line is ΨB.
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3.2 Edge states
When talking about edge of graphene in terms of Dirac equation, one runs into
a problem. From the derivation above, it is obvious that the Dirac equation for
graphene was derived assuming that every single atom has three nearest neighboring
atoms, i.e. a perfect and infinite sample. In order to get precise edge characteris-
tics, one would have to start fresh from the graphene structure, and calculate the
Hamiltonian at the edge. Still, this would amount to a tight binding approximation,
which will be discussed below in greater detail. However, as soon as we input the
nearest neighbors into the equation 1.6, we lose all information about any defect or
edge. Better approximation can be made using the tight binding approximation and
taking into consideration more than just nearest neighbors. Similar work has been
done before [16], however the authors just extended the tight binding approximation
used here, to include second-nearest neighbors. The Dirac equation still needs to
be modified further to accommodate an edge of any kind. However the difficulties
linked with this approach make it easier to make an approximation of the edge. The
approximation used here is using Dirac equation and an infinite potential barrier at
either x = 0, or y = 0. In tight binding approximation, these two cases will have
slightly different result near the edge, since they study different configuration, but
as we go further away from the edge, the results should match again, as we get into
bulk graphene.
When one edge is zigzag, the perpendicular edge is armchair, and vice versa.
The different polarisations reflect this, and the results are slightly different.
Now, that the definition of edge used here is clear, we can use different meth-
ods to find dispersion relation. Numerical solutions and semiclasical quantization
approximation. Only the first polarisation will be investigated here.
3. Edge States 45
3.2.1 Numerical Solutions (Parametrization)
Any potential barrier requires that the wavefunctions before and after the bound-
ary are exactly equal on the boundary. In a potential step, the wavefunctions we
obtained would create a set of equations, since we have two wavefunction, corre-
sponding to two valleys, on each side. One way to view an edge is as an infinitely
high potential, or an impenetrable wall. As such, the particle cannot be found in-
side the barrier, and the wavefunction there is zero. On the boundary itself, the
wavefunctions need to match, so we get
D∆
(√
2~
α
kx
)
= 0
vf
E
(
2~kxD∆
(√
2~
α
kx
)
−√2~αD∆+1
(√
2~
α
kx
))
= 0
(3.20)
There is one problem with this boundary condition, that we have not yet discussed.
In the above two equations, only one can be true at one time. This is to be expected,
since the wavefuncitons represent different sublattice, and each point of sublattice
A is shifted by some distance from sublattice B, it only follows that the edge will
be at different position for each sublattice. We can choose either one equation to
calculate the dispersion relation, but for simplicity, let us consider the first boundary
condition, i.e. ΨA(0) = 0. This allows to numerically calculate the dispersion
relation. This relations, up to 8 energy levels is shown in figure (3.2).
3.2.2 Quantization Approximation
Another way to obtain the dispersion relation is semiclassical approach of Bohr-
Sommerfeld quantization condition. If we start at equation (3.16), and rewrite it,
we get
−pˆ2Y (y˜) + (∆1 − y˜2)Y (y˜) = 0 (3.21)
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Fig. 3.2: Dispersion relation for edge states in magnetic field using numerical calculations.
Using only the Hamiltonian of this equation, we can obtain the momentum,
which is p =
√
∆1 − y˜2. This momentum can then be used in the Bohr-Sommerfeld
quantization condition:
2
~
∫ b
a
p dx = 2pi(n+m), (3.22)
where m is maslov index. The above equation comes from the fact that the electron
has to have a whole number of wavelengths, when traveling along an orbit. The right
hand side of the equation is different from the usual form, since in our case, we have
one turning point, and one reflection point, as shown on figure(3.3). The right hand
side of the equation involves the 2pin, from the quantization condition, and maslov
index, which, in our case, is 3/4. This is due to the combination of a reflection of
a wall and turning point [17]. The limits of the integration are usually the turning
points, but as said above, our case has one turning point, and one reflection point,
changing the usual limits. After substituting in for the infinite potential, the above
equation becomes
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Fig. 3.3: At the given energy, there is one turning point and one reflection point. On the
left, there is an impenetrable wall. If kx was included, it would show the eliptical
path the electron has to follow in k-space.
2
~
∫ √∆
−
√
~
α
kx
√
∆− y˜2dy˜ = 2pi(n+ 3/4), (3.23)
which can be solved analytically, to give
1
2~
[
~
α
2kx
√
α∆
~
− k2x + ∆pi + 2∆ arcsin
(
kx
√
~√
α∆
)]
= 2pi(n+ 3/4) (3.24)
For simplicity, let us assume that α = ~ = 1. The equation above then has
two limitations: −1 ≤ kx√
∆
≤ 1 (due to the arcsin term), and k2x ≤ ∆ (due to the
square root). We can rearrange cthis equation, in order to join these two limitations
and express them as one, for simplicity. This can be done by making a simple
substitution y = kx√
∆
. The equation then becomes
∆
(pi
2
+ y
√
1− y2 + arcsin y
)
= 2pi(n+ 3/4). (3.25)
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It is clear, that the two limitations became just one, i. e. −1 ≤ y ≤ 1 satisfies
now both limitations. This then provides us with the needed equations for the
parametric plot. Namely,
∆ =
2pi(n+ 3/4)
pi
2
+ y
√
1− y2 + arcsin y (3.26)
kx =
√
∆y (3.27)
(a) Dispersion relation for a ”zigzag” po-
larization
(b) Dispersion relation for an ”arm-
chair” polarization
Fig. 3.4: Dispersion relation obtained through both methods. The thick line is the nu-
merical analysis, while the thin line is the quantization condition. Note that the
numerical calculation does not take into consideration the limitation, when the
results become complex. This limit is expressed by the numerical method.
The numerical solution extends beyond the quantization condition, because there
are still valid solutions. However those solutions are complex, so have little physical
meaning. It also shows a zero energy level, which cannot occur in this case, since we
divided by energy early on, assuming that E 6= 0. The quantization condition does
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not have those limitations, however at the edges of allowed region, the semiclassical
approach starts showing some small discrepancies due to it being an approximation.
3.2.3 Density of States
Density of states is defined as a number of states per unit energy per unit volume.
So first, we need to calculate the total number of states, N . This can be written as
N =
∑
s
∑
n
δ(kn),
where s stands for spins, n stands for the allowed number of states, and δ(kn) is a
delta function. This equation assumes discreet quantum states, which is often not
the case. Summation is not enough to calculate the number of states for continuous
states. In order to estimate the total number of states in a continuous system, we
look at the wavevectors: Lk1 = 2pin1, Lk2 = 2pin2, where L is the length of the
sample and k1 and k2 are the wavevectors in two orthogonal directions. We can
set L → ∞, n2 − n1 = 1, i.e. an infinite system and distance between levels set
arbitrarily. Since the difference between levels is defined as
∆n =
Ldk
2pi
, (3.28)
we get that the difference of wavevectors k2 − k1 tends to zero, as the sample size
tends to infinity. The original sum then becomes an integral
N =
L3
(2pi)3
∫
dk3.
for three dimensional space.
3.2.4 Isotropic 2D case
Let us now consider the density of states in two dimensional system, which is the
case of graphene. For a two dimensional continuous system, the total number of
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states is
N =
LxLy
4pi2
∫
dkydkx,
or in polar coordinates
N =
LxLy
4pi2
2pi∫
0
kf∫
0
k dk dφ, (3.29)
where kf is the wavevector at Fermi energy.
This helps us, because, as stated above, the density of states is g(ε) = dN
dε
=
dN
dk
dk
dε
. The first fraction is easily obtainable from the equation (3.29).
dN
dk
= k
LxLy
2pi
. (3.30)
Hence the density of states is
g(ε) =
LxLy
2pi
k
dk
dε
(3.31)
The above equation gives the density of states without spins. In order to include
spins, we need to multiply the right hand side of the equation by 2. For an uncon-
strained sheet of graphene, we have ε(k) = ck (at Dirac point), which means that
the density of states is
g(ε) =
LxLy
pi
ε
c2
(3.32)
So far, this was density of states for an isotropic case, but as shown previously,
graphene in magnetic field creates discrete energy levels. In that case, we need to
realize that each energy level can be written as a delta function. The total number
of states can then be written as
N =
∫
g(ε) dε =
∫ ∑
n
δ(ε− εn) dε
Which means that g(ε) =
∑
n δ(ε− εn). Or in case of two dimensions:
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g(ε) =
∑
n,m
δ(ε− εn(kym)) =
∫ ∑
n
δ(ε− εn(ky))L dky
2pi
.
We can now expand the above equation into
g(ε) =
∫ ∑
n
δ(ε− εn(ky))Ly
2pi
dε
dk
dε
=
2Ly
pi
∑
n
∣∣∣∣ dεdky
∣∣∣∣−1
ε=εn
. (3.33)
The factor of four comes from including the spin and pseudospin.
Using the parametric equations (3.26), it is possible to plot a graph of density of
states for the separate energy levels at figure (3.5). Plotted is both parts of density
of states for positive and negative energies. They mirror each other, as expected,
since the two parts represent electrons and holes, which are symmetrical.
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Fig. 3.5: Density of states for graphene edge in magnetic field. As expected, the DOS
follows standard distribution of states for two dimensions, while the lower part
of the DOS follows the Dirac cone for lower energies.
4. MAGNETISATION OSCILLATIONS IN GRAPHENE FLAKES
4.1 Tight binding and Dirac equation
Research in graphene has already revealed clear evidence of Shubnikov-de Haas
(SdH) oscillations [18], where the electrical resistance oscillates with increasing mag-
netic field. This happens because as magnetic field increases, the distance between
Landau levels changes and the Fermi energy passes through them. When Fermi
energy is between two Landau levels, the resistance increases, and when the Fermi
energy lies exactly on a Landau level, the resistance reaches a local minimum. This
is the standard SdH oscillations. However, in graphene, these oscillations reveal new
features, such as a novel phase inversion that has been observed with increasing dc
bias where the oscillations maxima develop into minima and vice versa when dc bias
increases.
De Haas-van Alphen (dHvA) effect, oscillation of magnetization with increasing
magnetic field, is based around the same principle of the Fermi energy moving
through the energy spectrum in magnetic field, however it has not been studied. In
this chapter, we will investigate a series of new dHvA effects, relating to the shape
of small graphene flakes. These effects can be associated to formation of currents
at the boundaries of the flakes.
Such small flakes as proposed here have been experimentally grown on commer-
cial copper foils [19]. Their growth is scaleable. They are formed on the copper
substrate randomly and can have various sizes. Arrays of thusly grown flakes are
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ideal system to observe here proposed effects in part. Observation of these effects
in full, along with the resolution of the energy spectrum of the proposed small
graphene flakes would require extremely large magnetic fields, due to the small size
of graphene Brillouin zone [20]. There are several ways to get around this problem
of extreme magnetic field requirement.
One way is to use ultracold atoms in an optical lattice [21]. Since the atoms are
charge neutral, they do not experience Lorentz force. This force has to be created
artificially, using one of the many possible methods (using Coriolis force arising in a
rotating atomic gas [22–24] or inducing Berry’s phase by Raman lasers [25,26]). In
the Ref. [21] optical lattice is used to generate large tunable homogeneous artificial
magnetic fields. While the lattice with ultra-cold atoms is maintained with standing
wave produced by lasers, the artificial magnetic field is generated by running beam
lasers. These running wave lasers induce hopping in the optical lattice while also
introducing a spatially dependent complex tunneling amplitude. This means that
an atom hopping around a closed loop will gain a phase, which mimics an Aharonov-
Bohm phase. This additional phase imposes a tunable magnetic field-like restriction
on the atoms. The ”artificial” magnetic field in such systems may be strong enough
to obtain the unit flux quanta per elementary plaquette of the optical lattice.
Instead of creating a graphene-like lattice, one can use hexagonal boron nitride
(hBN) as a substrate [27]. The mobilities of graphene on hBN are comparable to
those of suspended graphene thanks to a strong reduction of electron-hole charge
fluctuation in this dielectric material. Since hBN has a small lattice mismatch with
graphene, moire´ patterns emerge. These patterns show that the hBN generates a
superimposed periodic potential, which significantly changes its energy spectrum.
The energy spectrum gains two secondary electron-hole symmetric Dirac points [28].
The Ref. [27] describes some fundamental transport features at zero-energy and
high-energy Dirac points induced by the moire´ potential. Both, ab initio simula-
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tions and calculations in the framework of tight binding model were used. Three
different moire´ patterns were considered, corresponding to rotation angles of 7°, 11°,
and 21° between graphene and hBN lattices. Moire´ patterns create a lattice with
significantly larger unit cells than that of pristine graphene, lowering the magnetic
field requirement discussed above to achievable values.
The magnetization of normal metals conventionally comes from two contribu-
tions: the electron spin (Pauli paramagnetism) and orbital motion of electrons
(Landau diamagnetism). Since the Pauli magnetization in graphene is normally
much smaller than the orbital one [29], we will consider only the Landau diamag-
netism.
For investigation of graphene, apart from Dirac equation, we can also use tight
binding approximation. These two methods are complementary and provide the
very similar result, assuming small magnetic field (such that the magnetic length,
lb is much smaller than the sample size) or very large sample size. This is because
in such case the edge states is not very crucial and the energy spectrum in the
region of Dirac cone is almost equivalent. With applied magnetic field, the energy
spectrum becomes quantised and forms Landau levels, as shown previously, along
the density of states. At zero temperature, this allows the magnetization to be
estimated by summing over the occupied energy levels, i.e. the energy levels located
below Fermi energy. As mentioned before, tight binding theoretically works for any
set up. However, the larger the set up the more computing power is required. This
limits usefulness of tight binding approximation to fairly small systems.
Tight binding approximation assumes that electrons can tunnel between orbitals
of neighbouring atoms. This can be described by the Hamiltonian
H =
∑
i,j
tijc
†
icj + h.c., (4.1)
where tij is the hopping amplitude, c
†
i is a creation operator, and cj is the an-
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nihilation operator. This means that an electron is annihilated at the site j and
simultaneously created at site i with some probability dependent on the overlapping
integral tij.
Let us have a look at first at some simpler system, a square two dimensional
lattice. Each point on the lattice has four neighbouring atoms, as shown in figure
4.1.
Fig. 4.1: Square lattice, where each atom has four nearest neighbours.
We can now express the Hamiltonian acting on wavefunction at the point (x, y)
as a sum of the hopping integrals multiplied by the corresponding wavefunctions:
HΨx,y = txΨx+1,y + txΨx−1,y + tyΨx,y+1 + tyΨx,y−1, (4.2)
where tx and ty are the hopping amplitudes in the x and y directions, respectively.
Let us assume that the system is homogeneous, so that tx = ty = t. We also assume
that the system is infinite in x direction, and has N atoms in the y direction. In
this case, Ψx,y = ϕ(y)e
ikxx, where ϕ(y) is some function of y to be determined. We
can substitute this wavefunction into the equation (4.2) to obtain
HΨx,y = te
ikx(x+1)ϕn(y) + te
ikx(x−1)ϕn(y) + teikxxϕn+1(y) + teikxxϕn−1(y)
HΨx,y = e
ikxx(2tϕn(y) cos kx + tϕn+1(y) + tϕn−1(y)). (4.3)
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This equation allows us to create the Hamiltonian matrix of size N ×N :
H = eikxx

2t cos kx t 0
t 2t cos kx t
0 t 2t cos kx
. . .
 (4.4)
In order to include magnetic field, we need to use the Peierls substitution discussed
at the beginning of chapter 3. The substitution ~p→ ~p− e
c
~A imposes a phase on the
hopping integral
tij = tije
i 2pi
Φ0
∫ rj
ri
~A·dl
, (4.5)
where Φ0 =
ch
e
is the elementary flax quantum and the integral is taken along the line
l from point i to point j. For simplicity, we will consider only the nearest neighbour
atoms, since even the second nearest neighours add very little change to the model
near the Dirac cone. Note that we can define the vector potential ~A in such a way
that it creates phase shift only along one direction, but still satisfies the condition∮
~A · ~l = Φ across a single unit cell. In such case, the system is not homogeneous,
and the hopping integrals are different. We can now numerically find the eigenvalues
of this matrix (with modified hopping integrals) and obtain the dispersion relation
shown in Fig.(4.2).
The same procedure can be used for any system. Of course, the Hamiltonian
matrix will differ for each system. Let us now have a look at tight binding approxi-
mation for graphene in magnetic field.
We can choose any gauge that results in the required magnetic field, however the
previously chosen Landau gauges create difficulties within the tight binding model,
since the structure is now explicitly involved in the calculations. It makes sense then
to use the optimal gauge as presented in the Ref. [30] and shown in Fig. 4.3. We
can choose the gauge such that no phase is gained within the dimer chain (shown in
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Fig. 4.2: Dispersion relation for a square lattice in magnetic field calculated using the
Hamiltonian in equation (4.4). Shown are bottom four energy levels.
the yellow parallelogram) and non-zero phases are gained only along the paths that
would take us from one dimer chain to another. This is called the optimal gauge.
In the optimal gauge, the tight binding approximation gives rise to coupled
equations called Harper’s equations
EψAαn = ψ
B
α,n−1 + ψ
B
αn + e
2piin φ
Φ0ψBα+1,n−1,
EψBαn = ψ
A
α,n+1 + ψ
A
αn + e
−2pii(n+1) φ
Φ0ψAα−1,n+1. (4.6)
Here, n is the dimer index and α is the magnetic unit cell index. Note that these
two equations are based on the same principle as the equation for square lattice
(4.3). In this case, the energy scale has been resized, so that the hopping integral
in absence of magnetic field is simply 1. Since the contour integral,
∮
~A · d~l must
equal to φ, the magnetic flux per unit cell, and the only contribution is along the
path between two different dimer chains, i.e. α and α± 1, the phase change is only
between the wavefunctions at these two points.
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Fig. 4.3: The optimal gauge for graphene. Each magnetic unit cell, denoted by yellow
parallelogram, encapsulates a dimer chain. Each pair of atoms creating the dimer
chain is denoted by an index n. Within the pair, the atoms are distinguished by
their sublattice index A/B and the dimer chains are labeled by a chain index α.
We can use the lattice translation symmetry along the y direction to simplify
the equations 4.6. We redefine the crystal momentum ky by the Bloch theorem,
Ψαn = Ψnk˜ye
ik˜yα, with k˜y = ky
√
3a. This changes the above equations to
EψA
n,k˜y
= An(k˜y)ψ
B
n−1,k˜y + ψ
B
n,k˜y
,
EψB
n,k˜y
= A∗n+1(k˜y)ψ
A
n+1,k˜y
+ ψA
n,k˜y
, (4.7)
where An(k˜y) = 2e
−ipin φ
φ0
−i k˜y
2 cos
(
pin φ
φ0
+ k˜y
2
)
(See appendix A for derivation). We
can use these two equations in the same way as we used (4.3) before to construct
the Hamiltonian matrix for graphene. This time, however, we introduce periodic
boundary condition based on Bloch condition such that ψn+q,k˜y = e
ik˜dqψnk˜y , where
q is the periodicity of the Bloch function.
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This allows us to construct a Hamiltonian matrix 2q × 2q:
0 1 An0e
−ik˜dq
1 0 A∗n0+1
An0+1 0 1
1 0 A∗n0+2
. . .
1 0 A∗n0+q−1
An0+q−1 0 1
A∗n0e
ik˜dq 1 0


ψB0
ψA0
ψB1
ψA1
ψAN−2
ψBN−1
ψAN−1

= ε

ψB0
ψA0
ψB1
ψA1
ψAN−2
ψBN−1
ψAN−1

.
(4.8)
This matrix can be used to create a Hofstadter’s Butterfly-like spectrum [31]
by finding the dependence of its energy eigenvalues on magnetic flux per lattice
plaquette, measured in units of elementary flux quanta Φ0 = h/e. This spectrum,
presented in Fig. 4.4, stems from the combination of effect that magnetic field and
periodic potential have on an electron. Electrons moving through magnetic field
in two dimensions develop energy spectrum consisting of highly degenerate Landau
levels. Electrons moving through periodic potential develop energy spectrum of
discrete Bloch bands. Combination of those two, (i.e. electrons moving in two
dimensions through periodic potential in magnetic field) create the energy spectrum
known as Hofstadter’s butterfly. Let us now have a closer look at the two different
effects, which combine to create the fractal spectrum.
The periodic potential gives rise to Bloch band, which, fully filled, contain n0 =
1/A electron states each, where A is the area of the unit cell. The number of
states per unit area of each filled Landau level is H/Φ0. In order to combine them,
Hofstadter butterfly utilizes a dimensionless ratio Φ/Φ0, where Φ = HA is magnetic
flux per lattice plaquette. In his paper [31], Hofstadter showed that for rational
flux Φ/Φ0 = p/q, where p and q are co-prime integers, the Bloch band splits into q
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Fig. 4.4: Hofstadter’s butterfly spectrum for an infinite graphene sample. Energy gaps
are clearly seen. The lines on the plot refer to the lines on the Wannier diagram
4.5 with corresponding colours1.
subbands. Later Wannier noted that when considering the LAndau level description
of the problem, one can equivalently show that each Landau level splits into p
subbands [32]. In the same paper, Wannier considered the density of charge carriers,
n, required to fill each subband. Doing so, he was able to create a simplified replica
of Hofstadter’s butterfly by plotting the integrated normalized carrier density n/n0
against the normalized magnetic flux Φ/Φ0. In such a plot, the energy gaps clearly
seen in Hofstadter’s butterfly are constrained to linear trajectories. This is shown
in the figure (4.5) and the linear trajectories can be described by the relation
n
n0
= t
Φ
Φ0
+ s, (4.9)
where s and t are integers. Later on, the significance of these two quantum numbers
became apparent as Strˇeda [34] and Thouless et al [35] simultaneously shown that
1 Figure taken from [33]
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Fig. 4.5: The electron density n/n0 as a function of magnetic flux Φ/Φ0. n0 is the Bloch
band saturation density. The half filling of the band, where n/n0 =
1
2 , corre-
sponds to the Dirac cone. The dashed line is a constant electron density.
the Hall conductivity associated with each mini-gap is quantized as σxy = te
2/h.
The second quantum number, s, corresponds to the Bloch band filling factor [36].
4.2 Magnetization in graphene
Let us assume that the graphene is electrically doped. The electron density is then
the difference between the electron density and hole density, ne − nh, or, using
statistical physics,
ne − nh = 2eH
hc
∞∑
n=0
(
[e(E
e
n−µ)/T + 1]−1 − [e(Ehn+µ)/T + 1]−1
)
, (4.10)
where µ is chemical potential. When temperature T is close to zero, the charge
density is either ne or nh, depending on the nature of the doping. The ratio of the
number of particles per elementary flux quanta in that case is λ = (ne−nh)hc/(2eH).
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With the change of magnetic field, the chemical potential is sweeping past Landau
levels E[λ]. Every time the chemical potential passes through a gap in the spectrum,
the sum of occupied magnetic band energies drops to a local minimum. This cor-
responds to a line of constant charge carrier density crossing a line on the Wannier
diagram (4.5). At zero temperature, the magnetization can be calculated from the
sum of all energy levels below Fermi energy M = −∑ ∂E/∂H. Therefore, we can
intuitively assume that every time a gap in the energy spectrum is crossed (i.e.
Landau filling factor changes by integer), the magnetization changes and may result
in periodic oscillations. This suggests a set of peaks at positions of the value of
magnetic field:
1
Hλ
= λ
2e
nehc
or ∆
(
1
Hλ
)
=
1
Hλ+1
− 1
Hλ
=
2e
nehc
(4.11)
when λ is integer. Equation (4.11) may also be written in another form ∆( 1
Hλ
) = pie~cSf
by considering ne =
Sf
2pi2
, where Sf is the area of the Fermi surface
2.
We can compare this result with the results we can obtain from the Wannier
diagram (4.5). Along the schematic line of a fixed density (grey dashed line), the
cross points satisfy the equation
|n/n0 − 1/2|
Φ/Φ0
=
l
2
, (4.12)
where l is an integer and Φ = HA as before. We can now substitute the unit cell
area A =
√
3
2
a2. After substitutions and simplifications, the equation (4.12) becomes
1
H0
= Λ
l
2Φ0
1
|n/n0 − 1/2| =
l
Φ0|n− n0/2| . (4.13)
Here, n0 is the Bloch band saturation electron density, which in our case is
2
Λ
. |n− n0
2
|
is then the charge neutrality point, where the densities of electrons and holes are
equal. Deviation from the charge neutrality point can be written in terms of Fermi
2 From the graphene energy spectrum (3.11) we get Sf (En) = 2pin
eH
~c .
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surface,
Sf
2pi2
. This finally give rise to the result obtained previously in eq. (4.11):
1
H0
= l · pie
~cSf
. (4.14)
The symmetrical energy spectrum describing the charge neutrality point (CNP)
results in symmetric magnetization-magnetic field curve, i.e. there is no difference
of magnetization between hole and electron doping as there is no difference between
hole bands and electron bands if nh = ne.
Magnetization was calculated and plotted in Fig.4.6. Each large jump corre-
sponds to a gap in the energy spectrum. The Fig. 4.6a shows the magnetization for
low magnetic field. At very low magnetic field, the oscillation is periodic, only to
sharply rise as the line of constant energy passes through the largest gap. For an
energy closer to zero, as shown in Fig. 4.6b, there is no oscillation at the beginning,
since the line of constant energy passes through the largest gap immediately with-
out passing through the Landau-like levels which occur at low magnetic field. This
periodicity at low magnetic fields will be further discussed later.
4.3 Graphene quantum dots
Let us now consider graphene flakes of various, albeit regular, shapes. If their size is
of the order of hundred nanometers or smaller, it is reasonable to use tight binding
approximation. However, as their size increases, we will have to adopt a Dirac
equation method. In such case, we will have to introduce some boundary condition,
as previously. In some cases it will be more difficult, since we may have combination
of both, zigzag and armchair boundary (as indeed in a circular flake happens).
It is possible to treat the electrons confined in the flakes with the standard zigzag
and armchair boundaries. As described in Ref. [37,38], for the Dirac equation
−i~υf~α · ∇Ψ = EΨ,
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(a) Magnetization n/n0 = 0.588 (b) Magnetization n/n0 = 0.52
Fig. 4.6: (a) and (b) The calculated magnetization, troughs of the negative magnetization
(i.e. peaks of magnetization) are related to the cross-points between the density-
line (grey lines) and the gap-lines (colour lines) from the Fig. 4.5. The arrows
show the positions of troughs calculated from the equations (4.11, 4.14) with
several integer values of l.
where the matrix ~α =
~σ 0
0 −~σ

and ~σ = (σx, σy, σz) is vector of Pauli matrices, the general energy independent hard
wall boundary conditions (i.e. no current can penetrate the boundary) are restricted
to the wave function spinors Ψ = (Ψ1,Ψ2,Ψ3,Ψ4) defined on the sample edges by
the equations
Ψ = MΨ; M2 = 1; {~nB · ~α,M} = 0. (4.15)
Here M is 4 × 4 arbitrary Hermitian matrix and the vector ~nB is a normal to the
boundary. The anticommutation relationship in the last equation of (4.15) ensures
that no current penetrates through the hard edges. Several valid possible forms of
the matrix M are given in Ref. [38]. Now, for circularly symmetric dot, we may
assume that the boundary conditions (BC) are rotationally invariant. From that
we may find that there are 3 types of simple boundary conditions, which are arising
from those abundant forms of the matrix M given in Ref. [38]. These BCs on the
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disk boundary are described by the following equations for the spinor Ψ:
Ψ1 = Ψ4 = 0 or Ψ2 = Ψ3 = 0 or Ψ1 = Ψ4, Ψ2 = Ψ3 (4.16)
By adoping the first of these BCs as a first possible approximation, we obtain the
energy spectrum of the graphene quantum dots. The dependence of the energy
levels against the radius of the disk is plotted in Fig.4.7. We can see there that, as
expected, for very large radii, we obtain the bulk spectrum of graphene as standard,
degenerate Landau levels [8]. However when the radius of the disk decreases the
Landau energy levels split into many levels (see the Figure.4.7). This happens
because Landau Levels have very strong degeneracy, and they split due to the effect
of edge modes over the bulk modes.
For quantum dots with a fixed constant electron density there is an associated
finite value of the Fermi energy. At zero temperature all energy levels below the
Fermi energy are filled. When magnetic field increases from some low value, the
uppermost occupied energy level is moving along the red zig-zag line highlighted
on the Fig. 4.7b. This ”zig-zag” behaviour of the uppermost filled energy level on
magnetic field contributes to an ambiguous oscillations of magnetization. (Notice
its mechanism is the transfer between different orbitals of angular momentum, it is
actually a mark of Aharonov-Bohm effect).
4.3.1 The shape dependence for dHvA oscillations
Now we can find the energy spectrum of quantum dots in magnetic field. Since
the quantum dots we consider are very small, we will be using tight-binding model,
where the Hamiltonian may be presented in a matrix form, see, eq.(4.8). This ap-
proach allows to consider quantum dots of various shapes. The energy spectrum for
each quantum dot can be obtained accurately by finding all eigenvalues of a specific
Hermitian matrix, different for each shape. Here we present two examples of quan-
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tum dots, which have a hexagon shape, see Fig.4.8a and a disk, see Fig.4.9a. Note
that while the hexagon has only zig-zag boundary, the disk has both zig-zag and
armchair ones, i.e. in this case we have to use variable boundary conditions (BCs).
To calculate the magnetization dependence on magnetic field for these hexagon and
disk shaped nanodots (see, Fig.4.8b, 4.9b) we construct the specific matrices, as dis-
cussed previously. On these Figures we see a strong difference in these dependencies
between different shapes of nanodots. This difference in magnetization may be a
direct result arising from the different BCs used for dots having the different shapes.
Another reason is that due to the different BCs a different persistent current flows
near the edges of the flakes. Note that each trough on the Figures is well described
by the analytic equation (4.11). Each trough is corresponding to a cross-point be-
tween a fixed electron density line and a gap line, as shown on the Wannier diagram,
see the Fig.4.10.
In the density-magnetic flux figure, Fig.4.10, we have systematically marked
each gap lines in pair numbers. The index of each line represents the starting and
ending points for this line. Red, green and orange colours are used to indicate the
approximate gap size from large to small. The fixed density of electrons in a system
is indicated by the dashed horizontal line. In Fig. 4.10, the position of this density
line is at the position with the same charge density as in the plots of magnetization,
see Fig.4.8b & Fig.4.9b. The dashed line shows the charge neutrality point. Each
cross point in Fig.4.10, which is marked by a cross, represents a pass of the Fermi
surface over a gap. These cross points are also related to a troughs in magnetization
plot, as indicated by arrows in Fig.4.8b & Fig.4.9b. Red and green arrows are
used to identify the cross points with positive and negative gap slopes respectively.
We notice there are slight mismatching between the accurately calculated values of
troughs (the positions of arrows) with the troughs of the magnetization in Fig.4.8b
& Fig.4.9b. This is because of the confinement effect of finite flakes. In Fig.4.8b,
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a nearly periodic oscillations is observed at low magnetic field. The values the
flux/flux quanta of these troughs are read and marked in the Figure. This behavior
is associated with the Aharonov-Bohm effect. In this case, each oscillation of the
magnetization corresponds to an extra flux quantum, which is penetrating the entire
quantum nanodot. The spacing between neighbouring oscillations is 1
N
, where N is
the total number of unit cells. This result is in an agreement with one presented
the Fig.4.8b.
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(a) Radius of the graphene disk (b) Magnetic field
Fig. 4.7: The energy spectrum of the graphene quantum dots in magnetic field. (a) We
show the dependance of each energy level on the radius of the quantum dot
(QD). The QD radius ρ is measured in the units of magnetic length lB. When
the QD radius ρ is much larger than the magnetic length lB the conventional
Landau spectrum of graphene is reproduced. When the QD radius decreases each
energy level is rising and splitting due to the size quantization.On the figure, the
levels split into three only as a demonstration. (b) The dependence of each
energy level on magnetic field H for QD with a fixed radius R = 200a. Highly
degenerated Landau Levels are clearly seen in region of very high magnetic field
(or small magnetic length lB). That is consistent with the Figure (a). Here at low
magnetic field there is abundance of the energy level crossings, which can bring
an ambiguity to the interpretation of results of the magnetization measurements.
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(a) Hexagonal lattice (b) Hexagonal lattice n/n0 = 7/15 or 8/15
Fig. 4.8: (a) The graphene flake having the Hexagon shape. Here the zigzag-type bound-
aries exist, only. (b) The magnetization of the hexagon flake calculated with
the use of the tight binding model. The marked troughs given in the Figure (b)
correspond to the cross-points between the constant electron density-line (the
dashed grey line) and the gap-lines given in colour on the Figure 4.10. The pair
numbers in the brackets relates each trough to a specific gap line. For example,
an index (1,-2) represents a trough referring to the cross between the dashed
grey density line with the coloured gap line marked (1,-2). The colour of the
arrow corresponds to the slope of the gap line crossed (the red colour is used for
the negative slope, the green colour - for the positive slope). At low values of
Φ/Φ0, the Aharonov-Bohm effect is prominent. The spacing between troughs is
in agreement with the estimated value of 1N , where N is the number of unit cells.
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(a) Dot lattice (b) Dot n/n0 = 8/15 or 7/15
Fig. 4.9: (a) Disk shape graphene flake has a variable boundary conditions, where both
the zig-zag and armchair were employed. (b) The calculated magnetization of
the disk flake. The behaviour observed is similar to one given in Fig. 4.8b.
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Fig. 4.10: Wannier diagram: The index of the lines represents the starting and ending
points of the line, with 0 being the charge neutrality point and non-zero integers
being the multiplications of the saturation position (n/n0 = 1).For example, if a
gap-line starts from the position (Φ/Φ0, n/n0) = (0, 1) and ends at the position
(1, 0), it is marked by (1, 0).
5. CONCLUSION
In this thesis, we have derived the full 4x4 Hamiltonian for graphene by Taylor
expansion around the Dirac point and used the result to describe edge states in
magnetic field. Wavefunction and density of states were found using this method.
Energy spectrum was derived using Dirac equation and compared to results obtained
by semiclassical approximation.
Tight binding approximation was briefly mentioned during the derivation of
Dirac equation and further discussed later on. Tight binding approximation was
used to find Hofstadter-like energy spectrum for graphene in magnetic field. This
spectrum was simplified by using integrated density of states instead of energy to
create a Wannier diagram. Analysis of these two figures allowed to find the period-
icity of magnetization oscillation in grapene flakes and compare them to the results
obtained from Dirac equation. Both approaches were used in case of disk shaped
and hexagonal shaped flakes. The magnetization spectrum shows clear signs of de
Haas-van Alphen oscillations, espeicall in high magnetic fields. At lower magnetic
fields, Aharonov-Bohm effect is more visible.
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Appendix A
HARPER’S EQUATION
We start with the Harper equations 4.6
EΨAαn = Ψ
B
α,n−1 + Ψ
B
αn + e
2piin φ
φ0 ΨBα+1,n−1, (A.1)
EΨBαn = Ψ
A
α,n+1 + Ψ
A
αn + e
−2pii(n+1) φ
φ0 ΨAα−1,n+1, (A.2)
and use the substitution Ψαn = Ψnk˜ye
ik˜yα on equation A.1, to get
EΨA
nk˜y


eik˜yα = ΨB
n−1,k˜y
eik˜yα + ΨB
nk˜y


eik˜yα + e
2piin φ
φ0 ΨB
n−1,k˜y
eik˜y(α+1)
EΨA
nk˜y
= ΨB
n,k˜y
+ ΨB
n−1,k˜y
(
1 + e
2piin φ
φ0
+ik˜y
)
EΨA
nk˜y
= ΨB
n,k˜y
+ e
piin φ
φ0
+
ik˜y
2
(
e
−piin φ
φ0
+
ik˜y
2 + e
piin φ
φ0
+
ik˜y
2
)
ΨB
n−1,k˜y
EΨA
nk˜y
= ΨB
nk˜y
+ 2e
piin φ
φ0
+
ik˜y
2 cosh
(
i
(
pin
φ
φ0
+
k˜y
2
))
ΨB
n−1,k˜y
EΨA
nk˜y
= ΨB
nk˜y
+ 2e
piin φ
φ0
+
ik˜y
2 cos
(
pin
φ
φ0
+
k˜y
2
)
ΨB
n−1,k˜y (A.3)
And similarly, equation A.2 becomes
EΨB
nk˜y
= ΨA
nk˜y
+ 2e
−piin φ
φ0
− ik˜y
2 cos
(
pin
φ
φ0
+
k˜y
2
)
ΨA
n+1,k˜y
(A.4)
We can now define
An
(
k˜y
)
= 2e
−piin φ
φ0
− ik˜y
2 cos
(
pin
φ
φ0
+
k˜y
2
)
. (A.5)
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And hence, we can rewrite the original Harper’s equations as
EΨA
nk˜y
= An(k˜y)Ψ
B
n−1,k˜y + Ψ
B
nk˜y
(A.6)
EΨB
nk˜y
= A∗n+1(k˜y)Ψ
A
n+1,k˜y
+ ΨA
nk˜y
(A.7)
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