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1 Einleitung 
 Was ist Sprache? Zur Geschichte der Sprachforschung 
„Die Sprache ist das bildende Organ des Gedanken. Die intelectuelle Thätigkeit, durchaus geistig, 
durchaus innerlich und gewissermassen spurlos vorübergehend, wird durch den Laut in der Rede 
äusserlich und wahrnehmbar für die Sinne. Sie und die Sprache sind daher Eins und 
unzertrennlich von einander. Sie ist aber auch in sich an die Nothwendigkeit geknüpft, eine 
Verbindung mit dem Sprachlaute einzugehen; das Denken kann sonst nicht zur Deutlichkeit 
gelangen, die Vorstellung nicht zum Begriff werden. Die unzertrennliche Verbindung des 
Gedanken, der Stimmwerkzeuge und des Gehörs zur Sprache liegt unabänderlich in der 
ursprünglichen, nicht weiter zu erklärenden Einrichtung der menschlichen Natur.“ (Wilhelm von 
Humboldt in „Werke“, 2002). 
Die Sprache ist ein Mittel des Menschen, den „Laut der Rede“ und die Symbole als Buchstaben 
mit Bedeutungen zu assoziieren. Sie gibt uns die Möglichkeit, unsere Umgebung und Gedanken 
zu beschreiben und stellt auf diese Weise einen effektiven Nutzen der Interaktion zwischen 
sensorischem Input und motorischem Output als Reaktion dar (Price, 2000). 
Poldrack et al. (1999) schlüsselten die verschiedenen Komponenten der Sprachverarbeitung 
gemäß der aktuellen Erkenntnisse aus verschiedenen Studien folgendermaßen auf: die Analyse 
der Klangeigenschaften von Sprache, das Erkennen der visuellen Struktur geschriebener Wörter, 
die Erfassung der Bedeutung des Inhalts, das Erkennen komplexer linguistischer Formen sowie 
die Integration dieser Aspekte bei der Analyse und die Entwicklung der motorischen 
Sprechreaktion als Artikulation. 
Die Struktur-Funktionsbeziehung zwischen verschiedenen Sprachfunktionen und 
unterschiedlichen Netzwerken im menschlichen Gehirn ist seit der zweiten Hälfte des 19. 
Jahrhunderts Gegenstand der neurologischen und neuropsychologischen Forschung. So wurde 
das erste kortikale Sprachmodell bereits in der zweiten Hälfte des 19. Jahrhunderts eingeführt. 
Eine Darlegung von Broca (1861) über einen Patienten mit Sprachproduktionsstörungen in Folge 
einer Läsion im linken Gyrus frontalis inferior sowie die Beschreibung von Wernicke (Wernicke 
& Eggert, 1874) über ein posterior temporal gelegenes Areal, welches für die auditorische 
Wortverarbeitung zuständig zu sein schien, bildeten den Anfang der umfassenden Darstellungen 
höherer kognitiver Funktionen und stellten damit das erste funktionell-anatomische Sprachmodell 
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dar. In der Zusammenfassung dieser Beobachtungen durch Lichtheim (1885) wurde ein direkter 
und ein indirekter Verbindungsweg zwischen den beiden Regionen für die Sprachproduktion und 
das Sprachverständnis beschrieben. Es wurde festgestellt, dass eine Läsion der direkten 
theoretischen Verbindung in eine Sprachstörung mit normalem Sprachverständnis und flüssiger 
Sprache, jedoch der Unfähigkeit, Gehörtes zu wiederholen, resultiert. Dieses Syndrom wurde als 
‚Leitungsaphasie’ (Aphasie infolge einer Unterbrechung der Verbindung zwischen sensorischem 
und motorischem Sprachzentrum (Reiche, 2003)) erstmals 1885 durch Lichtheim berichtet (Price, 
2000). Bei Schädigung der indirekten Verbindung hingegen, konnte man feststellen, dass die 
Spontansprache beeinträchtigt, die Fähigkeit des Nachsprechens hingegen gut erhalten ist. Man 
sprach dabei von einer transkortikalen Aphasie (Catani et al., 2005; Kellmeyer et al., 2013). Die 
Erkenntnisse für die Entwicklung dieses klassischen Modells stammen jedoch alle aus Studien an 
Patienten mit Läsionen. Ein Problem bei der Interpretation von klinischen Läsionsstudien besteht 
vor allem in der nur unpräzisen Bestimmung der Ausbreitung einer Schädigung sowie in den 
meist vielschichtigen Symptomkomplexen, welche keine exakte räumliche Zuordnung zu 
bestimmten Hirnarealen erlauben. Zudem rufen chronische Läsionen zumeist auch eine 
Kompensation der Schädigung (kognitive Reorganisation) sowie Veränderungen in der 
funktionellen Anatomie (neuronale Reorganisationen) hervor (siehe z.B. Thiel et al., 2006; van 
Oers et al., 2010). Somit ist auf Grundlage dieser Untersuchungen zumeist keine genaue 
Identifikation der Struktur-Funktionsbeziehung möglich (Price, 2000). Eine weitere 
Einschränkung vieler klinischer Läsionsstudien ist durch die geringe Anzahl an eingeschlossenen 
und untersuchten Patienten bedingt (Caplan et al., 1996; Dronkers et al., 2004). 
Aufgrund der Problematik in der Auswertung dieser Studien wurde daher das Augenmerk der 
Forschungen im 20. Jahrhundert zunächst eher auf die Komplexität der linguistischen Funktionen 
als auf ihre neurobiologischen Korrelate gelegt. Die Aufschlüsselung in verschiedenste Vorgänge 
und Abläufe bei der Erfassung und Verarbeitung von Wörtern gesunder Probanden konnte in 
unterschiedlichen Modellen dargestellt werden. Beispielsweise teilten Seidenberg & McClelland 
(1989) orthografische, phonologische und semantische Prozesse als grundlegende Komponenten 
der Wortverarbeitung ein. 
Mit Hilfe neuer Techniken zur Hirnkartierung wurde es mit der Zeit möglich, das klassische 
Modell, welches nach heutigem Kenntnisstand nicht mehr ausreichend zu sein scheint, auf 
neurobiologischer Ebene neu zu definieren und zu bewerten (Shalom & Poeppel, 2008).  
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Technische Weiterentwicklungen wie zum Beispiel funktionelle Bildgebungstechniken 
(Elektroenzephalographie (EEG), Magnetenzephalographie (MEG), 
Positronenemissionstomographie (PET), funktionelle Magnetresonanztomographie (fMRT)) 
ermöglichten es, die Funktion kortikaler Regionen auch im gesunden Gehirn zu untersuchen 
(Dronkers et al., 2004). 
Die funktionelle Bildgebung bot eine entscheidende erste Voraussetzung für die 
Weiterentwicklung der Sprachmodelle. Sie ermöglicht es, die Aktivität im Gehirn nichtinvasiv 
abzubilden und damit Funktionen auch in Arealen zu identifizieren, welche selten oder gar nicht 
von Läsionen betroffen sind. Damit sind weitere Untersuchungen nicht mehr nur beschränkt auf 
bestehende Läsionen (Price, 2000).  
Zudem rückt auch die transkranielle Magnetstimulation (TMS) immer mehr in den Vordergrund 
der Erforschung kortikaler Korrelate für einzelne Sprachkomponenten und stellt eine wichtige 
Methode für die Untersuchung der Konnektivität kortikaler Gebiete für verschiedene kognitive 
und motorische Funktionen dar (Devlin & Watkins, 2007). 
Auf dieser Grundlage entwickelten sich in den letzten Jahren unterschiedliche funktionell-
anatomische Modelle zur kortikalen Organisation des Sprachverständnisses (z.B. Bookheimer, 
2002; Friederici, 2002; Hagoort, 2003; Hickok & Poeppel, 2000). Als beispielhaft für diese 
Modelle soll hier das fronto-parieto-temporale Netzwerk von Hickok & Poeppel (2000) 
aufgeführt werden. Diese Autoren postulierten in Analogie zum Modell der visuellen 
Verarbeitung (Ungerleider & Mishkin, 1982) die Existenz eines dualen Bahnsystems. Demnach 
wird eine ventrale Bahn zwischen temporo-parieto-frontalen Arealen angenommen, welche 
Verknüpfungen klangbasierter Sprachkomponenten mit weitläufigen konzeptuellen Inhalten 
herstellt. Damit stellt diese Bahn den Zugang zum mentalen Lexikon her und dient der 
Verarbeitung von Bedeutungen (Semantik). Die dorsale Bahn hingegen beinhaltet parieto-
frontale Areale und ermöglicht den Zugang zu sublexikalischen Sprachkomponenten, indem sie 
sensorischen Input mit motorischem Output verknüpft (Abbildung 1).  
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Abbildung 1: Modell des dualen Bahnsystems zur funktionellen Anatomie der Sprachareale aus: Hickok & 
Poeppel (2007) – modifiziert (übersetzt) 
a Schematische Darstellung des dualen Bahnsystems. Die früheste Phase der kortikalen Sprachverarbeitung verläuft 
über eine spektrotemporale Verarbeitung (Verarbeitung hintergründiger spektraler und zeitlicher Informationen, 
welche parallel über langsamere und reduzierte Signalverarbeitung aufgenommen werden) bilateral, jedoch 
funktional und zeitlich asymmetrisch, im auditorischen Kortex. Die phonologische Verarbeitung und Repräsentation 
findet im mittleren bis hinteren Anteil des Sulcus temporalis superior (STS) statt (eventuell mit leichter 
linkshemisphärischer Dominanz). Die dorsale Bahn (blau) entschlüsselt sensorische und phonologische 
Informationen zu lexikalischen Konzepten. b Ungefähre Lage der einzelnen Komponenten des Modells. Grün: 
dorsale Oberfläche des Gyrus temporalis superior für spektrotemporale Verarbeitung. Gelb: posteriorer Teil des STS 
für phonologische Analyse. Pink: ventrale Bahn bilateral (leichte linkshemisphärische Dominanz). Die posterioren 
Regionen dieser Bahn sind verantwortlich für die lexikalische Kopplung zwischen phonologischen und semantischen 
Informationen. Blau: dorsale Bahn (starke linkshemisphärische Dominanz). Der posteriore Teil dieser Bahn 
entspricht einem Areal der parietotemporalen Grenze als sensomotorische Verbindung. Der anteriore Teil, welcher 
vermutlich Broca’s Areal beinhaltet, ist beteiligt am artikulatorischen Netzwerk. aITS: Sulcus temporalis inferior 
anterior, aMTG: Gyrus temporalis medius anterior, PM: Prämotorkortex  
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Auch andere Autoren gehen von einem temporo-frontalen Netzwerk für die Verarbeitung von 
Lauten (Phonologie) (Burton et al., 2000; Heim, Opitz et al., 2003) und Bedeutungen 
(Bookheimer, 2002) einzelner Wörter aus. Weitere Darstellungen betonen jedoch zusätzlich auch 
die Relevanz parietaler Areale für diese beiden Sprachkomponenten. Nach Price (2000) ist die 
Verarbeitung von Wortbedeutungen eher in einem parieto-temporo-frontalen Netzwerk angelegt, 
wobei eine funktionell-anatomische Verknüpfung der posterioren Areale mit frontalen Regionen 
angenommen wird, sobald Bedeutungen verschiedener Wörter miteinander verknüpft werden 
sollen. Verschiedene Studien (Devlin et al. (2003), Dronkers et al. (2004) und Price (2010)) 
konnten die Beteiligung parietaler Areale in diesem Zusammenhang bestätigen. Auch für die 
Verarbeitung von Wortlauten wurde sowohl in einer Metaanalyse durch Vigneau et al. (2006) als 
auch anhand von Daten anderer Autoren (Hartwigsen et al., 2010a; Sliwinska et al., 2012; 
Stoeckel et al., 2009) die Involvierung parietaler Regionen verifiziert. 
Basierend auf den beschriebenen Erkenntnissen werden in der vorliegenden Studie die 
funktionellen Interaktionen parietaler und frontaler Bereiche in den Sprachkomponenten der 
Phonologie und Semantik beleuchtet.  
Weitere Forschung und fortwährend gewonnene Erkenntnisse über die neurobiologischen 
Aspekte von Sprachwahrnehmung und -verarbeitung bieten die Chance, die Grundlagen und 
Mechanismen sowohl der Sprachfunktionen als auch anderer kortikaler Mechanismen immer 
detaillierter zu beschreiben. Die Charakterisierung von Beziehungen zwischen Hirnarealen und 
Sprachfunktionen könnten erste Schritte für die Entwicklung von Therapien für Sprachstörungen 
wie beispielsweise Aphasien nach Schlaganfällen darstellen (Burton, 2009). Somit ist die 
Erforschung der neurophysiologischen Hintergründe von Sprache und deren Weiterentwicklung 
nicht nur von wissenschaftlicher, sondern auch von großer klinischer Relevanz. 
 
 Entwicklung der TMS in der Sprachforschung 
Der Beginn der Erforschung von Spracharealen des Gehirns geht also zurück bis in das 19. 
Jahrhundert. Broca, Wernicke und Lichtheim leisteten zu dieser Zeit wie bereits einführend 
erläutert bedeutende Arbeit für ein erstes anerkanntes Sprachmodell des menschlichen Gehirns 
(Poeppel & Hickok, 2004). 
Seither beschäftigen sich immer mehr Wissenschaftler mit Untersuchungen verschiedenster 
Komponenten und relevanter Hirnregionen des Sprachverständnisses und der Sprachproduktion 
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(z.B. Gough et al., 2005; Hartwigsen et al., 2010a/b; Vigneau et al., 2006). Zunächst wurden 
dabei vor allem Patienten mit Sprachauffälligkeiten bei zugrunde liegenden neurologischen 
Erkrankungen untersucht (z.B. Broca, 1861;Wernicke & Eggert, 1874). Die Problematik in der 
Interpretation solcher Läsions-Defizit-Studien wurde oben beschrieben. Moderne funktionelle 
Bildgebungstechniken ermöglichten es, Informationen über die Aktivitäten des gesamten Gehirns 
während einer spezifischen Aufgabenstellung zu erfassen. Trotz allem können diese Studien nicht 
beweisen, dass bestimmte Regionen notwendig für eine bestimmte Funktion sind (Price & 
Friston, 2002). 
Mit der Zeit wurden daher verschiedene Methoden entwickelt, auch bei gesunden Probanden  
temporäre virtuelle Läsionen auszulösen und die Effekte zu analysieren. Dies ermöglichte es, die 
kausale Relevanz von Spracharealen für verschiedene linguistische Funktionen zu überprüfen.  
Aufgrund verschiedener Ergebnisse, ging man zunächst bis in das 19. Jahrhundert davon aus, 
dass das Gehirn nicht elektrisch stimulierbar sei (Hess, 2007 in ‚Das TMS-Buch‘). Erste 
erfolgreiche Versuche mit elektrischen Strömen wurden 1870 von Fritsch und Hitzig an Hunden 
durchgeführt. Diese stellten fest, dass eine elektrische Stimulation des zerebralen Kortex bei 
einem leicht anästhesierten Hund eine kontralaterale Beinbewegung hervorruft. Sie begründeten 
dies mit der Vermutung, den Ort des Zusammentreffens von Körper und Seele gefunden zu haben 
(Penfield, 1958).  
Elektrische Reizungen am menschlichen Gehirn führte erstmalig der amerikanische Neurochirurg 
Bartholow 1874 während einer Operation an einer Patientin durch, die an einer traumatisch 
bedingten infizierten Knochenlücke im Schädel litt.  
1937 bestätigten Penfield und Boldrey mittels elektrischer kortikaler Stimulation die genaue 
Topografie kortikaler Regionen und stellten Beziehungen zwischen einzelnen Hirnarealen und 
motorischen sowie sensorischen Effekten bestimmter Körperregionen dar. Damit schufen sie das 
Modell des noch heute anerkannten Homunculus (Schott, 1993). 
Weitere Untersuchungen folgten um die Forschung der elektrischen Stimulation voranzutreiben, 
bis man an technische Grenzen stieß, da klinische Anwendungen meist als zu schmerzhaft 
empfunden wurden (Hess, 2007 in ‚Das TMS-Buch’). 
1985 wurde die transkranielle Magnetstimulation (TMS) als einfache, schmerzlose, nichtinvasive 
Alternative zur elektrischen Stimulation des Gehirns vorgestellt. Schon damals vermutete man, 
dass die Stimulation über ein zeitlich veränderliches magnetisches Feld entsteht, welches einen 
Stromfluss im Gewebe induziert (Barker et al., 1985). Die Forschung beschränkte sich damit 
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zunächst vorrangig auf die Untersuchung motorischer Areale, da hier die Reizreaktionen direkt 
gemessen werden konnten.  
Auf der Grundlage vieler Bildgebungsstudien zur Sprachverarbeitung (z.B. Devlin et al., 2003; 
Hartwigsen et al., 2010b; Mechelli et al., 2007) folgten nun immer mehr multimodale Studien mit 
TMS, durch welche nicht mehr nur die Hirnaktivität bestimmter Areale während differenzierter 
Aufgaben bildlich dargestellt, sondern auch kausale Zusammenhänge zwischen Funktionen und 
stimulierten Arealen bestätigt (z.B. Devlin & Watkins, 2007; Gough et al., 2005; Hartwigsen et 
al., 2010c) und somit Schwierigkeiten der klinischen Läsionsstudien umgangen werden können. 
Schlussendlich kombiniert die TMS also die Möglichkeit einer reversiblen 
Funktionsunterbrechung mit hoher zeitlicher und räumlicher Auflösung und stellt damit eine 
vielversprechende Methode zur Weiterentwicklung der modernen Sprachforschung dar (Walsh & 
Cowey, 1998). 
 
 Was bedeutet Phonologie? 
Die Phonologie beschäftigt sich mit den linguistischen Mustern von Lauten in der menschlichen 
Sprache. Sie umfasst also jegliche Aspekte der Klangproduktion und -wahrnehmung, welche von 
Muttersprachlern zumeist unbewusst wahrgenommen werden können (Spencer, 1996).  
In anderen Worten wird unter Phonologie „eine auf Grundlage der strukturellen Linguistik 
entstandene sprachwissenschaftliche Disziplin, die sich mit der Erforschung der 
bedeutungsunterscheidenden Funktion der Sprachlaute befasst“, verstanden (Brockhaus, F.A., 
1997/1999). Die kleinste bedeutungsunterscheidende sprachliche Einheit stellt dabei ein Phonem 
dar (Duden online). Phoneme sind die Bestandteile, aus denen Silben aufgebaut sind. Silben 
stellen Organisationseinheiten des phonologischen Systems dar. Die Silbenstruktur spielt hierin 
eine wichtige Rolle sowohl für die Sprachwahrnehmung als auch die Sprachproduktion (Spencer, 
1996). 
Yule (1993) definierte die Phonologie als abhängig vom abstrakten und mentalen Aspekt des 
Klangs der Sprache und nicht von physikalischer Artikulation. 
Baddeley (1992a) postulierte in seinem Arbeitsgedächtnismodell zudem die Existenz einer 
phonologischen Schleife (siehe auch Abbildung 19 in der Diskussion). Diese ist an der Aufnahme 
und Veränderung sprachlicher Informationen beteiligt. Sie werden dafür in einer Lautform 
abgelegt und verbleiben entweder nur einige Sekunden im passiven phonologischen Speicher 
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oder aber werden in einem artikulatorischen Kontrollprozess durch ‚inneres Wiederholen’ 
(‚Rehearsal’) aufgefrischt. Werden die Informationen nicht mit Hilfe des Rehearsal-Prozesses 
wiederholt, verblassen sie jedoch und werden durch neuere ersetzt. Diese Theorie führt zu der 
Erkenntnis, dass die Merkfähigkeit und Erinnerung phonologischer Aspekte von Wörtern von der 
Art ihrer Darbietung (auditorisch oder visuell) abhängig sein könnte. Einen Einfluss haben dabei 
vor allem die Ähnlichkeit des Klangs der Buchstaben eines Wortes und auch die Wortlänge.  
Dies zeigt, dass die phonologische Verarbeitung weitaus mehr Aspekte beinhaltet als nur den 
Prozess des Hörens oder Lesens und in komplexe kortikale Verarbeitungsprozesse eingebunden 
sein muss. In Studien wird die Untersuchung phonologischer Verarbeitung meist durch Aufgaben 
erfasst, bei denen Probanden entscheiden müssen, ob eine Konstellation von Phonemen in 
Pseudowörtern vorliegt (Démonet et al., 1994), ob sich zwei Wörter reimen (Paulesu et al., 1993) 
oder welche Silbenzahl vorliegt (Gough et al., 2005). 
 
 Was ist Semantik? 
„Charakteristisch für die Semantik unserer Tage ist (...) ihr lebhaftes Interesse für die 
Beziehungen zwischen Sprache und Denken. Man sieht in der Sprache nicht mehr bloß ein 
Ausdrucksmittel für unsere Gedanken, sondern erkennt ihr eine eigene Prägekraft zu, die unser 
Denken verformt und in bestimmte Bahnen lenkt.“ (Ullmann, 1973) 
Ein großer Anteil unserer Erkenntnisse und unseres Wissen resultieren aus Erfahrungen. 
Beispielsweise werden charakteristische Merkmale von sämtlichen Objekten und Menschen in 
unserer Umgebung durch Erleben, Einsicht und Wahrnehmung gewonnen. In der Sprache wird 
dieses auf Erfahrungen beruhende Wissen symbolisch repräsentiert und durch unser Verständnis 
von Wortbedeutungen mit sämtlichen Merkmalen assoziiert. Somit wird der Zusammenhang 
zwischen Wörtern und dem Gehalt an Wissen, welcher für die Interpretation ihrer Bedeutung 
belangvoll ist, als ‚Semantik der Sprache’ bezeichnet (Binder et al., 2009). 
Die produktive Nutzung und Anwendung semantischen Wissens ermöglicht uns daher die 
sinnvolle Verarbeitung von Sprache und damit einen beachtlichen Anteil an 
Grundvoraussetzungen für das Lösen von Problemen und Planen (Binder et al., 2009). 
Patienten, die an einer semantischen Demenz leiden, sind folglich beispielsweise je nach 
Ausprägungsgrad und Ursache nicht in der Lage, Namen von Gegenständen abzurufen, diese in 
Kategorien einzuteilen oder Ähnlichkeiten zu erkennen (Binder & Desai, 2011). 
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Zusammenfassend ist die „Semantik (griechisch: „Zeichenlehre“) die Lehre von den 
Bedeutungen, von der Beziehung der Zeichen zum gemeinten Gegenstand“ (Brockhaus, F.A., 
1997/1999). Für die Untersuchung semantischer Hirnfunktionen werden Probanden in Studien 
deshalb vor allem vor Aufgaben gestellt, bei denen sie über den Inhalt von Wörtern Aussagen 
machen müssen und diese somit zum Beispiel in bestimmte Kategorien einordnen (Devlin et al., 
2003). 
 
 Relevante Hirnregionen für Phonologie und Semantik 
Die bereits zuvor erwähnten Fortschritte in der Sprachforschung führten unter anderem zur 
Hypothese eines weitläufigen Sprachnetzwerkes, welches sowohl mit kortikalen als auch mit 
subkortikalen Arealen interagiert. Die klassischen Areale der Sprachverarbeitung bestehen somit 
aus unterschiedlichen Subregionen und werden durch weitere kortikale Areale ergänzt, welche 
differenzierte Spezialisierungen für verschiedene Elemente der Sprachverarbeitung besitzen 
(Gitelman et al., 2005). In der vorliegenden Studie werden die Funktionen und Integrationen von 
vier dieser kortikalen Regionen näher beleuchtet. 
 Einzelregionen 
Shalom & Poeppel (2008) ordneten die beiden sprachlichen Komponenten Phonologie und 
Semantik zunächst grob bestimmten Hirnregionen zu. Die Analyse (semantische und 
phonologische Entscheidungsfindung anhand sublexikalischer Informationen) konnte im 
parietalen Kortex und die Synthetisierung (Zusammenfügen von Silben, Errechnen der 
syntaktischen Beziehungen zwischen Wörtern und Erarbeitung semantischer Zusammenhänge) 
im frontalen Kortex lokalisiert werden, wobei die eher superior und dorsal gelegenen Regionen 
der Kortizes mehr für die phonologische Verarbeitung und die inferioren und ventralen für die 
Semantik verantwortlich sind. Des Weiteren fanden sie im temporalen Kortex eine Bedeutung für 
die Speicherung dieser lexikalischen Einheiten (Abbildung 2).  
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Abbildung 2: zusammenfassende Darstellung der Funktionen einzelner Hirnregionen und ihrer Subregionen 
für die Sprachverarbeitung aus: Shalom & Poeppel (2008) 
Die Ergebnisse der Metaanalyse der Autoren zeigen zusammenfassend, dass 1) der Lobus temporalis für die 
Speicherung lexikalischer Einheiten zuständig ist, 2) im Lobus parietalis eine Analyse dieser vorgenommen wird und 
3) der Lobus frontalis für die Synthetisierung der Repräsentation verantwortlich ist. Außerdem wird eine superior-
inferiore und dorsoventrale Aufgabenteilung deutlich, da phonologische Informationen eher superior/dorsal 
verarbeitet werden, syntaktische Informationen sich mittig und semantische Repräsentationen sich eher inferior und 
ventral finden. Blau: Klang; Gelb: Wörter; Rot: Bedeutung  
 
Aufgrund bisheriger Ergebnisse sowohl in Läsionsstudien als auch in der funktionellen 
Bildgebung wird daher von einem weit verzweigten Netzwerk kortikaler Areale sowie einer 
Reihe von funktionell-anatomisch relevanten Projektionen für die Verarbeitung unterschiedlicher 
Sprachkomponenten ausgegangen, die vor allem frontal, parietal und temporal gelegen sind 
(Turken & Dronkers, 2011). Derzeit existieren unterschiedliche neurobiologische Modelle zur 
Verarbeitung von Sprache welche anhand vielfältiger Erklärungsebenen und neuer Methoden 
entwickelt werden konnten. Unter anderen stellten beispielsweise Friederici et al. (2013) ein 
bilaterales temporofrontales Netzwerk als Grundlage für den Informationstransfer zwischen den 
einzelnen Knotenpunkten dar. Dabei gehen die identifizierten Knotenpunkte weit über die 
klassischen Areale von Broca und Wernicke hinaus. Als diese zwei der klassischen Sprachareale 
stellten sich der posteriore Anteil des linken präfrontalen inferioren Kortex (Broca’s Areal, 
(Broca, 1861)) als motorisches Sprachzentrum im Gyrus frontalis inferior (IFG) (z.B. Devlin et 
al., 2003; van Oers et al., 2010) sowie der Gyrus und Sulcus temporalis superior (STG/STS, 
Wernicke’s Areal (Wernicke & Eggert, 1874)) als sensorisches Sprachzentrum (z.B. Hickok & 
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Poeppel, 2000; Heim et al., 2003) heraus. Dem STG scheint dabei eine besondere Rolle bei der 
phonologischen Verarbeitung während des Verständnisses aber auch der Produktion von Sprache 
zugeschrieben zu sein (Hickok & Poeppel, 2000). Der IFG hingegen ist bedeutend für 
verschiedene linguistische Prozesse auf lexikalisch-semantischer, phonologischer und 
syntaktischer Ebene und eine Unterteilung dieser Region in unterschiedliche funktionelle 
Subregionen daher nachvollziehbar (Heim et al., 2003). Über die klassischen frontalen und 
temporalen Hirnregionen hinausgehend, zeigten jedoch auch weitere Studien eine Beteiligung 
parietaler Hirnareale für die Sprachverarbeitung (Gitelman et al., 2005; Stoeckel et al., 2009; 
Hartwigsen et al., 2010a).  
Für die vorliegende Studie werden Interaktionen zwischen linkshemisphärischen parietalen und 
frontalen Regionen bei semantischen und phonologischen Entscheidungen untersucht. Damit 
wird keinesfalls die Relevanz temporaler Regionen für diese Sprachaufgabe ausgeschlossen. Eine 
Festlegung auf zwei gleichzeitig zu testende Areale musste jedoch aufgrund des Studiendesigns 
erfolgen und wurde anhand von Bildgebungsstudien beschlossen, bei denen diese Areale bei 
gleichem Aufgabentyp die stärkste Aktivierung zeigten (Baumgaertner et al., 2013 vergleiche 
hierzu auch Hartwigsen & Siebner, 2011). Obwohl auch immer öfter Beteiligungen 
rechtshemisphärischer Regionen bei der Sprachverarbeitung gefunden wurden (Démonet et al., 
1994; Hartwigsen & Siebner, 2011; Hartwigsen et al., 2010a; Vigneau et al., 2011), werden hier 
zunächst vier linkshemisphärische Areale und ihre Bedeutung für Phonologie und Semantik 
untersucht, da im Allgemeinen eine Dominanz der linken Hemisphäre für Sprache angenommen 
wird (Lindell, 2006; Shalom & Poeppel, 2008; Thiel et al., 2006) und eine vorrangige 
Linksdominanz bei Rechtshändern in Studien bestätigt werden konnte (Frost et al., 1999). Sofern 
nicht anders beschrieben, wird im Folgenden bei allen in der Arbeit genannten Arealen daher von 
ihrem sprachdominanten Korrelat ausgegangen. 
1.5.1.1 Der anteriore Anteil des linken Gyrus frontalis inferior (aIFG) und die 
semantische Verarbeitung 
Die semantische Verarbeitung im präfrontalen Kortex wurde in bisherigen Studien vor allem 
anterioren Anteilen des Gyrus frontalis inferior (Pars triangularis/Brodmann Areal 45 – im 
Folgenden als aIFG bezeichnet), einschließlich der Pars orbitalis, zugeordnet (Gough et al., 
2005). Devlin et al. (2003) veranschaulichten durch die Kombination von fMRT und TMS die 
funktionelle Relevanz des aIFG für die semantische Verarbeitung. Anhand der fMRT Daten 
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wurde eine verstärkte Aktivität der anterioren Areale für die Semantik nachgewiesen, deren 
funktionelle Relevanz durch eine TMS-induzierte virtuelle Läsion und daraus folgende 
Beeinträchtigung der Reaktionszeiten der semantischen Aufgabendurchführung bestätigt wurde. 
Schon Petersen et al. (1989) wiesen auf der Grundlage einer PET-Studie darauf hin, dass 
Patienten mit Aphasie, die Läsionen unter anderem der Pars orbitalis und triangularis (Teil des 
aIFG) aufweisen, mehr Schwierigkeiten bei der Verarbeitung semantischer Informationen zeigen 
als Patienten, die aufgrund von mehr posterior gelegenen Läsionen an Aphasie leiden. Die 
Aufgabenteilung des IFG in spezialisierte Subregionen wurde bereits in einigen bildgebenden 
Studien differenziert diskutiert. Unterschiede in der Hirnaktivierung verschiedener  Subregionen 
des IFG bei der Verarbeitung von Phonologie und Semantik wurden dabei beispielsweise auch 
von Gitelman et al., (2005), Hartwigsen et al. (2010c) und McDermott et al. (2003) aufgeführt. 
Trotz der nachgewiesenen Subspezialisierung der anterioren und posterioren Anteile des IFG 
muss betont werden, dass eine Koaktivierung beider frontaler Areale auch je nach 
Aufgabenstellung während der Erfassung semantischer Informationen (Wagner et al., 2001) und 
zusätzlich bei der kontrollierten Aufnahme phonologischer Aufgaben (Gold & Buckner, 2002) 
maßgeblich zu sein scheint. 
Auch Poldrack et al. (1999) fanden mittels funktioneller MRT eine Teilung des linken IFG in 
anteriore und posteriore Regionen, wobei der aIFG insgesamt eher der semantischen 
Verarbeitung zugeordnet wird. Turken & Dronkers (2011) zeigten, dass das Sprachverständnis in 
einem verzweigten Netzwerk organisiert ist, wobei der linke aIFG eines der Kernareale darstellt. 
Patienten mit Läsionen des aIFG zeigten jedoch lediglich Schwierigkeiten bei der Verarbeitung 
hochkomplexer Satzstrukturen. Diese Defizite wurden als Abbild der Unterbrechung des 
semantischen Arbeitsgedächtnisses angesehen, denn nur wenn die Ausführung der Aufgabe auf 
der Fähigkeit beruhte, mehrere Informationen zu erinnern und zwischen verschiedenen 
Interpretationen der Satzkomponenten entscheiden zu müssen, mussten Anteile des aIFG 
rekrutiert werden. Das semantische Arbeitsgedächtnis scheint somit für die Abfrage und die 
Verarbeitung semantischer Informationen, die in einem anderen Areal gespeichert werden, 
verantwortlich zu sein (A. Martin & Chao, 2001). Eine Assoziation des IFG mit dem 
semantischen Kurzzeitgedächtnis postulierten auch Gabrieli et al. (1998). Sie gingen davon aus, 
dass das Areal abhängig von dem Ausmaß der semantischen Informationen, die im 
Kurzzeitgedächtnis gespeichert werden müssen, aktiviert wird. Es ist aufwändiger, aus einer 
Menge an passenden semantischen Zuordnungen eine richtige zu wählen, statt aus einer Menge 
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an unpassenden Zuordnungen die einzig richtige zu identifizieren. Auch wenn eine Einordnung 
zum ersten Mal vorgenommen wird, ist dies schwieriger als nach bereits mehreren 
Wiederholungen von Einordnungen. Dies könnte ein Hinweis darauf sein, dass komplexe 
Verarbeitung nur bei der Erstpräsentation stattfindet und das Areal somit nur im ersten 
Durchgang relevant für die Analyse des Wortmaterials ist. Jede weitere Bewertung kann dann 
oberflächlich vorgenommen werden. 
Eine verstärkte Aktivierung des aIFG wurde zudem bei der Zuordnung bedeutungsverwandter 
Wörter (McDermott et al., 2003), bei der Einordnung von Synonymen (Gough et al., 2005), bei 
der Entscheidung, ob ein genanntes Wort etwas Abstraktes oder Konkretes abbildet (Wagner et 
al., 2000) und bei der Fragestellung, ob zwei gehörte Sätze, in denen jeweils ein Wort 
verschieden ist, inhaltlich dasselbe bedeuten, ermittelt (Dapretto & Bookheimer, 1999). Teile des 
aIFG scheinen insgesamt für die Kategorisierung (Bright et al., 2004; Noesselt et al., 2003; 
Poldrack et al., 1999) und Assoziation von Wortbedeutungen mit Wörtern (Booth et al., 2002) 
verantwortlich zu sein. 
Trotz dieser Erkenntnisse konnte in einer TMS-Studie durch Hartwigsen et al. (2010c) keine 
signifikante Beeinflussung der semantischen Verarbeitung durch aIFG-Stimulation beobachtet 
werden. In dieser Studie wurde mittels online-TMS (während der Aufgabendurchführung) über 
dem linken, rechten und bilateralen pIFG oder aIFG der Einfluss einer virtuellen Störung auf 
sowohl phonologische Worteinordnungen (hat ein gehörtes oder gesehenes Wort zwei oder drei 
Silben) als auch auf semantische Worteinordnungen (ist ein gesehenes oder gehörtes Wort 
‚natürlich’ oder ‚vom Menschen gefertigt’) anhand der Reaktionszeit und Fehlerrate gemessen. 
Es zeigten sich dabei längere Reaktionszeiten und höhere Fehlerraten für phonologische 
Entscheidungen nach pIFG-, jedoch nicht nach aIFG-Stimulation. Dahingegen ergaben sich keine 
signifikanten Unterschiede zwischen den beiden Stimulationsorten für die semantische Aufgabe. 
Die Diskrepanz dieses Ergebnisses zu anderen TMS-Studien, welche dem aIFG eine Rolle für 
semantische Entscheidungen zuschreiben, begründen die Autoren mit der deutlich geringeren 
Stimulationsintensität in der beschriebenen Studie. Im Vergleich mit TMS-Protokollen anderer 
Experimente stellte sich heraus, dass das semantische Netzwerk womöglich die Fähigkeit besitzt, 
störende Effekte zumindest bei niedriger Stimulationsintensität zu kompensieren. Diese 
vermutete Kompensationsfähigkeit bietet Hinweise dafür, dass der aIFG nicht allein für die 
Verarbeitung semantischer Informationen verantwortlich sein kann, sondern vielmehr in ein 
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kortikales Netzwerk integriert ist, welches nur bei hohen Stimulationsintensitäten oder 
ausgedehnten Läsionen merklich beeinträchtigt werden kann. 
1.5.1.2 Der linke Gyrus angularis (ANG) und die semantische Verarbeitung 
Erste Untersuchungen zur Bedeutung des parietalen Kortex in der Sprachverarbeitung stammen 
aus dem Jahre 1891 von dem französischen Neurologen Dejerine, der einen Symptomkomplex 
aus Agraphie (erworbene Störung des Schreibens bei intakter Motorik und gesundem Intellekt 
(Reiche, 2003)) und Alexie (erworbene Störung des Lesens nach abgeschlossenem Leseerwerb 
(Wehmeyer & Grötzbach, 2012)) durch eine Schädigung des Gyrus angularis (entspricht 
weitestgehend Brodmann Areal 39 – im Folgenden als ANG bezeichnet) beschrieb. Daher konnte 
dem ANG zunächst eine Funktion für die Schriftsprache zugeschrieben werden. In Kooperation 
mit dem Wernicke-Areal hingegen scheint der ANG geschriebene Wörter in auditorische Formen 
zu ‚übersetzen’ (Geschwind, 1965). Eine Störung sowohl des auditorischen als auch des visuellen 
Verständnisses von Wörtern geht folglich weit über das Wernicke-Areal hinaus und wird mit 
verschiedenen linken temporalen und auch parietalen Regionen, unter anderem dem ANG 
assoziiert (Hart & Gordon, 1990; Price, 2000). 
FMRT Studien zeigten zwar keine Aktivierung des ANG beim Lesen einzelner Wörter im 
Vergleich zur Ruhephase, wohl aber während des Lesens von Sätzen (Bavelier et al., 1997). Dies 
könnte auf eine Rekrutierung der Funktionen dieser Regionen eher bei komplexeren 
Aufgabenstellungen hinweisen. 
Mechelli et al., (2007) konnten in einer fMRT-Studie Aktivität im linken Gyrus temporalis 
medius, im Gyrus angularis (ANG) sowie Gyrus frontalis superior von gesunden Probanden bei 
der Beurteilung semantisch verwandter Wortpaare nachweisen. Auch Price (2000) betont, dass 
der linke inferiore parietale Kortex, einschließlich des ANG in die semantische Verarbeitung 
einbezogen ist. 
Zudem wurde auch mit Hilfe von ereigniskorrelierten Potentialen im EEG semantische 
Verarbeitung mit dem linken inferioren parietalen Kortex assoziiert (Connolly & Phillips, 1994). 
In der Metaanalyse der Ergebnisse von 120 Studien funktioneller neuronaler 
Bildgebungstechniken von Binder et al. (2009) konnte zusammenfassend ein links lateralisiertes 
Netzwerk mit Einbeziehung parietaler, temporaler und präfrontaler heteromodaler 
Assoziationsareale als Korrelat der semantischen Verarbeitung herausgearbeitet werden (siehe 
Abbildung 3).  
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Zusammenfassend bieten die Resultate der Studien über den Gyrus angularis somit Evidenz für 
eine Beteiligung der Region an der semantischen Verarbeitung. Jedoch scheinen die spezifischen 
Aufgaben in der Verarbeitung komplex und noch nicht genau erfasst zu sein. 
 
 
Abbildung 3: zusammenfassende Darstellung des semantischen Netzwerkes des menschlichen Gehirns 
basierend auf der Metaanalyse von 120 Bildgebungsstudien aus: Binder et al. (2009)  
SMG: Gyrus supramarginalis, ANG: Gyrus angularis, IFG: Gyrus frontalis inferior, MTG: Gyrus temporalis medius, 
ITG: Gyrus temporalis inferior, PCG: Gyrus cinguli posterior, MFG: Gyrus fusiformis medius, PHG: Gyrus 
parahippocampalis, VMPFC: ventromedialer präfrontaler Kortex, DMPFC: dorsomedialer präfrontaler Kortex. 
 
1.5.1.3  Die Rolle des posterioren Anteils des Gyrus frontalis inferior(pIFG) bei 
der phonologischen Verarbeitung 
Der posteriore Anteil des IFG (Pars opercularis/Brodmann Areal 44 – im Folgenden als pIFG 
bezeichnet) wird vor allem während der phonologischen Verarbeitung von Wörtern aktiviert 
(Démonet et al., 1994; Fiez, 1997; Hartwigsen et al., 2010c; Poldrack et al., 1999; Price, 2000; 
Zatorre et al., 1996). Die bereits erwähnte rostrokaudale Aufgabenteilung im Bereich des linken 
IFG wurde in verschiedenen fMRT Studien gezeigt (z.B. Buckner et al., 1995; Rumsey et al., 
1997). Nixon et al. (2004) konnten nachweisen, dass die Fehlerrate für phonologische 
Zuordnungen bei Probanden signifikant höher ist, wenn TMS über dem posterioren Anteil des 
IFG während der Erinnerung an den Klang eines visuell präsentierten Wortes appliziert wird im 
Gegensatz zu den Fehlerraten bei TMS-Applikation während der eigentlichen Aufgabe, dem 
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Vergleich mit einem Pseudowort. Damit stellten sie eine Relation zwischen dem posterioren IFG 
und dem phonologischen Arbeitsgedächtnis her (Devlin & Watkins, 2007). 
Untersuchungen von Burton et al. (2005) ergaben zudem eine Aktivierung des pIFG sowohl bei 
der Entscheidung, ob der letzte Konsonant zweier Wörter gleich oder unterschiedlich ist, als auch 
bei der Entscheidung, ob sich zwei Wörter reimen oder nicht. Sie zeigten, dass diese Aktivität 
unabhängig von der Darbietungsmodalität der Stimuli (auditorisch oder visuell) ist.  
Die Aufgaben des pIFG scheinen sich jedoch insgesamt nicht auf die phonologische 
Verarbeitung zu beschränken. Sakai et al. (2002) schrieben der Region beispielsweise eine 
Funktion für syntaktische Verarbeitung zu, Watkins & Paus (2004) postulierten eine Beteiligung 
an der Verbindung zwischen Wahrnehmung und Ausführung und Watkins et al. (2003) konnten 
einen Zusammenhang zur motorischen Sprachkontrolle herstellen. Die vielfältigen Aufgaben des 
pIFG scheinen demnach durchaus Anteile der phonologischen Bearbeitung zu beinhalten. 
Anhand multipler Untersuchungen besteht jedoch auch Grund zur Annahme, dass das Areal nicht 
den gesamten Vorgang der phonologischen Wortanalyse bewältigen kann. Dies führt zu der 
Vermutung, dass dieses Areal für spezifische Teilaufgaben zuständig ist, die durch Funktionen 
anderer kortikaler Regionen ergänzt werden. 
1.5.1.4 Die Rolle des Gyrus supramarginalis (SMG) bei der phonologischen 
Verarbeitung 
Neben dem pIFG scheint auch der Gyrus supramarginalis (entspricht weitestgehend dem 
Brodmann Areal 40 – im Folgenden als SMG bezeichnet) einen wesentlichen Beitrag zur 
phonologischen Verarbeitung zu leisten. Während der Erkennung eines bestimmten Zielphonems 
gehörter Wörter sowie der Unterscheidung der letzten Konsonanten der Wörter, stellte sich in 
einer Studie von Zatorre et al. (1996) ein erhöhter cerebraler Blutfluss des SMG in der PET dar. 
Nach Vigneau et al. (2006) kann der SMG zusammen mit dem IFG als neurobiologisches 
Korrelat des phonologischen Arbeitsgedächtnisses beschrieben werden. 
In einer weiteren PET-Studie wurden die Probanden sowohl gebeten, sich visuell präsentierte 
Buchstaben zu merken, als auch einzuschätzen, ob ein Reim vorliegt oder nicht. Das Ergebnis 
legte eine fundamentale Rolle des SMG für den sogenannten phonologischen Speicher des 
Arbeitsgedächtnisses nahe (Paulesu et al., 1993).  
In einem Experiment von Hartwigsen et al. (2010a) wurde untersucht, ob der rechte SMG 
modalitätsunabhängig (auditorisch oder visuell) bei phonologischen Entscheidungen mitwirkt. 
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Die Untersuchung der Reaktionszeiten und Fehlerraten erfolgte mittels selektiv inhibitorischer 
online TMS über dem linken, rechten und bilateralen SMG während phonologischer - im 
Vergleich zu semantischen - und perzeptuellen Kontrollaufgaben. Hierbei zeigte sich ein 
vergleichbarer virtueller Läsionseffekt für linkshemisphärische und rechtshemisphärische oder 
bilaterale TMS, was auf die funktionelle Relevanz des linken und rechten SMG für die 
phonologische Verarbeitung hinweist. 
In einer weiteren Studie nutzten Stoeckel et al. (2009) ein online fazilitierendes TMS-Protokoll 
zur Untersuchung der funktionellen Spezifität und zeitlichen Rekrutierung des SMG bei 
phonologischen und semantischen Leseaufgaben im Vergleich zu visuellen Aufgaben. Die 
Reaktionszeiten bei einer Stimulation 180ms nach Stimuluspräsentation erhöhten sich signifikant 
für die phonologische und die semantische, jedoch nicht für die visuelle Aufgabe. Die Autoren 
erklärten diese Ergebnisse damit, dass der SMG für beide Leseaufgaben unabhängig von der 
bevorstehenden Art der Aufgabe relevant sei und die gelesenen Wörter unwillkürlich einer 
phonologischen Verarbeitung unterliegen. Eine Erklärung für die Störung der semantischen 
Verarbeitung nach SMG-Stimulation könnte also auch eine implizite phonologische Verarbeitung 
während der semantischen Wortanalyse sein (Devlin et al., 2003). Stoeckel et al. (2009) wiesen 
jedoch darauf hin, dass im Falle einer impliziten Verarbeitung andere virtuelle Läsionsprotokolle, 
wie zum Beispiel repetitive Stimulationen des SMG, zu einer Verhaltensbeeinträchtigung sowohl 
bei phonologischen als auch semantischen Aufgaben führen sollten. Dies konnte in anderen 
Studien nicht gezeigt werden (Gough et al., 2005; Hartwigsen et al., 2010a). Zudem zeigte sich 
diese postulierte implizite Verarbeitung bei Hartwigsen et al. (2010a) auch dann nicht, wenn als 
Kontrollaufgabe eine nicht-linguistische perzeptuelle Wortbeurteilung eingesetzt wurde. 
Sliwinska et al. (2012) konnten verlangsamte Reaktionszeiten bei der phonologischen 
Wortverarbeitung nachweisen, wenn zu bestimmten Zeitpunkten innerhalb der Wortverarbeitung 
inhibierende Doppelpuls-TMS über dem SMG bei gesunden Probanden appliziert wurde.  
Basierend auf neueren Annahmen, welche eine Verbindung des SMG mit frontalen Arealen 
durch den Fasciculus longitudinalis superior beschreiben (Martino et al., 2013), postulierten 
Deschamps et al. (2014) die Zuständigkeit des Areals für das phonologische Arbeitsgedächtnis, 
jedoch nicht für die eigentliche phonologische Analyse. Eine Trennung dieser beiden Funktionen 
erfolgte anhand der Modulation der phonologischen Komplexität der dargebotenen Stimuli. Die 
Aufgaben bestanden somit in einer Wortgedächtnisaufgabe für die Rekrutierung des 
Kurzzeitgedächtnisses und einer Wort-/Pseudowortzuordnungsaufgabe. Ein Pseudowort besteht 
Einleitung  18 
aus einer orthographisch korrekten Abfolge an Buchstaben, existiert jedoch nicht im eigentlichen 
Sprachwortschatz (Siegel, 1998). Es bleibt unklar, ob die eindeutige Trennung beider Prozesse 
durch diese Modulation möglich ist und ob diese Funktionen überhaupt linguistisch und 
bezüglich ihrer kortikalen Repräsentation voneinander getrennt analysiert werden können. Auch 
Romero et al. (2006) betonten in einer rTMS-Studie (Abgabe mehrerer Impulse nacheinander 
entweder kontinuierlich oder in einem bestimmten Zeitintervall impulsartig wiederkehrend – 
Details siehe  repetitive transkranielle Magnestimulation (rTMS)) die Relevanz sowohl des BA40 
(SMG) als auch des BA44 (pIFG) für die Kurzzeitspeicherung von Wörtern und für 
phonologische Entscheidungen. Die Aufgaben bestanden zum einen darin, die Aussprache von 
Wortanfängen als gleich oder unterschiedlich einzuordnen und zum anderen, die betonte Silbe 
dreisilbiger Wörter zu erfassen. Diese Aufgaben sollten eine differenzierte Betrachtung des 
Prozesses der inneren Wortwiederholung (‚Rehearsal’) erfassen, beanspruchten jedoch 
vermutlich weiterhin den phonologischen Speicher in der Zeit nach Stimuluspräsentation bis zur 
Aufgabenlösung. In einem Kontrollexperiment sollte die Rekrutierung des phonologischen 
Speichers minimiert werden, indem die Stimuli bis zur Entscheidung auf dem Bildschirm 
verblieben. Dies erbrachte keine Unterschiede zwischen den beiden Arealen SMG und pIFG, was 
darauf hinweisen könnte, dass beide Areale sowohl für den ‚Rehearsal’ Prozess als auch den 
phonologischen Kurzzeitspeicher relevant sind. Eine Alternativerklärung wäre, dass eine 
Differenzierung der einzelnen phonologischen Arbeitsprozesse wie bereits angedeutet nicht so 
einfach möglich ist. Trotz alledem sind die unterschiedlichen Prozesse, die für eine 
phonologische Wortanalyse essenziell zu sein scheinen, durch die oben beschriebenen Studien 
insgesamt bereits genauer definiert als die Prozesse für die Semantik. Eine Aufgabenteilung 
einzelner Areale und differenzierte Beiträge unterschiedlicher kortikaler Areale zum gesamten 
phonologischen Analyseprozess sind demnach durchaus denkbar. 
 Netzwerke 
In mehreren Studien konnten somit der aIFG und ANG der semantischen Verarbeitung sowie der 
pIFG und SMG der phonologischen Verarbeitung zugeordnet werden (z.B. Gough et al., 2005; 
Hartwigsen et al., 2010a; Mechelli et al., 2007; Poldrack et al., 1999; Vigneau et al., 2006).  
Da aus bisherigen Studien an Patienten mit strukturellen Läsionen und Probanden, bei denen 
virtuell eine „unifokale“ Läsion (d.h., eine Läsion nur eines Areals) appliziert wurde, keine 
Schlussfolgerungen über die Zusammenarbeit dieser verschiedenen Netzwerkknoten miteinander 
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gezogen werden können, wurde in einer Vorstudie von Hartwigsen et al. (2016) die gemeinsame 
funktionelle Verarbeitung der parietalen und frontalen Regionen herausgearbeitet, indem in vier 
Sitzungen pseudorandomisiert bifokale virtuelle Läsionen über jeweils zwei der betrachteten 
Areale ausgelöst wurden (Abbildung 4). Mittels kombinierter online Stimulation (d.h. 
Stimulation während der Aufgabendurchführung) und offline Stimulation (d.h. Stimulation vor 
der Aufgabendurchführung) konnten kausale Zusammenhänge und der unterschiedliche Beitrag 
der frontalen und parietalen Regionen für die analysierten Prozesse gezeigt werden. Da diese 
Studie für die vorliegenden Untersuchungen von besonderer Relevanz ist, wird sie im Folgenden 
näher beschrieben. 
 
 
Abbildung 4: Stimulationen in den vier Sitzungen der Vorstudie 
 Stimulationsbedingungen der Vorstudie. (A) Beeinflussung des semantischen Netzwerkes: offline rTMS über ANG 
und darauffolgende online rTMS über aIFG. (B) offline rTMS über ANG und darauffolgende online rTMS über 
pIFG. (C) offline rTMS über SMG und darauffolgende online rTMS über aIFG. (D) Beeinflussung des 
phonologischen Netzwerkes: offline rTMS über SMG und darauffolgende online rTMS über pIFG. 
 
17 Probanden führten in insgesamt vier Sitzungen phonologische und semantische 
Wortentscheidungsaufgaben durch, während jeweils ein frontales Areal online mit 
hochfrequenter TMS stimuliert wurde. Vor der Aufgabe wurde zusätzlich jeweils über einem 
parietalen Areal eine offline TMS appliziert. Die phonologische Aufgabe bestand darin zu 
entscheiden, ob ein Nomen zwei oder drei Silben hat und die semantische Aufgabe in der 
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Einordnung in die Kategorien ‚natürlich’ oder ‚vom Menschen gefertigt’ (Wortliste siehe Tabelle 
2: Stimuli der CELEX Datenbank).  
Die Stimulationen erfolgten pro Sitzung entweder über ANG und aIFG, ANG und pIFG, SMG 
und aIFG oder SMG und pIFG, wobei die Reihenfolge über die Probanden pseudorandomisiert 
wurde. Dabei wurde für die offline Stimulation ein inhibitorisches Protokoll mit kontinuierlicher 
Thetaburststimulation (cTBS) verwendet. Die cTBS stellt eine rTMS mit der Möglichkeit der 
Induktion stärkerer und längerer Effekte trotz geringerer Stimulationsintensitäten und kürzerer 
Stimulationszeiten dar (für mehr Details siehe offline Stimulation - kontinuierliche Theta-Burst 
Stimulation (cTBS)). Die online Stimulation erfolgte mittels einer 10Hz rTMS in jedem 
Durchgang 3000ms nach Beginn der auditorischen Wortpräsentation. Der Versuchsablauf wird in 
Abbildung 5 schematisch dargestellt. 
 
 
Abbildung 5: experimenteller Ablauf der Vorstudie 
(A) Im Anschluss an eine Übungssitzung erhielten die Probanden 50Hz offline cTBS entweder über dem SMG oder 
ANG. Darauf folgte eine Pause von ungefähr fünf Minuten um der Entfaltung des Effekts Zeit zu geben. Je nach 
Sitzung führten die Probanden nun phonologische und semantische Entscheidungen durch, während sie entweder 
über aIFG oder pIFG mittels hochfrequenter online rTMS stimuliert wurden. Die Wortstimuli wurden in 
Aufgabenblöcken, deren Reihenfolge unter den Probanden pseudorandomisiert wurde, präsentiert. (B) Jeder 
Durchlauf pro Wortstimulus dauerte 3000 Millisekunden. Die auditorisch präsentierten Stimuli wurden über 
Kopfhörer wahrgenommen und von den Probanden via Tastendruck mit dem linken Mittel- oder Zeigefinger 
eingeordnet. Das 10Hz online rTMS Protokoll wurde 100ms nach Wortpräsentation appliziert. ms = Millisekunden; 
min= Minuten. 
 
Repetitive TMS (rTMS) führte, wie in Abbildung 6 ersichtlich, sowohl über dem pIFG als auch 
über dem SMG (jeweils in Kombination mit einem semantischen Kontrollareal) zu einer 
selektiven Beeinträchtigung der phonologischen, nicht jedoch der semantischen Aufgabe. Eine 
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kombinierte Stimulation beider Areale zeigte vergleichbare Resultate, jedoch keine Verstärkung 
des Effekts gegenüber der Stimulation nur eines der beiden Areale (jeweils in Kombination mit 
einem semantischen Kontrollareal, aIFG oder ANG). Dieses Ergebnis lässt somit vermuten, dass 
sowohl der pIFG als auch der SMG einen voneinander unabhängigen aber gleichermaßen 
erforderlichen Beitrag für die effiziente phonologische Entscheidungsfindung leisten und bei 
Läsionen einer der beiden Regionen keine Kompensation durch die jeweils andere Region 
erfolgen kann. 
Bei der semantischen Beurteilung führte nur eine Kombination von rTMS über dem aIFG und 
dem ANG sowohl zu längeren Reaktionszeiten (Abbildung 6) als auch zu einem Trend erhöhter 
Fehlerraten (Abbildung 7) im Vergleich zur phonologischen Aufgabe. Bei  unifokaler 
Stimulation des aIFG oder ANG (jeweils kombiniert mit einem phonologischen Kontrollareal, 
pIFG oder SMG), führte dies zu keinen signifikanten Änderungen in Reaktionszeit oder 
Fehlerrate der semantischen Aufgabe. Aufgrund dieser Befunde wurde postuliert, dass die 
Konditionierung (funktionelle Änderungen als Reizreaktion im stimulierten und auch damit 
verbundenen Arealen (Siebner et al., 2003)) mittels der offline rTMS über dem ANG die 
Relevanz des aIFG für die effiziente und korrekte semantische Verarbeitung erhöht und den aIFG 
für den akuten Läsionseffekt der online rTMS sensibilisiert hat. Dies lässt schlussfolgernd 
vermuten, dass beide Areale für die semantische Verarbeitung entscheidend sind und im Falle 
einer Störung funktionell zusammenarbeiten, indem eine Läsion des einen Areals bis zu einem 
gewissen Grad durch verstärkte Verarbeitung und Funktionsübernahme des anderen kompensiert 
werden kann. 
Die Spezifität der Ergebnisse wurde dabei mittels verschiedener Kontrollbedingungen belegt. Die 
kombinierten rTMS-Protokolle wurden nicht nur über aufgabenspezifischen Kortexarealen, 
sondern zusätzlich noch gekreuzt mit einem jeweils nicht für die Aufgabe spezifischen Areal 
getestet. Das bedeutet, dass in den zwei Kontrollsitzungen je einmal offline rTMS über ANG mit 
online rTMS über pIFG, sowie offline rTMS über SMG mit online rTMS über aIFG kombiniert 
wurde (siehe auch Abbildung 4). Dies ermöglichte den Beleg der räumlichen Spezifität des 
einseitigen akuten Läsionseffekts. Da in jeder Sitzung sowohl die phonologische als auch die 
semantische Aufgabe durchgeführt wurde, konnte zudem eine Aufgabenspezifität für die 
unterschiedlichen Läsionsorte nachgewiesen werden.  
Einleitung  22 
 
Abbildung 6: mittlere Reaktionszeiten nach bifokaler parietofrontaler Stimulation aus der Vorstudie 
 (A) Dargestellt ist die signifikante Interaktion zwischen den Faktoren Aufgabe und offline rTMS (gemittelt über 
dem Faktor online rTMS). (B) Zwischen den Faktoren Aufgabe und online rTMS lag ebenfalls eine signifikante 
Interaktion vor (gemittelt über dem Faktor offline rTMS). (C) Effekte der rTMS auf die semantische Aufgabe. 
Dargestellt ist die signifikante Interaktion zwischen den Faktoren Aufgabe, offline rTMS und online rTMS.             
H: p < 0.05, Bonferroni-Holm korrigiert; (H): p < 0.05, nicht signifikant nach Bonferroni-Holm-Korrektur;      SEM= 
Standardschätzfehler des Mittelwertes 
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Abbildung 7: mittlere Fehlerraten nach bifokaler parietofrontaler Stimulation aus der Vorstudie 
Effekte der kombinierten offline und online Stimulation auf die mittlere Fehlerrate. Zu sehen ist die Interaktion 
zwischen Aufgabe, offline rTMS und online rTMS. (H):p < 0.05, nicht signifikant nach Bonferroni-Holm-Korrektur. 
 
 Ziele der Arbeit und Aufgabenstellung 
Eine Beteiligung von pIFG und SMG an phonologischen Entscheidungen sowie des aIFG und 
ANG bei semantischen Aufgaben konnte wie oben dargestellt in bisherigen Studien 
nachgewiesen werden. Basierend auf der Vorstudie von Hartwigsen et al. (2016) kann zudem 
postuliert werden, dass der pIFG und SMG einen funktionellen Beitrag zur phonologischen 
Verarbeitung leisten, jedoch nicht die kurzzeitige Störung des jeweils anderen Areals 
kompensieren können. Im Gegensatz dazu scheinen der aIFG und der ANG gemeinsam an der 
semantischen Verarbeitung beteiligt zu sein und eine Störung des jeweils anderen Areals zu 
einem gewissen Grad kompensieren zu können. Da in der Vorstudie jedoch keine unifokale 
Stimulation über jeweils nur einem Areal erfolgte, bleibt unklar, inwiefern diese Ergebnisse 
durch unspezifische Effekte der TMS auf die jeweilige Kontrollregion beeinflusst wurden. So 
könnte beispielsweise der akute Läsionseffekt der TMS über dem SMG auf die phonologische 
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Aufgabe auch durch eine Bahnung dieser Aufgabe durch die Kontrollstimulation im aIFG zu 
erklären sein. Das Ziel der vorliegenden Studie ist somit die Überprüfung der funktionellen 
Relevanz der vier Einzelregionen mit offline bzw. online TMS.  
Durch die Kombination jeweils einer effektiven mit einer Placebo TMS-Applikation    
(Abbildung 15), unter sonst gleichen Bedingungen wie in der Vorstudie, soll der TMS-Effekt 
über den einzelnen Arealen differenziert untersucht werden. Dieses Design ermöglicht die 
Überprüfung der Hypothese, dass allein die Stimulation eines Areals unabhängig von einem 
weiteren stimulierten Kontrollareal für die aufgeführten akuten Läsionseffekte verantwortlich ist.  
Basierend auf den bisherigen Studien ergeben sich folgende Hypothesen für die vorliegende 
Untersuchung (Abbildung 8):  
1. Für die phonologische Beurteilung von Wörtern spielen sowohl SMG als auch pIFG eine 
entscheidende Rolle. 
2. ANG und aIFG sind relevante Areale für die semantische Beurteilung. 
3. Die funktionelle Relevanz einer dieser Regionen (aIFG und ANG) ist von der funktionellen 
Integrität der anderen Region abhängig. Nach einer virtuellen Läsion eines Areals wird die  
Relevanz des anderen Areals und der Beitrag dieses Areals zur Aufgabendurchführung  
verstärkt. Eine unifokale virtuelle Läsion nur eines der beiden Areale führt daher zu einer  
geringeren Beeinträchtigung der semantischen Aufgabe als eine Läsion beider Areale.  
Basierend auf den oben beschriebenen Hypothesen wird daher angenommen, dass die unifokalen 
Stimulationen über pIFG und SMG die Reaktionszeiten und/oder Fehlerraten für die 
phonologische Aufgabenbewältigung beeinträchtigen, die unifokalen Stimulationen über ANG 
und aIFG jedoch weder Einfluss auf die Reaktionszeiten noch auf die Fehlerraten semantischer 
Analysen nehmen. 
Der Ablauf wurde dabei exakt an die Vorstudie angepasst um zu verifizieren, ob die 
beschriebenen Veränderungen auf die aktiven Kontrollbedingungen zurückzuführen sind oder 
eine unifokale Stimulation auch zu entsprechenden Ergebnissen führt und somit die Resultate 
unabhängig von der aktiven Kontrollbedingung sowie Scheinstimulation sind. 
Der Fokus der vorliegenden Untersuchungen liegt somit im Nachweis des Einzelbeitrags der 
parietalen und frontalen Netzwerknotenpunkte.  
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Abbildung 8: hypothetische Auswirkungen parieto-frontaler Zusammenarbeit auf phonologische und 
semantische Entscheidungen basierend auf den Ergebnissen der Vorstudie: Hartwigsen et al. (2016) 
Schematische Darstellung parieto-frontaler Beiträge zu phonologischen und semantischen Entscheidungen.           
(A) Sowohl rTMS über SMG als auch über pIFG beeinflusst die Reaktionszeit phonologischer Entscheidungen. Eine 
multifokale Stimulation beider phonologischer Areale (d.h. die effektive TMS über 2 Arealen in einer Sitzung) führt 
zu keiner zusätzlichen Beeinträchtigung zur unifokalen Stimulation. (B) Alleinige rTMS entweder über dem linken 
aIFG oder ANG reicht nicht aus, um semantische Entscheidungen zu beeinflussen, da die jeweilige andere Region 
die Läsion kompensieren kann (große Kreise). Nur eine gemeinsame Stimulation beider Areale bewirkt eine 
signifikante Beeinflussung der Reaktionszeit und Fehlerrate bei semantischen Entscheidungen.  
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2 Material und Methoden 
 Transkranielle Magnetstimulation (TMS) 
TMS induziert über den Aufbau eines zeitlich veränderlichen magnetischen Feldes einen kurz 
anhaltenden elektrischen Impuls im stimulierten Hirngewebe (Siebner et al., 2009). Infolge dieser 
elektromagnetischen Induktion werden elektrische Potenziale ausgelöst, welche zur 
Depolarisation von Neuronen führen. Der elektrische Impuls kann je nach Art der Stimulation 
unterschiedliche Effekte verursachen (siehe dazu Ziemann, 2010). Entweder als 
Einzelpulsapplikation oder in repetitiver Form verabreicht, kann durch TMS eine vorübergehende 
Funktionsunterbrechung eines Kortexareals und damit eine temporäre „virtuelle Läsion“ der 
stimulierten Gehirnregion ausgelöst werden (Pascual-Leone et al., 2000). Über die Detektion der 
Läsion kann folglich ein kausaler Zusammenhang zwischen Funktion und Ort der 
Hirnstimulation hergestellt werden. Weiterhin ist es möglich, die Zeitspanne, in der eine 
Hirnregion funktionell relevant für die Bearbeitung einer Aufgabe ist, festzustellen und die 
funktionellen Verbindungen zwischen unterschiedlichen Arealen genauer abzubilden 
(Breitenstein & Knecht, 2007 in ‚das TMS-Buch’).  
TMS bietet durch den Vergleich der Aufgabenbewältigung mit und ohne Stimulation (oder mit 
Stimulation im Vergleich zu Placebostimulation / Stimulation eines Kontrollareals) die 
Möglichkeit, den Probanden und vor allem auch Patienten selbst als seine eigene Kontrolle 
einzusetzen und folglich Interpretationsschwierigkeiten z.B. durch prämorbide Unterschiede 
klinischer Läsionen zwischen Patienten zu vermeiden (Devlin & Watkins, 2008).  
Es ist jedoch zu berücksichtigen, dass sich die Depolarisation über kortiko-kortikale und kortiko-
subkortikale Projektionen transsynaptisch in andere Regionen ausbreiten und somit indirekt 
Wirkungen in verknüpften Arealen hervorrufen kann (Hartwigsen & Siebner, 2013; Ruohonen & 
Karhu, 2010).  
Außerdem ist die Beeinflussung der Aktivität eines Kortexareals durch die Stimulation abhängig 
sowohl von der Art der Spule als auch dem Abstand der Spule von der Kopf- bzw. 
Kortexoberfläche. Für eine achtförmige Spule, wie sie in diesem Experiment verwendet wird, 
summiert sich das produzierte Feld beider Ringe unter ihrer Schnittstelle. Eine genaue Angabe 
über die Reichweite und Tiefe der Stimulationen kann jedoch nicht getroffen werden, da sie 
sowohl von der Geometrie der Spule, der Stimulationsintensität –und frequenz als auch der 
elektrischen Leitfähigkeit des Kortex unter der Spule abhängt. Sollte folglich (wie in der 
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vorliegenden Studie) die genaue Fokalität der Stimulation von Bedeutung sein, ist es ratsam, 
sowohl möglichst geringe Stimulationsintensitäten (Siebner et al., 2009) als auch achtförmige 
Spulen für eine größere räumliche Spezifität zu verwenden (Walsh & Rushworth, 1999).  
Neben den Interpretationsschwierigkeiten, die bei TMS-Experimenten auftreten können, kann 
diese relativ neue Methode auch für den Probanden unangenehme Nebeneffekte mit sich bringen. 
Mögliche Nebenwirkungen der TMS sind beispielsweise unterschiedlich stark ausgeprägte 
Muskelzuckungen im Gesichts-und Kopfhautbereich durch direkte Stimulation der Muskeln 
(Duecker et al., 2013; Schlaak et al., 2007 in ‚das TMS-Buch’; Walsh & Rushworth, 1999) und 
während der Stimulation entstehende Klickgeräusche in einer Frequenzstärke von 2-7kHz, die 
durch mechanische Deformierung in der Spule ausgelöst werden (Hartwigsen et al., 2010b) und 
die auditive Wahrnehmungsfähigkeit während der Stimulation beeinträchtigen können. 
Die Funktion der stimulierten Region wird bei Verhaltensexperimenten in der Regel entweder 
durch veränderte Reaktionszeiten oder differierende Genauigkeit der Antworten auf eine 
spezifische Aufgabe bestimmt. Um die Funktionsunterbrechung sicher zur stimulierten 
Hirnregion zuordnen zu können, sollte die Spezifität des Effekts über verschiedene Wege 
bestätigt werden. Dazu gehört zunächst die Aufgabenspezifität, die beispielsweise mittels einer 
Kontrollaufgabe belegt werden kann. Die zeitliche Spezifität des Resultats kann gezeigt werden, 
wenn TMS zu unterschiedlichen Zeitpunkten über dem Zielareal verabreicht wird. Indem auch 
ein unabhängiges kortikales Areal stimuliert wird, über welchem TMS auf der Grundlage des 
aktuellen Kenntnisstandes nicht zu diesen spezifischen Effekten führt, kann die räumliche 
Spezifität untermauert werden (Schlaak et al., 2007 in ‚das TMS-Buch’). 
Die Möglichkeit, mit TMS einen spezifischen Läsionseffekt hervorrufen zu können, wurde 
bereits in verschiedenen Studien zur Untersuchung von Spracharealen genutzt (z.B. Gough et al., 
2005; Hartwigsen & Siebner, 2011; Nixon et al., 2004). Dabei zeigten sich unterschiedliche 
Aufgabenverteilungen innerhalb verschiedener Kortexareale. So konnten unter anderem die 
beiden Sprachkomponenten Phonologie und Semantik zu bestimmten Hirnarealen zugeordnet 
werden (Devlin & Watkins, 2008).  
Zusätzlich zu den vielen Möglichkeiten der Bildgebung des Gehirns, die heute existieren, stellt 
die TMS somit eine der wenigen Methoden dar, die es uns ermöglicht, Hirnfunktionen aktiv und 
reversibel zu beeinflussen (Pascual-Leone et al., 2000).  
Im Gegensatz zu klinischen Läsionsstudien kann durch TMS eine Aussage sowohl über die 
Zeitperiode, in der eine Region als funktionell relevant für die Bewältigung einer Aufgabe zu sein 
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scheint, als auch über funktionelle Beziehungen zwischen kognitiven Systemen getroffen werden. 
Zudem ist die Zeitspanne des akuten Läsionseffekts von Millisekunden bis zu circa einer Stunde 
nicht ausreichend, um eine dauerhafte funktionelle Reorganisation im Gehirn zu verursachen. 
Aus diesem Grund werden die Ergebnisse nicht durch langfristige Reorganisationsprozesse 
beeinflusst, wie es in klinischen Läsionsstudien der Fall ist (Devlin & Watkins, 2008).  
TMS kann damit sowohl bei der Detektion normaler als auch kompensatorischer kortikaler 
Funktionen und zukünftig vielleicht auch für die Unterstützung der Erholung nach realen 
Läsionen therapeutisch wertvoll sein (Devlin & Watkins, 2008). 
  repetitive transkranielle Magnestimulation (rTMS) 
Kategorisiert nach der Art der Pulsabgabe können Einzelpulsapplikationen von repetitiver TMS 
unterschieden werden. Bei letzterer werden mehrere Impulse nacheinander entweder 
kontinuierlich oder in einem bestimmten Zeitintervall impulsartig wiederkehrend abgegeben. Die 
meisten Studien zur Untersuchung des Motorkortex verweisen darauf, dass niedrigfrequente 
rTMS, das bedeutet Stimulationsfrequenzen um 1 Hz, eher inhibitorische und hochfrequente 
rTMS (5-50Hz) eher fazilitierende Effekte besitzt (Cárdenas-Morales et al., 2010; Hartwigsen et 
al., 2010b). Auch in der vorliegenden Studie wird TMS in repetitiver Form (rTMS) verwendet. 
Hierdurch können Salven und wiederholte Impulse appliziert werden, deren Effekt länger anhält 
(Weyh & Siebner, 2007 in ‚Das TMS-Buch’,).  
Mit Hilfe wiederholter TMS-Pulse können Veränderungen in der kortikalen Erregbarkeit 
verursacht werden. Diese Modifikationen beruhen wahrscheinlich auf Mechanismen der 
Langzeitpotenzierung und Langzeithemmung. Die langanhaltenden Effekte können einige 
Minuten bis Stunden dauern und so kurzzeitig plastische Veränderungen hervorrufen (Cárdenas-
Morales et al., 2010).  
Dabei stellt die „offline“ Verwendung die Nutzung von rTMS als Konditionierung im 
Ruhezustand, also vor einer Aufgabendurchführung des Probanden, dar. Ziel ist hier die 
nachträglich anhaltende Hemmung des Areals für ungefähr 30-45 Minuten. Das „online“ rTMS 
Protokoll wird während einer Aufgabe realisiert und führt damit zu einer akuten Beeinflussung 
der stimulierten Hirnregion während des Zeitraums der Stimulation (Schlaak et al., 2007 in ‚das 
TMS-Buch’ Seite 313f).  
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Somit wird rTMS als eine vielversprechende Methode genutzt, bestimmte Regionen des Kortex 
via offline Protokoll zu konditionieren und online eine Störung hervorzurufen (Hartwigsen et al., 
2012; Siebner et al., 2009).  
Für die effektive Stimulation wurde in der vorliegenden Studie eine achtförmige Spule (C-B60; 
Außendurchmesser 7,5cm, siehe Abbildung 9 und Anhang 1) der Firma Magventure genutzt. 
Auch die genutzte Magventure Placebo-Spule ist eine achtförmige Spule mit identischem 
Außendurchmesser (MCF-P-B65; siehe Abbildung 10 und Anhang 2). Jedoch wird bei letzterer 
mit Hilfe einer Abschirmung eine Reduktion des magnetischen Feldes um circa 80% erreicht. 
Demzufolge kann keine elektromagnetische Induktion in kortikalen Arealen des Probanden 
erfolgen. Die Lautstärke und das Aussehen der Spule entsprechen jedoch weitestgehend der 
effektiven Stimulation bei gleicher Stimulatorintensität. Aufgrund der Abschirmung erscheint die 
Placebo-Spule dagegen optisch geringfügig breiter als die Verum-Spule (siehe Abbildung 9 und 
Abbildung 10 im Vergleich). Die Pulse wurden sowohl für die Placebo-Spule als auch für die 
Verum-Spule von einem MagPro X100 Stimulator abgegeben, sodass die Geräusche und andere 
Stimulationsbedingungen zwischen Placebo- und effektiver Stimulation möglichst nicht 
unterscheidbar waren. 
 
 
Abbildung 9: Verum Schmetterlingsspule 
 
Abbildung 10: Placebo Spule 
Dargestellt sind die beiden Spulen, welche in der Studie genutzt wurden. Die Verum-Spule (Abbildung 9) wurde für 
die effektive Stimulation und die Placebo-Spule (Abbildung 10) für die Scheinstimulation genutzt (Abbildungen aus: 
Magventure-Katalog online (siehe auch Anlage 1 und 2)). 
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2.1.1.1 offline Stimulation - kontinuierliche Theta-Burst Stimulation (cTBS) 
Im vorliegenden Experiment wurde für die offline rTMS ein Protokoll mit kontinuierlicher 
Thetaburst Stimulation (continuous theta burst stimulation, cTBS) verwendet. Der Vorteil von 
cTBS liegt in der Möglichkeit, mit geringeren Stimulationsintensitäten und kürzeren 
Stimulationszeiten stärkere und längere Effekte induzieren zu können, als dies mit 
herkömmlicher rTMS zu erreichen ist. Dadurch können für den Probanden komfortablere 
Bedingungen geschaffen und eine Ablenkung von der Aufgabe durch unspezifische Nebeneffekte 
aufgrund hoher Intensitäten vermieden werden. Außerdem halten die Effekte nach cTBS 
insgesamt länger an, in der Regel bis zu circa 45 Minuten nach Stimulationsende (Cárdenas-
Morales et al., 2010). Die Intensität der Stimulation lag entsprechend derjenigen der Vorstudie 
auch in der vorliegenden Untersuchung bei 80% der individuellen aktiven motorischen Schwelle 
(AMT, vgl. Ablauf). Dabei wurden nach Huang et al. (2005) insgesamt 600 Pulse mit Frequenzen 
von je 50Hz als Dreierstimuli über einen der beiden parietalen Stimulationsorte appliziert. Das 
Intervall zwischen den einzelnen Dreierreizen dauerte 200ms, sodass die gesamte  Stimulation 
eine Dauer von 40 Sekunden einnahm und 200 mal je drei Stimuli abgegeben wurden   
(Abbildung 11). Dieses Verfahren beruht auf Erfahrungen aus Tierexperimenten, an denen 
gezeigt werden konnte, dass trotz relativ kurzer Stimulationsdauer ein länger anhaltender 
Reizeffekt resultiert. In vorherigen Experimenten konnte außerdem belegt werden, dass mit Hilfe 
von speziellen cTBS-Protokollen auch ein Effekt von mehreren Stunden erzielt werden kann 
(Goldsworthy et al., 2012; Nyffeler et al., 2006). Dabei wird im Allgemeinen angenommen, dass 
cTBS-Protokolle, wie sie hier angewendet werden, im Gegensatz zu intermittierenden TBS 
Protokollen eher zu hemmenden Effekten auf die kortikale Erregbarkeit führen (Lang & Siebner, 
2007 in ‚das TMS-Buch’).  
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Abbildung 11: kontinuierliche Thetaburststimulation nach Huang et al., 2005 
Über den parietalen Stimulationsorten erfolgte die effektive Stimulation mittels cTBS, bei der kontinuierlich 200 
Dreierstimuli mit einer Frequenz von 50 Hz appliziert wurden. Daraus resultierten insgesamt 600 Pulse pro 
effektiver Stimulation, die 40 Sekunden dauerte. 
 
2.1.1.2 online Stimulation   
Im Anschluss an die Verum oder Placebo offline Stimulation über einer parietalen Region folgte 
entweder eine Placebo- oder eine effektive online Stimulation über einem der beiden frontalen 
Stimulationsorte. Je 4 Pulse wurden dabei 100ms nach Beginn der Stimuluspräsentation bei einer 
Frequenz von 10Hz rTMS appliziert (siehe Abbildung 5b). In vorherigen Studien konnte gezeigt 
werden, dass die Wirkung der rTMS-Effekte von spezifischen Stimulationsparametern abhängig 
ist (Epstein et al., 1996; Siebner et al., 2009).  
Das rTMS Protokoll wurde in der vorliegenden Studie mit Intensitäten von 90% der individuellen 
AMT appliziert. Es wurden keine höheren Intensitäten gewählt, da einerseits gleiche 
Bedingungen wie in der Vorstudie nachgestellt werden sollten und andererseits in weiteren 
Vorstudien beträchtliche Beschwerden und Muskelzuckungen bei Probanden auftraten, welche 
mit Intensitäten über 100% der individuellen AMT stimuliert wurden (Hartwigsen et al., 2010a). 
In der vorliegenden Studie musste aufgrund der genannten Beschwerden die Intensität bei 
insgesamt einer Probandin im Verlauf der zweiten Sitzung für die offline Stimulation um 2% 
herunter reguliert werden, wodurch eine Stimulationsintensität von 84% der individuellen AMT 
für die online Stimulation resultierte (siehe Tabelle 3). Keiner der anderen Probanden berichtete 
über Schmerzen oder Unannehmlichkeiten. 
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 Magnetresonanztomographie 
Vor Beginn der ersten Sitzung wurden in der vorhergehenden Studie strukturelle MRT-
Aufnahmen der Probanden angefertigt, die für dieses Experiment genutzt werden konnten. Die 
hoch aufgelösten T1 gewichteten anatomischen Aufnahmen (MPRAGE; 170 Schichten, 
Voxelgröße: 1x1x1,5mm3, Matrix=240x240 Pixel2, TR=1,3 s, TE= 3,46 ms) erfolgten an einem 
Siemens Verio 3-Tesla Scanner (Siemens, Erlangen, Deutschland). 
 
 stereotaktische Spulenpositionierung 
Das verwendete rahmenlose System, welches vor allem in der Neurochirurgie Anwendung findet, 
vermeidet die Fixierung des Kopfes in einem stereotaktischen Ring. Eine Grundlage dafür bietet 
die zuvor angefertigte T1-gewichtete MRT-Aufnahme des Probanden, auf der die zu 
stimulierenden Regionen und die Referenzpunkte in der Navigationssoftware Brainsight TMS 
(Version 2.2.10., Rogue Research Inc, Montreal, Québec, Kanada) zuvor markiert wurden 
(Herwig & Schönfeldt-Lecuona, 2007 in ‚das TMS-Buch’) (siehe Abbildung 12 und     
Abbildung 13).  
Um die Spule navigieren zu können, wurden die individuellen MRT-Aufnahmen der Probanden 
zunächst an ein Standardgehirn angepasst (normalisiert). Danach wurden anhand der Montreal 
Neurological Institute (MNI) Koordinaten (Evans et al., 1993) aus der Vorstudie (also SMG: 
x,y,z = -45, -39, 45 mm; ANG: x,y,z = -42, -66, 28 mm; aIFG: x,y,z = -45, 27, 12 mm; und pIFG: 
x,y,z = -47, 6, 21 mm (Hartwigsen et al., 2010a/b)) mit Hilfe von Matlab 7.1. die Koordinaten für 
die individuellen Stimulationsorte berechnet (siehe Tabelle 1).  
Diese Berechnung erfolgte folglich über eine Rücktransformation der Koordinaten vom 
Standard- in den individuellen Raum (vgl. Hartwigsen et al., 2010a/b). Die individuell ermittelten 
Stimulationskoordinaten sind in Tabelle 1 zusammen mit zwei Beispielen für die Abtragung 
dieser im Vergleich zu MNI Koordinaten in Abbildung 13 zu sehen. Die Abweichungen sind 
darin begründet, dass die MNI Koordinaten als Matrize aus dem Mittelwert vieler Daten 
berechnet wurden. Da jedoch jedes Gehirn eine individuelle Topographie aufweicht, führt die 
Lokalisation der Koordinaten durch die Rücktransformation in den für das Gehirn spezifischen 
Raum zu einer genaueren Abtragung der Daten. 
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Abbildung 12: Beispiel für die Abtragung der Referenzpunkte in der Neuronavigation 
Nachdem die individuelle MRT-Aufnahme in das Brainsight Programm für die Neuronavigation geladen wurde, 
erfolgte die automatische Rekonstruktion der Hautoberfläche (links oben). Anhand dieser Nachbildung war es 
möglich, die ungefähren Referenzpunkte zu setzen. Eine exakte Lokalisierung konnte anschließend anhand der 
MRT-Aufnahmen in der sagittalen (rechts oben), transversalen (rechts unten) und koronaren (links unten) Ebene 
erfolgen. In der linken Spalte sind die acht Referenzpunkte, die markiert wurden, aufgeführt. Anschließend konnten 
diese Punkte mit Hilfe eines Referenzierungsstiftes am Kopf des Patienten aufgesucht werden und durch Brainsight 
gemeinsam mit der MRT-Aufnahme in einem Koordinatensystem registriert werden. 
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Abbildung 13: Beispiel Eintragung der Stimulationsorte 
Um die Spule über die exakten Stimulationsorte navigieren zu können, wurden für jeden Probanden die individuellen 
Stimulationsorte aus den MNI-Koordinaten mit Hilfe von Matlab 7.1. berechnet und die Koordinaten x, y, z 
abgetragen. (A) MNI-Koordinaten im Standardraum. (B) und (C) stellen die entsprechenden individuellen 
Koordinaten für jeden Stimulationsort in der zum Probanden 2 und 4 zugehörigen MRT-Aufnahme dar. 
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Tabelle 1: Individuelle Stimulationskoordinaten der 17 Probanden 
Dargestellt sind die individuellen Koordinaten x, y, z für alle Probanden, die jeweiligen Mittelwerte für jede 
Koordinate der vier Stimulationsorte und zum Vergleich die Standard-MNI-Koordinaten. Die Berechnung erfolgte 
mit Hilfe von Matlab 7.1, mm=Millimeter.  
 
Über zwei 3D-Systeme, die auf ein Bezugskoordinatensystem übertragen wurden, konnten die 
Kopfposition des Probanden und die Spulenposition, die durch eine Kamera erkannt wurden, 
räumlich an seine individuelle MRT-Aufnahme angepasst werden (Herwig et al., 2001) (siehe 
Abbildung 14: Versuchsaufbau). Die Kameradetektion der Kopf- und Spulenposition im Raum 
erfolgte mit Hilfe von Infrarotdetektoren an Referenzrahmen, welche jeweils am Kopf mit Hilfe 
eines Stirnbandes, das individuell fest gestellt werden konnte sowie am Spulengriff befestigt 
wurden. Um nun den Kopf des Probanden im Raum an die MRT-Aufnahme in der 
Navigationssoftware „Brainsight“ anpassen zu können, wurden mit einem Referenzierungsstift, 
welcher ebenfalls drei Infrarotdetektoren für die räumliche Erkennung der Kamera besaß, acht 
Landmarken (Nasion, Nasenspitze, beide Orbitaränder, beide Tragi der Ohren, Inion und Vertex) 
markiert, die zuvor in der individuellen MRT Aufnahme im Brainsight-Programm abgetragen 
wurden (Abbildung 12). Nach dieser Registrierung konnte durch Abfahren des Kopfes mit dem 
Referenzierungsstift die Genauigkeit der Registrierung anhand des durch Brainsight errechneten 
Kopfhaut-Stift-Abstandes kontrolliert und gegebenenfalls durch erneute Registrierung korrigiert 
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werden. Auf diese Weise wurde die individuelle Rauminformation des Probandenkopfes mit der 
persönlichen T1-gewichteten MRT-Aufnahme in einem gemeinsamen Koordinatensystem erfasst 
und die Spulenposition in Bezug zur Probanden bezogenen Neuroanatomie dargestellt sowie der 
spezifische Stimulationsort aufgesucht. 
Optisch gesteuerte rahmenlose stereotaktische Spulenpositionierung weist eine hohe Stabilität 
und Reproduzierbarkeit auf und wird daher in vielen Studien verwendet, bei denen eine exakte 
Lokalisation der Stimulation ausschlaggebend ist. Sowohl die räumliche Genauigkeit, die durch 
die funktionelle Bildgebung bestimmt wird, als auch die Präzision der Referenzierungsmethode 
können im Bereich weniger Millimeter liegen (Schönfeldt-Lecuona et al., 2005). 
 
 Stimuli 
Die verwendeten Stimuli waren identisch mit den 120 Wörtern der Vorstudie (Hartwigsen et al., 
2016), welche in zwei Blöcken randomisiert präsentiert wurden. Die Stimuli, welche 
vorhergehenden Studien entnommen wurden (Hartwigsen et al., 2010a/c), stellen ausschließlich 
eindeutige, in der deutschen Sprache häufig verwendete Wörter aus der lexikalischen Datenbank 
CELEX dar (Centre for Lexical Information, Max Planck Institute for Psycholinguistics, The 
Netherlands) (siehe Tabelle 2). 
Die Aufgabe der Probanden bestand darin, pro Sitzung jeweils einen Block mit 60 auditorisch 
präsentierten Wörtern nach der Silbenzahl (zwei- oder dreisilbig) und einen weiteren Block mit 
60 auditorisch präsentierten Wörter entsprechend ihrem semantischen Ursprung (natürlich oder 
vom Menschen gefertigt) zu bewerten. Dabei waren je die Hälfte der Wörter pro Kategorie zwei- 
oder dreisilbig sowie natürlich oder vom Menschen gefertigt. Die Aufgabenstellung wurde vor 
jeder Sitzung in einer Übung mit je drei Stimuli pro Kategorie, welche nicht zum experimentellen 
Stimulusrepertoire gehörten, geübt. Die Probanden wurden gebeten, so schnell und so korrekt wie 
möglich über eine separate Antworttastatur mit dem Mittelfinger der linken Hand, falls das Wort 
zweisilbig oder natürlich war, sowie mit dem Zeigefinger der linken Hand, wenn das präsentierte 
Wort dreisilbig oder vom Menschen gefertigt war, zu antworten.  
Diese Instruktion wurde den Probanden vor Beginn jedes Stimulusblockes erneut über Kopfhörer 
erläutert. Die Stimuluspräsentation und Speicherung der Antworten erfolgte mit Hilfe der E-
Prime Software (Psychology Software Tools Inc., Pittsburgh, PA, USA; version 2.0). Somit 
konnte eine zur Vorstudie äquivalente und vergleichbare Stimuluspräsentation ablaufen.  
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1   Hornisse 31 Jalousie 61 Koralle 91 Taube 
2   Gitarre 32 Moped 62 Kolibri 92 Tasche 
3   Gorilla 33 Pullover 63 Koffer 93 Tanne 
4   Giraffe 34 Praline 64 Knochen 94 Tablette 
5   Geier 35 Posaune 65 Klavier 95 Stiefel 
6   Forelle 36 Pipette 66 Kissen 96 Spiegel 
7   Flamingo 37 Pinzette 67 Kirsche 97 Spaten 
8   Finger 38 Pfifferling 68 Kimono 98 Sonne 
9   Ferkel 39 Peitsche 69 Kessel 99 Zwiebel 
10 Elefant 40 Papier 70 Katze 100 Sessel 
11 Eiche 41 Papagei 71 Karussell 101 Sellerie 
12 Echse 42 Pantoffel 72 Kartoffel 102 Schwalbe 
13 Dromedar 43 Omnibus 73 Karotte 103 Schraube 
14 Distel 44 Olive 74 Reiher 104 Schlüssel 
15 Computer 45 Nelke 75 Zeitung 105 Schlitten 
16 Brille 46 Muschel 76 Zebra 106 Schere 
17 Bonbon 47 Moskito 77 Wolke 107 Schaufel 
18 Bohne 48 Matratze 78 Wimper 108 Saxophon 
19 Bikini 49 Lippe 79 Wiese 109 Sattel 
20 Becher 50 Lineal 80 Zitrone 110 Sandale 
21 Batterie 51 Limone 81 Wespe 111 Rose 
22 Banane 52 Libelle 82 Vulkan 112 Pyjama 
23 Antenne 53 Lavendel 83 Tunnel 113 Erbse 
24 Anorak 54 Laterne 84 Trompete 114 Seife 
25 Ameise 55 Küken 85 Trommel 115 Trampolin 
26 Ballon 56 Krokodil 86 Triangel 116 Leopard 
27 Bagger 57 Krokette 87 Tomate 117 Schimpanse 
28 Balkon 58 Krawatte 88 Teppich 118 Schmetterling 
29 Harpune 59 Krähe 89 Teller 119 Rhabarber 
30 Holunder 60 Krabbe 90 Telefon 120 Kaulquappe 
 
Tabelle 2: Stimuli der CELEX Datenbank2 
Aufgeführt sind alle 120 Stimuli, welche für die vorliegende Untersuchung genutzt wurden. Jeweils 60 Stimuli 
mussten je Sitzung in semantische Kategorien eingeordnet werden und die anderen 60 Stimuli in phonologische 
Kategorien. Die Verteilung der Stimuli erfolgte randomisiert und wurde über die Software „E-Prime“ gesteuert. 
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  Probanden 
Insgesamt nahmen 17 gesunde Probanden im Alter von 23 bis 30 Jahren an der Studie teil (sieben 
Frauen, Durchschnittsalter: 25,6 Jahre; siehe Tabelle 3). Zwei Probanden waren naiv gegenüber 
TMS, 15 hatten zuvor in anderen Studien bereits Erfahrungen mit dieser Methode gesammelt. 
Von allen Teilnehmern wurden bereits drei für die Vorstudie rekrutiert, wobei das Ende der 
ersten Studie mindestens 28 Monate vor Beginn der zweiten Studie lag (Juli 2011 - November 
2013). Jeder der Probanden verneinte in der eigenen oder in der familiären Vorgeschichte 
aufgetretene epileptische Anfälle oder andere neurologische Erkrankungen bis zum Zeitpunkt der 
Messungen und keiner verfügte über Metallimplantate im Körper, die eine Kontraindikation für 
MRT und TMS-Untersuchungen dargestellt hätten (Rossi et al., 2009). Gemessen anhand des 
„Edinburgh Handedness Inventorys“ (Oldfield, 1971, siehe Anhänge 4 und 5) waren alle 
Probanden rechtshändig (durchschnittlicher Lateralitätsindex: 0,99; siehe Tabelle 3) und deutsche 
Muttersprachler. Alle Teilnehmer unterzeichneten nach der Aufklärung über den Studienablauf 
und vor Beginn des Experiments eine Einverständniserklärung für die Durchführung von offline- 
und online-Stimulationen während des Experiments sowie für die wissenschaftliche Verwendung 
ihrer Daten (siehe Anhang 3). Die Teilnahme wurde mit einer Aufwandsentschädigung von acht 
Euro pro Stunde vergütet, welche die Probanden auch erhalten hätten, falls sie das Experiment 
hätten abbrechen wollen. Dazu kam es jedoch in keinem der Fälle. Die gesamte Studie wurde 
entsprechend der Richtlinien der Deklaration von Helsinki durchgeführt und von der 
ortsständigen Ethikkommission der medizinischen Fakultät der Universität Leipzig genehmigt. 
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Tabelle 3: Probandendaten und individuelle Stimulationsparameter 
Die Bestimmung des Händigkeitsindex erfolgte anhand des Fragebogens zur Edinburgh Handedness Inventory 
(Oldfield, 1971) (siehe Anhang 4). Alle Probanden waren Rechtshänder (ein Wert von 1 entspricht starker 
Rechtshändigkeit, sollte das Ergebnis zwischen +0,75 und -0,75 würde dies für Mischhändigkeit sprechen, ein Wert 
von -1 stellt starke Linkshändigkeit dar; siehe Anhang 5). Die RMT (Ruhemotorschwelle) wurde nur der 
Vollständigkeit halber mitbestimmt. Die offline Stimulationsintensität entsprach 80% der ermittelten individuellen 
AMT (aktiven Motorschwelle), online wurde 90% der individuellen AMT appliziert, wobei bei Probandin 15 
aufgrund beschriebener Unannehmlichkeit während der Applikation die Intensität um 2% reduziert werden musste. 
In der letzten Spalte werden die Versuchsabläufe für jeden Probanden aufgeführt. Eine Erläuterung dazu findet sich 
in Tabelle 4. Die motorischen Schwellen und Stimulationsintensitäten sind in Prozent des maximalen 
Stimulatoroutputs angegeben. m=maskulin; f=feminin. 
 
 Ablauf 
In der vorliegenden Studie wurden junge gesunde Probanden untersucht, von denen bereits aus 
Vorstudien eine anatomische T1-MRT-Aufnahme des Gehirns für die stereotaktische 
Neuronavigation vorlag. Die Probanden wurden zunächst auf einem Sessel circa 70 cm vor einem 
Bildschirm mit einer Antworttastatur vor ihnen platziert. Ihnen wurde sowohl das Stirnband mit 
Infrarot-Referenzrahmen für die Kameradetektion des Probandenkopfes aufgesetzt, als auch die 
Kopfhörer (Shure SE215) eingesetzt. Bei jedem Probanden wurde darauffolgend die 
Ruhemotorschwelle (RMT) sowie die aktive motorische Schwelle (AMT) bestimmt, um die 
individuell ausreichende Stärke der Stimulationsintensität abschätzen zu können      
Proband Geschlecht Händigkeit RMT AMT
Stimulationsintensität	
offline	
Stimulationsintensität	
online
Ablauf
1 f 1 49	% 40	% 32	% 36	% A1	-	B2	-	C1	-	D2
2 f 1 58	% 46	% 37	% 41	% B1	-	A2	-	C1	-	D1
3 m 1 45	% 36	% 29	% 32	% C1	-	A1	-	B1	-	D2
4 m 1 43	% 38	% 30	% 34	% D1	-	A2	-	B2	-	C2
5 m 1 43	% 39	% 31	% 35	% A1	-	C2	-	B2	-	D2
6 m 1 48	% 41	% 33	% 37	% A2	-	D1	-	C2	-	B1
7 m 1 58	% 52	% 42	% 47	% B1	-	C1	-	A1	-	D2
8 m 1 53	% 49	% 39	% 44	% B2	-	D1	-	A2	-	C1
9 m 0,87 56	% 45	% 36	% 41	% B2	-	D2	-	C1	-	A1
10 m 1 52	% 46	% 37	% 41	% A2	-	C2	-	D1	-	B1
11 m 1 54	% 50	% 40	% 45	% C2	-	A1	-	D2	-	B1
12 m 1 62	% 51	% 41	% 46	% C2	-	D1	-	A2	-	B2
13 f 1 50	% 45	% 36	% 41	% C1	-	D2	-	B2	-	A1
14 f 1 41	% 36	% 29	% 32	% D1	-	B1	-	A2	-	C1
15 f 1 56	% 45	% 36	% 40%	->	38% D2	-	C1	-	A1	-	B1
16 f 1 48	% 41	% 33	% 37	% D1	-	C2	-	B2	-	A2
17 f 1 46	% 40	% 32	% 36	% A1	-	B2	-	C2	-	D2
Gesamt 10xm;	7xf 0,99 50,71	% 43,53	% 34,88	% 39	%
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(Wassermann, 2002). Den Probanden wurden zu diesem Zweck zwei Oberflächen-Ag/AgCl-
Elektroden über dem rechten ersten Musculus interosseus dorsalis aufgeklebt, mit deren Hilfe 
motorisch evozierte Potentiale (MEP) aufgezeichnet werden konnten. Die Kathodenelektrode 
wurde dafür auf dem Muskelbauch und die Anodenelektrode auf dem Sehnenansatz am 
Fingergrundgelenk fixiert. Zunächst wurde das motorische Handareal zwei Zentimeter anterior 
und vier bis fünf Zentimeter linkslateral vom Vertex aufgesucht (Topka, 2007, in ‚Das TMS-
Buch’). Ausgehend von diesem Ort konnte durch geringfügige Bewegungen der Spule die Region 
eruiert werden, über der bei mittlerer Stimulationsintensität von 45-50% des Stimulatoroutputs in 
Ruhigstellung der rechten Probandenhand mit Hilfe von Einzelreizen die stärkste Reizantwort 
über dem ersten Musculus interosseus dorsalis hervorgerufen werden konnte. Die Spule wurde 
dafür 45° medial zur anterior-posterior Ebene eingestellt um einen Strom senkrecht zum Sulcus 
centralis und damit eine optimale Stimulation des Motorkortex zu erreichen (Ruohonen & Karhu, 
2010). Damit konnte dann zunächst in Ruhigstellung der Probandenhand (RMT) sowie 
anschließend in leicht angespannter Stellung im Sinne eines leichten Drucks auf ein Objekt 
zwischen Daumen und Zeigefinger des Probanden (AMT) durch Variation der Intensität der 
Stimulationen die RMT und AMT mit Hilfe der Software Adaptive P.E.S.T. (Parameter 
Estimation by Sequential Testing) for TMS (Adaptive P.E.S.T. OSX2-MacOS; Pentland 1980, 
Borckardt et al., 2006) geschätzt und im Anschluss durch einige weitere Stimulationen mit der 
ermittelten Intensität überprüft und korrigiert werden. Als kortikale Reizschwelle wird dabei 
entsprechend der International Federation of Clinical Neurophysiology (IFCN) diejenige 
Intensität bezeichnet, die ausreicht, motorische Potenziale bei mindestens 50% der Stimulationen 
hervorzurufen (Krampfl & Dengler, 2007, in ‚Das TMS-Buch’). 
Die AMT wurde dabei definiert als die minimale Stimulationsintensität, die ausreichte, motorisch 
evozierte Potenziale von circa 150-200μV im tonisch bei 20% der maximalen Kontraktion des 
voraktivierten ersten Musculus interosseus dorsalis im Summen-EMG sichtlich hervorzurufen.  
Motorische Schwellen können leicht bestimmt werden, da die Reaktion direkt durch 
Muskelbewegungen sichtbar wird und mittels Elektromyografie (EMG) objektiv dargestellt 
werden kann. Über Spracharealen gibt es keine entsprechende eindeutige Reaktion auf 
Stimulationen, so dass hier aushilfsweise auf die kortikale motorische Reizschwelle als 
individuellen Richtwert zurückgegriffen werden musste, obwohl es keine Evidenz dafür gibt, 
dass die über dem Motorkortex gemessene Reizschwelle derjenigen für die Stimulation von 
Spracharealen entspricht. Deshalb sollte hierbei vor allem auch der unterschiedliche Spulen-
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Kortexabstand zwischen motorischen- und Spracharealen beachtet werden (Karim et al., 2007, in 
‚Das TMS-Buch’).  
Auch bei der Wahl der geeigneten Stimulationsorte bestand das Problem, dass die Detektion der 
Sprachareale nicht durch entsprechende Reaktionen auf die Stimulation validiert werden kann 
und somit eine andere Möglichkeit zur optimalen Spulenlokalisation und Spulenausrichtung 
gefunden werden musste (Breitenstein & Knecht, 2007, in ‚Das TMS-Buch’). In der vorliegenden 
Studie wurde zur Lösung dieses Problems stereotaktische Neuronavigation auf der Grundlage 
einer MRT-Aufnahme verwendet (Abbildung 13) (für mehr Informationen siehe stereotaktische 
Spulenpositionierung). 
Die Aufgabenstellung und Stimuluspräsentation erfolgte über Kopfhörer, welche der Proband 
während der gesamten Sitzung trug, um sich zusätzlich von den durch die TMS induzierten 
Klickgeräuschen abzuschirmen. Dabei konnte auch die Lautstärke individuell eingestellt werden. 
Während der gesamten Stimulationszeit wurde der Proband gebeten, ein Fixationskreuz auf 
einem Bildschirm circa 70cm entfernt zu fixieren, um ein Schließen der Augen und damit 
eventuell verbundene Konzentrationsschwäche sowie Variationen der Stimulationseffekte zu 
vermeiden (für den Versuchsaufbau im Labor siehe Abbildung 14).  
In vier verschiedenen Sitzungen, welche einen Mindestabstand von sieben Tagen voneinander 
hatten, um eine mögliche Beeinflussung der Stimulationen aufeinander zu vermeiden, wurden die 
Probanden nun (in der Reihenfolge der Sitzungen untereinander ausbalanciert) stimuliert. Der 
Versuchsablauf für jeden Probanden wird in Tabelle 3 und Abbildung 15 ersichtlich, sowie in 
Tabelle 4 genauer erläutert. 
In den Sitzungen A und B erfolgte eine effektive offline Stimulation parietaler Regionen: In der 
Sitzung A wurde eine effektive offline Stimulation über ANG kombiniert mit einer online-
Placebostimulation eines frontalen Areals pIFG (1) oder aIFG (2) ausgeführt.  
In der Sitzung B wurde offline TMS über SMG mit Placebo-online TMS über einer der beiden 
frontalen Regionen (pIFG (1), aIFG (2)) kombiniert.  
Die Sitzungen C und D fokussierten auf die Stimulation frontaler Regionen. Somit wurde eine 
Placebo offline Stimulation eines der parietalen Areale (ANG (1) und SMG (2)) mit effektiver 
online TMS über dem aIFG (Sitzung C) oder über dem pIFG (Sitzung D) kombiniert (siehe 
zusammenfassend Tabelle 4).  
Die Spule wurde für die  effektive offline rTMS so positioniert, dass der Griff lateral und 
senkrecht zur Mittellinie des linken SMG oder ANG stand. Folglich induzierte der biphasische 
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Impuls im zweiten Abschnitt der Stimulation einen Stromfluss von lateral nach medial 
(Hartwigsen et al., 2010c).  
Nach der offline-Stimulation wurde in jedem Versuchsablauf wie in Abbildung 16 ersichtlich, 
eine Stimulationspause für einige Minuten eingehalten, um dem Hemmungseffekt Zeit für die 
Entfaltung zu geben (Huang et al., 2005). Währenddessen herrschte im Untersuchungsraum auch 
beim Umbau und Anschluss der anderen Spule Ruhe, sodass der Proband nicht abgelenkt werden 
konnte.  
Für die online Stimulation wurde die Spule tangential zum Kopf eingestellt, sodass der 
Spulengriff  45° von der Sagittalen (Abbildung 14) abwich und somit durch die zweite Phase des 
biphasischen Pulses ein Stromfluss von posterior nach anterior induziert werden konnte 
(Hartwigsen et al., 2010a). 
Die dargelegten Rahmenbedingungen liefern zusammenfassend die Voraussetzung dafür, die 
einzelnen Regionen, welche sich als wichtig für die semantische und phonologische Verarbeitung 
herausgestellt haben, einzeln zu testen um ihre Relevanz auch unabhängig voneinander aufzeigen 
zu können. 
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Abbildung 14: Versuchsaufbau 
Aufnahme einer Probandin während einer online-Stimulation. Die Spule wurde mit Hilfe von mechanischen Armen 
über dem Stimulationsort fixiert. Der Kopf der Probandin ist von der hier nicht dargestellten rechten Seite aus 
eingespannt. Während die Stimuli über Kopfhörer präsentiert wurden, wurden per Tastatur Antworten mit dem 
linken Mittel-oder Zeigefinger gegeben. Die Probanden wurden angewiesen, während des gesamten Experiments das 
Kreuz auf dem Bildschirm vor ihnen zu fixieren.  
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Abbildung 15: Stimulationsorte in den vier Sitzungen der vorliegenden Studie 
Abläufe der Stimulationen in den vier Sitzungen der vorliegenden Studie. A/B: Effektive offline Stimulation über 
ANG (A) oder SMG (B) wurde mit einer Placebostimulation einer frontalen Region kombiniert (aIFG oder pIFG, 
randomisiert unter den Probanden). C/D: Über einer der beiden parietalen Regionen wurde eine Placebo-Stimulation 
appliziert und danach effektiv online-rTMS über aIFG (C) oder pIFG (D) verabreicht. Die Bezeichnungen der 
einzelnen Sitzungen sind auch in Tabelle 4 zu finden.  
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Abbildung 16: Ablauf des Experiments 
(A) Der Ablauf des Experiments entspricht im Wesentlichen der Vorstudie. Hier wurde jedoch eine effektive 
Stimulation durch eine Placebo-Stimulation ersetzt. Es wurde entweder mit einer effektiven Stimulation (links) oder 
einer Placebo-Stimulation (rechts) offline begonnen. Danach folgten fünf Minuten Pause um dem Effekt der 
effektiven Stimulation Zeit für die Entfaltung zu geben und bei der Placebo-Stimulation einen möglichst identischen 
Versuchsablauf zu imitieren. Nach einer effektiven offline Stimulation folgte nun eine Placebo-online Stimulation 
(links) oder nach einer Placebo offline Stimulation eine effektive online Stimulation (rechts), während derer die 
Probanden einen Block semantischer Entscheidungen und einen Block phonologischer Entscheidungen vornehmen 
sollten. (B) Beispiel einer Abfolge für zwei phonologische Worteinordnungen. Die Zeitspanne von Beginn einer 
Stimuluspräsentation bis zur nächsten beträgt 3000ms (Klammer). Das online Protokoll wurde 100ms nach Beginn 
der Stimuluspräsentation abgegeben (Pfeil). Bei einem zweisilbigen Wort (links ‚Tun-nel’) wurde mit dem linken 
Zeigefinger geantwortet, bei drei Silben (rechts ‚Com-pu-ter’) mit dem linken Mittelfinger. min=Minuten; 
ms=Millisekunden; Hz=Hertz; cTBS=kontinuierliche Thetaburststimulation. 
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Tabelle 4: Ablauf der Stimulationen in den einzelnen pseudorandomisierten Sitzungen 
Abgebildet sind die einzelnen Sitzungen wie unter 2.6. und in Abbildung 15 erläutert und in Tabelle 3 für jeden 
Probanden aufgeführt. Eine effektive Stimulation wurde je Sitzung mit einer Placebo-Stimulation kombiniert. Zudem 
wurden alle parietalen Areale mit allen frontalen Arealen in jeder Stimulationsart einmal verknüpft. Da für jeden 
Probanden nur vier Sitzungen erfolgten und die Placebo-Stimulation keine kortikalen Veränderungen bewirkt, wurde 
für jede effektive Stimulation A,B,C,D unter den Probanden randomisiert der jeweilige Placebo-Stimulationsort 1 
oder 2 zugeordnet. 
 
 Hypothesen der Arbeit 
Entsprechend der Hypothesen der Vorstudie wurden keine Effekte der offline TMS über dem 
ANG (Sitzung A) oder der online TMS über dem aIFG (Sitzung C) auf die semantische sowie die 
phonologische Kontrollaufgabe erwartet. In der Vorstudie konnte anhand effektiver TMS-
Applikation über beiden semantischen Regionen (aIFG und ANG) eine Beeinflussung 
semantischer Entscheidungen beobachtet werden, weshalb in der vorliegenden Studie die 
Hypothese einer funktionellen Verarbeitung semantischer Prozesse durch aIFG und ANG 
aufgestellt wurde, die nur beeinflusst werden kann, indem beide Areale zusammen effektiv 
gestört werden. Die Läsion nur einer semantischen Region zur Beeinflussung der semantischen 
Verarbeitung würde, so die Hypothese, nicht ausreichen, da die jeweils andere Region den akuten 
Läsionseffekt kompensieren kann.  
In Sitzung B und D hingegen wurde erwartet, dass sich die Reaktionszeit (und / oder Fehlerrate) 
für phonologische, aber nicht semantische Entscheidungen signifikant verändert. Dies impliziert 
die Vorstudie, indem sowohl bei TMS beider phonologischer Areale gemeinsam, als auch bei der 
Stimulation der Regionen einzeln in Verbindung mit semantischen Kontrollarealen, die Zeit bis 
zur Antwort des Probanden signifikant verlängert war. Es wird also angenommen, dass jede der 
phonologischen Regionen einen eigenen Anteil zur Verarbeitung phonologischer Informationen 
beisteuert. Im Detail bedeutet das, dass sowohl bei effektiver offline Stimulation über SMG als 
A B C D
1 effektiv	offline:	ANG	
+	sham-online:	pIFG
effektiv	offline:	SMG	
+	sham-online:	pIFG
sham-offline:	ANG
	+	effektiv	online:	aIFG
sham-offline:	ANG	
+	effektiv	online:	pIFG
2 effektiv	offline:	ANG	
+	sham-online:	aIFG
effektiv	offline:	SMG	
+	sham-online:	aIFG
sham-offline:	SMG
	+	effektiv	online:	aIFG
sham-offline:	SMG
	+	effektiv	online:	pIFG
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auch bei effektiver online Stimulation über pIFG eine signifikante Verlängerung der 
phonologischen im Vergleich zu den semantischen Reaktionszeiten erwartet wurde.  
Zusammenfassend soll folglich bestätigt werden, dass semantische Verarbeitung weder durch 
alleinige Läsion des aIFG noch des ANG beeinflusst wird und dass pIFG und SMG beide für sich 
einen bedeutenden Teil zur Ausführung phonologischer Aufgaben beitragen. 
Dies impliziert die Hypothese, dass die Stimulation der jeweiligen aktiven Kontrollareale für die 
nicht getestete Aufgabenstellung in der Vorstudie keinen Einfluss auf die entsprechend 
untersuchte Entscheidung genommen hat und somit die Placebostimulation der Kontrollareale zu 
analogen Ergebnissen führt. 
Die genaue Auflistung der erwarteten Ergebnisse für die statistische Auswertung werden zudem 
unter dem Punkt 3.3 Auswertung und in der Tabelle 6 ersichtlich. 
 
 experimentelles Design und statistische Datenauswertung 
Statistisch untersucht und verglichen wurden in diesem Experiment die Mittelwerte der 
Reaktionszeiten und Fehlerraten aller Probanden nach der effektiven Stimulation der vier Areale 
pIFG, aIFG, ANG und SMG (jeweils kombiniert mit Placebo-Stimulation). Alle getesteten 
Bedingungen sind in Tabelle 6 und die einzelnen Stimulationskombinationen in Abbildung 15 
und Tabelle 4 aufgeführt. 
Die Reaktionszeiten wurden mittels Messwiederholungsvarianzanalyse (ANOVA) (SPSS 
Software, Version 21, Chicago, Illinois, USA) anhand der Innersubjektfaktoren TMS (mit den 
vier Faktorstufen aIFG, pIFG, ANG, SMG) und Aufgabe (Faktorstufen Phonologie und 
Semantik) analysiert (4x2 ANOVA), nachdem im Kolmogorov-Smirnov-Test eine 
Normalverteilung sämtlicher Reaktionszeiten zwischen den Probanden bestätigt werden konnte. 
Dafür wurden nur diejenigen Reaktionszeiten für die Datenanalyse verwendet, bei denen korrekt 
geantwortet wurde. Reaktionszeiten für Falschantworten oder fehlende Antworten wurden 
folglich aus der Gesamtwertung genommen. Anhand des Mauchly-Tests konnte für alle 
Bedingungen eine vorliegende Sphärizität angenommen und es mussten daher keine Korrekturen 
der Freiheitsgrade für die Varianzanalyse der Reaktionszeiten vorgenommen werden.  
Abhängig von der Signifikanz des F-Wertes der verschiedenen Faktoren wurden im Anschluss T-
Tests als Paarvergleiche der Reaktionszeiten zur weiteren Analyse durchgeführt.  
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Die Fehlerraten wurden separat ausgewertet. Es zeigte sich keine Normalverteilung der Werte im 
Kolmogorov-Smirnov-Test. Deshalb wurden statt der T-Tests Wilcoxontests als Paarvergleiche 
durchgeführt.  
Ein initiales α-Niveau von p ≤ 0.05 (unkorrigiert) wurde für alle Vergleiche als signifikant 
angesehen. Zusätzlich wurde zur Korrektur multipler Vergleiche für alle post-hoc T-Tests eine 
Bonferroni-Holm-Korrektur angewendet.  
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3 Ergebnisse 
Insgesamt zeigten sich unterschiedliche Effekte der verschiedenen Stimulationsbedingungen auf 
die zwei Sprachaufgaben, die größtenteils den Hypothesen entsprachen. Eine Gesamtübersicht 
aller mittleren Reaktionszeiten und Fehlerraten sowohl dieses Experiments als auch der Vorstudie 
wird in Tabelle 5 dargestellt und im Folgenden näher erläutert. 
 
rTMS 
Kondition 
Semantische Wortentscheidung   Phonologische Wortentscheidung 
  RTs+SEM(ms)  ERs+SEM RTs+SEM(ms) ERs+SEM 
Aktuelle Studie: unifokale rTMS über einem parietalen oder frontalen Areal 
offline: ANG & 
online: placebo 
  972.48 + 41.68  0.0255 + 0.0073    972.07 + 34.33 0.0588 + 0.0228 
offline: SMG & 
online: placebo 
  953.46 + 42.68  0.0294 + 0.0083 1070.33 + 51.96 0.0480 + 0.0108 
offline: placebo 
& online: aIFG 
1007.93 + 42.89  0.0255 + 0.0072   985.00 + 36.41 0.0353 + 0.0116 
offline: placebo 
& online: pIFG 
  958.76 + 37.34         0.0316 + 0.0108 1057.75 + 46.13     0.0657 + 0.0150 
Vorstudie: kombinierte offline und online rTMS über parietalen und frontalen Arealen 
offline: ANG & 
online: aIFG 
1060.67 + 39.84 0.0445 + 0.0068   949.43 + 26.16 0.0269+0.0064 
offline: ANG & 
online pIFG 
 987.35 + 26.06 0.0402 + 0.0095 1047.74 + 28.19 0.0412+0.0076 
offline: SMG & 
online: aIFG 
 988.43 + 34.07 0.0333 + 0.0090 1029.63 + 47.84 0.0431+0.0105 
offline: SMG & 
online: pIFG 
 972.48 + 29.84 0.0402 + 0.0094 1074.92 + 40.59 0.0422+0.0044 
 
Tabelle 5: Mittlere Reaktionszeiten und Fehlerraten der aktuellen Studie und der Vorstudie 
Abgebildet sind sämtliche Mittelwerte der Reaktionszeiten (RT) in Millisekunden (ms) und Fehlerraten (ER) aller 17 
Probanden aus diesem Experiment und im Vergleich dazu die Ergebnisse der Vorstudie. SEM: Standardschätzfehler 
des Mittelwertes.  
Ergebnisse  50 
  Reaktionszeiten 
Die Zusammenfassung der mittleren Reaktionszeiten semantischer und phonologischer 
Entscheidungen nach unifokaler Stimulation parietaler und frontaler Areale ist im Diagramm in 
Abbildung 17 zu sehen.  
Es ergaben sich keine signifikanten Haupteffekte des Faktors TMS (F3,48=1.047; p=0.380), jedoch 
konnten sowohl ein nichtsignifikanter Trend für einen Effekt des Aufgabentyps auf die RT 
(F1,16=4.248; p=0.056) als auch hochsignifikante Interaktionen der Faktoren TMS-Ort und 
Aufgabe voneinander (F3,48=4.934; p=0.005) verifiziert werden. 
 
 
Abbildung 17: Effekte der unifokalen rTMS auf die Reaktionszeiten 
In dem Diagramm werden die Auswirkungen der einzelnen effektiven rTMS dieses Experiments auf die RT 
(Reaktionszeiten) bei der semantischen (rot) und phonologischen (blau) Aufgabe dargestellt. Deutlich werden die 
verlängerten Reaktionszeiten zur Lösung der phonologischen Entscheidungen nach der effektiven Stimulation über 
SMG und pIFG im Vergleich zur semantischen Aufgabe und im Vergleich zwischen den parietalen 
Stimulationsorten ANG und SMG. H:p<0.05, signifikant und Bonferroni-Holm korrigiert; (I):p<0.1 (Trend);   SEM: 
Standardschätzfehler des Mittelwertes 
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 Phonologie 
Basierend auf dem signifikanten Interaktionseffekt der Faktoren TMS-Ort und Aufgabe wurden 
post-hoc T-Tests für abhängige Stichproben gerechnet, um die Unterschiede zwischen den 
Faktorstufen zu überprüfen. Im T-Test für abhängige Stichproben fanden sich signifikant längere 
Reaktionszeiten für die phonologische Aufgabe gegenüber der semantischen Aufgabe nach 
Stimulation von sowohl SMG (t16=3.517; p=0.003) als auch pIFG (t16=3.108; p=0.007). Diese 
Effekte waren auch nach Anwendung der Bonferroni-Holm-Korrektur für multiple 
Paarvergleiche zur Neutralisierung der Alphafehler-Kumulierung signifikant 
(α ≤ 0.05 / 8 = 0.006 > p=0.003 und α ≤ 0.05 / 6 = 0.008 > p=0.007).  
Auch für den Vergleich der Stimulationen der parietalen Regionen SMG und ANG bildeten sich 
signifikante Unterschiede heraus. Die Reaktionszeiten für phonologische Aufgaben nach 
effektiver Stimulation von SMG waren signifikant länger als nach Stimulation des ANG 
(t16=3.205; p=0.006). Dies konnte durch die Bonferroni-Holm-Korrektur  
(0.05/7=0.007 > p=0.006) verifiziert werden. Darüber hinaus zeigte sich ein Trend für längere RT 
nach Stimulation des pIFG im Gegensatz zum aIFG für die phonologische Aufgabe (t16=1.991; 
p=0.064).  
  Semantik 
Die Reaktionszeiten semantischer Entscheidungen der Probanden waren weder nach TMS der 
parietalen Regionen SMG und ANG signifikant unterschiedlich (t16=0.475; p=0.641) noch nach 
der effektiven Stimulation von aIFG und pIFG, wobei im Vergleich der beiden letzteren ein 
deutlicher Trend zu längeren Reaktionszeiten bei semantischer Aufgabendurchführung nach 
Stimulation des aIFG gegenüber der Stimulation des pIFG  vorlag (t16=1.802; p=0.090). 
Zusätzlich ergaben die T-Tests weder für Stimulationen über ANG (t16=0.011; p=0.991) noch 
über aIFG (t16=0.560; p=0.583) signifikante Verlängerungen der Reaktionszeiten für die 
semantische im Gegensatz zur phonologischen Aufgabe. 
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 Fehlerraten 
Die Ergebnisse der Fehlerratenanalyse phonologischer und semantischer Entscheidungen nach 
unifokaler Läsion parietaler und frontaler Regionen sind in Abbildung 18 dargestellt.  
Aufgrund einer Verletzung der Voraussetzung der Normalverteilung (signifikanter Kolmogorov-
Smirnov Test (Z=1.325; p=0.046 für die phonologische Aufgabe und Z=1.356; p=0.039 für die 
semantische Aufgabe)), konnten zur Analyse der Fehlerraten keine Varianzanalysen 
herangezogen werden. Stattdessen wurden die Fehlerraten für die verschiedenen Faktorstufen mit 
nicht-parametrischen Wilcoxon Tests verglichen.  
Diese zeigten, dass die Probanden nach Stimulation des pIFG signifikant mehr Fehler bei 
phonologischen Worteinordnungen als bei semantischen Zuordnungen machten (Z=2.70; 
p=0.006). Außerdem führte die Stimulation des pIFG im Gegensatz zum aIFG zu signifikant 
mehr Fehlern bei der Durchführung phonologischer Entscheidungen (Z=2.62; p=0.007). Diese 
Resultate blieben auch nach Bonferroni-Holm-Korrektur signifikant  
(α=0.05/8=0.00625 > p=0.006 und α=0.05/7=0.0071 > p=0.007). 
Für alle weiteren Vergleiche der Fehlerraten ergaben sich keine signifikanten Effekte  
(alle p >0.18). 
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Abbildung 18: Effekte der unifokalen rTMS auf die Fehlerraten 
Dargestellt sind die Effekte der einzelnen effektiven rTMS über den vier Zielarealen auf die Fehlerraten der 
jeweiligen Aufgabenstellung. Nach Stimulation des pIFG wurden signifikant mehr Fehler bei der phonologischen 
Aufgabe gemacht als bei der semantischen (rot) und auch im Vergleich der Stimulation des pIFG mit dem aIFG 
erfolgten signifikant mehr Fehler in der phonologischen Aufgabe (blau). H:p<0.05, Bonferroni-Holm-korrigiert; 
SEM: Standardschätzfehler des Mittelwertes; ER: Fehlerrate (Error Rate) 
 
 Auswertung 
Zusammenfassend konnte die vorliegende Studie die Ergebnisse der Vorstudie bestätigen. Dabei 
zeigten sich unterschiedliche Effekte der unifokalen TMS über phonologischen und semantischen 
Arealen auf die beiden Aufgabentypen. Die Hypothesen und Ergebnisse der vorliegenden Studie 
sind in Tabelle 6 zusammengefasst. Bei einem insgesamt vergleichbaren Versuchsaufbau zur 
Vorstudie konnte die vorliegende Studie zeigen, dass entsprechende Ergebnisse auch bei 
effektiver Stimulation nur einer der Regionen in Kombination mit Placebo-Stimulation eines 
anderen Areals erzielt werden können. Für die phonologische Aufgabe zeigte sich dabei, dass 
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schon die unifokale TMS eines phonologischen Areals (SMG oder pIFG) ausreicht, um die 
Reaktionszeiten signifikant zu beeinträchtigen.  
Nachfolgend werden die statistischen Ergebnisse im Zusammenhang sowohl für die 
Reaktionszeiten als auch die Fehlerraten bei phonologischen und semantischen Aufgaben 
detailliert ausgewertet. 
 
A 
 Hypothese 
Reaktionszeiten 
Bestätigung im 
Kontrollexperiment? 
Bestätigung in der 
Vorstudie? 
unifokal SMGphon > SMGsem ja ja 
  SMGphon > ANGphon ja ja 
  pIFGphon > pIFGsem ja ja 
  pIFGphon > aIFGphon Trend Trend 
  ANGsem = ANGphon ja, kein sign.Unterschied ja, kein sign.Unterschied 
  aIFGsem = aIFGphon ja, kein sign.Unterschied ja, kein sign.Unterschied 
  aIFGsem = pIFGsem nein, Trend aIFGsem > pIFGsem ja, kein sign.Unterschied 
  ANGsem = SMGsem ja, kein sign.Unterschied ja, kein sign.Unterschied 
B Hypothese Fehlerraten 
 
  
unifokal SMGphon > SMGsem nein   
  SMGphon > ANGphon nein   
  pIFGphon > pIFGsem ja   
  pIFGphon > aIFGphon ja   
  ANGsem = ANGphon ja, kein sign.Unterschied   
  aIFGsem = aIFGphon ja, kein sign.Unterschied   
  aIFGsem = pIFGsem ja, kein sign.Unterschied   
  ANGsem = SMGsem ja, kein sign.Unterschied   
 
Tabelle 6: Statistisch getestete Hypothesen und Ergebnisse 
Aufgeführt sind sämtliche Hypothesen und Vergleiche (A) für die Reaktionszeiten und (B) für die Fehlerraten. In der 
ersten Spalte sind alle statistisch überprüften Bedingungen aufgeführt. Die zweite Spalte zeigt die Ergebnisse der 
vorliegenden Studie, in der dritten Spalte sind die Resultate für die in der Vorstudie getesteten Bedingungen zu 
sehen. phon: phonologische Aufgabe; sem: semantische Aufgabe; sign.: signifikant; >: längere Reaktionszeiten oder 
höhere Fehlerrate.  
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  Phonologie 
Die Ergebnisse der vorliegenden Studie zeigen, dass sowohl der pIFG als auch der SMG für die 
Verarbeitung und Durchführung phonologischer Aufgaben von Bedeutung sind. Nach unifokaler 
Stimulation beider Areale in Kombination mit einer Placebo-Stimulation waren die 
Reaktionszeiten der Probanden für phonologische Aufgabenstellungen signifikant verlängert 
gegenüber semantischen Aufgaben (mittlere Reaktionszeiten SMG: phonologische Aufgabe: 
1059.49±49.76 ms, semantische Aufgabe: 953.45±44.56 ms; pIFG: phonologische Aufgabe: 
1062.78±42.38 ms, semantische Aufgabe: 959.52±38.08) (siehe Abbildung 17). Auch im 
Vergleich der effektiven parietalen Stimulationen wurde ersichtlich, dass die Probanden nach 
offline SMG-Stimulation signifikant längere Zeiten benötigten, um phonologische  
Worteinordnungen vorzunehmen als nach ANG-Stimulation. Dieses Ergebnis bestätigte sich 
zudem im Trend für den Vergleich der Ergebnisse nach Stimulation der frontalen Regionen pIFG 
und aIFG für die phonologische Aufgabe. Diese Ergebnisse zeigen, dass schon eine unifokale 
virtuelle Läsion eines der beiden phonologischen Areale ausreicht, um die Verarbeitung 
phonologischer Informationen signifikant zu beeinträchtigen. Somit kann geschlussfolgert 
werden, dass sowohl pIFG als auch SMG einen bedeutenden Anteil an der kortikalen 
Prozessierung phonologischer Entscheidungen haben. Außerdem lassen diese Ergebnisse 
vermuten, dass weder SMG noch pIFG einen Beitrag zur Kompensation einer Läsion des 
jeweiligen anderen Areals leisten konnte, die effektiv genug gewesen wäre, eine 
Beeinträchtigung der Reaktionszeiten phonologischer Aufgaben zu verhindern. 
Es kann infolgedessen geschlussfolgert werden, dass unabhängig davon, ob die Läsion bifokal 
oder unifokal über phonologischen Regionen gesetzt wurde, die phonologische Verarbeitung 
beeinflusst wird.  
In der Analyse der Fehlerraten (Abbildung 18) wurde deutlich, dass eine pIFG-Stimulation zu 
signifikant mehr Fehlern bei phonologischen Entscheidungen im Vergleich zum Kontrollareal 
aIFG sowie im Vergleich zu semantischen Aufgaben führte. Diese Ergebnisse bestätigen die 
enorme Relevanz des pIFG für eine korrekte phonologische Verarbeitung. Die Verlängerung 
allein der Reaktionszeit zeigt einen Zusammenhang zwischen der stimulierten Region und der 
untersuchten Funktion an. Kann jedoch zusätzlich auch die Fehlerrate beeinträchtigt werden, 
spricht dies für eine umso bedeutendere Aufgabe des Areals bei der nicht nur zeitlich 
angemessenen, sondern auch präzisen Bearbeitung der Einordnung.  
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 Semantik 
Nach effektiver unifokaler TMS der semantischen Regionen ANG und aIFG konnten keine 
signifikanten Unterschiede in den Reaktionszeiten und Fehlerraten der semantischen im 
Vergleich zur phonologischen Aufgabendurchführung dokumentiert werden (Abbildung 17 und 
Abbildung 18). Die Reaktionszeiten für die semantische Prozessierung waren folglich nach 
Stimulation von aIFG (mittlere Reaktionszeiten phonologische Aufgabe: 984.76±34.86 ms; 
semantische Aufgabe: 1007.73±40.66 ms) und ANG (mittlere Reaktionszeiten phonologische 
Aufgabe: 971.56±33.32 ms; semantische Aufgabe: 972.30±42.05 ms) im Vergleich zur 
phonologischen Aufgabe nicht signifikant unterschiedlich. Im Vergleich zu den phonologischen 
Kontrollarealen SMG und pIFG konnte für semantische Entscheidungen allenfalls ein Trend zu 
längeren Reaktionszeiten nach aIFG-Stimulation im Vergleich zu pIFG abgezeichnet werden 
(Abbildung 17). Dies verdeutlicht, dass durch eine virtuelle Läsion nur eines der beiden 
semantischen Areale ANG und aIFG keine signifikante Beeinträchtigung der Verarbeitung der 
semantischen oder phonologischen Aufgabe erfolgte. Dennoch weist der vorliegende Trend 
womöglich auf einen größeren Beitrag des aIFG als des ANG an semantischer Verarbeitung oder 
jedoch auf einen besseren Kompensationsmechanismus des aIFG nach Läsion des ANG hin 
(siehe auch spezifische Bedeutung des aIFG und ANG für die Semantik). 
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4 Diskussion  
Die vorliegende Studie untersuchte die Interaktionen zwischen linkshemisphärischen parietalen 
und frontalen Regionen während der Einordnung von auditorisch präsentierten Wörtern in 
phonologische und semantische Kategorien. Dies ermöglichte eine eindeutige Zuordnung der 
beiden Areale SMG und pIFG zur phonologischen Verarbeitung. Basierend auf den Ergebnissen 
einer Vorstudie konnte zudem ein gemeinsamer Beitrag der Areale ANG und aIFG zur 
semantischen kortikalen Verarbeitung nachgewiesen werden.  
Im Gegensatz zur Vorstudie, in der vor allem die Beiträge beider Areale gemeinsam 
herausgearbeitet und dadurch nur Hypothesen zum jeweiligen Einzelbeitrag der Regionen 
aufgestellt werden konnten, befasste sich die vorliegende Studie damit, den Einzelbeitrag jeder 
Region zu untersuchen, um experimentell fundierte Erkenntnisse über die funktionelle Relevanz, 
Kompensationsmöglichkeiten und Interaktionen der einzelnen Regionen zu erlangen. 
Hierdurch konnten zum ersten Mal mit Hilfe konditionierender (offline) und direkt 
interferierender (online) TMS-Effekte nicht nur Einzelregionen für die Verarbeitung von 
phonologischen und semantischen Aufgaben analysiert werden, sondern zwei anatomisch 
unterschiedliche parieto-frontale Netzwerke, die eine Bedeutung für phonologische und 
semantische Worteinordnung haben, identifiziert und die funktionelle Abhängigkeit der Regionen 
untereinander untersucht werden. 
 
 Phonologie 
Die eingangs aufgestellte Hypothese eines voneinander separaten Beitrags der beiden 
phonologischen Areale für die Einordnung von Wörtern nach ihrer Silbenzahl konnte durch die 
unifokale Läsion von linkem SMG und pIFG bestätigt werden. Die Studie unterstützt somit die 
Befunde aus vorherigen Untersuchungen (z.B. Devlin et al., 2003; Gough et al., 2005; Poldrack 
et al., 1999; Price et al., 1997; Sliwinska et al., 2012), dass beide Areale eine Rolle für die 
phonologische Verarbeitung spielen, da Läsionen nur eines Areals (und auch beider Regionen) 
die Probanden bei phonologischen, jedoch nicht semantischen Worteinordnungen beeinflusste.  
In der Vorstudie konnte eruiert werden, dass sowohl nach effektiver offline Stimulation des SMG 
als auch nach online Stimulation des pIFG unabhängig vom jeweiligen anderen Stimulationsort 
die Reaktionszeiten für phonologische Entscheidungen im Vergleich zu semantischen Aufgaben 
sowie im Vergleich zum entsprechend kortikal gelegenen semantischen Areal verlängert waren 
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(siehe Abbildung 6 A und B). Zusätzlich wurde beschrieben, dass kein gesteigerter Effekt auf die 
Reaktionszeiten nach multifokaler Stimulation phonologischer Areale im Vergleich zu unifokaler 
Stimulation eines phonologischen Areals pIFG oder SMG in Kombination mit Stimulation einer 
semantischen Region vorlag. Dies ließ vermuten, dass beide Regionen für effiziente 
phonologische Entscheidungen von Bedeutung sind und ein Areal die Läsion der jeweiligen 
anderen Region nicht kompensieren kann. In der vorliegenden Studie konnte zudem 
ausgeschlossen werden, dass dieses Ergebnis auf Einflüsse der effektiven Kontrollstimulationen 
beruht, da hier eine Placebo-Stimulation statt einer aktiven Kontrollbedingung eingesetzt wurde. 
Trotz der alleinigen effektiven Stimulationen nur eines der beiden phonologischen Areale 
konnten signifikante Reaktionszeitverlängerungen im Vergleich zur Bearbeitung semantischer  
Fragestellungen aufgezeigt werden, sodass zusammenfassend die Hypothese eines beträchtlichen 
Beitrags beider Regionen für die korrekte Bearbeitung phonologischer Worteinordnungen 
bestätigt werden kann. 
Dieses Ergebnis passt zu anderen Studien, die belegten, dass eine gemeinsame Stimulation 
homologer Areale keine Steigerung störender Effekte gegenüber unifokalen Stimulationen 
hervorruft (hier jeweils des rechten und linken, sowie bilateralen SMG (Hartwigsen et al., 2010a), 
aIFG und pIFG (Hartwigsen et al., 2010c)).  
Es zeigte sich ein unerwarteter nicht signifikanter Trend im Haupteffekt der Aufgabe auf die 
Reaktionszeiten (ohne Betrachtung der TMS-Effekte). Gemeinsam mit der Feststellung, dass sich 
in der Abbildung 18 nach sämtlichen Stimulationen eine höhere Fehlerrate (wenn auch nicht bei 
allen signifikant) für die phonologische Verarbeitung im Vergleich zur semantischen Aufgabe 
darstellt, könnte somit die Hypothese von einer insgesamt erhöhten Schwierigkeit des 
phonologischen Aufgabentyps entstehen. Daneben wäre es jedoch auch möglich, dass 
phonologische Entscheidungen insgesamt längere Prozesszeiten benötigen als semantische 
Aufgabendurchführungen.  
Démonet und Mitarbeiter (1992) vermuteten beispielsweise eine verlängerte Verarbeitungszeit 
für phonologische Aufgaben aufgrund von innerem Sprechen, also gedanklicher Wiederholung 
des Stimulus sowie Einschaltung des Arbeitsgedächtnisses (Baddeley, 1992) für die Aufnahme 
des Stimulus und Durchführung der phonologischen Entscheidung. Damit könnte ein erhöhter 
Schwierigkeitsgrad der phonologischen Aufgabe und somit sowohl verlängerte Reaktionszeiten 
als auch erhöhte Fehlerraten (Abbildung 18) erklärt werden. Sollte dies jedoch tatsächlich in 
diesem Experiment einen Einfluss gehabt haben, müssten auch nach Stimulation der 
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semantischen Regionen aIFG und ANG deutlich längere Reaktionszeiten für die Durchführung 
der phonologischen Aufgabe ersichtlich geworden sein. Hier zeigten sich jedoch eher kürzere 
Reaktionszeiten der Probanden im Vergleich zur semantischen Aufgabe (Abbildung 17). Zudem 
konnte in Vorstudien auch herausgestellt werden, dass sich weder in einer fMRT-Studie ohne 
virtuell verursachte Läsionen (Baumgaertner et al., 2013), noch unter Placebo-
Stimulationsbedingungen (Hartwigsen & Siebner, 2011) semantische und phonologische 
Aufgaben in ihrem Schwierigkeitsgrad unterscheiden. Auch im Vergleich mit einer perzeptuellen 
Aufgabe zeigten sich keine Hinweise für einen erhöhten Schwierigkeitsgrad phonologischer 
Entscheidungen (Hartwigsen et al., 2010a). Auch wird aus Abbildung 17 deutlich, dass nach 
Stimulation des SMG und pIFG Reaktionszeiten für phonologische Entscheidungen im Vergleich 
zu semantischen stark verlängert waren und dadurch schlussfolgernd einen großen Teil des 
Effekts ausmachten, der vermutlich den vorliegenden Trend erklären könnte. 
Somit wird der nicht signifikante Haupteffekt des Faktors Aufgabe auf die Reaktionszeiten (ohne 
Betrachtung des TMS-Effekts), welcher auch in T-Tests zudem keine Signifikanz erreichte, eher 
in den sehr starken Effekten nach Stimulation des pIFG und SMG begründet und nicht als 
Resultat einer grundsätzlich schwierigeren Aufgabe gesehen.  
Bezüglich der Fehlerraten ist zu betonen, dass diese, wie auch im Ergebnis des Kolmogorov-
Smirnov-Tests bestätigt wurde, zwischen den Probanden sehr stark schwankten, die Streuung 
folglich groß war und vor allem in der Phonologie in großen Standardabweichungen resultierte. 
Dies führte dazu, dass ein Effekt bei relativ kleiner Probandenzahl und hoher Varianz eher 
schwierig nachzuweisen war, wobei die entstandenen signifikanten Effekte umso bedeutender 
werden. Zudem spricht, wie bereits erwähnt, die Beeinflussung der Fehlerrate neben der 
Reaktionszeit vorrangig für einen intensiveren Beitrag des Areals zur untersuchten Funktion und 
würde bei unveränderter Fehlerrate keinesfalls eine Beteiligung bei der Einordung ausschließen. 
Zu diesen Interpretationen muss jedoch angemerkt werden, dass es in Vorstudien Diskussionen 
sowohl zum Schwierigkeitsgrad phonologischer Aufgaben (Démonet et al., 1992) als auch zur 
Vergleichbarkeit semantischer und phonologischer Reaktionszeiten (Baumgaertner et al., 2013; 
Hartwigsen & Siebner, 2011) gegeben hat und dies in der vorliegenden Studie nicht endgültig 
geklärt werden kann. 
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 Beitrag des SMG und pIFG zu phonologischen Entscheidungen 
Die vorliegenden Ergebnisse einer Beeinträchtigung der phonologischen Aufgabe nach 
unifokaler TMS über dem SMG oder pIFG in dem gleichen Maße wie nach multifokaler TMS 
beider Areale lassen verschiedene Interpretationen zu. Zum einen ist es möglich, dass beide 
Areale einen voneinander unabhängigen Beitrag leisten und die Läsion einer Region nicht durch 
die unbeschädigte kompensiert werden kann. Der unterschiedliche Beitrag jeder der beiden 
Gebiete wäre somit notwendiger Bestandteil einer sicheren phonologischen Entscheidung. Würde 
daher ein Bereich beschädigt werden, reicht die Funktion des anderen nicht mehr für eine 
entsprechend schnelle Reaktion aus. Die unterschiedlichen, jedoch jeweils essenziellen Anteile, 
die dabei jedem Areal zugeschrieben werden, können durch die Ergebnisse der vorliegenden 
Studie nicht näher eruiert werden. Es wurden jedoch Hypothesen darüber aufgestellt, dass beiden 
Regionen verschiedene Aufgaben in der von A. Baddeley (1992) postulierten phonologischen 
Schleife zugeordnet werden können (siehe auch unter 1.3 und Abbildung 19). Zu dieser Thematik 
legten Vigneau et al. (2006) dar, dass der SMG vornehmlich an der Bearbeitung von Aufgaben 
beteiligt ist, welche das Arbeitsgedächtnis betreffen. Auch Fernandez et al. (2004) postulierten, 
dass der SMG ein Bindeglied zwischen auditorischer Wahrnehmung und interner 
Wortdarstellung darstellt, nachdem von Becker et al. (1999) in einer Metaanalyse das BA40 
(SMG) als Bestandteil des phonologischen Speichersubsystems des Arbeitsgedächtnisses 
identifiziert wurde.  
Dem pIFG wurde dahingegen eher eine exekutive Rolle in der phonologischen Beurteilung 
zugeschrieben (Romero et al., 2006). Auch Vallar und Papagno (2002) konnten zeigen, dass das 
BA44 (pIFG) mit dem Prozess des inneren Sprechens (‚Rehearsal’) und der SMG eher mit dem 
phonologischen Kurzzeitspeicher assoziiert wird (Deschamps et al., 2014). 
Sowohl der Prozess der inneren Wiederholung (‚Rehearsal’) als auch die Nutzung des 
Kurzzeitspeichers ist für die Durchführung der phonologischen Aufgabe in diesem Experiment 
durchaus denkbar. Nach A. Baddeley (2003) beinhaltet die Verarbeitung auditorischer Stimuli 
auf phonologischer Ebene nämlich zunächst nicht allein die phonologische Analyse (in diesem 
Fall der Silbenzahl) sondern dafür auch die innerliche sprachliche Wiederholung, den 
„Rehearsal“-Prozess, um aus den kurzzeitig gespeicherten Wörtern eine Silbenzahl ermitteln zu 
können (siehe Abbildung 19). Obwohl die Aufgabenstellung in der vorliegenden Studie keine 
sprachliche Lautantwort des Probanden erforderte, ist es daher durchaus denkbar, dass die 
Probanden eventuell sogar in unterschiedlichem Ausmaß den „Rehearsal“-Prozess und das 
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Kurzzeitgedächtnis für die Lösung gebrauchten. Aus diesen möglichen individuellen 
Verarbeitungsunterschieden könnten zudem auch die großen Varianzen zwischen den Probanden 
vor allem in den Fehlerraten der phonologischen Entscheidungen verglichen mit der 
semantischen Aufgabe resultiert haben. 
 
Abbildung 19: Phonologische Schleife nach A. Baddeley (2003) 
Funktionelles Modell der phonologischen Schleife: a-phonologische Analyse; b-Kurzzeitspeicher (STS); c-
Programmierung des Gesprochenen; d-visuelle Analyse - Umwandlung der Grapheme in Phoneme; Die 
auditorischen Informationen gelangen direkt in den phonologischen Speicher und anschließend in einen 
Zwischenspeicher, indem sie für den Wiederabruf oder dem ‚Rehearsal’-Prozess zur Verfügung stehen.   
Die in diesem Experiment präsentierten auditorischen Stimuli (links) wurden vermutlich zunächst einer 
phonologischen Analyse unterzogen und gelangten nachfolgend automatisch in den phonologischen Speicher 
(womöglich den SMG). Sobald die Stimuli nicht nur unterbewusst aufgenommen werden mussten, sondern 
bestimmte phonologische Kriterien herausgearbeitet werden sollten (hier die Silbenzahl), wurde der ‚Rehearsal-
Prozess’ notwendig. Dies bedeutet, dass beim ‚Zählen’ der Silben das Wort womöglich automatisch innerlich 
wiederholt wurde. Für den ‚Rehearsal-Prozess’ und auch die phonologische Analyse kann vermutlich der pIFG 
verantwortlich gemacht werden. 
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 TMS-Läsionsausbreitung im phonologischen Netzwerk 
Alternativ können die vorliegenden Ergebnisse dadurch erklärt werden, dass sich der hemmende 
Effekt auch nach unifokaler Stimulation über anatomische Verbindungen ausgebreitet hat und bei 
Durchführung der phonologischen Aufgabe bereits die Funktion sowohl im linken pIFG als auch 
im SMG beeinträchtigt wurde. Dies würde zudem erklären, weshalb in der Vorstudie kein 
additiver Effekt nach multifokaler Stimulation gezeigt werden konnte. 
Es ist bekannt, dass der IFG über den Fasciculus arcuatus und longitudinalis superior mit dem 
posterioren temporalen Kortex verbunden ist (Catani et al., 2005; Poeppel et al., 2012). 2008 
konnte durch Saur et al. das von Hickock und Poeppel (2004) aufgestellte Modell dualer 
temporo-frontaler Verarbeitungswege der Sprache mit Hilfe von Diffusionstensorbildgebung 
(DTI)  anatomisch untermauert werden.  
In dieser Studie (Saur et al., 2008) wurde zunächst eine dorsale Bahn zwischen dem Gyrus 
temporalis superior und dem prämotorischen Kortex gefunden, welche über den Fasciculus 
arcuatus und Fasciculus longitudinalis superior verbunden sind. Der dorsalen Bahn konnten dabei 
Aufgaben in der sensomotorischen Transformation zugeschrieben werden. Des Weiteren konnte 
eine ventrale Bahn zwischen dem Gyrus temporalis medius und dem ventrolateralen präfrontalen 
Kortex über die Capsula extrema identifiziert werden. Die Funktion dieser Bahn wurde vor allem 
in der semantischen Verarbeitung gesehen. 
Zudem konnte gezeigt werden, dass auch der SMG strukturelle Verbindungen sowohl zu 
auditorischen temporalen Assoziationsgebieten als auch zum pIFG aufweist (Catani et al., 2005; 
Rushworth et al., 2006; Stoeckel et al., 2009). 
Auf der Grundlage dieser Erkenntnisse wurden in einer Studie (siehe Abstract von Klein et al., 
2013) strukturelle Verbindungen zwischen parietalen und frontalen Spracharealen untersucht. 
Mithilfe der Fasertraktographie konnten dabei die wahrscheinlichsten anatomischen 
Verbindungen zwischen den definierten Regionen identifiziert werden. Die Ergebnisse 
erweiterten das ursprüngliche Model eines fronto-temporalen Netzwerkes um die spezifischen 
parietalen Regionen, welche auch in der vorliegenden Studie analysiert wurden. Dabei zeigte sich 
eine strukturelle Verbindung der beiden Kernregionen SMG und pIFG über eine dorsale Bahn, 
welche dem Fasciculus arcuatus und dem Fasciculus longitudinalis superior entspricht 
(Abbildung 20). Die Verbindung der semantischen Areale (aIFG und ANG) stellt im Vergleich 
mit den phonologischen Arealen eine eher lange Verbindung über den mittleren longitudinalen 
Faszikel und die Capsula externa dar (siehe semantisches Netzwerk).  
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In Abbildung 20 wird folglich ersichtlich, dass die Verbindung der phonologischen Areale pIFG 
und SMG wesentlich kürzer ist als diejenige zwischen den beiden semantischen Regionen. Eine 
Depolarisation durch Stimulation einer der beiden Regionen benötigt somit vermutlich weniger 
Zeit um sich zur anderen, nicht-stimulierten phonologischen Region auszubreiten. Dies kann also 
die Vermutung stützen, dass eine Läsion eines der beiden phonologischen Areale eine zügige 
Ausbreitung der Störung auf beide Areale zur Folge hat und deshalb die Beeinträchtigung eines 
Gebiets ausreicht, um die phonologische Verarbeitung zu unterbrechen und eine multifokale 
Stimulation zu keiner stärkeren Beeinflussung führt als die unifokale. 
 
 
Abbildung 20: Wahrscheinlicher Faserverlauf zwischen parietalen und frontalen Regionen (aus: Klein et al., 
2013) 
(A) Mittlere maximale Intensitätsprojektionskarten auf Grundlage der Berechnung der mittleren Anisotropie der 17 
Probanden der Vorstudie im MNI-System. Die Farbkodierung steht für den mittleren PIBI-Wert der Gruppe 
(Wahrscheinlichkeitsindex dafür, dass ein gesuchtes Faserbündel abgebildet wird). 
(B) Dreidimensionale Traktographie, welche die räumliche Ausdehnung der Verbindungen der phonologischen 
(blau) und semantischen (rot) Areale darstellt. Startpunkte der Traktographie werden mit einem Radius von 4mm 
dargestellt. 
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Dass sich Effekte der TMS nicht nur auf die stimulierte Region, sondern zusätzlich auch auf 
fernab liegende Areale auswirken, wurde auch in anderen Studien beschrieben. Ziemann (2010) 
zeigte beispielsweise, dass die durch TMS hervorgerufenen Effekte genauso gut durch 
Modifikationen entfernter neuronaler Aktivitäten beeinflusst werden können wie durch die 
lokalen direkt hervorgerufenen Läsionen. Anschaulich verdeutlichten auch Ishitobi et al. (2000) 
an einer Patientin mit Epilepsie, dass Sprachstörungen, die der Stimulation basal temporaler 
Sprachregionen zugeschrieben wurden, vor allem in anschließenden entfernten Entladungen im 
linken Gyrus temporalis superior begründet waren. Daher ist es von Bedeutung, darauf 
hinzuweisen, dass je nach TMS-Protokoll verschiedene Neurone auf unterschiedliche Weise 
beeinflusst werden können und die Effekte die lokalen Stimulationseffekte womöglich weit 
überschreiten können (Siebner & Rothwell, 2003). Diese entfernten Effekte sind bis jetzt jedoch 
nicht vorhersehbar und treten zudem nicht unbedingt in allen Versuchsabläufen auf. Cai et al. 
(2012) zeigten dazu in einer TMS-fMRT-Studie, dass eine Stimulation der rechten 
präsupplementären motorischen Region spezifisch die Reaktionszeit auf ein Stoppsignal 
beeinflusste und keine anderen Verhaltensänderungen oder Effekte in anderen Arealen des 
dorsomedialen frontalen Kortex hervorrief. Sie schlussfolgerten daraus, dass keine Ausbreitung 
des virtuellen Läsionseffekts erfolgte und nur lokale Reaktionen auftraten. Diese Interpretation ist 
jedoch dadurch erschwert, dass lokale Veränderungen der kortikalen Aktivierung oft nicht 
eindeutig mit bestimmten Stimuli, Aufgaben oder Störungen assoziiert werden können. 
Es kann daher in der vorliegenden Studie nicht sicher beurteilt werden, ob die hervorgerufene 
unifokale Läsion eines phonologischen Areals durch auf andere Kortexareale übergreifende 
Effekte bereits eine „Doppelläsion“ beider phonologischer Areale hervorgerufen hat oder die 
virtuelle Läsion jeweils nur einen lokalen Einfluss nahm.  
 
 Semantik 
In der Vorstudie konnten dem ANG gemeinsam mit dem aIFG eine Bedeutung für die 
semantische Verarbeitung zugeteilt werden. Diese Befunde stehen im Einklang mit vorherigen 
Studien. Beispielsweise wurde durch Mummery et al. (1998) eine starke Aktivierung im 
inferioren parietalen Kortex (dessen Teilgebiet u.a. der ANG darstellt) während der 
Durchführung semantischer Aufgaben gefunden. Zudem konnten Devlin et al. (2003) im fMRT 
Aktivierungen im aIFG während der semantischen Entscheidung im Kontrast zu phonologischen 
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Aufgaben dokumentieren. Beispielhaft können weiterhin die Studie von Mechelli et al. (2007) 
sowie die Metaanalyse von Binder et al. (2009) genannt werden, in welchen sowohl einem Teil 
des aIFG als auch dem ANG bedeutende Anteile bei der Ausführung semantischer Aufgaben 
zugeschrieben wurden. Die vorliegenden Untersuchungen jedoch liefern in dieser und der 
Vorstudie zusammenfassend die ersten Belege dafür, dass beide Areale zusammenwirkend an 
semantischen Entscheidungen beteiligt sind und die funktionelle Integrität eines Areals an 
Bedeutung zunimmt, sobald das andere in seiner Funktion eingeschränkt wird. 
 gegenseitige Beeinflussung des aIFG und ANG bei der Bearbeitung der 
semantischen Aufgabe 
Die Erkenntnisse bisheriger Untersuchungen können durch den neuen Befund erweitert werden, 
dass beide Regionen eine virtuelle Läsion des jeweils anderen Areals kompensieren können und 
somit an der Verarbeitung der kortikalen Analyse von Wortbedeutungen beteiligt sind. Begründet 
werden kann dies anhand der Reaktionszeiten und vor allem der Fehlerraten im Vergleich 
zwischen den uni- und bifokalen Stimulationen der beiden semantischen Areale (ANG und 
aIFG). Obwohl sich nach unifokaler Stimulation der semantischen Regionen keine signifikanten 
Unterschiede zwischen der semantischen und der phonologischen Aufgabe herausstellen ließen, 
konnten für die multifokale Stimulation in der Vorstudie längere Reaktionszeiten gegenüber der 
einzelnen Stimulationen der semantischen Areale nachgewiesen werden. Zusammen mit den 
Ergebnissen der Vorstudie weisen die vorliegenden Befunde daher darauf hin, dass nur eine 
kombinierte multifokale TMS des ANG und aIFG zu einer signifikanten Beeinträchtigung der 
semantischen Verarbeitung führte, eine unifokale Störung eines der beiden Areale jedoch 
kompensiert werden konnte. Die eingangs aufgestellte Hypothese einer gegenseitigen 
kompensatorischen Interaktion zwischen aIFG und ANG wird damit belegt.  
Die Stimulation einer der beiden Regionen reicht somit nicht aus, um die Analyse der Bedeutung 
von Wörtern effektiv und signifikant zu beeinflussen. Jedoch weisen die Ergebnisse der 
vorliegenden Studie darauf hin, dass eine gewisse (nicht-signifikante) Beeinträchtigung 
semantischer Entscheidungen auch schon durch unifokale Stimulation des aIFG vorliegt (siehe 
Abbildung 17). Dieser Befund lässt vermuten, dass zwar beiden Arealen bestimmte 
Hauptaufgaben in der Bearbeitung semantischer Wortentscheidungen zugeordnet werden können, 
bei Ausfall einer Region die andere unbeschädigte Region aber einen Großteil der Aufgaben der 
geschädigten übernehmen kann, um die Worteinordnung noch effektiv vornehmen zu können. 
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Diese Schlussfolgerung könnte zudem erklären, warum in Vorstudien bei unterschiedlichen 
Aufgaben mit rein funktioneller Bildgebung in beiden Arealen Aktivität während semantischer 
Aufgaben zu verzeichnen war (Seghier et al., 2004).  
Allerdings ist zu bemerken, dass in vorherigen TMS-Studien mit hohen Stimulationsintensitäten 
auch bei unifokaler TMS über dem aIFG eine Beeinflussung der semantischen Aufgabe gezeigt 
werden konnte (zum Beispiel Devlin et al., 2003 bei 110% der RMT). Dies könnte darauf 
hinweisen, dass beide Areale keine vollständig identische Bedeutung für die semantische Analyse 
innehaben, sondern sich nur in einigen, vorrangig für die hier genutzte Aufgabenstellung 
relevanten Funktionen überschneiden. Sobald jedoch, wie bei Devlin et al. (2003), eine stärkere 
virtuelle Läsion erfolgte, kann keine vollständige Kompensation mehr stattfinden, da spezifische 
Funktionen beider Areale benötigt werden.  
In der vorliegenden Studie wurden auf Grund von Vorerfahrungen (Hartwigsen et al., 2010a) aus 
Sicherheitsgründen keine höheren Stimulationsintensitäten gewählt. Es ist dennoch durchaus 
denkbar, dass die Stärke und Ausbreitung der Läsion einen Einfluss auf die 
Kompensationsfähigkeit des gesunden Areals nehmen können, denn umso stärker und 
ausgedehnter die Störung ist, umso mehr Funktionen müssen ersetzt werden. In klinischen 
Läsionsstudien an Patienten (Dronkers et al., 2004) wurde verdeutlicht, dass nach Schlaganfällen 
sowohl der Region des ANG als auch des aIFG deutliche Beeinträchtigungen der semantischen 
Verarbeitung auftraten.  
 spezifische Bedeutung des aIFG und ANG für die Semantik 
Im Abschnitt 3.3.2 ‚Auswertung - Semantik’ wurden die nichtsignifikant längeren 
Reaktionszeiten nach aIFG-Stimulation im Vergleich zu ANG thematisiert (Abbildung 17). Diese 
Ergebnisse könnten ein Hinweis darauf sein, dass entweder eine alleinige Stimulation des aIFG 
die semantische Verarbeitung stärker beeinträchtigt und damit seine funktionelle Relevanz größer 
ist oder aber darauf, dass der aIFG eine Läsion des ANG effektiver kompensieren kann. Die erste 
der beiden Hypothesen würde dafür sprechen, dass der aIFG einen relevanteren Beitrag für die 
Lösung der hier vorgegebenen Aufgabe beisteuert als der ANG. Um eine dieser Hypothesen 
bestätigen und die Ursache näher analysieren zu können, sind allerdings weitere Untersuchungen 
notwendig. 
Letztlich konnte insgesamt gezeigt werden, dass eine rTMS eines der beiden Areale aIFG und 
ANG nicht ausreichte um eine funktionelle Beeinträchtigung hervor zu rufen, da vermutlich 
Diskussion  67 
beide Areale bei einer Läsion der jeweils anderen Region die Funktionsstörung unterschiedlich 
effektiv kompensieren können. Um daher die Reaktionszeiten für die Verarbeitung semantischer 
Aufgaben beeinflussen zu können, musste gemeinsam über aIFG und ANG eine bifokale virtuelle 
Läsion induziert werden (Abbildung 6 C). 
Daraus kann geschlussfolgert werden, dass die funktionelle Bedeutung des einen semantischen 
Areals von der Integrität und Funktion des anderen abhängig ist und Läsionen untereinander 
kompensiert werden können.  
Diese Hypothese konnte im aktuellen Kontrollexperiment untermauert werden. Die in Abbildung 
6 A und B ersichtlichen Ergebnisse für die semantischen Areale wurden bestätigt, indem auch 
nach Ersatz einer effektiven Kontrolle mit einem Placebo-Kontrollareal analoge Ergebnisse 
erzielt werden konnten. Zusätzlich ist jedoch zu betonen, dass den Ergebnissen dieses 
Kontrollexperiments zufolge eine stärkere funktionelle Integrität des aIFG für semantische 
Entscheidungen oder aber eine bessere Kompensationsfähigkeit von Störungen des ANG durch 
aIFG zugeschrieben werden konnte.  
Wie bereits zuvor postuliert, sind beide Areale trotz der guten Kompensationsmöglichkeit 
vermutlich auf bestimmte Aufgaben spezialisiert. Die Analyse von Läsionen des Gyrus angularis 
zeigte in Vorstudien resultierende kognitive Defizite wie zum Beispiel Alexie (d.h. Lesestörung 
bei erhaltenem Sehvermögen (Reiche, 2003), Agraphie (d.h. Schreibstörung trotz intakter 
Motorik und intaktem Intellekt (Reiche, 2003)) und eine Beeinträchtigung des Satzverständnisses 
(Binder et al., 2009). Der Symptomkomplex aus Agraphie, Akalkulie (d.h. trotz erhaltener 
Intelligenz, Unfähigkeit einfachste Rechenaufgaben zu lösen (Reiche, 2003)), Finger- und 
Zehenagnosie (d.h. Störung der Erkennung trotz intakter Wahrnehmung (Reiche, 2003)) und 
Links-Rechts-Verwechslung wurde von Gerstmann (1940) als Folge einer Läsion des ANG 
beschrieben, jedoch durch Benton (1961) als eher unspezifischer Symptomkomplex parietaler 
Läsionen revidiert. Der ANG grenzt anatomisch an visuelle, räumliche, auditorische und 
somatosensorische Assoziationsbereiche und könnte somit also supramodales Integrationsgebiet 
sowohl für die Verzahnung von Informationen als auch den Abruf von Wissen verantwortlich 
sein (Geschwind, 1965). Entsprechend wiesen auch Binder et al. (2009) auf die Relevanz des 
ANG in der semantischen Verarbeitung sowohl für die Auffassung von Konzepten als auch die 
Integration dieser in den Kontext hin. Während der ANG in Studien zum Verständnis 
geschriebener und auch gesprochener Wörter (Hart & Gordon, 1990) oder bei semantischer 
Aufgabenstellung im Kontrast zu phonologischer Analyse aktiviert war (Démonet et al., 1992; 
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Mummery et al., 1998), wurde Aktivität im aIFG in vorherigen Studien nur bei Entscheidungen 
über die Bedeutung geschriebener Wörter registriert (McDermott et al., 2003; Poldrack et al., 
1999). 
Die Rolle des aIFG wird dabei dem semantischen Abrufprozess (Price, 2010) und nicht der 
Entschlüsselung der Bedeutung von Wörtern selbst zugewiesen. Price et al. (1999) postulierten 
bereits zuvor, dass der aIFG zwar in die Bearbeitung und Ausführung semantischer Aufgaben 
involviert, jedoch für die eigentliche semantische Verarbeitung nicht absolut notwendig ist. Dies 
unterstützt die Ergebnisse der vorliegenden Studie und der Vorstudie, in denen die Reaktionszeit 
nicht nach unifokaler Stimulation beeinflusst werden konnte und keine vermehrten Fehler im 
Vergleich zur phonologischen Aufgabe gemacht wurden. Fiez (1997) stellte dahingegen die 
Hypothese auf, dass die frontale Region mehr für die Kontrolle semantischer Verarbeitung 
zuständig sei, was jedoch in einer erhöhten Fehlerrate resultieren sollte und somit in der 
vorliegenden Studie nicht bestätigt werden kann.  
Zusammenfassend nahm die Arbeitsgruppe von Binder et al. (2009) an, dass die Verarbeitung 
semantischer Informationen von einem umfassenden Netzwerk reguliert wird, welches für den 
Abruf komplexer und detaillierter Informationen (beispielsweise auf Satzebene) in einem 
größeren Ausmaß genutzt wird als bei weniger intensiven Aufgaben, wie beispielsweise im 
vorliegenden Experiment mit Einzelwörtern. Einen weiteren Beleg dafür, dass die semantischen 
Regionen bei geringerem Schwierigkeitsgrad weniger rekrutiert werden müssen, bieten Wagner 
et al. (2000). Sie zeigten, dass frontale semantische Regionen nach wiederholter 
Stimuluspräsentation weniger Aktivität aufwiesen als nach der ersten. Zusätzlich zeigten Price et 
al. (1994), dass für eine Leseaufgabe die Aktivitäten von Spracharealen bei kurzer 
Darbietungsdauer gegenüber langer Präsentation des Stimulus erhöht waren. Es ist folglich 
denkbar, dass bei der Lösung komplexerer semantischer Aufgaben als in der vorliegenden Studie 
und ohne Wiederholung der gleichen Stimuli, die unifokale Stimulation nur einer semantischer 
Region genügt hätte, um die Bearbeitung zu beeinflussen. Ziel der vorliegenden Untersuchung 
war jedoch die Rekrutierung möglichst rein semantischer kortikaler Verarbeitung. Durch 
komplexere semantische Aufgaben, beispielsweise im Zusammenhang mit autobiografischem, 
emotional bedeutsamem Wissen, wäre die reine Rekrutierung semantischer Areale nicht sicher 
gegeben und es müsste von weiteren, für die Aufgabendurchführung wichtigen kortikalen 
Prozessen ausgegangen werden. Somit könnte bei einer Beeinflussung schwierigerer und 
komplexerer Aufgaben durch TMS eine exakte Zuordnung des stimulierten Areals zu einer 
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Aufgabe erschwert sein. Auch von der Darbietung unterschiedlicher Stimuli für jede Sitzung 
wurde in der vorliegenden Studie Abstand genommen, da die Sitzungen untereinander dann nicht 
präzise hätten verglichen werden können. Die Reihenfolge der Stimuli wurde jedoch 
pseudorandomisiert, um den Erinnerungseffekt zu verringern und den Schwierigkeitsgrad zu 
erhöhen. Zusammenfassend bleibt eine genaue Aufteilung der Aufgaben innerhalb des 
semantischen Netzwerkes offen und sollte eventuell in weiteren Studien anhand differenzierter 
semantischer Aufgabenstellungen erforscht werden. 
 semantisches Netzwerk 
Dass die Einordnung von Wörtern oder Sätzen in einen semantischen Kontext womöglich auf der 
Interaktion strukturell verbundener Netzwerke beruht, über die auch die Kompensationsfähigkeit 
und funktionelle Verknüpfung untereinander erklärt werden kann, legen die Befunde der 
Traktografie der untersuchten Arealen nahe (siehe Klein et al., 2013) (Abbildung 20). Dabei 
stellte sich eine ventrale Verbindung der beiden semantischen Areale aIFG und ANG dar. Diese 
ventrale Bahn kann dem mittleren longitudinalen Faszikel und der Capsula externa zugeordnet 
werden. Aufgrund der im Vergleich zu der dorsalen Route eher langen Verbindung zwischen 
beiden Arealen, kann davon ausgegangen werden, dass eine monosynaptische Verknüpfung der 
semantischen Areale unwahrscheinlich ist. Dies würde bedeuten, dass die Ausbreitung einer 
virtuellen Läsion eines der beiden semantischen Areale langsamer verläuft als zwischen den 
phonologischen Arealen. Dies lässt folglich an der Existenz von akuten Läsionseffekten im nicht 
stimulierten Areal zweifeln. Auch in der Untersuchung von Saur et al. (2008) konnte in einem 
ventralen Bahnsystem, welches sehr gut der ventralen Bahn in der Studie von Klein et al. (2013) 
entspricht, der aIFG als zur ventralen Bahn zugehörige Region aufgeführt werden. Hierbei 
ordnete man der ventralen Bahn einen Stellenwert für die Verarbeitung der Bedeutung von 
Sätzen und Wörtern (einfache und komplexe semantische Verarbeitung) zu. 
Auf Grundlage einer Metaanalyse postulierten auch Vigneau et al. (2006) die Existenz eines 
parieto-frontalen Netzwerkes, welches den ANG mit dem Gyrus frontalis inferior verbindet. Sie 
stellten die Hypothese auf, dass der ANG in diesem Fall für die Aufnahme semantischer 
Informationen zuständig sei und die frontalen Regionen die Auswahl der in diesem Moment 
wichtigen semantischen Kriterien für die Durchführung einer Aufgabe beiträgt. Schlussendlich 
bleibt die Untersuchung der genauen Funktionen der beiden Hirnregionen aIFG und ANG 
zukünftigen Studien überlassen. Es konnte jedoch die Existenz eines semantischen parieto-
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frontalen Netzwerkes, in dem die funktionelle Integrität beider Regionen reguliert wird, 
verifiziert werden. Zudem zeigen die vorliegenden Ergebnisse die Fähigkeit der Übernahme 
semantischer Funktionen bzw. Kompensationsmöglichkeiten von Läsionen für weniger komplexe 
Aufgaben durch jeweils eines der beiden Areale.  
 
 Ausblick  
 therapeutischer Nutzen 
Jegliche Analysen kortikaler Funktionen und Interaktionsmechanismen von Sprachnetzwerken, 
wie auch in der vorliegenden Studie, bieten zunächst die Grundlage dafür, neurobiologische 
Prozesse und die Verarbeitung von Sprache im menschlichen Gehirn besser zu verstehen. Diese 
grundlegenden theoretischen Erkenntnisse stellen jedoch auch die Basis dafür dar, Erkrankungen, 
bei denen es zu Ausfällen bestimmter Hirnareale kommt, besser analysieren zu können  und einen 
immer detaillierteren Einblick in die Abläufe nach klinischen Läsionen, wie beispielsweise 
Schlaganfällen oder Hirntumoren zu erhalten. Das Wissen über diese Prozesse ist die 
Voraussetzung dafür, wirksame, neurobiologisch motivierte Therapien zu entwickeln. Ein Ziel 
zukünftiger TMS-Studien sollte daher sein, den aktuellen Erkenntnisstand zu nutzen, um das 
therapeutische Potenzial von Hirnstimulationsverfahren zu testen. Bisher sind die Aussagen 
vieler Therapiestudien unzureichend, da meist nur wenige Patienten konsistente Effekte zeigen 
oder die Fallzahlen sehr gering, bzw. die Patientenkollektive sehr heterogen sind. 
Die Ergebnisse der Thetaburst-Stimulation des Kortex zeigten bereits eine vielversprechende 
Möglichkeit, die Dauer eines virtuellen Läsionseffektes zu verlängern (Nyffeler et al., 2006). Die 
Studie ergab, dass mittels TBS die Dauer der plastischen Veränderungen durch einen 
Potenzierungsmechanismus zeitlich ausgedehnt werden kann. Dies bietet nicht nur die Chance, 
Untersuchungen stimulierter kortikaler Areale über einen längeren Zeitraum zu ermöglichen, 
sondern auch die Voraussetzung dafür, zukünftig therapeutische TMS-Effekte bei diversen 
neurologischen und psychiatrischen Krankheiten zu nutzen.  
Die Arbeitsgruppe um Naeser und Martin (Martin et al., 2004; Naeser et al., 2005a; Naeser et al., 
2005b) untersuchte den Nutzen von rTMS für die Therapie der nichtflüssigen Aphasie, bei 
welcher eine „maladaptive“ rechtshemisphärische Aktivierung vermutet wird. Um diese zu 
verringern, wurde über zehn Tage 1Hz rTMS 20 Minuten lang über dem rechten IFG von vier 
Patienten appliziert (Martin et al., 2004). Direkt nach der letzten Sitzung und auch zwei Monate 
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später ohne weitere rTMS-Applikation konnte für jeden der vier Patienten eine signifikante 
Verbesserung bei der Benennung von Bildern eruiert werden (Naeser et al., 2005b). Einer der 
Patienten wurde auch acht Monate später noch einmal untersucht. Der Effekt zeigte sich immer 
noch stabil, ohne dass zwischenzeitlich eine rTMS- oder Sprachtherapie angewandt wurde 
(Naeser et al., 2005a). Die Störung des mutmaßlich hemmenden rechtshemisphärischen 
Kompensationsmechanismus brachte somit eine Besserung der Funktion mit sich. Die 
Darstellung eines solchen langanhaltenden TMS-Effektes ist trotz der geringen Patientenzahl und 
einer fehlenden Kontrollgruppe bemerkenswert. Weitere Studien folgten und bestätigten die 
Ergebnisse (Barwood et al., 2011; Chrysikou & Hamilton, 2011; Weiduschat et al., 2011).  
In einer Übersichtsstudie stellten Hartwigsen & Siebner (2013) verschiedene Studien zur 
Untersuchung therapeutischer TMS-Effekte vor, welche zusammenfassend aussagen, dass die 
Integration links- und auch rechtshemisphärischer Hirnregionen in unterschiedlichem Maße 
während des Zeitverlaufs nach einem Schlaganfall für die Verbesserung von Sprachfunktionen 
verantwortlich sind. Vermutet wird dabei ein Therapieerfolg bei Förderung der Funktion der 
rechten Hemisphäre in der subakuten Phase (ca. 1 Woche bis 3 Monate) nach einem Schlaganfall 
und Unterstützung linkshemisphärischer Aktivierung in der chronischen Phase (ab ca. 6 Monate 
nach einem Schlaganfall) (Hartwigsen & Siebner, 2013). Auch diese Autoren bestätigen jedoch, 
dass zwar zukünftig die Möglichkeit, TMS als Therapieoption einzusetzen, bestehen könnte, für 
die klinische Relevanz und Anwendbarkeit aber weitere Untersuchungen an größeren 
Patientenkollektiven notwendig sind.  
 offene Fragen und weitere Forschungsgrundlagen 
TMS bietet viele weitere Möglichkeiten, auch in Kombination mit anderen Techniken neue 
Erkenntnisse zur Sprachverarbeitung zu erlangen. Eine Weiterentwicklung konnte bereits mit der 
multifokalen Studie, die der hier vorgelegten Studie vorausging (Hartwigsen et al., 2016) und 
anderen aktuellen Studien durch kombinierte Stimulation zweier Areale (Hartwigsen et al., 
2010a; Hartwigsen et al., 2012) realisiert werden. Zukünftig könnten dementsprechend durch 
virtuelle Läsionen über multiplen Arealen zum Beispiel mittels fokaler Minispulen (Groppa et al., 
2012) gleichzeitig noch genauer differenzierte und näher beieinander liegende Gebiete (auch der 
rechten Hemisphäre) und Netzwerke, ihre Kompensationsmechanismen und intra-sowie 
interhemisphärische Interaktionen analysiert werden.  
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Eine Verknüpfung beispielsweise klinischer Läsionen frontaler Areale mit virtuellen TMS-
Läsionen über zugehörigen parietalen Gebieten könnte eine Möglichkeit darstellen, genaueres 
Wissen über langfristige Kompensationsmechanismen im läsionierten parieto-frontalen Netzwerk 
zu erlangen. Zudem hat die Kombination von TMS mit Bildgebungstechniken wie PET und 
fMRT (Devlin et al., 2003; Hartwigsen et al., 2010b; Heinen et al., 2011; Watkins & Paus, 2004) 
das Potential, weitere Verbindungen, Interaktionen, Kontrollmechanismen und die 
Netzwerkdynamik sowohl räumlich als auch zeitlich hoch aufgelöst zu identifizieren.  
Mit der Resting-State-fMRT steht eine weitere Untersuchungstechnik für die Erforschung der 
Sprachverarbeitung zur Verfügung, welche es ermöglicht, aufgabenunabhängige funktionelle 
Interaktionen in einem Netzwerk zu untersuchen. Durch diese Anwendung als Ergänzung zur 
Darstellung struktureller Faserverläufe (siehe Klein et al., 2013) könnten die aufgeführten 
funktionellen Zusammenhänge nochmalig mit einer differenten Methode bestätigt werden. 
Es existieren bereits Studien, die TMS dafür nutzen, die genaue zeitliche Abstimmung 
unterschiedlicher Regionen für eine bestimmte Aufgabe zu analysieren (Connolly & Phillips, 
1994; Devlin et al., 2003; Stoeckel et al., 2009). Eine Untersuchung der zeitlichen Abfolge der 
einzelnen Schritte in der jeweiligen phonologischen oder semantischen Aufgabe im Netzwerk mit 
Hilfe chronometrischer Stimulationen könnte genauere Informationen über deren spezifische 
Funktionen während der Verarbeitung liefern. 
Dabei sollte in nachfolgenden Studien ein Schwerpunkt auf die Aufschlüsselung der 
semantischen Verarbeitung gelegt werden. Während nämlich zur phonologischen Analyse bereits 
Hypothesen für einzelne Verarbeitungsprozesse existieren (siehe z.B. phonologische Schleife von 
A. Baddeley (1992)), konnte die semantische Prozessierung nach derzeitigem Wissensstand noch 
nicht schlüssig in einzelne Subprozesse aufgegliedert werden. Dafür wäre zudem besonders 
interessant, ob auch eine phonologische Analyse zum Prozess der semantischen 
Aufgabenbearbeitung gezählt werden kann (Stoeckel et al., 2009). 
Um die genauen Prozesse im semantischen Netzwerk besser verstehen zu können, sollte in 
kommenden Studien analysiert werden, welche Auswirkungen höhere Stimulationsintensitäten 
über den beiden Arealen ANG und aIFG hätten und ob eine Kompensation auch als Folge dessen 
noch möglich wäre. Zudem würde die Ausarbeitung komplexerer, jedoch weiterhin präziser 
semantischer Aufgabenpräsentationen, Informationen zu spezifischeren Funktionsverteilungen 
zwischen den beiden semantischen Gebieten liefern. 
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Obwohl in mehreren Studien (z.B. Hartwigsen et al., 2010a) herausgestellt werden konnte (und 
auch hier postuliert wird), dass die phonologische Analyse nicht schwieriger als die semantische 
Analyse ist, gibt auch das vorliegende Experiment Hinweise darauf, dass es Unterschiede 
zwischen beiden Aufgaben geben könnte (für die jedoch auch andere Begründungen gefunden 
wurden) (Démonet et al., 1992). Deshalb sollte ein eindeutiger Beleg durch eine Untersuchung 
des Schwierigkeitsgrades phonologischer und semantischer Aufgaben hierzu Klarheit schaffen. 
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5 Zusammenfassung  
Sprache stellt unsere elementare Fähigkeit zur Kommunikation dar. Durch sie wird die 
Assoziation von Lauten und Symbolen mit Bedeutungen möglich. Um Sprache jedoch praktisch 
nutzen zu können, müssen im Gedächtnis sensorische Information mit motorischen Systemen 
verknüpft werden (Price, 2000). In der vorliegenden Untersuchung wurden zwei für das 
Sprachverständnis wichtige linguistische Komponenten, die phonologische und semantische 
Verarbeitung, unterschieden (Poldrack et al., 1999). Die Semantik beschäftigt sich mit der 
Bedeutungsanalyse, die Phonologie dagegen mit der Lautanalyse. 
Die Geschichte der modernen Sprachforschung begann im 19. Jahrhundert. Bedeutende erste 
Erkenntnisse stammen dabei von Wernicke (1874) und Broca (1861). Anhand ihrer 
Untersuchungen klinischer Läsionen konnte dem ‚Broca-Areal’ im linken IFG eine wichtige 
Funktion in der Sprachproduktion und dem ‚Wernicke-Areal’ im linken posterioren Gyrus 
temporalis superior eine wichtige Funktion für das Sprachverständnis zugeschrieben werden. 
Diese Erkenntnisse wurden durch Lichtheim (1885) im ersten klassischen Sprachmodell 
zusammengefasst.  
Anhand neuer Forschungen konnten in den letzten Jahren detailliertere und komplexere Modelle 
zum Sprachverständnis und zur Sprachproduktion entwickelt werden (z.B. Hickok & Poeppel, 
2004), die darauf hinweisen, dass das klassische Broca-Wernicke-Lichtheim Modell zu einfach 
dargestellt ist (Dronkers et al., 2004; Graves, 1997; Shalom & Poeppel, 2008). 
Aktuelle Studien zu neurobiologischen Korrelaten für das Verständnis von Sprache basieren zum 
Teil auf modernen bildgebenden Verfahren wie fMRT und PET, welche die Möglichkeit bieten, 
ein spezifisches Verhalten mit kortikaler Aktivität zu assoziieren. Zudem boten neue Techniken 
das Privileg, nicht mehr nur Studien an Patienten mit klinischen Läsionen durchführen zu 
können, sondern nun auch physiologische Korrelate an gesunden Probanden zu untersuchen 
(Bookheimer, 2002; Devlin et al., 2002; Zatorre et al., 1996). Dies brachte die Chance hervor, 
unabhängig von Reorganisationsprozessen klar abgrenzbare Hirnareale, ihre Funktionen und 
Interaktionen genauer zu untersuchen und damit das bisherige Verständnis der kortikalen 
Sprachverarbeitung immens zu erweitern (Price, 2000).  
Eine weitere technische Neuerung wurde 1985 mit der transkraniellen Magnetstimulation (TMS) 
vorgestellt. Die TMS ist eine einfache, schmerzlose, nichtinvasive Alternative zur elektrischen 
Stimulation des Gehirns. Über ein zeitlich veränderliches magnetisches Feld in einer Spule wird 
ein Stromfluss im unterliegenden Gewebe induziert und die kortikale Funktion beeinflusst 
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(Barker et al., 1985). Obwohl diese Technik zunächst vorrangig zur Erforschung motorischer 
Funktionen genutzt wurde, kann sie heute vor allem auch in Kombination mit der funktionellen 
Bildgebung und als nicht-invasive Möglichkeit dienen um die Relevanz eines spezifischen Areals 
für die Durchführung bestimmter (Sprach-)Aufgaben aufzuzeigen (Devlin & Watkins, 2008; 
Hartwigsen et al., 2010b; Sparing et al., 2001; Tarapore et al., 2013). 
In der vorliegenden TMS-Studie wurden vier Sprachareale auf ihre Relevanz für die beiden 
linguistischen Komponenten Phonologie und Semantik untersucht. Dabei wird nicht nur auf die 
Funktion der einzelnen Regionen für die Bearbeitung phonologischer und semantischer Aufgaben 
fokussiert, sondern zudem in Zusammenschau mit der Vorstudie (Hartwigsen et al., 2016) die 
Existenz zweier relevanter Netzwerke postuliert.  
In Analogie zum visuellen System gingen bereits Hickok & Poeppel (2004) von einem fronto-
temporo-parietalen dualen Bahnsystem aus, welches sich in einen dorsalen (sensorisch-
motorischen) und einen ventralen (sensorisch-konzeptuellen) Strom gliedern lässt. Die 
phonologische Sprachverarbeitung wird dabei vom dorsalen Strom verkörpert und der ventrale 
Strom scheint für die semantischen Bezüge verantwortlich zu sein (Saur et al., 2008). 
Da vorherige Studien bereits Aktivierungen sowohl im aIFG (Dapretto & Bookheimer, 1999; 
Gough et al., 2005; Poldrack et al., 1999; Wagner et al., 2000) als auch im ANG (Binder et al., 
2009; Mechelli et al., 2007; C J Price, 2000) bei semantischen Aufgabenstellungen aufzeigen 
konnten und der Beleg für eine Relevanz des pIFG (Martha W Burton et al., 2005; Devlin & 
Watkins, 2007; Hartwigsen, Price, et al., 2010; Paulesu et al., 1993) und SMG (Hartwigsen et al., 
2010a; Sliwinska et al., 2012; Stoeckel et al., 2009; Zatorre et al., 1996) bei phonologischen 
Analysen gebracht wurde, war das Ziel der vorliegenden Studie, das Vorhandensein zweier 
Netzwerke aufzuzeigen und die funktionelle Integrität sowie Zusammenarbeit oder 
Kompensationsmechanismen der Regionen untereinander darzustellen.  
Die Grundlage für die Untersuchungen bot die Vorstudie von Hartwigsen et al. (2016). Mit Hilfe 
einer konditionierenden offline Stimulation in Kombination mit akuter online Interferenz wurden 
hierbei jeweils ein parietales Areal (SMG oder ANG) und ein frontales Areal (aIFG oder pIFG) 
gleichzeitig in ihrer Funktion beeinträchtigt. Die Ergebnisse belegten allgemein die Hypothesen 
anderer Autoren, einer semantischen Verarbeitung in den beiden Arealen ANG und aIFG sowie 
einer Beteiligung von pIFG und SMG an der Lösung phonologischer Aufgaben. Aus der 
kombinierten Stimulation eines für eine Aufgabe spezifischen Areals mit einem der jeweiligen 
anderen Aufgabe zugeordneten Kontrollareal (pIFG und ANG, aIFG und SMG) konnten zudem 
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Vermutungen auch über die funktionelle Relevanz der einzelnen Regionen angestellt werden. Die 
Ergebnisse führten zu den Hypothesen, dass kortikale parieto-frontale Netzwerke für die 
Verarbeitung semantischer und phonologischer Aufgaben existieren, die Relevanz der 
Einzelregionen für die Einordnung in semantische und phonologische Kriterien jedoch 
unterschiedlich ist. Somit bestätigte sich, dass eine multifokale TMS der beiden Areale aIFG und 
ANG zu einer signifikant verlängerten mittleren Reaktionszeit für die semantische im Vergleich 
zur phonologischen Aufgabe führt, eine unifokale TMS eines der beiden Areale in Verbindung 
mit Stimulation eines phonologischen Kontrollareals jedoch keine Beeinträchtigung hervorruft. 
Die funktionelle Integrität eines der beiden Areale ist somit vermutlich von der funktionellen 
Integrität des anderen abhängig und bei einer Läsion eines semantischen Areals im Netzwerk 
erfolgt eine Kompensation durch das jeweils andere. Diese Kompensation ermöglicht es, eine 
weiterhin korrekte und nicht verlangsamte semantische Entscheidung vornehmen zu können.  
Andererseits ergaben die Untersuchungen der phonologischen Areale, dass sowohl eine 
multifokale Stimulation als auch die unifokale Stimulation von pIFG und SMG zu signifikant 
längeren Reaktionszeiten phonologischer Entscheidungen führten. Dies lässt die Hypothese zu, 
dass die beiden Areale gemeinsam einen entscheidenden aber unterschiedlichen Beitrag für die 
Phonologie liefern und beide Regionen wichtig für die Durchführung phonologischer Aufgaben 
sind.  
Da in der Vorstudie nicht ausgeschlossen werden konnte, dass auch die aktive Stimulation der 
gewählten Kontrollareale einen Einfluss auf die Reaktionszeiten und Fehlerraten gehabt haben 
könnte, wurde in der vorliegenden Untersuchung die jeweilige aktive Stimulation eines 
Kontrollareals in jeder Sitzung durch eine Placebo-Stimulation ersetzt. Die experimentellen 
Bedingungen wurden ansonsten möglichst genau an die Vorstudie angepasst. Dies ermöglichte 
es, jedes Areal einzeln und unabhängig von den Funktionen anderer kortikaler Regionen zu 
testen. Die 17 hier untersuchten gesunden Probanden mussten in vier Sitzungen mit jeweils einer 
effektiven Stimulation und einer Placebo-Stimulation insgesamt 60 Wörter nach ihrer Silbenzahl 
(2 oder 3 Silben) und 60 Wörter anhand ihrer Herkunft (vom Menschen gefertigt/natürlich) 
einordnen. Alle Probanden erhielten in jeder Sitzung genau über einem der vier Areale eine 
effektive Stimulation. Die Ergebnisse konnten nun validierte Kenntnisse zur Relevanz der 
einzelnen Regionen und – gemeinsam mit den Erkenntnissen der Vorstudie - zur gemeinsamen 
Verarbeitung im phonologischen und semantischen Netzwerk liefern. Insgesamt bestätigten die 
Resultate der vorliegenden Studie die Hypothesen der Vorstudie. Es wird somit von einem 
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semantischen Netzwerk ausgegangen, in welchem der aIFG und der ANG einen entscheidenden 
Beitrag leisten. Beide Regionen wirken demnach maßgeblich aber wahrscheinlich auch in ihren 
spezifischen Aufgaben überschneidend, an der semantischen Verarbeitung mit. Eine Läsion eines 
der beiden Areale genügt jedoch nicht, um die Prozessierung semantischer Inhalte signifikant zu 
stören. Dies bestätigt die Hypothese eines Kompensationsmechanismus innerhalb des parieto-
frontalen semantischen Netzwerks.  
Der ANG scheint einerseits für die Integration in den Kontext und den Abruf gespeicherter 
semantischer Informationen zuständig zu sein (Binder et al., 2009; Geschwind, 1965), aber auch 
der aIFG hat Aufgaben in der semantischen Wortanalyse (Price, 2010) und verarbeitet vermutlich 
die Informationen zu den Verhältnissen von Wörtern zueinander (Bookheimer, 2002).  
Das phonologische Netzwerk hingegen scheint anfälliger für eine Störung durch eine virtuelle 
Läsion zu sein. Hier zeigten sich signifikante Beeinträchtigungen der Reaktionszeiten sowohl 
nach unifokalen Stimulationen der vorliegenden Studie als auch nach den multifokalen 
Stimulationen der Vorstudie. Die Reaktionszeiten waren im Vergleich zur semantischen Aufgabe 
signifikant verlängert. Dies schließt also Kompensationsmöglichkeiten von Läsionen der 
Regionen untereinander aus. Vielmehr sprechen die Ergebnisse für die Relevanz jedes einzelnen 
der beiden Areale pIFG und SMG für die korrekte und effektive Bearbeitung phonologischer 
Entscheidungen. Es wäre zudem möglich, dass sich eine Stimulation eines Areals über die im 
Vergleich zur Semantik eher kürzeren strukturellen Verbindungen (vgl. Klein et al., 2013) rasch 
ausbreitet und so in kurzer Zeit auch eine Störung des anderen Areals, also eine „Doppelläsion“ 
bewirkt. 
Vorherige Studien postulierten, dass der SMG eher der Speicherung von Wörtern im 
Arbeitsgedächtnis dient (Becker et al., 1999; Vigneau et al., 2006), wohingegen dem pIFG eher 
eine Rolle in der eigentlichen phonologischen Beurteilung und dem ‚Rehearsal’ (inneres 
Sprechen) zugeordnet wird (Romero et al., 2006). Diese beiden Prozesse stellen zwei gut 
differenzierte Aufgabenbereiche dar, durch welche nur bei Funktionsfähigkeit beider gemeinsam 
eine phonologische Entscheidung adäquat vorgenommen werden kann. 
Zusammenfassend belegen die Ergebnisse beider Studien, dass das semantische Netzwerk, 
welches insgesamt über weiter ausgebreitete kortikale Verbindungen verknüpft ist als das 
phonologische Netzwerk, eine stärkere Widerstandsfähigkeit gegenüber unifokalen Läsionen 
bietet. Semantische Entscheidungen benötigen daher nur ein intaktes Areal (aIFG oder ANG), 
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wohingegen die Störung eines phonologischen Areals bereits zur Beeinträchtigung der 
phonologischen Aufgabenbearbeitung führt. 
Es obliegt weiteren Studien, die genauen Funktionen der Regionen im Netzwerk zu untersuchen, 
um spezifischere Erkenntnisse über die Verknüpfung sprachlicher Areale zu erlangen und 
Symptome klinischer Läsionen zukünftig noch besser verstehen zu können. Dies bietet die 
Grundlage für die Entwicklung neuer Therapien und könnte es in Zukunft ermöglichen, 
beispielsweise Aphasien nach Schlaganfällen oder in Folge von Hirntumoren besser verstehen 
und behandeln zu können. 
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