Cross-Domain Collaborative Filtering (CDCF) provides a way to alleviate data sparsity and cold-start problems present in recommendation systems by exploiting the knowledge from related domains. Existing CDCF models are either based on matrix factorization or deep neural networks. Either of the techniques in isolation may result in suboptimal performance for the prediction task. Also, most of the existing models face challenges particularly in handling diversity between domains and learning complex non-linear relationships that exist amongst entities (users/items) within and across domains. In this work, we propose an end-to-end neural network model -NeuCDCF, to address these challenges in crossdomain setting. More importantly, NeuCDCF follows wide and deep framework and it learns the representations combinedly from both matrix factorization and deep neural networks. We perform experiments on four real-world datasets and demonstrate that our model performs better than state-of-the-art CDCF models.
INTRODUCTION
Personalized recommendation systems play an important role in extracting relevant information for user requirements, for example, product recommendation from Amazon 1 , event recommendation from Meetup 2 , scholarly references recommendation from CiteULike 3 . Collaborative Filtering (CF) is one of the widely used techniques [36] in recommendation systems that exploits the interactions between users and items for predicting unknown ratings.
Performance of the CF techniques mainly depends on the number of interactions the users and items have in the system. However, in practice, most of the users interact with very few items. For instance, even the popular and well-preprocessed datasets such as Netflix 4 and MovieLens-20M 5 have 1.18% and 0.53% available ratings, respectively. Furthermore, new users and items are added to the system continuously. Due to this, the new entities (users/items) may have a very few ratings associated with them, and oftentimes, they may not have any ratings. The former issue is called data sparsity problem and the latter is called cold-start problem [36] ; the respective entities are called cold-start entities. When the abovementioned issues exist, learning parameters in CF techniques becomes a daunting task.
Cross-Domain Collaborative Filtering (CDCF) [2, 15] is one of the promising techniques in such a scenario that alleviates data sparsity and cold-start problems by leveraging the knowledge extracted from user-item interactions in related domains 6 , where information is rich, and transfers appropriately to the target domain where a relatively smaller number of ratings are known. In this work, we study the problem of Cross-Domain Recommendation (CDR) with the following assumption: users (or items) are shared across domains and no side information is available.
Most of the existing models proposed for CDR are based on Matrix Factorization (MF) techniques [7, 10, 19, 20, 31, 34] . They may not handle complex non-linear relationships that exist among entities within and across domains very well. More recently, few works have been proposed for cross-domain settings to exploit the transfer learning ability of the deep networks [6, 23, 26, 46] . Although they have achieved performance improvement to some extent, they have the following shortcomings. First, they do not consider the diversity among the domains. That is, they learn shared representations from the source and target domain together instead of learning domain-specific and domain-independent representations separately. Second, they do not consider both the wide (MF based) and deep (deep neural networks based) representations together. We explain why addressing the aforementioned shortcomings are essential in the following:
Importance of domain-specific embeddings to handle diversity. When users (or items) are shared between different domains one can ignore the diversity among domains and treat all the items (or users) come from the same domain, and apply the single domain CF models. However, it loses important domain-specific characteristics that are explicit to different domains. For example, let us assume that we have two domains: movie and book. Suppose the movie domain is defined by the features: genre, language and visual effects; and the book domain is defined by the features: genre, language and number of pages. Though the features genre and language are shared by both the domains, visual effects and number of pages are specific to the movie and book domains, respectively.
When users and items are embedded in some latent space, learning only common preferences of users may not be sufficient to handle diversity among domain. This is illustrated in Figure 1 . Suppose, user u1 rates high on items j1, j2 and j3 belonging to movie, book and music domains, respectively. Let p 1 , q 1 , q 2 and q 3 be embeddings for user u1 and items j1, j2 and j3, respectively. In order to maintain higher similarity values with all the items j1, j2 and j3, the existing models [13, 18, 28, 34] embed p 1 for user u1 as shown in Figure 1 . This may deteriorate the performance of the prediction task for CDR. This is because we need to account for the domain-specific embeddings p movie Importance of learning non-linear relationships across domains. Learning non-linear relationships present across domains is important in transferring knowledge across domains. For example, 7 let us assume that a movie production company releases a music album in advance to promote a movie. Let one feature for 'music' be popularity, and the two features for 'movie' be visibility (reachability to the people) and review-sentiment. As the popularity of the music album increases, the visibility of the movie also increases and they are positively correlated. However, the movie may receive positive reviews due to the music popularity or it may receive negative reviews if it does not justify the affiliated music album's popularity. So, the movie's review-sentiment and music album's popularity may have a non-linear relationship, and it has been argued [13, 29] that such relationships may not very well be handled by matrix factorization models. Thus, it is essential to learn non-linear relationships for the entities in cross-domain systems using deep networks.
Necessity of fusing wide and deep networks. The existing models for CDR are either based on MF techniques or neural network based techniques. However, following either approach leads to suboptimal performance. That is, deep networks are crucial to capture the complex non-linear relationships that exist between entities in the system. At the same time, we cannot ignore the complementary representations provided by wide networks such as matrix factorization [3] .
Contributions. In this work, we propose a novel end-to-end neural network model for CDR, Neural Cross-Domain Collaborative Filtering (NeuCDCF), to address the above-mentioned challenges. Our novelty lies particularly in the following places:
• We extend MF to CDR setting to learn the wide representations. We call this MF extension as Generalized Collective Matrix Factorization (GCMF). We propose an extra component in GCMF that learns the domain-specific embeddings. This addresses the diversity issues to a great extent. 7 This example is inspired from [24] .
• Inspired from the success of encoder-decoder architecture in machine translation [1, 4, 5] , we propose Stacked EncoderDecoder (SED) to obtain the deep representations for the shared entities. These deep representations learn the complex non-linear relationships that exist among entities. This is obtained by constructing target domain ratings from source domain.
• More importantly, we fuse GCMF and SED to get the best of both wide and deep representations. All the parameters from both the networks are learned in end-to-end fashion.
To our best knowledge, NeuCDCF is the first model that is based on wide and deep framework to CDR setting.
In addition, GCMF generalizes many well-known MF models such as PMF [28] , CMF [34] and GMF [13] . Further, source-to-target rating construction part of SED acts as a regularizer for CDR setting. We conduct extensive experiments on four real-world datasetstwo from Amazon and two from Douban, in various sparse and cold-start settings, and demonstrate the effectiveness of our model compared to the state-of-the-art models. Our implementation will be made available online.
PROBLEM FORMULATION
We denote the two domains, source and target, by the superscripts S and T , respectively. Ratings from the source and target domains are denoted by the matrices
, u and j denote user and item indices, 0 represents unavailability of rating for the pair (u, j), and γ min and γ max denote minimum and maximum rating values in rating matrices R S and R T , respectively. Further, m, n S and n T represent the number of users, the number of items in source domain and the number of items in target domain, respectively. Let, n = n S + n T . We indicate the available ratings in source domain by Ω S = {(u, j)|r S u j 0} and target domain by Ω T = {(u, j)|r T u j
0}.
We drop the superscripts S and T from r S u j and r T u j wherever the context is clear through Ω S and Ω T .
Further, p ⊙ q and p ′ q denote element-wise multiplication and dot product of two vectors p and q of the same size, a(·) denotes activation function, and ∥x ∥ denotes l 2 norm of a vector x. Let R u,: (R :, j ) be u th row (j th column) of the matrix R corresponding to the user u (item j).
A set of users, shared across domains, is denoted by U and the sets of items for source and target domains are denoted by V S and
Problem statement: Given the partially available ratings for the source and target domains r u j , ∀(u, j) ∈ Ω S ∪ Ω T , our aim is to predict target domain ratings r u j , ∀(u, j) Ω T .
PROPOSED MODEL
In this section, we explain our proposed model -NeuCDCF in detail. First we explain the individual networks, GCMF and SED, followed by that we show how these two are fused to get NeuCDCF. Figure 2 : The architecture of our proposed NeuCDCF Model. GCMF learns two embeddings for shared users -p ζ u and p δ u . SED learns non-linear embeddings for users and items. In SED, embeddings of shared users are obtained through the network that constructs target domain ratings from source domain ratings. Further, loss L pr ed is responsible for rating prediction while loss L S 2T is responsible for source to target rating construction.
Generalized Collective Matrix Factorization (GCMF)
GCMF network is shown inside solid-lined box in Figure 2 . Let P δ ∈ R m×k and P ζ ∈ R m×k respectively be domain-specific and domain-independent user embedding matrices, Q G ∈ R n×k be an item embedding matrix and k be the embedding dimension. Here, Q G encodes items from all the domains collectively such that embeddings for the items can be obtained independent of their domains. Note that, we have a single P ζ shared across the domains and separate P δ for source and target domains. Having such separate user embedding matrix P δ for each domain δ helps in handling diversity across domains. We define domain-specific embedding (p δ u ) and domain-independent embedding (p ζ u ) for user u as follows:
where p δ u is obtained from the corresponding embedding matrix P δ for the domain δ and x u and y j are one-hot encoding of user u and item j, respectively. Now, we find the user and item embeddings p G u and q G j for (u, j) as follows:
Here, we use two embeddings p δ u and p Further, we obtain the representation for the user-item interaction (u, j) and the rating prediction (r G u j ) as follows:
where ϕ G u j denotes the representation for the user-item pair (u, j), w G is a weight vector, and a(·) denotes the activation function with an appropriate scaling according to the maximum rating value γ max in the rating matrix. Here, we need to scale the output according to the activation function because, for instance, using sigmoid (σ (·)) as an activation function provides the output value in the range (0, 1). So, we use γ max .σ (w ′ G ϕ G u j ) to match the output range to the rating value range in the dataset.
Using definition forr G u j as in Equation (3), letting Θ = {P δ , P ζ ,Q G , w G } for δ ∈ {0, 1} (for source and target respectively) and leveraging ratings from both domains lead us to the loss function for GCMF:
GCMF is a wide network and it has an ability to generalize many well-known matrix factorization models such as PMF [28] , CMF [34] and GMF [13] . That is, we obtain CMF by assigning w G to the vector of all ones and setting p δ = 0 ; we get GMF by setting p δ = 0 and using only single domain ratings; and we obtain PMF by assigning w G to the vector of all ones, setting p δ = 0 and using only single domain ratings.
Stacked Encoder-Decoder (SED)
Inspired by the ability of constructing target language sentences from source language in neural machine translation [1, 4, 5] , we adopt encoder-decoder network for cross-domain recommendation tasks. The proposed SED is illustrated in Figure 2 inside dashedlined box. For the sake of brevity, we include the feed-forward network that provides the item embedding (q S ED j ) from the one-hot encoding vector (y j ), and the SED embedding (ϕ S ED u j ) layer as part of SED.
As we discussed earlier, it is essential to capture the non-linear relationships that exist among entities within and across domains. The importance of such representations has also been well argued in [13, 24, 29] . While constructing target domain ratings from source domain, non-linear embeddings of shared users, and items are obtained as illustrated in Figure 2 .
Encoding part of the SED is a feed-forward network that takes partially observed ratings for users from the source domain, R S u,:
embedding space as follows: Further, decoder is also a feed-forward network that takes this low dimensional embedding (z u L 2 ) and constructs the user ratings for the target domain (R T u,: ∈ R n T ) as follows:
where, z u L is treated as the constructed ratings (R T u,: ) of user u for the target domain. Hence, we have the following loss function for source to target domain rating construction:
where Θ is a set of parameters that contains all the weight matrices and bias vectors, and 1(·) denotes indicator function.
In addition to this, we get the item representation from SED as follows:
, where z
Here Q S ED ∈ R n×k denotes the item embedding matrix and q S ED j represents the embedding vector for the item j in SED. q S ED j is further used along with p S ED u to predict the target domain ratings as shown in Figure 2 .
Note that, one can use the same item embedding matrix Q G in (Equation (8)) the SED network instead of Q S ED . Nevertheless, we use a separate embedding matrix Q S ED for the following reasons: using the same Q G here restricts the flexibility in using different number of activation functions at the SED layer L/2; we want to obtain low dimensional deep representations from SED and wide representations from GCMF, and using q G j (GCMF item vector in Figure 2 ) in both places for item j may deteriorate the resultant representations.
Here, p
) acts as a component that transfers the user behavior to the target domain. In addition, p S ED u is particularly helpful to learn the representations for the users when they have less or no ratings in the target domain. Further, stacked layers help in extracting the complicated relationships present between entities.
Similar to GCMF, we learn the representations ϕ S ED u j and predict ratingr S ED u j for the user-item pair (u, j) as follows:
Here w S ED denotes the weight vector. The loss function of SED (L S ED ) contains two terms: rating prediction loss (L pr ed ) and source to target rating construction loss (L S 2T ). Let Ω = Ω S ∪ Ω T . The loss function is given as follows:
Fusion of GCMF and SED
We fuse GCMF and SED network to get the best of both wide and deep representations. The embedding for NeuCDCF, and the rating prediction (r u j ) is obtained as follows:
Here α ∈ [0, 1] is a trade-off parameter between GCMF and SED networks and it is tuned using cross-validation. When α is explicitly set to 0 and 1, NeuCDCF considers only GCMF network and SED network, respectively. The objective function for NeuCDCF is the sum of three individual loss functions:
where
and
Here L pr ed is the prediction loss from both the source and target domains together, L S 2T denotes the source to target rating construction loss between predicted ratingsR T u,: and the available true ratings R T u,: for all the users u ∈ U, and L r eд is the regularization loss derived using all the parameters in the model. Here, L S 2T also acts as a regularizer that helps in properly learning p S ED u and ϕ S ED u j . Note that the proposed architecture can easily be adapted to implicit rating settings where only binary ratings available (e.g., clicks or likes) by changing the loss function from squared error loss to cross-entropy [13] or pairwise loss [30] with appropriate negative sampling strategy [27] .
Since the datasets we experiment with contain real-valued ratings, the choice of squared error loss is natural. In the next section, we demonstrate the effectiveness of our model on various realworld datasets.
EXPERIMENTS
We conduct our experiments to address the following questions:
RQ1 How do GCMF, SED and NeuCDCF perform under the different sparsity and cold-start settings? RQ2 Does fusing wide and deep representations boost the performance? RQ3 Is adding domain-specific component helpful in improving the performance of GCMF? RQ4 Does capturing non-linear relationship by SED provide any benefits?
We first present the experimental settings after that we answer the above questions. 8, 9 and have the ratings from multiple domains. We do the following preprocessing similar to the one done in [7, 26, 41] : we retain (1) only those ratings associated with the users who are common between both the domains and (2) the users and items that have at least 10 and 20 ratings (different thresholds are used here to have diversity in density across datasets) for Amazon and Douban datasets, respectively. Statistics of the datasets are given in Table 1 .
Evaluation procedure.
We randomly split the target domain ratings of the datasets into training (65%), validation (15%), and test (20%) sets. In this process, we make sure that at least one rating for every user and every item is present in the training set.
For the CDCF models, we include source domain ratings to the above-mentioned training set. Each experiment is repeated five times for different random splits of the dataset and we report the average test performance and standard deviation with respect to the best validation error as the final results. We evaluate our proposed models (GCMF, SED and NeuCDCF) against baseline models under the following 3 experimental settings:
(1) Sparsity: In this setting, we remove K% of the target domain ratings from the training set. We use different values of K from {0, 20, 40, 60, 80} to get different sparsity levels. (2) Cold-start: With the above setting, we report the results obtained for only those users who have less than five ratings in the target domain of the training set. We call them coldstart users. The similar setting was defined and followed in [9] . We do not include 0% and 20% sparsity levels here as the respective splits have a very few cold-start users. (3) Full-cold-start: We remove all the ratings of K% of users from target domain and call them as full-cold-start users since these users have no ratings at all in the target domain of the training set. We use different values of K from {10, 20, 30, 40, 50} to get different full-cold-start levels. This particular setting was followed in [26] .
Metric.
We employ Mean Absolute Error (MAE) for performance analysis [2, 9, 19, 20] . It is defined as follows:
where Ω T est is a test set and smaller values of MAE indicate better prediction. We observed similar behaviours in performance in terms of root mean square error (RMSE) [2] and due to space limitations the results in RMSE are omitted.
Comparison of different models.
To evaluate the performance of NeuCDCF and its individual networks (GCMF and SED) in CDR setting, we compare our models with the representative models from the following three categories:
(1) Deep neural network based CDCF models (Deep):
• MV-DNN [6] : It is one of the state-of-the-art neural network models for the cross-domain recommendation. It learns the embedding of shared entities from the ratings of the source and target domains combined using deep neural networks.
• EMCDR [26] : It is one of the state-of-the-art models for the full-cold-start setting. EMCDR is a two-stage neural network model for the cross-domain setting. In the first stage, it finds the embeddings for entities by leveraging matrix factorization techniques with respect to its individual domains. In the second stage, it learns a transfer function that provides target domain embeddings for the shared entities from its source domain embeddings. (2) Matrix factorization based single domain models (Wide):
• Table 2 : Sparsity and Cold-start -Performance of different models on four real-world datasets for different sparsity levels. Here, K% indicates the percentage of the target domain ratings removed from the training set. In cold-start setting we set p δ u to vector of zeros, hence, GCMF reduces to GMF-CD (refer section 4.2.1 for more details). The bold-faced values indicate the best performance for every dataset. We conduct paired t-test and the improvements are statistically significant with p < 0.01.
• GMF [13] : Generalized Matrix Factorization (GMF) is stateof-the-art rating only single domain model proposed as part of NeuMF [13] .
(3) Matrix factorization based CDCF models (Wide):
• GMF-CD [13] : It is same as GMF model for CDR where both source and target domain ratings are used for training.
• CMF [34] : Collective Matrix Factorization (CMF) is a standard baseline for CDR when entities are shared across the domains.
4.1.5 Parameter settings and reproducibility. We implemented our models using Tensorflow 1.12. We use squared error loss as an optimization loss across all models to have a fair comparison [13, 23] . We use L2 regularization for matrix factorization models (PMF and CMF) and dropout for neural network models. Hyperparameters were tuned using cross-validation. In particular, different values used for different parameters are: λ for L2 regularization from {0.0001, 0.0005, 0.005, 0.001, 0.05, 0.01, 0.5}, dropout from {0.1, 0.2, 0.3, 0.4, 0.5, 0.6}, embedding dimension (i.e., number of factors k) from {8, 16, 32, 48, 64, 80} and α value from {0.05, 0.1, 0.2, 0.4, 0.6, 0.8, 0.9, 0.95}. We train the models for a maximum of 120 epochs with early stopping criterion. Test error corresponding to the best performing model on the validation set is reported. We randomly initialize the model parameters with normal distribution with 0 mean and 0.002 standard deviation. We adopt RMSProp [8] with mini-batch optimization procedure. We tested the learning rate (η) of {0.0001, 0.0005, 0.001, 0.005, 0.01}, batch size of {128, 256, 512, 1024}. From the validation set performance, we set η to 0.002 for PMF and CMF, 0.001 for MV-DNN, 0.005 for other models; dropout to 0.5; batch size to 512. Further, we obtain good performance in MV-DNN when we use 3 hidden layers with the number of neurons: 4k → 2k → k (where k is the embedding dimension) and the tanh activation function; we use the framework proposed in [26] for MLP part of EMCDR, that is, number of neurons: k → 2k → k with the tanh activation function. Further, in SED, for the encoder, we use 3 hidden layers with the number of neurons: 4k → 2k → k and the sigmoid activation function, and for the decoder, we use the same as the encoder with the number of neurons interchanged, and k is tuned using validation set. Tables 2 and 3 detail the comparison results of our proposed models GCMF, SED and NeuCDCF, and baseline models at different sparsity and cold-start levels on four datasets. In addition, we conduct paired t-test and the improvements of NeuCDCF over each of the compared models passed with significance value p < 0.01. The findings are summarized below.
Results and Discussion
Full-cold-start setting Dataset Model K=10 K=20 K=30 K=40 K=50 CMF [34] 0.7870 ± 0.0079 0.7856 ± 0.0115 0.8017 ± 0.0286 0.8214 ± 0.0170 0.8590 ± 0.0327 EMCDR [26] 0 Table 3 : Full-cold-start -Performance of different models on four real-world datasets for complete cold-start users on different cold-start levels. Here, K% indicates the percentage of users whose all ratings in the target domain are removed from the training set. The bold-faced values indicate the best performance. We conduct paired t-test and the improvements are significant with p < 0.01.
Sparsity and cold-start settings (RQ1).
As we see from Table 2 , NeuCDCF outperforms the other models at different sparsity levels. In particular, the performance of GCMF is better when the target domain is less sparse, but, the performance of SED improves eventually when sparsity increases. This phenomenon is more obvious on the Amazon datasets. Furthermore, adding the source domain helps in recommendation performance. This is evident from the performance of GCMF as compared to its counterparts -PMF and GMF (single domain models).
We have two different settings for the cold-start analysis: coldstart and full-cold-start, and the performance of recommendation models is given in Tables 2 and 3 . The overall performance of NeuCDCF, in particular SED, is better than the other comparison models. Since SED adapts and transfers the required knowledge from source domain through source domain to target domain rating construction, it helps the cold-start entities to learn better representations. This demonstrates that a network such as SED is important in learning the non-linear representation for cold-start entities. Note that, in cold-start settings, we use GCMF with only domainindependent embeddings. That is, we set p δ u to zero in Equation (2) . We do this because, in full-cold-start setting, we do not have any rating for the cold-start users and the term associated with p δ u in p G u is expected to have an appropriate learned value from the user-item interactions. Since there is no item that user u has rated, its initialized value remains unchanged and this results in extra noise 10 . For a similar reason, we set p δ u to zero in the cold-start setting as well.
GCMF and SED integration (RQ2).
NeuCDCF consistently performs better all the models that are either based on wide or deep framework including the proposed GCMF and SED networks. This result can be inferred from Tables 2 and 3 . We thus observe that the individual networks -GCMF (wide) and SED (deep networks) provide different complementary knowledge about the relationships that exist among entities within and across domains. 
Domain-specific embeddings (RQ3).
Adding source domain blindly might deteriorate the performance. This is illustrated in Figures 3 (a) and 3(b) using Douban datasets. When sparsity is less, surprisingly the performance of single domain models (PMF and GMF) is better than those of cross-domain models (CMF and GMF-CD). However, GCMF performs better than the counterparts -PMF, GMF, GMF-CD and CMF in almost all the cases. These results demonstrate that GCMF provides a more principled way to understand the diversity between domains using domain-specific embeddings.
Deep non-linear representations (RQ4).
Having deep representations helps in improving the performance when the sparsity increases in the target domain. This is demonstrated in Table 2 by SED and supported by MV-DNN particularly on the Amazon datasets. Despite both being deep networks, SED performs better than MV-DNN. This is because MV-DNN learns the embeddings of shared users from source and target domain together, whereas in SED, the embeddings are learned appropriately to obtain the target domain ratings using source domain ratings.
We show the performance of SED for the different number of layers (L) on all the datasets in Figure 4 . This shows that performance improves when we increase the number of layers (L) from 2 to 6. In other words, using deep representations in SED help in boosting the performance. When L = 8 the performance decreases because of overfitting due to the high complexity of the model. Figures 5(a) , 5(b) and 5(c) show the training and validation error of GCMF, SED and NeuCDCF with respect to the number of epochs on the Amazon (Movie-Book) dataset, respectively. Behavior on the other datasets is similar, hence, we omit the details.
Epochs needed.

RELATED WORK
In the literature of CDR, early works [7, [19] [20] [21] 34 ] mainly adopt matrix factorization models. In particular, [19] constructs a clusterlevel rating matrix (code-book) from user-item rating patterns and through which it establishes links to transfer the knowledge across domains. A similar approach with an extension to soft-membership was proposed in [20] . Collective matrix factorization (CMF) [34] was proposed for the case where the entities participate in more than one relation. However, as many studies pointed out, MF models may not handle non-linearity and complex relationships present in the system [13, 24, 43] .
On the other hand, recently, there has been a surge in methods proposed to explore deep learning networks for recommender systems [43] . Most of the models in this category focus on utilizing neural network models for extracting embeddings from side information such as reviews [44] , descriptions [16] , content information [37] , images [12] and knowledge graphs [42] . Nevertheless, many of these models are traces to matrix factorization models, that is, in the absence of side information, these models distill to either MF [18] or PMF [28] .
More recently, to combine the advantages of both matrix factorization models and deep networks such as multi-layer perceptron (MLP), some models have been proposed [3, 13, 41] for learning representations from only ratings. These models combine both the wide and deep networks together to provide better representations. Autoencoder, stacked denoising autoencoder [22, 33, 35, 39] , Restricted Boltzmann machines [32] and recurrent neural networks [17, 38] have also been exploited for recommendation systems. However, the above neural network models use only the interaction between users and items from a single domain. Hence, they suffer from the aforementioned issues such as sparsity and cold-start.
Though the use of multiple related domains and neural networks for recommendations has been studied and justified in many works [43] , very few attempts have been made to make use of neural networks in cross-domain recommendation setting [6, 23, 26, 46] . In particular, MV-DNN [6] uses an MLP to learn shared representations of the entities participating in multiple domains. A factorization based multi-view neural network was proposed in CCCFNet [23] , where the representations learned from multiple domains are coupled with the representations learned from content information. A two-stage approach was followed in [26, 46] , wherein the first stage, embeddings are learned for users, and in the second stage, a function is learned to map the user embedding in the target domain from the source domain.
While the models [6, 23, 26, 46] consider learning embeddings together, they completely ignore the domain-specific representations for the shared users or items. The performance of these models [6, 23] is heavily dependent on the relatedness of the domains. In contrast, our proposed model learns domain-specific representations that significantly improves the prediction performance. Further, [23] rely on content information to bridge the source and target domains. Besides, all of these models [6, 23, 26] are either based on wide or deep networks but not both. We are also aware of the models proposed for cross-domain settings [14, 23, 25, 40] . However, they differ from the research scope of ours because they bridge the source and target domains using available side information.
CONCLUSION
In this paper, we proposed a novel end-to-end neural network model, NeuCDCF which is based on wide and deep framework. NeuCDCF addresses the main challenges in CDR -diversity and learning complex non-linear relationships among entities in a more systematic way. Through extensive experiments, we showed the suitability of our model for various sparsity and cold-start settings
The proposed framework is general and can be easily extended to a multi-domain setting as well as the setting where a subset of entities is shared. Further, it is applicable to ordinal and top-N recommendation settings with the only modification in the final loss function. NeuCDCF is proposed for rating only settings when no side information is available. If side information is available, it can easily be incorporated as a basic building block in place of matrix factorization to extract effective representations from user-item interactions. Despite being simple, the proposed encoder-decoder network provides significant performance improvement. Therefore, we believe that our work will open up the idea of utilizing more complex, at the same time, scalable encoder-decoder networks in the wide and deep framework to construct target domain ratings in the cross-domain settings.
