In this contribution we present a protocol to evaluate partial and total Auger decay rates combining the restricted active space self-consistent field electronic structure method for the bound part and numerically obtained continuum orbitals in the single-channel scattering theory framework. On top of that, the two-step picture is employed to evaluate the partial rates. The performance of the method is exemplified for the prototypical Auger decay of the neon 1s −1 3p resonance. Different approximations to obtain the continuum orbitals, the partial rate matrix elements, and the electronic structure of the bound part are tested against theoretical and experimental reference data. It is demonstrated that the partial and total rates are most sensitive to the accuracy of the continuum orbital. For instance, it is necessary to account for the true direct Coulomb potential of the ion for the determination of the continuum wave functions. The Auger energies, however, can be reproduced quite well already with a rather small active space. Finally, perspectives of the application of the proposed protocol to molecular systems are discussed.
I. INTRODUCTION
Ionization triggered by photon absorption occurs along two pathways. In direct photoionization, the energy is transferred to an ejected electron. Alternatively, the system can be first put into a metastable state by a resonant excitation and afterwards decay via an autoionization mechanism. Autoionization can be approximately understood as a two-step process [1] , in which the decay can be considered independently from the excitation process and interferences between direct and autoionization are neglected. For example, let us consider an atomic species, such as a neon atom that is prepared in a highly excited state |Ψ i above the continuum threshold at E = 0 eV, Fig. 1 . This state spontaneously decays into the continuum state |Ψ α comprising the discrete state Ψ + f of the ion and the emitted electron, |ψ α , carrying the excess energy ε α = E i − E f . The system's electronic structure is thus encoded into the kinetic energy spectrum of the ionized electrons. Photoelectron Spectroscopy (PES) and Autoionization Spectroscopy (AIS) map bound states to the continuum which makes them less sensitive to selection rule suppression and more informative than spectroscopies involving optical transitions between bound states [2] [3] [4] .
Autoionization processes, predominantly Auger decay [5] , but also Interatomic Coulombic Decay (ICD) [6] and Electron Transfer Mediated Decay (ETMD) [7] are particularly interesting on their own. Due to their correlated nature, they not only probe but also initiate or compete with intricate ultrafast electronic and nuclear dynamics e.g. [8] [9] [10] [11] [12] . Additionally, they provide the main channel for the decay of core vacancies [13] and play a key role in biological radiation damage, creating * sergey.bokarev@uni-rostock.de highly charged cations while a cascade of highly reactive low energy electrons is emitted [11, [14] [15] [16] [17] . Further, in free electron laser experiments operating with ultrashort intense X-ray pulses, autoionization after multiple photoionization induces the Coulomb explosion of the target, which limits the achievable spectroscopic and temporal resolution [18] . Due to this wealth of applications, autoionization and especially the local Auger effect have been studied extensively both theoretically and experimentally since its discovery by Meitner [5] and description by Wentzel [1] . with energy E f (blue) and the continuum orbital |ψ α of the outgoing electron with the excess energy ε α . States that do not contribute to the process are depicted in gray; the singly ionized continuum is denoted by the color gradient.
Remarkably, AIS simulations of molecular systems remain challenging until today, although the fundamental theory is known for decades [19] [20] [21] . For atoms, methods combining highly accurate four-component Multi-configurational Dirac-Fock (MCDF) calculations with multichannel scattering theory are publicly available [22] , whereas no such general purpose code exists for molecules. The main complication of the molecular case lies in the construction of molecular continuum states |Ψ α . The approaches to the simulation of AIS published during the last decades can be classified into two families -those that circumvent the continuum orbital problem and those that treat the continuum orbital explicitly.
The first family comprises the following flavors: The simplest method that allows to assign experimental AIS is to evaluate the energetic peak positions [23] [24] [25] . On top of that simple estimates for the partial decay rates can be obtained based on an electron population analysis [26] . More advanced approaches rely on an implicit continuum representation with Stieltjes imaging [27] , a Green's operator [28, 29] , or a propagator [30, 31] formalism. From this group, the Fano-Stieltjes Algebraic Diagrammatic Construction (Fano-ADC) method [32] has been used to evaluate Auger, ICD and ETMD decay rates of van der Waals clusters [33] , first row hydrides [34] and the [Mg(H 2 O) 6 ] 2+ cluster [11] . However, this approach cannot describe the angular distribution of the outgoing electron and relies on an ad-hoc procedure to evaluate partial decay rates.
The second family, relying on an explicit representation of the continuum wave function, consists of the following approaches: The one-center approximation uses atomic continuum functions centered at the vacancy-bearing atom to describe the outgoing electron in the evaluation of partial decay rates [35] [36] [37] [38] . This approximation can be applied on top of high-level electronic structure methods [39] . It is also applied in the XMOLECULE package [40, 41] which is based on very cost efficient but simplistic electronic structure calculations, which allows the evaluation of ionization cascades but may limit the applicability for complex molecules. Further, the influence of the molecular field may be taken into account perturbatively [42, 43] or in a complete manner with, e.g., the single-center approach, where the whole molecular problem is projected onto a single-centered basis [44] [45] [46] .
Finally, multi-channel scattering theory methods that combine finite multi-centered basis sets with the appropriate boundary conditions to represent the molecular continuum have been developed [47] and applied to the AIS of a variety of small systems [47] [48] [49] . For instance, the recently developed XCHEM approach [50] has been applied to simulate PES and AIS of atoms [51] and small molecular systems [52] . These techniques represent the most general and accurate quantum-mechanical treatment of the problem, thus potentially serving as a highlevel reference, although connected to substantial computational effort.
Summarizing, most of the mentioned methods have been applied only to simple diatomics, first row hydrides, halogen hydrides, and small molecules consisting of not more than two heavy atoms. Studies of larger molecular systems, such as tetrahedral molecules, small aldehydes, and amides [53, 54] , solvated metal ions [11] and polymers [55] are very scarce. In fact, the Fano-ADC [32, 33] and the XMOLECULE [40, 41] approaches are the only publicly available tools that allow to simulate AIS for a variety of systems without restricting the molecular geometry. Further, both methods are not suited to treat systems possessing multi-configurational wave functions. This puts studies of some chemically interesting systems having near-degeneracies, for example, transition metal compounds, or of photodynamics in the excited electronic states, e.g., near conical intersections, out of reach. To keep up with the experimental advancements, the development of a general purpose framework to evaluate autoionization decay rates (Auger, ICD, and ETMD) for molecular systems is warrant. Such a framework should be kept accessible, transferable and easy to use, i.e. it should be based on widespread robust and versatile Quantum Chemistry (QC) methods.
Here, we present a protocol that combines multiconfigurational Restricted Active Space (RAS) SelfConsistent Field (SCF) (RASSCF) bound state wave functions with single-centered numerical continuum orbitals in the single-channel scattering theory framework [56] . We have chosen the RASSCF approach, since it is known to yield reliable results for core-excited states, needed in the simulation of X-ray absorption [57, 58] , resonant inelastic scattering [59, 60] , and photoemission spectra [61] [62] [63] suggesting its application to AIS.
Although the ultimate goal is to investigate molecules, this proof-of-concept contribution focuses on the simulation of the prototypical neon 1s −1 3p Auger Electron Spectrum (AES) to calibrate the approach, since highly accurate reference data are available for both theory [64] and experiment [65] [66] [67] [68] . Special attention is paid to the representation of the radial continuum waves, which is investigated herein by a thorough test of different approximations. Note that our implementation allows to calculate molecular AIS as well as PES which will be presented elsewhere.
We commence this article with an introduction to the underlying theory and further give important details of our implementation. It continues with the computational details and the benchmark of our results against theoretical and experimental references. Finally, we conclude the discussion and present perspectives for the molecular application.
II. THEORY
The approach for the calculation of partial autoionization rates comprises the following approximations:
(i) The two-step model [1] is employed, i.e., excitation and decay processes are assumed to be decoupled and interference effects between photoionization and autoionization are neglected, Fig. 1 . Within this approximation, the partial autoionization rate for the decay i → α reads [19] 
Atomic units are used everywhere, unless explicitly stated otherwise.
(ii) We require that all bound state wave functions have the form of Configuration Interaction (CI) expansions in terms of N -electron Slater determinants Θ j :
The a † i,σ i are the usual fermionic creation operators in the spin-orbital basis {ϕ i,σ i } andÂ − is the antisymmetrization operator. In this work, multi-configurational bound state wave functions for the unionized and ionized states |Ψ i and Ψ + f are obtained with the RASSCF or Restricted Active Space Second-order Perturbation Theory (RASPT2) method. However, the presented protocol can employ any CI-like QC method.
(iii) The limit of weak relativistic effects is assumed, thus the total spins S, S + and their z-axis projections M, M + of the bound unionized and ionized system are good quantum numbers. Further, S and M of the unionized species are conserved during the process.
(iv) The single-channel scattering theory framework is employed, disregarding interchannel coupling, as well as correlation effects between the bound and outgoing electrons.
(v) The continuum orbitals are treated as spherical waves, subject to the spherically averaged potential V f (r) of the ionic state Ψ + f . Hence, the continuum orbitals have the form
with spherical harmonics Y m l (ϑ, φ) being the angular part and ζ(σ) the spin function. For brevity, ζ(σ) is generally omitted and present only when needed. The composite channel index α = (f, l, m, k) contains the index of the ionized state f , the orbital and magnetic quantum numbers l, m and the wave number k = √ 2ε α of the continuum orbital. This notation uniquely identifies the total energy E α = E f + ε α , the continuum orbital and bound state for each channel |Ψ α . Generally, indices i and f always refer to bound states of the unionized and ionized species and α denotes decay channels.
The radial part w f k l (r)/r is determined by solving the radial Schrödinger equation
With the assumptions (i)-(v), the N -electron ionized continuum states with conserved total spin and projection of the unionized states, S and M , can be written as:
where σ is the spin projection of the outgoing electron. The Clebsch-Gordan coefficients C
. These are constructed by inserting an additional electron with the continuum orbital ψ α,σ into the bound ionic state with spin projection M + , retaining the anti-symmetry:
Note that in contrast to the continuum state |Ψ α which is an eigenstate of S 2 and S z , the Υ 
III. DETAILS OF THE IMPLEMENTATION

A. Model potentials
We commence with the discussion of different approximations to the potential V f (r) in Eq. (5) which are central for the quality of the free electron function. In this work, we have used the following models:
In other words, we use (a) no potential; (b) an effective Coulomb potential with a fixed variable charge Z eff ; (c) the screened Coulomb potential of an ionic state f with the charge Z f (r); (d) the spherically averaged direct nuclear and electronic potentials of the ionic state, V nuc (r) and J f (r), respectively, see below; (e) the potential of (d) augmented with Slater's exchange term X S f (r) [69] . For the state-dependent models (c-e), the central quantity is the spherically-averaged electron density of the ionized state
It determines the potentials in the following way: The screened charge Z f (r) in (c) is evaluated as the difference between the nuclear charge Z and the integrated number of electrons present in a sphere with radius r around the atom:
Further, the direct Coulomb potential of the ionized states in (d) and (e) is found by solving Maxwell's equation for the electrostatic potential of the spherically averaged electron density ρ f (r) with the usual boundary conditions,
J f (0) is defined by the asymptotic value of the integral over r in Eq. (11):
Finally, a radial Slater type exchange [69] ,
is employed.
B. Continuum Orbital
The solutions to the radial Schrödinger equation, Eq. (5), using the potentials (8a)-(8e) can be understood as follows: In (a), assuming a free particle, we completely neglect any influence of the ion onto the outgoing electron. Here, the radial part of ψ α,σ (r, ϑ, ϕ) corresponds to spherical Bessel functions j l (kr) [70] :
The prefactor 2 π k ensures the correct normalization,
which is exact only for the free particle approach, and approximate for all other potentials, due to the long range Coulomb distortion.
Modeling the ionic potential in an effective Coulomb form, (b) is the simplest approach to approximately account for the ionic potential. It has the advantage that the solutions to Eq. (5) are still analytically available in the form of regular Coulomb functions F l [70] :
The approaches (c-e) yield numerically obtained potentials according to Eqs. (8c)-(8e) and thus require a numerical solution of the radial Schrödinger equation. Asymptotically, the numerical radial waves satisfy the boundary conditions:
The scaling factors and phase shifts δ f l (k) are obtained by matching the numerical solutions and their first derivatives with a linear combination of the regular and irregular Coulomb functions F l and G l , [70] . This matching is carried out in the asymptotic region where the potential is well approximated by the Coulomb potential of the ions net charge V f (r) ≈ −Z net /r. This description may be straightforwardly expanded to ingoing wave boundary conditions that are usually employed for ionization processes in the framework of scattering theory. Doing so is needed to allow for the treatment of photoelectron angular distributions and angular resolved spectra, which we neglect in this contribution.
Since the screened Coulomb potential model, Eq. (8c) is an ad-hoc assumption based on the simple idea that the nuclear charge is screened by the integrated electron density, the applicability of this model needs to be tested. In turn, (d) and (e), employing the spherically averaged direct Coulomb and exchange terms according to Eqs. (8d) and (8e), in a sense correspond to the Hartree and Hartree-Fock levels of accuracy, respectively. Note that no iterative SCF procedure is performed in the construction of the continuum functions. Therefore, correlation and non-local exchange effects between the continuum orbital and the bound part are neglected in all the discussed models.
The continuum orbitals evaluated using any of the methods presented in the preceding section are not orthogonal to the orbitals of the bound ionic state ψ α,σ ϕ i,σ i = 0, which is in contrast to the behavior that an exact continuum orbital would possess.
C. Continuum matrix elements
Using the decomposition of the continuum states in terms of channel functions in Eq. (6), the partial rate expression in Eq. (1) reads:
Decomposing the Hamiltonian H into the one and twoelectron parts H = u h u + u<v 1/r uv , the following matrix elements need to be evaluated between bound states and channel functions:
The expressions for the overlap, one-and two-electron matrix elements in Eq. (19) are obtained by using Löwdins Slater determinant calculus [71] . Here one has to take into account that the unionized and ionized bound states are obtained in separate SCF calculations. Consequently, they have different sets of N orb spin-orbitals {ϕ i } and {ϕ 
The DO is generally defined as the N −1 particle integral over the transition density of the unionized and ionized states |Ψ i and Ψ
and can be expressed in second quantization as a linear combination of the spin-orbitals {ϕ s } of the unionized species, with the coefficients φ
Staying on this route, the one-electron transition matrix elements in Eq. (19) are
where the second term with the conjugated Dyson orbital,
arises due to the nonorthogonality of the continuum orbital and the orbitals of the unionized system. The twoelectron matrix elements can be formulated in a similiar way:
are the twoelectron and conjugated two-electron reduced transition densities. They are linear combinations of pairs of the unionized orbitals with the coefficients ξ
Notice that if the Strong Orthogonality (SO) approximation is implied, the "conjugate" quantities Φ σM (24) and (27)) disappear. Thus, assuming SO substantially simplifies the computation since the evaluation of the "conjugate" terms is notably more involved. A similar effect is achieved by using the GramSchmidt (GS) orthogonalization to enforce orthogonality of the continuum and bound orbitals:
This approach has been tried before, e.g., in Ref. 44 and will be tested herein as well.
In the following, we will use the labels SO, NO and GS to indicate that the conjugate terms have been neglected (SO), fully included (NO), and that the GS procedure has been used to evaluate the partial rates. Further, we also compare the results of the "full" Hamiltonian coupling, against the popular choice to account only for the twoelectron terms in Eq. (19), denoting them as H and r −1 coupling, respectively.
To sum up, the present article reports on the influence of different combinations of the introduced approximations to the potentials, transition matrix elements, and continuum orbitals on the partial Auger decay rates of the exemplary neon 1s −1 3p resonance. As a shorthand notation for the combination of the different approximations we will use the coupling · potential · nonorthogonality notation, were applicable. For instance, H · V JX f (r) · NO denotes partial rates obtained using the H coupling, with radial waves corresponding to the V JX f (r) potential including the conjugate terms.
IV. COMPUTATIONAL DETAILS A. Quantum chemistry for bound states
The wave functions of the bound neutral and ionic states have been obtained in separate state-averaged RASSCF calculations with a locally modified version of MOLCAS 8.0 [72] . To prevent mixing of different angular momentum basis functions into one orbital, the "atom" keyword has been employed. The QC schemes used to evaluate the bound states |Ψ i and Ψ + f are presented in Table I Table I ) all states are included in the RASSCF procedure for the Ne wave functions, while the core excited states have been excluded for the calculations of Ne + .
Atomic Natural Orbital (ANO) type basis sets have been employed using a (22s17p12d11f ) primitive set. It was constructed by supplementing the ANO exponents for neon [73] in each angular momentum with eight Rydberg exponents generated according to the scheme proposed by Kaufmann et al. [74] . The contractions were then obtained with the GENANO module [75] [77] .
All energies have been corrected using the single state RASPT2 method [78] with an imaginary shift of 0.01 a.u. The RAS State Interaction (RASSI) [79] module of MOL-CAS was used to compute the biorthonormally transformed orbital and CI coefficients [80] for the atomic and ionic states: {ϕ i }, {C j } → {φ i }, {C j } such that φ + i φ j = δ ij , while the total wave functions remain unchanged. This biorthonormal basis is used in the evaluation of the Dyson orbitals, Eqs. (22), (24) , and twoelectron reduced transition densities, Eqs. (26), (27) .
B. Matrix elements in the atomic basis
The matrix elements between bound orbitals occuring in Eqs (19, 23, 25) are evaluated by transforming the orbitals to the atomic basis and calculating the atomic basis integrals with the libcint library [81] . The most time consuming part in the computation of the partial decay rates using Eq. (19) is the estimation of the two-electron continuum-bound integrals. Transforming the two-electron reduced transition densities and the orbitals to the atomic basis {χ i } and neglecting the spin integration, the two-electron continuum-bound integrals ψ α χ a | 
(29) The function f ac (r 1 ) is similar to an atomic nuclear attraction integral, and is evaluated as a function of r 1 using the libcint library [81] . An important point is to exploit the fact that the kinetic energy of the continuum electron is only encoded in its radial part. Transforming to spherical coordinates r → (r, Ω) centered at the origin of the outgoing electron allows to separate off the radial integration:
dr .
(30)
The angular integral in F abc (r) is determined numerically by using the adaptive two-dimensional integration routine cuhre from the Cuba 4.2 library [82] . To reduce the number of points at which F abc (r) is evaluated, an adaptive spline interpolation is used, which was developed by us and implemented in our code. Therein, the grid spacing is adjusted such that the absolute error estimate of the interpolation is kept lower than 10 −6 a.u. on each region with a different spacing. Note that the F abc (r) are determined only once, while the final radial integration in Eq. (30) needs to be evaluated for every transition i → α. The radial integration in Eq. (30) is carried out using the Simpson rule. For the one-electron continuum-bound integrals that are needed in the evaluation of the one-electron matrix elements in Eq. (19) , an analogous approach has been implemented.
V. RESULTS AND DISCUSSION
Here, we perform a thorough benchmark of the approaches to evaluate AES presented in Section II on the exemplary Auger decay of the neon 1s −1 3p resonance. First, in Section V A, we compare the AES modelled with our protocol against data obtained from an atomic MCDF calculation [64] , which serves as a high level theoretical reference. Second, in Section V B, we undertake the comparison to experimental results. The comparison against both theory and experiment is needed since no uniform and highly resolved experimental data covering the full energy range discussed herein has been published to date.
A. Benchmark of theoretical models
Panel (a) of Fig. 2 shows neon AESs, resulting from the autoionization of the 1s −1 3p states, obtained using bound state wave functions from QC scheme I (cf. Table I ) with radial waves corresponding to the spherically averaged direct-exchange potential V JX f (r) Eq. (8e). The partial rates have been evaluated using the full H coupling as well as the approximate r −1 coupling in Eq. (19) . Further, the nonorthogonality of the continuum and bound orbitals was accounted for by including the conjugate terms, NO, see Eqs. (24, 27) . A spectrum employing r −1 coupling at the MCDF level, obtained by Stock et al. [64] with the RATIP package [22] , serves as a theoretical benchmark. Therein, the atomic structure was obtained with a configuration space including single electron excitations from the 1s, 2s, and 2p to the np up to n = 7 and 3d orbitals. The four-component continuum orbitals have been obtained as distorted waves within the potential of the respective ionized atomic state.
All spectra have been constructed by assigning a Gaussian lineshape with an FWHM of γ = 0.1 eV to each channel.
AES 1s
Where G(ε, γ) = ln 2/(πγ) exp(−4 ln 2ε 2 /γ 2 ), ε is the kinetic energy of the emitted electrons and ε α = E 1s
− E f is the Auger energy of the channel |Ψ α . The spectra were normalized to the peak height at 811.5 eV, and shifted globally by −5.35 eV (QC I) and −2.45 eV (MCDF) such that the peak at 811.5 eV is aligned to the experimental data taken from Kivimäki et al. [65] (see Fig. 4 ). In addition, the dominant continuum orbital angular momentum contribution to the intensity is indicated for each peak. This shows that the regions 743 − 765 eV, 765 − 800 eV and 800 − 825 eV correspond almost exclusively to the emission of s, p and d waves, respectively, with the exception that the peak at 803 eV lies in the d-region but is due to s wave emission. Hence, we will refer to this regions as s, p, d rather than using the energies in what follows.
It is evident from Fig. 2 (a) that the normalized AES spectra obtained for the H and r −1 couplings are indistinguishable in the s and d regions and have only very minute differences in the p region. Thus, neglecting the contributions beyond the r −1 coupling in the partial rate evaluation is justified in this case. The comparison with the MCDF data in the d region shows that the Auger energies and relative intensities are overall quite well reproduced by our approach. Only the intensities of two small satellite peaks at 803 eV and 809 eV are overestimated and three tiny features around 805.5 − 807.5 eV, are not present using our approach. The latter deficiency can be safely attributed to the smaller configuration space employed in the QC I scheme as compared to the one used to obtain the MCDF results in Ref. 64 
SO NO GS SO NO GS SO NO GS SO NO GS SO NO GS SO NO GS MCDF panel (a)
Coupling: [64] . All spectra are broadened using a Gaussian profile with an FWHM of 0.1 eV, normalized to the peak at 811.5 eV, and shifted globally to align the 811.5 eV peak with experimental data [65] . The spectra from (a) correspond to the NO histograms of the V s and p regions, the Auger energies from the QC model I become slightly but increasingly blue shifted with respect to the MCDF ones at the lower energy flank of the spectrum. The intensities in turn are considerably overestimated by factors of about two and five for the p and s regions, respectively. Note that very similiar spectra are obtained if the RASPT2 energy correction is not used (Supplement: Fig. S1 ) Panels (b) and (c) of Fig. 2 show the integrated decay rates for the s, p and d regions evaluated using QC model I with the H (b) and r −1 couplings (c), comparing different approaches to compute the partial decay rates. The rates were obtained for all combinations of potential models in Eqs. (8a -8e) with the different nonorthogonality approaches SO, NO, and GS for the continuum orbitals. Since no absolute rates for the MCDF results are available, these have been scaled to the total decay rate obtained using the r
The data in panels (b) and (c) show that the decay rates corresponding to the s, p and d regions converge for both couplings as the quality of the potential is increased from the free particle approximation V free to the spherically averaged direct-exchange potential V JX f (r). The s : p : d -ratio obtained from the MCDF spectrum, however, is not matched. Our approaches systematically overestimate the decay rates due to the s and p channels, in line with the mismatch of intensities unveiled in panel (a).
The inclusion of the H coupling generally leads to larger decay rates. Especially the p region tends to be enhanced in comparison to the r −1 coupling results. These effects are very strong for the potentials V free and −1/r and reduce to a slight difference when the more physically sound potentials, V scr f (r), V J f (r), and V JX f (r), are taken. Further, including the conjugate NO terms and using the GS orthogonal continuum waves does not in general improve the results. The NO treatment leads to an overestimation of the partial rates in the s region for the V free , −1/r and −6/r potentials. Moreover, in conjunction with the H coupling it enhances the already present overestimation of the decay rates in the p region for these potentials. Notably, this is partially cured by using the GS approach on top of H coupling. This is in contrast to using GS together with the r −1 coupling, where one obtains the same results as with the SO approximation. Interestingly, the choice of the nonorthogonality treatment has only a weak influence on the decay rate distribution, when either of the V scr f (r), V J f (r), or V JX f (r) potentials is used. Roughly, this can be attributed to the magnitude of the bound-continuum orbital overlap that decreases if the potential is chosen to be more realistic. Hence, leading to a negligible effect of the conjugate terms in Eqs. (24, 27) and the GS orthogonalization for these potentials.
We conclude the discussion of this figure with the observation that only the total rates obtained with the −6/r, V J f (r), and V JX f (r) potentials reproduce the experimentally observed decay rate [83] . The best match is obtained with the V J f (r) potential, whereas the V JX f (r) leads to slightly underestimated total rates, which can be attributed to the inclusion of the attractive exchange term, Eq. (13) . Similarly, we assign the considerable underestimation of the total decay rates by the V scr f (r) potential to the fact that it is more attractive in the core region than V JX f (r), see Fig. 3 . The V free model always leads to overestimated total rates and the −1/r potential yields satisfactory total rates only when combined with the SO or GS approaches. However, despite the good agreement in the total rates the spectra for the r −1 · −1/r · SO approach deviate considerably from the ones obtained for the more accurate potentials (Supplement: Fig. S4 ), indicating that this agreement is rather accidental.
To shed light on the sensitivity of the decay rates obtained with QC model I, H coupling, and the NO approach, the influence of different potential models on the radial continuum functions and the spectra is presented in Fig. 3. Panel (a) contains the normalized AESs obtained using the potentials −1/r, −6/r, V scr f (r), and V JX f (r). Shifts and broadening parameters are the same as in Fig. 2 (a) . The d region is represented very well with all potential models, with the exclusion that the satellite bands at 803 eV and 808 eV are barely present when using the −1/r potential. In contrast, the relative intensities of the s and p regions of the spectra are strongly affected by the choice of the potential. Here, the p region comprises two peak groups with different character. When using the effective Coulomb potentials, the peaks around 771 eV and 776 eV are overestimated by at most a factor of two with respect to the V JX f (r) potential. In contrast, the satellite bands around 783 eV and 787 eV are overestimated by an order of magnitude when using the −1/r potential. This behavior can be attributed to the presence of both: one-electron Hamiltonian coupling terms and the conjugate NO terms, leading to an enhancement of the error introduced by the potential. In turn, the screening potential model slightly overestimates the former and underestimates the latter group of peaks. Finally, the spectra obtained with V scr f (r) and V JX f (r) are indistinguishable in the s regions, but using −1/r and −6/r leads to strongly overestimated intensities. In accord with the data shown in Fig. 2 , this is due to the NO treatment. To underline this conclusions the SO spectra for the H and r −1 couplings are shown in the Supplement as Figs. S3 and S4.
For each region, the radial waves and respective potentials, including the angular momentum term, are shown in the panels (b-d) corresponding to the characteristic peaks denoted in panel (a). Note that the V free and V J f (r) cases are very similar to −1/r and V JX f (r), respectively. Thus, they are not shown in Fig. 3 and have been excluded from the discussion of this figure. One might understand the differences in the sensitivity of the s, p and d regions to the potential model by comparing the short range behavior of the radial waves w core region. This suggests that the matrix elements in Eq. (19) are very sensitive to the description of the continuum orbitals in this region. It is well known that only the s waves have a considerable contribution at the core, while the radial functions tend to zero as r l otherwise. In fact, the effective radial potential at the core is dominated by the angular momentum term for l > 0, meaning that the influence of the present potential models on the total rates should decrease with increasing l. In contrast to this simple argumentation, the p region is more sensitive to variations in the potential model than the s region, even when r -1 coupling and the SO approximation are considered , Fig 2 (c) . In fact, for the s waves it is seen that only the potentials V scr f (r) and V JX f (r) lead to similar radial waves, the slight differences being due to the fact that the screening model is too attractive in the core region. Notably, these slight deviations lead to an underestimation of the total decay rates obtained with the V scr f (r) potential by about 25% in comparison to those obtained for V JX f (r) (see Fig. 2 ), underlining the sensitivity of the total decay rates to the choice of the model potential.
The effective Coulomb potential −1/r provides a qualitatively wrong description in both, the core and outer regions, whereas the −6/r potential leads to a sort of compromise in accuracy. It describes the core region much better than the −1/r potential but as a trade off has a wrong asymptotic behavior in the valence region. Still, the accuracy is not enough to describe the intensities in the s region when the conjugate terms are included, due to wrong overlaps with the bound orbitals. However, the p and d continuum waves obtained with the −6/r potential are similar to the ones obtained with the more accurate potentials (in the plotted range). This is reflected in the better description of intensities in the p and d regions. Notably, the spectra obtained with −6/r using either H or r −1 coupling in the SO approximation, agree qualitatively with the ones obtained for the more accurate potentials (Supplement: Figs. S3 and S4) . Thus, one can conclude that using the SO approximation provides some sort of error cancellation mechanism for the considered cases. Finally, the use of the −1/r potential is only justified for the main features of the d region. If one is interested in the full spectrum, one should use a model taking into account the electronic potential of the ionized core, such as
Generally, special caution has to be taken when H coupling and the NO approach are used together with simple potential models. Despite the formally more correct treatment, the combination with such potentials produces results that are in bad agreement with the MCDF data.
Summarizing the discussion until this point, it seems that satisfactory total decay rates and AES are only obtained with the potentials V J f (r) and V JX f (r). Further, employing r −1 coupling and the SO approximation seems to be very well justified for this case and we will use these in the comparison against experimental data below.
B. Comparison to experimental data
In this section, the comparison of our theoretical results to the experimental data in the full spectral range is presented. In addition, to unravel the influence of the underlying QC onto the AES, we discuss spectra obtained with the QC schemes I-III as described in Table I . The QC model II, which is more sophisticated than QC I, contains an uncontracted s basis and accounts for scalar relativistic effects, whereas III employs an active space larger than in QC I .
To the best of our knowledge, no experimental Auger emission spectrum of the neon 1s −1 3p resonance that covers the full spectral range presented in Figs. 2 and 3 has been published to date. Hence, in Fig. 4 the spectra obtained with the QC models I-III and the r −1 · V JX f (r) · SO approach are compared against experimental data taken from Kivimäki et al. [65] , for the d region (a), and Yoshida et al. [66] , for the s and p regions (b). The spectra have been shifted by −5.35 eV, −4.75 eV, and −5.18 eV for QC models I, II, and III to align the peaks at 811.5 eV. In panel (a), the spectra have been broadened using a Gaussian profile with an FWHM of 0.25 eV, corresponding to the lineshape of the peak at 806.5 eV in the experimental spectrum. Further, in panel (b) a Gaussian FWHM of 0.77 eV was chosen such as to represent the HWHM of the high energy flank of the peak at 778.5 eV in the experimental spectrum. Additionally, the spectra have been normalized to the heights of the main peaks at 811.5 eV (a) and 776 eV (b). Finally, the experimental data have been recorded at angles of 54.7
• (a) and 56
• (b) to the polarization vector. Data for these angles has been chosen to rule out anisotropy effects which makes the comparison with our angle integrated spectra easier.
Panel (a) shows that the agreement between the experimental and the theoretical spectra is fairly good. In fact, the relative energetic positions and intensities of the main peaks are reproduced quite well. However, smaller satellite peaks at 803 eV and 808.2 eV are blue shifted by about 0.5 eV. Generally, the agreement between theory and experiment is worse for the smaller features, although an unambiguous assignment is still possible. Using the uncontracted s basis and including scalar relativistic effects in QC II does not influence the resulting spectrum. In turn, the larger active space incorporated in the QC scheme III leads to a better reproduction of some tiny features at 806.4 eV, 807.5 eV and 808.8 eV. The blue shifts of the peaks already present with QC I and II are not affected, when employing QC III.
The comparison of the spectra covering the s and p regions with the experimental data is shown in panel (b). Here, the overall agreement is worse than in panel (a) both concerning the relative intensities and energetic positions of the peaks. Specifically, the positions of the peaks around 783 eV and 788 eV are reproduced well by all methods, while the intensities of the former and latter peaks are slightly over-and underestimated, respectively. Further, the peaks at 771 eV and 776 eV are red shifted by about 2 eV, and the relative intensity of the former is overestimated by approximately 30% (QC I and II) and 20% (QC III). Finally, the peaks at 745 eV and around 751 eV, corresponding to the s region are redshifted by 5 eV (QC I-III) and 4 eV (QC I, II), or 5 eV (QC III), respectively. The intensities of these peaks are overestimated by about 30% with respect to the experimental data. Consequently, this means that the s region is overestimated only by approximately 30% with respect to the p region. In fact, this is considerably less than what was suggested by the comparison with the MCDF spectrum in Fig. 2 . The total decay rates, however, are not visibly altered by the choice of either of the QC schemes I, II or III (cf. Supplement: Fig. S5 ).
To wrap up this discussion, we conclude that the RASSCF/RASPT2 electronic structure method combined with the r −1 ·V JX f ·SO approach to construct continuum orbitals and evaluate the transition matrix elements provides Auger energies and intensities for the decay of the neon 1s −1 3p resonance of a similar quality as those obtained in Ref. 64 with the MCDF approach. In particular, a straightforward assignment of experimental results is possible. Further, the inclusion of scalar relativistic effects into the one-component electronic structure of the bound states has no notable influence on the spectra, while a large active space is necessary only to reproduce minor satellite features.
VI. CONCLUSIONS AND OUTLOOK
In this work, we have demonstrated an approach to the evaluation of autoionization rates on the example of the Auger decay from the neon 1s −1 3p resonance. The suggested protocol is based on the RASSCF/RASPT2 method to evaluate the bound state wave functions and energies, supplemented by a single-channel scattering model for the outgoing electron. Here, the single-center approximation is introduced to reduce the continuum orbital problem to the radial dimension by averaging over the angular structure of the ionized electron density. To model the true radial potential, six different models, V free , −1/r, −6/r, V scr f (r), V J f (r), and V JX f (r), have been discussed. Further, three different ways to account for the nonorthogonality of the continuum and bound orbitals, SO, NO, and GS, as well as the effect of using complete, H, or approximate, r −1 , coupling in the partial rate evaluation has been investigated. All combinations of these sum up to 36 different variants to evaluate partial autoionization rates for an underlying bound state QC calculation and have been implemented in a standalone program.
Here we compared all these approaches with respect to their ability to reproduce the experimental [65, 66] as well as theoretical AES obtained at the fully relativistic MCDF level [64] . We showed that the Auger energies obtained with a Rydberg basis set and an active space allowing single electron excitations into the 3s, 3p, 4s, and 4p orbitals are generally in good agreement with the theoretical reference. However, the quality of the continuum orbital was shown to be the most important issue as it strongly influences the obtained AESs. Especially the core region must be described well by any potential that is used in the evaluation of AES. For instance, we found that the d region of the spectrum is rather insensitive to the choice of the model potential, whereas the s and p regions require to use one of the potentials V scr f (r), V J f (r) and V JX f (r). Still, the MCDF intensities can only be reproduced in the d region of the spectrum, while they are overestimated in the s and p parts. Further, the free particle model and the asymptotic Coulomb potential −1/r fail to reproduce the complete spectrum. Interestingly, inclusion of the full H coupling as well as the NO or GS terms in addition to using r −1 coupling in the SO approximation does not in general lead to improved spectra, but rather emphasizes the deficiencies of the V free , −1/r and −6/r potentials. With the SO approximation, however, the effective −6/r potential already leads to qualitative agreement with the spectra obtained using the more accurate potentials. In contrast, the spectra obtained with V scr f (r), V J f (r) and V JX f (r), are weakly affected by the choice of both the coupling and nonorthogonality approaches. These findings suggest that the SO approximation as well as the r −1 coupling provide a means of error cancellation in the evaluation of partial decay rates.
The comparison with experimentally obtained spectra using the r −1 · V JX f (r) · SO approach demonstrated the ability of the present method to accurately predict the neon 1s −1 3p AES, allowing a straightforward assignment of the experimental data. Interestingly, the general structure of the spectrum can be already reproduced quite well using a rather small active space, and is not sensitive to the inclusion of scalar relativistic effects. The best agreement with the experimental data is achieved by using a larger active space, including additional excitations to 3d, 5s, 5p, 6s, and 6p orbitals together with the spherically averaged direct exchange potential V JX f (r). In addition, our approach can successfully reproduce the experimentally measured total decay rate of the neon 1s −1 3p resonance, when the potentials −6/r (only in SO), V J f (r), and V JX f (r) are used. Since using the screened charge potential V scr f (r) leads to notably underestimated absolute rates and is not computationally cheaper than using either V J f (r) or V JX f (r), providing a better accuracy, we suggest to disregard the V scr f (r) potential for the evaluation of Auger emission rates.
Molecular systems can be treated with the presented method as well, however, in this case the one-center model has to be adopted, leading to a much more approx-imate representation of the molecular continuum than in the atomic case. To keep the errors due to this approximation as small as possible, our findings suggest to use the r −1 coupling together with the SO approximation to evaluate molecular AIS. The potentials should be modeled using either the direct V J f (r) or direct-exchange V JX f (r) variant. The applicability of these approximations has to be tested for the molecular case.
Currently our code is interfaced to the MOL-CAS/openMolcas as well as to the Gaussian program packages, allowing to evaluate PES and AIS based on bound state calculations conducted with the RASSCF/RASPT2 [61] , as well as the linear-response time-dependent density functional theory method [84] . A publication discussing the applicability of the present models to treat molecular systems is in preparation. The extension of the approach to evaluate angular resolved spectra is straight-forward and will be considered in future works.
