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Abstract
In this paper we study the effect of contemporaneous aggregation of
an arbitrarily large number of processes featuring dynamic conditional
heteroskedasticity with short memory when heterogeneity across units
is allowed for. We look at the memory properties of the limit aggre-
gate. General, necessary, conditions for long memory are derived.
More specific results relative to certain stochastic volatility models
are also developed, providing some examples of how long memory
volatility can be obtained by aggregation.
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1 Introduction
Contemporaneous aggregation, in the sense of averaging across units, of sta-
tionary heterogeneous autoregressive moving average (ARMA) processes can
lead to a limit stationary process displaying long memory, in the sense of
featuring non summable autocovariance function, when the number of units
grows to infinity (see Robinson (1978) and Granger (1980)).
Relatively recent research in empirical finance indicates that the long
memory paradigm represents a valid description of the dependence of volatil-
ity of financial asset returns (see Ding, Granger, and Engle (1993), Granger
and Ding (1996) and Andersen and Bollerslev (1997) among others). In most
studies the time series of stock indexes has been used, such as the Standard
& Poor’s 500, to support this empirical evidence, naturally suggesting that
the aggregation mechanism could be the ultimate source of long memory in
the volatility of portfolio returns.
The strong analogies of the generalized autoregressive conditionally het-
eroskedasticity (GARCH) model of Bollerslev (1986) with ARMA naturally
suggests that arithmetic averaging of an arbitrary large number of hetero-
geneous GARCH could lead to long memory ARCH, namely the ARCH(∞)
with long memory parameterizations (see Robinson (1991) and Baillie, Boller-
slev, and Mikkelsen (1996)). It turns out that under particular ‘singularity’
conditions on the GARCH coefficients, yielding perfect negative covariation
between the latter, the squared limit aggregate is characterized by an hyper-
bolically decaying autocovariance function (acf) yet summable, a situation
of ‘quasi’ long memory (see Ding and Granger (1996) and Leipus and Viano
(1999)). A closer analysis shows that the result is quite disappointing though.
Under no conditions long memory, in the sense of non-summable acf of the
squared aggregate (hereafter long memory for brevity), could be obtained
by aggregation of GARCH. Moreover the acf of the squared limit aggregate
decays exponentially fast in general, except when the above mentioned ‘sin-
gularity’ condition holds. Third, the limit aggregate is not ARCH(∞). (See
Zaffaroni (2000) for details.) This is the outcome of the severe parametric
structure of GARCH processes by which finiteness of moments defines a re-
gion for the GARCH parameters which varies with the order of the moment.
In particular, the larger is the order of the moment the smaller is this ‘sta-
tionary’ region. For example, for ARCH(1) with unit variance innovations
the autoregressive parameter region for bounded second moment is the in-
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terval (0, 1) and for bounded fourth moment is (0, 1/
√
3), strictly included
in (0, 1). We will refer to this outcome as the fourth-moment restriction.
In this paper we study the memory implications of the aggregation mech-
anism in a wider perspective. GARCH by no means represent the only
successful way to describe dynamic conditional heteroskedasticity and other
nonlinear time series models have been nowadays popular in fitting financial
asset returns such as stochastic volatility (SV) models (see Ghysels, Harvey,
and Renault (1996) for a complete survey). In contrast to ARCH-type mod-
els SV models are characterized by a latent state variable determining the
dynamics of the volatility of the return process. This feature induces a great
deal of issues related to estimation of SV models. However, as we are not con-
cerned here with estimation and filtering, it would be convenient to study
the aggregation mechanism within a large class of volatility models which
nests both ARCH-type and SV-type models. With this respect, a convenient
approach is given by the class of the square root stochastic autoregressive
volatility (SR-SARV) models, introduced by Andersen (1994) and general-
ized by Meddahi and Renault (1996). A unified analysis of SV models is also
developed in Robinson (1999) who provides an asymptotic expansion for the
acf of a large class of SV models just requiring Gaussian innovations. This
class excludes many ARCH-type models, including GARCH.
For the case of a finite number of units n, aggregation of GARCH has
been analyzed by Nijman and Sentana (1996) and generalized by Meddahi
and Renault (1996) to aggregation of SR-SARV. These results establish the
conditions under which the aggregate maintains the same parametric struc-
ture of the micro units. In contrast, the main focus of this paper is to char-
acterize the conditions under which the aggregate displays different features
from the ones of the micro units, such as long memory, by letting n→∞.
First, we derive a set of necessary conditions for long memory with respect
to the SR-SARV class. The first finding is that a necessary condition for long
memory is that the micro units must be sufficiently cross-sectionally corre-
lated. For instance, aggregation of independent and identically distributed
(i.i.d.) cross-sectionally units yields under mild conditions a Gaussian noise
limit, a case of no-memory. Second, we provide a necessary condition such
that the fourth-moment restriction does not arise. Many volatility models
used nowadays in empirical finance happen to violate such condition. These
conditions are not sufficient, though, for long memory. In fact, we then fo-
cus on three particular models, all belonging to the SR-SARV class. The
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models are the exponential SV model of Taylor (1986), a linear SV and the
nonlinear moving average model (nonlinear MA) of Robinson and Zaffaroni
(1998). For all cases we assume that the innovations are common across
units, yielding highly cross-correlated units. Moreover, for the three mod-
els the fourth-moment restrictions is not binding. Therefore, the necessary
conditions for long memory are satisfied. However, these models deliver very
different outcomes in terms of aggregation. In fact, a further, important
feature of the aggregation mechanism emerges, meaning the shape of the
nonlinearity specific to the model. This determines the minimal conditions
required for existence and strict stationarity of the limit aggregate which can
influence the possibility of long memory. These conditions are expressed in
terms of the shape of the cross-sectional distribution of the parameters of the
micro processes. It turns out that for both the exponential SV and linear SV
the strict stationarity conditions rule out long memory. In particular, the
long memory SV models of Harvey (1998), Comte and Renault (1998) and
Breidt, Crato, and de Lima P. (1998) cannot be obtained by aggregation of
short memory exponential SV. However, whereas for the exponential SV the
acf will always decay exponentially fast, the limit aggregate of linear SV can
exhibit hyperbolically decaying acf. In contrast aggregation of short memory
nonlinear MA can yield a limit aggregate displaying long memory, with a non
summable acf of the squares or, equivalently, an unbounded spectral density
of the squares at frequency zero. In particular, the long memory nonlinear
MA of Robinson and Zaffaroni (1998) is obtained through aggregation of
short memory nonlinear MA.
This paper proceeds as follows. Section 2 develops a set of necessary
conditions for long memory with respect the SR-SARV class. Section 3 fo-
cuses on the three models above described, exponential SV, linear SV and
nonlinear MA. Concluding remarks are in section 4. The results are stated
in propositions whose proofs are reported in the final appendix.
2 Some general results
Let us first recall the simplest definition of SR-SARV model. Summarizing
Meddahi and Renault (1996, Definition 3.1) a stationary square integrable
process {xt} is called a SR-SARV(1) process with respect to the increasing
filtration Jt if xt is Jt-adapted, E(xt | Jt−1) = 0 and var(xt | Jt−1) := ft−1
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satisfying
ft = ω + γft−1 + vt, (1)
with the sequence {vt} satisfying E(vt | Jt−1) = 0. ω and γ are constant
non-negative coefficients with γ < 1. This implies Ex2t <∞.
In order to study the impact of aggregation over an arbitrarily large
number of units, we assume that at each point in time we observe n units
xi,t (1 ≤ i ≤ n), each parameterized as a SR-SARV(1), with coefficients ωi, γi
being i.i.d. random draws from a joint distribution such that γi < 1 almost
surely (a.s). The xi,t represent random coefficients SR-SARV.
We now establish two set of conditions which, independently, rule out
the possibility of long memory. The violation of such conditions would then
represent necessary conditions for inducing long memory. We first consider
the impact of the assumed degree of cross-sectional dependence across units
for the xi,t.
Proposition 2.1 Assume the xi,t are i.i.d. across units. When
E(x2i,t) =: σ
2 <∞, (2)
then
1√
n
n∑
i=1
xi,t →d Xt, as n→∞,
where the Xt are N(0,σ2) distributed, mutually independent, and→d denotes
convergence in the sense of the finite dimensional distribution.
Remarks.
(a) Under i.i.d. xi,t, the limit aggregate features no memory.
(b) Proposition 2.1 could be extended to the case of cross-sectionally depen-
dent xi,t as long as the central limit theorem (CLT) holds, as e.g. for many
cases of association (see Esary, Proschan, and Walkup (1967)).
(c) Asymptotic normality follows by i.i.d.-ness and the bounded second mo-
ment assumption. Then, mutual independence of the limit aggregate follows
by the martingale difference assumption, which represents the key assump-
tion, and normality.
(d) Condition (2)
σ2 = E
ωi
1− γi <∞,
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can fail when ωi and γi are random variables, even if γi < 1 a.s. For instance,
this happens (see Lippi and Zaffaroni (1998, Lemma 1)) when ωi and γi are
independent one another and γi is absolutely continuous with density
fγ(γi) ∼ c (1− γi)δ, as γi → 1− (3)
for real −1 < δ ≤ 0, where ∼ denotes asymptotic equivalence (a(x) ∼ b(x)
as x→ x0 when a(x)/b(x)→ 1 as x→ x0).
When (2) fails, a result analog to Proposition 2.1 holds. For this, we need
to assume that the SR-SARV admits a solution so that xt can be written as
a nonlinear moving average
xt = utf(%t−1, %t−2, ..., %1;ω, γ) + utg(%0, %−1, ...;ω, γ), (4)
for suitable functions f(·, .., ·;ω, γ), g(·, .., ·;ω, γ) such that g(0, ..., 0;ω, γ) =
0, where {ut, %t} denote a bivariate sequence satisfying(
ut
%t
)
∼ i.i.d.
((
0
0
)
,
(
1 σu#
σu# σ2#
))
. (5)
The ut and %t can be perfectly correlated, including case ut = %t. Existence
of the solution (4) for xt is not implied by the definition of SR-SARV but
requires stronger conditions. This is shown in four examples below.
Set the conditional model, allowing for heterogeneity, equal to
x˜i,t := ui,t f(%i,t−1, %i,t−2, ..., %i,1;ωi, γi),
for sequences {ui,t, %i,t} satisfying (5) for each i and i.i.d. across units.
When σ2t := Ef
2(%i,t−1, ..., %i,1;ωi, γi) <∞ for any t <∞ and i.i.d.-ness,
1√
n
n∑
i=1
x˜i,t →d X˜t as n→∞, (6)
where the X˜t are N(0,σ2t ) distributed, mutually uncorrelated and σ
2
t con-
verges to σ2 or diverges to infinity, as t → ∞, depending on whether (2)
holds or fails.
Example 1 (Zaffaroni 2000). The ARCH(1)
xt = ut
(
µ+ αx2t−1
) 1
2 (7)
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belongs to the SR-SARV(1) class setting ω = µ, γ = α and
vt = α (u
2
t − 1)ft−1.
When (2) holds then Proposition 2.1 applies. When (2) fails, setting %t = ut
and
x˜i,t = ui,t ω
1
2
i
t−1∑
k=0
γki
k∏
j=1
u2i,t−j
 12 ,
(6) holds with
σ2t = E
(
ωi
1− γti
1− γi
)
.
Example 2. The simplest version of SR-SARV(1) is the linear SV, given
by
xt = ut
√
ft−1 (8)
and
ft = µ+ αft−1 + %t, (9)
where
−ν ≤ %t <∞ a.s. (10)
for some constant 0 < ν ≤ µ <∞ ensuring ft ≥ 0 a.s. Finally ut and %t are
assumed mutually independent, implying σu# = 0. This rules out the possi-
bility that linear SV nests GARCH(1, 1) although the former admits a weak
GARCH(1, 1) representation (see Meddahi and Renault (1996, Proposition
2.7)) when further assuming E(u3t ) = 0. Proposition 2.1 applies when (2)
holds setting ω = µ, γ = α and vt = %t. In contrast, when the latter fails, set
x˜i,t = ui,t
(
ωi
1− γt−1i
1− γi +
t−2∑
k=0
γki %i,t−k−1
) 1
2
.
Then (6) holds with
σ2t = E
(
ωi
1− γt−1i
1− γi
)
.
Example 3. The nonlinear moving average model, henceforth nonlinear
MA, introduced by Robinson and Zaffaroni (1998), given in its simplest for-
mulation by
xt = ut (
∞∑
k=1
αk%t−k), (11)
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with |α |< 1, belongs to the SR-SARV(1). Define the stationary AR(1)
ht = αht−1 + %t. (12)
Then consider (1) setting ft = α2h2t with
vt = α
2(%2t − σ2# ) + 2α3%tht−1
and ω = α2σ2# , γ = α
2. When (2) holds, then Proposition 2.1 applies whereas
when the former fails set
x˜i,t = ui,t
(
t−1∑
k=1
αki %i,t−k
)
and (6) holds with
σ2t = E
(
ωi
1− γt−1i
1− γi
)
.
Example 4. The exponential SV(1) of Taylor (1986)
xt = ute
1
2ht−1 , (13)
with ht defined in (12) and
Gaussian %t, (14)
belongs to the SR-SARV(∞) class (see Meddahi and Renault (1996, section
6) for details). Gaussianity of the %t suggested the standard denomination of
model (12)-(13) as log normal SV.
Again, when (2) holds then Proposition 2.1 applies whereas when the
former fails, setting
x˜i,t = ui,t exp
(
1
2
t−2∑
k=0
αki %i,t−k−1
)
,
(6) holds with
σ2t = E exp
(
σ2#
2
1− αt−1i
1− αi
)
.
We shall now evaluate the fourth-moment restriction.
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Proposition 2.2 Let
E(x4t | Jt−1) = c f 2t−1
for some 0 < c <∞ and the vt be strictly stationary with
E(v2t | Jt−1) = gt−1 + κ f 2t−1, (15)
for real κ ≥ 0 and a Jt-measurable function gt satisfying Egt < ∞ for any
0 < γ < 1. Then
γ2 + κ < 1
represents the necessary condition for Ex4t <∞.
Remarks.
(a) Assuming heterogeneity, Proposition 2.2 implies that when κi ≥ cκ > 0
a.s. for some constant cκ, the possibility of long memory by aggregation will
always be ruled out. In fact, the key feature which characterizes the memory
of the volatility of the limit aggregate is the behaviour of Eγki as k → ∞.
Covariance stationary levels requires 0 ≤ γi < 1 a.s. and
Eγki ∼ c k−(b+1) as k →∞
under (3) by Lemma 2. Therefore, a sequence of hyperbolic decaying coeffi-
cients is obtained as a by-product of aggregation, representing the ultimate
source of long memory. However, when requiring stationarity of the condi-
tional variance, then 0 ≤ γi < (1 − cκ) 12 a.s. and the support of the γi is
strictly included in [0, 1) for 0 < cκ < 1. Under these conditions
Eγki ∼ c
(
(1− cκ) 12
)k
k−(b+1) = O(ak) as k →∞
for some 0 < a < 1 by Lemma 2. Therefore, condition cκ > 0 imparts the
exponential behaviour of the Eγki which in turn gives rise to short memory
of the limit aggregate.
(b) In most cases
gt = c+ c
′ ft,
for constants 0 ≤ c, c′ <∞. Note that Egt <∞ for any 0 < γ < 1 rules out
the case of gt being an affine function of f 2t .
Example 1 (cont.). For ARCH(1)
E(v2t | Jt−1) = γ2E(u2t − 1)2f 2t−1,
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and (15) holds with κ = γ2E(u2t − 1)2 and gt = 0. Long memory by aggre-
gation is ruled out for ARCH (see Zaffaroni (2000, Theorem 4) for details).
Example 2 (cont.). For linear SV
E(v2t | Jt−1) = Ev2t = σ2# ,
and (15) holds with κ = 0 and constant gt. In this case boundedness of the
fourth moment does not imply any restrictions of the parameter space.
Example 3 (cont.). For nonlinear MA, assuming for simplicity’s sake E%3t =
0,
E(vt | Jt−1) = α4var(%2t ) + 4α4 σ2# ft−1,
and (15) holds with κ = 0 and gt being an affine function of ft. Again,
boundedness of the fourth moment does not require any restrictions of the
parameter space.
Example 4 (cont.). For exponential SV(1) it can be easily seen that no
parameter space restriction arises when imposing bounded fourth moment,
given Gaussianity of the variance innovation %t. By direct calculations
Ex2t = exp(
σ2#
2
1
1− α2 )
and
Ex4t = Eu
4
t exp(2σ
2
#
1
1− α2 ),
and for both cases boundedness requires | α |< 1.
To formally establish within to the SR-SARV framework the distribution
of the limit aggregate, and therefore to determine its memory properties,
many additional assumptions are required which would greatly restrict the
generality of the approach. For this reason, in the next section, we rather
study the effect of aggregation for the three specific SV models defined in
Examples 2,3 and 4, all belonging to the SR-SARV class, and explore the
possibility of long memory in details.
3 Some particular results
In this section we study in more detail the outcome of aggregation, charac-
terizing the limit of
Xn,t :=
1
n
n∑
xi,t
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as n → ∞. We focus on three models for the xi,t: exponential SV, linear
SV and nonlinear MA. These models all belong to the SR-SARV class and
do not satisfy the conditions of Proposition 2.2 which yield the bounded
fourth moment restriction. We allow for a sufficiently strong degree of cross-
sectional dependence of the heterogeneous units so that Propositions 2.1
does not apply. In fact, we show that for any of the three model, the limit
aggregate will not be normally distributed but conveys the basic feature of
a volatility model, uncorrelatedness in levels with dependence in squares.
As previously indicated, it will be assumed that the micro parameters
governing the xi,t are i.i.d. draws from some distribution. This will suitably
describe a framework made of an arbitrarily large number of heterogeneous
units. All of the models we consider share the same parameter αi which
expresses the memory of the volatility of the xi,t. It will be assumed that
αi < 1 a.s. so that the xi,t are covariance stationary with probability one. A
parametric specification of the cross-sectional distribution of the parameters
is not required and we rely on milder assumptions which define only the
local behaviour of the cross-sectional distribution of the αi around unity.
Hereafter, let c define a bounded constant, not necessarily the same, and ∼
asymptotic equivalence. Let γ be a finite positive constant.
Assumption A(γ). The αi are i.i.d. draws with an absolutely continuous
distribution with support [0, γ) and density
f(α) ∼ c L( 1
γ − α) (γ − α)
δ e
− β
(γ−α2) , as α→ γ−, (16)
for real β ≥ 0 and δ > −1 and slowly varying function L(·).
Remarks.
(a) Assumption A(γ) includes a large class of parametric specifications of
f(α) as particular cases. Simple examples are the uniform distribution, for
L(·) = 1 and β = δ = 0, and the Beta distribution, for L(·) = 1 and β = 0.
(b) When β = 0 (16) becomes
f(α) ∼ c L( 1
γ − α) (γ − α)
δ as α→ γ−, (17)
and δ > −1 ensures integrability.
(c) When β > 0 f(α) has a zero of exponential order at γ and
f(α) = O ((γ − α)c) = o(1) as α→ γ−
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for any c > 0 and δ > −∞.
(d) The case of no-heterogeneity across parameters, such as αi = α, repre-
sents a particular case of our setting and will not be discussed.
Finally the following is required.
Assumption B. The {ut, %t} satisfy (5) with
E u4t <∞, E %4t <∞.
3.1 Exponential SV
Assume that the xi,t are described by (12) and (13). We now derive the
limit of Xn,t in mean square. Under A(γ), with γ ≤ 1, the xi,t are strictly
stationary, ergodic and, by Gaussianity of the %t, covariance stationary. The
following result is based on the Hermite expansion of Xn,t in function of the
Hermite polynomials Hm(·) (m = 0, 1, ..) defined by
Hm(s)φ(s) =
1√
2pi
∫
R
(it)mφ(t)e−istdt s ∈ R,
where φ(·) denotes the standard normal density function and i is the complex
unit (i2 = −1).
Proposition 3.1 Assume A(γ), B and (14).
(i) When γ < 1 or γ = 1, β > σ2#/4
Xn,t →2 Xt as n→∞
where →r denotes convergence in r-th mean and
Xt := ut
∞∑
r=0
(
σ#
2
)r
Nr(t− 1), (18)
with
Nr(t) :=
∞∑
i0,..,ir=1
i0+...+ir=r
1 i1+...+r ir=r
1
0!i0 ...r!ir
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×
∞∗∑
1j1 %=... %=1ji1 %=... %=rj1 %=... %=rjir
ζ(1j1+..+1ji1 )+2(2j1+..+2ji2 )+...+r(rj1+..+rjir )
×
i1∏
h1=1
H1(%˜t−1jh1 )...
ir∏
hr=1
Hr(%˜t−rjhr ),
where
∑∗
aj0 = 1 (a = 1, ..., r), %˜t := %t/σ# and, for real k ≥ 0,
ζk := E exp(
σ2#
8
1
(1− α2i )
)αki ,
Under the above conditions
| Xt |<∞ a.s.
and the Xt are both strictly and weakly stationary and ergodic.
(ii) When γ < 1 or γ = 1, β > σ2#/2 the X
2
t are covariance stationary. Under
these conditions
cov(X2t , X
2
t+h) = O(c
h) as h→∞,
for some 0 < c < 1.
Remarks.
(a) Exponential SV do not exhibit the fourth-moment restriction, formalized
in Proposition 2.2, allowing γ = 1. However the X2t display short mem-
ory, with an exponentially decaying acf, for any possible shape of the cross-
sectional distribution of the αi. This rules out the the possibility of obtaining
long memory exponential SV by aggregation of heterogeneous short memory
exponential SV. The reason for this is that the exponential function char-
acterizing (13) requires a compensation effect in terms of the behaviour of
f(α). The latter must in fact decay exponentially fast toward zero as α→ 1−,
requiring β > 0. When β = 0 the |Xn,t | diverge to infinity in probability.
(b) No distributional assumption is required for the ut so that the xi,t need
not be conditionally Gaussian.
(c) The Hermite expansion was permitted by the Gaussianity assumption for
the %t. This could be relaxed and use the more general expansion in terms of
Appell polynomials (see Giraitis and Surgailis (1986)). The analysis would be
more involved, given that Appell polynomials are in general non-orthogonal
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(unlike Hermite polynomials) but the same restrictions in terms of shape of
the coefficients’ cross-sectional distribution f(α) are likely to arise.
(d) This result could be easily extended to the case of aggregation of expo-
nential GARCH(1) (see Nelson (1991)), the one-shock analog to exponential
SV. In this case %t = g(ut) for some smooth function g(·) known as the news-
impact-curve, a simple case of which is g(ut) = ut. More in general, the
degree of asymmetry of the model plays no role in terms of the memory of
the limit aggregate.
(e) The asymptotic behaviour of Xn,t is prominently different from the one
of the geometric mean aggregate
Gn,t := ut
(
n∏
i=1
e
1
2hi,t−1
) 1
n
. (19)
It turns out that | Gn,t | represents a very mild lower bound for | Xn,t |.
In fact, when β = 0 and (17) holds, the limit of Xn,t is not well-defined,
being unbounded in probability, whereas Gn,t might still have a well-defined,
strictly stationary, limit. For this purpose, simply note that
Gn,t = ut exp(
1
2n
n∑
i=1
1
1− αiL%t−1),
(L denotes the lag operator: L %t = %t−1), and the aggregation results de-
veloped for linear ARMA models applies to the exponent in (· ) brackets.
This was noted in Andersen and Bollerslev (1997). When γ = 1, β = 0 and
δ > −1/2
Gn,t →p ute
1
2
∑∞
j=0
νj #t−j−1 =: Gt as n→∞,
→p denoting convergence in probability, as 1/n∑ni=1 hi,t converges in mean-
square to the linear stationary process
∑∞
j=0 νj %t−j (see Lippi and Zaffaroni
(1998, Theorem 9)), with
νk := Eα
k
i ∼ c k−(δ+1) as k →∞ (20)
by Lemma 2. Long memory is obtained when δ < 0. Gt is a semiparametric
generalization of the long memory SV model of Harvey (1998).
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3.2 Linear SV
Assume that the xi,t satisfy (8) and (9). Assume that the µi are i.i.d. draws,
mutually independent from the αi, with 0 < cµ ≤ µi < ∞ a.s., for some
positive constant cµ > 0, and E(µi) <∞. The following re-parameterization
is useful. Setting
pii := µi − ν,
with 0 ≤ pii <∞, and
ηt := ln( ν + %t ),
with support (−∞,∞) under (10), yields
fi,t =
pii
1− αi +
∞∑
k=0
αki e
ηt−k . (21)
By this re-parameterization both terms on the right hand side of (21) are
non-negative. Existence of the second moment (and in general of the rth
moment) of the %t implies a suitable restriction on the shape of distribution
of the ηt but we will not make this explicit.
Proposition 3.2 Assume A(γ), B and (10).
There exist processes {Xn,t, Xn,t, t ∈ Z} such that
min[Xn,t, Xn,t] ≤ Xn,t ≤ max[Xn,t, Xn,t] a.s., (22)
satisfying the following.
(i) When γ < 1 or γ = 1, β > 0 or γ = 1, β = 0, δ > −1/2 for Xn,t and
γ = 1, β = 0, δ > −1/2 for Xn,t:
Xn,t →1 X t, Xn,t →1 X t as n→∞, (23)
setting
X t := ut
(
E2
(
pii
1− αi
) 1
2
+
∞∑
k=0
ν2k
2
eηt−k
) 1
2
, (24)
X t := ut
(
E
(
pii
1− αi
) 1
2
+
∞∑
k=0
ν k
2
e
1
2ηt−k
)
.
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Under the above conditions the {X t, X t} satisfy
| X t |<∞, | X t |<∞ a.s.
and are both weakly and strictly stationary and ergodic.
(ii) When γ < 1 or γ = 1, β > 0 the X2t and X
2
t are covariance stationary
with
cov(X2t , X
2
t+h) = O(c
h), cov(X
2
t , X
2
t+h) = O(c
h) as h→∞
for some 0 < c < 1.
When γ = 1, β = 0 the X2t , for δ > −1/2, and the X2t , for δ > 0, are
covariance stationary with
cov(X2t , X
2
t+h) ∼ ch−2(δ+1), cov(X2t , X2t+h) ∼ c h−(δ+1) as h→∞.
Remarks.
(a) Linear SV represent another case where, despite the fourth moment re-
striction is not binding and thus γ = 1 is feasible, long memory is ruled out.
The non-negativity constraint represents the key factor ruling the degree of
memory of the limit aggregate. Note that the acf of the squared limit ag-
gregate decays hyperbolically when γ = 1 although fast enough to achieve
summability.
(b) No distributional assumption on the the volatility innovations %t was im-
posed. In fact, thanks to the simple structure of (21), we have characterized
the limit of the ‘envelope’ processes {Xn,t, Xn,t}, rather than looking directly
at the limit of Xn,t. The latter would be highly involved, as Proposition 3.1
indicates for the case of exponential SV, besides requiring distributional as-
sumptions. This route was not permitted for the exponential SV problem
of section 3.1. In fact, finding envelope processes well approximating the
statistical properties of the limit aggregate seems unfeasible for exponential
SV, due to the severe nonlinearity of the exponential function (cf. remark
(e) to Proposition 3.1).
(c) Meddahi and Renault (1996, Theorem 4.1) show that aggregation of linear
SV, for finite n, maintains the parametric structure yielding a higher-order
linear SV. In contrast, it turns out that the limit aggregate, as n→∞, will
not belong to the SR-SARV class. In fact,
νk ∼ c γk k−δ+1 as k →∞
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when β = 0 by Lemma 2. Therefore, due to the hyperbolic factor, the νk
cannot be obtained as the coefficients in the expansion of the ratio of finite
order rational polynomials in the lag operator.
(d) It easily follows that when δ > 0
1
n
n∑
i=1
fi,t →1 E pii
1− αi +
∞∑
k=0
νke
ηt−k as n→∞.
This implies summability of the νk ruling out long memory of the limit ag-
gregate variance. The complication of Proposition 3.2 arises from the fact
that it characterizes the limit aggregate of the observables xi,t rather than
the limit aggregate of the fi,t.
3.3 Nonlinear MA
Assume that the xi,t are described by (11).
Proposition 3.3 Assume A(γ), B.
(i) When γ < 1 or γ = 1, β> 0 or γ = 1, β = 0, δ > −1/2
Xn,t →2 Xt as n→∞
with
Xt := ut
 ∞∑
j=1
νj%t−j−1
 . (25)
Under the above conditions
| Xt |<∞ a.s.
and Xt is both strictly and weakly stationary and ergodic.
(ii) Under the above conditions the X2t are covariance stationary.
When γ < 1 or γ = 1, β> 0
cov(X2t , X
2
t+h) = O(c
h) as u→∞,
for some 0 < c < 1.
When γ = 1, β = 0
cov(X2t , X
2
t+h) ∼ c h−4δ−2 as u→∞.
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Remarks.
(a) When γ = 1, β = 0 the acf of the squared limit aggregate decays at an
hyperbolic rate and long memory is achieved when −1/2 < δ < −1/4. When
δ > −1/4 the acf of the squared limit aggregate will be summable although
it still decays hyperbolically.
(b) The limit aggregate (25) is precisely the long memory nonlinear MA
introduced by Robinson and Zaffaroni (1998) and Proposition 3.3 represents
a sound rationalization for this model.
(c) The assumption of independence between the ut and the %t is irrelevant
for the result. One can consider the case %t = ut and (25) expresses the
(one-shock) long memory nonlinear MA of Robinson and Zaffaroni (1997).
4 Concluding comments
We analyze the outcome of contemporaneous aggregation of heterogeneous
SV models, when the cross-sectional dimension gets arbitrarily large. Some
general results are obtained, in the sense of necessary conditions for long
memory. These conditions are not sufficient though. In fact, we focus
on three, well known, SV models which satisfy these necessary conditions.
Long memory is ruled out when aggregating exponential SV and permitted
when aggregating nonlinear MA. Linear SV represent an intermediate case
which allows ‘quasi’ long memory, in the sense of hyperbolically decaying yet
summable acf of the limit squares. The key feature driving the results is
the shape of the cross-sectional distribution of the micro coefficients, in turn
defined by the specific form of the model nonlinearity.
The Xn,t could be interpreted as the return portfolio of n heterogeneous
assets with return xi,t, each modeled as a SV model. Therefore, this pa-
per obtains the statistical properties of the return portfolio, based on an
arbitrary large number of assets. Alternatively, Xn,t could represent the re-
turn of a single asset, such as a single stock return or a foreign exchange
rate return. In this case Xn,t can be viewed as the arithmetic average of n
heterogeneous components xi,t, each characterized by a different degree of
persistence of their conditional variance, as suggested in Ding and Granger
(1996). Alternatively, many equilibrium models of speculative trading as-
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sume that observed asset prices are average of traders’ reservation prices
with the single asset return implicitly defined as an aggregate (see Tauchen
and Pitts (1983)).
Our results still applies when a number m (m < n) of units exhibits
different properties from the ones assumed here as long as these units are
bounded a.s. and represent a degenerate fraction of units (1/m +m/n → 0
a.s. for n → ∞). Under these conditions, the aggregate properties will be
entirely determined by the non-degenerate fraction of units described by the
our assumptions.
Several generalizations are possible. Among many, aggregation of continuous-
time SV, higher-order SV and models with a time-varying conditional mean.
These generalizations could be obtained by a suitable extension of our frame-
work. Several of the conditions for long memory and, more in general, for
existence of the limit aggregate of the models here considered, provides a rich
set of testable implications on which developing empirical applications.
Appendix
We recall that c denotes an arbitrary positive constant not necessarily the
same, the symbol ∼ denotes asymptotic equivalence and P (A), 1A, respec-
tively, the probability and the indicator function of any event A. Finally
En(·), varn(·) define the expectation and the variance operator conditional
on the random coefficients µi, αi (1 ≤ i ≤ n).
Lemma 1 Let z be a random variable (r.v.) with support [0, 1] and density
g(z) ∼ c exp(− β
(1− z)) as z → 1
−,
for real 0 < β <∞. Then
E(zk) ∼ c k− 12 (1 + β)−ke−k(1+β/2) as k →∞.
Proof. All the equivalence below hold for k →∞. Then
E(zk) ∼ c
∫ 1
0
xk exp(− β
(1− x))dx = c
∫ ∞
1
t−(k+2)(t− 1)ke−βtdt
= cΓ(k + 1)e−
β
2W−(k+1),0.5(β(k + 1)),
by the change of variable t = 1/(1 − x) and using Gradshteyn and Ryzhik
(1994, # 3.383-4), where Γ(·) denote the Gamma function and Wλ,µ(·) the
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Whittaker function (see Gradshteyn and Ryzhik (1994, section 8.31 p.942 and
9.22-9.23 p.1086). Finally, from Gradshteyn and Ryzhik (1994, # 9.222-2),
W−(k+1),0.5(β(k + 1)) =
e−
β(k+1)
2
Γ(k + 2)
∫ ∞
0
tk+1
(β(k + 1) + t)k+1
e−tdt
=
e−
β(k+1)
2
Γ(k + 2) (β(k + 1))k+1
∫ ∞
0
tk+1
(1 + tβ(k+1))
k+1
e−tdt
∼ e
−β(k+1)2
Γ(k + 2) (β(k + 1))k+1
∫ ∞
0
tk+1e−t(1+1/β)dt
=
e−
β(k+1)
2
Γ(k + 2) (β(k + 1))k+1
1
(1 + 1/β)k+2
∫ ∞
0
tk+1e−tdt
=
e−
β(k+1)
2
(1 + 1/β)k+2 (β(k + 1))k+1
,
using (1 + a/k)k ∼ ea. The latter equivalence holds uniformly for any
a ∈ [0,M ] for any constant M < ∞ but split the integral ∫∞0 tk+1e−tdt
as
∫M
0 t
k+1e−tdt +
∫∞
M t
k+1e−tdt and note that
∫∞
M t
k+1e−tdt = O(e−cM) for
some 0 < c < 1 as M → ∞. Using Stirling’s formula (see Brockwell and
Davis (1987, p.522)) and combining terms concludes. !
Lemma 2 Let z be a r.v. with support [0, γ) and density
g(z) ∼ c (γ − z)δ as z → γ−,
for real −1 < δ <∞. Then
E zk ∼ c γk k−(δ+1) as k →∞.
Proof. The result follows by Stirling’s formula (see Brockwell and Davis
(1987, p.522)) and by the change of variable t = x/γ, yielding
Ezk =
∫ γ
0
xkg(x)x. ∼ c
∫ γ
0
xk(γ − x)δdx = c γδ+k+1Γ(k + 1)Γ(δ + 1)
Γ(δ + k + 2)
∼ c γk k−(δ+1) as k →∞,
where the constant c is not always the same and Γ(·) indicates the Gamma
function. !
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Lemma 3 Let zi be i.i.d. draws from a distribution with support [0, γ) and
density
g(z) ∼ c L( 1
γ − z )(γ − z)
δ exp(− β
(γ − z2)) as z → γ
−,
for real 0 ≤ β <∞, −1 < δ <∞ and slowly varying L(·). For real 0 < θ <
∞ set
wi := exp(
θ
1− z2i
), d :=
β
θ
.
When d > 0, for a non-degenerate r.v. Γ > 0 a.s., as n→∞
n−
1
d
∑n
i=1wi →d Γ for 0 < d < 1,
n−1
∑n
i=1wi →a.s. Ew1 for d > 1.
When d = 0
P (
n∑
i=1
wi/n
c < c′)→ 0 as n→∞,
for any 0 < c, c′ <∞.
Proof. We use results of classical extreme value theory. By simple calcula-
tions the wi have density
fw(wi) =
θ
2
g(
√
1− θ/ lnwi)
wi (ln wi)2
√
1− θ/ lnwi
,
and as t→∞
fw(t) ∼
{
Lw(t) t−1, β = 0,
Lw(t)t−1− d, β > 0,
for slowly varying Lw(·) satisfying ∫∞1 Lw(x)x−1 dx <∞.
Then, setting mn := max(w1, .., wn), from Embrechts, Klu¨ppelberg, and
Mikosch (1997, section 6.2.6 and Theorem A36)
mn
(w1 + ...+ wn)
→p 1 as n→∞
when β = 0 and fw(·) will belong to no maximum domain of attraction, viz.
P (mn/nc < c′) → 0 for any c, c′ > 0 as n → ∞. When 0 < d < 1 the
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distribution of the wi belongs to the domain of attraction of Γ and Feller
(1966, Theorem IX.8.1) applies. Finally, when d > 1 the wi have bounded
first moment so by i.i.d.-ness the ergodic theorem applies. !
Proof of Proposition 2.1. Given the i.i.d.ness and bounded variance of
the xi,t the Lindeberg-Le´vy CLT applies, as n→∞. Moreover, for any n by
the martingale difference property
covn(
1
n
1
2
n∑
i=1
xi,t,
1
n
1
2
n∑
i=1
xi,t+u) = 0 for any u += 0. !
Proof of Proposition 2.2. Ex4t < ∞ when Ef 2t−1 < ∞. Evaluating the
expectation of
f 2t = ω
2 + γ2f 2t−1 + v
2
t + 2ωγft−1 + 2ωvt + 2γft−1vt,
given Jt−1, yields
E(f 2t | Jt−1) = ω2 + (γ2 + κ)f 2t−1 + 2ωγft−1 + gt−1.
By Stout (1974, Theorem 3.5.8) the ft are strictly stationary yielding Ef 2t =
Ef 2t−1 when they are finite. Then collect terms and use the law of iterated
expectations. !
Proof of Proposition 3.1. (i) Any instantaneous transformation of a nor-
mally distributed r.v. g(Z), where Z is Gaussian, could be expanded in terms
of Hermite polynomials when E g(Z)2 < ∞ (see Hannan (1970)). Hence,
given
∞∏
k=0
En e
αki #t−k = e
σ2%
2(1−α2
i
) <∞ a.s.,
expanding the exp(αki %t−k/2) yields
Xn,t = ut
∞∑
mj=0
j=0,1,..
(
σ#
2
)∑∞
j=0
mj 1∏∞
j=0mj!
ζˆ∑∞
j=0
jmj
∞∏
j=0
Hmj(%˜t−j−1), (26)
setting
ζˆk :=
1
n
n∑
i=1
exp(
σ2#
8
1
(1− α2i )
)αki , k = 0, 1, ...
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When γ = 1, β > σ2#/4 the ζk are finite and the law of iterated logarithm
(LIL) for i.i.d. variates (see Stout (1974, Corollary 5.2.1)) applies yielding
| ζˆk − ζk |= O
 θ 12k
n
1
2
(ln ln(n θk))
1
2
 a.s. for k →∞, (27)
setting
θk := E exp(
σ2#
4
1
(1− α2i )
)α2ki
bounded by assumption for any k ≥ 0.
By the independence of the %t and the orthogonality of the Hermite poly-
nomials
cov
 ∞∏
j=0
Hmj(%˜t−j−1),
∞∏
h=0
Hnh(%˜t−h−1)
 = ∞∏
j=0
δ(nj,mj)mj!−
∞∏
j=0
δ(nj, 0)δ(mj, 0),
where δ(·, ·) is the Kronecker delta. Thus,
En(Xn,t −Xt)2 =
∞∑
mj,nj=0
j=0,1,...
(
σ#
2
)
∑∞
j=0
(mj+nj) 1∏∞
j=0mj!nj!
×
(ζˆ∑∞
j=0
jmj − ζ∑∞j=0 jmj)(ζˆ∑∞j=0 jnj − ζ∑∞j=0 jnj)×
cov
 ∞∏
j=0
Hmj(%˜t−j−1),
∞∏
j=0
Hnj(%˜t−j−1)

= O
 ln ln nn
∞∑
mj=0
j=0,1,...
(
σ#
2
)2
∑∞
j=0
mj 1∏∞
j=0mj!
c
∑∞
j=0
jmj

= O
(
ln ln n
n
exp(
σ2#
4(1− c))
)
,
for some 0 < c = c(b,σ2# ) < 1 using Lemma 1.
The nonlinear moving average representation (18) of Xt follows replacing
ζˆk with ζk in (26) and re-arranging terms, given the equivalence
∞∑
m1,...,mq=0
m1+...+mq=q
1
m1!...mq!
=
∞∑
n0,...,nq=0
n0+...+nq=q
1n1+...qnq=q
1
0!n0 ...q!nq
q!
n0!...nq!
.
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We show covariance stationarity of the Xt. By Schwarz inequality
EnX
2
n,t =
1
n2
n∑
i=1
En e
hi,t−1 +
1
n4
n∑
i%=j=1
En e
0.5(hi,t−1+hj,t−1) (28)
≤ 1
n2
n∑
i=1
En e
hi,t−1 +
(
1
n
n∑
i=1
(En e
hi,t−1)
1
2
)2
. (29)
By Lemma 3 En(X2n,t) diverges to infinity in probability at rate n
2(
σ2%
4β−2) when
β < σ2#/4. In fact, the first term on the right hand side of (28) and the second
term on the right hand side of (29) have the same asymptotic behaviour,
diverging at rate n2(
σ2%
4β−2). This follows considering that given any r.v. Z
with distribution tail regularly varying with index −c (c ≥ 0) (see Embrechts,
Klu¨ppelberg, and Mikosch (1997, Appendix A3.1)) then Z
1
2 has distribution
tail regularly varying with index −2c. Similarly, EnX2n,t converges a.s. to
EX2n,t <∞ when β > σ2#/4. Finally, by Lemma 3, EnX2n,t →d Γ as n→∞ ,
when β = σ2#/4 for a non-degenerate r.v. Γ. Strict stationarity and ergodicity
follows by using Stout (1974, Theorem 3.5.8) and Royden (1980, Proposition
5 and Theorem 3) to (18).
(ii) Let us focus for simplicity’s sake on case γ = 1. Case γ < 1 easily follows.
By Schwarz inequality
EnX
4
n,t
=
Eu4t
n4
n∑
i=1
En e
2hi,t−1+
Eu4t
n4
n∑
i#=j #=a#=b
=1
En e
0.5(hi,t−1+hj,t−1+ha,t−1+hb,t−1) (30)
≤ Eu
4
t
n4
n∑
i=1
En e
2hi,t−1 + Eu4t
(
1
n
n∑
i=1
(En e
2hi,t−1)
1
4
)4
. (31)
By the same arguments used in part (i) one gets that EnX4n,t converges to
a bounded constant when β > σ2#/2, diverges to infinity in probability at
rate n2(σ
2
% /β−2) when β < σ2#/2 and converges to a non-degenerate r.v. when
β = σ2#/2.
Let us deal with the acf. By the cumulants’ theorem (see Leonov and Shiryaev
(1959))
covn(X
2
n,t, X
2
n,t+h) =
1
n4
n∑
a,b,c,d=1
e
σ2%
8
∑h−1
k=0
(αkc+α
k
d)
2
∞∑
k=0
e
σ2%
8
∑k−1
j=0
(αja+α
j
b+α
j+h
c +α
j+h
d )
2
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×
[
e
σ2%
8 (α
k
a+α
k
b+α
k+h
c +α
k+h
d )
2 − eσ
2
%
8 (α
k
a+α
k
b )
2
e
σ2%
8 (α
k+h
c +α
k+h
d )
2
]
×eσ
2
%
8
∑∞
j=k+1
(αja+α
j
b)
2
e
σ2%
8
∑∞
j=k+1
(αj+hc +α
j+h
d )
2
,
for any integer h > 0, using
cov(
m∏
i=1
Ci,
m∏
i=1
Di) =
m∑
k=1
k−1∏
j=1
E(CjDj)cov(Ck, Dk)E(
m∏
j=k+1
Cj)E(
m∏
j=k+1
Dj),
which holds for any sequence of independent bivariate r.vs {Ci, Di} with
ECiDi <∞. Re-arranging terms yields
covn(X
2
n,t, X
2
n,t+h) =
1
n4
n∑
a,b,c,d=1
e
σ2%
8
∑∞
j=0
[(αja+α
j
b)
2+(αjc+α
j
d)
2]
×
∞∑
k=0
e
σ2%
4
∑k−1
j=0
(αja+α
j
b)(α
j+h
c +α
j+h
d )
[
e
σ2%
4 (α
k
a+α
k
b )(α
k+h
c +α
k+h
d ) − 1
]
≤ 1
n4
n∑
a,b,c,d=1
e
σ2%
8
∑∞
j=0
(αja+α
j
b+α
j
c+α
j
d)
2
∞∑
k=0
[
e
σ2%
4 (α
k
a+α
k
b )(α
k+h
c +α
k+h
d ) − 1
]
.
Note that covn(X2n,t, X
2
n,t+h) is non-negative. Expanding the exponential
term in [ · ] brackets
covn(X
2
n,t, X
2
n,t+h) =
∞∑
k=0
∞∑
r=1
(
σ2#
4
)r
1
r!
×
 1
n4
n∑
a,b,c,d=1
e
σ2%
8
∑∞
j=0
(αja+α
j
b+α
j
c+α
j
d)
2
(αka + α
k
b )
r (αk+hc + α
k+h
d )
r
 .
Using
(a+ b+ c+ d)2 < 4(a2 + b2 + c2 + d2),
which holds for any real a, b, c, d except for case a=b=c=d, when β > σ2#/2,
we can find a 0 < c <∞ such that
E covn(X
2
n,t, X
2
n,t+h)
= O
(∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
(αka + α
k
b )
r(αk+hc + α
k+h
d )
re
−c( 11−αa+
1
1−αb+
1
1−αc+
1
1−αd )dαadαbdαcdαd
)
.
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Expanding the two binomial terms and using Lemma 1 repeatedly yields, for
some 0 < c¯ < 1,
E covn(X
2
n,t, X
2
n,t+h) = O(
∞∑
r=1
σ2r#
r!
c¯hr
1− c¯2r ) = O(e
σ2% c¯
h −1 ) = O(c¯h) as h→∞. !
Proof of Proposition 3.2. From generalizations of Minkowski’s inequality
(see Hardy, Littlewood, and Polya (1964, Theorems 24 and 25)), for any
sequence ai,j (i = 1, . . . , j = 1, . . . , n) one obtains: ∞∑
i=0
(
1
n
n∑
j=1
(ai,j)
1
2 )2
 12 ≤ 1
n
n∑
j=1
( ∞∑
i=0
ai,j
) 1
2
≤
 ∞∑
i=0
1
n
n∑
j=1
(ai,j)
1
2
 , (32)
yielding (22) with
Xn,t := ut
( 1
n
n∑
i=1
(
pii
1− αi
) 1
2
)2
+
∞∑
k=0
νˆ2k
2
eηt−k
 12,
Xn,t := ut
(
1
n
n∑
i=1
(
pii
1− αi
) 1
2
+
∞∑
k=0
νˆ k
2
e
1
2ηt−k
)
,
setting
νˆk :=
1
n
n∑
i=1
αki .
(i) Let us initially focus on Xn,t. Let us focus on case γ = 1, β = 0 for
simplicity’s sake. The other cases easily follows. We show that En |Xn,t −
X t |= o(1) as n→∞. Consider
|Xn,t−X t |≤|ut |
(∣∣∣∣∣ 1n
n∑
i=1
(
pii
1− αi
) 1
2 − E
(
pii
1− αi
) 1
2
∣∣∣∣∣+
∞∑
k=0
| νˆk − νk | e 12ηt−k
)
.
(33)
When δ > −1/2 then Epi 12i /(1 − αi) 12 < ∞ by Lippi and Zaffaroni (1998,
Lemma 1) and using the LIL for i.i.d. variates one gets for the first term on
the right hand side of (33)∣∣∣∣∣1n
n∑
i=1
(
pi
1− αi
) 1
2 − E
(
pi
1− αi
) 1
2
∣∣∣∣∣ = O
(
(
ln lnn
n
)
1
2
)
a.s.
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For the second term on the right hand side of (33), setting ρk := E ekηt for
real k, consider
∞∑
k=0
| νˆ k
2
− ν k
2
| e 12ηt
= ρ 1
2
∞∑
k=0
| νˆ k
2
− ν k
2
| +
∞∑
k=0
| νˆ k
2
− ν k
2
| (e 12ηt − ρ 1
2
). (34)
Let us focus on the first term on the right hand side of (34). By the LIL for
i.i.d. variates, for real k
νˆk − νk ∼ 2 12 var 12 (αki )
ln ln(n var(αki ))
n
1
2
a.s. for n→∞. (35)
When β > 0 by Lemma 1 var
1
2 (α
k
2
i ) ≤ E 12 (αki ) = O(ck) as k → ∞ for some
0 < c < 1 and thus the result easily follows. When β = 0 then by Lemma 2
var(αki ) ∼ E(α2ki ) ∼ c k−(δ+1) as k →∞ and summability of var 12 (α
k
2
i ) is not
guaranteed anymore. We consider the following truncating argument. For
arbitrary s <∞
ρ 1
2
∞∑
k=0
| νˆ k
2
− ν k
2
|= ρ 1
2
s∑
k=0
| νˆ k
2
− ν k
2
| +ρ 1
2
∞∑
k=s+1
| νˆ k
2
− ν k
2
| .
For the first term above
s∑
k=0
| νˆ k
2
− ν k
2
|= O
(
(
ln ln n
n
)
1
2
)
a.s. n→∞
by (35) and for the second term
∞∑
k=s+1
| νˆ k
2
− ν k
2
|≤
∞∑
k=s+1
νˆ k
2
+
∞∑
k=s+1
ν k
2
(36)
=
1
n
n∑
i=1
α
(s+1)
2
i
1− α 12i
+
∞∑
k=s+1
ν k
2
= O
E α
(s+1)
2
i
1− αi +
∞∑
k=s+1
ν k
2
 a.s. for n→∞. (37)
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By Lippi and Zaffaroni (1998, Lemma 1) and Lemma 2 it easily follows that
both terms on the right hand side of (37) are well defined when δ > 0.
Moreover both are O(s−δ) which can be made arbitrarily small by choosing
s large enough.
Let us deal with the second term on the right hand side of (34). Note
that {e 12ηt − ρ 1
2
} is an i.i.d. sequence with zero mean and finite variance. By
the same truncating argument just used, for arbitrary s,
∞∑
k=0
| νˆ k
2
− ν k
2
| (e ηt−k2 − ρ 1
2
)
=
s∑
k=0
| νˆ k
2
− ν k
2
| (e ηt−k2 − ρ 1
2
) +
∞∑
k=s+1
| νˆ k
2
− ν k
2
| (e 12ηt−k − ρ 1
2
).
For the first term above
varn(
s∑
k=0
| νˆ k
2
− ν k
2
| (e 12ηt−k − ρ 1
2
))
= var(e
1
2ηt)
s∑
k=0
(
νˆ k
2
− ν k
2
)2
= O
(
ln lnn
n
)
a.s. for n→∞.
For the second term, using var(A−B) ≤ (
√
var(A)+
√
var(B))2 for any r.vs
A, B with finite variance ,
varn(
∞∑
k=s+1
| νˆ k
2
− ν k
2
| (e 12ηt−k − ρ 1
2
))
= O
 1
n2
n∑
i,j=1
α
(s+1)
2
i α
(s+1)
2
j
1− (αi αj) 12
+
∞∑
k=s+1
ν2k
2

= O
E α
(s+1)
2
i α
(s+1)
2
j
1− (αi αj) 12
+
∞∑
k=s+1
ν2k
2
 a.s. for n→∞. (38)
Both terms on the left hand side of (38) are well defined when δ > −1/2. In
fact
1
n2
n∑
i,j=1
αki α
k
j
1− (αi αj) 12
≤ 2
n2
n∑
i,j=1
αki α
k
j
1− αi αj ≤
(
1
n
n∑
i=1
αki
(1− αi) 12
)2
,
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since (1 − αiαj)2 ≥ (1 − α2i )(1 − α2j ). Boundedness follows by Lippi and
Zaffaroni (1998, Lemma 1). Secondly,
∑∞
k=s+1 ν
2
k
2
is summable for δ > −1/2
by Lemma 2. Both terms are O(s−2 δ) and can be made arbitrarily for s large
enough.
Combining terms, convergence in first mean of Xn,t to X t occurs when
δ > 0. Boundedness of the X t follows re-writing
X t = ut
(
E
(
pii
1− αi
) 1
2
+ ρ 1
2
∞∑
k=0
ν k
2
+
∞∑
k=0
ν k
2
(e
1
2ηt−k − ρ 1
2
)
)
. (39)
Then
∑∞
k=0 ν k
2
<∞ when δ > 0 and | ∑∞k=0 ν k
2
(e
1
2ηt−k − ρ 1
2
) |<∞ a.s. when
δ > −1/2 given independence and finite variance of the {e 12ηt − ρ 1
2
} and∑∞
k=0 ν
2
k
2
< ∞ by Billingsley (1986, Theorem 22.6). Strict stationarity and
ergodicity follows by Stout (1974, Theorem 3.5.8). Finally it easily follows
that covariance stationarity for both levels and squares requires
∑∞
k=0 ν k
2
<∞
and thus δ > 0.
The same results apply for Xn,t when
∑∞
k=1 ν
2
k < ∞ which requires δ >
−1/2.
(ii) When γ < 1 or γ = 1, β > 0, then νk = O(ck) as k → ∞ for some
0 < c < 1 and the result easily follows. When γ = 1, β = 0 easy calculations
show that EX
4
t <∞ requires
∑∞
k=0 νk <∞ and thus δ > 0. Moreover
cov(X
2
t , X
2
t+h)
∼ c∑
k=0
ν k
2
ν (k+h)
2
+ c′(
∑
k=0
ν k
2
ν (k+h)
2
)2 + c′′
∑
k=0
ν2k
2
ν2(k+h)
2
as h→∞,
and by
∞∑
k=0
ν2k
2
ν2(k+h)
2
= O(max
k>h/2
ν2k
2
),
the first terms on the right hand side above dominates yielding
cov(X
2
t , X
2
t+h) ∼ c
∞∑
k=0
ν k
2
ν (k+h)
2
∼ c′νh
2
∼ c′′ h−(δ+1) as h→∞
by (20) and summability of the νk. Along the same lines, it follows that
covariance stationarity of the X2t requires
∑∞
k=1 ν
2
k
2
<∞ and thus δ > −1/2,
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yielding
cov(X
2
t , X
2
t+h) ∼ c
∞∑
k=1
ν2k
2
ν2(k+h)
2
∼ c′ν2h
2
∼ c′′ h−2(δ+1) as h→∞.!
Proof of Proposition 3.3. Adapting the arguments developed in part (i)
of the proof of Proposition 3.2 above to
En(Xn,t −Xt)2 = σ2#
∞∑
k=1
(νˆk − νk)2 ,
part (i) follows. The limit aggregate coincides with the long memory nonlin-
ear MA of Robinson and Zaffaroni (1998) who establish the memory prop-
erties of part (ii), given the asymptotic behaviour of the νj characterized in
Lemma 1 and 2. !
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