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ABSTRACT
SMITH, TRAVIS R.. M.S.E.E., Department of Electrical Engineering, Wright State University,
2020. Comparing RF Fingerprinting Performance of Hobbyist and Commercial-Grade SDRs.
Radio Frequency Fingerprinting (RFF) research typically uses expensive, laboratory-
grade receivers which have high dynamic range, very stable oscillators, large instantaneous
bandwidth, multi-rate sampling, etc. In this study, the RFF effectiveness of lower grade
receivers is considered. Using software-defined radios (SDRs) of different cost and per-
formance, a linear regression model is developed to predict RFF performance. Unlike two
previous studies of SDR effectiveness that used commercial and lab-grade SDRs, the ex-
periment here focused on hobbyist and commercial-grade SDRs (RTL-SDR, B200-mini,
N210). A regression model is proposed for a generic SDR.
Using a full-factorial experiment matrix, the gain, sample rate, and signal-to-noise ra-
tio (SNR) were selected as the common control factors. The transmit sources were three
commercially-available, general purpose, wireless transmitters of the same model. An SDR
performance index (SPI) was developed from the percent correct classification using the
Random Forest classifier for each SDR and for a generic SDR. The RFF results show that
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The concept of Radio Frequency Fingerprinting (RFF) is the process by which devices are
uniquely identified by processing the physical layer characteristics imparted by the trans-
mission chain of the device. Upon calculating features of the transmission of a device, a
model of the device’s transmission is created, and a classification algorithm can be applied
to differentiate the devices from one another. The process of characterizing the physi-
cal layer features of a device can take many forms, to include: domain selection (time
vs frequency), processing methods (e.g. fast fourier transform (fft), Gabor transforms, or
wavelet-based features [2, 3, 4]), and/or various statistical parameters such as standard de-
viation, variance, skewness, and/or kurtosis. One application for applying RFF is differen-
tiating authorized, or known devices from unauthorized or rogue devices from one another,
a key component for establishing and maintaining the security of a wireless or wired net-
work [2, 5]. Devices that use common protocols such as Zigbee, Wifi, and WiMax can
be uniquely characterized by creating a unique statistical signature of the devices and can
be classified > % 90 accuracy at approximately 10 dB of signal-to-noise ratio (SNR) with
full-featured datasets using various classification algorithms [1, 6, 7]. The majority of RFF
work has been accomplished using specialized, lab-grade receivers to collect high-fidelity
emissions of devices for fingerprinting (e.g. Agilent E3238S), however, recent research has
demonstrated the concept of RFF using software defined radios (SDRs) that vary in cost
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and performance [8, 9].
Two advantages for using SDRs versus lab-grade receivers for RFF are: 1.) Cost,
the lab-grade receivers can be significantly more expensive than SDRs, usually an order
of magnitude more expensive than an SDR and possibly more. 2.) General purpose ac-
cessibility, SDRs are designed to provide a foundational and modular capability that can
be enhanced by creating processing chains with functional blocks to easily build or inte-
grate new capabilities. There is a substantial SDR community using open source tooling
to collaborate and develop modular processing capabilities that range in complexity from
simple waveforms that are no more than data recorders to waveforms that can detect, de-
modulate and decode advanced waveforms and modulation schemes. Lab-grade receivers
can be optimized for observing certain waveforms (e.g. WiFi) or conducting specialized
real-time analysis, and can be calibrated to substantiate observations and measurements,
whereas an SDR may not be so rigorously calibrated or capable of displaying complicated
waveforms in real-time, particularly lower cost SDRs. Additionally, work has been done to
compare the performance of an Ettus Research USRP N210 and National Instruments 2921
SDR, mid- to high-end SDRs to lab-grade receivers [8, 9]. The question to be answered is
"Can a performance index be created by observing the classification performance of data
acquired from various SDRs that predicts the classification performance based on tunable
parameters of the SDR?"
1.2 Challenges and Assumptions
1.2.1 Challenges
Data Collection and Analysis: A disciplined data-recording regimen is the foundation of
the experiment of which, identifying, isolating, and minimizing the effect of uncontrolled
variables is critical. The major components of the experiment are: 1.) The Transmitters;
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2.) The transmission channel; 3.) The software-defined radios and interactive software; and
4.) Signal Processing software. The transmitters, the transmission channel, and the SDRs
are affected by numerous variables, only the least of which can be controlled. No param-
eters of the transmitters can be controlled. The transmission channel is dynamic, changes
based on physical location (isolated location vs congested electromagnetic environment)
as well as the structures immediately surrounding the recording setup (office environment,
austere building, etc.), and environmental factors (i.e. weather) could affect the recording
environment. The most reasonable method of characterizing the SDRs used in the exper-
iment is to observe the classification performance associated with the tunable parameters
and create a model via linear regression to attempt to predict and optimize the classification
performance under various conditions.
1.2.2 Assumptions
1. General purpose wireless transmitters can be differentiated when using the Radio
Frequency-Distinct Native Attribute (RF-DNA) technique and an Ettus Research
USRP N210 commercial-grade software defined radio (SDR).
2. There is a quantifiable difference in device classification accuracy of the transmit-
ters at various SNR levels between the hobbyist SDR and the two commercial-grade
SDRs. It is presumed the classification accuracy will improve as a function of SDR
cost and the higher cost SDRs will perform better at lower signal-to-noise ratios than
the hobbyist-grade SDR.
1.3 Research Hypothesis
Research suggests adapting the RF-DNA process will be successful (> 90 %, SNR ≥ 10
dB) based on the effective adaption to several protocols and applications [10, 1, 11, 12, 2].
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Furthermore, an SDR Performance Index (SPI) can be developed based on the characteris-
tics of the SDRs and the classification performance of RFF processing chain for each SDR.
This experiment extends the research [8, 9] to include cheaper, less-capable SDRs, there-
fore, the research goal is to quantitatively relate the quality and characteristics of the SDR
used in the receive chain to the RF fingerprinting performance.
1.4 Thesis Organization
The thesis is divided into five chapters. Chapter 2 provides the background research and
fundamentals of the RF-DNA process resulting from the literature survey. Chapter 3 pro-
poses the method of studying the problem and a description of the experiment and analyti-
cal methods. Chapter 4 provides the results of the experiment and a summary of the results.




2.1 Summary of Applicable Research
A literature survey revealed various perspectives on RFF and/or specific emitter identifica-
tion (SEI) processes from different techniques of RFF/SEI, to focusing on specific aspects
of the process (e.g. classification algorithms, feature creation, dimensionality reduction
analysis (DRA), etc.). One recent work used for SEI studied the effectiveness of using the
frequency response of the signal of interest, in particular, using Intermediate Frequency
Law (IFL), Instantaneous Frequency Rate (IFR), and Bezier Curve for estimation of the
IFL [7]. Digne, et al., (2017) [7]were able to identify the presence of a known common
emitter while in the presence of other similar emitters, while in a practical environment
(e.g. various sea states, using non-cooperative emitters that emitted various waveforms,
etc.). The IFL technique demonstrated by Digne, et al. (2017) [7], is similar to the tech-
nique chosen for this research in that it parametizes the signal responses but goes on to
estimate the frequency response at various levels of fidelity. The algorithm developed by
Digne, et al. (2017) [7], was able to accurately identify the SOI from among 29 other simi-
lar signals that were collected in various conditions. Another method of feature creation for
device classification is using wavelet-based features for RFF. Using wavelet-based features
was demonstrated to be up to 100% effective in high SNR environments and approximately
71% effective in more realistic environments [13].
Classification in general, and classification of RF emissions specifically, is a subject
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that has been studied from various perspectives to include: dimensionality reduction, clas-
sifier optimization, and classifier effectiveness of devices. One perspective observed was
the optimization of dimensionality reduction analysis (DRA) for classification during ra-
diometric applications. Jia, et al., (2017) [14] leveraged the fingerprinting work established
in [10] as the chosen method for generating features such as mean, standard deviation,
skewness, and kurtosis of the instantaneous amplitude, phase, and frequency of devices.
The thesis presented in Jia, et al., (2017) [14] was that for classification performance to be
optimized, the pairing of the classifier and DRA should be considered together to improve
the classification performance. Beyond traditional classifiers that have been used to classify
devices based on expert-aided features, research has begun investigating the effectiveness
of applying deep learning methods to the challenge of device classification. One example
of this research was documented as Merchant, et al (2019) [15] successfully used a convo-
lutional neural network (CNN) as the classifier for device classification in a cognitive radio
network (CRN).
6
Figure 2.1: High level graphic of various processes that comprise the RF-DNA method in-
cluding data flow and specific operations required for implementing the RF-DNA method.
[1]
The device classification technique chosen for this research is the Radio Frequency
Distinct Native Attribute (RF-DNA) method used for feature generation of the signal re-
gion of interest (ROI) and device classification [10, 16]. The RF-DNA process is displayed
in Figure 2.1. The RF-DNA process incorporates common signal processing steps such as
amplitude-based, threshold-dependent pulse detection, identifying a region of interest for
further processing, and normalizing signal responses for statistical processing. The unique
characteristics of the RF-DNA process are most obvious in the various tuning parameters
for building the feature vector and the resulting statistical features used to develop device
fingerprints. The RF-DNA process was developed at the Air Force Institute of Technology
(AFIT) by faculty and students. Initial work was first documented characterizing and clas-
sifying Wifi devices in [10, 16]. RF-DNA research has been advanced and improved in the
following ways:
1. Observing the performance of the RF-DNA technique when applied to several pro-
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tocols and applications such as: Wifi, WiMax, Zigbee, antenna classification, etc.
[10, 1, 11, 12, 2].
2. Diversifying the concept to include different processing techniques such as compar-
ing the results of time (TD), spectral (SD), and wavelet-based features (WD), com-
paring the performance of various ROIs, and observing the effect of using unique
transforms such as the Gabor transform [3, 4] on the classification performance.
3. The RF-DNA process has also incorporated various classification techniques to in-
clude Random Forest (RndF), Multi-Class AdaBoost (MCA), Multi Discriminant
Analysis and Maximum Likelihood (MDA-ML), and Generalized Relevance Learn-
ing Vector Quantized-Improved (GRLVQ-I) classifiers individually to observe the
effect on the classification performance [1, 6, 3].
The focus of this thesis is to describe and quantify how the quality of the SDR used in
the receive chain impacts the RFF performance in a predictable index based on the specifi-
cations of the SDR using a linear regression model and analysis of variance (ANOVA). Two
works [8, 9] have produced documentation relating the performance of high-end, purpose-
built systems to commercial-grade SDRs. Patel, Temple, and Ramsey (2014) compared
the classification performance using a RndF classifier of data recorded by two receivers,
one of higher cost and capability (National Instruments (NI) PXIe-1085) and one of lower
cost and capability (NI USRP-2921). The higher end receiver generally performed better,
0.76% for 3-class case, over the range of SNRs tested [8].
The experiment documented by Rehman, Sowerby, and Coghill (2012) [9] performed
a similar activity using three Ettus Research N210 SDRs in comparison with a lab-grade
observation and processing system. The N210 SDRs produced data that was more difficult
to classify using a k-Nearest Neighbor (kNN) classifier, in particular, the range of classifica-
tion varied significantly. Generally, the specialized lab-grade equipment performed better,
achieving higher classification at lower SNRs than the SDRs used in the experiments and
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Table 2.1: Summary of SDR Performance Specifications
Receive Devices
SDR RTL-SDR1 B200-mini1 N2101 X3102 NI 29212
Cost $29.95 $807.00 $2011.00 $5612.00 $3293.00
Power
DC Input (V) * 6 6 12 6
Conversion Performance and Clocks
RF Bandwidth (MHz) 2.4 56 * 160 19
ADC SR (max) MS/s 2.56 61.44 100 200 100
ADC Resolution (Bits) 8 12 14 14 14
ADC WB SFDR (dBc) * 78 88 * 88
Freq. Acc. (ppm) 1.0 2.0 2.5 2.5 2.5
RF Performance (single channel)
RF Range (GHz) .0005-1.766 .07-6 0-6 0-6 2.4-2.5,4.9-5.9
Receiver NF (dB) * <8 5 8 5-7
Physical
Dimensions (cm) Meas 8.33x5.08x0.84 22x16x5 27.7x21.8x3.9 15.9x4.8x21.2
Weight (kg) Meas 0.024 1.2 1.7 1.2
Performance Index ** ** ** ** **
1. Denotes SDRs used in this experiment.
2. Not used in this experiment, listed for comparison to cited work [8, 9]
the range of classification performance was much narrower.
For comparison, Table 2.1 displays the SDRs and their characteristics used in exper-
iments similar to this thesis (N210, N2921) and the SDRs used in this thesis experiment.
The high cost receiver (National Instruments NI PXIe-1085) was about an order of mag-
nitude more expensive, depending on the specific configuration, than the lower cost SDR
(National Instruments NI USRP-2921). Due to the highly configurable nature of the NI
PXIe-1085, the receiver was not included in a direct comparison with the NI-USRP 2921
and the other SDRs planned for this experiment. The full table of SDRs and their charac-
teristics is available in Appendix A.
In addition to the two previous works described comparing lower cost SDRs, ANOVA
has also been applied as a method to statistically determine the impact of various record-
ing settings on classification performance. In [17] the authors varied three factors: device,
SNR, and bandwidth, and compared the classification results of based on those factors
individually as well as the observed two-factor interactions. The results of the ANOVA
experiment documented by Kuciapanski, Temple, and Klein [17] revealed the most sub-
stantial interactions occurred between the device and bandwidth pairings.
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In each of the similar works cited [9, 8, 17] a performance comparison was made
between a lab-grade or high-end receiver and lower cost SDRs, N210 and N2921, respec-
tively. Each of those experiments used the RF-DNA technique for producing fingerprints
for classification over a similar range of SNRs (0-30 dB). The experiments differed from
one another by the protocol used for classification (802.11a vs 802.15.4), the classifier
used (k-Nearest Neighbor (KNN) vs Random Forest), and the number of device classes (3
vs 6). The ANOVA experiment [17] used a comparatively similar high-end receiver in the
Agilent E3238S, a matching protocol (802.11a), and the same RF-DNA feature-producing
technique over a comparable range of SNRs (20-60 dB). Two primary differences between
the ANOVA work and the comparison works were the focus (Application of ANOVA vs
SDR comparison) and the classifier used for classification (MDA-ML vs kNN).
This thesis combines elements of each in a comparison of the classification perfor-
mance of various SDRs using an ANOVA method to quantify the effect of varying param-
eters in each of the SDRs over a similar range of SNRs (0-30 dB). Two primary differences
separate this thesis from the previous works: 1.) The extension of the comparison work
to SDRs representative of the lowest cost options (RTL-SDR) to SDRs purpose-built for
various RF applications and 2.) Attempting to produce a model using a linear regression
technique that optimizes the parameter configurations to improve the classification perfor-
mance of the SDRs. There is enough similarity amongst the works to relate the results
of this thesis to the previous works while extending the state of experimentation to fur-
ther the understanding of the community by modeling the effects of the various parameter
configuration on classification performance for a range of SDRs.
2.2 RF Fingerprinting
The RF-DNA process is a technique that parameterizes various signals, calculates statistics
on a region of interest (ROI) specified by the user, and differentiates devices using classi-
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fication algorithms, various aspects have been documented here [10, 1, 11, 12, 2, 3, 4, 6] .
The RF-DNA technique is composed of four general steps:
1. Pulse detection and ROI excision
2. Calculating statistics on the ROI
3. Create device model using fingerprints
4. Classification of devices
The statistics and subsequent build up of the fingerprints are based on research doc-
umented in the previous works described as well as the following sources [3, 16]. The
statistics can be calculated on each of the signal responses of amplitude, phase, and fre-
quency, each of which can be used singularly or together to form a composite fingerprint.





















where (n) signifies the responses are discrete, time-sampled representations of the continu-
ous signal.
Following the instantaneous amplitude, phase, and frequency response calculations,




















where µa, µφ, and µf are the mean values of the instantaneous amplitude, phase, and fre-
quency signal responses of the samples used for calculation. The max {·} is the maximum
of the amplitude, phase, and frequency in the ROI of each transmission used for calculation.
Once the ROI and domain(s) (i.e. time or spectral) have been defined, the fingerprints
of the regions and subregions are created by calculating some or all of the following statis-
tics: standard deviation (σ), variance (σ2), skewness (γ), and kurtosis(κ). The statistics
were calculated and stored for each signal response (e.g. amplitude, phase, and frequency)
as
F λr = [σ, σ
2, γ, κ], λ = α, θ, f, r = 1, . . . , R (2.7)
where λ may represent the amplitude, phase, or frequency signal responses of the signal of
interest. The amplitude, phase, and frequency features are calculated and stored together








where α, θ, f represents the signal responses amplitude, phase, frequency, respectively, and
r is the subregion under development. As an example, when all features were calculated
for each signal response, the resulting fingerprint is a 1 × (3 signal responses × 4 features)
= 1× 12 row vector. Each subsequent fingerprint was appended to the previous, building a
row vector described as
F =
[




For example, for a single device with 1000 ROIs, each divided into 20 sub regions, each
sub region characterized by 12 features, the total number of features would be 252,000 (e.g.
1000×21(NR+1)×12).
Once the feature set is formed for each device, the resulting data set is prepared for
classification by interleaving the features to form the device fingerprint and equally dividing
the data set into a training set and a test set. The most often and most recently documented
classification techniques are: 1.) RndF Classifier, 2.) MDA-ML, and 3.) GRLVQ-I. Initial
RF-DNA work implemented the parametric-based classifier MDA-ML and non-parametric
classifier GRLVQ-I, while the latest non-parametric classifier to be implemented is the
RndF classifier [1, 6, 3].
2.3 Software-Defined Radio
A software-defined radio is generally composed of a front end tuner, an analog-to-digital
converter, a mixer, and a processing chain. The processing chain can be hardware, such as
field programmable gate arrays (FPGAs), printed circuit boards (PCB), or software process-
ing capabilities that are composed of modules or components that are connected together to
create a waveform. A waveform can range in complexity from a simple recording solution
that passes I/Q data through a single component and writes the data in 16-byte format to the
local hard drive, to a waveform that is the result of several components that detect, demod-
ulate, and decode various protocols (e.g. AIS, ADS-B, etc.), manage resources, and are
managed based on heuristics developed during the waveform creation. Typically, functions
of components in an SDR waveform are made modular to the greatest extent possible to
allow components to be reused across several waveforms, thereby creating waveforms that
are often composed of several components.
The data recording process in this research utilized a software interface for each of
the SDRs to consistently tune each of the parameters under test and store the resulting data.
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The offline processing and analysis leverages the previously mentioned RF-DNA technique
that performs several functions (e.g. pulse detection, ROI excision, feature vector creation,
fingerprint creation, classification, etc.).
An advantage of SDRs is the ability to use them in a large variety of applications
and/or develop custom applications using software frameworks available to solve unique
problems. SDRs were chosen for this experiment because of the accessibility (i.e. price
point), expertise in using the SDRs, and for the ability to quickly create a custom and
extensible processing chain to ensure consistent data acquisition across all devices.
2.4 SDR Performance Index
The purpose of the SPI is to optimize the classification performance of the chosen SDR
by adjusting the weights assigned to each performance characteristic. The concept of the
SPI begins with the condition that each of the SDR specifications are equally important in
predicting the performance and each specification begins the experimentation process with
the same weighting. One of the objectives of the thesis is to determine the weights of each
SDR specification. Although this effort emphasizes the RndF classifier, the methodology
permits the use of other classifiers and hardware.
x =
[
x1, . . . , xK
]T
, K = 13, (2.10)
where K is the number of SDR specifications to be optimized. The model for the perfor-
mance index is
I(x) = wTx, (2.11)
where the elements of x are the SDR specifications and the elements of w are the weights.
The variables or conditions noted as x refer to several characteristics that may affect
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Table 2.2: Typical Specifications found in SDR Data Sheets.
Parameter Typical Range Tunable (y/n) Notation
Cost ($) 29.95-2011.00 N x1
Bandwidth (MHz) 0.2 - 160 Y x2
AGC ON/OFF Y x3
Gain (dB) 0-76 Y x4
DC Power (V) 6-12 N x5
ADC Sample Rate (MHz) 0.2 - 100 Y x6
ADC Resolution (bits) 8-14 Y x7
ADC WB SFDR (dBc) unknown - 78 N x8
DAC Sample Rate (MHz) 61.44-800 Y x9
DAC Resolution (bits) 12-16 Y x10
Frequency Accuracy (ppm) 1-2.5 N x11
RF Range (GHz) 0-6 N x12
SSB/LO Suppression (dBc) -35/50 N x13
Phase Noise Curve (deg/RMS) 1.0 N x14
RF Output Power (dBm) >10 Y x15
Noise Figure (dB) 8 - unknown N x16
the classification performance of the RFF process and are listed in Table 2.2
2.5 Model Optimization
Using the results from the device classification process, a linear regression process will be
applied to estimate the weights and significance of each parameter of the SPI model. Based
on the classification results and the output of the linear regression process, the classification
model may be optimized by scaling parameters by adjusting the model weights to improve
the classification performance of the model.
2.6 Summary
The ability to develop processing techniques that accurately classify devices using data
digitized by less capable SDRs extends the technique to more applications by making it
more accessible to a larger number of practitioners. Furthermore, the ability to predict
the performance of an SDR within specific processing ranges provides practitioners the
insight to select the SDR that meets their processing requirements. The majority of the
research using the RF-DNA technique completed to this point has used a lab-grade Agilent
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E3238S receiver to digitize the data, limiting the number of researchers that have access
to such a capable and costly receiver. Work has been done to compare the results of the
lab-grade receiver to commercial-grade SDRs [8, 9] and the contribution of this thesis
continues the trend of applying lower cost, less capable SDRs in conjunction with the RF-
DNA technique. This thesis uses three SDRs of increasing cost and capability to provide
additional research to determine the feasibility of predicting the classification accuracy on




The experiment was divided in two stages to address the research topic of producing and
optimizing the SPI using the RF-DNA performance process. In the first stage three differ-
ent SDRs record data from a general purpose wireless transmitter, commonly referred to as
a fob. During the data recording, the tunable SDR parameters are adjusted to complete a
design of experiments test matrix where the classification performance is the yield. In addi-
tion to evaluating the correct classification performance, an analysis of variance (ANOVA)
was performed to evaluate the results to determine the significance of the SDR recording
parameters consistent with the methods described in [18]. The last step in Stage 1 is to fit
the classifier performance with the linear regression model from (3.1). The values of the
weights indicate which parameters are most important to the SPI and reveal which SDR
parameters are most influential to the classification results.
3.1.1 Stage 1
Stage 1 is composed of the following steps:
1. Data Acquisition and Processing
• Pulse Detection and ROI excision
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The pulses were detected using an amplitude-based, threshold-dependent
detector to locate and extract the pulses and regions of interest for further pro-
cessing.
• Vary the SNR of the pulses
The pulses were scaled to produce specific SNR levels (0.0, 10.0, 20.0
and 30.0 dB) by adding complex, circularly gaussian noise to the sample to
be parametized prior to the calculation of features.
2. Feature Vector Generation
• Calculate Statistics
Four statistics (standard deviation, variance, skewness, and kurtosis) for
each sub region (NR) and the full ROI were calculated.
3. Create device model using fingerprints
The result of the calculated statistics were uniformly formatted and serve as the
device fingerprints for each unique run.
4. Classification of devices
The calculated fingerprints of each device for each unique run are input to the
random forest classifier for classification.
5. Fit classifier performance with linear regression model
The random forest classifier produces a percentage-correct value for each unique
run at each SNR value which is used as the input for producing the linear regression
model. The output of the linear regression model will be used to generate the SPI.
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3.1.2 Stage 2
Emissions from the fobs were recorded for offline processing using the RF-DNA tech-
nique for each SDR model. Stages 1 and 2 were completed sequentially for baselining
the signal processing chain and refining the fingerprint generation process. Following the
development of the model, parameters that were not modeled were tested to determine the
prediction performance.
3.2 SDR Performance
The SDRs to be used during the experiment are the RTL-SDR (Hobbyist Grade), the Ettus
Research B200-mini SDR (Mid-Grade), and the Ettus Research USRP N210 SDR (High-
Grade).
3.2.1 Hobbyist Grade SDR (RTL-SDR)
The RTL-SDR has an RF range from 500 kHz to 1.766 GHz and a sample rate of up to 3.2
MS/s and is tunable within a range from .2 - 2.56 MS/s. The frequency accuracy ranges
between 1 ppm with a temperature-controlled crystal oscillator (TCXO). The sample rate
and bandwidth are not separable (i.e. the sample rate and bandwidth are the same value
(1MHz sample rate requires a 1 MHz bandwidth). The noise figure of the RTL-SDR has
not been documented and the ADC has 8–bits each for the in-phase and quadrature (I/Q)
phase portions of the signal.
3.2.2 Mid-Grade Commercial SDR (Ettus B200-mini)
The B200-mini has an RF range from 70 MHz to 6 GHz and an instantaneous bandwidth of
up to 56 MHz. The ADC can digitize samples up to a rate of 61.44 MS/s, with a frequency
accuracy between +/− 75 ppb to <1.0 ppb, with TCXO and Global Positioning System
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(GPS)-disciplined TCXO, respectively. The sample rate and bandwidth can be separately
tuned to different values. The B200-mini has a noise figure of <8 dB and the ADC has
12–bits each for the in-phase and quadrature (I/Q) phase portions of the signal.
3.2.3 High-Grade Commercial SDR (Ettus N210)
The N210 has an RF range from 0 Hz to 6 GHz and the analog-to-digital converter (ADC)
can digitize samples up to a rate of 100 MS/s. The frequency accuracy ranges between
2.5 ppm to 2.0 ppb, with an internal reference and GPS-disciplined oscillator, respectively.
The N210 has a noise figure of 5 dB and the ADC has 14–bits each for the in-phase and
quadrature (I/Q) phase portions of the signal.
3.2.4 SDR Performance Index Models
The SDR models have more or less tunable parameters available to optimize the SPI, for
example, the RTL-SDR is limited to two parameters for tuning and optimizing. To optimize
the SPI each model is initialized with weights wx that are equal and are adjusted to find the
optimal weighting of each parameter. For example (3.1) displays the starting model for the
RTL-SDR as
y = β0 + w1x1 + w2x2 + ε, (3.1)
where wx corresponds to the weight applied to the parameter xx. In the case of the RTL-
SDR x1 notes the sample rate and bandwidth as a single parameter as they are inextricably
linked in the RTL-SDR parameter allocation and x2 corresponds to the gain values in the
RTL that were varied as prescribed by the test matrix. The Ettus Research B200-mini and
the N210 have additional parameters that can be tuned independently to produce a more
complicated model such as displayed in (3.2)
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y = β0 + w1x1 + w2x2 + w3x3 + w4x4 + ε. (3.2)
3.3 SPI Model Experiment
The SPI Model Experiment is composed of the major stages previously outlined in which
the fob emissions were recorded by the radios and the data was processed into device
fingerprints. Following the data processing that produces the device fingerprints, the data
was classified with a Random Forest classifier. The transmission devices were classified
in a two-class run in which each device was paired with a confusion target and for each
classification run the confusion target was the same. Each of the steps is described in
greater detail in the following sections.
3.3.1 Data Acquisition
The data acquisition process occurred in two steps:
1. Using the RTL-SDR, record at least 1000 pulses for each unique run.
2. Pending results from the first tranche of data, record at least 1000 data pulses for
each transmitter using the Ettus Research B200-mini and N210.
The resulting data set was composed of the following subsets of data:
1. Fob 1 (F1)
(a) Data acquisition by RTL = F1_RTL
(b) Data acquisition by B210 = F1_B210
(c) Data acquisition by X310 = F1_N210
2. Fob 2 (F2)
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(a) Data acquisition by RTL = F2_RTL
(b) Data acquisition by B210 = F2_B210
(c) Data acquisition by X310 = F2_N210
3. Fob 3 (F3)
(a) Data acquisition by RTL = F3_RTL
(b) Data acquisition by B210 = F3_B210
(c) Data acquisition by X310 = F3_N210
Each unique run requires about 70 seconds of continuous recording to yield the re-
quired 1000 pulses for analysis. Over the experiment, the time required to collect and
process the data was reduced from about eight hours to about two hours and was made
more accurate due to automation of most of the processing steps.
3.3.2 Operating Conditions
The selectable data acquisition parameters of the RTL SDR were varied between three
sample rate levels (0.25 MHz, 1.0 MHz, and 1.5 MHz) and the data was acquired with the
gain values of 0 and 20 dB for six total runs. The center frequency for each transmitter was
noted ahead of time to optimally allocate the center frequency. Tables 4.4, 4.5, 4.6 display
the full factorial test matrices used for acquisition. Furthermore, three replicates for each
run were executed.
The physical setup of the experiment was composed of the transmitter under test
(Fob1, Fob2, Fob3), a simple dipole antenna, the RTL SDR, a 2 m USB connector, and
the laptop used for collection. The distance from the transmitter to the antenna was 2 ft.
The setup was controlled as precisely as possible for each collection run.
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3.3.3 Pulse Detection and Excision
The pulses were easily detected and excised using a simple amplitude-based, threshold-
dependent detector enabled by the high signal-to-noise ratio (SNR). See Figure 3.1 for
an example of the raw signal. Due to the simple on/off keying of the transmitter, each
burst was composed of small and large pulses but only the large pulses were retained for
analysis. Each burst contained more than one sample of the large pulses and each was
saved as individual samples. The full pulse duration and data preceding and following the
pulse was excised and subsequently comprised a sample. By extracting the data pulse to
include just the data for processing, excluding all other data, significantly reduces the size
of the data set for follow on processing.
With the data set reduced to the pulses of interest, the majority of the pulse was se-
lected as the region of interest (ROI) for calculating fingerprints. The number of samples
per region of interest (Ri) varied as a function of the sample rate while the number of sub
regions (Nr) were held constant. For example, the ROI for the 0.25 MHz, 1.0 MHz, and
1.5 MHz sample rates resulted in 9, 36, and 54 data samples per sub region, respectively.
Holding the number of sub regions constant yielded the same number of features for each
pulse duration.
SNR Variation
The experimental conditions also included SNR variation for classification by adding com-
plex noise to each pulse of interest and scaling the data to equal a specified SNR value. By
expanding the data set to include a range of SNR values, it is possible to observe the effect
of SNR on the classification accuracy of the established processing chain. For each SNR
that is evaluated, the noise additions are calculated three times, producing three noise real-
izations for each SNR. The number of SNR and noise realizations proportionally increases
the size of the data set.
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3.3.4 Feature Vector Generation
The ROI was equally divided into 20 sub regions (Nr) and parameterized using the pre-
viously described statistics (e.g. σ, σ2, γ, κ) yielding four features per sub region. A total
region of interest fingerprint was also calculated, producing NR+1 = 21 features per pulse
duration. A total of 1000 pulses were collected from each transmitter, and 500 pulses were
selected for training and testing. It follows that using the amplitude, phase, and frequency
response of each sub region, each pulse is characterized by 252 features (3 responses×4
features per Nr×21 sub regions), and each run contains 1000 pulses, each data set contains
252,000 features. When each data set is expanded for the specified number of SNRs and
three noise realizations for each SNR, each run yields 3.024 million (252,000 features×4
SNRs× 3 noise realizations). Figure 3.1 displays the data bursts, an example of a large
pulse targeted for parameterization, pulse length, region of interest, and sub regions (Nr).
Figure 3.1: Key Fob Data pulse: (Top Left) Five Identical Bursts; (Top Right) Zoom of
One pulse with ’Long’ Pulse Identified by Hashed Outline; (Bottom) Region of Interest
(Ri) and sub regions (Nr) displayed on 20 Overlaid Pulses. Pulse, region of interest, and
sub region sample lengths, based on 1 MHz sample rate.
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3.3.5 Classification
The specific RndF classifier used for this experiment was documented in [5] and based
on literature and previous work [19, 1, 20]. The RndF classifier reports the percentage of
correct classification for the test and train data sets, a cross-class validation percentage,
and provides a relevancy ranking of the features that were used the most for classification.
Beyond observing the classification accuracy for analysis, the relevancy ranking is also
highly valued to understand which features are used most often for classification among
each of the SDRs. In previous work [1], the instantaneous phase response was noted as the
most relevant signal response for classification purposes.
Prior to classification, the test and train procedure assigns the device fingerprints in
interleaved order to two equally sized data sets. For example, the train data set is not sim-
ply the first half of the transmissions and the test data set is not simply the second half
of the transmissions. Rather, indices {1, 3, 5, . . . } were assigned to the training data set
and indices {2, 4, 6, . . . } were assigned to the testing data set. The interleaved assign-
ment of features attempts to reduce time-correlated classification results associated with
consecutive transmissions and produces a more robust device model of the transmitters for
classification.
In this experiment the classifier is a black box in that, once set, the tuning parameters
of the Random Forest classifier were not changed. The Random Forest classifier could be
tuned using the following parameters:
1. Number of Random Forest trees (set to 20 in this case)
2. Number of K-Folds (set to 5 in this case)
3. Feature assignment (continuous, interleaved (used in this case), or permanent)
4. Full dimension (used in this case) or reduced dimension data set
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3.4 Measures of Performance
The primary measures of performance are: 1.) Classification accuracy across each of the
SDRs, 2.) Produce and characterize the individual SDR models, 3.) Produce a general-
ized SDR model and characterize the fit when applied to the recorded data. The percent
classification accuracy provides direct observation of how well the classifier is performing
under the various recording settings and SNR values. The ANOVA statistics are based on
the percent classification correct values but are not representative of those values. Instead,
the F-statistic and p-values represent how well the linear regression model fits the percent
correct values and provides insight into how well the model fits the data. The measure
of performance will be a comparison of the uniformly weighted SPIs to the tuned SPIs
at various SNRs. Prior to tuning the SPI the model will be compared to the previously
recorded data for each SDR to determine how well it fits. Each of the tunable weights was
adjusted iteratively while the effect on the classification performance was annotated and
cases that improved the classification performance were documented to include the SPI
weights that caused the improved classification performance. Furthermore, additional data
was recorded at much higher sample rates to determine how well the model scales to other
parameter values within the range of the SDR.
3.5 Summary
The experiment was divided into two stages in which Stage 1 was focused on the data acqui-
sition and processing, fingerprint creation, and classification of the fob data as recorded by
three different SDRs. Stage 2 was focused on the subsequent analysis of the classification
results produced by the fingerprint generation and classification process. The intent was to
provide a data set consistent with quantifying the difference in classification accuracy as a
result of data collected by SDRs of varying cost and capability.
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Results
4.1 Test Setup and Procedure
4.1.1 Test Setup
The test setup and procedure were kept consistent as to control the recording environment
as tightly as possible and minimize uncontrollable variables associated with the environ-
ment. A checklist was developed to verify the collection setup and test procedure were
implemented consistently with the prescribed parameters for each intended recording run.
The data recordings were executed in separate sessions on separate days. The order of
the transmitters was randomized to reduce the effects that may be correlated to the record-
ing run sequence. The data path and equipment are displayed and annotated in Figure 4.1
The configurable omni-directional antenna was extended to 28 inches and the FM-
Band Blocker was included as a precautionary measure in the reception chain to minimize
any incidental interference from high power FM transmitters in the area. The USB extender
was used to improve the isolation from the RTL-SDR from components in the recording
equipment as incidental spurs have been observed in the frequency domain when the RTL
is connected directly to the recording laptop. No spurs were observed during recording of
the B200 and N210 SDRs as they were connected directly to the recording laptop.
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Figure 4.1: 1. Key Fob; 2. 2.3 ft (28 in) omni-directional antenna; 3. FM-Band Blocker; 4.
RTL-SDR; 5. 6 ft USB Extended connector; 6. Device and Software used for Acquisition;
4.1.2 Test Procedure
Following the physical configuration of the equipment involved in the recording, the test
checklist was consulted to ensure the recording software matched the intended recording
parameters for each run. The sample rate and bandwidth were input and the gain was set to
0 or 20 dB for the RTL and B200 in the software as prescribed by the test matrices. After
initial testing with the N210, it was determined the gain values would be set to 10 and 30
dB based on initial sensitivity. Each recording session produced 18 unique recordings and
the recording sessions occurred on different days. Each recording lasted approximately
70 seconds to reach the required 1000 pulse minimum. The order of the recordings was
randomized as a method to minimize any time-based correlations that might be present as
a result of the order of recording.
In addition to the unique runs recorded as prescribed in the test matrices, the con-
fusion target with each of the parameters varied was also recorded for each session. A
separate transmitter (e.g. TX10) was used as the confusion target for each session and it
was recorded consistent with the control parameters in each scenario. See Table 4.1 for an
example of the recording parameters for the RTL and Table 4.2 for the parameters recorded
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with the B200 and N210. The unique runs for the confusion target were recorded on each
day with the tranches of data to remove the unique effect of the electromagnetic environ-
ment from one day to another that could have effected classification. During classification
each run was paired with the confusion target that matched the sample rate and gain set-
tings as appropriate. For example, TX2, 3, and 4 with sample rate of 1.5 MHz and an gain
of 0 were paired with the confusion target with a sample rate of 1.5 MHz and a gain value
of 0 for classification.
Table 4.1: Control Parameter Test Matrix Example: All parameter combinations for TX10
as the confusion target, the table is described in detail in Section 4.1.2.
Text Matrix of the Confusion Target
Run TX SR GAIN
1 10 1 0
2 10 1 1
3 10 2 0
4 10 2 1
5 10 3 0
6 10 3 1
Table 4.2: Control Parameter Test Matrix Example: All parameter combinations for TX10
as the confusion target, the table is described in detail in Section 4.1.2.
Text Matrix of the Confusion Target for B200 and N210
Run TX SR GAIN
1 10 1 0
2 10 1 1
3 10 3 0
4 10 3 1
5 10 4 0
6 10 4 1
4.2 Test Results - RTL
Tables 4.4, 4.5, 4.6 each contain the same column headers for each session: Run, TX,
SR, GAIN, SNR1, SNR2, SNR3, SNR4, and AVG. The column headers correspond to
the unique run, the transmitter being recorded, the sample rate and bandwidth of the SDR
during recording, and the value of the gain, respectively. The mapping of the sample rate
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and gain values is displayed in 4.3. SNR1, 2, 3, 4 represent the scaled SNR value when the
pulses were fingerprinted (0.0, 10.0, 20.0, and 30.0 dB) and the values in each SNR column
note the correct classification percentage for each variation of the test. The AVG column
in each table displays the average correct classification percentage of each run calculated
from the correct classification values from SNR1, 2, 3, and 4.
Table 4.3: Control factors and levels for the RTL test matrix.
RTL Control Parameters
Controls Sample Rate Gain
Range 0.2 - 3.2 MS/s 0 - 50 dB
Levels 3 2
Values (Table) 1, 2, 3 0, 1
Values (Absolute) 0.25, 1.0, 1.5 1, 100
Values (Relative) 0.0025, 0.01, 0.015 0.0000000251, 0.00000251
4.3 Test Results - B200
Tables 4.8, 4.9, 4.10 contain the same of data and is arranged in the same format as the
RTL results table. The mapping of the SR and gain values is displayed in 4.7.
4.4 Test Results - N210
Tables 4.12, 4.13, 4.14 contain the same of data and is arranged in the same format as the
RTL and B200 results tables. The mapping of the SR and gain values is displayed in 4.11.
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Table 4.4: Session 1 - RTL: The correct classification results and recording settings for
each variation during Session 1. The table is described in detail in Section 4.2.
Session 1 - RTL
Run TX SR GAIN 0 dB 10 dB 20 dB 30 dB AVG
1 3 3 0 65.97 98.33 99.07 99.57 90.73
2 2 2 1 99.57 100.00 99.97 99.97 99.88
3 2 3 0 86.67 100.00 100.00 100.00 96.67
4 3 1 0 98.13 100.00 100.00 100.00 99.53
5 3 3 1 87.60 99.80 99.77 99.80 96.74
6 3 2 1 99.07 100.00 100.00 100.00 99.77
7 2 3 1 96.47 99.83 99.83 99.87 99.00
8 2 2 0 99.50 99.90 99.93 99.93 99.82
9 4 1 1 61.67 82.20 93.63 98.87 84.09
10 4 1 0 93.57 100.00 100.00 100.00 98.39
11 3 1 1 64.70 96.63 98.07 99.63 89.76
12 4 2 1 92.53 100.00 100.00 100.00 98.13
13 2 1 1 84.97 99.93 99.90 100.00 96.20
14 3 2 0 51.13 76.47 76.67 89.43 73.43
15 4 3 0 94.97 100.00 100.00 100.00 98.74
16 2 1 0 86.10 100.00 100.00 100.00 96.53
17 4 2 0 92.60 99.90 99.90 99.90 98.08
18 4 3 1 92.97 99.97 100.00 100.00 98.23
Table 4.5: Session 2 - RTL: The correct classification results and recording settings for
each variation during Session 2. The table is described in detail in Section 4.2.
Session 2 - RTL
Run TX SR GAIN 0 dB 10 dB 20 dB 30 dB AVG
1 4 2 0 97.97 99.90 99.90 99.93 99.43
2 2 2 1 99.40 100.00 100.00 100.00 99.85
3 2 3 1 96.80 99.90 99.90 99.90 99.13
4 3 2 0 91.87 99.70 99.77 99.87 97.80
5 3 3 0 70.20 99.30 99.13 99.37 92.00
6 3 1 0 58.93 89.00 93.90 97.93 84.94
7 2 1 1 82.80 100.00 99.97 100.00 95.69
8 3 1 1 49.40 63.07 70.47 80.27 65.80
9 3 3 1 88.73 100.00 99.93 100.00 97.17
10 3 2 1 50.20 71.67 82.33 90.90 73.78
11 2 3 0 82.07 99.90 100.00 100.00 95.49
12 4 2 1 99.53 100.00 100.00 100.00 99.88
13 4 3 1 94.00 100.00 100.00 99.90 98.48
14 4 1 1 80.60 98.03 98.87 99.67 94.29
15 4 1 0 64.37 93.80 93.63 94.27 86.52
16 2 1 0 70.17 99.67 99.80 99.83 92.37
17 2 2 0 60.63 99.90 99.70 99.60 89.96
18 4 3 0 96.63 99.97 99.83 99.83 99.07
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Table 4.6: Session 3 - RTL: The correct classification results and recording settings for
each variation during Session 3. The table is described in detail in Section 4.2.
Session 3 - RTL
Run TX SR GAIN 0 dB 10 dB 20 dB 30 dB AVG
1 4 2 0 95.07 99.97 99.83 99.97 98.71
2 3 3 1 51.10 55.37 63.23 97.17 66.72
3 3 1 0 55.73 77.33 81.63 84.90 74.90
4 2 3 0 76.17 100.00 99.93 100.00 94.03
5 4 3 0 99.23 99.93 100.00 99.97 99.78
6 2 2 0 71.83 100.00 100.00 100.00 92.96
7 4 2 1 96.80 100.00 100.00 100.00 99.20
8 2 1 1 52.83 98.70 99.47 99.77 87.69
9 3 1 1 49.57 56.67 59.47 61.53 56.81
10 4 1 0 92.63 99.60 99.63 99.77 97.91
11 4 3 1 90.53 99.80 99.87 99.93 97.53
12 2 2 1 70.33 99.90 99.90 99.83 92.49
13 3 2 0 73.27 99.90 99.80 99.90 93.22
14 2 3 1 68.20 99.77 99.87 99.87 91.93
15 3 2 1 53.87 82.60 97.07 99.50 83.26
16 4 1 1 83.90 98.57 98.60 98.87 94.98
17 3 3 0 51.73 79.77 81.13 87.63 75.07
18 2 1 0 69.40 99.67 99.80 99.73 92.15
Table 4.7: Control factors and levels for the B200 test matrix.
B200 Control Parameters
Controls Sample Rate Gain
Range 0.2 - 61.44 MS/s 0 - 76 dB
Levels 3 2
Values (Table) 1, 3, 4 0, 1
Values (Absolute) 0.25, 1.5, 3.0 1, 100
Values (Relative) 0.0025, 0.015, 0.030 0.0000000251, 0.00000251
Table 4.8: Session 1 - B200: The correct classification results and recording settings for
each variation during Session 1. The table is described in detail in Section 4.3.
Session 1 - B200
Run TX SR GAIN 0dB 10dB 20dB 30dB AVG
1 3 3 1 99.80 100.00 100.00 100.00 99.95
2 2 4 1 89.60 99.67 99.83 99.87 97.24
3 4 3 0 94.80 100.00 99.93 99.90 98.66
4 4 4 1 84.60 100.00 100.00 99.97 96.14
5 2 4 0 92.60 99.73 100.00 100.00 98.08
6 2 3 1 99.37 99.97 100.00 100.00 99.83
7 4 1 1 96.07 99.97 99.90 100.00 98.98
8 3 4 0 55.13 97.13 99.27 99.63 87.79
9 4 1 0 97.87 100.00 100.00 100.00 99.47
10 2 3 0 98.73 99.93 100.00 100.00 99.67
11 4 4 0 85.67 100.00 100.00 100.00 96.42
12 2 1 1 76.33 99.77 99.90 99.90 93.98
13 3 4 1 56.37 97.37 100.00 100.00 88.43
14 3 3 0 76.43 99.83 99.90 99.93 94.03
15 2 1 0 79.40 99.93 100.00 100.00 94.83
16 3 1 1 84.73 99.27 99.80 99.97 95.94
17 3 1 0 58.23 86.37 90.47 92.40 81.87
18 4 3 1 90.53 100.00 100.00 100.00 97.63
32
Table 4.9: Session 2 - B200: The correct classification results and recording settings for
each variation during Session 2. The table is described in detail in Section 4.3.
Session 2 - B200
Run TX SR GAIN 0dB 10dB 20dB 30dB AVG
1 2 1 1 59.47 95.33 96.60 97.23 87.16
2 3 1 0 52.30 70.97 84.40 94.80 75.62
3 4 1 1 96.73 99.97 99.93 100.00 99.16
4 4 4 1 99.97 100.00 100.00 100.00 99.99
5 2 3 1 84.30 100.00 100.00 100.00 96.08
6 3 3 0 54.37 92.33 97.80 99.13 85.91
7 3 3 1 74.97 99.70 99.73 99.80 93.55
8 4 4 0 94.20 100.00 99.90 99.83 98.48
9 2 1 0 56.47 89.77 95.07 99.50 85.20
10 3 1 1 95.67 100.00 100.00 100.00 98.92
11 2 3 0 76.77 99.67 99.73 99.97 94.03
12 4 3 0 97.97 99.93 99.90 100.00 99.45
13 2 4 1 76.00 99.83 100.00 100.00 93.96
14 2 4 0 66.63 99.70 99.73 99.80 91.47
15 4 1 0 97.50 100.00 100.00 100.00 99.38
16 3 4 0 74.00 99.53 99.93 99.93 93.35
17 4 3 1 91.50 99.97 100.00 100.00 97.87
18 3 4 1 79.90 99.73 100.00 99.90 94.88
Table 4.10: Session 3 - B200: The correct classification results and recording settings for
each variation during Session 3. The table is described in detail in Section 4.3.
Session 3 - B200
Run TX SR GAIN 0dB 10dB 20dB 30dB AVG
1 4 4 0 91.20 100.00 100.00 100.00 97.80
2 3 4 1 55.90 85.80 97.93 99.67 84.83
3 2 1 0 70.90 99.47 99.57 99.67 92.40
4 4 1 1 80.83 99.70 99.90 99.90 95.08
5 3 3 1 74.63 99.73 100.00 100.00 93.59
6 4 1 0 71.33 95.23 96.23 97.80 90.15
7 4 4 1 93.43 100.00 100.00 100.00 98.36
8 2 1 1 68.90 95.60 99.73 99.90 91.03
9 4 3 1 94.60 100.00 100.00 99.57 98.54
10 3 1 1 75.03 99.00 100.00 100.00 93.51
11 3 3 0 75.53 99.93 100.00 99.93 93.85
12 3 4 0 70.70 97.87 99.67 99.87 92.03
13 4 3 0 73.00 99.87 99.90 99.90 93.17
14 2 3 0 52.33 99.90 99.90 100.00 88.03
15 2 3 1 80.70 99.93 99.90 99.77 95.08
16 2 4 1 64.43 96.47 99.83 99.90 90.16
17 3 1 0 48.93 61.37 68.27 77.33 63.98
18 2 4 0 78.47 97.80 98.90 99.53 93.68
Table 4.11: Control factors and levels for the N210 test matrix.
N210 Control Parameters
Controls Sample Rate Gain
Range 0.2 - 100.0 MS/s 0 - 38 dB
Levels 3 2
Values (Table) 1, 3, 4 0, 1
Values (Absolute) 0.25, 1.5, 3.0 10, 1000
Values (Relative) 0.0025, 0.015, 0.030 0.0000251, 0.000000251
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Table 4.12: Session 1 - N210: The correct classification results and recording settings for
each variation during Session 1. The table is described in detail in Section 4.4.
Session 1 - N210
Run TX SR GAIN 0dB 10dB 20dB 30dB AVG
1 4 3 0 74.00 99.90 99.90 99.90 93.43
2 2 1 1 91.83 99.90 99.90 99.77 97.85
3 3 3 1 91.37 99.87 99.90 99.87 97.75
4 2 1 0 52.70 85.10 92.97 92.07 80.71
5 2 3 0 99.63 100.00 100.00 100.00 99.91
6 4 4 1 99.80 100.00 100.00 100.00 99.95
7 2 3 1 99.13 99.93 100.00 99.90 99.74
8 4 1 1 73.30 99.00 99.23 99.47 92.75
9 2 4 0 95.83 99.93 100.00 100.00 98.94
10 4 3 1 84.90 100.00 100.00 100.00 96.23
11 3 1 1 69.93 94.77 96.23 97.57 89.63
12 3 3 0 51.63 92.57 96.93 97.93 84.77
13 2 4 1 98.40 99.93 100.00 100.00 99.58
14 3 1 0 53.43 77.80 81.87 81.87 73.74
15 4 1 0 90.43 99.53 99.57 99.57 97.28
16 3 4 1 98.17 99.97 100.00 100.00 99.53
17 4 4 0 67.70 99.10 99.40 99.50 91.43
18 3 4 0 75.27 98.30 99.87 100.00 93.36
Table 4.13: Session 2 - N210: The correct classification results and recording settings for
each variation during Session 2. The table is described in detail in Section 4.4.
Session 2 - N210
Run TX SR GAIN 0dB 10dB 20dB 30dB AVG
1 3 3 1 98.83 100.00 100.00 100.00 99.71
2 2 3 1 99.23 99.97 100.00 99.90 99.78
3 4 3 1 89.80 100.00 100.00 99.90 97.43
4 4 4 1 80.27 99.97 99.87 99.83 94.98
5 3 4 0 94.13 100.00 100.00 100.00 98.53
6 2 1 1 59.80 94.10 99.77 99.80 88.37
7 3 4 1 52.30 80.40 99.30 100.00 83.00
8 4 3 0 96.70 99.80 99.80 99.80 99.03
9 3 3 0 63.53 99.40 99.80 99.80 90.63
10 2 3 0 99.13 99.70 99.80 99.80 99.61
11 3 1 0 68.27 95.20 95.73 99.23 89.61
12 4 1 0 54.97 68.57 83.07 94.60 75.30
13 3 1 1 68.63 97.57 99.83 99.90 91.48
14 2 1 0 86.57 99.97 100.00 100.00 96.63
15 4 1 1 80.40 97.77 99.37 99.87 94.35
16 2 4 0 76.83 99.70 99.70 99.77 94.00
17 4 4 0 89.63 100.00 100.00 100.00 97.41
18 2 4 1 97.47 100.00 100.00 99.93 99.35
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Table 4.14: Session 3 - N210: The correct classification results and recording settings for
each variation during Session 3. The table is described in detail in Section 4.4.
Session 3 - N210
Run TX SR GAIN 0dB 10dB 20dB 30dB AVG
1 2 4 0 92.00 99.90 100.00 100.00 97.98
2 3 4 1 85.33 99.97 99.93 99.93 96.29
3 2 1 1 87.03 99.83 99.90 100.00 96.69
4 2 3 0 99.07 100.00 100.00 100.00 99.77
5 3 1 0 63.63 88.10 92.40 95.77 84.98
6 2 3 1 99.73 100.00 100.00 99.90 99.91
7 2 1 0 76.10 99.87 100.00 99.97 93.98
8 4 4 1 91.13 100.00 99.57 100.00 97.68
9 4 4 0 78.47 99.37 99.50 100.00 94.33
10 4 1 0 94.07 100.00 100.00 100.00 98.52
11 3 3 0 94.33 100.00 100.00 100.00 98.58
12 4 1 1 54.80 79.47 94.40 97.73 81.60
13 3 3 1 95.50 99.97 100.00 100.00 98.87
14 3 1 1 90.53 100.00 99.93 99.93 97.60
15 3 4 0 53.00 79.57 99.97 100.00 83.13
16 2 4 1 96.83 100.00 99.90 100.00 99.18
17 4 3 1 85.93 97.90 99.50 99.93 95.82
18 4 3 0 55.20 80.83 82.67 85.27 75.99
4.4.1 Classification Performance
Figure 4.2 displays the classification accuracy at each of the normalized sample rates for
each SDR. The filled marker values at each sample rate represent the average classification
value for each SNR level. The classification performance generally improves as the sample
rate increases.
Figure 4.3 displays the classification accuracy at each of the normalized gain values
for each SDR. The filled marker values at each gain level represent the average classifi-
cation value for each SNR level. The classification performance of the B200 and N210
improve as the gain increases.
4.5 Observations
One notable observation was the sensitivity of the receivers. The default sensitivity (i.e.
0.0 dB gain) of the RTL was higher than both the B200 and N210. Furthermore, the default
sensitivity of the B200 was higher than the N210, requiring the initial gain value be set to
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Figure 4.2: Average percent correct by normalized sample rate. The filled markers rep-
resent the average classification performance of each SDR at the respective normalized
sample rates.
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Figure 4.3: Average percent correct by normalized gain. The filled markers represent the
average classification performance of each SDR at the respective normalized gain values.
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10.0 dB for the N210 to achieve a detection SNR suitable for the amplitude-based, threshold
detector used for the experiment.
4.6 SDR Performance Index
The primary objective of this thesis is to develop an SDR performance index by observing
the effect of various parameters on the classification performance of the RFF process and
determine if and how the index can be optimized. For the RTL, the varied parameters were
sample rate and bandwidth and gain values. The correct classification percent for each SNR
(0.0, 10.0, 20.0, and 30.0 dB) were used in conjunction with gain and SR values to produce
a model with linear regression resulting in the following model values and statistics. Table
4.15 displays the model coefficients and statistics produced for each SDR when the sample
rates and gain values were provided to the linear regression model as absolute values (e.g.
sample rates = 0.25, 1.5, and 3.0 MHz and gain values = 1 or 100 (0 dB or 20 dB gain)).
Of note, the absolute gain values for the N210 were provided as 10 or 1000 (10 and 30
dB gain). Table 4.16 displays the model coefficients and statistics produced when the
sample rates and gain values were provided to the linear regression model as normalized
values based on the total range of each parameter in each SDR. The normalized values for
the sample rate and gain can be found in the control parameter tables for each SDR (See
Tables 4.3, 4.7, 4.11 in the last row "Values (Relative)" for reference).
Figure 4.4 displays the average percent correct for each unique run for each SDR at
each of the prescribed SNR values of 0.0, 10.0, 20.0, and 30.0 dB. The percent correct clas-
sification improves as the SNR increases for each SDR, an expected outcome. Additionally,
the B200 and N210 generally outperform the RTL, also an expected outcome.
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Table 4.15: Model coefficients calculated from absolute (i.e. not normalized) parameter
values as inputs for each SDR at the prescribed scaled SNR values.
Model Coefficients and Statistics for Each SDR
RTL B200 N210
0.0 dB SNR
Intercept (β0) 69.58 73.45 70.49
SR (β1) 9.95 0.75 4.31
GAIN (β2) 0.005 0.077 0.009
F-Stat 2.42 1.28 4.81
P-Value 0.100 0.288 0.012
10.0 dB SNR
Intercept (β0) 92.92 93.18 92.23
SR (β1) 3.96 1.52 1.61
GAIN (β2) -0.039 0.032 0.003
F-Stat 1.66 3.00 2.77
P-Value 0.201 0.059 0.072
20.0 dB SNR
Intercept (β0) 94.36 95.20 95.03
SR (β1) 2.87 1.28 1.28
GAIN (β2) -0.022 0.025 0.002
F-Stat 1.00 3.51 6.16
P-Value 0.377 0.038 0.004
30.0 dB SNR
Intercept (β0) 94.99 97.18 96.53
SR (β1) 3.34 0.77 0.86
GAIN (β2) -0.008 0.014 0.002
F-Stat 2.02 2.35 4.63
P-Value 0.144 0.106 0.014
Table 4.16: Model coefficients calculated from normalized parameter values as inputs for
each SDR at the prescribed scaled SNR values.
Model Coefficients and Statistics for Each SDR
RTL B200 N210
0.0 dB SNR
Intercept (β0) 69.58 73.45 70.49
SR (β1) 995.11 75.23 430.88
GAIN (β2) 1.95e6 3.08e6 .344e6
F-Stat 2.42 1.87 4.81
P-Value 0.100 0.164 0.012
10.0 dB SNR
Intercept (β0) 92.92 93.18 92.23
SR (β1) 396.11 152.30 160.76
GAIN (β2) -1.53e6 1.27e6 .116e6
F-Stat 1.66 3.15 2.77
P-Value 0.201 0.052 0.072
20.0 dB SNR
Intercept(β0) 94.36 95.20 95.03
SR (β1) 286.65 127.58 127.80
GAIN (β2) -.863e6 1.00e6 .097e6
F-Stat 1.00 4.42 6.16
P-Value 0.377 0.017 0.004
30.0 dB SNR
Intercept (β0) 94.99 97.18 96.53
SR (β1) 334.24 77.37 86.00
GAIN (β2) -.326e6 .568e6 .073e6
F-Stat 2.02 3.32 4.63
P-Value 0.144 0.045 0.014
39
Figure 4.4: Average percent correct classification for each SDR with each SDR shown as
function of the cost of the SDR. The cost along the x-axis is displayed on a semi-log scale.
Each average percent classification is displayed at each of the prescribed SNR values of
0.0, 10.0, 20.0, and 30.0 dB.
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4.7 Interpretation
Note the intercept coefficients and the model statistics are the same in Tables 4.15 and 4.16.
Figure 4.5 displays the SPI models that are specific to each SDR resulting from inputting
the absolute values for the sample rate and gain for each SDR. For example, the sample
rate values provided to the model for the RTL were 0.25, 1.0, and 1.5 MHz, and for the
B200 and N210 the sample rate values were 0.25, 1.5, and 3.0 MHz. The gain values for
the RTL were 1 and 100 (0 and 20 dB), 1 and 100 (0 and 20 dB) for the B200 , and 10 and
1000 (10 and 30 dB) for the N210. The models displayed in Figure 4.5 predict the percent
correct classification for each SDR.
Figure 4.6 displays the normalized SPI models resulting from normalizing the param-
eter values to the full range of the sample rate and gain for each SDR. For example, the
sample rate values input to the model for the RTL were 0.0025, 0.01, 0.015, based on a
max sample rate of 100 MS/s. The sample rates for the B200 and N210 were normalized
similarly. The gain values were normalized by 76 dB resulting in extremely small values
of -76, -66, -56, and -46 dB based on gain values of 0, 10, 20, and 30 dB for the SDRs.
Normalizing the parameter values allows for a more appropriate comparison of the SDRs
by removing the effect of larger or smaller ranges for the parameter values.
Figures 4.5 and 4.6 display the model coefficients in log scale for comparison. In
general, the model coefficients for sample rate and gain decrease as the SNR increases,
most easily observed in Figure 4.5. The decrease in model coefficients indicates that the
sample rate and gain become less important as the SNR increases. Additionally, when the
F-statistics and p-values are observed, in general, they improve for the B200 and N210
SDRs as the SNR increases. The F-statistic and p-values for the RTL do not display a
notable trend as the SNR increases. Of note, at the highest SNR value of 30 dB the F-
statistic and p-value unexpectedly decrease for the B200 and N210 SDRs.
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Figure 4.5: SPI models based on SNR inputting absolute (based on absolute values of
sample rate (e.g. 0.25, 1.0, 1.5 MHz) and gain). Absolute values are displayed in Table
4.15 at 0.0, 10.0, 20.0, and 30.0 dB SNR (Top Left, Top Right, Bottom Left, and Bottom
Right, respectively)
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Figure 4.6: SPI models based on SNR inputting relative (normalized based on parameter
range) values from Table 4.16 at 0.0, 10.0, 20.0, and 30.0 dB SNR (Top Left, Top Right,
Bottom Left, and Bottom Right, respectively)
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4.8 Model Application
To determine how well the model can be applied to other values of sample rate and gain
for each of the SDRs, a limited test set was recorded, processed, and analyzed. Given
the equipment and interfaces available for experimentation, the maximum sample rates for
both B200 and N210 were determined to be 21.33 MHz and 25 MHz respectively. Each
fob was transmitted just as they were for the full test matrices previously documented and
1000 samples were recorded for each in addition to a confusion target. The test matrices
and resulting correct classification rates are displayed in Table 4.17.
Table 4.17: Classification results of data recorded at the maximum sample rate possible for
the given equipment.
Max Sample Rate Results
Fob SDR SR (MHz) GAIN (dB) SNR1 SNR2 SNR3 SNR4
2 B200 21.33 20 99.77 100.00 99.99 100.00
3 B200 21.33 20 89.47 99.17 99.97 99.83
4 B200 21.33 20 83.20 96.37 98.9 99.33
2 N210 25.0 30 99.47 100.00 100.00 100.00
3 N210 25.0 30 89.60 100.00 100.00 100.00
4 N210 25.0 30 97.87 100.00 100.00 100.00
4.9 Summary
The SDRs were set at the same and overlapping values to increase the absolute range over
which the correct classification percentage could be observed. This was done to relate
the correct classification values over the three SDR values for comparison and building an
appropriate model to relate the SDRs. The average correct classification percentage for all
SDRs at 0.0, 10.0, 20.0, 30.0 dB SNR ranged from 79.0 - 81.8, 94.7 - 97.3, 95.9 - 98.6,
97.7 - 99.2%.
Applying a linear regression model to the percentage correct classification values
yielded the model coefficients and statistical measures of the models in Tables 4.15 and
4.16. The increasing tendency of intercept values in Tables 4.15 and 4.16 represent the
44
effect of scaling the SNR during the classification process. The intercept value for each
SDR increases and tends asymptotically as the SNR increases up to the highest scaled SNR
value of 30.0 dB. When the resulting coefficients are plotted from the absolute values of
SR (e.g. 0.25, 1.0, 1.5, and 3.0 MHz) and gain (1, 10, 100, 1000) the resulting figure shows
a decreasing effect. However, When the resulting coefficients are plotted from the absolute
values of SR (e.g. 0.0025, 0.01, 0.015, and 0.03) and gain (2.51e-08, 2.51e-07, 2.51e-06,
2.51e-05) the resulting figure shows an increasing effect on the model when compared to
each other at the same SNR value.
The F-statistics and p-values, statistical measures of how well the linear regression
models fit the data, displayed a notable trend for the B200, but not for the RTL and N210.
The B200 model displays an increasingly good fit from 0.0 - 20.0 dB, but decreases at 30.0
dB as the N210 does. Despite the lack of an increasing trend of statistical measures from
the N210 data, the model of the N210 data outperforms the other SDRs in each case except
for 10 dB. Finally, with the exception of the 0.0 dB SNR case, the B200 performed the best,
outperforming the RTL by 2.6, 2.7, and 1.5% in the 10.0 , 20.0, and 30.0 db SNR cases.
The sample rate for the B200 and N210 SDRs was increased to the highest sampling
rate possible given the experimental setup, 21.33 and 25.0 MHz for the B200 and N210,
respectively. This was done to provide a measure outside of the experimental range to
determine how well the model fit the untested values. The average percent correct classi-
fication for the B200 with a sample rate of 21.33 MHz and a gain of 20.0 dB at 0.0, 10.0,
20.0, and 30.0 dB were 90.8, 98.5, 99.6, and 99.7%. The average percent correct classifica-
tion for the N210 with a sample rate of 25.0 MHz and a gain of 20.0 dB at 0.0, 10.0, 20.0,
and 30.0 dB were 95.6, 100.0, 100.0, and 100.0%. When the model of the SDRs at the
previously listed SNR values for each SDR were used to predict the percent classification





In conclusion, the two main objectives of the experiment were: 1.) Extending the state of
research by comparing RFF results of hobbyist and less capable commercial SDRs using
RFF. 2.) Develop a model to relate the performance of the SDRs to one another by varying
select tunable parameters. The result of the first objective produced classification results
that allowed comparison of the results on an average basis as well as comparison of the
effect of sample rate and gain on classification performance. Additionally, the results were
generally consistent with previous experimentation [8, 9]. For objective 2, models of the
individual SDRs were produced and generally improved as the SNR increased. When
the parameters were normalized to produce a generalized SDR model and compared to the
results of the higher sample rate data, the model did not fit. Further research may reveal that
a general SDR model may not be possible or that a general model may need to composed of
sub-models that are tied more closely to specific parameter ranges. Rather than recording
as much data at the lower end of the sample rate range of the SDRs in this experiment, a
more general model of the SDRs may have been better achieved by recording data at more
diverse rates and gains.
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5.1.1 Recommended Follow On Work
This experiment was scoped such that many aspects could be further explored to extend the
state of research on this topic. This work could be extended in the following ways:
1. Extend the research and parameters to more completely represent the parameters of
each SDR. In this experiment the sample rate and gain were limited to a small percent
of the total sample rate range and gain range, preventing a robust model from being
produced for the SDR. Increasing the diversity of the sample rate and gain across the
full range of the SDR parameters would remove the potential limitation observed in
this experiment of potentially insufficient representation of the full parameter range.
2. Extend the research and parameters to other protocols. Substantial research has been
conducted to determine the effectiveness of RFF on various protocols [10, 1, 11,
12, 2] using various SDRs but conducting additional research comparing the SDRs
of varying capability to one another has not been done using additional protocols.
Furthermore, the waveform observed for this experiment lacked the dynamic nature
of previous studies for various reasons but addressing those more dynamic wave-
forms in the method undertaken for this experiment may yield additional insight. It
is proposed the B200 and N210 would further separate themselves from the RTL
with more dynamic waveforms by virtue of their ability to more precisely digitize
the waveforms.
3. This experiment was limited by equipment and interface with the SDRs (B200 and
N210, respectively) to fully exercise the more capable SDRs, which could have aided
in a more precise prediction model. Extending the recording conditions to the full
extent of the sample rate (up to 61.44 and 100 MS/s for the B200 and N210, re-
spectively) and gain of the SDRs would provide additional data points to produce a






The following SDRs will be used as the test artifacts:
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Table A.1: Comprehensive SDR Performance Specifications
Receive Devices
SDR N210 B200-mini1 X3101 RTL-SDR1 NI 2921 E3238S
Cost $2011.00 $807.00 $5612.00 $29.95 $3293.00 $11295.00
Power
DC Input (V) 6 5 12 * 6 *
Conversion Performance and Clocks
ADC SR (max) (MS/s) 100 61.44 200 2.56 100 *
ADC Resolution (Bits) 14 12 14 8 14 16
ADC WB SFDR (dBc) 88 78 * * 88 *
DAC SR (max) (MS/s) 400 61.44 800 * 400 *
DAC Resolution (Bits) 16 12 16 * 16 *
Host SR (max) (MS/s) 25 61.44 200 * * *
Freq. Acc. (ppm) 2.5 2.0 2.5 * 2.5 *
w/ GPSDO Ref (ppm) .01 * * * * *
w/ GPSDO UL TXCO Ref (ppm) * 0.075 0.020 * * *
w/ GPSDO L TXCO Ref (ppm) * <0.001 * * * *
w/ TCXO Ref (ppm) * * * 1 2.5 *
w/o TCXO Ref (ppm) * * * * * *
RF Performance (single channel)
RF Range (GHz) 0-6 .07-6 0-6 .0005-.001766 2.4-2.5,4.9-5.9 .20-6
SSB/LO Supp. (dBc) -35/50 * -35/50 * * *
Phase Noise (1.8 GHz) (dBc) * * *
10 kHz (dBc/Hz) -80 * * * * *
100 kHz (dBc/Hz) -100 * * * * *
1 MHz (dBc/Hz) -137 * * * * *
Phase Noise 3.5 GHz (deg RMS) * 1.0 * * *
6 GHz (deg RMS) * 1.5 * * *
Power Output (dBm) 15 >10 >10 * 17-20 *
IIP (@ typ NF) (dBm) 0 -20 0 * * *
Receiver NF (dB) 5 <8 8 * 5-7 16
Physical
Dimensions (cm) 22x16x5 8.33x5.08x0.84 27.7x21.8x3.9 Measure 15.9x4.8x21.2 *
Weight (kg) 1.2 0.024 1.7 Measure 1.2 *
* All specifications are subject to change without notice.
** Host sample rate dependent on selected interface and host-PC performance.
***with GPS disciplined oscillator
1. Denotes SDRs used in this experiment.
2. Not used in this experiment, listed for comparison to cited work [8, 9]
49
Bibliography
[1] H. J. Patel, M. A. Temple, and R. O. Baldwin, “Improving zigbee device network
authentication using ensemble decision tree classifiers with radio frequency distinct
native attribute fingerprinting,” IEEE Transactions on Reliability, vol. 64, no. 1, pp.
221–233, March 2015.
[2] D. R. Reising, M. A. Temple, and J. A. Jackson, “Authorized and rogue device dis-
crimination using dimensionally reduced rf-dna fingerprints,” IEEE Transactions on
Information Forensics and Security, vol. 10, no. 6, pp. 1180–1192, June 2015.
[3] D. R. Reising, M. A. Temple, and M. E. Oxley, “Gabor-based rf-dna fingerprinting
for classifying 802.16e wimax mobile subscribers,” in 2012 International Conference
on Computing, Networking and Communications (ICNC), Jan 2012, pp. 7–13.
[4] R. W. Klein, M. A. Temple, and M. J. Mendenhall, “Application of wavelet-based rf
fingerprinting to enhance wireless network security,” Journal of Communications and
Networks, vol. 11, no. 6, pp. 544–555, Dec 2009.
[5] J. Lopez, Juan, N. C. Liefer, C. R. Busho, and M. A. Temple, “Enhancing critical
infrastructure and key resources (cikr) level-0 physical process security using field
device distinct native attribute features.” IEEE TRANSACTIONS ON INFORMATION
FORENSICS AND SECURITY, vol. 13, no. 5, pp. 1215 – 1229.
[6] T. J. Bihl, J. Kenneth W. Bauer, and M. A. Temple, “Feature selection for rf finger-
printing with multiple discriminant analysis and using zigbee device emissions,” IEEE
Transactions on Information Forensics and Security, vol. 11, no. 8, pp. 1862–1874,
2016.
[7] F. Digne, A. Baussard, A. Khenchaf, C. Cornu, and D. Jahan, “Classification of radar
pulses in a naval warfare context using bézier curve modeling of the instantaneous
frequency law,” IEEE Transactions on Aerospace and Electronic Systems, vol. 53,
no. 3, pp. 1469–1480, June 2017.
[8] H. Patel, M. A. Temple, and B. W. Ramsey, “Comparison of high-end and low-end
receivers for rf-dna fingerprinting,” in 2014 IEEE Military Communications Confer-
ence, Oct 2014, pp. 24–29.
50
[9] S. U. Rehman, K. Sowerby, and C. Coghill, “Analysis of receiver front end on the per-
formance of rf fingerprinting,” in 2012 IEEE 23rd International Symposium on Per-
sonal, Indoor and Mobile Radio Communications - (PIMRC), Sep. 2012, pp. 2494–
2499.
[10] W. C. Suski II, M. A. Temple, M. J. Mendenhall, and R. F. Mills, “Radio frequency
fingerprinting commercial communication devices to enhance electronic security,” In-
ternational Journal of Electronic Security and Digital Forensics, vol. 1, no. 3, p. 301,
2008.
[11] M. W. Lukacs, A. J. Zeqolari, P. J. Collins, and M. A. Temple, “Rf-dna fingerprinting
for antenna classification,” IEEE Antennas and Wireless Propagation Letters, vol. 14,
pp. 1455–1458, 2015.
[12] M. Lukacs, P. Collins, and M. Temple, “Classification performance using ’rf-dna’ fin-
gerprinting of ultra-wideband noise waveforms,” Electronics Letters, vol. 51, no. 10,
pp. 787–789, 2015.
[13] C. Bertoncini, K. Rudd, B. Nousain, and M. Hinders, “Wavelet fingerprinting of
radio-frequency identification (rfid) tags,” IEEE Transactions on Industrial Electron-
ics, vol. 59, no. 12, pp. 4843–4850, 2012.
[14] Y. Jia, J. Ma, and L. Gan, “Combined optimization of feature reduction and classifica-
tion for radiometric identification.” IEEE SIGNAL PROCESSING LETTERS, vol. 24,
no. 5, pp. 584 – 588.
[15] K. Merchant, S. Revay, G. Stantchev, and B. Nousain, “Deep learning for rf device
fingerprinting in cognitive communication networks,” IEEE Journal of Selected Top-
ics in Signal Processing, vol. 12, no. 1, pp. 160–167, 2018.
[16] W. C. Suski II, M. A. Temple, M. J. Mendenhall, and R. F. Mills, “Using spectral
fingerprints to improve wireless network security,” in IEEE GLOBECOM 2008 - 2008
IEEE Global Telecommunications Conference, Nov 2008, pp. 1–5.
[17] K. S. Kuciapinski, M. A. Temple, and R. W. Klein, “Anova-based rf dna analysis:
Identifying significant parameters for device classification,” in 2010 International
Conference on Wireless Information Networks and Systems (WINSYS), 2010, pp. 1–6.
[18] D. C. Montgomery, Design and Analysis of Experiments. Hoboken, NJ: Wiley, 2013.
[19] L. Breiman, “Random forests,” Machine Learning, vol. 45, no. 1, p. 5–32, 2001.
[20] H. Patel, M. Temple, R. Baldwin, and B. Ramsey, “Introduction of random forest clas-
sifier to zigbee device network authentication using rf-dna fingerprinting.” Journal of
Information Warfare, vol. 13, no. 3, p. 33.
51
