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Abstract The association of genetic variants with out-
comes is usually assessed under an additive model, for
example by the trend test. However, misspeciﬁcation of the
genetic modelwill leadtoa reduction inpower. More robust
tests for association might therefore be preferred. A useful
approach is to consider the maximum of the three test sta-
tistics under additive, dominant and recessive models
(MAX3).Thep-valuehoweverhastobeadjustedtomaintain
the type I error rate. Previous studies and software on robust
association tests have focused on binary traits without
covariates. In this study we developed an analytic approach
to robust association tests using MAX3, allowing for quan-
titative or binary traits as well as covariates. The p-values
from our theoretical calculations match very well with those
from a bootstrap resampling procedure. The methodology is
implemented in the R package RobustSNP which is able to
handle both small-scale studies and GWAS. The package
and documentation are available at http://sites.google.com/
site/honcheongso/software/robustsnp.
Keywords Genetic models   Association   Genome-wide
association studies
Association study is a very useful tool for revealing sus-
ceptibility variants in diseases. With the recent advances in
technology, genome-wide association studies (GWAS)
have been increasingly popular. The association of a
genetic variant with a disease or quantitative trait is usually
assessed under an additive model of inheritance. In other
words, we assume that the disease risk or trait value
depends upon the number of copies of the risk allele. For
example, the commonly used Cochran–Armitage trend test
for binary outcomes assumes an additive model (Sasieni
1997). More generally, the genotype is usually coded as 0,
1 or 2 according to the dose of the risk allele in regression
models.
However, in reality it isoften impossible to know the true
model of inheritance beforehand. Misspeciﬁcation of the
genetic model leads to a reduction in power. For instance,
when the recessive or dominant model is real, assuming
additivity will result in power loss. More robust tests for
association might therefore be preferred over model-
dependent methods such as the trend test. An intuitive
approach is to consider the maximum of the three test sta-
tistics under additive, dominant and recessive models
(MAX3) (Freidlin et al. 2002; Gonzalez et al. 2008). Nev-
ertheless, multiple testing needs to be taken into account to
prevent inﬂation of type I error rate. Since the test statistics
under these 3 models are not independent, a Bonferroni
correctionisover-conservative.Resampling-basedmethods,
such as permutation and bootstrap, can be used to estimate
thedistributionoftheMAX3statisticunderthenull,butthey
are computationally expensive. In GWAS, very large num-
bers of markers are genotyped and we need enormous
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cedures) to achieve very low p-values.
Gonzalez et al. (2008) derived the asymptotic distribu-
tion of the likelihood ratio test statistics under H0 for
2 9 K table (K is the number of independent variables)
and hence the p-value could be calculated analytically. In a
similar vein, Zheng and Ng (2008) proposed the genetic
model selection (GMS) test. In the ﬁrst stage, the best
genetic model is chosen based on a Hardy–Weinberg dis-
equilibrium trend test between controls and cases and the
chosen genetic model is tested in the second stage. The
authors computed the p-value analytically by considering
the proper null distribution of the GMS statistic.
The majority of previous studies on robust association
tests considering different models of inheritance have
focusedonbinaryoutcomesandassumednocovariates,with
the exception of Li et al. (2008). In practice, other types of
outcomes such as quantitative traits are often studied.
Covariates are also commonly included in association
studies. For instance in GWAS, researchers often correct for
population stratiﬁcation by including principal components
(e.g.fromEIGENSTRAT)(Priceetal.2006)thatcapturethe
ancestry differences in the sample. In many instances other
clinical covariates (e.g. age) are also included in association
studies.
Li et al. (2008) considered the Wald test and proposed
estimating the covariance matrix between the 3 test sta-
tistics by solving estimating equations. The p-values for
MAX3 were approximated by the ‘‘rhombus formula’’ that
was developed based on Efron (1997). In this study, we
propose and implement an alternative analytic approach to
robust association tests employing MAX3, allowing for
quantitative or binary outcomes as well as covariates. The
approach is based on previous work by Lin (2005a), who
developed a Monte-Carlo procedure to evaluate signiﬁ-
cance levels in large-scale genomic studies. We found that
the concept can also be applied to robust association tests.
Ourapproachisbasedonscoretestsandcanpotentiallybe
employed in other scenarios, as long as a score statistic can
be formed. Compared to the Wald test as applied in Li et al.
(2008), the score test is computationally much faster as it
does not require computation of the maximum likelihood
estimate(MLE)ofregressioncoefﬁcients.Asweareusually
only interested in the coefﬁcients of the few top SNPs in a
GWAS, the score test saves the time in estimating coefﬁ-
cientsforthemajorityofSNPsthatdonotshowhighlevelsof
signiﬁcance.Inaddition,theWaldtestmaynotbereliablein
logisticregressionespeciallywhentheeffectsizeislarge(or
more generally when the true parameter value is far away
from the null) (Hauck and Donner 1977).
Many other related tests have also been proposed. An
example is the constrained likelihood ratio test (CLRT)
(Wang and Shefﬁeld 2005), which makes the restriction
that the heterozygous genotype has a mean effect in
between the two homozygous genotypes (i.e. no over-
dominance). CLRT can deal with binary or quantitative
traits and the authors have pointed out its potential to be
generalized to models with covariates. The issue of covar-
iates however was not explored in Wang and Shefﬁeld
(2005). Programs implementing CLRT have not been
publicly available yet. Compared to CLRT, MAX3 might
be easier to interpret and is more conceptually familiar to
researchers since it is simply based on taking the maximum
of the three well-known inheritance models. Also based on
the assumption of no over-dominance, Yamada and Okada
(2009) proposed a very similar test known as the optimal
dose–effect mode trend test. Alternatively, one may also
take the minimum of the p-values from the Pearson’s
chi-square test and trend test. This approach (denoted
MIN2) was studied by Joo et al. (2009). Simulation studies
on MAX3, CLRT and MIN2 under various genetic models
suggest that they have similar power (Joo et al. 2009, 2010).
We shall focus on MAX3 in the current study.
Relatively few programs are available for obtaining valid
p-values when testing multiple genetic models. SNPassoc
(Gonzalez et al. 2007) and Rassoc (Zang et al. 2010) are two
R packages that offer such options. SNPassoc includes a
function (maxstat) that implements approach by Gonzalez
et al. (2008). Rassoc allows the calculation of MAX3 and
GMSforcase–controlassociationstudies(Zang etal.2010).
However, none of the available programs allow continuous
traits and none offer the option of including covariates in
association tests. We have implemented our proposed
methodology in a new R package called RobustSNP that is
able to tackle these problems.
Methods
General theory: covariance of score functions
The theory described below followed closely the Monte-
Carlo simulation approach proposed by Lin (2005a) for
assessing statistical signiﬁcance in multiple testing sce-
narios. As pointed out by Lin, all the commonly employed
statistics are related to the score statistic and can be
expressed as or approximated by
Tj ¼ U0
jV 1
j Uj
where the subscript j refers to the jth hypothesis we want to
test and
Uj ¼
X n
i¼1
Uji
where Uji is the score function calculated from data from
the ith subject only and n refers to the sample size.
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Vj ¼
X n
i¼1
UjiU0
ji
When the jth hypothesis is truly null, Uj is approximately
normally distributed with mean 0 and covariance matrix Vj
in large samples. Hence Tj follows an approximately chi-
square distribution with degrees of freedom equal to the
dimension of Uj.
Consider testing a total of m hypotheses to be tested. If
all of them are truly null, with large samples, (U1,
U2,…,Um) follows approximately a multivariate normal
distribution with mean vector 0 and the covariance between
Uj and Uk of any two hypothesis tests j and k is
Vjk ¼
X n
i¼1
UjiU0
ki
This result forms the basis of our procedure to correct for
the testing of multiple genetic models. In brief, we con-
struct the score statistic for each of the three genetic
models (dominant, recessive and additive) and use the
above formula to calculate the covariance matrix of the
three statistics under the null. The appropriate signiﬁcance
level is obtained by trivariate integration.
When covariates are present, Uji in the above formulae
should represent the ith subject’s efﬁcient score function
for bj, the parameter of interest (Bickel et al. 1993; Lin
2005a, b). We have
Uji ¼ Ubj;i   VbjajV 1
ajajUaj;i
where Ubj;i and Uaj;i are the score function for the ith
subject for parameters bj and aj, aj being the nuisance
parameter(s). Vbjaj and Vajaj are sub-matrices of the limiting
Fisher information matrix of bj and aj [Vbjaj equals
cov Ubj;Uaj
  
and Vajajequals the var Uaj
  
].
Application to genetic association studies
An example of application of score tests to genetic asso-
ciation studies may be found in Schaid et al. (2002). Here
we shall focus on generalized linear models (GLMs) and
adapt some of the work by Schaid (with modiﬁcations) in
the following derivations.
For simplicity, we shall just consider a single test and
the subscript j will be dropped. We are interested in testing
the effect of a genetic marker under different genetic
models, with or without covariates. For the ith subject, let
yi be the measured outcome, Xgi be the coding of the
genotype and Xei be a vector of environmental covariates
(‘‘environmental’’ here just refers to any covariates to be
adjusted for) including 1 as the ﬁrst element (for the
intercept). Xgi is coded differently under different genetic
models. Denoting the three genotypes of a markers by aa,
Aa and AA, they will be coded as (0, 1, 2), (0, 1, 1) and (0,
0, 1) under additive, dominant and recessive models
respectively. A is assumed to be the risk allele.
One can adjust the above coding scheme to deal with
imputed genotypes. Most imputation programs produce
explicit probabilities of the genotypes aa, Aa and AA. For
each individual, the coding under an additive model is
Pr(Aa) ? 2 Pr(AA) (i.e. the standard dosage output by
programs). The coding under a dominant model is
Pr(Aa) ? Pr(AA) while the coding under a recessive
model is Pr(AA).
Assume that the outcome y and the predictor variables
(Xgi, Xei) are related through a GLM,
gi ¼ X0
eia þ X0
gib ¼ Z0
ic
where Z0
i ¼ð X0
ei;X0
giÞ and c = (a, b). Consistent with
previous notations, the parameters a and b reﬂect the
effects of the environmental covariate and genetic marker
on the outcome respectively. g is related to the actual
outcome y through the link function f, such that
EðyijZiÞ¼f  1ðgiÞ. The likelihood of the observed
outcome yi given covariates Zi for the ith subject is
LiðyijZiÞ¼exp
yigi   bðgiÞ
að/Þ
þ cðyi;/Þ
  
where a, b and c are known functions and / is the dis-
persion parameter.
We are interested only in testing the parameter b. The
score function for genetic markers, with adjustment for
environmental covariates, can be written as
Ub ¼
X n
i¼1
ologLi
ob
¼
X n
i¼1
yi   ~ yi
að/Þ
Xgi
Note that the score test is constructed under the null
hypothesis, i.e. b = 0, hence ~ yi is the ﬁtted value when the
trait is regressed on the environmental covariates only. ~ yi
needs to be calculated only once even when a large number
of SNPs is tested.
The contribution from the ith subject is
Ub;i ¼
ologLi
ob
¼
yi   ~ yi
að/Þ
Xgi
Similarly, we have
Ua;i ¼
ologLi
oa
¼
yi   ~ yi
að/Þ
Xei
The variance and covariance of the score functions of a and
b are
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123Vaa ¼
X n
i¼1
b00ðgiÞ
að/Þ
XeiX0
ei
Vab ¼
X n
i¼1
b00ðgiÞ
að/Þ
XeiX0
gi
Vbb ¼
X n
i¼1
b00ðgiÞ
að/Þ
XgiX0
gi
Using the above results, the ith subject’s contribution to the
efﬁcient score function can be calculated by
Ui ¼ Ub;i   VabV 1
aa Ua;i
as described previously. The forms of a(/), b00(gi) and ~ yi for
linear, logistic and Poisson regressions are given by Schaid
etal.(2002).TheyareincludedinTable 1foreasyreference.
The efﬁcient score functions are calculated for each
subject and for each genetic model. Since each test is 1 df,
we use the z-statistic in the form Uj=
ﬃﬃﬃﬃﬃ
Vj
p
. Denote the
z-statistic from two genetic models by Zj and Zk, the
covariance between them is given by
covðZj;ZkÞ¼
covðUj;UkÞ
ﬃﬃﬃﬃﬃ
Vj
p ﬃﬃﬃﬃﬃ
Vk
p
¼
Pn
i¼1 UjiU0
ki ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ Pn
i¼1 UjiU0
ji
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ Pn
i¼1 UkiU0
ki
p
Hence the covariance matrix of the z-statistics for all
genetic models can be determined. Considering the case
where additive, dominant and recessive models are tested.
Let the observed maximum z-statistic be c and the
maximum z under the complete null hypothesis be Znull,max,
pcorrected ¼ 1   PrðjZnull;maxj cÞ
¼ 1  
Zc
 c
Zc
 c
Zc
 c
u3ðz;0 ;RÞdz
whereu3isthetrivariatenormaldistributionwithcovariance
matrix R. The integral is computed by numerical methods
(Genz 1992) implemented in the R package mvtnorm.
Working with the R package RobustSNP
We developed an R package RobustSNP that implements
the previously described methodology. Here we brieﬂy
describe how users may perform analyses with this pro-
gram. The inputs required include a ﬁle containing the
outcomes (binary or quantitative) and genotypes coded as
0, 1 or 2 according to allelic counts. A ﬁle of covariates
may also be included but is optional. Alternatively users
can directly specify the inputs as matrices or data-frames in
R.
To facilitate the analysis of GWAS, we also provide two
other functions Rbin.block and Rlinear.block. These two
functions accepts binary PED ﬁles from PLINK (Purcell
et al. 2007) as inputs. Binary PED ﬁles are very commonly
used in GWAS due to its compact size. The binary PED
ﬁles are ﬁrst read by the ‘‘read.plink’’ function in the
package snpMatrix (Clayton and Leung 2007). The geno-
type ﬁle is then loaded in blocks (e.g. 5,000 SNPs at a time)
for association analysis under different genetic models.
This strategy aims to reduce the memory requirement when
analyzing large-scale datasets.
The program outputs include (1) the z-statistics and
p-values under additive, dominant and recessive models
using the score test; (2) the p-value based on the maximum
of the three genetic models, adjusted for multiple testing;
(3) the error estimate from trivariate integration. The
results are arranged in a tabular format with each row
representing a SNP.
Results
Example application to a real dataset
To illustrate the utility of the proposed approach, we
applied the methodology via RobustSNP to a real dataset of
genome-wide association study on schizophrenia in a
Chinese population (So et al. 2010). After quality control
procedures, the dataset consisted of 473,931 SNPs from
481 cases and 2,034 controls. SNP associations with the
disease were tested by logistic regression. Population
stratiﬁcation was corrected by including the top 10 prin-
cipal components derived from EIGENSTRAT (Price et al.
2006) as covariates. Table 2 shows an excerpt of the results
from chromosome 1 together with the p-values from
bootstrap resampling (the bootstrap procedure is detailed
below).
Running time
A block-size of 5,000 was used (i.e. loading 5,000 SNPs at
a time). The entire analysis by RobustSNP took 17.9 h
(excluding X chromosome SNPs). The time for dataset
loading has already been included. The average time taken
for a single SNP analysis was therefore *0.139 s. For a
comparison, we also employed PLINK to run logistic
Table 1 Parameters for different distributions in a GLM
Distribution ~ ya (/) b00(g)/a(/)
Binomial exp(g)/[1 ? exp(g)] 1 ~ yð1   ~ yÞ
Normal g r2
MSE 1/r2
MSE
Poisson exp(g)1 ~ y
r2
MSE mean squared error
Behav Genet (2011) 41:768–775 771
123regressions on the same dataset for a single genetic model.
The time taken was 5 h and 38 min. Hence the equivalent
time taken for three models was *16.9 h for PLINK. The
time taken for a standard regression analysis and a robust
analysis by maximizing test statistics over genetic models
are in fact not very much different. In practice, one can also
perform the analysis in parallel, for example by considering
each chromosome at a time.
Comparing our theoretical results with bootstrap
To check the validity of our approach, we compare the p-
values obtained from our theoretical calculations with a
bootstrap procedure. Note that when covariates are present,
a permutation approach that shufﬂes the phenotypes values
may not be valid. As pointed out in Lin (2005a), in par-
ticular the empirical distribution generated by permutations
may be invalid when covariates are correlated with both the
genotype and phenotype. We therefore choose to test the
validity of our proposed methodology by a bootstrap pro-
cedure. We employed the null-shift and scale-transformed
bootstrap procedure as detailed in Dudoit et al. (2004) and
procedure 2.3 in Dudoit and van der Laan (2007). Brieﬂy,
the cases and controls are sampled with replacement sep-
arately and the test statistics are re-calculated on each
bootstrapped dataset. The test statistic are then null-cen-
tered (each test statistic subtracted from its mean in boot-
strap samples) and scale-transformed as described in the
references. The null-centered and scale-transformed test
statistic ½Zb
nðjÞ  is in the following form:
Zb
nðjÞ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
min 1;
s0ðjÞ
Var Tb
nðjÞ
  
 ! v u u t ðTb
nðjÞ ET b
nðjÞ
  
Þþk0ðjÞ
Tb
nðjÞ denotes the test statistic of test j from bootstrap
samples of size n. Since we are testing three genetic
models, j will range from 1 to 3. k0(j) and s0(j) are the
known null mean and variance of the test statistic corre-
sponding to jth test (e.g. for a z-statistic under the null, the
mean is 0 and variance is 1). We performed 1,000 boot-
straps for each SNP. The number of bootstraps was not
further increased since the procedure is time-consuming.
We compared our theoretical p-values with bootstrap p-
values on a block of 100 SNPs chosen from chromosome 1
(mimicking a ﬁne-mapping association study). Figure 1
shows a plot of the results. It is obvious that the resampling
Table 2 Example of robust association tests as applied to a schizophrenia dataset with 10 covariates
SNP Z.add Z.dom Z.rec P.add P.dom P.rec Theoretical combined p Bootstrap combined p Integration error
1 0.910 -0.282 0.912 0.363 0.778 0.362 0.597 0.596 7.60E-05
2 0.424 0.482 1.034 0.672 0.630 0.301 0.500 0.509 4.32E-05
3 0.774 0.862 1.092 0.439 0.389 0.275 0.479 0.469 1.37E-04
4 1.826 -1.999 1.347 0.068 0.046 0.178 0.095 0.103 6.99E-04
5 1.888 -1.735 1.645 0.059 0.083 0.100 0.119 0.116 5.07E-04
6 0.656 -1.366 0.276 0.512 0.172 0.783 0.321 0.313 2.04E-04
7 1.023 -1.358 0.970 0.306 0.175 0.332 0.321 0.282 5.29E-04
8 1.379 -1.724 0.998 0.168 0.085 0.318 0.169 0.164 5.30E-04
9 1.242 -2.475 0.546 0.214 0.013 0.585 0.029 0.03 6.68E-04
10 2.055 -3.517 1.066 0.040 0.000437 0.286 0.001 0.002 1.38E-04
11 1.186 -1.009 0.946 0.236 0.313 0.344 0.416 0.422 4.97E-05
12 1.051 -0.756 0.955 0.293 0.450 0.340 0.497 0.481 5.69E-05
13 1.593 -0.800 1.728 0.111 0.424 0.084 0.166 0.169 1.98E-04
14 1.620 -0.741 1.885 0.105 0.459 0.059 0.120 0.098 2.74E-04
15 1.836 -1.319 1.678 0.066 0.187 0.093 0.134 0.118 2.51E-04
16 1.285 0.575 1.780 0.199 0.566 0.075 0.149 0.153 5.19E-04
17 -0.477 1.258 -0.070 0.634 0.209 0.944 0.377 0.366 2.38E-04
18 -1.575 1.742 -0.898 0.115 0.081 0.369 0.162 0.147 1.50E-04
19 -0.664 2.133 0.117 0.507 0.033 0.907 0.069 0.06 3.05E-04
20 -1.861 1.270 -1.676 0.063 0.204 0.094 0.128 0.108 4.23E-04
Z.add, Z.dom and Z.rec are the z-statistics under the additive, dominant and recessive models respectively. Similarly, P.add, P.dom and P.rec are
the p-values under the three genetic models. Theoretical combined p is the p-value adjusted for multiple testing of different genetic models,
obtained by the proposed analytic approach. Bootstrap combined p represents the same p-value obtained by 1,000 bootstraps. Integration error is
the estimated error from computing the trivariate integral using mvtnorm
772 Behav Genet (2011) 41:768–775
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The correlation between the two sets of p-values was
almost perfect (r = 0.997). We also tried to pick a random
set of 300 SNPs (such that the chosen SNPs are uncorre-
lated) and compared the p-values under the two approa-
ches. SNPs with only two genotypes were excluded. The
plot in Fig. 2 again shows excellent correspondence of
theoretical p-values with bootstrap p-values (r = 0.995). In
addition, we have further picked a panel of nine random
SNPs with very low p-values (p\10
-4) and investigate
the concordance between the theoretical and the bootstrap
p-values (using 300000 bootstraps). Table 3 showed that
the p-values agreed reasonably well.
Discussion
We have developed and implemented an algorithm for
maximizing test statistics over different genetic models.
The method was based on theories developed by Lin
(2005a, b) concerning the covariance of score statistics.
The asymptotic theory presented in Lin (2005a) assumes
the number of hypothesis tests m is ﬁxed and the sample
size n tends to inﬁnity. Simulations Lin (2005a) however
showed that proper control of family-wise error was
attained when the sample size exceeds 100 and m ranges
from a few hundreds to a few thousands. For the current
application, we are considering three tests (additive, dom-
inant and recessive, i.e. m = 3) only at one time and the
sample size for genetic association studies or GWAS are
usually over a few hundreds and commonly more than a
thousand. The number of subjects is likely to continue to
rise in view of increasing collaboration between study
groups. Therefore, in our case we have n   m and there
are no problems with the proposed analytic method.
We have not studied the power of different robust
association procedures in this paper. In fact there are
already numerous studies that investigated the power of
various procedures such as MAX3, CLRT, MIN2 and the
trend test alone (Freidlin et al. 2002; Gonzalez et al. 2008;
Joo et al. 2009, 2010). Overall, the trend test performs the
best when the true model is additive, but the gain in power
is small compared to other robust tests (MAX3, CLRT,
MIN2). Under the dominant model, all tests have compa-
rable power. However, when the underlying model is
recessive, the robust tests are more powerful than the trend
test which assumes additivity. Freidlin et al. (2002) showed
that employing the additive test results in substantial power
loss if the true disease model is recessive, especially for
alleles with low frequency (say \0.1). For instance,
according to Freidlin et al. (2002), for a study with 500
cases and 500 controls and a risk allele frequency of 0.1,
the power estimates of the additive, recessive and MAX3
test are 35.7, 79.4 and 71.4% respectively. If the risk allele
frequency is 0.3, the power estimates of the three tests are
54, 79.5 and 72% respectively. These results suggest that
recessive effects may be missed if additive models are
used. The robust test MAX3 protects against model mis-
speciﬁcation and substantially improves the power partic-
ularly for lower-frequency variants.
Fig. 1 Ablockof100SNPsfromarealdatasetwasextracted.Analytic
p-values from robust association tests were plotted against the p-values
obtained from a bootstrap resampling procedure. One thousand
bootstraps were run for each SNP. The correlation (r) is 0.997
Fig. 2 A random set of 300 SNPs from a real dataset were extracted.
Analytic p-values from robust association tests were plotted against
the p-values obtained from a bootstrap resampling procedure. One
thousand bootstraps were run for each SNP. The correlation (r)i s
0.995
Behav Genet (2011) 41:768–775 773
123The three types of robust procedures MAX3, CLRT and
MIN2 have similar power in general. While previous
simulations were conducted without consideration of
covariates, we expect that the performance of the various
tests will be similar even when covariates are included.
Note that for MIN2, there are yet no analytic methods for
calculating the correct p-value for models with covariates,
therefore resampling procedures are needed if its perfor-
mance is to be investigated. Extensive simulations to test
the performance of different methods in the presence of
covariates may be warranted and will be a topic for further
investigation.
We have focused on population-based studies in this
paper. Extension to family-based studies might be of
interest. The MAX3 test has been extended to TDT (Joo
et al. 2010; Zheng et al. 2002), but a methodology to deal
with covariates and more complex family structure has yet
to be developed. Our proposed approach can potentially be
applied to family-based studies if the efﬁcient score sta-
tistics can be speciﬁed under the three inheritance models.
Two-stage designs are also very common for GWAS
and how to take into account of uncertain genetic model in
this setting is another interesting topic. In a two-stage
design, a set of the most signiﬁcant SNPs are chosen from
the 1st stage and replication was performed at the 2nd
stage. Kwak et al. (2009) proposed a robust procedure
performing GMS in this scenario, however quantitative
traits and covariates have not been considered. Further
work is required to extend Kwak et al’s procedure to deal
with more diverse models.
Another question is how to combine the results across
different studies in meta-analyses. Typically the inputs for
meta-analysis are summary test statistics rather than the
raw data. For a study that includes covariates, one cannot
perform the MAX3 test based on summary statistics alone.
However, if robust tests have been performed for each
individual study, then one may directly combine the
p-values, for example by the Fisher’s method.
In conclusion, we have developed an algorithm and an R
package RobustSNP for obtaining valid p-values for robust
association testing of different genetic models. The algo-
rithm avoids the need for resampling procedures which are
computationally expensive. Compared to other studies (or
software packages) that focus on robust association tests,
the method presented here allows for both quantitative and
binary outcomes and is able to deal with covariates. We
believe the method and program presented here will be
useful to genetic researchers and will help to uncover
susceptibility variants that may otherwise be missed by
standard analysis assuming additive models only.
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