Abstract-Automated extraction of spectral endmembers is a crucial task in hyperspectral data analysis. In most cases, the computational complexity of endmember extraction algorithms is very high, in particular, for very high-dimensional datasets. However, the intrinsic properties of available techniques are amenable to the design of parallel implementations. In this letter, we evaluate several parallel algorithms that represent three representative approaches to the problem of extracting endmembers. Two parallel algorithms have been selected to represent a first class of algorithms based on convex geometry concepts. In particular, we develop parallel implementations of approximate versions of the N-FINDR and pixel purity index algorithms, along with a parallel hybrid of both techniques. A second class is given by algorithms based on constrained error minimization and represented by a parallel version of the iterative error analysis algorithm. Finally, a parallel version of the automated morphological endmember extraction algorithm is also presented and discussed. This algorithm integrates the spatial and spectral information as opposed to the other discussed algorithms, a feature that introduces additional considerations for its parallelization. The proposed algorithms are quantitatively compared and assessed in terms of both endmember extraction accuracy and parallel efficiency, using standard AVIRIS hyperspectral datasets. Performance data are measured on Thunderhead, a parallel supercomputer at NASA's Goddard Space Flight Center.
Parallel Implementation of Endmember Extraction
Algorithms From Hyperspectral Data Antonio Plaza, Member, IEEE, David Valencia, Javier Plaza, and Chein-I Chang, Senior Member, IEEE Abstract-Automated extraction of spectral endmembers is a crucial task in hyperspectral data analysis. In most cases, the computational complexity of endmember extraction algorithms is very high, in particular, for very high-dimensional datasets. However, the intrinsic properties of available techniques are amenable to the design of parallel implementations. In this letter, we evaluate several parallel algorithms that represent three representative approaches to the problem of extracting endmembers. Two parallel algorithms have been selected to represent a first class of algorithms based on convex geometry concepts. In particular, we develop parallel implementations of approximate versions of the N-FINDR and pixel purity index algorithms, along with a parallel hybrid of both techniques. A second class is given by algorithms based on constrained error minimization and represented by a parallel version of the iterative error analysis algorithm. Finally, a parallel version of the automated morphological endmember extraction algorithm is also presented and discussed. This algorithm integrates the spatial and spectral information as opposed to the other discussed algorithms, a feature that introduces additional considerations for its parallelization. The proposed algorithms are quantitatively compared and assessed in terms of both endmember extraction accuracy and parallel efficiency, using standard AVIRIS hyperspectral datasets. Performance data are measured on Thunderhead, a parallel supercomputer at NASA's Goddard Space Flight Center.
Index Terms-Beowulf cluster, endmember parallelizable spatial/spectral partition, hyperspectral, parallel computing.
I. INTRODUCTION

S
PECTRAL mixture analysis is a commonly used hyperspectral analysis procedure, in which the measured spectrum of a mixed pixel is decomposed into a collection of spectrally pure constituent spectra, or endmembers, and a set of correspondent fractions, or abundances, that indicate the proportion of each endmember present in the pixel [1] . Over the last decade, several algorithms have been developed for automatic extraction of spectral endmembers from hyperspectral datasets [2] , including the pixel purity index (PPI) [3] , N-FINDR [4] , or iterative error analysis (IEA) [5] . The above techniques focus on analyzing the data without incorporating information on the spatially adjacent data, i.e., the hyperspectral data is treated not as an image but as an unordered listing of spectral measurements where the spatial coordinates can be shuffled arbitrarily without affecting the analysis. The automated morphological endmember extraction (AMEE) algorithm was recently developed with the purpose of integrating the spatial and spectral information in the search for spectral endmembers [2] . While integrated spatial/spectral analysis holds great promise for Earth science image analysis, it also introduces new processing challenges [6] . Several applications, however, require a response quickly enough for practical use.
In recent years, high-performance computing systems have become more widespread in remote sensing applications, especially with the advent of relatively cheap Beowulf clusters [7] . The new processing power offered by such commodity systems can be used in a wide range of applications. For instance, the development of parallel techniques for endmember extraction may allow rapid inspection of massive data archives and generation of comprehensive spectral libraries and other useful information. This would offer an unprecedented opportunity to explore methodologies in areas such as multisource data registration and mining [8] that previously looked too computationally intensive for practical applications due to the immense files involved.
In this letter, we discuss parallel implementation strategies for standard endmember extraction algorithms. Both PPI and N-FINDR are used to represent a class of algorithms based on convex geometry concepts, although it should be noted that our parallel implementations are based on approximations to these algorithms. Therefore, it is more accurate to refer to our techniques as parallel PPI-and N-FINDR-like algorithms. Parallelization of these methods introduces less data dependencies than those found in the AMEE. A parallel version of IEA has also been developed to represent a class of algorithms based on constrained error minimization.
The remainder of this letter is organized as follows. Section II discusses data partitioning strategies for the design of parallel endmember extraction algorithms. Section III provides a step-by-step description of the parallel algorithms compared in this work. Section IV conducts a quantitative study, where the proposed parallel algorithms are compared in terms of both the quality of the solutions they provide and the time to obtain them, using the Thunderhead Beowulf cluster at NASA's Goddard Space Flight Center. Section IV concludes with some remarks and hints at plausible future research.
II. DATA PARTITIONING STRATEGIES Two types of data partitioning strategies can be exploited in the design of hyperspectral algorithms [7] : spatial-domain partitioning and spectral-domain partitioning. The former subdivides an input data cube into multiple blocks made up of entire pixel vectors, and assigns one or more blocks to each processing element (PE). On other hand, spectral-domain partitioning subdivides the multiband data into blocks made up of contiguous 1545-598X/$20.00 © 2006 IEEE spectral bands (subvolumes), and assigns one or more subvolumes to each PE. This approach breaks the spectral identity of the data as opposed to spatial partitioning, which considers each pixel vector as a unique entity given by its spatial coordinates . In this approach, pixel vectors are never split amongst several PEs.
In order to decide whether spatial-or spectral-domain partitioning is more appropriate for the design of parallel endmember extraction algorithms, several considerations need to be made. First, it is clear that spatial-domain partitioning provides a natural framework for low level image processing, as many operations require the same function to be applied to a small set of elements around each data element present in the image data structure. As a result, this approach is particularly appropriate for window-moving techniques such as the AMEE algorithm [2] . Another issue is the cost of interprocessor communication.
In spectral-based partitioning, the calculations for each hyperspectral pixel need to originate from several PEs, and thus require intensive communications. This is generally perceived as a shortcoming for parallel design, because the communication overhead would increase linearly with the increase in the number of PEs, thus limiting parallel performance. A final issue is code reusability: to enhance portability, it is desirable to reuse much of the code for the sequential algorithm in the design of its correspondent parallel version. As will be shown in Section III, the considered algorithms are designed under the assumption that each pixel vector is uniquely represented by its associated spectral signature. Therefore, the introduction of a spectral domain-based decomposition approach would require additional strategies to combine the partial results from several PEs.
III. PARALLEL ENDMEMBER EXTRACTION ALGORITHMS
While the selection of algorithms for performance comparison is subjective,it is our desireto makeour selection as representative as possible. For that purpose, three main classes of endmember extraction algorithms will be considered in this section: convex geometry, constrained error minimization, and integrated spatial/ spectral developments. The proposed parallel techniques are based on a master-worker spatial domain-based decomposition paradigm, where the master processor sends partial data to the workers and coordinates their actions. Then, the master gathers the partial results provided by the workers and produces a final result. Table I provides several symbol definitions that will be used in our description of parallel algorithms.
A. Parallel Convex Geometry-Based Endmember Extraction
Two standard approaches are considered to represent this class of algorithms: PPI and N-FINDR. The PPI algorithm cannot identify a final set of endmembers by itself [2] and requires an -dimensional ( -D) visualization tool, available as a built-in companion piece in Research Systems ENVI software, to carry out such goal. Here, we eliminate such interactive component by introducing our own interpretation of the PPI, which is used as a preprocessor whose output is fed to an N-FINDR-like algorithm. The use of PPI to initialize N-FINDR has been previously suggested [9] , but this hybrid approach has never been implemented in parallel. A pseudocode description of our parallel approximation of PPI algorithm (from the viewpoint of the master processor) is given below. The hybrid-PPI algorithm consists of three parallel steps applied sequentially: dimensionality reduction, pixel purity index-based preprocessing, and N-FINDR-like endmember selection.
1) Parallel Dimensionality Reduction:
Input: N -D data cube F, Number of endmembers P . Output: P -D data cube G.
1) Divide the original data cube F into K partitions, where K is the number of workers, such that there is no overlapping among different partitions.
2) Calculate the N -D mean vector f concurrently, where each component is the average of the pixel values of each spectral band of the input data. This vector is formed at the master once all the processors have finished their parts.
3) Broadcast vector f to all workers so that each worker computes the covariance component and forms a covariance sum, which is sent to the master. 4) Calculate the covariance matrix sequentially as the average of all the matrices calculated in step 3).
5) Obtain a transformation matrix T by calculating and sorting the eigenvectors of the covariance matrix according to their eigenvalues, which provide a measure of their variances. As a result, the spectral content is forced into the front components. Since the degree of data dependency of the calculation is high and its complexity is related to the number of spectral bands rather than the image size, this step is done sequentially at the master. 6) Transform each N -D pixel vector in the original image by g(x; y) = T 1 [f (x; y) 0 f]. This step is done in parallel, where all workers transform their respective data portions. The results are sent to the master, which retains the first P components of the resulting cube G for subsequent processing [10] .
2) Parallel Pixel Purity Index-Like Preprocessing:
Input: P -D cube G, Number of skewers J , Threshold value T .
Output: set of M initial candidate endmembers fe g .
1)
Generate a set of J randomly generated unit P -D vectors called "skewers," denoted by fskewer g , and broadcast the entire set to all the workers. 3) The master collects all the partial results and merges them together to form a set of candidate endmembers fe g .
3) Parallel N-FINDR-Like Endmember Selection:
Input: P -D cube g, set of M candidate endmembers fe g . in parallel each of which is formed by replacing one endmember e with the sample vector g(x; y). Each worker performs replacements using pixels in its local partition. 3) If none of these P recalculated volumes is greater than V (e ; e ; . . . ; e ), then no endmember in fe g is replaced.
Otherwise, the master replaces the endmember which is absent in the largest volume among the P simplices with the vector g(x; y). Let such endmember be denoted by e . A new set of endmembers is produced by letting e = g(x; y) and e = e for p 6 = q. 4) Repeat from step 2) until no replacements occur.
It should be noted that Section III-A2 could be considered an optional step. If this step is eliminated, then the resulting algorithm can be regarded as a parallel version of N-FINDR algorithm, referred to as P-FINDR from now on. We must emphasize, however, that there are a number of differences between our proposed parallel N-FINDR-like algorithm and the original one, including the original projection via PCA (accomplished by a maximum noise fraction transformation in the original algorithm [4] ) and in the endmember finding part of the algorithm itself. Similar comments can be made for our PPI-like algorithm in Section III-A2. To address this issue, we include ENVI's PPI and the N-FINDR software package distributed by Technical Research Associates, Inc. (TRA) in experiments.
B. Parallel Constrained Error Minimization
The IEA algorithm produces a set of endmembers sequentially as opposed to PPI and N-FINDR, which generate the final endmember set in single-shot mode. As shown below, parallelization of IEA requires several master-worker communications during the execution.
Parallel Iterative Error Analysis (P-IEA)
Input: N -D data cube F, Number of endmembers P .
Output: set of final endmembers fe g .
1)
Divide the original data cube F into K partitions without overlapping and send them to the workers.
2) Calculate the N -D mean vector f concurrently. The master forms f after the workers finish their parts.
3) Broadcast f to all workers so that each worker forms an error image by assuming that all pixels in the local partition are made up of f with 100% abundance.
4) Each worker finds the pixel f(x; y) in the local partition with the largest abundance estimation error, i.e., the pixel which has largest least squares error if it is represented in terms of a fully constrained linear mixture of the pixels found by previous iterations [5] . This pixel, p , and its error score, S , are sent to the master.
5) The master selects a first endmember e as the pixel p with the maximum associated error score S , for k = 1; . . . ; K and broadcasts E = [e ] to all the workers. 6) Repeat from step 4) using E instead of f, and repeatedly incorporate a new endmember e ; e ; . . . ; e to E until E = fe g , in which case the algorithm is terminated.
There is a salient difference between the parallel algorithms described in Sections III-A and B. Most notably, the methods in Section III-A must re-search all the endmembers when parameter is changed, because they provide the final set in a single shot. So, a set of endmembers is not necessarily a subset of endmembers generated by the same algorithm. Quite opposite, the method in Section III-B produces endmembers sequentially, so a set of generated endmembers always includes the set of previously generated endmembers.
C. Parallel Spatial/Spectral Endmember Extraction
A parallel morphological endmember extraction technique is discussed in this subsection [11] . In order to extend morphological operations to hyperspectral imagery, we impose an ordering relation in terms of spectral purity in the set of pixel vectors lying within a spatial neighborhood , known as structuring element (SE), which is translated over the spatial domain. To do so, we define a cumulative distance between each pixel vector and all pixel vectors in the spatial neighborhood given by as follows:
where SAM is the spectral angle mapper [1] , defined by SAM . Based on the above distance, extended morphological erosion and dilation can be respectively used to extract the most highly pure and the most highly mixed pixel in the -neighborhood, defined by , as follows:
Morphological operations rely on a window-moving strategy that introduces additional considerations for parallelization. In previous work [12] , we have defined the concept of parallelizable spatial/spectral partition (PSSP) as a partition of the input data in the spatial domain that can be processed in parallel without the need for additional communication and/or synchronization. Therefore, a PSSP may be seen as a block of data that can be processed independently, using smaller, window-based (SE) elements. In order to avoid interprocessor communication when the SE computation is split among processing nodes, a data-replication function is implemented to avoid accesses outside the local domain of each partition. Fig. 1 illustrates the function using a toy example based on two data partitions.
As shown in Fig. 1 , a scratch line is replicated in the two partitions, thus allowing SE-based parallel processing of the two PSSPs without accesses outside their local domain. It should be noted that the example in Fig. 1 gives a simplified view. Depending on how many adjacent partitions are involved (and the size of the SE), it may be necessary to place a scratch border of increased width around each partition. It is worth noting that our implementation makes use of a constant 3 3-pixel SE through iterations. Instead of increasing the size of the SE, we replace the original cube or, equivalently, a local PSSP in parallel processing, by the resulting cube after a dilation operation using . This allows us to perform multiscale analysis without increasing the scratch border size between iterations, thus minimizing redundant computations.
AMEEPAR Algorithm
Input: N -D cube F, Iterations I , Number endmembers P .
Output: set of final endmembers fe g . 1) Scatter K partial data structures fPSSP g of F (with their scratch borders) to each of the K workers. 2) Using parameters I and P , each worker executes the sequential AMEE algorithm locally at each processor for the corresponding PSSP : 2.1) Set i = 1 and initialize a morphological eccentricity index score M EI (x; y) = 0 for each local pixel.
2.2) Move B (a fixed 3 2 three-pixel SE) through all the pixels of the local PSSP and calculate the maximum and the minimum pixels using (2) and (3), respectively. Update the M EI score at each pixel with the SAM between the maximum and the minimum. PSSP by its dilation using B and go to step 2.2).
2.4) Select a set of P pixel vectors in the local partition with the highest M EI scores.
3) The master gathers all the individual endmember sets provided by the workers and forms a unique set fe g by calculating the SAM for all possible pairs in parallel.
IV. EXPERIMENTAL RESULTS
The proposed parallel algorithms were compared on Thunderhead, a Beowulf cluster at NASA's Goddard Space Flight Center. It is composed of 256 Intel Xeon 2.4-GHz nodes, each with 1 GB of local memory. The implementations were carried out using the C++ programming language with calls to message passing interface (MPI) [13] . The hyperspectral dataset used in experiments is the well-known AVIRIS Cuprite scene, available online in reflectance units from http://aviris.jpl.nasa.gov/html/aviris.freedata.html. The sector selected for experiments is the one labeled as f970619t01p02_r02_sc03.a.rfl. This scene has been widely used to validate the performance of endmember extraction algorithms. The scene comprises a relatively large area (614 lines by 512 samples and 20-m pixels) and 224 spectral bands An experiment-based cross-examination of algorithm endmember extraction accuracy is presented in Table II , which tabulates the SAM scores obtained after comparing library spectra with the corresponding endmembers extracted by the parallel algorithms. The smaller the SAM values across the five minerals considered in Table II , the better the results.
It should be noted that Table II only displays the smallest SAM scores of all endmembers with respect to each USGS signature for each algorithm. For illustrative purposes, single-processor times for all parallel algorithms are given in Table II (in the  parentheses) . In all cases, the number of endmembers to be extracted, , was set to 22 after using the virtual dimensionality (VD) concept in [1] . For the Hybrid-PPI, parameter was set to the mean of scores after iterations. A previous performance study of our AMEEPAR algorithm revealed that the most satisfactory results for the considered scene were found by setting iterations. The parameter values above are in agreement with those used before in [2] . It is important to note that the output produced by all parallel methods was verified using not only our own serial implementations, but the original versions of the algorithms as well (using the same parameters in both cases). The endmembers found by our parallel implementations were exactly the same as the ones found by our serial implementations of the original algorithms. In the cases of PPI and N-FINDR, we made sure that the same random skewers and random initial endmembers were used, respectively, to guarantee that both the serial and parallel versions were exactly the same. While both P-IEA and AMEEPAR produced the same results as the original algorithms, our parallel PPIand N-FINDR-like implementations produced slightly different results than those found by ENVI's PPI and TRA's N-FINDR. In particular, 4 out of 22 endmembers produced by ENVI's PPI and 6 out of 22 endmembers produced by TRA's N-FINDR were not included in the respective final endmember sets produced by our Hybrid-PPI and P-FINDR. However, we experimentally tested that the SAM scores between the endmembers that were different between the original and approximate algorithms were always very low (below 0.015), a fact that reveals that the final endmembers sets were almost identical, spectrally. Also, both the original and approximate parallel versions of PPI and Table II .
To empirically investigate the scaling properties of the parallel algorithms, their performance was tested by timing the programs over various numbers of processors. If we approximate the total time required to complete a task on processors by , where is the sequential (nonparallelizable) portion of the computation and is the parallel portion, then we can simply define the speedup for K processing units as , where is the single-processor time. The relationship above, usually expressed as an inequality to account for parallelization overhead, is known as Amdahl's law [14] . The sequential portion is proportionally more important as the number of processors increase and, thus, the performance of the parallelization is generally degraded for a large number of PEs. Fig. 2 plots the speedups achieved by the parallel algorithms as a function of the number of processors.
Results in Fig. 2 reveal that the performance drop from linear speedup in the Hybrid-PPI and P-FINDR algorithms increases as the number of processors is higher. Although the involved calculations were sufficient to gain an impact from using a large number of processors, the sequential computations represented a significant portion of the total processing time in both cases, in particular, when the number of processors was increased (see Table III ). A similar effect was also observed for the P-IEA. Although AMEEPAR introduces redundant information, expected to slow down the computation a priori, sequential computations for this algorithm were low when compared to the total times, which resulted in closer to linear speedups in Fig. 2 . This comes at no surprise since AMEEPAR is a windowing type algorithm as opposed to the other tested algorithms and, therefore, it is expected to scale better. This property allows the algorithm to process the full AVIRIS scene (137 MB in size) in only a few seconds using a moderate number of processors. To conclude this section, we must also acknowledge that TRA's N-FINDR software was able to process the Cuprite scene in 16 s on a standard desktop machine with an AMD Athlon processor at 2.6 GHz and 256 MB of RAM. It is to the credit of N-FINDR programmers that the software package is so fast, although our research indicates that significant opportunities for parallelization of this algorithm are still open.
V. CONCLUSION
This letter has examined several strategies for parallelization of endmember extraction algorithms. Although future work may incorporate additional techniques, three highly representative classes of algorithms were considered in this study. Most available approaches do not take into account the spatial information explicitly, a fact that has generally been perceived as an advantage for the development of parallel implementations. However, experimental results in this letter suggest that spatial/spectral endmember extraction approaches may be more "pleasingly parallel," mainly due to the windowing nature of such algorithms, but also because they can reduce sequential computations at the master node and involve only minimal communication between the parallel tasks, namely, at the beginning and ending of such tasks.
