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DE L’E´QUATION DE PRESCRIPTION DE COURBURE
SCALAIRE AUX E´QUATIONS DE CONTRAINTE EN
RELATIVITE´ GE´NE´RALE SUR UNE VARIE´TE´
ASYMPTOTIQUEMENT HYPERBOLIQUE
ROMAIN GICQUAUD
Re´sume´. Cet article est consacre´ a` l’e´tude de deux proble`mes sur les
varie´te´s asymptotiquement hyperboliques avec un bord interne. Dans un
premier temps, nous examinons le proble`me de la prescription de la cour-
bure scalaire pour des conditions au bord interne de Dirichlet et de pres-
cription de la courbure moyenne. Nous appliquons ensuite les re´sultats
obtenus a` l’e´tude de l’e´quation de Lichnerowicz avec une condition au
bord interne d’horizon apparent (passe´ ou futur). La dernie`re partie
traite de la construction de TT-tenseurs. On construit ainsi des donne´es
initiales, a` courbure moyenne constante, pour les e´quations d’Einstein
du vide.
Abstract. Two problems concerning asymptotically hyperbolic man-
ifolds with an inner boundary are studied. First, we study scalar cur-
vature presciption with either Dirichlet or mean curvature prescription
interior boundary condition. Then we apply those results to the Lich-
nerowicz equation with (future or past) apparent horizon interior bound-
ary condition. In the last part we show how to construct TT-tensors.
Thus we obtain Cauchy data with constant mean curvature for Einstein
vacuum equations.
Mots Clefs : Varie´te´s asymptotiquement hyperboliques, courbure scalaire
conforme, e´quation de Lichnerowicz, TT-tenseurs, e´quations de contraintes,
horizons apparents.
2000 MSC : 35Q75, 53C21, 35J65, 35J70.
1. Introduction
Dans cet article, nous e´tudions deux proble`mes : celui de la prescription
de la courbure scalaire sur une varie´te´ asymptotiquement hyperbolique et la
construction de solutions des e´quations de contrainte en relativite´ ge´ne´rale
contenant des horizons apparents.
Dans la premie`re partie, nous rappelons les re´sultats de [GL91] et [Lee06],
de´montrons des variantes du principe du maximum ge´ne´ralise´ tel qu’il ap-
paraˆıt dans [GL91] et finalement nous e´tendons la me´thode de monotonie
au cas de sur et sous-solutions au sens des distributions. Ces re´sultats nous
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seront utiles pour re´soudre les e´quations de prescription de la courbure sca-
laire et de Lichnerowicz.
Pour le proble`me de la prescription de la courbure scalaire, nous ge´ne´ralisons
les re´sultats de [Del97] au cas des varie´te´s asymptotiquement hyperboliques
avec un bord interne (e´ventuellement vide). Rappelons que pour une me´trique
riemannienne g de courbure scalaire Scal, si ϕ est une fonction positive alors
la courbure scalaire Ŝcal de gˆ = ϕκg, avec κ = 4n−2 est donne´e par (voir par
exemple [Bes87]) :
Ŝcal = ϕ−κ−1
(
−4(n− 1)
n− 2 ∆ϕ+ Scal ϕ
)
.
Par convention, le laplacien est donne´ par ∆f = gij
(
∂i∂jf − Γkij∂kf
)
.
Nos re´sultats principaux sont les the´ore`mes 3.1 et 3.5 :
The´ore`me 1.1. Soit (Mn, g) une varie´te´ asymptotiquement hyperbolique de
classe Cl,β. Soient deux fonctions Scal, Ŝcal ∈ Ck−2,α0 (M) (2 < k+α ≤ l+β,
0 < α < 1) avec Ŝcal < 0 telles que Scal, Ŝcal→∂∞M −n(n− 1).
(1) Proble`me de Dirichlet le long de ∂0M (The´ore`me 3.1) : Soit
ϕ0 > 0 une fonction Ck,α sur ∂0M alors il existe une solution unique
ϕ ∈ Ck,α0 telle que ϕ > 0 et ϕ→∂∞M 1, au proble`me de Dirichlet :
(1.1)
{
−4(n−1)n−2 ∆ϕ+ Scal ϕ = Ŝcal ϕκ+1
ϕ = ϕ0 sur ∂0M.
(2) Prescription de la courbure moyenne de ∂0M (The´ore`me 3.5) :
Soient H, Ĥ ∈ Ck−1,α (∂0M), avec Ĥ ≥ 0, il existe une unique so-
lution ϕ ∈ Ck,α0 telle que ϕ > 0 et ϕ →∂∞M 1 au proble`me de la
prescription de la courbure moyenne de ∂0M :
(1.2)
{
−4(n−1)n−2 ∆ϕ+ Scal ϕ = Ŝcal ϕκ+1
2
n−1∇νϕ−Hϕ = −Ĥϕ
κ
2
+1 le long de ∂0M,
ou` ν de´signe la normale a` ∂0M sortant de M . De plus si Scal−Ŝcal ∈ Ck−2,αδ
pour un certain δ ∈ [0;n[ alors ϕ− 1 ∈ Ck,αδ .
Signalons que le proble`me de la prescription de la courbure scalaire sur
une varie´te´ a` courbure ne´gativement pince´e a e´te´ traite´ dans [AM85], ce
cadre est cependant trop ge´ne´ral pour espe´rer un controˆle de la fonction ϕ a`
l’infini. Pour des valeurs δ ≥ n, la fonction ϕ solution de l’e´quation de pres-
cription de la courbure scalaire n’a plus ne´cessairement un comportement
asymptotique aussi fort que celui de Ŝcal−Scal, une obstruction importante
est alors fournie par la masse [Wan01, CH03] (voir e´galement [MO89]).
Dans une seconde partie, nous montrons l’existence de solutions a` l’e´quation
de Lichnerowicz avec la condition au bord d’horizon apparent (passe´ et fu-
tur). Rappelons que l’e´quation de Lichnerowicz (correspondant a` la premie`re
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ligne de 1.3) apparaˆıt naturellement dans la construction de donne´es initiales
a` courbure moyenne constante pour les e´quations d’Einstein du vide (voir
section 4) :
The´ore`me 1.2 (Construction de solutions de l’e´quation de Lichnerowicz
contenant des horizons apparents). Soient M une varie´te´ asymptotiquement
hyperbolique de classe Cl,β avec l+β ≥ 2 et τ ∈ [−1; 1]. Fixons, pour chaque
composante connexe σi de ∂0M , un re´el ǫi = ±1 (ǫi = −1 pour un horizon
apparent futur et ǫi = +1 pour un horizon apparent passe´). Supposons de
plus, lorsque τ = ±1, que, pour tout i tel que ǫi = −τ , l’invariant de Yamabe
Y(σi) > 0. Soit L ∈ Ck−1,α0 (M,T ∗2M) un 2-tenseur syme´trique de trace nulle
tel que |L|2g → 0 au voisinage de ∂∞M et tel que ǫiLνiνi ≥ 0 sur ∂0M . Il
existe une solution ϕ > 0 au proble`me :
(1.3)
−4(n− 1)
n− 2 ∆ϕ+ Scal ϕ+ n(n− 1)ϕ
κ+1 − |L|2gϕ−κ−3 = 0 sur M˚
2(n − 1)
n− 2 ∇νiϕ−Hiϕ = ǫi
[
Lνiνiϕ
−1−α
2 − (n− 1)τ ϕα2+1
]
sur σi pour tout i,
ou` Scal est le scalaire de courbure de (M,g) et νi la normale a` σi sortante
(i.e. dirige´e vers l’inte´rieur de l’horizon apparent) avec ϕ→ 1 au voisinage
de ∂∞M . De plus si Scal+n(n−1) ∈ Ck−2,αδ et |L|2 ∈ Ck−2,αδ avec δ ∈ [0;n),
alors ϕ− 1 ∈ Ck,αδ .
Remarquons qu’avec nos conventions le cas ǫiτ = −1 correspond a` un ho-
rizon apparent futur (resp. passe´) dans les hypersurfaces asymptotiquement
isotropes qui sont des surfaces de Cauchy pour le de´veloppement en temps
futur (resp. passe´). En page 26 nous montrons que si l’invariant de Yamabe
du bord n’est pas strictement positif, il peut ne pas exister de solution a`
l’e´quation (1.3).
Notons que le proble`me sans bord a de´ja` e´te´ e´tudie´ dans [AC96]. Les
horizons apparents sont la version « donne´es initiales » des horizons des
e´ve`nements (voir par exemple [Wal]). Cette construction est la version asymp-
totiquement hyperbolique des articles [Dai02], [Dai04, Dai05], [Max05]. Le
cas des varie´te´s asymptotiquement hyperboliques permet en particulier de
construire des surfaces de Cauchy asymptotiquement isotropes dans une
varie´te´ lorentzienne asymptotiquement plate et des surfaces de Cauchy cor-
respondant aux sections a` courbure moyenne nulle des espaces asymptotique-
ment anti-de Sitter. Signalons e´galement que d’autres auteurs ont construit
des me´triques contenant des horizons apparents par des techniques de recol-
lement [ST07], [LSW08].
Lie´ a` l’e´quation de Lichnerowicz, nous e´tudions finalement la construction
de TT-tenseurs. Notre construction, base´e sur [Lee06], permet d’obtenir l’in-
tervalle des poids optimal pour l’existence de TT-tenseurs. Ceci nous permet
de construire des solutions des e´quations de contrainte en relativite´ ge´ne´rale :
The´ore`me 1.3. Soit (M,g) une varie´te´ asymptotiquement hyperbolique de
classe Cl,β avec l + β ≥ 2.
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(1) Soient L0 un 2-tenseur syme´trique et sans trace avec L0 ∈ W k−1,pδ
avec 2 ≤ k ≤ l, 1 < p < ∞ et
∣∣∣δ + n−1p − n−12 ∣∣∣ < n+12 , et b ∈
W
k−1− 1
p
,p(∂0M,T
∗M). Il existe une unique 1-forme ψ ∈W k,pδ (M,T ∗M)
telle que, si on de´finit L = L0 + Lψ♯g − 2ndiv
(
ψ♯
)
g, alors :
– L est un tenseur syme´trique transverse et sans trace
– L(ν, .) = b sur ∂0M .
(2) Soient L0 un 2-tenseur syme´trique et sans trace avec L0 ∈ Ck−1,αδ
avec 2 ≤ k + α ≤ l, 0 < α < 1 et
∣∣δ − n−12 ∣∣ < n+12 , et b ∈
Ck−1,α(∂0M,T ∗M). Il existe une unique 1-forme ψ ∈ Ck,αδ (M,T ∗M)
telle que, si on de´finit L = L0 + Lψ♯g − 2ndiv
(
ψ♯
)
g, alors :
– L est un tenseur syme´trique transverse et sans trace
– L(ν, .) = b sur ∂0M .
Je remercie Erwann Delay, mon directeur de the`se, pour ses nombreux
conseils et sa relecture attentive des versions pre´liminaires de cet article.
Je remercie e´galement Piotr Chrus´ciel et Marc Herzlich pour leurs commen-
taires qui m’ont guide´s tout au long de ce travail. Enfin, je suis reconnaissant
envers Benoˆıt Michel pour son aide sur le contre-exemple de la section 5.
2. Pre´liminaires
L’objectif de cette section est de rappeler les re´sultats principaux de
[GL91] et [Lee06] ainsi que d’e´tendre la me´thode de monotonie au cas de
sur et sous-solutions au sens des distributions pour des conditions au bord
non line´aires.
2.1. Varie´te´s asymptotiquement hyperboliques. Soit M
n
une varie´te´
compacte a` bord. On suppose que ∂M est se´pare´ en deux parties ouvertes
∂∞M et ∂0M (re´union de composantes connexes). On noteraM = M˚
⋃
∂0M .
On appelle fonction de´finissante pour ∂∞M une fonction lisse ρ : M →
[0; ∞[ telle que ρ−1(0) = ∂∞M et dρ 6= 0 le long de ∂∞M . Une me´trique
g sur M sera dite conforme´ment compacte de classe Cl,β si ρ2g s’e´tend
en une me´trique g ∈ Cl,β sur M . Un calcul simple montre alors que, si g
est conforme´ment compacte de classe Cl,β avec l + β ≥ 2, la courbure sec-
tionnelle de g tend vers −|dρ|2g au voisinage de ∂∞M . On dira donc que g
est asymptotiquement hyperbolique si g est conforme´ment compacte
avec |dρ|2g = 1 le long de ∂∞M . On notera par la suite Mσ = ρ−1(]0;σ[) et
Sσ = ρ
−1(σ). Sσ est une sous-varie´te´ si σ est assez petit.
2.2. Espaces de fonctions. On fixe un fibre´ vectoriel ge´ome´trique (i.e. as-
socie´ au fibre´ principal SO(M)) E sur M . Par la suite, on se fixe k ≥ 0 un
entier et 0 < α < 1. On de´finit tout d’abord l’espace Ck,α(0) . C’est l’ensemble
des sections f :M → E de classe Ck,α qu’on munit de la norme standard.
On de´finit ensuite l’espace de Sobolev W k,p0 (M,E). C’est l’espace de
Sobolev des sections u ∈ Lp telles qu’au sens des distributions, ∀ j ∈
{0, · · · , k}, ∇(j)u ∈ Lp. On le munit de la norme :
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‖u‖
W k,p0 (M,E)
=
 k∑
j=0
∫
M
∣∣∣∇(j)u∣∣∣p dµg
 1p .
Puis l’espace de Sobolev a` poids W k,pδ (M,E) = ρ
δW
k,p
0 (M,E) qu’on mu-
nit de la norme ‖u‖
W
k,p
δ (M,E)
= ‖ρ−δu‖
W
k,p
0 (M,E)
. On notera Lpδ =W
0,p
δ .
Finalement nous de´finissons les espaces de Ho¨lder a` poids. On choisit
tout d’abord un nombre fini de cartes φ = (ρ, θ1, · · · , θn−1) au voisinage
de ∂∞M . telles que le domaine de de´finition des φ recouvre ∂∞M qu’on
comple`te avec un nombre fini de cartes dont le domaine de de´finition est
pre´compact dans M . On note H l’espace hyperbolique vu comme le demi-
espace de Rn {x1 > 0} muni de la me´trique ghyp = 1x21 geucl. et on de´finit
Br la boule centre´e en (1, 0, · · · , 0) de rayon r dans H pour la me´trique
hyperbolique. Si M ∋ p0 = φ−1(ρ0, θ10 · · · , θn−10 ) est l’image re´ciproque par
une des cartes fixe´es, on de´finit les coordonne´es de Mo¨bius au voisinage en
p0 par :
φrp0 (p) =
(
ρ(p)
ρ0
,
θ1(p)− θ10
ρ0
, · · · , θ
n−1(p)− θn−10
ρ0
)
φrp0 :
(
φrp0
)−1
(Br)→ Br. On introduit ensuite la norme de Ho¨lder :
‖u‖Ck,αδ (M,E) = supp0∈M
ρ−δ(p0)
∥∥∥((φ1p0)−1)∗ u∥∥∥Ck,α(B1) .
L’espace Ck,αδ (M,E) est alors l’espace des sections u ∈ Ck,αloc telles que :
‖u‖Ck,αδ (M,E) <∞.
2.3. La me´thode de monotonie. Pour re´soudre l’e´quation de prescrip-
tion de la courbure scalaire, nous utilisons la me´thode de monotonie adapte´e
pour prendre en compte des conditions au bord non line´aires telle qu’elle est
de´crite dans [Max05]. Cette me´thode nous sera e´galement utile par la suite
pour la re´solution de l’e´quation de Lichnerowicz (voir section 5). Cepen-
dant, contrairement a` [Max05], nous regardons l’existence de solutions dans
les espaces de Ho¨lder a` poids. Nos sur et sous-solutions seront des fonc-
tions lipschitziennes, de´rivables dans un voisinage du bord interne ∂0M , sur
et sous-solutions au sens des distributions. Dans tout ce paragraphe, nous
fixons une varie´te´ (Mn, g) asymptotiquement hyperbolique de classe Cl,β
(l+β ≥ 2), un entier k ≥ 2 et α un re´el, 0 < α < 1 tels que 2 < k+α ≤ l+β.
Supposons qu’on souhaite re´soudre le proble`me suivant :
(2.1) −∆ϕ = F (p, ϕ)
ou` F : M × R∗+ → R est une fonction de la forme F (p, ϕ) =
∑
i∈I ai(p)ϕ
βi
avec I est un ensemble fini, βi ∈ R et ai ∈ Ck,α0 (M). Notons que si ∀ i ∈
I, βi = 0 ou βi ≥ 1, F se prolonge en une fonction de´rivable a` M × R+, ce
qui sera sous-entendu par la suite.
6 ROMAIN GICQUAUD
Proposition 2.1. On suppose qu’il existe deux fonctions ϕ+ et ϕ− appele´es
respectivement sur-solution et sous-solution a` valeurs dans (ǫ;∞) pour
un certain ǫ > 0 petit (ou dans R+ dans le cas ou` les βi sont nuls ou
supe´rieurs ou e´gaux a` 1), continues sur M , ϕ+ ≥ ϕ−, telles que :
∀ ψ ∈ C2c
(
M˚
)
− ∫M ϕ+∆ψ ≥ ∫M ψF (p, ϕ+)(
resp. − ∫M ϕ−∆ψ ≤ ∫M ψF (p, ϕ−))
alors, si on sait que (estimation a priori) si ϕ est solution avec ϕ− ≤ ϕ ≤
ϕ+, alors ϕ ≥ ǫ > 0 pour un certain ǫ, on a :
(1) Proble`me de Dirichlet le long de ∂0M
Soit h ∈ Ck,α (∂0M). Si ϕ− ≤ h ≤ ϕ+ sur ∂0M , il existe une
fonction ϕ ∈ Ck,α0 , ϕ− ≤ ϕ ≤ ϕ+, solution du proble`me de Dirichlet :
(2.2)
{ −∆ϕ = F (p, ϕ)
ϕ = h sur ∂0M.
(2) Condition au bord ∂0M non line´aire
On se donne ici une fonction f : ∂0M×R∗+ → R de classe Ck−1,α.
On suppose de plus que ∂νϕ+ ≥ f (p, ϕ+) (resp. ∂νϕ− ≤ f (p, ϕ−))
∀p ∈ ∂0M . Alors il existe une fonction ϕ ∈ Ck,α0 telle que ϕ− ≤ ϕ ≤
ϕ+ solution de :
(2.3)
{ −∆ϕ = F (p, ϕ)
∂νϕ = f(p, ϕ) sur ∂0M.
De´montrons le second point, le premier e´tant plus simple. Notre preuve est
base´e sur des lemmes issus de [GL91]. Commenc¸ons par le lemme suivant :
Lemme 2.2 (Principe du maximum ge´ne´ralise´). Soient M une varie´te´
asymptotiquement hyperbolique et f ∈ C2(M) une fonction majore´e. On
suppose que f n’atteint pas son maximum en un point de ∂0M . Alors il
existe une suite pi ∈M telle que :
(1) limi→∞ f (pi) = supM f
(2) limi→∞ |∇f (pi)|g = 0
(3) lim supi→∞∆f (pi) ≤ 0.
Pour la preuve, nous renvoyons a` [GL91, The´ore`me 3.5]. Celle-ci reste
ne´anmoins proche de celle du lemme 3.2 qui s’en inspire.
Lemme 2.3. Soit δ ∈ R. Si A est assez grand, pour tous g ∈ Ck−2,αδ (M) et
h ∈ Ck−1,α (∂0M), il existe une unique solution u ∈ Ck,αδ a` :{ −∆u+Au = g
∂νu+Au = h sur ∂0M.
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De´monstration. Posons Ωi = ρ
−1 ([ 1
2i
;∞[). Choisissant i assez grand, on
peut supposer que ∂0M ⊂ Ωi. Ωi est compact donc le proble`me : −∆u+Au = g sur Ωi∂νu+Au = h sur ∂0M
u = 0 sur ∂Ωi \ ∂0M
admet une unique solution ui ∈ Ck,α (Ωi) (On voit facilement que la seule
solution du proble`me homoge`ne est 0 et l’ope´rateur est Fredholm d’index
0). En constatant que si p0 ∈ Ωi, Blog 2(p0) ⊂ Ωi+1, on a, en utilisant les
estimations de Schauder internes [Lee06, Lemme 4.8] et au niveau de ∂0M
[GT01, Lemme 6.29] :
‖ui‖Ck,α
δ
(Ωi−1)
≤ C
(
‖g‖Ck−2,α
δ
(Ωi)
+ ‖h‖Ck−1,α(∂0M) + ‖ui‖C0,0
δ
(Ωi)
)
≤ C
(
‖g‖Ck−2,αδ (M) + ‖h‖Ck−1,α(∂0M) + ‖ui‖C0,0δ (Ωi)
)
ou` C est une constante inde´pendante de i. Reste a` estimer ‖ui‖C0,0
δ
(Ωi)
:
−∆ρδ +Aρδ = −ρ2
(
∆ρδ − (n− 2)
〈∇ρ
ρ
,∇ρδ
〉
g
)
+Aρδ
= −ρ2
(
δρδ−1∆ρ+ δ(δ − 1) ∣∣∇ρ∣∣2
g
ρδ−2 − (n − 2)δ ∣∣∇ρ∣∣2
g
ρδ−2
)
+Aρδ
=
(
δ(n − 1− δ)
∣∣∇ρ∣∣2
g
+A− δρ∆ρ
)
ρδ.
Donc si A est assez grand, on a −∆ρδ +Aρδ ≥ A2 ρδ. Maintenant :
−∆ui = −∆
(
ρδ
ui
ρδ
)
= −ui
ρδ
∆ρδ −
〈
∇ρδ,∇ui
ρδ
〉
g
− ρδ∆ui
ρδ
g −Aui = −ui
ρδ
∆ρδ −
〈
∇ρδ,∇ui
ρδ
〉
g
− ρδ∆ui
ρδ
g
ρδ
−Aui
ρδ
= −ui
ρδ
∆ρδ
ρδ
−
〈∇ρδ
ρδ
,∇ui
ρδ
〉
g
−∆ui
ρδ
g
ρδ
=
ui
ρδ
(
−∆ρ
δ
ρδ
+A
)
− δ
〈∇ρ
ρ
,∇ui
ρδ
〉
g
−∆ui
ρδ
.
En distinguant les cas ou`
∣∣∣uiρδ ∣∣∣ est maximal en un point inte´rieur a` Ωi
et le cas ou` le maximum est atteint sur ∂0M , on a alors que
∥∥∥uiρδ ∥∥∥∞ ≤
2
A‖ gρδ ‖∞+ 1B‖h‖∞ (ou` on a pose´ B = min∂0M
(
ρδA+ δρδ−1∂νρ
)
, B > 0 si A
est assez grand, ce qu’on supposera par la suite). Les fonctions ui sont donc
borne´es en norme C2,αδ sur les compacts de M . Le the´ore`me d’Ascoli et un
proce´de´ d’extraction diagonal permettent alors, par une me´thode analogue
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a` celle utilise´e dans la preuve de [GL91, Proposition 3.7], de trouver une
fonction u ∈ C0,0δ (M)
⋂ C2,0loc (M) qui satisfait a` :{ −∆u+Au = g sur M
∂νu+Au = h sur ∂0M.
On a alors u ∈ C2,αδ (M). Par le principe du maximum ge´ne´ralise´ (lemme
2.2), on constate que u est l’unique solution de ce proble`me. Finalement en
utilisant la re´gularite´ elliptique [Lee06], on a u ∈ Ck,αδ (M). 
Revenons maintenant a` la preuve de la me´thode de monotonie :
De´monstration de la me´thode de monotonie (Proposition 2.1). Posons λ =
minM ϕ− et Λ = maxM ϕ+. Choissisons une constante A assez grande telle
que, pour tout p ∈ M , les fonctions ϕ 7→ Aϕ + F (p, ϕ) soient croissantes
sur [λ; Λ] de meˆme que les fonctions ϕ 7→ Aϕ + f(p, ϕ) pour tout p ∈ ∂0M
et telle que le lemme 2.3 soit ve´rifie´ pour δ = 0. On peut alors de´finir une
suite (ϕi)i de fonctions telles que ϕ0 = ϕ+ et telles que ϕi+1 soit l’unique
solution dans C2,α0 (M) de :{ −∆ϕ+Aϕ = Aϕi + F (p, ϕi) sur M
∂νϕ+Aϕ = Aϕi + f (p, ϕi) sur ∂0M.
L’existence et l’unicite´ de ϕi+1 sont garanties par le lemme 2.3. La suite
des fonctions ϕi est de´croissante et minore´e par ϕ−. En effet, montrons par
exemple qu’on a ϕ1 ≤ ϕ0 = ϕ+. Ceci revient au meˆme que montrer que la
fonction ϕ1 − ϕ0 est partout ne´gative. Supposons par l’absurde qu’il existe
un point p ∈M tel que ϕ1(p)− ϕ0(p) > 0. On a trois cas :
– Soit le supremum de ϕ1 −ϕ0 est atteint en un point p ∈ ∂0M . Dans ce
cas ∂ν (ϕ1 − ϕ0) ≤ 0. Mais ∂νϕ1+Aϕ1 = f(p, ϕ0)+Aϕ0 ≤ ∂νϕ0+Aϕ0.
Ce qui impose A(ϕ0 − ϕ1) ≥ 0 : absurde.
– Soit le supremum de ϕ1 − ϕ0 est atteint en un point inte´rieur a` M et
il existe 0 < ǫ < supM (ϕ1 − ϕ0) et un compact K ⊂ M˚ tels que sur
M \K, ϕ1 − ϕ0 ≤ supM (ϕ1 − ϕ0)− ǫ. Dans ce cas :∫
M
(−∆ψ +Aψ) (ϕ1 − ϕ0) ≤ 0 ∀ ψ ∈ C2,0c .
Comme ϕ0 et ϕ1 sont localement lipschitziennes et ψ = 0 au voisinage
de ∂M , on a :∫
M
(〈∇ψ,∇ (ϕ1 − ϕ0)〉+Aψ (ϕ1 − ϕ0)) ≤ 0.
Par densite´, ce re´sultat reste vrai pour toute fonction ψ lipschitzienne
a` support compact. En particulier pour ψǫ = max
{
ϕ1 − ϕ0 − ǫ2 , 0
}
:∫
{ϕ1≥ϕ0− ǫ2}
(∣∣∣∇(ϕ1 − ϕ0 − ǫ
2
)∣∣∣2 +A(ϕ1 − ϕ0 − ǫ
2
)2)
=
∫
M
(
|∇ψǫ|2 +Aψ2ǫ
)
≤ 0
absurde car ψǫ 6= 0.
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– Sinon, le supremum est atteint a` l’infini, posons F = supM (ϕ1 − ϕ0)−
(ϕ1 − ϕ0). Il existe une suite de points pi ∈M telle que F (pi)→ 0. Par
hypothe`se, cette suite sort de tout compact deM . Quitte a` extraire une
sous-suite, on peut supposer que pi → p̂ ∈ ∂∞M . On choisit alors une
carte
(
ρ, θ1, · · · , θn−1) au voisinage de p̂. Posons ensuite ri = ρ(pi)2 et
gi(p) = 1−
(ρ(p)− ρ(pi))2 +
∑
j
(
θj(p)− θj(pi)
)2
r2i
.
On a max{gi≥0} |∂αgi| ≤ 2ri , max{gi≥0} |∂α∂βgi| ≤ 2r2i donc sup{gi≥0} |dgi|g ≤ C,
sup{gi≥0} |∆gi|g ≤ C ou` C est une constante inde´pendante de i. Soit qi
un point ou` Fgi atteint son minimum dans {gi ≥ 0}. F (qi) ≤
gi(qi)
gi(pi)
F (pi) ≤
F (pi) donc F (qi) → 0. On de´finit ensuite hi = max
{
0, ǫi − Fgi
}
ou`
min{gi≥0}
F
gi
< ǫi < 2min{gi≥0}
F
gi
. On a alors :
A sup (ϕ1 − ϕ0)
∫
M
hi ≤
∫
M
(〈∇hi,∇F 〉+AFhi)
≤
∫
M
(〈
∇hi,∇F
gi
〉
gi + 〈∇hi,∇gi〉 F
gi
+AFhi
)
≤
∫
M
(
− |∇hi|2g gi −
〈∇h2i ,∇gi〉+ ǫi 〈∇hi,∇gi〉)
≤
∫
M
(
− |∇hi|2g gi +
〈
h2i ,∆gi
〉− ǫi 〈hi,∆gi〉) .
On en de´duit en particulier que, pour une certaine constante C > 0,
0 <
∫
M
hi ≤ Cǫi
∫
M
hi
absurde car ǫi → 0.
On a donc montre´ que ϕ1 ≤ ϕ0 partout. On a donc Aϕ1 + F (p, ϕ1) ≤
Aϕ0 + F (p, ϕ0) et Aϕ1 + f(p, ϕ1) ≤ Aϕ0 + f(p, ϕ0). Par re´currence, on
voit que la suite ϕi est de´croissante et une preuve analogue a` la pre´ce´dente
montre que ϕi ≥ ϕ−. Montrons maintenant que la suite ϕi est borne´e dans
C2,α0 . Pour cela, constatons qu’on a l’ine´galite´ suivante dont la preuve est
directe :
‖f (p, ϕi)‖C1,α(∂0M) ≤ C‖f‖C1,α(∂0M×[m,M ])
(
1 + ‖ϕi‖C1,α(∂0M)
)2
on en de´duit alors l’ine´galite´ suivante :
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‖ϕi+1‖C2,α0 ((M) ≤ C
(
‖−∆ϕi+1 +Aϕi+1‖C0,α0 (M) + ‖∂νϕi+1 +Aϕi+1‖C1,α(∂0M) + ‖ϕi+1‖C0,00 (M)
)
≤ C
(
‖F (p, ϕi) +Aϕi‖C0,α0 (M) + ‖f(p, ϕi) +Aϕi‖C1,α(∂0M) + ‖ϕi+1‖C0,00 (M)
)
≤ C ′
(
‖ϕi‖C0,α0 (M) +
(
‖ϕi‖C1,α(∂0M) + 1
)2
+ ‖ϕi+1‖C0,00 (M)
)
ou` pour obtenir la seconde ligne, on a utilise´ le fait que F est uniforme´ment
lipschitzienne en ϕ pour m ≤ ϕ ≤M . Nous ne pouvons pas utiliser directe-
ment l’ine´galite´ d’interpolation pour majorer ‖ϕi+1‖C2,α0 (M) a` cause du terme
quadratique dans l’ine´galite´ pre´ce´dente. Il nous faut majorer ‖ϕi‖C1,α(∂0M).
Montrons tout d’abord comment cette majoration permet de conclure. Re-
prenant l’ine´galite´ pre´cedente, on en de´duit :
‖ϕi+1‖C2,α0 ≤ C
′′
(
‖ϕi‖C0,α0 + 1
)
≤ C(3)µ
(
‖ϕi‖C0,00 + 1
)
+ µ‖ϕi‖C2,α0 (ine´galite´ d’interpolation, [GT01, lemme 6.35])
≤ C(3)µ
(
‖ϕ+‖C0,00 + 1
)
+ µ‖ϕi‖C2,α0 .
Choisissant µ ∈ (0; 1), on obtient alors par re´currence que ‖ϕi‖C2,α0 est
borne´ inde´pendamment de i :
‖ϕi‖C2,α0 ≤
C
(3)
µ
(
‖ϕ+‖C0,00 + 1
)
1− µ
(
1− µi)+ µi ‖ϕ+‖C2,α0
≤
C
(3)
µ
(
‖ϕ+‖C0,00 + 1
)
1− µ + ‖ϕ+‖C2,α0 .
En utilisant les the´ore`mes d’Ascoli et de Dini, ϕ∞ = infi ϕi est une fonc-
tion C2,αloc sur M et ϕi converge en norme C2,α sur tout compact de M . On
a alors que ∂νϕ∞ = f(p, ϕ∞) et −∆ϕ∞ = F (p, ϕ∞). On en de´duit que
ϕ∞ ∈ C2,α0 . En utilisant le lemme 2.3, on obtient alors1 ϕ∞ ∈ Ck,α0 .
Montrons finalement comment majorer ‖ϕi‖C1,α(∂0M). Pour cela, choi-
sissons Ω, Ω′ des ouverts re´guliers, relativement compacts de M tels que
∂0M ⊂ Ω et Ω ⊂⊂ Ω′. L’estimation a priori pour les espaces de Sobolev sur
Ω s’e´crit :
‖ϕi+1‖W 2,p(Ω) ≤ C
(
‖−∆ϕi+1 +Aϕi+1‖Lp(Ω) + ‖∂νϕi+1 +Aϕi+1‖W 1− 1p ,p(∂0M) + ‖ϕi+1‖Lp(Ω′)
)
.
Pour p = n1−α , on a l’injection de Sobolev W
2,p(Ω) →֒ C1,α (Ω) et :
1C’est ici qu’intervient l’hypothe`se ϕ ≥ ǫ > 0. En effet ϕ 7→ ϕβi n’est pas borne´ en
norme Ck,α sur R∗+ si βi < k + α
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‖ϕi+1‖C1,α(Ω) ≤ C ′
(
‖F (p, ϕi) +Aϕi‖Lp(Ω) + ‖f(p, ϕi) +Aϕi‖W 1− 1p ,p(∂0M) + ‖ϕi+1‖Lp(Ω′)
)
≤ C ′′
(
sup
p∈Ω
|F (p, ϕi(p)) +Aϕi(p)|+ ‖f(p, ϕi) +Aϕi‖C1,0(∂0M) + sup
p∈Ω′
|ϕi+1(p)|
)
≤ C ′′
(
sup
p∈Ω
|F (p, ϕ+(p)) +Aϕ+(p)|+ sup
p∈Ω′
|ϕ+(p)|
+‖f‖C1,0(∂0M×[m,M ])
(
1 + ‖ϕi‖C1,0(∂0M)
))
≤ C(3)
(
1 + ‖ϕi‖C1,0(Ω)
)
.
En appliquant, comme pre´ce´demment, l’ine´galite´ d’interpolation [GT01,
Lemme 6.35], on obtient :
‖ϕi+1‖C1,α(Ω) ≤ µ ‖ϕi‖C1,α(Ω) + C(3)µ
(
1 + ‖ϕi‖C0,0(Ω)
)
≤ µ ‖ϕi‖C1,α(Ω) + C(3)µ
(
1 + ‖ϕ+‖C0,0(Ω)
)
.
Un raisonnement identique au pre´ce´dent permet de conclure que les ‖ϕi‖C1,α(Ω),
donc en particulier les ‖ϕi‖C1,α(∂0M) sont borne´s. 
3. Re´solution de l’e´quation de prescription de la courbure
scalaire
Nous regardons ici le proble`me de l’existence et de l’unicite´ de solutions
a` l’e´quation :
(3.1) − 4(n− 1)
n− 2 ∆ϕ+ Scal ϕ = Ŝcal ϕ
κ+1
sur une varie´te´ M asymptotiquement hyperbolique. Scal de´signe ici la cour-
bure scalaire de la me´trique g et Ŝcal, la courbure scalaire de ĝ = ϕκg avec
κ = 4n−2 , est une fonction donne´e.
3.1. Proble`me de Dirichlet le long de ∂0M .
3.1.1. Existence et unicite´ de la solution. On regarde ici le cas ou` on prescrit
ϕ = ϕ0 le long de ∂0M (ϕ0 > 0). On va montrer le the´ore`me suivant :
The´ore`me 3.1 (Solutions de l’e´quation de prescription de la courbure sca-
laire avec condition au bord de Dirichlet). Soient deux fonctions Scal, Ŝcal ∈
Ck−2,α0 (M) (k + α ≤ l + β) avec Ŝcal < 0 et telles que Scal, Ŝcal →∂∞M
−n(n− 1) et ϕ0 > 0 une fonction Ck,α sur ∂0M alors il existe une solution
unique ϕ ∈ Ck,α0 telle que ϕ > 0 et ϕ→∂∞M 1, au proble`me de Dirichlet :
(3.2)
{
−4(n−1)n−2 ∆ϕ+ Scal ϕ = Ŝcal ϕκ+1
ϕ = ϕ0 sur ∂0M.
Ce the´ore`me utilise le lemme suivant :
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Lemme 3.2. Soit f : M → R une fonction C2 borne´e. Il existe une suite
(pi)i∈N , pi ∈M telle que :
(1) f(pi)→ lim sup
∂∞M
f
(2) |∇f (pi)|g → 0
(3) lim supi→∞∆f(pi) ≤ 0.
De´monstration. On choisit une suite de points qi ∈M 1
i
tels que supM 1
i
f −
f(qi) ≤ 1i . On a donc f(qi) → lim sup
∂∞M
f . Quitte a` extraire une sous-suite,
on peut supposer que qi converge vers un point q̂ ∈ ∂∞M . On pose ensuite
Fi = supM 1
i
(f) + 1i − f , ainsi Fi ≥ 1i sur M 1i . Comme pre´ce´demment,
on introduit une carte
(
ρ, θ1, · · · , θn−1) au voisinage de q̂, on pose ensuite
ri =
ρ(qi)
2 et
gi(p) = 1−
(ρ(p)− ρ(qi))2 +
∑
j
(
θj(p)− θj(qi)
)2
r2i
.
On a max{gi≥0} |∂αgi| ≤ 2ri , max{gi≥0} |∂α∂βgi| ≤ 2r2i donc sup{gi≥0} |dgi|g ≤
C, sup{gi≥0} |∆gi|g ≤ C ou` C est une constante inde´pendante de i. On
choisit ensuite un point pi ∈ {gi > 0} tel que Figi (pi) soit minimal. Remar-
quons que Figi →gi→0+ ∞ donc le minimum est atteint. En un tel point
0 ≤ Figi (pi) ≤ Fi(qi) ≤ 2i par conse´quent on a encore f(pi)→ lim sup
∂∞M
f . On
a ensuite :
0 = ∇ log
(
Fi
gi
)
(pi)
=
∇Fi
Fi
(pi)− ∇gi
gi
(pi).
Donc |∇f |g (pi) = |∇Fi|g (pi) =
∣∣∣Figi ∣∣∣ (pi) |∇gi|g (pi) ≤ 2Ci → 0. Ensuite,
0 ≤ ∆ log
(
Fi
gi
)
(pi) =
∆Fi
Fi
(pi)−∆gigi (pi). On en de´duit que −∆f(pi) = ∆Fi ≥
Fi ∆gi
gi
(pi)→ 0. Ce qui montre que lim sup
i→∞
∆f(pi) ≤ 0.

De´monstration du the´ore`me 3.1. La de´monstration de ce the´ore`me repose
sur la me´thode de monotonie (Proposition 2.1). L’hypothe`se Ŝcal < 0 im-
plique que ϕ+ = Λ avec Λ grand est une sur-solution. On peut supposer
de plus que Λ ≥ ϕ0. De meˆme ϕ− = 0 est une sous-solution naturelle. Ce-
pendant, c’est e´galement une solution et il faut s’assurer que la me´thode de
monotonie ne converge pas vers cette solution. Nous allons donc modifier
ϕ− au voisinage de ∂∞M pour obtenir une solution ϕ telle que ϕ→∂∞M 1.
Pour cela, on introduit :
(3.3) ϕσ = max {σ − ρ, 0}
COURBURE SCALAIRE PRESCRITE ET CONTRAINTES SUR UNE VARIE´TE´ AH 13
Sur Mσ , si σ est assez petit, on a :
−4(n− 1)
n− 2 ∆ϕσ + Scal ϕσ = −
4(n− 1)
n− 2 ρ
2
−∆ρ+ (n− 2) ∣∣∇ρ∣∣2g
ρ
+ Scal(σ − ρ)
= −4(n− 1)
n− 2
(
−ρ2∆ρ+ (n − 2)ρ ∣∣∇ρ∣∣2
g
)
︸ ︷︷ ︸
≤0 si σ assez petit
+Scal(σ − ρ)
≤ Scal(σ − ρ)
≤ Ŝcal(σ − ρ)κ+1.
La dernie`re ine´galite´ provient du fait que Scal, Ŝcal →∂∞M −n(n − 1)
donc minMσ
Scal
dScal
→σ→0 1. On peut donc choisir σ > 0 assez petit tel que
(σ − ρ)κ ≤ σκ ≤ minMσ ScaldScal . Ce qui montre que ϕσ est une sous-solution sur
Mσ pour σ > 0 assez petit. Fixons un tel σ > 0. Quitte a` diminuer σ, on
peut supposer de plus que dρ est partout non nul sur M2σ. Soit ψ ∈ C2c (M)
une fonction test, on a :
∫
M
(−∆ψ)ϕσ =
∫
M
〈∇ψ,∇ϕσ〉g (ϕσ est lipschitzienne)
=
∫
Mσ
〈∇ψ,∇ϕσ〉g +
∫
M\Mσ
〈∇ψ,∇ϕσ〉g
= lim
σ1→0+
(∫
Mσ−σ1
(−∆ϕσ)ψ +
∫
{ρ=σ−σ1}
ψ∇Nσ−σ1ϕσ
+
∫
M\Mσ+σ1
(−∆ϕσ)ψ −
∫
{ρ=σ+σ1}
ψ∇Nσ+σ1ϕσ
)
≤ −
∫
Mσ
(ψ∆ϕσ)−
∫
M\Mσ
(ψ∆ϕσ)
≤ n− 2
4(n− 1)
∫
M
(
−Scal ϕσ + Ŝcal ϕκ+1σ
)
ψ
ou` on a note´, pour σ′ ∈ (0; 2σ), Nσ′ la normale unitaire a` l’hypersurface
{ρ = σ′} pointant dans la direction ρ croissant : dρ (Nσ′) > 0. Ainsi ϕσ
est une sous-solution au sens des distributions. Il existe donc une solution
au proble`me de Dirichlet 3.2. Il faut maintenant ve´rifier que ϕ → 1 sur
∂∞M . Or il existe une suite pi ∈M telle que limi→∞ ϕ(pi) = lim sup∂∞M ϕ,
lim supi→∞∆ϕ(pi) ≤ 0. On en de´duit, en regardant l’e´quation (3.1) en pi et
en passant a` la limite :
lim
i→∞
Scal ϕ(pi) ≤ lim
i→∞
Ŝcal ϕ(pi)
κ+1
donc :
−n(n− 1)lim sup
∂∞M
ϕ ≤ −n(n− 1)lim sup
∂∞M
ϕκ+1,
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ainsi 0 ≤ lim sup∂∞M ϕ ≤ 1. De la meˆme fac¸on, on peut trouver une suite
p′i ∈ M telle que limi→∞ ϕ(p′i) = lim inf∂∞M ϕ, lim inf i→∞∆ϕ(p′i) ≥ 0. On
trouve alors lim inf∂∞M ϕ = 0 ou lim inf∂∞M ϕ ≥ 1. Cependant le premier
cas est impossible car ϕ ≥ ϕσ et lim∂∞M ϕσ = σ > 0. Ce qui montre ϕ→ 1
au niveau de ∂∞M . Par le principe du maximum de Hopf (voir par exemple
[GT01, The´ore`me 3.5]), ϕ > 0. Ceci permet de montrer que ϕ ≥ ǫ > 0
pour ǫ assez petit, ce qui est l’estimation a priori ne´cessaire pour montrer
la re´gularite´ de ϕ : ϕ ∈ Ck,α0 . Suivant [Del97], on peut maintenant poser
ϕ = eθ. θ ve´rifie l’e´quation :
−4(n− 1)
n− 2
(
∆θ + |∇θ|2g
)
+ Scal = Ŝcal eκθ.
Supposons maintenant qu’on a deux solutions θ1, θ2 de cette e´quation
telles que θ1 = θ2 = 0 sur ∂∞M , θ1 = θ2 sur ∂0M , on a alors en soustrayant :
−4(n − 1)
n− 2
(
∆(θ1 − θ2) + 〈∇(θ1 + θ2),∇(θ1 − θ2)〉g
)
= Ŝcal
(
eκθ1 − eκθ2
)
.
Or :
eκθ1 − eκθ2 = κ
∫ θ1
θ2
eκθdθ
= (θ1 − θ2) κ
∫ 1
0
eκθxdx︸ ︷︷ ︸
≥0
en posant θx = (1 − x)θ2 + xθ1.
On conclut alors par le principe du maximum classique que θ2 = θ1. La
solution du proble`me de Dirichlet est donc unique. 
3.1.2. Comportement au voisinage de ∂∞M . Nous souhaitons maintenant
e´tudier le comportement de la solution ϕ au voisinage de ∂∞M . On a le
the´ore`me suivant :
The´ore`me 3.3 (Comportement a` l’infini des solutions de l’e´quation de
prescription de la courbure scalaire). Soient δ ∈ (0, n) et Scal, Ŝcal ∈ Ck,α0
tels que : {
Scal, Ŝcal→ −n(n− 1) au voisinage de ∂∞M
Scal− Ŝcal ∈ Ck−2,αδ
alors la solution ϕ de 3.2 est dans 1 + Ck,αδ .
La de´monstration de ce the´ore`me repose sur le lemme suivant :
Lemme 3.4. Si σ est assez petit,
– Si Λ ∈ R, Λ > 1, il existe une sur-solution ϕ+ ∈ 1 + Ck,αδ de (3.1) sur
Mσ avec ϕ+|Sσ = Λ.
– Si 0 ≤ λ < 1, si on a l’ine´galite´ 4(δ+1)(n−δ)n−2 > nAκ+1(1 − λ) avec
Ap = max
{
p,
p(p−1)
2
}
, il existe une sous-solution ϕ− ∈ 1 + Ck,αδ avec
ϕ+|Sσ = λ.
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Montrons tout d’abord comment ce lemme implique le the´ore`me. Pour
cela posons : {
Λσ = supMσ ϕ
λσ = infMσ ϕ.
Comme ϕ = 1 sur ∂∞M , Λσ, λσ → 1 quand σ → 0. On peut donc supposer
que λσ ve´rifie l’ine´galite´
4(δ+1)(n−δ)
n−2 > nAκ+1(1−λσ). Le lemme fournit alors
des fonctions ϕ±, de´finies sur Mσ′ avec σ′ ≤ σ, valant respectivement Λσ
et λσ sur Mσ′ soient des sur et sous-solutions. En utilisant, comme pour
l’unicite´ de la solution (a` la fin de la preuve du the´ore`me 3.1), les ine´quations
ve´rifie´es par logϕ et logϕ±, on obtient ϕ− ≤ ϕ ≤ ϕ+ ce qui montre que
ϕ− 1 ∈ C0,0δ . On re´e´crit alors l’e´quation (3.1) sous la forme :
(3.4)
−4(n− 1)
n− 2 ∆ (ϕ− 1)+
(
Scal− Ŝcal(κ+ 1)
∫ 1
0
(xϕ+ (1− x))κdx
)
(ϕ− 1) = Ŝcal−Scal.
On a alors
(
Scal− Ŝcal(κ+ 1) ∫ 10 (xϕ+ (1− x))κdx) ∈ Ck−2,α0 . Finale-
ment, par re´gularite´ elliptique (voir [Lee06] lemme 4.8), on obtient ϕ− 1 ∈
Ck,αδ .
De´monstration du lemme 3.4. Nous allons naturellement chercher des fonc-
tions de la forme : {
ϕ+ = 1 +Kρ
δ
ϕ− = 1− kρδ.
Pour cela, calculons ∆ρδ :
∆ρδ = ρ2
(
∆ρδ − (n − 2)
〈∇ρ
ρ
,∇ρδ
〉
g
)
= δ(δ − n+ 1)ρδ |∇ρ|2g + δρδ+1∆ρ.
ϕ+ est une sur-solution si :
−4(n − 1)
n− 2 ∆ϕ+ + Scal ϕ+ ≥ Ŝcal ϕ
κ+1
+
−4(n− 1)
n− 2 ∆u+ + Scal u+ ≥ Ŝcal
(
(1 + u+)
κ+1 − 1
)
︸ ︷︷ ︸
convexe en u+
+Ŝcal− Scal
ou` on a pose´ u+ = ϕ+ − 1 = Kρδ. Ce sera le cas si :
−4(n− 1)
n− 2 ∆u+ + Scal u+ ≥ (κ+ 1)Ŝcal u+ + Ŝcal− Scal
−4(n− 1)
n− 2 ∆u+ +
(
Scal− (κ+ 1)Ŝcal
)
u+ ≥ Ŝcal− Scal.
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Or :
−4(n − 1)
n− 2 ∆u+ +
(
Scal− (κ+ 1)Ŝcal
)
u+
=
[
−4(n − 1)
n− 2
(
δ(δ − n+ 1)|∇ρ|2g + δρ∆ρ
)
+
(
Scal− (κ+ 1)Ŝcal
)]
Kρδ
=
[
−4(n − 1)
n− 2 δ(δ − n+ 1) + κn(n− 1) + o(1)
]
Kρδ
=
[
4(n − 1)
n− 2 (δ + 1)(n − δ) + o(1)
]
Kρδ.
Si on choisit σ assez petit, on peut donc supposer que, sur Mσ :
−4(n− 1)
n− 2 ∆u+ +
(
Scal− (κ+ 1)Ŝcal
)
u+ ≥ 2(n − 1)
n− 2 (δ + 1)(n − δ)Kρ
δ .
Si K est assez grand, on a alors :
−4(n− 1)
n− 2 ∆u+ +
(
Scal− (κ+ 1)Ŝcal
)
u+ ≥ Ŝcal− Scal.
On veut ensuite que sur Sσ, ϕ+ = Λ ce qui conduit a` choisir K =
Λ−1
σδ
mais, quitte a` diminuer σ ou a` augmenter K, on peut supposer que c’est le
cas.
Pour trouver une sous-solution, il va nous falloir majorer (1+ u−)κ+1− 1
pour u− ∈ [−1, 0] (ou` comme pre´ce´demment, on a pose´ ϕ− = 1 + u− avec
u− = −kρδ). Admettons pour l’instant l’ine´galite´ suivante :
(3.5) (1 + u−)κ+1 − 1− (κ+ 1)u− ≤ Aκ+1u2−.
On a :
Ŝcal
[
(1 + u−)κ+1 − 1
] ≥ Ŝcal [(κ+ 1)u− +Aκ+1u2−] .
u− e´tant minimal en ρ = σ, u− ≥ λ− 1 et u2− ≤ (λ− 1)u− :
Ŝcal
[
(1 + u−)κ+1 − 1
] ≥ Ŝcal [(κ+ 1)u− −Aκ+1(1− λ)u−] .
Comme pre´ce´demment, on aura une sous-solution si :
−4(n− 1)
n− 2 ∆u−+Scal u− ≤ Ŝcal [(κ+ 1)u− −Aκ+1(1− λ)u−]+ Ŝcal−Scal.
Or :
−4(n − 1)
n− 2 ∆u− + Scal u− − Ŝcal [(κ+ 1)u− −Aκ+1(1− λ)u−]
= −
[
4(n − 1)
n− 2 (δ + 1)(n − δ) − n(n− 1)Aκ+1(1− λ) + o(1)
]
kρδ.
Si σ est assez petit, on peut supposer que :
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Ŝcal− Scal ≥ −ǫkρδ
pour un certain ǫ > 0. Donc si k est assez grand, ϕ− est une sous-solution
et, comme pre´ce´demment, on peut supposer que ϕ− = σ le long de Sσ.
De´montrons maintenant l’ine´galite´ (3.5). Pour cela dinstingons deux cas :
(1) Si κ ≥ 1, la fonction x 7→ (1 + x)κ − 1 est convexe donc elle est
toujours au dessus de sa tangente en x = 0, (1 + x)κ − 1 ≥ κx. En
inte´grant cette ine´galite´ entre u− et 0, on obtient (3.5).
(2) Si 0 ≤ κ ≤ 1, ∀ x ∈ [−1; 0] la fonction κ 7→ (1 + x)κ+1 − 1 − (κ +
1)x− (κ+ 1)x2 est convexe et ne´gative pour κ = 0 et κ = 1. On en
de´duit donc l’ine´galite´ (3.5) pour 0 ≤ κ ≤ 1.

3.2. Prescription de la courbure moyenne de ∂0M . Sous une trans-
formation conforme, la courbure moyenne se transforme de la manie`re sui-
vante2 :
2
n− 1∇νϕ−Hϕ = −Ĥϕ
κ
2
+1.
On constate que la fonction ϕ− construite pre´ce´demment (e´quation 3.3),
reste une sous-solution pour ce proble`me au bord. On souhaite ensuite trou-
ver une sur-solution. Pour cela, constatons qu’on peut toujours supposer
qu’on a H ≤ 0 sur ∂0M . En effet, il suffit d’effectuer une premie`re transfor-
mation conforme non triviale uniquement dans un voisinage du bord ∂0M .
La fonction ϕ+ = Λ constante est donc une sur-solution si Λ est assez grand.
On a alors le the´ore`me suivant :
The´ore`me 3.5 (Solutions de l’e´quation de prescription de la courbure
scalaire avec courbure moyenne du bord donne´e). Sous les hypothe`ses du
the´ore`me 3.1, si Ĥ ∈ Ck−1,α (∂0M) , Ĥ ≥ 0, il existe une unique solution
ϕ ∈ Ck,α0 telle que ϕ > 0 et ϕ→∂∞M 1 au proble`me de la prescription de la
courbure scalaire avec courbure moyenne au bord donne´e :
(3.6)
{
−4(n−1)n−2 ∆ϕ+ Scal ϕ = Ŝcal ϕκ+1
2
n−1∇νϕ−Hϕ = −Ĥϕ
κ
2
+1 le long de ∂0M.
De plus si on a, pour un certain δ ∈ (0, n), Scal − Ŝcal ∈ Ck−2,αδ , alors
ϕ ∈ 1 + Ck,αδ .
De´monstration. La de´monstration est similaire a` celle faite pour le proble`me
de Dirichlet. Nous n’indiquons donc que les diffe´rences entre les deux preuves.
Posons γ = min
{
α, κ2
}
, la fonction f(p, ϕ) = H(p)ϕ − Ĥϕ1+κ2 est de
classe C1,γ sur ∂0M × R∗+. La me´thode de monotonie fournit alors une so-
lution ϕ ∈ C1,γ0 (M), ϕ →∂∞M 1. On sait que ϕ > 0 sur M˚ . Donc ϕ peut
2La courbure extrinse`que est de´finie par rapport a` la normale N pointant vers l’inte´rieur
de M alors que ν est dirige´ dans l’autre sens (convention E.D.P.) c’est ce qui explique les
signes moins.
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eˆtre nulle uniquement sur ∂0M . Cependant, en un tel point, on doit avoir
0 = Hϕ− Ĥϕκ2+1 = 2n−2∇Nϕ < 0 absurde. Ce qui permet de conclure que
ϕ− 1 ∈ Ck,α0 (M). On peut donc comme pre´ce´demment poser ϕ = eθ. Si ϕ1
et ϕ2 sont deux solutions de 3.6 alors θ1 − θ2 satisfait a` :
−4(n−1)n−2
(
∆(θ1 − θ2) + 〈∇(θ1 + θ2),∇(θ1 − θ2)〉g
)
= (θ1 − θ2)κ
∫ 1
0 e
κθxdx
2
n−2∇ν (θ1 − θ2) + Ĥ
n− 2
2
∫ 1
0
e
κ
2
((1−x)θ1+xθ2)dx︸ ︷︷ ︸
≥0
(θ1 − θ2) = 0 le long de ∂0M
θ1 − θ2 = 0 le long de ∂∞M.
On a donc θ1 = θ2 (la de´monstration est analogue a` celle du lemme 2.3)
et ϕ est unique. 
4. Construction de solutions des e´quations de contrainte avec
des horizons apparents
4.1. La me´thode Choquet-Bruhat–Lichnerowicz–York. L’objectif de
ce paragraphe est, principalement, de fixer les notations. Nous renvoyons a`
[BI04] pour plus de de´tails. Les donne´es initiales pour le proble`me de Cauchy
en relativite´ ge´ne´rale sont une varie´te´ riemanienne (M,g), et un 2-tenseur
syme´trique K sur M qui s’interpre`te comme la seconde forme fondamentale
du plongement de M dans M, la solution des e´quations d’Einstein corres-
pondant a` ces donne´es initiales. Par convention, on choisit ici
K(X,Y ) = 〈∇XT, Y 〉,
ou` T est le vecteur unitaire futur, normal a`M . K est relie´, dans l’analyse ha-
miltonienne de la relativite´ ge´ne´rale, au moment πij conjugue´ a` la me´trique
gij par :
πij =
∂L
∂ (∂gij)
=
√
g
(
Kij − gijK) .
Voir par exemple [Car]. Ce syste`me est contraint et les donne´es initiales
doivent ve´rifier les e´quations suivantes3 :
Scalg − 2Λc − |K|2g + (trgK)2 = 0 (Contrainte hamiltonienne)(4.1)
divgK − d (trgK) = 0 (Contraintes moment)(4.2)
ou` Λc est la constante cosmologique et (divgK)j = ∇iKij . De´composons K
en deux parties : K = τg+L ou` τ = 1ntrgK et L est un tenseur syme´trique
sans trace. L’e´quation 4.2 devient alors :
divgL− (n− 1)dτ = 0.
Si l’on suppose que τ est une constante, ce qui signifie qu’on impose a`
notre surface de Cauchy d’eˆtre a` courbure moyenne constante, on obtient
donc que divgL = 0. Cette condition est naturelle, voir par exemple [Ger06].
3Par la suite, nous ne conside`rerons que les e´quations d’Einstein du vide.
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L est donc un TT-tenseur. Il existe une bijection simple entre les TT-tenseurs
de deux me´triques conforme´ment e´quivalentes :
Proposition 4.1. Si L est un TT-tenseur pour g alors Lˆ = ϕ−2L est un
TT-tenseur pour gˆ = ϕκg ou` κ = 4n−2 .
Ceci sugge`re la construction suivante. On choisit τ une constante, g une
me´trique surM et L un TT-tenseur pour g. On cherche ensuite une fonction
ϕ > 0 telle que gˆ = ϕκg, Kˆ = ϕ−2L+ τ gˆ soit une solution des e´quations de
contraintes. L’e´quation 4.1 donne pour ϕ l’e´quation de Lichnerowicz :
(4.3) − 4(n − 1)
n− 2 ∆ϕ+Scal ϕ− |L|
2
gϕ
−κ−3+
(
n(n− 1)τ2 − 2Λc
)
ϕκ+1 = 0.
Nous allons nous inte´resser au cas ou` la constante cosmologique Λc est
ne´gative ou nulle et(
n(n− 1)τ2 − 2Λc
)
> 0. Par un changement d’echelle, on voit qu’on peut
supposer n(n− 1)τ2 − 2Λc = n(n− 1). En particulier |τ | ≤ 1. Ce cas inclut,
par exemple, les hypersurfaces asymptotiquement isotropes d’une varie´te´
asymptotiquement lorentzienne pour lesquelles Λc = 0 et τ = ±1 (τ = +1,
resp. −1, pour les hypersurfaces de Cauchy pour le de´veloppement en temps
futur, resp. passe´) et le cas τ = 0, 2Λc = −n(n − 1), des hypersurfaces de
Cauchy a` courbure moyenne nulle dans un espace-temps asymptotiquement
anti-de Sitter.
4.2. La condition au bord d’horizon apparent. Soit (M,g) une varie´te´
asymptotiquement hyperbolique avec un bord interne (e´ventuellement vide).
On pose :
∂0M =
⋃
i
σi
ou` les σi repre´sentent les composantes connexes de ∂0M . Pour chaque σi,
on fixe ǫi = ±1 qui correspond a` la condition d’horizon apparent futur
(ǫi = −1) ou passe´ (ǫi = +1). Sous une transformation conforme, la trace
de la seconde forme fondamentale Hi de σi devient :
(4.4) Ĥi = ϕ
−κ
2
(
Hi + 2
n− 1
n− 2
∇Niϕ
ϕ
)
ou` Ni est la normale sortante de l’horizon, i.e. pointant vers l’inte´rieur de
M . La condition d’horizon apparent pour σi s’e´crit (voir par exemple [Wal]
section 12.2) :
Ĥi = ǫit̂rσiK̂
ϕ−
κ
2
(
Hi + 2
n− 1
n− 2
∇Niϕ
ϕ
)
= ǫi
[
(n− 1)τ + ϕ−2t̂rσiL
]
2(n − 1)
n− 2 ∇Niϕ+Hiϕ = ǫi
[
(n− 1)τϕκ2+1 − L (Ni, Ni)ϕ−1−
κ
2
]
.
Si on pose νi = −Ni, on a donc :
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(4.5)
2(n− 1)
n− 2 ∇νiϕ−Hiϕ = ǫi
[
Lνiνiϕ
−1−κ
2 − (n− 1)τ ϕκ2+1
]
.
5. Re´solution de l’e´quation de Lichnerowicz
Comme pour l’e´tude de la prescription de la courbure scalaire, nous
fixons une varie´te´ asymptotiquement hyperbolique (M,g) de classe Cl,β avec
l + β ≥ 2, une constante τ ∈ [−1; 1], des constantes ǫi = ±1 associe´es aux
composantes connexes du bord inte´rieur et un TT-tenseur L sur M .
Nous allons montrer l’existence d’une solution a` l’e´quation de Lichnero-
wicz (4.3) dans Ck,αδ avec 2 ≤ k + α ≤ l + β, 0 < α < 1 et δ ∈ [0;n),
satifsaisant au niveau du bord interne a` la condition d’horizon apparent
(4.5), sous les hypothe`ses :
(1) Scal + n(n− 1) ∈ Ck−2,αδ , Scal + n(n− 1)→∂∞M 0,
(2) L ∈ Ck−2,αδ
2
(
M,T ∗2M
)
, L→∂∞M 0,
(3) L satisfait a` ǫiLνiνi ≥ 0 sur chacune des composantes connexes σi
du bord interne.
Nous devrons de plus supposer que si ǫiτ = −1, le bord σi a un inva-
riant de Yamabe Y(σi) strictement positif. Ceci n’impose de restriction que
lorsque Λc = 0. Ce cas apparaˆıt comme un cas critique pour ce proble`me
et n’est pas soluble dans le cas ge´ne´ral (voir contre-exemple page 26). Nous
renvoyons au the´ore`me 5.3 page 26 pour un e´nonce´ plus pre´cis du re´sultat.
La construction est base´e sur la me´thode de monotonie (Proposition 2.1).
5.0.1. Construction d’une sous-solution. Afin de construire une sous-solution,
commenc¸ons par constater qu’on a une sous-solution naturelle a` l’inte´rieur
de M (en oubliant les conditions au bord interne) donne´e par la solution de
l’e´quation de Yamabe :
−4(n− 1)
n− 2 ∆ϕ− + Scal ϕ− + n(n− 1)ϕ
κ+1
− = 0.
Montrons le lemme suivant :
Lemme 5.1. Soient (M,g) une varie´te´ asymptotiquement hyperbolique a`
bord de classe au moins C2,α, 0 < α < 1, Scal, Ŝcal ∈ C0,α0 deux fonctions
telles que Scal = Ŝcal → −n(n − 1) au voisinage de ∂∞M avec Ŝcal < 0.
Si ǫ > 0 est une constante, on note ϕǫ ∈ C2,α0 la solution du proble`me de
Dirichlet :  −
4(n−1)
n−2 ∆ϕ+ Scal ϕ = Ŝcal ϕ
κ+1
ϕ = ǫ sur ∂0M
ϕ = 1 sur ∂∞M.
Alors il existe η > 0 tel que si ǫ > 0 est assez petit, on a au niveau du
bord inte´rieur :
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∂νϕǫ ≤ −η.
De´monstration. Montrons tout d’abord que si ǫ ≤ ǫ′, ϕǫ ≤ ϕǫ′ . On a vu
(the´ore`me 3.1) que ϕǫ, ϕǫ′ > 0. On peut donc poser θǫ = logϕǫ (resp. θǫ′ =
logϕǫ′). θǫ, θǫ′ ve´rifient alors l’e´quation :
−4(n− 1)
n− 2
(
∆θǫ(′) + |∇θǫ(′)|2g
)
+ Scal− Ŝcal eκθǫ(′) = 0.
En soustrayant les deux e´quations, on obtient :
−4(n− 1)
n− 2
(
∆(θǫ − θǫ′) + 〈∇(θǫ + θǫ′),∇(θǫ − θǫ′)〉g
)
−Ŝcal κ
∫ 1
0
eκθxdx (θǫ − θǫ′) = 0
ou` on a pose´ θx = (1 − x)θǫ′ + xθǫ. Par le principe du maximum classique,
on a alors θǫ′ ≥ θǫ.
Les fonctions ϕǫ, ǫ ≤ ǫ0 sont e´quicontinues sur les compacts de M . En
effet, on a :
‖ϕǫ‖C2,α0 (M) ≤ C
(
‖−∆ϕǫ +Aϕǫ‖C0,α0 (M) + supM
|ϕǫ|
)
≤ C
(∥∥(A− Scal)ϕǫ − n(n− 1)ϕκ+1ǫ ∥∥C0,α0 (M) + supM |ϕǫ|
)
≤ C ′ǫ0
(
‖ϕǫ‖C0,α0 (M) + supM
|ϕǫ|
)
≤ C ′′ǫ0(sup
M
|ϕǫ|+ 1) (ine´galite´ d’interpolation)
≤ C ′′ǫ0(sup
M
|ϕǫ0 |+ 1).
Les fonctions ϕǫ tendent donc uniforme´ment sur tout compact vers une
fonction ϕ0 continue. On voit ensuite facilement que ϕ0 est dans C2,α0 avec
ϕ0 6= 0, que ϕǫ → ϕ0 uniforme´ment sur M (les fonctions ϕǫ sont toujours
plus grandes que la fonction ϕ− de´finie en (3.3) ce qui permet de montrer
que ϕ0 →∂∞M 1 et ϕǫ converge simplement en de´croissant vers ϕ0) et que
ϕ0 est solution du proble`me de Dirichlet : −
4(n−1)
n−2 ∆ϕ+ Scal ϕ = Ŝcal ϕ
κ+1
ϕ = 0 sur ∂0M
ϕ = 1 sur ∂∞M.
On a ensuite :
‖ϕǫ − ϕ0‖C2,α0 ≤ C
(
‖(−∆+A)(ϕǫ − ϕ0)‖C0,α0 + ‖ϕǫ − ϕ0‖C0,00
)
≤ C ′‖ϕǫ − ϕ0‖C0,α0
≤ C ′′‖ϕǫ − ϕ0‖C0,00 (ine´galite´ d’interpolation).
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Posons η = 12 min∂0M |∂νϕ0|. Le principe du maximum de Hopf [GT01]
permet de montrer η > 0. Si ǫ est assez petit, l’ine´galite´ pre´ce´dente montre
que ‖ϕǫ − ϕ0‖C2,α0 ≤
1
2 min∂0M |∂νϕ0|, on a alors ∂νϕǫ ≤ 12∂νϕ0 ≤ −η. 
Pour ǫ assez petit, on a donc sur ∂0M :
2(n− 1)
n− 2 ∂νϕǫ −Hiϕǫ ≤ −
2(n − 1)
n− 2 η −Hiǫ
≤ −ǫi(n− 1)τǫ
κ
2
+1
≤ ǫi
[
Lνiνiǫ
−1−κ
2 − (n− 1)τ ǫκ2+1
]
≤ ǫi
[
Lνiνiϕ
−1−κ
2
ǫ − (n − 1)τ ϕ
κ
2
+1
ǫ
]
.
Ainsi ϕǫ est une sous-solution pour ǫ assez petit.
5.0.2. Construction d’une sur-solution. Dans toute la suite, on pose ∂δM =
{p ∈M | dg(p, ∂0M) < δ}. On choisit δ0 assez petit tel que l’application :
r : ∂2δ0M −→ R
p 7−→ dg(p, ∂0M)
soit non singulie`re. Les hypersurfaces r = cste sont alors des sous-varie´te´s
compactes de M naturellement diffe´omorphes a` ∂0M . On note Hr la trace
de la courbure extrinse`que de l’hypersurface r = cste. Rappelons que le
laplacien se de´compose en :
(5.1) ∆f =
∂2f
∂r2
+Hr
∂f
∂r
+∆rf,
ou` ∆r de´signe le laplacien associe´ a` la me´trique induite sur l’hypersurface
r = cste.
Comme pour la prescription de la courbure scalaire, constatons que si
Λ est une constante assez grande alors ϕ+ = Λ est une sur-solution de
(4.3). Nous allons ensuite modifier ϕ+ au voisinage de ∂0M pour que ϕ+
soit une sur-solution pour la condition au bord d’horizon apparent (4.5).
Concentrons-nous tout d’abord sur le cas ǫiτ > −1. On remarque tout
d’abord que, quitte a` modifier la me´trique par un facteur conforme non
trivial au voisinage de ∂0M , on peut supposer que Hr ≥ 0 et Scal > 0 dans
un voisinage de ∂∞M (il suffit de choisir une fonction ϕ = ϕ(r) > 0 telle
que 2(n−1)(n−2) ϕ
′(0) +Hϕ(0) > 0 et ϕ′′(0) < 0 tre`s grand ne´gativement de sorte
a` avoir Scal > 0 sur ∂0M , les fonctions Scal et Hr e´tant continues, elles
restent positives dans un voisinage de ∂0M).
Soit f la solution de l’e´quation diffe´rentielle suivante :
(5.2)
 f
′′ = n(n−2)4 f
κ+1
f(0) = Λ
f ′(0) = 0.
COURBURE SCALAIRE PRESCRITE ET CONTRAINTES SUR UNE VARIE´TE´ AH 23
f est de´finie sur [0, δΛ) pour un certain δΛ > 0. En multipliant par f
′ et en
inte´grant entre 0 et x ∈ [0, δΛ) l’e´quation diffe´rentielle, on obtient l’e´quation
« conservation de l’e´nergie » :
(5.3) f ′(x)2 =
(n− 2)2
4
(
f(x)κ+2 − Λκ+2) .
Cette e´quation du premier ordre s’inte`gre en :∫ f(x)
Λ
dy√
yκ+2 − Λκ+2
=
n− 2
2
x.
Finalement en posant y = Λz :
∫ f(x)
Λ
1
dz√
zκ+2 − 1 =
n− 2
2
xΛ
κ
2 .
L’inte´grale I =
∫∞
1
dy√
zκ+2−1 est convergente donc f(x) n’est de´fini que si
n−2
2 xΛ
κ
2 < I, ce qui montre δΛ =
2I
n−2Λ
−κ
2 .
Quitte a` prendre une valeur plus grande pour Λ, on peut supposer que
δΛ < δ0 et Scal,Hr > 0 sur ∂δΛM . Soit δ ∈ (0; δΛ) a` de´terminer plus tard.
De´finissons :
(5.4) ϕ+ =
{
Λ sur M \ ∂δM
f(δ − r) sur ∂δM.
On a vu que ϕ+ est une sur-solution sur M \ ∂δM . Ve´rifions que ϕ+ est
une sur-solution sur ∂δM . En utilisant la formule (5.1), on a :
−4(n− 1)
n− 2 ∆ϕ+ + Scal ϕ+ − |L|
2
gϕ
−κ−3
+ + n(n− 1)ϕκ+1+
= −4(n− 1)
n− 2
(
∂2rf(δ − r) +Hr∂rf(δ − r)
)
+ Scal f(δ − r)
−|L|2gf(δ − r)−κ−3 + n(n− 1)f(δ − r)κ+1
= −4(n− 1)
n− 2
(
f ′′(δ − r)−Hrf ′(δ − r)
)
+ Scal f(δ − r)
−|L|2gf(δ − r)−κ−3 + n(n− 1)f(δ − r)κ+1
≥ −4(n− 1)
n− 2 f
′′(δ − r) + Scal f(δ − r)− |L|2gf(δ − r)−κ−3 + n(n− 1)f(δ − r)κ+1
≥ Scal f(δ − r)− |L|2gf(δ − r)−κ−3
≥ Scal Λ− |L|2gΛ−κ−3,
ou`, pour obtenir la dernie`re ligne, on a utilise´ Scal > 0 et f(x) ≥ Λ pour
x ∈ [0; δΛ). Donc, si Λ est assez grand, on a que ϕ+ est une sur-solution
sur ∂δM . Maintenant ϕ+ est de classe C1 et ses de´rive´es partielles sont
lipschitziennes. Un calcul analogue a` celui fait dans la preuve du the´ore`me
3.2 montre alors que ϕ+ est une sur-solution au sens des distributions de
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(4.3). Il reste a` voir que, pour les conditions au bord (4.5), ϕ+ est une
sur-solution (pour δ bien choisi) :
2(n − 1)
n− 2 ∂νϕ+ −Hiϕ+ ≥ ǫi
[
Lνiνiϕ
−1−κ
2
+ − (n− 1)τϕ
1+κ
2
+
]
,
c’est-a`-dire :
2(n− 1)
n− 2 f
′(δ)−Hif(δ) ≥ ǫi
[
Lνiνif(δ)
−1−κ
2 − (n − 1)τf(δ)1+κ2
]
.
Or, en utilisant l’e´quation (5.3), ceci revient a` montrer :
(n−1)
√
f(δ)κ+2 − Λκ+2−Hif(δ) ≥ ǫi
[
Lνiνif(δ)
−1−κ
2 − (n− 1)τf(δ)1+κ2
]
.
Si on choisit δ proche de δΛ, on peut obtenir des valeurs aussi grandes
qu’on le souhaite pour f(δ) :
(n− 1)
√
f(δ)κ+2 − Λκ+2 + (n− 1)ǫiτf(δ)1+
κ
2 −Hif(δ)− ǫiLνiνif(δ)−1−
κ
2
= (n− 1) (1 + ǫiτ) f(δ)1+
κ
2 +O (f(δ)) .
Par hypothe`se 1 + ǫiτ > 0 donc en choisissant δ assez proche de δΛ, on
peut supposer que :
(n−1)
√
f(δ)κ+2 − Λκ+2+(n−1)ǫiτf(δ)1+
κ
2 −Hif(δ)−ǫiLνiνif(δ)−1−
κ
2 ≥ 0.
ϕ+ est alors une sur-solution.
Traitons maintenant le cas d’un bord pour lequel ǫiτ = −1. Nous devrons
de plus supposer que Y(σi) > 0. Nous allons proce´der exactement comme
dans le cas ǫiτ > −1, c’est-a`-dire en modifiant la sur-solution dans un voisi-
nage du bord σi. Nous n’indiquerons donc que les diffe´rences. Remarquons
tout d’abord qu’on a le lemme suivant :
Lemme 5.2. Il existe une me´trique g′ conforme a` g telle que g′ = g en
dehors d’un voisinage relativement compact de σi, et telle que
Scal′σi est une constante strictement positive et H
′
i(r
′ = 0) = 0, ∂r′H ′i(r
′ = 0) = 0,
ou` Scal′σi est la courbure scalaire de σi muni de la me´trique induite par g
′,
r′ est la fonction distance a` σi pour g′ et H ′i est la courbure moyenne des
hypersurfaces de niveau {r′ = cste}.
De´monstration. La construction de g′ se fait en trois e´tapes. Tout d’abord
on construit un premier facteur conforme u1 tel que u1 = 1 sauf dans un
voisinage de σi tel que la me´trique g1 = u
κ
1 restreinte a` σi a une courbure
scalaire constante strictement positive. Puis a` l’aide d’un second facteur
conforme u2 valant 1 au niveau de σi, u2 = 1 en dehors d’un voisinage
de σi et dont la de´rive´ normale en σi est bien ajuste´e, on contruit une
me´trique g2 = u
κ
2g1 telle que la courbure moyenne de σi est nulle (voir
formule (4.4)). Finalement, imposer ∂r′H
′(r′ = 0) = 0 est plus de´licat car
sous un changement conforme les hypersurfaces {r = cste > 0} changent, ce
qui change la de´finition de ∂r. L’astuce est de remarquer que si on note u3
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le facteur conforme a` de´terminer et qu’on pose g′ = u−23 g2, r
′ = dg′(σi, .)...
on a, en notant S la seconde forme fondamentale du bord σi (les quantite´s
r′, H ′,... sont associe´es a` la me´trique g′ alors que N2, Ric2,... sont associe´es
a` la me´trique g2) :
∂r′H
′ +
∣∣S′∣∣2
g′
= −Ric′(N ′, N ′) (e´quation de Mainardi, voir par exemple [Pet98])
= −u23Ric′(N2, N2)
= −u23
[
Ricg2(N2, N2) + (n − 2)
HessN2,N2 u3
u3
−
(
(n− 1)
∣∣∣∣du3u3
∣∣∣∣2
g2
− ∆u3
u3
)]
(transformation conforme du tenseur de Ricci, voir par exemple [Bes87]).
Choisissant u3 tel que u3(r2 = 0) = 1, ∂r2u3(r2 = 0) = 0, on a, en r = 0 :
∂r′H
′ + |S|2g = −Ric2(N2, N2)− (n− 1)∂2r2u3,
ce qui permet de de´terminer ∂2r2u3 de manie`re a` avoir ∂r′H
′ = 0 et, comme
pour les e´tapes pre´ce´dentes, on peut choisir u3 non trivial dans un voisinage
de σi. 
Nous allons donc supposer par la suite que g est telle que Scalσi = cste >
0, Hi(r = 0) = 0 et ∂rHi(r = 0) = 0. Re´e´crivons ensuite l’e´quation (4.3)
sous la forme :
(5.5)
−4(n−1)n−2
(
∂2rϕ+H∂rϕ+∆rϕ
)
+
(
Scalr + |S|2 − 2∂rH −H2
)
ϕ
+n(n− 1)ϕκ+1 = |L|2gϕ−κ−3,
ou` Scalr de´signe le scalaire de courbure de (la composante connexe associe´e
a` σi de) l’hypersurface r = cste, S sa seconde forme fondamentale et H sa
courbure moyenne. Comme pre´ce´demment, soit h la solution de l’e´quation
diffe´rentielle suivante :
(5.6)
 h
′′ = n(n−2)4 h
κ+1 +Ah
h(0) = Λ
h′(0) = 0,
ou` A > 0 est une constante a` pre´ciser. L’e´quation de conservation de l’e´nergie
devient alors :
(5.7) h′(x)2 =
(n− 2)2
4
(
h(x)κ+2 − Λκ+2)+A (h(x)2 − Λ2) .
On voit clairement que h ≥ f donc hΛ diverge vers +∞ en un temps
fini µΛ avec 0 < µΛ < δΛ. Choisissant A tel que 0 < A <
n−2
4(n−1)Scalσi ,
il est alors aise´ de modifier l’argument pre´ce´dent pour en de´duire qu’en
posant ϕ+ = h(δ − r) dans un voisinage {r ≤ δ} de σi pour δ assez petit
et quitte a` choisir Λ assez grand, on obtient une sur-solution. Seule pose
proble`me l’estimation du terme H∂rϕ. Or, en utilisant l’e´quation (5.7), on
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voit qu’il existe une constante B > 0 inde´pendante de Λ > 1 telle que
h′(r)2 ≤ Bhκ+2(r) pour tout 0 ≤ r < µΛ. On en de´duit que
h(r) ≤
(
2B
κ
(µΛ − r)
)− 2
κ
.
En de´composant le hκ+2 qui apparaˆıt dans l’e´quation (5.7) en hκh2, on
obtient :
hκ+2(r) ≤
(
2B
κ
(µΛ − r)
)−2
h2(r),
ce qui prouve qu’il existe une constante C > 0 ne de´pendant que de B telle
que
h′(r) ≤ C
µΛ − rh(r).
Combine´ au fait que H(0) = ∂rH(0) = 0, donc que H(r) = o(r), ceci
permet de prouver que le terme H∂rϕ est domine´ par le terme line´aire(
Scalr + |S|2 − 2∂rH −H2 − 4(n−1)n−2 A
)
ϕ pour δ assez petit.
En utilisant la me´thode de monotonie (section 2.3), on a alors le the´ore`me
suivant :
The´ore`me 5.3 (Construction de solutions de l’e´quation de Lichnerowicz
contenant des horizons apparents). ] Soient M une varie´te´ asymptotique-
ment hyperbolique de classe Cl,β avec l + β ≥ 2 et τ ∈ [−1; 1]. Fixons, pour
chaque composante connexe σi de ∂0M , un re´el ǫi = ±1 (ǫi = −1 pour un
horizon apparent futur et ǫi = +1 pour un horizon apparent passe´). Suppo-
sons de plus, lorsque τ = ±1, que, pour tout i tel que ǫi = −τ , l’invariant
de Yamabe Y(σi) > 0. Soit L ∈ Ck−1,α0 (M,T ∗2M) un 2-tenseur syme´trique
de trace nulle tel que |L|2g → 0 au voisinage de ∂∞M et tel que ǫiLνiνi ≥ 0
sur ∂0M . Il existe une solution ϕ > 0 au proble`me :
(5.8)
−4(n− 1)
n− 2 ∆ϕ+ Scal ϕ+ n(n− 1)ϕ
κ+1 − |L|2gϕ−κ−3 = 0 sur M˚
2(n − 1)
n− 2 ∇νiϕ−Hiϕ = ǫi
[
Lνiνiϕ
−1−α
2 − (n− 1)τ ϕα2+1
]
sur σi pour tout i,
ou` Scal est le scalaire de courbure de (M,g) et νi la normale a` σi sortante
(i.e. dirige´e vers l’inte´rieur de l’horizon apparent) avec ϕ→ 1 au voisinage
de ∂∞M . De plus si Scal+n(n−1) ∈ Ck−2,αδ et |L|2 ∈ Ck−2,αδ avec δ ∈ [0;n),
alors ϕ− 1 ∈ Ck,αδ .
Un contre-exemple dans le cas ǫiτ = −1 Comme nous l’avons vu, dans
le cas limite ǫiτ = −1, la situation est plus complexe. Nous allons montrer
que l’existence d’une solution n’est plus garantie. Rappelons que ce cas-ci
n’apparaˆıt que lorsque la constante cosmologique Λc est nulle. Les difficulte´s
apparaissent dans la construction de la sur-solution. Nous allons donc nous
concentrer sur le cas L = 0. Le proble`me que nous souhaitons re´soudre est
alors le suivant :
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(5.9)
{
−4(n−1)n−2 ∆ϕ+ Scal ϕ+ n(n− 1)ϕκ+1 = 0 sur M˚
2(n−1)
n−2 ∂νϕ−Hϕ = (n − 1)ϕ
κ
2
+1 sur ∂0M.
Nous allons conside´rer le cas d’un horizon a` bord torique :M = Tn−1×]0;A]
(A > 0) muni de la me´trique g = 1
y2
(
dy2 + g0
)
ou` y de´signe la composante
selon ]0;A] et g0 est une me´trique sur T
n−1 invariante sous les transla-
tions. Remarquons que cet espace est la partie du demi-espace de Poincare´
« en dessous » de y = A compactifie´e par l’action d’un re´seau de Rn−1. Le
groupe d’isome´trie contient Tn−1. Les fonctions invariantes sous ce groupe
de syme´trie ne de´pendent alors que d’une seule coordonne´e radiale et l’e´tude
des solutions de (5.9) invariantes sous l’action se rame`ne a` l’e´tude des solu-
tions d’une e´quation diffe´rentielle. Montrons donc le lemme suivant :
Lemme 5.4. Supposons qu’il existe une solution ϕ ∈ C2,α0 , ϕ > 0 au
proble`me (5.9) telle que ϕ →∂∞M 1, alors il existe une solution ϕ˜ ∈ C2,αδ
(δ ∈ [0;n[) a` (5.9) invariante sous l’action de Tn−1 telle que 0 < ϕ˜ ≤ ϕ,
ϕ˜→∂∞M 1.
De´monstration. Reprenons les fonctions ϕǫ construites dans le lemme 5.1
dans le cas particulier Scal = Ŝcal = −n(n− 1)) :
(5.10)

−4(n−1)n−2 ∆ϕǫ − n(n− 1)ϕǫ = −n(n− 1)ϕκ+1ǫ
ϕǫ = ǫ sur ∂0M
ϕǫ →
∂∞M
1.
Comme ϕ > 0, on peut choisir ǫ tel que ϕ > ǫ sur ∂0M . Quitte a` diminuer
ǫ, on peut supposer, de plus, que ϕǫ est une sous-solution de (5.9). Comme
ϕǫ est l’unique solution de (5.10), elle est invariante sous l’action du groupe
d’isome´trie. Reprenons la me´thode de monotonie (section 2.3), il est possible
de construire la suite des ite´re´s en partant de ϕǫ. Cette suite est alors crois-
sante et, par re´currence, la suite des ite´re´s ϕi est invariante sous le groupe
des isome´tries et infe´rieures a` ϕ. La fonction limite ϕ˜ = limi→∞ ϕi est alors
une solution C2,α0 de (5.9) invariante sous le groupe d’isome´tries, ϕǫ ≤ ϕ˜ ≤ ϕ.
La preuve du the´ore`me 3.3 montre alors que ϕ˜ ∈ C2,αδ , ∀ δ ∈ [0;n[. 
Ce lemme montre que nous pouvons nous contenter de montrer qu’il
n’existe pas de solution ϕ˜ invariante sous le groupe des isome´tries de M .
Les tores y = cste ont une courbure moyenne H = n − 1. Introduisons la
coordonne´e r = r(y) telle que r soit la distance pour la me´trique g au tore
y = A. Si ϕ˜ est une fonction de r, on a (formule (5.1)) :
∆ϕ˜ = ∂2r ϕ˜+Hr∂rϕ˜ = ∂
2
r ϕ˜+ (n− 1)∂rϕ˜.
L’e´quation (5.9) se rame`ne a` :
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(5.11)
ϕ˜′′(r) + (n− 1)ϕ˜′(r) + n(n−2)4
(
ϕ˜(r)− ϕ˜κ+1(r)) = 0 sur [0;∞)
−ϕ˜′(0) = n−22
(
ϕ˜(0) + ϕ˜
κ
2
+1(0)
)
ϕ˜(r) →
r→∞ 1.
Posons
B(r) = ϕ˜′(r) +
n− 2
2
(
ϕ˜(r) + ϕ˜
κ
2
+1(r)
)
,
on a alors :
B′(r) = ϕ˜′′(r) +
n− 2
2
(
ϕ˜′(r) +
n
n− 2 ϕ˜
κ
2 (r)ϕ˜′(r)
)
= −(n− 1)ϕ˜′(r)− n(n− 2)
4
(
ϕ˜(r)− ϕ˜κ+1(r))+ n− 2
2
ϕ˜′(r) +
n
2
ϕ˜
κ
2 (r)ϕ˜′(r)
=
n
2
(
ϕ˜
κ
2 (r)− 1
)
ϕ˜′(r)− n(n− 2)
4
ϕ˜(r)
(
1− ϕ˜κ2
)(
1 + ϕ˜
κ
2
)
=
n
2
(
ϕ˜
κ
2 (r)− 1
)
B(r).
Or, par hypothe`se, B(0) = 0 donc B(r) = 0 pour tout r ≥ 0, ce qui
contredit le fait que limr→∞B(r) = n − 2 (car ϕ˜(r) → 1 et ϕ˜′(r) → 0 a`
l’infini).
6. Construction de TT-tenseurs
Par la suite, on fixe une varie´te´ asymptotiquement hyperbolique (M,g)
contenant e´ventuellement un bord interne ∂0M et on note ν la normale
sortante de ∂0M (dans la section 5, le bord interne correspondra aux horizons
apparents de la donne´e initiale, ν sera alors la normale entrante de l’horizon).
On fixe un 2-tenseur syme´trique de trace nulle L0 (quelconque) puis on
cherche une 1-forme ψ telle que Lij = L0ij + L˚ψ♯g soit un TT-tenseur. On
de´finit donc le laplacien vectoriel ∆TT par :
∆TTψ = div
(
L˚ψ♯g
)
,
∆TTψj = ∆ψj +∇i∇jψi − 2
n
∇j
(
∇kψk
)
.
Il est facile de voir que cet ope´rateur est elliptique au sens de [ADN64]
pour si = 0 et tj = 2. Une condition au bord naturelle pour ψ est de prescrire
L0νi sur ∂0M . On introduit donc e´galement l’ope´rateur B correspondant aux
conditions au bord :
Bψ = L˚ψ♯g(ν, .),
Bψi = ∇νψi +∇iψν − 2
n
∇kψkgνi.
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L’ope´rateur B satisfait la condition de comple´mentarite´ au bord (voir
[ADN64]) pour rh = −1. On pose :
Pk,pδ : W k,pδ (M,T ∗M) → W k−2,pδ (M,T ∗M) × W k−1−
1
p
,p (∂0M,T
∗M)
ψ 7→ (∆TTψ , Bψ)
(6.1)
Pk,αδ : Ck,αδ (M,T ∗M) → Ck−2,αδ (M,T ∗M) × Ck−1,α (∂0M,T ∗M)
ψ 7→ (∆TTψ , Bψ) .(6.2)
Par la suite, nous ne donnerons que les de´monstrations dans le cas des
espaces de Sobolev, celles dans le cas des espaces de Ho¨lder e´tant analogues.
De plus nous abre´gerons Pk,pδ en P.
6.0.3. The´ore`me de Fredholm.
Lemme 6.1 (Calcul des exposants critiques de ∆TT ). Les exposants cri-
tiques (au sens de [Lee06]) de ∆TT sont s = −2 et s = n − 1. Le rayon
indicial de ∆TT est R =
n+1
2 .
De´monstration. Notons
Ukij = −
(
∂iρ
ρ
δkj +
∂jρ
ρ
δki − gijgkl
∂lρ
ρ
)
.
Ukij satisfait a` :
∇iXj = ∇iXj + U jikXk,
ou`∇ de´signe la connexion de Levi-Civita associe´e a` g. De´composons le calcul
en plusieurs e´tapes :
∇i (ρsψj) +∇j (ρsψi)− 2
n
gijg
kl∇k (ρsψl)
= ∇i (ρsψj) +∇j (ρsψi)− 2
n
gijg
kl∇k (ρsψl)− Ukijρsψk − Ukjiρsψk +
2
n
gijg
klUmkl ρ
sψm
= ρs
(
∇iψj +∇jψi − 2
n
gijg
kl∇kψl
)
+ sρs−1
(
∂iρψj + ∂jρψi − 2
n
gijg
kl∂kρψl
)
+2
(
∂iρδ
k
j + ∂jρδ
k
i − gijgkl∂lρ
)
ρs−1ψk − 2
n
gijg
kl (∂kρδ
m
l + ∂lρδ
m
k − gklgmp∂pρ) ρs−1ψm
= ρs
(
∇iψj +∇jψi − 2
n
gijg
kl∇kψl
)
+ sρs−1
(
∂iρψj + ∂jρψi − 2
n
gijg
kl∂kρψl
)
+2
(
∂iρδ
k
j + ∂jρδ
k
i − gijgkl∂lρ
)
ρs−1ψk +
2
n
(n− 2)gijgklρs−1∂kρψl
= ρs
(
∇iψj +∇jψi − 2
n
gijg
kl∇kψl
)
+ (s+ 2)ρs−1
(
∂iρψj + ∂jρψi − 2
n
gijg
kl∂kρψl
)
.
Si Tij est un tenseur syme´trique de trace nulle :
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gik∇kTij = ρ2gik
(
∇kTij − U lkiTlj − U lkjTil
)
= ρ2gik
[
∇kTij +
(
∂kρ
ρ
δli +
∂iρ
ρ
δlk − gkiglm
∂mρ
ρ
)
Tlj
+
(
∂kρ
ρ
δlj +
∂iρ
ρ
δlk − gkjglm
∂mρ
ρ
)
Til
]
= ρ2gik∇Tij − (n− 2)ρgik∂kρTij
Finalement :
gik∇k
[
∇i (ρsψj) +∇j (ρsψi)− 2
n
gijg
kl∇k (ρsψl)
]
= gik∇k
[
ρs
(
∇iψj +∇jψi − 2
n
gijg
kl∇kψl
)
+ (s+ 2)ρs−1
(
∂iρψj + ∂jρψi − 2
n
gijg
kl∂kρψl
)]
= ρ2gik∇k
[
ρs
(
∇iψj +∇jψi − 2
n
gijg
kl∇kψl
)
+(s+ 2)ρs−1
(
∂iρψj + ∂jρψi − 2
n
gijg
kl∂kρψl
)]
−(n− 2)ρgik∂kρ
[
ρs
(
∇iψj +∇jψi − 2
n
gijg
kl∇kψl
)
+ (s+ 2)ρs−1
(
∂iρψj + ∂jρψi − 2
n
gijg
kl∂kρψl
)]
= (s+ 2)(s − 1)gik
(
∂iρψj + ∂jρψi − 2
n
gijg
kl∂kρψl
)
−(s+ 2)(n − 2)gik∂kρ
(
∂iρψj + ∂jρψi − 2
n
gijg
kl∂kρψl
)
+ o(ρs)
= (s+ 2)(s − n+ 1)gik∂kρ
(
∂iρψj + ∂jρψi − 2
n
gijg
kl∂kρψl
)
+ o(ρs).
L’application indiciale [Lee06, Chapitre 4] de ∆TT est donc donne´e par :
Is (∆TT ) (ψ) = (s + 2)(s − n+ 1)
[
ψ +
(
1− 2
n
)
ψ
(∇ρ) dρ] .
Ce qui montre que les exposants critiques de ∆TT sont s = −2 et s =
n− 1. 
Nous allons tout d’abord montrer que P est semi-Fredholm. Notre de´monstration
est base´e sur celle de [Lee06].
Lemme 6.2 (Estimation L2 a` l’infini). Il existe un compact K de M et une
constante C > 0 tels que si u ∈ C2c (M \K), on a :
‖u‖L2 ≤ C‖∆TTu‖L2 .
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De´monstration. En coordonne´es, on a :
∆TTψk = g
ij
(
∇i∇jψk +∇i∇kψj − 2
n
gjk∇i∇lψl
)
= gij∇i∇jψk + gij
(
∇k∇iψj −Rljikψl
)
− 2
n
∇k∇lψl
= gij∇i∇jψk +Riclkψl +
(
1− 2
n
)
∇k
(
∇lψl
)
.
Donc :∫
M
ψk∆TTψk =
∫
M
ψk
(
gij∇i∇jψk +Riclkψl +
(
1− 2
n
)
∇k
(
∇lψl
))
= −
∫
M
[
(∇iψj)
(∇iψj)+(1− 2
n
)(
∇kψk
)2
− Ricklψkψl
]
.
Or, comme M est asymptotiquement hyperbolique Ric ≃ −(n − 1)g au
voisinage du bord a` l’infini. On peut donc choisir K tel que, sur M \K, on
a −Ric ≥ n−12 g. On a alors :
‖ψ‖L2‖∆TTψ‖L2 ≥
∣∣∣∣∫
M
ψk∆TTψk
∣∣∣∣ ≥ ∫
M
(−Ric)kl ψkψl ≥ n− 1
2
‖ψ‖2L2 .

Lemme 6.3.
– Soient δ, δ′ tels que
∣∣∣δ + n−1p − n−12 ∣∣∣ < n+12 , ∣∣∣δ′ + n−1p − n−12 ∣∣∣ < n+12
avec δ − 1 < δ′ < δ. Il existe une constante C > 0 telle que, ∀ ψ ∈
W
k,p
δ (M,T
∗M), on a :
‖ψ‖
W k,p
δ
≤ C
(
‖∆TTψ‖W k−2,p
δ
(M)
+ ‖Bψ‖
W
k−1− 1p ,p(∂0M)
+ ‖ψ‖Lp
δ′
)
.
– Soient δ, δ′ tels que
∣∣δ − n−12 ∣∣ < n+12 , ∣∣δ′ − n−12 ∣∣ < n+12 avec δ − 1 <
δ′ < δ. Il existe une constante C > 0 telle que, ∀ ψ ∈ Ck,αδ (M,T ∗M),
on a :
‖ψ‖Ck,αδ ≤ C
(
‖∆TTψ‖Ck−2,αδ (M) + ‖Bψ‖Ck−1,α(∂0M) + ‖ψ‖C0,0δ′
)
.
De´monstration. On choisit une fonction de troncature lisse u∞ sur M a`
valeurs dans [0; 1], telle que u∞ = 1 sur ∂∞M et u∞ = 0 au voisinage de
∂0M . On pose ψ∞ = u∞ψ et ψ0 = (1− u∞)ψ. ψ∞ est nulle au voisinage de
∂0M . Une application du corollaire 6.3 de [Lee06] donne alors :
‖ψ∞‖W k,pδ ≤
∥∥∥Q˜∆TTψ∞∥∥∥
W k,p
δ
+
∥∥∥T˜ ψ∞∥∥∥
W k,p
δ
≤ C
(
‖∆TTψ∞‖W k−2,p
δ
+ ‖ψ∞‖W k−1,p
δ′
)
≤ C ′
(
‖∆TTψ∞‖W k−2,p
δ
+ ‖ψ∞‖Lp
δ′
)
ou` on a utilise´ l’ine´galite´ d’interpolation [And93] :
‖ψ∞‖W k−1,p
δ′
≤ C(ǫ)‖ψ∞‖Lp
δ′
+ ǫ‖ψ∞‖W k,p
δ′
.
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Les ope´rateurs qui apparaissent ici sont ceux du corollaire 6.3 de [Lee06] :
Q˜ : W k−2,pδ →W k,pδ
T˜ : W k−1,pδ →W k,pδ′ ,
ils ve´rifient Q˜∆TTψ = ψ+ T˜ ψ. De meˆme, comme ψ0 est a` support compact
et que B satisfait la condition de comple´mentarite´ au bord (voir page 29),
on peut utiliser les re´sultats de [ADN64] :
‖ψ0‖W k,p ≤ C
(
‖∆TTψ0‖W k−2,p + ‖Bψ0‖W k−1− 1p ,p(∂0M) + ‖ψ0‖Lp
)
.
En additionant et en utilisant a` nouveau l’ine´galite´ d’interpolation :
‖ψ‖
W
k,p
δ
≤ C
(
‖∆TTψ‖W k−2,pδ (M) + ‖Bψ‖W k−1− 1p ,p(∂0M) + ‖ψ‖Lpδ′
)
.

Corollaire 6.4. P est semi-Fredholm (i.e. ker P est de dimension finie et
Im P est ferme´e).
De´monstration. La de´monstration est standard (voir par exemple [Max05]).
On montre tout d’abord que ker P est de dimension finie. En effet, soit
ψi ∈ ker P une suite d’e´le´ments dans ker P. L’injection W k,pδ →֒ Lpδ′ est
compacte (car δ′ < δ) on peut donc supposer que la suite converge dans Lpδ′ .
Cette suite est en particulier de Cauchy, or :
‖ψi − ψj‖W k,pδ ≤ C‖ψi − ψj‖Lpδ′ .
La suite des ψi est donc de Cauchy dansW
k,p
δ . Elle converge. Ceci prouve que
la boule unite´ de ker P est compacte et ker P est de dimension finie. ker P
admet donc un comple´mentaire ferme´ F dans W k,pδ . Montrons maintenant
qu’il existe une constante C˜ telle que ∀ψ ∈ F :
‖ψ‖
W k,p
δ
≤ C˜
(
‖∆TTψ‖W k−2,p
δ
(M)
+ ‖Bψ‖
W
k−1− 1p ,p(∂0M)
)
.
Dans le cas contraire, on peut trouver une suite ψi ∈ F telle que ‖ψi‖W k−2,p
δ
(M)
=
1 et ‖∆TTψ‖W k−2,p
δ
(M)
+‖Bψ‖
W
k−1− 1p ,p(∂0M)
≤ 1i . Quitte a` extraire une sous-
suite, on peut supposer que la suite des ψi converge dans L
p
δ′ . On a alors :
‖ψi − ψj‖W k,p
δ
≤ C
(
1
i
+
1
j
+ ‖ψi − ψj‖Lp
δ′
)
.
La suite des ψi est donc de Cauchy dans W
k,p
δ . Elle converge vers un
e´le´ment de norme 1 tel que Pψ = 0. Absurde. On en de´duit finalement que
Im P est ferme´e (en effet, P : F → Im P est un isomorphisme bicontinu). 
Avant de prouver que P est un isomorphisme, nous allons tout d’abord
montrer que :
Lemme 6.5. Soit ψ ∈ Lp0δ0 avec 1 < p0 <∞ et
∣∣∣δ0 + n−1p0 − n−12 ∣∣∣ < n+12 .
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(1) Si : {
∆TTψ ∈W k−2,pδ
Bψ ∈W k−1− 1p ,p
avec 2 ≤ k ≤ l + β, 1 < p < ∞ et
∣∣∣δ + n−1p − n−12 ∣∣∣ < n+12 , Alors
ψ ∈W k,pδ .
(2) Si : {
∆TTψ ∈ Ck−2,αδ
Bψ ∈ Ck−1,α
avec 0 < α < 1, 2 ≤ k + α ≤ l + β et ∣∣δ − n−12 ∣∣ < n+12 , Alors
ψ ∈ Ck,αδ .
De´monstration. Comme pre´ce´dement, on de´compose ψ = ψ0 + ψ∞. ψ∞ est
nulle dans un voisinage de ∂0M donc on peut appliquer la proposition 6.5
de [Lee06] (Remarquons que ∆TTψ∞ = ∆TTψ au voisinage de ∂∞M) :
ψ∞ ∈ W k,pδ . De meˆme pour ψ0, on peut appliquer le the´ore`me 10.5 de
[ADN64] : ψ0 ∈W k,pc ⊂W k,pδ . On en de´duit ψ ∈W k,pδ . 
Ceci montre que si ψ ∈ ker P est dans un certain Lpδ0 avec
∣∣∣δ0 + n−1p0 − n−12 ∣∣∣ <
n+1
2 , alors ψ ∈W 2,20 . De plus si ψ ∈ C0,0δ0 , avec
∣∣δ0 − n−12 ∣∣ < n+12 , on voit que
ψ ∈ Lpδ1 pour δ1 le´ge`rement plus petit que δ0 et p grand donc en appliquant
ce qui pre´ce`de ψ ∈ W 2,20 . Ce qui permet de conclure que si ψ ∈ ker P,
ψ ∈W 2,20 . Montrons finalement le re´sultat suivant :
Lemme 6.6. Soit M une varie´te´ asymptotiquement hyperbolique. On sup-
pose qu’il n’existe aucun champ de vecteur de Killing conforme L2 sur M .
Alors P est un isomorphisme.
De´monstration. Proce´dons comme [Max05]. Nous savons tout d’abord que
le noyau de Pk,lδ est e´gal a` celui de P2,20 . Or si ψ ∈ ker P2,20 , on a :
0 =
∫
M
〈ψ,∆TTψ〉
=
∫
∂0M
〈ψ,Bψ〉 −
∫
M
∣∣∣L˚ψ♯g∣∣∣2
g
= −
∫
M
∣∣∣L˚ψ♯g∣∣∣2
g
ψ♯ est alors un champ de vecteurs de Killing conforme L2. Ceci montre
que Pk,pδ est injectif. Pour montrer qu’il est surjectif, il suffit de montrer
que P2,20 est surjectif. En effet, Ck,0c (M,T ∗M) × Ck,0(∂0M,T ∗M) est dense
dans W k−2,pδ (M,T
∗M) × W k−1− 1p ,p (∂0M,T ∗M). S’il existe une solution
ψ ∈ W 2,20 au proble`me ∆TTψ = u, Bψ = b avec u ∈ Ck,0c (M,T ∗M)
et b ∈ Ck,0(∂0M,T ∗M) alors le lemme 6.5 permet alors de conclure que
ψ ∈W k,pδ . Ceci montre alors que ImPk,pδ ⊃ Ck,0c (M,T ∗M)×Ck,0(∂0M,T ∗M)
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est dense dans W k−2,pδ (M,T
∗M)×W k−1− 1p ,p (∂0M,T ∗M).
Montrons donc que P2,20 : W 2,20 → L2(M) × W
1
2
,2(∂0M) est surjectif.
Pour cela, il suffit de montrer que son adjoint est injectif. Or le dual de
L2(M) × W 12 ,2(∂0M) est L2(M) × H− 12 (∂0M). Soit (ψ˜, b) ∈ ker
(
P2,20
)∗
.
On a alors [Ho¨r94] que ψ˜ et b sont de classe Cl,β avec ψ˜ ∈ W 2,20 . Si ψ est a`
support compact sur M˚ : ∫
M
〈
ψ˜,∆TTψ
〉
g
= 0.
L’ope´rateur ∆TT e´tant formellement autoadjoint, ceci prouve que ∆TT ψ˜ =
0. Si maintenant ψ ∈W 2,20 est quelconque :
0 =
∫
∂0M
〈Bψ, b〉g +
∫
M
〈
ψ˜,∆TTψ
〉
g
=
∫
∂0M
〈
Bψ, b+ ψ˜
〉
g
+
∫
∂0M
〈
Bψ˜, ψ
〉
g
.
Or il est facile de voir qu’on peut toujours construire des 1-formes ψ
re´gulie`res telles que ψ|∂0M et Bψ soient des fonctions (re´gulie`res) donne´es.
On en de´duit donc que b+ ψ˜ = 0 et Bψ˜ = 0. On a ensuite :
0 =
∫
∂0M
〈
Bψ˜, l
〉
g
+
∫
M
〈
ψ˜,∆TT ψ˜
〉
g
= −
∫
M
∣∣∣L˚ψ♯g∣∣∣2
g
.
ψ˜ est un champ de vecteurs de Killing conforme L2. Ce qui montre ψ˜ = 0
et, comme b+ ψ˜ = 0, b = 0 : P2,20 est surjectif. 
6.0.4. Champs de vecteurs de Killing conformes.
Lemme 6.7. Soit X un champ de vecteurs de Killing conforme sur M . Si
X ∈ L2(M,g) alors X = 0.
De´monstration. On a tout d’abordX ∈W 2,20 (M). En effetX ve´rifie l’e´quation
elliptique ∆TTX
♭ = 0. Un processus standard d’ite´ration montre alors que
X ∈ C0,α0 (M) , 0 < α < 1. On en de´duit (en utilisant le lemme 3.7 de [Lee06])
que X ∈ C0,αα−1 →֒ C0,α(0) . On voit qu’on doit avoir X = 0 sur ∂∞M car sinon
X 6∈ L2(M). X est ensuite un champ de vecteurs de Killing conforme sur
(M,g). Par la suite nous identifierons le champ X et sa forme duale associe´e
a` la me´trique g, ainsi Xj = gijX
i. En particulier, on a
∆TTX = 0.
Donc X ∈ Cl,β(0). Les de´rive´es dans des directions tangentes a` ∂∞M de X
sont nulles. Ceci implique que ∇X = 0 sur ∂∞M . En effet, soit pˆ ∈ ∂∞M ,
choisissons une carte φ =
(
ρ, θ1, · · · , θn−1) au voisinage de pˆ. Par la suite,
on notera θ0 = ρ. Quitte a` rede´finir les θi pour i > 0, on peut supposer
gij(pˆ) = δij (i, j ≥ 0). Les de´rive´es ∂iXj(pˆ) pour i > 0, j ≥ 0 correspondent
a` des de´rivations de X dans des directions tangentes a` ∂0M et sont nulles.
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De plus comme X(pˆ) = 0, ∇iXj = ∂iXj (i, j ≥ 0). l’e´quation satisfaite par
X en pˆ s’e´crit :
∂iXj + ∂jXi − 2
n
∂kXkδij = 0
En particulier, applique´e a` i = 0 et j > 0, l’e´quation pre´ce´dente devient :
0 = ∂0Xj + ∂jX0
= ∂0Xj (car X0 est nul le long de ∂∞M)
puis a` i = j = 0 :
0 = 2∂0X0 − 2
n
∂kXk
=
(
2− 2
n
)
∂0X0 − 2
n
∑
k>0
∂kXk
=
(
2− 2
n
)
∂0X0.
Ce qui prouve que toutes les de´rive´es de X sont nulles en pˆ.
On e´largit ensuite (M,g) au niveau de ∂∞M pour avoir une varie´te´ (M˜, g˜)
Ck,β et on prolonge X par 0 a` tout M˜ . X˜ est alors un champ de vecteur de
Killing conforme C1,1, nul sur le collier qu’on a ajoute´ a`M . Comme ∆˜TTX =
0 au sens des distributions, X˜ ∈ Ck,β(M˜ ). On conclut alors, en utilisant le
the´ore`me d’unique continuation des champs de vecteurs de Killing conformes
[Max05, The´ore`me 6.4] valable pour les me´triques W 2,p avec p > n, que
X˜ = 0. 
On en de´duit donc le the´ore`me suivant :
The´ore`me 6.8. Soit (M,g) une varie´te´ asymptotiquement hyperbolique de
classe Cl,β avec l + β ≥ 2. Les ope´rateurs
Pk,pδ : W k,pδ (M,T ∗M) → W k−2,pδ (M,T ∗M) × W k−1−
1
p
,p (∂0M,T
∗M)
ψ 7→ (∆TTψ , Bψ) ,
Pk,αδ : Ck,αδ (M,T ∗M) → Ck−2,αδ (M,T ∗M) × Ck−1,α (∂0M,T ∗M)
ψ 7→ (∆TTψ , Bψ)
sont des isomorphismes.
En particulier, appliquant ce the´ore`me a` l’e´quation{
0 = divL = ∆TTψ + divL0
b = L(ν, .) = Bψ + L0(ν, .),
on obtient le the´ore`me suivant de construction des TT-tenseurs :
The´ore`me 6.9 (Construction de TT-tenseurs sur une varie´te´ asymptotique-
ment hyperbolique). Soit (M,g) une varie´te´ asymptotiquement hyperbolique
de classe Cl,β avec l + β ≥ 2.
(1) Soient L0 un 2-tenseur syme´trique et sans trace avec L0 ∈ W k−1,pδ
avec 2 ≤ k ≤ l, 1 < p < ∞ et
∣∣∣δ + n−1p − n−12 ∣∣∣ < n+12 , et b ∈
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W
k−1− 1
p
,p(∂0M,T
∗M). Il existe une unique 1-forme ψ ∈W k,pδ (M,T ∗M)
telle que, si on de´finit L = L0 + L˚ψ♯g, alors :
– L est un tenseur syme´trique transverse et sans trace
– L(ν, .) = b sur ∂0M .
(2) Soient L0 un 2-tenseur syme´trique et sans trace avec L0 ∈ Ck−1,αδ
avec 2 ≤ k + α ≤ l, 0 < α < 1 et
∣∣δ − n−12 ∣∣ < n+12 , et b ∈
Ck−1,α(∂0M,T ∗M). Il existe une unique 1-forme ψ ∈ Ck,αδ (M,T ∗M)
telle que, si on de´finit L = L0 + L˚ψ♯g, alors :
– L est un tenseur syme´trique transverse et sans trace
– L(ν, .) = b sur ∂0M .
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