Multiview video is increasingly getting attention due to emerging applications such as 3DTV and immersive teleconferencing. In this paper, we present a non-stationary Hidden Markov Model (HMM) for characterizing the data rate of compressed multiview content. The states of the model correspond to different video activity levels and exhibit a Poisson state duration distribution. We derive a stable maximum likelihood algorithm for estimating the parameters of our multiview traffic model. Synthetic data generated by the model exhibits statistics that closely match those of actual multiview data.
INTRODUCTION
Multiview Video Coding (MVC) is a new standard for the joint compression of correlated video sequences (views) representing the same scene recorded simultaneously by multiple cameras [1] . The large amount of data and its high rate variability that are typical of MVC content necessitate accurate network dimensioning and resource allocation for successful deployment of multiview applications. Furthermore, the multiple encoding dependencies between the different views make allocating resources in an MVC system much more complex relative to single view scenarios.
Video traffic modeling is an active research area aimed at characterizing the behavior of compressed video content through statistical models. There is a substantial amount of related work on video traffic modeling ranging from applications in teleconferencing [2] to video streaming [3] . In this regard, different stochastic models such as autoregressive processes [4] , Transform Expanded Sample (TES) processes [5] , and HMMs [6] have been considered. The proposed models are then typically applied to network dimensioning and provisioning, i.e., as a good aid for efficient and accurate allocation of network resources. For instance, one straightforward application of a video model is for generating a synthetic bitstream that is used afterwards to determine the proper size of a network buffer. Moreover, a video traffic model can also be used for deriving procedures for network call-admission-control [7] .
Because of the recent nature of multiview applications, there are still no statistical characterizations of MVC compressed content. The present paper provides the first stochastic model that characterizes the frame size sequence of an MVC compressed variable bit rate (VBR) multiview content. To this end, in Section 2, we design a non-stationarity HMM with a Poisson state duration distribution where the different states of the model represent different activity
The work of J. Chakareski was supported by the Swiss National Science Foundation under Ambizione grant PZ00P2-126416. levels of the video source. Having a non-geometric state occupancy distribution allows us to more accurately model the scene activity duration in video content [11] , while the specific choice of Poisson distribution allows our model to have the same complexity as a conventional HMM [8, 9] . In Section 2, we also derive a numerically stable maximum likelihood procedure for estimating the parameters of the proposed model. Then, in Section 3 we demonstrate the high accuracy of our model by comparing the histograms and the autocorrelation functions (acf) of frame size sequences corresponding to real and synthetic multiview data generated by the model. Finally, we also show that the proposed model closely matches the behaviour of an actual multiview source by examining their respective frame loss rate in network buffer constrained MVC streaming applications.
MVC SOURCE MODELING

Description of the video source
An MVC source is composed of different video sequences captured simultaneously by multiple cameras. We denote the number of views as NView. At each time instant, the MVC video sequence is composed of NView pictures that may be transmitted together or just a subset of them, depending on the specific multiview application and the end user's needs. The video is organized into Groups Of Pictures (GOP)s, the length of which is denoted NGOP, so that each GOP comprises N f def = NView · NGOP pictures. We use the terms frame and picture synonymously. The video is encoded using a fixed quantization step size without any rate control mechanism so that the resulting bitstream is completely VBR and its average bit-rate depends on the scene activity of the content. Our model characterizes the frame size sequence generated by the video source for all views.
Poisson-Hidden Markov Model (P-HMM)
Due to the fixed quantization step size and the scene variability that is typical of video content, the compressed multiview sequence does not represent a stationary stochastic process. In order to account for this, we model the video scene activity by means of a non-stationary HMM, in which the different states correspond to different levels of video scene activity. A random vector x[n] is emitted in each state, where
represents the set of frames in the n-th GOP of the compressed multiview content. The non-stationarity of the state sequence is achieved by modeling its state duration time via a probability mass function (pmf ) different from the geometric distribution that in turn is typical for stationary conventional HMMs. Our choice is supported by the study in [11] , where it is noted that the duration of video activity is not well described with a geometric distribution. In our case, we employ a Poisson distribution to model the state occupancy in order to maintain the same number of parameters (hence complexity) as for conventional HMMs. Now, let us denote the number of states (i.e., different video activity levels) in our model as Ns and the state transition matrix as Π, where πij denotes the probability of transition from state i to state j. We impose πii = 0 since in our case the self-transition probabilities are governed by a (different) Poisson distribution and are denoted
. Given the current state of the model, say i, a random vector x[n] is generated according to the pmf bi[x[n]]. The mass functions bi[·], i = 1, . . . , Ns, have varying number of bins depending on the specific video frame to be generated (I, P, or B) in order to account better for their different complexities. Finally, πi denotes the probability of the model being in state i.
The generation of synthetic content according to our model is summarized with the following steps: 
Parameter Estimation
The stage of parameter estimation is crucial in order to have a model able to describe an actual video source. Since the model is part of the HMM family, we can resort to one of the estimation algorithms employed for such models. In particular, an estimation procedure called Expectation-Maximization (EM) algorithm [12] is widely used for HMMs in order to find the maximum likelihood estimate of the parameter set.
In [10] , a version of the EM algorithm for P-HMMs is introduced. Unfortunately, for long data sequences, as in video content, this specific algorithm becomes numerically unstable. For details, see [8, 9] . Therefore, we derive a different EM algorithm for parameter estimation that does not exhibit numerical instability. Our algorithm is in major inspired by the work in [8] and represent its extension to the case of non-stationary hidden state duration. A brief summary of the proposed EM algorithm is presented in the following.
Suppose that we observe a video sequence composed of N GOPs. Let represents a plausible state sequence and Θ (m) is the current (m-th) estimate of the parameter set. Then, a maximization step follows that maximizes the likelihood function, i.e.,
The algorithm iterates between the two steps until convergence of the parameter set Θ (m) is achieved. The specific computational steps of our EM algorithm, as applied to P-HMMs, comprise 1. The following forward probabilities are defined:
These quantities are calculated for n = 0, . . . , N −1 and k = 0, . . . , N −n−1 by a recursive algorithm that is not included here due to space constraints. This algorithm is similar to the one described in [8] .
2. The a-posteriori probabilities:
are calculated through a backward iteration similar to the one described in [8] .
3. Finally, the parameter set Θ (m+1) is calculated: 
where δ
denotes the delta function.
MODEL ASSESSMENT
In this section, we examine the performance of our model. The multiview content employed in our experiments represents a concatenation of 5 test sequences (Akko & Kayo, Uli, Ballet, Breakdance, Pantomime) that exhibit different motion characteristics so that the concatenated content exhibits varying levels of video scene activity. The concatenated sequence is encoded using the reference encoder JMVC v.7.0 [13] at three different quantization levels Qs = 10, 20, 40 in order to have three encoded sequences at respectively high, medium, and low quality. We have used the following encoding parameters: NGOP = 8, NView = 4, N = 1016. The GOP encoding structure is shown in Fig.1 . The assessment is performed by comparing the real sequence to a synthetic one generated by the P-HMM when its parameters are estimated from the actual concatenated video content. Because of the iterative nature of the EM algorithm employed for estimating the parameter set of our P-HMM, we need an initial solution, i.e., an initial estimate Θ (0) . This quantity is crucial for the proper convergence of the EM algorithm, as otherwise we may end up in a local maximum [8] . We perform the initial estimation stage in two steps. First, we estimate the most likely state sequence of the P-HMM by assigning each GOP of the compressed content to one of the states according to the GOP's average bit-rate. Then, we estimate the P-HMM parameter set by time-averaging the multiview data associated with each state according to the previously estimated state sequence.
Model validation
We have performed the assessment of our model by comparing the actual multiview sequence and a synthetic one generated according to the model. We compare the two sequences by evaluating the histograms and the autocorrelation functions (acf) of their frame size values. If the model is able to mimic the statistical characteristics of the video source we expect to see the histogram and the acf of the real and the synthetic sequences to be very similar. We expect to observe a larger degree of similarity in the case of the acf, since the acf corresponds to an averaging operation performed over the different histogram bins. Due to space limitations, we have expressed the degree of statistical similarity by means of a percentage error both for the acf and the histogram values. By way of an example, the percentage error for the acf is calculated by the following expression:
where ρr[k] and ρs[k] are respectively the acf for the real sequence and the synthetic one. A similar expression is used for calculating the percentage error between the histograms. The percentage errors for the three sequences are shown in Tab.1. We have calculated the percentage errors by considering both the individual views as well as all views together. First, we would like to remark that most of the percentage errors are under 1%, which means a high degree of similarity between the actual and the synthetic data is achieved. Only for the high quality sequence histograms we have observed a slightly smaller degree of similarity. This is due to the fact that we still employ the same number of histogram bins, as in the cases of low and medium qualities, to sample the frame size values whose dynamic range has increased now due to the finer quantization. In essence, the synthetic data provides a coarser approximation of the frame sizes in this case. Furthermore, as seen from Tab.1 the acf percentage errors are generally lower 
Buffer size dimensioning
In this section, we demonstrate that our model is able to reproduce the behaviour of actual video content in the context of streaming. Suppose that the video source is the input of a First In First Out (FIFO) network buffer of finite size B emptied at a constant rater, as shown in Fig.2 .
One of the resources that should be determined in the stage of network dimensioning, in order to have the desired performance, is the appropriate size of this buffer [2] - [7] . We show now that using the real sequence is equivalent to using the synthetic sequence for determining B. The buffer is fed with real or synthetic data and read out at a constant bit-rate equal to the average bit-rate of the real sequence. Then we compare the two sequences by means of the frame loss rate (an incoming frame is dropped when it is too large to be placed into the buffer) as a function of the buffer size. We perform the test in two different cases: in the first case all the views are transmitted together (typical of a 3DTV-like application), in the second case the user watches a single view but he/she is able to switch among the views at his/her will. In order to have a fair comparison, we suppose that the view switching sequence that indicates the user's requests for view switching, is the same for both sequences (real or synthetic). Specifically, the viewing trajectory starts from view 1 and then switches to view 3, and then to view 2, and finally to view 1. We remark that in the view-switching case, although the user watches only a single view at a time, he still receives some (or all) frames of the other views because they are needed for decoding the desired view. For this reason, network dimensioning is more difficult in this case and therefore having an accurate source model can be extremely useful. Fig.3 shows the results for the first case and Fig.4 for the second case. In both cases, the synthetic sequences have nearly the same frame loss rate as the real sequences. At high quality, we see a more stepwise shape of the frame loss rate for the Finally, we also examined our model for the network scenario where the buffer size is fixed and equals in size to 1000 ATM cells, while the output bit-rate is varying. Due to space constraints, we only show the results for the view-switching scenario in Fig.5 . It can be seen that again the synthetic sequence's frame loss rate matches closely that of the actual video content. Moreover, the bin distribution of the pmf bi[·] has a smaller influence in this network setup, as seen by the very close performances of the syntetic and real sequences in Fig.5 for the high quality case (Qs = 10).
CONCLUSIONS
Our work provides the first traffic model of MVC compressed content. To this end, we have designed a non-stationary HMM in which each state corresponds to a different level of video scene activity and the state duration times are modeled with a Poisson distribution. We have derived, for the first time, a numerically stable version of the EM algorithm for estimating the parameters of a non-stationary HMM. Our modeling framework accurately captures the statistical properties described by histograms and the autocorrelation function of frame sizes in actual MVC content, both for each of the individual views as well as across all the views together. Furthermore, we have demonstrated that the proposed model closely matches the behavior of a real multiview source in buffer-constrained MVC streaming applications.
