An ideal quantum measurement collapses the wave function of a quantum system to an eigenstate of the measured observable, with the corresponding eigenvalue determining the measurement outcome. For a quantum non-demolition (QND) observable, i.e., one that commutes with the Hamiltonian generating the system's time evolution, repeated measurements yield the same result, corresponding to measurements with minimal disturbance. This concept applies universally to single quantum particles as well as to complex many-body systems. However, while QND measurements of systems with few degrees of freedom has been achieved in seminal quantum optics experiments, it is an open challenge to devise QND measurement of a complex many-body observable. Here, we describe how a QND measurement of the Hamiltonian of an interacting many-body system can be implemented in a trapped-ion analog quantum simulator. Through a single shot measurement, the many-body system is prepared in a narrow energy band of (highly excited) energy eigenstates, and potentially even a single eigenstate. Our QND scheme, which can be carried over to other platforms of quantum simulation, provides a novel framework to investigate experimentally fundamental aspects of equilibrium and non-equilibrium statistical physics including the eigenstate thermalization hypothesis (ETH) and quantum fluctuation relations.
I. INTRODUCTION
Recent experimental advances provide unprecedented opportunities in the preparation, manipulation, and measurement of the quantum state of engineered complex many-body systems. This includes the ability to address individual sites of lattice systems enabling singleshot read-out of single-particle observables, as demonstrated by the quantum gas microscope for atoms in optical lattices [1, 2] , single-spin or qubit read-out of trapped ions [3] [4] [5] [6] [7] and Rydberg tweezers arrays [8] [9] [10] [11] [12] , and superconducting qubits [13, 14] . In contrast, we are interested below in developing single-shot measurements of manybody observables such as the HamiltonianĤ of an interacting many-body system. For an isolated quantum system,Ĥ represents a QND observable, and our goal is to implement a QND measurement of 'energy' of a quantum many-body system in an analog simulator setting. We note that quantum optics provides with several examples of QND measurements; however these have so far been confined to observables representing few quantum degrees of freedom [14] [15] [16] [17] [18] [19] [20] .
Developing QND measurement of a many-body HamiltonianĤ provides us first of all with the unique opportunity to distill-in a single run of the experiment-an energy eigenstate | from an initial, possibly mixed, or finite temperature state, by observing in particular run the energy eigenvalue E . In case of measurement with finite resolution, this will prepare states in a narrow energy window, reminiscent of a microcanonical ensemble. We emphasize that state preparation by measurement is intrinsically probabilistic, i.e., will vary from shot to shot, reflecting the population distribution. Furthermore, this provides us with a tool to determine populations and population distributions of (excited) energy eigenstates, as required in, e.g., many-body spectroscopy [21] . The ability to prepare and measure (single) energy eigenstates provides us with a unique tool to address experimentally fundamental problems in quantum statistical physics, such as the eigenstate thermalization hypothesis (ETH) [22] [23] [24] , which asserts that single energy eigenstates of an (isolated) ergodic system 'encode' thermodynamic equilibrium properties. Developing the capability to turn QND measurements on and off allows one to alternate between time periods of free evolution of the unobserved many-body quantum system, and energy measurement. This allows quantum feedback in a many-body system conditional to measurement outcomes, and in particular provides a framework to monitor non-equilibrium dynamics and processes in quantum thermodynamics [25] , including measurement of work functions and quantum fluctuation relations [26] [27] [28] . These relations express fundamental constraints on, e.g. the work performed on a quantum system in an arbitrary non-equilibrium process, imposed by the universal canonical form of thermal states and the principle of microreversibility.
Our aim below is to develop QND measurement ofĤ in physical settings of analog quantum simulation. We will demonstrate this in detail for the example of an analog trapped-ion quantum simulator, realizing a long-range transverse Ising Hamiltonian and the associated QND measurement. Our implementation in an analog quantum device should be contrasted to QND measurement ofĤ via a phase estimation algorithm [29] , which however requires a universal (digital) quantum computer.
II. QND MEASUREMENT OFĤ
On a more formal level, we define QND measurement of a many-body HamiltonianĤ as an indirect measure- ment by coupling the system of interest S, illustrated in Fig. 1(a) , to an ancillary system M as 'meter'. In a first step, the system is entangled with the meter according to the time evolution U (t) = exp(−iĤ QND t) generated by the QND Hamiltonian
with coupling strength ϑ ( = 1). To be specific and in light of examples below, we consider here as meter a continuous variable system with a pair of conjugated quadraturesX andP obeying the canonical commutation relation [X,P ] = i. Consider now an initial state of the joint system prepared as |Ψ = |ψ ⊗ |x 0 , where |ψ ≡ c | is a superposition of energy eigenstates, H | = E | , and |x 0 is an (improper) eigenstate ofX (or squeezed state). We obtain for the time-evolved state |Ψ(t) =Û (t) |ψ ⊗ |x 0 = c | ⊗ |x 0 + ϑE t . Reading the meter as x ≡ x 0 + ϑE t, and thus measuring the eigenvalue E , will prepare the system in | (or in the relevant subspace in case of degeneracies). The probability for obtaining the particular measurement outcome E is P = |c | 2 . Repeating the QND measurement will reproduce the particular E with certainty, with the system remaining in | . The above discussion is readily extended to mixed initial system states, and to initial meter states e.g. as coherent states.
In an analog quantum simulator setting, QND measurement of the many-body HamiltonianĤ is incorporated by engineering the extended system-meter HamiltonianĤ SM =Ĥ ⊗ I + ϑĤ ⊗P . In an interaction picture with respect toĤ ⊗ I, the joint system then evolves according to the HamiltonianĤ int SM ≡Ĥ QND realising the QND measurement discussed above and illustrated in Fig. 1(b) . On the other hand, by allowing the system-meter coupling ϑ(t) to be switched on and off in time, we can alternate between the conventional freeevolution simulation and QND measurement mode of the system. In an actual implementation, as discussed below for trapped ions, we will achieve building the extended system-meter Hamiltonian
whereĤ andĤ may differ (slightly). We note that the QND measurement ofĤ is obtained by fine-tuninĝ H =Ĥ. A mismatchĤ =Ĥ will be visible as 'quantum jumps' between energy eigenstates in repeated measurements.
In the trapped-ion example discussed below the manybody HamiltonianĤ will be a long-range transverse Ising model [30] [31] [32] [33] ,
where J ij = J/ |i − j| α with 0 < α < 3 and h the transverse field. Remarkably, in our implementation, the HamiltonianĤ will differ fromĤ just by the transverse field taking on the value h . We will be able to tune h = h thus achieving the QND condition.
As last step in our formal development, we wish to formulate QND measurement ofĤ as measurement continuous in time [34] [35] [36] [37] . Physically, this amounts to making frequent and, in a continuum limit, continuous readouts X(t) of the meter variableX, with the quantum manybody system evolving according to (2) . Following a wellestablished formalism of quantum optics [38, 39] we write for the system under continuous observation a stochastic master equation (SME) for a conditional density matrix ρ c (t) of the many-body system. In our context this SME reads
with dW (t) a Wiener increment, to be interpreted as an Itô stochastic differential equation. In a quantum optical setting, as in the ion trap example below, I(t) is identified with photocurrent in homodyne detection of scattered light [38] . Monitoring the photocurrent I(t) ∼ Ĥ c thus provides continuous read out of the many-body HamiltonianĤ with . . . c ≡ Tr[. . .ρ c (t)] up to shot noise. Thusρ c (t) describes the many-body quantum state conditional to observing a particular photocurrent trajectory I(t), as can be observed in a single run of an experiment. In (4) and (5) γ is an effective measurement rate, and is a measurement efficiency. Furthermore, we have defined a Lindblad superoperator
c + H.c.)/2 describing decoherence due to the quantum measurement backaction, and the nonlinear superoperator H[ŝ]ρ c ≡ (ŝ − ŝ c )ρ c + H.c. which updates the density matrix conditioned on the observation of the homodyne photocurrent. Finally, not reading the meter, i.e. averaging over all measurement outcomes I(t), the SME (4) reduces to a master equation with Lindblad term ∼ D[Ĥ]ρ, i.e. realizing a reservoir coupling with 'jump operator'Ĥ, which erases all offdiagonal terms of the averaged density matrixρ in the energy eigenbasis.
Equations (4), (5) allow us to simulate single measurement runs corresponding to a stochastic trajectory I(t). Fig. 1(c) illustrates ideal QND measurement,Ĥ =Ĥ, of the Hamiltonian (3) by plotting a sample trajectory of a filtered photocurrent, obtained by averaging I(t) over a time window τ , I τ (t) = (2N √ γ τ )
As initial condition we take all spins pointing against the transverse field. As seen in Fig. 1(c) the trajectory I τ (t) (red curve) stabilizes on a time scale ∼ γ −1 on a particular energy eigenvalue E of (3) (up to fluctuations from shot noise). In this figure we consider and show only the eigenstates and eigenenergies (thin horizontal lines) within the symmetry sector containing the ground state of the Ising model with J, h > 0, see Appendix D. The collapse, and thus preparation of the many-body wavefunction in the corresponding energy eigenstate is indicated by plotting the populations P (t) ≡ |ρ c (t) | [blue shadings in Fig. 1(c) |Ĥ| 2 ) there are rare jumps between the energy eigenstates, indicated as t 1 and t 2 for the trajectory in Fig. 1(d) . Finally, Fig. 1(e) plots the integrated current I τ = (2N √ γ τ ) −1 τ 0 I(t)dt and its fluctuations as a function of total integration time τ . For N = 8 spins starting in a thermal state the integrated current I τ (red curve) exhibits a collapse at a rate ∼ γ to a particular energy eigenstate. The insets shows the probabilities P for various times, and the narrowing of the energy resolution as ∆E/J ∼ 1/ √ γ τ with growing τ (see Appendix C);
first to small energy window containing a few eigenstates as in a microcanonical ensemble, and eventually to a single energy eigenstate.
III. IMPLEMENTATION WITH TRAPPED IONS
We now provide a trapped ion implementation of the system-meter HamiltonianĤ SM (2) . As shown in Fig. 2(a) , we consider a string of N ions in a linear Paul trap representing spin-1/2 {|↓ i , |↑ i }. These two-level atoms can be driven by laser light |↓ → |↑ , where the recoil associated with absorption and emission of photons provides a coupling to vibrational eigenmodes of the ion chain. This includes in particular the center-of-mass motion (COM) withX andP position and momentum operators, respectively, which play the role of meter variables.
To generate inĤ SM both the Ising interaction − i<j J ijσ x iσ x j ⊗ I, as well as the Ising term coupled to COM, −ϑ i<j J ijσ x iσ x j ⊗P , we choose a laser configuration consisting of two pairs of counterpropagating laser beams [c.f. Fig. 2(a) ]. In generalization of [40, 41] we call this a double Mølmer-Sørensen configuration. The first pair of MS beams (shown as amber in Fig. 2 ) is detuned by ±∆ from atomic resonance, while the second pair (blue) is detuned by ±∆ . Furthermore, we choose ∆ − ∆ = ω 0 with ω 0 the COM frequency. These four laser beams give rise to laser induced two-photon processes involving pairs of atoms, which are depicted in Figs. 2(b,c) .
First, as shown in Fig. 2(b) , absorption of a photon from the one of the amber MS laser beam followed by an absorption from the counterpropagating amber beam gives rise to a two-photon excitation |↓↓ → |↑↑ , which is resonant with twice the (bare) atomic transition frequency of the two-level atom. We emphasize that this process leaves the motional state of the ion chain unchanged, as illustrated by |n → |n for the COM mode with n the phonon occupation number. This process will thus contributes a term ∼σ + iσ + j to the effective spinspin interaction. The second pair of MS beams (blue) will again contribute a resonant two-photon excitation, which adds coherently to the first contribution. By considering all possible processes, we obtain the effective Ising interaction − i<j J ijσ x iσ x j ⊗ I inĤ SM . An explicit expression for J ij is given in Appendix A in second order perturbation theory in the Lamb-Dicke parameter η = k/ √ 2mω 0 1, where m is the ion mass, and k is the magnitude of the laser wavevector. Second, with the choice ∆ − ∆ = ω 0 two-photon processes involving absorption from an amber MS beam and a blue MS beam will be detuned by the COM frequency from two-photon resonance, i.e. be resonant with the motional sidebands ±ω 0 [c.f. Fig. 2(c) ]. These processes will change the phonon number by one, and by considering all possible processes contribute a term −ϑ i<j J ijσ x iσ x j ⊗P toĤ SM . Here ϑ −η 2/N , and J ij is identical to the couplings obtained above. We note that this term is of order η 3 (for details see Appendix A).
By considering a (small) imbalance of Rabi frequencies in MS laser configurations, we can create inĤ SM a transverse-field term −h jσ z j ⊗ I, and in addition a term +ϑh jσ z j ⊗P (see Appendices A and F). Thus, our laser configuration generatesĤ andĤ with the same Ising term but opposite transverse field ±h. To rectify the transverse-field mismatch, we can offset the detuning of the four lasers by a small amount ±∆ ( ) → ±∆ ( ) −2B.
We obtainĤ as in Eq. (3) and
The choice B = 2h thus allows us to tune to the QND sweetspotĤ =Ĥ as in Fig. 1 (e), while away from this point we obtainĤ =Ĥ as considered in Fig. 1(f) . Finally, the homodyne current (5) corresponding to a continuous measurement of the COM quadratureX, and thus of the HamiltonianĤ can be measured via homodyne detection of the scattered light from an ancillary ion driven by a laser on the red motional COM sideband [c.f. Fig. 2(a) and Appendix B].
IV. WORK DISTRIBUTIONS AND EIGENSTATE THERMALIZATION HYPOTHESIS
Implementation ofĤ SM with time-dependent systemmeter coupling ϑ(t) allows protocols where we switch between time-windows of unobserved quantum simulation, and measurement of energy, and thus preparation of energy eigenstates, which is verified by observing convergence of the filtered photocurrent. In addition, the Hamiltonians (3) and (6) can be made time-dependent, e.g. with a time-dependent magnetic field. This allows us to perform work on the system, and measure work distribution functions via measurement of energy [25] . Thus our setting provides an experimental framework to address fundamental problems of (non-equilibrium) statistical mechanics in analog quantum simulation. We outline this below for ETH [42, 43] and illustrate measurement of the quantum work distribution function [25] . ETH asserts that even single energy eigenstates | encode thermodynamic properties, which we typically associate with a microcanonical or canonical ensemble describing systems in thermodynamics equilibrium. This eigenstate thermalization concerns on the one hand expectation values of few-body observables, leading to the remarkable prediction that diagonal matrix elements |Ô| have to agree with the microcanonical average at energy E , |Ô| = O(E ) = tr(Ôρ mc E ). Herê ρ mc E is the microcanonical density operator as a mixture of energy eigenstates within a narrow range centered around E . On the other hand, ETH imposes constraints on dynamical properties for diagonal and offdiagonal matrix elements |Ô| ; e.g. two-time correlation functions and dynamical susceptibilities have to be related by the fluctuation-dissipation theorem [42] . To be more specific, ETH suggests a structure [44] 
R where diagonal and offdiagonal matrix elements are determined by the functions O(Ē) and fÔ(Ē, ω), respectively, which depend smoothly on their argumentsĒ = (E + E )/2 and ω = E − E . S(Ē) is the thermodynamic entropy at the mean energȳ E, and R is a random number with zero mean and unit variance. An experimental test of ETH, therefore, requires the ability to measure both diagonal and offdiagonal elements, something which is provided by our ion toolbox.
The transverse Ising model (3), as realized with ions, provides a rich testbed for ETH [45] . It features a quantum phase transition between para-and ferromagnetic phases for all values of α > 1. Furthermore, the ferromagnetic phase extends to finite energy densities above the ground state for 1 < α ≤ 2. For reference, the microcanonical phase diagram of this model is shown in Fig. 3 (a) for an experimentally accessible system size of N = 14 spins and α = 1.5. With the trappedion QND toolbox, microcanonical ensembles of variable width can be prepared in single experimental runs as illustrated above in Fig. 1 . In Fig. 3 (a), we show fluctuations of the order parameter, i.e., the magnetization m x = N −1 jσ x j . Non-vanishing fluctuations m 2 x = 0 serve as a proxy for the presence of order, which does not require introducing additional symmetry-breaking fields. Indeed, in the absence of symmetry-breaking fields, the expectation value of the order parameter vanishes in each microcanonical energy window. However, the transition is manifest in the distribution of the magnetization P (m x ), which is bimodal in the ferromagnetically ordered phase [see the inset in Fig. 3(a) ]. The bimodal distribution ofm x leads to non-vanishing fluctuations m 2 x = 0, while m 2 x ∼ 1/N vanishes in the thermodynamic limit in the paramagnetic phase. A trapped-ion quantum simulator provides the ability to perform single-site resolved read-out of spins, thus giving direct access to the distribution P (m x ) and, consequently, the fluctuations m 2 x . Due to the quasi-diagonal structure of |Ô| of ETHsatisfying observablesÔ (see above), the hypothesis is expected to hold for any power of such observables and, in The observation of the Ising transition in single eigenstates gives a qualitative indication of eigenstate thermalization in diagonal matrix elements.
To assess ETH quantitatively, we show that fluctuations of singleeigenstate expectation values |Ô| around the microcanonical average tr(Ôρ mc E ) are suppressed with increasing system size [42] . Suitable expectation values for this purpose are fluctuations of the magnetization, |m 2 x | , and the structure factor, S ≡ N |m 2 x | , which remain finite in the thermodynamic limit in the ordered and disordered phase, respectively. Using these quantities, numerical tests of ETH have been performed for the two-dimensional transverse Ising model with nearestneighbor interactions [46] , and in the one-dimensional model (3) [45] . In experiments with the trapped ion toolbox, the system size for which single eigenstates can be prepared is limited by the increasing measurement time which is required to resolve many-body energy level splittings. Since for experimentally relevant system sizes the number of states in the disordered phase exceeds the one in the ordered phase (see Fig. 3 ), the most promising prospect to test ETH quantitatively in experiments is to consider the structure factor S in the disordered phase. For this quantity, the suppression of eigenstate to eigenstate fluctuations is clearly demonstrated in Fig. 4 .
Off-diagonal matrix elements are encoded in the dynamics, e.g. in transition probabilities between energy eigenstates in response to a weak perturbation. Using the trapped-ion QND toolbox, these transition probabilities are accessible through the protocol, which is illustrated in Fig. 5 (a): The preparation (i) of an eigenstate ofĤ with energy E at a given value h of the transverse field is followed by a period (ii) of length ∆t of free evolution [ϑ = 0 in Eq. (2)] according to a perturbed Hamiltonian
Measuring off-diagonal matrix elements of a local observableV =hσ z j in the energy eigenbasis via the work probability distribution P (W ). (a) Protocol to measure the work distribution P (W ) as described in the text. (i) The system of N = 5 spins is prepared in an energy eigenstate | = 6 with energy E =6 . (ii) By applying the perturbationV at the middle spin (j = 3 andh = J) during a time J∆t = 0.5, the system is driven into a superposition of eigenstates | with probabilities P (t) (blue shading). (iii) A second measurement of energy collapses the state of the system continuously to a final state | . An exemplary trajectory is shown in dark red. Repeating steps (i), (ii), and (iii) produces a sample of trajectories (light red), which gives access to the full distribution P (W ) of work
For weak perturbations, the work distribution is determined by off-diagonal matrix elements |V | of the perturbation. The corresponding approximation to P(W ) is indicated by black dots.
H =Ĥ +V ; this is followed by another measurement (iii) ofĤ which yields a value E . The measurement outcomes determine the work W = E − E performed on the system by the perturbationV . To the lowest order in the perturbation, the work distribution is determined by off-diagonal matrix elements |V | in the energy eigenbasis,
, we find good agreement between the exact work distribution and the lowest-order approximation as illustrated in Fig. 5(b) .
V. OUTLOOK
We have developed a QND toolbox in analog quantum simulation realising single-shot measurement of the energy of an isolated quantum many-body system, as a key element towards experimental studies in non-equilibrium quantum statistical mechanics. This comprises ETH and quantum thermodynamics, including quantum work distribution and Jarzynski and Crooks fluctuations relations [25] in quantum many-body systems. The present work outlines an ion-trap implementation with COM phonons as meter. However, the concepts and techniques carry over to other platforms including CQED with atoms [47] and superconducting qubits [48] , where the role of the meter can be represented by cavity photons read with homodyne detection, and Rydberg tweezer arrays [8] [9] [10] [11] [12] by coupling to a small atomic ensemble encoding the continuous meter variables [49] , respectively. Finally, while the present work considers QND measurement of the total HamiltonianĤ of an isolated system, our approach generalizes to measuring HamiltoniansĤ A of subsystems, as is of interested in quantum transport of energy, or energy exchange in coupling the many-body system of interest to a bath. and M. Srednicki for valuable comments. Work supported by EU Quantum Flagship Project PASQuansS and ERC Synergy Grant UQUAM. DY acknowledges the financial support by Industriellenvereinigung Tirol. PZ thanks KITP for hospitality as member of the QSIM19 program, and support through Grant NSF PHY-1748958. The stochastic master equation is solved using the open-source QUTIP package [50] . We use QUSPIN for the exact diagonalization of the Ising model [51] . For the quantum Monte-Carlo simulations we use the ALPS code [52] .
Appendix A: System-meter coupling Hamiltonian
We choose for the four lasers in our double MS configuration the detuning and the Rabi frequency as (∆, Ω), (−∆, Ω + δΩ), (∆ , Ω), (−∆ , Ω + δΩ), where δΩ ∝ η 2 Ω is a small imbalance we use to generate the transverse field term in the spin model. We are interested in the regime of sufficiently large detunings compared to the Rabi frequency Ω, such that single lasers only virtually excite the ions and the phonon modes, Ω ∆ ( ) , η q Ω |∆ ( ) − ω q |, where ω q is the oscillation frequency of the q-th phonon mode and η q ≡ η ω 0 /ω q . On large timescales t 1/∆ ( ) , 1/ω 0 , we obtain an effective HamiltonianĤ SM describing the coupled dynamics of the system and the meter, i.e., the spins and the COM phonon mode, by performing the Magnus expansion [53] to the time evolution operator in the interaction picture (details see Appendix F). We further expandĤ SM in terms of η. In second order in η we recover the transverse field Ising Hamiltonian [30, 32] , H 
(A1) include contributions from the two MS configurations independently with M iq denoting the distribution matrix element of the q-th phonon mode. The transverse field strength is h = ΩδΩ (1/∆ + 1/∆ ) /2.
Crucially, under the condition ∆ − ∆ = ω 0 , the crosstalk between the two MS configurations leads to an extra resonant processes as exemplified by Fig. 2 (c). These are described by expanding the effective HamiltonianĤ SM to third order in η (see Appendix F),Ĥ
1/ √ N is the (equal) distribution matrix element of the COM mode. CombiningĤ (2) SM and H (3) SM gives the desired system-meter Hamiltonian (2). The transverse field inĤ
SM can be independently tuned with the method discussed in the main text. Higher order terms beyondĤ (3) SM have negligible effects, for details see Appendix F.
Our double MS configuration can be implemented with both axial and transverse phonon modes. Experimental considerations and scalability are discussed in the Appendix F.
Appendix B: Continuous readout ofX
We assume that in Fig. 2 the ancillary ion does not see the four MS lasers (amber and blue) and, similarly, the system ions do not couple to the read-out laser (red), i.e we assume single-ion addressability [54] or with mixedspecies [5] . The read-out laser is tuned in resonance with the red sideband of the COM mode, ∆ e = ω 0 , under the resolved-sideband condition ω 0 Γ e , Ω 0 , where Γ e is the spontaneous emission rate of the cooling transition |e → |g while Ω 0 and ∆ e are the Rabi frequency and the detuning of the cooling laser respectively. In this regime, the emitted electric field is proportional to â 0 withâ 0 the annihilation operator of the COM mode (see Appendix F). Homodyne detection then directly reveals the quadrature of the COM phonon (the meter). The homodyne current can be written as (see Appendix F)
where is the photon detection efficiency, γ s k 2 0 Ω 2 0 /(2Γ e N m 0 ω 0 ) is the measurement rate with k 0 the cooling laser wavevector and m 0 the ancillary ion mass, and we have chosen the homodyne phase to maximize the homodyne current (see Appendix F). Correspondingly, the evolution of the conditional state ρ SM c (t) of spin system plus the meter is described by a SME
Eliminating the meter under the condition γ s |ϑJ|, we realize continuous QND readout of the spin Hamiltonian as described by Eqs. (4) and (5) with γ = 2(ϑJ) 2 /γ s . We further emphasize that the readout laser, which is tuned to the red sideband, also acts as cooling of the COM mode. Furthermore, the readout signal can be enhanced with several ancilla ions.
Appendix C: Energy measurement resolution
Here we estimate the Signal-to-Noise Ratio (SNR) which allows us to distinguish two adjacent energy levels separated by ∆E. The difference of photocurrents (5) corresponding to the two energy levels integrated over time τ reads
Considering the shot noises W 1,2 (t) of two measurements as uncorrelated and using the Wiener increment property dW The transverse field Ising model (3) is invariant under the reflection and spin inversion symmetry transformations. We now provide an operational definition of these symmetries and the corresponding symmetry sectors.
Consider a product state vector in the σ x basis |φ = |s Analogously, the spin inversion operator can be defined as P |s The Hamiltonian can be independently diagonalized in each of the subspaces corresponding to eigenvalues of the R and P operators. The ground state of the Ising model with J, h > 0 belongs to the {+1, +1} symmetry sector. For the test of ETH in Fig. 3 we consider the symmetry sector with eigenvalues of R and P given by {+1, −1}, respectively. The subspace can be reached from the {+1, +1} sector by flipping odd number of spins (along the σ z direction) in the limit of strong transverse field.
Appendix E: Interaction renormalization
In numerical simulations in Fig. 3 we renormalize the interaction strength coefficient J such that the average interaction strength matches its value in thermodynamic limit. More precisely, for the N -spin Ising model (3) we rescale
The results are then expressed in units of J 14 .
Appendix F: Details on the implementation with trapped ions
In the main text we have outlined the implementation of our QND measurement scheme in a trapped-ion quantum simulator. In this section we elaborate on the detailed derivations behind the short presentation in the main text, and discuss the experimental feasibility of the proposed scheme. The section is structured as follows.
In Sec. F 1 we discuss the double Mølmer-Sørensen (MS) laser configuration (see Fig. 2 of the main text) , which realizes the system-meter coupling Hamiltonian H SM , see also Eq. (2) of the main text (we set = 1 hereafter)Ĥ
By adjusting the transverse field strength B, we are able to tune the measurement from QND (B = 2h) to imperfect QND (B 2h) which supports the observation of quantum jumps.
In Sec. F 2 we describe the continuous readout of the spin HamiltonianĤ, achieved by sideband laser cooling of the motion of an ancilla ion at the edge of the ion chain and homodyne detection of its fluorescence, as schematically shown in Fig. 2(a) of the main text. We will derive the resulting dynamics of the spin system as described by the stochastic master equation (SME)
where γ is an effective measurement rate, and overall detection efficiency and dW (t) the white noise Wiener increment. The corresponding homodyne current reads
with ξ(t) the white shot noise satisfying dW (t) = ξ(t)dt. We conclude Sec. F 2 with a brief discussion on the filtering of the homodyne current. In Sec. F 3 we discuss some experimental considerations on the proposed trapped-ion implementation, including the analysis of its scalability, and the discussion of its robustness against major experimental imperfections. Sec. F 3 also provides typical numbers for a proofof-principle experiment.
We comment that our QND measurement scheme can be implemented with either axial or transverse phonon modes of the ion string. For concreteness, in Secs. F 1 and F 2 we will derive the equations by assuming axial phonon modes are exploited. These derivations essentially also apply to the implementation with transverse phonons. In Sec. F 3, we will discuss the features and experimental requirements of both implementation.
Double Mølmer-Sørensen configuration
In this section we provide a laser configuration which generates the unitary evolution of the ions according tô H SM Eq. (F1). We also derive the higher-order corrections toĤ SM and show that they are indeed negligible under typical experimental conditions.
a. Light-ion coupling
We consider N ions trapped in a linear Paul trap. The internal structure of each ion is assumed to be a two level system (TLS), consisting of two qubit states |↓ and |↑ . The transition |↓ → |↑ is driven by two pairs of laser beams, such that each pair realizes a Mølmer-Sørensen (MS) configuration, as shown schematically in Fig. 2 of the main text. The first pair, shown as the amber beams, are detuned by ±∆ from the qubit transition frequency ω ↑↓ ≡ E ↑ − E ↓ respectively, and have wave vector projection ±k along the ion chain (the z axis). The second pair of MS lasers includes laser beam 3 and 4. They are detuned by ±∆ from ω ↑↓ , and have wave vector ∓k along the ion chain. In the frame rotating at ω ↑↓ , the full Hamiltonian of the internal and motional degrees of freedom (DOFs) of the ion chain readŝ
HereĤ 0 is the Hamiltonian of the external motion of the ions, and can be expressed in terms of the collective phonon modesĤ
where the modes are ordered according to their energy (i.e., ω q < ω q+1 with q = 0 being the axial COM mode), and ω q andâ q respectively denote the frequency and the annihilation operator of mode q. The interaction between the ions and the lasers is described by the Hamiltonian 
Here Ω m (m ∈ [1, 4]) denotes the Rabi frequency of the m-th laser, which is assumed to be real and positive for concreteness. For the j-th ion,σ + j ≡ |↑ j ↓| is its internal raising operator, and ζ m j is the phase of laser m at its equilibrium position. The operatorẐ j describes its (small-amplitude) displacement along the z direction from the equilibrium position, and can be expressed in terms of the phonon operators asẐ j = q η q M jqẑq ≡ q η q M jq â q +â † q , where the Lamb-Dicke (LD) parameters are defined as η q = η ω 0 /ω q , η = k/ √ 2mω 0 and M jq is the distribution matrix element of mode q.
Hereafter we will consider the Rabi frequencies of the four laser beams being approximately equal up to a small offset,
As will be detailed in Sec. 
[55] and the discussion below). In our double MS configuration, however, an additional term describing the QND coupling between the Ising spin Hamiltonian and the COM phonon mode is generated [see the second term of Eq. (F1) ]. This is achieved by tuning ∆ = ∆ + ω 0 , i.e., by choosing the beating between the two pairs of MS lasers to match the COM phonon excitation frequency. It leads to a resonant crosstalk between the two MS configuration, thus resulting in the desired QND coupling term.
In the following we derive Eq. (F1) via Magnus expansion of the time evolution of the ion chain in the interaction picture.
b. Magnus expansion: effective Hamiltonian
Performing the gauge transformationσ where the time-dependent position operator can be expressed in terms of the phonon modes as kẐ j (t) = q η q M jqẑq (t) withẑ q (t) ≡â q exp(−iω q t) + h.c., and the relative laser phases are denoted as θ = ζ
, and ϕ j = ζ 3 j − ζ 4 j /2. We note that the phase θ is independent of the ion index n in our laser configuration.
We consider the regime where the MS lasers drive the phonon sidebands off-resonantly, ∆ ( ) Ω, |∆ ( ) − ω q | η q Ω. The evolution operator corresponding to Eq. (F10) can be formally written as a Magnus series, i.e.,
In the considered parameter regime we can truncate the expansion to the lowest two orders,Ĝ (t) ≈Ĝ 1 (t) + G 2 (t), and define an effective HamiltonianĤ eff ≡ lim t→∞Ĝ (t) /t describes the slow dynamics of the ion chain on a time scale much longer than the phononic oscillation period 1/ω 0 [55] . The lowest two terms of the Magnus series are given bŷ
In the next section we deriveĤ eff via explicit calculation of Eq. (F12). In such a calculation we will further perturbatively expandV I in terms of the small LambDicke parameters η q 1. This allows us to construct H eff order by order as a systematic expansion in η q .
c. Expansion with respect to the Lamb-Dicke parameter
We now construct the effective HamiltonianĤ eff as an expansion with respect to the Lamb-Dicke parameter,
. In order to do that, we first expand the interaction Hamiltonian Eq. (F10) aŝ
To simplify the analysis, hereafter we will consider θ = 0, and choose ϕ j+1 − ϕ j = 2πs, ϕ j+1 − ϕ j = −2πs with s ∈ Z. Experiment this can be achieved, e.g., by using the central part of an ion chain in a standard Paul trap with nearly equal spacing d (or alternatively by using ions in equal-distance ion traps [56] [57] [58] [59] ) and by choosing appropriate wavevector k of the MS beams such that kd = 2πs. We note, for the implementation using transverse phonon modes, this condition is automatically satisfied, with s = 0. Substituting the expression Eq. (F13) into Eq. (F12) and taking into account the condition |∆| Ω, |∆ − ω q | η q Ω, we immediately see thatĜ 1 (t) does not contribute toĤ eff . Indeed,Ĝ 1 (t) describes small-amplitude fast oscillations at frequency ∼ ∆ which averages to zero in the long time regime we are interested in. Below we derive the remaining contribution fromĜ 2 (t) as an expansion in the Lamb-Dicke parameter. In this derivation, we will implicitly assume the small offset of the Rabi frequency [see Eq. 
It provides the transverse field term of the quantum Ising Hamiltonian, with the transverse field strength given by
Similarly, the first order expansionĤ (1) eff is given bŷ
whereP ≡ i(â 0 e iϕ −â † 0 e −iϕ )/ √ 2 is a quadrature operator of the COM phonon mode, with ϕ ≡ ϕ j − ϕ j an angle dependent on the laser phases, and ϑ = −η 0 √ 2M i0 −η 0 2/N the dimensionless coupling strength. In the following, we will absorb the phase ϕ into the definition
Ising terms. The second order expansion ofĤ eff can be analogously constructed,
In this derivation we have dropped terms ∼ η 2 q δΩ under our assumption δΩ/Ω ∝ η 2 q . We will discuss the effect of these higher-order terms in Sec. F 1 e. Equation (F17) describes the Ising-type spin-spin coupling with the coupling strength
which includes two independent contributions from the two MS laser configuration. Neglecting the boundary effects, the coupling strength has the characteristic form J ij J/|i − j| α , with J = J i,i+1 and α ∈ [0, 3]. Finally, the third order expansion ofĤ eff can be calculated in a analogous (though lengthy) waŷ
Here, the spin-spin interaction strength J ij is defined in Eq. (F18), and ϑ andP are defined below Eq. (F16). E ≡ j J jj /2 is a constant driving field for the COM quadrature, which we will neglect in the following as it just leads to a constant component in the measured signal. Equation (F19) results from a resonant cross-talk between the two MS laser configuration under the condition ∆ = ∆ + ω z , and describes the QND coupling between the spin Hamiltonian and the quadrature of the COM phonon mode.
In deriving Eq. (F19), an important assumption we made is that there is no other resonance processes which is third order in the Lamb-Dicke parameter. This is guaranteed by the condition
While for implementation with axial phonon modes this condition is well satisfied when increasing ion number, the phonon spectrum does get denser for increasing number of ions. Thus the validity of condition (F20) sets a limit on the scalability of the proposed scheme when exploiting transverse phonon modes. This will be analyzed in detail in Sec. 
Here we describe a method to further tune the transverse field inĤ andĤ [cf. Eq. (F21)] independently, thus allowing to reach the QND sweetspotĤ =Ĥ . To this end, we consider the same laser configuration as in Sec. F 1 a, nevertheless the detunings of the MS lasers are now respectively modified to B ± ∆, B ± ∆ , with B ∼ J ∆, ∆ . In the frame rotating at frequency ω ↑↓ + B, we get an additional term B N j=1σ z j in the Hamiltonian of the laser-driven ion chainĤ full [cf. Eq. (F6) ]. Repeating the same derivation as described in Subsecs. F 1 a and F 1 c, we recover exactly the sameĤ that is coupled to the meter DOFs, while H is modified as
By choosing B = 2h we realize the QND conditionĤ = H, while offsetting B slightly from 2h allows us to observe quantum jumps between different eigenstates ofĤ.
e. Higher-order corrections
To complete our discussion on the double MS scheme, in this section we derive the corrections to the QND Hamiltonian Eq. (F1) resulting from higher-order terms in the Lamb-Dicke expansion. We will show that these terms do not change the QND character of the proposed measurement scheme.
By straight forward calculation, we find the fourth order expansion of the effective Hamiltonian can be written asĤ
with the spin-spin coupling
In the derivation of Eq. (F22), we have dropped terms proportional to the phonon-occupation under the assumption â † qâq
1.
BesidesĤ (4) eff , another correction to the QND Hamiltonian that is fourth order in η comes from the term ∼ η 2 q δΩ ∝ η 4 q which we have dropped in Eq. (F17). Via straightforward calculation we find this term can be written as a transverse field Ising Hamiltonian with sitedependent transverse field,
with the coefficients
Importantly, the corrections to the QND Hamiltonian up to fourth order in the Lamb-Dicke parameter, Eq. (F22) and (F23), only involve spin DOFs and do not involve phonon DOFs. Thus, they only slightly renormalize the coefficients ofĤ [cf. Eq. (F21)], introducing tiny mismatch betweenĤ andĤ. As described in the main text, these mismatch only introduce rare quantum jumps between energy eigenstates [cf. Fig. 1(3) of the main text], whereas the QND character of the measurement is maintained.
Continuous readout of the spin Hamiltonian
With the implementation of the system-meter coupling Hamiltonian Eq. (F1) at hand, in this section we present the detailed discussion on the readout of the transverse Ising Hamiltonian via continuous monitoring the centerof-mass phonon quadratureX, extending the short description presented in Appendix section of the main text.
The experimental setup we have in mind is shown schematically in Fig. 2 of the main text. Here, aside from the ions j ∈ [1, N ] which generates the QND Hamiltonian Eq. (F1), an ancilla ion j = 0 is trapped at the edge of the ion chain and is subjected to sideband resolved laser cooling. The fluorescence emitted by the ancilla ion is collected by a lens setup and is continuously detected by a homodyne apparatus. We assume the MS lasers doesn't interact with the ancilla ion, nor does the cooling laser impact the ions j ∈ [1, N ]. As such, the ancilla ion participates in the collective vibrations of the ion chain and serves as a 'transducer' to couple light and phonons, thus allowing for monitoring the latter.
In the following, we introduce the quantum optical model for our considered setup in Sec. F 2 a, using the language of a quantum stochastic Schrödinger equation (QSSE) (see, e.g., Chap. 9 in Ref. [60] for an introduction). Based on it, in Sec. F 2 b we derive a QSSE describing the coupling between the phonons and light by adiabatically eliminating the internal DOFs of the ancilla ion. Finally, in Sec. F 2 c we derive the stochastic master equation for continuous homodyne detection of the spontaneously emitted light and arrive at Eqs. (F4) and (F5).
a. Quantum stochastic Schrödinger equation
To be specific, we consider a standing-wave cooling configuration, i.e., the ancilla ion locates at the node of the standing wave [61] . In the frame rotating with the frequency of the cooling laser ω L , the internal dynamics of the auxiliary ion is described bŷ
Here, |g (|e ) is the ground(excited) level of the cooling transition respectively and ∆ e = ω L − ω eg is the frequency detuning between the cooling laser and the |g → |e transition. We assume the cooling laser is along the z axis, with wavevector k 0 and Rabi frequency Ω 0 . The operatorẐ 0 describes the (small-amplitude) displacement of the ancilla ion around its equilibrium position, and is related to the collective phonon modes of the ion chain byẐ 0 = q M 0q (â q +â † q )/ 2m 0 ω q with m 0 the mass of the ancilla ion.
Besides the internal structure of the ancilla ion, the rest DOFs of our model includes the internal pseudospins of ion j ∈ [1, N ] and the N + 1 axial phonon modes. For convenience, we define the Hamiltonian for the spinphonon systemĤ
i.e., as the sum of the QND Hamiltonian Eq. (F1) and the free Hamiltonian of all the phonon modes. The time evolution of the total system is described by the (Itô) QSSE [60] for the ions and the external electromagnetic field (bath DOFs),
In Eq. (F27), the first line includes the spin-phonon HamiltonianĤ sys , the internal Hamiltonian of the ancilla ionĤ TLS , and the spontaneous decay of the ancilla ion at a rate Γ e . The second line describes spontaneous emission of the ancilla ion into the 3D electromagnetic modes. Here, the function N (u) reflects the dipole emission pattern of the cooling transition, which, for the 1D ionic motion considered here, depends on a single variable u ≡ cos ν ∈ [−1, 1] with ν the angle between the wavevector of the emitted photon and the z axis. The spontaneous emission is accompanied by the momentum recoil described by the operator e −ik0uẐ0 , with k 0 the wavevector of the emitted photon (approximately the same as the wavevector of the cooling laser). To account for the relevant electromagnetic modes in the emission direction u, quantum optics introduces the corresponding bosonic noise operatorsb u (t) andb (F28)
We note, apart from the explicit ion-bath coupling in the second line of Eq. (F27), the inclusion of the 3D electromagnetic field bath also introduces a decay term −iΓ e |e e|/2 in the first line of Eq. (F27). Mathematically, this non-Hermitian term appears as an "Itô correction" when applying the Itô stochastic calculus to describe physical systems [60] .
Based on Eq. (F27), in the next section we derive a QSSE describing the coupling between the phonon modes and the electromagnetic field bath by adiabatically eliminating the internal dynamics of the ancilla ion.
b. Adiabatic elimination of the internal dynamics of the ancilla ion
We consider the following parameter regime. (i) The ancilla ion is weakly excited by the cooling laser, η 0 q Ω 0 Γ e , where η 0 q ≡ k 0 / 2m 0 ω q is the Lamb-Dicke parameter corresponding to the cooling laser. (ii) The QND interaction is much weaker than the spontaneous emission strength of the ancilla ion, |Ĥ SM | Γ e . (iii) The sideband resolved regime ω q Γ e . Condition (i) and (ii) guarantees that the internal dynamics of the ancilla ion is much faster than the dynamics of the rest of the system, allowing us to adiabatically eliminate the internal dynamics of the ancilla ion. Condition (iii) enables us to selectively enhance the center-of-mass phonon contribution in the detected photon current (see detailed discussion in Sec. F 2 c).
To perform the adiabatic elimination, we formally decompose the state of the total system [see Eq. (F27)] into two components, |Ψ = |ψ e |e + |ψ g |g , with |ψ e(g) ≡ e(g)|Ψ . By the expansion up to second order in the small Lamb-Dicke parameter η 0 q , Eq. (F27) Under conditions (i) and (ii) introduced in the beginning of this section, Eq. (F29) can be solved adiabatically
Plugging the solution into Eq. (F30), we arrive at a QSSE which describes the slow dynamics of the system assuming the ancilla ion staying in its internal stationary (ground) state,
where dt 1/Γ e is the coarse-grained time increment and dB † (u, t) is the corresponding coarse-grained quantum noise increment.ω q ≡ ω q + δω q is the renormalized frequency of the q-th phonon mode, with
Under the weak driving condition we have δω q ω q . In the following we will neglect such a tiny frequency shift and approximateω q = ω q . The damping rates A ± q for the q-th phonon mode are defined as
The operatorĴ is a collective quantum jump operator including all phonon modes,
The QSSE (F31) describes the coupling between the phonon DOFs and the external electromagnetic field bath. This allows us to read out the COM quadratureX via homodyne detection of the external bath, as detailed in the next section.
c. Homodyne detection of the fluorescence
We consider continuous homodyne detection of the laser cooling fluorescence, as shown schematically in Fig. 1 of the main text. In such a measurement, the fluorescence photons are collected by linear optical elements, e.g., by a lens setup, and are then mixed with a reference laser at a beam splitter. Photon counting of the mixed beam then allows for the measurement of the phase information of the fluorescence photons.
We assume the lens system covers a solid angle Ω, and define
as the fraction of photons collected by the lens setup. The corresponding quantum noise increment is
The homodyne measurement corresponds to making a measurement of the following quadrature operator [60, 62] dQ(t) = dB(t)e −iφ + dB
with φ the phase of the local oscillator. The measurement will project the state of the bath onto an eigenstate of dQ(t) corresponding to the eigenvalue dq(t), which defines the homodyne current via dq(t) ≡ I(t)dt. It can be shown [60, 62] that the measurement outcome dq(t) obeys a normal distribution centered at the mean value of the quantum jump operatorĴ , i.e.,
where dW (t) is a random Wiener increment, which is related to the shot noise by dW (t) = ξ(t)dt. The expectation value . . . c = Tr(. . . µ c ) is taken with a conditional density matrix µ c of the spin-phonon system. The evolution of ρ c is given by a SME derived from Eq. (F31) by projecting out the bath DOFs following the standard procedure [60, 62] , The homodyne current Eq. (F5) is noisy, as it contains the (white) shot noise ξ(t) inherited from the vacuum fluctuation of the electromagnetic field environment. To suppress the noise, we filter the homodyne current with a suitable linear lowpass filter
where h τ (t) is the filter function with a frequency bandwidth ∼ 1/τ , and I(t) is the filtered homodyne current.
The filter attenuates the component of the shot noise with frequency higher than 1/τ thus allowing us to extract out the signal we are interested in. We adopt two filters in the main text. The first one is a simple cumulative time-average, I(τ ) = (2N √ γ τ )
. This allows us to attenuate the shot noise as much as possible, and is especially suitable for QND measurement (cf. Fig. 1e of the main text). In contrast, for imperfect QND measurement we are interested in resolving the quantum jumps between different energy eigenstates as a competition between coherent evolution and measurement backaction.
To achieve this, we filter the homodyne current via
dt e −t /τ I(t − t ) and call I τ (t) the window-filtered homodyne current. The time window τ is chosen to ensure 1/γ τ T dwell with γ the measurement rate and T dwell the typical time that the system dwells in particular eigenstates. This allows us to attenuate the shot noise as much as possible while still being able to resolve the quantum jumps.
Experimental feasibility
Having discussed our QND measurement scheme of the transverse-field Ising model in trapped-ion setups, in this section we show that state-of-the-art trapped-ion experiments provide all ingredients for its implementation. First, in Sec. F 3 a, we summarize the experimental requirements of our scheme and discuss their feasibility under experimental imperfections. We then discuss some practical considerations on the implementation of our scheme with axial and transverse phonon modes in Sec. F 3 b and Sec. F 3 c respectively. Finally, in Sec. F 3 d we present experimental parameters for a proof-of-principle realization of our scheme with axial phonon modes.
a. Experimental requirements and practical imperfections
In the implementation of homodyne detection of the spin system, we have assumed that the MS lasers does not interact with the ancilla ion, nor does the cooling laser impact the ions j ∈ [1, N ]. This can be achieved by individual addressing of each ion in realizing the MS configuration. Alternatively, this can be achieved, by global MS lasers and by choosing the extra ion from a different ion species [5, 63] , thus it is decoupled from the MS lasers due to its different internal electronic structure. We note, however, an ancilla ion with a different mass will change the equal-distribution character of the COM mode. This has to be rectified in order to perform our QND measurement scheme, e.g., via local adjustment of the trapping potential of the ancilla ion using optical potential [64] .
Realistic trapped-ion systems have multiple sources of decoherence. One major detriment is the phonon heating due to the electromagnetic field noise. Operating at cryogenic temperature can reduce phonon heating significantly. For example, the phonon heating rate for axial phonons at ω z 2π × 2.3MHz can be reduced as low as 70/s for ion-spacing d ∼ 30µm in the cryogenic surface traps in the NIST group [65] . Even lower phonon heating rates are being actively pursued [66] . Another important decoherence source is fluctuations of the global magnetic field defining the quantization axis, which results in dephasing of the internal spins of the ions. Encoding the spin in ionic internal states first-order insensitive to magnetic field fluctuations greatly suppresses the dephasing rate (typically below 1/s) [67] . These decoherence rates are far smaller than the measurement rate of our proposed QND measurement (typical numbers are presented in Sec. F 3 d). Thus, our QND measurement scheme is robust under realistic imperfections.
The effectiveness of our QND measurement scheme depends on the collection efficiency of the photons scattered by the ancilla ion. Collection efficiency around 15% is experimentally feasible for a single trapped ion [68] , and we expect similar collection efficiency can be reached in our proposed setup. Even larger photon collection rate can be achieved by coupling the ancilla ion to optical cavities [69] or by simultaneous detection of the fluorescence of several ancilla ions.
b. Implementation with axial phonon modes
The spectrum of axial phonon modes of an ion string in a linear Paul trap is extensive, i.e., it broadens with increasing number of ions N . To implement the long range Ising model with adjustable power-law decaying interaction strength J ij J/|i − j| α , the detunings ∆(∆ ) of the double MS configuration should also increase with the number of ions. Thus, to keep the spin-spin coupling
finite, the power of the MS laser beams also goes up with increasing N . The achievable laser power in the laboratory thus puts a practical limitation on the scalability of the implementation wit axial phonon modes.
On the other hand, the implementation with axial phonon modes benefits a relative large system-meter couplingĤ SM as a result of the large Lamb-Dicke parameter η associated with axial phonon modes (we note that in H SM , ϑ ∝ η). from the effective measurement rate with the relatively large Lamb-Dicke parameter. Thus, the implementation with axial phonon modes best serves as a small-scale proof-of-principle demonstration of the our proposed QND measurement scheme. We will provide the typical experimental parameters for it in Sec. F 3 d.
c. Implementation with transverse phonon modes
In contrast to the axial phonon modes, the transverse phonon modes in a linear Paul trap have a dense spectrum of width ∝ ω 2 z /ω x , almost independent of the ion number N , where ω z(x) is the trapping frequency along the axial(transverse) direction respectively. As a result, the long range Ising model can be implemented by a double MS configuration with fixed detunings ∆ ( ) and Rabi frequency Ω, for increasing number of ions. This leads to better scalability regarding the laser power, compared to the implementation with axial phonon modes.
The scalability in this case is limited by the condition Eq. (F20) [note that for the transverse phonon case under consideration, ω q in Eq. (F20) represents transverse phonon frequencies, while ω z in Eq. (F20) should be replaced by ω x ], since longer ion chain will leads to denser phonon spectrum which eventually violates Eq. (F20). To derive an upper limit of the ion number N , we note that the validity of Eq. (F20) requires ω 2 z /ω x η 3 Ω. On the other hand, to prevent zig-zag transition we require ω x /ω z ≥ 0.73N 0.86 [70] . Combining these two conditions we find N [ω z /(η 3 Ω)] 1. 16 . The latter quantity typically exceeds 10 3 in experiments, thus the implementation with transverse phonon modes allows for scaling up to a few hundreds of ions.
d. Parameters for a proof-of-principle experiment
Here we provide experimental parameters for a proof-of-principle experiment of our QND measurement scheme. To be concrete, we consider N = 5 9 Be + ions in a Paul trap [71] , and use the axial COM phonon mode as the meter. The internal spin of a 9 Be + ion consists of two hyperfine states driven by a Raman transition involving two 313nm single-photon transitions, of which the recoil energy is E r = 2π × 226.5kHz. We choose the axial trapping frequency ω z = 2π × 3MHz, leading to a moderate Lamb-Dicke parameter η E r /ω z 0.27. We choose ∆ = 3ω q=4 and Ω = 0.15∆ to stay in the off-resonance regime. The resulting spin-spin coupling strength J 2π × 5kHz and ϑ −0.17. We choose the laser cooling rate of the ancilla ion γ s = 2π × 5kHz. Consequently, the effective measurement rate is γ 2π × 290Hz. Assuming a photon collection efficiency = 0.15, our QND measurement has a resulting characteristic time scale 1/ γ 3.7ms [cf. Fig. 1 (c-d) of the main text] much shorter than the typical single qubit dephasing time ∼ 1s [71] . Specifically, an averaging time τ = 10/ γ achieves an energy resolution (see Appendix C) ∆E/J ∼ 0.22, smaller than the minimal energy gap in this five-spin Ising model. This enables the preparation of single eigenstates via QND measurement, which suffices to exhibit the basic features related to ETH, e.g., phase transition in single eigenstates as well as the off-diagonal matrix elements of local perturbations, cf. Fig. 3 (c-d) and Fig. 4 . This also allows for the observation of quantum jumps between different eigenstates in the imperfect QND regime.
In this section we verify the adiabatic elimination procedure described above. To this end, we perform numerical simulation of the periodically driven system of N = 3 ions interacting via 3 phonon modes according to the full HamiltonianĤ full (t) given by Eq. (F6). We choose commensurable detunings ∆ = −7ω 0 , ∆ = −6ω 0 , such that the overall dynamics is periodic with frequency ω 0 . Next, the operator of unitary evolution U (t) = T exp −i t 0 dt 1Ĥfull (t 1 ) is numerically evaluated for one period of the oscillation. The logarithm of eigenvalues ofÛ (2π/ω 0 ) provides E Floquet the quasi spectrum of the effective Hamiltonian.
In Fig. 6(a) we compare the Floquet quasi spectrum E Floquet (blue dotted lines) with the spectrum E Ising of the effective Ising Hamiltonian (F3) with adjusted transverse field B = 2h (dashed lines) for various values of the Rabi frequency mismatch δΩ expressed as a transverse field h via Eq. (F15). The figure clearly indicates that the exact eigenvalues E Floquet are well represented by the effective Ising model.
Next, we study the coupling of the Ising Hamiltonian to the COM phonon mode. Here we consider the nonhermitian Hamiltonian of the full system (ions+phonons) H full (t)−i good estimate of the T c . The corresponding critical energy density ε ≡ Tr Ĥρ th (T c ) /N J can be easily determined from energy-temperature conversion curve is shown in Fig. 7 (b) .
We also study the Ising model with α = 3 shown in Fig. 7(c-d) . The Binder cumulant curves show no crossing at finite temperature indicating the absence of thermal phase transitions as it should be in case of shortrange interactions α > 2 [73] . Below we study if the same thermodynamic properties are exhibited by the individual eigenstates as can be expected if the ETH holds in this regime.
Case of short-range interactions
We now study the phase transition for the case α = 3 in the microcanonical ensemble and on the level of individual eigenstates. The phase diagram in the microcanonical ensemble is shown in Fig. 8 . It is clearly visible that contrary to the long-range Ising model, the ordering remains only in the vicinity of ≈ 0 . This is also reflected by the order parameter probability distribution P (m x ) for the individual eigenstates shown in inset of Fig. 8 , which shows bimodal behavior only for the ground state. We note that this observation is compatible with the eigenstate thermalization hypothesis.
