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From an engineering perspective, the recent emergence of electric vehicles (EV) is demand-
ing a redesign of the powertrain control in order to better accommodate a new actuator:
the electric motor (EM). Besides the advantages offered by regenerative braking, the high
energy and power densities of the EM enables the development of multi-motor configura-
tions, where each vehicle wheel is driven by independent EM, e.g., with in-wheel motors
(IWM). This configuration represents a very attractive prospect, mainly due to the torque
vectoring capabilities, independent wheel torque control, and the elimination of some
mechanical components. However, this distributed propulsion also poses some practical
challenges, owing to the constraints arising from motor installation in a confined space,
to the increased unsprung mass weight and to the integration of the electric motor with
the friction brakes. This last issue represents the starting point for this work which in
particular focuses on the integration of the IWM within the EV safety and motion control
systems.
Since the majority of today’s driving aid systems, such as the anti-lock braking system
(ABS), are designed around a frictional brake actuator, the simplest approach is to disable
the IWM whenever these systems become active, and employ only the mechanical brake
actuator during emergency situations. However, this approach does not exploit the full
potential of the two braking devices and ignores, for example, the benefits of the high
bandwidth of IWM, a useful property to quickly stabilize the wheel slip in limit adhesion
conditions. Motivated by this problem, a new braking control system for EVs propelled
by IWMs was developed. Firstly, as this is a redundant control problem, we elected a
control allocation technique to determine the optimal split between electric and friction
brake torque, taking into account the energy performance metrics, actuator constraints
and different bandwidths. Secondly, to maximize the generation of the longitudinal force
of the tyre, the EV braking system is endowed with a wheel-slip-based ABS. In order to
deal with the model uncertainty, e.g., tyre-road friction, that affects the wheel slip regu-
lation, two control approaches are derived: i) the first assumes that the tyre-road friction
can be approximated with a linear parameterization, and deals with this uncertainty via
adaptive methods; ii) the second uses sliding mode control to deal with parametric and
nonparametric uncertainties, and features a chattering-free operation thanks to a con-
ditional integrator technique. Finally, a peak friction estimator is also incorporated in
the braking system, which enables the generation of the slip setpoint for the wheel slip
controllers. With the intent to facilitate the real-time identification of the peak friction,
the nonlinear Burckhardt model is approximated by a linear parameterization and esti-
mated through the constrained recursive least squares method. The effectiveness of all the
aforementioned algorithms was demonstrated through tests carried out in the high-fidelity
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CarSim simulator, while the friction estimator and the sliding-mode (wheel-slip) controller
were successfully evaluated in an experimental EV prototype.
On the actuation level, a control strategy to regulate the braking force generated by
a brake-by-wire (BBW) actuator was developed. Given that this system is governed by a
complex structure, involving electrical, mechanical and hydraulic domains, the first step
was the construction of a control-oriented model for the actuator, capable of capturing
its fundamental dynamics. Based on this reduced model, an adaptive-robust controller to
regulate the hydraulic pressure in the actuator was then designed. The proposed control
strategy relies on an adaptive term to cope with parameter uncertainties, particularly in
the friction model, while the robust term, based on continuous sliding mode, attenuates
the disturbances due to modelling approximation errors and other factors. The stability
and robustness of the controller were demonstrated with the help of the Lyapunov method,
and confirmed through experimental tests carried out in a dedicated BBW test bench.
On top of the above layers, we addressed the motion control of highly redundant
EVs, composed of four IWMs and four-wheel steer, with particular focus on the path-
following problem. The main goal is to find the values of the wheels’ torques and steer
such that the vehicle follows a pre-specified path: in i) in minimum time; ii) with minimum
energy; or, iii) a trade-off between the travel time and energy consumption. It will be
shown that, by bringing together different control and optimisation tools, such as time-to-
space transformations, convex optimisation, robust control methods, and control allocation
techniques, this complex system can be effectively tackled.
The second major theme of the work is related to the energy management of EVs
with multiple sources. Due to well-known technological constraints in the energy storage
systems (batteries, supercapacitors and fuel cells), there has been a growing interest in
combining various types of energy sources with complementary features. Among the many
possible combinations, our interest here lies on the battery and supercapacitors (SC) hy-
bridization, with an active parallel arrangement, i.e., the sources are connected to the DC
bus through two bidirectional DC/DC (step-up) converters. We start by investigating the
sizing problem of the above-mentioned hybrid storage unit, targeting the minimisation of
the installation and running costs of the EV, and subject to performance requirements
and technical constraints of the sources. To tackle this problem, an optimisation-based
approach was adopted. The obtained results revealed that, as long as the range require-
ments of the EV are not very high (i.e., below 50km for the particular configuration
addressed in this work), the SCs can reduce the hybrid storage unit cost by 20%. After
completing the sizing task, our attention focused on developing a robust controller for
the DC-Link control layer, i.e., regulating the output voltage of the (parallel) converters
and tracking the SC current, in spite of model uncertainties, such as the load current and
the SC voltage. This controller is posed as a robust linear-quadratic regulator problem
and numerically solved within a linear matrix inequalities framework; a gain-scheduling
mechanism on the SC voltage is also incorporated. Experimental validation of the control
architecture is carried out in a reduced-scale setup and its advantages, against non-robust
and non-gain-scheduled controllers, investigated.
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Resumo
Nas sociedades contemporaˆneas, existe uma grande esperanc¸a depositada nos ve´ıculos
ele´tricos (VEs) para que estes possam atenuar os problemas de poluic¸a˜o e de baixa
eficieˆncia energe´tica associados ao atual modelo de transportes, assentes em combust´ıveis
fo´sseis. Do ponto de vista pra´tico, este processo de eletrificac¸a˜o exige uma reformulac¸a˜o
profunda na cadeia propulsa˜o do ve´ıculo, a fim de acomodar um novo sistema de ar-
mazenamento de energia e um novo actuador, i.e., o motor ele´trico (ME). Para ale´m
das vantagens oferecidas pela travagem regenerativa, as elevadas densidades de energia e
poteˆncia do ME abrem a porta ao desenvolvimento de propulso˜es ele´tricas multimotor, em
que o bina´rio produzido por cada roda pode ser controlado individualmente, e.g., atrave´s
de in-wheel motors (IWMs). Esta configurac¸a˜o representa uma perspetiva muito atraente
para o controlo de movimento do VE, pois possibilita, atrave´s da aplicac¸a˜o de estrate´gias
inteligentes de distribuic¸a˜o ativa de bina´rio, uma maior manobrabilidade, desempenho e
agradabilidade de conduc¸a˜o do ve´ıculo. Contudo, este tipo de propulsa˜o tambe´m coloca
va´rios entraves pra´ticos, relacionados com a instalac¸a˜o do IWM num espac¸o com fortes
restric¸o˜es volume´tricas, com a interac¸a˜o IWM-suspensa˜o e a com a integrac¸a˜o entre o
IWM e os travo˜es friccionais. Esta u´ltima questa˜o representa o ponto de partida deste
trabalho, o qual ira´ incidir principalmente no estabelecimento de me´todos de controlo de
movimento para VEs propulsionado por va´rios IWMs.
Uma vez que a maioria dos sistemas atuais de ajudas de conduc¸a˜o, e.g., mecanismos de
travagem antibloqueio, sa˜o concebidos em torno de um actuador de travagem mecaˆnico,
tecnologicamente maduro, a abordagem mais simples passa por desabilitar os IWMs
sempre que estes sistemas sa˜o ativos, e empregar apenas o actuador mecaˆnico durante
situac¸o˜es de conduc¸a˜o limite. No entanto, e´ importante salientar que esta abordagem
na˜o explora todo o potencial oferecido pelos dois dispositivos de travagem existentes no
VE, e ignora, ate´, va´rias das vantagens do IWM, e.g., ra´pida resposta e elevada eficieˆncia
energe´tica. Motivado por este problema, neste trabalho desenvolveu-se novas abordagens
de controlo para os sistemas de travagem dos VEs propulsionados por IWMs. Perante a
redundaˆncia de atuac¸a˜o existente neste sistema, comec¸ou-se por desenvolver um me´todo
inovador de alocac¸a˜o de bina´rio, visando a determinac¸a˜o do valor o´timo de bina´rio ele´trico
e bina´rio mecaˆnico, tendo em considerac¸a˜o a eficieˆncia energe´tica de cada actuador, as
suas restric¸o˜es e respetivas larguras de banda. Em segundo lugar, para maximizar a
gerac¸a˜o de forc¸a longitudinal do pneu, o sistema de travagem do EV ira´ ser dotado
de um controlador de deslizamento do pneu. Dado que este controlador necessita de
garantir uma operac¸a˜o robusta perante variac¸o˜es parame´tricas, e.g., relacionados com o
desconhecimento das condic¸o˜es de adereˆncia pneu-estrada, duas abordagens de controlo
sera˜o investigadas. A primeira assume que o modelo do atrito pneu-estrada pode ser
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aproximado por uma parametrizac¸a˜o linear (i.e., um modelo (possivelmente) na˜o-linear,
mas cujos paraˆmetros incertos teˆm um efeito linear), e adota me´todos adaptativos para
lidar com a incerteza parame´trica. A segunda, recorre a me´todos de controlo puramente
robustos, baseados na te´cnica de controlo por modo de deslizamento incorporando inte-
gradores condicionais. Por u´ltimo, o algoritmo proposto tambe´m incorpora um estimador
do coeficiente de fricc¸a˜o entre o pneu e a estrada, o qual permite gerar uma refereˆncia o´tima
que o controlador de deslizamento deve impor ao pneu. Nesse sentido, e com o intuito
de facilitar a identificac¸a˜o em tempo real do coeficiente de atrito, o modelo Burckhardt
e´ aproximado por uma parametrizac¸a˜o linear e os seus paraˆmetros estimados atrave´s de
me´todos iterativos, sujeitos a restric¸o˜es (parame´tricas). A efica´cia de todos os algoritmos
acima mencionados demonstrou-se atrave´s de ensaios realizados no simulador CarSim,
enquanto que o estimador do coeficiente de atrito e o controlador de deslizamento do pneu
avaliou-se experimentalmente num proto´tipo de VE.
No plano dos actuadores, desenvolveu-se tambe´m me´todos de controlo para a regulac¸a˜o
da forc¸a de travagem gerada por um actuador do tipo brake-by-wire (BBW). Dado que
este sistema e´ composto por uma estrutura complexa, envolvendo domı´nios ele´tricos,
mecaˆnicos e hidra´ulicos, a primeira etapa passou por construir um modelo simplificado do
actuador, capaz de caracterizar a sua dinaˆmica fundamental. Com base neste modelo de
ordem reduzida, desenvolveu-se, posteriormente, um controlador adaptativo-robusto para
regular a pressa˜o hidra´ulica do actuador BBW. Para atenuar as incertezas parame´tricas,
particularmente na componente do modelo de fricc¸a˜o, o controlador proposto dotou-se
de me´todos adaptativos, enquanto que a robustez a perturbac¸o˜es e erros resultantes de
simplificac¸o˜es de modelos e´ garantida atrave´s de controlo por modos deslizantes cont´ınuos.
A estabilidade, assim como a robustez do controlador perante incertezas, sera´ demonstrada
com a ajuda do me´todo de Lyapunov, e corroborada atrave´s de va´rios testes experimentais
realizados num banco de ensaio.
Para ale´m do desenvolvimento do sistema de travagem, ao longo deste trabalho concebeu-
se metodologias de controlo de movimento para VEs altamente redundantes, com particu-
lar enfoque na problema´tica associada ao seguimento de trajeto´rias. O objetivo principal
consistiu em encontrar o valor de bina´rio e o aˆngulo de direc¸a˜o das rodas de forma a que
o VE percorra uma dada trajeto´ria: i) em tempo mı´nimo, ii) com energia mı´nima; ou iii)
um valor de compromisso entre os dois objetivos anteriores. Demonstrou-se que, atrave´s
da explorac¸a˜o de diferentes te´cnicas de controlo e otimizac¸a˜o, tais como a transformac¸a˜o
espac¸o-tempo, otimizac¸a˜o convexa, e me´todos de controlo robusto, este sistema complexo
e de ordem elevada pode ser controlado de uma forma pra´tica e eficaz.
Na segunda parte da tese a problema´tica associada a` gesta˜o de energia em VEs com
mu´ltiplas fontes sera´ abordada. Entre as va´rias combinac¸o˜es poss´ıveis, o estudo incidiu
na hibridizac¸a˜o bateria-supercondensadores (SC), com uma topologia do tipo paralelo-
ativo, isto e´, as fontes sa˜o conectadas ao barramento DC atrave´s de dois conversores
(elevadores) bidirecionais. Como ponto de partida, comec¸ou-se por investigar o problema
de dimensionamento do sistema de armazenamento h´ıbrido, visando a minimizac¸a˜o dos
custos de instalac¸a˜o e de funcionado do VE. Os resultados, obtidos atrave´s de me´todos de
otimizac¸a˜o na˜o-linear, revelam que, desde que os requisitos de autonomia do VE na˜o sejam
muito elevados (isto e´, abaixo de 50 km neste trabalho), a utilizac¸a˜o dos SCs contribui
para uma reduc¸a˜o do custo do sistema armazenamento h´ıbrido ate´ 20%. Apo´s conclusa˜o
da tarefa de dimensionamento, a nossa atenc¸a˜o foi redirecionada para o desenvolvimento
de um controlador robusto para o barramento DC do VE, tendo como objetivo regular,
simultaneamente, a tensa˜o de sa´ıda dos conversores e corrente dos SCs. Uma das principais
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dificuldades na construc¸a˜o deste controlador consistiu em garantir uma operac¸a˜o robusta
perante perturbac¸o˜es (tais como variac¸o˜es na corrente de carga do barramento DC) e
variac¸o˜es parame´tricas do modelo, e.g., tensa˜o dos SCs. Para enderec¸ar estes desafios,
explorou-se variantes robustas do regulador linear quadra´tico e me´todos de escalonar
os ganhos de realimentac¸a˜o do controlador com base no valor de tensa˜o dos SCs. A
validac¸a˜o experimental do controlador realizou-se com recurso a um banco de ensaio de
escala reduzida, o qual permitiu avaliar as vantagens do algoritmo proposto face a outras
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The mobility of people represents an essential factor in the activities of contemporary so-
cieties. Of the various transport modes (air, sea, rail and road), the road option has been
the most popular, in particular the automobile based on the internal combustion engine
(ICE). Recent surveys indicate that, at the end of 2009, there were more than 244 million
passenger vehicles circulating in Europe, which represents, on average, 472 cars per 1 000
inhabitants [1]. The mass usage of this transportation mode has spurred industry and
academia to the development of several technological improvements, in aspects such as:
energy efficiency, safety (active and passive), comfort, reliability, electronics, performance
(acceleration, braking and handling), pollutant emissions and costs. The list of im-
provements is almost endless, but the interested reader is referred to the two-volume work
of Genta and Morello [2, 3] for an historical account of the technical progress made to the
automobile in recent decades.
Despite these advances, the majority of today’s vehicles still relies on the ICE, which,
due to its mass-usage and oil dependence, raises a host of sustainability and environ-
mental concerns. For example, according to the indicators provided by the Eurostat [4],
the transport sector was responsible in 2010 for 20% of greenhouse gas emissions in the
European Union (EU-27), contributing to a further aggravation of the global warming
problem. In addition, with the exception of Denmark, all the EU-27 countries are oil
dependent and imported 553 million tons of crude oil in 2010, of which 32% are used in
transportation [4]. Given that the reserves of fossil fuels available on the planet Earth
are finite (e.g., reference [5] estimates that, at the 2011 production levels, the proved oil
reserves will last 46.2 years), this dependence is a clear menace to the sustainability of
the transportation based on ICE. Driven by these concerns, Legislators around the world
are putting strict limits on the pollution emission and oil consumption of future vehicle
fleets. As an example, the regulation 2009/443/EC defines that, until 2020, the average
emissions on all new vehicles sold in the EU-27 should be less than 95 gCO2/km. Taking
into consideration the average emission of 136 gCO2/km registered in 2011 [6], there is a
clear need to develop reduced-pollution vehicles in order to reach the 2020 goal.
In this context, alternative forms of propulsion, like electric vehicles (EVs), hybrid
electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEV) and Fuel-Cells vehicles
(FCV) [8] are being recognized as an indispensable means to meet the environmental,
sustainability and legislation requirements. As discussed in [9, 10], HEVs and PHEVs
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Figure 1.1: Comparison of the operation envelope and energy efficiency of an ICE (41kW) and
an induction EM (30kW), retrieved from ADVISOR simulator [7]. The ICE is unable to operate
at low speeds (A), or regenerate power (B); in addition, the EM offers a wide speed range (C) and
higher energy efficiency.
significantly reduce tailpipe emissions, whereas the EVs and FCVs have zero local emis-
sions. Further, EVs, when integrated with renewable energy sources, e.g., through smart
grid concepts [11], allow a truly sustainable mobility solution, free from the dependence
on fossil fuels. Nonetheless, the advantages of the electric propulsion do not end with
the environmental benefits. Besides the obvious change in the energy source, the electric
propulsion will also introduce a major modification in the vehicle powertrain: the electric
motor (EM).
The replacement of the ICE, present in today’s vehicles, by EMs 1 brings several
technical advantages, worthy of discussion:
1. energy efficiency: even taking into account the motor inverter losses, the EM is
generally much more efficient than ICE. For instance, the typical efficiency level
curves shown in Figure 1.1 clearly illustrate this fact;
2. regenerative braking: unlike the ICE, the EM is able to operate as a generator and
recuperate part of the kinetic energy of the vehicle when braking (see zone B in
Figure 1.1). Together with the previous point, this feature represents another key
element to improving the energy efficiency, particularly in urban driving cycles with
frequent stop-and-go operations [12];
3. extended operation envelope: the superiority of the EM speed range over the ICE can
be summarized in three zones; firstly, whereas the EM is able to electronically invert
the motor speed, the ICE needs a special reverse gear; secondly, the ICE is unable
to operate at zero motor speeds, while the EMs do not suffer from such limitations
(see zone A); and thirdly, the EM offers a wider speed range (3 − 4 times the base
speed [13]) than the ICE, which is illustrated in zone C of Figure 1.1. Owing to
this extended operation envelope, the EM-based powertrain can be designed around
a gearbox with a single ratio, dismissing the clutch and reducing the transmission
1the replacement of the ICE by the EM is complete in EVs and FCVs, while for HEVs and PHEVs
both EM and ICE may coexist in the vehicle













{FL,FR, RL, RR}eW ={RL, RR}eW = {FL, FR}eW =
Figure 1.2: Most common powertrain configurations available with the electric propulsion. The
top configurations employ a generic transmission (composed of a mechanical differential and a
gearbox), while the bottom configurations employ in-wheel (or, alternatively, ”close to the wheel”)
electric motor. The elements in the set Ωe, FL=front left, FR=front right, RL=rear left, RR=rear
right, refer to the driven wheels in each configuration.
complexity. As an added bonus, the driving is also easier since no gear shifting is
required [9].
4. torque response: despite the recent advances in the control of ICEs, the torque re-
sponse of such engines is still relatively slow (typically a few tenths of a second [14]).
On the other hand, the EM offers a significantly faster response (a few millisec-
onds [15]) and precise torque control. Although being of little value to the vehicle
driver, this feature can be explored to improve the effectiveness of the vehicle safety
systems, like the traction control [16];
5. the high specific power (kW/kg) and torque (N.m/kg) of the EM represents another
key feature that is enabling the development of new powertrain configurations. In
particular, multi-motor configurations in which several EMs are allocated to each
driven wheel of the vehicle (see Figure 1.2), represent an attractive configuration
for EVs, due to the independent wheel torque control and the elimination of some
mechanical systems, like the differential.
In view of these new features offered by the EM, it is clear that the traditional power-
train design, centered today on ICE, should be reviewed. Besides the regenerative features
and extended speed range of the EM, the distributed propulsion with multiple motors is
the most disruptive feature for the powertrain design. In contrast to the ICE-based power-
trains, which typically rely on a single motor complemented by a mechanical transmission,
the EM opens the door to a wider range of configurations (see Figure 1.2). For instance,
the most simple and (possibly) cost-effective approach to building the EV powertrain is
to maintain the traditional transmission and drive it with one electric motor [10], or, as
an alternative, use two electric motors to separately drive the front and rear axles [33, 34].
From the EV motion-control perspective, however, the most appealing configurations are
those in which the electric torque transmitted to each driven wheel can be independently
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Table 1.1: Some research projects and concept cars that employ IWMs or, alternatively, motors
”close to the wheel”.
Type* Group Name IWM Steer
(Ωe)
** (Π)***
1 FEUP uCar [17] FL, FR -
1 MIRA H4V [18] RL, RR -
1 Hori Lab. COMS3 [16] RL, RR -
1 UOT March II [15] 4WD -
1 Sungkyunkwan Univ. - [19] 4WD -
1 Metropolia ERA [20] 4WD -
1 Ohio State Univ. EGV [21] 4WD -
1 Keio University Eliica [22] 8WD (A) -
1 Fujimoto Lab. FPEV2-Kanon [23] RL, RR F,R
1 DLR ROMO [24] 4WD F,R
2 Mitsubishi Colt EV [25] RL, RR -
2 Toyota Fine X and N [14] 4WD -
2 Michelin Concept [26] 4WD -
2 Audi e-Tron [27] 4WD -
2 Mercedes-Benz SLS E-CELL [28] 4WD -
2 Venturi Volage [29] 4WD -
3 Univ. of Zagreb - [30] 1WD (B) -
3 Univ. of Kaiserslautern meCarScale [31] 4WD F,R
3 Univ. of Sa˜o Paulo HELVIS [32] RL, RR F
* 1 = research prototypes, 2 = concept cars, 3 = reduced scale prototypes
** 4WD = vehicle with four wheel drive, i.e., Ωe = {FR,FL,RR,RR}
*** Active Steer, F= Front, R=Rear
(A) vehicle with eight driven wheels (8WD)
(B) vehicle with a single driven wheel
regulated, e.g., with in-wheel motors (IWM)2. The reason for this interest lies in the pos-
sibility of actively modifying the vehicle handling and yaw response [18, 25, 28, 35], which
is very useful when the vehicle is operating close to its limits. In addition, for the config-
urations in which IWMs are present in both front and rear axles, the amount of energy
that is recuperated during braking can be maximized and, by carefully integrating the
EM within the anti-lock braking system (ABS), the stopping distances decreased. For ex-
ample, according to the experimental tests reported in [14], by using IWMs in emergency
braking the average stopping distance decreased by 7%, while the acceleration times (0 to
100 m) improved 3%. Moreover, as the IWM eliminates the need for a mechanical differ-
ential and clutch, the energy losses in the mechanical transmission are reduced, leading
to higher energy efficiency. Despite these advantages, the implementation of the traction
structure based on IWMs still faces many practical challenges. The main drawback is the
higher number of components in the powertrain (e.g., several motors and respective power
electronics), which increases the complexity, building costs and maintenance requirements.
For these reasons, the IWM usage has been restricted to special classes of vehicles, such
as sports [26, 36], military [37], off-road [38], concept cars and research prototypes (see
2Throughout the document we will refer to IWM, not only for motors inside the wheel hub, but also for
configuration where the motors are ”close to the wheel”. This ”notation abuse” simplifies the discussion.
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Table 1.1). Another common concern in the IWM’s application is related to the negative
effect of the unsprung mass increase on vehicle handling, like ride comfort, but recent
studies indicate that such issues have a relatively small impact on the vehicle and can be
effectively attenuated [39].
1.1.1 IWM and Motion Control of EVs
The first part of this work intends to investigate the potential impact of the IWM in
the motion control of EVs and its active safety systems. The contributions made by
systems like ABS and electronic stability program (ESP) to vehicle safety are widely
recognized by drivers, the automobile industry and governmental authorities [40]. These
systems are, in general, designed around a technologically mature and reliable actuator,
the friction brakes, having a good track record in crash avoidance [41]. Consequently, when
we consider EVs endowed with IWM, the wisest approach is to retain the current versions
of ABS and ESP algorithms, based on friction brakes, and disable the IWM whenever
these systems become active [42]. However, this is not the most effective option because,
besides ignoring the greater energy efficiency of the electric motor, it also denies one of
IWM’s main advantages: the quick and precise torque response. As pointed out in [28],
the IWM inclusion will not require the re-invention of the control algorithms associated
with the vehicle dynamics systems, but it is now clear that, in order to take full advantage
of the potential offered by the distributed electric propulsion, the above-mentioned safety
systems will have to be reformulated. The key issue in this redesign is to find a suitable
strategy to split the braking torque between the IWM and the friction brakes. On one
hand, this sharing strategy should use, as much as possible, the IWM, to maximize the
energy efficiency, and take advantage of its fast torque response to improve the bandwidth
and effectiveness of the safety control system. On the other hand, compared with the
friction brakes, the electric motor has a smaller torque range and there are periods of time
(e.g., when the energy source is fully charged) where regenerative braking is impossible,
introducing important constraints that must be taken into account in the controller design.
Up to now, the majority of studies about the electric/friction torque splitting have focused
on ”normal” braking manoeuvres, i.e., with negligible tyre slips, in mono- or bi-motor
topologies (see top part of Figure 1.2 and [12, 43]). However, these studies do not address
the powertrain configurations with IWM or the braking allocation suitable for emergency
operation, when the ABS (and also ESP) is enabled. To the best of the author’s knowledge,
with the exception of the reference [14], in the specialized literature very little can be found
on this subject. One of the main goals of the present study is to address this lacuna.
The inclusion of IWM in the powertrain should also be analysed along with the growing
number of vehicle actuators and safety-related systems that have emerged in recent years
(see Figure 1.3). Besides the friction brakes, active front/rear steer and suspensions are
receiving increasing attention due to the extension of the lateral operation envelope of the
vehicle [44] and the ride-quality improvement [28], respectively. In conjunction with the
advances on the drive-by-wire technology [45], such as brake-by-wire (BBW) and steer-by-
wire (SBW), the simultaneous use of all these actuators has instigated the development of
smart wheel concepts, targeting the integration of electric motor, friction brakes, steering
and dampers inside the wheel (or in its vicinity). Several research and industrial projects,
such as the ROMO [24], Siemens VDO eCorner [46] and the Michelin Active Wheel [47], are
currently being conducted in that direction. The inclusion of smart wheels in the vehicle
also poses a multitude of additional objectives to the chassis control (see Figure 1.3). More
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Figure 1.3: Global overview of advanced motion control systems for road EVs. The set Ωe
represents the wheels driven by electric motors, Ωf the friction brakes, Π the axles with active
steer and Γ the active suspension actuators.
control, and the yaw-rate stabilizers, e.g., the ESP [40], other objectives associated with
the roll and pitch control [48, 49, 50] need to be considered. Although we could design
separated controllers to handle each one of these objectives, in practice, there is interaction
between the loops, which may deteriorate the global performance of the system. This
issue has motivated a recent trend toward the development of centralized motion control
systems [50, 51, 52, 53], complemented with control allocation techniques. The basic idea
behind this approach is to use an integrated controller to generate the desired amount
of longitudinal force (Fx), lateral force (Fy), yaw (Mz), roll (Mx) and pitching (My)
moments that should be applied to the vehicle’s centre-of-gravity, in order to meet all
the control objectives mentioned above. Given the overactuation provided by the smart
wheels, the forces and moments required by the motion controller can be generated with
different combinations of actuators. To explore this actuation redundancy, and to also cope
with the different characteristics (e.g., energy efficiency) and constraints (amplitude and
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Figure 1.4: Ragone plot for several electrochemical energy storage and conversion devices (re-
trieved from [55]).
dynamic response), the actuators’ setpoints are, in general, obtained through optimization-
based techniques [51]. In the literature this task is known as the control allocation (see
Figure 1.3), and represents a fundamental building block of the EV’s motion controllers
that will be developed in later chapters.
The effectiveness of the vehicle’s motion controller is dependent upon the access of some
critical variables, like vehicle speed, side-slip (β) and tyre-road friction (µ). Some of these
variables are not easy to measure and normally require costly sensors that are only available
in special prototypes [54]. As cost is a critical factor in automotive applications, there is
a practical interest for the development of observers, also denominated of virtual sensors,
to extract the value of the above-mentioned variables, using only standard vehicle sensors,
such as accelerometers, gyroscopes and wheel encoders (see Figure 1.3). In this work, we
will focus mainly on one particular estimation problem: the real-time identification of the
µ. The µ information is intrinsically related to the maximum amount of longitudinal and
lateral forces that the tyres can generate. As a matter of fact, it depends on several time-
varying factors, like road surfaces, precipitation, among many others. Consequently, access
to this information is of paramount importance to adapt the safety systems algorithms,
like the wheel slip control (ABS and TC) and the motion controller of the vehicle, to
the grip levels available on the road [54] and, possibly, alert the driver to dangerous
situations [15].
1.1.2 EV Energy Management
In spite of the environmental benefits provided by EVs and the IWM flexibility, the main
obstacle to the affirmation of electric propulsion lies in the energy storage systems (ESS).
The widespread use of this new transportation option will only be achieved if the ESS
offers sound features, like long life-cycle, reasonable cost, fast charge times and high power
and energy densities [56]. However, given the current state of technology, these features
are difficult to combine into a single class of storage, and remain distant from the energy
capacity offered by ICE based vehicles (see Figure 1.4). For instance, batteries, even taking






















































Figure 1.5: Most common configurations employed in batteries-SCs hybridization: a) direct con-
nection; b) and c) represent single converter topologies, and d) a two parallel converters approach.
and withstand a limited number of charges/discharges [57]. Although they remain the
most popular choice for the ESS, the typical range is still insufficient to meet the goals
of pure EVs [55] (see Figure 1.4). On the other hand, supercapacitors (SCs)3 support a
much larger number of charge/discharge cycles and have a good ability to cope with high
current peaks, thanks to their reduced energy losses, but the low specific energy hampers
their cause [58]. Consequently, using SCs as the sole energy source of the vehicle leads to a
very low autonomy and, for this reason, the SCs are generally more useful in hybrid ESS.
Fuel Cells (FC) are another attractive energy source, but suffer from the limited ability
to satisfy power peaks and are still at an early stage of commercial development, facing
many practical challenges associated with hydrogen storage and refuelling [8].
In the absence of the ”ideal” power source, several ESS hybridization strategies have
been proposed in the literature [58, 59, 60, 61, 62, 63, 64], driven by the idea of combining
sources with complementary features. As pointed out by [58] and [57], in the majority
of these hybridizations there is a main energy storage with high energy density (and
slow response), which is aided by a secondary source having high power density (and
fast response). For example, to compensate for the slow dynamics of the FC, several
studies investigated the possibility of complementing FCs with SCs [59], batteries [63], or
both [64]. Similarly, the battery-SC combination is also a promising approach to stress
reduction in the battery, and improving both the energy efficiency and lifetime [57, 58].
The second part of the present work aims at developing an Energy Management System
(EMS) for an EV, based on the batteries-SC hybridization. There are several possibilities
to interconnect these two sources: (i) direct connection, (ii) employ one power converter or
(iii) use two power converters (see Figure 1.5). In the first option, also known as a passive
connection, the power sharing among the sources is dictated only by their impedance,
which generally is not suitable for maximizing the hybridization potential [65]. From
the cost point of view, using a single converter is the most advantageous solution, e.g.,
fixing the DC-Link voltage with the battery and employing a converter to regulate the
SC power [60, 61, 63, 66]. From a practical perspective, however, this configuration is
not always possible, since the battery pack voltage may not match the motor inverter
ratings. Because of this, there has been increasing interest in the development of an active
parallel arrangement [67, 68, 69, 70], which was the configuration adopted in this work
(see Figure 1.5d).
Besides the selection of the appropriate power electronics structure, there are three
other fundamental issues that must be addressed in the design of the hybrid ESS. The
first consists of finding the number of batteries and SCs cells (i.e., the sizing task) so
that the ESS is capable of providing enough power and energy to fulfil the vehicle’s spec-
ifications, like the range, maximum speed and acceleration, climbing capabilities, etc.
3also known as Ultracapacitors [58] and Electrochemical double-layer capacitors (EDLC) [57]
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Secondly, it is necessary to determine the power split between the battery and the SCs,
having in mind the minimization of the energy losses along the EV mission. Although
this goal can be formulated with an optimization problem, and numerically solved [71],
in practice the optimum power allocation requires prior knowledge on the driving cycle,
an information rarely available during real-time operation. Thus, to overcome these hin-
drances, sub-optimal, but causal, techniques, like stochastic optimization [72], machine
learning[73] and several types of heuristics [66, 74] are receiving increasing attention in
the recent literature. After determining the desired power among the batteries and
SCs, we need to devise a suitable control strategy for the DC/DC power converters in
order to: i) impose the required power setpoints in the energy sources and ii) ensure an
adequate level for the converter’s output voltage (vo in Figure 1.5). As we will see in
later chapters, the DC-DC boost converters have nonlinear dynamics and are subject to
time-varying exogenous inputs (e.g., the batteries and SCs voltages and the load current),
which further complicates the controller design. The design of this controller, named as
DC-Link controller, represents an additional goal of the present study.
1.2 Research Goals
In light of the above discussion, it is clear that the inclusion of the IWM within the EV
will require a substantial reformulation of the powertrain, not only at the mechanical level,
but also at the control systems level. The present study is primarily concerned with the
last point, in particular the application of new control and estimation techniques to the
EV motion control problem, capable of extracting the full potential offered by the IWMs.
First, we will propose a new design for the braking system of EVs, in order to ensure
an appropriate torque distribution between IWMs and frictional brakes. This system must
comply with several constraints (e.g., torque range and rate change) and maximize, as far
as possible, the vehicle’s energy efficiency. In addition to the torque allocator, the braking
system should also be equipped with two additional mechanisms: the wheel-slip controller
and the µ estimator. The former subsystem is responsible for preventing excessive wheel
slip during emergency braking, in spite of modelling errors and measurement noise. It is
further expected that the IWM presence, with a higher bandwidth than the frictional brake
actuator, will improve the transient response of the slip controller. The later subsystem
is used prior to the activation of the slip controller and aims at the identification of the
peak friction point, providing not only information about the maximum µ, but also the
ideal wheel slip set-point. After establishing a proper split between electric and friction
torque it is necessary to send this information to the actuation level, i.e., the electric drives
of the IWMs and BBWs actuators; within this level, it is our intention to develop high-
performance and robust control strategies for regulating the braking torque produced by
the BBW actuator. On top of the above layers, we also aim to develop a motion controller
for highly redundant EVs, composed of four IWMs and four-wheel steer. The ultimate
goal of the motion controller is to find the wheels’ torques and steers, such that the EV is
capable of following a pre-defined path, taking into account the road adhesion limits, as
well as the performance (i.e., journey time) and energy consumption requirements specified
for the vehicle.
In the second place, the problem of energy management in EVs powered by batteries
and SCs will be addressed. Assuming that each source has a bidirectional power converter,





























































































Figure 1.6: Block diagram illustrating the areas covered by each chapter of this work.
output (DC bus) voltage and the power supplied by the auxiliary source, the SCs. Val-
idation in a reduced scale experimental setup is also required. We will also address the
sizing task of the hybrid storage unit, aiming at finding a suitable number of batteries and
SCs cells, so that i) the installation cost of cells is minimised; ii) the energy efficiency is
maximised, or iii) a trade-off between the previous two goals.
1.3 Outline and Contributions
The focus of the present work is spread among many areas of electric propulsion, in partic-
ular: i) motion control and active safety of EVs driven by IWMs; ii) design and implemen-
tation of the control systems for the vehicle’s actuators; and iii) energy management with
multiple sources. To help the reader navigate through the document, Figure 1.6 identifies
the research areas addressed in each one of the subsequent chapters. The organization
and contributions of the work are as follows:
Chapter 2, Review of Control Allocation Methods, introduces the basic principles
behind the Control Allocation (CA) technique and lays the foundations for the control
of redundant/overactuated systems, developed in later sections. The added value of this
chapter consists of a detailed survey of the CA methods available in the recent literature.
Chapter 3, Hybrid ABS, discusses the design of a braking system for EVs equipped
with IWMs and friction brakes. The main contribution of this chapter is twofold: first, an
adaptive wheel slip controller, gain-scheduled on the vehicle velocity, and capable of deal-
ing with significant uncertainties in grip conditions is proposed; and second, the problem
of splitting the electric/friction braking torque is solved with a CA based method, which,
besides handling the actuators’ constraints, also explores the different bandwidths in the
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braking actuators to improve the transient response of the slip controller. The findings of
this chapter were disseminated in the following publications:
[I] de Castro, R., Arau´jo, R.E., Tanelli, M., Savaresi, S., Freitas, D., (2012) Torque
Blending and Wheel Slip Control in EVs with In-Wheel Motors, Vehicle System
Dynamics, vol. 50:sup1, pp. 71-94.
[II] de Castro, R., Arau´jo, R.E., Freitas, D. (2011) Hybrid ABS with Electric Motor and
Friction Brakes. 22nd International Symposium on Dynamics of Vehicles on Roads
and Tracks (IAVSD11), Manchester, UK
Chapter 4, Wheel Slip Control based on Sliding Modes and Conditional In-
tegrator, is concerned with the design of a wheel slip controller based on the sliding
mode framework. The main achievement of this chapter consists of the application of an
anti-chattering technique, relying on conditional integrators, to the sliding mode wheel
slip control and its experimental evaluation in the uCar prototype. Related publications:
[III] de Castro, R., Arau´jo, R.E., Freitas, D., (2013) Wheel Slip Control of EVs based
on Sliding Mode Technique with Conditional Integrators, IEEE Transactions on
Industrial Electronics, vol. 60, no. 8, pp. 3256− 3271 .
[IV] de Castro, R., Arau´jo, R.E., Freitas, D. (2010) A Single Motion Chip For Multi-
Motor EV Control. 10th International Symposium on Advanced Vehicle Control
(AVEC10), Loughborough, UK
Chapter 5, Optimal Linear Parameterization for Friction Peak Estimation,
presents a new linear parameterization (LP) to represent the friction between the tyre
and the road. Compared with other LPs proposed in the literature, the optimal LP
offers a reduction in fitting errors and less complexity. Furthermore, a modified version
of the recursive least squares, subject to a set of equality constraints on parameters, is
employed to identify the LP in real time. The inclusion of these constraints, arising
from the parametric relationships present when the tyre is in free-rolling, reduces the
variance of the parametric estimation and improves the convergence of the identification
algorithm, particularly in situations with low tyre slips. Simulation and experimental
results demonstrate the effectiveness of the proposed LP and the robustness of the friction
peak estimation method, particularly in low grip situations. This chapter formed the basis
for the following publications:
[V] de Castro, R., Arau´jo, R.E., Freitas, D., (2012) Real-time Estimation of Tire-Road
Friction Peak with Optimal Linear Parameterization, IET Control Theory and Ap-
plications, vol. 6, no.20, pp. 2257-2268.
[VI] de Castro, R., Arau´jo, R.E., Freitas, D. (2011) Optimal Linear Parameterization for
On-Line Estimation of Tire-Road Friction 18th World Congress of the International
Federation of Automatic Control (IFAC11), Milano, Italy
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Chapter 6, Adaptive-Robust Friction Compensation in a Hybrid Brake-by-
Wire Actuator, reports the development of a pressure-loop controller for BBW systems
composed by a hydraulic link and an electro-mechanical actuator. This structure repre-
sents an emerging technology within the BBW field, and in the literature there are very
few studies that have addressed the modelling and control of such systems. To address
this lacuna, we will start by proposing a practical control-oriented model for the actuator.
More specifically, it will be shown that under some reasonable assumptions, the actua-
tor can be approximated by an uncertain second-order model, affected by two types of
disturbances: parametric and non-parametric. The first, resulting from the friction un-
certainties, will be handled by the controller through adaptation mechanisms (switch-σ),
while the latter, resulting from modelling approximations, is attenuated with a continuous
sliding mode term. The stability and ultimate boundedness of the proposed controller are
established analytically through the Lyapunov method, and confirmed with experimental
tests carried out in a dedicated BBW testbench. Related papers:
[VII] de Castro, R., Todeschini, F., Arau´jo, R.E., Savaresi, S. M., Corno, M., Freitas,
D. (2013) Adaptive-Robust Friction Compensation in a Hybrid Brake-by-Wire Ac-
tuator, Proceedings of the Institution of Mechanical Engineers, Part I: Journal of
Systems and Control Engineering, in press
[VIII] de Castro, R., Arau´jo, R.E., Freitas, D. (2012) Adaptive Compensation of the
Stribeck Friction in Brake-by-Wire Actuators, The 13th Mechatronics Forum Inter-
national Conference, Linz, Austria.
Chapter 7, Minimum-time Path Following in Highly Redundant Vehicles, repre-
sents the culmination of our research on the motion-control topic. The main contributions
of this chapter are twofold. First, we propose a convex formulation for the minimum-time
optimal problem of EVs endowed with four IWMs and four-wheel steer. Besides being
capable of coping with the nonlinearities of the vehicle model, together with the obvious
numerical advantages associated with the convex setting, this formulation also contains
mechanisms that allow the designer to trade-off journey time and energy consumption
of the EV. Secondly, two control allocation algorithms, tailored for the force-splitting
problem in highly redundant EVs, are also developed and evaluated in the chapter. The
first allocation algorithm extends the cascading generalised inverse method for the force
splitting problem. It is shown that, despite being a computationally efficient approach,
this method exhibits difficulties in coping with unfeasible forces. To mitigate this issue, a
second allocation algorithm, based on the linearizing the friction circle constraints, is pro-
posed. The effectiveness of these algorithms is demonstrated through several tests carried
out in the high-fidelity CarSim simulator.
Chapter 8, Combined Sizing and Energy Management in EVs with Batteries
and SCs, contains an introductory study on hybridization of storage units, with particular
focus on the sizing task. The main contribution of this chapter is the combination of the
(optimal) energy management algorithm with the sizing task, which is carried out within
a nonlinear optimization setting. The most striking feature of the proposed methodology
is the possibility to pursue trade-offs between installation costs and the energy efficiency
of the hybrid storage unit. The study also revealed that the SC usage is most useful
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when the range requirements are not very high (below 50 km), and may even contribute
to a decrease in the installation cost of the hybrid storage unit (when compared with the
”battery-only” solution). This research was explored in the following publications:
[IX] Arau´jo, R.E., de Castro, R., Pinto, C., Melo, P., Freitas, D., (2013) Combined Sizing
and Energy Management in EVs with Batteries and SCs, submitted for possible
journal publication
[X] de Castro, R., Pinto, C., Arau´jo, R.E., Melo, P., Freitas, D., (2012) Optimal Sizing
and Energy Management of Hybrid Storage Systems. IEEE Vehicle Power and
Propulsion Conference (VPPC12), Seoul, South Korea
[XI] de Castro, R., Melo, P., Pacheco, P., Arau´jo, R.E., Freitas, D. (2011) A Control
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Review of Control Allocation Methods
Abstract: The main objective of this chapter is to provide a revision of
the main Control Allocation (CA) techniques found in the recent literature.
CA arises in the context of overactuated systems, with more actuators than
degrees of freedom; the resulting control law can be easily reconfigurable to
handle actuators’ failures, and can further explore the redundancy to min-
imise a performance metric associated with the actuator use. The CA field
has strong ties with numeric optimisation methods, real-time and nonlinear
control systems. This connection arises since the CA is normally posed as
a constrained optimisation problem that must be executed in a real-time sys-
tem, with limited processing capabilities, and integrated in nonlinear control
systems. A systematic classification of the CA methods is also developed in
this chapter, presenting a unified vision of this field. The main motivation
for studying this problem is based on the dynamic control of a (overactuated)
multi-motor electric vehicle, but other applications in avionics, marine and
automotive domains are frequently found.
2.1 Introduction
In recent years, the automotive industry witnessed a progressive increase in the number
of actuators available to the vehicle dynamics controller. There are several reasons for
this trend; the first one is related to the deployment of hydraulic actuated brakes, used
by the Anti-lock Braking System (ABS) to maximise the traction force. The usefulness
of these actuators was rapidly extended to address more effective vehicle safety and ma-
noeuvrability systems, like the yaw-rate and side-slip control, representing a cornerstone
for the current Electronic Stability Systems (ESP) [40]. A second factor that contributed
to the growth of vehicle overactuation was the steady improvements made in reliability,
performance and cost of the electronic control (and actuation) systems, which allowed
the introduction of drive-by-wire units [45] in the vehicle. This development paved the
way to the integration of the active front/rear steer in the ESP, and methods to take full
advantage of this new actuator are still under research [53, 75]. More recently, stimulated
by environmental and economic reasons, hybrid and electric powertrains began to spur
interest in academia and the automotive industry. A particular attractive configuration,
from the vehicle dynamics point of view, is the inclusion of in-wheel motors. With this
configuration, four electric motors can be distributed by the vehicle wheels and further
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(a) Ground Vehicle (b) Air Vehicle (from [80])
Figure 2.1: Some control allocation applications.
improvements on the traction and ESP systems can be obtained [15]. Finally, active sus-
pensions are also receiving considerable attention due to their notorious impact on ride
quality, vehicle handling [76] and (potentential) energy regeneration [77].
In the framework of vehicle dynamics, this growth in the vehicle actuation triggered the
development of new control objectives, like roll [78] and pitch control [49], which must be
integrated with the traditional yaw-rate, side-slip and longitudinal controls. Therefore, in
future automobiles it will not be uncommon to design vehicle dynamic controllers with 14
(friction brakes, in-wheel electric motor, front and rear steering and active suspensions) or
more actuators. In fact, the full impact of these actuators in the vehicle dynamics remains
an on-going research topic (see [52]). Naturally, the inclusion of all these actuators in
the automobile may be economically unfeasible (at least by today’s standards). Notwith-
standing, this integration is technically viable [79] and, from the research point of view,
perfectly acceptable to explore new vehicle limits.
A well-known design tool to address overactuated systems (see Figure 2.1) is the Con-
trol Allocation (CA) method. The benefits of this approach will be discussed in the next
sections; but, in a nutshell, the capability to reconfigure itself in the event of actuator fail-
ure and the vehicular controller simplification are the most attractive factors. Although
the before-mentioned automotive application provided the main motivation for studying
CA, the remainder of the chapter is completely devoted to the CA methodology, since
this area is one of the most complex and challenging modules in the vehicular controller
design [53].
Control Allocation has been a research topic in flight control systems for a long
time [81], and application-oriented surveys can be found for avionics [82, 83, 84], un-
derwater [85] and ground [86] vehicles. However, most of these references focus on a single
application domain and do not give an integrated perspective of the CA field. Therefore,
one of the main contributions of this chapter is to present a global and unified overview of
the CA field, providing simultaneously a comprehensive review of the main methods pro-
posed in the open literature in the last 20 years. This journey starts with the discussion of
the first practical CA method, named non-optimal CA, which is based on the well-known
pseudo-inverse inversions techniques [87] and iterative derivations. Though simple, this
approach does not take full advantage of the overactuation present in the system. More
effective methods, based on constraint optimisation theory, have been explored in the last





























(b) Concept view for the outer loop controller
Figure 2.2: The CA method advocates a two-layer separation: outer control loop, which manipu-
lates a virtual variable v to regulate the plant; and an inner control loop (the Control Allocation),
responsible for selecting the actuators to be used. With the CA, the design of the outer layer is
simplified (b) and becomes completely insulated from the actuator selection task.
few years [82, 88] to take advantage of the redundancy and to pursue more appealing
objectives, such as energy minimisation. This approach has been proven to be an effective
means to solve linear CA problems, but may present excessive computational burden for
realtime applications. More recently, adaptive laws [80] have been derived to address these
issues.
The remainder of this chapter is organised as follows. Section 2.2 discusses the Control
Allocation principles of operation and integration with other control methods. Thereafter,
details of the main CA categories are given, following a chronological path: non-optimal
methods are discussed first in Section 2.3, followed by the optimal approaches in Section 2.4
and adaptive laws in Section 2.5. Finally, some conclusions and topics regarding future
work are presented in Section 2.6.
2.2 CA Principles of Operation
In this section a brief introduction to the CA methodology is presented, focusing on the
integration between the CA and the system controller. Although the CA can be applied
to any type of redundant system, this chapter privileges the use of CA in the motion
control of ground, water and air vehicles. To this aim, consider a typical dynamic system
represented in state space as:
x˙ = f(x) + g(x,u) (2.1)
where x ∈ Rn is the state, u ∈ Rm is the actuator input, f : Rn → Rn and g : Rn×Rm →
Rn are functions which define the vector field1. Although the formulation (2.1) does
not cover every type of nonlinear system, it is a sufficient means to represent the main
dynamic phenomena of ground [75], water [85] and air [82] vehicles. Obviously, each type
1f and g may also depend on time, but to simplify the notation, this dependence was omitted in this
chapter
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of vehicle model has its own peculiarities; for instance, ground vehicles are very sensitive to
the friction conditions in the tyre-road interface, while aerodynamics and fluid dynamics
are more relevant to air and underwater vehicles, respectively. Albeit important, these
modelling issues are not the main point of the present chapter. In any case, most of the
vehicle models can be cast in a state space setting like (2.1), where the state vector x
includes position, orientation and/or speeds (translation and rotation) of the vehicle, and
the function g(.) can be viewed as a control effectiveness term, which maps the actuators’
values to external forces/moments applied to the vehicle. Another important property
that is assumed for g(.) is the actuator redundancy, i.e., m > n.
From the vehicle motion control point of view, it is much more useful to directly ma-
nipulate the external forces/moments applied to the vehicle than the individual values of
the actuators. The reason for this claim is related with a possible nonlinear, time-varying,
state-dependent and redundant mapping between the actuators’ values and the external
forces/moments. Moreover, in the before-mentioned applications the control authority of
the actuators is normally constrained, overactuated, and, in conjunction with the nonlin-
earities of g(.), can significantly increase the complexity of the system controller design.
In order to overcome some of these issues, the CA advocates a separation between the
regulation layer, i.e., tracking the state vector x, and selection of the actuators. To illus-
trate this idea, consider, for a moment, that a direct action on the external forces/moments
can be exercised. In this case, the system dynamics can be simplified as:
x˙ = f(x) + v (2.2)
where v ∈ Rn is referred to as virtual control, i.e., the external forces/moments. Under
these assumptions, we can build an outer controller (see Figure 2.2b) that manipulates
the virtual control, which is much easier to design, since the overactuation and/or non-
linearities in the mapping g(.) are eliminated. For instance, in a paradigmatic aeronautic
application [82], by employing the concept of virtual control, the outer controller just
needs to manipulate n = 3 (virtual) controls, instead of the m = 16 original actuators
(see [82] for the C-17 aircraft case study). Similar examples can be found on automotive
and underwater vehicles [75, 89, 90]. However, this design simplicity comes with a price:
the burden in selecting the actuators and handling some nonlinearities is transferred to
an inner control loop, the Control Allocation (CA). It is the responsibility of the CA layer
to ensure that the virtual control demands are effectively generated. To do so, the CA
selects the control intensity u to meet the virtual control v requests:
v = g(x,u) (2.3)
and respect some additional constraints, e.g., position and rate limit bounds, which will
be discussed shortly.
The main benefits from the CA approach can be synthesised as follows: 1) the CA
can explore the actuation redundancy to easily reconfigure itself when actuator failures
occur [53, 91]; naturally, to take full advantage of this property, fault identification tech-
niques must be in place [92]; 2) the CA can handle, to some extent, actuator saturation;
for instance, when one actuator saturates, another redundant control can be activated to
compensate this nonlinearity [91]; 3) the actuator redundancy can be exploited to optimize
a performance index (like minimisation of actuation energy, maintenance costs, etc.); 4)
the CA transforms a redundant control problem in a non-redundant system [93]; based
on this separation, the outer loop may focus solely on system regulation, possible with a
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simpler and more robust controller, being completely insulated from actuators’ selection;
5) the CA can be sensitive to the frequency content of the virtual control signal; e.g., by
exploiting actuators’ bandwidth, slow actuators can respond to low frequencies and fast
actuators to high-frequency signals [94].
On the other hand, CA also has some disadvantages. The most notorious drawback
is the assumption of very fast actuator dynamics; the CA method assumes that the plant
dynamics are much slower than the actuator, and, as a result, the actuator dynamics
are usually neglected. Nevertheless, this is not always the case, and in some situations
additional compensation must be introduced [95], which is simple for first-order actua-
tors (modelled with a dominant time-constant), but much more complicated for second
and higher actuators models. Therefore, the CA is most adequate to systems where a
clear bandwidth separation exists between the actuator and the plant. Another important
issue is related with non-controlled states (i.e., the zero-dynamics [96]). If the outer con-
troller does not control all the system states, then the CA layer may introduce undesirable
dynamics on those states, which may lead to system instability [97].
2.2.1 Mathematical Formulation
As stated before, the primary objective of the CA is to find the inversion mapping of (2.3)
and explore the actuator redundancy to pursue secondary objectives, like energy minimi-
sation. The solution to this problem depends on the mapping g(.), which, most of the
time, is assumed linear:
v = Bu , B ∈ Rn×m (2.4)
as a result of model simplifications, model linearization [75, 91] or a change of variable [85].
Furthermore, the control effectiveness matrix B has more columns than rows (n < m),
as a consequence of the actuator redundancy, and there isn’t a unique relation between v
and u, i.e., for each v there are many possible vectors u. Due to physical constraints, the
vehicle actuators have limitations in operating range:
umin ≤ u ≤ umax (2.5)
where umin and umax represent the minimum and maximum range and the operator ≤
is applied component wise. Moreover, some actuators, particularly hydraulic based, may
have rate limits:
u˙min ≤ u˙ ≤ u˙max (2.6)
Since the CA methods are normally executed in discrete systems, a common trick to merge
the constraints (2.5) and (2.6) is to approximate the derivative by u˙ = (u(t)−u(t−T ))/T ,
where T is the sampling time. Hence, the rate limit can be posed as a position constraint:
u(t− T ) + T u˙min ≤ u ≤ u(t− T ) + T u˙max (2.7)
and, in conjunction with (2.5), generate a single position constraint [91, 98]:
U = {u ∈ Rm | u ≤ u ≤ u } (2.8a)
u = max{umin,u(t− T ) + T u˙max} (2.8b)
u = min{umax,u(t− T ) + T u˙min} (2.8c)


















Figure 2.3: Methods for solving the Control Allocation (CA) problem.
In addition to the constraints (2.4) and (2.8), the CA problem normally includes a per-
formance metric J(u), which measures the cost of the actuators’ use. Thus, the generic





s.t. Bu = vd
u ≤ u ≤ u
(2.9)
where vd ∈ Rn is the desired virtual control, generated by the outer controller (see Fig-
ure 2.2). In this context, one of the objectives of this chapter it to review the major
contributions presented in the literature to solve (2.9), suitable for real-time applications.
Before proceeding with the description of the CA methods it is useful to introduce some
additional nomenclature. For the simplest CA methods, the solution to (2.9) can be found
using a close-form expression, like u = ρ(vd). The CA method can generate solutions that
violate the constraints U . In this case, it is necessary to apply a saturation function to
ensure the limits u and u:
sat(.) =
[
sat1(.) . . . satm(.)
]T
: Rm 7−→ U (2.10)
Moreover, the problem (2.9) may not have any feasible solution, so it is useful to define
the set of admissible virtual controls:
V = { v ∈ Rn | v = Bu,u ∈ U } (2.11)
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2.2.2 CA Methods
Although the CA problem (cf. (2.9)) appears, at first sight, to be easily solvable with
modern computers, there are some practical difficulties. Firstly, the CA is normally exe-
cuted in real-time systems, with limited processing capabilities and short response times,
making it very difficult to calculate the optimal solution in the timeframe available to the
CA process. For example, typical control rates in the aeronautics and automotive fields
can easily exceed 100Hz; thus, the constrained optimisation problem must be solved in
less than 10ms. Secondly, the cost function J(u) can be formulated in different settings,
such as linear, quadratic, nonlinear, etc., producing optimisation problems that can be
obtained with a wide variety of solvers (like simplex [82], interior point [88], and active
sets [91], among others), most of them based on iterative searches, which may not be
well suited to real-time implementation. Because of all these factors, the evolution of the
CA methods have a strong tie with the development of real-time controllers and their
processing capabilities, as will be seen in the next sections.
During the bibliography review, it was possible to catalogue the CA methods in three
main approaches (see Figure 2.3): i) non-optimal, ii) optimal and iii) adaptive. The first,
non-optimal-based approach, was developed mainly during the ’80s and ’90s, when the
computational resources for the vehicle motion controllers were very limited. As a result,
this approach only presents approximate solutions for the problem (2.9), ignoring, most
of time, the secondary objective of the CA [98]. Subsequently, with the computational
resources gains made in the last decade to the real-time controllers, an increased interest
in CA optimisation based techniques has been observed [82, 88, 89], producing successful
solutions for the linear CA problem. Despite these promising results, the nonlinear CA
problem (which can appear if J(u) or g(.) are formulated as nonlinear functions) remains
a challenging problem to be efficiently solved by the embedded platforms. More recently,
adaptive CA methods[53, 99] have been derived to address this issue. In the next sections,
each of the aforementioned CA categories will be briefly presented.
2.3 Non-Optimal CA
Even though most of the non-optimal CA methods discussed in this section have since
been surpassed, they represented an important step in the CA development. In fact, some
of the more advanced methods (like Active Sets [91]), have connections to these simpler
methods, and additional insight can be gained by first discussing these approaches. The
non-optimal CA methods considered in this section are the Generalized Inverse (GI),
Iterative GI, Daisy Chaining (DS) and Direct Allocation (DA).
The first two methods focus only on finding efficient numeric procedures to meet the
CA minimum requirements, i.e., generating the virtual control respecting the constraints
U . Therefore, the performance metric J(u) is normally neglected, yielding non-optimal
solutions. Some basic secondary objectives, like prioritisation, are addressed by the DS
method, while the DA provides means to ensure the generation of the full admissible
virtual control set, V.
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(a) (b)
(c)
Figure 2.4: Set of admissible virtual controls (a), attainable with pseudo-inverse (b) and with
best generalised inverse (c) taken from a F-18 example (cf. [100] for the problem setting) with
n = 3 and m = 10 . It can be observed that, without violationing the constraints U , the pseudo-
inverse generates a fraction of the admissible set V. On the other hand, the generalized inverse
significantly increases the attainable set.
2.3.1 Generalized Inverse
The Generalized Inverse (GI) is one of the first practical approaches to solving the CA
problem. This method divides the problem into two stages. In the first phase, the restric-
tion U is ignored, no performance index is considered, and the interest rests on finding a
solution to a system of underdetermined equations:
vd = Bu, B ∈ Rn×m, m > n (2.12)
A natural solution to the previous problem is to find the right inverse of the matrix B,
i.e., BP = I, in order to easily calculate u by a matrix operation:
u = Pvd, P ∈ Rm×n (2.13)
where P is defined in this chapter as Generalized Inverse (GI) of B [87]. Note that the
solution (2.13) may not respect the constraints U ; this issue will be addressed in the second
stage. First, let’s take a look at the problem of choosing the P matrix. For a given B
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there are several ways to determine the GI; two of the most common solutions are:
Pseudo-Inverse
Also known as Penrose-Moore pseudoinverse, this solution assumes that B is full-rank and
produces a minimum norm solution for (2.12), i.e. (2.13) with P = B† = BT (BBT )−1
is the solution of minBu=vd ‖u‖; (the previous result can be derived in several ways, for
instance using the well-known projection theorem [101] or through the Lagrange multipliers
theory [102] ).
Weighted Pseudo-Inverse
Since the pseudo-inverse solution does not take into account the restrictions U , unfeasible
actuator values (u /∈ U) are easily produced. In order to attenuate this issue, a weight
matrix W can be introduced to penalise the use of some actuators: minBu=vd ‖Wu‖. The






For instance, [103] proposes the use of a diagonal W where each actuator is penalised by
an amount inversely proportional to its maximum value (assuming actuator symmetry),
W = (Iu)−1. This way, the actuators with smaller operation range, and therefore more
susceptible to breaching the constraints, are explicitly penalised and less requested.
Although numerically efficient, there is usually a large set of admissible virtual controls
(vd ∈ V) for which u = Pvd doesn’t meet the constraints U . To better understand this
limitation, consider the set of virtual controls for which the GI solution does not violate
the restrictions:
Π = { v ∈ V | u = Pv ∈ U } (2.15)
which depends, of course, on P selection. One way to quantify the GI performance
is to analyse the size of the Π set, e.g., through the generalised volume of V (Π) in
an n-dimensional space. Analytical methods for calculating this volume can be found
in [98, 100], as well as some numerical examples, showing that the Π generated by the
pseudo-inverse method is sometimes a small fraction of the maximum attainable set V
(see Figure 2.4). Spurred by this factor, [81] notice that the GI P can be chosen to satisfy
(m− n)n virtual controls. Therefore, this flexibility can be explored in:
Tailoring
This method improves the local volume of Π around a virtual control set-point [81], par-
ticularly useful if a group of set-points are known in advance. However, if B or vd changes
frequently, this can lead to abrupt reconfigurations of the actuators, impractical in real
situations [100];
Best Generalized
As the name implies, the idea of this methods is to find the GI that maximises the volume
of Π:
Pbest = arg maxP V (Π(P)) (2.16)
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Like the ”Tailoring” approach, if B is time-varying, undesirable abrupt changes in the
actuators can occur [81].
Even though the use of the Best Generalized Inverse significantly increases the Π
volume (see Figure 2.4), the totality of the admissible set may never be achieved. In other
words, Π will always differ from V for any P selected (this claim was proofed in [81]).
Therefore, there are admissible virtual controls (vd ∈ V) for which the GI solution does
not respect the actuators physical limits (u /∈ U). In those situations, the easiest method
to comply with U is to truncate the solution:
u = ρGI(vd) = sat(Pvd) (2.17)
where sat(.) is the saturation function, defined in (2.10). This truncation introduces trou-
blesome consequences, most notably a significant tracking error on vd. Nevertheless, the
GI simplicity is striking and still remains a practical tool to solve the basic CA require-
ments on some automotive [104] and aeronautic[105] applications.
2.3.2 Iterative GI
In order to overcome the truncation error of the GI, iterative methods have been proposed.
This section briefly analyses the Cascading GI and the Null Space Intersection.
Cascading GI
The Cascading GI (CGI) [98] (a.k.a. Iterative GI [106]), is an iterative application of the
GI method to handle the actuator truncation: when the solution obtained with (2.13)
doesn’t comply with the set U , then the actuators that will be truncated in (2.17) are
saturated and removed from the problem. The remaining actuators are then recalculated
(using a new GI) in an attempt to generate the desired virtual control. During the new
redistribution, other actuators may saturate, in which this procedure must be applied
iteratively until the tracking error is zero or all the actuators are saturated.
Algorithm 1 Cascading GI (CGI)
Require: vd,B,U
Isat ← ∅ {saturated actuators}
repeat
Bf ← [Bi]i/∈Isat {control eff. for free actuators}
ev ← (vd −
∑
i∈Isat Biui)
[ui]i/∈Isat ← B†fev {reconfigure non sat. actuators}
Isat ← Isat ∪ { i /∈ Isat | ui ≤ ui or ui ≥ ui; }
u← sat(u)
until vd = Bu or #Isat = m
Algorithm 1 describes the CGI approach, where the notations [ui]i/∈Isat and [Bi]i/∈Isat
represent the vector and matrix, respectively, associated with unsaturated actuators.
Despite an increase in the computational load, the CGI significantly improves the
allocation performance over the GI (with truncation) and increases the volume of Π. In
the original CGI [98], as described in Algorithm 1, all saturated actuators are removed
in future iterations. However, more efficient heuristics can be used, for instance removing
only one saturated component with the higher rate of U trespass [107], or the one that
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minimises the distance to the desired virtual control [108]. A more rational approach,
based on the optimisation theory and active set methods, is also discussed in this chapter,
but is postponed to a later section.
Finally, it is important to note that even with an admissible virtual control, vd ∈ V,
the CGI can generate an actuator value with tracking error [82], i.e., Bu 6= vd .
Null Space Intersection
Consider the solution obtained with the GI (cf. (2.13), which is referred to in this section
as up, i.e., vd = Bup, and the Null Space generated by B:
N (B) = { u ∈ Rm | Bu = 0 } (2.18)
which has dimension m − n if B is full-rank. By the Null Space definition, we can add
any element of N to up, such that the resulting virtual control remains unchanged. This
property can be useful to deal with unfeasible solutions produced by the GI, since the
final actuator value, up + un, can be feasible. To put it another way, the idea is to find a
un ∈ N such that up + un ∈ U , or, more generally, to find the set:
S = {up +N (B)} ∩ U (2.19)
If this set is non null, then we can find all the solutions to the inequality and equality
constraints of the CA problem (2.9). The conceptual usefulness of this method is undeni-
able, but in practice it is laborious to implement, since the analytical characterisation of
the set (2.19) is difficult and is also intractable for higher-dimension spaces [98].
2.3.3 Daisy Chaining (DC)
In avionics applications it is common to use redundant actuators with different mainte-
nance costs. Hence, from an economic standpoint, it is convenient to just use the most
expensive actuators when strictly necessary. This practical observation led to the proposal
of the Daisy Chaining (DC) allocation method [93, 97], which defines a set of actuation
banks, u1 (primary group), u2 (secondary), . . ., up, with different priority between them.
For a given virtual control reference vd, the DC tries to satisfy the demand with the pri-
mary group, using, for example, the GI method. If the first actuator bank is not enough,







 = ρDS(vd) =
 sat(P1vd)sat(P2(vd −B1 sat(P1vd)))
...
 (2.20)
where Bi is the control effectiveness matrix associated with the group i = 1, 2, . . . , p and
Pi the corresponding GI.
2.3.4 Direct Allocation (DA)
The direct allocation method, originally proposed in [81], relies on following geometric ar-
gument: for each virtual control vd on the boundary of V, there is only one actuator vector
u ∈ U that can generate vd. Based on this finding, the DA method calculates the actuator




















Figure 2.5: Daisy Chaining approach.
value for each virtual control by re-scaling the solution obtained on the boundary [100].
Compared with the GI-based approaches, the DA guarantees that the admissible set V is
always attainable, and, due to the re-scaling operation, the directionality of the original
virtual control is preserved. On the other hand, the dimension n can be an issue: for
n ≤ 2 it’s relatively easy to calculate the solution [81], but for higher dimensions (n ≥ 3)
the problem becomes very complex, as illustrated in [109]. Moreover, [91] pointed out
that the actuator redundancy in the DA is being used just to preserve the directionality
of vd, while optimal-based CA methods, discussed in the next section, can be employed
to explore more appealing objectives (for instance, energetic). More recently, Bodson [82],
reformulated the DA geometric argument in an optimal problem setting, transferring,
somehow, the DA to the optimal-based CA class.
2.4 Optimal CA
The non-optimal CA algorithms, described in the previous section, were developed in
a context of strong computation constraints, and most of them do not guarantee that
the reachable set V is totally attainable [81]. From the control point of view this is
translated to a reduction of the control authority, introducing an undesirable decrease in
the vehicle manoeuvrability range. Moreover, with the exception of DA, the non-optimal
CA methods are unable to effectively address the constrained optimisation problem (2.9).
For all these reasons, in the last decade numerical optimisation techniques began to be
seen as an attractive alternative to the CA problem, strongly driven by the aerospace
industry [82, 83, 110, 111]. Unsurprisingly, the performance index J(u) plays a key role in
the solution complexity, and the next section is devoted to analyse this issue. After that,
the main numerical methods for solving the CA, based on Linear Programming, Quadratic
Programming and Multi-parametric approaches, are revisited.
2.4.1 Performance Metric
Convexity is a fundamental property that J(u) must hold, in order to guarantee global
optimal solutions [112]. Consequently, the lp, 1 ≤ p ≤ ∞, norm is a natural candidate to




J(u) = ‖u− uo‖pp
s.t. Bu = vd
u ≤ u ≤ u
(2.21)
where ‖.‖p is the traditional lp norm and uo ∈ Rm the ”preferred” control set-point, to
which the actuators should be attracted if the feasible set has more than one solution.
For example, in aeronautical applications, uo represents a set-point which minimises the
drag, control deflections, wing loading, etc. [91], and, most of the time, is set to zero. The
selection of the p norm influences the solution complexity, leading to Linear Programming
(LP) problems for p = 1 and Quadratic Programming (QP) for p = 2. Naturally, the l2 is
the most popular choice given its relationship with the actuator energy consumption (even
actuators with non-quadratic energy consumption can sometimes be reasonable approxi-
mated by l2 norm [90]). Additionally, a very useful tool in the CA design is the inclusion of
a weight matrix in the norm (similar to the Weighted Pseudo-Inverse discussed previously)
in order to penalise the use of certain actuators. However, to simplify the presentation of
the numerical methods, the weight matrix is not explicitly considered in the remainder of
the chapter, although it can be easily accommodated in the solutions.
Another common technique when solving (2.21) is to formulate the problem as a multi-
objective scheme:
Two-stage Optimisation
This scheme, also known as sequential optimisation, divides the CA problem into two
stages [82, 83, 91]:
UA = arg min
u≤u≤u
J1(u) = arg min
u≤u≤u
‖Bu− vd‖pp (2.22a)
u = arg min
u∈UA
‖u− uo‖pp (2.22b)
In the first stage, defined by (2.22a), a primary optimisation problem is solved, whose
main interest is to assess whether the equality and inequalities constraints can be met. If
the result of this first stage is non-zero (J1 6= 0), then the constraints cannot be fulfilled,
and the problem ends returning the actuator value that best approximates the desired
virtual control vd. On the other hand, if the result is zero (J1 = 0), a second optimisation
problem is formulated, defined by (2.22b), in order to explore the actuator redundancy to
approximate the ”preferred” control set-point.
Mixed Optimisation
The two-stage optimisation can be simplified by grouping the primary and secondary
objective functions in the same cost function [82, 94]:
min
u≤u≤u
α‖Bu− vd‖pp + ‖u− uo‖pp (2.23)
where α,  ∈ R+ represent the trade-off between the primary objective (produce the de-
sired virtual control vd with zero error), and the secondary objective (approximate the
”preferred” control set-point). According to [82], the mixed optimisation can generally
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be resolved more quickly than the two-stage optimisation and offers better numerical
properties. In addition, the solution to (2.23) converges asymptotically to the solution
of (2.22) [113].
Although the norm-based cost function (2.21) is the most popular choice for the per-
formance index, there are, nevertheless, alternative metrics that can be used to explore
the overactuation property:
Dynamic CA
Reference [94] proposed a cost function that penalises variations in the control compared
with previous iterations:
J(u) = ‖u− uo‖pp + ‖W(u− u[k − 1])‖pp (2.24)
where u[k − 1] ∈ Rm is the CA solution obtained in the previous sample, and W the
weight matrix. The main idea behind this formulation is to include the actuators frequency
response in the CA objective; e.g., through an appropriate choice of W matrix, we can
shape the frequency response of the CA method, so that slow actuators respond to the low
frequencies in the virtual control signal and fast actuators to the higher frequencies. If no
saturation occurs, the CA solution to this problem can be seen as a linear filter, which,
under the non-singularity condition on the W matrix, can be proved to be stable [91].
Moreover, the dynamic CA formulation can attenuate, to some extent, the effects of the
fast actuator assumption that hampers most of the CA methods [94].
Slack Variable
Literature [85, 89, 90] formulate the mixed optimisation problem using slack variables:
min
u,s
J(u) = ‖u‖pp + α‖s‖pp
s.t. Bu− s = vd
u ≤ u ≤ u
(2.25)
where s ∈ Rn is the slack variable and α ∈ R+ a adjust factor between the objectives. The
motivation for this formulation is related with non-attainable virtual controls, i.e., vd /∈ V,
which can lead to a violation of the equality constraint Bu = vd. Thus, introducing the
slack vector s allows a deviation between the virtual control requested (vd) and the real
virtual control produced (Bu), which must be minimised.
Singular Avoidance
A particularly challenging problem that can appear on some applications is the case of a
nonlinear relation between the virtual control and the actuators’ inputs:
v = B(u)u (2.26)
In this situation, it is of paramount importance to avoid control configuration that could
lead to a loss of controllability in the vehicle, e.g., if one of the lines in B(u) is zero. This
last property is equivalent to B(u) not being full-rank. Accordingly, a natural way to
prevent the loss of controllability is to introduce a term in the performance index that
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penalises the singularity condition of matrix B(u) [114]:




where α ∈ R+ is a trade-off term between the norm minimisation and the singular avoid-
ance condition and  > 0 is used to avoid divisions by zero. However, the second term
in (2.27) complicates the optimisation problem, since this is a nonlinear problem. To sim-
plify this issue, [114] suggests a linearization of (2.27), resulting in a QP, easily solvable
through one of the numerical techniques discussed later in this section.
Non-convex Constraints
Besides the linear (equality and inequality) constraints with wich u must comply, there
are cases where additional non-convex constraints have to be introduced in the problem
(see [115] for a marine vessel application), making the solution much more difficult to
obtain. A possible work-around to this issue is to transform the non-convex region into
a union of convex regions (convexification technique), producing a set of several (convex)
optimisation problems, which are easier to solve [115].
Summary
This section illustrated the fact that CA problems can be formulated with a variety of
performance indices (cf. (2.21),(2.22),(2.23),(2.24),(2.25),(2.27)), which depend on the ap-
plication/control requirements, practical issues and designer choices. Nevertheless, they
all have a common factor: normally they can be posed as a linear or quadratic optimisation
problem (even if the performance metric is not linear, linearization is a common practice).
Therefore, in the next section numerical methods, based on LP, QP and Multi-Parametric
approaches, will be presented in order to practically solve the CA problems. For the sake
of brevity, just the main ideas and insights of these methods are provided.
2.4.2 Linear Programming (LP)
The typical LP formulation admits a cost function like J(u) = cTu and affine constraints.
Moreover, there are several ways to derive the CA problem as a LP [82, 83, 110, 111]. The
first formulation is to transform the two-stage problem with l1 norm:
min ‖Bu− vd‖1 (2.28)
into a LP problem [111, 112]:
min
u,ξ
1T ξ s.t. − ξ ≤ Bu− vd ≤ ξ, u ≤ u ≤ u
where ξ ∈ Rn is the slack variable and 1 ∈ Rn a unity vector. A similar LP transformation
can also be applied to the secondary objective (2.22b) [111]. Likewise, the Mixed optimi-
sation can be posed as a LP problem, although requiring more involved calculations, since
the cost function incorporates several objectives (see [82] for additional details). Another
context where the LP can be used is in a recasting of the DA method as an optimisation
problem. Recall that DA method exploits the actuation redundancy to preserve the vir-
tual control directionality. Bodson [82] noticed that this property could be formulated in
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the following elegant setting:
min
u1,ρ
ρ s.t. Bu1 = ρvd u ≤ u1 ≤ u (2.29)
where ρ is a scaling factor: if ρ < 1, then the virtual control vd must be scaled down in
order to respect the constraints; thus, it is unattainable (otherwise, ρ ≥ 1, it is reachable).
So, the optimal solution is given by:
u =
{
u1/ρ, if ρ > 1
u, otherwise
(2.30)
It should be pointed out that the virtual control generated by the solution of (2.29), i.e.,
(Bu), is always in the same direction as the desired virtual control vd, thus maintaining
the original ideas of the DA [81, 109, 116]. However, instead of the complicated geometric
methods initially proposed to reach the DA solution, the formulation (2.29) opens new
possibilities to solve the DA problem through LP solvers, which are known to be more
robust and mature.
In the CA context, the most popular approach to solve the LP problem is the well-
known Simplex method [102, Chap. 3]. Numerical experiments conducted by [82] indicate
that, compared with the simpler CA strategies, like CGI, the simplex can reduce the mean
tracking errors of the virtual controls in more than 20%, and, above all, ensure that all
virtual admissible controls are produced, preserving the full vehicle manoeuvrability range.
In contrast, the simplex implementation complexity is naturally higher and the execution
times are typically an order of magnitude superior to the simpler methods (e.g., CGI);
notwithstanding, with today’s real-time controllers this is no longer a critical issue, as it
was in the recent past. Additionally, for an effective simplex implementation it is necessary
to take into consideration important practical details, such as the use of efficient matrix
inversion methods and the introduction of anticycling schemes to avoid cycles between
vertices with similar cost values [82].
2.4.3 Quadratic Programming (QP)
The QP formulation admits an objective function like J(u) = 12u
TWu + cTu, with W ∈
Rm×m. Typically, the QP appears when (2.21) or (2.22) are considered with l2 norm.
Likewise, the mixed optimisation with p = 2 can also be easily transformed into a QP
through the l2 norm expansion (see, e.g., [88]); in fact, almost all the performance metrics
considered in Section 2.4.1 can be transformed into a QP setting.
The main QP solvers used in the CA problem are the ellipsoidal approximation [83],
fixed-point algorithm [117], active set methods [118] and interior point [88], which will be
briefly reviewed in this section. Before we enter in the QP details, it should be highlighted
that most of the methods use the well-known concept of the Karush–Kuhn–Tucker(KKT)
first-order optimality conditions [102]; other important concepts, like polytope and poly-
hedra that appear in connection with linear constraints, as well as active set (of con-
straints) [102] are repeatedly mentioned throughout this section.
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Ellipsoid Approximation [83]
The main idea of the method is to solve the problem (2.22a), with p = 2, using an ellipsoid






uTQu = 1 (2.31)
where Q ∈ Rm×m characterises the ellipsoid. To solve the problem, a Lagrangian function
is built: L(u, µ) = ‖Bu− vd‖22 + µ(12uTQu− 1), where µ ∈ R is the Lagrange multiplier,
and the first-order optimality conditions applied (∂L/∂u = 0, ∂L/∂µ = 0). After some








u(µ)TQu(µ) = 1 (2.33)
The main merit of this formulation is that the original m inequalities constraints are
approximated by a single constraint (the ellipsoid), consequently, the number of Lagrange
multipliers in the problem is reduced from m to just one, significantly simplifying the
solution. Actually, [83] found out that the function γ(µ) is monotonically decreasing and
the equation (2.33) can efficiently be solved with few iterations of the bisection method.
The final implementation of this method is divided into three steps: in the first at-
tempt, (2.32) is solved with µ = 0 (assuming that the constraint is not active); if the result
failed to obey the constraints U , then the equation γ(µ) = 1 is solved and used in (2.32);
finally, even with µ known, the solution can fail to meet the inequality constraints, since
these restrictions were approximated by an ellipsoid; if that is the case, additional efforts
must be executed, for instance saturating some commands [83].
Compared with simplex this method tends to use a higher number of actuators [110]
and produces actuator values with higher norms [82]. Some of this performance degrada-
tion is due to the ellipsoidal approximation. On one hand, this approximation allows a
significant reduction in complexity, since the number of Lagrange multipliers is decreased;
but, on the other hand, it also introduces inaccuracies and non-optimal solutions. Never-
theless, this was a remarkable solution in transition phase between non-optimal to optimal
CA methods.
Fixed Point(FXP)
Based on the mixed optimisation formulation (2.23), with p = 2, uo = 0, 0 <  < 1,
α = 1− , and taking into account that this QP problem only has inequality constraints,
then it is possible to derive a fixed-point (FXP) algorithm, which guarantees convergence
to the optimal solution [117]:
u(k+1) = sat
(
(1− )ηBTvd − (ηM− I)u(k)
)
(2.34)







where 1/η is the Frobenius norm of M and k = 0, 1, 2, . . . is the iteration number. It can
be shown that: i) the FXP solution satisfies the KKT optimality conditions; ii) by using
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the contraction mapping theory, the recursive FXP equation converges to optimal solution
(details about this proof can be found on [119] and [120, p. 94-96]).
The simplicity, numerical efficiency and the notable property of convergence to the
optimal solution, constitute the major strengths of the FXP approach. Nonetheless, there
are also some drawbacks: the convergence speed to the optimum is very sensitive to the
virtual controls vd magnitude, particularly for high values [88] and to the selection of the
parameter  (”trade-off between objectives). Moreover, when one or more elements of
control u saturates in the FXP equation, the convergence may also be affected. To at-
tenuate this issue, [75] established the ”saturability” conditions, i.e., conditions ensuring
that, when one of the components of u saturates, it will remain saturated in future itera-
tions, and proposes that these saturated components be removed from the FXP equation
(similar to the CGI). This method is denominated accelerated fixed-point (AFXP), with
potential to decrease the number of iterations up to 50%[75, 120].
Active Set Method
Given the typical dimensionality of the CA problems (m ≤ 20, n ≤ 6), i.e., small to
medium dimension, the application of Active Set Methods (ASM) [102, 113] is a promis-
ing alternative to effectively solve the QP problem. In algorithmic terms, the ASM is
very similar to CGI: in each iteration, two groups of constraints are created. The first,
associated with active constraints, assume that the inequalities are active; in other words
they are at the boundary, e.g., the constraint ui ≤ a is active if ui = a. The second group,
inactive constraints, are ignored in the ASM iterations [102]. As a consequence, the active
inequalities produce an intermediate optimisation problem with only equality constraints,
easily solvable with the Lagrangian approach.
The main difference between the CGI and the ASM is the managing of the active
constraints. While in the CGI a heuristic algorithm is used (the selection of active con-
straints is based on testing which components of u are saturated), the ASM employs a
more rational strategy, based on the constrained programming theory. In the ASM the
selection of active constraints is based on the signal of the Lagrange multipliers: negative
values are associated with a violation of the KKT conditions; consequently, they become
active constraints.
The application of the ASM to the CA problem was initially evaluated in refer-
ences [91, 118]. Simulation results performed on those works show that the implemen-
tation complexity of the ASM is similar to the CGI and FXP methods, but offers superior
performance in tracking the virtual control. Finally, the ASM, and also FXP, need initial
estimates to start the iteration search for the optimum. In both methods, the CA solution
obtained in the previous sample is a good candidate, and has shown good results [91].
Interior Point
Further research on iterative solutions to the CA problem was carried out in [88], by
exploring the Interior Point(IP) method. The main advantage of this method is that the
relative distance to the optimum is always known, therefore we can leave the algorithm
knowing how far we are from the optimum. However, according to [88], the computation
burden of the IP is much higher than the ASM and, typically, only becomes competitive
in high-dimension CA problems (m > 15).
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2.4.4 Multi-Parametric (MP)
Motivated mainly by the Model Predictive Control problem, and its consequent practical
implementation, the QP and LP problems have been recently solved explicitly [121]. This
methodology is named Multi-Parametric (MP) and the novel idea is based on an associa-
tion between each parametric set of the problem and the correspondent optimal active set.
While in the ASM the optimal active set is found by iterative searches, the MP approach
pre-calculates this set for each possible parameter of the problem, which offers important
verifiability properties, as will be discussed shortly.
To assist in the explanation of the MP method, let us assume that the slack variable







s.t. Gz ≤W + Sθ
(2.36)
where z = [uT sT ]T , θ = [vTd u
T uT ]T and H,G,W,S are matrices with appropriate
dimension; the vector θ ∈ Θ ⊂ Rn × Rm × Rm contains the problem parameters and is
normally defined in a polyhedral Θ. It can be shown that the optimal solution for (2.36),
z∗(θ), is a piecewise linear function (PWL) defined on Θ [121]. To illustrate this fact,
further assume for a moment that: i) the parameter vector is fixed in θ0; and ii) the
active set (see Section 2.4.3) associated with the optimal solution of problem with θ0
is known and defined by the set I ⊂ {1, 2, ..., q}, where q is the number of inequalities
in (2.36). By definition of active constraint, we can infer that:
Giz = Wi − Siθ0 i ∈ I (2.37)
where i represents the line of the vector/matrix. Grouping the previous relation in a matrix
form, GI ,WI ,SI , and applying the KKT conditions to the problem, we can derive the
optimal solution [122]:
λI = − [GIH(GI)T ]−1 (WI + SIθ0) (2.38)
z∗ = −H(GI)TλI (2.39)
where λI is the Lagrange multiplier. Notice that the solution is under the assumption
that the active set I is known. What if the optimal active set is known for all the possible
parameters in Θ? In that case, we could easily apply (2.38),(2.39) and successfully solve
the optimisation problem. The MP approach builds on this simple idea, and most of the
effort is devoted to constructing the mapping between θ ∈ Θ and the optimal active set
I, which can become very complicated if the dimension of the parametric space Θ is high.
More formally, this mapping can be defined as ϕ : Θ 7→ I ⊂ {1, 2, ..., q}, thus I = ϕ(θ).
A common practice when building this mapping is to divide the parametric space into
regions where ϕ is constant (see [121] and [122] for a description of efficient methods to
construct this partitions). Fortunately, there are also some automated tools which help
build this mapping, for example the Multi-Parametric Toolbox [123]. To summarise, the
MP approach is defined as follows: given the parameter vector θ
1. calculate the optimum active set, using the mapping I = ϕ(θ);
2. apply (2.38),(2.39) to determine the optimum solution.
36 2. Review of Control Allocation Methods
As a result, the MP implementation is simple and can benefit greatly from calculating the
mapping ϕ(.) oﬄine. This mapping can then be efficiently evaluated online, e.g., through
binary search trees [124]. Moreover, the MP performance is predictable and the number of
arithmetic operations bounded, which is a very desirable property for real-time systems.
For problems with a reduced number of time-varying or unknown parameters, the MP
approach is definitely an excellent candidate to solve the CA problem, as has been shown
in [89, 115]. However, when the dimension of the parameter vector θ grows, the mapping
ϕ(.) may become very complicated and suffer from the curse of dimensionality.
2.5 Adaptive CA
The adaptive CA approach, pioneered by [99], and further developed in [80, 125], assumes




s.t. g(x,u) = vd
(2.40)
where J(u,x) can be any performance metric discussed in Section 2.4.1, but including
an additional term to penalise the violation of the inequalities constraints, for instance
through barrier functions. Consider the Lagrangian of (2.40):
L(u,x, µ) = J(u,x) + µT (g(x,u)− vd) (2.41)
and the associated optimal set O = { (u,x, µ) | ∂L∂u = 0, ∂L∂µ = 0 }, derived from the first-
order optimality conditions. Under the reasonable assumption that the outer controller
makes the system (2.1) uniformly globally exponential stable, it can be shown (using the
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)
(2.42)
drives the system, with exponential convergence, to the optimal set O. In the previous
expression, Γ is a symmetric positive definite matrix and uff a (possible) nonlinear feedfor-
ward term, whose details are omitted in this chapter, for the sake of brevity. The complete
details and proof of the previous claim can be found on [80, Chap. 3]. Furthermore, it can
also be shown that, when J(u,x) is quadratic, the solution retrieved from (2.42) coincides
with the pseudoinverse solution [99], discussed in Section 2.3.1.
In this context, the adaptive CA solution can be viewed as a nonlinear dynamic con-
troller, which is very simple to implement and requires modest computational capabilities.
It is also worth mentioning that this approach avoids the need to solve, in each sam-
pling time, the CA optimisation problem; instead, a dynamic CA update law, defined by
(2.42), searches for the solution in a gradient/Newton-like optimisation [99] (albeit guar-
anteeing exponential convergence). Moreover, this approach can be extended to deal with
actuator dynamics and even handle uncertainty in the actuator model [126], proving an
additional benefit compared to the numeric optimisation CA. More recently, this adaptive
law was evaluated in the yaw-rate control of an overactuated ground vehicle [53], showing
promising results in this cost-sensitive application.
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2.6 Conclusions
In this chapter a comprehensive review of the non-optimal, optimal and adaptive control
allocation (CA) methods was presented. Among these methods, the non-optimal CA are
the most computationally efficient and simplest to implement. However, they also in-
troduce significant errors in the virtual control generation and, in the last decade, were
surpassed by the more effective optimal-based CA. A wide variety of solvers (simplex,
active set, interior point) have been explored to numerically solve the CA constraint op-
timisation problem. Alternately, adaptive methods, based on the Lyapunov design-based
approach, also represent a useful tool to derive practical solutions and also offer robustness
to uncertainty in the actuators models.
In the context of EVs propelled by in-wheel motors (IWM), which is the main theme
of the current work, the above-mentioned CA methods are useful in two types of problems.
The first, briefly introduced in Section 1.1.1 and of a global character, is concerned with
the allocation of forces and moments, required by the EV’s motion controller, among the
actuators available in the (over-actuated) vehicle. The second problem, of local character,
is related with the (braking) torque allocation between IWM and friction brakes, necessary
in the redundant braking system of EVs propelled by IWMs. The next chapter will be
devoted to the latter problem, whereas the former will be tackled in Chapter 7.
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Chapter3
Hybrid ABS
Abstract: Among the many opportunities offered by Electric Vehicles (EVs),
the design of powertrains based on in-wheel electric motors represents, from
the vehicle dynamics point of view, a very attractive prospect, mainly due the
torque vectoring capabilities. However, this distributed propulsion also poses
some practical challenges, owing to the constraints arising from motor in-
stallation in a confined space, to the increased unsprung mass weight and to
the integration of the electric motor with the friction brakes. This last issue
is the main theme of this chapter, which in particular focuses on the design
of the Anti-lock Braking System (ABS). The proposed structure for the ABS
is composed of a tyre slip controller, a wheel torque allocator and a braking
supervisor. To address the slip regulation problem, an adaptive controller is
devised, offering robustness to uncertainties in the tyre-road friction and fea-
turing a gain-scheduling mechanism based on the vehicle velocity. Further,
an optimization framework is employed in the torque allocator to determine
the optimal split between electric and friction brake torque based on energy
performance metrics, actuator constraints and different actuators bandwidth.
Finally, based on the EV working condition, the priorities of this allocation
scheme are adapted by the braking supervisor unit. Simulation results obtained
with the CarSim vehicle model, demonstrate the effectiveness of the overall ap-
proach.
3.1 Introduction
This chapter deals with Anti-Lock Braking Systems (ABS) design for EVs in which the
powertrain does not contain a mechanical differential and the accelerating/braking torque
transmitted to each driven wheel can be individually regulated. As discussed in Chapter 1,
such class of powertrains can be found on vehicles with in-wheel electric motors [14, 15, 24]
or with more simple solutions based on traditional electric motors coupled to the wheel
through belts [18] or single-gear transmissions [17]. As a result, the ABS employed in these
vehicles can be classified according to the type and number of actuators, thus we can have
ABS based on: i) electric motor, ii) friction brakes and iii) combined/hybrid actuation
(electric motor and friction brakes). From the control and energy efficiency point of view,
the first approach, where the ABS solely relies on the electric motor [15, 17], is sound, but
suffers from some practical limitations; for instance, the torque generated by the electric
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Figure 3.1: Qualitative features of the braking devices in the electric vehicles.
motor is severely reduced when the motor operates in the field weakening region or when
the energy source is approaching the full charge state. Consequently, in these situations,
the vehicle’s braking ability is compromised, as well as the ABS functionality. From the
robustness and reliability perspective, disabling the electric motor during the ABS and
employing the traditional friction brakes, like hydraulic or electro-hydraulic [127], is the
most simple approach to the ABS design [18]. The main motivation for the latter approach
is due to the fact that, during emergency braking situations, the regenerative property of
electric motor is not a top priority (the vehicle safety has precedence), so the electric
motor can be safely disabled. However, this argument overlooks one important feature in
the electric actuator: the fast torque response. As pointed out in Figure 3.1, the electric
motor should be regarded as a braking device, which, although having a limited actuation
authority, extends the bandwidth of the previous generations of friction brakes. Hence,
to take full advantage of all the capabilities available in the braking devices, the most
interesting configuration is the one where the electric motor and the friction brakes are
simultaneously controlled by the ABS, which is named hybrid ABS in the present work.
It should be noticed that the cooperation between the electric motor and friction brakes,
during ”normal braking” manoeuvres (i.e., when small values of wheel slip occur), was the
subject of several works in recent years (see [12, 43] and references therein) . However,
these studies are usually focused on maximizing the energy efficiency during the ”normal
braking” situations, and do not take into account the torque sharing strategies suitable for
the ABS operation. Furthermore, the control of hybrid ABS configurations has received
little attention in the literature. In the automotive industry we can find some hybrid ABS
application examples, most notably the prototypes of Toyota with in-wheel motors [14],
but these manufacturers, understandably, are not willing to disclose all the details of the
control system.
The main objective of this work is to design a new control strategy for the hybrid
ABS, capable of complementing the friction brakes with the quick, but limited, regenera-
tive torque offered by the electric motor. To this aim, we propose a decoupled structure
based on two layers. The first layer addresses the tyre slip regulation problem using a
robust adaptive controller, able to cope with the parametric uncertainty in the tyre-road
friction and other non-parametric disturbances. In the second layer, a torque allocator
is responsible for distributing the torque requested by the ABS among the two braking






















































Figure 3.2: Generic architecture of the EV braking system with in-wheel electric motors and
friction brakes; ∆Ff , ∆Fr represent differential braking signals and Fx,fl, Fx,fr, Fx,rl, Fx,rr the
desired braking forces for each wheel.
devices, taking into consideration the actuators limitations, i.e., torque range, rate limit
and nonlinear constraints (e.g., field weakening in the electric motor), and performance
metrics, such as energy efficiency and braking actuation bandwidth. This distribution
is performed by a control allocation approach (see Chapter 2) and is formulated as an
optimization problem, solved using an efficient numeric solver, suitable for realtime imple-
mentation. With this design approach we can decouple the slip regulation problem and
the torque allocation one, and benefit from the full capabilities of the braking devices.
3.2 Overview of the Braking System
Generally, the braking system has the responsibility of safely decelerating the car in ac-
cordance with the braking force requested by the driver (Fx in Figure 3.2). The first step
to achieve this goal consists of defining the amount of force that the front and rear axles
will produce (see Figure 3.2). Historically, this distribution has been designed having in
mind that, from the vehicle stability point of view, the rear wheels should never lockup
before the front ones [3]. Consequently, optimal front-rear distributions can be devised in
order to ensure the simultaneous locking of both axles, as discussed in [3]. After defin-
ing the front-rear distribution, the individual braking forces for each wheel are generated
by adding/subtracting the differential braking signals required by the vehicle dynamics
controller (e.g., the yaw-rate and/or side-slip controllers [40, 104]). A more recent trend,
spurred by the increasing amount of actuation available in modern vehicles, is to bypass
the front-rear distribution and use the EV’s motion controller to generate the references
for the individual (longitudinal and lateral) wheel forces, taking into account the requested
forces, yaw moments, and tyre constraints (see Chapter 7 and references [128, 129]). In
this chapter, it is assumed that the longitudinal force reference for each wheel is available,
e.g., using one of the above methods, and our interest lies on the hybrid ABS problem,
with particular emphasis on the following issues: i) understand how the longitudinal wheel
force (or torque) should be distributed among the two braking devices and ii) ensure that,
when a large wheel torque is applied, the tyre slip is regulated to a safe value.
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3.2.1 Braking Devices: Control Oriented Models and Constraints
According to the hybrid braking configuration presented in Section 3.1, assume that each
wheel is equipped with two braking devices: friction brakes and in-wheel electric motors








where T ∗i is the reference torque, Ti the output torque, τi the dominant time constant, δi
the pure delay and i ∈ {f, e} (e=electric, f=friction). For the friction brakes, this con-
tinuous torque regulation can be accomplished by employing electro-hydraulic or electro-
mechanic brakes, as discussed in Chapter 6. On the other hand, the IWM provides, in
general, a much faster torque response [130], but the maximum torque is limited by two
main factors: maximum regenerative power and battery state of charge (SoC). The first
issue is related with the limited power (when compared with the friction brakes) that
motor can regenerate, which restricts the braking torque in the high-speed zone. The
second factor is the battery SoC: when the full charge condition is reached, the energy
regeneration is no longer possible, which severely compromises the IWM braking torque.
Thus, unlike the friction brakes, the maximum regenerative torque in IWM depends both
on the wheel speed and battery SoC, thus yielding:
Te,max(v, Iq,max, ω) = p(v) (1− Iq,max)
{
Te,n ω ≤ ωn
Te,n
ωn
ω ω > ωn
(3.2)
where Iq,max ∈ {0, 1} is an indicator for the full SoC condition, Te,n the peak braking
torque and ωn the motor nominal speed. The second branch in the above relation is due
to the torque limitation introduced when the electric motor is operating in the constant
power zone (also known as the field-weakening region in the electric drives field [9]), while
p(v) aims at disabling the regenerative braking when the vehicle is approaching the full





is used to model this mechanism, where kv and vo are tuning factors that define the speed
zone and rate at which the electric motor is taken out of service.
Generally, both braking devices must also comply with range and rate limits:
Ti,min ≤ Ti ≤ Ti,max, −T˙i,max ≤ T˙i ≤ T˙i,max, i ∈ {e, f} (3.4)
where Ti,min, Ti,max [Nm] represent the braking torque range and T˙i,max [Nm/s] the max-
imum rate limit (assumed symmetrical). In the case of frictional brakes, the minimum
torque is zero (Tf,min = 0 Nm), the maximum Tf,max is normally very high and the rate
limits may appear as a consequence of physical constraints on the variation rate at which
the actuator change the pressure/force. As for the IWM, the highest regenerative torque
Te,max was already discussed in (3.2), while the minimum (acceleration) torque is given
by Te,min = −Te,max(v, Iq,min, ω), with Iq,min representing a minimum SoC flag; the rate
limit in this actuator is related with current rate constraints at which the EV batteries
can be charged [42].











































Figure 3.3: Block diagram of the proposed hybrid ABS structure.
3.2.2 Hybrid ABS
Hereafter, we concentrate on the design of the hybrid ABS, which is composed by three
modules: (i) slip controller, (ii) torque allocator and (iii) a braking supervisor. As can
be seen in Figure 3.3, there is a clear separation between the slip regulation task and the
torque allocation, which was adopted with the aim of simplifying the control problem.
For example, with this modular approach the design of the slip regulator can focus on the
stability and robustness issues, e.g., due to friction variations and other disturbances, and
only need to generate the desired wheel torque (T ∗w). On the other hand, the complexity
associated with the split between electric/friction torque is deferred to a second block,
the torque allocator, which handles the actuators range and rate limit constraints, energy
performance metrics, different bandwidths, etc. This separation also allows the applica-
tion of different tools to independently solve each of the above tasks, i.e., the stability
and robustness issues can be addressed with Lyapunov-based techniques, while numerical
optimization techniques are more appropriated to deal with the allocation problem (due
to the multi-objective nature of this second task). As an added bonus, the torque allocator
can also be used during normal braking manoeuvres. Finally, a braking supervisor is in-
corporated in the hybrid ABS in order to manage the different modes in which the torque
allocator can operate, and, whenever necessary, enable/disable the slip controller. The
next three sections will be devoted to the description and discussion of the three elements
that compose the hybrid ABS.
3.3 Slip Controller
We will start the presentation of the hybrid ABS by tackling the problem of wheel slip
control. Given that the braking actuators are (directly or indirectly) torque-controlled, it
is convenient to first translate the desired longitudinal force for the tyre (F ), generated by
the hierarchical approach discussed in the previous section, in a ”desired” wheel torque
Td = F/r, where r is the wheel radius (see Figure 3.3). For simplify the controller
design, the actuators dynamics can be neglected and considered in the validation phase.
Whereas the validity of this approximation is more than reasonable for the fast IWM,
the delays present in the friction brakes actuator may raise some concerns. Nevertheless,
as our ultimate goal is to blend the torque produced by both actuators, it will be shown
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that by a careful design of the torque allocator block the above assumption holds (e.g., by
making the IWM respond to the high frequency content of wheel torque).
3.3.1 Quarter Car Model
As a starting point for the design of the slip controller, the quarter car model (QCM) [15,
127, 131] is used to represent the vehicle longitudinal motion:
Mv˙ = −Fzµ(λ)−∆v(t, v) (3.5a)
Jω˙ = rFzµ(λ)− Tw −∆w(t, ω), (3.5b)




where (v, ω) ∈ D are the system states, composed by the vehicle velocity v and the wheel
speed ω, the braking torque Tw is the input and the tyre slip λ ∈ Λ the output. The above
model, valid in the (braking) domain D = (0,∞)× [0,∞) ⊂ R2, depends on the following
parameters: wheel inertia (J), quarter car mass (M), wheel radius (r) and wheel vertical
load (Fz). The function µ(λ) represents the nonlinear friction coefficient in the tyre-road
interface, which is uncertain, and the terms ∆v(t, v) and ∆ω(t, ω) are force and torque
disturbances resulting from unmodeled dynamics. For instance, the disturbance ∆v can be
described, in its simplest form, by a polynomial ∆v(t, v) = a1 + a2v + a3v
2 to account for
the total resistance to the vehicle motion, arising from aerodynamic drag, rolling resistance
and grade force [3]. In this work it will be assumed that both disturbances are uniformly
bounded:
|∆v(t, v)| ≤ ∆v, |∆ω(t, ω)| ≤ ∆ω, ∀(t, v, ω) ∈ [0,∞)×D (3.6)
where ∆v and ∆ω are known constants.
The control objective is to design a state feedback control law that will bring, as fast
as possible, the system output λ to a given set-point λ∗. Due to the nonlinear nature of
the QCM (3.5), we will start by employing the concept of input-output linearization [96]
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1 + (1− λ)p2
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rµ(λ)Fz (3.8)




Ψ(λ)− Tw −∆ω(t, ω) + (1− λ)p2r∆v(t, v)
)
(3.9)
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which allows us to conclude that the system has a relative degree one for any (v, ω) ∈ D.
In order to derive an ideal control law, suppose, for a moment, that Ψ(λ) is known and the
disturbances can be neglected (∆v = ∆ω = 0). Based on these (very unlikely) assumptions,
letting the braking torque be Tw = Ψ(λ)− vk(λ− λ∗), where k > 0 is a constant, yields
λ˙ = −p1k(λ− λ∗) (3.10)
i.e., a first order slip response with exponential convergence to λ∗. This simple control
law, although fulfilling the control objectives, requires the knowledge of the Ψ(λ) function,
which is difficult to ensure given the uncertainties in the tyre-road friction µ(λ). Spurred
by this difficulty, we will derive a robust adaptive method to handle the (parametric)
uncertainty in Ψ(λ) and cope, also, with the disturbances ∆ω and ∆v. Before describing
the control law, a parametric representation for the Ψ function will be first outlined.
3.3.2 Approximation of Ψ(λ) with a Linear Parameterization
In view of the fact that Mr2  J (and thus p2 in (3.8) is much smaller than 1) the function
Ψ(λ) can be re-written as
Ψ(λ) = rFzµ(λ) + ∆Ψ1(t, λ), ∆Ψ1(t, λ) = (1− λ)p2rµ(λ)Fz (3.11)
where ∆Ψ1 is a uniformly bounded disturbance, i.e,
|∆Ψ1(t, λ)| ≤ |(1− λ)|p2rµ(λ)Fz
≤ p2rµmaxFz ≤ p2r∆Ψ1, ∀(t, λ) ∈ [0,∞)× Λ (3.12)
with µmax = maxλ µ(λ), Fz = maxt Fz(t) and ∆Ψ1 ≥ µmaxFz a known constant. Notice
that to establish the previous inequalities we employed the fact that, during a braking
manoeuvre, 0 ≤ rω ≤ v, which together with the definition of λ in (3.5c) restricts the
slip domain to Λ = [0, 1]. In practice, the above bound µmax can be obtained considering
the highest possible grip in the tyre-road interface, while for Fz we can resort to well
known relations of the front-rear load transfer and extract the maximum feasible vertical
load that the tyre may experience during a braking manoeuvre [132]. Joining these two
bounds, ∆Ψ1 can be seen as an upper bound for the maximum value of the longitudinal
force produced by the tyre.
Continuing with the analysis of Ψ(λ), rewritten as in (3.11), the main source of para-
metric uncertainty is in the friction coefficient µ(λ). For control design purposes, the
tyre-road adhesion µ(λ) will be modelled as [133]:
µ(λ) = c1 + c2λ+ c3e
−c4λ (3.13)
where ci, i = 1, . . . , 4 are the parameters of the Burckhardt model, not known a priori
and time-varying with the adhesion and tyre operation conditions. As we intend to build
adaptive mechanisms to deal with the QCM parametric uncertainty, it is convenient to
represent µ(λ) as a linear parameterization (LP). To this aim, notice that the first two
terms in (3.13) are already linear in the parameters, while the nonlinearity is confined to
the last term. Given that, for the most representative types of road surfaces, the parameter
c4 ∈ C = [4, 100], [133], the exponential term can be approximated as a sum of ”fixed”
exponentials, appropriately weighted, i.e., e−c4λ ' ∑Nj=1 θje−wjλ, where θj represent the
linear parameters and wj are fixed weights. In this approach, one natural question that
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arises is how many fixed exponentials (or basis functions in the function approximation
terminology) should be employed in the approximation, which is then coupled with the
second question on how to determine the wj . As discussed in Chapter 5, the Burckhardt
model, for c4 ∈ C, can be accurately approximated by the following LP:
µ(λ) = pTΦ(λ)T + ∆µ(λ), |∆µ(λ)| ≤ ∆µ, ∀λ ∈ Λ (3.14)
Φ(λ) =
[
1 λ e−4.99λ e−18.43λ e−65.62λ
]T
(3.15)
where p ∈ R5 is the set of linear parameters, Φ(λ) is the (known) regressor and ∆µ(.) the
approximation error introduced by the LP, bounded by a known constant ∆µ.
Finally, incorporating the LP approximation in (3.11), one may express Ψ(λ) as:
Ψ(λ) = θTΦ(λ) + ∆Ψ1(t, λ) + ∆Ψ2(t, λ) (3.16)
where θ = rFzp ∈ R5 is a set of linear parameters (recall that r and Fz represent scaling
factors and can be incorporated in the parameter θ) and ∆Ψ2(t, λ) = rFz∆µ(λ) is a
disturbance uniformly bounded by a known constant ∆Ψ2, i.e.,
|∆Ψ2(t, λ)| ≤ |rFz∆µ(λ)| ≤ rFz ∆µ ≤ ∆Ψ2, ∀(t, λ) ∈ [0,∞)× Λ (3.17)
Remark 3.1. in this section it was argued that, under reasonable assumptions, the Ψ(.)
function can be approximated by an LP based on the Burckhardt representation. Natu-
rally, this is not the only parameterization on which the Ψ(.) can rely and, as a matter of
fact, due to the well known ”universal approximation property” [134], we can also employ
machine learning parameterizations, like neural networks and fuzzy approximators, to con-
struct the LP. From a theoretical point of view, these approaches will affect the type and
size of the regressor Φ(λ), but the core theoretical results about stability and robustness
of the slip controller (to be presented in the next section) will remain unchanged, since
this study is independent of LP employed in the Ψ(.) approximation. Therefore, it is inter-
esting to note that the proposed slip controller can be effortless extended to contemplate
LPs based on machine learning.
3.3.3 Robust Adaptive Slip Control
After presenting the system model, we now discuss a robust adaptive method to design
the slip controller. To this aim, consider the regulation error
e = λ− λ∗ (3.18)
and redefine the control objective as the problem of finding the wheel torque Tw such that
e converges to zero as fast as possible, in spite of uncertainties in Ψ and other disturbances.
Before solving this problem, there are two issues that deserve preliminary discussion: (i)
how to generate the slip set-point λ∗; and (ii) how to measure or estimate the slip λ
in order to be used in feedback. Ideally, the slip set-point should be selected such that
the tyre-road friction is maximized, i.e., λ∗ = arg maxλ µ(λ), which is not easy due to
the uncertainty in µ(λ). To overcome this hindrance, identification schemes to infer the
friction peak before the slip control activation can be used (see, e.g. [135, 136]) or a fixed λ∗
can be employed as a compromise value for the most representative road surfaces found in
practice. Further, the vehicle speed v is not easy to measure during braking manoeuvres,
hampering the λ calculation and feedback. To address this problem, it is common to
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implement vehicle velocity observers, see e.g. [133, 136, 137, 138], and in what follows it
is assumed that a sufficiently reliable speed estimate is available to the controller.




θTΦ(λ)− Tw + ∆(t, λ, v, ω)
)
(3.19)
where ∆(.) is a uniformly bounded disturbance torque, comprising all the model uncer-
tainties, namely:
∆(t, λ, v, ω) = ∆Ψ1(t, λ) + ∆Ψ2(t, λ)−∆ω(t, ω) + (1− λ)p2r∆v(t, v) (3.20a)
|∆(t, λ, v, ω)| ≤ ∆Ψ2 + ∆ω + p2r
(
∆v + ∆Ψ1
) ≤ ∆ (3.20b)
for all (t, λ, v, ω) ∈ [0,∞)×Λ×D. Compared with the torque applied to the wheel during
an emergency braking, the value of ∆(.) is relatively small and tends to be neglected
in the majority of the slip control designs reported in the literature [15, 127, 131, 139,
140, 141, 142, 143]. However, if the control law incorporates adaptive mechanisms to
deal with the parameter uncertainty in θ (which is the case in this work), the presence
of these small disturbances may introduce parameter drifts and other stability issues, as
discussed in [144]. With the aim of mitigating such problems, the adaptive controller will
be endowed with a robust modification (the dead-zone), which, to be effective, requires
the knowledge of a bound for the model disturbance and, as will be clear in the following,
also plays an important role in the controller tuning. Another important issue in the
slip controller design is related with the appearance of v in the denominator of (3.19),
which makes the slip error dynamics infinitely fast as v → 0 [131]. In practice, the
controller must be disabled before the vehicle reaches a complete stop, and, in what
follows, we will assume that the domain of interest during the slip regulation is constrained
to (v, ω) ∈ Dc = [vo,∞)× [0,∞) ⊂ D, where vo is a positive speed threshold at which the
slip controller is deactivated.
Inspired by the input-output linearization technique previously discussed, the stabi-
lization of the error dynamics (3.19) will be achieved with the following control law:
Tw = θˆ
TΦ(λ)− vke (3.21)
where k is a positive tuning parameter and θˆ the estimate of θ, which will be defined
by an adaptive mechanism. The first term in the previous relation can be interpreted, to
some extent, as a compensation factor that deals with the non-linear tyre-road friction,
while the second term represents a proportional term that improves the convergence.
Substituting (3.21) in (3.19) yields:
e˙ = −p1ke− p1
v
(
− (θˆ − θ)TΦ(λ) + ∆(.)
)
(3.22)
To design the adaption law for θˆ, consider the following candidate Lyapunov function:
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where θ˜ = θˆ − θ is the parametric estimation error, γ a constant tuning parameter and
eε the regulation error with dead-zone (ε) [145]:
eε = g(e) =
{
0 if |e| < ε
e− ε sgn(e) if |e| ≥ ε , e˙ε = g
′(e)e˙ =
{
0 if eε = 0
e˙ if eε 6= 0
(3.24)
In order to study the stability and transient behaviour of the system under closed-loop,
the time derivative of V :






will be analyzed in two parts. At first we consider eε 6= 0, which enables us to replace e˙ε






























, ∀eε 6= 0 (3.26c)








where θˆ(ti) is the initial estimate of θ and ti the activation instant of the controller. It
is worth pointing out that the adaption law described above is frozen when eε = 0, or
equivalently |e| ≤ ε, and the adaptation gain gets smaller as speed increases. Moreover,
noticing that, for eε 6= 0, e = eε + ε sgn(e) = eε + ε sgn(eε), one has:





, ∀eε 6= 0 (3.28)
Since (v, ω) ∈ Dc, we can select the deadzone as ε > ∆/(kv0) to achieve: V˙ ≤ −p1ke2ε for
any eε 6= 0, which concludes the analysis of the first case. In the second case, eε = 0 and
it is easy to check that V˙ (0, θ˜) = 0. Hence, joining the two cases we get:
V˙ ≤ −p1ke2ε, ∀eε (3.29)
The next proposition states the stability properties of the closed-loop system.
Proposition 3.1. Consider the control law (3.21), (3.27) applied to (3.19) with k > 0,
γ > 0 and ε > ∆/(kv0). It holds that:
(i) the signals eε and θ˜ are bounded;
(ii) the signal eε is asymptotically vanishing, i.e., limt→∞ |eε(t)| = 0





















































Figure 3.4: Block diagram of the proposed adaptive wheel slip control; the flag ”SC enabled” is
generated by the braking supervisor in order to activate/deactive the slip controller.
where eε = g(e) is the regulation error with deadzone defined in (3.24).
Proof. the fact (i) can be deduced from the Lyapunov method: since (3.23) is positive
definite, and the time derivative V˙ (eε, θ˜) ≤ −p1ke2ε ≤ 0 is negative semidefinite, then eε














where the last inequality comes from the fact that V is lower bounded and V˙ ≤ 0, which
implies that limt→∞ V (t) is finite [145]. It can also be straightforwardly verified that V˙ is
uniformly continuous (V¨ ≤ −2p1keεe˙ε is bounded), and by the application of Barbalat’s
Lemma [145]: limt→∞ V˙ (t) = 0, which implies (ii). Finally, from (3.31) an upper bound



















Remark 3.2. The results presented in the previous proposition characterize the controller
performance and allow us to understand how the controller parameters (ε, k, γ) affect
the slip error response. For instance, eε being vanishing implies that the steady-state
regulation error e will converge asymptotically to the set {|e| ≤ ε}. Therefore, the selection
of the deadzone ε, besides the robustness considerations mentioned above, can also take
into account the wheel slip measurement noise, e.g., letting ε ≥ max(σλ,∆/(kv0)), where
σλ is the precision associated with the λ measure (or estimation). In terms of transient
performance, (3.30) suggests that the designer can reduce the L2-norm of the regulation
error by decreasing the initial estimation error (‖θ˜(0)‖) and initial regulation error (eε(0)),
or by increasing the gains k, γ.
Remark 3.3. The slip controller will be switched on by the braking supervisor when
excessive tyre slip is detected. Assuming that this activation occurs at t = ti, we
have Tw(t) = Td(t) for t < ti, while for t ≥ ti the wheel torque will be provided
by (3.21). At the activation instant, the torque generated by the controller will be defined
as Tw(ti) = θˆ(ti)
TΦ(λ(ti)) − kv(ti)e(ti) and, as a result, if the controller is not carefully
initialized, discontinuities in the wheel torque signal may occur (i.e., Td(ti) 6= Tw(ti)). To
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where θN is an initial parameter estimate chosen by the designer.
Remark 3.4. The vehicle speed plays a very important role in the slip controller response
and robustness disturbances capabilities. For example, by analyzing the control law (3.21)
it is clear that there is an equivalent proportional error term (vke) that is directly pro-
portional to the vehicle speed, while an opposite influence is observed in the adaptation
mechanism (3.27), i.e., the adaptation rate gets smaller at higher speed. In a way, this can
be interpreted as a gain-scheduled mechanism, which was already discussed in previous
works on wheel slip control within linear (or linearization) frameworks [15, 131, 139], and
is extended in this work for the robust adaptive controller. Another aspect that is worth
mentioning is the influence of v on the slip controller robustness. To explain this, consider
the time derivative of the Lyapunov (3.28): the term associated with the disturbance
(upper bound) ∆ decreases at higher speeds, and the minimum value for the deadzone
ε also gets smaller. Consequently, these results suggest that the slip controller may deal
more easily with the disturbances at higher vehicle speeds. From a practical point of view,
these observations are in accordance with the fact that the speed estimation is affected by
large errors as the vehicle velocity decreases, e.g., due to delays introduced by the wheel
encoders signal processing phases [127].
Remark 3.5. It is also interesting to analyze the influence of the vehicle velocity v into
the tyre slip dynamics (3.9) (or equivalently in the error dynamics (3.19)) from a different
perspective, i.e., by looking at v as a slowly time-varying parameter. For example, in the
ideal scenario of no uncertainty in the model (i.e., Ψ is known and ∆v = ∆w = 0), it was
shown in Section 3.3.1 that the input-output (IO) linearization technique renders a closed-
loop slip response independent of the vehicle speed and with exponential convergence to
λ∗ (see (3.10)). In this case, we can treat the vehicle velocity dynamics (3.5a) as the
”zero dynamics” of the system [96], which is input-to-state stable during the slip control
operation. On the other hand, when we take into account the model uncertainties and
employ the adaptive controller, the IO linearization is no longer ”perfect” and the vehicle
speed appears in the slip closed-loop dynamics (see (3.22)), which is then incorporated
in the adaptive law and, as discussed in the previous remark, attenuates the disturbance
effects. Consequently, in this latter case, we can look again at the v dynamics as the ”zero
dynamics” of the system or, in alternative, neglect these dynamics and assume that v is
a slow time-varying parameter. The latter approach, considered also in [15, 127, 131], is
justified owing to the large difference of equivalent inertias between the wheel and the
vehicle chassis.
3.4 Wheel Braking Torque Allocator
The wheel slip controller proposed in the previous section only specifies the desired wheel
torque (Tw), but does not define how this torque should be split between the friction brakes
(Tf ) and the electric motor (Te). This assignment is performed in a second step, after
discretizing the slip controller, using a torque distribution strategy based on the control
allocation (CA) concept, introduced in Chapter 2. As primary objective, the CA must
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Figure 3.5: Frequency response of the braking actuators, modelled with (3.1) and parameterized
with the values given in Appendix (3.8).
ensure that the requested torque, Tw, is produced by the braking devices, i.e.
Tw = Tf + Te (3.34)
complying, at the same time, with the range and variation rate limits, defined in (3.4).
Given that the system is discretized with a sampling time ts, the derivative T˙i can be
approximated by the forward Euler method as T˙i ' (Ti[k] − Ti[k − 1])/ts, and the range
and rate constraints can be joined together as:
T i ≤ Ti ≤, T i, i ∈ {e, f} (3.35a)
T i = max(Ti,min, Ti[k − 1]− tsT˙i,max) (3.35b)
T i = min(Ti,max, Ti[k − 1] + tsT˙i,max) (3.35c)
Thus, the number of inequalities constraints is reduced from 4 to only 2 per actuator.
Notice that, for a given torque request Tw, there may be several pairs (Tf , Te) that sat-
isfy (3.34). Accordingly, this redundancy can be exploited by the CA to select the pair
(Tf , Te) that maximizes the energy efficiency and optimizes the (wheel) torque dynamic
response. For instance, it is well known that the regenerative braking capabilities of IWMs
are much more energy efficient than the friction brakes, hence the use of the latter braking
device should be, whenever possible, penalized. Furthermore, the IWMs torque response
offers a much larger bandwidth than the friction brakes (see Figure 3.5), albeit with less
control authority, and the torque allocation should also take into account the frequency
content of the Tw signal, e.g., making Te more sensitive to the high-frequency content in
Tw. Taking into consideration these ideas together with the constraints (3.34) and (3.35),












βf (Tf − Tf [k − 1])2 + βe(Te − Te[k − 1])2
)
s.t. Tf + Te = Tw, T i ≤ Ti ≤, T i, i ∈ {e, f}
(3.36)
The cost function of the previous problem can be divided into two components. The
first term assigns a penalty to the use of each braking actuator, using for this purpose
the weights αf and αe(.), which are associated with the frictional braking and IWM,
respectively. As the IWM has two operational modes, i.e., regeneration and acceleration,
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Figure 3.6: Frequency response of the wheel torque allocation: (a) static allocation, generated
from the state 3 in Table 3.1 (b) dynamic allocation, generated from the state 4 in Table 3.1;
The frequency scale is normalized with the sampling frequency (fs = 1/ts) and it is assumed that
T e > T e > 0;
it is also helpful to assign different penalization values to each of these modes. To address
this issue, we make the weight αe(.) dependent on the Te signal as
αe(Te) =
{
α−e Te < 0
α+e Te ≥ 0
(3.37)
where the parameters α+e , α
−
e are related with the regeneration and acceleration mode,
respectively. Despite being unusual, the IWM acceleration mode can also be employed
during braking manoeuvres, and, in Section 3.6, some examples will be shown where this
property is very useful to quickly reduce the wheel moment during the slip transients.
Moreover, to exploit the different bandwidths of the braking devices, the second term in
the cost function (3.36) assigns, via the weights βi, penalties to torque variations in each
actuator.
Albeit the complexity of (3.36) is not very high, the inclusion of nonlinearities, coupled
with the inequality constraints, makes it difficult to find a closed-form solution. In order
to gain some insight in the above problem, we start by considering a simplified case with
α(Te) constant and with no inequalities constraints, which yields an optimization linear
problem. Then, the above assumptions will be removed and a numerical solver derived to
handle the general case.
3.4.1 Linear Filtering Approximation
For the cases where none of the braking devices is saturated (including range and rate
limits) and the electric torque limits satisfy
sgn(Te) = sgn(Te) (3.38)
the solution of the allocation problem is a simple linear filter, as outlined in the next
proposition.
Proposition 3.2. Assume that (3.38) holds, which implies that αe(.) = αe is constant,
and that the inequality constraints in the CA problem (3.36) are inactive. Under these
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l = αf + αe + βf + βe (3.39c)
where z represent the Z-transform operator.
Proof. Ignoring the inequality constraints in (3.36), the Lagrangian function of the result-
ing optimization problem is given by:
L(Tf , Te, λL) = αfT 2f + αeT 2e + βf (Tf − Tf [k − 1])2+ βe(Te − Te[k − 1])2
+λL(Tf + Te − Tw) (3.40)




= 2αfTf + 2βf (Tf − Tf [k − 1]) + λL = 0 (3.41a)
∂L
∂Te
= 2αeTe + 2βe(Te − Te[k − 1]) + λL = 0 (3.41b)
∂L
∂λL
= Tf + Te − Tw = 0 (3.41c)















































= (qI −A)−1 qBTw[k] (3.44)
where I is the identity matrix. Therefore, computing (qI −A)−1 qB, the filters given
in (3.39) are obtained.
Remark 3.6. The stability of (3.39) is ensured provided that the magnitude of p is less
than one (e.g., by selecting αi 6= 0). Further, if the filter zero cancels the pole (e.g., by
selecting βf = βe = 0 or αf = αe = 0) the filter reduces to a constant gain.
Additional understanding of the CA solution can be gained by inspecting the frequency
response of the linear filters (3.39), depicted in Figure 3.6. The first plot (Figure 3.6a),
illustrates the allocation among (Tf , Te) when βf = βe = 0, and highlights that a ”static”,














































































Figure 3.7: Example of operation for the wheel torque allocator: (a) unconstrained solution does
not violate the constraints; (b) unconstrained solution is outside the acceptable domain and, as a
result, it is necessary to activate one constraint; (c) Tw is unfeasible.














Thus, it is not surprising to verify that the βi parameter has no influence on the DC gain.
On the other hand, when non-zero βi values are used, the allocation will be sensitive to
the frequency spectrum of the input torque Tw; in the example illustrated in Figure 3.6b
, Te and Tf respond to the high and low frequency content, respectively. Therefore, the
CA parameters can also be tuned from a frequency response perspective, and, in a later
section, we will show that by a proper selection of αi, βi, the frequency response of (Tf , Te)
can be, somehow, shaped. As a side note, the frequency response plots also show that the
magnitude of the combined torque response (Tf + Te)/Tw is always unitary, which is in
accordance with the expectations associated with the equality constraint (3.34).
3.4.2 Numerical Solver for αe(.) Constant
In this section we will continue to work under the assumption that (3.38) holds, but a
numerical solver is introduced to handle the inequality constraints. Given that the CA
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will be deployed in realtime control system, with limited computing resources, numeri-
cally efficient solvers, such as the active set methods [118], represent one of the possible
candidates to calculate the solution of (3.36). Nonetheless, in view of the reduced number
of inequalities (four), a simple solution can be found by following the next 3 steps:
1. check if the requested torque Tw is feasible:
T = (Tf , Te) =

(T f , T e), if Tw > T f + T e
(T f , T e), if Tw < T f + T e
go to step 2 otherwise
(3.46)
(this step will ensure that, if Tw is unfeasible, the difference between the allocated
torque and Tw is minimized, see Figure 3.7(c)).
2. compute the unconstrained optimal solution T u = (T uf , T
u
e ) by applying the differ-
ence equations resulting from (3.39); if this solution fulfils the inequality constraints,
then T = T u and the solution is found (see Figure 3.7(a)), otherwise go to step 3;
3. in this case, the requested torque Tw is feasible, but T
u does not fulfil the inequality
constraints and, as a consequence, at least one inequality is active. Notice, how-
ever, that the activation of one inequality, together with the equality constraint
in (3.36), defines a unique solution. Activating individually each one of the prob-
lem inequalities results in the following candidate solutions: {(Tw − T e, T e), (Tw −
T e, T e), (T f , Tw−T f ), (T f , Tw−T f )}; among these, we neglect the ones that violate
the problem inequalities and the optimal solution is the one that minimizes the cost
function (see Figure 3.7(b)).
3.4.3 Numerical Solver for the General Case
This section addresses the general problem (3.36), dropping the assumption of constant
αe(Te) suggested by condition (3.38). In order to deal with this situation, our approach
consists in dividing the original allocation problem into two sub-problems. In the first
we compute a solution assuming that the IWM can only produce regenerative braking,
while in the second the opposite case will be considered, i.e., the IWM is only allowed to
generate acceleration torque. Notice that in each of these sub-problems condition (3.38)
is always verified, thus we can employ the solver described in the previous section. Based
on these arguments, the final numerical solver is described as:
1. check the feasibility of the problem, as in (3.46). If it is feasible go to the next step,
otherwise extract the closest point to Tw;
2. at this point we know that there is, at least, one feasible solution. The basic idea
now, is to calculate two types of solutions:
(i) determine T+, i.e., the best allocation with regenerative braking, using the solver
in the previous section, configured with α2 = α
+
2 and Te,min = 0;
(ii) determine T−, i.e., the best allocation by accelerating the electric motor, em-












































Figure 3.8: a) shape of the desired torque sharing ratio ρ∗employed in this work; b) reference ρ∗
employed to design the state 4 of the torque supervisor (see Table 3.1) and the approximating ρ
(obtained after solving (3.50)) .
3. from the candidates {T+,T−}, discard the ones that violate the equality or inequal-
ities constraints; for the resulting candidates, evaluate the cost function in (3.36):
the optimal is the one with minimum cost.
Therefore, the above algorithm is numerically simple, has a well defined number of maxi-
mum iterations and it is suitable for realtime implementation.
3.4.4 Procedure to Select the Allocator Weights
One natural issue that emerges in the torque allocator implementation is the selection
procedure of the weights αi and βi, which must take into account the actuators charac-
teristics, designers preferences and the EV operational mode. To help the designer in this





Considering the linear filters (3.39), this variable can also be made frequency dependent,
i.e.,
ρ(f) =













) √1 + ( βfαf+βf )2 − 2 βfαf+βf cos(2pifts)√
1 + ( βeαe+βe )
2 − 2 βeαe+βe cos(2pifts)
(3.48)
Now, assume that the designer specifies some desired torque sharing values (ρ∗j ) for a series
of frequencies (fj):
S = {(f1, ρ∗1), (f2, ρ∗2), . . . , (fN , ρ∗N )} (3.49)
As an example, Figure 3.8(a) shows a possible shape for ρ∗, which provides the designer
a simple framework to specify the low/high frequency gains, as well as a transition zone
(middle frequencies). The question now is how we can select the parameters αi, βi in
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Table 3.1: Example of operating modes for the braking supervisor




e βf βe SoC SC enable
*
1 Series Braking 0.2 0 0.8 0 0 < SoCth 0
2 Series ABS 0 0 0.024 0.8 0.2 < SoCth 1
3 Paralell Braking 0.2 0.4 0.8 0 0 ≥ SoCth 0
4 Paralell ABS 0.002 0.005 0.01 0.8 0.2 ≥ SoCth 1
5 IWM Failure 0 1 1 0 0 − 0/1
* SC = slip controller
order to generate a torque sharing ratio ρ close to the desired ρ∗; given the mathematical
expression for the frequency response (3.48), this selection is far from being trivial. To









which, using a numerical solver enables us to find a suitable set of torque allocator weights.
Figure 3.8(b) illustrates an application example of this methodology for the case of parallel
braking (i.e., using both friction brakes and IWM).
3.5 Braking Supervisor
In order to take full advantage of wheel torque allocator, the parameters αi, βi should
be modified depending on the EV running conditions. This adaptation is performed by
the braking supervising unit (see Figure 3.3), which is also responsible for the activa-
tion/deactivation of the wheel slip controller (SC). As an illustrative example, Table 3.1
shows the braking operation modes considered in this work, which are divided into se-
ries/parallel braking with the SC enabled/disabled. The series terminology refers to the
fact that, during normal braking, the friction brakes are only employed when the electrical
torque saturates, while the parallel braking uses always both braking devices. The first
mode, series braking, is available when the SoC of the energy source is not high (i.e.,
below a threshold SoCth), and seeks to maximize the use of the regenerative braking; for
that reason, the penalization of the friction brakes is higher than that for regenerative
braking (αf  α+e ). On the other hand, when the SoC is close to the full charge, it may
be convenient to reduce, gradually, the amount of regenerative braking and start to apply
parallel braking (assigning higher penalization to the electric motor usage, α+e ), which is
addressed by the operational modes 3 and 4. A final state (number 5) is also added to
contemplate the situation where the IWM fails and only the friction brakes are available.
It is worth mentioning that, in both series and parallel braking, when an emergency
situation is detected and the SC enabled, the energy efficiency metric is no longer the main
factor in the torque blending; in these scenarios, safety and a good slip regulation supersede
the energy metric as the top priority. For those reasons, when the braking supervisor
switches to the states 2 and 4, the weights associated with the dynamic allocation (βi)
assume preponderance in the torque allocation, and are tuned with the aim of exploiting
the different actuation bandwidth offered by the braking devices (e.g., employing the
procedure described in Section 3.4.4). A special mention is also due to the weight α−e . This
parameter is responsible for the penalization assigned to the IWM acceleration mode and,
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(a) SoC < SoCth

















































(b) SoCth < SoC < 1

















































(c) SoC = 1.0
Figure 3.9: Simulation results for braking on wet asphalt (µmax = 0.6.) for different values of
SoC. The graphical representation of the wheel braking torque(Tw), and its allocation between
electric and friction parts, is plotted in a stacked structure, where Tw is the result of summing
Te(acc) + Tf + Te(brk); for convenience of discussion and illustration, the electric torque was split
into regenerative (Te(brk)) and an acceleration (Te(acc)) components.
except for the fault state, presents always a higher value than αf and α
+
e , the penalties of
friction and IWM braking. Even tough one may not expect to accelerate the IWM during
normal braking manoeuvres, we will show in Section 3.6 that the SC can benefit from this
feature.
To conclude, the proposed hybrid ABS structure is able to easily address the various
scenarios that may affect the EV braking system (e.g., normal braking, emergency braking,
low SoC, high SoC, full SoC, IWM fault, actuator constraints, etc.) and offers a simple
tool to accommodate different braking approaches (series or parallel).
3.6 Simulation Results
The performance of the proposed control strategy was evaluated in a cosimulation between
CarSim [146] and Matlab/Simulink. The former tool is responsible for the vehicle dynam-
ics modelling and, compared with the QCM used in slip controller design, offers a more
realistic environment to validate the braking control system. To complement CarSim,
Matlab/Simulink is employed to implement the wheel slip controller, torque allocator,
braking supervisor and the braking devices dynamics, parameterized with the values de-
scribed in Appendix 3.8. A typical ”A-class” hatchback vehicle, available in the CarSim
library, was used as test car for the simulations, fitted with 175/70 R13 tyres and modelled
with the magic tyre formula 5.2 [147]. Based on this simulation setting, several braking
manoeuvres were carried out in a straight road, and, for simplicity, only the results of
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Figure 3.10: Simulation results for braking on wet asphalt (µmax = 0.6.) for different setpoints
and the special case with IWM disabled; the wheel torque is plotted using a stacked representation,
discussed in Figure 3.9.
the left front wheel are shown (the other wheels have similar behaviour). To account for
measurement errors, the slip λ was corrupted by a Gaussian noise with variance 0.0052.
The first batch of tests, illustrated in Figure 3.9, aims at evaluating the hybrid ABS
performance for three levels of battery SoC: low, high and full. Analyzing the low SoC
case (Figure 3.9(a)), two phases can be identified. In the first section for t ∈ [0, 0.65]s a
normal braking manoeuvre is performed: in order to maximize the energy efficiency, the
torque allocator privileges the electric motor utilization; the friction brakes only start to
be applied after the electric torque reaches saturation, i.e., a series braking approach is
being applied. In the second part (t > 0.65s), the tyre slip reaches high values and the slip
controller is activated (notice that the braking supervisor switches to the state 2): in this
case the torque allocation strategy uses the electric actuator to quickly decrease the wheel
moment and keep the tyre slip near the set-point, while the slow friction brakes torque
is kept constant throughout the remaining of the manoeuvre. In the high SoC situation
(Figure 3.9(b)), similar results to the low SoC case can be found, but with an important
difference: since the beginning of the manoeuvre, a parallel braking policy is employed,
enabling both electric and friction devices.
Lastly, when the SoC reaches the full charge, the IWM is no longer able to provide
regenerative braking, but this does not necessarily mean that the IWM should be disabled
during the slip control phase. In fact, it turned out (see Figure 3.9(c)) that we can still
employ the IWM to produce, during some tenths of a second, acceleration torque and, as
a consequence, quickly decrease the wheel moment required by the slip control after its
activation; simultaneously, the friction torque is smoothly brought to its new steady-state
value . Although this mode of operation, i.e., accelerating the IWM during a braking
manoeuvre, may look counterintuitive, the simulation results highlights that, even if no
60 3. Hybrid ABS

























































(a) snow test (µmax = 0.2)







































































































Figure 3.11: Simulation results for braking on low µ and response to µ jumps (SoC < SoCth);
the wheel torque is plotted using a stacked representation, discussed in Figure 3.9.
energy recuperation is possible, the IWM usage is still pivotal to provide a fast slip response
and ensure a braking behaviour independent of the battery SoC. To emphasize this last
point, and also for comparison purposes, Figure 3.10(a) shows the braking performance
when the IWM is, for some reason, disabled (for example, motivated by a fault before
the braking). Examining these results, it is visible that employing only Tf is sufficient to
perform the slip regulation, but, due to the large time constant and delays in the friction
brake actuator dynamics, some degradation is introduced in the transient response (larger
overshoot and oscillations).
There are also others scenarios, like the appearance of strong disturbances during the
slip regulation process, where the IWM assistance is beneficial. Some of these situations
are illustrated in Figure 3.10(b) and (c) for set-point changes, and in Figure 3.11(b) for a
µ jump; in all these cases, it can be observed that the wheel slip regulator is able to cope
with the disturbances and the IWM torque (acceleration and braking) is, again, exploited
to quickly bring the slip to the set-point λ∗. As a matter of fact, analyzing more closely
the test with a λ∗ decrease (Figure 3.10(c)), it is interesting to note that the friction
brake torque is kept constant at ∼ 300 Nm, while the IWM torque is being modulated to
respond to the disturbance, or, in other words, to provide the high frequency content of
the Tw signal. From a braking intensity point of view, there are also some cases, such as
decelerations on low µ roads, where the regenerative torque is enough to provide all the
vehicle braking needs, as illustrated in Figure 3.11(a).
Along with the torque allocation features, the adaptive mechanism incorporated in the
slip control is also a key aspect in handling the model parametric uncertainties. To explain
how this adaption works, Figure 3.12 shows the evolution of θˆ during the snow and µ jump
tests. Firstly, while a normal braking is detected the output of the estimator is the same
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(a) snow test (µmax = 0.2)



















Figure 3.12: Simulation results: adaption of the estimates θˆ during the snow and µ jump test.
as the nominal estimate, θN , and the adaption is frozen. Next, once the slip control is
activated the estimate is re-initialized with (3.33) in order to avoid wheel torque jumps,
as explained in Section 3.3.3; after this step, the adaption begins and it can be observed
a quick convergence to a steady-state value in the snow test, while in the µ jump case
there is further activity to track the friction change that occurs at approximately t = 0.9s.
Hence, these results indicate that, apart from the issue associated with the selection of
the optimal λ∗, the proposed slip controller is robust to uncertainties in µ.
In a brake-by-wire system one of the most important issues is how to handle failures
in the braking devices. As a preliminary test, consider the case depicted in Figure 3.11(c),
where the IWM fails around 1s, forcing a rapid decrease of the electrical torque to zero.
In that situation, the braking supervisor switches to a (IWM) fault mode (number 5),
and reconfigures the torque allocator to employ only the remaining healthy actuator, the
friction device. By inspecting the response after this fault injection, it can be seen that
the friction actuator takes over the wheel torque and is, naturally, capable of recovering
the slip control with minimum impact on the braking effectiveness. To a certain extent,
the proposed braking structure is tolerant to some types of IWM failures, while more
challenging failures scenarios (e.g., friction braking faults) will be tackled in future works.
3.7 Conclusion
In this Chapter, a hybrid ABS solution for electric and hybrid vehicles was proposed, en-
dowed with IWMs and friction brakes. The proposed method relies on a robust adaptive
wheel slip controller, and a wheel torque allocator to distribute the braking effort among
the two actuators. Besides handling the actuators constraints, the torque allocator ex-
ploits the braking redundancy to optimize the energy efficiency and dynamic performance
metrics. Simulation studies, carried out with the CarSim environment, highlighted that
the IWM can assist the friction brakes, not only during normal braking manoeuvres, but
also in emergency braking, contributing to a better transient response of the wheel slip
controller. As future work, we plan to experimentally validate the hybrid ABS controller
in the uCar EV prototype (see Appendix A) and investigate fault-tolerant schemes.
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Table 3.2: Parameters of the vehicle, actuators and controller employed in the simulations
Parameter Value
Quarter car mass (M) [kg] 1000/4
Wheel radius (r) [m] 0.3
Maximum electric torque Te,n [Nm] 200
Electric motor nominal speed ωn [km/h] 50
Maximum torque of the friction brakes Tf,max [Nm] 2000
Time constant of the friction brakes τf [ms] 16
Deadtime of the friction brakes δf [ms] 15
Time constant of the electric motor τe [ms] 1.5
Deadtime of the electric motor δe [ms] 0.5
Maximum torque variation rate of the friction brakes T˙f,max [kN/s] 10
Maximum torque variation rate of the electric motor T˙e,max [kN/s] 30
Speed threshold vo [km/h] 5
kv 1
deadzone ε 0.005
controller gain k 222*
adaption rate γ 300000*
initial estimate θN = rFz[1.22 − 0.45 0.18 − 1.19− 0.25]T
controller sampling time ts[s] 1/500
* in case of electric motor failure, the control parameters are reduce to k = 88.8
and γ = 200000.
3.8 Appendix: Vehicle and Actuator Parameters
The values of the vehicle, actuators and controller parameters are defined in Table 3.2
and 3.1.
Chapter4
Wheel Slip Control based on Sliding
Modes and Conditional Integrator
Abstract: This chapter is concerned with the design of a robust wheel slip
controller based on the sliding mode framework. The robustness to parametric
and modelling uncertainties is the main attraction in this design, thanks to a
simple connection that was found between the driving torque request and the
model uncertainty. To overcome the chattering issue, which arrives from the
discontinuous nature of the sliding control, the conditional integrator approach
was employed, enabling a smooth transition to a Proportional+Integral control
law, with anti-windup, when the tyre slip is close to the setpoint. The con-
troller asymptotic stability and robustness was analytically investigated through
the Lyapunov method. Experimental results, obtained with a multi-motor EV
prototype under low grip conditions, demonstrate a good slip regulation and
robustness to disturbances.
4.1 Introduction
The redundant braking system for EVs, proposed in the previous Chapter, can be decom-
posed into three sub-components: i) slip controller; ii) torque allocator and iii) braking
supervisor (see Figure 3.3). This chapter will revisit the design of the slip controller, but,
in contrast to the adaptive formulation derived in the section 3.3.3, we will follow an ap-
proach based purely on robust techniques. Before describing this approach, it is convenient
to contextualize the wheel slip regulation within the controls that normally estabilize the
longitudinal motion of the car, as is the case of Antilock Braking System (ABS) and the
Traction Control (TC).
Traditionally, the adhesion control between the tyre and the road has been divided
into two classes of driving aid systems: the TC, enabled during accelerating manoeuvres,
and the ABS, active during decelerations. The motivation for introducing these systems is
related to the difficulty that the drivers experience in controlling the throttle/brake pedal
when the vehicle is running over slippery surfaces, such as snow or ice. In these conditions,
it is tricky for the drivers to judge how much wheel torque to apply, and it is common to
end up employing excessive wheel torque that results in skid (braking) or high tyre spin
(acceleration), compromising the longitudinal force generation and reducing the ability of
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the tyre to transmit lateral forces. It is the responsibility of the TC and ABS to avoid such
pernicious operation modes by decreasing the magnitude of the torque requested by the
driver, to levels where the tyre longitudinal force is maximized and the slip kept within
a safe range that does not jeopardize the tyre lateral forces [127, 133]. However, such
goals are not easy to achieve due to nonlinearities and model uncertainties associated with
the vehicle and the road adhesion conditions. In fact, we can identify three fundamental
issues that affect the TC/ABS design: i) the actuator dynamics; ii) the controlled variable
and the available means to measure it; and iii) robustness to friction uncertainty in the
tyre-road interface.
The first factor, related to actuator dynamics and delays, affected mainly the earliest
generations of TC/ABS, since the traditional hydraulic-based friction brakes (used in the
conventional ABS) are inherently slow and prone to exhibit limit cycles [148], while the
internal combustion engine (ICE), for the TC case, presents a significant pure delay [149].
More recently, with the advent of electro-mechanical brakes (see Chapter 6 and refer-
ences [131, 150]), faster torque responses started to be achieved, which eased off the delay
problem in the controller design. In any case, for powertrains based on electric motors,
which is the main focus of this work, the bandwidth of the electric motor surpasses the
dynamics of any of the afore-mentioned traditional actuators [151], and the actuator delay
is no longer a serious issue. An additional advantage provided by the electric motor is
the torque bi-directionality, which enables the application of accelerating and regenera-
tive torque; thus this actuator can be effectively used in both TC and ABS situations, a
property explored in this chapter.
A second factor to take into account in the TC/ABS design is the selection of control
variable, as well as its availability for feedback. From the control effectiveness point of
view, the direct control of the tyre slip (λ) is advantageous, due to the intrinsic relationship
between the friction force and the tyre slip, as shown by several friction models discussed
in the specialised literature [133, 152]. Consequently, one of the most common approaches
in the TC/ABS control problem is to make the tyre slip follow an optimum λ∗ setpoint
that, ideally, maximizes the longitudinal friction force [15, 131, 143, 153]. This method is
very appealing for the accelerating mode of two-wheel drive (2WD) vehicles, because the
vehicle speed, needed for the λ calculation, can be easily measured using the rotational
speed of the non-driven wheels. On the other hand, for 4WD or for braking manoeuvres,
the λ measure is difficult to acquire, because all the vehicle wheels are being driven, which
obliges the application of observers for estimating the vehicle speed [133, 154], complicating
the controller implementation and tuning. To partially mitigate this problem, alternative
control variables, like the wheel acceleration [127, 133], easily derived from the wheel rota-
tional speed, or a mix between the tyre slip and deceleration [150], helpful when the vehicle
speed estimation is noisy, were also proposed in the literature. Another research line that
dismisses the vehicle speed measurement or estimation includes the works pioneered by
Prof. Hori and co-researchers [15, 155] where the Model-Following Control (MFC) [155],
and the most recent Maximum Transmissible Torque Estimation (MTTE) [16], were em-
ployed to avoid excessive tyre slippage through disturbance observers’ techniques.
In this work we followed the wheel slip control (SC) approach, and focused our attention
on studying robust mechanisms to handle the model uncertainties, which constitute the
third and final challenge in the TC/ABS design. Among the model uncertainties, the tyre-
road friction (µ) is one of the most difficult variables to predict or measure. For this reason,
ensuring robustness against this variation is an important requirement in the controller
design that is not easy to accomplish. For instance, the linear Proportional+Integral (PI)
4.2. Wheel Slip Control using Sliding Modes 65
control proposed in [15, 155] is simple and very attractive from an implementation point
of view, but suffers from the fact that the PI tuning is based on a linearization of the
quarter-car model (QCM), thus only local stability can be ensured and robustness to
model uncertainty is a concern. Based on a similar quarter-car linearized model, [149]
employs a Model Predictive Control (MPC) setting, but there is no theoretical result that
ensures the controller robustness to model uncertainties, which were only investigated with
simulations.
In order to handle the model nonlinearities and uncertainties, the Sliding Mode Control
(SMC) framework represents an attractive alternative, and it was the control technique
employed in this Chapter. Albeit this control methodology has been previously applied to
the TC/ABS problem (see [143, 156, 157, 158, 159, 160, 161]), there remain some challeng-
ing issues that are not easily solvable, such as finding the upper bound for the modelling
error and the chattering problem. The former problem can be attenuated by employ-
ing SMC in conjunction with observers, based on neural-networks [159], fuzzy logic [160],
recursive least-squares [162] or sliding modes [163], but they also increase the implemen-
tation complexity and the controller tuning effort, and it may be difficult to ensure a
fast learning rate in real scenarios. To address the second problem, the chattering, the
continuous approximation of the discontinuous control law [161, 162, 164] is the simplest
approach to attenuate this issue, but, simultaneously, introduces a steady state error in
the slip regulation. A more promising approach, recently applied to the TC/ABS problem,
are the high-order sliding modes [143, 157], which confine the discontinuous action to a
high-order time derivative of the control signal.
The first contribution of this chapter is related with a simple approach to design a SC
based on sliding modes, without needing any friction observer. To this aim, we noticed
that most of the previous works overlook the influence of driver torque requests (Td),
and, by studying the conditions that trigger the SC activation, we deduced a relation be-
tween Td and the model uncertainty, which contributes to a simple tuning. To address the
chattering problem, we employed the technique of sliding modes with conditional integra-
tor [165], which allows us to keep the performance of the ideal SMC, outside a boundary
layer, and switch to a PI-like controller, with anti-windup mechanism, when the slip is
in the proximities of the slip setpoint. The asymptotic and robustness properties were
analytically shown using the Lyapunov stability method, and experimentally validated in
a multi-motor EV prototype.
4.2 Wheel Slip Control using Sliding Modes
As in the previous chapter, the starting point for the SC design is the quarter car model
introduced in section 3.3.1. For our purposes here, lets consider that the main source of
uncertainty lies in the friction model and the disturbances ∆v and ∆ω can be neglected,



















Tw = Tdu (4.1c)
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Figure 4.1: Example of the maximum braking torque Td, λ
∗ and Ψ(λ) function for different
adhesion levels, (Parameters: M = 175 kg, r = 0.3m, J = 1kg.m2,Fz = Mg and the Burckhardt
friction curve [133]).
where λ ∈ D = [0, 1] is the tyre slip, Td ∈ T = (0, Td] ⊂ R the braking torque requested
by the driver, positive and bounded by Td, and u ∈ U = [0, 1] the control input of the
SC. During the SC design, we will not use any parametric model for the friction µ(λ),
consequently the Ψ function is highly uncertain. We will only assume that Ψ is lower
bounded by 0, upper bounded by Td and passes though the origin, i.e., Ψ belongs to the
set:
J = {Ψ(λ) : Ψ(0) = 0 and
0 < Ψ(λ) < Td for λ ∈ D \ {0} } (4.2)
From the practical point of view, the upper bound Td implies that the braking system
has the ability to cover Ψ(λ) function for every friction coefficient found in practice, as
illustrated in Figure 4.1. There is also an interesting connection between Ψ(λ) and the load
torque that the wheel experiences: under the reasonable assumption that the wheel inertia
J is much smaller than Mr2, then Ψ(λ) ' rFzµ(λ) [127]. Hence, Ψ(λ) can be interpreted
as a load torque applied to the wheel, which directly depends upon the friction coefficient
and the normal load Fz (see Figure 4.1). Additionally, we work under the assumption of
positive vehicle speeds v > 0, thus γ(v) > 0, the tyre slip λ is measured and that the
torque requested by driver is nonzero (when Td = 0, it does not make sense to apply the
SC). On top of that, to simplify the controller presentation, it is further assumed that the
vehicle is performing a braking operation, but the obtained results can be easily extended
to the acceleration case, which will be illustrated in a later section.
In the author’s opinion, the SC, when enabled, should not ”take over” the brake
signal, but it should instead work in cooperation with the braking torque requested by the
driver, Td. For that reason, the control input u is a multiplicative correction term that is
inserted in the braking loop: during normal braking manoeuvres, u = 1, and the SC do
not interfere in the braking process; on the other hand, when excessive (and potentially
dangerous) tyre slips are detected, the SC will manipulate the u signal in order to reach
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the maximum friction. It is further assumed that the traction force is maximized for a
known optimum slip λ∗ = arg maxλ∈D µ(λ). Normally, λ∗ is significantly affected by road
adhesion conditions; experiences carried out in [166] indicate that λ∗ ∈ [0.08; 0.3] for the
most common adhesion levels found in practice. In this work, we considered a constant
value of λ∗ = 0.2, but if a more precise value is needed a friction peak estimator can be
applied to extract the optimum slip value (see Chapter 5 for additional details).
In the proposed SC design, the torque requested by the driver has a pivotal role in
the controller operation and, for that reason, it is important to study the conditions that
trigger, in the first place, the SC activation.
Lemma 4.1. Consider λ∗ ∈ D, the set Ω0 = [0, λ∗], λ(0) ∈ Ω0 and u = 1 (the SC is
disabled). If Td ≤ Ψ(λ∗), then the set Ω0 is positively invariant, i.e., λ(t) ∈ Ω0,∀t ≥ 0
Proof : In order to show the invariance of Ω0 we will use the Lyapunov function
V (λ) = 1/2λ2. Analysing V˙ (λ) = λλ˙ = −λγ(v) [Ψ(λ)− Td] at the border of Ω0, i.e.,
∂Ω0 = {0, λ∗}, we have:
1. V˙ (0) = 0
2. V˙ (λ∗) = −λ∗γ(v) [Ψ(λ∗)− Td] ≤ 0
Since V˙ ≤ 0 in ∂Ω0 we can state that Ω0 is a positively invariant set. 
In order to explain the important of the previous Lemma, consider, for a moment,
that the true λ∗ is known, thus Ψ(λ∗) = max Ψ(λ). What Lemma 4.1 shows is that, while
the driver is applying a torque Td ≤ max Ψ(λ) = Ψ(λ∗), the tyre slip will be kept in a
”safe set” Ω0, in this way preventing excessive slips, and the SC use will not be activated.
Moreover, this result also give us an important insight about the conditions that will lead
to the SC activation: it is relatively easy to see that if Td > max Ψ(λ), then we can no
longer guarantee the invariance property of Ω0, thus excessive slip will be reached and the
SC enabled. Consequently, when the SC is activated for the first time, the Td is higher
than the peak of Ψ(λ), and, in this moment, we have valuable information about an upper
bound for the unknown function Ψ(λ), which will be of great importance to the robust
design of the SC.
4.2.1 Ideal SMC
In the SMC framework adopted in this work, the control objective is to reach and remain
in sliding surface s = 0, where
s = λ− λ∗ (4.3)
The control law obtained by the sliding approach is composed of two terms: the first is
an equivalent control term that, ideally, would keep the system in the sliding surface, as
long as the system model was completely known; since this hardly happens, a switching
term is added to ensure the robustness to the modelling errors [96]. Applying this design






Ψˆ(λ)− Td(ρ(λ) + β0) sgn(s)
]
(4.4)
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where Ψˆ is the estimative of the Ψ function, β0 > 0 is a positive constant and ρ is the
upper bound for the uncertainty:
|Ψ(λ)− Ψˆ(λ)|
Td
≤ ρ(λ), ∀λ ∈ D (4.5)
To show that, in spite of model disturbances, the closed loop system reaches s = 0 in finite
time, consider the time derivative of the Lyapunov function V (s) = 1/2s2:
V˙ (s) = ss˙
= −γ(v)s
[








assuming that (4.5) is satisfied, then:
V˙ (s) = ss˙ ≤ −γ(v)Tdβ0|s| (4.7)
Note that γ(v), Td and β0 are all positive variables, which makes the relation (4.7), known
as the sliding condition, negative definite in D. Finally, employing the comparison lemma
to the sliding condition, it can be shown that s→ 0 in finite time [96].
4.2.2 Relation between Td and Model Uncertainty
The previous SMC needs the estimation Ψˆ and an upper bound ρ for the modelling
uncertainty. Note that the biggest source of uncertainty in Ψ(λ) is the friction coefficient
µ(λ), which is time-varying and difficult to predict. One simple way to find Ψˆ and ρ
involves exploiting the fact that Ψ ∈ J , hence by construction is upper bounded by Td; if
we select the estimation Ψˆ(λ) = Td2 , then we can easily verify that
Td
2Td
≤ ρ(λ) is an upper
bound for the modelling error, and meet the sliding condition. However, this choice leads
to an excessive gain of the discontinuous term (4.4), which raises some practical concerns
and may exacerbate the chattering problem. In other words, this is a very conservative
approach and requires a large control effort.
In order to decrease the control effort and avoid µ(.) observers, what we propose is
to use not the upper bound Td, but the torque requested by the driver, Td, to build a
simple estimator for Ψ(λ), with a known maximum modelling error. The motivation for
employing this strategy is to the results of Lemma 4.1, which gave us some hints about
using Td as an upper bound for the unknown function Ψ(λ), when excessive slips are
generated and the SC usage is needed. These ideas are formulated in the next theorem.
Theorem 4.1. Consider the quarter car model (4.1) controlled by (4.4). Selecting the
estimation Ψˆ(λ) = Td2 and the upper bound ρ(λ) =
1
2 we can ensure that, for any Ψ(λ) ∈ J ,
λ reaches λ∗ in finite time, as long as Td ≥ maxλ∈D Ψ(λ).
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Figure 4.2: Representation of Ω set, defined in (4.15).
Proof : Since Ψ ∈ J and maxλ∈D Ψ(λ) ≤ Td then
0 ≤ Ψ(λ) ≤ max
λ∈D


















Now compare the previous equation with (4.5): by choosing ρ(λ) = 1/2 and Ψˆ = Td2 ,
we can find an upper bound for the uncertainty, i.e., (4.5) is satisfied; thus the sliding
condition (4.6) is also verified, which means that the sliding surface s = λ − λ∗ = 0 will
be reached in finite time, since V˙ (s) = ss˙ ≤ −α0|s|, α0 = γ(v)Tdβ0 > 0. 
Making use of the previous Theorem, the resulting SMC control is given by:
u =
1− (1 + 2β0) sgn(s)
2
(4.12)
However, there remains a doubt: what happens when the driver is not requesting an
excessive torque, i.e., Td < max Ψ(λ), and the SC is still active? The next theorem answers
this question.
Theorem 4.2. Consider the same conditions as Theorem 4.1, but now assume that Td
can take any value in T . Define the set:
Λ(Td) =
{
λ ∈ D : Td = Ψ(λ)
}
(4.13)
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which represent the equilibrium points of (4.1) when u = 1, and the scalar:
λ =
{
min{λ ∈ Λ(Td)} if Λ(Td) 6= ∅
λ∗ if Λ(Td) = ∅
(4.14)
Using the control law (4.12), the following set
Ω = [λ, λ∗] ∪ λ∗ = [min(λ, λ∗), λ∗] (4.15)
will be reached in finite time for any Td ∈ T and any Ψ ∈ J .
Proof : For Td ∈ (maxλ∈D Ψ(λ), Td], Λ(Td) = ∅, Ω = {λ∗} and we have the same
conditions as Theorem 4.1, thus λ will reach λ∗ ∈ Ω in finite time.
The remainder of the proof is concerned with the situation Td ∈ (0,maxλ∈D Ψ(λ)]. In
this case, Λ(Td) 6= ∅ and, since λ is where Td and Ψ(λ) first intersect, we can state that:
Td ≥ Ψ(λ) for λ ∈ [0, λ], which will be useful later in the proof. The set Ω can be a single
point {λ∗}, if λ ≥ λ∗, or an interval [λ, λ∗], if λ < λ∗, and we will show, for both cases,
that the set Ω will be reached in finite time. To assist this demonstration we will make use
of the Lyapunov function V = 1/2s2 and the control law (4.12), thus Ψˆ(λ) = Td2 , ρ(λ) =
1
2
and V˙ is defined by:



















Case I: λ ≥ λ∗, Ω = {λ∗}. For studying the V˙ function we will split the slip domain
into two parts:
D = [0, 1] = [0, λ] ∪ (λ, 1] (4.18)
In the first interval, λ ∈ [0, λ] and 0 ≤ Ψ(λ) ≤ Td, so we can easily verify (for instance





, ∀ λ ∈ [0, λ] (4.19)
Applying the previous relation to (4.17) results in:
V˙ (s) ≤ −γ(v)Tdβ0|s|, ∀ λ ∈ [0, λ] (4.20)
Regarding the second interval of D, (λ, 1], the sliding variable is positive, s = λ − λ∗ >
0, ∀ λ ∈ (λ, 1] and V˙ satisfies:
V˙ (s) = −γ(v)s [Ψ(λ) + Tdβ0)] (4.21)
= −γ(v) [Tdβ0 + Ψ(λ))] |s|, ∀ λ ∈ (λ, 1] (4.22)
Therefore, by (4.20) and (4.22), we can state that:
V˙ (s) = ss˙ ≤ −α0|s|, ∀λ ∈ D (4.23)
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where α0 = γ(v) min {Tdβ0, Tdβ0 + Ψ(λ)}. Since Ψ(λ) ∈ J is positive definite over D,
α0 = γ(v)Tdβ0 > 0; as a result (4.23) implies that s = 0 (⇔ λ = λ∗ ∈ Ω) will be reached
in finite time.
Case II: λ < λ∗, Ω = [λ, λ∗]. In this case, we are interested in studying V˙ in D \ Ω,
which can be decomposed into two intervals:
D \ Ω = [0, λ) ∪ (λ∗, 1] (4.24)
For the first interval, we note that [0, λ) ⊂ [0, λ], thus (4.19) and (4.20) hold in [0, λ).
Regarding the second interval, s > 0,∀λ ∈ (λ∗, 1], and (4.22) is valid in (λ∗, 1]. As a
result,
V˙ (s) = ss˙ ≤ −α0|s|, ∀λ ∈ D \ Ω (4.25)
which shows that Ω will be reached in finite time. 
Remark 4.1. (time-varying Td) so far it was assumed that the Td, the braking torque
requested by the driver, is a constant (and known) parameter. However, in practice, Td
varies with time, and it is necessary to extend the previous results to address this situation.
In the case of Lemma 4.1, this extension is straightforward because the invariance of Ω0
remains valid, as long as Td(t) stays in the range 0 ≤ Td(t) ≤ maxλ∈D Ψ(λ). Similarly,
the convergence conditions of Theorem 4.1 are kept valid, if Td(t) complies with the lower
bound Td(t) ≥ maxλ∈D Ψ(λ). In addition, due to the time-varying nature of Td(t), the
α0 parameter must be recalculated as α0 = γ(v)Tdβ0, where Td = mint Td(t) represent
the minimum torque requested by the driver during the braking manoeuvre. Finally,
Theorem 4.2 is still valid for time-varying Td and, to illustrate this point, consider that
Td(t) ∈ [Td, Td] ⊂ (0, Td]. If Td ≥ maxλ∈D Ψ(λ), then we have the same conditions as
Theorem 4.1, thus, we only need to investigate the case where Td < maxλ∈D Ψ(λ). In this
later case, Λ is a set, not empty, representing all the potential equilibrium points during
the braking manoeuvre and, among these, the lowest equilibrium point λ is selected to
build Ω. To show that λ is attracted to Ω, we can apply the same methodology employed
in the Theorem 4.2 Proof, but with two small modifications. Firstly, for any λ ∈ [0, λ],
0 ≤ Ψ(λ) ≤ Td ≤ Td(t), hence (4.19) remains valid for the case of time-varying Td(t).
Secondly, the parameters α0, used to define the upper bound in V˙ , must be recalculated
as: α0 = γ(v) min {Td(t)β0, Td(t)β0 + Ψ(λ)} = γ(v)Tdβ0.
The previous theorem highlights some very interesting properties of the ideal SMC (4.12):
for any braking torque Td ∈ T requested by the driver, and any friction curve found in
practice (which is formulated as any Ψ(λ) ∈ J ), we can ensure that (4.12) will drive the
system state to the ”safe set” Ω. The Ω is characterized as ”safe”, because it only con-
tains points to the ”left” of λ∗ (see Figure 4.2), preventing excessive slip. Eventually, if the
driver applies excessive torque, Ω reduces to a single point, λ∗, and the sliding condition
is verified (Theorem 4.1).
Although the ideal SMC has some attractive theoretical properties, there are some
practical issues related to the chattering that pose practical obstacles to its implemen-
tation. These problems are induced by the discontinuous control law, which can cause
undesirable high-frequency oscillations in the control signal, excite non-modelled dynam-
ics, produce noise and wear in the mechanical system, etc.
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4.2.3 Continuous SMC (CSMC)
A possible solution to attenuate the chattering problem is to replace the discontinuous
sgn(.) function with a continuous approximation[96]:
sat(w) = sgn(w) min(1, |w|) (4.26)















where ε > 0 is the width of what is known as the boundary layer (BL). Albeit the CSMC
alleviates the chattering problem, it also introduces a steady state tracking error, and
only ultimate boundness of the error can be achieved [96, Theorem 14.1]. To overcome
this issue, in the next section, the conditional integrator approach will be applied to this
problem, which will eliminate the state error without exacerbating the chattering issue.
In summary, even if the practical applicability of the CSMC is limited, the robustness
properties studied in this section are valuable and enable us to find a simple connection
between the driver torque requests and the friction uncertainty. This finding will lay the
foundation for exploring the conditional integrator endowed with an upper bound for the
model uncertainty.
4.3 Wheel Slip Control with Conditional Integrator
In order to address the steady state error introduced by the CSMC, an integral action can
be incorporated into the SMC. It is well known that by introducing integral control in the
SMC, asymptotic regulation in the presence of constant disturbances can be ensured. Nev-
ertheless, the transient performance is normally degraded with integral action and special
care must be taken to avoid integrator windup. In the ABS/TC application area, several
researchers have investigated SMC with integral control action [156, 161, 167]. However,
these previous studies do not explicitly consider the anti-windup mechanism in the SMC
design, which is analytically addressed in this work within the SMC + Conditional Inte-
grator (CI) framework [165].
The main idea behind the SMC+CI is to introduce integral action only inside the
boundary layer (BL), while outside the BL the performance and robustness of the ideal
SMC is preserved. Moreover, while the CSMC only ensures asymptotic stability for an
arbitrarily small BL, the CI satisfies the asymptotic property for a sufficiently small BL.
Hence, with the CI there is more flexibility to increase the width of the BL and potentially
attenuate the chattering problem. Position control of permanent magnet motor [168],
marine vessel control [169] and the aircraft pitch control [170] are some recent examples
of practical problems solved by the SMC+CI approach. In this chapter, we employed this
method to tackle the SC problem and improve the performance of the CSMC, described
in the previous section. The SMC+CI extension builds on the original sliding controller,
and can be described in two steps:











Figure 4.3: Representation of the Πε set, defined by (4.30), which constitutes the boundary layer
for the SMC+CI.
1) the first step consists of adding a new term, the conditional integrator, to the original
sliding surface:
sc = e+ k0σ, e = λ− λ∗ (4.28a)




, |σ(0)| ≤ ε
k0
(4.28b)
where sc(e, σ) = 0 is the new sliding surface, σ ∈ Dσ ⊂ R the conditional integrator,
e ∈ De = [−λ∗, 1 − λ∗] ⊂ R the tracking error, k0 > 0 a tuning parameter and ε > 0
specifies the width of the boundary layer, to be defined later on.












β(λ) = ρ(λ) + β0 (4.29b)
In the sequel, we assume that the condition (4.5) is satisfied, for instance with the simple
estimator proposed in Theorem 4.1, or by any other method. In addition, we will show
that the control law (4.29) is able to ensure asymptotic regulation of λ for a sufficiently
small ε. Before presenting the proof for this claim, we will derive some auxiliary results
that will be helpful later on. To start with, it is convenient to analyze the domain of
the function sc(e, σ) : De × Dσ 7→ R, in particular Dσ. Given the bound on the initial
condition σ(0), this domain can be characterized as follows:
Lemma 4.2. Consider the set Dσ = {|σ| ≤ ε/k0}, the σ dynamics defined in (4.28b),
and assume that the initial value satisfies σ(0) ∈ Dσ. Under these conditions, Dσ is a
positively invariant set, i.e., σ(t) ∈ Dσ,∀t ≥ 0.
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Proof : the proof relies on the results presented in [165], replicated here for complete-
ness. Making use of the Lyapunov function V = 1/2σ2, the time derivative is given by





) ≤ −k0|σ|(|σ| − /k0), and it is clear that at the ∂Dσ, i.e., at the
boundary of the domain, V˙ = 0, thus the positively invariance is shown. 
With the domain of sc specified, the next step is to investigate the properties of the
sat(sc/ε) function, which plays an important role in the generation of the control signal
u. It can be easily seen, that inside the set:
Πε =
{
(e, σ) ∈ De ×Dσ : |sc(e, σ)| ≤ ε
}
(4.30)
the saturation function is linear, and discontinuous outside. Since sc is also linear and
the domain is contained in R2, a graphical plot of Πε is readily available (see Figure 4.3).
Similarly to the CSMC, this set can be interpreted as an equivalent boundary layer for the
SMC+CI that establishes the limits where the original SMC discontinuous control law is
applied.
Lemma 4.3. For (e, σ) /∈ Πε, the SMC+CI (4.28),(4.29) retrieves the same control law
as the original SMC, defined in (4.4).
Proof : We note that the only difference between the control law of the original SMC





= sgn(e), ∀(e, σ) /∈ Πε (4.31)





= sgn(sc) = sgn(e+ k0σ), ∀(e, σ) /∈ Πε (4.32)
Also note that Lemma 4.2 implies σ ∈ Dσ. In summary, we are interested in studying the
function sgn(e+ k0σ), over the domain:
Ξ =
{




(e, σ) : |e+ k0σ| > ε, k0|σ| ≤ ε
}
(4.33)
which is carried out by dividing Ξ into two sub-domains: Ξ = Ξ+ ∪ Ξ−, where Ξ+ is the
sub-domain with positive sc and Ξ− with negative sc (we further note that sc = 0 is not
possible outside Πε, since ε > 0).
For the Ξ+ sub-domain, we have sc = e+ k0σ > 0, which produces the set:
Ξ+ = { (e, σ) : (e+ k0σ) > 0, |e+ k0σ| > ε, k0|σ| ≤ ε} (4.34)
consequently, |e+ k0σ| = e+ k0σ and we can verify that:
e > ε− k0σ > min
k0|σ|≤ε
(ε− k0σ) = 0, ∀(e, σ) ∈ Ξ+ (4.35)
thus e > 0 and sgn(e+ k0σ) = sgn(e)=1 for (e, σ) ∈ Ξ+.
For the sub-domain Ξ−, (e+ k0σ) < 0:
Ξ− = { (e, σ) : (e+ k0σ) < 0, |e+ k0σ| > ε, k0|σ| ≤ ε} (4.36)
4.3. Wheel Slip Control with Conditional Integrator 75
This sub-domain is ”symmetrical” to Ξ+ and, following a similar reasoning used for the Ξ+
sub-domain, we can straightforwardly conclude that e < 0 and sgn(e+k0σ) = sgn(e) = −1
for (e, σ) ∈ Ξ−.
As a consequence, joining these previous two cases, sgn(e + k0σ) = sgn(e), ∀(e, σ) ∈
Ξ+ ∪ Ξ−, hence (4.31) is satisfied and the Lemma proved. 
After showing the equivalence between the ideal SMC and the SMC+CI outside Πε,
we move on to analyze the control law inside the BL. When the system enters in Πε, the
conditional integrator σ becomes a simple error integrator:
σ˙ = −k0σ + εsc
ε
= e, ∀(e, σ) ∈ Πε (4.37)



















, ∀(e, σ) ∈ Πε
If the observer Ψˆ(.) and the modelling error ρ(.) are fixed, e.g., using the results of Theo-
rem 4.1, then the control law inside Πε is composed by a feedforward term and a feedback
component, which resembles the structure of a PI controller. Therefore, when the sys-
tem enters the BL, the controller switches to a linear control law, with integral action,
while outside it maintains the discontinuous law of the ideal SMC. In light of the above,
the asymptotic stability conditions for the SMC+CI are the only missing parts in the
controller design, which are established in the next Theorem.
Theorem 4.3. Consider the control law defined by (4.28),(4.29), and under the assump-
tion of (4.5).
1. For any (e(0), σ(0)) ∈ De ×Dσ, the set Πε will be reached in finite time.
2. Inside Πε, the equilibrium point(








is asymptotically stable for a sufficiently small ε (defined in the Theorem proof) and
∆(λ)/(ρ(λ) + β0) Lipschitz on the set D.
Proof : For the first claim, we notice that in Lemma 4.2 the invariance of Dσ was shown,
hence we only need to analyze the error (e) trajectory. Considering the time derivative of
the Lyapunov function V = 1/2e2, we have:
V˙ = ee˙ = eλ˙ = −eγ(v) (Ψ(λ)− Tdu)
= −eγ(v)
(
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Using the result of Lemma 4.3
V˙ = −eγ(v)
(
Ψ(λ)− Ψˆ(λ) + Td(ρ(λ) + β0) sgn(e)
)
,
∀(e, σ) /∈ Πε
≤ −γ(v)Td|e|
(
ρ(λ) + β0 − |Ψ(λ)− Ψˆ(λ)|
Td
)
≤ −γ(v)Tdβ0|e|, ∀(e, σ) /∈ Πε (4.39)
Since γ(v), Td, β0 are positive, the previous inequality ensures that Πε will be reached in
finite time.




, β(λ) = ρ(λ) + β0
and with this formulation in mind, it is straightforward to deduce the equilibrium point
defined in (4.38). To show the asymptotic stability we will make a change of variable:
σ˜ = σ − σ¯, s˜c = sc − s¯c (4.40)








Calculating the time derivative of V :








+ s˜ck0e+ σ˜(s˜c − k0σ˜) (4.42)






























∣∣∣∣∆(e+ λ∗)β(e+ λ∗) − ∆(λ∗)β(λ∗)
∣∣∣∣ (4.43)
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where χ(λ) = γ(v)Tdβ(λ). Applying the Lipschitz property:∣∣∣∣∆(e+ λ∗)β(e+ λ∗) − ∆(λ∗)β(λ∗)
∣∣∣∣ ≤ L|e| = L|s˜c − k0σ˜|
≤ L|s˜c|+ Lk0|σ˜| (4.44)






















k20 + 1 + Lk0 χ(e+ λ
∗)
) |s˜c||σ˜| − k0σ˜2
Rearranging the terms in the quadratic form, and noticing that χ(e + λ∗) > 0, we can
then write







which is a negative definite if all the leading principal minors of P are positive:







)− k0)− (1+k20+Lk0 χ(.)2 )2 > 0
the first condition is naturally ensured by selecting a positive k0, while the second is












As a result, ∀ε ∈ (0, ε∗) the system state will asymptotically converge to the point (σ˜ =
0, s˜c = 0) (note that this point is equivalent to (4.38)), which concludes the second part
of the Theorem proof. .
At this point it is important to mention that the previous Theorem assumed that the
∆(.) function has the Lipschitz property, which was not previously discussed. Taking in
account the QCM and the functions that constitutes ∆(.), it is reasonable to assume that
the Lipschitz property holds, as long as these functions are sufficiently smooth. Further-
more, from the theoretical point of view, Theorem 4.3 provides the upper bound for the
parameter ε that ensures the asymptotical stability of the closed loop system. However,
in practice, finding this value (ε∗) is a challenging task, since there are some parameters
in the problem, e.g., the Lipschitz constant L, that are not known with precision. Due
to the fact that asymptotic stability is obtained when ε goes to zero, ε can be viewed as
a tuning parameter in the controller, and should be gradually reduced until the transient
performance is satisfactory, as suggested in [165]. And lastly, making use of the results in












































Figure 4.4: Block diagram of the wheel slip control based on the SMC+CI method.










with β = 12 + β0. This controller has 3 tuning parameters: ε, k0 and β0. The tuning rule
for the first parameter was discussed above and the k0 defines the convergence speed of the
algorithm. Regarding the last parameter, β0, it can be interpreted as a ”slack” variable
that gives some extra margin to the upper bound for the modelling error (4.5).
It worth pointing out that, although the controller as been designed with non-linear
techniques, the resulting control law can be implemented as a simple PI with ”anti-
windup” [171] (see Figure 4.4).
Remark 4.2. The integration of the sliding mode slip controller within the Hybrid ABS
structure (see Chapter 3) is perfectly possible, and was investigated by the author in [172].
However, as the main focus of this chapter is the robust wheel slip controller, the sim-
ulations and experimental validation present in the next sections employed a simplified
braking setting, where a single actuator (the electric motor) generates the braking torque.
The interested reader is referred to [172] for the validation of the sliding mode control
with multiple actuators (IWM and friction brakes).
4.3.1 The Acceleration Case
The controller design presented in the previous sections focused only on the braking ma-
noeuvres. Notwithstanding, some of previous results can be extended to the accelerating
case, and, to assist in this observation, consider the quarter car model, valid for the ac-
celeration manoeuvres (obtained after applying a process similar to the one described in
4.3. Wheel Slip Control with Conditional Integrator 79











































































































Figure 4.5: Simulation results of the SC-based on CSMC (ε = 0.04, β0 = 0) during deceleration
manoeuvres (unless otherwise stated, µmax = 0.2 is the peak friction coefficient).
Section 3.3.1):


















(1− λa)2 λa = ωr − v
ωr
(4.47c)
where Ta is the driving torque requested by the driver (bounded by Ta) and λa the tyre
slip (assuming rω ≥ v). Comparing the previous formulation with (4.1), it is clear that
both models share the same structure, with the γ(.) and Ψ(.) functions being replaced by
γ˜(.) and Ψ˜(.). Albeit, γ˜(.) depends also on λa, it remains always positive (as long as the
vehicle speed is also positive), thus it has a similar role as the original γ(.). The main
difference between the formulations lies in the Ψ˜(λa) function. While the original Ψ(λ)
can be approximated by rFzµ(λ) for every λ ∈ D , and it is bounded, the Ψ˜(λa) function
does not hold this property over D, due to the 1/(1− λa) term that goes to infinity when
λa gets closer to 1. As a consequence, for the accelerating case, the control law discussed
in this Chapter only provides asymptotic stability in the subset Da ⊂ D, with Da being
the slip range where Ψ˜(λa) is bounded by Ta.
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Figure 4.6: Simulation results of the SC based on SMC+CI (k0 = 5, ε = 0.04, β0 = 0) during
deceleration manoeuvres (unless otherwise stated, µmax = 0.3 is the peak friction coefficient).
4.4 CarSim Simulations
The algorithms developed in this chapter were evaluated in a co-simulation between a
vehicle dynamics simulator, the CarSim [146], and the Matlab/Simulink. The former tool
provides a more realistic vehicle model than the simplified QCM used for designing the
controller, while the latter allows the implementation of the control strategies. The sim-
ulations presented in this section were obtained using an A-class hatchback car (included
in the CarSim library) modified as follows: i) the sprung mass properties (weight dis-
tribution, mass, etc.) were redefined to match the values of the experimental prototype
discussed in Appendix A; ii) the original powertrain, based on the internal combustion
engine, was replaced with two electric motors connected to the front wheels, having a
torque response with a dominant time constant of 10ms; iii) the vehicle tyres, 175/70
R13, were modelled with the MTF 5.2 [147], employing the same dataset as the ”Pacejka
5.2 example” available in the CarSim library. Based on this setting, several braking ma-
noeuvres, performed in straight line and under different grip conditions, were carried out
to evaluate the slip regulation performance of the CSMC and the SMC+CI.
Figure 4.5 shows the results of the CSMC for µ and λ∗ steps disturbances and, in global
terms, it can be seen that this controller offers a reasonable response, without chattering.
However, taking a closer look at the steady state zone, it is clear that the boundary layer
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Figure 4.7: Sensitivity of the SMC+CI to the parameters k0 and ε (unless otherwise stated,
µmax = 0.3 is the peak friction coefficient, β0 = 0.001, k0 = 5 and ε = 0.04).
introduces an error, which varies with adhesion conditions, among other factors. On the
other hand, when the SMC+CI is employed (see Figure 4.6(a,b)), the conditional integral
action retrieves a transient performance close to the CSMC, but with a significant im-
provement in the steady-state region, eliminating the tracking error. Moreover, analysing
the (σ, e) trajectory, it can be noticed that the disturbances introduced by the µ and λ∗
steps force the trajectory to leave the linear zone. Nonetheless, the controller manages
to recover from this disturbance and keep the asymptotic attractiveness to the manifold
{e = 0}. Regarding the µ step, it is interesting to note that the integral component in




Low m surface Start
End
(b) Accelerating
Figure 4.8: Experimental apparatus used to validate the wheel slip controller in a low µ surface.
the controller is increased in order to respond to the new friction condition, which further
shows the controller adaptability to disturbances.
The interaction between the controller and the torque requested by the driver was
investigated in Figure 4.6(c). These results highlight a natural cooperation between the
driver and the controller: when the tyre loses adhesion the SC is quickly activated to
constrain the wheel torque; on the other hand, the driver reassumes the full control when
the braking pedal (or Td) is decreased to the torque levels being generated by the SC.
The (σ, e) trajectory plot shows that the SC activation (deactivation) coincides with the
entering (leaving) of the controller linear zone. Finally, the sensitivity of the SMC+CI to
the k0 parameter was evaluated in Figure 4.7(a), where it can be observed a direct relation
between the settling time of the slip response and the k0 value. On the other hand, the
overshoot and oscillation of the tyre slip response is mainly affected by the selection of the
ε parameter [see Figure 4.7(b)].
4.5 Experimental Results
In this last section, the proposed wheel slip controllers are experimentally validated in
the multi-motor electric vehicle prototype, with presented in Appendix A. The SMC+CI
and CSMC were implemented in the FPGA based digital control system, and discretized
with a sampling time of 2ms, which is quick enough to handle the tyre slip dynamics.
The vehicle speed, needed for the λ calculation, was directly measured using the vehicle
non-driven wheels. The maximum wheel torque that the driver can request was limited
to |Td| = 80N.m, and set equal for both accelerating and braking manoeuvres, while the
friction brakes were disabled during the experiments.
In order to assess the controller performance in challenging adhesion conditions, a
slippery surface was artificially created using an experimental apparatus, depicted in Fig-
ure 4.8, composed of several wet plates and having a maximum µ of approximately 0.15.
With this setting, several accelerating and braking manoeuvres were experimentally con-
ducted with the following pattern: the first manoeuvre was performed without any con-
trol, i.e., manual driving, in order to assess how slippery the surface was; subsequently the
CSMC, and then the SMC+CI, was enabled to investigate the SC effectiveness. During
the preliminary experiments it was observed that, in order to avoid the chattering issue,
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(b) CSMC (λ∗ = 0.3, ε = 0.25)




















































(c) SMC+CI(λ∗ = 0.2, ε =
0.25, k0 = 5)
Figure 4.9: Experimental results of the SC during braking manoeuvres on a slippery surface.
The left figure illustrates the high tyre slips that are reached with manual driving; in the middle
figure, the CSMC is activated, which contributes to limiting the wheel torque and attaining a safer
slip, although a significant steady state error is observed; with the SMC+CI (right) the steady
state error is eliminated.
.
the CSMC boundary layer (BL) must have a thickness greater than 0.25. The reason for
such a conservative value is related to the noise levels in the slip measurement and also
to some non-modelled dynamics in the powertrain, in particular the transmission elastic-
ity, which were neglected in this chapter (this issue is planned to be addressed in future
works). For the same reason, the ε parameter in the SMC+CI was defined with the same
value of 0.25; and fixing k0 = 5 provided acceptable transient results.
Figure 4.9 shows the first batch of deceleration tests, carried out over the slippery
surface. With the controller disabled, it can be observed that the regenerative torque
applied by driver easily creates excessive tyre slip. With closer analysis of the evolution of
the wheel rotational speed (ω), it is interesting to note that the wheel not only blocks, i.e.,
reaches zero speed, but starts to spin in the opposite direction of the vehicle movement,
producing even higher slips (with the traditional frictional brakes the wheel would be kept
at zero speed). When the CSMC is active (Figure 4.9(b)), the slip is constrained to a
safer value (around 0.2) and it is clear that the driver torque reference is being effectively
limited by the CSMC. Nevertheless, it should be pointed out that, albeit the CSMC is
a sufficient mean to avoid excessive slip, the regulation performance is not satisfactory
and a significant steady-state error is introduced, which is in accordance with theoretical
expectations for this controller. For that reason, the slip reference was increased to 0.3
in order to obtain the desired slip value of 0.2. On the contrary, when the SMC+CI is
employed (Figure 4.9(c)), the steady state error is reduced to almost zero, thanks to the
conditional integral action, with a reasonable transient behaviour. The SMC+CI inner
details, i.e., the error and the conditional integrator σ time evolution, are present in
84 4. Wheel Slip Control based on Sliding Modes and Conditional Integrator





































































































(b) CSMC(λ∗ = 0.3, ε = 0.25)




















































(c) SMC+CI(λ∗ = 0.2, ε =
0.25, k0 = 5)
Figure 4.10: Experimental results of the SC during accelerating manoeuvres. These results are
”dual” of braking operation presented in Figure 4.9: with no control (left fig.) high tyre slips are
reached; enabling the CSMC (middle fig.) reduces the slip, but has a steady state error, which is
eliminated with the SMC+CI (right fig.)
.
Figure 4.11(a): initially the system state starts outside the BL, but due to the excessive
wheel torque, is quickly attracted to the BL interior. Within the BL, the controller
gradually increases the integral component until it reaches the manifold {e = 0}, which
is in accordance with the asymptotical properties established in Theorem 4.3. In steady
state operations, it was observed that the slip follows the reference with a tolerance of
±0.04. Although this value may look excessive, in practice it is very difficult to achieve
lower errors (due to the unavoidable measuring noise, non-modelled dynamics, and non-
uniformities in the adhesion levels, among other factors ), and these results are in line with
the steady state performances previously reported in other experimental studies [15, 131].
Moreover, we would also like to stress the fact that, due to the reduced grip levels of the
surface where the test was conducted (with µmax < 0.15), the maximum deceleration that
we can impose to the vehicle is significantly limited.
In the second batch of experiments (Figure 4.10) the vehicle performs acceleration
manoeuvres, achieving similar results to the braking case: (i) without control, high (and
dangerous) tyre slips are reached; (ii) when the CSMC is active, the slip is constrained to
a safe value, but presents a steady state error, which is eliminated with the SMC+CI acti-
vation. These results demonstrate a very satisfactory performance of the SMC+CI, with
good slip regulation in both accelerating and braking operations, showing an (expected)
superiority over the CSMC.
To further investigate the way the SMC+CI controller interacts with the driving torque
requests (Td), an additional experiment was conducted with the driver applying small
increments in throttle signal (or, equivalently, in Td). The obtained results (see Fig-
ure 4.12(a)) can be divided into three sections: 1) initially the driver is applying 45− 50
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Figure 4.11: Experimental results of (e, σ) trajectory for the SMC+CI, obtained during the
braking and accelerating manoeuvres depicted in Figures 4.9 and 4.10.
N.m and the tyre is on the verge of losing grip; in this case the SC intervention is minimal;
2) at 402s, the driver increases the torque demand to 60 N.m which is now enough for
the tyre to lose grip; the SC intervention starts to be more pronounced and, analysing
the (e, σ) trajectory, it can be seen that the torque increase causes the system to enter
the BL, although being close to the BL limit; and 3) finally, the full throttle is applied
at 404s, which is equivalent to 80 N.m of torque demand; it can be noticed that the slip
regulation is unaffected by this disturbance, and the controller responds by increasing the
integral component, keeping the system close to the {e = 0} manifold. Consequently, this
experiment highlights another interesting property of the proposed SC system: our con-
troller exhibits an elegant transition between the ”manual driving” and the ”SC operation
mode”, and is naturally prepared to gracefully switch between both modes. This natural
cooperation between the ”automatic/manual” drive contrasts with other integral-based
controllers [127, 131], which, when the controller is activated, requires some special care
with the integral component, e.g., integral resets with bumpless transfer.
As a final test, Figure 4.12(b) shows the controller response to a step change in the slip
setpoint λ∗. Analysing the trajectory plot, it can be observed that the reference step from
0.3 to 0.15 makes the tracking error jump instantaneously to an error close to 0.15, which
introduces a disturbance that drives the system to the limit of the BL. Nevertheless, the
controller handles this disturbance satisfactory and, once again, brings the error to the
manifold {e = 0}.
4.6 Conclusion
In this chapter, a sliding mode approach, based on conditional integrator, was proposed to
control the wheel slip in electric vehicles. The main features of the proposed algorithm are
a chattering-free operation, asymptotic stability, simple implementation and tuning. The
asymptotic stability property, as well as the robustness to uncertainties and disturbances
that affect the system model, were demonstrated through the Lyapunov method. Besides
attenuating the chattering effect, the conditional integrator technique employed in the con-
troller is simple to implement and also provides built-in anti-windup features. The wheel
slip controller was further enhanced by exploring an intuitive relation between the model
86 4. Wheel Slip Control based on Sliding Modes and Conditional Integrator


























































































































































(b) λ∗ step from 0.3 to 0.15
Figure 4.12: Experimental results of the SMC+CI, when subject to disturbances: a) variations
in the driver torque requests (Td), and b) jumps in the slip setpoint.
uncertainty and the torque requested by the driver. Experimental results obtained with
a multi-motor EV prototype showed good slip regulation and robustness to disturbances,
in both accelerating and braking manoeuvres carried out over a slippery surface.
Chapter5
Optimal Linear Parameterization for
Friction Peak Estimation
Abstract: Spurred by the problem of identifying, in real-time, the adhesion
levels between the tyre and the road, a practical, linear parameterization (LP)
model is proposed to represent the tyre friction. Toward that aim, results from
the theory of function approximation, together with optimization techniques,
are explored to approximate the nonlinear Burckhardt model with a new LP rep-
resentation. It is shown that, compared with other approximations described in
the literature, the proposed LP model is more efficient, i.e., requires a smaller
number of parameters, and provides better approximation capabilities. Next,
a modified version of the recursive least squares, subject to a set of equality
constraints on parameters, is employed to identify the LP in real-time. The in-
clusion of these constraints, arising from the parametric relationships present
when the tyre is in free-rolling mode, reduces the variance of the parametric
estimation and improves the convergence of the identification algorithm, par-
ticularly in situations with low tyre slips. Simulation results obtained with the
full-vehicle CarSim model under different road adhesion conditions demon-
strate the effectiveness of the proposed LP and the robustness of the friction
peak estimation method. Furthermore, experimental tests, performed with an
electric vehicle under low-grip roads, provide further validation of the accuracy
and potential of the estimation technique.
5.1 Introduction
In automotive applications, the adhesion conditions present in the tyre-road interface have
a strong influence in the tyre’s ability to generate longitudinal and lateral forces and, under
reduced grip conditions, represent a potential menace to the vehicle safety. With the recent
proliferation of active safety systems (such as ABS, TC, and ESP) [40], the estimation of
adhesion levels, characterized by the friction coefficient, has attracted growing interest in
the research community since knowledge of this variable contributes significantly toward
increasing the effectiveness of these safety systems. Additionally, intelligent vehicles, as is
the case with autonomous vehicles, currently at an early stage of development, can also
benefit from the friction estimation, adapting the control strategies to the maximum grip
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Figure 5.1: Estimation methods for detecting the longitudinal peak friction.
levels available on the road (see Chapter 7). Unlike other easily measurable variables, such
as the vehicle acceleration, yaw rate, and wheel speeds, there is currently no economically
viable sensor that can be installed in the vehicle to measure the friction coefficient. These
difficulties have encouraged the development of virtual sensors to estimate this variable
using easily measurable signals.
There are several approaches to tackling the friction estimation problem. In this chap-
ter, we focus on the so-called slip-based techniques, i.e., the use of tyre force models based
on the wheel slip to infer the adhesion levels [54], and constrain our study to the friction
estimators active during longitudinal vehicle manoeuvres. These methods can be divided
into two categories: qualitative and quantitative (see Figure 5.1). In both cases, the main
objective is to obtain an estimation of the peak friction coefficient; however, the outputs
of the two mentioned methods are very different. In the first case, qualitative, the output
of the estimator is based on a grading system, providing an indicator of adhesion quality,
for instance, qualifying the grip levels on a scale from ’A’ (high grip) to ’E’ (very slippery);
in the second case, quantitative, a numeric output is generated to quantify the tyre-road
adhesion in greater detail.
Examples of the qualitative methods can be found in references [54, 173, 174, 175,
176, 177]. The main driving force behind these approaches is the problem of persistence
of excitation: in order to extract the peak friction, we need to apply high levels of tyre
slip, which is not desirable from the safety point of view. To avoid this problem, the
qualitative methods identify the tyre longitudinal stiffness, i.e., the friction slope for low
slip values, and then infer the grip levels through a classification process that correlates
the slope value with the peak friction (see Figure 5.1). Although these approaches solve
the problem of persistence of excitation, they also introduce a new issue: the classification
stage. This classification is very problematic to obtain in practice and, as pointed out
by [173, 178] and [177], varies with the type of tyre, and the tyre wear, pressure, and
temperature, among many other factors. Therefore, a significant experimental effort is
required to tune the classification process, which makes these qualitative approaches very
difficult to apply in practice.
On the other hand, the quantitative methods [133, 136, 179, 180, 181] extract the
peak friction using only online curve-fitting techniques. Although the estimation is ob-
tained at the expense of applying high tyre slips, the estimation process is more simple
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and robust and also offers the possibility to identify the optimal slip reference λmax as-
sociated with the maximum friction point. This last feature is very useful in generating
the reference signal used in some antilock braking and traction control systems that rely
on wheel slip control [15, 136]. Furthermore, since the most common tyre models, such
as the magic tyre formula [147] or the Burckhardt representation [133], are nonlinear,
the online identification of the model parameters tends to be very difficult. As a result,
most of the quantitative methods use linear parameterization (LP), i.e., nonlinear mod-
els whose unknown parameters can be identified by linear techniques. Polynomials [180],
rational functions [133, 182], exponentials [136], logistic sigmoids [183] and logarithmic
functions [181, 184] are the most common LPs found in the literature.
In this chapter, we offer a contribution to the quantitative methods by proposing a more
rational approach to deriving the LP. Unlike the aforementioned parameterizations, which
are built using heuristics considerations, we employed optimal function approximation
techniques to find an equivalent, but linear identifiable, model to the nonlinear Burckhardt
representation. The resulting LP yields a more accurate approximation and, in some
cases, requires a smaller number of parameters, which gives some practical advantages
for online friction identification. A second contribution to the quantitative framework is
related to the application of a new and more robust identification technique to the peak
friction estimation problem. Due to its numeric efficiency and simplicity, the unconstrained
recursive least squares (RLS) has become the most common method of estimating the
friction parameters in real-time [133, 136], but as we will show in Section 5.4, under some
parametric configurations, it may also introduce significant fitting error in the low-slip
range and compromise the friction peak detection. To overcome this issue, we modify the
RLS to comply with a set of (equality) constraints on the parameters, arising from the
parametric relationships present when the tyre is in free-rolling mode. The inclusion of
these constraints, which can be seen as a form of prior information on the system model,
leads to a constrained RLS (CRLS) formulation and provides parameter estimates with less
variance than the unconstrained version. Albeit the CRLS has been previously employed
in other research fields (e.g., biomedical applications [185] and signal processing[186]),
to the best of the author’s knowledge, no previous study has applied this technique to
the problem of estimating the friction peak. Several simulations, performed with CarSim
under different road adhesion conditions, demonstrate the higher accuracy and robustness
of the CRLS against the RLS, particularly for the λmax estimation. Finally, the proposed
optimal LP and CRLS were also experimentally tested with an electric vehicle.
5.2 Longitudinal Vehicle/Tyre Model
In this section, a brief introduction to the models related to the friction estimation method-
ology is provided. Since the longitudinal forces and slip are considered, the quarter car
model, widely used in the literature on this field [133, 136, 152], is a sufficient mean for
our study. For convenience, this quarter car model, already introduced in section 3.3.1, is
restated here as:
Jω˙ = rFx − Tb (5.1a)
Mv˙ = −Fx (5.1b)
where ω represents the wheel angular speed, v the longitudinal vehicle speed, Tb the
braking torque applied to the wheel, Fx the friction force between tyre and the road, J
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the wheel and transmission inertia, M the equivalent mass coupled to the wheel, and r
the wheel radius. For simplicity, in this work we only consider braking manoeuvres, hence
v ≥ rω, but the obtained results can be effortlessly modified for the acceleration case.
Modelling the longitudinal friction force Fx is the main difficulty in (5.1). Generally,
the friction force is proportional to the normal force that the wheel supports (Fz) and
depends on a nonlinear function µ(.), known as the friction coefficient, which varies with
the longitudinal tyre slip (λ), road adhesion conditions, and tyre pressure, temperature,
and wear, among other factors, and can be grouped into a parameter vector β ∈ Rd:





The most common approaches to representing the friction coefficient µ(.) are based on
two types of models: (i) static and (ii) dynamic. The static models, such as the Burck-
hardt [133] model:
µ(λ,β) = β1(1− e−β2λ)− β3λ (5.4)
and the magic tyre formula (MTF) [147]:
µ(λ,β) = β1 sin (β2 atan((1− β4)β3λ+ β4 atan(β3λ))) (5.5)
where the vector β = [β1 β2 ... βd]
T represents the model parameters, were developed
by applying curve-fitting techniques to the experimental tyre data. The great advantage of
the static models is their simplicity; however, they are limited to steady-state conditions,
and the model parameters lack physical meaning. More recently, dynamic models, such as
the LuGre [152], have been applied to represent the tyre-road friction, presenting promising
features to capture the friction transient behaviour. A complete review of friction models
is beyond the scope of this work, but a detailed discussion about this topic can be found
in [152, 187] (and references therein).
It is worth stressing the fact that the present work is only concerned with finding more
effective LPs in order to improve the performance of the online regression stage depicted in
Figure 5.1. For this reason, we considered some practical assumptions, such as the access
to the longitudinal and vertical tyre forces, vehicle velocity, and wheel angular speed values
(see Figure 5.1), which is a common trend in the literature [136, 173, 175, 181]. Of these
variables, ω and Fz are easily obtained; e.g., the wheel speed is measurable with low-
cost sensors, whereas the tyre vertical load can be extracted from well-known weight
transfer relations [133]. With regard to obtaining the longitudinal force information,
there are two main possibilities: (i) direct measurement or (ii) observers. The former
option can be accomplished through bearing units with load sensing [188, 189] or by
putting accelerometers inside the tyre [190], but such sensors are generally costly and, as
far as our knowledge goes, still remain largely in a prototype phase. To overcome the
cost issue, longitudinal force observers represent an attractive prospect. For example,
if the information about wheel torque is available, a simple force observer can be built
from the model (5.1a), as discussed in [133] and [155]. Alternatively, the longitudinal
vehicle dynamics (5.1b), together with the acceleration measurement, are also commonly
employed to infer Fx [54, 175], whose performance can be further improved by applying
the extended Kalman filter [191, 192]. Similarly to the longitudinal force information, the
vehicle speed during braking can also be measured with dedicated sensors (e.g., with global
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positioning system (GPS) [54]) or estimated, for instance, using Kalman filtering [191] or
fuzzy logic [133]. The measurement/observation of Fx and v will be revisited later in the
chapter when we experimentally validate the estimation algorithm.
5.3 Optimal Linear Parameterization
In this section, we present the derivation of an optimal LP, in the sense that it provides
the best fit of a nonlinear friction model over a given parametric region of interest, as
described in the next problem:
Problem 5.1. (Linear Approximation of µ) Consider a model f(λ,β), typically nonlinear
(such as (5.4) or (5.5)),
f : S × P → R (5.6)
describing the friction coefficient curve in the domain (λ,β) ∈ S×P ⊂ [0, 1]×Rd. The slip
variable λ is the model input, and the β vector contains the model internal parameters,








where {w,θ} ∈ Rm × Rn is a vector of parameters, and hi(λ,w), i = 1, ..., n are the basis
functions. Under this setting, find the vector w∗ that minimizes the modelling error1
between fˆ(λ,w∗,θ) and f(λ,β) over a given domain of interest [0, λ]×D ⊂ S × P. 
Among the parameters {w,θ} of the approximator function, the θ are easier to esti-
mate, due to their linearity, while the w parameters have a nonlinear effect in the model
and complicate the identification process. Spurred by these difficulties, we investigate the
possibility of selecting, off-line, the best vector w∗, in the sense that the fitting error is
minimized, while θ is estimated by online estimation methods in order to capture the
variations of the unknown and time-varying internal parameters (β) of (5.6). Notice that,
after finding w∗, we can insert this vector in (5.7) and transform the nonlinear model
into a LP, i.e., the model remains nonlinear, but it is linear in the parameters θ. To keep
the problem tractable, it is assumed that the number (n) and type of basis functions are
known beforehand (later we can evaluate the fitting performance for different numbers
and types of basis functions).
At this stage, it is appropriate to discuss previous efforts toward solving Problem 5.1.
Fixed basis functions (i.e., with m = 0), such as polynomials [180] and rational func-
tions [179], have been successfully employed for approximating the nonlinear friction curve
and have shown good performance in µmax peak friction estimation. However, as pointed
out by [183], the performance of these LPs deteriorates when λmax estimations are needed.
To overcome this difficulty, [136] proposed the use of exponential adaptive basis functions,
which significantly boosts the µmax and λmax estimation. Despite this, there is an im-
portant drawback with the LP proposed in [136]: a heuristic approach was used to select
the coefficients w in the adaptive function, which does not generate the most efficient LP,
1a performance metric to express the notion of modelling error will be presented shortly
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Figure 5.2: Nonlinear function e−βλ, plotted for different values of β.
i.e., with a minimum number of basis functions. The present work extends these previ-
ous contributions by providing a systematic methodology to select the optimum value of
the parameter w, not only for exponentials but also for any type and number of basis
functions.
The methodology presented in this chapter can be applied to various types of friction
curves, but for simplicity, we use the Burckhardt parameterization as reference model and
focus on finding a LP for the single nonlinear term in this representation:
f(λ, β) = e−βλ (5.8)
where λ ∈ [0, λ] ⊂ R and β ∈ D = [β, β] ⊂ R. For now, the offset and linear gain
of (5.4) is omitted in the LP but will be included in the final parameterization. According
to [133], the parameter β shows a strong dependence on the road conditions (for example,
dry tarmac, wet tarmac, snow, etc.) and, to represent the most common types of roads,
varies between β = 4 and β = 100 (see Figure 5.2). In addition, since the LP will be used
to extract the friction peak, it is reasonable to assume that the LP should minimize the
fitting error in the slip range between 0 and λ = 0.5 (notice that it is uncommon to have
friction peaks for longitudinal slips higher than 0.5 [166]).
Before solving the above-mentioned approximation problem, it is helpful to revisit
a simplified dual problem: of the two vectors {w,θ} that parameterize the approxima-
tor (5.7), admit that w is known and consider the problem of finding the best set of linear
parameters θ. If β is also known, we can then apply well-known results from the theory
of function approximation to transform this problem into a minimum norm problem and
extract θ (see Appendix 5.8). The approach to solve Problem 5.1 proposed in the next
section, builds on these analytical results but drops the assumption of known w (and β).
5.3.1 Optimal Method for Finding LP
To tackle Problem (5.1), we start by defining the fitting error of the approximator (5.7)









5.3. Optimal Linear Parameterization 93
Considering fixed values of β and w, the vector θ that minimizes ε(β,w,θ) can be found
by direct application of Lemma 5.1, presented in Appendix 5.8:
θ(β,w) = G−1(w)c(β,w) (5.10)








where i, j = 1, . . . , n. Replacing these relations in (5.9), the dependence on θ can be






Given that β is known to belong to the set D, it is reasonable to define a performance
metric to sum all the fitting errors in this domain, which is obtained by integrating ε(β,w)





and depends only on w. Thus, we can now pose an optimization problem to extract the
w parameter that minimizes the total fitting error:
min
w∈Rm





s.t. eq.(5.11), (5.12), (5.13)
(5.15)
This problem assumes that the nonlinear function f(λ, β), the domain [0, λ]×D, and the
structure of the adaptive basis functions H(λ,w) are known, and delivers the parameter
w that minimizes the total fitting error, offering an optimal solution to Problem 5.1.
Generally, the analytic treatment of the above problem is difficult, particularly when many
basis functions are used. To overcome this issue, the integral (5.15) was discretized with
a trapezoidal approximation and a numeric solver [193] employed to extract the optimal
solution.
5.3.2 LPs for Approximating the Burckhardt Model
After presenting the methodology for deriving optimum LPs, we now evaluate the perfor-
mance of different basis functions for approximating the single nonlinear term (5.8) in the
Burckhardt friction model. The approximating domain [0, λ]×D of the LP is the same as
that discussed in the previous section, and the basis functions under consideration are:
1. Polynomials: HP (λ) =
[
1 λ λ2 . . . λn−1
]T
2. Exponentials: HE(λ,w) =
[
ew1λ . . . ewnλ
]T
3. Logistic Sigmoid: HL(λ,w) =
[
1
1+e−w1λ−w2 . . .
]T
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Figure 5.3: Fitting error ε(β) evaluated for polynomials, exponentials, and the LP proposed
in [136].
Table 5.1: Total error εT for fitting (5.8) with different LPs.
Number of basis (n)
Basis Type 1 2 3 4
Polynomial (HP ) - 0.6844 0.3857 0.2127
Log. Sigmoid (HL) 0.2849 0.0467 0.0212 0.0059
Exponential (HE) 0.2870 0.0362 0.0046 0.0005
Tanelli et al.[136] - - - 0.0093
where w =
[
w1 w2 . . . wm
]T ∈ Rm. Moreover, since we have a practical interest
in minimizing the LP complexity, different numbers of bases (n ∈ {1, 2, 3, 4}) were also
assessed.
A summary of the total error εT for the LPs under consideration can be found in
Table 5.1. It is apparent from these results that the polynomial basis functions generate
the worst fitting performance, and increasing n does not significantly reduce the error.
On the contrary, the approximation error decreases considerably by employing adaptive
functions, and among these, the exponentials gives the best LP. For comparison purposes,
the total fitting error obtained with the parameterization defined in [136] is also provided:
this LP produces a reasonable result, but it is clear that the total error can be decreased
by using exponential basis functions, with optimum w. Actually, we can even reduce the
number of exponential functions to n = 3 and still obtain total errors less than the ones
produced by [136].
To provide additional insight regarding the performance of the LP, Figure 5.3 shows
the fitting error ε over the approximating domain D. Inspecting the polynomial perfor-
mance reveals that the fitting errors increase when β gets higher; this was expected since,
in this parametric region, the nonlinear curve (5.8) starts to approach an impulse-like
shape (see Figure 5.2) and a high-order polynomial is needed to capture this behaviour.
Furthermore, although the LP proposed in [136] is globally better than the polynomial,
it still presents some significant errors for low β. These errors are further reduced with
(optimal) exponential basis functions, and using n = 4 basis generates the best LP over
5.3. Optimal Linear Parameterization 95


























































Figure 5.4: a) Comparison of the Burckhardt model (cf. (5.4)) with the LP proposed in this
chapter (cf. (5.18)) for the most representative types of roads found in practice [133]; b) Fitting
of longitudinal force produced by a 205/55 R16 90 H tyre (experimental data were retrieved
from [194]) using the LP (5.18).
the entire domain D.
In summary, the optimal LP for approximating (5.8) was found to be exponential-
based, with n = 4 and n = 3:
HE4(λ) =
[








Based on this result, we can now join the linear terms of (5.4) with the LP of (5.8)






θ. Although the performance of HE4 surpasses the other LPs,
the basis HE3 is enough to provide a good fitting of the original nonlinear model; on top
of that, using HE3 enables us to eliminate one basis function, which may facilitate the
online identification process. Accordingly, in the sequel, the LP
µˆ(λ,θ) = H(λ)Tθ =
[
1 λ e−4.99λ e−18.43λ e−65.62λ
]
θ (5.18)
is used to approximate the Burckhardt friction model.
5.3.3 Off-line Validation
With the goal of validating the proposed LP, two ”off-line” tests were conducted. The first
is presented in Figure 5.4(a), which shows the performance of the LP defined in (5.18)
against the original nonlinear Burckhardt parameterization (cf. (5.4)) for the most rep-
resentative roads found in practice, as discussed in [133]. It can be noted that the LP
and the Burckhardt curves are almost overlaid on each other, and little modelling error is
introduced, thus providing additional evidence of the equivalence between both models.
An additional test was carried out to validate the LP with experimental data. This test
is illustrated in Figure 5.4(b), which shows the LP curves after fitting with the classical
least squares method, the experimental longitudinal force produced by a 205/55 R16 90 H
tyre [194]. Once again, the fitting performance obtained with the LP was very satisfac-
tory.
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Figure 5.5: Identification of the friction curve during braking on dry asphalt with µmax = 1.0
(top figures) and on wet asphalt with µmax = 0.6 (bottom figures). The initial estimate for the
friction curve, calculated from the samples with λ ≤ λ, is shown in (a,d); the final friction curve
estimate obtained after processing all the samples (see Figure 5.6) with the RLS and CRLS is
shown in (b,e) and (c,f), respectively.
5.4 Online Estimation Method
After finding a suitable LP representation of the friction model in the tyre-road interface,
we will discuss in this section a modified version of the recursive least squares (RLS) [195],
capable of handling equality constraints, to identify the friction parameters. This method
is known as the constrained RLS (CRLS) and is particularly useful in the current work to
improve the accuracy and robustness of the friction estimation in the low-slip range.
5.4.1 Motivation for CRLS
To illustrate the relevance of the CRLS, consider two sets of input/output samples, Z ={(
λ(1), µ(1)
)




, obtained from braking tests conducted in the CarSim
simulator; the first set was performed on dry asphalt and the second on wet (see Figure 5.5).
The conditions under which these experiments were undertaken are described in the next
section; for now, we merely discuss some of the potential pitfalls of the RLS. Due to the
recursive nature of the identification process, an initial guess for θˆ0 needs to be defined,
which, following the initialization procedure suggested in [136], was obtained by applying




Z : λk ≤ λ}, where λ is the minimum threshold (0.06 in this work) to start the
identification. After this initialization step (Figure 5.5(a),5.5(d)), the remaining data
in Z was processed with the RLS; the final fitting results are shown in Figure 5.5(b)
for dry asphalt and in Figure 5.5(e) for wet asphalt. In the case of dry asphalt, it is
clear that the RLS presents a very good fitting performance for tyre slips above 0.08
but is prone to exhibit significant fitting errors in the low-slip range. Although this
issue does not affect the detection of the friction peak in dry asphalt, when the RLS is
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evaluated in wet asphalt manoeuvres (Figure 5.5(e)), the fitting error in the low-slip range
increases and compromises the estimation process: the peak of the identified friction curve
is located at zero slip, λˆmax = 0, while the true peak is around 0.12. Accordingly, the
peak friction estimation in wet asphalt has a significant error in the λˆmax, which makes its
use impractical for safety systems, such as the traction controller (TC) or the ABS. This
problem was also observed in other low-friction conditions, but for the sake of brevity,
these results were omitted in this section.
The most natural choice to attenuate this problem is to modify the RLS forgetting
factor in order to increase the weight of the initial samples. Note, however, that the
forgetting factor employed in these results is already relatively high (ρ = 0.999), thus
little improvement is observed by modifying this parameter. Alternatively, if the initial
estimate θˆ0 is good, which is far from guaranteed, we may try to reduce the parameter in
the RLS associated with the confidence in the initial guess (see [195] and P0 in (5.27d))
and, as a consequence, decrease the amount of parameter variation during the recursive
adaptation. Although they are possible, these parametric changes in the RLS tend to
slow down the identification process, colliding with the need to quickly produce accurate
estimations of the friction peak, which must be available before the vehicle safety systems
become enabled.
This set of difficulties urged us to find ways of improving the RLS performance. A
well-known possibility to increase the estimation performance consists of the use of prior
information about the system model, e.g., through a set of (equality and/or inequality)
constraints on the model parameters [196, 197, 198, 199]. In the current friction estimation
problem, the prior information comes from the fact that the ideal friction curve must pass
though the origin of the coordinate system (λ, µ) or, equivalently, comply with an equality
constraint, H(0)Tθ = 0. In other words, this constraint means that when the tyre is in
free-rolling mode (i.e., λ = 0), the friction force (and the instantaneous tyre-road friction
coefficient µ) should be zero. The remainder of this section will be devoted to explaining
how this equality constraint can be incorporated into the identification algorithm, called
CRLS, and to highlighting some of its theoretical and practical advantages.
5.4.2 Description of the CRLS
Just like the RLS, the starting point of the CRLS formulation is a weighted least squares







µ(k)−HT (λ(k))θ)2 , s.t. Cθ = d (5.19)
where t is the number of samples being considered, α(.) is the weight assigned to each
sample, and C ∈ Rp×n and d ∈ Rp characterize the set of p linear constraints (it is
assumed that p < n and rank(C) = p). Reformulating the optimization problem with
the Lagrange multiplier, and taking into consideration the quadratic nature of the cost
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where H˜(k) = H(λ(k)) is employed to simplify the notation.
Remark 5.1. From a convergence point of view, it is worth noting that, under some rea-
sonable assumptions, the above batch estimator is unbiased and provides more precise
results than the (unconstrained) least squares (LS). To prove these claims, we consider
the following stochastic framework:
µ(k) = H˜T (k)θ + e(k) (5.22)
where e(k) is the white noise measurement error, with mean E [e] = 0 and variance σ2.
Further, it is assumed that {H˜(k)} and {e(k)} are statistically independent, and, to
simplify the mathematical treatment, a unitary weight α(t, k) = 1 is taken. Using the
parameter estimation error
∆θ = θˆt − θ =
t∑
k=1
(I − γtC) R−1t H˜(k)e(k) (5.23)




















(I − γtC) R−1t H˜(k)
]
E [e(k)] (5.24)
Thus, the estimator will be unbiased, i.e., E [∆θ] = 0, if, besides the assumption of





last requirements represent the persistence of excitation conditions for the system. Next,


















]−σ2 E [γtCR−1t ] (5.25b)





[197, p. 236]. Replacing this relation in (5.25b), we get:
cov(∆θLS)− cov(∆θ) = σ2 E [γtCR−1t ] ≥ 0 (5.26)
Therefore, we can conclude that the constrained LS will be more efficient that the uncon-
strained LS, producing parameter estimates with smaller variance. 
Since this batch solution is of little use for online applications, it is necessary to find a
recursive alternative. Following similar arguments to those in the RLS case, it is assumed
that the weight function α(t, k) has the following properties [195]: (i) α(t, t) = 1 and (ii)
α(t, k) = ρα(t − 1, k), 0 ≤ k ≤ t − 1. These two properties can be satisfied using, for
example, α(t, k) = ρt−k, where ρ is the forgetting factor. Based on these properties, and
employing the well-known matrix inversion lemma, a recursive solution to Rt and ft can
be derived, which, after some algebraic manipulation, results in the following iterative




































It is interesting to note that the update equation (5.27a) of the recursive solution, is
composed of two terms. The first (θˆRLSt ) is in fact the solution to the unconstrained
version of the problem, i.e., the traditional RLS, and because of this, (5.27b), (5.27c),
and (5.27d) are the same as the RLS solution. The second term is a correction factor
that ensures that the identified parameters respect the linear constraints in the iterations.
Hence, from the numerical complexity point of view, the CRLS only demands an additional
matrix equation (5.27e) to be evaluated, which, given the reduced number of unknown
parameters (five) is not too penalizing. Nonetheless, the calculation of the γt matrix
involves an undesirable operation for online implementation: the inversion of the CPtC
T
matrix. To avoid this inversion, consider the gain γt, rewritten as:
γt = Γtηt (5.28)
where Γt = PtC
T and ηt = (CΓt)
−1. Following the algebraic manipulation suggested
in [186], a recursive version of Γk can be established by multiplying (5.27d) with C
T ,















Therefore, the final, numeric efficient, CRLS algorithm used in this work is described
by (5.27a)-(5.27d), (5.28), and (5.29). Similar to the RLS, the CRLS also needs an initial
guess for θˆ0 and P0, which are then used to initialize the remaining recursive variables
(Γ0 = P0C
T and η0 = (CΓ0)
−1).
5.4.3 CRLS Fitting Performance
Returning to the friction estimation, the CRLS was applied taking into account the single
restriction in the problem:
H(0)Tθ =
[






The CRLS performance, presented in Figure 5.5(c), 5.5(f), shows, as expected, that the
identified friction curve always passes through the origin, which contributes to a much
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(a) (dry asphalt) input data
































(b) (dry asphalt) peak friction estimation































(c) (wet asphalt) input data

































(d) (wet asphalt) peak friction estimation































(e) (snow) input data

































(f) (snow) peak friction estimation
Figure 5.6: Simulation results with the CarSim for different types of road adhesion: dry asphalt
(top), wet asphalt (middle), and snow (bottom).
better fitting in the low-slip range, both on dry and wet asphalt. As will be shown in the
next section, this CRLS feature is key to improving the identification robustness against
the regression method parameters, e.g., the forgetting factor and the initial estimate, and
extracts a precise estimation of the peak friction, particularly in low-grip conditions.
5.5 Simulation Results
To evaluate the performance of the peak friction estimation with the optimal LP and the
CRLS identification method, this section presents the simulation results obtained with
the CarSim simulator [146]. The estimation framework used is a quantitative one and,
as shown in Figure 5.1, can be divided into 3 steps: (i)collection of λ and µ samples,
(ii)fitting/regression, and (iii)peak detector. These steps were implemented as follows:
1. (µ, λ) collection
Regarding the first stage, it was assumed that the estimation algorithm has access to the
samples µ(k) and λ(k), where k is the sampling instant. In simulation tests, these variables
are easily available.
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2. Regression
For the regression step, the friction model adopted was the LP proposed in Section 5.3
(cf. (5.18)), which was used to evaluate two types of identification methods: the traditional
RLS and the CRLS. To make a fair comparison, the algorithms had the same initial
parameters, i.e., forgetting factor (α = 0.999); P0 = δI, where δ = 100 and I is the
identity matrix; and initial guesses θˆ0 ∈ Rn (which were obtained by the method suggested
in [136] and described in Section 5.4.1).
3. Peak Extractor




λˆmax = arg max
λ
µˆ(λ, θˆ) (5.31b)
The identification algorithm presented above was evaluated using a typical A-class
hatchback car, available in the CarSim library, having 175/70 R13 tyres, modelled with
the MTF 5.2 [147]. The MTF 5.2 parameters are omitted here due to their high number
(more than 80); in any case, the model reflects the steady-state behaviour of a real tyre
and takes into account some simple dynamic transients, such as the relaxation length. The
sampling time for the algorithm was set to 2 ms and, to contemplate the measuring errors
that normally appear in this application, the variable µ was corrupted with Gaussian
noise, with variance σ2µ = 0.015
2.
Based on these settings, three types of braking manoeuvres were performed in straight
line, under different grip conditions: dry asphalt, wet asphalt and snow. The input data
generated by these manoeuvres are shown on the left part of Figure 5.6, while the estima-
tion results are on the right. Analyzing the estimations λˆmax and µˆmax for all the tests, it
can be observed that no value is generated in the first ∼ 0.1s; during this period of time,
the estimator is disabled because the slip is below the threshold activation point λ, and
these initial samples are used to calculate an initial guess for θˆ0. Inspecting the peak fric-
tion estimation for dry asphalt, shown in Figure 5.6(b), one can find that the RLS and the
CRLS present an almost equal performances and converge, in less than 0.4s, to the prox-
imities of the true values of µmax and λmax. This similar behaviour can be explained by
the fact that the true friction peak is moderately high (λmax ' 0.2), while the fitting error
introduced by the RLS (see Figure 5.5(b)) mainly affects the low-slip regime (λ ≤ 0.08).
On the other hand, when the manoeuvre is performed on wet asphalt (Figure 5.6(d)), the
λˆmax estimation obtained with the RLS shows a severe estimation error after 0.3s, while
the CRLS maintains a very satisfactory performance. Unlike in the previous case (dry),
on wet asphalt the λmax is relatively low (∼ 0.12), and the fitting error introduced by the
RLS (see Figure 5.5(e)) is sufficiently high to compromise the peak friction estimation.
The snow test (Figure 5.6(f)) also shows a significant estimation error in λˆmax, albeit less
severe than on wet asphalt. It is also worth mentioning that the µˆmax estimation is less
sensitive to the fitting errors in low slip, and for that reason, both the RLS and the CRLS
show similar performances in µˆmax in all the adhesion conditions under test.
In conclusion, these simulation results highlight the robustness of the CRLS over the
traditional RLS in the peak friction estimation. Moreover, we can also conclude that by
employing the CRLS, the designer has more freedom to select the forgetting factor (ρ)
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and decrease the confidence (P0) in the initial guess without fear of the fitting problems
in the low-slip region that appear in the RLS and mainly affects the λmax estimation in
low-grip roads.
5.6 Experimental Results
The peak friction estimator presented in the previous sections was experimentally vali-
dated in a neighborhood electric vehicle, which belongs to a class of low-speed vehicles
suitable for urban mobility whose main feature is a decoupled powertrain structure with
two electric motors individually connected to the front wheels (see Appendix A for ad-
ditional details). The implementation of the peak friction estimator again followed the
three steps described in the previous section but with some important modifications. First,
while in the simulations the µ measures are easily obtained, in the experimental validation,
such information must be estimated. Consequently, the µ samples were extracted from











where s is the Laplace operator. The model parameters are the wheel radius (r = 0.26m)
and the wheel inertia (J = 0.6kg.m2), which are assumed constant throughout the ex-
perimental tests. To avoid the noise issues with the differentiation, this operator was
approximated with a high-pass filter, having a time constant of τf = 40ms (this approxi-
mation is also known as the ”dirty differentiation” [200]), and discretized with the bilinear
transformation. The vertical load supported by the wheel (Fz) can be extracted from
simple weight transfer relations [133], while the braking torque is easily inferred from the
motor current measures. The wheel slip samples λ were calculated using (5.3) and the
vehicle speed was obtained from the non-driven wheels (note that during the experimental
tests, only the EV front wheels were driven).
A second factor to be taken in consideration is the initial guess for the parameters θˆ0;
two types of initial guesses were assessed:




1.22 −0.45 0.18 −1.19 −0.25]T (5.33)
• Initialization B: θˆ0 is obtained following the procedure suggested in [136], used in
the simulations and described in Section 5.4.1;
Although the second option may give more accurate (initial) estimates and contribute
to faster convergence, from the implementation point of view, it requires higher computa-
tional effort since the batch least squares (LS) must be executed before the RLS. In the
simulation and experimental tests performed in this work, we noticed that, depending on
the manoeuvre, the size of the initial set of samples that the LS must handle (see the
set Z0 in Section 5.4.1) can vary from 20 to 30 samples, which, for real-time applications
with limited computational resources, may pose a serious computational burden. On the
other hand, initialization A does not require any extra calculations, but there are some
doubts about the algorithm convergence speed under low-grip conditions. To dissipate
















































































(b) peak friction estimation with CRLS
Figure 5.7: Experimental results for the left wheel during a braking manoeuvre on a low-grip
surface.
such doubts, the performances of these two initializations are assessed in the experimental
tests. Moreover, since the superiority of the CRLS has been established in the simula-
tions, only this identification method is implemented (with the same configurations and
sampling time as the ones used in the previous sections).
Figure 5.7 shows the acquired data on the left wheel during a braking operation per-
formed on a low-grip surface, as well as the peak friction estimation, obtained with the slip
control disabled. Before the driver applies a torque, both estimators are disabled because
the slip does not reach the minimum threshold λ, and for these reasons, initialization A
outputs a nominal dry estimate, while initialization B does not provide any estimate. At
around 21s, a significant braking torque is applied, which enables the CRLS adaptation,
and after 0.3s of iterations, both initializations produce satisfactory results in the µˆmax es-
timation. Regarding λˆmax, it is interesting to point out the following: (i) during the initial
transient, initialization A has a tendency to overestimate the peak friction, while initial-
ization B is more prone to underestimation, which are expected given the θˆ0 employed
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in each case (this observation also applies to µˆmax); and (ii) initialization A provides a
slightly more accurate final estimation of λˆmax and, after 21.1s, stays inside the predefined
tolerance band of ±10%, while initialization B shows a slightly larger estimation error.
Hence, based on this second observation, we can state that although initialization B pro-
vides a better initial fitting for the slip range below λ, this is no guarantee that the (final)
identified friction curve will generate a better peak friction estimate. Moreover, this chal-
lenging experimental test highlights that the most computation-efficient initialization (A),
together with the optimal LP and the CRLS, is sufficient to generate good peak friction
estimation without penalizing the convergence speed or final accuracy.
5.7 Conclusions
In this work, a systematic methodology to extract an optimal linear parameterization
(LP) to represent the tyre-road friction was developed. Toward this aim, we exploited
the fact that the structure of the nonlinear friction model is known beforehand, such
as the Burckhardt representation, and applied analytic, as well as numeric, optimization
techniques to extract the LP with minimum fitting error along a given parametric range of
interest. It was shown that the modelling error introduced by the optimum LP is almost
negligible and outperforms others LPs previously proposed in the literature. The linear
structure featured by the LP simplifies the real-time friction identification process since we
can rely on linear regression methods to accomplish this task. A constrained version of the
RLS was then employed to further increase the robustness of the peak friction identification
against initial errors in the (linear) parameters and the RLS tuning parameters, e.g., the
forgetting factor. Simulation results, obtained with the CarSim simulator, showed that the
optimal LP identified with the CRLS provides a satisfactory performance in the estimation
of λˆmax and µˆmax under different tyre-road adhesion levels. These results were further
validated with experimental tests, obtained with a neighborhood electric vehicle on a
low-grip surface.
As future endeavours, we plan to extend the experimental work to address different
types of surfaces, and study further extensions of the LP to handle situations with lateral
and combined tyre slip.
5.8 Appendix: Classic Approximation Result
This section reviews a simple result from the theory of function approximation, which is
helpful in establishing the optimal LP. For this purpose, consider the problem of approxi-
mating (5.6) with (5.7), assuming that β and w are fixed and known. Our intention is to
find the linear parameters θ, such that the fitting performance, defined as the integral of










Note that, to simplify the notation, the dependence of β in f (and of w in H) is omitted
in this section, which is reasonable as these parameters are assumed to be constant. The





5.8. Appendix: Classic Approximation Result 105
square-integrable functions over the interval [0, λ], making use of the L2 norm:




Since the vector fˆ is a linear combination of L2 vectors (cf. (5.7)), the optimization prob-
lem (5.34) can be reformulated as a minimum norm problem in the L2 space, which has a
simple analytical solution, as described in the following lemma:




, a vector f ∈ L2 and a subspace
M⊂ L2 generated by the linear combination of n basis functions hi ∈ L2:
M =
{
fˆ ∈ L2 : fˆ =
n∑
i=1
hiθi, hi ∈ L2, θi ∈ R
}
(5.36)
Then, the minimum norm problem
min
fˆ∈M
‖f − fˆ‖2 (5.37)
has the following solution:
fˆo(λ) =
[
h1(λ) . . . hn(λ)
]
θo θo = G
−1c (5.38a)








where i, j = 1, . . . , n , G ∈ Rn×n, c ∈ Rn, 〈, 〉 is the L2 inner product, and [.]i,j refers to
row i, column j of a given matrix. Moreover, the solution is unique if the basis functions
hi are linear independent. 
Proof: Given the fact that L2 is a Hilbert space, we can apply the projection theorem
to solve this minimum norm problem (see [101, Chap. 3.6] for details).
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Chapter6
Adaptive-Robust Friction Compensation
in a Hybrid Brake-by-Wire Actuator
Abstract:
The present chapter focuses on the development of a pressure loop controller
for a hybrid brake-by-wire (BBW) system, composed of a hydraulic link and
an electro-mechanical actuator. Toward this goal, we will start by constructing
a reduced model that is capable of capturing the fundamental dynamics of the
actuator, being particular useful for control design purposes. Motivated by the
large friction disturbances that affect the system, linear-in-the-parameters (LP)
models suitable for (on-line) model-based friction compensation are also inves-
tigated. More specifically, results from the theory of function approximation,
together with optimization techniques, are explored to approximate the Stribeck
friction model through a LP. This new LP is then employed in the design of a
control law for tracking the braking pressure of the hybrid BBW. The main fea-
tures of this controller are the robustness to parametric uncertainties, thanks
to the inclusion of a switching-σ adaptive mechanism, while non-parametric
disturbances are attenuated with a continuous sliding mode action. The sta-
bility and robustness properties of the closed-loop system are investigated with
the help of the Lyapunov method. Finally, experimental tests demonstrate the
effectiveness of the proposed approach, and its ability to handle disturbances.
6.1 Introduction
With the progressive increase in the safety, comfort and performance requirements de-
manded by modern vehicles, brake-by-wire (BBW) approaches are being considered by
the automotive industry as an attractive option to replace the hydraulic-based brakes sys-
tems. For example, in contrast to the traditional brakes systems based on solenoid valves
that only admit discrete control actions (e.g., increase, hold, decrease), the BBW actuators
allows an accurate and continuous action over the braking torque. This feature, together
with the higher bandwidths provided by the BBW, is a great asset for: i) improving the
effectiveness of braking assistance functionalities, like anti-lock braking systems [127, 131];
ii) providing better actuation capabilities for the vehicles’ lateral safety systems that may
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Figure 6.1: Block diagram of the BBW actuator.
depend on differential braking [201], and iii) facilitating the torque blending between fric-
tion brakes and regenerative torque available in electric vehicles, as discussed in Chapter 3.
Another significant feature of the BBW system is the elimination of the mechanical link
between the brake pedal and the wheel brakes. This isolation is beneficial from a comfort
perspective, since it enables the implementation of haptic pedal feedback with custom
brake feel; but, on the other hand, it also introduces major challenges to ensuring fail-safe
operation[45].
Generally, there are two main options for the BBW implementation: electro-hydraulic
braking (EHB) [202, 203] and electro-mechanical braking (EMB)[204, 205]. The main
attractiveness in the former option is the possibility of maintaining a significant portion of
the components used in the braking system of today’s vehicles, such as callipers, hydraulic
link, accumulators, etc. [202, 203, 206]. Given that most of these components have already
reached a mature state of development, this normally brings cost and reliability advantages
to the EHB solution. The second option, EMB, relies on a pure mechanical link between
the actuator and the brake disk, and, in comparison with the EHB, allows a significant
decrease in the volume, weight and component number, and also offers faster response
times [205, 207]. However, the EMB requires a major redesign of today’s braking systems,
and, while such actuators do not reach a mass-production stage, the cost will remain
an issue. Therefore, this factor, together with the fail-safe concerns, still represents a
significant obstacle for the widespread use of pure EMB designs.
Spurred by these challenges, in recent years, the automotive industry has dedicated
considerable efforts toward the improvement of EHB and EMB designs. In this chapter,
we will explore an emerging BBW prototype, under development by an Italian brake
manufacturer, which intends to hybridize the EHB and EMB approaches. The main
idea behind this hybrid BBW, illustrated in Figure 6.1 and 6.2, is, just like the EHB, to
keep intact the callipers and the braking lines of today’s vehicles. However, instead of
using electro-valves, accumulators and pumps to regulate the braking pressure (as is done
in EHB), an electro-mechanical actuator, i.e., electric motor-gear-ball-screw, is directly
connected to the piston of the master cylinder to generate the braking pressure. With this
approach, the cost and the number of components can be kept relatively low, since we
only need to fit one additional element - the electro-mechanical actuator - in the braking
system. This latter feature is also very beneficial for vehicles subject to strong space
constraints, e.g., motorbikes [208, 209]. Further, given the high bandwidth of the electro-
mechanical actuator, the response times of the hybrid configuration are expected to be
faster than the ones obtained with the EHB (but slower than the pure EMB, due to the
hydraulic link). The presence of the hydraulic link also facilitates the incorporation of
backup braking systems, which may be important to ensure fail-safe operation.
In this context, the main goal of the present chapter is to develop an electronic con-
troller for the above-mentioned hybrid BBW, capable of robustly regulating the braking
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force. In the literature there are several studies on the design of braking (or clamp-
ing) force control for pure EMB designs, ranging from linear PID techniques [210], force-
speed cascaded loops [211], model predictive controllers [205] or robust time-optimal ap-
proaches [212]. Despite being useful for pure EMB actuators, the controllers’ designs
presented in these studies cannot be directly applied to the hybrid BBW configuration
under study here. This is due to the existence of the hydraulic link in the actuator, which
introduces non-negligible dynamics that must be taken into account at the controller’s de-
sign stage. To overcome this limitation, in this work, we will propose a practical controller
for the hybrid BBW actuator that considers these non-negligible dynamics.
Besides the hydraulic link, friction represents another major source of disturbance
in the BBW actuator, which may lead to the appearance of limit cycles, stick-slip and
steady-state tracking errors. From a control-perspective, there are several approaches
that can be used to mitigate the friction effects, such as dither, position-error dead band
and model-based compensation techniques [213]. Among these techniques, the model-
based compensation, i.e., incorporation in the controller of a feedforward component to
cancel the friction disturbance [213], has emerged in recent years as the most promising
technique. As explained in Appendix 6.8, one of the main reasons for this interest lies in
the possibility to combine model-based friction compensation with adaptive control meth-
ods, which enables the controller to handle, on-line, with parameter changes in the friction
disturbance (which may appear as a result of variations in temperature, wear, etc.). Since
the friction model is generally nonlinear, particularly the Stribeck effect, the construction
of the adaptation laws is also greatly simplified if the (friction) disturbance can be rep-
resented with a linear-in-the-parameters (LP) structure [145], i.e., linear in the unknown
parameters. The recent literature contains several works that approximate the nonlinear
friction map with LPs based on linearization techniques [214, 215], polynomials [216, 217],
Lorentzian [213, 218], and piecewise linear functions [219, 220, 221]. However, most of
these approaches assumes an accurate knowledge of the so-called Stribeck velocity, a pa-
rameter that characterizes the transition speed between the static and kinetic (Coulomb)
friction regimes. In practice, however, due to parametric variation resulting from various
factors (temperature, humidity, etc.) this assumption does not always hold.
An additional contribution of this work is to offer a new LP, composed of a sum of
normalized exponentials, which is capable of approximating the nonlinear friction map
with a significant uncertainty in the Stribeck velocity. This new LP, obtained through
optimal function approximation techniques, provides a higher accuracy than the LPs pre-
viously proposed in the literature [214, 215, 216, 221], and with a reduced number of
basis functions (six). In the second part of the work, the optimal LP is employed in the
development of an adaptive-robust controller for the hybrid BBW actuator. Toward that
aim, it is showed that, under some reasonable assumptions, the actuator can be modelled
as an uncertain second-order system, affected by two types of disturbances: parametric
and non-parametric. The former, arising from the approximation of friction with a LP, is
compensated using a switching-σ adaptation mechanism, while the latter, resulting from
modelling approximations, is attenuated with a continuous sliding mode term. The robust
stability and ultimate boundedness of the proposed controller is established analytically
through the Lyapunov method, and confirmed with experimental tests.
The remainder of this chapter is structured as follows: Section 6.2 introduces the full
actuator model, which is then used to develop a control-oriented model in Section 6.3. The
friction characterization of the actuator, together with the derivation of the optimal LP, is
presented in Section 6.4. Section 6.5 is concerned with the design of the adaptive-robust
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Figure 6.2: Brake-by-wire prototype developed by Brembo.
controller for tracking the pressure in the hybrid BBW actuator. Section 6.6 contains the
experimental validation of the controller, while Section 6.7 presents the conclusions and
the outlook for future work.
6.2 Actuator Model
As depicted in Figure 6.1, the BBW actuator under consideration is composed of different
types of physical sub-systems, involving electrical, mechanical and hydraulical domains.
The main source of motion lies in the electric motor (DC motor, with 200W), which is
connected to a fixed reduction-gear to increase the output torque. This rotational motion
is then converted in linear displacement, e.g., using a ball-screw device, pushing the master
cylinder piston and building up the necessary braking pressure. The hydraulic pressure is
conducted through a small pipeline (i.e., the brake lines) to the pads, which then presses
the braking disk to generate the clamping force.
6.2.1 Mathematical Model
Starting with the electro-mechanical part of the actuator, we have:
Jmθ¨m = Tm − Tg − Tf (.) (6.1a)




, θm = Gxc (6.1c)
τmi˙m = −im + i∗m, Tm = kmim (6.1d)
The first equation represents the rotational dynamics of the motor, where θm is the
motor position, Jm the motor-reduction gear inertia, Tm is the torque generated by the
electric motor, Tg the torque at the gearbox input, and Tf the equivalent friction torque.
To simplify the model, it is presumed that the main friction forces that affect the actuator
(e.g., the friction in reduction gear, ball-screw, piston, pipeline, etc.) can be referred to
the electric motor side; we postpone the mathematical definition of Tf to a later section.
The second equation models the linear displacement of the cylinder, with mc representing
the piston mass, xc the position, Fs the linear force applied by the ball-screw, pc the
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master cylinder pressure, and Ac its area. The third set of equations describes the relation
between torque/force and rotation/linear position in the reduction gear and ball-screw
mechanisms, having G [rad/m] as the overall gain factor. Finally, (6.1d) contemplates the
closed loop response of the motor current controller, where im is the motor current, i
∗
m
the setpoint, τm the dominant time constant and km [Nm/A] the current/torque gain. For
the sake of brevity, the details regarding the design of inner current loop are omitted in
this work (the interested reader is referred to [208, 222] for additional information on this
inner loop).
After specifying the electro-mechanical model, we now move on to the modelling of the
hydraulic section. Following similar arguments as the ones exposed in [208], the pressure
dynamics in the master and pad cylinders can be established by the direct application of
the continuity equation [223]:
−Qc = V˙c + Vc
β
p˙c (6.2a)




Vc = (Lc − xc)Ac, Vp = Apxp, (6.2c)
where Qc represents the volumetric flow rate getting out of the master cylinder chamber,
Qp the volumetric flow entering the pad’s cylinder, Vc and Vp represent the volume of the
master and pad cylinders, respectively, Ap the area of the pad cylinder piston and β the
bulk modulus of the brake fluid. Neglecting the pipeline dynamics, and assuming laminar
flow, we can further derive the pressure drop in the pipeline as:
pc − pp = KcpQ, Q = Qc = Qp (6.3)
where Kcp is the laminar flow coefficient of the pipeline (which depends on the conduct
geometry and fluid properties [223]). Finally, the clamping force applied to the brake disk
can be described by the following dynamic model:
mpx¨p = ppAp − Fc(xp) (6.4a)
Fc(xp) =
{
0, if xp < xgap
kp(xp − xgap), if xp ≥ xgap
(6.4b)
where mp is pad mass, xp the pad displacement, xgap the air gap between the brake disk
and the pad, kp the stiffness of the pad and Fc the clamping force. Table 6.1 contains a
list of the known values of some of the actuator’s physical parameters.
6.3 Development of a Control-Oriented Model
This section aims to develop a practical mathematical model that can be helpful in the
design of feedback controllers for the BBW actuator. Spurred by this idea, and in or-
der to clarify the role of the numerous variables introduced in the previous section (i.e.,
define states, parameters, disturbances, etc.), it is convenient to first rewrite the system
model (6.1)-(6.4) in a state space formulation. Accordingly, let’s consider the following
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Table 6.1: Physical parameters of the BBW actuator
Variable Symbol Value
inertia of motor + gear Jm 1.1× 10−5 kg m2
mass of the master cylinder piston mc 1× 10−2 kg
combined reduction ratio G 3.294× 103 rad/m
time constant of the current loop τm 15.9× 10−3 s
current/torque gain km 16.8× 10−3 Nm/A
area of the master cylinder Ac 1.13× 10−4 m2
length of the master cylinder Lc 29× 10−3 m
bulk modulus of the brake fluid 1 β 1.6× 109 Pa
area of the pad’s cylinder Ap 3.22× 10−3 m2
stiffness of the pad 1 kp 1.28× 108 N/m
pipeline width - 8× 10−3 m
pipeline length - 0.8 m
1 nominal value
state variables:
x1 = θm, x2 = θ˙m = ωm, x3 = pc, (6.5a)
x4 = pp, x5 = xp, x6 = x˙p, x7 = im (6.5b)
x =
[
x1 x2 x3 x4 x5 x6 x7
]T
(6.5c)
Replacing these variables in (6.1)-(6.4), and considering the motor current setpoint as the
control input for the system, i.e., u = i∗m, the system dynamics is given as:
x˙1 = x2 (6.6a)
Jeqx˙2 = kmx7 − Ac
G




















x˙5 = x6 (6.6e)
mpx˙6 = (x4Ap − Fc(x5)) (6.6f)
τmx˙7 = (−x7 + u) (6.6g)
where Jeq = Jm +
mc
G2
is the equivalent inertia of the motor, gear, ball-screw and mass
of master cylinder’s piston. As can be seen from the above equations, this seven-state
model presents a complicated structure, with several nonlinearities in the state dynamics,
most notably in (6.6c),(6.6d), and (6.6f). From a parametric perspective, it is worth
pointing out that, while some parameters in the model depend on geometric properties,
easily measured, such as the cylinder’s areas Ac, Ap, length Lc or the reduction-gain G (see
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Table 6.1), there are other parameters that are subject to a significant level of uncertainty.
For example, it is well known that the bulk-module of the braking fluid, β, is sensitive
to temperature variations [223], while the pad’s stiffness kp (that affects the function Fc)
changes, not only according to temperature, but also with the pad’s wear (among other
factors). Moreover, the model is also affected by other disturbances, such as the friction
Tf , which, as we will see shortly, plays a relevant role in the system dynamics. In light
of these nonlinearities, parameter uncertainties and disturbances, constructing a robust
and high-performance feedback controller for the BBW actuator is a challenging task.
Motivated by these difficulties, we will develop in the remainer of this section a control-
oriented model for the actuator, which can help the designer construct and tune practical
controllers.
Before presenting the development of the reduced model, it is pertinent to discuss
some of the possible control variables that can be used by the BBW controller. Ideally,
the BBW controller should use the braking torque (or, alternatively, the clamping force
Fc) as the controlled variable. However, due to the package and cost constraints, it is not
always desirable/possible to have dedicated sensors to measure these variables. Therefore,
in practice, it is more convenient to exert an indirect control over the braking torque using
easily measurable variables, such as hydraulic pressure. In the BBW actuator employed in
this work, and taking into account our goal of keeping intact the callipers used in today’s
vehicles, the variable that is more easily measurable and which, simultaneously, has a
strong connection with the braking torque, is the pressure in the master cylinder, x3 = pc.
Consequently, in the sequel, we will regard x3 as the main output of the actuator’s reduced
model.
6.3.1 Simplification of the Hydraulic and Pads Model
Starting with the pad’s model, it is noteworthy to verify that (6.6f) is a hybrid/switching
system, in the sense that the model’s vector field is dependent on the value of the binary
condition
cg = (x5 ≥ xgap) ∈ {0, 1} (6.7)
Generally, this condition will affect the control strategy employed in the electro-hydraulic
braking actuator. For example, in situations where cg = 0, an air-gap management algo-
rithm is normally used to overcome the clearance gap between the pads and braking disk.
This operation, seen as an initial procedure to prepare the actuator for the braking ma-
noeuvre, can be achieved with the help of prefilling functionalities [224] or by controlling
the pad’s position [209, 210, 212, 225]. On the other hand, after putting the pads in direct
contact with the braking disk (i.e., cg = 1), the control goal is to track the (hydraulic
brake) pressure setpoint. Throughout this work it will be considered that
Assumption 6.1. the pads are always in direct contact with the braking disk, i.e., xp =
x5 ≥ xgap. Thus, the control-oriented model will be valid in the domain:
X = {x | x5 ≥ xgap} (6.8)
This assumption can be ensured by employing a suitable gap clearance management
every time the BBW controller is active, as mentioned above. Additionally, to further
simplify (6.6f) we will consider that
Assumption 6.2. after the pad encounter the braking disk, the inertial force of the pads
(mpx˙6) can be neglected.
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This simplification allows us to find an (approximate) algebraic relation between the
pad’s pressure and position, as well as its time derivative:
kp(xp − xgap) ≈ ppAp, kpx˙p ≈ p˙pAp, ∀xp ≥ xgap (6.9)
By replacing the above relations in (6.6c)-(6.6f), the equations associated with the pad
position (x5) and speed (x6) can be dropped, and the dynamics of the master cylinder
pressure (x3) and the pad’s pressure (x4) posed with the following representation:
x˙3 = Γ(x1) (x2 − α1(x3 − x4)) (6.10a)
x˙4 = α2Ξ(x4)(x3 − x4) (6.10b)








and two nonlinear functions:
Γ(x1) =
β
LcG− x1 , Ξ(x4) =
1 + x4 + xgap kpAp
β
−1
Inspecting more closely the last function, Ξ(x4), one can find that the pad’s pressure
(x4) and the bulk modules of the braking fluid β are the most relevant variables in the
function. Since, in practice, β takes very high values (see, e.g., the nominal value of β
presented in Table 6.1), we can use the following result
Assumption 6.3. [high value of the bulk modulus]
β  x4 + xgap kp
Ap
(6.12)
to approximate the function Ξ(x4) with a constant, unitary value that is Ξ(x4) ≈ 1.
Consequently, (6.10) can be further simplified as:
x˙3 = Γ(x1) (x2 − α1(x3 − x4)) , x˙4 = α2(x3 − x4) (6.13)
From these relations, it worth underlining the fact that the main driving forces behind
x3 dynamics are the motor speed (x2) and the pressure difference x3 − x4 in the pipeline.
Since this last quantity also plays an important role in the dynamics of the pad’s pressure
x4, it seems reasonable to consider the pressure difference
∆p = x3 − x4 (6.14)
as an alternative state variable to x4. In particular, introducing ∆p in (6.13), we obtain
x˙3 = Γ(x1) (x2 − α1∆p) , (6.15a)
∆˙p = Γ(x1)x2 − (Γ(x1)α1 + α2) ∆p (6.15b)
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x2 + δ(x1, x2, ∆˙p) (6.16c)
Assumption 6.4. for control purposes, we will regard the term δ(x1, x2, ∆˙p) as a bounded
disturbance that the BBW controller should attenuate. It is also convenient to consider
that this disturbance has a bounded time-derivative, which means that, from now on, we
will work under the premise that:
|δ(.)| ≤ δ0, |δ˙(.)| ≤ δ1, ∀x ∈ X (6.17)
where δ0 and δ1 are known upper bounds.
Assumption 6.5. in light of the fast response of the inner current loop, the dynamics of
this loop will be neglected, thus x7 = im ≈ i∗m = u
Using these last assumptions, together with (6.16c) and (6.6b), the control-oriented
model that we propose for the actuator is described by the following uncertain second-order
system:
Jeqx˙2 = kmu− Ac
G




x2 + δ(.) (6.18b)
which is valid for x ∈ X . In comparison with (6.6), the above reduced representation,
albeit less accurate, is a much more tractable model for control design purposes.
6.3.2 Validation of the Reduced Hydraulic Model
The structure proposed in (6.18) is composed of two parts: i) the x2 dynamics, associated
with the electro-mechanical part, and ii) the x3 dynamics, related to the hydraulic pres-
sure in the master cylinder. With regard to the electro-mechanical part, and given that
we did not make any special simplifications to (6.18a), it is expected that this relation
will be sufficient to characterize the response of the motor speed. On the other hand, the
cylinder’s reduced model, (6.18b), was subjected to a series of strong simplifications in the
hydraulics and pads dynamics, and there are legitimate concerns about the validity of such
approximations. In order to dissipate such concerns, we will demonstrate, through exper-
imental tests, that (6.18b) is able to capture the fundamental dynamics of the actuator,
and that the assumptions employed in the model’s derivation are valid.
Recall that (6.18b) builds on the hypothesis that the fundamental relation between
the motor speed x2 and the pressure x3 is described by an integral relation (assuming the
undisturbed situation δ ≈ 0):
x˙3 ≈ α2
α1
x2, x ∈ X (6.19)
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To validate this hypothesis, it is helpful to regard the motor speed x2 = ωm as a ”pseudo-
input” for the hydraulic model, while the pressure x3 = pc is the output. Of course,
in practice, the true control input for the BBW controller will be the motor current
setpoint, and we will also have to take into consideration the motor dynamics, i.e., (6.18a).
Nonetheless, for validating the candidate model (6.19), it is much more interesting to
decouple the hydraulics from the electro-mechanical part, as this latter sub-block is subject
to difficult-to-model nonlinearities, like friction (topic to be addressed in the next section),
which brings unnecessary complications to the identification process.
Since (6.19) only depends on one parameter, i.e., the ratio ϑ = α2/α1, the identification
process of this model is relatively straightforward. In fact, considering a continuous-time


















where T is the duration of the test, ωm(t) the measured motor speed (model input), pc(t)
the measured pressure in the master cylinder (model output) and pˆc(t) the estimated
pressure.
For experimentally validating the simplified hydraulic model, the BBW actuator was
installed in a testbench, whose details are provided in Section 6.6. A pseudo-random
binary signal was applied to the motor current, having a significant power spectrum up to
10Hz (see Figure 6.3(a)), which represents the intended working range for the actuator.
After collecting the measurements pc and ωm, the fitting problem (6.20) was discretized
and then numerically solved, producing the estimative ϑˆ = 2.99 bar/rad. As illustrated in
Figure 6.3(b), the overall performance of the simplified hydraulic model is very reasonable,
and the estimate pˆc is able to follow the general trend of the measured pressure pc. These
results demonstrate that the proposed control-oriented model is, indeed, a good candidate
for capturing the fundamental dynamics of the hydraulic part of the BBW actuator.
6.4 Friction Characterization and Modelling
After establishing a practical model for the BBW actuator, we will now characterize in
more detail the friction disturbance Tf . From a physical point of view, friction is a
ubiquitous phenomenon that is present in almost every part of the BBW actuator, being
particularly intense in the reduction gear-ball-screw system (due to the high reduction
ratio) and in the master cylinder (as a result of tight sealing used in the cylinder). In
order to gain some insight on how this issue affects our application, a series of open-loop
experiences in the BBW actuator were prepared. The idea is to apply a relatively slow
ramp (2.4 A/s) to the motor current and observe the response of the system states, such
as motor speed and hydraulic pressure. As it can be seen Figure 6.4(a), the BBW actuator
exhibits the typical stick-slip motion, which can be qualitatively described as follows: i)
the increasing motor torque eventually overcomes the static friction load (see the green
circles in Figure 6.4(a)) and starts moving the master cylinder’s piston (slip phase); ii)
by pushing the piston, the pressure in the master cylinder increases, which in turn raises
the motor load, and, more importantly, the friction levels (as we will see shortly, friction
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(b) id. test: pc=measured pressure; pˆc=estimated from the model
Figure 6.3: Experimental validation of the hydraulic sub-block of the control-oriented model
(note that, in this test, ωm is regarded as the pseudo-input for the hydraulic model, while pc is the
output).
displays a load-dependent behaviour); iii) this increment in the total load will, at some
point, surpass the motor torque, which will decelerate the piston and, ultimately, stop it
(stick phase). This stick-slip pattern then repeats periodically throughout the test.
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(c) breakaway torque (dim/dt > 0))




























(d) breakaway torque (dim/dt < 0))
Figure 6.4: Experimental characterization of the breakaway torque in the BBW actuator. Notice:
i) for convenience, the torque variables are translated to current, using the current/torque motor
gain km; ii) the green circles represent the time instances where the breakaway occurs.
Besides the qualitative analysis of the actuator motion, this open-loop test can also
be explored to infer the values of breakaway friction torque, i.e., the minimum value that
will overcome the static friction. Toward that goal, it is necessary to estimate the friction
torque and the time instants where the breakaway happens. The first estimative can be
performed with the help of the relation (6.18a), while the breakaway’s time instants are
defined as
Ω = {t | ωm(t− i) = 0, ωm(t+ i) > 0, ∀i ∈ (0, T ]}
where T is the length of a time window where the piston motion is evaluated; for illustration
purposes, the Ω set is highlighted by green circles in Figure 6.4. Assuming that the motor
acceleration (ω˙m) is relatively low in the domain Ω, thus the term Jeqω˙m can be neglected
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in (6.18a), the breakaway torque TS can be approximated by
TS(t) ≈ kmim(t)− Ac
G
pc(t), t ∈ Ω (6.21)
Figure 6.4(c) shows the experimental results obtained with this estimator, plotted against
the pressure pc, during the rising part of the current ramp (i.e., dim/dt > 0). These results
suggest that TS increases with the pressure in the master cylinder pc. To some extent, this
is a reasonable behaviour, since the type of actuator under study is expected to display
”load-dependence” friction, as explained in [226]. Furthermore, taking into account the
(almost) linear increase of Ts with the pc, shown by the experimental data, it is appropriate
to consider an affine model for the breakaway torque Ts, that is
TˆS(pc) = TS0 + TSppc (6.22)
where TS0, TSp are parameters. As shown in Figure 6.4(c), there is a reasonable agreement
between the measurements and this affine model. Another point worth stressing is related
to the control effort that the motor needs to develop in order to overcome the (static)
friction. To better explain this point, recall that, in steady state conditions (ω˙m = 0), and




pc + Tf (6.23)
This means that the torque developed by the motor (kmim) will be used to generate the
braking pressure (AcG pc) and overcome the friction disturbance Tf . Now, inspecting again
Figure 6.4(c), we can observe that the (breakaway) friction disturbance is significantly
higher (2− 3 times) than the expected load torque associated with the braking pressure.
This result clearly emphasizes the dominant role that friction disturbance have in the
BBW actuator.
It is also useful to analyse the results of the open-loop test when the motor current is
decreasing (dim/dt < 0), which are illustrated in Figure 6.4(b). The most striking result
to emerge from the data is that, for t ∈ [45, 48.3]s the motor current diminishes from
10 A (equivalent to 100% of the nominal torque) to 2A, but the motor position and the
pressure remain unchanged. This loss of control authority can be, again, explained by the
strong effect of friction. Interestingly, the breakaway torque for this situation (ωm < 0)
shows much lower friction levels than the situation where the piston is being pushed (see
Figure 6.4(d)), which puts in evidence the large friction asymmetries in the actuator.
6.4.1 Friction Map
The analysis carried out thus far has focused on the characterization of the breakaway
friction torque; we will now move our attention to the friction study when the actuator is
moving, i.e., |ωm| > 0. In this operation mode, the most relevant factors that need to be
considered are the well-known Coulomb friction, viscous friction and Stribeck effects [213].
Classically, these factors can be modelled though a static map, having as main input the
speed difference between the contact bodies in the actuator (ωm). In addition, given
the load-dependent friction that affects the actuation, illustrated in Figure 6.4, it seems
appropriate to also conjecture the possibility of having some terms in the friction map
that increase linearly with hydraulic pressure pc. Accordingly, the friction map under
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Figure 6.5: Comparison between the experimental friction map and the model (6.24).
Table 6.2: Nominal values of the friction model.
Mode TC0 TCp σ2 ∆T ωs
[A] [A/bar] [A/rad/s] [A] [rad/s]
ωm > 0 1.28 0.23 0.0065 1.12 6.9
ωm < 0 0.16 0.05 0.0023 0.97 5.6
consideration for the BBW actuator is given by:







where TC0 is the (no-load) Coulomb friction torque, TCp the Coulomb friction increase
due to pressure in the master cylinder, ∆T a torque difference between the breakaway and
the Coulomb torque, ωs the Stribeck speed and σ2 the viscous friction coefficient.
Notice that, in practice, the hydraulic pressure affects, not only the Coulomb term,
but also the viscous and Stribeck terms, i.e., the parameters σ2 and ∆T may change with
pc. However, we verified that the load-dependence is more pronounced in the Coulomb
term, and, to avoid over-complicating the friction model, the load effects in the viscous
and Stribeck terms were neglected. Another aspect needing special attention is the friction
asymmetries with respect to the direction of movement. To address this issue, the model’s
parameters in (6.24) must be switched in accordance with the direction of movement, i.e.,
◦ =
{
◦+, if ωm > 0
◦−, otherwise (6.25)
where ◦ represents one of the parameters TC0, TCp, σ2,∆T , ωs.
Toward the experimental validation of (6.24), we arranged another series of open-loop
experiments with the BBW actuator, which follows a similar pattern to the ones employed
in the breakaway test. More specifically, after imposing in the motor current a ramp
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setpoint (2.4 A/s), the pressure and speed measures were used to estimate the friction
torque through the relation (6.18a). The experimental results depicted in Figure 6.5 show
two features that were already noticed in the breakaway torque tests, namely i) the friction
torque increases with the hydraulic pressure pc, and ii) the direction of motion plays a
major role in the friction levels (in particular, the friction disturbance is much more severe
in the domain ωm > 0). Moreover, by fitting the experimental data with (6.24) we can
also observe a very satisfactory agreement between the measures and the friction model
(the parameters of the model, obtained with non-linear fitting techniques, are shown in
Table 6.2).
Remark 6.1. it is a well-known fact that the friction map (6.24) will not be able to capture
some features of the friction disturbance, such as presliding displacement, frictional lag
or the variable break-away force [213]. For representing these features, we would need to
use a more complicated friction model, such the LuGre model [226, 227]. Nonetheless,
our main focus here is to employ practical control-oriented models, which, albeit only
providing an approximation of the reality, are easier to treat at the control design stage.
As a result, we will assume that the friction can be modelled by a static map, and endow
the BBW controller with robust mechanisms to cope with modelling errors.
6.4.2 A Practical LP for Friction Compensation
The friction torque model (6.24), in addition to the nonlinearities, also depends on a set
of parameters (TC0, TCp, σ2,∆T , ωs) that are subject to uncertainty. In order to facilitate
the effective handling of this uncertainty by the BBW controller, we will present in this
section a Linear Parameterization (LP), suitable for (model-based) friction compensating
with adaptive methods. With this objective in mind, it is worth highlighting the fact
that the parameters (TC0, TCp, σ2) have a linear effect in (6.24) and, as a result, they
are already in a proper format to be incorporated in the LP. However, the exponential






, related with the Stribeck effect, is nonlinear in the parameter ωs.
In order to derive a LP to this term, in the sequel, we will consider that the Stribeck speed
is constrained to the domain: ωs ≤ ωs ≤ ωs.
Normalization of the Stribeck effect
In general, the Stribeck speed is a parameter that varies from application to application
and is subject to a wide range of variation, e.g. [228] argues that ωs can vary between
0.00001 to 0.1 m/s (equivalent linear motion). In order to keep our approach general, it
is useful to introduce a normalization factor in the parameter ωs. With this goal in mind,
let us re-parameterize the ωs range as
ωs ∈ [αωˆs, αωˆs] = [ωs, ωs] (6.26)
where ωˆs ∈ [ωs, ωs] is the (nominal) estimative for the Stribeck speed and α ∈ (0, 1], α ∈
(1,∞) are selected in order to keep the original range intact. Introducing this normaliza-
tion in the exponential term:
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the nonlinear Stribeck effect can be represented with the equivalent function:
f(X, η) = e−ηX (6.29)







is an unknown parameter, which models the uncertainty in
the estimation ωˆs, and X the normalized input.
Remark 6.2. normally, the Stribeck effect is represented by the generic expression: e−|ωm/ωˆs|χ ,
with typical values of χ = 1 (Tustin model), χ = 2 (Gaussian model) and in gen-
eral χ ∈ [0.5, 1] ∪ {2} [228, 229]. In this work, it was assumed χ = 2, but the described
method to derive the optimal LP can easily be adapted to other values of χ, by changing
the normalized variables as X = |ωm/ωˆs|χ, η = 1/αχ.
Formulation of the Optimal LP problem








where hi(X,w), i = 1, . . . , d are the basis functions, θ ∈ Rd the linear parameters, w ∈ Rm
the weights that characterize the (possible) nonlinear basis functions. The selection of
these weights will be carried out through the following procedure:
Proposition 6.1. The weight w∗ that minimizes the fitting error between the LP fLP (X,θ,w∗)
and f(X, η) over the parametric range of interest (X, η) ∈ [0, X]× [η, η], is defined as the






















hi(X,w)f(X, η)dX, i, j = 1, . . . , d
where T (w) is defined as the total fitting error.
The motivation and proof of the previous result was derived in Chapter 5.
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Figure 6.6: Fitting error (η,w∗) evaluated for polynomials, exponentials and mixed exponentials
(see Table 6.3).
Table 6.3: Total error εT for fitting (6.29) with different LPs.
Number of basis (d)
Basis Function 1 2 3
Lorentzian [218] 0.2833 - -
Mixed Exponentials [214] - 0.0224 -
Polynomial [216, 217] - 0.197 0.0256
Exponentials 0.0976 0.0087 0.0004
Numerical Evaluation
In the remainder of the chapter, we will consider that the nominal/estimated Stribeck
speed, ωˆs, has an uncertainty of ±50%, which is equivalent to α = 0.5, α = 1.5, and
η = 0.444, η = 4. Further, we fixed X = 5, since this is generally enough to cover
the range where the Stribeck effect is pronounced. Due to the exponential nature of the
Stribeck curve, the basis functions employed in this work also rely on exponentials
hE(X,w) =
[
e−w1X e−w2X . . . e−wdX
]T
(6.31)
Next, the problem described in Proposition 6.1 was discretized and then tackled with a
numerical solver [193], which enabled us to obtain the optimal weights w∗.
To investigate the performance of the optimal LP, Table 6.3 represents the total fitting
error metric, T (w), evaluated for different types (and number) of basis functions. It is
interesting to note that, from the LPs previously proposed in the literature, the Mixed
Exponentials [214] provide a respectable fitting result when compared with the Lorentzian
function [218] and the polynomial approach [216, 217]. Nevertheless, employing the fixed
exponentials (hE), with the optimal selection of weights, a significant improvement is
observed: incorporating two fixed exponentials contributes to a reduction of almost 60%
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in the total fitting error, while three exponential produces an almost negligible error.
To further investigate the performance of these LPs, Figure 6.6 shows the evolution
of the fitting error, (η,w∗), for different values of η. Inspecting the Mixed Exponentials
(ME) basis functions, it is clear that the fitting error is almost zero when η approaches
1 (i.e., α is near to 1), implying a small error in ωˆs. These results are in accordance
with the theoretical expectations for this approximation: the MEs were derived based
on linearization techniques, thus it should present good results when ωˆs is close to the
nominal point. However, these good results do not extend to situations when η departs
from 1, and the ME ends up introducing significant fitting errors. On the other hand,
employing fixed exponentials (d = 3), it can be observed that the fitting error is almost
zero everywhere, which highlights the robustness of this LP against uncertainty in η (or
in ωˆs estimation).
In summary, the optimal LP for approximating the normalized Stribeck effect (6.29),






This enables us to approximate the original nonlinear friction map (6.24) with the following
LP:
Tf (ωm, pc) = θ
Tϕ(ωm, pc) sgn(ωm) (6.33)
ϕ(ωm, pc) =
[





where θ ∈ Rn, n = 6 and ϕ(ωm) sgn(ωm) is the regressor.
There are two important factors that should be taken into consideration when imple-
menting the above LP. First, the regressor function depends on the discontinuous function
sgn(ωm), which makes the numerical calculation of this regressor sensitive to measurement
errors and may excite high-frequency modes neglected during the modelling phase [230].
To mitigate this issue, the term sgn(ωm) will be approximated by a continuous function,
based on a logistic sigmoid c(ωm) = −1 + 2/(1 + e−kcωm), kc > 0. This allows us to
approximate the LP through the following continuous map:
Tf (ωm, pc) ≈ θTΦ(ωm, pc), (6.34a)
Φ(ωm, pc) = ϕ(ωm, pc)c(ωm) (6.34b)
The second factor that deserves special attention is related to the asymmetric levels of
friction present in the actuator. These asymmetries make it convenient to switch the LP’s
parameters according to the direction of motion, i.e.,
θ =
{
θ+, if ωm > 0
θ−, otherwise
(6.35)
where θ+,θ− are the friction parameters associated with positive and negative speeds,
respectively.
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6.5 Controller Design
In this section, a control strategy for the BBW braking actuator will be developed. The
control objective is a tracking one: design a control law for the motor current u such that
the hydraulic pressure x3 = pc follows, as fast as possible, the reference x
∗
3. This pressure
setpoint, normally defined by the driver or by an auxiliary safety system (like the ABS),
is supposed to have known first (x˙∗3) and second (x¨∗3) time derivatives. In accordance with
the discussion presented in the previous sections, the design of this controller will rely on











x2 + δ(t) (6.36b)
y = x3 − x∗3 (6.36c)
where y is the model output and α3 = Ac/G.
6.5.1 Input-Output Linearization and Normal Form
To gain additional insight regarding the model (6.36), it is helpful to determine its relative
degree. Recall that, broadly speaking, the relative degree of single-input-single-output
system is equal to number of times the output y needs to be differentiated until the
control input u appears, for the first time, in the derivatives of y [96]. By considering the
first and second time derivatives of the output:
y˙ = x˙3 − x˙∗3 =
α2
α1












kmu− α3x3 − θTΦ(x2, x3) + γ(t)
)
− x¨∗3 (6.37)
it can be concluded that the actuator has relative degree two. Furthermore, according to
the input-output (IO) linearization technique, the nonlinear terms in the previous relation
can be cancelled by selecting the control input as
kmu = α3x3 + θ
TΦ(x2, x3)− γ(t) + w (v + x¨∗3) (6.38)
where v is a new control term. Replacing this law in (6.37) produces a second-order linear
dynamic, i.e., y¨ = v, which can straightforwardly stabilized by a suitable selection of v.
Moreover, given that (6.36) has relative degree two ( equal to the number of states), this
control-oriented model does not have zero-dynamics. This result is also evident from the
normal form associated with the reduced model (6.36):





kmu− α3x3 − θTΦ(x2, x3) + γ(t)− wx¨∗3
)
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where e1 = y = x3 − x∗3 and e2 = y˙.
6.5.2 Adaptive-Robust Controller
The control law (6.38), although effective in handling the model nonlinearities, is depen-
dent on the exact knowledge of the friction parameters (θ) and it needs the value of the
function γ(t). In practice, both θ and γ(t) may change throughout the actuator’s oper-
ation conditions (e.g., with temperature, mechanical wear, etc.) and are also subject to
uncertainty. To cope with these uncertainties the ideal controller will be modified in two
directions. Firstly, adaptive mechanisms will be included in the controller to deal with the
parametric uncertainty in θ; and, secondly, γ(t) will be treated as a disturbance that the
controller should robustly attenuate.
Taking into account the normal form (6.39), the design of this adaptive-robust con-
troller can be simplified by using a ”sliding-like” variable s:
s = e2 + L1e1 (6.40)
where L1 is a positive constant. It is easy to see that if s is maintained at zero, then
the pressure error will decrease to zero with a first order dynamic, i.e., e˙1 = −L1e1.
Consequently, the controller design can be based on the s variable, which is a common
practice in servo control applications[145, 221, 230]. For control design purposes, it is also





kmu− α3x3 − θTΦ(x2, x3) + γ(t)− w (x¨∗3 − L1e2)
)
(6.41)
In order to stabilize this s dynamic we propose the following control law:
kmu = α3x3 + θˆ
TΦ(x2, x3) + wˆ (x¨
∗





where L2 is a positive tuning constant, and θˆ, wˆ are estimates of θ and w, which will
be defined by an adaptive mechanism (to be introduced shortly). From an engineering
standpoint, the structure of the proposed controller can be explained as follows: the first
two terms attempt to cancel the load torque resulting from the friction and the generation
of the hydraulic braking pressure. The third term appears due to tracking formulation
of the problem and the sliding variable definition. The fourth term employs a continuous
sliding mode action to attenuate the effect of the disturbance γ(t), where ε > 0 is the
width of the boundary layer; finally, the last term is incorporated to improve the transient
response.
At this stage, it is worth pointing out that, besides the friction parameters θˆ, the
proposed controller will also perform an on-line adaptation of the w parameter. From a
practical perspective, this adaption is also relevant, because w constitutes another source
of parametric uncertainty (e.g., w depends on the pad’s stiffness kp, which, as already
discussed, varies in time). With regard to the other two parameters in the control law
(km, α3), we treat them as known constants; in our view, this approach is justified by the
fact that both variables are known with a reasonable accuracy, e.g., α3 = Ac/G depends
only on the actuator’s geometric properties, while the current/torque gain km is generally
a well-known quantity.
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6.5.3 Stability and Adaptive Laws
As commonly done in the construction of robust controllers, we will work under the premise





δ1 ≤ ρ, (6.43)
0 < w ≤Mw, ‖θ‖ ≤Mθ (6.44)
where ρ, Mw, Mθ are constants. To investigate the stability of the proposed adaptive-
robust controller, as well as to find the adaptive laws for the parameters’ estimates θˆ, wˆ,
consider the following candidate Lyapunov function:










where θ˜ = θˆ − θ and w˜ = wˆ − w represent the parametric estimation errors, and Γθ, Γw
are positive-definite gains. Calculating the time derivative of V , it can be shown that:



































0, if |wˆ| ≤Mw
σ0 otherwise
(6.47)
where σ0 > 0 is a tuning parameter. The idea behind the switching terms is to introduce
leakage in the integration process of the adaption law, whenever excessive estimates are
present; this leakage ends up attenuating the parameter-drift issues, which is one of the
main concerns in this approach. Replacing (6.47) in V˙ and by noticing that |sγ(t)| ≤ ρ|s|,
one has:








Now, consider the following auxiliary results
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≤ 0.2785ε = k˜ε (6.50)
The first inequality of (6.48) and (6.49) is a well-known result for the switching-σ method
[231, p. 561], while the second inequality follows from the completion of squares; inequal-
ities (6.50) are demonstrated in [232, Lemma A.5.1]. Using these three auxiliary results,
V˙ can be further bounded by:












+ ρk˜ε︸ ︷︷ ︸
λ2












θ ) is the
smallest eigenvalue of Γ−1θ , we finally get
V˙ ≤ −λ1V + λ2 (6.51)
This inequality paves the way for the main result of this section:
Proposition 6.2. Consider the system (6.41) controlled by (6.42), (6.47). It holds that:
































Proof. By the comparison Lemma [96], the differential inequality (6.51) implies that V (t)
is upper bounded by:







≤ max(V (0), λ2
λ1
) (6.54)










w˜2 ≤ V (t) (6.55)
we can conclude that: |s(t)| ≤
√
2
wV (t), yielding (6.52); the boundedness of the estimates
θˆ, wˆ is evident from the ”leaky” integrator adopted in the adaption law (6.47). As for the









6.6. Experimental Validation 129
Table 6.4: Controller’s parameters.
Variable Symbol Value
controller gain L1 38
controller gain L2 38
upper bound for |γ(t)| ρ 0.014
width of boundary layer ε 150














* Γ+θ represents the adaptation gains employed dur-
ing positive velocity range, and Γ−θ contains the gains
for the negative velocities.






}, it can also be











Inspecting this relation, together with (6.53), reveals that as long as L1, L2 and the
adaption gains (i.e., the terms in the denominator of (6.56)) are sufficiently high, the
tracking errors can be made smaller. Nevertheless, due to practical limitations (control
saturation, noise sensibility, etc.) these gains cannot be set too high, and the adaptive
approach is only viable as long as the term λ2 (the numerator in (6.56)) presents a moderate
value.
6.6 Experimental Validation
The validation of the adaptive-robust controller was performed through a series of exper-
imental tests carried out in a test bench, whose results and discussion presented in this
section. Throughout these tests, the BBW actuator, already introduced in Section 6.2, was
controlled through a low-cost digital signal processor (DSP), Freescale MC9S12XE. This
controller samples the measurements from the master cylinder’s pressure and motor posi-
tion (through an encoder with 100 pulses per revolution) at a rate of 200 Hz, which is also
the update rate of the discretized version of the pressure controller. Since the controller
needs information about the motor speed, and given that this variable is not measured,
it becomes necessary to calculate it through the derivation of the position signal. To ro-
bustify the derivative operation against measurement noise, we employed the well-known
polynomial fitting technique [233], which, for our application, was set up to fit the past
three position samples with a second-order polynomial. Finally, the DSP is also responsi-
ble for implementing the inner loop for the motor current; this inner loop in executed in
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(a) PD with nominal friction compensation

















































Figure 6.7: Experimental comparison between two control strategies for tracking the braking
pressure.
the DSP at a faster rate (1000Hz) and generates, through a Proportional+Integral (PI)
control law, the switching signals for a H-bridge power converter that feeds the electric
motor. Additional details on this inner loop can be found on references [208, 222].
In what follows, the presentation and discussion of the experimental tests are divided
into four parts. In the first two, we will investigate how the proposed adaptive-robust
controller performs in comparison with other friction-compensation techniques, namely: i)
Proportional+Derivative (PD) control law+nominal friction, and, ii) dither-based friction
compensation. The final two experimental tests will show the response of the proposed
controller to general setpoints (steps and ramps), as well as real-life braking setpoints.
6.6.1 Nominal vs Adaptive Friction Compensation
As an initial attempt to comply with the control specifications, we start by implementing
a simple PD control, with nominal friction compensation. This is a reasonable approach
to start with, since, in practice, some preliminary experiments can be performed in order
to construct an estimative for the steady-state friction map (as discussed in Section 6.4.1).
The PD control law was built from (6.42), with the adaptive mechanism disabled, i.e.,
Γθ = 0,Γw = 0, gains L1 = L2 = 38 and fixed estimates wˆ = w, ρ = 0; the (fixed)
estimative of the friction parameters θˆ was obtained by fitting the nominal friction map
shown in Figure 6.5 with the LP (6.34). From the sinusoidal tracking results presented in
Figure 6.7(a) one can observe that, as long as the friction levels are close to the nominal
ones (t ∈ [0, 1.5]s), this control law ensures a satisfactory tracking performance, with
pressure error inferior to 1 bar. However, at t ≥ 1.5s, the operation window to which
the nominal friction model is valid changed (the sine amplitude of the pressure setpoint

















































Figure 6.8: Parameter adaption of the friction parameters θˆ+ (positive velocities) during the
experimental test shown in Figure 6.7.
increases), which introduces a parametric disturbance that the PD controller is unable to
handle, generating significant errors in the pressure control (see the time-period t ≥ 1.5s).
Next, the adaptive-robust controller was evaluated using the parameters configuration
specified in Table 6.4. Just like the PD control, the adaptive law offers good tracking
capabilities for the nominal friction situation (see Figure 6.7(b) for t ∈ [0, 1.5]s), but, this
time, the proposed controller is able to successfully cope with the parametric disturbance
(t ≥ 1.5s), showing a quick transient response and low tracking error in steady state. The
evolution of the parameter estimation during this test is also represented in Figure 6.8;
for the sake of brevity, we only show the parameter adaption of the friction parameter
θˆ+ (positive speeds), as these are the ones that have higher uncertainty. Interestingly,
these data reveal that, after introducing the setpoint disturbance at t = 1.5s, there is a
significant change in the parameter estimation, particularly in θ+2 , in an effort to track
the new friction conditions. Notice that the main objective of the controller is just the
pressure tracking, and not parametric estimation (which will only be met if the reference
signal has the persistence of excitation property [145]).
6.6.2 Dither vs Adaptive Friction Compensation
Dither is another common approach to mitigate friction disturbances [213], and was used
in previous research on the development of BBW control systems (see, e.g., [208], [209]).
The idea behind this technique is to inject in the motor torque a high-frequency auxiliary
signal, e.g., sinusoidal, such that the actuator is always on the move (or on the verge of
movement), in an effort to attenuate the effects of the static friction phenomenon, which is
one of the most difficult disturbances with which the controller has to cope. In the scope of
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(b) energy consumption of the actuator
Figure 6.9: Experimental comparison between the dither technique and the model-based friction
compensation (employed in the adaptive-robust controller).
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the BBW controller development, it is useful to investigate how the model-based friction
compensation, employed in our controller, performs in comparison with the dither friction
compensation used in previous research. Accordingly, in this section, we will compare
the performance of the adaptive-robust controller against a PD controller endowed with
dither friction compensation. The latter controller is constructed by disabling the friction
parameters (θˆ = 0,Γθ = 0,Γw = 0) and adding a sinusoidal dither term idsin(ωt) to
the control law (6.42). The parameters of the dither signal, ω = 2pi71.5 rad/s and id =
min(7, 4 + pc), were selected based on the previous studies [208] and [222].
From the experimental results shown in Figure 6.9(a), it can be verified that the
pressure responses of the controllers under consideration are very similar: in both cases,
the tracking error reaches the ±1 [bar] range in approximately 50ms and the steady-state
is close to zero. The major differences lie in the control action, i.e., the motor current.
In order to keep the motor always on the move, the high-frequency signal injected by the
dither generates chattering in the current, which then cause vibrations, audible noise and,
given that the actuator is always moving, i.e., ωm 6= 0, an increase in mechanical wear of the
system. On the other hand, the model-based friction compensation does not suffers from
such hurdles and produces a much smoother control action. These differences in control
action also have an important consequence for the energy consumption in the actuator. As
shown in Figure 6.9(b), the dither controller consumes 13 Ws of electrical energy during
the test, while the model-based friction compensation (incorporated in the adaptive-robust
controller) uses only 7.5 Ws. Hence, these results demonstrate that the model-based
friction compensation can reduce the energy consumption of the BBW actuator up to
42.3%. Although the energy consumption is not the main priority in the BBW system, the
higher energy efficiencies offered by the model-based friction compensation is an attractive
feature for energy-sensitive applications, as is the case of the automotive field in which the
actuator will be employed.
6.6.3 Transient Response
After demonstrating the energy and performance advantages of the adaptive-robust pres-
sure controller against other strategies, we will now investigate more closely the transient
response of this controller. Toward that goal, additional experiments with square and tri-
angular waveform setpoints were carried out. From the results shown in Figure 6.10(a), it
can be seen that the transient response to the positive (2→ 10bar) and negative (10→ 2
bar) steps is very good: the time to reach the setpoint is less than 50 ms, and the steady-
state pressure error is close to zero. There is also a small overshoot during the positive
step (0.5 bar), but it still lies within reasonable range.
The response of the controller to ramp setpoints, illustrated in Figure 6.10(b), also
displays a satisfactory performance, with tracking errors below 0.6 bar. From these results,
we also can observe that the peak tracking error occurs when the ramp switches from
decrease to increase mode (see, e.g., t = 0.26s or t = 1.02s). During these time instants,
it becomes necessary to reverse the direction of the motor speed ωm, which is one of
the most challenging operation points for the controller, as it will have to cope with the
static/breakaway force disturbances.
6.6.4 Validation with Realistic Setpoints
For the final evaluation of the BBW controller we employed a pressure setpoint generated
by a professional racing pilot, which was acquired during an experimental test session
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(a) response to steps in the pressure setpoint













































(b) response to triangular setpoints
Figure 6.10: Experimental response of the adaptive-robust controller for step and ramps pressure
setpoints.
carried out on an instrumented motorbike. Figure 6.11 show a typical example of a
pressure braking setpoint produced by a racing pilot. This signal can be decomposed
into three phases: i) from t ∈ [0, 0.35]s we have a strong, and fast, brake increase in the
pressure setpoint (35 bar/s); ii) during the modulation phase, t ∈ [0.35, 4]s, the average
pressure is kept approximately constant (8 bar in this example), and the driver introduces
small oscillations in the braking pressure setpoint in order to seek the maximization of
the tyre-road friction force; iii) finally, for t ≥ 4s, the driver starts releasing the brakes in
order to allow the vehicle to negotiate the corner.
Inspecting the results presented in Figure 6.11 it can be concluded that the proposed
BBW presents a good tracking performance, with the pressure setpoint being imposed
with an accuracy of ±0.5 bar. As for the control action generated by the controller, one
can observe the existence of some current spikes, with amplitude varying between 4 and
6A. These spikes are a consequence of the high-level (and asymmetric) friction present in
the BBW system. For example, given that the friction disturbance is smaller for negative
speeds (see the discussion in Section 6.4), it is no surprise that during the periods where
the pressure setpoint decreases slowly, e.g, t ∈ [0.72, 1.25] ∪ [1.8, 2.5]s, thus with negative
speeds, the motor current is low and relatively smooth (notice that, this behaviour is also
present in the tracking of the ramp setpoints, illustrated in Figure 6.10(b)). However, for
the periods of time when the pressure setpoint increases (e.g., t ∈ [1.62, 1.82]∪[2.54, 2.68]s),
and since the friction disturbance for positive speeds is very significant, the controller needs
to apply a large control effort, making unavoidable the presence of the current spikes shown
in the bottom plot of Figure 6.11. Despite these difficulties, the experimental tests shown
in this section demonstrated that the proposed controller is able to cope well with the
friction disturbances.
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Figure 6.11: Experimental test of the adaptive-robust controller with a realistic pressure setpoint.
6.7 Conclusion
In this chapter, an adaptive-robust controller for tracking the braking pressure of a BBW
actuator was proposed. In order to facilitate the design of this controller, we start by de-
riving a practical model for the actuator, putting particular focus on the simplification of
the hydraulic dynamics. By exploring pragmatic assumptions we were able to reduce the
original actuator model, based on a seven-state representation, to a (uncertain) second-
order system. Experimental tests provided strong evidence that this reduced model is
able to capture the fundamental dynamics of the actuator, making it very attractive for
control purposes. In order to cope with friction disturbance, results from the theory of
optimal approximation of functions were used to approximate the nonlinear friction map
with a simpler and more practical LP. It was shown that, compared with the parame-
terizations previously proposed in the literature, the optimal LP reduces the total fitting
error and tolerates a significant uncertainty in all friction parameters, most notably the
Stribeck speed. Furthermore, given that the friction (and the LP) is subject to parametric
uncertainty, adaptive mechanisms based on switching-σ were incorporated in the BBW
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controller, while robustness to non-parametric disturbances, arising from modelling sim-
plifications, were handled by a continuous sliding mode action. The stability and ultimate
boundedness of the proposed adaptive-robust controller were demonstrated with the help
of the Lyapunov method.
Experimental results demonstrated that, in comparison with the nominal friction com-
pensation technique, the proposed BBW controller is able to offer superior robustness to
parametric variations. It was also shown that, when compared with the classical dither-
based friction compensation, the proposed controller enables a reducing in the energy
consumption of the actuator by more than 40%. Finally, the effectiveness and perfor-
mance of the adaptive-robust controller were confirmed using realistic pressure setpoints.
As future work it is our intention to address the always important failsafe operation of the
BBW actuator, and test the controller in a real vehicle.
6.8 Appendix: Overview of Model-based Friction Compen-
sation
This section aims to provide a general overview of the model-based friction compensations
presented in the recent literature. The simplest approach to achieving friction compensa-
tion is to apply oﬄine methods [217, 234, 235, 236, 237, 238, 239, 240, 241]. These methods
rely on the assumption of a time-invariant friction model, which is obtained through pre-
liminary identification tests conducted during the calibration phase (before the controller
activation). Although the computational effort of this approach is reduced, e.g., a look-
up table, it turns out that the friction depends on several time-varying parameters, like
humidity, temperature and lubricant condition [228], deteriorating the compensation pro-
vided by the nominal model, estimated a priori. For this reason, it is highly desirable
that the controller possess adaptive mechanisms, capable of dealing, on-line, with the
above-mentioned parametric disturbances.
Most of the on-line compensation methods rely on two types of friction models: static
and dynamic. The former considers a static relation between the relative velocity and the
friction force (or torque), incorporating Coulomb, viscous and Stribeck effects [214, 216,
219, 221, 242, 243, 244]. The latter approach extends the static models to contemplate
important dynamic and position-dependent effects, like presliding displacement, frictional
lag and variable break-away force, which can be modelled by the LuGre [229] and, more
recently, by the Leuven [245] and the generalized Maxwell slip [246] models. Comparing
the static and dynamic models for on-line friction compensation, it is undeniable that the
dynamic friction models are better equipped to perform friction compensation, in particu-
lar for low-speed motion where the dynamics effects are more relevant [247]. Despite this
theoretical advantage, the implementation of on-line friction compensation with dynamic
models (particularly the LuGre), on platforms with limited computational resources, has
revealed some practical difficulties. Firstly, the LuGre-based friction compensation re-
quires the implementation of observers for the non-measurable state (an idealized average
bristle deflection), which, when discretized with typical Euler approximations, is prone
to exhibit numerical instability in the high-speed zone [248, 249]. Secondly, the dynamic
models depend on unknown friction parameters, which coupled with the non-measurable
state and nonlinear nature of the LuGre model, presents several challenges to devising
controllers capable of simultaneously handling the parametric uncertainty and the bristle
deflection observer. As a result, the majority of friction compensations based on the Lu-
Gre model assume a partial knowledge of the parameters, i.e., only the parameters with a
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linear effect in the model are estimated on-line, while the others (e.g., the Stribeck speed)
are assumed to be constant and known (see [247, 250, 251]). Naturally, due to the time-
varying nature of friction, the assumption of constant parameters does not always hold.
On the other hand, the on-line friction compensation with static maps, while ignoring
the dynamics effects, is considerably simpler to implement and design, which represents
important advantages for low-cost applications, where the computational resources and
sensor resolution are limited.
In light of the above, the ultimate decision on the most suitable type of model-based
compensation technique (off-line, on-line with static friction model or on-line with dynamic
friction model) varies from application to application and is dependent on the sensors’ costs
and precision, control specifications, such as the tolerable tracking error, and computa-
tional resources of the control platform [252]. In this work, we restrict our attention
to the class of on-line friction compensation with static maps (OFCSM). This is helpful
in applications with time-varying friction parameters, hence the off-line compensation is
unsuitable, and with negligible friction dynamics (this latter issue can also be handled
with robust methods). Several practical examples can be found in recent literature, which
meet these requirements, e.g., see [216, 219, 230, 244, 252, 253, 254].
In the framework of OFCSM, there are two main issues that must be addressed: i)
what model should be used in the friction map? and ii) what ”on-line” learning/update
method should be employed to tune the map parameters during the system operation? In
fact, the answer to the first question is intrinsically connected with second one: the most
common approach to derive learning methods is through adaptive mechanisms, which
normally demand that the unknown disturbance, in this case the friction, must have a
Linear Parameterization (LP) structure, i.e., linear in the unknown parameters. As a
result, LPs constitute the most common and practical structure for modelling the friction
map.
Due to the well-known property of universal function approximation, Neural Networks
(NN), with single hidden-layer [253, 255, 256, 257] or multiple layers [258], present an
attractive structure to approximate the static friction map. In order to obtain a LP from
the NN, the parameters associated with the hidden-layer(s), which have a nonlinear effect
in the model, must be fixed off-line before the controller activation. For example, if radial
basis functions are used as the activation function, this means that the ”centres” and the
”variance” parameters must be fixed a priori. This selection is not always obvious, and,
albeit some preliminary tests can be conducted to guide this choice [253], it is not clear
that the generated LP is the most efficient, i.e., with the minimum number of neurons,
and normally requires NNs with a high number of neurons, ranging from 20 to 100 (radial)
basis functions [253, 255, 256, 257]. Despite the good approximation capabilities of these
NNs, also known as a ”model free approach”, for systems where the friction is the main
disturbance, the high number of unknown parameters may present an unnecessary com-
plexity and be an issue for cost-sensitive applications with real-time requirements, which
is a common trend in industry applications. Furthermore, the high number of parameters
is also a limiting factor for obtaining fast transient responses in adaptive controllers, of
which the OFCSM normally relies.
An alternative possibility to overcoming the complexity of the LPs obtained from the
NNs is to explore the structure of nonlinear (steady-state) model associated with the
friction map, e.g., the Tustin model or the generalized exponential model [228]. To ap-
proximate these models, several LPs were proposed in the literature, based on linearization
of the static friction curve [214, 215] or on polynomial approaches [216, 217], Lorentzian
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[213, 218] and piecewise linear functions [219, 220, 221, 259, 260]. However, most of
these approaches assume an accurate knowledge of the so-called Stribeck velocity, which
is not always possible to ensure, due to parametric variation resulting from various factors
(temperature, humidity, etc.). As already mentioned in Section 6.1, one of the main contri-
butions of this work is to offer a new LP: i) capable of tolerating a significant uncertainty
in the Stribeck velocity; ii) which provides a higher accuracy than the LPs previously
proposed in the literature [214, 215, 216, 217, 219, 220, 221, 259, 260] and, iii) unlike the
LPs based on NNs [253, 255, 256, 257], has a small number of basis functions.
Chapter7
Minimum-time Path Following in Highly
Redundant Vehicles
Abstract:
This chapter is concerned with the development of path following algorithms for
redundant vehicles, endowed with four wheel steer and four in-wheel motors.
The ultimate goal is to find the wheels’ torques and steers such that the vehicle
performs a pre-specified geometric path in minimum time. The main chal-
lenges are the nonlinear and complex models of the tyre-road friction forces,
as well as the power limitations of the electric motors. By regarding the centre-
of-gravity forces as pseudo-control inputs, it is shown that this problem can be
transformed into a convex optimization setting, and effectively solved by nu-
merical techniques. Further, the proposed controller also incorporates tuning
factors that enable the designer to trade off lap-time and energy consumption.
To cope with model approximation errors and disturbances, a robust sliding
mode controller, based on conditional integrators, is also presented. Finally,
for distributing the forces among the tyres, two control allocation approaches
are investigated. The first, based on the extension of the cascading generalized
inverse method, is computational efficient, but displays difficulties coping with
unfeasible forces. This issue is mitigated in the second allocation algorithm,
which relies on the linearization of the friction constraints. Several simula-
tions, carried out in the CarSim vehicle model, demonstrate the effectiveness
of the proposed strategy, both in single-corner manoeuvres and longer road
courses.
7.1 Introduction
Up to now, our study focused on the development of control and estimation techniques to
regulate the longitudinal force produced by each wheel of the electric vehicle (EV). In what
follows, we will move our attention from the ”wheel domain” to the ”vehicle domain”, and
address the design of advanced motion controllers for highly redundant EVs, equipped, not
only with IWMs, but also with independent wheel steer mechanisms. To implement such
control systems, there are two fundamental issues that should be investigated: i) we must
find suitable allocation methods for distributing the control effort among the vehicle’s
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several actuators; and, ii) it is also necessary to design control strategies that can have an
active control over the vehicle motion (e.g., through the control of the longitudinal, lateral
and yaw velocities). Normally, the ultimate goal of these systems is to ensure the safe
motion of the vehicle [15], improve its handling and maneuverability [18], and/or guarantee
fail-tolerant operation [261]. In this chapter, the motion-control problem of redundant EVs
will be approached from a different point of view. More specifically, we will investigate the
potential benefit of redundant actuation configurations in the path following problem of
autonomous vehicles. As explained in the paragraphs below, it is expected that the next
generation of driver’s electronic aids will evolve toward the full automation of the vehicle.
In view of the high manoeuvrability offered by the IWMs and independent wheel steer
mechanisms, we believe that the redundant actuation configurations can have a key role
in the development of future autonomous vehicles, and the present chapter represents our
contribution to this goal.
The full automation of the EV can bring enormous benefits to its users. To start with,
releasing the driver from the tedious manual driving operations may allow him to focus
on more productive and enjoyable tasks [262]. From a safety point of view, we may also
envisage the development of cars that are ”impossible” to crash [263], which can further
reduce road fatalities. From a social standpoint, the possibility of having disabled peo-
ple (e.g., visually impaired) driving without assistance of other humans [264] represents
another example of the impact that such technologies can bring to people’s lives. How-
ever, the development of fully autonomous vehicles still faces many techniques challenges,
particularly in areas such as environmental sensing and perception, motion/path planning
and motion control [264, 265]. In this work, our attention will lie only on the development
of the motion-control layer, with particular focus on vehicle configurations with highly
redundant actuators.
According to [266, 267], the motion control layer is composed of three main problems.
The first, known as a path following problem, intends to determine the actuators’ setpoints
(e.g., wheels’ torques and steer) such that the vehicle follows a pre-defined geometric path,
possibly with a constant velocity. The second, called trajectory tracking, has a similar
goal to the previous problem, but features an important difference: the geometric path is
parameterized in time. And finally, there is also the point-to-point motion, which, as the
name suggests, aims to move the vehicle from an initial to a final (Cartesian) point. In
the remainder of this work our efforts will be entirely devoted to the path following sub-
problem. Further, we will also work under the assumption that the referenced geometric
path is produced, for example, from a higher-level motion planner [187] (not addressed
here).
The main challenge in the development of path following algorithms lies in the com-
plexity of the vehicle’s models, in particular, the nonlinear mechanisms associated with
the friction forces between the tyre and road. One way to relax these complexities involves
exploring idealized assumptions, imported mainly from the mobile robots, such as pure
rolling of the tyres and no side-slip, to derive simple, but practical, vehicle kinematic mod-
els. This way, the vehicle movement can be described using only the wheels’ velocities, steer
angles and geometric properties of the car [266]. Techniques such as pure-pursuit [268],
”Stanley’s method” [269], or nonlinear feedback laws, based on the transformation of
the vehicle model to the so-called chain-form (see [266] and references therein), represent
some of the pragmatic approaches that were proposed and experimentally tested within
this kinematic setting. Nonetheless, since these approaches do not take into account
the tyre-road friction forces, together with the limited validity of pure-rolling and zero
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side-slips assumptions, they end up confining the applicability of kinematic-based con-
trollers to low-speed manoeuvres [270, 271]. To handle high-speed manoeuvres, several
path following algorithms have been developed based on the single-track bicycle model,
a linearized model for the vehicle dynamics and lateral forces [133]. The uncertainties
affecting this bicycle model, most notably in the cornering stiffness parameters, has also
instigated the application of several robust techniques to the path following problem, such
as sliding mode [272], H∞ [273], and nonlinear Lyapunov-based laws [274]. Alternatively,
linear control techniques, like state feedback [275] and PIDs [276], can also be used, and
their robustness to parameter uncertainty verified at the end of the design stage, e.g.,
through Lyapunov methods [275, 277].
From a theoretical point of view, the main shortcoming of the designs based on the
bicycle model is related to the assumption that the lateral and longitudinal vehicle dy-
namics are decoupled. As a result, the majority of these works design the path following
algorithm under the hypothesis that the vehicle longitudinal speed is constant through
the corners, imposed by a (longitudinal) velocity controller that operates independently
from the lateral motion controller. While this is reasonable for moderate driving scenarios,
when we consider more aggressive manoeuvres, involving, for example, combined steer and
acceleration, it becomes imperative to incorporate the effects of the lateral-longitudinal
coupling1. One pragmatic solution to mitigate this issue was presented in [275, 278, 279];
their idea is to explore the gg diagram (a tool that generalizes the tyre friction circle con-
cept to the vehicle’s CoG forces/accelerations [132]) together with the information of the
path’s curvature, to infer the maximum longitudinal speed and acceleration so that the
vehicle operate always within the limit of the gg diagram. Based on this information, a
feedforward term for the longitudinal controller is generated, which is then combined with
a wheel-slip controller to cope with modelling errors and disturbances. The present work
shares the same goals as the ones mentioned above, but will follow an alternative route.
More specifically, instead of relying on simple kinematic [266, 268, 269] or the single-track
bicycle models [274, 275, 276] to regulate the lateral vehicle’s dynamics, or the gg diagram
to infer the maximum longitudinal accelerations [275, 279], our path following controller
will employ a full nonlinear two-track vehicle model, with nonlinear tyre forces and con-
templating vertical load movement. Although this inevitably leads to increased modelling
complexity, this report will demonstrate that, by bringing together different control and
optimization tools, such as time-to-space transformations, convex optimization, robust
and control allocation techniques, this complex system can be effectively tackled. It will
also be shown that the two-track nonlinear model is instrumental to allow the path-follow
controller to operate the vehicle near its adhesion limits.
The four in-wheel-motors (4IWM) and four wheel-steer (4WS) represent the key en-
abling technologies that allow us to handle, within a nonlinear framework, the min-time
path following problem. To start with, notice that this redundant actuation structure
allows us to actively regulate the longitudinal and lateral forces that each wheel pro-
duces [280]. This property paves the way for using the centre of gravity’s forces and
moments as the pseudo-controls, which introduces major simplifications to the motion
controller’s design [75, 280]. In addition, the high degree of manoeuvrability introduced
by the 4WS also facilitates the generation of feasible paths for the vehicle, e.g., with
this structure it is possible to impose zero side-slip motions or perform parallel manoeu-
vres [281].
1for example, it is well known that the bicycle model is generally only valid for lateral accelerations
below 0.4g, and constant longitudinal velocity [133]
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The contributions of this work can be divided in three main areas. First, we bring to
the automotive applications the convex formulation of the minimum-time path following
problems that has been used, for some time, in robotics [282][283]. In particular, we will
show that, in comparison with the robotics, the vehicular applications introduce additional
complications related to the frictional forces and power limits of the IWMs. In order to
preserve the problem’s convexity, we applied convexification techniques to the friction
and power limit constraints, which then enabled us to tackle the resulting min-time path
following problem with practical direct optimization methods [284]. Another important
contribution of our controller is the possibility of exploring trade-offs between performance
and energy consumption. The idea is that, for a given pre-specified path, the user (or the
designer) can configure the controller so that the vehicle travels through the path i) in
minimum-time; ii) with minimum-energy2; or, a iii) trade-off between the travel time and
energy consumption. Consequently, in contrast to the classical path following setting where
the vehicle velocity is kept constant [266], our controller is able to generate appropriate
speed profiles that take into account the adhesion limits of the car and the user/designer
preferences (lap-time vs energy consumption).
The solution of the above optimization approach is then used as a feedforward term
for the motion controller, i.e., a setpoint for the (centre of gravity) force that, under
ideal conditions, would be enough to keep the vehicle circulating along the path. How-
ever, in practice, the vehicle’s model is subject to uncertainties, which makes the feedfor-
ward term insufficient to meet the control goals. To overcome this limitation, the motion
controller contains feedback mechanisms, based on the cascade of a position and speed
loops, which are derived with the help of sliding mode law, endowed with conditional
integrators [165, 171]. Besides the implementation and tuning simplicity, robustness to
disturbances, and built-in anti-windup mechanisms, the conditional integrators also offer a
chattering-free operation, which is one of the main issues in the traditional sliding control
laws. The application of sliding modes, with conditional integrator, to the vehicle-motion
layer represents the second contribution of this work.
Finally, the motion controller needs to determine the wheel’s torque and steers, so that
the (centre of gravity) forces and moments requested by the path following controller are
effectively applied to the vehicle. Given the high degree of actuation redundancy, there
are many allocation solutions for this problem. In this work, the actuation redundancy
is explored by a control allocation technique that intends to minimize the tyre’s friction
use, satisfying, simultaneously, the actuation limits. To solve this problem, two techniques
are investigated. The first extends the cascading generalized inverse (CGI) [106, 108], a
well-known technique borrowed from aeronautical application (see also the discussion in
Chapter 2.3.2), to the force allocation problem in vehicular applications. More specifically,
it is shown that, by fixing a-priori the force’s angles of each tyre (obtained from the pseudo-
inverse solution of the unconstrained optimization problem), the allocation problem can
be transformed into a practical quadratic-programming (QP) problem. Simulation results
demonstrate that, as long as the requested forces are feasible, this approach is capable of
generating accurate solutions in less than 400 us (average values). However, for unfeasible
forces requests, the performance of this allocation strategy degrades. This issue motivated
us to develop a second approach, based on the linearization of the friction constraints.
Albeit requiring 2− 3 times higher computational times, the linearization-based approach
2due to reasons that will be clear later on, our approach only indirectly minimizes the energy consump-
tion of the vehicle

































Figure 7.1: Two-track vehicle model.
produces lower allocation errors than the extended CGI, particularly for unfeasible forces
requests.
The effectiveness of the proposed path following controller is demonstrated with sim-
ulation tests, carried out with the help of the CarSim simulator.
7.2 Vehicle Modelling
In this section, a two-track nonlinear vehicle model will be presented, which will be used for
the development of the vehicle’s motion controller. The vehicle under study is composed of
4 independent wheel drive, and 4 independent wheel steering. To make the mathematical
model tractable, we will adopt a pragmatic approach, and neglect the roll and pitch
dynamics of the EV, which is a typical assumption in the development of control-oriented
models for the vehicle dynamics [35, 75, 285].
7.2.1 Preliminaries
Let us start by introducing the most important notation that is employed throughout
the document. As shown in Figure 7.1, the vehicle’s modelling involves several physical
quantities, specified in three coordinate systems. The starting point is the XY axis, fixed
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where pX , pY are the X and Y components of the position, respectively, and pψ is the
angle between the vehicle orientation and the X axis, i.e., the yaw-angle. The second axis
system, xy, is fixed to the centre of gravity (CoG) of the vehicle, and is used to specify




]T ∈ R3 (7.2)
F = [Fx Fy Mz]T ∈ F ⊂ R3 (7.3)
where Fx is the longitudinal force applied to the vehicle’s CoG, vx the longitudinal speed,
Fy the lateral force, vy the lateral speed, Mz the yaw-moment and ψ˙ the yaw-rate. The
set F represents the admissible set of force/moments that can be applied to the CoG.
During the development of the vehicle dynamic model, it is helpful to represent the











The inverse relation can also be straightforwardly obtained by applying T−1(p) to the
previous relation; notice that T−1(p) is well-defined for any value of pψ.
The generalized forces/moments (F) applied to the CoG is the aggregated result of
the individual friction forces generated by each one of vehicle’s tyres, and is expressed as
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
where l1 is the distance between the front axle and the CoG, l2 the distance between the
rear axle and the CoG, c the trackwidth and Fxy the friction forces of each tyre, defined
in the xy frame (see Figure 7.1):
Fxy =
[
Fx1l Fy1l Fx1r Fy1r Fx2l Fy2l Fx2r Fy2r
]T
In terms of notation, throughout this work the front tyres will be referred with the sub-
index 1, the rear with 2, the left with l and the right with r. They will be compactly
grouped in the set T = {1l, 1r, 2l, 2r}. To extract from Fxy the x and y force components
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)
Finally, the frictional forces generated by each tyre are usually modelled in the coor-
dinates LC, fixed with the wheel (see blue axes in Figure 7.1). The variables in the LC
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, i ∈ T (7.7)
where FLi is the force generated in the tyre’s orientation, FCi the cornering force (or-
thogonal to the tyre’s orientation) and δi the steering angle of the wheel. Notice that the
inverse W−1(δi) is also well-defined for all values of δi.
7.2.2 Equation of Motion
By direct application of the Newton’s second law, and taking into account the notation
introduced in the previous sub-section, the dynamic evolution of vehicle position p is
defined as:
Mp¨ = T(p) (F −R(p, p˙) +D) (7.8)
where M = diag([m,m, Iz]), m is the vehicle mass, Iz the yaw inertia, D ∈ R3 a general-
ized force due to the effect non-modelled dynamics and disturbances, and R(.) ∈ R3 the
resistance forces that affect the vehicle motion. As shown in Appendix 7.8, the resistance
forces can be decomposed into two components:
R(p, p˙) = R1 +R2(p, p˙)p˙ (7.9)
where R1 ∈ R3 is a constant term due to rolling resistance and R2(p, p˙) ∈ R3 is a
resistance term due to aerodynamic drag. With respect to this last component it is worth
noticing that
Remark 7.1. for α ≥ 0, R2(p, αp˙) = αR2(p, p˙)
which can be straightforwardly verified using the aerodynamic drag model presented
in Appendix 7.8.
7.2.3 Friction Forces
As already mentioned, the generalized force/moments F are a direct consequence of the
individual friction forces, FLi, FCi, generated by each tyre. To model these forces, a
simplified version of the well-known magic tyre formula [147] will be employed here. The
main inputs for this model are: i) the longitudinal tyre slip κi, a normalized difference
between the wheel rotation speed (ωi) and the wheel linear speed (vLi); and ii) the tyre
side-slip angle αi, which is the angle between the wheel orientation (δi) and the wheel’s




, tanαi = −vCi
vLi
, i ∈ T (7.10)
where ri effective radius of the wheel, and vLi, vCi the tyre’s longitudinal and cornering
speeds. Given that the velocity of the wheels is the consequence of the superposition
of (vx, vy) and rotational motion (yaw-rate), one can express vLi, vCi according to the
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[
χL1l χL1r χL2l χL2r
]
=
[− c2 c2 − c2 c2][




l1 l1 −l2 −l2
]
To incorporate the combined slip conditions, i.e., situations where traction and steering











Ci, i ∈ T
These theoretical slips represent the main factors in generating the longitudinal (FLi) and








Fi(σi, Fzi) = µmaxFzi sin (C atan(Bσi)) , i ∈ T (7.12)
where C,B are parameters of the friction model, µmax the tyre-road friction peak and Fzi
the vertical force. From the above relation, it is interesting to note that
Remark 7.2. the longitudinal (FLi) and cornering (FCi) forces of the tyre must fulfil




i ≤ (µmaxFzi)2, i ∈ T (7.13)
This is known in the literature as the friction circle constraint, and essentially states
that the force generated by the tyre must lie within a circle with a radius defined by the
vertical load and the friction peak. The friction circle constraint also puts in evidence
several key limiting factors in the tyre’s force generation. First, as the grip level dete-
riorates, i.e., as µmax decreases, the radius of the friction circle becomes smaller, and,
as a consequence, the force capability of the tyre (in both directions) diminishes. This
introduces important limitations in the control authority that the driver (and the auto-
matic controller) have over the vehicle. Similarly, the vertical load of the tyre also plays a
relevant role in the circle’s radius, and, by inspecting (7.13) one can find that the radius
is proportional to Fzi. From a practical perspective, this means that the tyres with more
vertical load will have higher force capabilities, which is particularly useful when allo-
cating the traction forces among the tyres (e.g., torque vectoring systems [28]). Another
factor that deserves to be underlined is the limitations that appear when the tyre develops
simultaneous longitudinal (|FLi| > 0) and lateral forces (|FCi| > 0). More specifically,
the friction circle constraint implies that the maximum longitudinal (lateral) force is only
achievable if the tyre does not produce any lateral (longitudinal) force. In other words,
the friction force must be shared by the longitudinal and lateral components, which poses
important challenges when combined traction and steering is needed.
For simplicity, the representation of the tyre-road friction forces considered here as-
sumes an isotropic condition, which leads to the friction circle constraint. It is also
worth mentioning that the simplified magic tyre formula is just an approximation of the
real friction phenomena, and, in practice, the tyre forces are governed by more complex
mechanisms (see [147] for additional details). Nonetheless, our focus here is to employ
control-oriented models that can capture the fundamental properties of the tyre’s forces,
and which can be used to design practical motion controllers.
The friction circle constraint also holds for the forces defined in the xy coordinates:
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Remark 7.3. the forces Fxi, Fyi are confined to the following set:






= F 2i ≤ (µmaxFzi)2, i ∈ T
This property results from the fact that the change of coordinates W(δi) does not
affect the tyre’s force magnitude.
7.2.4 Vertical Forces
The tyre’s vertical forces Fzi are affected by the load movement between front-rear axle,
and left-right wheels, that the vehicle experiences when subjected to longitudinal and
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Fz =
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[−l2kf l2kf −l1kr l1kr]T
where F0z is the static force distribution, h the height of the CoG, kf , kr represent the
front and rear coefficients associated with the lateral load transfer due to vehicle roll










] (F −R(p, p˙)) (7.15)
7.2.5 Wheel Dynamics and Actuator’s Limits
The rotational dynamics of each wheel in the vehicle is given by:
Jω˙i = Ti − riFLi, i ∈ T
where J is the wheel inertia, and Ti the wheel torque. It is considered that the wheel torque
is generated by a combination of in-wheel motors (Tm,i) and brake-by-wire actuators (Tb,i),
i.e., Ti = Tm,i + Tb,i. The main limiting factors in these actuators are the acceleration
power and acceleration torque limits associated with the in-wheel motors:
T ≤ Ti ≤ T , Tiωi ≤ P , i ∈ T (7.16)
where T ∈ R+ is the maximum acceleration torque that the motor can develop, T ∈ R− the
maximum braking torque of the brake-by-wire system, and P the maximum acceleration
power, which are equal for all the wheels. The braking power limits are not explicitly
considered here, since, due to safety concerns, modern braking system are generally able







































































































































































Figure 7.2: Block diagram of the vehicle model.
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to overcome the friction limits. In other words, the constraints introduced by the friction
circle (7.13) will be the dominant factor in the generation of the braking torque (and not
the power limits of the braking system).
Regarding the steering, it is assumed that each wheel has independent steer capabili-
ties, constrained to the following sets:
−δ ≤ δi ≤ δ, i ∈ T (7.17)
where δ is the maximum steering range. The dynamics of all the actuators are neglected
here, since, in practice, their bandwidth is normally much higher than the vehicle’s dy-
namics.
7.2.6 Compact Representation
In summary, the vehicle model can be compactly represented as:
Mp¨ = T(p) (F −R(p, p˙) +D) (7.18a)
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eT2 (F −R) (7.18e)
Jω˙i = Ti − riFLi, i ∈ T (7.18f)
T ≤ Ti ≤ T , Tiωi ≤ P , −δ ≤ δi ≤ δ, i ∈ T (7.18g)
where F˜i ∈ R2 is the friction force, which groups the expressions (7.10)-(7.12)), θT repre-
sents the parameters of the friction model, Fxy,i refers to the x and y force components









From a control perspective, we can identify Ti, δi as the model inputs, and p, p˙, ωi as
the states; the compact model also contains a series of auxiliary variables and algebraic
equalities that are employed to facilitate the presentation of the model and the controller
design. Moreover, it is also important to clarify that the vehicle’s motion controller will be
designed under the assumption that the wheel’s torques Ti can be individually regulated.
Given that Ti is a result of the IWM (Tb,i) and the brake-by-wire system (Tm,i), this means
that it will be necessary to perform a torque allocation among these actuators, particularly,
for Ti < 0. Throughout this chapter, we will assume that the torque allocation is performed
by the hybrid ABS algorithm presented in Chapter 3.
Despite all the model simplifications adopted in this section, the control-oriented
model (7.18) still features difficult nonlinearities, whose complexity is well reflected in
the block diagram presented in Figure 7.2.
7.3 Controller Specification and Architecture
After introducing the vehicle modelling, we will now discuss in more detail the controller
structure. The main goal of the vehicle’s controller is to determine the torque and steer












































Figure 7.3: Block diagram of the proposed control algorithm.
values of each wheel, Ti, δi, so that the vehicle follows a given reference path, while re-
specting the dynamic constraints of the model. The speed at which the vehicle follows this
reference path will be dependent on a tuning parameter, which will enable the user to ex-
plore trade-offs between performance (i.e., execute the path in minimum time) and energy
consumption of the actuators. Further, if the information about the friction conditions
is available, the motion controller should adapt its control actions to take into account
the grip levels available in the tyre-road interface. Before presenting the design of this
controller, it is pertinent to clarify some issues that may appear during the generation of
the reference path.
7.3.1 Reference Path
Mathematically, the vehicle’s desired position along the (geometric) path reference can
be described by the vector (prX(s), prY (s)) ∈ R2, which is parameterized by the path
coordinate s ∈ R+. Notice that this vector can be straightforwardly generated if the goal
is to follow a known road (as is commonly done in lanekeeping system [277]), or if we
want to develop an automatic driving system to follow a reference path set by a ”leading
car”[262]. Given that our interest here lies only on controlling the vehicle motion, in what
follows, we will regard the path reference as known information.
In order to ensure that the vehicle follows the reference path (prX(s), prY (s)), its









jϑr(s). On the other hand, the angle of vehicle speed (with respect to the X axis)
is equal to the sum of the side-slip (β) and yaw-angle(ψ), as illustrated in Figure 7.1.
Therefore, to keep the vehicle in the desired path, the reference yaw-angle should fulfil:
prψ(s) = ϑr(s)− βr(s) (7.19)
where ϑr(s) is the (known) angle of the vector tangent to the reference path, and βr(s) is
the desired side-slip that is intended to apply to the vehicle at position s. There are two
main approaches to specifying the side-slip reference:
1. zero side-slip, βr(s) = 0: this is a perfectly reasonable approach for vehicles with
4WS, as discussed in [286], [287], [288],
2. non-zero side-slip, βr(s) 6= 0, is useful to perform parallel manoeuvres [281] or to
explore the active control of β to carry out ”controlled drift”.
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Hereafter, it will be assumed that a smooth, feasible reference path pr(s) = [prX(s) prY (s) prψ(s)]
T
is known, as well as its first and second derivatives, p′r(s),p′′r(s).
7.3.2 Discussion on the Controller Architecture
In light of the nonlinearities that affect the vehicle model, the design of a control law
for Ti, δi that will make p follow pr in minimum time (or with minimum energy) is not
obvious or trivial. The main reason for this difficulty lies in the complicated mechanism
that governs the generation of the friction forces, specified by (7.18b)-(7.18d). To cope
with these difficulties, in this work we will adopt a model-inversion approach for the friction
forces. The idea is to design the controller under the assumption that the CoG forces and
moments F ∈ F can be individually regulated. Inspecting (7.18), one can immediately
conclude that using F as the virtual control input (instead of the true inputs, Ti and δi)
enables us to decouple the generation of friction forces from the vehicle dynamics (p, p˙),
bringing undeniable advantages for the design of the motion controller. Accordingly, the
controller proposed in this work will track the vehicle position p using F as the virtual
control input (see block diagram presented in Figure 7.3). The generation of the true
inputs, Ti and δi, will be then performed by the force allocation block, which is based on
the control allocation concepts. In the next section, these two blocks will be presented
with more detail.
Another important aspect that deserves some additional discussion is the availability
of the feedback signals. In this work, it is assumed that the model’s states, i.e., the vehicle
position and orientation (p), the vehicle speed v, represented in the local coordinates,
and the wheels’ rotational velocity (ωi), are available for feedback. While some of these
signals are easily acquired, such as ψ˙ and ωi, others require expensive sensors or the de-
velopment of advanced observers, such as lateral speed vy and the vehicle position. Even
if it is unusual to have all these signals available in today’s cars, the trend in the auto-
motive industry is toward the increased automation of the vehicle, particular with totally
autonomous vehicles, and it is expected that in the near future these signals will become
common measures [75, 277]. For example, today, there already commercial products (al-
beit expensive) that are capable of generating position and heading estimations with an
accuracy of 2 cm and 0.1 degrees, respectively (see [289]).
.
7.4 Motion Controller
As shown in Figure 7.3, the motion controller proposed in this work is composed of three
components: i) an optimal feedforward (FF) term; ii) a position loop; and iii) a speed
loop, operating with the vehicle’s local coordinates. The reasoning behind this approach
is as follows. The vehicle’s motion controller receives as main input the reference path
pr(s) that the vehicle should follow. To qualitatively specify how fast the vehicle should go
through the reference path, the user (or the path planning layer) provides the parameter
 ∈ [0, 1], which represents a trade-off factor between the journey time and the energy
consumption of the vehicle. This information is then used by the optimal FF to generate
a suitable speed profile vr(t) that must be imposed in the vehicle. In the calculation
of vr(t), the algorithm, besides the vehicle dynamics constraints, also takes into account
the adhesion levels present in the tyre-road interface µˆmax, which may be provided from
a dedicated friction peak observer (see, e.g. [290]). Additionally, the optimal FF also
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produces an estimative of the CoG forces and moments Fr, which, if the vehicle model
was perfect, would be enough to impose vr(t) in the vehicle. Since, in practice, the model
employed in the optimal FF contains approximation errors, besides the disturbances that
affect the system, Fr is not sufficient to ensure the desired motion. Consequently, to
cope with these uncertainties we added two additional loops to correct the vehicle speed
and position. These loops are configured in a cascade setting, operating in parallel to
the optimal FF. More specifically, the position loop generates speed increments to be
superimposed in the speed profile vr(t), while the speed loop manipulates force increments
that are added to Fr(t).
In the remainder of this section, we will describe in detail the design of the three
components that constitute the motion controller.
7.4.1 Optimal Feedforward
Construction of the Attainable Set of Forces
As already mentioned, the motion controller regards the CoG forces/moments F ∈ F as
the virtual input for the system. Consequently, the first issue that needs to be addressed
is the construction of the admissible set of forces and moments, i.e., F ⊂ R3; at first
glance, it is not obvious how F can be mathematically defined. Nonetheless, from the
analysis carried out in Section 7.2, it is reasonable to expect that the attainable set will
be dominated by the friction constraints (Ff ) and the torque and power limits imposed




As far as the friction constraints are concerned, it is worth recalling the result of
Remark 7.3, which states that the tyre’s friction limits in xy components are dependent
on the friction peak µmax and the vertical load (Fzi). In light of this result, one possible
attempt to mathematically define Ff is to consider:



























where Ei ∈ R2×8 is a matrix that extracts the x and y components associated with the
tyre i ∈ T. To keep the analysis simple, the influence of the resistance forces R were
neglected in the calculation of the vertical forces Fzi.
Remark 7.4. Ff is a convex set in R3.
The above claim can be verified by firstly noticing that each one of the four inequalities
in (7.21) represents a second-order cone in Fxy ∈ R8, which are convex constraints [112].
Remark 7.4 then follows from the fact that the Ff is obtained by a linear transformation
of a convex set (intersection of second order cones in R8), which is known to preserve the
convexity property [112]. This property is also evident from the 3D geometric figure of
the attainable set, shown in Figure 7.4. Moreover, it is interesting to note the important
impact that µmax has on the size of Ff , which is depicted in Figure 7.5.
While the torque and power constraints introduced by IWM are easily characterized in
the domain (Ti, ωi) (see (7.16)), transferring these constraints to the CoG forces/moments
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Figure 7.4: Attainable set of forces due to friction in the tyre-road interface, Ff , with µmax = 1.0.
Figure 7.5: Attainable set of forces due to friction in the tyre-road interface, Ff , with µmax = 0.4.
F is not straightforward. The main reason for these hurdles is due to the complicated
relations that exist between Ti and F , as described in (7.18b)-(7.18f). Driven by the aim
of finding a practical formulation for FT , we will make three pragmatic assumptions. First,
we will consider steady conditions for the wheel dynamics (7.16), that is
Ti ≈ riFLi, i ∈ T (7.22)
Second, the tyre longitudinal slips will be neglected, which allows us to approximate the
wheel rotational velocity as ωi ≈ vx/ri. Lastly, it will be assumed that the wheel steering
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angles δi are small, enabling us to approximate W(δi) ≈ I, where I is the identify matrix.
With these assumptions in mind, the effect of the power and torque limits (7.16) can be
approximated as
FT (vx) ≈ {F =
[
Fx Fy Mz
]T ∈ R3 | Fx = ∑
i∈T
FLi
FLi ≤ T/ri FLi ≤ P/vx,∀i ∈ T} (7.23)
≈ {F = [Fx Fy Mz]T ∈ R3 |
Fx ≤ nTF , Fxvx ≤ nTP} (7.24)
where nT = 4 = #T and F = T/ri. The above set provides a very reasonable ap-
proximation of the torque/power constraints in straight-line conditions, but its accuracy
deteriorates when the cornering manoeuvres become more aggressive (i.e., when δi in-
creases). Since during cornering conditions the longitudinal accelerations are normally
low, it is expected that the approximation errors in FT (vx) will be reduced.
Path Following Problem
The optimal FF controller proposed in this work will be designed with the help of a path
following setting. Accordingly, we start by noticing that if the equations of motion are
ideal ( D ≡ 0), and if the position error at the initial instant is zero (p(0) = pr(0), then
the perfect tracking of pr can be ensured if the following condition holds:(
T−1(pr)M
)
p¨r +R2(pr, p˙r)p˙r +R1 = Fr, Fr ∈ F (7.25)
where Fr is the feedforward force term. Given that the reference path is specified with the
path coordinate s, i.e., pr(s), we can apply the composite rule for the derivate operator














2 + p′r(s)s¨ (7.27)
Inserting these relations in (7.25), and after some straightforward algebraic manipulations,
we obtain:
m(s)s¨+ r2(s)s˙





r1 = R1 (7.29)
Notice that we made use of Remark 7.1, together with the fact that s˙ > 0 (speed reverses
along the reference path are not allowed), to determine the term r2. In addition, we must
also point out that the use of the composite rule to reach the formulation (7.28) has been
widely used in the motion control of robotic arms [282, 283]. Our idea here is to explore this
formulation for a slightly different problem: path following in highly redundant vehicles.
Finally, the vehicle speed (in the local coordinates) can also be expressed as a function of
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s:
vr(s) = T
−1(pr(s))p′r(s)s˙ = v˜r(s)s˙ (7.30)






2 + r1 = Fr(t)




FT , t ∈ [0, T ]
(7.31)
Going through the problem constraints, one can find that the first equality is due to the
path following setting; the second set of equalities expresses the boundary constraints
for the problem (s˙0 is the initial normalized speed); in the third we make s˙ positive, as
speed reversals are not allowed, and the last constraint is related to the admissible set of
forces/moments that can be applied to the vehicle.
Convexification
In order to facilitate the resolution of the optimization problem we will now discuss a series
of practical modifications, which will ultimately lead to a convex formulation. First, we
will adopt the change of independent variable suggested in [282, 283]: instead of time (t),
we will consider the normalized distance in the reference path, s, as the new independent















Furthermore, with this change of variable, the terms s¨ and s˙2 appear linearly in (7.28).
This observation leads [282, 283] to introduce a second change of variable
a(s) = s¨2, b(s) = s˙2 (7.33)


















Thus, with the introduction of a(s) and b(s), the nonlinear differential relation (7.28) is
decoupled into two parts: one affine constraint (m(s)a+ r2(s)b+ r1 = Fr), and one linear
differential equation (7.34). This decoupling brings obvious advantages to the resolution
of (7.31).
Another aspect that deserves discussion is the convexity of the admissible set F, which
is the result of the friction limits (Ff ) and the torque/power constraints of the electric
motors (FT (vx)). While the convexity of Ff was already established in Remark 7.4, the
set FT (vx) requires further analysis. From (7.24) it is clear that the power and torque
limits affect mainly the Fx component of F ; thus, it is more practical to analyse these
constraints in the domain (vx,Fx):
ΩT = {(vx, Fx) ∈ R2 : Fxvx ≤ nTP , Fx ≤ nTF} (7.35)










Figure 7.6: Non-convex (a) and convex approximation (b) of the power limits introduced by the
electric motors.
As depicted in Figure 7.6(a), when the vehicle exceeds the nominal speed Vn = P/F
the power constraints makes the ΩT non-convex, which is a relevant obstacle to the es-
tablishment of global optimal solution for the optimization problem [112]. To mitigate
this issue, we will apply a convexification technique to handle the power constraint. The
idea is to approximate the non-convex constraint Fxvx ≤ nTP with a linear inequality
characterized by the points (V , nTF ), and (V , nTP/V ), as illustrated in Figure 7.6(b).
The points V ≤ Vn and V ≥ Vn are parameters that the designer can choose to tune
the approximation; for example, a good rule of thumb is to select V close to the point
where the aerodynamic drag overcomes the maximum power of the vehicle. The linear
approximation of ΩT can also be expressed as
ΩˆT = {(vx, Fx) : Fx ≤ (vx − V )γ˜p + nTF , Fx ≤ nTF}
where γ˜p = nT
P/V−F
V−V .
Now, notice that after introducing the new variable b, and taking into account (7.30),
the vehicle longitudinal speed is given by vx = e1




that the power constraints in ΩˆT , although being linear in vx, become nonlinear when
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we include the new variable b(s); in fact, it also loses the convexity property3, which is
even more worrying for our purposes here. This issue spurred us to find an alternative
convexification technique that can be applied to the space (Fx, b(s)). With this goal in







Now, recall that the linear approximation in (Fx, vx) was characterized by a half-plane that
passes through the points (V , nTF ), (V , nTP/V ). One alternative way of dealing with the
linear approximation with b(s) is to translate this half-plane to the space ((Fx, b(s)), using,
for that purpose, the relation (7.36):
(vx, Fx) −→ (b(s), Fx) (7.37)
(V , nTF ) −→ (b(s), nTF ) (7.38)













The resulting linear approximation of the power constraint is then obtained as:
Fx ≤ γp(s)(b− b(s)) + nTF , γp(s) = nT P/V − F
b(s)− b(s) (7.41)
Although this constraint will inevitably introduce approximation errors, we believe this is
a practical approach to handling the power limitation of the electric motors.












s.t. m(s)a(s) + r2(s)b(s) + r1 = Fr(s)
d
ds
b(s) = 2a(s), b(0) = s˙20, b(s) > 0
Fr(s) ∈ Ff , eT1 Fr(s) ≤ nTF
eT1 Fr(s) ≤ γp(s)(b(s)− b(s)) + nTF
s ∈ [0, s]
(7.42)
Notice that, to (indirectly) penalize the energy consumption of the vehicle, a quadratic
term in the forces Fr was incorporated into the cost function. This penalization is con-
trolled through the diagonal weight matrix W = diag{w1, w2, w3} and the parameter ,
which represents a trade-off factor between the min-time and the energy consumption
goals. Of course, in practice, the real energy consumption of the vehicle will not be de-
scribed by this quadratic-term, and will require more complex relations, involving control
3to briefly demonstrate the loss of convexity, notice that power constraint can be expressed as: Fx +
k0
√
b(s) ≤ k1, where k0 = −γ˜pe1T v˜r(s), k1 are positive constants. This inequality is not convex due to
the presence of k0
√
b(s), a concave function (see [112] for further details).
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variables that are not addresses at this layer (e.g., motor torques). Nonetheless, to keep
the problem tractable, and given that Fr is regarded as a pseudo-input at this stage, we
opted to indirectly penalize the energy consumption of the vehicle through the quadratic
term in Fr.
Remark 7.5. The above optimization problem is convex.
This property was already pointed out by [282] in a robotics context, and is extended
here for the minimum-time path following of autonomous vehicles. In fact, in compar-
ison with the minimum-time path-following problem of robotic manipulators [282, 283],
the main differences in the vehicle’s case lie in the friction circle (Ff ) and power limits
constraints (FT ), which generally are not relevant for robotics applications.
In order to gain additional insight into the problem (7.42), it is also useful to determine
the maximum operation envelope of the vehicle throughout the reference path. Such en-
velope can be constructed by exploiting the link between the force F , pseudo-acceleration
(a) and pseudo-velocity (b). In particular, by referring the friction and power limits of F
to the (a,b) space, the maximum operation envelope can be defined as:
Φ(s) = {(a, b) ∈ R2 | m(s)a+ r2(s)b+ r1 = Fr,
Fr ∈ Ff , eTi Fr ≤ nTF , b > 0
eTi Fr ≤ γp(s)(b− b(s)) + nTF }
For a fixed s, Φ(s) gives the domain of the pseudo-acceleration and pseudo-speed that
can be applied to the vehicle. For example, Figure 7.7 illustrates the evolution of this
domain when the vehicle negotiates a 180-degree corner. It can be observed that during
straight-line conditions (s ∈ [0, 40]∪[110, 150]m), the Φ(s) set presents, as expected, a large
operation window, both in the vehicle (pseudo) velocity and acceleration. On the other
hand, for s ∈ [45, 105] the vehicle enters in the corner, and one can find that the size of
the Φ(s) decreases significantly, particularly the maximum allowed pseudo-velocity. This
evolution mimics well the typical feeling of the vehicle’s driver, which generally reduces
the velocity of the car when negotiating corners.
Collocation Method
Despite the convexity property of (7.42), the vehicle model still contains difficult nonlinear-
ities, particularly in the constraints of the friction forces, which complicates the analytical
establishment of the optimality conditions for the continuous problem. Consequently, to
facilitate the resolution of this problem, we adopted a direct optimization approach, also
known as the collocation formulation [284, 291]. The main idea is to discretize the
path coordinate into a grid with N + 1 points: s0 < s1 < ... < sN ; the value of the
variable a at the grid points will be referred as a(sk) = ak, k = 0, . . . , N ; this notation is
also extended to the remaining variables in the problem, i.e., Fkr , bk,mk, rk2, rk1, bk, b
k
, γkp .
The discretization of the integral and the (single) differential equation will be performed
using the well-known trapezoidal method. As a result, the relation dx(s)ds = f(x(s)) is
approximated with
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(a) (b) s = 0m
(c) s = 50m (d) s = 75m
(e)
Figure 7.7: Maximum operation envelope of the vehicle when negotiating a 180o corner (µmax =
1.0).
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(Fkr )TWFkr + (Fk+1r )TWFk+1r
))
s.t. mkak + rk2b
k + r1 = Fkr
bk+1 = bk + ∆sk(ak+1 + ak), b0 = s˙20, b
k > 0
Fkr ∈ Ff , eT1 Fkr ≤ nTF
eT1 Fkr ≤ γkp (bk − bk) + nTF , k = 0, 1, . . . , N − 1
(7.44)
To avoid overloading the notation in the above problem, we opted to omit the explicit
definition of Ff . Nonetheless, the discrete implementation of Fkr ∈ Ff is not problematic,
and, as a matter of fact, it only requires an addition equality and 4 second-order cone
constraints (see (7.21)). As for the numerical solution of the optimization problem, it is
worth pointing out that (7.44) adheres to the disciplined convex rules, a concept introduced
in [292] to facilitate the resolution of convex optimization problems. Consequently, the
above problem can be coded in the CVX environment [293] and efficiently solved with the
help of the SDPT3 numerical solver [294]. Finally, after extracting the numerical solution,
the time-domain variables can then be recuperated using the relation (7.32); variables of
particular interest are the feedforward term Fr(t), the reference trajectory pr(t) and the
speed profile vr(t).
7.4.2 Speed Controller
Due to disturbances and modelling errors, the feedforward force term Fr(t) is generally
not sufficient to ensure the tracking of pr. One possible way to robustly control the motion
controller is to incorporate feedback loops that can track the speed profile vr(t) and the
reference trajectory pr(t) obtained during the optimization process. In fact, the direct
control of the vehicle speed v is a very appealing prospect, and it is already performed
in today’s cars, e.g., vx is controlled by cruise control systems [187], while the yaw-rate
(ψ˙) and the lateral speed (vy) are normally controlled (or, at least, stabilized) during
emergency situations [40]. So, from this perspective, it seems reasonable to keep this
speed-control layer in the motion control of the vehicle.
In order to construct the speed loop, it is convenient to represent the vehicle dynamics
in the local coordinates fixed with the CoG, i.e., xy frame. Toward that goal, the vehicle





= F −R(.) +D (7.45)
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Replacing this term in (7.45), we get the vehicle dynamics, expressed in the local coordi-
nates,
M (g(v) + v˙) = F −R(v) +D (7.47)
which uses the resistance force model R(v), parameterized with the vehicle velocity
(see (7.84)). Following the procedure initiated in the previous section, the speed con-
troller design will be performed under the assumption that forces and moments of the
CoG, F , can be regarded as the virtual control inputs. Accordingly, the control goal is
to design a law for F that will make the vehicle velocity v follow the speed profile vr,
in spite of the disturbance D. For the undisturbed case(D ≡ 0), the control task can be
accomplished by using the feedforward term Fr; this is,
M (g(vr) + v˙r) = Fr −R(vr) (7.48)
Since, in practice, the vehicle is subject to modelling errors and disturbance, it is inevitable
the appearance of non-zero tracking errors ev = v − vr. These errors have the following
dynamics:
Me˙v = F − Fr + M (g(vr)− g(v)) +R(vr)−R(v) +D (7.49)
Spurred by the input-output linearization technique [96], the most relevant nonlinearities
in the above model can be cancelled by selecting the CoG force as:
F = M∆a︸ ︷︷ ︸
∆F
+Fr −M (g(vr)− g(v))−R(vr) +R(v) (7.50)
where ∆a ∈ R3 represents acceleration increments (a new virtual control) that will be
directly manipulated by the controller. This cancellation brings considerable simplification
to the error model:
e˙v = ∆a+Da (7.51)
where Da = M−1D ∈ R3 is the equivalent accelerations due to D. Note that, albeit (7.50)
assumes exact knowledge of some model parameters (e.g., M), in practice the influence of
these parametric errors can be effortlessly embedded in Da. To facilitate the design of the
controller, it is convenient to represent the above MIMO (multiple input, multiple output)
system as a set of 3 SISOs (single input, single output):
e˙vj = ∆aj +Daj (7.52)
where j ∈ J = {x, y, ψ} represents the sub-index associated with each one of the degrees of
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freedom in the vehicle’s local coordinate system. The main challenge in the design of the
speed controller lies in the effective attenuation of Daj . To cope with this difficulty, we will
explore here a sliding-mode formulation, endowed with conditional integrators [165, 171]
(which was already introduced in Chapter 4 for the design of the wheel-slip controller).
The proposed control law is given by:






σj = evj + kηjηj (7.53b)





, j ∈ J (7.53c)
where kaj , kηj , εj are the controller’s parameters, ηj the value of the (conditional) integra-
tor, σj the sliding variable and sat(w) = sgn(w) min(1, |w|) the saturation function. The
properties of the resulting closed loop system are as follows:
Proposition 7.1. Consider the system (7.52), controlled by (7.53). It holds that:
1. if |ηj(0)| ≤ εjkηj , then |ηj(t)| ≤
εj
kηj
, for t ≥ 0
2. for an arbitrary bounded disturbance Daj ≤ Daj, and assuming
kaj > Daj + 2kηjεj , j ∈ J (7.54)
then system state will reach in finite time the set:
Ξj = {|evj | ≤ 2εj , |σj | ≤ εj
kηj
} ⊂ R2, j ∈ J (7.55)
3. in addition, if i) the disturbance is Lipchitz in the domain Ξj, i.e.,
|Daj(ea)−Daj(eb)| ≤ Lj |ea − eb|, ∀ea, eb ∈ {|x| ≤ 2εj}
where Lj is the Lipchitz constant, j ∈ J; and ii) the controller’s parameters fulfil:
kηj > 0, 0 < εj <
4kηjkaj
4kηjLj + (Ljkηj + 1)2
(7.56)
then, the tracking error, besides reaching Ξj, will asymptotically converge to zero,
i.e., evj → 0.
Proof. the above result is demonstrated in Appendix 7.9 (which is reformulated with a
friendlier notation, without the sub-indexes j).
In summary, the results presented in the above proposition showed that for (gen-
eral) bounded disturbances the absolute value of the tracking error evj will ultimately be
bounded by 2εj . Asymptotic convergence to zero can be ensured for the (particular) case
where Daj is locally Lipchitz. Regarding the tuning of the controller’s parameters, it
is instructive to start analysing the controller when it operates in the linear range. In
particular, for |σj | ≤ εj one can find that the saturation functions in (7.53) become linear,
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η˙j = evj , |evj + kηjηj | ≤ εj (7.58)
Thus, the proposed controller operates as a simple proportional+integral controller when
the sliding variable is small. In light of this interpretation, we can now appreciate the
practical benefits of the first claim in the Proposition 7.1: the bound |ηj(t)| ≤ εjkηj endows
the controller with anti-windup mechanisms to cope with the saturation of the integral
action. Moreover, within the controller’s linear operation, the closed-loop dynamics can






























= 0, j ∈ J (7.60)
where ωnj , ζj are the natural frequency and damping, respectively, of the (undisturbed)
closed loop dynamics. This means that the designer can also employ pole-placement
techniques to guide the selection of the parameters kaj , kηj , εj . For instance, assuming
a given specification for the controller’s transient response, through the variables ζj , ωnj ,







= 2ζjωnj , j ∈ J (7.61)
while the bounds (7.54),(7.56) ensure the controller’s robust operation.
7.4.3 Position Controller
The use of the speed loop, although improving the robustness of the feedforward controller,
is, in general, not enough to cope with all the disturbances and model mismatches. For
example, the speed loop is not able to attenuate a simple initial error in the vehicle
position, p(0) 6= pr(0) (the difference in initial conditions will impose an offset in the
vehicle motion). In order to overcome these difficulties, we will add a second feedback
loop, based on the vehicle position and orientation, which is connected in cascade with
the speed controller, presented above (see Figure 7.3). The goal of the position loop is
to make p(t) follow pr(t) as fast as possible, using, for that purpose, speed increments.
As the vehicle speed is being regulated in a lower level, the design of the position loop
can be carried out in a kinematic setting, i.e., employing the speeds as pseudo-controls.
Accordingly, using the vehicle kinematic model (7.4) and the position error ep = p− pr,
the error dynamic is defined as:
e˙p = T(p)v −T(pr)vr +Dv (7.62)
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where Dv ∈ R3 represents speed disturbances. Given that the change of variable T(p) is
invertible, one possible way to simplify the error dynamics is to apply, again, the input-
output linearization technique. With this goal in mind, the nonlinearities in (7.62) can be
cancelled by imposing
v = T−1(p) (T(pr)vr + ∆ν) (7.63)
where ∆ν ∈ R3 is a speed increment. This change of variable yields the following simplified
error dynamics:
e˙p = ∆ν +Dv (7.64)
which can also be represented through a set of three SISO systems:
e˙pk = ∆νk +Dvk (7.65)
where k ∈ K = {X,Y, ψ} represents the three degrees of freedom of the vehicle in the
2D plane. Given the similarities between the above model and (7.51), we will apply the
same sliding mode control with the conditional integrators technique to stabilize the error
dynamics, that is:






σk = evj + kηkηk (7.66b)





, k ∈ K (7.66c)
where σk, ηk are the sliding variable and integral error (for the position) and kvk, kηk, εk the
controller’s parameters. The closed-loop properties of the position controller are equivalent
to the ones established in Proposition 7.1; the only difference lies, obviously, on the bounds
of the disturbances (e.g., we regard Dvk, instead of Daj) and in the sub-indices (k ∈ K
instead of j ∈ J).
As for the tuning of the controller, we may, again, follow the same general guidelines
established in the previous sub-section. It is only necessary to take into account that,
as the position loop will be placed in cascade configuration, its bandwidth should be
considerably lower than the speed loop (this way, the position loop tuning may safely
neglect the error dynamics of the lower-level controllers).
7.5 Force Allocation
After the motion controller specifies the value of forces/moments to be applied to the
vehicle’s CoG, F∗ = Fr + M∆a, it becomes necessary to allocate the value of wheel
torques Ti and steer angles δi capable of producing F∗. In this work, the allocation will be
performed through the force allocation layer depicted in Figure 7.3. Given the high level
of redundancy in the vehicle, the allocation solution is, in general, not unique, which opens
the door to pursue secondary goals, such as the minimization of the energy consumption
of the actuators and/or friction utilization of tyres. In the literature, this type of problem
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is known as control allocation (see Chapter 2) and can be mathematically formulated as:
min
Ti,δi,Fxy ,FLi,FCi,Fz ,ωi
L(.) + ‖Qz‖pp (7.67a)





















Fz > 0 (7.67f)
Ti = riFLi, i ∈ T (7.67g)
T ≤ Ti ≤ T , Tiωi ≤ P , −δ ≤ δi ≤ δ, i ∈ T (7.67h)
The function L(.) is a performance metric associated with the secondary goals of the
allocation (to be defined shortly), z ∈ R3 a slack variable to tolerate situations where non-
feasible F∗ are requested, p ∈ {1, 2} the type of norm, and Q = diag([Qx Qy Qz]) ∈
R3×3 a diagonal matrix, which assigns individual penalizations to allocation errors. The
problem constraints are related to the friction force mechanism and limitations of the
actuators, already introduced in Section 7.2; the main points that deserve attention are
related to the fact that: i) the vehicle speed v is considered here as a known parameter in
the optimization problem, and ii) the vertical forces Fz are constrained to positive values
(in order to avoid the wheel lift). Moreover, to keep the allocation problem practical, we
assumed steady-state conditions for the wheel rotational dynamics. This means that the
torque and the longitudinal tyre force are related by the static map (7.67g), while the
wheel rotational ωi is used as an additional optimization variable (that affects directly the
wheel longitudinal slip and the friction force).
Due to the nonlinearities in (7.67), obtaining a numerical solution for this problem
is difficult, particularly for real-time applications. In the control allocation literature
dedicated to the automotive applications, there are two main approaches to overcome
this issue. The first idea is to linearize the friction model around the vehicle’s current
operating point. For instance, by joining all the friction-related constraints of (7.67), one
may find a compact nonlinear map between F∗, the vehicle speed (v) and the control
inputs u = [Ti, δi, ...], that is F∗ = f(v,u). Linearizing the model around (veq,ueq),





we can approximate the nonlinear friction model by an affine relation, and use the in-
crement ∆u as the new control input; the final control value is then recuperated as
u = ueq + ∆u, where ueq is the nominal operation point of the controller (obtained,
for example, in the previous control iteration), and veq is the current vehicle speed. With
this approach, the nonlinear constraints are relaxed to linear relations, which enables
the application of practical linear programming or quadratic programming solvers for the
problem (assuming that the cost function is linear or quadratic, respectively), as discussed
in [75, 86, 295].
The second possibility to solve (7.67) builds on the idea of exerting a direct control over
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the xy forces of tyres, i.e., Fxy is considered as a second virtual control. This approach
is very attractive for vehicles with independent wheel steer and independent wheel drive
(e.g., with in-wheel motors), since, in theory, each tyre can generate force in an arbitrary
direction. Additionally, the use of Fxy as a virtual control enables us to decompose the
allocation problem in two steps. The first determines the xy force distribution among the
tyres in order to fulfil the force/moment requested to the CoG,
min
z,Fxy ,Fz
L(.) + ‖Qz‖pp (7.69a)
F∗ = BFxy + z (7.69b)























, ∀i ∈ T (7.69f)
where the friction circle constraints were extracted from (7.21), and the torque and power
limits of the motors were approximated through the relation (7.23) (the steering angle
constraints were neglected). Notice that the above constraints are convex: (7.69c) can
be posed as a second-order cone, while the remaining is linear. Consequently, if the
performance metric L(.) is convex, the resulting optimization problem is also convex [112],
which brings undeniable theoretical advantages in comparison to (7.67) (e.g., any local
solution is also global). After solving the above problem, the second step in the allocation
process relies on inversion of the tyre forces, i.e., using the Fxy obtained from (7.69), and
the vehicle state v, find the torque (Ti) and steer (δi) that produces the necessary tyre
forces. As shown in Appendix 7.10, for the slip-based friction model under consideration
here, such inversion is possible and its calculations are not too difficult. Different variants
of this approach have been reported in the literature [129, 280, 296, 297].
In comparison with the linearization approach, the main advantage of using Fxy as a
second virtual control is the possibility to fully handle the nonlinearities in the friction
model. On the other hand, the formulation (7.69) makes more difficult to translate the
physical actuator limits (torque and steer) to the xy force components, which generally
makes inevitable the approximation of the actuator’s constraints (as explained in (7.24)
). Interestingly, the introduction of the physical actuator’s limits is not an issue for the
linearization approach, and can easily be incorporated in the allocation problem. In sum-
mary, the designer has two practical routes to formulate the force-allocation problem: i)
linearize the friction model, and use the true physical limits of the actuators [75, 86, 295];
or ii) employ the full nonlinear friction model, and approximate the physical actuator
limits [129, 280, 296, 297]. In this work we will follow the second approach, and concen-
trate our attention on the application of fast numerical techniques to handle the control-
allocation problem, and which can be used in real-time applications.
7.5.1 Performance Metric and Control Allocation Problem
Due to the high degree of actuation in the vehicle, there are many possibilities to allocate
the forces between the tyres. To explore this actuation redundancy, we will consider, as a
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where R∗(Fz) is a diagonal matrix, which assigns the weight 1µmaxFzi to the x and y forces
of the tyre i ∈ T. The idea behind the performance metric L is to assign to each
tyre a penalization inversely proportional to the vertical force that each wheel support.
Consequently, the tyres with higher vertical forces, thus capable of delivering higher force,
will have lower penalization, while the lighter tyres will be incited to produce less force.
Since this allocation policy discourages the full use of friction forces, it can also be viewed,
to some extent, as maximization of a safety margin in the force allocation. In order
to facilitate the practical use of this cost function, it will be further assumed that the



























Notice that, for the cases where non-feasible forces are requested, the variable z may not
comply with the assumption of small allocation errors. Notwithstanding, to handle such
cases, we may saturate the calculation of the vertical forces used in the previous relation,
avoiding, this way, negative or excessive vertical loads that appear when dealing with
unfeasible forces. Albeit this approach will introduce errors, the resulting weight matrix
is still in line with our original goal of assigning higher penalization to the tyres that
will have (presumably) lower vertical loads. With this approximation, the Fz dependence
can be dropped in the cost function, L ≈ ‖R(F∗)Fxy‖2; the final control allocation then
follows from joining (7.69),(7.70),(7.71), i.e.,
min
z,Fxy ,Fz
‖R(F∗)Fxy‖2 + ‖Qz‖2 (7.72)
s.t. (7.69b)− (7.69f)
which makes use of p = 2 for the norm calculation. Notice that F∗ is a parameter in the
control allocator; thus, for each control update, the weight matrix R(F∗) is constant, and
the cost function quadratic. The main difficulty for the numerical solution of the above
problem lies in the second-order cone constraints(7.69c), which although being convex, are
not in a suitable format to be handled by real-time QP solvers, like the CVXGEN [293]. In
the next sub-section, we will discuss two practical algorithms to transform the allocation
problem into a QP.
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7.5.2 Algorithm 1: Fix Tyre’s Force Angles and Then Optimize
The first algorithm that we will develop is inspired by the cascading generalized inverse
(CGI) method, a widely used allocation strategy in aeronautical applications [106, 108].
Our idea builds on the following reasoning: i) first, we will determine a suitable direction
for the Fxi and Fyi forces of each tyre; ii) then, the force’s direction is kept fixed, and the
magnitude of the tyre’s force is recalculated in an effort to fulfil the problem constraints.
As we will see shortly, by fixing the force’s angles, the second-order cone constraints
associated with the friction circle can be transformed into linear inequalities, which are
easier to treat numerically. This algorithm is implemented as follows:
STEP 1: to start with, let’s consider that the power, torque and friction constraints
are not active, and that F∗ is feasible, so z = 0. Under these assumptions, the control




‖R(F∗)Fxy‖2, s.t. F∗ = BFxy (7.73)
By constructing the Lagrangian function for the above problem, L(Fxy, λ) = ‖R(F∗)Fxy‖2+
λ (BFxy −F∗), and applying the first-order optimality conditions (∂L/∂Fxy = 0, ∂L/∂λ =






which is known in the control-allocation literature as the weighted pseudo-inverse solution.
To simplify the notation, we omitted the dependence of F∗ in the weight matrix R.
STEP 2: it is obvious that the assumptions made in step 1 do not always hold, and,
in practice, the vehicle may have to operate in the boundaries of the friction/power/torque
limits. Consequently, the solution (7.74) may violate some of the constraints in the prob-
lem, and it becomes necessary to rearrange the allocation solution to comply with the
constraints. Before explaining how this issue was handled, it is helpful to express the











, i ∈ T (7.75)
where ρi is the force magnitude of the tyre i ∈ T and θi its angle. Applying the polar
representation to all the tyre’s forces Fxy we obtain:
Fxy =

cos(θ1l) 0 0 0
sin(θ1l) 0 0 0
0 cos(θ1r) 0 0
0 sin(θ1r) 0 0
0 0 cos(θ2l) 0
0 0 sin(θ2l) 0
0 0 0 cos(θ2r)
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where θ = [θ1l θ1r θ2l θ2r] and ρ ∈ R4+. Now, notice that, if the angles of the tyre’s forces
θ are fixed then there is a linear relation between the force’s magnitude ρ and the Fxy;
more importantly, the second-order cone constraints associated with the friction’s limits
‖ [Fxi Fyi]T ‖2 ≤ µmaxFzi become simple linear inequalities, i.e., ρi ≤ µmaxFzi. Spurred
by these observations, our approach to handle the problem’s constraints will consider fixed
tyre’s forces angles,
H = H∗(θ0), (7.77)
where θ0 are the angles obtained from the weighted pseudo-inverse (7.74). The force mag-
nitude ρ will then be redistributed to comply with the friction/power/torque constraints.




‖RHρ‖2 + ‖Qz‖2 (7.78a)
F∗ = BHρ+ z (7.78b)






















, ∀i ∈ T (7.78e)
It is worth pointing out that all the constraints in the above problem are linear, and the
cost function is quadratic4; so, we are now in conditions to handle the allocation problem
with fast QP solvers. The final allocation solution is then obtained by Fxy = Hρ.
In what follows, the above algorithm will be referred to as PINV+QP.
7.5.3 Algorithm 2: Linear Approximation of the Friction Circle
The second algorithm that we will employ to transform (7.72) into a QP is based on the
linearization of the friction circle constraint. In particular, the main idea is to approximate
the circle constraint: ∥∥∥∥ [FxiFyi
] ∥∥∥∥
2
≤ µmaxFzi, i ∈ T (7.79)






≤ DµmaxFzi, i ∈ T (7.80)
where C ∈ RN×2, D ∈ RN are matrices that characterize the half-spaces; the definition
of these matrices is present in Appendix 7.11. From a qualitative perspective, one can
find that, as we increase the number of half-spaces N , the friction circle constraint can be
approximated with a rather high accuracy (see, e.g., Figure 7.8 for N = 12). However, for
the real-time implementation of the allocator, N cannot be too large, as the total number
of linear inequalities associated with the friction constraints, taking into account all the
tyres, is 4N . Hence, in practice, we may need to find a trade-off value for N , capable of
providing a reasonable accuracy in the friction circle approximation, but, simultaneously,
4notice that the cost function can be rewritten as
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Figure 7.8: Linear approximation of the friction circle constraints.
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without compromising too much the computational time of the numerical solver (which
may be affected by the number of constraints).
Based on the approximation (7.80), the allocation problem can be posed as:
min
z,Fxy ,Fz
‖RFxy‖2 + ‖Qz‖2 (7.81a)
F∗ = BFxy + z (7.81b)























, ∀i ∈ T (7.81f)
Since all the constraints are linear, and the cost function is quadratic 5 , the above problem
can be tackled by QP solvers. In comparison with the Algorithm 1, the linear approx-
imation requires a higher number of inequalities and optimization variables, which has
an important impact on the computational time of the solver. On the other hand, the
linear approximation has more freedom to select the tyre’s forces orientation (recall that
in Algorithm 1 the orientation is fixed by the weighted pseudo-inverse), which may be
beneficial in situations where non-feasible forces are requested. These properties will be
further investigated in the next section, where a detailed comparison between the two
algorithms is provided.
It is also worth pointing out that, in the context of the control allocation of forces,
the linear approximation of the friction circle was an idea initially developed by [280].
However, this previous work failed to take into account the important influence of the
longitudinal and lateral acceleration in the friction circle’s radius, i.e., (7.81d), as well
as additional power and torque constraints introduced by the in-wheel motors, which are
addressed here. Furthermore, we will also investigate how the algorithm performs for
different values of N , which is important for the real-time implementation.
In the remainder of this work, the allocator (7.81) will be named as QP(N), where N
refers to the number of linear inequalities employed in the approximations.
7.5.4 Comparison between Allocation Algorithms
To investigate the performance of the two allocation algorithms described above, we will
now perform a series of simulation tests. The goal is to evaluate the allocation results dur-
ing the path following of the Norising track (with 2.2 km of length). The reference force
F∗ and the vehicle speed profile v were generated through the feedforward controller, de-
scribed in Section 7.4.1, without activating the feedback speed and position loops. Since,
for now, our concern is merely focused on the allocation problem, this idealized setting
(i.e., working under the assumption of a perfect vehicle model, without disturbances) con-
stitutes a pragmatic way of gaining insight on the merits and drawbacks of the allocation
algorithms. Regarding the numerical solver to handle the QP numerical problems, we
employed the CVXGEN, a code-generator tool for embedded linear-programming (LP)
and QP optimization (see [298] for additional details). We also reduced the number of
decision variables in both optimization problems, by eliminating the equality constraints
5notice that the cost function can be rewritten as
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Figure 7.9: Reference values of F∗ employed in the evaluation of the control allocation algorithms.
associated with the z and Fz variables (e.g., the (7.81b) was dropped, and the term ‖Qz‖2
replaced by ‖Q (BFxy −F∗) ‖2 ).
For the performance evaluation of the allocation algorithms, three test cases were
considered (see Figure 7.9):
• Normal driving: F∗ = Fr, obtained with  = 0.8
• Limit driving: F∗ = Fr, obtained with  = 1.0
• Unfeasible driving: F∗ = 1.5Fr, obtained with  = 1.0
The normal driving scenario corresponds to the situation where the vehicle is driven around
the track with moderate levels of acceleration. The second case, limit driving, is related
to the minimum-time path following, where the vehicle operates very close to the friction
and power boundaries; the aim of this test is to assess if the control allocator is able to
reach the maximum operation envelope of the vehicle. In the last scenario, the allocator is
asked to produce unfeasible forces, beyond the friction adhesion limits, which is the most
challenging task.













































































































































































(f) max. errors in Mz
Figure 7.10: Evaluation of the force errors produced by the allocation algorithms.
For each one of these test cases, we will assess three types of allocators: i) PINV+QP,
ii) Q(N=6), and iii) Q(N=12). The latter two were included with the aim of investigating
how the parameter N affects the QP performance. Further, to keep the comparison fair,
all three algorithms share the same weight matrices.
Figure 7.10 depicts the mean and maximum allocation errors of the algorithms along
the test cases under study. These results show that, for normal driving scenarios, each
allocator presents a very satisfactory performance, with zero errors. With regard to the
limit driving conditions, one can find that the average performance of all the allocators
is also acceptable, with average errors inferior to 2%. However, the maximum allocation
errors for the PINV+QP and QP(N=6) are much higher than the QP(N=12); for example,
the peak error in the generation of Fy is 14% for both QP(N=6) and PINV+QP, while
the QP(N=12) shows only 4%. These results suggests that the full potential of the vehicle
may not be reached with the pseudo-inverse allocation and the QP(N=6) strategies; the
QP(N=12) method will also be unable to reach the maximum operation envelope, but
will be very close. Finally, during the unfeasible driving conditions, the performance of
all the allocation algorithms suffers a significant degradation, which was expected given
the non-feasible requests. Nonetheless, it can be observed that the QP(N=12) allocation
strategy copes better with the infeasibility than the other methods, particularly in the
tracking of Fy and Mz. On average, the QP(N=12) features tracking errors of 6% in Fy
and 1.8% in Mz, which contrasts with 8% and 11.8% generated by the PINV+QP, and
7% and 2.1% for the QP(N=6).
From these results, it becomes clear that the QP(N=12) is the allocation strategy with
better performance. The only drawback of this strategy is related to the increase of the
computational time; while the difference to the QP(N=6) is not very high (on average,
QP(N=12) requires 30% more computation time), the QP(N=12) is 2-2.5 times slower than
the pseudo-inverse, as shown in Figure 7.11. Notwithstanding, the total computational












































max (CPU Time) PINV+QP
QP(N=6)
QP(N=12)
(b) max. CPU time
Figure 7.11: Computational time for the control allocation algorithms.
time of the QP(N=12) is, on average, less than 1ms, which is still acceptable for real-time
implementation in a vehicle, where the update rates of the vehicle’s motion controller are
normally lower than 100Hz (10ms).
In light of the performance superiority offered by the QP(N=12), we will use this
allocation strategy in the remainder of this chapter.
7.5.5 Tyre Force Inversion
After determining the desired x and y forces of each tyre, it is necessary to calculate the
corresponding torque Ti and steer angle δi, capable of delivering the requested forces. As
explained in Appendix 7.10, this transformation can be performed using the tyre inverse
model. However, since, in practice, the tyre model is subject to uncertainty, the tyre
inversion will not be ”perfect” and, as a result, allocation errors will emerge. In any case,
such approximation errors can be embedded in the disturbance term (D), and mitigated
by the robust feedback loops discussed in the previous section.
7.6 Simulations
In order to evaluate the performance of the controller proposed in the previous sections, a
series of tests were carried out with the help of a high-fidelity simulator, the CarSim [146].
Since the CarSim contemplates dynamics neglected at the controller’s design stage, e.g.,
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(a) approach with βr = 0
(b) approach with βr 6= 0
Figure 7.12: Path following of a 180o corner; the dashed white lines (centre of the road) represent
the reference path that the vehicle should follow.
nonlinear suspensions dynamics, compliance effects, roll and pitch motions, etc., this sim-
ulation setting will enable us to evaluate the robustness of the controller against some of
these disturbances. The vehicle used in the simulations is based on a B-Class sports car,
available in the default library of the CarSim, with the parameters shown in Appendix 7.12.
For our purposes here, it is assumed that the reference path is pre-specified before the start
of the simulation; based on this information, the convex optimal problem (7.42) is then
solved (off-line) with the help of SDPT3 [294], generating the feedforward components Fr,
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vr, pr. It is the responsibility of the speed and position feedback loops, together with
the control-allocation layer, to impose (on-line) in the vehicle this pre-specified motion.
Unless otherwise stated, the default settings employed in the simulation are:
• βr(s) = 0: zero side-slip reference;
• µmax = 1: dry asphalt;
•  = 1: minimum-time goal
• W = diag{1, 1, 1}: equal penalization for all the forces
It is also important to mention that the friction peak estimation considered by the con-
troller is 20% less than the true value, i.e., µˆmax = 0.8. The use of an underestimated µmax
is imperative to preserve control authority when the vehicle’s model is subject to uncer-
tainty and disturbances (notice that, if we employ µˆmax = µmax within the minimum-time
goal, then the friction forces will operate close to saturation, and the controller may not
have enough margin to deal with unexpected disturbances). Furthermore, with the aim
of making the simulation setting more realistic, we added Gaussian noise to the feedback
measurements, with variance of (0.14 m/s, 0.14 m/s, 0.0052 rad/s)2 for the velocities
vx, vy, ψ˙, and (0.1 m, 0.1m, 0.009 rad)
2 for the position X,Y, ψ.
7.6.1 Hairpin Corner
To gain some insight on controller performance, we start by considering a 180o corner, also
known as hairpin corner, with the steady-state radius of 30m. The initial vehicle speed
was set at 90 km/h, and the sampling rate employed in the discretization was ∆s = 5m.
Normal approach (βr = 0)
As illustrated in Figure 7.12(a) and 7.13(a), the vehicle follows with a reasonable accuracy
the pre-specified path: the absolute tracking errors are inferior to 0.5m in the X and
Y components, while the heading errors do not exceed 0.4o. Inspecting the CoG forces
and velocities shown in Figure 7.13(b), the manoeuvre can be further decomposed into
three main zones: i) during pre-corner conditions, the controller applies high braking in
a straight line (s ∈ [45, 75]m), in order to prepare the vehicle speed to the conditions
that will be found in the corner ahead; ii) during corner conditions s ∈ [75, 200]m, there
is a smooth exchange between the longitudinal and lateral forces (Fx, Fy), which is a
consequence of the friction circle limits; and iii) from s ≥ 200m the controller applies
maximum acceleration, constrained by limited power of IWMs. From these data, it is
also worth pointing out that the feedforward (FF) components, generated by the optimal
formulation (dashed lines), are close to the values produced by the feedback (FB+FF),
particularly the speeds and forces Fx and Fy. The main difference between the FF and
the FF+FB is present in the yaw-moment of the vehicle (Mz), which suggests that the
reduced model employed in the optimal problem is less accurate for the yaw-rate dynamics.
Nonetheless, the simulation results also demonstrate that the feedback controller is able
to compensate for these model mismatches.
To assist in the analysis of the torque allocation results produced by the controller,
it is convenient to introduce three auxiliary variables, i.e., the allocation ratios between
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(a) Position and orientation errors

































































(b) Motion Control (solid line = feedforward reference; dashed line =
feedforward + feedback)
































































Figure 7.13: Simulation results for negotiating a 180o corner in minimum-time (zero side-slip,
βr = 0).
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front/rear axles (γ0) and left/right wheels (γ1, γ2). These variables are defined as:
T = T1l + T1r + T2l + T2r (7.82)
T1l = Tγ0 (1− γ1) T1r = uTγ0γ1 (7.83)
T2l = T (1− γ0) (1− γ2) T2r = uT (1− γ0) γ2
where
• γ0 is the front/rear allocation ratio (γ0 = 1 means all the torque is applied to the
front axle)
• γ1 is the left/right allocation ratio of the front axle (γ1 = 1 means all the front axle
torque is on the right wheel)
• γ2 is the left/right allocation ratio of the rear axle
• T is the total torque
Notice that, in conventional vehicles, the ratio γ0 is a well-known quantity for distributing
the braking force among the front/rear axles [3]; so, it seems pertinent to extend this
concept to the torque split between the left/right wheels. Analysing the torque ratios
throughout the hairpin corner, illustrated in Figure 7.13(c), reveals a fairly intuitive result:
during the strong braking phase, s ∈ [45, 85]m, the controller applies a higher braking
torque to the front axle, while the opposite is verified in the accelerating phase, i.e., rear
wheels receive higher torques in the region s ∈ [167, 200]m. Similarly, we can also verify
that, during cornering conditions, the left/right allocation ratios are higher than 0.5,
which implies that the outer wheels (the right wheels in this particular example) receive
a greater torque magnitude than the inner wheels, i.e., |T1r| ≥ |T1l|,|T2r| ≥ |T2l|. In light
of the well-known load movement between the front-rear axle and left-right wheels that
the vehicle experiences when subjected to longitudinal and lateral accelerations, these
allocation results seem very reasonable. Notice that, in order to keep the friction use at
acceptable levels (which was one of the goals established in the control allocation layer),
the controller is applying higher torque levels to the wheels with greater vertical loads.
With regard to the steer allocation, depicted in Figure 7.13(c), there are two notewor-
thy facts. First, the differences between left and right steering are very little. Second,
during cornering conditions, the rear steer is driven in the opposite direction from that of
the front. As we will show in later simulations, this difference in steer directions ends up
inducing an additional yaw-moment in the vehicle, which is important to negotiate tight
corners such as the one under study here.
Sliding approach βr 6= 0
For the second test, we considered the same conditions as the previous one, but with an
important exception: a significant side-slip reference (see Figure 7.15) is imposed on the
controller, so that the vehicle slides throughout the corner. The goal of this test is to
demonstrate that the path following controller can emulate advanced driving techniques
that, generally, are only mastered by professional drivers. The results depicted in Fig-
ure 7.12(b) and 7.14 show that the controller, despite the high-beta range, is able to keep
low position errors. In addition, we can also verify that, in order to keep the vehicle
drifting in minimum time, the longitudinal force Fx and the yaw-moment Mz applied to
the vehicle are much higher than is the case with βr = 0 (see Figure 7.14(b)). To some
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(a) Position and orientation errors














































































(b) Motion Control (solid line = feedforward reference; dashed line =
feedforward + feedback; dotted =feedforward when βr = 0 )















































































Figure 7.14: Simulation results for negotiating a 180o corner in minimum-time (non-zero side-slip,
βr 6= 0
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Figure 7.15: Side-slip reference (βr) employed in the sliding test.





























Figure 7.16: Influence of the trade-off parameter  in the vehicle performance and energy con-
sumption, during the hairpin corner. To facilitate the analysis, the time and energy were normal-
ized, using as reference the solution obtained with  = 1 (i.e., min-time solution).
extent, the imposition of these extreme forces and yaw-moments is greatly facilitated by
the presence of the four-wheel steer and the four-in-wheel motors in the vehicle. In par-
ticular, inspecting the allocation results present in Figure 7.14(c), it can be found that
the front and rear steers, besides a very significant magnitude (when compared with the
situation βr = 0), point in the opposite direction of the corner, which is instrumental in
keeping the vehicle sliding throughout the hairpin corner.
Performance vs Energy Consumption
Another interesting feature of the path following controller is its ability to trade off perfor-
mance and energy consumption. To illustrate this feature we have evaluated the hairpin
corner for various trade-off factors , as shown in Figure 7.16. The results illustrate a clear
trend: as we approach the min-time solution, the energy consumption rises significantly,
which is in accordance with our engineer intuition. However, if the user is willing to
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Figure 7.17: Influence of the µmax in the normalized manoeuvre time (a) and speed and forces
(b).
perform the path in non-minimum time, the energy gains can be quite significant. For ex-
ample: i) a 20% increase in the manoeuvre time will decrease the consumption by almost
70%; ii) doubling the journey time decreases the energy consumption by 10 times.
µmax influence
If the information about the tyre-road conditions are available, the path following con-
troller can also adapt the vehicle motion accordingly, particularly the feedforward compo-
nent. For example, Figure 7.17(a) shows the sensitivity of the manoeuvre time to different
values of µmax. These results suggests an almost linear relation between the µmax and
the manoeuvre time, e.g. on wet road (µmax = 0.6) the manoeuvre time will increase
24%, while for snow conditions (µmax=0.3), the time increase reaches almost 70%. Fur-
thermore, analysing the speeds and forces produced by the feedforward component (see
Figure 7.17(b)), it is interesting to note that as µmax is reduced, the vehicle brakes earlier,
and the approach to the corner is much more careful.
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Figure 7.18: Influence of the sampling distance in the manoeuvre time (a) and computation time
(b).
Computational Performance
From a practical perspective, the distance between sampling points (∆s) plays a key role
in the solution precision and computation time. To investigate the effect of this parameter
in the solving process, we conducted a set of simulations with different ∆s, as illustrated
in Figure 7.18. From these plots, one can find that, for sampling rates higher that 0.2
samples/metre, the solution precision is quite good and does not change much. As for
the computational performance, it is apparent that the computation time per iteration
rises almost linearly with the increase in the sampling rate. Thus, in light of these results,
we can conclude that 0.2 samples/metre (i.e., ∆s = 5m) represents a good compromise
between solution accuracy and computational time.
7.6.2 Track Evaluation
As a final evaluation test, we consider the path following of a longer course, based on the
2.2km Norising track, which will enable us to evaluate the controller performance with
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Figure 7.19: Track layout employed in the simulations.
different types of corners (see Figure 7.19).
Min-time approach
The results of the minimum-time path following for this track are presented in Figure 7.20.
Broadly speaking, this test confirms the good indicators already observed in the hairpin
corner; in particular, i) the tracking errors are low, with peak position error inferior to
0.5m, ii) the feedforward components generated by the optimal (FF) approach produce a
control action that is very close to the feedback term (particularly in vx and vy), which
demonstrates the usefulness of the FF in achieving high control performances; and iii) the
torque distribution between the four wheels is largely based on the load movement that the
vehicle is subject to, i.e., the wheels with higher vertical load receive more torque, in order
to keep the overall friction use low. Taking into account the control allocation formulation,
which intends to minimize the friction use, the allocation results are in accordance with
our expectations.
The longer course also enables us to extract additional insight into the performance
of the path following controller. For example, it can be observed that the vehicle’s
top speed is approximately 180km, which is limited by the power constraints in the
IWMs. This limitation puts in evidence the importance of including the IWM’s power
constraints in the optimal formulation adopted for the min-time problem. Furthermore,
the steer-allocation results also exhibit an interesting pattern: during fast corners, e.g.,
s ∈ [300, 600]∪ [1600, 1750]m, both front and rear steers point in the same direction, while
for tight-corners, e.g., s ∈ [700, 800] ∪ [1820, 1920]m, the rear steer points in the opposite
direction from the front steer. From a practical perspective, we believe these allocation
results are directly linked with the yaw-rate requested by the controller. To better explain
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Figure 7.20: Simulation results for the track evaluation.
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this claim, notice that during tight corners the vehicle undergoes a significant change of
direction, requiring a large yaw-rate, with peaks of 30-40o/s. Consequently, by steering the
front and rear in opposite directions, the controller can apply a significant yaw-moment
(Mz) and quickly rotate the vehicle to negotiate the slow corner. On the other hand, for
fast corners, the yaw-rate requirements are much lower, and, as a result, there is no need
to apply large yaw-moments, which makes the front/rear steering in the same direction
more suitable.
Finally, it is also worth discussing the results associated with the friction use of the
tyres, which is depicted in Figure 7.20(c). In general terms, it can be verified that, during
cornering conditions, the friction use does not exceed 80−90% of the tyre’s potential (recall
that we left a 20% friction margin to enable the controller to cope with uncertainties).
Conversely, in straight-line operation, there is a marked decrease in the friction use, which
can be attributed to the dominant role of the IWM’s power constraints.
Energy/performance trade-offs
It is also pertinent to evaluate trade-offs between energy and performance metrics along
the track. For example, Figure 7.21 illustrates the speeds and forces obtained with two
different weights:  = 1.0 and  = 0.9. From the results obtained with  = 0.9, we can find
some traces of the ”coasting technique”, i.e., the controller decreases the accelerating force
well in advance of the corners, and takes advantage of the aero and rolling drag to reduce
the vehicle speed. Further, Figure 7.22 illustrates the energy-performance trade-off curve
along the track, which confirms a similar trend to the one discussed in the hairpin-corner,
that is, if the user is willing to sacrifice lap-time, the energy gains can be very significant,
e.g., increasing the journey time by 20% allows energy savings up to 55%.
7.7 Conclusion
In this work, a path following algorithm, suitable for highly redundant vehicles, composed
of 4IWMs and 4WS, was proposed. By combining different tools, such as time-to-space
transformation, convex optimization, robust control methods and control allocation tech-
niques, we were able to decompose the path following problem into several sub-layers.
To start with, we developed a convex formulation for the minimum-time path following
problem for autonomous vehicles. This formulation builds on the idea that the CoG forces
can be regarded as pseudo-inputs, and explores convexification techniques to approximate
the nonlinear power constraints associated with the IWMs. The resulting problem was
then tackled with a direct optimization method, i.e., by discretizing the control and states
variables, the original (continuous) formulation was transformed into a large discrete (but
convex) optimization problem, and then solved by numerical means. The solution of this
problem was employed as a feedforward term by the motion controller. Robustness to
model uncertainties and disturbances were ensured thanks to the inclusion of a cascade
position-speed feedback loop, which relies on sliding-modes technique, endowed with condi-
tional integrators. The final layer in the motion controller is related to the allocation of the
CoG forces between the wheel’s torques and steer, targeting the minimization of the tyre’s
friction use. Toward that goal, two control allocation techniques were investigated. The
first method is based upon the idea that, using the pseudo-inverse solution, the force’s an-
gles can be fixed and then the force magnitude recalculated with the help of fast quadratic
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Figure 7.21: Influence of the trade-off parameter  in the velocity and forces, during the track
simulation.
programming solvers. On the other hand, the second method relies mainly on the lin-
earization of the friction constraints. It was shown that the first method is faster, but less
accurate when unfeasible forces setpoints are requested; the second method copes better
with the unfeasible forces, but requires 2−3 times more computational time. Nonetheless,
given that the absolute computation times of the linearization approach are still accept-
able for real-time purposes (less than 1 ms on average), this method was selected to be
included in the path following controller. Simulation results carried out in the high-fidelity
CarSim simulator demonstrated the effectiveness of the approach, both in normal driving
condition, and in extreme conditions (with high side-slip). Sensitive studies also revealed
the trade-offs between lap-time and energy consumption that the path following controller
can provide.
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Figure 7.22: Influence of the trade-off parameter  in the energy consumption and lap-time,during
during the track simulations.
Future works should address the incorporation of the path following approach with the
path-planning layer. Coupled with this issue, we also aim to apply real-time solvers for
the generation of the feedforward component, and also address the fail-safe operation.
7.8 Appendix: Resistance Forces
This work considers that the main resistance forces that affect the vehicle motion are
the rolling friction and aerodynamic drag; for simplicity, the grade forces were neglected,


















where fr is the rolling resistance coefficient, ρ represents the air density, Aj the vehicle
area in the direction j ∈ {x, y}, and Cj the drag coefficient, which may be dependent on
the vehicle side-slip angle β = atan(vx/vy) [132].
In view of the relation (7.4), the resistance force R can also be rewritten as a function
of the vehicle position p and vehicle speed p˙ (expressed in the XY components). To show
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where e1 = [1 0 0]
T , e2 = [0 1 0]
T . Inserting these relations in the second component


























which leads us to the following compact representation of the resistance forces:
R(p, p˙) = R1 +R2(p, p˙)p˙ (7.88)
7.9 Appendix: Proof of Proposition 7.1
To avoid overloading the notation (particularly the sub-indices), and since the sliding
control law with conditional integrator is employed in more than one control loop, the
demonstration of Proposition 7.1 is carried out with the help of a generalized symbology.
In particular, the single-input single-output dynamic model (7.52) is redefined as
e˙v = w +D (7.89)
where |D| ≤ D is a bounded disturbance, w = ∆a the control input, defined as:
w = −ka sat(σ
ε
) (7.90)
σ = ev + kηη (7.91)
η˙ = −kηη + ε sat(σ
ε
) (7.92)
It can be readily verified that by a suitable introduction of sub-indices, ev can take any of
the speed errors evj , j ∈ J, the control law, w = ∆a one of the control inputs ∆aj , j ∈ J,
etc. (The same idea applies to the remaining variables σ, η, ε, kη, ka,D,D, ...). Based on
this model, we will now demonstrate the three main points of Proposition 7.1.
7.9.1 Part 1
This result was established by [165] and presented here for completeness of the propo-
sition’s proof. Consider the following Lyapunov candidate function: V (η) = 0.5η2. By
calculating its time-derivative:
V˙ = ηη˙ = η
(





= −kηη2 + ε sat(σ
ε
)η (7.94)
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one can find that V˙ < 0 for |η| > ε/kη; thus, the system will be attracted to the set
Ωη = {|η| ≤ ε/kη}. Further, if the initial value of η lies in the Ωη, i.e., η(0) ∈ Ωη, the
above result also implies that η(t) ∈ Ωη, ∀t ≥ 0, which shows the first point of the
proposition.
7.9.2 Part 2
To show the attractiveness to Ξ, we can start by considering the candidate Lyapunov
function V (σ) = 0.5σ2. Expanding the time-derivative of V :
V˙ = σσ˙ = σ (e˙v + kηη˙)
= σ
(
w +D + kη
(


























and limiting our attention to the set Ωσ = {|σ| ≥ ε}, it can be concluded that sat(σε )σ =
|σ|, ∀σ ∈ Ωσ. Thus,
V˙ = −ka|σ|+Dσ − k2ηησ + kηε|σ|, ∀σ ∈ Ωσ (7.97)
≤ −ka|σ|+ |D||σ|+ k2η|η||σ|+ kηε|σ|, ∀σ ∈ Ωσ
Further, taking into account the boundedness of |D| ≤ D and invariance of the set Ωη,
i.e., |η| ≤ ε/kη, the above inequality can be rewritten as:
V˙ ≤ −|σ| (ka −D − 2kηε) , ∀σ ∈ Ωσ
Consequently, by imposing ka ≥ D + 2kηε + c0 (which comes from (7.54)) and a positive
value for c0 (selected by the designer), we obtain
V˙ ≤ −c0|σ|, ∀σ ∈ Ωσ (7.98)
which shows that the system state will be attracted, in finite time, to the inside of {|σ| ≤ ε}.
Next, expanding the definition of σ
|σ| ≤ ε⇔, −ε ≤ ev + kηη ≤ ε⇔
−ε− kη|η| ≤ −ε− kηη ≤ ev ≤ ε− kηη ≤ ε+ kη|η|
−ε− kη|η| ≤ ev ≤ ε+ kη|η|
and exploring the invariance of Ωη, i.e., |η| ≤ ε/kη, we obtain
−2ε ≤ ev ≤ 2ε⇔ {|ev| ≤ 2ε}
which reveals that the attractiveness to {|σ| ≤ ε} also implies the attractiveness to {|ev| ≤
2ε}. This fact, together with the invariance of Ωη, demonstrates the second point of the
Proposition.
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7.9.3 Part 3




σ = ev + kηη (7.100)
η˙ = ev, (7.101)
and has the following equilibrium points:




D(0), σeq = ε
ka
D(0) (7.102)
Notice that, in this formulation, we are assuming that the disturbance is (possibly) de-
pendent on the tracking error. Since our goal is to show that the system converges to
this equilibrium point (with zero tracking error), it is convenient to consider the following
change of variable:
σ˜ = σ − σeq, η˜ = η − ηeq (7.103)




















To show that (σ˜, η˜)→ (0, 0), consider the following Lyapunov candidate function







as well as its time-derivative





σ˜ + (D(σ˜ − kηη˜)−D(0))
)
+ η˜ (σ˜ − kηη˜)
= −ka
ε
σ˜2 − kηη˜2 + η˜σ˜ + σ˜ (D(σ˜ − kηη˜)−D(0)) (7.105)
By upper-bounding the last term,
σ˜ (D(σ˜ − kηη˜)−D(0)) ≤ |σ˜| | (D(σ˜ − kηη˜)−D(0)) |
and noticing that the disturbance D is assumed to be Lipchitz (with constant L) in the
domain under consideration, we have:
|σ˜| | (D(σ˜ − kηη˜)−D(0)) | ≤ |σ˜|L|σ˜ − kηη˜|
≤ |σ˜|L(|σ˜|+ kη|η˜|)
≤ Lσ˜2 + Lkη|η˜||σ˜|
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Inserting this relation in (7.105), the time-derivative of the Lyapunov function can be
upper bounded by













σ˜2 + (1 + Lkη)|η˜||σ˜|








which is negative definite if all the leading principal minors of P are positive, that is:











The second condition is also equivalent to ε < 4kakη/
(




as long as the controller’s parameters fulfil these conditions, the system will converge to
(σ˜, η˜)→ (0, 0). Due to the definition of σ˜ and η˜, one can straightforwardly verify that the
converge of σ˜, η˜ to zero also implies that eeqv = 0. This concludes the demonstration of the
Proposition.
7.10 Appendix: Inversion of the Tyre’s Force Model
The goal of this section is to derive an inverse relation for the tyre’s friction model,
presented in Section 7.2.3. More precisely, the problem we aim to solve is described
as: given a reference force (F ∗x , F ∗y ), determine the value of torque T and steer δ that
will produce the desired reference force. This problem will be tackled with a three-step
approach: i) we will start by calculating the total slip of the tyre (σ); ii) next, the inverse
formula for the longitudinal and lateral theoretical slips will be derived; iii) based on this
information, the torque and steer ultimately will be determined. For reasons that will be
clear later on, it is also helpful to define the modulus of the requested force (F ∗), as well
as its angle (∠F ∗):






Similarly to the previous Appendix, and to keep the notation simple, the variable’s sub-
indices associated with the individual tyres will be omitted, e.g., Ti, δi, with i ∈ T, will
be referred to only as T and δ.
7.10.1 Determination of total slip
To start with, let us consider the modulus of the friction force generated by the tyre
F (σ, Fz) = µmaxFzg(σ) (7.108)
where g(σ) = sin(C atan(Bσ)) was extracted from (7.12) (notice that the inverse model
presented in this section can be straightforwardly extended to other parameterizations).






Figure 7.23: Variables employed in the inversion of the tyre model.




σ : σ = g−1
(




Remark 7.6. in general, Λ can have no solution (Λ = ∅), one solution or more than one
solution. The first case is generally associated with unfeasible force requests, and is the
one that deserves some care. To avoid situations where the model inverse does not have
a solution, the designer must always ensure that the reference force is feasible (e.g., by
imposing appropriate physical constraints in F ∗x , F ∗y ).
7.10.2 Determination of lateral and longitudinal theoretical slips
After establishing the possible values for the total slip, it is necessary to split it between
longitudinal (σL) and lateral (σC) ”theoretical” slips . According to the model discussed




2, σ ∈ Λ (7.110)
and the second is associated with the relation between ∠F ∗ (specified in the xy axis) and
the tyre’s force angle in the LC axis (where the tyre’s force model is described), that is
∠F ∗ = ∠FLC + δ = atan(
FC
FL
) + δ (7.111)
where ∠FLC is the angle of the tyre’s force vector with regard to the L axis (see Fig-
ure 7.23). By noticing that
δ − α = atan(vwy
vwx
) (7.112)
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where vwx, vwy are the wheel’s velocities in the x and y directions (assumed to be known),
we may rewrite (7.111) as:
∠F ∗ = atan(FC
FL























which can be further expanded with the relation tan(α) = σC(1 + κ) =
σC
1−σL , that is

























= ∠F ∗ − atan(vwy
vwx
) (7.115)
and applying to the left side the following trigonometric relation [299]:








σL − σ2 = tan
(





As a result, the theoretical slips of the tyre model can be obtained by solving the following











∠F ∗ − atan( vwyvwx )
) (7.118)
It is worth pointing out that, in the above equations, there are only two unknowns: σL,
σC . This means that (7.118) can be geometrically interpreted as an intersection of a
straight line with a circle. Further, an analytical solution for this problem can also be
straightforwardly derived (omitted here for the sake of brevity).
7.10.3 Determination of Wheel Torque and Steer
After determining σL and σC , the values of the tyre longitudinal (κ) and lateral slip (α)
can be extracted using the relations:
κ =
σL
1− σL , α = atan
σC
1− σL (7.119)
Based on this information, and in (7.112), the steer angle is given by:
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Figure 7.24: Example of approximating a circle constraint with a polytope (N = 6).
With regard to the wheel torque, we consider again a steady state approximation for the
wheel dynamics (see (7.22)), which enables us to obtain the wheel torque as follows:
T ≈ rFL = rσL
σ
F ∗ (7.121)
7.11 Appendix: Linear Approximation of the friction circle
constraint
Consider the following ball, centred at the origin and with radius r:
B(r) = {(x, y) ∈ R2 : x2 + y2 ≤ r2} (7.122)
Our goal is to approximate this set with the following polytope






where C ∈ RN×2, D ∈ RN×1 are matrices to be defined, and N the number of half-spaces
that characterise the polytope.
To solve this approximation problem, let us consider N points evenly spread along the
border of the (2-dimensional) ball B(r). Mathematically, these points can be described as
(see also Figure 7.24):
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Further, the straight line that connects the point i and i+ 1 is defined as
y = mi+1x+ rbi+1, i ∈ 1, . . . , N − 1 (7.126)
where the slope mi+1 and offset bi+1 are given by:
mi+1 =
sin θi − sin θi+1
cos θi − cos θi+1 , bi+1 = sin θi −mi+1 cos θi
Based on this setting, our idea is to approximate the ball B(r) with the intersection of the
half-spaces associated with the equality (7.126). Toward that goal, it is convenient to first
consider the points lying in the region [0, pi], which can be identified with the following set
of indices: I+ = { i ∈ [1, N ] : θi+1 ∈ [0, pi] }. In this region, the approximation polytope
should be below the straight line (7.126), that is
y ≤ mi+1x+ rbi+1, i ∈ I+ (7.127)
















where N+ = #I+ (i.e., number of element in the set I+).
A similar idea applies to the remaining points, i.e., I− = { i ∈ [1, N ] : θi+1 ∈ (pi, 2pi] },
but with one important modification: the approximation polytope should lie above the
straight line (7.126), that is:
y ≥ mi+1x+ rbi+1, i ∈ I− (7.129)



































Notice that, by replacing x with Fxi, y with Fyi and r with µmaxFzi, the methodol-
ogy described above can be directly applied to the friction circle constraint, described in
Section 7.5.3.
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Table 7.1: Parameters of the vehicle and controller
Variable Symbol Value
vehicle mass m 1100 kg
yaw inertia Iz 996 kg m
2
distance between front axle and COG l1 1.2 m
distance between rear axle and COG l2 1.3m
COG height h 0.37 m
trackwidth c 1.5 m
rolling resistance fr .004
Aero. drag coefficient (frontal) Cx 0.35
Aero. drag coefficient (lateral) Cy 0.7
Frontal Area Ax 1.6 m
Lateral Area Ay 1.6 m
air density ρ 1.206 kg/m3
wheel radius r 0.3 [m]
MTF parameter B 7
MTF parameter C 1.6
MTF parameter D 1
Maximum power/IWM P 36 kW
Maximum torque/IWM T 777 Nm
Position and Speed Controllers
[kax, kay, kaψ] [2.9, 2.9, 0.6]
[kηx, kηy, kηψ] [2.2, 0.7, 2.2]
[εx, εy, εψ] [1.7, 1.1, 0.1]
[kvX , kvY , kvψ] [0.2, 0.2, 0.2]
[kηX , kηY , kηψ] [2.8, 2.8, 0.2]
[εX , εY , εψ] [2.0, 2.0, 0.1]
Control Allocation
Q diag([1, 1, 5])
7.12 Parameters of the Model and Controller
See Table 7.1.
Part II





Combined Sizing and Energy Management
in EVs with Batteries and SCs
Abstract: This chapter is concerned with the study of combined sizing and
energy management algorithms for electric vehicles (EVs) endowed with bat-
teries and supercapacitors (SCs). The main goal is to find the number of cells
of each source that minimizes the installation and running costs of the EV,
taking into account the performance requirements specified for the vehicle and
the technical constraints of the energy sources. To tackle this problem, two
methodologies will be investigated. The first considers a filter-based approach
to perform the power split among the sources; it will be shown that, under
some practical assumptions, the resultant sizing problem can be posed as a
linear programming problem and solved using efficient numerical techniques.
The second methodology employs an optimal non-causal energy management,
which, when integrated with the sizing problem, yields a nonlinear optimization
problem. These two methodologies will then be applied to size the storage unit
of a small EV. The results indicate that the filter-based approach, although
simple and numerically efficient, generally requires an oversized storage unit.
Furthermore, it was also concluded that, if the range requirements of the EV
are not very high (below 50km), the use of SCs enables energy savings of up
to 7.8%.
8.1 Introduction
This chapter marks the beginning of the second main theme of the document: hybridiza-
tion of the energy storage systems (ESS). Due to well-known constraints in the ESS’s
technologies, discussed in Section 1.1.2, there has been a growing interest in developing
hybridization strategies, employing, for that purpose, various combinations of fuel-cells,
batteries and supercapacitors (SCs) [58, 59, 60, 61, 62]. Among the many possible combi-
nations, our interest here lies in the battery and SCs hybridization, with an active parallel
arrangement, i.e., the sources are connected to the DC bus through two bidirectional
DC/DC converters. To control and manage this hybrid ESS, we advocate a two-layer
separation, illustrated in Figure 8.1: i) on the top layer, the Vehicle Energy Management
(VEM) task is responsible for defining the power-sharing (or current) strategy between
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Figure 8.1: Block diagram of the hybrid ESS considered in this work.
the battery and SCs; ii) on the lower layer, a DC-Link controller manipulates the duty
cycles of the DC/DC converters in order to enforce the set-points required by the VEM.
The main goal of this chapter is to investigate the interdependence between the VEM
layer and the sizing of the storage system, whereas the design of the DC-Link controller
will be tackled in the next chapter.
When sizing the ESS of a vehicle, the selected storage unit must be capable of provid-
ing enough power and energy to fulfil the vehicle’s specifications, like the range, maximum
speed and acceleration, climbing capabilities, etc. For ESS composed by a single source, it
is, in general, not too difficult to size the storage unit capable of fulfilling these fundamen-
tal requirements. For instance, in battery-powered EVs, we can easily pick a minimum
battery pack that is able to provide the necessary energy and peak power required by the
vehicle. However, for ESS composed by more than one source, the selection process
is not that straightforward because the operating points of each source are dependent on
how the power is split among them. In other words, there is interdependence between the
energy management algorithm and the sizing task. This matter is further complicated by
the different costs, energy efficiencies, degradation properties, and lifetime that each source
presents. Notice that, while the energy management for the batteries-SCs hybridization
has been widely investigated in the last few years (see, e.g., [73, 74, 300]), the sizing task
for this particular ESS configuration has received less attention in the literature. Refer-
ences [301, 302, 303] present preliminary studies on the battery-SC sizing task, but fail
to provide an accurate account of the energy losses in the powertrain components and/or
ignore the important coupling between the sizing and energy management. With regard
to this last factor, recent studies on the design of FC-batteries [304, 305], hybrid [306],
and plug-in [307] EVs have shown that, to maximize the benefits of hybridization, it is
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imperative to take into account the coupling between the sizing and the energy manage-
ment. Accordingly, the present work extends these previous studies by contemplating the
combined sizing/energy management problem for the batteries-SCs hybridization. To gain
some insight on this issue, we will start by designing the ESS with the assumption that
the power allocation between the sources is performed with a frequency-based strategy,
i.e., employ the SCs to handle the high-frequency power peaks, while the batteries provide
the low-frequency demands. Despite being simple and numerically efficient, the frequency-
based sizing only provides rough estimates. This factor prompted us to develop a second
methodology, relying purely on an optimization framework (both for sizing and energy
management), which, as will be shown in the latter part of the chapter, outperforms the
frequency-based approach.
The remainder of this chapter is organized as follows: Section 8.2 introduces the math-
ematical model of the energy sources and the losses model in the powertrain’s components,
and also defines the power and energy requirements for the sizing problem. The filter-based
sizing is given in Section 8.3, which is then followed in Section 8.4 by the optimal-based
sizing. These two approaches are then applied in Section 8.5 to size the hybrid ESS of a
small EV, while the final conclusions are presented in Section 8.6.
8.2 ESS Model and Requirements
8.2.1 Simplified Model for the Cells
As depicted in Figure 8.1, this work considers that each energy source in the EV is com-
posed by a string of identical nj cells, j ∈ {bat, sc}. For each cell, a simplified voltage-
resistor model is employed [56]:
dQj(t)
dt
= −ij(t), qj(t) = Qj(t)
Qj
(8.1a)
v˜j(qj(t)) = aj + bjqj(t) (8.1b)
vj(t) = v˜j(t)−Rjij(t) (8.1c)
where Qj represents the cell’s charge, Qj the maximal charge, and qj the state of charge
(SOC). The internal voltage v˜j is considered as an affine map, with the SOC as input,
offset aj , and gain bj ; the cell’s output voltage vj is obtained by subtracting the voltage
drop in Rj (the equivalent internal resistance of the cell). The power delivered by the
hybrid ESS can be expressed as




Integrating this relation we can determine the energy consumption of the vehicle (Ein =∫ T
0 Pin(t)dt). Although more precise models for the SCs [308] and batteries [309] are
available, the simplified representation considered in this work is a sufficient means to
analyse the main energy phenomena, enabling us to gain some insight regarding the op-
timum sizing and energy management, without introducing unnecessary complexity into
the mathematical structure of the problem. In fact, this approach is widely used in the
literature related to the energy management of hybrid sources [304, 306, 307, 310].
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Figure 8.2: Discharge curves of the battery cell with nominal temperature and different rates.
Extraction of the Cell’s Parameters
The battery and SCs under consideration here were selected having in mind the hybridiza-
tion of the energy source of the uCar EV (see Appendix A). The selection process of the
cells was constrained by a reduced budget and a very limited set of supplier options. These
constraints ended up confining our choice to NiMH batteries, based on the cells of the
module NHE 10-100 [311](nominal voltage of 1.2V, 100Ah), and the SCs BCAP1500 [312]
(1500F@2.7V ).





with the help of a weighted least squares method, which seeks to approximate the cell’s














where vbat(tk), qbat(tk) and ibat(tk) are the battery voltage, SOC and current measures
acquired during the discharge test of the cell, and NI is the number of samples. The
weight %k was included in the fitting problem in order to decrease the contribution of the
samples where the nonlinearity effects are more pronounced, i.e., when qbat reaches the
operation extremes. Given that the battery under consideration presents an almost linear
behaviour for qbat ∈ [0.2, 0.8] (see Figure 8.2), the weight %k was selected as:
%k =
{
1, if 0.2 ≤ qbat(tk) ≤ 0.8
0, otherwise
(8.4)
As illustrated in Figure 8.2, the identified model obtained with (8.3) renders a very rea-
sonable approximation for the linear region of the discharge curve, showing a maximum
fitting error of only 0.02V for qbat ∈ [0.2, 0.9]. Notice that, in order to prevent the early
degradation of the cells, it is a common practice to avoid the battery use when qbat is too
low/high; so, this means that, the linear range mentioned above ends up representing the
bulk of the cell’s working range.
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, we recall the fundamental







qsc(t) = vscqsc(t) (8.5)
where vsc is the SC voltage when fully charged. Equating the previous relation with (8.1b),
we have asc = 0, bsc = vsc; since the nominal SC voltage vsc and internal resistance Rsc are
generally given in the datasheet, the parameters θˆsc can be straightforwardly determined
using the information provided by the SC’s manufacturer. The values of θˆbat, θˆsc, together
with the cost (cj) and mass (mj) per cell are defined in Appendix 8.7.
8.2.2 Nominal Driving Cycling, Power and Energy Demand
In terms of vehicle performance specification, the hybrid ESS should be designed in order
to satisfy the power and energy demands of a given nominal driving cycle, with speed pro-
file V (t), road angle α(t), t ∈ [0, Tdc], and duration Tdc. There are two main approaches to
characterize the driving cycle’s variables. The first approach follows a stochastic setting
and considers that the variables V (t), α(t), Tdc have a non-negligible degree of uncertainty,
which can be characterized by probabilistic models, such as the Markov chains [313, 314].
This approach is particularly useful for general-purpose vehicles, where the exact mission
profile is not known in advance and is affected by difficult-to-model factors, such as road
type, traffic conditions, etc. On the other hand, the second approach regards the driv-
ing cycle’s variables V (t), α(t), Tdc as deterministic, i.e., without uncertainty, and is suit-
able for vehicles in which the mission has a well-defined pattern. Collection trucks [315],
buses [307], mail delivery, and similar vehicles, represent a class of vehicles in which the
deterministic approach is acceptable. In this work, we will assume that the uCar vehi-
cle operates with a well-defined driving cycle, and the hybrid ESS will be sized within a
deterministic setting. It is also worth pointing out that the typical performance metrics
employed at the vehicle design stage, such as top speed, minimum acceleration times,
maximum gradability, and vehicle range, can be easily incorporated in the V (t) and α(t)
profiles.
Using the nominal driving cycle information, together with the application of Newton’s
law, the power requested to the hybrid ESS can be defined as (see [9] for additional details):















V (t)︸ ︷︷ ︸
∆P (t)
where M is the vehicle total mass, g the acceleration due to gravity, Pa is the power
due to aerodynamic drag, and M∆P the power due to inertial, grading and rolling re-
sistance forces (The definition and value of the remaining parameters are presented in
Appendix 8.7).
Since M is also affected by the ESS mass, i.e., M = m+nbatmbat+nscmsc, where m is
the vehicle mass without the ESS, Pout can be further decomposed into two components:
Pout(t) = Pa(t) + ∆P (t)m︸ ︷︷ ︸
P0(t)
+∆P (t) (nbatmbat + nscmsc)
= P0(t) + ∆P (t) (nbatmbat + nscmsc) (8.6)
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Figure 8.3: Velocity and power request associated with the ARTEMIS road cycle (considering
α(t) = 0), which is regarded as the nominal driving cycle throughout this chapter.
where P0(t) [W] is the nominal power, and ∆P (t) [W/kg] the power increase due to the
ESS mass. This power decomposition is illustrated in Figure 8.3 for the ARTEMIS road
cycle, which is regarded as the nominal driving cycle throughout this chapter.






+ (nbatmbat + nscmsc)
∫ t
0
∆P (s)ds︸ ︷︷ ︸
∆E(t)
= E0(t) + ∆E(t) (nbatmbat + nscmsc) (8.7)
where E0 [Ws] is the nominal energy, and ∆E [Ws/kg] the energy increase due to the ESS
mass. Although one may question the need to contemplate the influence of the ESS mass
in the power/energy required by the driving cycle, it is important to have in mind that
this parameter is unknown at the start of the sizing phase. Furthermore, for light EVs,
which is the type of vehicle under consideration here, the ESS represents an important
portion of the global vehicle’s mass, and, as will be shown later on, has a non-negligible
impact on the energy consumption of the EV.
8.2.3 Power Losses
The power delivered by the hybrid ESS must take into account not only the power required
by the driving cycle (Pout), but also the power losses in the powertrain components, such
as the transmission (Pl,TR), electric motor (Pl,EM ), DC/DC converters (Pl,DCDC), and



















Figure 8.4: Summary of the energy losses in the ESS and powertrain components.
ESS (Pl,ESS). As a result, the following power balance constraint must be respected:
Pin = Pout + Pl, Pl = Pl,ESS + Pl,DCDC + Pl,EM + Pl,TR (8.8)
This section presents a brief review of practical losses model for the powertrain compo-
nents, targeting its final incorporation in the sizing problem.
Under the assumption that the ESS response can be approximated by the voltage-




Both batteries and SCs are connected to the DC bus via two bidirectional boost con-
verters (see Figure 8.1), with identical characteristics. According to [316, 317, 318], the
energy losses in the DC/DC converters are due to: i) conduction losses in the semiconduc-
tors; ii) switching losses; and iii) losses in the passive elements (inductor and capacitor).














d˜(vj , ij) =
{





where vout is the converter output voltage, Cm, m = 0, . . . , 4, the parameters of the loss
model, which are dependent on the converter’s components, e.g., equivalent series resis-
tance of the inductor, IGBT and diode, energy dissipated in the turn on and off of the
semiconductors, etc. For a detailed account of the model derivation and its physical in-
terpretation, the interested reader is referred to the literature [316]. Figure 8.5 shows the
power losses of the DC/DC converter under consideration for the uCar vehicle, which is
based on the SKM 600GB066D power semiconductor and an inductor with approximately
25mOhm of equivalent series resistance. From these results, it is interesting to point out
that, while the efficiency of the converter is dependent on the input voltage, the absolute
value of the power losses appears to be little affected by the input voltage. Furthermore,
one can also verify that, for this particular converter, the power losses seem to be domi-
nated by the quadratic term of (8.10). Motivated by these observations, and to facilitate
the incorporation of the converter losses in the (optimal) sizing problem, the Pl,DCDC(t)
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Figure 8.5: Power losses and efficiency of the DC/DC converter (C0 = 191.9, C1 = 1.69, C2 =
−0.1, C3 = 0.026, C4 = 0.001, vout = 200V ). The dashed line represents the quadratic approxima-
tion of the losses, obtained with (8.11).







As can be seen in Figure 8.5 (dashed lines), the errors introduced by this approximation
are negligible.
After increasing the source’s voltage to the levels required by the DC bus, the next
stage is to generate the torque/force necessary for the EV motion. As illustrated in
Figure 8.4, this torque is produced through the electrical motor and its value adjusted by
the DC/AC power converter (also known as the inverter). Although the energy losses of
these components can be analytically determined (see, e.g., [319] and [320]), this study
follows a more pragmatic approach, based on efficiency maps. Accordingly, we will fit the
efficiency map of the motor+inverter, provided by the manufacturer or extracted from
experimental tests, using the following approximation function:
Pl,EM (t) = M
Tϕ(T (t), ω(t)) (8.12)
ϕ(T, ω) =
[








where T is the motor torque, ω the motor speed, G the reduction ratio between the motor
and the wheel, r the wheel radius, and M ∈ R6 the parameters of the loss model. Similar
to the DC/DC converter, the majority of the parameters in M have physical meaning, e.g.,
M5 is associated with the copper losses, M2 can be related with hysteresis losses, and M6
with Eddy current losses [319]. Figure 8.6 depicts the efficiency map and power losses for
the motor+inverter considered for the vehicle, as well as the power losses resulting from
the approximation (8.12). Despite the existence of some fitting errors, these are relatively
low, and still acceptable for sizing purposes.
The final element in the vehicle powertrain is the transmission, which, from a practical
perspective, can be modelled as a constant efficiency component [9]:
Pl,TR(t) ≈ |Pout(t)|(1− ηTR) (8.15)

























































Figure 8.6: Power losses and efficiency of the electric motor + inverter, which is based on a 25kW
PM motor retrieved from the QSS library [321]. The dashed line in the left plot represents the
losses approximation obtained with (8.12).
where ηTR is the transmission efficiency.
8.3 Filter-based Sizing
After establishing the simplified source’s models, the first methodology for the hybrid ESS
sizing will now be described. As mentioned in Section 8.1, the sizing process is dependent
on the energy management strategy employed to split the power among the sources. There
are many possibilities to perform this division, ranging from optimal approaches [300, 322],
machine learning [73] and simple heuristics, like the filter-based allocation [74, 323, 324].
In this section, the sizing of the hybrid ESS will be performed supposing that the power
blending among the sources is based on low/high pass filters. The filter-based allocation
policy is normally motivated by the complementary features presented by each source,
i.e., SCs generally have high peak power capability and low energy, while batteries display
opposite features (higher energy storage capability and moderate peak power). These
intrinsic features cause the SCs to be regarded as an auxiliary source that should provide
the power peaks during the acceleration/braking transients (which can be seen as the high-
frequency content of Pout), while the batteries are responsible for ensuring the steady-state
power delivery, associated with the low-frequency content of Pout. It is based on this line
of reasoning that the frequency-based power allocation emerges as one of the most simple
and appealing strategies for the real-time managing of hybrid ESS’s [74, 323, 324], and
which motivated us to use it in the first sizing approach. Based on this allocation policy,
our goal here is to find the number of batteries (nbat) and SCs (nsc) that minimize the cells’
acquisition costs, satisfying both the power and energy required by the nominal driving
cycle.
8.3.1 Problem Formulation
As a starting point, consider the decomposition of the power requested to the hybrid ESS
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where Lτ ,Hτ are first-order low-pass and high-pass operators, respectively, with time














By exploring the linear property of these operators, and taking into account (8.6), the
power decomposition can be further expanded as
Lτ{Pout} = Lτ {P0(t)}+ Lτ {∆P (t)} (nbatmbat + nscmsc)
= PL0 (t) + ∆
L
P (t) (nbatmbat + nscmsc)




can be represented using the ”high-pass” components PH0 , and ∆HP , omitted here for the
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PH0 (s) + ∆
H
P (s) (nbatmbat + nscmsc)
)
ds









where EL0 , EH0 ,∆LE ,∆
H
E are the low-pass and high-pass components of the driving cycle’s
energy (E0) and energy increments (∆E).
Now, suppose that:
• the maximum energy provided by each cell, ej [Ws/cell], as well as its peak power
capability, pj [W/cell], are known;
• the energy losses of the powertrain components, presented in Section 8.2.3, can be
lumped together, and approximated as a single equivalent component with constant
efficiency ηˆPT .
Although it is difficult to determine the exact value of these metrics, which may even
vary in time (e.g., the power capability of the SCs is strongly dependent on its SOC),
our interest here is just to gain some insight about the fundamental issues and trade-offs
related to the hybrid ESS sizing.
Spurred by the frequency-based power allocation, we will constrain the admissible




pbatnbatηˆPT ≥ PL0 [k] + ∆LP [k] (nbatmbat + nscmsc)
pscnscηˆPT ≥ PH0 [k] + ∆HP [k] (nbatmbat + nscmsc)
ebatnbatηˆPT ≥ EL0 [k] + ∆LE [k] (nbatmbat + nscmsc)
escnscηˆPT ≥ EH0 [k] + ∆HE [k] (nbatmbat + nscmsc)
k = 0, . . . , N, 0 ≤ nbat ≤ nbat, 0 ≤ nsc ≤ nsc
}
(8.18)
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(a) (b)
Figure 8.7: a) Typical example of the domain Ω(τ); b) inequality constraints employed in the
construction of Ω(τ) set during the ARTEMIS road driving cycle. ( Grey lines represent the power
and energy inequalities for all the points in the driving cycle; the dominant inequalities are shown
in blue. )
where •[k] = •(kTs), Ts is the sampling time, N is the number of points employed in the
driving cycle discretization, and nbat, nsc is the maximum number of cells. Inspecting the
formulation of this set, one can find that the first two linear inequalities specifies that the
battery (SC) should provide the low (high) frequency content of the driving cycle, whereas
the third and fourth inequalities are concerned with similar arguments, but applied to the
energy requirements. The time constant τ employed in the frequency splitting also plays
an important role in the construction of the Ω(τ), and, to some extent, it can be seen
as a parameter that controls the degree of hybridization in the ESS (see Figure 8.7(a)).
In fact, it is interesting to note that, as limit cases, we have ESS’s where only batteries
(τ = 0) or SCs (τ =∞) are employed. Furthermore, the power and energy constraints of
Ω should be, in theory, evaluated for all the time instants of the driving cycle. However,
from a practical point of view, it is expected that the set Ω will be dominated by the power
and/or energy peaks required by the EV. Consequently, in order to quickly approximate












E [k] by their upper
bounds (e.g., PL0 = maxk P
L
0 [k]), which enables us to reduce the number of inequalities
to only four (4). In the majority of the times, we found that this simplification generally
introduces negligible errors (see, e.g., the blue constraints in Figure 8.7(b)).
Based on this setting, it is our intention to find the triplet (nbat, nsc, τ) ∈ Ω(τ)× [τ , τ ]










τ ≤ τ ≤ τ
(8.19)
where A ∈ Rp×2 and B ∈ Rp×1 represent the matrix notation of the p inequalities that
can be extracted from (8.18). This problem depends on τ in a non-linear way, which may
pose some challenges to the numerical solver. In order to attenuate this issue, we will
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Figure 8.8: JA(τ), nbat(τ), nsc(τ) when sizing the hybrid ESS to satisfy the ARTEMIS road cycle.
solve the optimization problem in a two-step process. Firstly, notice that, for a fixed τ ,
both the constraints and cost function are linear in (nbat, nsc); so (8.19), as long as τ is
constant, can be treated as a linear programming problem. Based on this observation,
we can straightforwardly evaluate (8.19) for a possible list of admissible time constants
[τ1, . . . , τM ], generating a family of sizing results and cost function, parameterized in τ ,
i.e., JA(τ), nbat(τ), nsc(τ). The optimal solution can then be readily extracted by selecting
the JA(τ) with minimum cost, which represents the second and last step in the solving
process. In the numerical optimization literature, this approach is also known as the
”optimizing over some variables” technique [112, Chap. 4].
8.3.2 Sizing Example and Discussion
With the purpose of preliminarily evaluating the filter-based sizing, we will now apply
this methodology to build a battery-SC ESS capable of meeting the requirements of the
ARTEMIS road cycle (the parametric details of the EV and energy sources are described in
Appendix 8.7 and in Section 8.5). Figure 8.8 illustrates the intermediate results associated
with the first step in the resolution of (8.19), i.e., JA(τ), nbat(τ), nsc(τ). These results
confirm that the parameter τ indirectly controls the degree of hybridization of the ESS:
i) for τ ≈ 0, we have the case where only batteries are employed, showing a relatively
high installation cost (11.8k$); ii) as we increase τ , it is apparent that the cost decreases,
reaching a minimum at τ = 13s (9.8k$); iii) ultimately, for τ > 13s the SCs usage becomes
more relevant, which again raises the costs. A second sizing example is shown in Figure 8.9,
for the case where the driving cycle’s range increases progressively up to 138km. Looking
at the JA evolution, it is worth noting that for EV ranges between 17 and 69kms, the
degree of hybridization remains almost constant, having minimum cost for τ = 13s. On
the other hand, when the range requirements exceeds 69km, the SCs’ use becomes less
beneficial (from an installation cost point of view), and the degree of hybridization, as well
as the number of SCs, is reduced. This behaviour suggests that there is a range threshold
where the hybridization of battery-SCs provides the maximum gains (in this example, the
threshold is 69 km).
In conclusion, the filter-based sizing presented in this section is a simple, numeri-
cally efficient tool, offering a rapid way to determine an order of magnitude estimate for
(nbat, nsc). Further, by playing with the τ parameter, we can also gain valuable insight
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Figure 8.9: Evaluation of JA(τ), nbat(τ), nsc(τ) for the ARTEMIS road driving cycle (repeated
several times to increase the range requirements).
on the trade-offs associated with the SCs’ inclusion in the hybrid ESS. However, due to
some simplifications, this approach only provides a rough approximation of the ideal siz-
ing. Perhaps the most notorious drawback is the assumption of constant peak power and
energy per cell metrics (ej and pj). In practice, it is well known that these metrics are
hardly constant and depend on the source’s SOC and the load power being requested.
Given that these factors were, so far, neglected, conservative estimates of ej , pj have to
be applied, which, as we will see in a later section, generally limit the performance of the
filter-based sizing.
8.4 Optimal Sizing
In order to overcome the limitations of the filter-based sizing, a second sizing method-
ology, based entirely on an optimization framework, will now be developed. As already
discussed, the sizing process is intrinsically connected to the strategy employed in the en-
ergy management of the sources. From a theoretical standpoint, the energy management
is, in its essence, an optimal control problem, i.e., the goal is to find a power division
between the sources that minimize a given performance criterion (e.g., energy losses [322]
or the battery stress [300]). Similarly, the sizing process also can be posed as an optimiza-
tion problem, targeting, for example, the minimization of the source’s installation costs.
Consequently, since both the sizing and the energy management are naturally formulated
within an optimization setting, it is natural to consider both tasks simultaneously. In
other words, the main idea here is to combine the hybrid ESS sizing with the (optimal)
energy management algorithm.
8.4.1 Problem Formulation
As a performance index, our goal is to minimize a weighted version of the total cost of
ownership of the EV, including the cells’ acquisition costs (cbatnbat + cscnsc), as well as
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(Pout[k] + Pl[k]) (8.20)
with γ [$/Ws] a constant parameter that translates the vehicle’s energy consumption to





where Ny is the estimated lifetime of the hybrid ESS (in years), ly is the number of journeys
that the vehicle is expected to perform in the year y ∈ [1, 2, . . . , Ny], and αy is the cost
($/Ws) of the electricity in the year y. Naturally, ly and Ny should be selected having in
mind the limitation of charge/discharge cycles of the ESS.
The combined sizing/energy management problem is defined as
min







s.t. qj [k + 1] = qj [k]− ij [k] Ts
Qj
, qj [0] = qj,0
v˜j [k] = aj + bjqj [k]∑
j∈{bat,sc}
nj v˜j [k]ij [k] = Pout[k] + Pl[k]




MTϕ(T [k], ω[k]) + |Pout[k]|(1− ηTR)+∑
j∈{bat,sc}
D0 + (D1 + njRj) (ij [k])
2 = Pl[k]
T [k] =
Pout[k] + |Pout[k]|(1− ηTR)
ω[k]
qj ≤ qj [k] ≤ qj , 0 ≤ nj ≤ nj






k ∈ {0, ...N}, j ∈ {bat, sc}
(8.22)
where qj,0 is the initial SOC, qj/qj the minimum/maximum allowable SOC, ij/ij the
minimum/maximum peak currents of each source, and Irms,j the maximum RMS current.
Examining the problem constraints, one can readily verify that the first two are the result of
the discretization (with the Euler method) of the battery/SC cells’ model, defined in (8.1),
whereas the third, fourth and fifth impose the balance between the power delivered by
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the ESS, the powertrain losses, and the vehicle load. The sixth establishes the operating
point of the electric motor, which is important to calculate its losses, while the last set
of constraints are related to the SOC and current limits. The problem also contains a
parameter χj ∈ [0, 1] that can be explored by the designer to reduce the RMS current
in the cells; this is particularly useful to limit the stress in the battery pack. As for the
cost function, it is worth highlighting the presence of the trade-off factor w ∈ [0, 1], which
enables the designer to pursue different goals, for example:
• w = 1, aims to minimize the total cost of the vehicle (cells’ + running costs);
• w = 0, focuses only on the minimization of the vehicle’s running costs (=γEin),
which are directly related to the vehicle’s energy consumption (Ein);
• w ∈ (0, 1) constitutes a trade-off between the cells’ cost and the energy consumption
of the EV.
To a certain extent, it is expected that the two goals in consideration, cells’ cost and
energy efficiency, will be conflicting with each other. For example, if the aim is to build
an EV with low energy consumption (w = 0), then it is predictable that the number of
SCs (the most energy efficient and lighter source) will be higher, which may lead to a
significant increase in the cells’ cost. Conversely, if the total cost of the hybrid ESS is
the main concern (w = 1), it is expected that the number of batteries and SCs will be
reduced, which, in principle, will increase the energy losses, particularly Joule losses. In
this context, it is the designer’s responsibility to decide, through the parameter w, an
appropriate trade-off between cost and energy efficiency that best suits the requirements
for the hybrid ESS.
Remark 8.1. Fixing, a` priori, the number of cells nbat, nsc in (8.22), produces the typical
”benchmark” problem for the optimal power allocation between multiple sources.
8.4.2 Solving Methodology
To handle the optimization problem (8.22) we start by translating it to the AMPL (A
Mathematical Programming Language) language [325], an environment dedicated to mod-
elling large-scale optimization problems. The main advantages in using this environment
are: i) the formulation is carried out in an almost natural language, making it very easy
to specify and modify the decision variables, constraints and all the other elements in the
problem; ii) it allows the user to interface with different types of numerical solvers (linear,
nonlinear, open-source, commercial, etc.); iii) it automatically generates the gradients
information for the problem, based on automatic differentiation strategies[326], which
is critical for the convergence of the numerical optimization methods. After the prob-
lem’s translation we employed the IPOPT solver, and open-source nonlinear programming
solver, to numerically extract the solution for the problem (see [327] for a detailed account
of the inner details of the algorithm). It is also noteworthy that the IPOPT, together with
the AMPL, can be used free of charge through the NEOS server[328].
Besides the numerical solver and the gradient information, the initial guess for the
decision variables represent another key aspect of the algorithm performance. In order
to cope with this challenge, we start by determining an initial estimative for the number
of cells (nˆbat, nˆsc), using the output of the filter-based sizing, discussed in the previous
section. The value of the remaining decision variables are then estimated by solving the
”benchmark” power allocation, mentioned in Remark 8.1, i.e. (8.22) is relaxed by fixing
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the number of cells (nˆbat, nˆsc). As will be shown later in the chapter, we found this
initialization procedure to be very effective, and able to successfully handle longer driving
cycles (N > 8000).
At this stage, it is worth discussing some of the shortcomings of the optimization-based
sizing adopted in this chapter. First, notice that, while the cost function and the majority
of the constraints are linear, the power balance constraints have equalities involving the
product of decision variables (e.g., nj v˜j [k]ij [k]), as well as quadratic terms in the current,
which makes the problem non-convex (recall that a convex problem only accepts affine
equalities [112]). Thus, the resulting optimization problem is nonlinear and non-convex,
which poses some numerical challenges to obtain global optimal solutions. Nevertheless,
we will show in the next section that these (locally optimal) solutions still perform better
than the ones obtained with the simplified filter-based sizing.
Secondly, the sizing process is performed under the assumption of an ideal energy
management, with advance access to the driving cycle profile. Since this information will
hardly be available during the real-time operation, the sizing solutions may be slightly
optimistic. In any case, the optimal sizing is still of practical interest, as it allows us to
obtain a benchmark solution, establishing the maximum gains that can be achieved with
the ESS hybridization.
In third place, the problem formulation also assumes that the numbers of cells, nbat, nsc,
are real numbers, while in practice it must belong to an integer range. This approximation
brings important advantages to the numerical solution of the problem, since it allows us
to avoid the use of more complicated mixed-integer nonlinear programming solvers. In
addition, as the hybrid ESS is normally composed of a large number of batteries and SCs,
it is expected that the rounding errors in nbat, nsc will have a minor impact in the final
solution [307].
8.5 Case Study Example
The two sizing methodologies described above will be applied in this section to design the
hybrid ESS of a future version of the uCar vehicle (see Appendix 8.7 for the parametric
details). The ARTEMIS road cycle [329] will be used as the basic speed profile that the
EV should meet, which means a top speed of 111 km/h, maximum accelerations up to
8.5 km/h/s2 and a minimum range of 17.23km, as illustrated in Figure 8.3. In order to
investigate different demands in terms of the EV autonomy, the ARTEMIS road cycle was
repeated several times (up to 8). For comparison purposes, we also evaluated the case
where the battery is used as the single source of the EV (i.e., fixing nsc = 0 in (8.22)),
which is named as the ”battery only” solution hereafter.
8.5.1 Minimization of Vehicle’s Total Costs
Filter-based Sizing vs Optimal Sizing
Figure 8.10 and 8.11 depict the sizing results for the situations with: i) battery only;
ii) filter-based sizing; and iii) optimal sizing, targeting the minimization of the vehicle’s
total cost (w = 1.0). Broadly speaking, the filter-based solution displays a similar trend
to that of the optimal sizing, i.e., as the range increases, the number of SCs is reduced
and the batteries increase. However, due to the conservative estimates of ej , pj , discussed
in Section 8.3.2, the filter-based solution normally requires a greater number of cells and
installation cost. Regarding the energy losses depicted in Figure 8.11(b), it is interesting
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Figure 8.10: Combined costs (cells + energy charge of the EV) for different ESS’s: i) battery
only, ii) hybrid ESS, sized with the filter; iii) hybrid ESS, sized with the optimal approach (w = 1).
The ARTEMIS road was used as the nominal driving cycle.
to note that, in comparison with the ”battery only” solution, the hybrid ESS, sized with
the optimal approach, shows a slight increase in the powertrain losses (El). At first glance,
one might expect that the ”battery only” solution would be a less efficient storage system,
given that no auxiliary aid is provided by the SCs. Nonetheless, the fact remains that, as
this ESS configuration entails a larger number of battery cells (105 − 120, depending on
the range), the Joule losses tend to be reduced. This larger number of battery cells also
raises the input voltage of the DC/DC converter, which contributes to higher operation
efficiency for this component (see Figure 8.5). Notice that, at this stage, our goal is centred
on the minimization of the cells and running costs of the EV (w = 1.0), and not on the
vehicle’s energy efficiency (which will be discussed later on).
Finally, these results also reveal that the filter-based sizing is the solution with mini-
mum energy consumption and losses (as a result of being oversized).
Detailed Analysis of the Optimal Sizing (w = 1.0)
Since the optimal sizing provides the better overall performance (see Figure 8.10), we
will now discuss in more detail the results obtained with this method. Referring again to
Figure 8.11(a), it can be verified that, if the desired range per charge of the EV is below 50
km, the inclusion of the SC in the ESS (sized with the optimal approach) contributes to a
significant downsize of the battery pack (from ˜105 cells to only ˜63 cells). This downsize
has positive and negative consequences. On the plus side, we can see that the cost of the
cells is significantly reduced: using a single battery pack to meet the 50km range needs an
investment of ˜10.3k$, while the hybrid ESS only requires ˜8.0k$; this represents a 22.2%
reduction in the cells’ costs. Another advantage of the battery downsize is the decrease of
the ESS storage mass (see Figure 8.11(c)), which then contributes to a reduction of 3% in
the energy required by the driving cycle (Ein), as illustrated in Figure 8.11(b). The main
inconvenience associated with the battery downsize is the increase of the energy losses El,
the causes of which were already discussed. Nonetheless, these higher energy losses are
compensated by the energy savings resulting from the lighter ESS, and, in the end, the
overall energy consumption of the vehicle Ein is little affected; as shown in Figure 8.11(b),
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(b) Energy Metrics, (Ein = Eout + El)









































Figure 8.11: Performance comparison between different ESS: i) battery only, ii) hybrid ESS,
sized with the filter; iii) hybrid ESS, sized with the optimal approach (w = 1.0). The ARTEMIS
road was used as the nominal driving cycle.
for the hybrid ESS sized with the optimal approach, Ein exhibits a small increase of 0.2%
to 0.9%.
On the other hand, when the EV range requirements increases above 50km, there is
a decline in the number of SC cells, and the hybrid ESS sizing ends up converging to
the situation where only batteries are employed. To explain this trend, it is helpful to
look at the final SOC value of the battery (qbat(Tdc)), depicted in Figure 8.11(d). From
these results it can be concluded that, for driving ranges inferior to 50km, the battery is
not completely discharged at the end of the driving cycle, which suggests that the (peak)
power constraint is the dominant factor in the ESS sizing. Thus, given the high power
capability of the SCs, there is more freedom to reduce the battery power stress, which
results in its downsize. However, as the EV autonomy increases above 50km, the energy
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(b) strong acceleration periods











































Figure 8.12: Energy management results for the optimal approach (w = 1.0); the range require-
ment for this simulation was set at 52km, and the ARTEMIS road was used as the nominal driving
cycle.
constraint becomes more relevant (notice that qbat(Tdc) is close to the minimum limit),
and the sizing is dominated by the energy demand. Since the SCs have very low energy
densities, the benefit of this source, from an installation cost perspective, diminishes as
the range demand increases. As a side note, it is worth mentioning that this trend was
also predicted by the filter-based sizing, exemplified in Figure 8.9.
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Figure 8.13: Influence of the sampling time employed in the optimization problem (8.22). The




refer to the best solution that was found among all the sampling times evaluated.
Energy Management with Nominal Driving Cycle
Besides the sizing task, the optimal approach also enables us to determine the ideal power
split between the batteries and SCs. For example, Figure 8.12 illustrates the power sharing
between the sources, obtained when using (8.22) to size the storage unit for a range
of 50km (nbat = 63, nsc = 46). Analysing these results one can find that, when the
vehicle is travelling at ”cruising” speed, the battery should provide (roughly) the low
frequency content of the driving cycle power, while the SCs should respond to the high
frequencies [see Figure 8.12(a)]. This remark turns out to be very important for the
development of causal allocation strategies: since the low/high frequency decomposition
can be easily emulated through low/high pass filters, the use of power allocation based on
filters has become one of the most popular methods for the real-time managing of hybrid
ESS [74, 323, 324].
Inspecting Figure 8.12(b) reveals that, during acceleration and braking transients, the
SC provides important assistance to the batteries. From a practical perspective, the main
challenge in managing these transients is to decide when to deploy the limited charge
of the SCs. For example, for transients with short duration, the SCs should be used as
soon as the vehicle is accelerated (see, e.g., zone 1, highlighted in Figure 8.12(b)). On
the other hand, for longer acceleration periods (see, e.g., zones 2 and 3 highlighted in
Figure 8.12(b)) the SC deployment should be reserved to the later part of the transient,
where its usage is more helpful to limit the peak power requested to the battery, as well
as its losses. Predicting the duration of these acceleration transients, while easy for the
non-causal setting proposed in (8.22), is extremely difficult for causal control systems, and
remains one of the ultimate challenges in the real-time energy management of hybrid ESS.
Finally, one can also find that it is advantageous to keep charging the SCs during the
period of time when the vehicle is stationary [see Figure 8.12(c)].
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Figure 8.14: Trade-off between cells’ cost and energy efficiency, when sizing the hybrid ESS with
the optimal approach. The ARTEMIS road (50km) was used as the nominal driving cycle.
Influence of the Sampling Time
The sampling time (Ts) is an important parameter for solving (8.22) due to its influence in
the solution accuracy and problem size (recall that the dimension of some of the decision
variables is given by N = Tdc/Ts). To investigate the effect of this parameter in the solving
process, we conducted a set of simulations with different Ts ∈ [0.2, 10]s, as illustrated in
Figure 8.13. From these plots, it can be concluded that using sampling times lower than
1s does not significantly increase the accuracy of the solution; in fact, the computational
time increases, without any apparent benefit. The use of Ts higher than 1s is not advisable
either, as the solution accuracy degrades considerably, particularly in nsc. These results
suggests that Ts = 1s is a good compromise value between solution accuracy and CPU
time, and, for this reason, was the sampling time adopted throughout this chapter.
8.5.2 Trade-off between Installation Cost and Energy Consumption
Up to now, the sizing of the hybrid ESS privileged the economic factor by targeting
the minimization of the total costs of ownership of the EV. However, the optimal sizing
formulation contains a tuning parameter (w) that allows the designer to explore trade-offs
between cells’ cost and energy efficiency. To illustrate how this trade-off can be realised
in practice, Figure 8.14 shows the influence of w when sizing a hybrid ESS for a range of
50 km. Qualitatively, these plots show that, if we pretend to decrease the EV’s energy
consumption, then the number of cells (particularly the SCs), and the corresponding
costs, must be raised, which are in accordance with our engineer intuition. Additionally,
in comparison with the ”battery only” solution, the trade-off curve of the hybrid ESS
shows that:
• using the same investment in cells as the ”battery only” solution, the hybrid ESS
reduces the energy consumption by 4% (see point B in Figure 8.14);
• with the same energy consumption as the ”battery only”, the hybrid ESS can de-
crease the cells’ costs by 22% (see point A in Figure 8.14);
In conclusion, these results demonstrate that with the optimal-based sizing, the designer
has the option to select a trade-off point that best suits the system requirements and the
available budget for the EV construction.







































































































Range of the driving cycle
(d)
Figure 8.15: Normalized energy consumptions of the hybrid ESS, when subject to nominal
(ARTEMIS Rural, 50km) and non-nominal driving cycles.
Energy Management with non-Nominal Driving Cycles
Although the sizing task was carried out under the assumption of a nominal driving
cycle, it is also worth investigating how the resulting hybrid ESS performs when the
driving conditions deviate from nominal ones. With this goal in mind, several numerical
simulations were carried out for some typical driving cycles, such as the ECE15, ARTEMIS
Urban, NYCC, FTP75, and SFTP S03 [329]. For each driving cycle, three types of ESS
were considered: i) battery only (nbat = 109, nsc = 0); ii) hybrid ESS (nbat = 63,
nsc = 46), targeting the minimization of the vehicle’s costs, w = 1.0; and ii) hybrid ESS
(nbat = 78, nsc = 61), targeting a trade-off between cost and energy efficiency, w = 0.016,
which corresponds to point B in Figure 8.14. In all the cases, the ESS was sized using (8.22)
for a range of 50km.
Figure 8.15 shows the overall results of the various configurations under study. It
can be seen that, in all the non-nominal driving cycles, the inclusion of the SCs reduces
the energy consumption (Ein) between 3% and 7.8%, being higher in the urban driving
cycles (NYCC and ARTEMIS urban). To some extent these results were expected since,
in urban scenarios, with short distances and where the start/stop patterns are frequent,
it is reasonable to expect that the aid provided by the SC will be more beneficial to the
energy consumption of the EV.
Another factor that deserves to be highlighted is the influence of the parameter w. It
was already verified that, when sizing the hybrid ESS with minimum cost (w = 1.0), the
energy savings in Ein throughout the nominal driving cycle are almost null. However, this
property cannot be generalized to non-nominal driving cycles, as shown in Figure 8.15.
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By the same token, the hybrid ESS sized with w = 0.016, although providing 4% energy
savings in the nominal driving cycle, evidences higher energy consumptions (in comparison
with w = 1.0) for the urban driving cycles. The reason for this apparent contradiction is
related to the interplay that exists between energy losses (El), the driving cycle’s energy
(Eout) and the duration of the driving cycle, which is illustrated in Figure 8.15. In par-
ticular, the lighter hybrid ESS (w = 1.0) seems to pay off in urban scenarios (despite the
higher energy losses), while the more energy-efficient1 hybrid ESS (w = 0.016) is penal-
ized by the heavier cells’ mass; the opposite behaviour is verified when the cycle’s range
increases (see, e.g., the consumption for the FPT75 case).
8.6 Conclusion
In this chapter, two methodologies for sizing hybrid ESSs composed of batteries and SCs,
were developed. The first, named filter-based sizing, employs a simple frequency power
decomposition to manage the hybrid ESS, and assumes that the peak power and energy
capabilities of each source are known. This approach is very helpful to understand the
basic mechanisms and the trade-offs associated with battery-SCs hybridization, but, due
to the approximations and simplifications, is only able to provide a rough estimate of
the ideal sizing. In order to increase the accuracy of the sizing process, an optimization-
based approach was then proposed. The main novelty of this latter methodology is the
combination of the sizing task with the (optimal) energy management algorithm of the
sources. For the particular parametric configuration under study, and assuming daily
ranges inferior to 50km, it was concluded that, by adding SCs to the ESS, the overall
costs (installation + charging) of the EV can be reduced by almost 20%. In addition,
depending on the type of driving cycle, the hybrid ESS showed energy savings of up to
7.8%, representing an important contribution toward the increase of the vehicle’s range.
As future work, it is our intention to incorporate additional performance metrics in the
sizing problem, such as the battery stress and degradation, and tackle the real-time energy
management problem.
8.7 Appendix: ESS and Vehicle parameters
The parameters of the vehicle and energy sources are present in Table 8.1.
1in the sense that the energy losses are minimial
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Table 8.1: Vehicle and powertrain parameters
Variable Value
Vehicle mass [without sources] (m) 500 kg
Rolling resistor coefficient (fr) 0.013
aerodynamic drag coefficient (Cd) 0.35
vehicle frontal area (Af ) 1.8 m
2
sample time Ts 1[s]
cost factor γ 0.11[$/Ws]
average cost of a cell, cbat/csc 95/45 [$]
average mass of a cell, mbat/msc 1.86/0.5 [kg]
resistance of a cell, Rbat/Rsc 1.2/0.47 [mOhm]
voltage offset, abat/asc 1.22/0 [V]
voltage gain, bbat/bsc 0.11/2.70 [V/-]
cell charge, Qbat/Qsc 360/4.0 [kAs]





cell max. SOC, qbat/qsc 0.90/0.99 [-]
initial SOC, qbat,0/ qsc,0 0.90/0.99 [-]
maximum current, ibat/isc 300/400 [A]
minimum current, ibat/isc -300/-400 [A]
max. RMS current, Irms,bat/Irms,sc 100/140 [Arms]
derrating factor, χbat/χsc 0.9/1 [-]
usable energy of a cell, ebat/esc 81.5/1.1[Wh]
peak power of a cell, pbat/psc 273/1080 [W]
DC/DC efficiency parameter, D0 270[W]
DC/DC efficiency parameter, D1 32[mOhm]
transmission efficiency, ηTR 0.98
Motor losses parameters, MT
[
144, 0.5, 0, 0.07, 0.36, 0
]
Chapter9
Robust DC-Link Control in EVs with
Multiple Energy Sources
Abstract: Following the hybrid ESS topology introduced in the previous
chapter, we will now investigate the design of the DC-Link controller in order
to regulate the DC-bus voltage and track the SC current. For this purpose,
we start by showing that the converters uncertainty, e.g., the powertrain load,
can be modelled as a convex polytope. The DC-Link controller is then posed
as a robust Linear-quadratic Regulator (LQR) problem and, by exploring the
convex polytope, converted in a Linear Matrix Inequalities (LMI) framework,
which can be efficiently solved by numerical means. Finally, the operation en-
velope of the controller is extended by scheduling the gains according to energy
sources voltages, an important feature to cope with the voltage variations in
the SCs. To analyse the performance of the control architecture, a reduced-
scale prototype was built. The experimental results show that, compared with
the non-robust and non-gain-scheduled controllers, the proposed DC-Link con-
troller offers a better transient response and robustness to disturbances. Fur-
ther, the global performance of the controller is also evaluated during some
driving cycles.
9.1 Introduction
After introducing in Chapter 8 the (off-line) Vehicle Energy Management (VEM) layer,
as well as the sizing task for the storage unit, this section will address the design of the
DC-Link controller. Recall that the DC-Link controller has the responsibility to manipu-
late the converters duty cycles so that the DC-bus voltage and the current (or power) of
the auxiliary source, the SC, follow the setpoints requested by the VEM (see Figure 9.1).
Assuming that the control of the DC-bus voltage and SC current are independent of each
other, the control problem can be simplified by using linear control techniques. For exam-
ple, [63] and [68] report a design where linear Proportional+Integral (PIs) are employed
to build a DC-Link controller based on two parallel loops: i) a current loop to regulate the
auxiliary current (SCs in our work), and ii) a voltage-current (cascade) loop to, through
the main source, keep a constant output voltage. The main drawback of this approach is
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Figure 9.1: Generic architecture of the hybrid ESS with batteries and SCs. Notice that, compared
with the previous chapter, there is a small change in the indexes notation: variables with sub-script
1 refer to the primary source, batteries, while the sub-script 2 is employed in the secondary source,
the SCs.
the fact that the voltage-current loop is not completely independent of the auxiliary cur-
rent (e.g., a change in the current of the auxiliary source (SCs) affects the DC-bus voltage),
which can lead to undesirable interaction between the loops. To attenuate this issue, [330]
proposed a simple decoupling concept that compensates the voltage-current controller for
setpoint modifications in the auxiliary source. However, this decoupling relies on a power
balance principle that is only valid in steady state conditions. Another popular approach
in the power electronics community is to linearise the (nonlinear) DC-DC converter model
around an operating point and then design the feedback controller to locally stabilize the
system [331]. For the hybrid ESS case, the main challenge is to ensure stability and good
transient performance, in spite of disturbances, like the powertrain loads (e.g., accelerating
and regenerative braking present very different operation modes) and input voltages (e.g.,
typically, throughout the EV operation, the SC voltage displays variations of up to 50%
of its nominal value). Consequently, to cope with all this uncertainty it is necessary to
endow the feedback controller with robust control techniques.
The main goal of the present chapter is to develop and evaluate a robust DC-Link
controller for hybrid ESS composed by batteries and SCs, connected through the parallel
of two step-up converters (see Figure 9.1). In the power electronics literature, the robust
control of DC-DC converters with SISO - Single Input Single Output - structure has been
extensively studied in recent years, especially the boost and buck-boost topologies (see,
e.g., [332, 333, 334, 335]). Spurred by the DC-link control problem, these previous studies
are extended here for the MIMO - Multiple Input Multiple Output - structure, with par-
ticular emphasis on the configuration where two boost converters must operate in parallel
and satisfy several control objectives (e.g., regulate the converter’s output voltage and
SCs’ current). Toward that end, a robust Linear-quadratic Regulator (LQR) is proposed
and then numerically solved within a Linear Matrix Inequalities (LMIs) framework. Be-
sides the robustness property, the controller also features an extended operation envelope
thanks to the gain-scheduling of the energy source voltages, which is particularly helpful
in coping with voltage variations in the SCs. Experimental validation of the control archi-
tecture is carried out in a reduced-scale hybrid ESS and its advantages, against non-robust

























Figure 9.2: Equivalent circuit of the DC-DC power converters employed in the hybrid ESS.
and non-gain-scheduled controllers, investigated.
The remainder of this chapter is organized as follows: Section 9.2 presents the power
converter model and a convenient state space normalization. The robust DC-Link con-
troller is then discussed in Section 9.3 and experimentally validated, through a reduced
scale test bench, in Section 9.4. Finally, Section 9.5 provides the concluding remarks.
9.2 Model of the Power Converters
As depicted in Figure 9.2, the topology used for the hybrid ESS is composed of two bidi-
rectional boost DC-DC converters connected in parallel. These converters are supplied by
two sources, a primary (the battery) and a secondary (the SCs), and have the responsi-
bility to step-up the input voltages to the DC-Link levels, providing, simultaneously, an
adequate bidirectional energy flow between the sources and the loads. As a starting point













= i1(1− u˜1) + i2(1− u˜2)− vo
R
− iL (9.1c)
where i1, i2 are the inductors (average) currents and vo the output (average) DC-Link
voltage. The two control inputs are the converters’ duty cycles (u˜1, u˜2) ∈ [0, 1] × [0, 1];
the model parameters are as follows: L1, L2 represent the converter inductances, C the
output capacitance and R the nominal resistance associated to the vehicle auxiliary loads.
Finally, the exogenous inputs are represented by the battery (v1) and SC (v2) voltage
and by the bounded load current iL ∈ [iL, iL] that models the vehicle power requests,
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which is positive during accelerations and negative when regenerative braking is applied;
for mathematical convenience, iL may also incorporate variations in the load of the aux-
iliary systems. Regarding the notation employed in the above model: the variables with
subscript 1 are related to the primary source (the batteries), while subscript 2 refers to
the secondary energy source (the SCs). Furthermore, throughout this work, and unless
otherwise stated, we will refer to the minimum/maximum values that a given variable can
take with an underline/overline notation (e.g., iL, iL).
In practice, the duty cycles (u˜1, u˜2) are used by the pulse-width-modulator (PWM)
block to generate the discrete gating signals (q1, q2) ∈ {0, 1}×{0, 1} and switch the power
semiconductors, as illustrated in Figure 9.2. With the aim of simplifying the analysis, the
above model assumes ideal switches, neglects parasite elements in the inductances and
capacitors, and, in general, is able to capture the converters’ dynamics up to one-tenth
the switching frequency [336], which is enough for the controller design.
9.2.1 Normalized average model


















 , τ = t√
L1C
(9.2)
where x1, x2 are the normalized input currents, x3 the normalized output voltage and τ
the normalized time. Applying these relations to (9.1) yields:
dx1
dτ































and with the duty cycle logic complemented:
u1 = 1− u˜1, u2 = 1− u˜2 (9.5)
It is important to note that the change of variable (9.2) has been adopted in previous
studies (see, e.g., [337, 338, 339, 340]), and is exploited here to represent the boost
converters of the sources in a dimensionless form. Compared with the original model,
this dimensionless representation features the following main advantages: i) the number
of parameters is reduced from four (L1, L2, R, C) to only two (θ1, θ2), and ii) the number
of exogenous inputs is decreased from three (v1, v2, iL) to two (w1, the ratio of input
voltages, and ∆1, the normalized load current). Hence, in the new coordinate system, the
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Figure 9.3: Spectral density for some typical driving cycles.
mathematical description of the converter is simplified, which, as we will see in the next
section, facilitates the model analysis and controller design.
In the sequel, we will work with the normalized model and assume that all the state
variables are available to the controller, as well as the exogenous signals v1 and v2. Even
though this requirement implies the need for several sensors, in practice the majority of
these variables are available in the ESS since, for the sake of state-of-charge (SOC) calcu-
lation, the power flow in the energy sources, i.e., (v1, i1) and (v2, i2), must be accurately
monitored.
9.3 DC-Link Controller
In this section, we present the DC-Link control layer for the hybrid ESS structure illus-
trated in Figure 9.1. It is assumed that the desired DC-bus voltage v∗o and the SC current
setpoint i∗2 (= p∗2/v2), are specified by the VEM layer, e.g., using one of the methods
mentioned in the Introduction, and are available to the lower control layers.
9.3.1 Control Problem
Given that the controller formulation will be based on the normalized model (9.3), it is
appropriate to start the design by also normalizing the setpoints provided by the VEM
layer. Accordingly, by applying the change of variable (9.2) to (v∗o , i∗2), we obtain the
normalized references (x∗2, x∗3). After this preliminary step, the control objectives can be













as quickly as possible, and being robust to uncertainties in the system (e.g., the powertrain
load current).
It is noteworthy that, in practice, (x∗2, x∗3) vary over time, depending on the vehicle
state, driving cycle and VEM algorithm. Consequently, from a theoretical perspective, the
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regulation problem stated above should be posed as an output-tracking problem. However,
by following the tracking setting, it becomes necessary to find a stable inversion of the
system [341], which is hampered by the nonlinearities and non-minimum phase nature of
the boost converter. As a matter of fact, the stable inverse of the boost model requires
the inversion of the internal dynamics - in our case the battery current - producing an
Abel differential equation, difficult to solve analytically (see [340] and references therein).
To overcome these hurdles, and under the assumption of slowly time-varying references
(x∗2, x∗3), we will simplify the control problem, replacing the output-tracking setting by
a regulation one. The above assumption, perfectly reasonable for x∗3 given that, in the
majority of the time, we aim to keep a constant DC bus voltage, is more arguable in
the case of the SC current setpoint x∗2. Nevertheless, if we take into account the spectral
distribution of the typical driving cycles to which the EV is subject, depicted in Figure 9.3,
and even if x∗2 (or equivalently i∗2) has to provide the high frequency components, one can
easily verify that the SC current/power will hardly contain a significant spectral content
above 0.5Hz. (This argument can also be extended to the disturbance ∆1.) As a result,
given the expected fast bandwidth of the DC-Link controller, we can take (x∗2, x∗3) as slowly
time-varying parameters, enabling the indirect solution of the tracking problem through
a regulation setting.
In terms of nomenclature, and for reasons that will be clear later, we will consider
that the desired normalized output voltage x∗3 = θ3 is constant, while the variation of
the SC current reference is bounded: x∗2 = ∆2 ∈ [∆2,∆2] ⊂ R. Moreover, to cope with
the inevitable parametric mismatch and non-modelled factors, the controller will also
incorporate integral action. Augmenting the normalized model (9.3) with integral error,
the converter can be represented by the following MIMO model:
dx
dτ
= f(x,u,θ, w1,∆) =



























are the states, u =
[
u1 u2
]T ∈ [0, 1] ×




the model’s constant parameters. The
exogenous signal w1 ∈ Dw ⊂ R is known and belongs to the bounded set Dw, which
can be calculated considering the expected voltage variation in the energy sources, e.g.,




[∆1,∆1] × [∆2,∆2] = D∆ ⊂ R2. Besides the already-mentioned considerations about
the setpoints (x∗2, x∗3), the controller will further assume that the model parameters θ are
known and x,σ are available for feedback.
Our approach to the DC-Link controller design will be based on a robust, state feed-
back, control law. The first step of the design is to determine the equilibrium points of
the nonlinear system (9.7) and perform the linearization around these points. Then, it
will be shown that the resulting uncertain linear model lies in a convex polytope. This
convex property will be further explored to, starting from a robust LQR setting, formulate
an optimization problem with LMIs and extract the feedback gains. Finally, the opera-
tion range of the DC-Link controller will be extended by gain-scheduling the control gains
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with the exogenous signal w1. Notice that w1, although unknown at the design stage,
can be monitored during the system operation and, due to its slow variation, is a natural
candidate for gain-scheduling.
9.3.2 Control Law, Equilibrium Points and Linearization
As a starting point for the DC-Link controller design, suppose that the gain-scheduled
variable w1 = β ∈ Dw is constant (later we shall consider the time-varying case). With
the aim of stabilize (9.7), we propose a state feedback controller, expressed as:
u = Kx(β)x+Kσ(β)σ (9.8)
where Kx(β) ∈ R2×3 and Kσ(β) ∈ R2×2 are the feedback gains. Under the reasonable
assumption of non-singular Kσ(β), the family of equilibrium points of the MIMO system

















−1 (uss −Kx(β)xss) (9.9)
Next, to investigate the local stability properties, the system (9.7),(9.8) is linearized around
the equilibrium point, resulting in the following state space representation:
dxδ
dτ




where xδ = x−xss, σδ = σ−σss, uδ = u−uss, and the matricesA = ∂f∂x , B(∆) = ∂f∂u









 , B(∆) =








For ease of notation, the dependence of β in the feedback gains was dropped.
9.3.3 Polytopic Uncertainty
In the previous linear model, only the matrix B is affected by the disturbance ∆, which,
for convenience, can be re-written as:
B(∆) =


















where x1ss(∆) represents the battery current at the equilibrium (first element of xss).
Notice that this relation displays an affine form in the variables x1ss and ∆2. This fact,
230 9. Robust DC-Link Control in EVs with Multiple Energy Sources
together with the bounds
x1ss(∆) ∈ [x1, x1] ∆2 ∈ [∆2,∆2] (9.14)
where x1, x1 can be easily extracted from D∆,Dw, enable us to represent the uncertainty
of the linear model in a convex polytope, composed by four vertices:
[A B(∆)] ∈ co{[A (B0 +Bax1 +Bb∆2)],
[A (B0 +Bax1 +Bb∆2)],
[A (B0 +Bax1 +Bb∆2)],
[A (B0 +Bax1 +Bb∆2)]} (9.15)











where [Ai Bi] represents vertices of the polytope, defined in (9.15), and L = 4.
9.3.4 Control Synthesis
After the derivation of the linearized uncertain model, in this section we will explain how
the state feedback matrices (Kx,Kσ) can be selected, in order to obtain a stable and robust



























= (A+ B(∆)K) ξδ (9.17b)
Following the discussion carried out in the previous section, the augmented state and input
matrix (A,B(∆)), assumed to form a controllable pair in ∆ ∈ D∆, are contained in the
following convex polytope:
[A B(∆)] ∈ co{[A1 B1], [A2 B2], [A3 B3], [A4 B4]} (9.18)
where Ai,Bi, i = 1, . . . , L, follows from (9.15) and (9.17).
In simple terms, the first robust stability problem that we need to solve can be stated
as: find the state feedback gains K such that (A+ B(∆)K) is Hurwitz for any ∆ ∈ D∆.
To address this problem we can apply the Lyapunov method and pose a LMI problem,
solvable by numerical means (see [342, Chapter 7]). However, this formulation neglects a
very important aspect: the transient response of the closed-loop system is not taken into
account in the control synthesis. Thus, to ensure a satisfactory transient performance,
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where Q = QT > 0, R = RT > 0 are positive-definite, symmetric, matrices defined by the
designer, and which characterize, indirectly, the closed-loop transient response. Toward
the robust minimization of J (which can also be seen as a robust LQR problem), consider
a quadratic Lyapunov candidate function, V = ξTδ Pξδ, with P = P




(A+ B(∆)K)T P + P (A+ B(∆)K)
)
ξδ (9.20)
Spurred by the guaranteed-cost control concept [343], suppose that a pair (K,P ) can be
chosen such that the following inequality is satisfied:
V˙ =ξTδ
(





for any ∆ ∈ D∆. Since Q,R > 0, it follows that Q + KTRK > 0, V˙ < 0 ∀ξδ 6= 0 and
asymptotic stability is obtained [96]. Next, integrating the previous relation∫ ∞
0






and using the asymptotic stability property, i.e., V (∞)→ 0, we have:
J < V (0) = ξδ(0)
TPξδ(0) (9.23)
Hence, the cost J can be bounded by the initial value of the Lyapunov function, which
also depends on the initial state ξδ(0). In order to eliminate this dependence, we can
consider a stochastic interpretation of (9.23), suggested in [344],[345], and take ξδ(0) as a
random vector with zero mean and covariance equal to the identity matrix; applying the
expected value operator to the resulting random variable, E{ξδ(0)TPξδ(0)}, a new upper
bound, independent of ξδ(0), is obtained [344]:
J < trace(P ) (9.24)
Returning to the inequality (9.21), it can be shown that, by exploring the convexity
property of the uncertain polytope, (9.21) holds if the following matrix inequalities are
true:
(Ai + BiK)T P + P (Ai + BiK) +Q+KTRK < 0 (9.25)




trace (P ) (9.26)
s.t. P > 0, (9.25), i = 1, . . . , L,
At this stage, it is worth mention that the formulation (9.26) intends to minimize the
upper bound on the cost function J . This approach is known in the literature as the
guaranteed-cost control [343, 344], and ensures that the resulting controller will be able
to provide an adequate level of performance, in spite of uncertainties in the model. The
main obstacles to the numerical resolution of (9.26) are the non-convex constraints; to



















































Figure 9.4: Block diagram of the proposed DC-Link controller; notice that the change of variable
T1(.) is described by (9.2).
overcome this difficulty, we apply the following change of variable (suggested in [342]):
Y = P−1 L = KY (9.27)
which, after some algebraic manipulation, allow us to reformulate the robust stabilization
problem in a more practical setting:
Proposition 9.1. Consider the model (9.17), under polytopic uncertainty (9.18). The





−Y ATi −AiY − BiL−LTBTi Y LTY Q−1 0
L 0 R−1
 > 0
Y > 0, i = 1, . . . , L (9.28)
where K = [Kx Kσ] = LY −1.
Notice that, in this last formulation, the constraints are placed as LMIs, which are con-
vex and easier to treat numerically. Actually, the YALMIP [346] and SeDuMi solver [347]
were employed to numerically extract the optimal solution of the above problem.
9.3.5 Gain-scheduling
So far, we have assumed that the exogenous input w1 = v1/v2 is constant, but, in practice,
this variable depends on the voltage of the energy sources, which varies over the EV
operation. In order to deal with this variation, and extend the operation range of the
DC-Link controller, the feedback gains Kx,Kσ will be modified (scheduled) according to
the value of w1 (the scheduled variable). Toward that aim, we start by discretizing the
exogenous input w1 over its domain (Dw):
[β1, β2, . . . , βN ] ∈ (Dw)N ⊂ RN (9.29)
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Figure 9.5: Feedback gains of the gain-scheduled DC-Link controller (9.31) employed in the
experimental validation; the u1 gains, represent the first row of the matrix [Kx(w1) Kσ(w1)],
while the u2 gains are the second row.
Next, for each one of these discrete values, we apply (9.28) to calculate (off-line) the
corresponding set of control gains:(
Kx(β1),Kσ(β1)
)





The gain-scheduled controller is then obtained by replacing β (constant) with w1 (slowly
time varying) in (9.8) and interpolating the controller gains at intermediate points, pro-
ducing the final control law:
u = Kx(w1)x+Kσ(w1)σ (9.31)
which is illustrated in Figure 9.4. To qualitatively analyze the influence of scheduled vari-
able w1 in the feedback gains, Figure 9.5 represents the (linear) interpolation results of the
Kx(w1) and Kσ(w1) used in the experimental validation (whose details will be discussed
in the next section). From these results, it is interesting to note that some feedback gains
are almost insensitive to w1 variations, e.g., the x2 feedback gain in the u1 channel, while
others shows the opposite behaviour (e.g., the x3 feedback gain in the u1 channel depicts a
variation of more than 300% throughout the w1 operation range). Furthermore, it is also
worth mentioning that the dimensionless model (9.3) adopted in the DC-Link controller
design brings important advantages to the gain-scheduling implementation; to be more
precise, instead of using two scheduled variables (v1 and v2), as would be the case if the
original model (9.1) was employed in the controller design, the approach proposed in this
chapter only needs a single variable, i.e., the voltage ratio w1.
Remark 9.1. In order to ensure that the gain-scheduling controller (9.31) maintains the
stability and transient response performance, it is necessary that the exogenous input
vary slowly in time [348]. To show that this requirement holds in our design, recall the
definition w1 = v1/v2 and notice that the time variation of the battery voltage v1, when
compared with the high excursion that is usually observed in v2, can be safely neglected.
In other words, v2 is definitely the variable that contributes most to the variation of w1.
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Hence, using the SC ideal model, the evolution of v2 can be described by






where CSC is the equivalent capacitance of the SCs. As CSC is normally chosen with a
relatively high value, the integral relation (9.32) provides a slow variation in v2. Con-
sequently, taking into consideration the time-scale that the DC-Link controller operates
(some milliseconds), it is perfectly reasonably to admit w1 as slowly varying exogenous
input.
Remark 9.2. In this chapter, it was considered that the DC-Link voltage must remain
constant throughout the EV operation, which may be conservative for some designs. For
instance, the DC-bus voltage increase can be helpful when the load power is high [349] or
during the field-weakening operation of the electric motor [350]. Nonetheless, the design
described here can be easily extended to deal with variable x∗3, e.g., by adding a second
gain-scheduling variable (x∗3) to the controller.
From a practical point of view, implementing the control law (9.31), in particular the
integral action, requires certain care on a number of details. First, it should be noted that
the controller was formulated in normalized time (τ), while its implementation will be
done in normal time (t); therefore, it is imperative to introduce a correction factor when









Second, to avoid unwanted transients upon the controller activation, the initial value of
the integrator, σ(0), should be selected, taking into account the initial conditions (i.e.,
x(0), w1(0)) and the intended initial duty cycles u(0). Based on this information, we
can invert (9.31) and extract an adequate value for σ(0). Finally, as the control signals
are physically limited, it is essential to incorporate anti-windup mechanisms into the in-
tegrators to ensure a proper operation when u saturates. With this concern in mind, we
employed the technique of conditional integrator [351].
9.4 Experimental Validation
9.4.1 Overview of the Experimental Setup
The experimental validation of the DC-Link controller was carried out in a small laboratory
test bench, built with the intention of studying, in a reduced power scale, the hybrid ESS of
the uCar. This reduced-scale setup (DC Link with 500W, 100V), illustrated in Figure 9.6,
is endowed with two types of energy sources: a battery pack and an SCs bank. The former
is composed of four NiMH SAFT modules (12 V, 13.5 Ah) [352] in series, while the latter
is obtained by two branches of SCs in parallel of a series of 18 cells (100 F, 2.7 V, 21.4
A), manufactured by NESSCAP [353]. Each energy source is connected to the DC Link
through a bidirectional boost converter, whose power electronics were accomplished by two
(of the three) arms of the SEMIKRON - SKS 11F B6CI (600V/18A) module, switched at
10kHz. The remaining arm of the power module is used to build a third bidirecional boost
converter with the objective of emulating the (reduced) powertrain load that is requested













Figure 9.6: Experimental test bench employed in the DC-Link controller validation.
to the DC Link . Table 9.1 describes the parametric values employed in the experimental
setup.
Concerning the DC-Link controller implementation, a dSPACE DS1103 realtime card
was employed and programmed with the help of the Matlab-Simulink-RTW environment.
The voltage and current measurements, accomplished through Hall effect transducers,
LEM: LV25-P and HY15-P, respectively, are acquired by the analog-to-digital converters
of the dSPACE board, in synchrony with the PWM signals.
Before the final implementation, the performance, robustness and gain-scheduling pa-
rameters of the DC-Link controller must be chosen. The performance parameters were
taken as:
R = diag ([1 1]), Q = 1.10−2 diag ([1 1 1 5 5]) (9.34)
where diag(.) is the diagonal matrix. Regarding the robustness parameters, associated
with the uncertainty bounds, they were defined as x1ss(∆) ∈ [−0.7, 0.7], ∆2 ∈ [−0.5, 0.5],
which is equivalent to a variation of ±11A in the battery current, ±8A in the SCs and
enough to cover the power range of the experimental tests. Further, taking into account
the expected range for v1 and v2 voltages, defined in Table 9.1, it was assumed that the
gain-scheduled variable w1 = v1/v2 belongs to the set [1, 2]. Then, w1 was discretized
with a fixed-step size of 0.1, generating a grid with N = 11 points (β1, β2, . . . , βN ), and,
for each one of these, (9.28) was solved with the YALMIP+SeDuMi solver, producing a
family of controllers described in (9.30). The final implementation of the LQR-Robust-
Gain-Scheduling (LQR-R-GS) controller in the dSPACE was carried out with the help of
lookup tables, used to store the family of feedback gains (9.30), and by interpolating them
for intermediate results (see Figure 9.5). Albeit the lookup tables must store 110 points
and perform 10 interpolations in each sampling time, the complexity of this operation is
moderately low because all the tables share the same input, which enables the application
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of efficient pre-lookup techniques [354].
As control objectives, it is required that the LQR-R-GS keeps the output voltage
constant at v∗o = 100V and ensures that the SC current tracks a given time-varying
reference i∗2.
9.4.2 Evaluation of the Robust Formulation
The first batch of experimental tests intends to assess the benefits of designing the DC-
Link controller within a robust framework. To that purpose, the LQR-R-GS was compared
against a nominal LQR controller, named LQR-N, which does not take into considera-
tion any kind of uncertainty in the model and assumes constant exogenous inputs. In
other words, the LQR-N has fixed ∆1,∆2 and w1. Given that the EV operating con-
ditions change significantly through time, a difficulty that emerges when implementing
the nominal controller is the selection of the operating point. To address this prob-
lem, we employed the average operating point of the system, which, for our purposes
here, was taken as (x1ss, x2ss, w1) = (0.4, 0.2, 1.042), or, in non-normalized variables
(i1ss, i2ss, v1/v2) = (6.32A, 3.16A, 50V/48V). Moreover, the LQR-N gains were obtained
by solving (9.19) with the MATLAB lqr command, and, to make a fair comparison, both
controllers share the same performance weights, defined in (9.34). The resulting nominal







[−0.457 −0.031 −0.268 0.125 −0.185
−0.036 −0.331 −0.005 −0.185 −0.126
]
As far as i∗2 is concerned, during the first experimental test a small pulse (100ms
and 8A of peak) is applied to the SC reference, maintaining the others exogenous in-
puts/disturbances (w1, iL) constant. Analyzing the experimental results depicted in Fig-
ure 9.7, one can find that the LQR-R-GS offers a superior transient performance in regu-
lating the output voltage, reducing the peak voltage errors from 6% (LQR-N) to less than
2%, while a small improvement is obtained in the i∗2 tracking. Some of these differences
can be explained by looking more closely at the control signals evolution, i.e., the duty
cycles (u˜1, u˜2). For instance, the results show that the nominal controller is much faster
to modify the duty cycle of the SCs, u2, than u1. As a consequence, during the initial
positive step (t ∈ [0.01, 0.11]s), the batteries are slower coming out of service (and the
SCs too quick supplying the power), which lead to excess energy being injected in the
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Figure 9.7: Experimental results of the LQR-R-GS (full line) and nominal LQR (dashed line)
controllers when excited with a step in i∗2. The nominal point employed in the nominal LQR tuning
is (i1ss, i2ss) = (6.32A , 3.16A) (dotted line) and the remaining exogenous inputs/disturbances are
kept constant ( iL = 4.0A, w1 = 50V/48V).
DC-Bus. This energy, in turn, is absorbed by the DC-Link capacitor, producing a consid-
erable voltage overshoot that is present with the LQR-N controller (a dual case occurs at
t ∈ [0.11, 0.25]s, where the battery re-entry in service is also slow, leading to the voltage
undershoot). From a theoretical point of view, the transient performance deterioration
seen in the LQR-N was, to some extent, expected, since the controller is moving around
the nominal point employed in its tuning (see i1ss and i2ss plotted in Figure 9.7). On
the other hand, the LQR-R-GS design takes into account the uncertainty in the operating
conditions and provides a better coordination among the sources. It is also worth men-
tioning that, thanks to the integral action, no differences are found between controllers in
steady state.
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Figure 9.8: Experimental results of the LQR-R-GS (full line) and robust LQR without gain-
scheduling (dashed line) controllers when excited with a step in i∗2. The SC voltage is approaching
the full discharge (w1 = 50V/32V), but remains approximately constant throughout the test, as
well as the load current iL = 3.5A; the LQR-R (without gain-scheduling) was configured assuming
a fully charged SCs.
9.4.3 Evaluation of the Gain-Scheduling
After establishing the benefits of the robust formulation, we will now assess the impact
of gain-scheduling the DC-Link controller with the input voltages ratio (w1 = v1/v2).
To investigate this issue, the LQR-R-GS will be compared with the robust LQR without
gain-scheduling, i.e., assuming a constant exogenous input w1 = βe. This latter controller,
referred to as LQR-R, is characterized by a state feedback with the structure KLQR−R =[
Kx,R Kσ,R
]
, where the fixed gains are extracted from Figure 9.5, i.e., Kx,R = Kx(βe),
Kσ,R = Kσ(βe). Concerning the experiments conducted in this section, the LQR-R was
configured assuming a fully charged SC (βe = 50V/48V), and evaluated for the case where
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the SC is close to the discharge point (v1/v2 = 50V/32V). The remaining conditions are
similar to the ones used in the previous test.
The experimental results, present in Figure 9.8, demonstrate a superior transient per-
formance of LQR-R-GS against the LQR-R: the voltage regulation error for the gain-
scheduling controller is less than 2%, contrasting with the 8% peak error for the LQR-R,
while minor differences are observed in SC current tracking. Further insight can be gain by
analyzing these results from a power flow perspective. The non-scheduled controller is con-
figured under the assumption that the SCs are fully charged with 48V; thus, when the 8A
step is applied to i∗2, the LQR-R takes for granted that the SC will supply 48× 8 = 384W
(the model did not consider losses) and, as result, reduces the battery power in the same
proportion. However, in practice, the SC has a lower voltage, 32V, resulting in power
deliver of only 32 × 8 = 256W, i.e., much less than was expected. Meanwhile, the power
reduction conducted in the battery is still done under the assumption of fully charged SCs,
which generates a power shortage in the DC-Link, driving to the voltage undershoot that
occurs with the LQR-R controller around t ∈ [0.01 0.05]s (a dual situation happens at
t ∈ [0.11 0.15]s, but with an inverse consequence: excessive power in the DC-Link). Ac-
tually, in order to recover the voltage stability, the LQR-R must rely on integral action to
eliminate the parametric mismatch, leading to the observed transient degradation. On the
other hand, the scheduled controller benefits greatly from adapting the gains accordingly
to the exogenous input, producing a much better power shift among the energy sources
and reducing the power imbalances during transients.
9.4.4 Evaluation with Driving Cycles
Up until now, the experimental tests focused primarily on assessing the local transient
performance of the LQR-R-GS for a limited set of operating points. In this section, we
will move on to a global evaluation, covering a wider range of operating conditions and
concentrating on a more realistic setting, based on driving cycles. Toward that aim, the
load emulator was configured to take, from the DC-Link, a given amount of power, in
accordance with some pre-defined cycles. Of the various driving cycles experimentally
evaluated, two of them were selected and shown here. Firstly, a manual cycle, composed
of 8 s acceleration, 25s of cruising at constant speed and 8s of deceleration (plus 8s of
standstill), was built and applied to the experimental setup (see Figure 9.9(a)). Secondly,
a re-scaled FTP75 cycle was tested, of which the results for the period between 136s and
341s are presented in Figure 9.9(b).
A second important modification carried out in these latter tests concerns the genera-
tion of the SCs’ current/power setpoints, which is the responsibility of the VEM layer (see
Figure 9.1). Accordingly, the SCs’ current reference was generated using a frequency-based







where s is the Laplace operator, τf is the time constant of the filter, and pL the power
requested by the vehicle. This filter-based power split, previously discussed in the litera-
ture [59, 74, 355], is motivated by the idea of using the SCs to satisfy the high frequency
content of the DC-Link power pL, while the average power is provided by the batteries.
Even if the development of a real-time VEM algorithm is not the main subject of the
current work, (9.36) represents a simple and practical way to generate the SC setpoint i∗2,
and also enable us to validate the LQR-R-GS controller in a more realistic setting.
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(a) manual cycle, comprising standstill, accelerat-
ing, cruising and decelerating operation modes



























































(b) FTP75 driving cycle (136 to 351s)
Figure 9.9: Experimental results for some selected driving cycles. The high pass filter (9.36),
responsible for generating i∗2, was configured with τf = 8s (manual cycle) and τf = 15s (FTP75
cycle).
Figure 9.9(a) and 9.9(b) depicts the final experimental results for the driving cycles
mentioned above. In both cases, the DC Link output voltage vo is accurately regulated,
presenting maximum voltage errors below 2%, in the manual cycle, and 0.5% in the FTP75.
Similarly, the tracking of the SC current displays negligible errors and, for time scales under
consideration, i∗2 is almost overlapped with the measured current i2. The FTP75 test
also enables us to investigate the LQR-R-GS performance when subject to a considerable
excursions in the SC voltage, which greatly affects the gain-scheduling variable w1 = v1/v2.
Despite facing a 50% variation in v2 throughout the FTP75 test, the LQR-R-GS controller
schedules its gains according to these variations and is able to keep a uniform performance
in the DC-Link control task, independent of the SC state of charge. Finally, Figure 9.10
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(a) FTP75 driving cycle (136 to 351s)
Figure 9.10: Experimental results of power provided by the battery (p1 = v1i1), SC (p2 = v2i2),
and requested by the load (pL = (iL +
vo
R )vo) during the tests depicted in Figure 9.9.
depicts the power sharing between the sources throughout the FTP75 cycle. Analyzing
these results, one can find that the batteries supplies the average power requested by
the EV load (pL), while the SCs covers the acceleration transients and high frequency
content, which are in accordance with the expected behaviour for the frequency-based
power splitting employed in the VEM layer.
9.5 Conclusion
In this chapter, a robust DC-Link controller for the hybridization of batteries and SCs,
through an active parallel topology composed of two bidirectional boost DC-DC convert-
ers, was presented. The proposed approach relies on a LQR framework and is able to
control, simultaneously and in a coordinated manner, the DC bus voltage and the SC
current. This LQR setting was then extended to deal with two important issues in the
DC-Link layer: model uncertainty and exogenous disturbances. Regarding the former
issue, we notice that a convex uncertain model can be built for the power converters,
enabling us to translate the robust LQR into a LMI-based optimization problem, easily
solvable by numerical means. To handle the latter issue, the controller was gain-scheduled
with the energy sources voltages, which, in view of the SCs’ voltage variations, proved
to be very effective. The implementation of the gain-scheduling technique also benefited
greatly from the dimensionless representation of the DC-DC converters, which enabled us
to handle the effect of the two energy sources voltages in the DC-Link controller using only
a single scheduled variable, i.e., the ratio w1 = v1/v2. Experimental validation, carried
out in a reduced scale test bench, demonstrated the effectiveness of the proposed DC-Link
controller. In particular, it was shown that, in comparison with two other methods (a
nominal LQR and a robust LQR without gain-scheduling), the proposed controller offers
a better transient response, especially in the DC-bus regulation task. Additional exper-
imental evaluation with realistic driving cycles (FTP75) was also provided, confirming
a satisfactory performance of the DC-link controller when subject to a wider range of
operation conditions.
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Chapter10
Conclusion and Future Work
This work investigated control allocation (CA) techniques as an enabling tool for explor-
ing the potential offered by redundant vehicle configurations. As a first application, the
CA concept was employed in the design of a torque blending strategy for the EV braking
system. This allocation strategy is based on an optimization framework and enables us to
determine the optimal split between electric and friction brake torque, taking into account
energy performance metrics, actuator constraints and different actuators’ bandwidths. Be-
sides the torque splitting strategy, the proposed design is also endowed with a wheel slip
controller. This controller relies on an adaptive mechanism to deal with the paramet-
ric uncertainty in the tyre-road friction model, whereas the non-parametric uncertainty
is tackled through the dead-zone modification. The effectiveness of the torque blending
and the (adaptive) wheel slip controller were demonstrated through several CarSim sim-
ulations. From these results, it is worth mentioning that: i) despite the reduced control
authority of the IWM, its high bandwidth was shown to be useful in the improvement of
the transient response of the wheel slip controller; ii) we found that the IWM acceleration
mode, an unusual operation mode during braking manoeuvres, can also be very helpful for
stabilizing the tyre slip, e.g., by quickly decreasing the wheel moment in cases of sudden
drops in the tyre-road friction; iii) similar to the previous point, for the cases when the
EV energy storage is fully charged (thus no electric braking is possible) the acceleration
torque is again helpful in maintaining the slip regulation with uniform performance, i.e.,
independent of the state of charge of the energy storage; and iv) the proposed torque
blending, based on the CA technique, revealed tolerance to some types of IWM failures.
As discussed in Chapter 7, the CA methodology was also applied in the development
of a motion controller for highly redundant EVs, composed of four IWMs and four-wheel
steer. Since this configuration enables the individual control of the lateral and longitudinal
force generated by each tyre, the CA is well-placed to take advantage of vehicle’s redun-
dancy, e.g., to minimise the friction use of the tyres. With these ideas in mind, two CA
algorithms for the assignment of the tyres’ forces were explored. The first method is, in its
essence, an extension of the cascading generalized inverse; it builds on the idea that the
angles of the tyres’ forces can be fixed with the pseudo-inverse solution of the CA problem,
while the force’s magnitude can be obtained with the help of fast QP solvers. It was shown
that this approach generates allocation results very quickly (less than 400 us on average);
but, in general, does not cope well with unfeasible forces requests. To overcome this is-
sue, an alternative approach, based on the linearization of the friction circle, was then
developed. Despite requiring more computational effort, this second CA approach better
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handles the unfeasible forces and still presents computational times suitable for real-time
purposes (less than 1 ms on average). On top of the CA layer, we have also developed a
motion controller for the path following problem of highly redundant EVs. This controller
relies on a combination of robust feedback techniques with optimal (feedforward) control
methods. The optimal feedforward term generates, through a convex optimal problem,
the speed and force (ideal) setpoints that allow the vehicle to follow a given path in: i)
minimum time, ii) minimum energy; or iii) a trade-off between the previous two. To
cope with model uncertainties and disturbances, a robust feedback structure, based on a
cascade of position-speed loops and tuned with the help of sliding modes techniques, was
incorporated into the motion controller. Several simulations carried out in the high-fidelity
CarSim simulator have demonstrated the effectiveness of the motion controller and the
CA methods.
Chapter 4 revisited the wheel slip control problem within a pure robust setting. To this
end, a sliding mode controller was proposed, which is capable of simultaneously handling
parametric and non-parametric uncertainties, and features a chattering-free operation,
thanks to the conditional integrator technique. One of the main issues with slip regulation
(either robust or adaptive) consists of identifying the (slip) set-point that maximizes the
tyre longitudinal friction force. Motivated by this issue, a practical linear parameterization
(LP) was derived to approximate the nonlinear Burckhardt friction model, featuring good
fitting capabilities and reduced complexity. The real-time identification of the LP was
then performed with the help of a constrained version of the RLS method, which, due to
the inclusion of prior knowledge on the model parameters, reduces the estimator variance.
CarSim simulations and experimental tests, carried out in the uCar prototype, showed
good slip regulation and robustness to disturbances of the sliding mode control, while the
peak friction observer provided accurate estimates.
The present study also developed control strategies for the vehicles’ actuators, with
particular focus on the brake-by-wire (BBW) sub-system. More specifically, we have pro-
posed a reduced model, based on an uncertain second-order system, for capturing the
fundamental dynamics of the BBW actuator. Despite the approximation errors, this re-
duced model was proved to be a very useful representation for control design purposes.
Another contribution of this study was the development of a new LP for the friction model,
which is able to tolerate significant uncertainty in all friction parameters, most notably the
Stribeck speed. Based on this LP and on the reduced-actuator model, we then designed
an adaptive-robust controller to regulate the braking pressure of the BBW actuator. The
advantages of this control law against other control approaches were investigated through
a series of experimental tests, carried out in a test bench. It was concluded that in
comparison with dither-based friction compensation, our controller can reduce the energy
consumption of the BBW actuator by more than 40%, an important feature for sensitive
energy applications, as is the case with the EVs. Further, we also verified that, in com-
parison with the nominal friction compensation technique, the proposed adaptive-robust
controller copes better with parametric uncertainty in the friction model.
The second part of the present research investigated the energy management and
control of EVs powered by batteries and SCs. This research was initiated by addressing
the sizing problem of the hybrid storage system; that is, finding the number of battery and
SCs cells capable of fulfilling the power and energy requirements specified for the vehicle.
Toward that goal, a combined sizing and energy management optimisation problem was
formulated and then solved with the help of a nonlinear numerical solver. The main
conclusion was that, if the daily ranges of the EV are not very high (that is, inferior to 50
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km in our study), then the SCs can be exploited to downsize the battery pack and reduce
by 20% the overall installation costs of the storage unit. Alternatively, and depending
on the trade-off preferences specified by the designer (i.e., cost vs energy efficiency), the
hybrid storage unit can also be sized to decrease the energy losses by up to 7.8%. These
results put in evidence the fact that the SC usage is very attractive for EVs where the
range requirements are not very strict, such as neighborhood EVs or individual mobility
solutions for city environments. Conversely, for general-purpose EVs, which are normally
associated with higher autonomies, the use of a hybrid storage unit will, inevitably, lead
to higher installations costs.
With regard to the control of the hybrid storage unit, our attention was concentrated
on the DC-Link controller problem. The main contribution for this area was the devel-
opment of a robust, gain-scheduled, LQR controller that is able to stabilise the DC-link
output voltage and regulate the power flow among the energy sources, in spite of model
uncertainties (e.g., load current) and exogenous disturbances, such as the variation in the
SC voltage. Experimental results carried out in a reduced test bench demonstrated that,
in comparison with two other controllers (non-robust and non-gain-scheduled versions),
the proposed method significantly improves the transient response of the power converter,
particularly the regulation task of the output voltage.
10.1 Outlook for Future Work
As far as the EV safety is concerned, it would be interesting, in future works, to pursue
the following ideas:
• Despite the extensive experimental tests carried out in this work, it was not possible
validate the torque blending strategy, discussed in Chapter 3, in a real EV. This
validation should be tackled in future studies. Similarly, the experimental compar-
ison between the wheel-slip controller based on sliding modes (Chapter 4) against
the adaptive solution proposed in Chapter 3 represents another valuable task to be
addressed in forthcoming studies.
• Another avenue that can be explored is an extension of the optimal LP, proposed in
Chapter 5, to address lateral friction forces and, possibly, combined forces, i.e., with
simultaneous longitudinal and lateral tyre slip. In particular, it would be interest-
ing to explore this LP to identify, in real-time, the lateral friction coefficient and,
perhaps, investigate its usefulness in estimating other difficult-to-measure variables,
like the vehicle side-slip.
• Regarding the path following algorithm, Chapter 7 assumed that the desired path
for the vehicle is known in advance, and the convex minimum-time problem can
be solved ”off-line”. Future research should address the application/development of
numerical solvers that can treat this convex problem in real-time and investigate
more deeply the interaction between the (proposed) path following algorithm and
the path planning layer. In addition, experimental validation of the path following
algorithm in a real car would also be a valuable (and very challenging) task.
• The fail-safe operation of redundant EVs is another major research topic that de-
serves further attention. We believe that the CA-based framework, developed in
this work (both for the torque blending as well as for the motion controller), is well
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placed to cope with this problem; nonetheless, further research should be carried out
to evaluate the CA performance under failure scenarios.
With regard to the second theme of the work, energy management in EVs with multiple
sources, it would be interesting to pursue, in future work, the following research lines:
• Due to the non-convex constraints, the methodology employed in Chapter 8 to solve
the combined sizing/energy management problem does not ensure global optimal
solutions. One possibility to overcome this limitation is to use solvers based on the
dynamic programming method; however, the high number of decision variables, to-
gether with the well-known high computational times, may hinder the use of such a
tool for the sizing problem, particularly for longer driving cycles. Another promis-
ing alternative, worth investigating in the future, is the adoption of convexification
techniques, which are becoming increasingly popular in the literature [112].
• It would also be pertinent to: i) incorporate in the sizing problem models for the
battery stress, degradation, dynamics and thermal evolution; ii) investigate the effect
of different battery technologies in the sizing results (i.e., NiMH+SC, Li-ion+SC,
etc.); iii) perform further sensitive studies, e.g., how the sizing evolves for differing
cell costs, charging costs, vehicle mass, etc; and iv) complement the batteries and
SCs with a third energy source, such as fuel cells.
• The energy-management problem was developed, together with the sizing task,
within a non-causal setting, i.e., it requires advance knowledge of the vehicle driving
cycle to extract the optimal power allocation. Despite being useful for determining
a benchmark solution, its applicability for the real-time energy management is lim-
ited. Consequently, in future works the on-line energy-management problem should
also be addressed. For that purpose, preliminary work has been conducted already,
formulated within the control allocation framework and fuzzy logic (see [322] for
additional details). In the near future, we plan to extend this research into other
directions, such as identifying the vehicle running conditions (e.g., urban driving,
highway driving, etc.) and adapting the allocator priorities according to the identi-
fied running conditions.
• Finally, for the DC-Link control layer, it would be interesting to extend the ro-
bust control approach developed in Chapter 9 to a more efficient power-conversion
structure, such as the interleaved configuration for DC/DC converters [317, 318].
AppendixA
Description of the uCar Prototype
This section presents the uCar Electric Vehicle prototype, initially developed by the We-
MoveU project [356] and employed in this work to validate the wheel slip control and µ
estimator algorithms. The main features of the uCar consist of the distributed powertrain
architecture, composed of two electric motors coupled to the front wheels of the vehicle,
and its control systems based on Field Programmable Gate Array (FPGA) technology. As
illustrated in Figure A.1, this control chip builds around a reusable intellectual property
core, named Propulsion Control Unit (PCU), containing motor control functions, algo-
rithms for energy loss minimization and wheel-slip controls. The main motivations for
developing the FPGA centric architecture have been cost and performance issues. These
issues have led, in the last decade, to an increased penetration of the FPGAs in industry
applications with multi-motor configurations, such as a multi-axis robotic manipulator
arm [357], process control [358] and other power-electronics applications [359]. The main
driving forces behind this paradigm shift are the parallel features and high calculation
capacity offered by the FPGAs, which allow pure modularity, i.e., the control modules
share the same physical unit, but run in a truly concurrent mode. In contrast, traditional
software-based solutions, like Digital Signal Processors (DSPs), have some difficulties with
implementing high bandwidth control for more than two motors simultaneously, a conse-
quence of its sequential processing. Consequently, in EVs with multi-motor configurations,
the concentration of all powertrain functionalities in a single FPGA-based module can im-
prove system performance, since faster control loops are achieved and several DSPs’ con-
trol units can be replaced by a single FPGA. The interested reader is referred to [360] for
additional details regarding the FPGAs’ advantages in EVs with distributed propulsion.
A.1 Propulsion Control Unit (PCU)
For each driving wheel of the uCar EV, an individual PCU module is associated, which
independently regulates the motor torque and flux. To reach this aim, the PCU is com-
posed by 3 sub-modules: i) motor-control; ii) loss minimization; iii) traction control and
µ estimator. The PCU used in this work targets the control of induction motors (IM),
since they offer low cost, high reliability and simple manufacture. Moreover, it is worth
mentioning that the FPGA implementation can be easily reconfigured to handle diverse
types of EVs configurations (with 1, 2 or 4 electric motors), by changing the number of
PCU instantiations. To complement the PCU, a processor is also embedded in the FPGA
to handle the communications and datalogging tasks, perform the system managing, i.e.,
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Figure A.1: Block diagram of the powertrain controller employed in the experimental EV proto-
type; the Propulsion Control Unit (PCU), a reusable module, addresses the main control require-
ments (torque and flux control, energy loss minimization and wheel slip control) of each electric
motor in the powertrain.
a state machine to handle the various operation modes in the vehicle (idle, run, stop, fail,
charging, etc...), and execute slow control loops.
A brief overview of each one of the PCU sub-modules will be described in the next
sections.
A.1.1 Motor Control
The classic indirect Field Oriented Control (iFOC) theory, with the current controllers
formulated in the synchronous frame (dq coordinates) [361, 362], was the strategy elected
to design the motor control (MC) sub-module. As can be seen in Figure A.2, the MC starts
by translating the stator current ia and ib to a coordinate system synchronous with the
rotor flux vector, using, for this purpose, the well-known Clarke and Park transformations.
These currents are then regulated independently by two linear Proportional + Integral
controllers: the first indirectly controls the motor torque (iq), while the second affects
the motor flux (id). The outputs of the current controllers, specifying the desired motor
voltage in Cartesian coordinates (mq, md), are then converted to the polar representation
(|m|, θdq) using the CORDIC (COordinate Rotation DIgital Computer [363]) algorithm.
The final step is to transform the reference voltage to the stationary reference frame (|m|,
θ) and apply it to the Space Vector Pulse-Width Modulator [364], generating the duty





















































































Figure A.2: Illustration of the main mathematical operations carried out by Motor Control and
the Loss Minimization Algorithm (LMA) inside the PCU (Propulsion Control Unit).
cycles for the DC/AC inverter. Additional modules for motor slip calculation and encoder
angle normalization are also included in the MC.
Within the PCU, the MC is the most computational intensive block, demanding con-
siderable computational resources, proportional to the number of motors in the powertrain,
and reduced execution times (tens of microseconds). Among these resources, the multi-
plier is one of the most requested operators and it is, simultaneously, a scarce asset in
the FPGA. For instance, considering an EV topology with 2 electric motors, which is the
configuration used in our prototype, each MC would need 17 multipliers (see Figure A.2),
or 34 multipliers for the 2 MC. For such reason, to avoid the use of costly FPGAs, special
care must be taken when implementing the motor control block. As a result, in order
to minimize the number of resources in the FPGA, and also the overall cost, an efficient
computational block was employed, which permits time-sharing of the available multipliers
without compromising the controller bandwidth (see [365, 366] for further details). It is
also interesting to note that, the MC blocks (i.e., PI controllers, coordinates transforma-
tions, SVPWMs) can be easily reconfigured to control other types of motors frequently
employed in the EV applications, such as permanent magnet and brushless DC motors, a
feature explored in [356].
A.1.2 Motor Efficiency
For battery based EVs, the powertrain energy efficiency, and in particular the motor
efficiency, is a critical factor for maximizing the ”range per charge” performance metric.
It is a well-known fact that the IMs have lower power density and, more important, are
less efficient that the PM based motors [13]. On the other hand, they also offer low
cost and high reliability, which lead us to design our powertrains around this type of
motor. To partially attenuate the energy efficiency drawback, the traditional IM constant
flux + field weakening method was replaced with a Loss Minimization Algorithm (LMA),
proposed in [319]. The LMA belongs to the class of real-time model-base loss minimization
algorithm [368], and uses the solution of a parameterized IM loss model to select the most
efficient flux set-point for each motor operating point (speed and torque). Albeit the LMA
is sensitive to parameter uncertainty, its implementation is relatively simple and suitable
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Figure A.3: Energy consumption of the EV with LMA algorithm against the traditional constant
flux. The vehicle is running in a plain road, with constant speed and the IM is operating in the
constant torque region (additional details can be found on [367]).
for real-time operation, offers a good transient behaviour and the experiments carried out
in our prototypes show that considerable energy saving are possible. To illustrate this
last point, consider the energy consumption of the EV prototype, depicted in Figure A.3,
obtained in a plain road with constant-speed. It is clear that the most favourable operating
point for the LMA is at low speeds with low torque requests, where energy saving up to
15% is achieved (see [365, 367] for additional details). On the contrary, for higher speeds,
the LMA is less effective because the load torque increase, mainly due to the aerodynamic
drag, which obliges the application a flux closer to the rated value, thus less flexibility
is available for optimal flux selection. Even if the LMA will never elevate the IM energy
efficiency to the PM levels, we believe that the LMA (or other flux adaption method) is
a must-have for any energy efficient IM based EV, and have a beneficial effect in urban
driving, where the speeds and loads are lower and more freedom for the optimal flux
adaption is available.
A.1.3 Safety Systems
Active safety systems are of paramount importance in modern transportation applications
and represent an unavoidable functionality to reduce and prevent road accidents [40].
Therefore, the powertrain control of EVs must address this concern by offering driving
aid mechanisms to mitigate the effects of a loss of the vehicle longitudinal and/or lateral
controllability. In order to improve the EV safety, the PCU includes a wheel sip controller
and an estimator for the tyre-road peak friction (µ), whose details were already discussed
in Chapter 4 and 5.
A.2 The uCar Prototype
As proof of concept for the PCU, a multi-motor EV prototype was built (see Figure A.4),
featuring two, low voltage, 2.2 kW three-phase cage induction motors (26V, ∆ , 63Arms
and 1410 rpm), coupled to the front wheels through a single-gear transmission (fixed ratio










(b) Powertrain for each front wheel (c) FPGA control system
Figure A.4: The uCar Electric Vehicle prototype, featuring two low voltage induction motors
coupled to the front wheels and a single FPGA control system.
of 7 : 1). Without passengers, the vehicle weighs 600kg (45% front, 55% rear and wheelbase
of 1.73m), and is powered by lead-acid batteries (48V , 5.28kWh). As shown in Figure A.1,
all the EV control functionalities are implemented in a low cost FPGA XC3S1000 [369],
including two PCU’s for each motor in the powertrain.
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