Abstract-This paper considers bifurcation phenomena in a simplified hysteresis neural network. The network consists of three cells and has three control parameters. We have discovered that the simple system exhibits various attractors: stable equilibria, periodic orbits, and chaos. Since the system is piecewise linear, the return map and Lyapunov exponents are calculated by using the piecewise exact solution. Using the mapping procedure, the bifurcation mechanism of stable equilibria and three kinds of bifurcation mechanisms of periodic orbits have been clarified. In addition, chaos has been analyzed by using Lyapunov exponents of the return map.
I. INTRODUCTION
Artificial neural networks (ANN's) have been studied actively [1] - [5] . They have been used in many applications, among them, image processing, predictions, optimization, etc. ANN's can be regarded as large nonlinear systems in which they exhibit various kinds of attractors. If the attractors and the related bifurcation phenomena can be clarified, they may contribute to develop efficient ANN's. These systems, however, have complex nonlinearities and include many control parameters, thus, rigorous analysis is difficult.
In order to clarify the behaviors of neural networks rigorously, we have analyzed a recurrent type of ANN that includes piecewise linear hysteresis [6] - [11] . The neural network is called a hysteresis neural network and an implementation example is shown in Fig. 1(a) 0E for v i < +r h g h E; i = 1; 1 11;N (1) where vi is a capacitor voltage, 1 (d=dt); Ri is a resistor, Gij is a conductance, C i is a capacitor, d i is a dc term, and N is the number of cells. Y i is an output of hysteresis whose characteristic is shown in Fig. 1(b) . H (vi) is switched from 0E to +E if vi hits the right threshold +r h g h E and vice versa. Using such piecewise linear hysteresis has the following advantages.
1) Return maps and Lyapunov exponents can be calculated easily by using piecewise exact solutions.
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Publisher Item Identifier S 1057-7122(99)05584-1. 2) The single cell can exhibit a stable equilibrium point that can be regarded as memory and can exhibit a limit cycle that can be regarded as a search. As an application of the hysteresis neural network, we have proposed hysteresis associative memory [6] , [7] where stable equilibria correspond to desired information. We have confirmed that the associative memory that permits the existence of vibration states exhibits more efficient performance than a conventional one. The vibration phenomena may give a more flexible network function, hence, analysis of attractors of the hysteresis neural network is very important.
We have analyzed a low-dimensional hysteresis neural network [8] , [9] and have observed various complicated attractors. However, classification of attractors, the number of them, and their domain of attractions have not been clarified sufficiently. This is because the network has many control parameters and complicated nonlinearities. In order to clarify the behavior of the hysteresis neural network we have proposed simple hysteresis networks (SHN's) whose cells have uniform crossconnection, uniform self feedback, and a uniform dc term [7] , [10] , [11] . The SHN exhibits various kinds of attractors: stable equilibria [7] , periodic attractors [10] , and nonperiodic attractors [11] .
By using the case where all attractors of a SHN are stable equilibria, we have proposed an ideal associative memory [7] and a quantizer [14] . The associative memory does not generate spurious memory and guarantees to recall the closest desired memory from incomplete information [7] . Moreover, the quantizer guarantees that any input can be quantized to a suitable output.
For the case where all attractors are simple periodic attractors, we have analyzed them almost completely. For the other cases, however, we have not analyzed sufficiently. The purpose of this paper is to clarify those attractors and the related bifurcation phenomena. In order to analyze rigorously, we focus on the three-cell case. First, we classify the kinds of attractors and we clarify that SHN's exhibit line-expanding chaos, area-expanding chaos, and hyperchaos [14] , which are confirmed by using return map attractors and Lyapunov exponents [13] . Since an SHN has piecewise linear dynamics, the map can be calculated exactly and the periodic points and related bifurcation sets are calculated theoretically, as well. These results contribute to clarification of periodic orbits and chaos in hysteresis neural networks. In addition, these results can be confirmed by laboratory experiments. We think that these results will contribute to the analysis of high-dimensional hysteresis neural networks.
II. HYSTERESIS NETWORK
A cell of the hysteresis neural network is shown in Fig. 1 . Each cell is very simple, however, the network which consists of such cells exhibits various interesting phenomena, even if the network consists of only three cells (N = 3). The attractors that are observed in laboratory measurements are shown in Fig. 2 . Fig. 2(a) shows an equilibrium attractor, Fig. 2 Equation (1) is transformed into
where xi( ) is a state at , yi is an output, m is a cross connection, s is a self feedback, and is a dc term. Fig. 3 shows the characteristic of h(x i ()): it is switched from 01 to +1 if x i hits the right threshold +1 and vice versa. Note that the term of 6 N j=1 yj denotes the summation value of each element of the output vector. This value is independent of i. On the other hand, the term of s y i denotes self feedback. This value depends on i. Considering the common part and the independence separately, the dynamics of this system is described by (4) . Therefore, this system has three control parameters: m ; s ;
and :
Since there is nonlinearity with two linear segments, we can divide the phase plane into two regions which correspond to the output of hysteresis. Note that a part of each region overlaps because a part of the domain of hysteresis output has overlap. Allowing 
Also, the equilibrium point p p p k (p 1k ; p 2k ; p 3k ) T ; which corresponds to the half space HS k ; is given from (4) by
Equation (4) for some i and all k
is satisfied, a stable output vector does not exist in the system and the trajectory must oscillate. The solution of (8) can be calculated as follows:
where xi(0) denotes an initial value of xi( ). Equation (10) can be recast as follows:
Namely, the trajectory is on the half line that connects the initial value and the equilibrium point. Fig. 4 shows numerical reproductions that correspond to the laboratory measurements shown in Fig. 2 . Due to some errors in actual circuit parameters, coincidence is not completed between the laboratory measurement and the numerical simulation. However, the characteristics can be considered as almost coincident. In order to analyze attractors, we define a return map. If (9) is satisfied, the trajectory goes out of the half space HS k through a threshold and enters into another half space HSj (j 6 = k). We define the threshold plane which is called the exit of HS k EX ik f(x x x( ); y y y)jxi( ) = 0d ik ; (x x x( ); y y y) 2 HS k g: (12) We also define the set of all exits A A A fEX ik ji = 1; 11 1; 3; k = 0; 1 11; 7g: 
where j and j+1 are, respectively, the jth moment of time when the trajectory hits the threshold plane A A A and the (j + 1)th moment of time when the trajectory returns to the plane A A A. Note that the mapping f f f can be calculated easily by using (10). 
Note that q(y y y) gives the number of times y i = +1 occurs in the output vector y y y. Since a SHN consists of uniform cells, the attractors can be classified by the number of y i = +1:
Definition 2: S a denotes an equilibrium attractor such that q(y y y) equals a: Fig. 4(a) shows an equilibrium attractor S 0 .
Definition 3:
A point x x x( j ) on A A A is said to be a periodic point
where f f f m denotes m times composite of f f f . P m ab denotes a periodic orbit with period m such that q(y y y) alternates between a and b:
Here, we consider the stability of the periodic point. If all eigenvalues of the Jacobi matrix of f f f m (x x xm) are within the unit circle, the periodic point is stable. The calculation algorithm of the Jacobi matrix is explained in Section IV. If there is a stable periodic point with period m, the attractor becomes a periodic orbit. Some examples of periodic attractors are shown in Fig. 4(b) -(e). In this figure, the break points of the trajectory correspond to the periodic points, for example, Fig. 4(b) has six break points, hence, it is period six. The time-domain waveform of Fig. 4(b) is shown in Fig. 5 . In this case, x x x and y y y return to the same states after six times switching and q(y y y) takes the value of one or two.
Definition 4: The attractor is said to be a nonperiodic orbit if it is neither a periodic orbit nor a stable equilibrium point. NP ab denotes a nonperiodic orbit such that q(y y y) alternates between a and b: An example of a nonperiodic attractor is shown in Fig. 4(f) . In Section V we consider such nonperiodic attractors by using Lyapunov exponents. 
A. Bifurcation of Stable Equilibria
In this section we consider the bifurcation phenomena of stable equilibria. If an SHN has a stable equilibrium attractor S q(y y y) , the equilibrium point p i is given as follows: The bifurcation set of S q(y y y) is the boundary of the above condition. Fig. 6 shows an example of a calculated result of a two-parameter bifurcation diagram of stable equilibria.
B. Bifurcation of Periodic Orbits
Next, we consider bifurcation phenomena of periodic orbits. Fig. 7 shows a one-parameter bifurcation diagram by plotting x 2 when x 1 hits the right threshold of hysteresis x1 = 1; y1 = 01. In this figure, we can see the following transition of attractors: P Fig. 7 there are various bifurcation mechanisms. We will classify the bifurcation mechanisms into three cases in relation to periodic orbits.
1) Changing Stability of the Periodic Point:
The bifurcation of the periodic orbit by changing from a stable periodic point to an unstable periodic point is well known as a general bifurcation phenomena, e.g., period-doubling bifurcation and Hopf bifurcation. Similar bifurcation can be observed in SHN's. In Fig. 7 , the bifurcations of P 2) Simultaneous Switching: A characteristic bifurcation phenomenon of the hysteresis neural network is caused by a simultaneous switching. The location of the equilibrium points of this system depends on the output vector, and then the switching of the output vector plays a very important role in the bifurcation phenomena. Here, we explain this bifurcation mechanism by using Fig. 8 , which shows a phase space. Each circle in Fig. 8(a) and (b) corresponds to the periodic points of a periodic attractor. We consider the case where the periodic attractor of Fig. 8(a) bifurcates to the attractor of Fig. 8(b) . Since two or more periodic points do not exist on the hysteresis threshold in Fig. 8(a) and (b), the switching does not occur at the same time. The periodic point of Fig. 8(a) indicates that x a hits the threshold before x b : The situation of Fig. 8(b) indicates that x b hits the threshold faster than xa: The bifurcation is caused by the simultaneous switching, as shown in Fig. 8(c) . In this case, x a and x b exist on the hysteresis threshold and hit the threshold simultaneously. Therefore, we refer to the bifurcation as simultaneous switching. In 3) Quasi-Simultaneous Switching: The hysteresis neural network has another bifurcation mechanism that is similar to simultaneous switching. We explain the bifurcation mechanism by using Fig. 9 . We consider the case where the periodic attractor of Fig. 9(a) bifurcates to the attractor of Fig. 9(b) . These situations are similar to the case of Fig. 8 . Fig. 9(c) shows the state of the bifurcation point. Since x b is located on the right threshold when the output of x a changes its sign, x a and x b have the same value. The process until bifurcation is like simultaneous switching. Therefore, we call this bifurcation quasi-simultaneous switching. In Fig. 7 , P 8 12 ! P 6 12 is caused by this bifurcation mechanism. Fig. 10 shows an example of a two-parameter bifurcation diagram for m = 5.
IV. CALCULATION ALGORITHM FOR BIFURCATION SETS OF PERIODIC ORBITS
First, we explain the case where bifurcation sets can be obtained by the stability of the periodic point. The stability of the periodic point is calculated by using the eigenvalues of the Jacobi matrix along the periodic orbit. The Jacobi matrix is given by
where D D Df f f m is a 2 2 2 Jacobi matrix along the periodic orbit.
The periodic points are calculated by using (16). Substituting these periodic points into (19) we can obtain D D Df f f m . The eigenvalues of the 
Let 1 and 2 denote the eigenvalues such that j1j j2j: 0 < j 1 j < 1 implies a stable periodic point, j 1 j > 1 implies an unstable periodic point, and j 1 j = 1 implies a bifurcation point between stable and unstable periodic points. The bifurcation set can be calculated by using regula falsi for a control parameter. We show a calculation example of the periodic point for P 6 12 whose time-domain waveform is shown in Fig. 5 . Equations for solving f f f 6 (x x x( 0 )) = x x x( 0 ) are obtained by substituting the series of x x x and p p p k into (11) x1 (1) 
Since all cells have equal parameter values, x 2 ( 2 ) and x 3 ( 2 ) take the same value as x1(0) and x2(0), respectively. Then we can obtain the periodic points by using (21). 
where s denotes the period of periodic points. Since the function f f f s (x x x( 0 )) includes (2s + 2) parameters, if two of them are fixed the other parameters can be calculated.
Here we show a calculation example of the bifurcation set for simultaneous switching. The bifurcation is P 
Substituting m = 05 and s = 02, we can obtain the value of the bifurcation point precisely: ' 05:535.
V. NONPERIODIC ORBITS
In order to classify the nonperiodic attractors in more detail, we use Lyapunov exponents [13] of the 2-D return map f f f rather than eigenvalues. Letting i denote the maximum ith-dimensional Lyapunov exponent given by 
where D D Df f f j is the Jacobi matrix of the 2-D return map f f f at j and e e ej is a normalized base. We have confirmed that Lyapunov exponents have converged reasonably in 10 4 iterations, hence, we set n = 5 2 10 4 in (25) in actual calculations [10] .
If a trajectory started from x x x( j01 ) goes to x x x( j ), the Jacobi matrix of D D Df f f j is given by
The basic attractors can be characterized by the maximum onedimensional (1-D) Lyapunov exponent 1 : If the system exhibits periodicity, 1 has a negative value. If the system exhibits chaos, 1 has a positive value. Moreover, the chaotic attractors can be classified as follows. If 2 has a negative value the system exhibits line-expanding chaos. If 2 has a positive value the system exhibits area-expanding chaos. Especially, if 2 > 1 > 0 is satisfied, the attractor is said to be hyperchaos [14] . Fig. 11 shows the diagram of Lyapunov exponents for m = 05:0 and s = 02:0. We have confirmed that line-expanding chaos, area-expanding chaos, and hyperchaos have been observed. In Fig. 12 , we can see some features from their return map attractors. Fig. 12(a) shows a line-expanding chaos attractor, Fig. 12(b) shows an area-expanding chaos attractor, and Fig. 12(c) shows a hyperchaos attractor. We have confirmed that the hyperchaos attractor fills up some regions more densely than others. Fig. 12(d) is the attractor near the bifurcation point between line-expanding chaos and the periodicity P 12 02 . We have named P 12 02 bifurcates to NP 02 as changing stability of the periodic point and the attractor shows the characteristic of Hopf-bifurcation.
VI. CONCLUSIONS
We have analyzed bifurcation phenomena from a SHN consisting of three cells. The SHN exhibits various attractors: stable equilibria, periodic orbits and nonperiodic orbits. We have clarified the bifurcation phenomena of stable equilibria and three kinds of bifurcation phenomena of periodic orbits: changing stability of the periodic point, simultaneous switching, and quasi-simultaneous switching. Nonperiodic orbits have been classified by using Lyapunov exponents of the return map. Then we have confirmed that the SHN exhibits lineexpanding chaos, area-expanding chaos and hyperchaos. In addition, these results have been calculated by using an exact solution and have been confirmed by laboratory measurements. Now we are trying to develop these results for higher dimensional systems.
