ABSTRACT: This paper is concerned with the stability of the fractional order h-difference systems. The definition of Mittag-Leffler stability is introduced, and the sufficient conditions are presented by extending the Lyapunov direct method to such systems. Moreover, we weaken the restriction on Lyapunov function, the stability of the fractional order h-difference systems is established. Two numerical examples are given to illustrate our main results.
INTRODUCTION
Fractional calculus is a field of mathematics that grows out of the traditional definitions of integral, derivatives, differences operators and deals with fractional integrals, derivatives and differences of any order. Basic information on fractional calculus, concepts, ideas and their applications can be found in [1, 2, 3] . This paper will focus on discrete fractional calculus that was initiated by Miller and Ross in [4] , which are mainly about the calculus of the fractional h-differences, see [5, 7, 8, 9, 10, 11] . Due to the wide application of the fractional calculus in science and engineering, it is becoming an interesting topic to investigate stability of the fractional systems. Recently, fractional calculus was introduced to the stability analysis of nonlinear systems, see [12, 13, 14] . The integer order methods of stabilization were used in these works. However, due to the memory effects of the fractional operators, it is not an easy task to directly extend the normal Lyapunov stability results to the fractional cases since the Leibniz law becomes complicated and cannot hold generally.
So, in order to prove the stability of the fractional order nonlinear systems, some other techniques must be applied. Matignon [15] proposes an explicit stability condition for a linear fractional differential systems. The articles [16, 17] propose the fractional Lyapunov direct method to the fractional order differential systems. In [18, 19, 20] , the authors have used this technique to obtain the Mittag-Leffler stability of the fractional order systems. However, there are few works on the fractional order h-difference systems.
In this paper, we give the definition of the Mittag-Leffler stability, and the sufficient conditions of the Mittag-Leffler stability by extending the Lyapunov direct method to the fractional order h-difference systems. Moreover, we weaken the restriction on Lyapunov function to obtain the stability of such systems. Finally, two numerical examples are given to illustrate our main results.
PRELIMINARY DEFINITIONS
Let F D denote the set of real valued functions defined on D. We use the notation (hN) a := {a, a + h, a + 2h, · · · }, where h > 0, a ∈ R. Let σ(t) = t + h for t ∈ (hN) a . For the convenience of the readers, we will list some relevant results here. . For a function y ∈ F (hN)a , the forward h-difference operator is defined as
and the h-difference sum is given by
where, by convention, ( a ∆ . For arbitrary t, ν ∈ R, the h-factorial function is defined by . For a function y ∈ F (hN)a , the fractional h-sum of order ν > 0 is given by
and ( a ∆ . Let ν ∈ (n − 1, n], and µ = n − ν, where n ∈ N. The Riemann-Liouville like fractional h-difference operator a ∆ ν h y of order ν for a function y ∈ F (hN)a is defined by
. Let ν ∈ (n − 1, n], and µ = n − ν, where n ∈ N. The following formula is equivalent to (2.4):
. Let ν ∈ (n−1, n], and µ = n−ν, where n ∈ N. The Caputo like h-difference operator a ∆ ν h, * y of order ν for a function y ∈ F (hN)a is defined by
. Let ν ∈ (n − 1, n], and µ = n − ν, where n ∈ N. The following formula is equivalent to (2.6): 
where
Definition 2.5. (See [11, Definition 7] ). For λ ∈ R, and α, β, z ∈ C with Re(α) > 0, the discrete Mittag-Leffler functions are defined by
For β = 1, we write E (α) = E (α,1) . The following Mittag-Leffler functions are defined in a different manner, but both definitions give the same values.
Now, let us recall that the Z-transform of a sequence {y(n)} n∈N0 is a complex function given by
z k , where z ∈ C is a complex number for which this series converges absolutely. The Z-transform of ϕ α is given by
The convolution ofφ α and x is defined as
The following relations hold for the Z-transform,
for |z| > R, where R is the radius of convergence of Z[y(n)](z). 
The following corollary appears in Mozyrska et al [5, Corollary 4.2] .
where |z| > 1 and |z − 1| α |z| 1−α > |λ|. 
has a unique solution given by the formula
where t ∈ (hN) a , and
Next, we will give some lemmas concerning the properties of solutions for the IVP (2.12).
Lemma 2.4. Assume y(t) is a solution of the IVP (2.12), y(a) > 0, and
Proof. Apply the operator ∆ h to both sides of the first equality of the IVP (2.12), we have
that is,
which can be written as,
Arguing by contradiction, we assume that there exists a first point t 1 such that
we can see that the LHS of the equation (2.14) is greater than zero, while the RHS of the equation (2.14) is less than or equal to zero, which is a contradiction. So, we have (∆ h y)(t) < 0 for t ∈ (hN) a . The proof is complete.
Lemma 2.5. Assume λ > 0, and y(a) > 0. Then the solution of the IVP (2.12) satisfies y(t) > 0 for t ∈ (hN) a .
Proof. From (∆ h y)(t) < 0, and Lemma 2.2, we can obtain
As a result, we can get y(t) > 0 by the first equality of the IVP (2.12). The proof is complete.
Lemma 2.6. Assume λ > 0, and y(a) > 0. Then
Proof. By Lemma 2.4, 2.5, we can see the limit exists. Arguing by contradiction, we assume lim t→∞ y(t) = c > 0 for t ∈ (hN) a . Apply the operator 0 ∆ −ν h to both sides of the first equality of the IVP (2.12), we have
By Proposition 2.1, we have
Note that lim
On the other hand, we have
which is a contradiction. So, we have
The proof is complete.
MAIN RESULTS
In this section, we will introduce the stability notions for the fractional order hdifference systems involving both the Caputo and the Riemann-Liouville type operators. Consider the following vector initial value problems (IVPS)
and
It is easy to see that every IVP (3.1) and (3.2) has a unique solution which exists in (hN) a . The constant vector x eq is an equilibrium point of the vector fractional order hdifference equation (3.1) (or (3.2)) if and only if ( a ∆ ν h, * x eq )(t) = f (t, x eq (t+νh−h)) = 0 (( a ∆ ν h x eq )(t) = f (t, x eq (t + νh − h)) in the case of the Riemann-Liouville vector fractional order h-difference equation) for all t ∈ (hN) 0 .
Assume that f (t, 0) = 0 so that the trivial solution x ≡ 0 is an equilibrium point of the fractional order h-difference system (3.1) (or (3.2) ). Note that there is no loss of generality in doing so because any equilibrium point can be shifted to the origin via a change of variables.
First, we present the following simple lemmas and important facts.
Proof. According to Definition 2.3, we have
The proof is complete. 
4)
, where t ∈ (hN) a+(1−ν)h , and t = a + (1 − ν)h + nh. Then
In the following, we study the relationship between the Lipschitz condition and the Caputo fractional order h-difference system (3.1).
Theorem 3.1. Assume x = 0 is an equilibrium point of the system (3.1), and f is Lipschitz in x with Lipschitz constant L. Then the solution of the system (3.1)
Proof. Set f (n) = f (nh, x(a + nh)), and x(n) = x(a + nh) for n ∈ N 0 . Applying the operator 0 ∆ −ν h to both sides of the first equality of the system (3.1), and the Proposition 2.1, we have
which can be written as
Using the Lipschitz condition, we obtain
There exists a nonnegative function M (·) satisfying
Using Z-transform for the equation (3.7), and Proposition 3.1, we receive that
Then, we have
Applying the inverse Z-transform to the equation (3.8), we get
And as for L > 0, M (·) ≥ 0, also: (E (ν,0) (Lh ν , ·) * M )(n − 1) ≥ 0, then, we have
Remark 3.1. In Theorem 3.1, if ν = 1, it follows from (2.10) that
Definition 3.1. The equilibrium point x = 0 of the system (3.1) (or (3.2)) is said to be (a) stable, if for each ε > 0, there exists δ = δ(ε) > 0 such that x(a) < δ implies x(a + kh) < ε for all k ∈ N 0 .
(b) attractive, if there exists δ > 0 such that x(a) < δ implies lim k→∞ x(a + kh) = 0.
(c) asymptotically stable, if it is stable and attractive.
The fractional difference system (3.1) (or (3.2)) is called stable (asymptotically stable) if their equilibrium point x = 0 is stable (asymptotically stable). Proof. We want to show that for every ε, there exists a δ, such that for every x(a) = x 0 < δ, we have x(a + kh) < ε. Since we have
For ν ∈ (0, 1), we have
Hence
Therefore, we have
Let Ω be a compact ball, Ω r = {x ∈ R n : x ≤ r}, where r is a given radius.
Since m(x) is Lipschitz for x, then m is continuous, and m(x) achieves its maximal and minimal values on Ω r . Then for every x 0 < r, we have
Hence, the origin is stable.
To prove the asymptotic stability, it is sufficient to show the attractivity of the origin. It can be done directly from the definition of Mittag-Leffler stability, we have
where m(x 0 ) has a finite value. From Lemma 2.6, we have E (ν) (−λh ν , n) → 0 as n → ∞. Thus, lim n→∞ x(a + nh) = 0. Therefore, the origin is asymptotically stable. The proof is complete. Now, we give the following comparison result, which is important for our main results.
(3.9)
Taking the Z-transform of the equation (3.9), and using the Proposition 3.2, we get
(3.10)
Applying the inverse Z-transform to the equation (3.10), we obtain
In the following, we extend the Lyapunov direct method to the fractional order h-difference systems, which leads to the Mittag-Leffler stability. Let V : N 0 → R, and V (n) = V (n, x(a + nh)) for n ∈ N 0 . Theorem 3.2. Assume x = 0 be an equilibrium point of the system (3.1) and D ⊆ R n be a domain containing the origin. Let V : N 0 × D → R be a function that is Lipschitz with respect to x and such that
where n ∈ N 0 , x ∈ D, β ∈ (0, 1), α 1 , α 2 , α 3 , a and b are arbitrary positive constants. Then x = 0 is Mittag-Leffler stable. where
≥ 0, then we have is also Lipschitz with respect to x(a) and m(0) = 0, which implies the Mittag-Leffler stability of the system (3.1). The proof is complete.
In fact, we can weaken the restriction on the function V (n), the following lemma will show this fact. Theorem 3.3. Assume that x = 0 be an equilibrium point of the system (3.1), D ⊆ R n be a domain containing the origin, and there exist a function V : N 0 ×D → R, and class K-function α satisfying
where n ∈ N 0 , x ∈ D, β ∈ (0, 1). Then the equilibrium point x = 0 is stable.
Proof. It follows from Lemma 3.3, and the inequality (3.17) that V (n) ≤ V (0). Again taking into account the inequality (3.16), we have
According to the definition of stability, the equilibrium point x = 0 is stable. The proof is complete.
For the convenience of readers, we give a relationship between the Caputo and the Riemann-Liouville type operators. 
Proof. Note that for ν = 1, we have the equality. Now, we consider the case for ν ∈ (0, 1). From Corollary 2.1, we get
for ν ∈ (0, 1), n ∈ N 0 . Since y(a) ≥ 0, and (nh + (1 − ν)h)
for n ∈ N 0 . The proof is complete.
, and ν ∈ (0, 1]. Then we have u(t) ≥ v(t) for t ∈ (hN) a .
Proof. It follows from (
Taking the Z-transform of the equation (3.18) , and using the Proposition 3.3, we get
It follows from u(a) = v(a) that
Applying the inverse Z-transform to the equation (3.19), we have
Theorem 3.4. Assume that the assumptions in Theorem 3.2 are satisfied, except
where x(a + nh) is the solution of the system (3.2).
Proof. It follows from Lemma 3.4 and
Following the same proof in Theorem 3.2, we get
Theorem 3.5. Assume that x = 0 is an equilibrium point of the system (3.2), let D ⊆ R n be a domain containing the origin, and there exist a function V : N 0 ×D → R, and class K-function α satisfying
Proof. It follows from Lemma 3.5, and the inequality (3.21) that V (n) ≤ V (0). Again by inequality (3.20), we have
According to the definition of stability, the equilibrium point x = 0 is stable. The proof is complete. 
NUMERICAL RESULTS
Now, we give two numerical examples to illustrate the application of the results established in the previous section. where ν = 0.5, a = −0.5, h = 1, t ∈ (hN) 0 , and this difference system has a trivial solution x(t) = (x 1 (t), x 2 (t)) T = 0.
We define the following positive definite Lyapunov function
Then the function V (n) = V (n, x 1 (n − 0.5), x 2 (n − 0.5)) satisfies the assumptions of Theorem 3.2, so the trivial solution of the considered system is Mittag-Leffler stable, as a consequence, by Lemma 3.2, the origin of the system (4.1) is asymptotically stable, as it can be seen from The comparison of the norm of the solution to the system (4.1) with the MittagLeffler function E (0.5) (−0.2, n) multiplied by (x 1 (a), x 2 (a)) = √ 0.05 is presented in Figure 4 .3 for n = 0, 1, · · ·, 50. The solution of the system (4.1) satisfies the following inequality (x(a + nh), y(a + nh)) = (x(a + nh)) 2 + (y(a + nh)) 2 ≤ √ 0.05E (0.5) (−0.2, n). where ν = 0.5, a = −0.5, h = 1, t ∈ (hN) 0 , and this difference system has a trivial solution x(t) = (x 1 (t), x 2 (t)) T = 0.
We define the following positive definite Lyapunov function V (x 1 (t), x 2 (t)) = x 10 1 (t) + x 10 2 (t).
Then the function V (n) = V (n, x 1 (n − 0.5), x 2 (n − 0.5)) satisfies the assumptions of Theorem 3.4, so the trivial solution of the considered system is Mittag-Leffler stable, The comparison of the norm of the solution to the system (4.2) with the MittagLeffler function E (0.5) (−0.2, n) multiplied by (x 1 (a), x 2 (a)) = √ 0.05 is presented in Figure 4 .6 for n = 0, 1, · · ·, 50. The solution of the system (4.2) satisfies the following inequality (x(a + nh), y(a + nh)) = (x(a + nh)) 2 + (y(a + nh)) 2 ≤ √ 0.05E (0.5) (−0.2, n). 
CONCLUSION
In the above parts, we studied the stability of the fractional order h-difference systems. The definition of Mittag-Leffler stability was introduced, and the sufficient conditions for Mittag-Leffler stability were presented by extending the Lyapunov direct method to such systems. Furthermore, by weakening the restriction on Lyapunov function, we proved the stability for those systems. Finally, two numerical examples are given to show the established results.
