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Abstract
This paper studies the problem of output agreement in networks of nonlinear dynamical systems
under time-varying disturbances. Necessary and sufficient conditions for output agreement are de-
rived for the class of incrementally passive systems. Following this, it is shown that the optimal
distribution problem in dynamic inventory systems with time-varying supply and demand can be
cast as a special version of the output agreement problem. We show in particular that the time-
varying optimal distribution problem can be solved by applying an internal model controller to the
dual variables of a certain convex network optimization problem.
1 Introduction
Output agreement has evolved as one of the most important control objectives in cooperative control.
It has been studied in various different contexts, ranging from distributed optimization ([TBA86]) up
to oscillator synchronization ([SS07]). Adding up to these results, we discuss in this paper the output
agreement problem in the context of optimal distribution control for inventory networks with time-
varying supply.
Internal model control tools have been used to handle output agreement problems in a variety of different
formulations, see e.g.,([WSA11]), ([BAW11]), ([DJ12b]). We consider here a different problem set-up,
involving time-varying external disturbance signals, and solve the output agreement problem for the class
of incrementally passive systems. Our derivations follow the trail opened by [PM08].
The output agreement problem with time-varying external signals, studied in this paper, turns out to be of
particular relevance for the routing control in inventory systems. We consider a simple inventory system,
taking into account the storage levels and routing between the different inventories. This dynamics
models, e.g., supply chains ([AGT11]) or data networks ([MS83]). A key challenge in such inventory
systems is to handle a time-varying supply and demand in an optimal way, while using only a distributed
control strategy.
The contributions of this paper are twofold. First, we present necessary and sufficient conditions for the
output agreement problem under time-varying disturbances. We consider networks of nonlinear systems
interacting according to an undirected network topology. Following an internal model control approach,
we consider controllers placed on the edges of the network and provide necessary conditions for the output
∗Work supported in part by the Cluster of Excellence in Simulation Technology (EXC301/2) at the University of
Stuttgart.
†Work supported by the research grants Efficient Distribution of Green Energy (Danish Research Council of Strategic
Research), Flexiheat (Ministerie van Economische Zaken, Landbouw en Innovatie), and by a starting grant of the Faculty
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agreement problem to be feasible. Sufficient conditions for output agreement in networks of incrementally
passive dynamical systems are provided. We prove that the output agreement problem is feasible if one
can find an incrementally passive internal model controller. As a second contribution, we show that
the optimal distribution problem in inventory systems with time-varying supply and demand can be cast
as an output agreement problem. The necessary conditions for the optimal distribution problem are
a specific representation of the well known regulator equations. Subsequently, we present controllers
solving the optimal distribution problem, for either quadratic cost functions or constant supplies. The
internal model approach generalizes the results of [De 13].
The remainder of the paper is organized as follows. The basic problem formulation and necessary
conditions for output agreement are presented in Section 2. Sufficient conditions for output agreement
in networks of incrementally passive systems are discussed in Section 3. The time-varying optimal
distribution problem is introduced in Section 4, where also necessary conditions are discussed. We
present then the solution to the problem for linear-quadratic problems in Section 4.1 and for constant
supplies in Section 4.2.
Preliminaries: The notation we employ is standard. The set of (positive) real numbers is denoted
by R (R≥). The distance of a point q from a set A is defined as distAq = infp∈A‖p− q‖. The range-space
and null-space of a matrix B are denoted by R(B) and N (B), respectively. A graph G = (V,E) is an
object consisting of a finite set of nodes, |V | = n, and edges, |E| = m. The incidence matrix B ∈ Rn×m
of the graph G with arbitrary orientation, is a {0,±1} matrix with [B]ik having value ‘+1’ if node i is
the initial node of edge k, ‘-1’ if it is the terminal node, and ‘0’ otherwise. We refer sometimes to the
flow space of G as the null space N (BT ), and the cut space of G as the range space R(B). Additionally,
N (B) is named the circulation space of G, and R(BT ) the differential space.
2 Problem formulation and necessary conditions
We consider a network of dynamical systems defined on a connected, undirected graph G = (V,E). Each
node represents a nonlinear system
x˙i = fi(xi, ui, wi)
yi = hi(xi, wi), i = 1, 2, . . . , n,
(1)
where xi ∈ Rri is the state, ui, yi ∈ Rp are the input and the output, respectively. Each system (1)
is driven by the time-varying signal wi ∈ R
qi , representing, e.g., a disturbance. We assume that the
exogenous signal wi is generated by a dynamical system of the form w˙i = si(wi). In what follows it will
be useful to require a gradient structure, i.e., si(wi) = ∇Σi(wi), with Σi(wi) a concave function. Then
for all wi, w
′
i
(wi − w
′
i)
T (si(wi)− si(w
′
i)) ≤ 0.
As an example of ∇Σi(wi) consider the linear function with skew-symmetric matrix
∇Σi(wi) = Siwi, S
T
i + Si = 0.
We stack together the signals wi, for i = 1, 2, . . . , n, and obtain the vector w, which satisfies the equation
w˙ = s(w). In what follows, whenever we refer to the solutions of w˙ = s(w), we assume that the initial
condition is chosen in a compact set W = W1 × . . . × Wn. Similarly, let x, u, and y, be the stacked
vectors of xi, ui, and yi, for i = 1, . . . , n, respectively. Using this notation, the totality of all systems (1)
is given by
x˙ = f(x, u, w)
y = h(x,w)
(2)
and set X = Rr1 × . . .× Rrn .
The control objective is to reach output agreement of all nodes in the network, independent of the exact
representation of the time-varying external signals. Therefore, a controller of the form
ξ˙k = Fk(ξk, vk)
λk = Hk(ξk), k = 1, 2, . . . ,m,
(3)
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with state ξk ∈ Rνk and input vk ∈ Rp, is placed between any pair of neighboring nodes. When stacked
together, the controllers (3) give raise to the overall controller
ξ˙ = F (ξ, v)
λ = H(ξ),
(4)
where ξ ∈ Ξ = Rν1 × . . .× Rνm . Throughout the paper the following interconnection structure between
the plants, placed on the nodes of G, and the controllers, placed on the edges of G is considered. A
controller (3), associated with edge k connecting nodes i, j, has access to the measurement of the relative
outputs yi − yj. In vector notation, the relative outputs of the systems are
z = (B ⊗ Ip)
T y. (5)
The controllers are then driven by the systems via the interconnection condition
v = −z, (6)
where v are the stacked inputs of the controllers. Additionally, the output of a controller λk influences
its two incident systems. Thus, the stacked vector of controller’s output λ drives the process (2) via the
interconnection1
u = (B ⊗ Ip)λ. (7)
We are now ready to formally introduce the output agreement problem.
Definition 1 The output agreement problem is solvable for the process (2) under the interconnection
relations (5), (6), (7), if there exists controllers (4), such that every solution originating from W×X ×Ξ
is bounded and satisfies limt→∞ (B
T ⊗ Ip) y(t) = 0.
The first step is to investigate necessary conditions for the output agreement problem to be solvable.
The closed-loop system (2), (5), (6), (7), (4) can be written as
w˙ = s(w)
x˙ = f(x, (B ⊗ Ip)H(ξ), w)
ξ˙ = F (ξ,−(B ⊗ Ip)Th(x,w)).
(8)
If the output agreement problem is solvable, then all the solutions to (8) starting from W × X × Ξ
converge to the ω-limit set Ω(W × X × Ξ). Notice that by boundedness of the solutions such a set is
non-empty, compact and invariant. Furthermore, the ω-limit set Ω(W ×X ×Ξ) must be a subset of the
set of all pairs (w, x) for which (B ⊗ Ip)Th(x,w) = 0. Let now (w, xw , ξw) be a solution to (8) starting
from Ω(W ×X × Ξ). By the invariance of the ω-limit set, we have
x˙w = f(xw, uw, w)
0 = (B ⊗ Ip)Th(xw , w)
(9)
and
ξ˙w = F (ξw, 0)
uw = (B ⊗ Ip)H(ξw).
(10)
We summarize the necessary condition as follows.
Proposition 1 If the output agreement problem is solvable, then, for every initial condition in Ω(W ×
X × Ξ), there must exist solutions (w, xw , ξw) such that the equations (9), (10) are satisfied.
The constraint (9) ensures that there exists a feed-forward control input uw that keeps the systems in
output agreement. The second constraint (10) ensures that the controller (4) is able to generate this
feed-forward input signal.
1The interconnection structure (5), (7) naturally represents a canonical structure for distributed control laws. This
structure is often considered in the context of passivity-based cooperative control, see e.g., [Arc07], [BAW11], [vdSM12],
[DJ12a], [BZA13a].
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The constraints (10) can be rewritten independently of the controller ([IM10]). Let in the following λw
be some trajectory satisfying uw = (B ⊗ Iq)λw, where uw is a solution to (9). Note that λw is only then
uniquely defined if the graph G has no cycles. Otherwise, it can be varied in the circulation space of G.
Bearing in mind the structure of the controllers (4), it descends from the constraints (10) that
ξ˙w = F (ξw, 0)
λw = H(ξw).
(11)
Suppose now, that there exists an integer d and maps τ : W 7→ Rd, φ : Rd 7→ Rd and ψ : Rd 7→ Rmp
satisfying
∂τ
∂w
s(w) = φ(τ(w))
λw = ψ(τ(w)).
(12)
Observe that τ, φ, ψ do not depend on the controller since λw depends on B and uw, the latter being
dependent only on the process to control and B on the topology of the underlying graph. Now, the
dynamical system
η˙ = φ(η), η ∈ Rd
λ = ψ(η).
(13)
has the following property. If η0 = τ(w(0)), then the solution η(t) to (13) starting from η0 is such that
λ(t) = λw(t) for all t ≥ 0.
For designing a controller with the structure (4), i.e., that decomposes into controllers on the edges of G,
we introduce a vector ηk ∈ Rd for each edge k = 1, . . . ,m, and denote with ψk the entries of the vector
valued function ψ corresponding to the edge k. Each edge is now assigned a controller of the form
η˙k = φ(ηk)
λk = ψk(ηk), k = 1, 2, . . . ,m.
(14)
With the stacked vector η = [ηT1 , . . . , η
T
m]
T and the vector valued functions
φ¯(η) =


φ(η1)
...
φ(ηm)

 , ψ¯(η) =


ψ1(η1)
...
ψm(ηm)

 . (15)
the overall controller is given as
η˙ = φ¯(η)
λ = ψ¯(η).
(16)
Note that if the initial condition is chosen as η0 = Im ⊗ τ(w(0)) then the solution η(t) to (13) starting
from η0 is such that λ(t) = λ
w(t) for all t ≥ 0, which is the same property expressed by (11).
Remark 1 If the functions φ(η) and ψ(η) are linear, that is φ(η) = Φη (Φ ∈ Rd×d), and ψ(η) = Ψη (Ψ ∈
R
mp×d), then ψk = Ψ
T
k (Ψ
T
k ∈ R
p×d) are the rows of the matrix Ψ corresponding to the edge k, and
the global functions (15) are given by φ¯(η) = (Im ⊗ Φ)η, and ψ¯(η) = block.diag(ΨT1 , . . . ,Ψ
T
m)η (see also
[De 13]).
In summary, the overall controller (16) can be interpreted as internal-model-based controllers placed at
the edges of the graph G, where all controllers have the same global internal model. The role of the
internal model in problems of coordination in networked systems has been investigated in [WSA11] for
linear systems and in [Wie10], Chapter 5 for nonlinear systems. The result above adds up to these
results.
Remark 2 The condition (12) might be difficult to meet for general nonlinear problems. However, the
condition can in fact always be met if both the internal model and the desired feed-forward input are
linear in the disturbance, i.e., s(w) = Sw and λw = Λw, see [Fra76].
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Remark 3 Suppose that the ω-limit set can be expressed as Ω(W×X ×Ξ) = {(w, x, ξ) : x = pi(w), ξ =
pic(w)}. Then xw = pi(w) and the so-called regulator equations (9) express the existence of an invariant
manifold where the “regulation error” (BT ⊗ Ip)y is identically zero provided that the control input uw
is applied. The conditions (11) express the existence of a controller able to provide uw. Moreover, (9),
(11) take the familiar expressions, see e.g. [IB90]:
∂pi
∂w
s(w) = f(pi(w), (B ⊗ Ip)H(pic(w)), w)
0 = (B ⊗ Ip)Th(pi(w), w)
(17)
and
∂pic
∂w
s(w) = F (pic(w), 0)
λ(w) = H(pic(w)).
(18)
Example 1 Consider linear systems of the form
x˙i = Aixi +Giui + Piwi
yi = Cixi
(19)
Define the stacked system with x = [xT1 , . . . , x
T
n ]
T , and A = block.diag{A1, . . . , AN}. Let u, w, G, and
S, be defined equivalently. There exist xw = Πw and uw = Γw satisfying (9) if and only if Π,Γ satisfy
the Sylvester equation
ΠS = AΠ+GΓ + P
(B ⊗ Ip)
TCΠ = 0.
(20)
The equations are feasible if and only if
(
A− λI G
(B ⊗ Ip)TC 0
)
is full-row rank for each λ in the spectrum of S.2
3 Output agreement under time-varying disturbances
In this section we highlight sufficient conditions that lead to a solution of the problem for a special class
of systems (1), namely incrementally passive systems, see e.g., [PM08], to which we refer the reader for
the definition of a regular storage function.
Definition 2 The system (1) is said to be incrementally passive if there exists a C1 regular storage
function V : R≥0 × Rri × Rri 7→ R≥0 such that for any two inputs ui, u′i and any two solutions xi,x
′
i,
corresponding to these inputs, the respective outputs yi, y
′
i satisfy
∂Vi
∂t
+
∂Vi
∂xi
fi(xi, ui, wi) +
∂Vi
∂x′i
fi(x
′
i, u
′
i, wi)
≤ (yi − y′i)
T (ui − u′i).
(21)
Example 1 (ctnd.) Linear systems of the form (19) that are passive from the input ui to the output yi
satisfy the assumption above, with Vi =
1
2
(xi − x′i)
TQi(xi − x′i) and Qi = Q
T
i > 0 the matrix such that
ATi Qi +QiAi ≤ 0 and QiGi = C
T
i .
2We can establish at this point a connection to the equilibrium independent passivity framework studied in [BZA13a].
In the case Ai is invertible and Si = 0, the matrix Πi that satisfies (20) for any Γi is Πi = −A
−1
i (BiΓi + Pi) and
xwi = −A
−1
i (BiΓi + Pi)wi. The output y
w becomes −Ci(A
−1
i (BiΓi + Pi)wi = −CiA
−1
i Biu
w
i − CiA
−1
i Piwi which
coincides with the equilibrium input-to-output maps kyi(ui) considered in [BZA13a], Example 3.4.
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Example 2 Nonlinear systems of the form
x˙i = fi(xi) +Giui + Piwi
yi = Cixi
with fi(xi) = ∇Fi(xi), Fi(xi) twice continuously differentiable and concave, and Gi = CTi are incremen-
tally passive. In fact, by concavity of Fi(xi), (xi−x
′
i)
T (fi(xi)−fi(x
′
i)) ≤ 0, and Vi =
1
2
(xi−x
′
i)
T (xi−x
′
i)
is the incremental storage function.
In the previous section, it was shown that the controllers at the edge have to take the form
η˙k = φ(ηk)
λk = ψk(ηk), k = 1, 2, . . . ,m.
(22)
Now, they must be completed by considering additional control inputs that guarantee the achievement
of the steady state. While we require the internal model to be identical for all edges, i.e., φ(ηk), the new
augmented systems might be different. Then, the controllers modify as
η˙k = φk(ηk, vk)
λk = ψk(ηk), k = 1, 2, . . . ,m,
(23)
where all controllers reduce to the common internal model if no external forcing is applied, i.e., φk(ηk, 0) =
φ(ηk). The following is the main standing assumption that the controllers must satisfy to solve the output
agreement problem for the class of incrementally passive systems:
Assumption 1 For each k = 1, 2, . . . ,m, there exists regular functions Wk(ηk, η
′
k), with Wk : R
qk ×
R
qk → R+ such that
∂Wk
∂ηk
φk(ηk, vk) +
∂Wk
∂η′k
φk(η
′
k, v
′
k)
≤ (λk − λ
′
k)
T (vk − v
′
k).
(24)
It is in general difficult to design the incrementally passive controllers above. A first simple example
when the design is possible is when the feedforward control input is linear, that is (12) is satisfied with
τ = Id, φ = s and ψ is a linear function of its argument. In this case, we let
φk(ηk, 0) = s(ηk), ψk(ηk) =Mkηk
and define
φk(ηk, vk) = s(ηk) +M
T
k vk. (25)
Then by definition of s as the gradient of a concave function, the storage function Wk(ηk, η
′
k) =
1
2
(ηk −
η′k)
T (ηk − η′k) satisfies
∂Wk
∂ηk
φk(ηk, vk) +
∂Wk
∂η′k
φk(η
′
k, v
′
k) =
(ηk − η
′
k)
T (s(wk)− s(wk)
′)
+(ηk − η
′
k)
TMTk (vk − v
′
k)
≤ (ψk(ηk)− ψk(η
′
k))(vk − v
′
k),
(26)
that is (24).
We state below the main result of the section that, while extending to networked systems the re-
sults of [PM08], provides a solution to the output agreement problem in the presence of time-varying
disturbances. It is a slightly more general statement than Theorem 2 in [De 13].
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Theorem 1 Consider the system (2)
w˙ = s(w)
x˙ = f(x, u, w)
(27)
and let the regulator equations (9) hold. Consider the controllers
η˙ = φ¯(η, v)
λ = ψ¯(η) + ν
(28)
where ν is an extra feedback to design, and let φ¯ and ψ¯ be the stacked functions of φk(ηk, vk) and ψk(ηk)
with the internal model property being satisfied. Consider the interconnection conditions
u = (B ⊗ Ip)λ,
v = −(BT ⊗ Ip)y.
(29)
If Assumption 1 holds and
ν = −z,
with z = (BT ⊗ Ip)y, then the output agreement problem is solvable, that is every solution starting from
W ×X × Ξ is bounded and
lim
t→+∞
z(t) = lim
t→+∞
(B ⊗ Ip)
T y(t) = 0.
Proof: By the incremental passivity property of the x subsystem in (27) and (9), it is true that
∂V
∂t
+
∂V
∂x
f(x, u, w) +
∂V
∂xw
f(xw , uw, w)
≤ (y − yw)T (u− uw),
where V =
∑
i Vi. Similarly by Assumption 1, the system (28) satisfies
∂W
∂η
φ¯(η, v) +
∂W
∂ηw
φ¯(ηw) ≤ (λ− λw)T v − (ν − νw)v,
with W =
∑
kWk and φ¯(η
w) = Im ⊗ φ(ηw). Bearing in mind the interconnection constraints u =
(B⊗Ip)λ, uw = (B⊗Ip)λw, and v = −(BT ⊗Ip)y, and letting U((x, xw), (η, ηw)) = V (x, xw)+W (η, ηw)
we obtain
U˙((x, xw), (η, ηw)) := V˙ (x, xw) + W˙ (η, ηw)
= (y − yw)T (u − uw) + (λ− λw)T v − (ν − νw)T v
= (y − yw)T (B ⊗ Ip)(λ − λ
w)
− (λ− λw)T (BT ⊗ Ip)y + (ν − ν
w)T (BT ⊗ Ip)y.
By definition of output agreeement, (B ⊗ Ip)T yw = 0 and the previous equality becomes
U˙((x, xw), (η, ηw)) = νT (BT ⊗ Ip)y
= −||(BT ⊗ Ip)y||2 = −zT z,
by definition of ν = −z and νw = 0. Since U is non-negative and non-increasing, then U(t) is bounded.
As xw, ηw are bounded3 and U is regular, then x, η are bounded as well. Hence the solutions exist for
all t. Integrating the latter inequality we obtain
∫ +∞
0
zT (s)z(s)ds ≤ U(0).
By Barbalat’s lemma, if one proves that d
dt
zT (t)z(t) is bounded then one can conclude that zT (t)z(t)→ 0.
Now, z(t) = (BT ⊗ Ip)y = (BT ⊗ Ip)h(x,w) is bounded because x,w are bounded. If h is continuously
3By definition, (w, xw, ηw) belongs to the ω-limit set, which is compact. Hence, xw, ηw are bounded.
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differentiable and x˙, w˙ are bounded, then z˙ is bounded and one can infer that d
dt
zT (t)z(t) is bounded.
By assumption, w is the solution of w˙ = s(w) starting from a forward invariant compact set. Hence,
both w and w˙ are bounded. On the other hand, x˙ satisfies
x˙ = f(x, (B ⊗ Ip)ψ¯(η) − z, w)
which proves that it is bounded because x, η, z were proven to be bounded, while w is bounded by as-
sumption. Therefore, x˙, w˙ are bounded and this implies that d
dt
zT (t)z(t) is bounded. Then by Barbalat’s
Lemma we have limt→+∞ z(t) = 0 as claimed.
3.1 Linear systems and distribution networks
We investigate next the output agreement problem for linear dynamical systems and focus on a routing
control problem in inventory systems under time-varying demand and supply. Consider an inventory
system with n inventories and m transportation lines, and let B be the incidence matrix of the trans-
portation network. The dynamics of the inventory system is given as
x˙ = Bλ+ Pw, (30)
where x ∈ Rn represents the storage level, λ ∈ Rm the flow along one line, and Pw an external in-
/outflow of the inventories, i.e., the supply or demand. We assume that the time varying supply/demand
is generated by a linear dynamics
w˙ = Sw (31)
and that it is balanced at any time, i.e., 1TPw(t) = 0 for all t ≥ 0. The control problem is to find a
distributed control law of the form
ηk = Φkηk + Λkvk
λk = Ψkηk +Υkvk
(32)
such that for each initial condition (w0, x0, η0) the solution of the closed loop system remains bounded
and a balancing of the inventory levels is achieved, i.e., limt→∞B
Tx = 0.
The closed-loop system (30), (31), (32) can be understood as feedback interconnection (5), (6), (7),
of the controller (32) and the linear system
w˙ = Sw
x˙ = u+ Pw,
(33)
i.e., with A = 0 and G = In. Thus, the distribution problem can be understood as an output agreement
problem. The regulator equations (9) become
ΠS = Γ+ P, 0 = BTΠ. (34)
These conditions are satisfied with Π = J , i.e. the all-ones-matrix of appropriate dimension, and Γ =
JS − P . We can directly conclude from Remark 2, that there exists a matrix H such that λw = Hw.4
The steady-state solution is such that xw = Πw = Jw = xw∗ 1. Since, by assumption, 1
TPw = 0 at any
time instant, it holds that 1T x˙(t) = 0 for all t ≥ 0. However, this implies that 1T x˙w = β˙1T1 = 0. The
latter condition can only be satisfied for β˙ = 0, and therefore the steady-state solution xw must be a
constant vector. Now, the steady-state routing λw satisfies
0 = Bλw + Pw. (35)
Thus, any controller (32) solving the output agreement problem, solves at the same time the exact
routing problem of the time-varying supply/demand. The condition (12) is satisfied with τ = Id, φ = S
and ψ = H . Following our previous discussion, it remains to design the incrementally passive local
4How such a matrix H can be found is discussed in ([De 13]), and we refer the interested reader to this reference.
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controllers. Let in the following HTk denote the k-th row of the matrix H . We know from (25), that the
internal model controller on the edge k of the form
η˙k = Sηk +Hkvk
λk = H
T
k ηk
(36)
is incrementally passive. Finally, it follows directly from Theorem 1 that the distributed internal model
controller
η˙ = S¯η − H¯BTx
λ = H¯η −BTx
(37)
where S¯ = In ⊗ S and H¯ = block.diag(HT1 , . . . , H
T
m), solves the output agreement problem and, addi-
tionally, achieves an exact routing of the time-varying supply through the network. This result has been
also proven in [De 13], but is presented here in the more general context of output agreement.
3.2 Output agreement in the case of constant disturbances
The critical assumption in the derivation presented above seems the incremental passivity of the internal
model, i.e., Assumption 1. However, the proof above exploits Assumption 1 only in a weaker form.
In particular, it requires the incremental passivity property (24) not to hold with respect to any two
trajectories, but only with respect to the real and the steady-state trajectory, i.e., with η′k = η
w
k , v
′
k =
0, λ′k = λ
w . Bearing in mind this observation, it is possible to find a storage functionWk that fulfills (24)
in the case of constant disturbances. In fact in this case (ηwk , λ
w
k ) satisfy λ
w
k = ψk(η
w
k ) for some constant
ηw, i.e., η˙wk = 0.
Let now ψk be a strongly monotone function, and consider the following storage function ([JOGC07],
[BZA13a]):
Wk(ηk, η
w
k ) = Ψk(ηk)−Ψk(η
w
k )
+∇ΨTk (η
w
k )(ηk − η
w
k ),
(38)
where Ψk : R
q → R is a twice continuously differentiable function such that ∇Ψk(ηk) = ψk(ηk).
5 Now
if ψk is monotone, Ψk is convex and, by the global under-estimator property of the gradient [BV03], we
have
Ψk(ηk) ≥ Ψk(η
w
k ) +∇Ψ
T
k (η
w
k )(ηk − η
w
k )
for each ηk, η
w
k . If Ψk is strictly convex, i.e., ψk is strongly monotone, then the previous inequality holds
if and only if ηk = η
w
k ([BV03]), and Wk is regular ([JOGC07]). Hence, Wk is a non-negative storage
function if Ψk is convex, and a positive regular storage function if Ψk is strictly convex. Furthermore,
∂Wk
∂ηk
φk(ηk, vk) = (ψk(ηk)− ψk(η
w
k ))
T vk.
Hence, in the case of constant disturbances, Assumption 1 is always fulfilled and the output agreement
problem is solved by the controllers
η˙ = v = −(B ⊗ Ip)y
λ = ψ¯(η)− (BT ⊗ Ip)y.
(39)
Control laws of the form (39) have been studied in the context of network clustering in [BZA13b], [BZA11]
and in a more general network optimization framework in [BZA13a].
4 Time-varying optimal distribution problems
We revisit now the distribution problem of inventory systems discussed in Section 3.1, i.e.,
x˙ = Bλ+ Pw, (40)
5Note that Wk is the Bregman distance between η and ηw for the function Ψ, [Bre67].
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with a time-varying external demand/supply. Let for now the supply/demand vectors be generated by
a possibly nonlinear dynamics w˙ = s(w). In contrast to Section 3.1, the control objective is not only to
balance the inventory levels, but additionally to achieve an optimal routing in the network. We associate
to each transportation line a cost
Pk(λk), k = 1, 2, . . . ,m
for the flow λk. Let Pk be convex and continuously differentiable. We aim here to design routing
controllers on the transportation lines of the form (22), taking only the imbalance between the incident
inventories as inputs such that asymptotically all inventory levels are balanced and the flows in the
network minimize the flow cost defined by the cost functions Pk.
Before moving to the dynamic control problem, we briefly review the static optimal distribution problem.
Consider a fixed constant supply vector w. The (static) optimal distribution problem is to find a routing
λw ∈ Rm such that
λw = argmin
m∑
k=1
Pk(λk)
0 = Bλ+ Pw.
(41)
In the following, the notation P(λ) =
∑m
k=1 Pk(λk) will be used. The Lagrangian function associated to
(41) with the multiplier ζ is
L(λ, v) = P(λ) + ζT (−Bλ− Pw).
From the Lagrangian, one obtains directly the optimality conditions (KKT–conditions). In particular,
(λw, vw) is an optimal primal/dual solution pair to (41) if the following nonlinear equations hold
∇P(λw)−BT ζw = 0
Bλw + Pw = 0.
(42)
Note that the first condition simply implies ∇P(λw) ∈ R(BT ) since ζw has no further constraints. We
define the optimal routing/supply pairs as
Γ = {(λ,w) ∈ Rm ×W : ∇P(λ) ∈ R(BT ),
Bλ+ Pw = 0}.
In particular, (λw, w) ∈ Γ if and only if λw is an optimal solution to the static optimal distribution
problem (41) with the supply vector w. The main difficulty associated with the set Γ relates to the
constraint ∇P(λ) ∈ R(BT ). This constraint can be avoided if the optimality conditions are expressed
in terms of the dual solutions ζ. In what follows, we impose the condition that ∇P is invertible.6 The
two optimality conditions (42) can now be expressed as the following single nonlinear expression
B∇P−1(BT ζw) + Pw = 0.
Bearing this in mind, we define the set of optimal dual solutions as ΓD = {(ζ, w) ∈ Rn × W :
B∇P−1(BT ζ) + Pw = 0}. We want to emphasize two properties of ΓD. First, if (ζ
w, w) ∈ ΓD then
(ζw + c1, w) ∈ ΓD for any c ∈ R. Second, (ζw , w) ∈ ΓD if any only if the corresponding routing strategy
λw = ∇P−1(BT ζw) satisfies (λw , w) ∈ Γ. We are now ready to formalize the dynamic problem.
Definition 3 The time-varying optimal distribution problem is solvable for the system (30), if there
exists a controller (22) such that any solution originating from W ×X × Ξ is bounded and satisfies (i)
limt→∞B
Tx(t) = 0; and (ii) limt→∞ distΓ
(
λ(t), w(t)
)
= 0.
Our previous discussion revealed that it can be advantageous to express the optimality conditions in
terms of the dual solutions ζ. In fact, we use this observation here to refine the control and restrict our
attention to dynamic controllers of the form
η˙ = φ(η, v)
λ = ∇P−1(BTψ(η)).
(43)
6Note that this is always given if P is strongly convex.
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This control structure can be interpreted as an internal model controller for the dual variables of the
optimal network flow problem. For the time-varying optimal distribution problem to be feasible, it is
necessary that the manifold
H(w, x, η) =
[
BTx
B∇P−1(BTψ(η)) + Pw
]
= 0 (44)
is invariant under the closed-loop dynamics
w˙ = s(w)
x˙ = B∇P−1(BTψ(η))) + Pw
η˙ = φ(η,BT x).
(45)
Note that, in contrast to the original output regulation problem, the “output” function H depends
explicitly on the state of the controller η. However, at this point, the advantage of the internal model
controller design for the dual variables becomes obvious. Let (w, xw , ηw) be a solution to (45) starting
in Ω(W ×X × Ξ), satisfying
h(x) := BTxw = 0. (46)
The previous condition implies xw = β1. Now, by the structure of the inventory dynamics follows
1T x˙ = 0 at any time, and consequently
x˙w = 0 = B∇P−1(BTψ(ηw))) + Pw.
Thus, the corresponding routing strategy λw = ∇P−1(BT ψ(ηw))) is optimal at any point in time,
i.e., (λw(t), w(t)) ∈ Γ. Thus, by restricting the discussion to the “dual” controller structure (43), we
transformed the time-varying optimal distribution problem into an output agreement problem.
If the time-varying optimal distribution problem is solvable, then for any solution of the system w˙ = s(w)
there exists a solution to ηw satisfying η˙w = φ(ηw) such that
B∇P−1(BTψ(ηw(t)))) + Pw(t) = 0. (47)
Under sufficient smoothness conditions on P−1 and on s(x), there exists a differentiable trajectory ηw
satisfying (47). Keeping this observation in mind, we can formalize conditions on the controller (43).
Suppose there exists a map τ :W 7→ Ξ such that
∂τ
∂w
s(w) = φ(τ(w)), ∀w ∈ W ,
B∇P−1(BTψ(τ(w))) + Pw = 0.
(48)
Then, the dynamical system η˙ = φ(η), µ = ψ(η) has the following properties. If η0 = τ(w(0)), then the
solution η(t) starting at η0 is such that ψ(η(t)) = ζ
w, that is (ψ(t), w(t)) ∈ ΓD. Thus, if the condition
(48) is met, the internal model controller generates the correct time-varying dual solutions, and can
produce the optimal routing strategy. We formalize this in the following result.
Proposition 2 Let condition (48) hold. Then, for any initial condition w(0) ∈ W, there exist an initial
condition (x0, η0) ∈ X × Ξ such that the solutions (w(t), x(t), η(t)) to (45) satisfy (i) BTx(t) = 0 and
(ii) (λ(t), w(t)) ∈ Γ, where λ(t) = ∇P−1(BTψ(η(t))).
Condition (48) is the counterpart to the original controller regulator equation (12). Note that, while
the regulator equations for the systems dynamics are easily satisfied, as we discussed in Section 3.1, the
difficulty of the time-varying optimal distribution problem results from partially fixed structure of the
controller (43). We discuss next the distributed controller design for two specific representations of the
optimal distribution problem.
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4.1 The Linear-Quadratic Case
Suppose the supply is generated by a linear system
w˙ = Sw, S + ST = 0,
and the transportation cost functions are quadratic
P(λ) =
1
2
λTQλ,
for Q = diag(q1, . . . , qm) and qk > 0. In the linear-quadratic case one can solve the conditions (48)
directly. Consider the conditions (48) with τ(w) = w, and ψ(τ(w)) = Hw, i.e.,
BQ−1BHw + Pw = 0
Sw = φ(w).
(49)
This requires φ(η) = Sη, i.e., the controller is a copy of the exosystem. It remains to find a matrix H .
Note that LQ = BQ
−1BT is a weighted Laplacian matrix of the network. As LQ has one eigenvalue at
zero, with the corresponding eigenvector 1, it is not invertible. However, one possible solution to (49) is
H = −L†QP,
where L†Q pseudo-inverse of the weighted Laplacian LQ, see e.g., [GX04].
7 We can now construct
a distributed controller. Recall that (43) provides an internal model controller for the dual variables,
assigned to nodes of the network. Thus, we assign an internal model controller to each node and introduce
the variable ηi ∈ Rd, satisfying the dynamics
η˙i = Sηi
ζi = H
T
i ηi, i = 1, . . . , n,
(50)
where HTi is the i-th row of H . The routing at one edge computes then simply as λk = q
−1
k (ζj − ζi),
where j, i are the nodes incident to edge k. After introducing η and ζ as the stacked vectors of ηi and
ζi, respectively, and the matrices S¯ = (In⊗S), H¯ = block.diag(HT1 , . . . , H
T
n ), we can express the overall
controller as
η˙ = S¯η
λ = Q−1BT ζ = Q−1BT H¯η.
(51)
This distributed internal model controller needs to be augmented with additional control inputs to ensure
convergence to the desired stead state. This is formalized in the next result.
Theorem 2 Consider the inventory system (30) with the supply generated by the linear dynamics w˙ =
Sw. Consider the controller
η˙ = S¯η + H¯TBQ−1ν
λ = Q−1BT H¯η + ν.
with the interconnection condition ν = −BTx. Then, every solution of the closed-loop system is bounded
and (i) limt→+∞B
Tx = 0, and (ii) limt→+∞ distΓ(λ(t), w(t)) = 0.
The proof of this result follows directly along the same lines as the proof of Theorem 1, taking into
account that V (x, xw) = 1
2
‖x − xw‖2 and W = 1
2
‖η − ηw‖2 are regular incremental storage functions.
For concluding the optimality, one has to note that any trajectory in the set E = {(x, η) : BTx = 0},
which is invariant under the dynamics, is such that x˙ = 0. Thus, any trajectory η˜ in E is such that the
corresponding routing
λ˜ = Q−1BT H¯η˜ = ∇P−1(BT H¯η˜)
satisfies Bλ˜+ Pw = 0, i.e., the optimality conditions (42). Thus, any routing λ˜ in the invariant set E is
an optimal routing.
7By the properties of L†
Q
, it is promptly verified that
BHw + Pw = −BQ−1BTL†
Q
Pw + Pw =
−(I −
11
T
n
)Pw + Pw = 0.
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4.2 Optimal distribution with constant supply
A second version of the optimal distribution problem, that can be solved by the internal model approach,
relates to problems with constant supply and demand, i.e., s(w) = 0. In this case, we need no restriction
to quadratic objective functions, but can consider general convex cost functions Pk. The conditions (48)
become
0 = φ(τ(w))
B∇P−1(BTψ(τ(w))) + Pw = 0,
and they are solved with φ(w) = 0 and τ(w) such that (τ(w), w) ∈ ΓD. In the static case, it becomes
again advantageous to place the internal model controllers at the edges, and not at the network nodes.
However, we still consider an internal model for the dual variables, but consider now the dual variables
σ = BT ζ instead of ζ as introduced in (42). Consider now the controller
σ˙ = ν, σ(0) ∈ R(BT )
λ = ∇P−1(σ) + ν.
(52)
Note that if ν(t) ∈ R(BT ) then also σ(t) ∈ R(BT ) for all times t ≥ 0. If the initial condition σ(0) is
chosen as σw = BT ζw, with (ζw, w) ∈ ΓD, then, under the input ν = 0, the controller (52) generates the
desired output. The internal model controller (52) is now not incrementally passive for arbitrary input
signals, but it is incrementally passive with respect to any constant input signal. A storage function can
therefore be found in the structure (38). 8 Based on our previous discussions, we can now immediately
conclude that the controller (52) with the interconnection condition ν = −BTx solves the optimal
distribution problem.
5 Conclusions
We proposed an internal model control design approach for output agreement of incrementally passive
nonlinear systems with time-varying external disturbances. Building upon theses results, we studied the
optimal distribution problem in inventory systems with time-varying supply and demand. These prob-
lems can be cast as output agreement problems if their dual formulation is considered. We showed how
the optimal distribution problem can be solved by internal model controllers for the dual variables. The
specific solution to the distribution problem is discussed for the linear-quadratic case and for problems
with constant supplies.
In the case of constant disturbances and equilibrium independent passive systems, the paper [BZA13a]
characterizes the value on which the outputs agree and establishes insightful relations with a number
of network optimization problems. In the case of time-varying disturbances, such a characterization is
still elusive and represents an interesting future research avenue. In the same work, the role of bounded
interactions is investigated, a topic that has not been addressed in this paper. Passivity has provided a
natural setting to study cooperative control algorithms in the presence of delays. The effect of delays in
problems such as those studied in this paper has been so far neglected, to the best of our knowledge. It
would be interesting to fill in this gap.
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