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The Nevanlinna-type parametrization for the
operator Hamburger moment problem.
S.M. Zagorodnyuk
1 Introduction.
Let H be an arbitrary (not necessarily separable) Hilbert space. The oper-
ator Hamburger moment problem consists of finding a non-decreasing [H]-
valued function F (t), t ∈ R, F (0) = 0, which is strongly left-continuous on
R and such that∫
R
tndF (t) := s.− lim
a→−∞
b→+∞
∫ b
a
tndF (t) = Sn, n ∈ Z+, (1)
where {Sn}
∞
n=0 is a prescribed sequence of bounded operators on H (called
moments). The operator Stieltjes integral
∫ b
a
tndF (t) is understood as a
limit of the corresponding Stieltjes-type operator integral sums in the strong
operator topology.
If the moment problem (1) has a solution, then {Sn}
∞
n=0 is said to be a
moment sequence. The moment problem (1) is said to be determinate if it
has a unique solution and indeterminate if it has more than one solution.
The following conditions:
r∑
k,l=0
(Sk+lhk, hl)H ≥ 0, hj ∈ H (0 ≤ j ≤ r), ∀r ∈ Z+, (2)
are necessary and sufficient for the solvability of the moment problem (1).
Observe that the conditions of the solvability appeared in [1] without a
proof, while in [2] they appeared with a reference to [3] (however we do not
remember such a statement in [3]), see also [4].
In the scalar case (H = C), a description of all solutions of the mo-
ment problem (1) can be found, e. g., in the classical books [3], [5] (for the
nondegenerate case) and in [6] (for the degenerate case).
The matrix case (H = CN×N ), introduced by Krein in [7], nowadays still
contains unanswered questions and attracts many researchers, see recent
works [8], [9], [10], [11], [12] and historical references therein.
Probably, the first operator moment problems, namely the Stieltjes and
Hausdorff operator moment problems, were introduced in 1947 by Krein and
Krasnoselskii in [13, Examples 8.1 and 10.1]. On page 97 in [13] they also
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noticed that the power moment problem on (−∞,∞) admitted the corre-
sponding extension for the case of the operator moment problem. Krein
and Krasnoselskii obtained conditions of the solvability for the Stieltjes and
Hausdorff operator moment problems. In 1953 Sz.-Nagy, considering an-
other problem, solved an operator power moment problem on a compact
subset of the reals, see [14, pp. 286-288]. In 1962 MacNerney character-
ized moment sequences for the operator Hamburger moment problem [15].
Berezansky in 1965 proved the convergence of the series from the polynomi-
als of the first kind for the operator moment problem [5, Ch.7, Section 2].
In 1966 Leviatan considered a modified operator Hausdorff moment problem
and obtained conditions for its solvability [16]. Set
Γn =

S0 S1 . . . Sn
S1 S2 . . . Sn+1
...
...
. . .
...
Sn Sn+1 . . . S2n
 , n ∈ Z+. (3)
Here Γn may be viewed as an operator on the direct sum of n+1 copies of H.
Under a condition of the strict positivity of Γn, ∀n ∈ Z+, all solutions of the
operator Hamburger moment problem (1) were parametrized by Ilmushkin
in [1], and, in a different way, by Ilmushkin and Aleksandrov in [17]. How-
ever we should notice that the formula, connecting spectral functions of the
corresponding symmetric operator and solutions of the moment problem,
was stated without proof in [17, formula (2.3)] and referred papers [1, The-
orem 2],[18, Theorem 1]. Moreover, it was stated without proof that the
latter formula holds true for the general case [1, pp. 77-78].
Probably a first description of all solutions of the operator Hamburger mo-
ment problem, without additional assumptions, was given by Kheifets [2].
He used the well-known abstract interpolation problem (AIP), introduced
by Katsnelson, Kheifets and Yuditskii. This description was not given by a
Nevanlinna-type formula and it had a more complicated structure [2]:∫ ∞
−∞
σ(dx)
x− z
= i
1 +w(ζ)
1−w(ζ)
, z = i
1 + ζ
1− ζ
, (4)
w = s0 + s2(1N2 − ωs)
−1ωs1, (5)
where σ(dx) is a solution of the moment problem, S =
(
s s1
s2 s0
)
is the
scattering function of the AIP, and ω(ζ) is an arbitrary analytic operator-
valued contractive function on D, ω(ζ) : N1 → N2 (N1,N2 be some Hilbert
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spaces). We do not see an easy way to simplify the description (4)-(5) to
get a Nevanlinna-type parametrization.
Here we focused our attension mainly on the history of the (full) operator
Hamburger moment problem. The truncated operator moment problems
and various modifications were also intensively studied, see, e. g., [19], [17],
[20], [21] and references therein.
Our aim here is to obtain a Nevanlinna-type parametrization for the
operator Hamburger moment problem (2). This description will be given
by a linear fractional transformation with bounded operators as coefficients.
No additional assumptions besides solvability of the moment problem will
be posed.
We shall apply the operator approach to the moment problem (1). As
far as we know, in 1940 Naimark laid foundation of the operator approach to
moment problems in his paper [22]. Namely, he described all solutions of the
Hamburger moment problem in terms of spectral functions of the operator
defined by the Jacobi matrix [22, pp. 303-305]. Three years later, in 1943
Neumark, using his description of the generalized resolvents, derived Nevan-
linna’s formula for all solutions of the Hamburger moment problem [23,
pp. 292-294]. In 1947 Krein and Krasnoselskii presented their version of
the operator approach to the Hamburger moment problem in [13]. An ab-
stract operator approach to the Nevanlinna-Pick problem was proposed by
Szo¨kefalvi-Nagy and Koranyi in [24], [25]. Our approach to the operator
moment problem (1) is close to the ideas of Krein, Krasnoselskii, Szo¨kefalvi-
Nagy and Koranyi. Similar ideas were applied in our paper [21] for the case
of the operator trigonometric moment problem. However, in the case of the
moment problem on the real line there appear new difficulties.
The first problem, which we shall meet in the next section, is to define
a version of the L2 space for H-valued functions, equipped with enough
functions for solving the moment problem (1). For the case of a separable
Hilbert space H and an operator-valued function T (λ) (subject to some
conditions) on R, the space L2(H; (−∞,∞), dT (λ)) was introduced in [5,
p. 556]. Let us recall this definition. Denote by C00(H; (−∞,∞)) the
set of all strongly continuous finitely supported H-valued functions f(λ)
(−∞ < λ < ∞) which values are situated in a finite-dimensional subspace
(depending on f) of H. For f, g ∈ C00(H; (−∞,∞)) the scalar product is
given by the following formula:
(f, g) :=
∫ ∞
−∞
(dT (λ)f(λ), g(λ)), (6)
where, according to [5], the integral is a weak limit of the corresponding
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Riemann-Stieltjes integral sums for finite partitions of the real line. The
space L2(H; (−∞,∞), dT (λ)) is defined by standard procedures of the fac-
torization and the completion from C00(H; (−∞,∞)). It is noticed in [5,
p. 557] that if the function f(λ) is strongly continuous on (−∞,∞) and∫∞
−∞
(dT (λ)f(λ), f(λ)) < ∞, then f ∈ L2(H; (−∞,∞), dT (λ)). What was
meant by this? Probably, it was understood that for such f(λ) there ex-
ists a fundamental sequence (of classes of the equivalence) of functions
fn(λ) from C00(H; (−∞,∞)) (n ∈ N), which tends to f(λ) as n → ∞:
(f − fn, f − fn) → 0. Observe that fn should be constructed finitely sup-
ported, strongly continuous and with values in a finite-dimensional subspace.
No discussion on this construction can be found in [5]. Moreover, since it
should use a finite-dimensional subspace approximation of f(λ), it seems to
be not applicable for the case of a non-separable H.
The above abstract identification of functions with fundamental sequences
seems to be not transparent and not convenient in applications. We prefer
to deal with usual functions (or classes of equivalent functions) as elements
of L2 type space. Thus, in Section 2 we shall define a space L2(H, dF (t))
of H-valued functions on R with enough set of basic functions for our pur-
poses. The operator A of the multiplication by an independent variable in
L2(H, dF (t)) is studied, as well.
In Section 3 we shall study the moment problem (1) introducing an ab-
stract Hilbert space H and a symmetric operator A in it (by means of given
moments). The spectral functions of A generate solutions of the moment
problem. The space L2(H, dF (t)) and the operator A play an important
role in establishing that each solution of the moment problem is generated
by a spectral function of A. In passing to Nevanlinna-type description of
solutions important tools are Chumakin’s formula ([26]) for the generalized
resolvents of a closed isometric operator (applied for Cayley’s transforma-
tion of A) and Frobenius-type formula for operator matrices. As differ from
the case of the truncated operator trigonometric moment problem, we need
to shift the initial vector x0 ∈ H to get into a block of the Frobenius-type
formula, similar to the matrix case in [12]. After some computations we shall
come to a desired Nevanlinna-type parametrization of all solutions of the op-
erator Hamburger moment problem. The coefficients of the corresponding
operator linear fractional transformation are bounded operators.
Notations. As usual, we denote by R,C,N,Z,Z+, the sets of real numbers,
complex numbers, positive integers, integers and non-negative integers, re-
spectively; D = {z ∈ C : |z| < 1}, Re = C\R, C+ = {z ∈ C : Im z > 0}.
By B(R) we mean the set of all Borel subsets of the real line.
In this paper Hilbert spaces are not necessarily separable, operators in them
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are supposed to be linear.
If H is a Hilbert space then (·, ·)H and ‖ · ‖H mean the scalar product and
the norm in H, respectively. Indices may be omitted in obvious cases. For a
linear operator A in H, we denote by D(A) its domain, by R(A) its range,
and A∗ means the adjoint operator if it exists. If A is invertible then A−1
means its inverse. A means the closure of the operator, if the operator is
closable. If A is bounded then ‖A‖ denotes its norm. For a set M ⊆ H
we denote by M the closure of M in the norm of H. For an arbitrary set
of elements {xn}n∈I in H, we denote by Lin{xn}n∈I the set of all linear
combinations of elements xn, and span{xn}n∈I := Lin{xn}n∈I . Here I is an
arbitrary set of indices. By EH we denote the identity operator in H, i.e.
EHx = x, x ∈ H. In obvious cases we may omit the index H. If H1 is a
subspace of H, then PH1 = P
H
H1
is an operator of the orthogonal projection
on H1 in H. By [H] we denote the set of all bounded operators on H. For a
closed symmetric operator B in H we denote: Mz(B) = (B − zEH)D(B),
Nz(B) = H ⊖Mz(B), z ∈ Re. If B is self-adjoint, then we set Rz(B) =
(B − zEH)
−1, z ∈ Re.
By S(D;N,N ′) we denote a class of all analytic in a domainD ⊆ C operator-
valued functions F (z), which values are linear non-expanding operators map-
ping the whole N into N ′, where N and N ′ are some Hilbert spaces.
2 The space L2(H, dF (t)).
Let H be an arbitrary, not necessarily separable, Hilbert space. Let F (t)
be a non-decreasing [H]-valued function, t ∈ R, F (0) = 0, which is strongly
left-continuous on R. The space H and the function F (t) will be fixed
throughout this section.
Remark 1 In this section we shall not consider the moment problem (1).
Thus, the space H and the function F (t) are not related to any moment
problem. We think that our further constructions have some interest them-
selves. Of course, our main aim here is to apply these constructions to the
moment problem in the next section.
Denote by Φ = Φ(H, dF (t)) a set of all C-valued continuous functions
ϕ(t), t ∈ R, such that∫
R
|ϕ(t)|2d(F (t)h, h)H := lim
a→−∞
b→+∞
∫ b
a
|ϕ(t)|2d(F (t)h, h)H <∞, ∀h ∈ H.
(7)
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Denote by Θ = Θ(H, dF (t)) a set of all H-valued functions f(t), t ∈ R,
which admit a representation of the following form:
f(t) =
r∑
k=0
ϕk(t)hk, ϕk ∈ Φ, hk ∈ H, r ∈ Z+. (8)
For arbitrary two functions f(t) and g(t) from Θ(H, dF (t)) we set
Ψ(f, g) :=
∫
R
(dF (t)f(t), g(t))H := lim
a→−∞
b→+∞
∫ b
a
(dF (t)f(t), g(t))H, (9)
where∫ b
a
(dF (t)f(t), g(t))H := lim
δ→+0
N−1∑
j=0
((F (tj+1)− F (tj))f(t
∗
j ), g(t
∗
j ))H. (10)
Here δ is the diameter of a partition of [a, b]:
a = t0 < t1 < t2 < ... < tN = b, (11)
and t∗j ∈ [tj, tj+1) are arbitrary points. As usual, it is understood that the
limit in (10) does not depend on the choice of partitions and points t∗j .
Let us check that limits in (10) and (9) do exist for all functions f, g ∈
Θ(H, dF (t)), and calculate the value of Ψ(f, g). Let f(t) have the form (8)
and
g(t) =
q∑
l=0
ψl(t)gl, ψl ∈ Φ, gl ∈ H, q ∈ Z+. (12)
By the substitution of representations (8) and (12) into expressions in (10)
we get ∫ b
a
(dF (t)f(t), g(t))H =
= lim
δ→+0
r∑
k=0
q∑
l=0
N−1∑
j=0
ϕk(t
∗
j )ψl(t
∗
j ) ((F (tj+1)hk, gl)H − (F (tj)hk, gl)H) =
=
r∑
k=0
q∑
l=0
∫ b
a
ϕk(t)ψl(t)d(F (t)hk, gl)H. (13)
Then
Ψ(f, g) = lim
a→−∞
b→+∞
r∑
k=0
q∑
l=0
∫ b
a
ϕk(t)ψl(t)d(F (t)hk , gl)H =
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=r∑
k=0
q∑
l=0
∫
R
ϕk(t)ψl(t)d(F (t)hk, gl)H, (14)
where∫
R
ϕk(t)ψl(t)d(F (t)hk , gl)H := lim
a→−∞
b→+∞
∫ b
a
ϕk(t)ψl(t)d(F (t)hk, gl)H. (15)
It remains to explain why the latter limit exists. In fact, by the polarization
formula we may write:∫ b
a
ϕk(t)ψl(t)d(F (t)hk, gl)H =
4∑
j=1
cj
∫ b
a
ϕk(t)ψl(t)d(F (t)uj , uj)H, (16)
where c1,2 = ±
1
4 , c3,4 = ±
i
4 , u1,2 = hk ± gl, u3,4 = hk ± igl. By condition (7)
we conclude that there exist the following limits:
lim
a→−∞
b→+∞
∫ b
a
ϕk(t)ψl(t)d(F (t)uj , uj)H,
and therefore the required limit exists.
It is clear that Θ(H, dF (t)) is a complex linear vector space with usual
operations of the sum and the multiplication by a complex scalar. By (9),
(10) we see that the functional Ψ(f, g) is sesquilinear, Ψ(f, g) = Ψ(g, f), and
Ψ(f, f) ≥ 0 (f, g ∈ Θ). As usual, we put f and g from Θ to the same class of
the equivalence, if Ψ(f − g, f − g) = 0. The set of classes of the equivalence
we denote by Θ˜ = Θ˜(H, dF (t)). By the completion of Θ˜ we obtain a Hilbert
space, which we denote by L2(H, dF (t)). In what follows we denote by [f ]
the class of the equivalence in L2(H, dF (t)) which contains f ∈ Θ.
Denote by Φ0 = Φ0(H, dF (t)) a set of all continuous C-valued functions
ϕ(t) such that ϕ(t) = 0 for all t lying outside some finite interval (c, d), where
(c, d) may depend on ϕ (i.e. a set of all continuous finitely supported C-
valued functions). Of course, we have inclusion Φ0(H, dF (t)) ⊆ Φ(H, dF (t)).
For an arbitrary function ϕ(t) ∈ Φ(H, dF (t)) there exist functions ϕ[n](t) ∈
Φ0(H, dF (t)), n ∈ N, such that for an arbitrary h ∈ H we have:∫
R
|ϕ(t)− ϕ
[n](t)|2d(F (t)h, h)H =
= lim
a→−∞
b→+∞
∫ b
a
|ϕ(t)− ϕ
[n](t)|2d(F (t)h, h)H → 0, as n→∞. (17)
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For example, we may choose
ϕ[n](t) =

ϕ(t), t ∈ [−n, n]
ϕ(t)(−t+ n+ 1), t ∈ [n, n+ 1]
ϕ(t)(t + n+ 1), t ∈ [−n− 1,−n]
0, t ∈ (−∞,−n− 1] ∪ [N + 1,∞)
. (18)
Denote by Θ0 = Θ0(H, dF (t)) a set of all H-valued functions f(t), t ∈ R,
which admit a representation of the following form:
f(t) =
r∑
k=0
ϕk(t)hk, ϕk ∈ Φ0, hk ∈ H, r ∈ Z+. (19)
Notice that Θ0 ⊆ Θ. Set
Θ˜0 = Θ˜0(H, dF (t)) = {[f(t)], f(t) ∈ Θ0(H, dF (t))} ,
where [f ] means the class of the equivalence in L2(H, dF (t)) which contains
f . It is clear that Θ˜0 ⊆ Θ˜. Let us check that the set Θ˜0(H, dF (t)) is dense in
L2(H, dF (t)). Since Θ˜(H, dF (t)) is dense in L2(H, dF (t)) by the construc-
tion of L2(H, dF (t)), it is enough to approximate an arbitrary element from
Θ˜(H, dF (t)) by an element of Θ˜0(H, dF (t)). Choose an arbitrary element
[f(t)] ∈ Θ˜(H, dF (t)). Let f(t) have the form (8) (t ∈ R). Set
fn(t) =
r∑
k=0
ϕ
[n]
k (t)hk, t ∈ R, n ∈ N, (20)
where ϕ
[n]
k are constructed by the rule (18). Observe that [fn(t)] ∈ Θ˜0. Then
‖[f ]−[fn]‖
2
L2(H,dF (t))
= Ψ
 r∑
k=0
(ϕk(t)− ϕ
[n]
k (t))hk,
r∑
j=0
(ϕj(t)− ϕ
[n]
j (t))hj
 =
=
r∑
k,j=0
Ψ
(
(ϕk(t)− ϕ
[n]
k (t))hk, (ϕj(t)− ϕ
[n]
j (t))hj
)
≤
≤
r∑
k,j=0
∣∣∣Ψ((ϕk(t)− ϕ[n]k (t))hk, (ϕk(t)− ϕ[n]k (t))hk)∣∣∣ 12 ∗
∗
∣∣∣Ψ((ϕj(t)− ϕ[n]j (t))hj , (ϕj(t)− ϕ[n]j (t))hj)∣∣∣ 12 =
8
=
r∑
k,j=0
∣∣∣∣∫
R
|ϕk(t)− ϕ
[n]
k (t)|
2d(F (t)hk, hk)H
∣∣∣∣ 12 ∗
∗
∣∣∣∣∫
R
|ϕj(t)− ϕ
[n]
j (t)|
2d(F (t)hj , hj)H
∣∣∣∣ 12 → 0,
as n→∞. Thus, Θ˜0(H, dF (t)) is dense in L2(H, dF (t)).
Set Φ1 = Φ1(H, dF (t)) = {ϕ(t) ∈ Φ(H, dF (t)) : tϕ(t) ∈ Φ(H, dF (t))}.
Observe that Φ0 ⊆ Φ1. Denote by Θ1 = Θ1(H, dF (t)) a set of all H-valued
functions f(t), t ∈ R, which admit a representation of the following form:
f(t) =
r∑
k=0
ϕk(t)hk, ϕk ∈ Φ1, hk ∈ H, r ∈ Z+. (21)
Notice that Θ0 ⊆ Θ1 ⊆ Θ. Set
Θ˜1 = Θ˜1(H, dF (t)) = {[f(t)], f(t) ∈ Θ1(H, dF (t))} ,
where [f ] means the class of the equivalence in L2(H, dF (t)) which con-
tains f . Since Θ˜0 ⊆ Θ˜1 ⊆ Θ˜, we conclude that Θ˜1(H, dF (t)) is dense in
L2(H, dF (t)).
Consider the following operator A0 in L2(H, dF (t)):
A0 [f(t)] = [tf(t)] , f ∈ Θ1, (22)
with the domain D(A0) = Θ˜1. Let us check that the operator A0 is well-
defined. Suppose that f1, f2 ∈ Θ1 belong to the same class of the equiva-
lence. We need to verify that [tf1(t)] = [tf2(t)]. Choose an arbitrary element
g ∈ Θ1. By the definition of Ψ it is seen that
Ψ(tfj(t), g(t)) = Ψ(fj(t), tg(t)), j = 1, 2. (23)
Therefore
([tf1(t)]− [tf2(t)], [g(t)])L2(H,dF (t)) = Ψ(tf1(t), g(t)) −Ψ(tf2(t), g(t)) =
= Ψ(f1(t), tg(t)) −Ψ(f2(t), tg(t)) = ([f1(t)]− [f2(t)], [tg(t)])L2(H,dF (t)) = 0.
(24)
Since Θ˜1(H, dF (t)) is dense in L2(H, dF (t)), we may choose a sequence
[gn] ∈ Θ˜1(H, dF (t)), n ∈ N, which tends to [tf1(t)] − [tf2(t)], as n → ∞.
Writing relation (24) with g = gn and passing to the limit as n→∞ we get
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[tf1(t)] = [tf2(t)]. Thus, A is well-defined. Moreover, relation (23) shows
that A is a densely defined symmetric operator.
Let f(t) be an arbitrary element of Θ0(H, dF (t)) with representation (19).
Observe that
1
t± i
ϕk(t) ∈ Φ0, 0 ≤ k ≤ r.
Therefore 1
t±i
f(t) ∈ Θ0(H, dF (t)). Consequently, we have
(A0 ± iE)
[
1
t± i
f(t)
]
= [f(t)].
Since Θ˜0(H, dF (t)) is dense in L2(H, dF (t)), we conclude that the operator
A0 is essentially self-adjoint. We shall denote by A = A0 the corresponding
self-adjoint operator in L2(H, dF (t)).
3 A description of solutions of the moment prob-
lem.
First assume that the moment problem (1) is given and it has a solution
F (t). Choose an arbitrary r ∈ Z+, arbitrary elements {hk}
r
0 in H and write
r∑
k,l=0
(Sk+lhk, hl)H =
r∑
k,l=0
(∫
R
tk+ldF (t)hk, hl
)
H
=
=
r∑
k,l=0
lim
a→−∞
b→+∞
(∫ b
a
tk+ldF (t)hk, hl
)
H
=
=
r∑
k,l=0
lim
a→−∞
b→+∞
lim
δ→+0
N−1∑
j=0
(t∗j )
k+l(F (tj+1)− F (tj))hk, , hl

H
=
= lim
a→−∞
b→+∞
lim
δ→+0
N−1∑
j=0
(
(F (tj+1)− F (tj))
r∑
k=0
(t∗j )
khk, ,
r∑
l=0
(t∗j )
lhl
)
H
≥ 0.
Here δ is the diameter of a partition (11) of [a, b] and t∗j ∈ [tj , tj+1) are
arbitrary points. Therefore condition (2) holds.
On the other hand, suppose now that the moment problem (1) is given
and condition (2) is satisfied. Following the idea in [25] we may consider
abstract symbols εj, j ∈ Z+, and form a formal sum h:
h =
∞∑
j=0
hjεj, (25)
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where hj ∈ H, and all but finite number of hj are zero elements of H. In
what follows, we shall also often write finite sums, where missing summands
hjεj are assumed to have hj = 0.
For α ∈ C we set αh =
∑∞
j=0(αhj)εj . If
g =
∞∑
j=0
gjεj , gj ∈ H, (26)
where all but finite number of gj are zero elements of H, then we set h+g =∑∞
j=0(hj + gj)εj . Thus, the set of all formal sums of type (25) forms a
complex linear vector space which we denote by B. For h, g ∈ B with
representations (25), (26) we set
Φ(h, g) =
∞∑
j,k=0
(Sj+khj , gk)H. (27)
The functional Φ is sesquilinear and Φ(h, g) = Φ(g, h), Φ(h, h) ≥ 0. As
usual, if Φ(h−g, h−g) = 0, we put elements h and g to the same equivalence
class, denoted by [h] or [g]. The set of all equivalence classes we denote by
L. By the completion of L we get a Hilbert space H. Set
xh,j := [hεj ], h ∈ H, j ∈ Z+. (28)
Notice that
(xh,j, xg,k)H = (Sj+kh, g)H, h, g ∈ H, j, k ∈ Z+. (29)
Denote
D0 =
{
r∑
k=0
xhk,k : hk ∈ H, 0 ≤ k ≤ r; r ∈ Z+
}
.
Observe that D0 is a linear manifold which is dense in H. Consider the
following linear operator A0 with D(A0) = D0:
A0
r∑
k=0
xhk,k =
r∑
k=0
xhk,k+1, hk ∈ H, r ∈ Z+. (30)
Let us check that A0 is well-defined. If an element h ∈ D0 has two repre-
sentations:
h =
r∑
k=0
xhk,k =
s∑
k=0
xgk,k, hk, gk ∈ H, r, s ∈ Z+,
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then we set ρ = max(r, s), and write:(
ρ∑
k=0
xhk,k+1 −
ρ∑
k=0
xgk,k+1, xu,l
)
H
=
(
ρ∑
k=0
xhk−gk,k+1, xu,l
)
H
=
=
ρ∑
k=0
(Sk+1+l(hk − gk), u)H =
(
ρ∑
k=0
xhk−gk,k, xu,l+1
)
H
=
=
(
r∑
k=0
xhk,k −
s∑
k=0
xgk,k, xu,l+1
)
H
= 0, u ∈ H, l ∈ Z+,
where firstly appeared hk, gk are supposed to be zero elements. Since D0 =
H, we get
∑r
k=0 xhk,k+1 =
∑s
k=0 xgk,k+1. Consequently, A0 is well-defined.
By (29) it is readily checked that A0 is linear and symmetric. Notice that
A0xh,j = xh,j+1, h ∈ H, j ∈ Z+. (31)
Set A = A0. By the induction argument we get
xh,j = A
jxh,0, j ∈ Z+, h ∈ H.
Let A˜ ⊇ A be a self-adjoint operator in a Hilbert space H˜ ⊇ H, and {E˜t}t∈R
be its (strongly) left-continuous orthogonal resolution of the identity. We
may write
(Sjf, g)H = (xf,j , xg,0)H = (A
jxf,0, xg,0)H = (A˜
jxf,0, xg,0)H˜ =
j ∈ Z+, f, g ∈ H. (32)
Consider the following operator I: H → H:
Ih = xh,0, h ∈ H. (33)
It is readily checked that I is linear, and since
‖Ih‖2H = (xh,0, xh,0)H = (S0h, h)H ≤ ‖S0‖‖h‖
2
H,
then I is bounded. By (32) we obtain that
(Sjf, g)H = (I
∗P H˜H A˜
jIf, g)H, j ∈ Z+, f, g ∈ H.
Therefore
Sjf = I
∗P H˜H A˜
jIf = I∗P H˜H lim
a→−∞
b→+∞
∫ b
a
tjdE˜tIf =
12
= lim
a→−∞
b→+∞
I∗P H˜H
∫ b
a
tjdE˜tIf = lim
a→−∞
b→+∞
∫ b
a
tjd(I∗EtI)f,
f ∈ H, j ∈ Z+, (34)
where Et is a strongly left-continuous spectral function of A (corresponding
to A˜). By (34) and the properties of the orthogonal resolution of the identity
it is readily checked that the following [H]-valued function:
F (t) = I∗EtI − I
∗E0I, t ∈ R, (35)
is a solution of the moment problem (1). Thus, each strongly left-continuous
spectral function of A generates a solution of the moment problem (1) by
relation (35). In the meantime we proved that conditions (2) are necessary
and sufficient for the solvability of the moment problem (1).
Let F̂ (t) be an arbitrary solution of the moment problem (1). Let
us check that F̂ (t) can be constructed by relation (35) by virtue of some
strongly left-continuous spectral function Et of A. Consider the Hilbert
space L2 = L2(H, dF̂ (t)) and the operator A in it, both defined as in the
previous section. Consider the following vector polynomials:
p(t) =
r∑
k=0
tkhk, q(t) =
q∑
l=0
tlgl, hk, gl ∈ H, r, q ∈ Z+. (36)
Observe that these vector polynomials belong to Θ1(H, dF̂ (t)). Thus, the
equivalence classes in L2(H, dF̂ (t)), which contain these vector polynomials,
belong to Θ˜1(H, dF̂ (t)) (which is dense in L2(H, dF̂ (t))). As usual in such
situations, we shall say that p, q belong to L2(H, dF̂ (t)). By (14),(29) we
may write
([p], [q])
L2(H,dF̂ (t))
=
∫
R
(
dF̂ (t)p(t), q(t)
)
H
=
=
r∑
k=0
q∑
l=0
∫
R
tk+ld
(
F̂ (t)hk, gl
)
H
=
r∑
k=0
q∑
l=0
(Sk+lhk, gl)H =
=
r∑
k=0
q∑
l=0
(xhk,k, xgl,l)H =
(
r∑
k=0
xhk,k,
q∑
l=0
xgl,l
)
H
. (37)
Denote by P (H, dF̂ (t)) a set of all (classes of the equivalence which con-
tain) polynomials of type (36) from L2(H, dF̂ (t)). Set L2;0(H, dF̂ (t)) =
P (H, dF̂ (t)). Consider the following transformation:
W0
[
r∑
k=0
tkhk
]
=
r∑
k=0
xhk,k, hk ∈ H, r ∈ Z+.
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This transformation maps P (H, dF̂ (t)) on the whole D0 (which is dense
in H). Let us check that W0 is well-defined. Suppose that p, q from (36)
belong to the same class of the equivalence. Without loss of generality we
may assume that r = q, since we may add to p and q any finite number
of zero addends (and this addition does not change the values of W0[p] and
W0[q]). We may write
0 =
∥∥∥∥∥
r∑
k=0
tkhk −
r∑
k=0
tkgk
∥∥∥∥∥
2
L2(H,dF̂ (t))
=
∥∥∥∥∥
r∑
k=0
tk(hk − gk)
∥∥∥∥∥
2
L2(H,dF̂ (t))
=
=
(
r∑
k=0
tk(hk − gk),
r∑
l=0
tl(hl − gl)
)
L2(H,dF̂ (t))
=
=
(
r∑
k=0
xhk−gk,k,
r∑
l=0
xhl−gl,l
)
H
=
∥∥∥∥∥
r∑
k=0
xhk,k −
r∑
k=0
xgk,k
∥∥∥∥∥
2
H
,
and therefore
∑r
k=0 xhk,k =
∑r
k=0 xgk,k. Thus,W0 is well-defined. Moreover,
W0 is linear and relation (37) shows that W0 is isometric. By continuity we
extend W0 to an isometric transformation W which maps L2;0(H, dF̂ (t)) on
the whole H. Observe that
A0xh,j = xh,j+1 =W
[
tj+1h
]
=WA
[
tjh
]
=WAW−1xh,j, (38)
for arbitrary h ∈ H, j ∈ Z+. Set
L2;1(H, dF̂ (t)) = L2(H, dF̂ (t))⊖ L2;0(H, dF̂ (t)),
andW =W⊕E
L2;1(H,dF̂ (t))
. Observe thatW is an isometric transformation
which maps L2(H, dF̂ (t)) on H1 := H⊕L2;1(H, dF̂ (t)). Set A˜ := WAW
−1.
By (38) we conclude that A˜ is a self-adjoint extension of A0. Let {E˜t}t∈R
be the strongly left-continuous resolution of the identity of A˜. Denote by
Et (t ∈ R) the corresponding strongly left-continuous spectral function of
A. For arbitrary h, g ∈ H, z ∈ Re we may write∫
R
1
t− z
d(I∗EtIh, g)H =
∫
R
1
t− z
d(E˜tIh, Ig)H1 =
=
((
A˜− zEH1
)−1
W[h],W[g]
)
H1
=
(
W−1
(
A˜− zEH1
)−1
W[h], [g]
)
L2
=
=
(
(A− zEL2)
−1 [h], [g]
)
L2
=
([
1
t− z
h
]
, [g]
)
L2
=
14
=∫
R
1
t− z
d(F̂ (t)h, g)H.
By the Stieltjes-Perron inversion formula we conclude that F̂ (t) = I∗EtI −
I∗E0I.
Theorem 1 Let the operator Hamburger moment problem (1) be given and
condition (2) holds. Let an operator A0 in a Hilbert space H be constructed
as in (30), A = A0. All solutions of the moment problem have the following
form:
F (t) = I∗EtI − I
∗E0I, t ∈ R, (39)
where I is defined by (33) and Et is a strongly left-continuous spectral func-
tion of A. On the other hand, each strongly left-continuous spectral function
of A generates by (39) a solution of the moment problem. Moreover, the
correspondence between all strongly left-continuous spectral functions of A
and all solutions of the moment problem (1) is one-to-one.
Proof. It remains to verify that different strongly left-continuous spectral
functions of A generate different solutions of the moment problem (1). Set
L0 := {xh,0}h∈H. Choose an arbitrary element x ∈ L. Observe that x has
the following form: x =
∑r
j=0 xhj ,j, hj ∈ H, with some r ∈ N. For arbitrary
z ∈ Re there exists the following representation:
x = v + y, v ∈ Mz(A), y ∈ L0. (40)
Here v and y may depend on the choice of z. In fact, choose an element
u ∈ D(A0) of the following form: u =
∑r−1
k=0 xgk,k, with arbitrarily chosen
gk ∈ H. We may write:
(A−zEH )u = A0u−zu =
r−1∑
k=0
xgk,k+1−
r−1∑
k=0
zxgk,k =
r∑
k=1
xgk−1,k−
r−1∑
k=0
zxgk,k =
=
r−1∑
k=1
xgk−1−zgk,k + xgr−1,r + (−z)xg0,0, (41)
where the sum on the right is empty if r = 1. Set
gr−1 = hr,
gk−1 = zgk + hk, k = r − 1, r − 2, ..., 1. (42)
In the case r = 1 equalities (42) are redundant. Thus, we have defined
gr−1, gr−2, ..., g0.
15
Consider u with this choice of gk and set v = (A − zEH)u ∈ Mz(A).
By (41),(42) we see that
x = v + (−1)x(−1)h0+(−z)g0,0.
Therefore relation (40) is proved.
Suppose to the contrary that two different strongly left-continuous spec-
tral functions Ej,t, j = 1, 2, generate the same solution of the moment
problem:
I∗E1,tI − I
∗E1,0I = I
∗E2,tI − I
∗E2,0I, t ∈ R. (43)
For arbitrary f ∈ H and t ∈ R we may write:
(E1,txf,0, xf,0)H − (E1,0xf,0, xf,0)H = (E2,txf,0, xf,0)H − (E2,0xf,0, xf,0)H .
Multiplying by 1
t−z
and integrating we get∫
R
1
t− z
d(E1,tIf, If)H =
∫
R
1
t− z
d(E2,tIf, If)H , z ∈ Re.
Therefore I∗R1,zI = I
∗R2,zI, where Rj,z is the generalized resolvent corre-
sponding to Ej,t, j = 1, 2. Then
(R1,zxf,0, xg,0)H = (R2,zxf,0, xg,0)H , f, g ∈ H, z ∈ Re. (44)
Let Rj,z be generated by a self-adjoint extension A˜j of A in a Hilbert space
H˜j ⊇ H, j = 1, 2. Since for arbitrary f ∈ D(A), z ∈ Re and j = 1, 2 we have(
A˜j − zEH˜j
)−1
(A− zEH) f = f ∈ H, then
R1,zu = R2,zu, u ∈ Mz(A), z ∈ Re. (45)
Observe that
(Rj,zxf,0, u) = (xf,0,R
∗
j,zu) = (xf,0,Rj,zu) ,
where f ∈ H, u ∈ Mz(A), j = 1, 2; z ∈ Re. By (45) we get
(R1,zxf,0, u) = (R2,zxf,0, u), u ∈ Mz(A), f ∈ H, z ∈ Re. (46)
Choose an arbitrary element w ∈ L and z ∈ Re. By (40) we may write: w =
v+y, where v ∈Mz(A), y ∈ L0. By (44),(46) we obtain that (R1,zxf,0, w) =
(R2,zxf,0, w), ∀f ∈ H. Therefore
R1,zx = R2,zx, x ∈ L0, z ∈ Re. (47)
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For an arbitrary w ∈ L using (40) we may write: w = v′ + y′, where
v′ ∈ Mz(A), y
′ ∈ L0, z ∈ Re. By (45),(47) we get R1,zw = R2,zw, z ∈ Re.
Therefore E1,t = E2,t. This contradiction completes the proof. ✷
By (39) we see that each solution F (t) of the moment problem satisfies
the following relation:
(F (t)h, h)H = (EtIh, Ih) − (E0Ih, Ih), h ∈ H, (48)
where Et is a strongly left-continuous spectral function of the operator A.
From this relation it follows that∫
R
1
t− z
d(F (t)h, h)H = (Rzxh,0, xh,0)H , h ∈ H, z ∈ Re, (49)
where Rz is the generalized resolvent of A which corresponds to Et.
We need to shift the vector xh,0 suitably, in order to fit into the block of
the operator Frobenius formula in the further construction. Set
yh,0 := (A− iEH)xh,0 = xh,1 − ixh,0, h ∈ H.
Let A˜ be a self-adjoint operator in a Hilbert space H˜ ⊇ H which generates
the generalized resolvent Rz. Notice that
(Rzxh,0, xh,0)H = (Rz(A˜)Ri(A˜)yh,0, xh,0)H =
=
1
z − i
(
(Rz(A˜)yh,0, xh,0)H − (Ri(A˜)yh,0, xh,0)H
)
=
=
1
z − i
(Rz(A˜)yh,0, xh,0)H −
1
z − i
(S0h, h)H, h ∈ H, z ∈ Re\{i}. (50)
We may write:
(Rz(A˜)yh,0, xh,0)H = (Rz(A˜)yh,0, Ri(A˜)yh,0)H = (R−i(A˜)Rz(A˜)yh,0, yh,0)H =
= −
1
z + i
(
(R−i(A˜)yh,0, yh,0)H − (Rz(A˜)yh,0, yh,0)H
)
=
=
1
z + i
(Rz(A˜)yh,0, yh,0)H −
1
z + i
(yh,0, xh,0)H =
=
1
z + i
(Rz(A˜)yh,0, yh,0)H−
1
z + i
((S1−iS0)h, h)H, h ∈ H, z ∈ Re\{−i}.
(51)
By (50),(51) we get
(Rzxh,0, xh,0)H =
1
z2 + 1
(Rzyh,0, yh,0)H −
1
z2 + 1
((zS0 + S1)h, h)H,
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h ∈ H, z ∈ Re\{−i, i}.
Relation (49) takes the following form:∫
R
1
t− z
d(F (t)h, h)H =
=
1
z2 + 1
(Rzyh,0, yh,0)H−
1
z2 + 1
((zS0+S1)h, h)H, h ∈ H, z ∈ Re\{−i, i}.
(52)
Consider Cayley’s transformation of the closed symmetric operator A: V :=
(A + iEH)(A − iEH)
−1. Generalized resolvents of A and V are related in
the following way:
(1− ζ)Rζ(V ) = EH + (z − i)Rz(A), ζ =
z − i
z + i
(∈ D), z ∈ C+. (53)
This relation follows from the fact that the corresponding resolvents of A˜
and V˜ := (A˜ + iEH)(A˜ − iEH)
−1 are related in the same manner (and by
applying P H˜H ). This fact was noticed in [27, pp. 370-371].
Extracting Rz(A) from (53), substituting into relation (52) and simpli-
fying we get ∫
R
1
t− z
d(F (t)h, h)H =
=
2i
(z2 + 1)2
(R z−i
z+i
(V )yh,0, yh,0)H −
1
(z − i)(z2 + 1)
((S2 + S0)h, h)H−
−
1
z2 + 1
((zS0 + S1)h, h)H, h ∈ H, z ∈ C+\{i}. (54)
Applying Chumakin’s formula for the generalized resolvents of a closed
isometric operator ([26]) we obtain that each solution F (t) of the moment
problem (1) satisfies the following relation:∫
R
1
t− z
d(F (t)h, h)H =
=
2i
(z2 + 1)2
([
EH −
z − i
z + i
(
V ⊕ Φ z−i
z+i
)]−1
yh,0, yh,0
)
H
−
−
1
(z − i)(z2 + 1)
((S2 + S0)h, h)H −
1
z2 + 1
((zS0 + S1)h, h)H, h ∈ H,
z ∈ C+\{i}, (55)
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where Φζ ∈ S(D;H ⊖D(V ),H ⊖R(V )).
Denote the expression in the square brackets in (55) by M = Mz(Φ).
Applying to M the operator Frobenius inversion formula in [21, Proposition
1] for the decomposition H =Mi(A)⊕Ni(A) we get:
M−1 =
(
A−1z +A
−1
z Bz(Φ)(Hz(Φ))
−1CzA
−1
z ∗
∗ ∗
)
, (56)
where
Âz := A
−1
z =
(
−
z + i
z − i
)(
PHMi(A)V −
z + i
z − i
EMi(A)
)−1
, (57)
Bz(Φ) =
(
−
z − i
z + i
)
PHMi(A)Φ z−iz+i
, (58)
Cz =
(
−
z − i
z + i
)
PHNi(A)V, (59)
Dz(Φ) = ENi(A) +
(
−
z − i
z + i
)
PHNi(A)Φ z−iz+i
, (60)
and
Hz(Φ) = Dz(Φ)−CzA
−1
z Bz(Φ),
z ∈ C+\{i}, Φζ ∈ S(D;H ⊖D(V ),H ⊖R(V )). (61)
By ∗ we denote the blocks which are not of interest for us.
Relation (55) takes the following form:∫
R
1
t− z
d(F (t)h, h)H =
=
2i
(z2 + 1)2
((
Âz + ÂzBz(Φ)(Hz(Φ))
−1CzÂz
)
yh,0, yh,0
)
H
−
−
1
(z − i)(z2 + 1)
((S2 + S0)h, h)H −
1
z2 + 1
((zS0 + S1)h, h)H, h ∈ H,
z ∈ C+\{i}, (62)
where Φζ ∈ S(D;H ⊖D(V ),H ⊖R(V )).
Consider the following operator K, which maps H into Mi(A):
Kh = yh,0 = xh,1 − ixh,0, h ∈ H. (63)
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It is readily checked that K is linear, and
‖Kh‖2 = (xh,1−ixh,0, xh,1−ixh,0) = (S2h, h)+(S0h, h) ≤ (‖S0‖+‖S2‖)‖h‖
2,
for an arbitrary h ∈ H. Therefore K is bounded.
Relation (62) may be rewritten in the following form:∫
R
1
t− z
d(F (t)h, h)H =
=
2i
(z2 + 1)2
(
K∗
(
Âz + ÂzBz(Φ)(Hz(Φ))
−1CzÂz
)
Kh, h
)
H
−
−
1
(z − i)(z2 + 1)
((S2 + S0)h, h)H −
1
z2 + 1
((zS0 + S1)h, h)H, h ∈ H,
z ∈ C+\{i}, (64)
where Φζ ∈ S(D;H ⊖D(V ),H ⊖R(V )).
Theorem 2 Let the operator Hamburger moment problem (1) be given and
condition (2) holds. Let an operator A in a Hilbert space H be constructed as
in (30), an operator K be constructed by (63), A = A0, V = (A+ iEH)(A−
iEH)
−1. Define Âz, Bz(Φ), Cz, Dz(Φ), Hz(Φ) by relations (57)-(61). Each
solution F (t) of the moment problem (1) satisfies relation (64) with some
function Φζ ∈ S(D;H ⊖ D(V ),H ⊖ R(V )). On the other hand, for each
function Φζ ∈ S(D;H⊖D(V ),H ⊖R(V )) there exists a solution F (t) of the
moment problem (1) which satisfies (64).
Proof. The proof follows from the considerations before the statement of
the theorem. ✷
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The Nevanlinna-type parametrization for the operator
Hamburger moment problem.
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S.M. Zagorodnyuk
In this paper we obtain a Nevanlinna-type parametrization for the op-
erator Hamburger moment problem. The moment problem is not supposed
to be necessarily completely indeterminate. No assumptions besides the
solvability of the moment problem are posed.
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