Our results here depend on the notion of analytic (or meromorphic) pseudo-continuation. Two functions f\ and fι of the Nevanlinna class N in abutting domains are said to be pseudo-continuations of each other across a smooth arc C in the boundary of both domains if the non-tangential limits of f\ and fι are the same almost everywhere. In particular we show (Theorem 3) that if a closed invariant subspace Jt of ^P{G) is not fully invariant then there is some bounded component G y of the complement of G such that for any two functions /, g in Jf the function f/g has an analytic pseudo-continuation to G y .
This allows us to give a characterization of those closed invariant subspaces of <%* P (G) which contain the constants. We also show that each closed invariant subspace of ^P(G) satisfying a restrictive hypothesis H is of the form where φ is an inner function on G, χ a measurable function on the inner boundary contours of G whose modulus is constant on each of them, and J? χ This paper is a revision (with simplified proofs of Theorems 2 and 4) of an unpublished preprint of mine from fifteen years ago. I had wanted to settle the conjecture above before publication, but I have been unable to do so. It appears to be difficult. Recently, Daniel Hitt [6] has established the truth of the conjecture for <^2(A), where A is the annulus. This seems to me to lend credence to the conjecture. He shows also that in this case the function χ can be taken to be the boundary values of an inner function in X°°(Δ), Δ being the disk inside the annulus A.
The next two sections contain some general results on & p (G) 9 and in §3 we give a brief proof of the Hasumi-Sarason-Voichick characterization of fully invariant subspaces. In §5 we characterize the closed subspaces of β? p (G) which are invariant under the backward 1. Inner functions and the Nevanlinna class. Let G be a finitely connected bounded domain in C with smooth (i.e., C
2 ) boundary Γ. In this section we reformulate the concepts of Blaschke product and inner functions in a manner suitable for function theory on a multiply connected domain G with smooth boundaries so that the classical factorization and divisibility theorems of Beurling remain. In the treatment here only single-valued holomorphic functions are used. In order to accomplish this, we shall often need to insert a harmonic measure into our formulae. This will mean that inner functions, etc., are only required to have moduli which are constant almost everywhere on each boundary contour of G, rather than having those which are one almost everywhere on the boundary of G. where g(z, ζ) is the Green's function for G and h is a harmonic measure. We list below some standard properties of bounded analytic functions and Blaschke products. These are easily established using classical techniques (cf. [3] , [4] , and [7] where μ is a positive measure on Γ which is singular with respect to the measure given by arc length, and h is a harmonic measure. The measure μ in this representation is unique. LEMMA The function Φ o given by the lemma is called the greatest common divisor of the class {Φ a } If the class consists of two functions Φi and Φ 2 , we write ΦQ = (Φi, Φ2). The greatest common divisor of the class {0} is 0.
A meromorphic function / in G is said to have bounded characteristic, or to belong to the Nevanlinna class N, if / = f\/f 2 where f\ and f 2 are bounded analytic functions in G. It is sometimes useful to extend these notions to a set O which is the union of a finite number of smoothly bounded domains {G 7 } whose closures are disjoint. A function / is holomorphic in O if it is holomorphic in each G r The function / is bounded (or of class N) iff each f\ Gj is. A function Ψ is an inner function on O iff Ψ ; = Ψ| Gy is inner for each j. Note that some Ψ 7 may be identically zero and others not.
The concept of inner and outer functions is due to Beurling [1] who first established the factorization into inner and outer functions for functions of class %? 2 on the disk.
The Hardy classes & p .
An analytic function / in G is said to belong to the Hardy class %* P (G) if \f\ p has a harmonic majorant in G. For p > 1 these are Banach spaces, if we define The following proposition guarantees that certain functions which we construct are of class JΓ and hence of class N. Proof. Since each complex measure is a linear combination of positive ones and %* p is a linear space, it suffices to prove the proposition for positive measure μ. Since Γ is C 2 , there is a δ > 0 such that at each z e Γ there are two circles of radius δ tangent to Γ at z, with one circle in G and one in G. is in Jt whenever / is. We may take αo = oo for the unbounded component Go, in which case we require that zf(z) is in Jt whenever / is, i.e. that Jt is invariant in our previous sense. Since any function holomorphic in an open set containing G can be uniformly approximated on G by rational functions with poles only at the points α, , we see that the fully invariant subspaces of βf p (G) are just those closed subspaces which are invariant under multiplication by any function holomorphic in a neighborhood of G. This definition is not changed by conformal mapping, and we may use it to define the notion of fully invariant subspaces for domains in C which contain oo and also for open sets in C which are a finite union of components.
The characterization of the fully invariant subspaces of β? p (G) for multiply connected regions G closely resembles Beurling's characterization for ^P(A).
This characterization was carried out for the annulus by Sarason [12] , and for the more general case by Hasumi [5] , and Voichick [13], [14] . Their results are summarized in the following Theorem. We give a brief proof utilizing methods we shall use later.
If φ is an inner function in G, we denote by φ^p the space of all / E %* p which are multiples of φ, i.e., those / for which there exists g e ^p such that / = φg. These are clearly closed subspaces of <%* p invariant under multiplication by rational functions with poles outside G. The following theorem states that these are the only closed fully invariant subspaces. THEOREM Thus in order to show that φ%? p C ^f, it suffices to show that each linear functional L in Λf ° satisfies L(φg) = 0 for each g e J^p. In the case of ^°°, we have assumed Jί is weak* closed in -2*°°, and so it suffices to consider weak* continuous linear functional, i.e., those which are represented by integrals of £? If φ is an inner function (or a quotient of inner functions) in the unit disk Δ> then the function φ defined in A by is an inner function (or quotient of inner functions) in Δ and φ~ι is the analytic pseudo-continuation of φ to A.
Let Jί be a closed subspace ofβ^p{G) for 1 < p < oo {weak" closed if p = oo) which is invariant under multiplication by rational functions with poles outside G. Then there is an inner function φ on G such that
For each inner function ψ on the complement G of G we define the subspace Jt ψ of^p (G) to be the space of those functions / e <%* P (G) such that the function fψ\γ is almost everywhere equal to the nontangential boundary values of a function in <%* O P (G). The following proposition characterizes Jt ψ in terms of its annihilators. In the remaining sections we use the concept of analytic pseudocontinuation to characterize some of the invariant subspaces of %* P {G) which are not fully invariant. We begin by looking at invariant subspaces for the backward shift.
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PROPOSITION 4. Let ψ be an inner function in β?°°{G). Then the annihilator in βTP(G) ofψ%tf(G) is just the subspace
Subspaces of β?
?ρ invariant under the backward shift operator. In this section, we assume G is a bounded domain containing the origin. The backward shift operator S* is defined on the space of analytic functions on G by
It is a left inverse of the shift operator (the operator S which sends / into zf) and maps β? p {G) into itself. On ^2(Δ), where Δ is the unit disk, S* is the Hubert space adjoint of S.
The methods of the preceding section can be used to characterize the closed subspaces of ^2(G) which are invariant under S*. Douglas, Shapiro, and Shields [2] usual we denote the unbounded component of the complement of G by Go, and the bounded components by Gi,..., G w _i. We let -Γy denote the boundary of Gjr, 0 < j < n -1. In this section we characterize some of the closed subspaces Jt of %? P {G) which are invariant under multiplication by z. We begin with a theorem which gives us information about the invariance of such a subspace under multiplication by a rational function. p is said to be a reduced subspace if the greatest common divisor of the inner parts of the functions of Jί is 1. If JK is a closed invariant subspace of %* p and φ is the greatest common divisor of the inner parts of functions of ^f, then the subspace Jί 1 = {/: fφ ê } is a reduced closed invariant subspace of %f p and ^# = $?.#'. Thus to classify the closed invariant subspaces of S^p it suffices to classify the reduced ones.
