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Abstract
This paper aims to introduce a design methodology to stabilize a chain of integrators in a fixed-time with predefined
Upper Bound for the Settling-Time (UBST). This approach is based on time-varying gains (time-base generator) that
become singular as the time approaches the predefined convergence time. We present the conditions such that every
nonzero trajectory convergence exactly at the predefined time with feedback laws that are simpler than in previous
approaches. Additionally, we present results such that the origin is reached before the singularity occurs, making this
approach realizable in practice. A significant contribution, since current results, based on time-varying gains, required
the time-varying gain to tend to infinity as the time approaches the prescribed/predefined-time.
Moreover, our approach guarantees fixed-time convergence with predefined UBST even in the presence of bounded
disturbances (with known bound) and provides a methodology to re-design an autonomous fixed-time controller where
the estimate of the UBST for the closed-loop system is very conservative into a less conservative one with predefined
UBST that can be set arbitrarily tight. We present numerical examples to illustrate the effectiveness of the approach
together with comparisons with existing autonomous fixed-time controllers.
Keywords: Predefined-time stabilization, fixed-time control, Predefined-time control, Prescribed-time control.
1. Introduction
Recently, toward the design of closed-loop systems satisfying time constraints, there has been increasing interest in
the control community on a class of finite-time dynamical systems where there exist an Upper Bound of the Settling
Time (UBST) which is independent on the initial conditions, such systems are known a fixed-time systems [22, 25, 4, 5].
To apply such results in scenarios of time constraints, there has been some effort in deriving controllers defining
apriori the UBST as a parameter of the system [25, 2, 3]. On the one hand, autonomous controllers have been derived
based on Lyapunov analysis [22, 2, 26, 24, 19, 8]. However, even if non conservative estimates of the UBST are
obtained in the scalar case (see e.g. [25, 2]), the estimate of the UBST becomes too conservative in high-order systems
(see, e.g. the example in Section 5 of [7]2). On the other hand, nonautonomous controllers based on a class of
time-varying gains known as time-base generators have been derived [11, 29, 9, 28], where the origin is reached exactly
at the predefined-time, this feature is referred as prescribed-time [28, 29] or predefined-time [9, 11]. However, in such
methods such as [28, 29], to reach the origin, the time-varying gain requires to tend to infinity as the time approaches
the prescribed/predefined-time.
1This is the preprint version of the accepted Manuscript: D. Go´mez-Gutie´rrez, “On the design of non-autonomous fixed-time controllers with a
predefined upper bound of the settling time”, International Journal of Robust and Nonlinear Control, 2020, ISSN: 1099-1239. DOI. 10.1002/rnc.4976.
Please cite the publisher’s version. For the publisher’s version and full citation details see: https://doi.org/10.1002/rnc.4976.
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2In [27] it was shown that the proof of [7, Theorem 1] had flaws. Since the same arguments of [7, Theorem 1] were used in [7, Theorem 2], this
issue impacts the results on the estimation of the UBST of the fixed-time algorithms given in [7, 8]. However, recently, Basin et al [6] provided the
arguments to correct such flaws and showed that the results on the estimation of the UBST in [7, 8] remain valid. The autonomous controller in [7]
will be used to illustrate our redesign approach.
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To fill these gaps, in this paper, we propose a methodology for the design of stabilizing controllers for a perturbed
chain of integrators3. Our approach has the following four properties:
1. the closed-loop system is fixed-time stable;
2. the desired UBST is set a priori explicitly, with one parameter;
3. the UBST can be set arbitrarily tight (i.e., the slack between the predefined and the least UBST can be set
arbitrarily small);
4. the controller is non-autonomous with bounded time-varying gains.
Our methodology consists of redesigning known autonomous controllers by adding time-varying gains, constructed
from time-base generators [18]. However, unlike existing methods based on time-base generators[28, 29, 20], we
provide sufficient conditions such that our time-varying gains remain bounded. Moreover, contrary to [9], no initial
state is explicitly used in the feedback law; and unlike [28, 9], predefined-time convergence is guaranteed even in the
presence of external disturbances.
To illustrate our approach, we show how to redesign the autonomous fixed-time controllers in [2] and [7] to obtain
non-autonomous fixed-time controllers with predefined UBST, significantly reducing the over-estimation of the UBST
while maintaining the time-varying gain bounded4.
Notation: R is the set of real numbers, R¯ = R ∪ {−∞,+∞}, R+ = {x ∈ R : x ≥ 0} and R¯+ = R+ ∪ {+∞}. Finally,
t0 denotes the initial time. For a complex number λ, Re(λ) represents the real part of λ and Im(λ) the imaginary part of
λ. For a time function δ(t), we write δ(t) ≡ 0 to stress that δ(t) = 0 for all t ≥ t0.
The rest of the manuscript is organized as follows. In Section 2, we present the preliminaries on fixed-time stability
and time-scale transformations. In Section 3, we introduce our redesign methodology, which is applied in Section 4 to
redesign a linear controller, and two nonlinear controllers for fixed-time stability (the controller from Aldana-Lo´pez et
al. [2] and the controller from Basin et al. [7]). Finally, in Section 5, we present the conclusion and future work.
2. Preliminaries
Consider the system
x˙ = − f (x, t) + Dδ(t), ∀t ≥ t0, (1)
where x ∈ Rn is the state of the system, t ∈ [t0,+∞) is time, D = [0, . . . , 0, 1]T , and δ is a disturbance satisfying
|δ(t)| ≤ L, for a constant L < +∞.
The solutions of (1) are understood in the sense of Filipov [10]. We assume that f (·, ·) is such that the origin of (1)
is asymptotically stable and, except at the origin, (1) has the properties of existence and uniqueness of solutions in
forward-time on the interval [t0,+∞) (see Proposition 5 in [10]). The set of admissible disturbances, on the interval
[t0, tˆ], where tˆ is some time satisfying tˆ > t0, is denoted byD[t0,tˆ]. The solution of (1) for t ∈ [t0, tˆ], with disturbance
δ[t0,tˆ] (i.e. the restriction of δ(t) to [t0, tˆ]) and initial condition x0 is denoted by x(t; x0, t0, δ[t0,tˆ]), and the initial state is
given by x(t0; x0, t0, ·) = x0, when t0 = 0 we simply write x(t; x0, δ[t0,tˆ]). Moreover, if δ(t) ≡ 0 we simply write x(t; x0).
For simplicity, throughout the paper, we assume that the origin is the unique equilibrium point of the systems under
consideration. Thus, without ambiguity, we refer to global stability (in the respective sense) of the origin of the system
as the stability of the system. The extension to local stability is straightforward.
Definition 1. (Settling-time function) The settling-time function of system (1) is defined as
T (x0, t0) := inf{ξ ≥ t0 : ∀δ[t0,∞) ∈ D[t0,∞), limt→ξ x(t; x0, t0, δ[t0,∞)) = 0} − t0.
For autonomous systems ( f in (1) does not depend on t), the settling-time function is independent of t0, in such
cases we simply write T (x0). Notice that, Definition 1 admits T (x0, t0) = +∞.
Definition 2. (Fixed-time stability [23]) System (1) is said to be fixed-time stable if it is asymptotically stable [15] and
the settling-time function T (x0, t0) is bounded on Rn × R+, i.e. there exists Tmax ∈ R+ \ {0} such that T (x0, t0) ≤ Tmax if
t0 ∈ R+ and x0 ∈ Rn. Thus, Tmax is a UBST of x(t; x0, t0, δ[t0,∞)).
3For simplicity, we focus on chains of integrators. However, the results can be straightforwardly extended to a controllable linear system and
feedback linearizable nonlinear systems, and further extended to the multivariable case.
4In the publisher’s version, which can be found at https://doi.org/10.1002/rnc.4976, an example of the redesign of the autonomous
controller given in [30] is also provided.
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2.1. Time-scale transformations
As in [21, 3], the trajectories corresponding to the system solutions are interpreted, in the sense of differential
geometry [16], as regular parametrized curves. Since we apply regular parameter transformations over the time variable,
then without ambiguity, this reparametrization is sometimes referred to as time-scaling.
Definition 3. (Definition 2.1 in [16]) A regular parametrized curve, with parameter t, is a C1(I) immersion c : I → R,
defined on a real interval I ⊆ R. This means that dcdt , 0 holds everywhere.
Definition 4. (Pg. 8 in [16]) A regular curve is an equivalence class of regular parametrized curves, where the
equivalence relation is given by regular (orientation preserving) parameter transformations ϕ, where ϕ : I → I′
is C1(I), bijective and dϕdt > 0. Therefore, if c : I → R is a regular parametrized curve and ϕ : I → I′ is a regular
parameter transformation, then c and c ◦ ϕ : I′ → R are considered to be equivalent.
3. Main Result
Consider the perturbed systems
x˙1 = x2
...
x˙n−1 = xn
x˙n = u(t) + δ(t), (2)
where x = [x1, . . . , xn]T ∈ Rn is the state, u(t) is the controller and δ(t) is a bounded disturbance satisfying |δ(t)| ≤
L,∀t ≥ t0, for a known constant L.
Let Tc > 0 be a desired UBST for (2). Our aim is to present a methodology for designing a stabilizing controllers
u(t), such that:
1. the closed-loop system (2) is fixed-time stable;
2. Tc is a UBST;
3. with an appropriate selection of the control parameters, the UBST can be made arbitrarily tight (i.e, the slack
between the predefined UBST and the least UBST can be set arbitrarily small).
4. the algorithm is non-autonomous with a bounded time-varying gain.
Our methodology consists of defining u(t) as a piecewise controller. First, a non-autonomous controller drives
the state to the origin, ensuring that the origin is reached, regardless of the initial condition, in time t < t0 + Tc. This
controller maintains the state at the origin until time t = t0 + Tc when switching occurs to an autonomous controller
designed to maintain the state at the origin despite the disturbance.
Assumption 1. The mapping wL : Rn → R is such that with u(t) = wL(x), the perturbed system (2) is asymptotically
stable for all disturbances satisfying |δ(t)| ≤ L, for all t ≥ t0.
Assumption 1 means that we already have a robust controller for system (1), but such a controller may not satisfy
the real-time constraints. This controller is the one that we will use to maintain the state at the origin for all t ≥ t0 + Tc.
If L = 0, then wL(x) can be chosen as an appropriate linear state feedback [14]. If L > 0, then wL(x) can be chosen, for
instance, as a high order sliding mode control, such as [12].
Our approach is based on the following time transformation:
Lemma 1. Let η be a constant satisfying 0 < η ≤ 1. Then, the function ϕ(t) = τ = −α−1 ln(1 − η(t − t0)/Tc), defines a
parameter transformation with ϕ−1(τ) = t = η−1Tc(1 − e−ατ) + t0 as its inverse mapping.
Proof. It follows from Definition 4.
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To derive the controller designed to drive the state of system (1) to the origin in a fixed-time, with predefined UBST
given by Tc, let us introduce the time-varying gain, which is parametrized by Tc (the desired UBST):
κ(t − t0) :=
{ η
α(Tc−η(t−t0)) if t ∈ [t0, t0 + Tc)
1 otherwise,
(3)
where 0 < η ≤ 1; together with the following auxiliary system:
dy1
dτ
= y2
dy2
dτ
= y3 − αy2
...
dyn−1
dτ
= yn − α(n − 2)yn−1
dyn
dτ
= υ(y) − α(n − 1)yn + pi(τ), (4)
where y = [y1, . . . , yn]T is the state, α > 0, υ(y) is the controller, τ is the new time, associated to t by the time
transformation τ = −α−1 ln(1 − η(t − t0)/Tc), and
pi(τ) :=
[
κ(t − t0)−nδ(t)]∣∣∣t=η−1Tc(1−e−ατ)+t0
is a disturbance.
Notice that the disturbance pi(τ) is vanishing, since |δ(t)| ≤ L, for all t ≥ t0 and
κ(t − t0)−1
∣∣∣
t=η−1Tc(1−e−ατ)+t0 = αη
−1Tce−ατ.
Thus, pi(τ) is bounded and pi(τ)→ 0 as τ→ +∞. Moreover, notice that if η < 1 then (3) is bounded.
The controller designed to drive the origin of system (2) in a fixed-time upper bounded by t0 + Tc consist on
redesigning υ(y) with the time-varying gain (3), i.e.
u(t) = κ(t − t0)nυ(Ω(t − t0)−1x), fort ∈ [t0, t0 + Tc),
where
Ω(t − t0) = diag(1, κ(t − t0), . . . , κ(t − t0)n−1) ∈ Rn×n.
To this end, we make the following assumption on the controller υ(y):
Assumption 2. The map υ : Rn → R is such that the auxiliary system (4) satisfies:
• the system (4) is asymptotically stable with settling time function T (y0),
• T f is the smallest known value such that, for all y0 ∈ Rn, T (y0) ≤ T f ∈ R¯ (Notice that, if supy0∈Rn T (y0) = +∞
or no upper bound is known for supy0∈Rn T (y0), then T f = +∞).
•
lim
t→t0+Tc
κ(t − t0)i−1 yi(τ; y0, pi[0,T (y0)))
∣∣∣
τ=−α−1 ln(1−η(t−t0)/Tc) = 0 (5)
for i = 1, . . . , n, where yi(τ; y0, pi[0,T (y0))) is the i-th element of the solution of (4), denoted by y(τ; y0, pi[0,T (y0))).
Notice that, if (4) is finite-time stable, the condition (5) is trivially satisfied.
Now, we are ready to present our main result.
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Theorem 1. Let κ(t − t0) be as in (3) with η := (1 − e−αT f ) and T f as defined in Assumption 2. Then, if wL : Rn → R
satisfies Assumption 1, υ : Rn → R satisfies Assumption 2, and u(t) is designed as
u(t) =
{
κ(t − t0)nυ(Ω(t − t0)−1x) if t ∈ [t0, t0 + Tc)
wL(x) otherwise,
(6)
with Ω(t − t0) := diag(1, κ(t − t0), . . . , κ(t − t0)n−1), then the system (2) is fixed-time stable with Tc as the predefined
UBST.
Proof. Consider the coordinate change xi = κ(t − t0)i−1yi, i = 1, . . . , n, (i.e. x = Ω(t − t0)y) then x˙i = κ(t − t0)i−1y˙i + (i−
1)κ˙(t − t0)κ(t − t0)i−2yi and the dynamics in the new coordinates are
y˙i = κ(t − t0)1−i[κ(t − t0)iyi+1 − (i − 1)κ˙(t − t0)κ(t − t0)i−2yi]
= κ(t − t0)[yi+1 − (i − 1)κ˙(t − t0)κ(t − t0)−2yi]
for i = 1, . . . , n − 1 and
y˙n = κ(t − t0)1−n[−κ(t − t0)nυ(Ω(t − t0)−1x) + δ(t) − (n − 1)κ˙(t − t0)κ(t − t0)n−2yn]
= κ(t − t0)[−υ(y) + κ(t − t0)−nδ(t) − (n − 1)κ˙(t − t0)κ(t − t0)−2yn].
Notice that κ˙(t − t0)κ(t − t0)−2 = α.
Moreover, consider the parameter transformation given in Lemma 1, τ = −α−1 ln(1 − η(t − t0)/Tc), then t =
η−1Tc(1 − e−ατ) + t0 and
dt
dτ
∣∣∣∣∣
τ=−α−1 ln(1−η(t−t0)/Tc)
=
[
αη−1Tce−ατ
]∣∣∣∣
τ=−α−1 ln(1−η(t−t0)/Tc)
= αη−1Tc(1 − η(t − t0)/Tc) = αη−1(Tc − η(t − t0))
= κ(t − t0)−1
Thus, the dynamic of the system in the τ variable is given by (4) where pi(τ) = κ(t − t0)−nδ(t)|t=η−1Tc(1−e−ατ)+t0 . Notice that,
since δ(t) satisfies that |δ(t)| ≤ L, for all t ≥ t0 and κ(t − t0)−n|t=−η−1Tc(1−e−ατ)+t0 = (αη−1Tce−ατ)n, then |pi(τ)| ≤ (αη−1Tc)nL
and pi(τ)→ 0 as τ→ +∞.
Let Ω(t − t0) = diag(1, κ(t − t0), . . . , κ(t − t0)n−1). Since, the system (4) is asymptotically stable with T (y0) as its
settling time function and x0 = Ω(0)y0, then (2) reaches the origin at
T (x0, t0) = lim
τ→T (Ω(0)−1 x0)
η−1Tc(1 − e−τ) ≤ Tc,
and the control wL(x1, . . . , xn) maintains it at the origin for all t ≥ t0 + T (x0, t0).
Thus, (2) is fixed-time stable with Tc as the predefined UBST.
Remark 1. Notice that system (2) can be seen as the error dynamics of a closed-loop system. Thus, the results derived
in Theorem 1, can be used to design stabilizing algorithms, trajectory tracking controllers, or regulators.
Remark 2. Without loss of generality, the results in this manuscript can be applied to controllable linear systems and
feedback linearizable nonlinear systems [13]. The extension to the multivariable case is straightforward.
Corollary 1. The settling time function of system (2), under the controller (6), is given by T (x0, t0) = limτ→T (Ω(0)−1 x0) η
−1Tc(1−
e−τ). Additionally, the following holds:
1. If T (y0) = +∞ for every y0 , 0, then the settling time of (2) is exactly Tc for every x0 , 0.
2. If supz0∈Rn T (y0) = +∞, then Tc is the least UBST of (2).
3. If there exist T f < +∞ such that, for all y0 ∈ Rn, T (y0) ≤ T f , then κ(t− t0) is bounded for all t ∈ [t0, t0 +T (x0, t0))
and all x0 ∈ Rn.
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Figure 1: Example of a time-scaling with η = 1 and Tc = 10.
The next corollary states that, if system (4) is fixed-time stable with a known UBST then the time-varying gain
κ(t − t0) is upper bounded, and the predefined UBST of (2), under the control (6), which is given by Tc, can be set
arbitrarily tight.
Corollary 2. Assume that T f = T ∗max with a known constant T ∗max < +∞ (i.e., system (4) is fixed-time stable with a
known UBST). Then, η < 1 and κ(t − t0) is upper bounded by
κ(t − t0) ≤ η
α(Tc − η(t − t0))
∣∣∣∣∣
t=η−1Tc(1−e−αT∗max )+t0
=
η
αTc(1 − η) < +∞. (7)
Moreover, let Tˆ = supy0∈Rn T (y0) and let sα be the slack (parametrized by α) between the least UBST of (2) and the
predefined one given by Tc, i.e.,
sα = η−1Tc(1 − e−αTˆ ) + t0 − (Tc + t0) = Tc(1 − e−αT ∗max )−1(1 − e−αTˆ ) − Tc.
Then, for every  > 0 there exists α such that sα ≤ .
Remark 3. Notice that, since η is a function of the parameter α, by tuning α, we can select the bound of κ(t − t0).
Alternatively, by tuning α, we can make the UBST arbitrarily tight (i.e., the slack sα arbitrarily small). However, notice
that as α increases, the bound in (7) increases, and the slack sα decreases. Thus, one needs to establish a trade-off
between the size of the upper bound for κ(t − t0) and how small the slack sα is. Clearly, the bigger the bound on the
time-varying gain, the higher the tolerance required for simulation, and the more sensitive the controller becomes to
measurement noise.
Example 1. A plot of the time scale transformation with t0 = 0, η = 1 and Tc = 10 is shown in Figure 1. Notice that α
provides a degree of freedom to select how a time in τ maps to a time in t. By Corollary 2, by an appropriate selection
of α, the UBST can be set arbitrarily tight.
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4. Examples: Redesigning autonomous controllers to obtain fixed-time non-autonomous system with prede-
fined UBST
Let ai, i = 1, . . . , n be such that sn + a1sn−1 + · · · + an = 0 has roots λi = α(1 − i), i = 1, . . . , n, and let Q be the
similarity transformation taking the linear system dydτ = Ay + Bu, where
A =

0 1 0 · · · 0 0
0 −α 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0
0 0 0 · · · α(n − 2) 1
0 0 0 · · · 0 α(n − 1)

and B =

0
0
0
...
0
1

,
into the controller canonical form [14], i.e. y = Qz where
Q := C(A, B)V (8)
with C(A, B) as the controllability matrix of the pair (A, B) and
V =

an−1 an−2 · · · a1 1
an−2 an−3 · · · 1 0
...
...
. . .
...
...
a1 1 · · · 0 0
1 0 · · · 0 0

.
Proposition 1. Let wL0 (z) be such that the system given by
dzi
dτ
= zi+1
for i = 1, . . . , n − 1, and
dzn
dτ
= wL0 (z) + pi(τ), (9)
where z = [z1, . . . , zn]T , is asymptotically stable with settling-time function given by Tz(z0). Then, with
υ(y) =
[
wL0 (z) + anz1 + · · · + a1zn
]∣∣∣
z=Q−1y (10)
where ai, i = 1, . . . , n are the coefficients of the characteristic polynomial of A and Q is defined in (8), the system (4) is
asymptotically stable and the settling time function of (4) is T (y0) = Tz(Q−1y0). Thus, under Assumption 1 and 2, the
controller (6) where υ(y) is given by (10), is fixed-time stable with Tc as the predefined UBST.
Proof. Notice that, under the coordinate change y = Qz, the system (4) is given by
dzi
dτ
= zi+1
for i = 1, . . . , n − 1, and
dzn
dτ
= υ(Qz) − anz1 − · · · − a1zn + pi(τ).
Thus, if υ(y) is given by (10), then, the closed-loop system becomes (9). Thus, by Assumption 1, (9) is asymptotically
stable with settling-time function given by T(9)(z0), where z0 = Q−1Ω(0)x0. Since T (x0, t0) = limτ→T(9)(z0) η−1Tc(1 −
e−ατ) ≤ Tc.
Notice that, if (9) is finite-time stable (resp. fixed-time stable) then, if υ(y) is given by (10), the system (4) is also
finite-time stable (resp. fixed-time stable). Moreover, if there exists T ∗max < +∞ such that, for all z0 ∈ Rn, Tz(z0) ≤ T ∗max,
then for all y0 ∈ Rn, T (y0) ≤ T ∗max. This result is interesting, because it allows to derive non-autonomous controllers
with the desired properties based on autonomous controllers from the literature. For instance, fixed-time controllers
for (9) have been proposed, for instance, in [22, 7, 2, 17, 30].
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4.1. Deriving fixed-time controllers with predefined UBST
In this subsection, we illustrate our main result by deriving different controllers with predefined UBST. These
results are derived by applying Proposition 1. We illustrate our methodology by redesigning three controllers. A linear
feedback control [14], the fixed-time controller, proposed in [2] and the homogeneous fixed-time controller proposed
in [30]. Additional results can be obtained similarly. The simulations are performed in the OpenModelica software,
using the DASSL solver.
The first controller is based on linear feedback control and allows us to obtain a fixed-time stable closed-loop
system with settling time exactly at Tc. To introduce this result, let us first provide a sufficient condition such that (5)
holds for the case when υ(·) is linear.
Lemma 2. Let pi(τ) ≡ 0 and let (4) be a linear system with eigenvalues λi, i = 1, . . . , n. Then, if minλi (|Re(λi)|α−1) > n
then (5) holds.
Proof. Notice that yi(τ; x0) is a linear combination of terms of the form:
• eRe(λi)τ for distinct λi,
• tieRe(λi)τ, i = 0, . . . , j − 1 for λi with algebraic multiplicity j and
• eRe(λi)τ sin(Im(λ)τ + θ) for complex complex conjugate λi with and tan(θ) = Im(λi)Re(λi) .
However, since
eRe(λi)τ
∣∣∣
τ=−α−1 ln(1−η(t−t0)/Tc) = e
ln(1−η(t−t0)/Tc)|Re(λi )|α−1 = (1 − η(t − t0)/Tc)|Re(λi)|α−1 ,
then
κ(t − t0)i−1 eRe(λi)τ
∣∣∣
τ=−α−1 ln(1−η(t−t0)/Tc) = η
i−1 (1 − η(t − t0)/Tc)|Re(λi)|α−1
(α(Tc − η(t − t0)))i−1 , i = 1, . . . , n.
Thus, if minλi (|Re(λi)|α−1) > n, then (5) holds.
Corollary 3. Let δ(t) ≡ 0, if υ(y) is given as in (10) with
wL0 (z) = −knz1 − · · · − k1zn (11)
where sn +k1sn−1 + · · ·+kn is a Hurwitz polynomial with roots λi satisfying minλi (|Re(λi)|α−1) > n, then (2) is fixed-time
stable with Tc as the settling time for every nonzero trajectory.
Proof. The proof follows trivially by Lemma 2 and Corollary 1, item 1), and by noticing that (9) is asymptotically
stable with eigenvalues λi, i = 1, . . . , n.
Example 2. Consider a chain of three integrators and let α = 1 and η = 1. The simulation of the proposed fixed-time
control (6) with υ(y) as in (10) with Tc = 10, a1 = 3, a2 = 2, a3 = 0; z1 = y1, z2 = y2 and z3 = (y3 − y2), wL0 (z) as
in (11) with k1 = 21, k2 = 134.75 and k3 = 257.25 and wL(x) = −6x1 − 11x2 − 6x3 is shown in Figure 2.
Remark 4. Notice that if system (4) is such that for every y0 , 0, T (y0) = +∞ (such as, in the linear case), then η = 1.
Thus, limt→t0+T−c κ(t − t0) = +∞. Moreover, notice that, even if limt→t0+T−c u(t) = 0, to compute the control law, one
needs to compute the time-varying gain κ(t − t0). Thus, the controller is not realizable in practice. These are drawbacks
also present in the non-autonomous controllers proposed in [28, 29, 20]; and as stated in [28], also the finite-horizon
optimal control approach with a terminal constraint, inevitably yields gains that go to infinity. However, unlike such
methods, our methodology allows us to design controllers with bounded time-varying gains and the application to
perturbed systems, as we illustrate in our next case.
The second controller is based on the autonomous control for perturbed second order systems proposed in [2],
which provides an estimation of the UBST. We show that the over-estimation of the UBST is significantly reduced in
our proposal, while the time-varying gain remains bounded. Compared with previous fixed-time controllers based on
time-varying gains, see e.g., [28, 20], our approach allows us to guarantee fixed-time convergence with predefined
UBST and bounded gains even if the system is affected by disturbances.
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time timetime
x1(0) = x2(0) = x3(0) = 50 x1(0) = x2(0) = x3(0) = 500 x1(0) = x2(0) = x3(0) = 50000
x1(t)x2(t)
x3(t)
Figure 2: Simulation of the proposed fixed-time control of Example 2 with UBST chosen as Tc = 10, which is based on linear control.
Corollary 4. Assume that δ(t) = 0, for all t ≥ t0. Then, if υ(y) is given as in (10) with
wL0 (z) = ρ
n(−kng1(z1) − kn−1g2(ρ−1z2) − · · · − k1gn(ρn−1zn)), (12)
where sn + k1sn−1 + · · · + kn is a Hurwitz polynomia,
gi(xi) = bxie
n−nε1
n−(i−1)ε1 + bxie
n+nε2
n+(i−1)ε2
with ε1, ε2 > 0 sufficiently small; then, with η = (1 − e−αTmax ) where Tmax = TBBF/ρ with TBBF an UBST of (9) under
the control
wL0 (z) = −kng1(z1) − · · · − k1gn(zn)), (13)
which is given, for instance, by equation (10) in [7]; (2) is fixed-time stable with Tc as the predefined UBST. Moreover,
κ(t) is bounded for all t ∈ [t0, t0 + Tc].
Proof. It follows from Theorem 2 in [7] that the system (9) under the control (13) is fixed time stable with UBST given
by TBBF . Now consider the time-scaling τ = ρτˆ together with the coordinate change zˆi = ρi−1zi. Since dzdτˆ =
dz
dτ
dτ
dτˆ and
dτ
dτˆ = ρ, then in the τˆ time variable (9) the dynamic for zˆ is given by
dzˆi
dτ
= zˆi+1
for i = 1, . . . , n − 1, and
dzˆn
dτ
= ρn(−kng1(z1) − kn−1g2(ρ−1z2) − · · · − k1gn(ρn−1zn)) (14)
Since, the UBST of (9) under the control (13) is upper bounded by TBBF , then an UBST of (14) is given by Tmax =
TBBF/ρ. Thus, the result follows trivially.
Example 3. Consider a chain of three integrators. For comparison, consider u(t) = wL0 (x) with wL0 (·) given by (12)
with k1 = 3, k2 = 3, k3 = 1, ε1 = 322 , ε2 =
3
18 , ρ = 1 which according to [7], TBBF = 578.38. A simulation of such
autonomous system with Tc = 12 is given in the first two rows of Figure 3; it can be observed that, even if Tmax = 578.38,
convergence is obtained before 50 units of time. Thus, the UBST is significantly overestimated.
Now, consider the redesign of this autonomous controller using the proposed method with υ(y) as in (10) with
a1 = 3, a2 = 2, a3 = 0; z1 = y1, z2 = y2 and z3 = (y3 − y2), wL0 (z) as in (12) where ρ = 578.38/15; k1 = 3, k2 = 3,
k3 = 1, ε1 = 322 , ε2 =
3
18 ; and wL(x) = −6x1 − 11x2 − 6x3. A simulation of such closed loop system, with Tc = 65, α = 1
and η = 1 − e−15 as the parameters for κ(t), is given in the last two rows of Figure 3. Notice that compared with the
autonomous control, the overestimation of the UBST is significantly reduced. Additionally, in Figure 4 we present a
comparison, between the control signals of the autonomous control and the proposed non-autonomoous control. Notice
that the control signal is lower in the proposed nonautonomous control.
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x1(0) = pi2 , x2(0) = 5, x3(0) = 0 x1(0) = pi, x2(0) = 10, x3 = 0 x1(0) =
3pi
2 , x2(0) = 500, x3 = −144e3
x1(t)
x2(t)
x3(t)
Figure 3: Simulation of the proposed fixed-time control of Example 3 which is based on the autonomous homogeneous fixed-time control given
in [7]. Notice that, for the autonomous control the UBST is obtained from [7] as 578.38; whereas for the non-autonomous control the desired UBST
is set at Tc = 65. Thus, the overestimation is significantly reduced by redesigned the controller with the proposed method.
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x1(0) = pi2 , x2(0) = 5, x3(0) = 0 x1(0) = pi, x2(0) = 10, x3 = 0 x1(0) =
3pi
2 , x2(0) = 500, x3 = −144e3
u(t) u(t)
u(t)
Figure 4: Control signal for Example 3. Notice that, although the real convergence time are similar in the autonomous and nonautonomous case, the
control magnitud is lower in the non-autonomous case. Also, notice that the autonomous control, which is obtained from [7], has an UBST of 578.38;
whereas for the non-autonomous control the desired UBST is set at Tc = 65.
Corollary 5. Let δ(t) be such that |δ(t)| ≤ L holds for a known constant L and let α1, α2, β1, β2, p, q, k > 0, kp < 1,
kq > 1, Tc1 ,Tc2 > 0, ζ(τ) ≥ (αη−1Tce−ατ)2L, and
γ1 =
Γ
(
1
4
)2
2α1/21 Γ
(
1
2
) (α1
β1
)1/4
, and γ2 =
Γ
(
mp
)
Γ
(
mq
)
αk2Γ(k)(q − p)
(
α2
β2
)mp
,
with mp =
1−kp
q−p and mq =
kq−1
q−p . Then, if υ(y) is given as in (10) with
wL0 (z) = −
 γ2Tc2 (α2 |σ|p + β2 |σ|q)k + γ
2
1
2T 2c1
(
α1 + 3β1z21
)
+ ζ(τ)
 sign(σ), (15)
where σ is defined as
σ = z2 +
bz2e2 + 2γ21T 2c1
(
α1 bz1e1 + β1 bz1e3
)
1/2
,
and η is selected as η = (1 − e−α(Tc1 +Tc2 ))), then (2) is fixed-time stable with Tc as the predefined UBST. Moreover, κ(t)
is bounded for all t ∈ [t0, t0 + Tc].
Proof. It follows from Theorem 4 in [2], that the system (9) under the control (15) is fixed time stable with an UBST
given by Tmax = Tc1 + Tc2 . Thus, the proof follows trivially.
Example 4. Consider a chain of two integrators with disturbance δ(t) = sin(2pit/5). For comparison, consider u(t) =
wL0 (x) with wL0 (·) given by (15) where ζ = (αη−1Tce−ατ)2, p = 0.5, q = 3, k = 1.5 and α1 = α2 = 1/β1 = 1/β2 = 4. It
follows from [2] that with Tc1 = Tc2 = 5, Tmax = 10 is an UBST. The simulation under such autonomous control is
given in the first two rows of Figure 5.
Now, consider the system under the proposed fixed-time control (12) with υ(y) as in (10) with a1 = 1, a2 = 0;
z1 = y1, z2 = y2, wL0 (z) as in (15) where ζ = 1, p = 0.5, q = 3, k = 1.5 and α1 = α2 = 1/β1 = 1/β2 = 4. It follows
from [2] that with Tc1 = Tc2 = 5. A simulation of such closed loop system, with Tc = 10, α = 1 and η = 1 − e−10 as the
parameters for κ(t), is given in the last two rows of Figure 5. Notice that compared with the autonomous control, the
overestimation of the UBST is significantly reduced.
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x1(0) = x2(0) = 1 x1(0) = x2(0) = 10 x1(0) = x2(0) = 100
x1(t)x2(t)
Figure 5: Simulation of the proposed fixed-time control of Example 4, which is based on the second order control given in [2].
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5. Conclusion
This manuscript presented new controllers based on time-varying gains, constructed from time-base generators, for
the stabilization of a chain of integrators in a fixed-time, with predefined UBST, which allows the application of the
results to scenarios with real-time constraints.
We showed how, based on an autonomous fixed-time controller (which typically has a very conservative UBST, see
e.g. [22, 7, 30, 2, 17]), to derive a non-autonomous fixed-time controller with a predefined UBST, resulting in a UBST
that can be set arbitrarily tight. Additionally, we provide conditions under which the time-varying gain is guaranteed to
be bounded, which is a significant contribution against existing controllers based on time-varying gains[28, 29, 20]. In
contrast to existing fixed-time controllers based on time-varying gains[28, 9, 20], our design is more straightforward
and guarantees predefined convergence even in the presence of external disturbances affecting the system. Moreover,
unlike [9], our approach does not require explicit use of the initial conditions in the feedback law.
We presented numerical simulations and comparisons with existing autonomous fixed-time controllers to demon-
strate our contribution. Future work is concerned with the extension of these results to consider a broader class of
time-varying gains that have been proposed in the literature [3].
This work, together with predefined-time observers and online differentiation algorithms [1], contribute toward
control algorithms for systems under real-time constraints.
Acknowledgement
The author would like to thank Rodrigo Aldana Lo´pez for the fruitful discussion on fixed-time systems, Nilesh
Ahuja for proofreading the manuscript and M. Basin for his comments on autonomous fixed-time systems.
References
[1] R. Aldana-Lo´pez, D. Go´mez-Gutie´rrez, M. T. Angulo, and M. Defoort. A methodology for designing fixed-time stable systems with a
predefined upper-bound in their settling time. arXiv preprint arXiv:2001.06707, 1 2020.
[2] R. Aldana-Lo´pez, D. Go´mez-Gutie´rrez, E. Jime´nez-Rodrı´guez, J. D. Sa´nchez-Torres, and M. Defoort. Enhancing the settling time estimation
of a class of fixed-time stable systems. International Journal of Robust and Nonlinear Control, 29(12):4135–4148, 2019.
[3] R. Aldana-Lo´pez, D. Go´mez-Gutie´rrez, E. Jime´nez-Rodr\’\iguez, J. D. Sa´nchez-Torres, and M. Defoort. On the design of new classes of
fixed-time stable systems with predefined upper bound for the settling time. arXiv preprint arXiv:1901.02782 v2, 2019.
[4] V. Andrieu, L. Praly, and A. Astolfi. Homogeneous approximation, recursive observer design, and output feedback. SIAM Journal on Control
and Optimization, 47(4):1814–1850, 2008.
[5] M. Basin. Finite- and fixed-time convergent algorithms: Design and convergence time estimation. Annual Reviews in Control, 48:209–221,
2019.
[6] M. Basin and P. Rodriguez-Ramirez. Discussion of Three Examples to Recent Results of Finite-and Fixed-Time Convergent Algorithms. arXiv
preprint arXiv:2003.12674, 2020.
[7] M. Basin, Y. Shtessel, and F. Aldukali. Continuous finite- and fixed-time high-order regulators. Journal of the Franklin Institute, 353(18):5001–
5012, 12 2016.
[8] M. Basin, P. Yu, and Y. Shtessel. Finite-and fixed-time differentiators utilising HOSM techniques. IET Control Theory & Applications,
11(8):1144–1152, 2016.
[9] H. M. Becerra, C. R. Vazquez, G. Arechavaleta, and J. Delfin. Predefined-Time convergence control for High-Order integrator systems using
time base generators. IEEE Transactions on Control Systems Technology, 26(5):1866–1873, 2018.
[10] J. Cortes. Discontinuous dynamical systems. IEEE Control systems magazine, 28(3):36–73, 2008.
[11] J. Delfin, H. M. Becerra, and G. Arechavaleta. Visual servo walking control for humanoids with finite-time convergence and smooth robot
velocities. International Journal of Control, 89(7):1342–1358, 2016.
[12] S. Ding, A. Levant, and S. Li. New families of high-order sliding-mode controllers. In 2015 54th IEEE Conference on Decision and Control
(CDC), pages 4752–4757. IEEE, 2015.
[13] A. Isidori. Nonlinear control systems. Springer Science & Business Media, 2013.
[14] T. Kailath. Linear Systems. Prentice-Hall, 1980.
[15] H. K. Khalil and J. W. Grizzle. Nonlinear systems, volume 3. Prentice hall Upper Saddle River, 2002.
[16] W. Ku¨hnel. Differential geometry, volume 77. American Mathematical Soc., 2015.
[17] J. Mishra, R. Patel, X. Yu, and M. Jalili. Recursive surface structure for fixed-time convergence with applications to power systems. IET
Control Theory and Applications, 12(18):2595–2604, 2018.
[18] P. Morasso, V. Sanguineti, and G. Spada. A computational theory of targeting movements based on force fields and topology representing
networks. Neurocomputing, 15(3-4):411–434, 1997.
[19] A. J. Munoz-Vazquez, J. D. Sanchez-Torres, E. Jimenez-Rodriguez, and A. G. Loukianov. Predefined-Time Robust Stabilization of Robotic
Manipulators. IEEE/ASME Transactions on Mechatronics, 24(3):1033–1040, 2019.
13
[20] A. K. Pal, S. Kamal, S. K. Nagar, B. Bandyopadhyay, and L. Fridman. Design of controllers with arbitrary convergence time. Automatica, 112,
2 2020.
[21] J. Pico´, E. Pico´-Marco, A. Vignoni, and H. De Battista. Stability preserving maps for finite-time convergence: Super-twisting sliding-mode
algorithm. Automatica, 49(2):534–539, 2013.
[22] A. Polyakov. Nonlinear feedback design for fixed-time stabilization of linear control systems. Automatic Control, IEEE Transactions on,
57(8):2106–2110, 2012.
[23] A. Polyakov and L. Fridman. Stability notions and Lyapunov functions for sliding mode control systems. Journal of the Franklin Institute,
351(4):1831–1865, 2014.
[24] J. D. Sa´nchez-Torres, M. Defoort, and A. J. Mun˜oz-Va´zquez. Predefined-time stabilisation of a class of nonholonomic systems. International
Journal of Control, pages 1–8, 2019.
[25] J. D. Sa´nchez-Torres, D. Go´mez-Gutie´rrez, E. Lo´pez, and A. G. Loukianov. A class of predefined-time stable dynamical systems. IMA Journal
of Mathematical Control and Information, 35(1):I1–I29, 2018.
[26] J. D. Sa´nchez-Torres, A. J. Mun˜oz-Va´zquez, M. Defoort, E. Jime´nez-Rodrı´guez, and A. G. Loukianov. A class of predefined-time controllers
for uncertain second-order systems. European Journal of Control, 2019.
[27] R. Seeber. Three counterexamples to recent results on finite- and fixed-time convergent controllers and observers. Automatica, 112, 2020.
[28] Y. Song, Y. Wang, J. Holloway, and M. Krstic. Time-varying feedback for regulation of normal-form nonlinear systems in prescribed finite
time. Automatica, 83:243–251, 9 2017.
[29] Y. Song, Y. Wang, and M. Krstic. Time-varying feedback for stabilization in prescribed finite time. International Journal of Robust and
Nonlinear Control, 29(3):618–633, 2019.
[30] K. Zimenko, A. Polyakov, D. Efimov, and W. Perruquetti. On simple scheme of finite/fixed-time control design. International Journal of
Control, pages 1–9, 2018.
14
